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Abstract
The kernel of a simple polygon is the set of points in its interior from which all points inside the
polygon are visible. We formally establish that for a given convex polygon Q we can always con-
struct a larger simple polygon with many reflex vertices such that Q is the kernel of P . We present
algorithms for decomposing a strongly monotone polygon into star-polygons. This decomposition
is applied for developing an efficient algorithm for placing a small number of vertical towers to cover
the entire given 1.5D terrain. We also present an experimental investigation of the proposed algo-
rithm. The implementation is done in the Java programming language and the resulting prototype
supports a user friendly interface.
iii
Acknowledgements
First of all, I would like to thank my advisor Dr. Laxmi Gewali, for his continuous guidance and
help. His enthusiasm and knowledge have been decisive factors on the completion of this thesis.
I would also like to thank my committee members for their constant suggestions to improve my
work. Finally, I would like to thank my wife for being by my side at every stage of the process.
Jason A. Mark






Table of Contents v
List of Tables vii
List of Figures viii
Chapter 1 Introduction 1
Chapter 2 Review of Kernel Computation Algorithms 3
2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Visibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.4 Half-Plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.5 Reflex Edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.6 Grazing Chord . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.7 Essential Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Review of Kernel Constructing Algorithms . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Half Plane Intersection Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Kernel of a Polygon Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Distinguishing Floating and Attached Kernels . . . . . . . . . . . . . . . . . . . . . . 13
v
Chapter 3 Kernel Aware Polygon Partitioning 15
3.1 Visibility Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Constructing Polygons Around Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 The Notion Of Reduced Polygons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Decomposing Monotone Polygons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Strongly Monotone Polygon Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Chapter 4 Experiment investigation 27
4.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Programming Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Window Frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.4 Options Panel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.5 Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.5.1 Kernel Calculation Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5.2 Reduced Polygon Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5.3 Tower Placement Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37





4.1 Application Menu Items . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Application Panel Options . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Application Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4 Classes Used In All Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5 Kernel Calculation Main Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.6 Kernel Calculation Helper Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Grazing Chord Main Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Grazing Chord Helper Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.9 Reduced Polygon Main Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.10 Reduced Polygon Helper Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.11 Tower Placement Helper Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.12 Tower Placement Main Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.13 Correlation Between Vertices And Tower Heights On A 10000x500 Terrain (Part 1) . . . 40
4.14 Correlation Between Vertices And Tower Heights On A 10000x500 Terrain (Part 2) . . . 41
vii
List of Figures
2.1 A Polygon With An Implied Counterclockwise Direction . . . . . . . . . . . . . . . . . . 4
2.2 Polygon Point Visibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Polygons With And Without Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 A Half-Plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5 Reflex Edges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.6 Grazing Chords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.7 Partitioning By Grazing Chords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.8 Non-Intersection Of Essential Components . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.9 A Kernel Bounded By Grazing Chords . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.12 Illustrating Shamos And Hoey’s Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.13 D.T. Lee’s And F.P. Preparata’s Kernel Calculation Algorithm . . . . . . . . . . . . . . 13
2.14 A Non-Floating Kernel With O(n) Sides . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1 A Visibility Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 A Polygon That Admits A Convex Polygon As Its Kernel . . . . . . . . . . . . . . . . . 17
3.3 Case (iii) Of The Safe Ear Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4 A Reduced Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5 A Reduced Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.6 The Absence Of A Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.7 A X-Monotone Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.8 A Strongly Monotone Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.9 Hit-Point Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.10 Partitioning A Strongly Monotone Polygon . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.11 A Transition Interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.12 Tower Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
viii
3.13 Enhanced Tower Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.14 Enhanced Tower Placement On A Wider Terrain . . . . . . . . . . . . . . . . . . . . . . 26
4.1 The Layout Of The Java Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 The Kernel Calculation Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 The Reduced Polygon Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4 The 2D Terrain Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.5 Kernel Calculation Screenshots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.6 A Polygon Without Grazing Chords Displayed . . . . . . . . . . . . . . . . . . . . . . . 35
4.7 A Polygon With Grazing Chords Displayed . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.8 An Un-Reduced Polygon (Example 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.9 A Reduced Polygon (Example 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.10 An Un-Reduced Polygon (Example 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.11 A Reduced Polygon (Example 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
ix
List of Algorithms
1 Shamos & Hoey’s Half Plane Intersection . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Lee & Preparata’s Kernel Of A Polygon . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Simple Polygon Admitting Any Given Convex Polygon As Its Kernel . . . . . . . . . 16
4 Generate a Reduced Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 Partitioning Strongly Monotone Polygons . . . . . . . . . . . . . . . . . . . . . . . . 24




Extracting simple components from a two dimensional shape has many applicational interests in
robotics, surveillance, geometric modeling, and computer graphics. Simple polygons have been
considered widely to model two dimensional shapes. Extracting simple components from a simple
polygon are described in computational geometry textbooks [CLRS09] and [O98] and related jour-
nals. The problem of extracting simple components from a simple polygon is generally investigated
in two flavors: (i) decomposition and (ii) partitioning. In decomposition, components are allowed
to overlap. While in partitioning, no portion is shared by components. The well known problem
of triangulating a polygon is an example of partitioning in which components are required to be
disjoint.
In this thesis, we study algorithmic problems in the interface of star-component partitioning and
placement of towers on a terrain. More specifically, we study the development of approximation
algorithms for decomposing simple polygons and monotone polygons into star-components. It is
noted that finding the minimum number of star-components of a simple polygon is NP-Hard [O98].
For this reason, we focus on the problem of decomposing simple polygons into k star components
for a fixed k.
We relate the problem of partitioning monotone polygons into star components to the problem of
placing towers in a 1.5D terrain. It is remarked that 1.5D terrain is a simplified version of terrain
which is simpler than 2D. A sky line in the horizon of a terrain is an example of a 1.5D terrain. It
is noted that the tower placement problems are for finding the minimum number of vertical towers
so that surveillance cameras or sensors placed on the top of the towers can cover the given extent
1
of 1.5D terrain. This relationship is used to develop two approximation algorithms for placing a
reduced number of vertical towers.
The thesis is organized as follows. In Chapter 2, we present an overview of important algorithmic
developments dealing with the decomposition of a simple polygon into star-shaped components.
Such components can be covered by a single point source for illumination. Since a significant part
of the thesis deals with the kernel computation of a polygon, Chapter 2 presents a comprehensive
review of existing algorithms for computing the kernel of a simple polygon. The term kernel is
defined formally in Chapter 2.
In Chapter 3, we present approaches for partitioning simple polygons and monotone polygons into
star-shaped components. We formalize the technical notion of a reduced polygon in the context
of characterizing star-polygons. We formally present an algorithmic proof of the fact that one can
always construct a simple polygon that admits a given convex polygon as its kernel. We next con-
sider the problem of partitioning a strongly monotone polygon into star-components. This problem
is closely related to the placement of height constrained vertical towers in a 1.5D terrain. The
proposed approximation algorithm for tower placement executes in O(n2) time, where n is the size
of the terrain.
In Chapter 4, we showcase an application written in Java that computes the kernel of a simple
polygon, computes star components, and demonstrates the ability to effectively place visibility tow-
ers on a 1.5D terrain. We reveal the user interface of the application and how it allows its users
to iterate through each algorithms described in the previous chapters. We also give an overview
of the classes and functions created in the code along with their time complexities to support this.
Chapter 4 also contains displays of the experimental results of placing towers over a 1.5D terrain.
Finally, in Chapter 5, we present: (i) discussions on the results that we obtained from our ex-
perimental investigation, (ii) remarks on the algorithms that we developed in Chapter 3, and (iii)




Review of Kernel Computation
Algorithms
In this chapter, we present a brief review of algorithms for computing kernels of simple polygons.
We start with basic definitions of polygon, visibility, kernels, etc, used to describe the algorithms




A polygon is defined as a sequence of ordered n vertices v0, v1, ..., vn−1 such that each consecutive
pair of vertices (v1, vi+1) is connected by an edge and no two edges intersect in their interior.
The addition/ subtraction of indices are done modulo n. Furthermore, a direction is imposed on
each edge such that the interior of the polygon lies to the left when the boundary is traversed
counterclockwise. Figure 2.1 Illustrates this definition. Further detail about polygons and their
properties are given in [O98]. Simple polygons such that all internal angles are less than or equal



























Figure 2.1: A Polygon With An Implied Counterclockwise Direction
2.1.2 Visibility
V isibility inside a polygon is conceived by considering the boundary of the polygon as an opaque
wall. Two points p1 and p2 inside a polygon are said to be visible if the line segment connecting
p1 and p2 does not intersect with the exterior of the polygon. Figure 2.2 illustrates this definition,
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where the line segment connecting p1 and p2 does not intersect the exterior of the polygon and
hence p1 is visible to p2; similarly, the line segment p1 and p3 intersects the exterior of the polygon







Figure 2.2: Polygon Point Visibility
It is easily seen that any two points inside a convex polygon are visible. For non-convex polygons
it is interesting to consider the set of interior points for which all other interior points are visible.
This notion is captured in terms of the kernel of a polygon [DL79], defined next.
2.1.3 Kernel
The kernel of a polygon P , denoted as Ker(P ), is the set of points from which all points inside P
are visible. Some polygons may not have a kernel. Figure 2.3 illustrates this definition.
Ker(P)
(a) Polygon With A Kernel (b) Polygon Without A Kernel
Figure 2.3: Polygons With And Without Kernels
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To develop algorithms for computing the kernel of a polygon the notion of half plane is useful.
2.1.4 Half-Plane
The line li through an edge (vi, vi+1) of a polygon partitions the plane into two half planes. The
one to the left of li is denoted as Hi and the other as Hi. In Figure 2.4, the interior of the polygon




















Figure 2.4: A Half-Plane
2.1.5 Reflex Edge
An edge of a polygon’s boundary is called a reflex edge if at least one of the end points of e is a
reflex vertex. Figure 2.5 shows reflex edges of a simple polygon. In this example, there are five
reflex edges which are marked by dashed line segments.
2.1.6 Grazing Chord
For each reflex edge ei = (vi, vi+1), we can construct a chord that exactly overlaps with ei. Specif-
ically, a chord passing through a reflex edge is called a grazing chord. For the polygon in Figure
2.6, all grazing chords are shown by dotted line segments.
Observation 1 A grazing cord partitions a given polygon into at least two and at most three
















































































(b) Partitioning Three Components
Figure 2.7: Partitioning By Grazing Chords
7
2.1.7 Essential Component
Consider the partitioning of a polygon by a grazing chord corresponding to reflex edge ei. The
component containing the reflex edge ei is called the essential component. In Figure 2.7a, compo-
nent C1 is the essential component, while in Figure 2.7b, component C3 is the essential component.
Lemma 1 Consider the partitioning of a kernel admitting polygon by grazing chord C1. The kernel
of the polygon must be contained in the essential component.
Proof: Assume the kernel of the polygon is not contained in an essential component. This implies
that the reflex edge corresponding to that essential component is not visible from the kernel. This
contradicts the definition of a kernel.
Lemma 2 If two essential components do not intersect, the polygon does not admit a kernel.
Proof: Let ei and ej be two edges with ends at reflex vertices such that the essential components
induced by them are ECi and ECj , respectively as shown in Figure 11. For visibility of internal
points of ei, the kernel must be in ECi. Similarly, for the visibility of internal points of ej the kernel









Figure 2.8: Non-Intersection Of Essential Components
Lemma 3 [Sha76] The kernel of a polygon P is the intersection of n half-planes.
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Corollary 3 The kernel of a polygon is the intersection of all essential components.
Lemma 4 The size of a kernel can be as much as 2r, where r is the number of reflex vertices.
Proof: Each reflex vertex vi admits two grazing chords. Each grazing chord can potentially con-
tribute to the kernel boundary, creating another kernel edge. Figure 2.9 illustrates polygons where
all grazing chords contribute to the boundary of the kernel.
Ker(P)
Figure 2.9: A Kernel Bounded By Grazing Chords
2.2 Review of Kernel Constructing Algorithms
2.2.1 Half Plane Intersection Algorithm
The first algorithm for computing the kernel of a polygon was given by Shamos and Hoey [Sha76].
The approach taken by them is based on finding the intersections of half-planes induced by the
edges of the polygon. Their algorithm requires O(nlogn) time. This is due to the fact that the
common intersection of n half-planes can be found in O(nlogn) time.
The algorithm given in [Sha76] is based on the divide and conquer paradigm [CLRS09] which also
uses an efficient algorithm for computing intersection between two convex polygons. It is known
that [Sha76] the intersection between two convex polygons L and M can be found in O(|L|+|M |).
Shamos and Hoey algorithm consider the n half planes Hi’s corresponding to each edges of the
polygon. To compute the intersection between half planes Hi’s the algorithm first partitions them
into two sets of half planes S1 and S2 each of almost equal size. The intersection of half planes in set
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S1 and S2 are convex polygon Q1 and Q2 respectively. Then the intersection of all planes in foam by
computing the intersection of Q1 and Q2. A formal sketch of the algorithm can be written as follows.
Algorithm 1 Shamos & Hoey’s Half Plane Intersection
1: Input: N half-planes defined by directed line segments
2: Output: Their intersection, a convex polygonal region
3: Partition the half-planes into two sets S1 and S2 of approximately equal sizes
4: Recursively find the intersection of the half-planes in S1 and S2
5: Merge the solution for the two sub problems by intersecting the resulting convex polygons
Since merging step (step 3) can be done in linear time, the time complexity of the algorithm can
be expressed as T(n) = 2T(n/2) + O(n). The solution for this relation [CLRS09] is O(nlogn).
We can illustrate M. I. Shamos and D. Hoey kernel calculating algorithm with a running example.
Consider a polygon with six sides as shown below.



























(c) The Intersection Of The Half-












(d) The Intersection Of The Half-














(e) The Intersection Of All Half-
Planes. Done In O(nlogn) Time.
Figure 2.12: Illustrating Shamos And Hoey’s Algorithm
2.2.2 Kernel of a Polygon Algorithm
A faster algorithm of linear time complexity was proposed by D.T. Lee and F.P. Preparata [DL79].
The algorithm works by scanning the boundary of the polygon and processing the contributions
made by the polygon edges one by one. The algorithm maintains a partial kernel (PK) as the edges
are processed. During the scan, the algorithm declares the non-existance of kernel if PK becomes
null. The algorithm starts from a reflex vertex. Note that if all vertices are convex, then the whole
polygon is the kernel. So, we assume that the polygon has at least one reflex vertex. The algorithm
constructs an unbounded wedge, induced by the rays emanating from the first reflex vertex as the
starting partial kernel (PK). Let Wi denote the infinite wedge emanating from vertex vi. We illus-
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trate the process of the algorithm by a running example shown in Figure 2.13. The initial partial
kernel (PK) corresponding to the first reflex vertex p2 is shown as an unbounded wedge filled by
the red cross-haired pattern. When the next reflex vertex p5 is processed, the partial kernel PK
is updated by clipping it using the ray emanating away from p5 as shown in Figure 2.13b In fact,
the updated PK becomes a triangle as shown in Figure 2.13d The algorithm proceeds like this by
processing vertices until all vertices are examined. In our running example, the algorithm returns
the four-sided region as shown in Figure 2.13e as the kernel of the polygon. A formal sketch of the
algorithm can be written as follows.
Algorithm 2 Lee & Preparata’s Kernel Of A Polygon
1: Input: A simple polygon P with vertices v0, v1, ..., vn−1
2: Output: Output PK as the kernel of P
3: if If P is convex then
4: Output P as its kernel of P
5: Let vi be the first reflex vertex
6: Set partial kernel PK the infinite wedge Wi
7: for all remaining vertices vi do
8: Compute the infinite wedge Wi for vertex vi
9: if Wi and PK are disjoint then
10: Output ∅ as the kernel of P
11: Set PK as the intersection of PK and Wi
12: Output PK as the kernel of P
Lee and Preparata [DL79] have shown that the intersection between partial kernel PK and wi can
be computed efficiently by maintaining PK in a doubly linked list. A careful analysis of in [DL79]
shows that the execution time of the algorithm is O(n). Where O(n) is the number of vertices in
the polygon. The algorithm is clearly optimal in the worst case since the size of the kernel can be




































(b) The Kernel Boundary























(c) Re-Processing The Ker-



















(d) Boundary Of The Ker-




















(e) The Kernel Of The
Polygon.
Figure 2.13: D.T. Lee’s And F.P. Preparata’s Kernel Calculation Algorithm
2.3 Distinguishing Floating and Attached Kernels
An examination of the instance used in the proof of Lemma 4 shows that some kernels may not
touch the boundary of the polygon at all. This leads us to distinguish kernels into two kinds. The
kernel that shares the boundary of the polygon is called an attached kernel and those that do not
share any edges of the polygon are called floating kernels. It is thus tempting to explore the size
of such kernels. It turns out that attached kernels can have O(n) size. This is stated in Lemma 5.
The size of a floating kernel is given by Lemma 5.
Lemma 5 A non-floating kernel can have O(n) sides, where n is the number of vertices in the
polygon.
Proof: Consider a polygon with one reflex vertex v0 and all other vertices are very close to their












Figure 2.14: A Non-Floating Kernel With O(n) Sides
Observe that the kernel of this polygon has n− 1 vertices.
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Chapter 3
Kernel Aware Polygon Partitioning
In this chapter we consider the problem of partitioning a polygon into two star-polygons (if possible)
such that the size of each components are as close as possible. Here the size of a component refers
to the number of vertices in the component. We then generalize this technique to partition a
monotone polygon into star components. This partitioning scheme is applied for placing towers in
a 1.5D terrain.
3.1 Visibility Polygon
Given a polygon P and an interior point q, the set of points visible from q inside P is called the
visibility polygon for q and is denoted as V is(P, q). Figure 3.1 illustrates this definition.
3.2 Constructing Polygons Around Kernels
It is interesting to explore whether any given convex polygon is the kernel of some polygon.
Lemma 6 below establishes that one can always construct a polygon which admits a given convex
polygon as its kernel.
Lemma 6 There is a simple polygon that admits any given convex polygon as its kernel.
Proof: We sketch a constructive proof. Let v0, v1, ..., vn−1 be the vertices of the given convex
polygon Q. We construct a polygon P enclosing Q such that Q is exactly the kernel of P . Construct
a circle C that encloses Q which is larger than the smallest enclosing circle of Q. Corresponding to
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Figure 3.1: A Visibility Polygon
each vertex vi consider the ray
−−−−−→vi, vi+1. On each ray −−−−−→vi, vi+1, consider line segment wi, w
′
i such
that wi is on circle C and w
′
i is away from wi. We call such line segments peripheral line segments.
Now polygon P is obtained by connecting peripheral segments, so that wi is connected to wi+1
where indices are added modulo n. as shown in Figure 3.2. A formal sketch of the algorithm can
be written as follows.
Algorithm 3 Simple Polygon Admitting Any Given Convex Polygon As Its Kernel
1: Input: A convex polygon Q with vertices v0, v1, ..., vn−1
2: Output: A simple polygon P with Q as its kernel
3: Let C be a circle that encloses Q that is larger than the smallest enclosing circle of Q
4: for each vertex vi do
5: Let ri be the ray
−−−−−→vi, vi+1
6: for each ray ri do
7: Let li be the line segment wi, w
′
i such that wi is on circle C and w
′
i is away from wi
8: for each line segment li do
9: Let l
′
i be the peripheral line segment obtained by connecting w
′
i to wi+1






2, ..., ln−1, l
′
n−1
Lemma 7 Algorithm 3 can be implemented in O(n) time, where n is the number of vertices of Q.
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Proof: To implement Step 3, we can first compute the enclosing diameter d of the convex polygon
Q by using the rotating caliper method of computational geometry [Tou83] which takes O(n) time.
It is noted that the diameter of a convex polygon is the length of its longest diagonal. Once we
have the diameter of Q, the needed circle C of Step 3 can be found in constant time (we can make
C simply the circle with a center in the middle of d and with a diameter equal to 2d). Then Step
3 takes O(n) time. Each of the loops in Step 4, Step 6, and Step 8 can be done in O(n) time
by traversing the boundary of Q and computing the intersection of candidate rays with circle C.





































Figure 3.2: A Polygon That Admits A Convex Polygon As Its Kernel
3.3 The Notion Of Reduced Polygons
A reduced polygon of P , denoted reduce(P ) is a polygon Q formed by using a subset of vertices
of P such that Q is inside P . All reduced polygons Q formed by reduce(P ) have a kernel that is
a subset of the kernel of P . We now characterize those reduced polygons whose kernel is a subset
of the kernel of the original polygon. Our method of constructing such a polygon is by removing
selected ears of P iteratively by assuring that no reflex vertices are eliminated.
Definition 3.1: Vertex vi is a safe ear if it satisfies three conditions (i) vi−1, vi, vi+1 are convex,
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(ii) (vi−1, vi+1) is a diagonal and (iii) the ear does not interest a grazing cord of P . Figure 3.3





































































Figure 3.3: Case (iii) Of The Safe Ear Definition
It is noted here that a safe ear is different than a standard ear defined in computational geometry
textbooks [O98]. In the standard ear vi−1, vi, vi+1 the first and the last vertices (vi−1, vi+1) need
not to be convex but in the safe ear all vi−1, vi, vi+1 must be convex. If safe ears are iteratively
removed from the polygon we obtain a reduced polygon. Figure 3.4 shows an example where a


















































































Figure 3.4: A Reduced Polygon
18
An algorithm to generate a reduced polygon is shown below.
Algorithm 4 Generate a Reduced Polygon
1: Input: A simple polygon P with vertices v0, v1, ..., vn−1
2: Output: A simple polygon Q that is a reduced polygon of P
3: Set Q equal to P
4: for each vertex vi in Q do
5: if vi−1, vi, vi+1 is a safe ear then
6: Remove vi
7: Output Q as the reduced polygon of P
We transverse the polygon looking for reflex edges. Each reflex edge admits two grazing cords.
These grazing cords will be saved in an object and used later on to determine if the internal ear is
a safe ear. A safe ear is an internal ear that does not intersect a grazing chord.
















Figure 3.5: A Reduced Polygon
Proof: Figure 3.5 is an example where the reduced polygon’s kernel is a proper subset of the
original polygon.
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The following lemma follows from the definition of a reduced polygon.
Lemma 9 Any point in the kernel of the reduced polygon P can visible cover all interior points of
the original polygon P .
Lemma 10 Four or more non-intersecting grazing chords imply that the polygon does not admit
kernel.
Proof: Consider four non-intersecting grazing chords emanating from reflex vertices vi and vj as
shown in Figure 3.6. Let the hitting points of these four chords on the other side of the boundary
of the polygon be wj , wj′ and wi, wi′ which form two sectors tj and ti. Consider three points a,
b, c on the interior of the polygon, a to the left of −−−−→vj , wj , c on the right of −−−−→vi, wi′ , and b between
−−−−→vj , wj′ and −−−−→vi, wj . To see both a and b the kernel must be in sector tj . To see both b and c the ker-


















Figure 3.6: The Absence Of A Kernel
3.4 Decomposing Monotone Polygons
In this subsection we present an algorithm for decomposing a monotone polygon into a star shaped
monotone polygon. Our interest is to decompose restricted classes of monotone polygons. We then
apply this decomposition for placing towers on a terrain.
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A simple polygon P is called monotone with respect to a given direction (say x-axis) if it’s bounary
can be partitioned into two chains, each of which are monotone with respect to the x-axis. Figure













Figure 3.7: A X-Monotone Polygon
In this figure, the boundary of the polygon can be partitioned into two chains Ch1 = v15, v0, v1 ..., v5
and Ch2 = v6, v7, v8, ..., v15 such that both Ch1 and Ch2 are monotone with respect to the x-axis.
A restricted class of monotone polygon in which one of the chains is a single line segment (referred
as roof segment) is called a strongly monotone polygon. Figure 3.8, illustrates a strongly monotone
polygon.
Remark 1: Strongly monotone polygons with respect to the x-axis are often referred to as 1.5D
terrain polygons in computational geometry literature.
3.5 Strongly Monotone Polygon Kernels
Simple structure of strongly monotone polygons makes it easy to partition into star-components.













Figure 3.8: A Strongly Monotone Polygon
components. To describe this partitioning scheme we define the terms hit-points and partitioning-
chords as follows.
A hit-point is the location where a grazing chord intersects the boundary of the polygon. Cor-
responding to each reflex-vertex, there will be two hit-points. Consider three consecutive vertices
vi−1, vi, vi+1 such that vi is a reflex vertex. Grazing chords corresponding to rays vi−1, vi and
vi+1, vi produces an L-type hit-point and R-type hit-point as illustrated in Figure 3.9.
5






Figure 3.9: Hit-Point Types
Definition 3.2 The ordered sequence of hit-points on the roof-segment of strongly monotone poly-
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gons is called an RL-sequence.
Definition 3.3 A chord d’ corresponding to a reflex-vertex partition of the polygon to two parts:
left-part(d’) and right-part(d’). Chord d’ is called partitioning-chord if left-part(d’) is a maximal
star-component.
Strongly monotone polygons can be partitioned into a fewer number of star-components by identify-
ing partitioning-chords by performing a left to right scan of the polygon. The first partitioning-chord
during left to right scan is drawn by an arrow in both directions as in Figure 3.10.
v






Figure 3.10: Partitioning A Strongly Monotone Polygon
It turns out that a kernel must exist in a component whenever the hit-point sequence alternates
from an R-type hit point to an L-type hit point. This is stated in the following observation.
Observation 3.1 Kernel of a component occurs whenever R-type hit-poinnt is to the left of the
L-type hit-point. Such a transition is referred to as a transition interval. Figure 3.11, illustrates
this observation.
It is straight forward to observe that the number of star components is exactly equal to one more
23







Figure 3.11: A Transition Interval
than the number of partitioning lines. A formal sketch of the algorithm for partitioning a strongly
monotone polygon into star polygons can be written as follows (Algorithm 5).
Algorithm 5 Partitioning Strongly Monotone Polygons
1: Input: A strongly monotone polygon P {v0, v1, ..., vn−1}
2: Output: A list of star polygons q1, q2, ..., qk
3: Step 1: Find hit-points L’s and R’s corresponding to all reflex vertices. Let SQ(R,L) be
ordered sequences of hit-points.
4: Step 2: Identify transition intervals by scanning SQ(R,L)
5: Step 3: Partition P into components q1, q2, ..., qk by constructing partitioning lines corre-
sponding to consecutive grazing chords of transition intervals.
6: Step 4: Output q1, q2, ..., qk.
Our algorithm (Algorithm 6) for tower placement proceeds in a greedy manner from left to right
and chops parts each of which are star components. Each component kernel is found by using a well
known kernel finding algorithms such as [DL79]. Towers are placed just below each constructed
kernel. This algorithm may be efficient but the tower placements are not necessarily optimal. We
can construct an example 1.5D terrain in which the greedy strategy produces a placement solution
with redundant tower(s).
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Figure 3.12 shows the tower placement generated by the proposed Algorithm 6. If we examine
closely it is observed that the middle tower is not needed. The area covered by the middle tower is
jointly covered by the first and the third tower as shown in Figure 3.13. We can use this observation
to produce a better quality solution based on the identification of redundant towers by examining
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Figure 3.12: Tower Placement
Algorithm 6 Tower Placement
1: Input: A Terrain T {v0,v1,.....vn−1}
2: Output: A list of vertical towers SW of minimal height where the combined visibility of each
tower top can see the terrain
3: Let K be the set of kernels required to cover T
4: Set K equal to CalculateKernels(T )
5: Let W be the set all possible towers
6: Set W equal to TowersFromKernels(T,K) + TowersFromTerrain(T,K)
7: Set SW equal to ShortestTowers(W,K)
8: Output SW
This idea is depicted in Figure 3.14. Notice that Algorithm 6 generates twelve star components









Figure 3.13: Enhanced Tower Placement
It is known that covering 1.5D Terrain by minimum number of point guards is NP-Hard [KK10].
This means it would be interesting to obtain an approximate solution with guaranteed performance.
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In this chapter, we present implementations for the algorithms that were reviewed and developed
in Chapter 2 and 3. These algorithms includes Shamos and Hoey’s kernel calculation algorithm
using half-planes [Sha76], an algorithm that generates a reduced polygons, and an algorithm that
determines the placement of cellular towers required to cover a 2D terrain.
4.2 Programming Language
The application demoing these algorithms was written in Java using the Eclipse integrated develop-
ment environment and the user interface was made using a graphical user interface widget toolkit
called Swing. The code compiles to produce a single application that allows the user to toggle
between three modules that alters the components that execute the algorithms listed above.
4.3 Window Frame
The app consists of a window frame consists of four panels. The top panel contains a menu bar that
allows the user to save and open previously rendered results. The bottom panel contains options
specific to the selected algorithm that is running and the middle section consists of a canvas that
displays the rendered results and an options panel that allows the user to edit the canvas.
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4.4 Options Panel
The options panel allows the user to edit the canvas. It contains components that allow the user to
draw a polygon, split an edge, delete a vertex, move a vertex, and shift the entire canvas. It also
contains buttons to refresh the canvas and clear the canvas. Underneath these controls, are two
text areas that display the vertex coordinates of the polygon and kernel. These text areas allow
the user to edit the polygon by manually inputting its vertex coordinates.
Figure 4.1: The Layout Of The Java Application
The list of application algorithm modules can be accessed using the dropdown menu in top panel.
A brief description of the file menu items is provided in Table 4.1. Table 4.2 provides an overview
of the option panel components that allow the user to update the canvas.
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S.N. Menu Item Functionalities
1 Open Polygon Displays a dialog that allows the user to select a file that renders a
polygon on the canvas. The file extension must be .vp and contain a
list of vertex x and y coordinates separated by spaces and newlines.
2 Save Polygon Displays a dialog that allows the user to save the polygon on the
canvas. This function saves a file with a .vp extension containing all
x and y coordinates of the vertices on the screen.
3 Exit Quits the application.
Table 4.1: Application Menu Items
S.N. Menu Item Functionalities
1 Draw Polygon Allows users to add vertices on the canvas by clicking on it. New
vertices are connected to the previously added vertex by line segment.
The first and last vertex are connected by a line segment to generate
a closed shape.
2 Move Vertex Allows users to move existing vertices. The user can position the
mouse cursor near the vertex that needs to be moved. The movement
occurs by dragging the mouse button.
3 Split Edge Allows the user to add a vertex splitting the nearest edge. The edge
implied by the nearest vertex v (from mouse cursor) and the next
vertex (in the polygon boundary) is spitted into two parts by adding
a new vertex.
4 Delete Vertex Allows the user to remove vertices from the canvas. The algorithm
removes the vertex nearest to the mouse cursor click.
5 Move Polygon Allows the user to move the polygon up, down, left or right. All
vertices are moved in the same direction as the mouse drag.
6 Update Canvas Redraws the canvas based on the vertices listed in the polygon com-
position text view. This is done by clearing them on the canvas then
re-plotting them.
7 Clear Canvas Removes all vertices from the canvas.
Table 4.2: Application Panel Options
4.5 Modules
The code produces an application that supports the following modules.
1. Kernel Calculation - Executes Shamos and Hoey’s [Sha76] kernel computation algorithm.
2. Reduced Polygon - Renders a polygon’s grazing cords and its reduced polygon.
3. Tower Placement - Generates a random terrain and calculates the number of cellular towers
needed to cover the terrain using implied kernels.
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S.N. Menu Item Functionalities
1 Kernel Calculation Updates the bottom panel to contain options related
to calculating kernels. This includes buttons and
checkboxes that allow the user to auto calculate ker-
nels and step through the kernel calculation.
2 Reduced Polygon Updates the bottom panel to contain options related
to displaying grazing chords and calculating a reduced
polygon. This includes a switch to toggle the display
of grazing chords.
3 Tower Placement Updates the bottom panel to contain options re-
lated to displaying random 2D terrains and calculat-
ing tower placements. This includes a slider to select
the number of vertices to use for the 1.5D terrain and
various tower display options.
Table 4.3: Application Modules
4.5.1 Kernel Calculation Module
This module allows the user to input vertices of a simple polygon and calculates the kernel in
real-time. Tools on the bottom panel allow the user to step through the kernel calculation and
observe how the final kernel is constructed.
Figure 4.2: The Kernel Calculation Interface
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Figure 4.3: The Reduced Polygon Interface
Figure 4.4: The 2D Terrain Interface
Given a set of vertices of a simple star-polygon, the program calculates its kernel using Shamos
and Hoeys Algorithm [Sha76]. Figure 4.5a shows the initial GUI frame and Figure 4.5b shows the
frame after polygon construction. The constructed kernel is displayed in Figure 4.5c.
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Class Functionality
UserInterface This class contains all of the user interface components such as check-
boxes, radio buttons, sliders, and textviews. It is responsible for lay-
ing out the jFrame and listening to events caused by the component
controls such as buttons and checkboxes that the user can interact
with.
DrawingCanvas This class is responsible for rendering polygons, lines, and text ob-
jects. It also tracks mouse movements and mouse clicks that occur
on the canvas.
Table 4.4: Classes Used In All Modules
(a) The Main Interface With An Empty Canvas (b) A Polygon Entered By The User
(c) The Final Computed Kernel
Figure 4.5: Kernel Calculation Screenshots
How The Kernel Calculation Module Works
If the auto calculate checkbox is selected, the module recalculates the kernel and re-renders the
results whenever the user alters the drawing canvas. Altering the drawing canvas includes perform-
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ing any action that modifies the shape or location of the polygon.
When calculating the kernel, the algorithm initially sets the kernel equal the shape of the polygon.
It then traverses each vertex of the polygon in counter clockwise order until it finds a reflex vertex.
Using the reflex vertex, the algorithm generates a two half-planes that are in the direction interior
to the polygon and sets the kernel equal to the intersection of these half-planes and the kernel. The
algorithm completes when all vertices of the polygon have been visited or one of the half-planes
generated by a reflex vertex does not intersect the kernel. If a half-plane does not intersect the
kernel, this implies that there is more than one kernel component.
Multiple kernel components exist if a single kernel component is not enough to give the interior
of the polygon 100% visibility. In the case a single entity kernel does not exist, the user may
continue calculating the kernel fragments by checking the Accept Component Kernels checkbox. If
the Accept Component Kernels checkbox is selected and a half-plane does not intersect the kernel,
a new kernel entity is generated that equals the intersection of the polygon and half-plane. While
calculating the Component Kernels, each kernel entity is reduced in size whenever it intersects a
reflex vertex half-plane.
The table below lists the methods used by the kernel calculating algorithm.
Method Functionality
calculate This method takes a simple polygon as an input and outputs
an array of simple polygons that represent its kernel.
calculateOneStep This method is responsible for iterating through one step of the
kernel calculation. It uses a simple polygon and an vertex index
as input. If the vertex is a reflex vertex it takes the intersection
of its half-planes and the kernel.
Table 4.5: Kernel Calculation Main Methods
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Method Functionality
polygonErrors This method is run before the start of every ker-
nel calculation and is used to validate the polygon
state. It returns false if the polygon has less than
three vertices, the polygon has intersecting edges,
or if the vertices are in clockwise order.
getHalfplane This method is responsible for generating a half-
plane given a vertex, direction, and polygon.
intersectHalfplaneAndKernel This method is responsible for taking the intersec-
tion of the half-plane and kernel.
isReflexEdge This method takes a counter clockwise polygon as
input and determines if the vertex index is inward
reflex.
intersection This method takes two simple polygons as input
and outputs the intersection of them.
Table 4.6: Kernel Calculation Helper Methods
4.5.2 Reduced Polygon Module
This module allows a user to input vertices of a simple polygon and gives them options to display
the grazing chords of that polygon and also calculate its reduced polygon. It has been proven that
if a grazing chord pair does not intersect another grazing chord pair, the polygon is said to contain
a multiple kernel components.
A reduced polygon is a polygon that is a subset of the original polygon and the reduced polygon’s
kernel is a subset of the original polygon’s kernel. A reduced polygon emits the same characteris-
tics of the original polygon in that if the original polygon is not 2-star then the reduced polygon
will not be 2-star. Calculating Kernels rely heavily on computing the intersections of two simple
polygons and it is known that taking the intersection of two polygons takes O(n+k) time. The aim
of calculating a reduced polygons is the lower that time.
The figures below illustrate the Grazing Chord and Reduced Polygon Module.
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Figure 4.6: A Polygon Without Grazing
Chords Displayed
Figure 4.7: A Polygon With Grazing
Chords Displayed
Figure 4.8: An Un-Reduced Polygon
(Example 1)
Figure 4.9: A Reduced Polygon
(Example 1)
Figure 4.10: An Un-Reduced Polygon
(Example 2)
Figure 4.11: A Reduced Polygon
(Example 2)
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If the display Grazing Chords checkbox is selected, the module renders the grazing chords of the
polygon whenever the user alters the drawing canvas.
This is done by traversing the polygon vertices until a reflex vertex is identified. Once a reflex
vertex is found, two rays are emitted from vn−1 and vn+1 in the direction of v until it intersects
the boundary of the polygon. These line segments are stored in an array and displayed during each
redraw cycle.
How the Reduced Polygon Module Works
If the display Reduced Polygon checkbox is selected, the module calculates the reduced polygon
whenever the drawing canvas is altered.
This is done by traversing the polygon vertices and removing all of the polygon internal safe ears.
Vertex vi is a safe ear if it satisfies three conditions (i) vi−1, vi, vi+1 are convex, (ii) (vi−1, vi+1) is a
diagonal and (iii) the ear does not interest a grazing cord of P . The resulting reduced polygon can
end up being a fraction in size. See Figure 4.9
The tables below lists the methods in the Grazing Chord and Reduced Polygon classes.
Method Functionality
calculate This class method takes a simple polygon and outputs a list of
line segments that represent the grazing chords of the polygon.
nonInterectingPairs This method take a polygon as input and returns a list of ver-
tices that have grazing chords that do not intersect.
Table 4.7: Grazing Chord Main Methods
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Method Functionality
getTerminatingEdge This method takes a polygon and grazing chord as
input and returns the index of the first polygon
edge that the grazing chord intersects.
extendLine This method takes a point, direction, and length
and returns a ray.
intersectHalfplaneAndKernel This method is responsible for taking the intersec-
tion of the half-plane and kernel.
intersectsProp This method takes two grazing chords as input and
returns true if they intersect.
Table 4.8: Grazing Chord Helper Methods
Method Functionality
calculate This class method takes a simple polygon and outputs a poly-
gon that is the reduced polygon of the inputted polygon.
Table 4.9: Reduced Polygon Main Methods
Method Functionality
isConvexVertexChain This method takes a polygon and vertex index as input
and returns true if vi−1, vi, andvi+1 are all convex vertices.
isConvexVertex This method takes a polygon and vertex index as input
and returns true if the vertex index on the polygon is
convex.
isInternalEar This takes a polygon and a vertex index to determine if
returns true of the diagonal of vi−1, vi, andvi+1 does not
intersect the boundary of P.
isSafeEar This takes a polygon and a vertex index to determine if
returns true of the diagonal of vi−1, vi, andvi+1 does not
intersect a grazing chord.
Table 4.10: Reduced Polygon Helper Methods
4.5.3 Tower Placement Module
This interface allows a user to generate a random terrain with the number of vertices specified in
the vertex number slider. The algorithm will plot a monotone polygon in the form of a terrain and
display the minimal number of cellular towers required to cover the Terrain.
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The purpose of this module is to demonstrate the ability to efficiently compute cell tower placement
efficiently using kernel theory. The module first starts out by allowing the user to select the number
of vertices in the Terrain. The terrain generated is of fixed length, so selecting a higher vertex count
simulates rougher more hilly terrain. After the user selects the terrain density or number of ver-
tices that they want the algorithm to use, pressing the generate terrain button will start the process.
After pressing the generate terrain button, the module will generate a random monotone polygon
in the form of a terrain and render optimal vertical cell tower positions.
The tables below lists the methods used in the Random Terrain Module.
Method Functionality
generateTerrain This method takes a vertex count as a parameter and returns
a simple monotone polygon in the shape of a 1.5D terrain with
a vertex count equal to the number inputted in the parameter.
Table 4.11: Tower Placement Helper Methods
Method Functionality
calculate This method takes a simple monotone polygon that is
in the shape of a 1.5D terrain and returns a list of line
segments that extend vertically from the polygon to the
kernel fragments.
Table 4.12: Tower Placement Main Methods
How the Tower Placement Module Works
After the user presses the Generate Terrain button, the module will generate a polygon in the
form of a horizontal rectangle. Vertices will be added to the bottom of the rectangle such that the
y-position of the vertices will be between the bottom of the rectangle and three fourths the distance
from the top of the rectangle. The width of the rectangle will be divided by the vertex count minus
two to determine vertex horizontal cells. One vertex is placed in each of these horizontal cells at a
random x-position.
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Once the 1.5D terrain is generated, the module begins performing the Kernel calculation algo-
rithm. The number of kernel entities produced will be the number of cell towers required to cover
the ground. Vertical lines are drawn from the kernel entity vertexes toward the bottom of the
polygon and from the polygon vertexes up toward the kernel entities. The shortest line segment
connecting the polygon to each kernel entity is considered an optimal cell tower placement.
Below is a result set from an experimental investigation done on a 1.5D terrain that had a length
of 10,000 and height of 500. Various vertice counts were applied to the 1.5D terrain to determine
if any empirical conclusions could be drawn.
39
Vertex Count Tower Count Shortest Tower Length Longest Tower Length
50 4 149 308
50 6 122 392
50 6 18 278
50 6 84 410
50 7 22 227
100 10 10 443
100 9 1 409
100 10 115 352
100 8 175 431
100 9 59 378
150 13 177 441
150 14 47 463
150 14 45 372
150 14 99 460
150 14 1 391
200 17 1 382
200 19 58 339
200 16 0 409
200 10 1 471
200 16 1 388
250 23 0 381
250 21 41 447
250 22 0 425
250 23 1 426
250 21 68 466
300 27 29 444
300 26 1 405
300 25 43 443
300 28 38 451
300 24 0 470
350 31 0 396
350 31 1 455
350 28 1 473
350 30 37 435
350 29 75 427
Table 4.13: Correlation Between Vertices And Tower Heights On A 10000x500 Terrain (Part 1)
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Vertex Count Tower Count Shortest Tower Length Longest Tower Length
400 32 0 410
400 42 6 454
400 35 35 443
400 37 0 461
400 31 71 435
450 38 34 471
450 41 0 442
450 40 1 446
450 41 28 378
450 36 0 478
500 41 1 447
500 42 0 460
500 42 19 450
500 41 42 441
500 43 20 434
Table 4.14: Correlation Between Vertices And Tower Heights On A 10000x500 Terrain (Part 2)
Given the result set of our experimental investigation, it can be observed that the number of star-
components is directly proportional to the vertex count on the terrain. The higher the vertex count
or the rougher the terrain, the more star-components are generated and as a result of more com-
ponent kernels being created. A 1.5D terrain of infinite height may be covered by a single tower.
In terms of tower height, it is observed that the average optimal height of the towers decrease also




We reviewed geometric algorithms for computing the kernel of a simple polygon under the stan-
dard notion of visibility. We classified kernels of simple polygons into two kinds: (i) those that
are not in contact with the boundary of the polygon (attached kernels) and (ii) those that do not
share the boundary called (floating kernels). We formally proved that for any convex polygon Q,
a simple polygon P can be constructed in linear time such that Q is the floating kernel of P . For
non-star simple polygons P , we presented polynomial time algorithms to determine whether P can
be partitioned into two star-polygons. This algorithm can be generalized to partitioning a given
simple polygon into K stars.
We examined the application of star-partitioning algorithms for placement of vertical towers in
1.5D terrains. The approach is to view 1.5D terrains R as a strongly monotone polygon and parti-
tion R into star components. For placing vertical towers, our algorithm computes kernels in each
star-components and places vertical towers below each kernel. This results in an efficient heuristic
for finding fewer number of locations for placing vertical towers.
We also presented experimental results on the performance of proposed tower placement heuristics
on several 1.5D terrain data. The terrain data were generated randomly and by the interaction of
users specification. We presented an approach for fine-tuning the tower placement heuristic that
can possibly result in reducing the number of towers. The fine tuning is done by identifying redun-
dant tower placement points. This is done by examining coverage of towers ti, ti+1, and ti+2. If the
coverage of ti and ti+2 properly contains the total coverage of ti+1 then ti+1 is considered redundant.
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Many potential extensions and improvements of the presented algorithms can be suggested. For
the tower placement algorithm, we only considered the standard notion of visibility in which two
points p1 and p2 do not intersect with the terrain. Some researchers have proposed the notion
of diffuse visibility [BGG+13]. It would be a fruitful investigation to extend the proposed tower
placement heuristic under the notion of diffuse visibility.
For practical applications the 2.5D terrain model is closer to natural terrain. How to extend the
heuristic for 1.5D terrain to 2.5D terrain is not clear. One promising approach could be to obtain
various 1.5D terrain cross-sections by several vertical planes and use these cross-sections to obtain
a partial solution. How to obtain a solution for the whole 2.5D terrain is an important direction
for future research.
Very recently, the notion of two-sided visibility has been introduced [LH18]. In two sided visibility
models, a point qi is covered if it is visible from at least one guard in the left of qi and at least one
guard to the right of qi. Generalizing tower placement heuristic under two sided visibility models
would be interesting future research.
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