Henstock-type integrals are considered, for multifunctions taking values in the family of weakly compact and convex subsets of a Banach lattice X. The main tool to handle the multivalued case is a Rådström-type embedding theorem established by C. C. A. Labuschagne, A. L. Pinchuck, C. J. van Alten in 2007. In this way the norm and order integrals reduce to that of a single-valued function taking values in an M -space, and new proofs are deduced for some decomposition results recently stated in two recent papers by Di Piazza and Musia l based on the existence of integrable selections.
Introduction
After the pioneering works of Aumann and Debreu, the multivalued case has been intensively studied, several notions of integral for multivalued functions in Banach and other vector spaces have been developed. These notions have shown to be useful when modelling some theories in different fields as optimal control and mathematical economics, see for example [19, 27] . The choice to deal with these types of integration is motivated by the fact that Bochner integrability of selections is a strong condition; moreover selection theorems for the Auman-Bochner integral are stated in the separable context. In order to overcome this problem contributions have been given also in [16, 17, 21, 22] .
The starting point of this research are the papers [6] [7] [8] 12] in which the comparison between norm and order-(multi) valued integration is examined in Banach lattices and vector lattices. Another fundamental tool of this paper is the embedding theorem given in [35] , in which a vector lattice version of the Rådström embedding theorem is stated. As far as we know a first result which uses an embedding theorem was given in [3] and then by Debreu, Castaing and his school (see for example [18] ) and later on by many other authors: see for example, [2, 7, 15, 16, [22] [23] [24] [25] [26] [37] [38] [39] . This paper aims to provide a comparison between different types of multivalued integration, in Banach lattices. Throughout this paper (T, d) is a compact metric Hausdorff topological space, Σ its Borel σ-algebra and µ : Σ → R + 0 a regular, pointwise non atomic measure, X a Banach (lattice) space and cwk(X) the family of all convex weakly compact non-empty subsets of X. In Section 3 the Henstock multivalued integral is introduced (H-integral for multifunctions). A very important tool for the study of set-valued integration is the Kuratowski and Ryll-Nardzewski's theorem which guarantees the existence of measurable selectors, though it has the handicap of the requirement of separability for the range space. Recently this result was extended to the non separable case in [16, 17, 24] for other kinds of multivalued integrals or for the ck(X)-valued case, while here a selection theorem is given for cwk(X)-valued, H-integrable multifunctions.
Moreover, thanks to the structure of near vector space of cwk(X), it is proved that the H-integrability of F is equivalent to the H-integrability (and also order-type integrability) of its embedded function i(F ), and that the multivalued integral here obtained coincides with the one given in [7] . This fact also implies that the H-integral of F and the norm-integral Φ(F, ·) given in [7] are countably additive multimeasures. Of course, if the target space is a general Banach lattice (not necessarily an M -space), considering order convergence gives rise to a new concept of integral. In Subsection 3.2, indeed, the order structure is considered, since vector lattices play an important role (see for example [1, 4-6, 10, 11, 13, 20, 36, 40] ) also in applications, and an H-(multivalued) integral with respect to the order is studied.
Preliminaries on Henstock and McShane integrals
Given a compact metric Hausdorff topological space (T, d) and its Borel σ-algebra Σ, let µ : Σ → R + 0 be a pointwise non atomic (namely µ({t}) = 0 for every t ∈ T ) σ-additive (bounded) regular measure, so that (T, d, Σ, µ) is a Radon measure space. Let X be a Banach space. The following concept of Henstock integrability was presented in [28] for bounded measures in the Banach space context. See also [6] for the following definitions and investigations.
A gauge is any map γ : T → R + . A decomposition Π of T is a finite family Π = {(E i , t i ) : i = 1, . . . , k} of pairs such that t i ∈ T, E i ∈ Σ and µ(E i ∩ E j ) = 0 for i = j. The points t i , i = 1, . . . , k, are called tags. If moreover
A Perron partition is a partition such that t i ∈ E i for every i.
Given a gauge γ, any partition Π is said to be γ-fine (Π ≺ γ) if d(w, t i ) < γ(t i ) for every w ∈ E i and i = 1, . . . , k. Equivalently a gauge γ can be also defined as a mapping associating with each point t ∈ T an open set which contains the point t.
Definition 2.1. A function f : T → X is Ms-integrable (resp. H-integrable) if there exists I ∈ X such that, for every ε > 0 there is a gauge γ : T → R + such that for every γ-fine partition (resp. Perron partition) of T , Π = {(E i , t i ), i = 1, . . . , q}, one has:
where the symbol σ(f, Π) means
In this case, the following notation will be used: I = (Ms) T f dµ (resp. I = (H) T f dµ).
Remark 2.1. It is not difficult to deduce, in case f is H-integrable in the set T , that also the restrictions f 1 E are, for every measurable set E, thanks to the Cousin Lemma (see [41, Proposition 1.7] ). This is not true in the classical theory, where T = [0, 1] and the partitions allowed are only those consisting of sub-intervals. As it is wellknown, in such classical case H-integrability is different from McShane integrability and also from Pettis integrability. Nevertheless, McShane integrability of a mapping f : [0, 1] → X (here X is any Banach space) is equivalent to Henstock and Pettis simultaneous integrabilities to hold (see [28, Theorem 8] ).
Since the measure µ is assumed to be pointwise non atomic, all the concepts in the Henstock sense turn out to be equivalent to the same concepts in the McShane sense (i.e. without requiring that the tags are contained in the corresponding sets of the involved partitions) as shown in [14, Proposition 2.3] , in fact it will be sufficient to observe that, for every gauge γ and any γ-fine partition
there exists a Henstock-type γ-fine partition Π ′ satisfying σ(f, Π 0 ) = σ(f, Π ′ ). Without loss of generality, all the tags t i can be supposed to be distinct. Now, set A := {t i , i = 1, ..., k} and define, for each j:
Then the pairs (B j , t j ) form a γ-fine Henstock-type partition Π ′ and µ(B ′ j ) = µ(B j ) for all j, so σ(f, Π 0 ) = σ(f, Π ′ ). So the Perron condition will no longer be necessary.
For the sake of clearness, it is useful to remark that actually McShane integrability in the classical case for a mapping f : [0, 1] → X is equivalent to the present definition of Ms-integrability (see [29] ), while Henstock integrability (in the classic case) is strictly weaker than McShane. However, since in this context (for pointwise non atomic measures) the two notions coincide, they will be no more distinguished, and will be simply referred as the Henstock integral.
From now on suppose that X is a Banach lattice, X + is its positive cone and X ++ is the subset of strictly positive elements of X. A sequence (p n ) n in X is called (o)-sequence iff it is decreasing and ∧ n p n = 0.
The symbols | |, refer to modulus and norm of X, respectively; for the relation between them see for example [6, 10, 11, 30] . An element e of X + is an order unit in X if X is the solid linear subspace of itself generated by e; that is, if for every u ∈ X there is an n ∈ N such that |u| ≤ ne. An M -space is a Banach lattice M in which the norm is an order-unit norm, namely there is an order unit e in M and an equivalent Riesz norm · e defined on M by the formula u e := min{α : |u| < αe} for every u ∈ M . In this case one has also
For further details about L-and M -spaces see also [30] .
In the setting of Banach lattices the notion of order-type integral can be given as follows. Definition 2.2. A function f : T → X is order-integrable in the Henstock sense ((oH)-integrability for short) if there exists J ∈ X together with an (o)-sequence (b n ) n in X and a corresponding sequence (γ n ) n of gauges, such that for every n and every γ n -fine (Perron) partition of T , Π = {(E i , t i ), i = 1, . . . , q}, it is |σ(f, Π) − J| ≤ b n ; then the integral J will be denoted with (oH) f . Also in this case there is no difference in taking γ n -fine arbitrary partitions rather than Perron-type partitions. So from now on, unless otherwise specified, only arbitrary γ n -fine partitions will be considered.
Gauge multivalued integrals
The previous notions of integral can be extended to the case of multivalued mappings. For the norm integral, the concept given in [8] will be adopted here, comparing it with other definitions: thanks to a well-known Rådström-type embedding theorem given in [35] , the multivalued case can be reduced to the single-valued one, which can help to study the integral. When the space X is a Banach lattice, also the notion of order-type integral will be introduced, for multivalued mappings, essentially following the lines of the paper [6] . Also for this notion, some properties and comparisons will be stated.
Let P 0 (X) be the set of all nonempty subsets of the Banach space X, and bf (X) be the set of all nonempty, bounded and closed subsets of X; moreover, let cwk(X), ck(X), denote respectively the subfamilies of bf (X) of all weakly compact, convex; compact, convex subsets of X. For all A, B ∈ P 0 (X) and λ ∈ R the Minkowski addition and scalar multiplication are defined as A + B = {a + b : a ∈ A, b ∈ B}, and λA = {λa : a ∈ A.} As in [18, 35] the operation ⊕ on bf (X) is defined by setting A ⊕ B := cl(A + B).
Observe that if A, B ∈ bf (X) then A ⊕ B ∈ bf (X). In case A and B are in cwk(X) (or in ck(X)), then the Minkowski addition is already closed, so in these cases the closure in the previous operation is not needed. For all unexplained terminology on multifunctions we refer to [18] . Since the set inclusion is a natural ordering on P 0 (X), which is compatible with the Minkowski addition and scalar multiplication, in [35] a Rådström embedding theorem is extended to the space cwk(X) as follows. 
Hausdorff distance (see [18, 35] ));
Norm multivalued integrals
In this section a short survey is presented of the different notions of the multivalued integral in the norm sense, in order to compare them and possibly improve some results.
Definition 3.1. For a multifunction F : T → P 0 (X) let S 1 F,H be the set of all Hintegrable selections of F in the sense of Definition 2.1, namely:
F,H is non-empty, then for every E ∈ Σ the Aumann-Henstock integral ((AH)-integral) of F is defined as the set
In order to prove existence of the previous selections, the following concept of integrability is also introduced, for a multifunction F : T → cwk(X). Definition 3.3. Given a multifunction F : T → cwk(X), F is H-integrable if there exists an element J ∈ cwk(X), such that for every ε > 0 there exists a gauge γ such that, for every γ-fine partition Π, the following holds:
Also in this case, existence of the integral in T implies existence in all measurable subsets E of T (which will be denoted by J E (F )) analogously to Remark 2.1. Indeed, as later shown, the last definition of integrability reduces to H-integrability for a corresponding single-valued function F taking values in the space C(Ω), where Ω is a suitable compact space: see 
Proof. We first observe that, thanks to Hörmander equality (see e.g. [26, formula (3) ]), the function F is scalarly H-integrable, i.e. the support mappings t → s(x * , F (t)) are H-integrable, for all x * ∈ X * . Let us set K := (H) T F dµ, and choose any strongly exposed point x 0 ∈ K: such a point exists, since K is in cwk(X). Then there exists a functional
for every t ∈ T . Proceeding like in the proof of [16, Theorem 2.5], one has that G is Pettis integrable in the sense of [16] (i.e. the support mappings s(x * , G) are integrable for every x * ∈ X * and for every measurable subset E ⊂ T there exists an element
and has a Pettis integrable selector g (which is also therefore a selector of F ), for which
for all x * , and every selector g of G. So, for each x * , the mapping x * (g) is Lebesgue-integrable, and therefore McShane-integrable (see [31, Theorem 1O] ), which in our setting means Henstock integrability. Then, proceeding as in the proof of [26, Theorem 3.1], the conclusion follows, i.e. g is H-integrable.
The multivalued norm integral, introduced in [6, Definition 3.13] will be now recalled. This definition is inspired at a similar notion introduced in [33, Definition 3] in order to study differential relations. In the subsection 3.2 a corresponding notion for the order-type multivalued integral will be introduced in the Banach lattice context and compared with this.
Definition 3.4. [6, Definition 3.13] Let F : T → P 0 (X) be a multifunction, and E ∈ Σ. We call ( · )-integral of F on E the set Φ(F, E) = { z ∈ X : for every ε ∈ R + there is a gauge γ :
where P γ,E is the family of all (Perron) γ-fine partitions of E.
Remark 3.3. We collect here some relations between the previous definitions of integral, and also with the Aumann integral. In case F is cwk(X)-valued and H-integrable on E there exists an element J E (F ) ∈ cwk(X) such that, for every n ∈ N it is possible to find a gauge γ n such that
hold true, for every γ n -fine partition Π, where B X is the unit ball in X. So, in this case we have clearly J E (F ) ⊂ Φ(F, E). Later also the converse inclusion will be proven (see Proposition 3.6).
Observe that, for every E ∈ Σ, the following inclusion holds:
since, if f ∈ S 1 F,H , then its H-integral belongs by definition to the right member of (3.2.1). However, in case F is H-integrable, then
F,H , for each n there exists a gauge γ ′ n such that
(here γ n is the gauge corresponding to n in the definition of J E (F )). By arbitrariness of n and closedness of J E (F ), we get that
and, by arbitrariness of f , the announced inclusion follows. Moreover since f is H-integrable for every E ∈ Σ then Definition 3.3 is equivalent to the (⋆)-integral given in [7, Definition 2] . Assuming that X is a separable Banach space and that there exists a countable family (x ′ n ) n in X ′ which separates points of X then, thanks to [7, Theorem 1] the following equalities follow, for any measurable and integrably bounded multifunction F with values in cwk(X):
Using Theorem 3.1, according to [15, Definition 2.1] and [7, Definition 3] , the following main result can be stated, which is analogous to [16, Proposition 4.4] (given for the Pettis integrability), together with a decomposition theorem that can be compared with previous ones obtained in [24, Theorem 1] and in [26, Corollary 3.2] . A definition is needed, however. 
3.4.4) F is the sum of a non-negative H-integrable multifunction G with values in cwk(X) and an H-integrable single-valued function f : T → X.
Moreover, the previous statements imply 3.4.5) the family W F = {s(x * , F ) : x * ∈ B X * } is uniformly integrable.
Proof. Thanks to Theorem 3.1, it is easy to see that 3.4.1) is equivalent to 3.4.2). Obviously 3.4.1) implies 3.4.3). We now prove that 3.4.3) implies 3.4.2), i.e., if the Cauchy-Bolzano condition is true, then i(F ) is H-integrable. Taking ε = n −1 , then there exists a gauge γ n such that, for every pair (Π n 1 , Π n 2 ) of γ n -fine partitions of E,
Without loss of generality assume that (γ n ) n is decreasing in n. 
.4).
To this aim, let f be any H-integrable selection of F (see Theorem 3.2), and define G by translation: F (t) = f (t) + G(t). This implies that 0 ∈ G(t) for all t, and therefore s(x * , G(t)) ≥ 0 for all t and x * . So the Rådström embedding of G(t) is a non-negative element of l ∞ (B X * ); and, since the Kakutani isomorphism preserves order, also i(G(t)) is non-negative, and therefore G is a non-negative cwk(X)-valued mapping. Integrability of G follows immediately from the fact that i(F ) = i(f ) + i(G), and linearity of the H-integral. The last implication follows easily by 3. From now on in this subsection, all multivalued mappings will be assumed to be cwk(X)-valued. Thanks to well-known results concerning the H-integral of singlevalued functions (see [31, Corollary 2F and Proposition 1C(a)]) and to Theorem 3.1, one also has easily Proposition 3.5. If F is H-integrable, then for every A, B ∈ Σ with A ∩ B = ∅ it holds (H)
The following Proposition compares the integral J E (F ) (when it exists) with the integral Φ(F, E) of Definition 3.4.
Later, in the Example 3.14, it will be shown that Φ(F, E) can be in cwk(X) even when F is not H-integrable. Proposition 3.6. Let F be H-integrable. Then, for every E ∈ Σ one has J E (F ) = Φ(F, E), and therefore Φ(F, E) is in cwk(X).
Proof. From the hypothesis one has that, for every integer n, a gauge γ n exists, such that
whenever Π is a γ n -fine partition of E, and so, thanks to Theorem 3.1,
This clearly implies that
(This was also proved in (3.3.1)). On the other hand, from the formula (3.6.1) it can be deduced that Σ Π F ⊂ J E (F ) + n −1 B X . Now, if z ∈ Φ(F, E), for the same integer n a gauge γ ′ n exists, such that z ∈ Σ Π F + n −1 B X for every γ ′ n -fine partition Π of E. So, if one takes γ * n := γ n ∩ γ ′ n , then, for every γ * n -fine partition Π of E: Σ Π F ⊂ J E (F ) + n −1 B X , z ∈ Σ Π F + n −1 B X , and therefore z ∈ J E (F ) + 2n −1 B X . Since this must be true for all n, and J E (F ) is closed, it follows that z ∈ J E (F ), and so the converse inclusion is proved.
Due to this fact one can consider Φ(F, E) as a multivalued set function, as soon as F : T → cwk(X) is H-integrable, and for any Banach space X. In particular 
Corollary 3.7. Let F : T → cwk(X) be any H-integrable multifunction. Then, for every E ∈ Σ, M (E) := Φ(F, E) is a countably additive multimeasure. Moreover, in the topology of C(Ω), M is σ-additive and µ-absolutely continuous. Proposition 3.8. If F : T → cwk(X) is H-integrable then, for every E ∈ Σ it is:
(here, S 1 P e has a similar meaning as S 1 F,H , but with Pettis in the place of Henstock integrability) while, if X is reflexive
Proof. Observe that the Aumann integrals involved are non empty thanks to [16, Theorem 2.5] and Theorem 3.2 respectively. So the assertion is an obvious consequence of [8, Theorem 4.3] since µ is pointwise non atomic and reflexivity of the space avoids the hypothesis on free cardinals.
Order multivalued integrals
Now, the multivalued integral in the order sense will be studied, with the following assumption:
(H 0 ) X is a weakly σ-distributive Banach lattice with an order continuous norm, · .
Also in this subsection, a small survey is presented, comparing some different notions of integral in the order sense. Some new results will be obtained, similar to those already existing in the normed case: nevertheless, sometimes there are differences, which may look at first sight not so deep as they really are. 
where (b n ) n denotes any (o)-sequence, (γ n ) n any sequence of gauges, P γn the family of all γ n -fine partitions of E, and U (C, b) := {z ∈ X such that |z − y| ≤ b for some y ∈ C}.
Of course, when F is single-valued, F = {f }, the integral Φ o (F, E) ≡ (oH) E f dµ, if non-empty, is a singleton, and in this case f is oH-integrable. Moreover, for multivalued mappings F : T → cwk(X) and for any measurable set E the following inclusion holds, thanks to order-continuity of the norm: Φ o (F, E) ⊂ Φ(F, E); in case X is also an M -space, then also the reverse inclusion holds true as in [6, Proposition 3.14] . Similarly as for the norm integral, an alternative notion can be given, parallel to Definition 3.3:
Definition 3.8. Let F : T → cwk(X) be any multifunction. F is oH-integrable if, for every measurable E ⊂ T there exist an element J E ∈ cwk(X), an (o)-sequence (b n ) n in X and a corresponding sequence (γ n ) n of gauges in T , such that, for every n and every γ n -fine partition Π of E,
Proof. Without loss of generality, assume that E = T , and suppose that J := J T and J ′ := J ′ T are two elements of cwk(X) satisfying the condition in Definition 3.8. Let (b n ) n and (b ′ n ) n be the (o)-sequences relative to J and J ′ respectively, and (γ n ) n , (γ ′ n ) n be the corresponding gauges. Then, if we fix n, and take any (γ n ∧ γ ′ n )-fine partition Π, we get
So, for every element a ∈ J and every integer n, there exists an element a ′ n ∈ J ′ such that |a − a ′ n | ≤ b n + b ′ n . This clearly means that the sequence (a ′ n ) n is (o)-convergent to a, and so also norm-convergent to a. Since J ′ is closed, this implies a ∈ J ′ . So, J ⊂ J ′ . Reversing the role of J and J ′ , also the converse inclusion is obtained, and then J = J ′ .
This integral is related to Φ o , in the following sense. Theorem 3.10. Let F be as above, and assume it is oH-integrable. Then, for every measurable E ⊂ T , Φ o (F, E) = J E , and so Φ o (F, E) is in cwk(X).
Proof. Again, the proof will be given only for the case E = T . Let (b n ) n and (γ n ) n be the (o)-sequence and the corresponding sequence of gauges regulating oH-integrability of F . Let w be any arbitrary element of J T , and fix n. Then, if Π is any γ n -fine partition, clearly w ∈ U (Σ Π (F ), b n ) . But this is precisely the condition that w ∈ Φ o (F, T ). By arbitrariness of w, one obtains the inclusion J T ⊂ Φ o (F, T ) (and also that Φ o (F, T ) = ∅). In order to prove the converse inclusion, take any element z ∈ Φ o (F, T ), and let (b ′ n ) n and (γ ′ n ) n be the (o)-sequence and the corresponding sequence of gauges related to the definition of Φ o (F, T ). Now, if Π is any (γ n ∧ γ ′ n )-fine partition,
As above, this implies that z is in the norm-closure of J T , i.e. z ∈ J T . By arbitrariness of z, this gives Φ o (F, T ) ⊂ J T . This proves the reverse inclusion, and therefore the announced equality.
Observe that, also for the order integral, the set Φ o (F, T ) can be in cwk(X) even when F is not oH-integrable, see Example 3.14.
From now on, order-boundedness of the sets F (t) will be assumed, for any multivalued mapping F and every t ∈ T . Remark 3.11. Observe that, thanks to [6, Theorem 3.12] if F is a simple function with values in cwk(X) (namely
In fact, in the quoted result the equivalence is stated among the Φ o -integral and the order-closure of the Aumann-Henstock integral, when the C i 's are in cbf (X). But C i ∈ cwk(X) so one has direct coincidence with the Aumann integral.
A kind of selection theorem is stated now. This result is parallel in some sense to the Kuratowski-Ryll Nardzewski selection theorem, but related to the order structure of the space X rather than to its topology. We shall see later also some consequences.
Theorem 3.12. Let F : T → cwk(X) be any oH-integrable mapping, with integral J, and define g(t) := sup F (t), S := sup J. Then, g is oH-integrable, and its integral is S.
Proof. Let (b n ) n and (γ n ) n be the sequences introduced in the Definition 3.8, and fix any γ n -fine partition Π. Then
where
for every choice of the points α i ∈ F (t i ). Hence
and, by varying just α 1 one gets g(t 1 )µ(
Now, isolating α 2 and proceeding in the same fashion, it follows
then it is clear that, continuing in this way, (3.12.1) is proven. On the other hand, easily one has
hence S ≤ σ(g, Π) + b n . So, there exist an (o)-sequence (b n ) n and a sequence (γ n ) n of gauges such that, for every n and every γ n -fine partition Π, σ(g, Π) ≤ S + b n , and S ≤ σ(g, Π) + b n i.e. |σ(g, Π) − S| ≤ b n , from which the assertion follows.
In some cases, one can obtain a decomposition similar to Theorem 3.4.4), for oHintegrable multifunctions (see also Theorem 4.3) Theorem 3.13. Let F : T → cwk(X) be any oH-integrable function, such that
Then F is the sum of an oH-integrable single-valued mapping g : T → X and an oHintegrable mapping G : T → cwk(X) such that s(x * , G(t)) ≥ 0 for all elements x * ∈ X * and s(x * , G(t)) = 0 for all positive elements x * ∈ X * .
Proof. Let g(t) = sup F (t) for all t, and define G(t) = F (t) − g(t) by translation. Then clearly sup G(t) = 0. Moreover, from (3.13.1) it follows 0 ∈ G(t), by a translation argument. Now, for every fixed t and any element x * ∈ X * , clearly s(x * , G(t)) ≥ 0.
In case x * is positive, we also have 0 = x * (0) ≥ x * (u) for all u ∈ G(t), so 0 ≥ s(x * , G(t)). Combining this result with the previous one, we get s(x * , G(t)) = 0 for all positive x * . It only remains to show that G is oH-integrable. Indeed, it will be proved that its integral is J − sup{J}, where J = (oH) T F dµ. By integrability of F and g, there exist an (o)-sequence (b n ) n in X and a corresponding sequence (γ n ) n of gauges, such that, as soon as Π is any γ n -fine partition, one has
From this, it is easy to see that
This suffices to prove integrability of G.
Observe here that condition (3.13.1) is fulfilled, for example, if F (t) is upwards directed for every t: in this case sup F (t) ∈ F (t) thanks to [30, Proposition 354 E] .
The previous results can be used to introduce an example, in which the set Φ o (F, T ) is in cwk(X), but the mapping F is not (oH)-integrable.
Example 3.14. Let T = [0, 1] and A ⊂ [0, 1] be any non-measurable set, so that the mapping 1 A is not Lebesgue integrable. Clearly, this also means that 1 A is not H-integrable (in any sense, both in order and topology, since here the space X is R). Next, define the following multivalued map F : [0, 1] → ck(R) as follows: In this section, one considers functions defined on the unit interval [0, 1], endowed with the Lebesgue measure λ, and taking values in an arbitrary Banach lattice with order-continuous norm. In order to define Henstock integrability (and integral), the only partitions allowed consist of (pairwise non-overlapping) subintervals of [0, 1] . This produces the well-known distinction between Henstock and McShane integrability: indeed, in the latter type, the partitions allowed still consist of subintervals, but the tags need not belong to the corresponding subintervals. However, if f is McShane-integrable in this sense, then the integral can be equivalently defined by allowing also partitions consisting of general measurable subsets: see [29, Proposition 1F] . For this reason, McShane integrability in this sense will be still mentioned as oH-integrability.
A first result is that, in this case, monotonicity implies oH-integrability: the following result is inspired at [34, Example 5.36 ]. Proof. Since F (t) is order-bounded for all t, one can set K := sup{|x| : x ∈ F (1)} and obtain that F (t) ⊂ [−K, K] for all t. Now, for each integer n let t i := in −1 , i = 0, ..., n, and define two multivalued mappings, G 1 and G 2 , in the following way:
Clearly G 1 and G 2 are oH-integrable since they are simple (see Remark 3.11), and it is obvious that G 1 (t) ⊂ F (t) ⊂ G 2 (t) for all t. Now, it will be proven that G 2 dλ ⊂ G 1 dλ + [−2Kn −1 , 2Kn −1 ] : thanks to Proposition 3.17 this will yield integrability of F . Of course,
Now, take any element z ∈ G 2 dλ: then z = n −1 (x 1 + x 2 + ... + x n ), for suitable elements x i ∈ F (t i ), i = 1, ..., n. Let us choose arbitrarily x 0 ∈ F (0) and define w := n −1 (x 0 +x 1 +x 2 +...+x n−1 ). Of course, w ∈ G 1 dλ and |z−w| = n −1 (|x n −x 0 |) ≤ 2Kn −1 . In conclusion, for every element z ∈ G 2 dλ there exists an element w ∈ G 1 dλ such that |z − w| ≤ 2Kn −1 , i.e.
as announced. The proof is now complete.
Observe here that the last Theorem is not a consequence of [12, Theorem 19] and Theorem 3.4: in fact, combining these two results one only obtains norm-integrability of F . Proof. Let i be the embedding of cwk(X) into C(Ω) of Theorem 3.1. Since 0 ∈ F (t) one has that i(F (t)) is non-negative for almost all t ∈ [0, 1], and, for every y * ∈ C(Ω) * the mapping q y * := t → y * , i(F (t)) is a Lebesgue integrable mapping: indeed, Henstock integrability of F implies that q y * is Henstock integrable, and, at least when y * is positive, that q y * is non-negative, hence also Lebesgue integrable; but every element y * can be written as the difference of two positive functionals (see e.g. [30, Theorem 356 .B]) and this clearly proves integrability of q y * . So, i(F ) is Henstock integrable and scalarly Lebesgue integrable. Then, thanks to [28, Corollary 9, (iii)], it will be sufficient to prove convergence in C(Ω) of all series of the type n (H) In i(F ), where (I n ) n is any sequence of pairwise non-overlapping subintervals of [0, 1] . To this aim, observe that the map Ψ(E) := (H) E i(F ) is defined, nonnegative and finitely additive on the algebra H generated by all intervals. Non-negativity implies s-boundedness (both in the order and in the norm sense), and this, in turn, convergence of all series of the type above described. This concludes the proof. 
Conclusions
In this paper the notions of Henstock (Mc Shane) integrability for functions and multifunctions defined in a metric compact regular space and taking values in a Banach lattice with an order-continuous norm are investigated. Both the norm-type and the order-type integrals have been examined. Thanks to the structure of near vector space of cwk(X), it is proved that the Henstock norm integrability of a multifunction F is equivalent to the Henstock integrability (both in the norm and in the order sense) of its embedded function i(F ). Selections and decomposition results are also obtained. Also the case of ck(X)-valued mapping can be discussed by using an analogous construction, with similar conclusions.
