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Abstract
This paper propose a novel decomposable graphical model to accommo-
date skew Gaussian graphical models. We encode conditional independence
structure among the components of the multivariate closed skew normal ran-
dom vector by means of a decomposable graph and so that the pattern of
zero off-diagonal elements in the precision matrix corresponds to the missing
edges of the given graph. We present conditions that guarantee the propriety
of the posterior distributions under the standard noninformative priors for
mean vector and precision matrix, and a proper prior for skewness parameter.
The identifiability of the parameters is investigated by a simulation study.
Finally, we apply our methodology to two data sets.
Keywords: Decomposable graphical models; multivariate closed skew nor-
mal distribution; Conditional independence; Noninformative prior.
1 Introduction
In recent years, there have been many developments in multivariate statistical mod-
els. Making sense of all the many complex relationships and multivariate depen-
dencies present in the data, formulating correct models and developing inferential
procedures is an important challenge in modern statistics. In this context, graphical
models currently represent an active area of statistical research which have served
as tools to discover structure in data. More specifically, graphical models are mul-
tivariate statistical models in which the corresponding joint distribution of a family
of random variables is restricted by a set of conditional independence assumptions,
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and the conditional relationships between random variables are encoded by means
of a graph. In the Gaussian case, these models induce the conditional independence
assumptions by zeros in the precision matrix. An important reason for working with
this class of distributions is important properties like closure under marginalization,
conditioning and linear combinations which is seldom preserved outside the class
of multivariate normal distributions. However, in spite of substantial advances, the
Gaussian distributional assumption might be overly restrictive to represent the data.
The real data could be highly non-Gaussian and may show features like skewness.
In this article, we study skew distributions in graphical models with the aim
of mimicking the success of Gaussian graphical models as much as possible. The
last decade has witnessed major developments in models whose finite dimensional
marginal distributions are multivariate skew-normal. Azzalini and Capitanio (1999)
introduced multivariate skew-normal (SN) distribution which enjoys some of the
useful properties of normal distribution, such as property of closure under marginal-
ization and conditioning. Accordingly, an n-dimensional random vector Y is said to
have a SN distribution if its density is
φn(y;µ,Ω)Φ(α0 + α
′D−1Ω (y − µ))/Φ(τ),
where φn(·;µ,Ω) is the probability density function of the n-dimensional Nn(µ,Ω)
variable, Φ(·) is cumulative distribution function of N(0, 1), µ ∈ ℜn, τ ∈ ℜ,
Ω ∈ ℜn×n is a full rank covariance matrix, DΩ = diag(Ω11, · · · ,Ωnn)1/2, α ∈ ℜn
is shape parameter and α0 = τ(1 +α
′D−1Ω ΩD
−1
Ω α)
1/2. When α = 0 we are back to
the multivariate normal distribution. Capitanio et al. (2003) used the SN family in
graphical models examining in particular the construction of conditional indepen-
dence graphs. Their results show that if Y be an n-variate SN distribution with
covariance matrix Ω and skewness vector α, then
Yi ⊥ Yj|Y−ij ⇔ Ωij = 0 and αiαj = 0
where Y−ij is Y with the ith and jth elements deleted and Ω
ij denotes the (i, j)th
entry of Ω−1. Comparing with the Gaussian graphical model, an extra constraint
αiαj = 0 is necessary to capture conditional independence property. It means if
we believe Yi and Yj are conditionally independent then at least one of αi and αj
must be zero. Hence, applying this constraint in practical issues is challenging.
Alternatively, Dominguez-Molina et al. (2003) and Gonzalez-Farias et al. (2004)
proposed the multivariate closed skew normal (CSN) distribution which includes
the property of SN family. Also unlike the SN family, the CSN family enjoys this
property that the joint distribution of i.i.d. CSN random variables is the multivariate
CSN distribution.
Although much progress has been made in the context of skew normal distri-
butions, the achieved successes in graphical models are limited. The preservation
of conditional independence property for skew normal variables has shown that the
extending the class of skew-normal distributions to graphical models is challenging.
The aim of this paper is to develop a multivariate closed skew normal graphical
model. We encode conditional independence structure among the components of
the multivariate closed skew normal random vector with respect to a decompos-
able graph G. The main motivation to use the decomposable graphs for encoding
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the conditional independence is that for this type of graph there exists an ordering
of the vertices such that the zero elements in precision matrix are reflected in its
Cholesky decomposition (Paulsen et al., 1989). Under decomposable graphs, the
conditional independence property is maintained for our skewed graphical model,
and simplification occurs in both the interpretation of data and the estimation pro-
cedure. Models can be specified in terms of conditional and marginal probability
distributions, leading to a simplified analysis based on lower dimensional compo-
nents (Giudici and Green, 1999; Letac and Massam, 2007; Khare and Rajaratnam,
2011).
The precision matrix is the fundamental object that evaluates conditional de-
pendence between random variables. Estimating a sparse precision matrix is crucial
specially in high-dimensional problems. In this context, a family of conjugate prior
distributions for the precision matrix is developed. Conditions for propriety of the
posterior are given under the standard noninformative priors on mean vector and
precision matrix as well as a proper prior for the skewness parameter. We also de-
velop and implement a Markov chain Monte Carlo (MCMC) sampling approach for
inference.
The organization of the paper is as follows. Section 2 introduces the required
preliminaries and notation. In Section 3, a novel skew Gaussian decomposable
graphical model is constructed using a multivariate closed skew normal distribution
and its properties are established. Section 4 discusses Bayesian analysis using Gibbs
sampling to sample from the posterior distribution. A simulation study is reported
in Section 5. Section 6 illustrates the use of proposed methodology in two real data
sets: an analysis of student marks from Mardia et al. (1979) and an analysis of
the carcass data from gRbase package of R. Finally, conclusions and discussion are
given in Section 7. The Appendix contains proofs of some of the results in the main
text.
2 Preliminaries
2.1 Multivariate closed skew-normal distribution
An n-dimensional random vectorY is said to have a multivariate closed skew-normal
distribution, denoted by CSNn,m(µ,Σ,Γ,ν,∆), if its density function is of the form
f(y) = φn(y;µ,Σ)Φm(Γ(y − µ);ν,∆)/Φm(0;ν,∆+ ΓΣΓ′), (1)
where µ ∈ ℜn, ν ∈ ℜm, and Σ ∈ ℜn×n and ∆ ∈ ℜm×m are both covariance
matrices, Γ ∈ ℜm×n, and Φn(·;µ,Σ) is the cumulative distribution function of the
n-dimensional normal distribution with mean vector µ and covariance matrix Σ. To
derive this distribution, Gonzalez-Farias et al. (2004) consider a (n+m)-dimensional
normal random vector
(W01 , · · · ,W0m ,W1, · · · ,Wn)′ =
(
W0
W
)
∼ Nn+m
(
0,
(
∆+ ΓΣΓ′ ΓΣ
ΣΓ′ Σ
) )
.
Then, the probability density function of Y = (W|W0 > ν) is the multivariate
closed skew-normal (1). If Γ = 0 and m = 1, this density reduces to the multivariate
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normal one and the skew-normal distribution (Azzalini, 2005), respectively. Allard
and Naveau (2007) used the multivariate closed skew normal and introduced a spatial
skewed Gaussian process as a novel way of modeling skewness for spatial data.
To increase the amount of skewness in the vector Y as well as to simplify the
interpretation of this density, they assumed that m = n, ν = 0, ∆ = Σ and Γ = αIn
in which α ∈ ℜ is a single parameter controlling skewness and In is the identity
matrix of order n. This model is also referred to as the homotopic model.
We will make use of the alternative representation of Dominguez-Molina et al.
(2003) for CSN families,
Y
d
= µ+ (Σ−1 + Γ′∆−1Γ)−
1
2V + ΣΓ′(∆ + ΓΣΓ′)−1U, (2)
where V and U are independent multivariate normal distribution Nn(0, In) and a
multivariate truncated normal distribution TNn(0; 0,∆+ΓΣΓ
′), respectively, where
TNn(c;µ,Σ) denotes the Nn(µ,Σ) distribution truncated below at the vector c.
Also, if Y is partitioned as Y = (Y′1,Y
′
2)
′, then the conditional distribution of
(n− k)-dimensional vector Y2 given Y1 = y10 is
CSNn−k,m(µ2 + Σ21Σ
−1
11 (y10 − µ1),Σ22.1,Γ2,ν − Γ∗(y10 − µ1),∆),
where Σ22.1 = Σ22−Σ21Σ−111 Σ12, Γ∗ = Γ1+Γ2Σ21Σ−111 and the parameters are induced
corresponding to the partition of Y as
µ =
(
µ1
µ2
)
, Σ =
(
Σ11 Σ12
Σ21 Σ22
)
, Γ =
(
Γ1 Γ2
)
.
2.2 Graph theory
Let V be a finite set of vertices and E = {(u, v) : u, v ∈ V, u 6= v} be a set of
edges so that E ⊆ V × V . Define a graph G as an ordered pair G = (V,E) of
vertices and edges, where V is assumed to be finite. When (u, v) ∈ E, we say that
u and v are adjacent in G. A graph is said to be complete if all the vertices are
adjacent to each other. It is understood that (u, v) ∈ E implies (v, u) ∈ E, i.e., the
edges are undirected. For an undirected graph G = (V,E), we say that u and v are
neighbors when (u, v) ∈ E. For any A ⊂ V , a subgraph of V is defined as the graph
GA = (A,E ∩ (A × A)). A path from v1 to vm is a sequence of distinct vertices in
V , v1, v2, · · · , vm, for which (vj , vj+1) ∈ E for j = 1, · · · , m − 1. A subset C ⊂ V
separates two vertices i /∈ C and j /∈ C, if every path from i to j contains at least
one vertex from C. A clique of G is a complete subgraph of G. A subgraph is a
maximal clique if it is not contained in a larger complete subgraph. Any path that
begins and ends at the same vertex is called a cycle. A tree is a connected graph
with no cycles.
Definition 1: (Decomposable graph (Lauritzen, 1996)) An undirected graph
is said to be decomposable if any induced subgraph does not contain a cycle of
length greater than or equal to four.
Figure 1 shows examples of non-decomposable and decomposable graphs. De-
composable graphs have several characterizations in terms of vertex orderings.
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Figure 1: (a) A non-decomposable graph, and (b) two decomposable graphs.
Definition 2: For an undirected graphG = (V,E), an ordering γ : V 7→ {v1, · · · , vm}
of m vertices (1, · · · , m) is known as a perfect vertex elimination scheme for G if for
every triplet vi, vj , vk with 1 ≤ i < j < k ≤ m the following condition holds:
(γ−1(vj), γ
−1(vi)) ∈ E, (γ−1(vk), γ−1(vi)) ∈ E ⇒ (γ−1(vk), γ−1(vj)) ∈ E.
In Figure 1(b), we show examples of perfect vertex elimination schemes for some
decomposable graphs. The existence of such an ordering is an important advantage
of decomposable over nondecomposable graphs, and the existence of this ordering
characterize decomposable graphs. More formally, every decomposable graph admits
an ordering of vertexes in terms of its cliques which is a perfect vertex elimination
scheme. If for an undirected graph G, there exists an ordering of its vertices corre-
sponding to a perfect vertex elimination scheme, then G is a decomposable graph
(Lauritzen, 1996, page 18). However, this ordering need not be unique. A construc-
tive way to obtain such an ordering is given in Lauritzen (1996).
Definition 3: (Modified Cholesky decomposition) If Q is a positive definite
matrix, then there exists a unique decomposition
Q = L′DL
where L is a upper triangular matrix with unit diagonal entries and D a diagonal
matrix with positive diagonal entries. The Cholesky decomposition of Q is Γ′Γ
where Γ = D
1
2L is called the Cholesky triangle.
The following lemma will play a central role in our work.
Lemma 1: (Paulsen et al. 1989) Let Ω be an arbitrary positive definite matrix
with zero restrictions according to decomposable graph G = (V,E), i.e., Ωij = 0
whenever (i, j) /∈ E. Then there exists an ordering of the vertices such that if
Ω = L′DL is the modified Cholesky decomposition corresponding to this ordering,
then for i < j,
Lij = 0⇔ (i, j) /∈ E.
Hence, the zeros in Ω are preserved in the lower triangle of the corresponding matrix
L obtained from the modified Cholesky decomposition. We assume from now on that
graph G is decomposable.
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An m-dimensional Gaussian graphical model can be represented by the class of
multivariate normal distributions with fixed zeros in the precision matrix (i.e., con-
ditional independencies) described by a given graph G = (V,E) where the number of
vertices is m. That is, if (i, j) /∈ E, the ith and jth components of the multivariate
random vector are conditionally independent.
We now introduce some notations and spaces from Khare and Rajaratnam
(2011). Let M+m and Mm denote the cone of symmetric positive definite matrices of
order m and symmetric positive semidefinite matrices of order m, respectively, then
the two parameter sets PmG and SP
m
G according to decomposable graph G = (V,E)
are defined as
PmG = {Ω ∈M+m | Ωij = 0, (i, j) /∈ E},
SPmG = {Ω ∈Mm | Ωij = 0, (i, j) /∈ E},
and also define
ℓmG = {L : Lij = 0 whenever i > j, or (i, j) /∈ E and Lii = 1 ∀ 1 ≤ i, j ≤ m},
ΘmG = {θ = (L,D) : L ∈ ℓmG and D diagonal with Dii > 0 ∀ 1 ≤ i ≤ m}.
3 Skew Gaussian decomposable graphical models
To introduce a skew version of k-dimensional Gaussian graphical (GG) model, we
first consider the following tree graphical model in a loose and imprecise form
1
©
2
©
3
© . (3)
Based on this graph, let X = (X1, X2, X3) be a random vector whose elements are
indexed by graph (3). We introduce three independent increments
ǫ1 = κ1X1, ǫ2 = κ2(X2 − b12X1), ǫ3 = κ3(X3 − b23X2).
where κ1, κ2, κ3 ∈ ℜ+ and b12, b23 ∈ ℜ. Now, we can relate ǫ = (ǫ1, ǫ2, ǫ3) to
X = (X1, X2, X3) by ǫ = D
1
2
κBX where
B =

 1 0 0−b12 1 0
0 −b23 1

 , and Dκ = diag(κ21, κ22, κ23).
If we suppose ǫ1, ǫ2, ǫ3
iid∼ N(0, 1), then the joint density ofX = (X1, X2, X3) becomes
trivariate normal distribution with fixed zeros in the precision matrix described
by given graph. Our aim is to assess the suitability and wider applicability of
asymmetric distributions in graphical models with the hope of mimicking the success
of Gaussian graphical models as much as possible. To do this, we need to study the
following two questions
• How can we choose a skewed distribution for ǫ such that the distribution of
X belong to the same class as that of the ǫ?
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• What conditions are necessary to achieve the Markov property for the skewed
graphical model?
To address these questions, we will use the CSN model that is more general than
SN, and is closed under marginalization, conditioning and linear combination. Also
unlike the SN family the joint distribution of i.i.d. CSN random variables is a
multivariate CSN distribution. We now assume
ǫi ∼ CSN1,1(0, 1, αi, 0, 1), i = 1, 2, 3 ⇔ ǫ ∼ CSN3,3(0, I3, Dα, 0, I3)
where Dα = diag(α1, α2, α3). Note that αi is interpreted as skewness parameters of
the ith increment. Using the closure property of the CSN distribution under linear
transformations, the joint density for X becomes
p(x) = 23φ3(x; 0, (B
′DκB)
−1)Φ3(DαBx; 0, D
−1
κ ).
In this example, we can easily show that X1 ⊥ X3|X2, so we have the Markov prop-
erty. The question is then: how can we extend this easy example to a more general
graphical model? This we will study next.
Definition 4: Consider an undirected decomposable graph G = (V,E) where the
number of vertices is k and ordering of the vertices corresponds to a perfect vertex
elimination scheme. A random vector X = (X1, · · · , Xk)′ is called a skew Gaussian
decomposable graphical (SGDG) model with respect to graph G with mean µ ∈ ℜk,
the precision matrix Q ∈ P kG and the skewness parameters α ∈ ℜk, if its density is
CSNk,k(µ, Q
−1, DαL, 0, D
−1
κ ) or equivalently
p(x) = 2kφk(x;µ, Q
−1)Φk(DαL(x− µ); 0, D−1κ )
= (
2
π
)k/2|Dκ|1/2 exp(−1
2
(x− µ)′Q(x− µ))Φk(DαL(x− µ); 0, D−1κ ), (4)
where Dκ = diag(κ
2
1, · · · , κ2k), Dα = diag(α1, · · · , αk) and (L,Dκ) ∈ ΘkG and corre-
spond to modified Cholesky decomposition of Q.
When skewness parameters are all zero, the density (4) reduces to the multivari-
ate normal. Figure 2 shows contour plots of the SGDG model (k = 2) for different
skewness parameters. Although Definition 4 depends on the ordering of the ver-
tices, this is not as restrictive as it first appears. The ordering is essentially another
parameter to be specified and can be viewed as imposing extra information. In
sequel, we show that the SGDG model is supported by the property of conditional
independence.
Theorem 1: Let X be closed skew-normal distributed corresponding to Defini-
tion 4. Then for i < j, we have
Xi ⊥ Xj |x−ij ⇔ Qij = 0 ⇔ Lij = 0 ⇔ (i, j) /∈ E.
This is one of the main results. It simply says that similar to the Gaussian
graphical models the nonzero pattern of Q determines G, so we can read off from Q
7
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Figure 2: Left: contour plot of the SGDG model with parameters µ = (0, 0)′, Dκ =
diag(1, 1), L12 = −0.5 and α1 = α2 = 2. Right: contour plot of the SGDG model
with parameters µ = (0, 0)′, Dκ = diag(1, 1), L12 = −0.5 and α1 = α2 = 4.
whether Xi and Xj are conditionally independent, so the natural way to parametrize
the SGDG model is by its precision matrix Q. Although, the results in this article
are based on decomposable graphical models, in sequel we have a theorem based on
an arbitrary undirected graph.
Lemma 2: Consider an arbitrary undirected graphG = (V,E) where V = {1, 2, · · · , k}.
Let L be the modified cholesky decomposition of the precision matrix corresponding
to graph G. Define the set F (i, j) = {i+ 1, · · · , j − 1, j + 1, · · · , k}. Now, if F (i, j)
separates i < j in G, then Lij = 0 (see Rue and Held, 2005).
Theorem 2: Consider an arbitrary undirected graph G = (V,E). Let L be the
modified Cholesky triangle of precision matrix Q ∈ P kG. Suppose X is closed skew-
normal distributed (4), then for i < j, we have
if F (i, j) separates two vertices i and j ⇒ Xi ⊥ Xj|x−ij.
Alternatively, using the representation of Dominguez-Molina et al. (2003) for
CSN families, a stochastic representation of the SGDG model is
X
d
= µ+ L−1D
− 1
2
κ Dα(I +D
2
α)
− 1
2U+ L−1D
− 1
2
κ (I +D
2
α)
− 1
2V, (5)
where V and U are independent multivariate normal distribution Nk(0, Ik) and a
multivariate half-normal distribution HNk(0, Ik), respectively. From a computa-
tional point of view, this representation is useful because it implies that an random
vector distributed according to (4) can be generated using two independent normal
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random vectors. The mean vector and covariance matrix of X is
E(X) = µ+ L−1D
− 1
2
κ D,
Cov(X) = (L′D
1
2
κ (Ik −D2)D
1
2
κL)
−1
where diagonal matrix D is D =
√
2
pi
Dα(Ik + D
2
α)
− 1
2 . Hence, the zero elements of
inverse of covariance matrix X are the same of those of the precision matrix Q.
4 Bayesian analysis
In this section, we will discuss Bayesian inference of the SGDG model (4). As-
sume n independent observations x = (x1, · · · ,xn) from this model. We use the
representation (5) and the following hierarchical representation
Xj |Uj ∼ Nk(µ+ L−1DδUj , (L′DωL)−1), δ, µ ∈ ℜk, (L,Dω) ∈ ΘG
Uj ∼ HNk(0, Ik), j = 1, · · · , n, (6)
where Dω = diag(ω
2
1, · · · , ω2k) and Dδ = diag(δ1, · · · , δk) with δi = αiκi√1+α2i and
ωi = κi
√
1 + α2i . The later reparametrization has been imposed to ease the com-
putations. We will now discuss the prior distribution for the unknown parameters
η = (µ, δ, L,Dω). With regard to relation between δi and ωi in the mentioned
reparametrization (i.e. δi =
αi
ωi
), we will use a correlated prior for δ = (δ1, · · · , δk)
and ω = (ω1, · · · , ωk);
π(δ|ω) = Nk(0, b1D−1ω ),
where b1 ∈ ℜ+ is fixed. For the priors on µ ∈ ℜk and (L,Dω) ∈ ΘG. We will discuss
two separate prior structures corresponding to independent proper and noninforma-
tive priors for these parameters.
Independent proper priors on µ, ω2 and L: We take normal priors for
mean vector and lower triangular matrix and gamma prior for precision parameters
as follows
π(µ) = Nk(µ0, b2Ik),
π(ω2) =
k∏
i=1
G(b3, b4),
π(L6=01. , · · · , L6=0k−1.) =
k−1∏
i=1
N||N≺(i)||(0, b5I||N≺(i)||), (7)
where G(a, b) denotes the gamma distribution, L6=0i. = (Lij){i<j, (i,j)∈E} denotes the
nonzero off-diagonal elements of i’th row of L and N≺(i) := {j : (i, j) ∈ E, i < j}.
Also, µ0 ∈ ℜk and bi ∈ ℜ+, i = 2, 3, 4, 5, are known hyperparameters.
Non-informative priors on µ, ω2 and L: Assign a common noninformative
prior distributions for the mean vector of the form π(µ) ∝ 1. Khare and Rajaratnam
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(2011) formed a rich and flexible class of Wishart priors for decomposable covariance
graphs in Gaussian covariance graph models in which marginal independence among
the components of a multivariate random vector is encoded by means of a graph G.
They also considered the case where G is decomposable. Although covariance graph
models are distinctly different from the traditional concentration graph models, after
some modifications, their prior is extendable in our problem case. In this context,
the class of measures on (L,Dω) ∈ ΘG is provided with density
π(L ∈ dL,Dω ∈ dDω) ∝
k∏
i=1
(ω2i )
ψi/2−1e−
1
2
tr((L′DωL)Ψ)
∏
i<j,(i,j)∈E
dLij
k∏
i=1
dω2i , (8)
where positive definite matrix Ψ and ψi ∈ ℜ+, i = 1, · · · , k are known hyperparam-
eters. Theorem 3 provides a sufficient condition for the existence of a normalizing
constant for π(L,Dω).
Theorem 3: Let dL :=
∏
i<j,(i,j)∈E dLij and dDω :=
∏k
i=1 dω
2
i . if ψi > ||N≺(i)||,
then
∫
ΘG
k∏
i=1
(ω2i )
ψi/2−1 exp{−1
2
tr((L′DωL)Ψ)}dDωdL <∞. (9)
A standard noninformative prior for lower triangular matrix L and precision
parameters ω2 can be chosen by respecting the zeros for Ψ and ψi, i = 1, · · · , k.
Hence, the resulting non-informative prior on µ, L and ω2 is of the form
π(µ, L,ω2) ∝
k∏
i=1
1
ø2i
. (10)
Theorem 4 shows that the posterior distribution is proper under prior distribution
(10). To show this, we use a result by Mouchart (1976) and Florens et al. (1990)
which implies that the posterior distribution exists as a proper only when
p(x) =
∫
p(x|µ,ω2, δ, L)π(µ,ω2, δ, L)dµdω2dδdL <∞.
Theorem 4: Under the standard noninformative prior in (10) and with n inde-
pendent replication from the hierarchical model (6), the posterior distribution of
parameters exists if n ≥ max{||N≺(i)||}+ 2.
We will now discuss how to generate samples from the posterior distribution. To
facilitate the sampling, we introduce the latent variables U = (U1, · · · ,Un), and
then use Gibbs sampling to generate samples. The block full conditionals are as
10
Table 1: The value of hyperparameters under different prior distributions.
Hyperparameter Prior (7) Prior (8) Prior (10)
vµ 1/b2 · · · 0
sωi b3 ψi/2 0
rωi b4
1
2
Li.ΨL
′
i. 0
VLi 1/b5Ik ω
2
iΨ 0
follows:
π(u|x,µ, δ,ω2, L) =
n∏
i=1
k∏
j=1
HN(
ω2j δj
1 + ω2j δ
2
j
Lj.(xi − µ), 1
1 + ω2j δ
2
j
),
π(δ|x,u,µ,ω2, L) = Nk(Σ−1δ [Σni=1DuiL(xi − µ)],Σ−1δ D−1ω ),
π(µ|x,u, δ,ω2, L) = Nk(Σ−1µ [(L′DωL)Σni=1(xi − L−1Dδui) + vµµ0],Σ−1µ ),
π(ω2|x,u,µ, δ, L) =
k∏
i=1
G(sωi +
n+ 1
2
, rωi +
1
2
Li.SuL
′
i. +
1
2b1
δ2i ),
where Dui = diag(ui), i = 1, · · · , n, and
Σδ = Σ
n
i=1D
2
ui
+ 1/b1Ik, Σµ = n(L
′DωL) + vµIk,
Su = Σ
n
i=1(xi − µ− L−1Dδui)(xi − µ− L−1Dδui)′.
The full conditional for L6=0i. , i = 1, · · · , k − 1, is
π(L6=0i. |L \ L6=0i. ,x,u,µ, δ,ω2) = N||N≺(i)||(Σ−1(ii)[ω2i δiMi. − ζ(i)],Σ−1(ii)),
where Mi. = (Mij){i<j, (i,j)∈E} with M =
∑n
i=1 uix
′
i. Additionally, Σ(ii) and ζ(i)
are submatrices of Σ(i) = ω2i S + VLi with S =
∑n
i=1(xi − µ)(xi − µ)′ such that
ζ(i) = (Σ
(i)
ij ){i<j, (i,j)∈E} and Σ(ii) = (Σ
(i)
kl ){(k,l)| (k,l)∈E, k,l>i}. Note that the resulting
posterior distributions under different values for hyperparameters can be determined
based on Table 1.
5 Simulation study
The SGDG model introduces the extra parameter δ beyond the parametrization of
the usual Gaussian graphical model, so now we want to examine to what extent
information on this parameter can be recovered from data. We assign a diffuse
prior on δ using b1 = 100, and standard noninformative priors (10) for the other
parameters. We generate data from the SGDG model (6) with k = 3 variables
under the neighborhood graph (3). We use a sample size of n = 200 with µ = 513
and Dω = I3. We focus on the skewness parameters δ1, δ2 and δ3 and two nonzero
elements L12 and L23 of lower triangular matrix L as inference is most challenging
for these parameters. The data sets based on different values for these parameters
has been determined as follows:
Case A: Four data sets generated by L12 = L23 = −0.5 and with four different
values of skewness parameters given by δ1 = δ2 = δ3 = −1, 1, 2, 3
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Figure 3: Posterior distributions for δ1, δ2 and δ3 under four simulated data sets in
Case A. The legends indicate the values of δi’s used to generate data sets.
Case B: Four data sets generated by δ1 = δ2 = δ3 = 2 and L12 = L12 = −1,−0.5, 0.5, 1
Case C: One data set generated with δ1 = 3, δ2 = −2, δ3 = −4, L12 = −0.5 and
L23 = 0.5.
The motivation for choosing the parameters in case C is that for a given observation
vector X = (X1, X2, X3), we have
X1
d
= 3|U1| − |U2|+ |U3|+ V1 + 0.5V2 − 0.25V3,
X2
d
= −2|U2|+ 2|U3|+ V2 − 0.5V3,
X3
d
= −4|U3|+ V3.
where U = (U1, U2, U3)
′,V = (V1, V2, V3)
′ iid∼ N3(0, I3). Hence, we can easily see that
(X1, X2, X3)
′ d= (X1,−X2, X3)′, so the marginal density for X2 is symmetric.
Our results are based on a MCMC chain of length 500000 with a burn-in of
100000, using the block MCMC algorithm in Section 5. Figure 3 displays the poste-
rior distributions for δ1, δ2 and δ3 under four data sets introduced in Case A. These
figures clearly indicate that the data allow for meaningful inference on δ since the
posterior distributions assign a large mass to neighborhoods of the values used to
generate the data, specially for larger values of the skewness. Figure 4 displays the
posterior inference for L12 and L23 under four data sets in Case B. Figure 5 displays
the posterior distributions for (left figure) δ1, δ2, δ3 and (right figure) L12 and L23
under a data set introduced in Case C which indicates the data clearly allows for
good inference.
6 Case studies
In this section, we apply our approach to two data sets: student’s mathematics
marks from Mardia et al. (1979) and the carcass data from Busk et al. (1999).
We compare the results with those obtained from the Gaussian model. Our results
are based on a MCMC chain of length 700000 with a burn-in 200000. All results
in this section were computed under prior (7) with b1 = 100, µ0 = 0, b2 = 10
4,
b3 = b4 = 10
−6 and b5 = 100 which gives us a diffuse prior.
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Table 2: The sample partial correlation matrix of the mathematics marks.
Mechanics Vectors Algebra Analysis Statistics
Mechanics 1 0.33 0.23 0.00 0.02
Vectors 1 0.28 0.08 0.02
Algebra 1 0.43 0.36
Analysis 1 0.25
Statistics 1
Figure 6: Neighborhood graph of mathematics marks.
6.1 Mathematics Marks
This data set come from Mardia et al. (1979), and consists of examination marks of
88 students in the five subjects mechanics, vectors, algebra, analysis and statistics.
Mechanics and vectors were closed book examinations and the reminder were open
book. All variables are measured on the same scale (0-100). Table 2 displays sam-
ple partial correlation matrix between these variables. The element in the upper
righthand block are all near zero which it means that we can consider mechanics
and analysis conditionally independent on the other remaining variables, as are me-
chanics and statistics, vectors and statistics and finally vectors and analysis. These
assumptions have been described in neighborhood graph in Figure 6 as suggested
by Whittaker (1990). For exploratory purpose, the histograms of variables are plot-
ted in Figure 7. These histograms suggest that analysis and statistics marks have
skewed distributions in left and right, respectively. We used the following ordering
for our analysis: {Mechanics, Vectors, Algebra, Analysis, Statistics}. The posterior
mean (standard deviation) estimates of nonzero elements of upper triangular matrix
L under GG and SGDG model are as follows
LˆGG =


1 −0.46(0.15) −0.55(0.18) 0.00 0.00
1 −0.75(0.11) 0.00 0.00
1 −0.35(0.06) −0.23(0.05)
1 −0.52(0.07)
1

 ,
LˆSGDG =


1 −0.46(0.14) −0.55(0.17) 0.00 0.00
1 −0.76(0.09) 0.00 0.00
1 −0.32(0.06) −0.24(0.05)
1 −0.44(0.05)
1

 .
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Figure 7: Histograms of mathematics marks and fitted models to those.
The posterior mean estimates of the other parameters is shown in Table 3. Re-
call that δi is not skewness parameter of ith variable only, but the δi’s in Table 3
can be approximately interpreted as skewness parameters of the rows of LˆSGDGX
where X=(Mechanics, Vectors, Algebra, Analysis, Statistics). Figure 7 shows the
histograms of variables with the fitted SGDG model. The fits seems adequate.
To compare the GG and SGDG model, we computed the Bayes factor using the
modified harmonic mean estimator pˆ4 of Newton and Raftery (1994). The Bayes
factor in favor of the SGDG model is 3×1037, which indicates overwhelming support
for the SGDGmodel. We also tried other vertex-orderings corresponding to a perfect
vertex elimination scheme, but the chosen ordering in the first of this section (i.e.
{Mechanics, Vectors, Algebra, Analysis, Statistics}) was supported by the Bayes
factor. Additionally, note that although the SGDG model depends on the ordering
of the vertices, it give a better fit in compare with the corresponding GG model over
all vertex-orderings corresponding to a perfect vertex elimination scheme.
6.2 Carcass Data
The carcass data from gRbase package of R contains measurements of the thickness
of meat and fat layers together with the lean meat percentage of 344 slaughter
carcasses at three Danish slaughter houses. Seven variables has been defined in this
data set as follows:
• F11, F12, F13: Thickness of fat layer at 3 different locations on the back of
the carcass.
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Table 3: Mathematics marks: Posterior means (standard deviation) for parameters.
SGDG GG
i
β ω2 δ β ω2
1 45.83(5.75) 0.0057(0.0015) 0.38(6.15) 39.16(1.83) 0.0051(0.0008)
2 61.21(4.83) 0.0235(0.0174) −9.17(5.63) 50.68(1.44) 0.0091(0.0014)
3 55.18(3.27) 0.0469(0.0279) −5.51(4.15) 50.64(1.12) 0.0211(0.0032)
4 56.17(2.30) 0.2131(0.3696) −18.29(1.88) 46.77(1.56) 0.0071(0.0011)
5 30.53(3.68) 0.0065(0.0025) 14.54(3.89) 42.25(1.88) 0.0034(0.0005)
Figure 8: Neighborhood graph of carcass data.
• M11, M12, M13: Thickness of meat layer at 3 different locations on the back
of the carcass.
• LMP: Lean meat percentage determined by dissection
This data set has been used for estimating the parameters in a prediction formula for
prediction of lean meat percentage on the basis of the thickness measurements on the
carcass. Data are described in detail in Busk et al. (1999). Hojsgaard et al. (2012)
provided some neighborhood graphs for these variables in term of different model
selection methods. Based on the BIC criterion, they proposed the neighborhood
graph in Figure 8.
We used first the ordering: {M12,M13,M11, LMP, F13, F11, F12}. A sum-
mary of the posterior inference on the parameters in the models is provided in Table
4. We also present two quantities that are directly comparable between the SGDG
and GG model. In Figure 9, we have displayed the fitted SGDG model to this data
set. The SGDG model seems to fit well and includes skewness for LMP, F13, F11
and F12. The Bayes factor in favor of the SGDG versus the GG model was esti-
mated to 1.7×108. We also tried an alternative orderings for our analysis, but they
gave all a worse fit.
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Figure 9: Histograms of carcass data and fitted models to those.
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Table 4: Carcass Data: Posterior means (standard deviation) for parameters.
SGDG GG
i
β ω2 δ β ω2
1 51.67(2.62) 0.152(1.41) 0.54(0.025) 52.01(0.41) 0.133(0.010)
2 55.89(2.38) 0.112(1.70) 0.87(0.021) 55.70(0.35) 0.096(0.007)
3 52.44(2.15) 0.047(2.46) 1.32(0.008) 51.98(0.31) 0.041(0.003)
4 63.81(0.96) 0.326(0.91) −2.06(0.085) 59.38(0.19) 0.196(0.015)
5 10.24(0.83) 0.615(0.79) 0.43(0.131) 12.95(0.15) 0.510(0.038)
6 13.46(0.98) 0.342(1.06) 0.25(0.062) 16.49(0.18) 0.293(0.023)
7 10.96(0.54) 0.286(0.66) 3.75(0.090) 13.96(0.16) 0.112(0.009)
7 Conclusions
In this paper, we have proposed a novel decomposable graphical model to accom-
modate skew-Gaussian decomposable graphical model (SGDG). The SGDG model
reflect conditional independencies among the components of the multivariate closed
skew normal random vector with respect to a decomposable graph, and includes the
Gaussian graphical models as a particular case.
We develop a family of conjugate prior distributions for precision matrix, and
derive a condition which ensures propriety of the posterior distribution correspond-
ing to the standard noninformative priors for mean vector, precision parameters
and lower triangular matrix as well as proper prior for skewness parameter.We suc-
cessfully apply our new model to two data sets, showing great improvement on the
Gaussian graphical model.
Since the SGDG model satisfy the conditional independence property only under
a decomposable graph, so an extension of the SGDG model for other graphs requires
further research.
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APPENDIX: PROOFS
To prove Theorem 1, we use the following factorization criterion.
Lemma 4: Two random variables X and Y are called conditionally independent
given Z iff there exist some functions f and g such that π(x, y, z) = f(x, z)g(y, z)
(see Rue and Held (2005)).
Proof of Theorem 1: We partition X as (Xi, Xj,X−ij) and then use the mul-
tivariate version of the factorization criterion on π(xi, xj ,x−ij). Fix i 6= j and
assume µ = 0 without loss of generality. From (4) we get
π(xi, xj ,x−ij) ∝ exp(−1
2
∑
m,l
xm Qml xl)
k∏
r=1
Φ1(αrκrL
′
r.x; 0, 1),
where κr is root square of the r’th diagonal element of Dκ and Lr. is r’th row of L.
Let i < j without loss of generality. Now, we define set
I = {r : Lri 6= 0 and Lrj = 0 for r ≤ i}
Then, due to the ordering of the vertices corresponds to a perfect vertex elimination
scheme and with respect to Definition 2, we know if υ < i < j then the neighbors
of vertex υ can not be vertex i and j together if and only if vertices i and j are not
neighbors. Hence, we have
π(xi, xj,x−ij) ∝ exp(−1
2
xixj(Qij +Qji)− 1
2
∑
{m,l}6={i,j}
xm Qml xl)
×
∏
r∈I
Φ1(αrκrL
′
r.x; 0, 1)
∏
r /∈I
Φ1(αrκrL
′
r.x; 0, 1).
Second term does not involve xixj while first term involves xixj iff Qij 6= 0. Thus,
one example for functions f and g in lemma can be defined as
f(xi,x−ij) = exp(−1
2
∑
{m,l}6=j
xm Qml xl)
∏
r∈I
Φ1(αrκrL
′
r.x; 0, 1)
g(xj,x−ij) = exp(−1
2
∑
{m,l}6=i
xm Qml xl)
∏
r /∈I
Φ1(αrκrL
′
r.x; 0, 1).
iff Qij 6= 0. The claim then follows. .
Proof of Theorem 2: At first, we recall if G be a nondecomposable undirected
graph, then it is possible that the zero elements of precision matrix Q are not re-
flected in its modified cholesky decomposition L. To prove this theorem, we proceed
similar to Theorem 1. Fix i < j and assume µ = 0 without loss of generality. Here,
we know when F (i, j) separates vertices i and j, then Lij = 0 and it is not possible
to have a pass from i to j with passing from some vertex that the number of all
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of them are smaller than i. Thus, if υ < i < j, then υ can not be the neighbors
of vertex i and j together. Hence, we can write π(xi, xj,x−ij) similar to (11) with
same definition for set I. The rest of the proof is similar to that of Theorem 1. 
Proof of Theorem 3: At first, we denote Li· as i’th row of L. Now, we have
∫ k∏
i=1
(ω2i )
ψi/2−1 exp{−1
2
tr((L′DωL)Ψ)}dDdL
=
∫ k∏
i=1
(ω2i )
ψi/2−1 exp{−1
2
(LΨL′)iiω
2
i }dDdL ∝
∫ k∏
i=1
1
(LΨL′)
ψi/2
ii
dL
∝
k−1∏
i=1
∫
1
(Li·ΨL
′
i·)
ψi/2
dLi· =
k−1∏
i=1
∫
ℜ||N≺(i)||
1
(L∗i·Ψ
(i)L∗
′
i· )
ψi/2
dL6=0i·
where L∗i· = (1 L
6=0
i· )
′. Also, Ψ(i) is a submatrix of Ψ corresponding to the elements
of L∗i·. We are now in the same line with Khare and Rajaratnam (2011) and simi-
larly, we can show that the integral is finite if ψi > ||N≺(i)||. 
Proof of Theorem 4: Under the introduced reparemeterizations in hierarchical
model (6), the conditional density of X becomes
p(x|µ,ω2, δ, L) = ( 2
π
)k/2|Dg| 12 e− 12 (x−µ)′Qg(x−µ)
k∏
i=1
Φ(δiωi
√
g(ωi, δi)L(x− µ); 0, 1),
where g(ωi, δi) =
ø2i
1+δ2i ø2i
, Dg = diag(g(ω1, δ1)), · · · , g(ωk, δk) and Qg = L′DgL. Now,
since 0 ≤ Φ(·) ≤ 1, we have
p(x) =
∫
ℜN
∫
ℜk
∫
ℜk+
∫
ℜk
p(x|µ,ω2, δ, L)π(µ)π(δ|ω2)π(L,Dω)dµdω2dδdL
<
∫
ℜN
∫
ℜk
∫
ℜk+
∫
ℜk
|Dg|n2 e− 12
∑n
i=1(xi−µ)
′Qg(x−µi)π(δ|ω2)π(L,Dω)dµdω2dδdL
= K1
∫
ℜk
fkN (µ|x¯, (nQg)−1)dµ
×
∫
ℜN
∫
ℜk
∫
ℜk+
|Dg|n2 |Qg|− 12 e− 12
∑n
i=1(xi−x¯)
′Qg(xi−x¯)π(δ|ω2)π(L,Dω)dω2dδdL
where N =
∑k−1
i=1 ||N≺(i)||, x¯ = 1n
∑n
i=1 xi and K1 is a constant. If we define
S =
∑n
i=1(xi− x¯)(xi− x¯)′ and using variable transformation λi = δiωi, i = 1, · · · , k,
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under n ≥ 2, we get
p(x) < K2
∫
ℜN
∫
ℜk
∫
ℜk+
k∏
i=1
(
1
1 + δ2i ø2i
)
n−1
2
k∏
i=1
(ø2i)
n
2
−1e−
1
2
tr(QgS)e
− 1
2b2
∑k
i=1 ø2iδ
2
i dω2dδdL
= K2
∫
ℜN
∫
ℜk
∫
ℜk+
k∏
i=1
{( 1
1 + λ2i
)
n−1
2 e
− 1
2b2
λ2i (ø2i)
n−1
2
−1e
− 1
2
(LSL′)ii
1+λ2
i
ω2i }dω2dλdL
∝ K2
∫
ℜN
k∏
i=1
1
(LSL′)
n−1
2
ii
dL =
k−1∏
i=1
∫
ℜ||N
≺(i)||
1
(L∗i·Ψ
(i)L∗
′
i· )
n−1
2
dL6=0i·
where K2 is another constant. Similarly to the proof of Theorem 3, we can show
that the integral is finite if n ≥ max{||N≺(i)||}+ 2. 
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