In this paper, we use canonical transformations to collectively analytically continue the singularities of the simultaneous binary collision solutions for the collinear fourbody problem in both the decoupled case and the coupled case. And more importantly, we describe the relationship between the decoupled solutions and the coupled solutions.
Introduction
The question of the regularization for a simultaneous binary collision (SBC) solution is not completely understood although many results about it have been obtained. In [1] , Saari showed that a SBC solution can be analytic continued by rescaling the time s = t 1 3 and a majorant method argument. In [3] , Simo and Lacomba gave a different approach and also they showed that "simultaneous binary collisions in the classical n-body problem are C 0 block-regularizable". In [2] , Elbialy proved that "collision and ejection orbits can be collectively analytically continued, i.e. each collision-ejection orbit can be written as a convergent power series in t 1 3 , with coefficients that depend real analytically on the initial conditions". In [4] , Martinez and Simo also discussed the block regularization and the result is this "regularization is differentiable but the map passing from initial to final conditions is exactly C 8/3 ". In [5] , Punosevac and Wang constructed coordinate transforms that removed the singularities of simultaneous binary collisions in a pair of decoupled Kepler problems and in a restricted collinear four-body problem. In this paper, we use similar canonical transformations and time transform s = s(t), which were used by Siegel and Moser( [6] ) to do the analytic branch regularization at the singular point for a binary collision.To the best of our knowledge, this is the first time canonical transformations are introduced for SBC. In Section 3, we use the extended analytic implicit function theorem to show the branch regularization for the decoupled case with special masses. And also, we find the special constant C, which is crucial for the decoupled case. In Section 4, we use the majorant method argument to prove the branch regularization for the coupled case with special masses. In Section 6, the coupled case with general masses are discussed and it follows the same argument as Section 4. In Section 5, we calculate the Taylor series solutions for both the decoupled case and the coupled case. By comparing them, lots of connections are given.
Express the equations of motion for the collinear four-body problem in Hamiltonian form, assuming that the center of mass P 0 rests at origin. We denote the coordinates of the points P 1 , P 2 , P 3 , P 4 by q 1 , q 2 , q 3 , q 4 , and denote the momenta by p 1 , p 2 , p 3 , p 4 respectively, where p k = m kqk (k=1, 2, 3, 4). Without loss of generality, we assume q 1 < q 2 < q 3 < q 4 on the line, p 1 > 0, p 3 > 0, p 2 < 0 and p 4 < 0. For the collinear four-body problem, we have the Hamiltonian system:
Also, assume the center of mass and the total momentum both are o. i.e. The first canonical transform(Section 4) is defined as followings:
(q 2 − q 1 ) + 1 2 (q 4 − q 3 ) + q 3 − q 2 ;
Followed by a second canonical transform:
C, where C is the constant in the decoupled case; the other is ω which is given by the initial conditions of ξ 3 , η 3 and h, and shows the effect of the coupling terms to the solutions. And also the coupling term dω will start appearing from the term s 6 in the power series form of X 1 and X 2 ; 3. The motion of the coupled case is very similar to the decoupled case: the solutions can be separated into the decoupled solutions and some power series of ω only up to the power s 4 , but the exact solution is NOT a linear combination of the decoupled case with some other movement ; 4. Up to the power s 7 , the solution ξ 1 , ξ 2 , η 1 , and η 2 are still symmetric with respect to the new constant d: ξ 1 (s; d) = ξ 2 (s; − d) and η 1 (s; d) = η 2 (s; − d); 5. Since ω is fixed for given initial values, but d will make the solution to be a one-parameter family which is similar to the decoupled case, the analytic solution can only happen if we choose the same common constant d on both negative and positive sides of s.
Preliminaries (a) Simplified Hamiltonian form
We will use the center of mass integrals to eliminate one pair of variables p k , q k from these 8 differential equations, and we will achieve this by taking all the p k , q k into new variables x k , y k via a suitable canonical transformation. We set
where W (q, y) is a generating function whose Jacobian determinant | W y k q l | is not 0. We wish to set up the canonical transformation so that x 1 becomes the distance between P 1 and P 2 , x 2 becomes the distance between P 3 and P 4 and x 3 becomes the distance between P 2 and P 3 , while x 4 remains to be the coordinate of P 4 , i.e.
and set the generating function as
Then | W y k q l |= 1, and (1) gives a canonical transformation. The first equation of (1) gives
Therefore,
Note
And it is easy to see that x 1 , x 2 , x 3 , x 4 are nonnegative but y 1 and y 2 are negative.
In (2), (3) we have the desired transformation, which we see is linear. Since, in addition, it does not depend on t, the new Hamiltonian system iṡ
where E = T − U is regarded as a function of the x k and y k . Then
We know y 4 = 0 and
so that
Therefore, we only have to consider the systeṁ
with
(b) Binary Collision Assume t = t 1 is the collision time.
Then, x 1 → 0 and x 2 → 0 simultaneously when t → t 1 .
The following result is from the work of Belbruno([8] ).
Lemma 2.1 lim
and lim 
Proof First, we will show both x 1 y 2 1 and x 2 y 2 2 are finite.
As t → t 1 , we have x 1 → 0, x 2 → 0, and
Note that on the phase space of Hamiltonian system (4), T − U = h, where h is the Hamiltonian constant. Therefore, when t → t 1 ,
that is,
In particular,
Then, we will use the boundedness of x 1 y 2 1 and x 2 y 2 2 and Lemma 2.1 to show the existence of the limits of them. Note that from (7),(8),(9):
lim t→t 1
and
By the boundedness, we can see
are all finite when t → t 1 .
Because, p 1 + p 2 = −y 3 , and by the Hamiltonian system (4),
For τ < t < t 1 , since x 3 is strictly positive, there exists a positive constant B, such that x 3 > B > 0. Therefore,integrate the above identity,
Since the right hand side of the inequality is finite, y 3 (t 1 ) is bounded above. 
Consider (10): 
Main Results
In this paper, we showed the regularization of both decoupled case and coupled case. Also we explain the connection of the solutions between those two cases. In the decoupled case, the following forms give all the possible solutions, which is an one parameter set of solutions.
where d is an arbitrary constant and
In the coupled case, all the solutions are:
The above results tell us that 1. In each of the decoupled case and the coupled case, it has one parameter d, which is an arbitrary constant. From the comparison, we can see those two constants are the same. Recall the meaning of C in section 3, d = −
. There is only one way to make the solution analytic, which is to choose the same d on the side of s < 0 and s > 0. 2.The motion of the decoupled case and the coupled case are very similar. Up to the power s 4 , the coupled case can be considered as a decoupled case adding another motion which is related to the initial conditions: h, ξ 3 and η 3 ; on the other hand, because of the mixed term dω, the coupled solution can NOT be considered exactly as the sum of a decoupled solution and a special solution which has nothing to do with d; 3. Up to the power s 7 , the solution ξ 1 , ξ 2 , η 1 , and η 2 are still symmetric with respect to the new constant d: C, where C is the constant in the decoupled case; another one ω is given by the initial conditions and it shows the effect of the coupling terms to the solutions, and also the coupling term dω will start appearing from the term s 6 in the power series form of X 1 and X 2 ;
5. Since ω is fixed for given initial values, but d will make the solution to be a oneparameter family which is similar to the decoupled case, and the analytic solution can ONLY happen if we choose the same common constant d on both negative and positive sides of s.
Decoupled case with all masses equal to 1
Replace time variable t by the new independent variable
Siegel and Moser( [6] ) have shown that
Udt is finite, then
)dt is also finite. Denote 
Then for the solution of system (5) on the energy surface E = h, we have
Consequently, for the solution of system (5) on the energy surface E = h, (18) can be written as
If x k and y k are solutions of (5) on the energy surface E = h, F is a constant with respect to s because
For simplification, assume y 3 = 0, x 3 = ∞, h = 0, and m 1 = m 2 = m 3 = m 4 = 1. we choose
To solve the Hamiltonian system,
with F = y 2 1 +y 2
, we are going to construct a canonical transform.
(a)Relationship between x k and y k First, let's write (20) into explicit forms:
Think y k as a function of x k (k=1,2).
Lemma 4.1 If {x 1 , x 2 , y 1 , y 2 } is the solution for the above system (21)- (24), there exists a constant C such that
Proof By (21) and (22):
Then separate the variables:
where C is a constant, which depends on the initial conditions. By a similar process, we have
where C 1 is another constant, which depends on the initial conditions, too.
Add (25) and (26) together, by using (19):
Then we can rewrite (26) as
(25)-(27):
As we know, at the collision time t 1 , y 1 → ∞ and y 2 → ∞. It would be nice if we can make a canonical transformation without singularity at t = t 1 . From the two-body problem, we have a transformation as η k = 1 y k
. Similarly, we want to use this part to generate our canonical transformation.
T . Assume the generating function V = V (x, η). The canonical transformation is given by
Hence,
In particular, let g(η) = 0. Since
we can write down the canonical transformation as
And the new hamiltonian system is going to be
(c)Meaning of C Since we only know the behavior at time t = t 1 or s = s 1 .We may think s = s 1 as the initial time for the hamiltonian system (28). Without loss of generality, let s 1 = 0. We will consider the following two differential equations
with initial conditions:
(25) and (27) can be rewritten in terms of ξ k and η k :
Differentiate (29),
, and similarly,
. Therefore,
Actually, C is an arbitrary constant. When C = 0, it is the most special case. The solution for the equations (30) and (31) with initial conditions η 1 (0) = η 2 (0) = 0 is
Therefore, x 1 = x 2 and y 1 = y 2 . So when C = 0, the motions of this two decoupled system are exactly the same.
. Consider the initial conditions. Assume x 1 , x 2 , y 1 and y 2 are the initial values for the decoupled system. If x 1 < x 2 , which means the distance between the two object P 1 and P 2 is less than the distance between the two object P 3 and P 4 , then
That is, the initial velocity of P 1 is also greater than the initial velocity of P 2 . Note that for each collision system, the force between the objects only depends on the relative distance, and then by Newton's second law, the acceleration for P 1 or P 2 is greater than the acceleration for P 3 or P 4 . So it is impossible for these two collisions to happen at the same time. Contradiction! therefore, when C > 0, we can get
By a similar argument, we know when C < 0, we have x 1 < x 2 and y 1 < y 2 .
(d)Apply C to the decoupled system First, we want to show that the constant C can also be derived directly from the following initial value problem:
Lemma 4.2 If {ξ 1 , ξ 2 , η 1 , η 2 } is the solution for the above system with the initial conditions, then f (s) is a constant with respect to s.
Therefore, f (s) is a constant. Proof From the initial value problem,
Separate the variable,
where C 3 is a constant. By the initial condition,
. But from the definition of transformation, we have
Therefore, we can use the constant C in the new hamiltonian system. And note that C acts as a first integral in the new hamiltonian system, which does not depend on the constant F . Rewrite the system:
.
By observation, we have η
By (32) and (33),
Since when s = 0, η 1 = η 2 = 0, therefore by integrating both sides,
and also the differential equations of η 1 and η 2 will be
Because for C < 0, the equations are
Note that the solutions {η 1 , η 2 } of the above two equations are the same as the solutions {η 2 , η 1 } of (30) and (31) with positive C.
Without loss of generality, we can assume that C > 0.
Lemma
). Then
Proof Consider the fraction between the above two equations:
Separating the variables and integrating both sides:
where D is a constant. By the initial condition η 1 (0) = η 2 (0) = 0,
Simplify the above identity of η 1 and η 2 :
Therefore, combine (38) and (37),
Then it is easy to express η 2 in terms of η 1 :
). Then the equations of η 1 and η 2 can be changed to equations of N 1 and N 2 :
Therefore, by (39),
(e)Existence, Uniqueness and Analytic Properties
Consider the equations
, with the initial conditions
Theorem 4.5 The above system has analytic solutions (N 1 (s), N 2 (s)) as s approaches 0.
To prove the above theorem, we need to introduce several propositions.
Proposition 4.6 Assume N 1 and N 2 satisfy
, and (N 1 , N 2 ) = (0, 0) is a point on the curve given by the above equation, then N 1 is a real analytic function of N 2 in a small neighborhood of N 2 = 0.
Proof:Basically, we will apply the implicit function theorem. Compare (40) and (41), we get a equation of N 1 and N 2 :
, of course there exists a small neighborhood V of (0,0), such that G(N 1 , N 2 ) is analytic in V with respect to (N 1 , N 2 ) . The Taylor series of G(N 1 , N 2 ) at (0, 0) is
We know N 1 and N 2 satisfy G(N 1 , N 2 ) = 0. When applying the implicit theorem, we will see that ∂G ∂N 1 (0, 0) = 0. So we need to modify the theorem a little bit.
Proposition 4.7 (Extended Implicit Function Theorem) Denote
, the second partial derivative
, and the third partial derivative
then there exist intervals I = (−δ 1 , δ 1 ) and J = (−δ 2 , δ 2 ) and a unique function g, such that
Proof: Differentiate the Taylor series of G(N 1 , N 2 ) with respect to N 1 three times, we can find some good properties about the partial derivatives of G(N 1 , N 2 ) :
is continuous, there exist a rectangular area R: N 2 ) is continuous and strictly increasing with respect to N 2 ) is strictly increasing with respect to N 1 when 0 < N 1 < δ 1 and G N 2 ) is strictly decreasing with respect to N 1 in (−δ 1 , 0) .
By the continuity of G (N 1 , N 2 ) , there exists 0 < δ 2 < δ ′ 2 , such that when | N 2 |< δ 2 ,
Consider the intervals I = (−δ 1 , δ 1 ) and J = (−δ 2 , δ 2 ). For any point N 2 in J, the function G(N 1 , N 2 ) is strictly increasing in I, by the intermediate value theorem for continuous function, there exists only one N 1 ∈ I such that G(N 1 , N 2 ) = 0. That means, for any given N 2 ∈ J, according to G(N 1 , N 2 ) = 0, we can always find only one N 1 ∈ I corresponds to N 2 . By the definition of function, there exist a function g such that
Next we need to show g is unique.
If there exist
Hence, so far we have proven the existence and uniqueness of N 1 as a function of N 2 which satisfy G(N 1 , N 2 ) = 0. Proof of Proposition 4.6: By Prop. 3.3, the existence and uniqueness are guarantee. If we can show N 1 is an analytic function of N 2 , then we are done.
Since each function on the left hand side of the equality is analytic close to 0, we can find their Taylor expansions for (N 1 , N 2 ) in a small interval of (0, 0):
).
For simplicity, let
, by ratio test, we can see that h 1 (N 1 ) and h 2 (N 2 ) both are analytic in a neighborhood of 0 and the radius of convergence is 1.
In calculus, we know that when r = 0, (1 + x) r is analytic for x ∈ (−1, 1) and the Taylor series at 0 is
by u 1 (N 1 ) and
is an analytic function of u 1 . Because the composition of two analytic functions is still analytic, then [ By the above argument, both sides are analytic. Let N 2 ) is analytic with respect to (N 1 , N 2 ) in a small neighbor hood of (0, 0). In order to apply the analytic implicit function theorem, we need to check the conditions:
by Cauchy's analytic implicit theorem, there exists r 0 > 0,and a power series Comments: since a 1 = 1, and when s → 0, N 2 → 0,
At the end of this part, we will use the analytic property of N 1 with respect to N 2 to show that both N 1 and N 2 are analytic functions of s. Rewrite the differential equation corresponding to N ′ 2 :
approaches to 1 as s get close to zero, and when s → 0, N 2 also approaches to 0. so
thus, b 0 = 0, b 1 = 1 and
is an analytic function of N 2 in a small neighborhood of 0.
n which is obviously an analytic function of N 2 in a neighborhood of 0 with radius of convergence 1. Therefore, the right hand side of the above differential equation
is also analytic with respect to N 2 in a small neighborhood of 0. By Cauchy's theorem, N
, N 2 (0) = 0 has a unique analytic solution N 2 = N 2 (s) in a small neighborhood of 0. And because N 1 is an analytic function of N 2 , then N 1 = N 1 (s) is also analytic when s is close to zero. Because η i (s) = C is a analytic function of η 1 in a neighborhood of 0 and η 1 is also analytic in a neighborhood of 0, then ξ 1 is analytic in a neighborhood of 0. And by the same argument, ξ 2 is also analytic in a neighborhood of 0.
In fact, we can write down the first few terms of the power series solutions of N 1 and N 2 for the differential system:
By an easy calculation, we can get 
the original system with all masses equal to 1
By the definition in section 3, the Hamiltonian
For simplicity, assume m 1 = m 2 = m 3 = m 4 = 1, then
Right now we will do a canonical transformation such that
and the generating function
satisfying ∂W ∂x i = y i , and
Under the above transformation, the new hamiltonian is
Follow the idea of section 3(a),we have
2Y
1 Therefore, by separating the variables, and integrating on the solution surface F = 0,
Where C 1 is a constant with respect to X 1 .
By a similar process,
where C 2 is a constant with respect to X 2 .
(a)New transformation
By the similar canonical transformation we defined in section 3(b):
therefore,
and the differential equations are
Since we know, when s → 0, ξ 3 , η 3 , ξ 1 and ξ 2 approach to nonzero constants. In the above equations, we can see
Introduce a new transformation
where ξ 3 and η 3 are the limits of ξ 3 and η 3 at s = 0. Then we can get a differential system about u i and v i :
and ds dτ = −s. = lim
Since in our case
On the other hand, we know when t is very close to t 1 , y 1 and y 2 are the same signs. Then lim s→0
is positive. Therefore,
By L'Hospital rule,
If the limit on the right hand side is finite, then the limit on the left hand side also exists and equals to the same value.
According to section 2, we have
and lim
And it is obvious that lim
Here we can say lim
To consider the limit of u i , we need to go back to X i and Y i . Because lim s→0 X 1 Y . And also A X 1 is also bounded because it is analytic at s = 0. Hence
On the other hand, we have
Integrate on [0, s 0 ], and we can see that
Here constant C 2 depends on the choice of s 0 . Then lim ε→0
From the equations, we can see
by L'Hospital's rule,
(c)Analytic solutions of u i and v i at s = 0
So far, we've got a system of 6 differential equations with initial conditions
Let s = e −τ , this system can be rewritten as an autonomous system with seven variable u i , v i and s:
and ds dτ = −s.
For simplification, we may use different notations: . And also ϕ k (k=1,2...,7) are power series in σ 1 , ...,σ 7 beginning with quadratic terms. Then this system has analytic solution σ for s close to 0. 
T ≡ T ρ and (χ k ) = T −1 (ϕ k ), the system can be changed to be
where χ k are also power series in ρ 1 , ... ρ 7 beginning with quadratic terms. Next, we will show that the above differential system
has analytic solutions, where ρ = (ρ 1 , ..., ρ 7 ).
To find the solution, we will carry out substitutions of the special form
where φ k are formal series in the first two variables ρ 1 , ρ 2 only and begin with quadratic terms. If one sets
where on the right ρ can be expressed as a function of µ by means of the substitution inverse to (2), then (1) becomes
with the power series j k beginning again with quadratic terms. We will now determine the coefficients of the φ k so that none of the series j 1 , ..., j 7 contain product of powers of ρ 1 , ρ 2 alone. In other words, the equations
are to hold identically. By (2) the ρ 1 , ρ 2 are invertible power series in the two indeterminate variables µ 1 , µ 2 only, and moreover, for µ 3 = 0, ..., µ 7 = 0 we have
Consequently, (4) reduces to the requirement that the equations
be satisfied identically in ρ 1 , ρ 2 , where ρ 3 ,..., ρ 7 are defined by (5). Conversely, from (2), (5), (6) we again obtain (4). We now undertake comparison of coefficients in (6) . If αρ
is a term of φ k with g 1 + g 2 = m > 1, the comparison gives (−r kk + g 1 r 11 + g 2 r 22 )α = γ where γ is got from a polynomial in the coefficients of the terms in φ 1 , ... ,φ 7 of degree less than m. Since r 11 = r 22 = −1 and m > 1,
For k = 3, ..., 7, r kk ≥ 0, then of course −r kk − m = 0. So
Therefore,induction shows that (4) has exactly one solution in power series φ 1 , ... , φ 7 . Next, we need to show the convergence of φ k (k=1,...,7). are two power series, which need not converge, then g is said to be a majorant of f , symbol-
for all the coefficients. Let
Since r 11 = r 22 = −1 and (7) is satisfied, it follows that
Consequently for the uniquely determined solution ψ 1 , ... ,ψ 7 of
we have the relation φ k ≺ ψ k . The reason is following: By the previous argument,we have
If αρ
2 is a term of φ k with g 1 + g 2 = m > 1, the comparison gives
where γ comes from the right hand side of (6) . In the equations of ψ k , if βρ
where γ 1 comes from the right hand side of (9).
, it is easy to see that γ 1 >| γ |. Then from (8),
By (8) , however, ψ 1 = ... = ψ 7 = ψ, and if in addition one sets x 1 = x 2 = x, it is evidently enough to prove the convergence for the solution ψ(x) of
On the other hand, let ψ(x)/x = ψ(x), then 
Letψ = ∞ n=1 a n x n , from (10) we can get the recursion formulas for a k ( k ≥ 2): and b 1 = c 3 , so a 1 < b 1 . Assume a i < b i for i < k, compare the terms on the right hand sides of (11) and (13) By induction, a k < b k is true for all k. So Ψ is a majorant of ψ. From (12),we can see Ψ satisfies a cubic equation. Of course, it has convergent solution. Therefore, all the φ k are convergent series.
By (3) and (4), one obtains for the given differential equation the particular solutions µ k = d k e r kk τ , (k = 1, 2) 0, (k = 3, ..., 7).
Since r 11 = r 22 = −1 and s = e −τ ,
0, (k = 3, ..., 7)
where d 1 is an arbitrary constant. Therefore, the solution for ρ k is
where ω k are convergent power series in the variables µ 1 and µ 2 without a constant term, and d 1 is an arbitrary constant. That is, ρ k are convergent series of s in a sufficiently small neighborhood of s = 0. Then σ k are also convergent power series of s in a sufficiently small neighborhood of s = 0 for k = 1, ..., 7.
6 Properties of the power series solutions To find the eigenvalues of B, we only need to find the eigenvalues for the two different 2 by 2 matrices: By carefully calculation, we find out that the eigenvalues for B 1 are 1 and −1; the eigenvalues for B 2 are 1 and 3. Fortunately, they are exactly the same as the case with equal masses. And after some calculation, we can see that B is similar to the same diagonal matrix R: Therefore, the previous argument works. And we will also have the analytic properties of the solutions of u i and v i at a neighborhood of s = 0.
