This paper provides one of the practical and meaningful applications of controller parameter tuning in the Two-Degree-of-Freedom (2DOF) control architecture for non-minimum phase systems. The paper proposes a simultaneous attainment of a desired controller and a mathematical model of a plant by utilizing fictitious reference iterative tuning (FRIT), which is useful controller parameter tuning with only one-shot experimental data, to feedforward controller in the 2DOF controllers. The proposed cost function to be minimized leads to the attainment of both of the desired controller and the mathematical model of the plant. Finally, a numerical example to show the validity of the proposed method is illustrated.
Introduction
It is well-known that a Two-Degree-of-Freedom (2DOF) architecture with a feedforward (FF) controller described by the series connection of a given reference model and the inverse model of a plant yields a desired tracking property (see for example [1] , [2] ). This implies that we require a model reflecting the dynamics of a target plant. To obtain such a model, performing experiments for system identification is the most rational approach. At the same time, there are also many cases where it is impossible to apply persistently excited signal for identifying the dynamics in a wide frequency band from the viewpoints of the safe plant operation. Moreover, there are also many cases where it is difficult to take a time and cost for obtaining the model of a plant. In such cases, the direct use of the data is expected to be one of the rational strategies.
For this purpose, iterative feedback tuning (IFT) has been proposed in [3] for tuning of the controller in the 2DOF system by using experimental data. IFT in [3] minimizes a cost function consisting of the desired output and the actual output of the closed loop with a parameterized controller. In this sense, IFT directly addresses the model reference criterion. However, IFT requires many experiments to minimize the cost function. This is a crucial drawback with respect to practical points of view. To overcome this drawback, some of the authors provided the application of fictitious reference iterative tuning (FRIT) [4] for tuning of the FF controller in a 2DOF architecture in [5] and [6] . Here, FRIT is an effective parameter tuning method in the sense that the direct use of only one-shot experimental data yields a desired response. This implies that the method proposed in [5] and [6] can drastically reduces the cost involved in obtaining the desired parameters compared with IFT. Moreover, by utilizing the structure of the FF controller stated in the beginning of this section, the achievement of the desired tracking property also yields a model of a plant as the part of optimally tuned FF controller [7] . The attainment of the model which is obtained as a by-product can be utilized for finding out information on, for example, model uncertainty, monitoring of the actual status of a plant, detection of an aging variation of a plant, the re-design of more advanced controllers. Virtual reference feedback tuning (VRFT [8] ), which is also a controller parameter tuning method with only one-shot experiment, has been applied to tuning of the controllers in the 2DOF architectures in [9] . However, the proposition in [9] is focused on the linearly parameterized controllers, and thus simultaneous attainment of the models and controllers cannot be performed. In this sense, the method proposed in [5] and [6] is the most appropriate for simultaneous attainment of models and controllers.
However, the results shown in [5] and [6] are only applicable for minimum-phase systems. From practical points of view, a strategy for the non-minimum phase systems should be developed: There are many applications where a plant includes unstable zeros, which are listed in [10] . The unstable zeros cause an undershoot in the initial step response [11] , [12] , and is also related to an overshoot [13] , which causes a deterioration of the tracking property. Furthermore, zeros cannot be altered through any control architecture except pole zero cancellations.
This paper proposes, we propose a new FRIT-based method that enables the data-driven tuning of FF controllers in the 2DOF control architectures. The desired tracking property for non-minimum phase systems is realized by using only one-shot experimental data. It is also shown that the cost function to be minimized in the off-line leads not only a desired tracking property but also a mathematical model of a plant. The result of this paper is not only an extension of the previous works on the 2DOF architecture in [5] and [6] to the non-minimum phase case but also an extension of the previous works on the IMC architecture for the non-minimum phase systems in [14] and [15] to the 2DOF architecture.
In Section 2, we formulate the problem setting tackled in this paper. In Section 3, we introduce the FF controller and the reference model design method for non-minimum phase systems, then we explain how we apply FRIT for attainment of the desired tracking property and the model of the nonminimum phase systems. To verify the validation of our proposed method, we show some numerical examples in Section 4. Finally, some conclusions and future works are given in Section 5.
[Notations] Let R and R n denote the set of real numbers and that of real vectors of size n, respectively. Let z denote the z-operator. When w is the discrete time signal, w t denotes the value at the time t. For a discrete time signal w = {w 0 , w 1 , · · · , w k , · · · }, its z-transformed representation is
For a w(z), we use the measure defined by
which has been introduced in [16] . Finally, throughout of this paper, we often omit 'z' from rational functions (e.g., 'G' instead of 'G(z)'), polynomials, and z transformed time series (e.g., 'y' instead of 'y(z)') if it clearly follows from the context that they are z-transformed representations.
Problem Setting
Consider the 2DOF architecture with a tunable parameter vector ρ is illustrated in Fig. 1 . We address a linear, timeinvariant, single-input single-output, strictly proper, stable, and non-minimum phase plant. Let G(z) denote a transfer function of a plant. Let D(z) denote the denominator of G(z). Let N m (z) and N n (z) denote the polynomials whose roots are stable zeros and unstable ones of G(z), respectively. Assume that only G(z) is unknown except the degrees of N m (z), N n (z), and D(z). That is, we assume that G is unknown while the degrees of the numerator and the denominator of G are known, and the number of the unstable zeros is also known.
In Fig. 1 , the feedback controller C FB is assumed to stabilize the closed loop so as to obtain the bounded experimental data. The FF controller C FF (ρ) is with a tunable parameter vector ρ. One of the typical examples of such parameterizations is that coefficients of the denominator and the numerator are parameterized by output. Since the output and input in this closed loop depend on ρ, we denote them with y(ρ) and u(ρ), respectively.
To embed the model of the plant in the FF controller in the 2DOF control system, we should distinguish the minimum phase part and the non-minimum phase one of the mathematical model. Let N n (z) denote the reciprocal polynomial 1 of N n (z). By using this, G(z) can be described as
where G m (z) and G n (z) are the minimum phase part and the non-minimum phase one of G(z), respectively. Along this factorization of G(z), we parameterize the mathematical model
with unknown parameter vectors
G m (ρ m , ρ n ) andG n (ρ n ) are the parameterized minimum phase part and non-minimum phase one of the plant, respectively. In the following, we use the notation ρ :
If it is possible to set G =G, it is well-known that C FF = T dG −1 yields the desired tracking output as y = T d r, which was studied in [1] and [2] . However, we do not know G. Thus, similarly to the previous works in [5] - [7] , we set the parameterized FF controller as
Moreover, as pointed out in the references on the data-driven approaches to non-minimum phase systems in [17] and [14] , the reference model should include involved information on non-minimum phase properties. Thus, we replace T d with
Note that T d and T d (ρ n ) have the same gain characteristics be-causeG n (ρ n ) is an all-pass function. In addition, since T d (ρ n ) = T d (ρ n ) when z = 1 also holds for any ρ n , we do not have to modify the steady state gain after the estimation of the unstable zeros of a plant. In (5), we also replaceT d with T d (ρ n ), which yields
By using (5) and (7), we address the 2DOF control system illustrated in Fig. 2 instead of Fig. 1 . In the following, we denote the closed loop transfer function with ρ from the reference signal r to y(ρ) by
The reciprocal polynomial of a(z) = n i=0 a i z i with a 0 0 is defined by n i=0 a n−i z i . Fig. 2 The modified 2DOF for non-minimum phase systems with a tunable parameter vector ρ.
Under the above setting, the problem we consider here is the following. Suppose that the experiment with C FF (ρ ini ) by using the initial parameter ρ ini is firstly performed and the initial input and output data can be obtained, which are denoted by u ini := y(ρ ini ) and y ini := y(ρ ini ), respectively. Of course, assume that ρ ini is chosen such that C FF (ρ ini ) and T d (ρ n ) are stable. Then, the problem here is to find a parameter ρ such that y(ρ) = T ry (ρ)r achieves the desired output y d := T dGn (ρ n )r and simultaneously the internal modelG(ρ) approximates the actual plant G as closely as possible with only one-shot experimental data u ini and y ini .
Main Results

FRIT for Non-Minimum Phase Systems in the 2DOF Control System
Consider the 2DOF control system in Fig. 2 . We firstly perform the experiment with the initial parameter ρ ini in the closedloop system in Fig. 2 to obtain the initial data u ini and y ini . We then introduce the fictitious reference defined by the fictitious reference signal 2 as
by using the tunable parameter ρ. At this point, note that applying (8) as the reference signal to the closed-loop system with any parameter ρ in Fig. 2 , we obtain
where we have used the trivial relation on the initial data
We then introduce the cost function to be minimized as
After one-shot experiment, our task is to only minimize J F (ρ) by using u ini and y ini with off-line non-linear optimization.
On the Reducing of J F (ρ)
Here, we discuss the meaning of the minimization of J F (ρ). Note that
which is directly obtained from (9) . By substituting (12) to (11) , we see that 2 The fictitious reference signal was originally introduced in the unfalsified control framework in [18] to perform controller validation for the desired property. In this work, we use it for the different purpose.
This implies that the minimization of J F (ρ) leads to the desired output of the closed loop since the relative error of T ry (ρ) with ρ and the reference model T dGn (ρ n ) is evaluated under the effect of the initial output y ini . On the other hand, J F (ρ) in (11) can be also written as
In the last equality, we have used (10) . It follows from (14) that the relative error of the actual plant G and the internal mathematical modelG(ρ) is evaluated under the effect of the initial output and the sensitivity function consisting of the feedback controller C FB and the modelG(ρ). Namely, the minimization of J F (ρ) leads to the attainment of the model. Summing up (13) and (14), we see that if the value of J F (ρ) can be decreased by using the FRIT then these involved quantities on the achievement of the desired output and the accuracy of the mathematical model are simultaneously increased.
For the case of minimum phase plants in the 2DOF control system studied in [5] , [6] , and [7] , only the case of J F (ρ) = 0 was discussed. Thus, compared with the previous works by the authors, the above observations on the reduction of the cost function by (13) and (14) are new results of this paper even in the case of minimum phase systems.
The Special Case
We consider the case where we can achieve J F (ρ) = 0. Let K denote the number of the sampled data points. Let p denote the first index such that y inii = 0 for all i < p and y ini p 0. Then, we see that the following statements are equivalent: These equivalent relations can be easily shown based on (13) and (14) similarly to the proof of Theorem 1 in [15] .
It is natural to assume that we can take a sufficiently large K compared with p without loss of generality. Thus, the above equivalent implies that if J F (ρ * ) = 0 can be achieved at ρ * , then the first K − p Markov parameters of the relative error on the achievement of the desired output (i.e., 1 − T d (ρ * n )/T ry (ρ * )) and that of the accuracy of the obtained model (i.e., 1 −G(ρ)/G) are equal to zero. This is the effectiveness of the utilization of the FRIT for the simultaneous attainment if the minimization of J F (ρ) can be ideally achieved.
Algorithm
We can summarize the proposed method as follows. 1. In Fig. 2 , we implement ρ ini .
2. Perform one-shot experiment and obtain u ini and y ini .
3. Perform FRIT: construct the cost function J F (ρ) in (11) by using the fictitious referencer(ρ) described by (8) . And then minimize J F (ρ) by an off-line non-linear optimization (e.g., the Gauss-Newton method).
4.
We obtain the optimal parameter ρ * := arg min ρ J F (ρ) which yields the desired controller and the mathematical model of the plant.
Some Remarks Remark 1
In the case where the noise cannot be neglected, the technique used in IFT [3] and VRFT [8] can be also utilized.
The key assumption is that the noises in the different experiments are uncorrelated each other and are also uncorrelated to u ini and y ini . Under this assumption, we repeat the initial experiment with respect to the same controller. As a result we obtain two experimental data in the different time under the same setting. Then, we use them to construct the involved quadratic quantities, e.g., Hessian which appears in the non-linear optimization, to cancel the effect of the noise. For more details, see the references [3] and [8] . Of course, in the case where the above assumption on the noise is too ideal, we should adopt another strategy like the use of the low-pass filter for the elimination of the noise. More rational treatment of the noise should be clarified as one of the future studies.
Remark 2
As shown in (11) , J F (ρ) is a nonlinear function with respect to ρ. That is, the minimization of J F (ρ) should be done with a nonlinear optimization. This implies that the result depends on the initial experimental data and the initial parameter. Of course, the feedback controller which is fixed in our setting is also related to this issue. A theoretical analysis on the effect of the initial setting is also one of the future important studies to be clarified.
Remark 3
In this paper, we focus on the tuning of the feedforward controllers. Because this paper focuses on the achievement of the desired tracking property, which is based on the well-known fact that this property can be assigned by the feedforward controller in the 2DOF control architecture. At the same time, it might be better to tune also the feedback controller. However, the feedback controller is related to the stability of the closed loop. Currently, the guaranteeing of the stability is one of the open problems in the data-driven controller tuning methods including not only FRIT but also VRFT, IFT, and so on. That is, this issue is beyond the scope of this paper. In addition, the problem to be addressed in this paper is to achieve the desired tracking output. Hence, we treat the tuning of only the feedforward controller to achieve this purpose. However, the stability issue is one of the important problem to be clarified in the area of the data-driven controller tuning. Thus, we are also studying on the tuning of the feedback controller with guaranteeing the stability of the closed loop, which is expected to appear in the future.
Example
To show the validity of our proposed method, we give an illustrative example.
The unknown plant is assumed to be described by
.
We take the mathematical model described bỹ
where ρ m := [ρ 1 ρ 2 ρ 3 ] T and ρ n := ρ 4 are tunable parameters. The feedback controller C FB has already been designed as
We give the desired reference model which includes the unknown non-minimum phase partG n (ρ n ) is given by
We suppose that the output is effected by the measurement noise which is assumed to be the white noise with the variance 10 −4 . Under the above setting, we set the initial parameter ρ mini = [1 − 1 − 0.1] T and ρ nini = −1.1. Then, we perform the initial experiment in the 2DOF structure in Fig. 2 with the sampling period 0.01 sec. In Fig. 3 , the initial output y ini and y d (ρ nini ) = T d (ρ nini )r are drawn by the solid line and the dot-and-dash line, respectively. The initial input data is also illustrated in Fig. 4 .
We apply the proposed method by using these initial data. Here, we use the Gauss-Newton method as an off-line nonlinear optimization. As a result, we obtain the optimal parameter as ρ * m = [0.9761 − 0.8428 0.14870] T and ρ * n = −1.6044. We perform the experiment by using ρ * := [ρ * m T ρ * n ] T and illustrate the result in Fig. 5 where the output with the optimal parameter y(ρ * ) and tuned desired output y d (ρ * n ) are drawn by the solid line and the dot-and-dash line, respectively. We also illustrate u(ρ ini ) in Fig. 6. From Fig. 5 , we see that y(ρ * ) and the desired output y d (ρ * n ) are almost the same, which implies that the desired output can be achieved by using ρ * .
The internal model by using ρ * is obtained as Fig. 3 The initial output y ini (the solid line) and the initial desired output y d (ρ nini ) (the dot-and-dash line). Fig. 4 The initial input u ini . Fig. 5 The output with the optimal parameter y(ρ * ) (the solid line) and the desired output y d (ρ * n ) (the dot-and-dash line). Fig. 6 The input with the optimal parameter ρ * .
We see that the coefficients of the denominators and the numerators in G(ρ * ) are close to those of G. As for the steady state value,G(ρ * ) for z = 1 can be obtained as −2.0918, which is also close to that of the plant (G = −2.1429 for z = 1). Compared with the poles and the zeros of the plant (15) , we see that they are also identified. Particularly, the unstable zero (−1.6 and −1.6043) and the pole involved with the slower mode (0.6 and 0.6162) are well-identified. Fig. 7 Gain characteristics: the initial modelG(ρ ini , e jω ) (the dotted line), the obtained modelG(ρ * , e jω ) (the solid line), the plant G(e jω ) (the broken line), and the reference model T d (ρ * n , e jω ) (the dot-and-dash line). We also compare G andG(ρ * ) with respect to the frequency response. Their magnitude and phase characteristics are illustrated in Figs. 7 and 8 , respectively. In these two figures, the characteristics of G(e jω ),G(ρ ini , e jω ), andG(ρ * , e jω ) are drawn by the broken line, the dotted line, and the solid line, respectively. In addition, characteristics of T d (ρ * n , e jω ) are drawn by the dot-and-dash line. The frequency characteristics ofG(ρ * , e jω ) is remarkably closer to that of the actual plant G(e jω ) rather than that of the initial modelG(ρ ini , e jω ) over the frequency range of the reference model T d (ρ * n , e jω ). Thus, we see that the dynamics of the actual plant is also well-identified as the obtained internal model in the frequency range for the achievement of the desired tracking.
Concluding Remarks
This paper has, we have addressed one of the practical and meaningful applications of a controller parameter tuning for the FF controller in the 2DOF control architecture. Particularly, we have focused on non-minimum phase systems, and have proposed a simultaneous attainment of both of the desired controller and a mathematical model by utilizing the FRIT which enables us to obtain the desired parameter with only one-shot experimental data. The meaning of the cost function to be minimized in the proposed method for the simultaneous attainment of the model and the controller has been analyzed.
One of the important future studies is to develop a reasonable method for selecting T d or a quantitative analysis for the error between the desired trajectory T d r and the resulting output. The effect of noise and the initial parameters should be also clarified, which is one of the future researches. Moreover, the case where the structure of the plant is also unknown is under study, which will be clarified in near future.
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