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OPEN r-SPIN THEORY AND THE GELFAND–DICKEY WAVE
FUNCTION
ALEXANDR BURYAK, EMILY CLADER, AND RAN J. TESSLER
Abstract. We construct a version of r-spin theory in genus zero for Riemann surfaces with
boundary and prove that its generating function is closely related to the wave function of
the r-th Gelfand–Dickey integrable hierarchy. This provides an analogue of Witten’s r-spin
conjecture in the open setting.
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1. Introduction
In the study of the intersection theory on the moduli space of stable curves Mg,n, one
of the most important modern results is Witten’s conjecture [38], which was proven by
Kontsevich [23]. Let ψ1, . . . , ψn ∈ H2(Mg,n) be the first Chern classes of the cotangent line
bundles at the n marked points, and let
F c(t0, t1, . . . , ε) :=
∑
g≥0,n≥1
2g−2+n>0
∑
d1,...,dn≥0
ε2g−2
n!
(∫
Mg,n
ψd11 · · ·ψdnn
)
td1 · · · tdn
be the generating function of their intersection numbers. Here, {ti}i≥0 and ε are formal
variables and the superscript “c”, which stands for “closed”, is to contrast with the open
theory discussed below. Witten’s conjecture states that exp(F c) is a tau-function of the
Korteweg–de Vries (KdV) hierarchy, or equivalently, that exp(F c) satisfies a certain collection
of linear differential equations known as the Virasoro equations. This uniquely determines
all ψ-integrals on Mg,n.
Witten also proposed a generalization of his conjecture [39], in which the moduli space
of curves is enhanced to the moduli space of r-spin structures. On a smooth marked curve
1
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(C; z1, . . . , zn), an r-spin structure is a line bundle S together with an isomorphism
S⊗r ∼= ωC
(
−
n∑
i=1
ai[zi]
)
,
where ai ∈ {0, 1, . . . , r − 1}. There is a natural compactification M1/rg,{a1,...,an} of the moduli
space of r-spin structures on smooth curves, and this space admits a virtual fundamental
class cW known as Witten’s class. In genus zero, Witten’s class is defined by
cW := e((R
1π∗S)∨),(1.1)
where π : C → M1/r0,{a1,...,an} is the universal curve and S the universal r-spin structure. In
higher genus, on the other hand, R1π∗S may not be a vector bundle, and the definition of
Witten’s class is much more intricate; various constructions have been described [33, 8, 26,
16, 7], but we do not need the details for this work.
The closed r-spin intersection numbers are defined by〈
τa1d1 · · · τandn
〉 1
r
,c
g
:= r1−g
∫
M
1/r
g,{a1,...,an}
cW ∩ ψd11 · · ·ψdnn .(1.2)
The r-spin analogue of Witten’s conjecture states that if tad are formal variables for 0 ≤ a ≤
r − 1 and d ≥ 0, and if
F
1
r
,c(t∗∗, ε) :=
∑
g≥0,n≥1
2g−2+n>0
∑
0≤a1,...,an≤r−1
d1,...,dn≥0
ε2g−2
n!
〈
τa1d1 · · · τandn
〉 1
r
,c
g
ta1d1 · · · tandn
is the generating function of the r-spin intersection numbers, then exp(F
1
r
,c) becomes, after a
simple change of variables, a tau-function of the r-th Gelfand–Dickey hierarchy. This result
was proven by Faber–Shadrin–Zvonkine [15].
A recent new direction in the intersection theory of the moduli spaces of curves was
initiated by Pandharipande, Solomon, and the third author [32], studying the moduli space
of Riemann surfaces with boundary. In that work, a moduli space M0,k,l was considered,
which parameterizes tuples (Σ; x1, . . . , xk; z1, . . . , zl) in which Σ is a stable disk, xi ∈ ∂Σ
are boundary marked points, and zj ∈ Σ \ ∂Σ are internal marked points. Furthermore,
intersection numbers on M0,k,l were constructed, which can be viewed as integrals of ψ-
classes at the internal marked points, so a generating function F o0 (t0, t1, . . . , s) can be defined
as a direct generalization of the genus-zero part of F c; the new formal variable s tracks the
number of boundary marked points. This construction has been extended in [36] to all
genera, and the complete open potential F o(t0, t1, . . . , s, ε) has been constructed. Verifying
a conjecture of [32], the first and third authors proved that F o satisfies certain “open Virasoro
equations” [6], and moreover, the first author proved that these equations imply that exp(F o)
is closely related to the wave function of the KdV hierarchy [3]. These results provide an
open analogue of Witten’s conjecture on Mg,n. An introduction to these results in more
physical language can be found in [14].
A natural question, then, is: what is the open analogue of Witten’s r-spin conjecture?
In order to make sense of the conjecture, one first must define an appropriate open r-spin
moduli spaceM1/rg,k,{a1,...,al} and an open analogue of Witten’s bundle (R1π∗S)∨. Furthermore,
as in [32], the open moduli space has boundary, so the top Chern classes of the open Witten
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bundle and the cotangent line bundles (in other words, the signed weighted zero locus of
a generic section) are not well-defined; to define intersection numbers, one must find a
canonical way to prescribe the boundary behavior of sections. Finally, one must resolve
various orientation issues, constructing orientations for both the moduli space and the Witten
bundle such that the Witten bundle becomes canonically relatively oriented.
In this work, the above program is carried out in genus zero. We refer to the moduli
space M1/r0,k,{a1,...,al} that we construct as the space of graded r-spin disks. To summarize, we
consider tuples (C, φ,Σ, {xi}, {zj}), where C is an orbifold curve equipped with an involution
φ : C → C that realizes the coarse underlying curve |C| as a union of two Riemann surfaces
Σ and Σ¯ (where Σ¯ is obtained from Σ by reversing the complex structure) glued along their
common boundary:
|C| = Σ ∪∂Σ Σ.
On such a curve, we define a graded r-spin structure as an orbifold line bundle S on C
together with an isomorphism
|S|⊗r ∼= ω|C| ⊗O
(
−
l∑
i=1
ai[zi]−
l∑
i=1
ai[zi]−
k∑
j=1
(r − 2)[xj]
)
on the coarse underlying curve |C|, an involution φ˜ : S → S lifting φ, and a certain orienta-
tion of
(
S|∂Σ\{xj}
)φ˜
that we refer to as a grading.
On M1/r0,k,{a1,...,al}, there is an open Witten bundle, defined roughly as
W := (R0π∗(S∨ ⊗ ωπ))+ = (R1π∗S)∨−,
where “+” denotes the space of φ˜-invariant sections and “−” the space of φ˜-anti-invariant
sections. Much of the present paper is concerned with defining canonical boundary conditions
for this bundle, as well as for the cotangent line bundles L1 . . . ,Ll at the internal marked
points. More specifically, we use the grading to supply a notion of “positivity” for sections of
W, and we call a section (or multi-valued section) “canonical” if it satisfies certain positivity
constraints and has prescribed behavior with respect to certain forgetful maps; see Section 3
for the precise definitions. Similarly, the notion of canonicity for sections of each Li is dictated
by behavior under forgetful maps. All of this is more straightforward to carry out if one
restricts to a subspace PM
1
r
0,k,{a1...,al}
of M
1
r
0,k,{a1...,al}
obtained by removing some boundary
strata, which does not affect the resulting invariants.
After proving that W and L1, . . . ,Ll are canonically relatively oriented, we define open
r-spin intersection numbers1 by
(1.3)
〈
τa1d1 · · · τaldl σk
〉 1
r
,o
0
:=
∫
PM
1/r
0,k,{a1,...,al}
e
(
W ⊕
l⊕
i=1
L⊕dii , scanonical
)
,
where e(E, s) is the Euler class of E relative to the boundary condition s, and scanonical is any
choice of nowhere-vanishing canonical boundary section of W ⊕⊕li=1 L⊕dii . Theorem 3.13
1When r = 2, our construction of the intersection numbers (1.3) recovers the construction from [32] when
all ai are zero.
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shows that such scanonical indeed exists, and any two choices give rise to the same open r-spin
intersection numbers. From here, we define an open r-spin potential by
F
1
r
,o
0 (t
∗
∗, s) :=
∑
k,l≥0
k+2l>2
∑
0≤a1,...,al≤r−1
d1,...,dl≥0
1
k!l!
〈
τa1d1 · · · τaldl σk
〉 1
r
,o
0
ta1d1 · · · taldlsk.
Before stating the main theorem regarding these intersection numbers, we must recall
some definitions from the theory of the Gelfand–Dickey hierarchy.
1.1. Gelfand–Dickey hierarchy. Consider formal variables Ti for i ≥ 1. A pseudo-
differential operator A is a Laurent series
A =
m∑
n=−∞
an(T1, T2, . . . , ε)∂
n
x ,
wherem ∈ Z, ∂x is considered as a formal variable, and an(T1, T2, . . . , ε) ∈ C[ε, ε−1][[T1, T2, . . .]].
The non-negative part and the residue of the pseudo-differential operator A are defined by
A+ :=
m∑
n=0
an∂
n
x and resA := a−1.
The space of pseudo-differential operators is endowed with the structure of a non-commutative
associative algebra, in which the multiplication is defined by the formula
∂kx ◦ f :=
∞∑
l=0
k(k − 1) . . . (k − l + 1)
l!
∂lf
∂xl
∂k−lx ,
where k ∈ Z, f ∈ C[ε, ε−1][[T∗]], and the variable x is identified with T1. For any r ≥ 2 and
any pseudo-differential operator A of the form
A = ∂rx +
∞∑
n=1
an∂
r−n
x ,
there exists a unique pseudo-differential operator A
1
r of the form
A
1
r = ∂x +
∞∑
n=0
a˜n∂
−n
x ,
such that
(
A
1
r
)r
= A.
Let r ≥ 2, and consider the operator
L := ∂rx +
r−2∑
i=0
fi∂
i
x, fi ∈ C[ε, ε−1][[T∗]].
It is not hard to check that for any n ≥ 1, the commutator [(Ln/r)+, L] has the form
∑r−2
i=0 hi∂
i
x
with hi ∈ C[ε, ε−1][[T∗]]. The r-th Gelfand–Dickey hierarchy is the following system of partial
differential equations for the functions f0, f1, . . . , fr−2:
∂L
∂Tn
= εn−1[(Ln/r)+, L], n ≥ 1.(1.4)
OPEN r-SPIN THEORY AND THE GELFAND–DICKEY WAVE FUNCTION 5
For n = 1, we get the equation ∂fi
∂T1
= ∂fi
∂x
, which is compatible with our identification of x
with T1. Note also that when n = mr for some m ≥ 1, equation (1.4) gives ∂L∂Tmr = 0.
Consider the solution L of the Gelfand–Dickey hierarchy (1.4) specified by the initial
condition
L|T≥2=0 = ∂rx + ε−rrx.(1.5)
The r-spin Witten conjecture states that ∂F
1
r ,c
∂tr−1d
= 0 for d ≥ 0, and if we make the change of
variables
Tk =
1
(−r) 3k2(r+1)− 12−dk!r
tad, 0 ≤ a ≤ r − 2, d ≥ 0,(1.6)
where k = a+ 1 + rd and
k!r :=
d∏
i=0
(a+ 1 + ri),
then
resLn/r = ε1−n
∂2F
1
r
,c
∂T1∂Tn
whenever n ≥ 1 and r ∤ n.
1.2. Main algebraic results. With L as above, let Φ(T∗, ε) be the solution of the system
of equations
∂Φ
∂Tn
= εn−1(Ln/r)+Φ, n ≥ 1,(1.7)
that satisfies the initial condition
Φ|T≥2=0 = 1.
Denote φ := logΦ and consider the expansion
φ =
∑
g∈Z
εg−1φg, φg ∈ C[[T∗]].
Let
Tmr =
1
(−r)m(r−2)2(r+1) m!rm
tr−1m−1, m ≥ 1.(1.8)
Equipped with this notation, the main result of the current paper is the following:
Theorem 1.1. We have
F
1
r
,o
0 =
1√−r φ0|tr−1d 7→ 1√−r (tr−1d −rδd,0s) −
1√−r φ0|tr−1d 7→ 1√−r tr−1d .(1.9)
This provides the open r-spin version of Witten’s conjecture in genus zero.
In the case r = 2, the function Φ was first considered in [3], and the first author found
there an explicit formula for the function F o in terms of the function φ = logΦ. Properties
of the function Φ for general r were first studied in [2]. Note that the system of differential
equations (1.7) for the function Φ coincides with the system of differential equations for the
wave function of the KP hierarchy. In [2], the authors found an explicit formula for Φ in
terms of the wave function.
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The idea of the proof of Theorem 1.1 is to verify that the genus-zero open r-spin intersec-
tion numbers satisfy certain geometric recursions (known as topological recursion relations)
that allow one to determine all of the open theory using just a handful of numbers that can
be explicitly calculated. We then verify that the right-hand side of equation (1.9) satisfies
the same recursions with the same initial conditions.
In addition, our calculations yield a simple explicit formula for all genus-zero primary open
intersection numbers:
Theorem 1.2. Suppose k, l ≥ 0 and 0 ≤ a1, . . . al ≤ r − 1. Then we have
〈
l∏
i=1
τai0 σ
k
〉 1
r
,o
0
=

(k + l − 2)!
(−r)l−1 , if k ≥ 1 and
(r − 2)(k − 1) + 2∑ ai
r
= 2l + k − 3,
0, otherwise.
(1.10)
It is interesting to compare this result with the explicit formula for genus-zero primary
closed r-spin intersection numbers [30]. One can immediately see that the structure of the
primary open intersection numbers is much simpler than the structure of the primary closed
intersection numbers.
A mirror theoretic interpretation of the invariants constructed in this paper and of formula
(1.10) will appear in [18].
1.3. Open-closed correspondence. An interesting and unexpected consequence of this
work is that it reveals a connection between open r-spin theory and what we refer to as
closed extended r-spin theory. More specifically, it is possible to enhance the closed theory
by allowing exactly one of the twists ai to equal −1; in this case, R1π∗S is still a bundle in
genus zero, so the closed theory can be defined exactly as usual. We define by
F
1
r
,ext
0 (t
∗
∗) :=
∑
n≥2
1
n!
∑
0≤a1,...,an≤r−1
d1,...,dn≥0
〈
τ−10 τ
a1
d1
· · · τandn
〉 1
r
,ext
0
ta1d1 · · · tandn
the generating series for closed extended r-spin intersection numbers.
In the companion paper [4] to this work, we prove topological recursion relations for the
closed extended theory, and from these one finds that the generating function of genus-zero
intersection numbers in that setting is also closely related to the wave function of the r-th
Gelfand–Dickey hierarchy. Using this, we deduce the following theorem:
Theorem 1.3. The generating series F
1
r
,o
0 and F
1
r
,ext
0 are related by the following formula:
F
1
r
,o
0 = −
1
r
F
1
r
,ext
0
∣∣∣
tr−1d 7→t
r−1
d −rδd,0s
+
1
r
F
1
r
,ext
0 .
1.4. Plan of the paper. The structure of the paper is as follows. Section 2 describes the
moduli spaces of open graded r-spin disks, the cotangent line bundles Li, and the open
Witten bundle W, and concludes with a theorem regarding the orientation of W. In Sec-
tion 3, we define the canonical boundary conditions; this section, and in particular the key
Proposition 3.16, is the heart of the geometric construction of the paper. Equipped with this
construction, we give the definition of the intersection numbers and several basic sample cal-
culations. We prove topological recursion relations satisfied by the open r-spin intersection
numbers in Section 4. Using this result, in Section 5 we prove Theorems 1.1, 1.2, and 1.3,
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and we derive open string and dilaton equations for the open r-spin intersection numbers.
Finally, in Section 6, we give a prediction for the behavior of open r-spin theory in higher
genus, and provide evidence for its correctness. The detailed construction of boundary condi-
tions, of the intersection numbers and their independence on choices is carried out in Section
7. The construction of orientations and the analysis of their properties is the content of
Section 8. The appendices contain the proofs of several technical claims regarding the topol-
ogy and orientation of the moduli space, as well as definitions and conventions regarding
multisections and Euler classes.
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2. Graded r-spin disks and their moduli
Let 2N∗ denote the set of all nonempty finite subsets of N. Throughout what follows, a
marking of a set A is a function
m : A→ {0} ∪ 2N∗
such that, for all distinct a, a′ /∈ m−1(0), we have m(a) ∩m(a′) = ∅. A marking is strict if 0
is not in its image.
Given a marking, we identify elements of A \m−1(0) with their images in 2N∗ , and in case
the image is a singleton, we identify it with an element of N. Such functions are used in
what follows to label the marked points on a curve; the possibility of marking some points
by 0 or with a set is desired to handle the marked points that arise via normalization of a
nodal curve.
We denote by [n] the set {1, 2, . . . , n}.
2.1. Smooth r-spin surfaces. Recall that an orbifold Riemann surface is a smooth, proper,
one-dimensional Deligne–Mumford stack over C. We sometimes refer to such a Riemann
surface as closed, to distinguish it from the Riemann surfaces with boundary considered
below.
A (smooth) marked orbifold Riemann surface with boundary is a tuple
(C, φ,Σ, {zi}i∈I , {xj}j∈B, mI , mB),
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in which:
(i) C is a (closed) orbifold Riemann surface;
(ii) φ : C → C is an anti-holomorphic involution (conjugation) that realizes the coarse
underlying Riemann surface |C| topologically as two Riemann surfaces Σ and Σ¯ (where
Σ¯ is obtained from Σ by reversing the complex structure) glued along their common
boundary ∂Σ = ∂Σ¯ = Fix(|φ|):
|C| = Σ ∪∂Σ Σ;
(iii) zi ∈ C are a collection of distinct points (the internal marked points) labeled by the set
I, whose images in |C| lie in Σ \ ∂Σ, with conjugate marked points z¯i := φ(zi);
(iv) xj ∈ Fix(φ) are a collection of distinct points (the boundary marked points) labeled by
the set B, whose images in |C| lie in ∂Σ;
(v) the only nontrivial isotropy of C occurs at the (internal, conjugate, and boundary)
marked points;
(vi) mI : I → {0} ∪ 2N∗ and mB : B → {0} ∪ 2N∗ are functions such that, for any connected
component C ′ with internal markings I ′ ⊆ I and boundary markings B′ ⊆ B, the
restrictions mI |I′ and mB|B′ are markings, and whenever C ′ ∩ φ(C ′) 6= ∅, the marking
mI |I′ is strict.
A marked orbifold Riemann surface C is stable if each genus-zero connected component
has at least three marked points (including conjugate marked points) and each genus-one
connected component has at least one marked point. If C is connected, |I| = 1, and |B| = 0,
we say that C is partially stable.
We observe that the choice of a preferred half Σ ⊆ |C|, which is part of the data of an
orbifold Riemann surface with boundary, endows ∂Σ with a canonical orientation. In what
follows, we typically suppress φ from the notation and write x for φ(x) when x lies in the
preimage of Σ in C.
An isomorphism of marked orbifold Riemann surfaces with boundary
(C1, φ1,Σ1, {z1,i}i∈I , {x1,j}j∈B, mI11 , mB11 ) ∼= (C2, φ2,Σ2, {z2,i}i∈I2, {x2,j}j∈B2, mI22 , mB22 )
consists of an isomorphism s : C1 → C2 and bijections f I : I1 → I2 and fB : B1 → B2 such
that
(i) s ◦ φ1 = φ2 ◦ s,
(ii) s(Σ1) = Σ2,
(iii) s(z1,j) = z2,fB(j) for all j ∈ B1 and s(x1,i) = x2,fI (i) for all i ∈ I1,
(iv) mI11 = m
I2
2 ◦ f I and mB11 = mB22 ◦ fB.
Let C be a marked orbifold Riemann surface with boundary in which every marked point
has isotropy group Z/rZ. We denote
(2.1) ωC,log := ρ
∗ω|C|,log = ωC
(∑
i∈I
[zi] +
∑
i∈I
[zi] +
∑
j∈B
[xj ]
)
,
where ρ : C → |C| is the morphism to the coarse underlying Riemann surface and [zi], [zi],
and [xj ] denote the degree-1/r orbifold divisors of the marked points. An r-spin structure
on C is an orbifold line bundle L together with an isomorphism
(2.2) τ : L⊗r ∼= ωC,log
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and an involution φ˜ : L → L lifting φ such that φ˜⊗r agrees under τ with the involution
on ωC,log induced by φ. We denote by multp(L) the multiplicity of L at a point p, which is
defined as the integer m ∈ {0, 1, . . . , r − 1} such that the local structure of the total space
of L near p is [C2/(Z/rZ)] with action
ζ · (x, v) = (ζx, ζmv)
by the canonical generator ζ of the isotropy group.
Associated to an r-spin structure L on C, there is a unique twisted r-spin structure S on
C, defined as the complex line bundle
(2.3) S := L⊗O
− ∑
i | multzi(L)=0
r[zi]−
∑
i | multzi (L)=0
r[zi]−
∑
j | multxj (L)=0
r[xj ]
 .
This bundles satisfies
(2.4)
S⊗r ∼= ρ∗
ω|C|,log ⊗O
− ∑
i | multzi(L)=0
r[zi]−
∑
i | multzi(L)=0
r[zi]−
∑
j | multxj (L)=0
r[xj ]
 ,
in which, on the right-hand side, [zi], [zi], and [xj ] now denote the corresponding divisors on
|C|. It follows that the coarse underlying bundle |S| := ρ∗S satisfies
(2.5) |S|⊗r ∼= ω|C| ⊗O
(
−
∑
i∈I
ai[zi]−
∑
i∈I
ai[zi]−
∑
j∈B
bj [xj ]
)
with
ai, bj ∈ {0, 1, . . . , r − 1}
defined by the requirement that
ai ≡ multzi(L)− 1 mod r, bj ≡ multxj (L)− 1 mod r.
We refer to the numbers ai and bj as internal and boundary twists. In fact, pushforward
under ρ defines an equivalence of categories between bundles S satisfying (2.4) and bundles
|S| satisfying (2.5) for some choice of ai and bj ; hence, in particular, the data of |S| and its
twists is equivalent to the data of an r-spin structure on C. See the appendix of [11] for a
more detailed discussion of this equivalence.
Let
(2.6) J := S∨ ⊗ ωC ,
which inherits an involution that we also denote by φ˜. Using the fact that
ωC = ρ
∗ω|C| ⊗O
(∑
i∈I
(r − 1)[zi] +
∑
i∈I
(r − 1)[zi] +
∑
j∈B
(r − 1)[xj ]
)
,
which follows directly from (2.1), one shows easily that
J = ρ∗
(
|S|∨ ⊗ ω|C|
)
⊗O
(∑
i∈I
multzi(J)[zi] +
∑
i∈I
multzi(J)[zi] +
∑
j∈B
multxj (J)[xj ]
)
,
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and hence
(2.7) |J | = |S|∨ ⊗ ω|C|.
In particular, since |J | is a bundle on a non-orbifold curve and hence has integral degree,
the following observation is immediate.
Observation 2.1. The twists ai, bj for a twisted r-spin structure on a smooth marked orbifold
Riemann surface with boundary satisfy the following congruence condition:
(2.8) e :=
2
∑
ai +
∑
bj + (g − 1)(r − 2)
r
∈ Z,
where g is the genus of C.
All of the above also works in the more familiar setting of closed marked orbifold Riemann
surfaces (C, {zi}i∈I , mI). However, in this case, it will be important in what follows to allow
the possibility of limited −1 twists; see Observation 2.27. Thus, we define a closed twisted
r-spin structure as a closed marked orbifold Riemann surface equipped with an orbifold line
bundle S satisfying
S⊗r ∼= ρ∗
(
ω|C|,log ⊗O
(
−
∑
i∈I0
r[zi]
))
,
where I0 ⊆ I is a subset of the marked points such that multzi(S) = 0 for all i ∈ I0 and each
connected component of C contains at most one marked such point zi with i /∈ I0. In this
case, one has
|S|⊗r ∼= ω|C| ⊗O
(
−
∑
i∈I
ai[zi]
)
with ai ∈ {−1, 0, . . . , r− 1} and ai = −1 for at most one marked point zi in each connected
component of C. Analogously to Observation 2.1, we have:
Observation 2.2. The twists ai for a closed twisted r-spin structure satisfy
(2.9)
∑
ai + (g − 1)(r − 2)
r
∈ Z.
An isomorphism of r-spin structures consists of an isomorphism of marked orbifold Rie-
mann surfaces with boundary, as defined above, together with an isomorphism s˜ : s∗L2 ∼= L1
of the spin bundles such that:
(i) s˜ commutes with the involutions, i.e. s˜ ◦ φ˜1 = φ˜2 ◦ s˜;
(ii) the diagram
s∗L⊗r2
τ1
//
s˜⊗r

s∗ωC2,log

L⊗r1
τ2
// ωC1,log
commutes, where the right-hand vertical arrow is induced by s.
Similarly, an isomorphism of twisted r-spin structures is an isomorphism s˜ : s∗S2 ∼= S1,
satisfying the analogues of (i) and (ii).
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2.2. Gradings on smooth r-spin disks. From here forward, we restrict to the case where
the genus of C is zero, in which case we refer to a Riemann surface with boundary as a disk.
The definitions extend to higher genus, as well, but they are not needed for the current work.
We denote by (C, φ,Σ, {zi}i∈I , {xj}j∈B, mI , mB) a smooth marked orbifold disk.
Let A ⊆ ∂Σ \ {xj}j∈B be an open subset (where we identify the boundary marked points
with their images in |C|), and let s ∈ Γ(A, ω|C|)φ be a section fixed under the fiberwise
involution on ω|C||A induced by φ. We call s positive if, for any p ∈ A and any tangent
vector v ∈ Tp(∂Σ) in the direction of orientation, we have 〈s(p), v〉 > 0. A similar notion of
positivity applies to φ-fixed sections of any tensor power of ω|C| over A.
Definition 2.3. Given a twisted r-spin structure S, a lifting of S over A is a continuous,
φ˜-invariant section
v ∈ Γ
(
A, |S|φ˜
)
such that the image of v⊗r under the map on sections induced by the injection
(2.10) |S|⊗r → ω|C|
is positive. A lifting of J over A is a φ˜-invariant section
w ∈ Γ
(
A, |J |φ˜
)
for which there exists a lifting v of S over A with 〈w, v〉 ∈ Γ(A, ω|C|) positive on A, where
〈−,−〉 is induced by the natural pairing between |S|∨ and |S|. We consider two liftings v
and v′ (of either S or J) equivalent if v = cv′ for a continuous function c : A → R+. We
write [v] for the equivalence class of v.
Observe that a twisted r-spin structure admits a lifting of S over A precisely if it admits a
lifting of J over A. Moreover, there is a bijection between equivalence classes of liftings of S
and of J , in which [v] corresponds to [w] if 〈w, v〉 is everywhere positive for all representatives
v and w of [v] and [w]. If a twisted r-spin structure admits a lifting (of either S or J) over
all of ∂Σ \ {xj}j∈B, we call it compatible.
We now define the notion of a lifting “alternating” at a boundary marked point.
Definition 2.4. Let w be a lifting of J over ∂Σ \ {xi}i∈B. A boundary marked point xj is
said to be illegal (for w) if there exists a lifting w′ ∈ [w] that can be continuously extended
to xj without vanishing.
2 If xj is not illegal, we say that it is legal and that w alternates at
xj .
It is immediate that legality is well-defined under equivalence of v. Furthermore, legality
and compatibility are closely related to the twists:
Proposition 2.5. (1) When r is odd, any twisted r-spin structure is compatible, and
there is a unique equivalence class of liftings.
(2) When r is even, the boundary twists bj in a compatible twisted r-spin structure must be
even. Whenever the boundary twists are even, either the r-spin structure is compatible
or it becomes compatible after replacing φ˜ by ξ ◦ φ˜◦ ξ−1 for ξ an rth root of −1, which
yields an isomorphic r-spin structure.
2One can define legality in the exact same manner for liftings of S, and it is straightforward to see that
xj is legal for the class [w] of liftings of J precisely if it is legal for the corresponding class [v] of liftings of S.
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(3) Suppose r is odd and v is a lifting over a punctured neighborhood of a boundary
marked point xj. Then xj is legal if and only if its twist is odd.
(4) Suppose r is even. If a lifting over ∂Σ \ {xj}j∈B alternates precisely at a subset
D ⊆ {xj}j∈B, then
(2.11)
2
∑
ai +
∑
bj + 2
r
≡ |D| mod 2.
If (2.11) holds, then there exist exactly two liftings (up to equivalence) that alternate
precisely at D ⊆ {xj}j∈B, one of which is the negative of the other.
Proof. We begin by choosing trivializations
(2.12) ωφ|C|
∣∣∣∣
∂Σ
∼= ∂Σ × R
and
ω|C|
(
−
∑
i∈I
ai[zi]−
∑
i∈I
ai[zi]−
∑
j∈B
bj [xj ]
)φ ∣∣∣∣
∂Σ\{xj}j∈B
∼= (∂Σ \ {xj}j∈B)× R
such that a section of either of these bundles is positive precisely if its image lies in the
positive ray R+ ⊆ R in each fiber. Let Ij be the connected component of ∂Σ \ {xj}j∈B
defined by the property that xj is the left endpoint of the closure of Ij with respect to the
orientation of ∂Σ. Since the rth tensor power of a φ˜-invariant section of |S| is φ-invariant,
one can see that on each Ij , either there is a section vj ∈ Γ(Ij, |S|φ˜) with v⊗rj mapping to 1
under the composition of (2.10) and (2.12), or there is such a section vj with v
⊗r
j mapping
to −1.
Now, for the first item, suppose r is odd. Then, by replacing vj with −vj if necessary, we
find for each Ij a section vj ∈ Γ(Ij , |S|φ˜) such that v⊗rj maps to 1 under the composition of
(2.10) and (2.12). Thus, there is always a lifting.
If r is even, then if there is a section vj ∈ Γ(Ij, |S|φ˜) with v⊗rj mapping to the constant
section ǫj = ±1, then (−vj)⊗r maps to (−1)rǫj = ǫj , and there is no real section that maps
to −ǫj . We see that when r is even, the structure is compatible precisely if ǫj = 1 for all j.
Suppose the elements of B are enumerated cyclically so that xj follows xj−1 in the cyclic
order of j ∈ {1, . . . , |B|} around the boundary. Choose a local coordinate x on ∂Σ centered
around a boundary marked point xj. Then the map on local sections induced by (2.10) is
multiplication by the local section xbj of O(bj [xj ]). The section
x−bj ∈ Γ
U \ {xj}, ω|C|
(
−
∑
i∈I
ai[zi]−
∑
i∈I
ai[zi]−
∑
j∈B
bj [xj ]
)φ ,
defined in a small punctured neighborhood U \ {xj} without any other markings, extends to
all of U as a nowhere-vanishing local section that we denote by s. In addition, there exists a
section v ∈ Γ(|S|φ˜|U∩Ij) with v⊗r mapping to ǫjs. Since s does not vanish, v can be extended
to all of U without vanishing in such a way that v⊗r maps to s. Given that x−bj changes sign
at xj precisely when bj is odd, we see that
ǫj = (−1)bjǫj−1.
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Thus, if each ǫj equals 1, then all bj must be even. In case all bj are even, it could still be
the case that ǫj = −1 for each j, but then replacing φ˜ by ξ ◦ φ˜ ◦ ξ−1 reverses the notion of
positivity and hence ensures that the spin structure is compatible. The second item follows.
For the third item, by the considerations of the previous two items, for r odd there is a
unique rth root
v(x) = x−bj/r.
Its rth power v⊗r does not change sign after crossing xj (and hence gives rise to a lifting)
precisely if bj is even.
The last item is a consequence of the real zero count for a section of |J |. Using (2.7), we
have:
deg(|J |) = 2
∑
ai +
∑
bi + 2− 2r
r
≡ 2
∑
ai +
∑
bi + 2
r
mod 2.
Viewing the degree as the number of zeroes minus the number of poles of a meromorphic
section, one sees also that
deg(|J |) ≡ deg (|J |∣∣
∂Σ
)
mod 2,
since we may choose a φ˜-invariant meromorphic section, and for such sections non-real zeroes
and poles come in conjugate pairs.
The number of zeroes minus the number of poles of a φ˜-invariant meromorphic section
of |J |∣∣
∂Σ
is even precisely if the real subbundle |J |φ˜ on ∂Σ is orientable. The orientability
of |J |φ˜ → ∂Σ, on the other hand, can be deduced from the number of legal marked points
on ∂Σ: a section w as in Definition 2.4 gives a trivialization of |J |φ˜|∂Σ away from boundary
marked points, and the transition functions between these trivializations are sign-reversing
exactly at the legal marked points. Equation (2.11) follows. The same considerations also
allow us, assuming (2.11) holds, to construct a lifting that alternates precisely at the points
of D. The equivalence class of such a lifting is determined by choosing the lifting at any
unmarked boundary points, and there are exactly two such choices. 
The last paragraph of the above proof also yields:
Corollary 2.6. The bundle |J |φ˜ on ∂Σ is orientable if and only if the number of legal marked
points on ∂Σ is even.
If S is a compatible twisted spin structure on a smooth marked orbifold disk, then we
define a grading of S as a lifting w for J over ∂Σ\ {xi}i∈B that alternates at every boundary
marked point. We apply the same notion of equivalence as above to the grading w.
Given this, we are equipped to define our main objects of study, in the case where C is
smooth:
Definition 2.7. A graded r-spin structure on a smooth marked orbifold disk is a compatible
twisted spin structure S in which all boundary twists are r−2, together with an equivalence
class [w] of gradings.
We will often abuse terminology somewhat, referring to the choice of equivalence class
simply as the “grading.” The key point about the grading is that it induces a notion of
positivity—that is, a choice of preferred real ray in J φ˜q at any unmarked boundary point q.
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A smooth marked orbifold disk together with a twisted spin structure and a grading
is called a smooth graded r-spin disk. An isomorphism of graded r-spin disks consists of
an isomorphism of twisted spin structures, as defined above, such that the image of the
equivalence class of gradings [w1] on C1 under the map on sections induced by s and s˜ is the
equivalence class [w2].
In case Fix(φ) = ∅, the above notion of grading is vacuous, but we require an additional
piece of data:
Definition 2.8. A smooth graded r-spin sphere is a smooth r-spin sphere together with a
choice of a distinguished marking zi, referred to as the anchor, such that
(1) mI(zi) = 0 and zi is the only marked point marked zero;
(2) if there is a marked point with twist −1, then it must be the anchor;
(3) if the twist ai of the anchor is r − 1, we have a map τ ′ : (|S| ⊗ O ([zi]))⊗r
∣∣
zi
→ C
defined as the composition
(|S| ⊗ O ([zi]))⊗r
∣∣
zi
→ ω|C|([zi])
∣∣
zi
∼= C,
where the second identification is the residue map. In this case, we also fix an
involution φ˜ on the fiber (|S| ⊗ O ([zi]))zi and require it to satisfy two properties:
first,
τ ′(φ˜(v)⊗r) = −τ ′(v⊗r)
for all v ∈ (|S| ⊗ O ([zi]))zi, where w 7→ w is the standard conjugation; and second,{
τ ′(v⊗r) | v ∈ (|S| ⊗ O ([zi]))φ˜zi
}
⊇ iR+,
where i is the root of −1 in the upper half plane. Finally, we pick a positive direction
on (|S| ⊗ O ([zi]))φ˜zi , meaning a connected component V of (|S| ⊗ O ([zi]))
φ˜
zi
\{0} such
that τ ′(v⊗r) ∈ iR+ for any v ∈ V .
Since
|J |zi ⊗ (|S| ⊗ O ([zi]))zi ∼= ω|C|([zi])
∣∣
zi
,
the involution φ˜ induces a conjugation on the fiber |J |zi, also denoted by φ˜, by the
requirement that
〈φ˜(w), φ˜(v)〉 = −〈w, v〉
under the identification of ω|C|([zi])zi with C. Similarly, a positive direction is de-
fined on |J |φ˜zi by the requirement that w ∈ |J |φ˜zi is positive if, for any positive
v ∈ (|S| ⊗ O ([zi]))φ˜zi, one has
〈w, v〉 ∈ iR+.
An isomorphism of graded r-spin spheres is an isomorphism of r-spin spheres that preserves
the anchor and, in the case where the anchor has twist r − 1, also preserves the involution
φ˜ and the positive direction.
Remark 2.9. The anchor is an auxiliary tool that is important later, when sphere components
arise from normalization of stable graded disks. The anchor of a sphere component should be
thought of as the half-node at which the component met a disk component, or met a simple
path of sphere components connecting it to a disk component. The additional requirement in
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the case of twist r−1 arises from the notion of grading at contracted boundary components;
see the discussion preceding Definition 2.15 below.
We observe the following parity constraint, which follows from Observation 2.1 when r is
odd and from item 4 of Proposition 2.5 when r is even:
Observation 2.10. For any graded spin disk, we have
(2.13) e ≡ |B| − 1 mod 2,
where e is defined by equation (2.8) with g = 0 and bj = r − 2 for all j.
In both the closed (sphere) theory and the open (disk) theory, one has an existence and
uniqueness result:
Proposition 2.11. If (C, {z1, . . . , zl}) is a marked sphere and a1, . . . , al ∈ {−1, 0, . . . , r−1}
are twists satisfying (2.9) such that at most one ai equals −1, then there exists a unique
twisted r-spin structure on C with twists a1, . . . , al. The only automorphisms are given by
scaling S fiberwise by an rth root of unity. For any choice of zi, there exists a unique graded
r-spin structure on (C, S) with anchor zi, and it has no automorphisms if the anchor has
twist r − 1.
Suppose (C, φ,Σ, {z1, . . . , zl}, {x1, . . . , xk}) is a marked disk and a1, . . . , al ∈ {0, 1, . . . , r−
1}, b1, . . . , bk ∈ {0, 1, . . . , r − 2} are such that (2.8) holds. If r is even, let D ⊆ [k] be an
arbitrary set for which (2.11) holds, and if r is odd, let D = {i ∈ [k] | 2 ∤ bk}. Then C admits
a unique r-spin structure with a lifting such that the internal twists are given by the integers
ai, the boundary twists are given by the integers bj, and D is the set of legal boundary marked
points. The r-spin structure has no automorphisms that preserve the lifting.
In particular, when all bj are equal to r − 2 and (2.8) and (2.13) hold, there exists a
unique graded r-spin structure on this disk with internal twists given by the integers ai, and
this graded structure has no automorphisms.
Proof. The first part is well-known; see, for example, the appendix of [11]. The statement
regarding the grading in the closed setting is clear, except for the automorphism claim in
case the anchor has twist r− 1. In this case, when r is odd, scaling by a root of unity is not
compatible with the involution φ˜ in the fiber of the anchor. When r is even, scaling by −1
is compatible with the involution but not with the choice of positive direction.
Now, fix a marked disk and twists a1, . . . , al such that (2.8) and (2.11) hold. Note that
the integrality requirement for the closed case (Observation 2.2) is satisfied on the closed
marked Riemann surface
(C; {z1, . . . , zl, z1, . . . , zl, x1, . . . , xk}),
so there exists a twisted r-spin structure S on C.
To define a twisted r-spin structure in the sense of surfaces with boundary, we must
produce an involution
φ˜ : |S| → |S|
lifting the involution |φ| on |C|. In order to do so, choose a boundary point p ∈ ∂Σ \
{x1, . . . , xk}, and choose a vector v ∈ |S|p such that the image of v⊗r in ω|C||p, under the
injection (2.10), is positive. Then, for any other point q ∈ Σ that is not a marked point, and
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any u ∈ |S|q, we define φ˜(q, u) = (φ(q), φ˜(u)) as follows. Let γ˜ be a path in the total space
of
|S|∣∣
Σ\{zi}i∈[l],{xj}j∈[k]
with γ˜(0) = (p, v) and γ˜(1) = (q, u), and let γ be the image of γ˜⊗r image in the to-
tal space of the bundle ω|C||Σ\{zi}i∈[l],{xj}j∈[k] . There is a unique path in the total space of
|S|∣∣
φ(Σ)\{z¯i}i∈[l],{xj}j∈[k]
, denoted by φ˜(γ˜) and starting at (p, v), whose rth power maps to φ(γ).
Define φ˜(q, u) to be its endpoint.
It is easy to see that the above definition is independent of choices, and the conjugation
extends uniquely, up to isomorphism, to the marked points. So far we have defined a twisted
r-spin structure on the marked disk, and what remains is to define the grading. For this,
one can take as the lifting any smooth section v of |S|φ˜|∂Σ\{xj}j∈[k] that alternates at each
boundary marking; such a section exists because the parity constraint (2.11) is satisfied. The
lifting determines a grading w.
The absence of automorphisms, when r is odd, is due to the involution: fiberwise multi-
plication by an rth root of unity does not commute with φ˜, so it is not an automorphism.
When r is even, multiplication by −1 does commute with the involution, but it does not
preserve the grading w, so it is again not an automorphism of the graded structure. 
Remark 2.12. Graded 2-spin structures were first introduced and explored by Solomon and
the third author in [35], in which an equivalent definition of graded structures is also de-
scribed, purely in terms of the preferred half surface Σ considered as an orbifold Riemann
surface with corners. A similar definition can be given for the graded r-spin case as well.
The moduli space of graded 2-spin surfaces is described in [36], where the authors prove
that the higher-genus open intersection theory of [32] is defined, and they fully calculate it
in genus one. A combinatorial description of graded 2-spin structures, as well as a survey of
the construction of [36], appears in [37], and it is used to prove a combinatorial formula for
open intersection numbers.
2.3. Stable graded r-spin disks. Thus far, we have considered only graded r-spin struc-
tures on smooth curves. In order to compactify the moduli space of such objects, however,
we also need to allow the curves C to be nodal.
A nodal marked orbifold Riemann surface with boundary is a tuple
(C, φ,Σ, {zi}i∈I , {xj}j∈B, mI , mB),
defined exactly as in Section 2.1 except that C is a nodal, possibly disconnected, orbifold
Riemann surface (curve) as in [1], and Fix(|φ|) = ∂Σ is locally homeomorphic near every
point either to an open subset of R, to the union of the coordinate axes
{xy = 0} ⊆ R2,
or to a single point. We recall from [1] that C is only allowed nontrivial isotropy at marked
points and nodes, each of which has isotropy group Z/rZ, and all nodes are required to be
balanced in the sense that, in the local picture {xy = 0} ⊆ C2 at the node, the action of the
distinguished generator ζ of the isotropy group is given by
(x, y) 7→ (ζx, ζ−1y).
The nodes in a Riemann surface with boundary can be divided into three types:
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(a) Internal node (b) Boundary node (c) Contracted boundary
Figure 1. The closed curve |C|, with the open disk Σ shaded.
(1) Internal nodes, which are nodes in the interior Σ (together with a conjugate node in
Σ);
(2) Boundary nodes, which are nodes in ∂Σ, around which ∂Σ is locally homeomorphic
to the union of the coordinate axes
{xy = 0} ⊆ R2;
(3) Contracted boundary nodes, which are nodes arising in the limiting case where one
component of ∂Σ is a single point.
The three types of nodes are illustrated in Figure 1.
A nodal Riemann surface is stable if every connected component of its normalization is
stable. It is partially stable if every connected component of its normalization is either stable
or partially stable.
An r-spin structure on a nodal marked orbifold Riemann surface with boundary is defined,
exactly as in the smooth case, as a complex line bundle L on C with an isomorphism τ as
in (2.2), together with an involution φ˜ : L→ L lifting φ that is compatible with τ . There is
an associated twisted r-spin structure S, defined by
(2.14) S := L⊗O
−∑
i∈I0
r[zi]−
∑
i∈I0
r[zi]−
∑
j | multxj (L)=0
r[xj]
 ,
where I0 ⊆ I is a subset of the marked points such that multzi(L) = 0 for all i ∈ I0, and
such that connected components of C not meeting the φ-fixed locus contain at most one
multiplicity-zero marked point zi with i /∈ I0, whereas connected components meeting the
φ-fixed locus do not contain any multiplicity-zero zi with i /∈ I0. The bundle S satisfies
(2.15) S⊗r ∼= ρ∗
ω|C|,log ⊗O
−∑
i∈I0
r[zi]−
∑
i∈I0
r[zi]−
∑
j | multxj (L)=0
r[xj ]
 ,
and we again define J = S∨ ⊗ ωC , as in (2.6).
Remark 2.13. Closed orbifold Riemann surfaces have additional “ghost” automorphisms in
the presence of nodes, which play a role in our calculation of the automorphism groups of
stable graded r-spin disks below. Specifically, in the local picture of a node as {xy = 0} ⊆ C2,
there is one ghost automorphism of the form
(2.16) (x, y) 7→ (ξx, y)
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for each rth root of unity ξ. These act trivially on the coarse underlying curve |C|, but they
act nontrivially on the orbifold C and induce a nontrivial action on orbifold line bundles.
Indeed, let q be a node of C with branches p and p′ (given locally by y = 0 and x = 0,
respectively), and let m be the multiplicity of S at p (where multiplicity at a branch of
a node is defined analogously to multiplicity at a marked point). Then, if g is a ghost
automorphism given by (2.16), the lift g˜ : g∗S ∼= S multiplies the fiber over p by ξm, or in
other words, changes the gluing of the fibers of S over p and p′ by a factor of ξm; see [9,
Proposition 2.5.3].
From here on, we restrict again to genus zero. Let n : Ĉ → C be the normalization
morphism. Then n∗L → Ĉ is an r-spin structure, but n∗S is not a twisted spin structure,
in general, since it may not satisfy the requisite conditions on the subset I0. Still, there is a
canonical way to associate to S a twisted spin structure on Ĉ, by setting
(2.17) Ŝ := n∗S ⊗O
(
−
∑
q∈R
r[q]
)
.
Here, [q] is the degree-1/r orbifold divisor of a point q, and R is the subset of the half-nodes
q ∈ Ĉ (thought of as marked points of Ĉ) with multq(n∗S) = 0 that satisfy one of the
following:
(1) n(q) is a boundary node;
(2) n(q) is a contracted boundary node;
(3) n(q) is an internal node of C that belongs to a connected component not containing
any marked point of twist −1 and not meeting the φ-fixed locus;
(4) n(q) is an internal node of C that belongs to a connected component containing a
marked point of twist −1, and if one normalizes C only at n(q), then the half-node
corresponding to q is in the same connected component as the marked point of twist
−1;
(5) n(q) is an internal node of C that belongs to a connected component meeting the
φ-fixed locus, and if one normalizes C only at n(q), then the half-node corresponding
to q is in the connected component meeting the φ-fixed locus.
Thus, for each irreducible component Cl of Ĉ, if {zi}i∈Il, {zi}i∈Il, and {xj}j∈Bl are the marked
points lying in Cl and {pk}k∈Nl are the branches of nodes in Cl, we have an equation
(2.18)
(
|Ŝ|∣∣
|Cl|
)⊗r ∼= ω|Cl| ⊗O
(
−
∑
i∈Il
ai[zi]−
∑
i∈Il
ai[zi]−
∑
j∈Bl
bj [xj ]−
∑
h∈Nl
ch[ph]
)
with
ai, ch ∈ {−1, 0, . . . , r − 1}, bj ∈ {0, . . . , r − 1}.
The numbers ai, bj , and ch are the twists of the corresponding internal marked points, bound-
ary marked points, and half-nodes.
Note that if p and p′ are the two branches of a node, then we have
cp + cp′ ≡ r − 2 mod r.
If cp = −1 mod r (and hence cp′ = −1 mod r, as well), we say that the node is Ramond.
Otherwise, we have cp + cp′ = r − 2, and we say that the node is Neveu–Schwarz.
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As long as C does not have a contracted boundary node, the notion of lifting can be defined
as before, as a continuous, φ˜-invariant section of |S| on (an open subset of) the complement
of the special points in ∂Σ whose rth power is positive, and we say that a twisted r-spin
structure is compatible if it admits a lifting over the entire complement A of the special points
in ∂Σ. Two liftings v and v′ are equivalent if there is a continuous function c : A→ R+ such
that v = cv′. We similarly define liftings and equivalence for J , and the same correspondence
between equivalence classes of liftings for S and J holds. If w is a lifting of J over A, then
it induces a lifting of
Ĵ := ωĈ ⊗ Ŝ∨
over the complement of the special points in the boundary ∂Σ̂ of the normalization. We say
that w alternates at a marked point or half-node q, and that q is legal, if the induced lifting
on Ĵ alternates at q. Otherwise, the lifting does not alternate, and the point is said to be
illegal. A lifting w of J over A that alternates at all boundary marked points is a grading if,
in addition, one of the two half-nodes of every Neveu–Schwarz boundary node is legal and
the other is illegal.
Observation 2.14. In a compatible r-spin structure for even r, all boundary half-nodes have
twists of even parity, by item 2 of Proposition 2.5. In particular, in this case there are no
Ramond boundary nodes, since the twist of such a node is odd. When r is odd, Ramond
boundary nodes may exist, but both of their half-nodes are necessary illegal. Indeed, since
the twist of a Ramond boundary half-node is r − 1 (by the definition of Ŝ and the twists in
(2.17) and (2.18)), which is even, the illegality of Ramond boundary half-nodes follows from
item 3 of Proposition 2.5.
If C has a contracted boundary node, on the other hand, then the complement of the
special points in ∂Σ is empty, so we must adapt the definition of a lifting. Given that C has
genus zero, there can only be one contracted boundary node in each connected component.
Restrict to one such component, and let q be the contracted boundary node. Assume,
additionally, that q is Ramond. Recall that the fiber ω|C|
∣∣
q
is canonically identified with
C via the residue, and the involution φ is sent, under this identification, to the involution
z 7→ −z¯, whose fixed points are the purely imaginary numbers.3 We define a lifting as a
φ˜-invariant element
v ∈ Γ({q}, |S|) = |S|∣∣
q
such that the image of v⊗r under the map
|S|⊗r∣∣
q
→ ω|C|
∣∣
q
is positive imaginary, meaning that it lies in iR+. In this case, we call the twisted r-spin
structure compatible if the contracted boundary node is Ramond and a lifting exists. Two
liftings are equivalent if, at the contracted boundary node, they differ by multiplication by
a positive number. There always exists a φ˜-invariant w ∈ |J |∣∣
q
such that 〈v, w〉 is positive
imaginary, and we refer to this w as a grading; this is the limiting case of the notion of
grading for smooth curves.
With or without a contracted boundary node, we now have the following definition:
3The residue of a conjugation invariant form ζ can be calculated as 1
2pii
∮
L ζ, where L ⊆ Σ is a small
loop surrounding q whose orientation is such that q is to the left of L. Applying conjugation and using the
invariance of ζ shows that the residue is imaginary.
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Definition 2.15. A stable genus-zero graded r-spin surface is a nodal marked orbifold Rie-
mann surface with boundary whose coarse underlying surface (|C|, {zi}, {z¯i}, {xj}) is a stable
genus-zero Riemann surface, together with:
(1) a compatible twisted r-spin structure S in which all boundary marked points have
twist r − 2 and all contracted boundary nodes are Ramond;
(2) an equivalence class of gradings;
(3) a choice of one distinguished special point (called the anchor and marked zero) in
each connected component C ′ of C such that either C ′ ∩ φ(C ′) = ∅ or C ′ ∩ φ(C ′)
consists of a single contracted boundary node. If either a contracted boundary node
or marked point of twist −1 exists, we require the anchor to be this point; if not, the
anchor is simply required to be a marked point. We also require that the collection
of anchors is φ-invariant, so that it descends to Σ. Finally, if the twist of an anchor
zi is r − 1, we fix an involution φ˜ on the fiber (|S| ⊗ O ([zi]))zi and an orientation of
the φ˜-fixed subspace, as in Definition 2.8.
The internal and boundary marked points are required to satisfy the same properties as in
the smooth case, and in particular, an anchor, if it is a marked point, is the only marked
point in its connected component that is marked zero.
We conclude this subsection with an existence and uniqueness result analogous to Propo-
sition 2.11. Here, we refer to components of C that do not meet the preimage of ∂Σ, or that
meet the preimage of ∂Σ in a single contracted boundary node, as sphere components, and
we refer to the other components as disk components.
Proposition 2.16. Suppose that (C, φ,Σ, {z1, . . . , zl}, {x1, . . . , xk}) is a stable marked disk
and a1, . . . , al ∈ {0, 1, . . . , r − 1} are such that (2.8) and (2.13) hold with |B| = k and
bj = r − 2 for all j. Then there exists a unique graded r-spin structure on this stable disk
with internal twists given by the integers ai.
The order of the automorphism group of the graded r-spin structure is rn where 2n is the
number of internal nodes of C.
Proof. The formula is multiplicative in connected components, so we assume that C is con-
nected.
The proof of the existence and uniqueness of the graded structure closely mirrors the proof
of Proposition 2.11. In particular, there exists a unique twisted r-spin structure on the closed
genus-zero surface C with the given twists at all internal, conjugate, and boundary marked
points, so what remains is to produce the involution φ˜ : S → S and the sections v and w.
First, suppose that there is no contracted boundary node. Then the involution φ˜ can
be defined component-by-component. Namely, starting from some a boundary point p, we
first construct the involution on a single component using the argument of Proposition 2.11.
At each node, there is an identification of the fibers of S on the two half-nodes, so when
we encounter a boundary half-node, the involution on one side induces the involution on
the other side, and we use the other half-node as the basepoint for the construction of the
involution in its component. An analogous treatment works for conjugate internal nodes.
The resulting involution is unique up to an isomorphism.
The lifting v and the grading w can be defined componentwise, uniquely up to isomorphism
(as we prove below), using either the parity of the twist (in the case where r is odd) or the
parity constraint (2.11) (in the case where r is even) to determine whether it alternates at
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each half-node. Ramond boundary nodes appear only when r is odd, and then there is no
choice in the lifting. For Neveu–Schwarz boundary nodes, there are two choices of lifting
when r is even, but they are equivalent via the isomorphism scaling the fibers of S by −1.
To prove that there is a unique choice of grading satisfying the requisite condition at a
Neveu–Schwarz boundary node q, let p and p′ be the two branches with respective twists cp
and cp′. When r is odd, the fact that w alternates at exactly one branch is immediate from
item 3 of Proposition 2.5, since exactly one of cp and cp′ is odd. When r is even, assume for
simplicity that the nodal Riemann surface C consists of two sphere components joined at
the node q. Then, adding the parity constraints (2.11) on the two components, one obtains
4 + 2
∑
ai +
∑
bi + cp + cp′
r
≡ k + δaltp + δaltp′ mod 2,
where k is the number of boundary marked points, and δaltp is defined to be 1 if w alternates
at p and 0 otherwise. Combining this with the parity constraint (2.11) on the entire curve,
one finds
2 + cp + cp′
r
≡ δaltp + δaltp′ mod 2,
so we indeed see that if cp + cp′ = r − 2, then w alternates at exactly one branch.
This completes the proof of the existence of the graded r-spin structure in the case where
there is no contracted boundary node. When there is a contracted boundary node, it must
be Ramond. To see this, apply constraint (2.8) to see that the internal twists satisfy
(2.19) − 2− 2
∑
ai ≡ 0 mod r.
On a single component of C, on the other hand, the degree of the restriction of S is
−2 −∑ ai − cp
r
,
so we must have
(2.20) − 2−
∑
ai − cp ≡ 0 mod r
Combining (2.19) and (2.20), we find that 2(cp + 1) ≡ 0 mod r. When r is odd, this is
sufficient to conclude that cp ≡ r − 1 mod r. When r is even, we apply (2.13) to find
2 + 2
∑
ai
r
≡ 0 mod 2.
Therefore, we have
1 +
∑
ai
r
∈ Z,
so 1 +
∑
ai ≡ 0 mod r. Combining this with (2.20) again shows that cp ≡ r − 1 mod r.
When there is a contracted boundary node q, the involution φ˜ can be defined first in
the fiber of q, by choosing a lifting of the conjugation on ωlog
∣∣
q
. There are r such choices;
when r is odd, they are all equivalent, while when r is even, there are r/2 equivalent choices
that make the structure compatible, but in either case, we choose one. We then extend the
conjugation to the other components of C, if there are any, component-by-component, using
the argument in the beginning of this proof. Since the contracted boundary node is Ramond,
we can now choose the grading as above. We observe that, again, there is no choice when r
is odd and there are two equivalent choices when r
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Finally, we compute the order of the automorphism group. The closed case is known
(see, for example, [21, Proposition 1.18] or [12, Section 2.3]): an r-spin structure on a
closed, genus-zero stable curve with N nodes has rN+1 automorphisms. Namely, each node
contributes r ghost automorphisms of the curve, which can each be lifted to the spin bundle
as in Remark 2.13, and each of the resulting automorphisms of the spin structure can be
composed with a global fiberwise scaling by an rth root of unity.
Let us now consider which of these automorphisms respects the graded structure. By
compatibility with the involution, a ghost automorphism at an internal node determines the
ghost automorphism at its conjugate node, but is otherwise unconstrained. Nontrivial ghost
automorphisms at boundary and contracted boundary nodes, on the other hand, cannot
respect both the conjugation and the graded structure. Indeed, at a boundary node, (2.16)
may constitute an automorphism only if ξ is real. For odd r, this implies that ξ = 1. When
r is even, ξ = −1 is also a possibility; however, in this case, by Remark 2.13, this ghost
automorphism acts on the spin bundle by changing the gluing of the fibers at the node by a
factor of ξm, in which m is the multiplicity at one half-node. By Observation 2.14, the twists
at the half-nodes are even, so m is odd. It follows that for ξm = (−1)m = −1, and hence
the ghost automorphism does not respect the grading. At a contracted boundary node, we
consider the automorphisms in local coordinates, in which they have the form
(x, y) 7→ (ξx, ζy),
where ξ and ζ are rth roots of unity. Such an automorphism is compatible with the
conjugation—which, locally, has the form (x, y) 7→ (y¯, x¯)—only if ζ = ξ¯ = ξ−1. But in
this case, given the orbifold structure at the node, it is the identity automorphism.
It follows, then, that there are rn contributing ghost automorphisms, where 2n is the
number of internal nodes. Since we have already argued in Proposition 2.11 that the fiber-
wise scalings on disk components do not respect the graded structure, there are no further
automorphisms. 
2.4. Stable graded r-spin graphs. It is useful to encode some of the combinatorial data
of graded r-spin disks in a decorated dual graph.
Definition 2.17. A genus-zero pre-stable dual graph is a tuple
Γ = (V,H, σ0,∼, HCB, m),
in which
(i) V is a finite set (the vertices) equipped with a decomposition V = V O ⊔ V C into open
and closed vertices;
(ii) H is a finite set (the half-edges) equipped with a decomposition H = HB ∪ HI into
boundary and internal half-edges;
(iii) σ0 : H → V is a function, viewed as associating to each half-edge the vertex from which
it emanates;
(iv) ∼ is an equivalence relation on H , which decomposes as a pair of equivalence relations
∼B on HB and ∼I on HI . The equivalence classes are required to be of size 1 or 2, and
those of size 1 are referred to as tails. We denote by TB ⊆ HB and T I ⊆ HI the sets
of equivalence classes of size 1 in HB and HI , respectively;
(v) HCB is a subset of T I , the contracted boundary tails;
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(vi) m is a function given by
m = mB ⊔mI : TB ⊔ (T I \HCB)→ {0} ∪ 2N∗ ,
where mB and mI (the boundary and internal markings) satisfy the definition of a
marking when restricted to any connected component of Γ, and where mI is strict on
connected components with an open vertex or a contracted boundary tail.
Note that (V,H, σ0) defines a graph, and that we do not require this graph to be connected;
denote its set of connected components by Conn(Γ) = {Λi}. We require the above data to
satisfy the following conditions:
(1) For each boundary half-edge h ∈ HB, we have σ0(h) ∈ V O;
(2) For each Λi, we have h
1(Λi) = 0;
(3) Each Λi contains at most one half-edge in H
CB, and if Λi contains such a half-edge,
then all vertices of Λi are closed;
(4) For each Λi, the sub-graph formed by its open vertices (if any exist) and their incident
boundary edges is connected.
Conditions (2), (3), and (4) guarantee that for any nodal graded r-spin surface with dual
graph Γ, each connected component of the closed surface C has genus zero.
We refer to elements of TB as boundary tails and elements of T I \HCB as internal tails,
and we denote
T := T I ⊔ TB.
Note that ∼ induces a fixed-point-free involution on H \ T , which we denote by σ1. We
denote
EB := (HB \ TB)/ ∼B, EI := (HI \ T I)/ ∼I
and refer to these as boundary edges and internal edges. The set of edges is
E := EB ⊔ EI .
Denote by σB0 the restriction of σ0 to H
B, and similarly for σI0 .
For each vertex v, set
k(v) := |(σB0 )−1(v)|, B(v) = mB(TB ∩ (σB0 )−1(v)).
Analogously, set
l(v) := |(σI0)−1(v)|, I(v) = mI((T I \HCB) ∩ (σI0)−1(v)).
We say that an open vertex v ∈ V O is stable if k(v) + 2l(v) > 2, and we say that a closed
vertex v ∈ V C is stable if l(v) > 2. An open vertex is partially stable if k(v) = 0 and
l(v) = 1. A graph Γ is said to be stable (partially stable) if all of its vertices are stable (stable
or partially stable), and it is said to be closed if V O = ∅. A graph is smooth if there are no
edges or contracted boundary tails.
Definition 2.18. An isomorphism between two genus-zero pre-stable dual graphs Γ =
(V,H, σ0,∼, HCB, m) and Γ′ = (V ′, H ′, σ′0,∼′, H ′CB, m′) is a pair f = (fV , fH), where
fV : V → V ′, fH : H → H ′
are bijections satisfying
(1) h1 ∼ h2 if and only if f(h1) ∼′ f(h2),
(2) fV ◦ σ0 = σ′0 ◦ fH ,
(3) m = m′ ◦ fH ,
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(4) f(HCB) = H ′CB.
We denote by Aut(Γ) the group of automorphisms of Γ.
Pre-stable dual graphs encode the discrete data of a marked orbifold Riemann surface with
boundary. In order to encode the additional data of a twisted spin structure and a lifting,
we must add further decorations.
Definition 2.19. A genus-zero twisted r-spin dual graph with a lifting is a genus-zero pre-
stable dual graph Γ as above, together with maps
tw : H → {−1, 0, 1, . . . , r − 1}
(the twist) and
alt : HB → Z/2Z
and a subset T ∗ ⊆ T I (the anchors), satisfying the following conditions:
(i) Any connected component of Γ that is not stable consists either of (a) a single open
vertex with a single internal tail, or (b) a single closed vertex with exactly two tails,
one of which is in HCB and the other of which is in HI .
(ii) Every closed connected component contains exactly one tail in T ∗. All contracted
boundary tails and all tails t with tw(t) = −1 belong to T ∗. Open connected components
have no tails in T ∗. Any element of T ∗ \HCB is marked 0 and is the only tail marked
0 in its connected component.
(iii) For any vertex v, the total number of incident half-edges h with h ∈ T ∗ or tw(h) = −1
is at most one.
(iv) For any contracted boundary tail t ∈ HCB, we have tw(t) = r − 1.
(v) For any open vertex v ∈ V O,
2
∑
h∈(σI0)
−1(v)
tw(h) +
∑
h∈(σB0 )
−1(v)
tw(h) ≡ r − 2 mod r
and
2
∑
h∈(σI0 )
−1(v) tw(h) +
∑
h∈(σB0 )
−1(v) tw(h) + 2
r
≡
∑
h∈(σB0 )
−1(v)
alt(h) mod 2.
(vi) For any closed vertex v ∈ V C ,∑
h∈σ−10 (v)
tw(h) ≡ r − 2 mod r.
(vii) For any half-edge h ∈ H \ T , we have
tw(h) + tw(σ1(h)) ≡ r − 2 mod r,
and at most one of tw(h) and tw(σ1(h)) equals −1. No boundary half-edge h satisfies
tw(h) = −1. In case h ∈ HI \ T I satisfies tw(h) ≡ −1 mod r, then tw(h) = r − 1
precisely if, after detaching the edge, h belongs to the connected component containing
an anchor t∗ ∈ T ∗ (if h is in a closed connected component of Γ) or an open vertex
v ∈ V O (if h is in an open connected component of Γ).
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(viii) For any boundary half-edge h ∈ HB \ TB, if tw(h) 6= r − 1 we have
alt(h) + alt(σ1(h)) = 1
and if tw(h) = r − 1 we have
alt(h) = alt(σ1(h)) = 0.
(ix) If r is odd, then for any h ∈ HB,
alt(h) ≡ tw(h) mod 2,
and if r is even, then for any h ∈ HB,
tw(h) ≡ 0 mod 2.
Boundary half-edges h with alt(h) = 1 are called legal, and those with alt(h) = 0 are
called illegal. Half-edges h with tw(h) ∈ {−1, r − 1} are called Ramond, and those with
tw(h) ∈ {0, . . . , r − 2} are called Neveu–Schwarz. An edge is called Ramond if one (hence
both) of its half-edges is Ramond, and Neveu–Schwarz otherwise.
We say that a genus-zero twisted r-spin dual graph with a lifting is stable if the underlying
dual graph is stable, in the sense specified above. An isomorphism between genus-zero twisted
r-spin dual graphs with liftings consists of an isomorphism in the sense of Definition 2.19
that respects tw, alt, and T ∗. Analogously to Definition 2.15, we define a genus-zero graded
r-spin graph to be a genus-zero twisted r-spin dual graph with a lifting, such that every
boundary tail h ∈ HB has
tw(h) = r − 2, alt(h) = 1.
In particular, a stable graded r-spin disk Σ induces a stable genus-zero graded r-spin graph
Γ(Σ).
Notation 2.20. When Γ = Γ(Σ), we write nh = nh(Σ) for the half-node in the normalization
of Σ that corresponds to the half-edge h ∈ (H \ T ) ∪HCB, and we write ne for the node in
Σ that corresponds to the edge e. When h is an internal half-edge or a contracted boundary
tail, we sometimes write zh instead of nh. When h is a boundary half-edge, we sometimes
write xh instead of nh.
Several graph operations play a role in what follows.
Definition 2.21. Given an r-spin dual graph Γ with a lifting, and given an edge e of
Γ connecting vertices v1 and v2, the smoothing of Γ along e is the graph deΓ obtained by
contracting e and replacing the two vertices v1 and v2 with a single vertex v12 that is declared
to be closed if and only if both v1 and v2 are closed. Similarly, the smoothing of Γ along a
contracted boundary tail h ∈ HCB is the graph dhΓ obtained by erasing h and moving the
vertex v = σ−10 (h) from V
C to V O.
Remark 2.22. If Λ is a smoothing of Γ, then each (half-)edge h of Λ corresponds to a unique
(half-)edge ιΛ,Γ(h) of Γ.
For a set S of edges and contracted boundary tails, one can perform a sequence of smooth-
ings, and the graph obtained is independent of the order in which those smoothings are
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performed; denote the result by dSΓ. Let
∂!Γ = {Λ | Γ = dSΛ for some S},
∂Γ = ∂!Γ \ {Γ},(2.21)
∂BΓ = {Λ ∈ ∂Γ | EB(Λ) ∪HCB(Λ) 6= ∅}.
2.5. Moduli of stable graded r-spin disks. In the situation without boundary, there is
a well-studied moduli spaceM1/rg,n of stable Riemann surfaces with r-spin structure, which is
known to be a smooth Deligne–Mumford stack with projective coarse moduli for which the
forgetful map toMg,n is finite (see [9] or, in the setting of a slightly different compactification,
[19]). This moduli stack admits a decomposition into open and closed substacks,
(2.22) M1/rg,n =
⊔
~a=(a1,...,an)
M1/rg,~a ,
where ai ∈ {0, 1, . . . , r − 1} for each i and M1/rg,~a denotes the substack of r-spin structures
with twist ai at the ith marked point. In genus zero, the situation is even simpler: according
to the results mentioned in Proposition 2.11, for any choice of ~a such that (2.9) holds, the
moduli space M1/r0,~a has coarse moduli isomorphic to M0,n and generic additional isotropy
Z/rZ. The isomorphism of coarse moduli is given by the smooth map Forspin that forgets
the spin structure.
When there is no boundary, it is also straightforward to add the information of a grading.
Indeed, the moduli space of graded r-spin spheres for which the anchor does not have twist
r − 1 is canonically isomorphic to M1/r0,n , whereas the moduli space of graded r-spin spheres
with twist ~a and anchor twisted r − 1 is, canonically, an r-to-1 cover of the moduli space
M1/r
0,~a′ on which
~a′ agrees with ~a except that the anchor has twist −1.
To generalize the construction of the moduli space to the open setting, we first note that
in [32], the moduli spaceM0,k,l of stable marked disks with boundary marked points marked
by {1, . . . , k} and internal marked points marked by {1, . . . , l} is considered. It is a smooth
orientable manifold with corners in the sense of [22], and its dimension is
dimR(M0,k,l) = k + 2l − 3.
LetM1/r0,k,l denote the set of isomorphism classes of stable graded r-spin disks, with boundary
and internal marked points as above. There is a set-theoretic decomposition analogous to
(2.22),
M1/r0,k,l =
⊔
~a
M1/r0,k,~a,
in which M1/r0,k,~a ⊆M1/r0,k,l consists of those disks for which the ith internal marked point has
twist ai. By Proposition 2.16, there is a bijection given by the forgetful map
Forspin :M1/r0,k,~a →M0,k,l
for each ~a such that M1/r0,k,~a 6= ∅, and we use these to give M1/r0,k,l the structure of a manifold
with corners.
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This describes the coarse underlying moduli of M1/r0,k,l. We now explain a procedure that
defines an orbifold-with-corners structure on M1/r0,k,l, in the sense of [29, Section 3], via the
following sequence:
(2.23) M1/r0,k,l
(5)→ M̂1/r0,k,l
(4)→֒ M˜1/r0,k,l
(3)→ M˜1/r,Z20,k,l
(2)→M1/r,Z20,k+2l
(1)→M′1/r0,k+2l.
The procedure is analogous to the procedure performed in [29, Section 2]. Let us now define
the moduli spaces and maps appearing in (2.23).
Step 1: First,M′1/r0,k+2l is the suborbifold ofM1/r0,k+2l given by the condition that the first
k markings have twist r − 2 and that the integer defined in (2.9) is of the same parity as
k + 1. Inside this space, M1/r,Z20,k+2l is the fixed locus of the involution defined by
(C;w1, . . . , wk+2l, S) 7→ (C;w1, . . . , wk, wk+l+1, . . . , wk+2l, wk+1, . . . , wk+l, S),
where C and S are the same as C and S but with the conjugate complex structure (the
definition and properties of the fixed point functor on stacks can be found in [34]). As the
fixed locus of an anti-holomorphic involution, M1/r,Z20,k+2l has the structure of a real orbifold. It
parameterizes isomorphism types of marked spin spheres with a real structure (an involution
φ˜ covering the conjugation φ on C) and the prescribed twists, and it maps toM1/r0,k+2l (though
in general it is not a sub-orbifold, since some isotropy is lost), so it inherits a universal curve
via pullback.
Remark 2.23. Let us digress momentarily to discuss the isotropy ofM1/r,Z20,k+2l, especially near
nodal strata.4 The generic point of M1/r,Z20,k+2l has isotropy coming from scaling the fibers of
the spin bundle by real rth roots of unity. When r is odd, there are no such roots and hence
no generic isotropy, while when r is even, there is generic Z/2Z isotropy. In addition, nodal
strata have extra Z/rZ isotropy for each internal Neveu–Schwarz node, coming from the
ghost automorphisms.
For boundary nodes, there is a difference in behavior for r odd or even. When r is
odd, boundary nodes also contribute no further isotropy. Furthermore, if U × [−1, 1] is a
neighborhood in the moduli space of a curve with a single boundary node, such that U×{0}
is the intersection with the nodal stratum and (u, t) for t 6= 0 corresponds to a smooth real
sphere, then the passage from t < 0 to t > 0 geometrically corresponds to flipping one of the
two disk components and defining the involution on the spin bundle in the unique possible
way. Thus, in this case, the behavior near the node is exactly like in the real, non-spin
case, and the spin moduli continues to be a trivial degree-one cover of the non-spin moduli
generically. When r is even, on the other hand, boundary nodes contribute additional Z/2Z
isotropy, coming from ghost automorphisms of the form (x, y)→ (−x, y); see the discussion
in the proof of Proposition 2.16. On the moduli level, the picture is that a neighborhood
of a nodal curve with a single boundary node looks locally like U × [−1, 1]/(Z/2Z), where
U × {0} is the nodal locus and the generator of Z/2Z takes (u, t) to (u,−t).
Contracted boundary nodes add no additional isotropy, as we saw in the end of the proof
of Proposition 2.16. On the moduli level, again let U × [−1, 1] be a neighborhood in the
moduli space of a curve with a contracted boundary, such that U × {0} is the intersection
4Without spin structure, the nodal strata of the real moduli spaceM0,k,l are discussed in [24, Section 3],
and in the closed case with spin structure, the nodal strata of M1/r
0,l are discussed in [10, Section 4].
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with the nodal stratum and (u, t) for t > 0 corresponds to a smooth real sphere on which the
conjugation has nonempty fixed locus. Then (u, t) for t < 0 corresponds to a real sphere on
which the conjugation has no fixed points, so after taking the quotient by the conjugation,
the result is a marked real projective plane.
Step 2: Returning to our discussion of (2.23), the next step is to cut M1/r,Z20,k+2l along the
real simple normal crossings divisor consisting of curves with at least one real node, via the
“real hyperplane blow-up” as in [29], yielding an orbifold with corners M˜1/r,Z20,k,l . We direct
the reader to [29, Section 3.3] for more details, but the idea is the following:
Near the real divisor consisting of curves with a contracted boundary node—or, when r
is odd, near the real divisor consisting of curves with a boundary node (a real node that
is not an isolated fixed point of the conjugation)—the real blow-up is the standard cutting
procedure that can be defined without a spin structure. In the notation of Remark 2.23, the
real blow-up corresponds to the natural quotient map
U × [−1, 0] ⊔ U × [0, 1]→ U × [−1, 0] ∪ U × [0, 1] = U × [−1, 1].
When r is even, the blow-up near the real divisor consisting of curves with a boundary
node is a topologically trivial operation but nontrivial on the orbifold level. In particular, in
local charts, the real blow-up when r is even is equivalent to blowing up before taking the
extra Z/2Z quotient mentioned in Remark 2.23, and then taking the quotient, so it kills the
additional Z/2Z isotropy on nodal strata. In other words, the blow-up is locally the natural
quotient map
(U × [−1, 0] ⊔ U × [0, 1]) /(Z/2Z)→ (U × [−1, 0]∪U × [0, 1])/(Z/2Z) = U × [−1, 1]/(Z/2Z),
where the action of Z/2Z on U × [−1, 0] ⊔ U × [0, 1] takes (u, t) ∈ U × [−1, 0] to (u,−t) ∈
U × [0, 1].
Step 3: Consider the subset of M˜1/r,Z20,k,l whose generic point is a smooth marked real spin
sphere with nonempty real locus. Then M˜1/r0,k,l is the disconnected 2-to-1 cover of this subset
given by the choice of a distinguished connected disk component of C \ Cφ. Equivalently,
in the generic (smooth) situation, we first restrict to the connected components of M˜1/r,Z20,k,l
consisting of real spheres on which the conjugation has nonempty fixed locus, and then we
choose an orientation for Cφ. It is important to note, however, that this choice can be
uniquely continuously extended to points in the boundary of M˜1/r0,k,l.
Step 4: Inside M˜1/r0,k,l, we denote by M̂1/r0,k,l the union of connected components such that
the marked points wk+1, . . . , wk+l lie in the distinguished stable disk and, for even r, the spin
structure is compatible.
Step 5: Finally, M1/r0,k,l is the cover of M̂1/r0,k,l given by a choice of grading. When r is
odd, this is the identity, while when r is even, it is a 2-to-1 cover given by forgetting the
global Z/2Z isotropy.
As a manifold with corners, M1/r0,k,l is indeed the same space defined previously, but now it
has the additional structure of an orbifold with corners. The proof that M̂1/r0,k,l is an orbifold
with corners is identical to the proof of the analogous Theorem 2 in [29]. The space M1/r0,k,l
then inherits the orbifold-with-corners structure from M̂1/r0,k,l.
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Over M1/r0,k,l, there is a universal curve whose fibers are compatible stable spin disks. The
content of Lemma A.7 in the Appendix below is that one may construct a graded structure,
in a continuous way, on the fibers. To summarize, we have the following:
Proposition 2.24. There exists a compact moduli space M1/r0,k,l of connected stable graded
r-spin disks with boundary marked points marked by {1, . . . , k} and internal marked points
marked by {1, . . . , l}. It is a smooth orientable orbifold with corners of real dimension k +
2l − 3. Its universal bundle admits a universal grading.
Remark 2.25. Throughout the paper, we often abuse notation somewhat by using M1/r0,k,l,
M1/rΓ , et cetera to denote the coarse space of the corresponding orbifold. Our conventions
regarding orbifolds with corners are discussed in Appendix B below, and for further details
on this subject, we refer the reader to [29, Section 3].
More generally, if the images of the markings are any sets B and I, one can define the
space M1/r0,B,I . Henceforth, we usually denote an r-spin disk with a lifting simply by Σ, the
preferred half, suppressing most of the notation, and we write Σ ∈ M1/r0,k,l to mean that the
isomorphism class of Σ belongs to M1/r0,k,l.
Associated to each connected stable genus-zero twisted graded r-spin dual graph Γ, there
is a closed suborbifold with corners M1/rΓ ⊆ M
1/r
0,B,I whose general point is a graded r-spin
disk with dual graph Γ. We also allow for the possibility that Γ is disconnected, in which
case M1/rΓ is defined as the product of the moduli spaces M1/rΓi associated to its connected
components. InsideM1/rΓ , we defineM1/rΓ as the open suborbifold consisting of graded r-spin
disks whose dual graph is precisely Γ.
There are forgetful maps between the moduli spaces, but we note that marked points
can only be forgotten if their twist is zero (in order to ensure that (2.5) is preserved), and
boundary marked points can only be forgotten if they are in addition illegal (in order to
ensure that the grading descends to the moduli space with fewer marked points). With this
in mind, we define
(2.24) ForB′,I′ :M1/rΓ →M
1/r
Γ′
for each B′, I ′ ⊆ Z by forgetting all twist-zero internal marked points marked by I ′ and all
twist-zero illegal boundary marked points marked by B′. This process may create unstable
components; we repeatedly contract such components, unless they are partially stable. If
the process ends with some unstable components that are not partially stable, we remove
them. If it ends with some partially stable components, we defineM1/rΓ′ as the moduli space
associated to the graph obtained by removing all partially stable components of Γ′ (or, if the
resulting graph is empty, as a point). We denote by forB′,I′(Γ) the graph Γ
′ resulting from
this procedure.
Notation 2.26. Note that the connected components of M1/r0,B,~a can be indexed by cyclic
orders; namely, if
π : [|B|]→ B
is an order of the set B, we denote its induced cyclic order by πˆ, and we denote by M1/r,πˆ0,B,~a
the connected component that parameterizes disks for which the cyclic order of boundary
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markings taken along the boundary of the disk, with its canonical orientation, is πˆ. Set
MπˆΓ =M1/r,πˆ0,B,~a ∩MΓ.
2.6. The Witten bundle. In closed genus-zero r-spin theory, the virtual fundamental class
is defined by way of the Witten bundle (R1π∗S)∨, where π : C →M1/r0,n is the universal family
and S → C is the universal twisted r-spin bundle. This is an orbifold vector bundle with
fiber
H1(C, S)∨ ∼= H0(C, J),
of complex rank
∑
ai−(r−2)
r
.
Observation 2.27. As observed in [20] and studied in detail in [4], the Witten bundle is a
bundle as long as at most one marked point has twist−1 and all other twists are non-negative,
since this ensures that R0π∗S = 0.
The analogue of the Witten bundle in open r-spin theory is defined as follows. Abusing
notation somewhat, denote by π : C → M1/r,Z20,k+2l the universal curve over the moduli space
of real spin spheres defined above, and by S → C the universal spin bundle. Then R1π∗S
is a vector bundle, since (2.5) implies that spin structures have negative degree and hence
R0π∗S = 0. There are universal involutions
φ : C → C
and
φ˜ : S → S,
which induce an involution on R1π∗S. Let
Wpre := (R0π∗J )+ = (R1π∗S)∨−
be the vector bundle of φ˜-invariant sections of J , where J := S∨ ⊗ ωπ; the second equality
uses Serre duality, under which invariant sections become anti-invariant. From here, the
open Witten bundle is defined as
W := ̟∗Wpre,
where ̟ :M1/r0,k,l →M
1/r,Z2
0,k+2l is the composition of the morphisms defined above.
Remark 2.28. We pull backW from the moduli spaceM1/r,Z20,k+2l of spheres in order to avoid the
need to define derived pushforward in the orbifold-with-corners context. To avoid cluttering
the notation in what follows, however, we often write W = (R0π∗J )+ even on M1/r0,k,l.
Whenever we write such expressions, they should be understood as pulled back under ̟. In
addition, we sometimes write W = (R0π∗J )+ on M1/r0,n , where no involution is needed; in
this case, the subscript should be ignored and the equation is to be interpreted simply as
W = R0π∗J .
Remark 2.29. Due to the canonical isomorphism
(2.25) H0(J) = H0(|J |),
the fibers of the Witten bundle can equivalently be viewed as sections of |J | on |C|. Fur-
thermore, if C is a graded r-spin disk and p ∈ C is a non-orbifold point, then the fiber
Jp is identified with the fiber |J |ρ(p) over the image point ρ(p) ∈ |C|. In particular, if
s ∈ H0(J) is an element of the fiber of the Witten bundle over C corresponding under (2.25)
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to ρ∗(s) ∈ H0(|J |), then the evaluation of s at p agrees under the identification Jp = |J |ρ(p)
with the evaluation of ρ∗(s) at ρ(p). Because of these observations, we view the fibers of the
Witten bundle interchangeably as H0(J) or as H0(|J |) in what follows.
The real rank of W is
(2.26)
2
∑
ai +
∑
bj − (r − 2)
r
(which is the number e defined in (2.8) after setting g = 0); indeed, a standard Riemann–
Roch calculation shows that (2.26) is the complex rank of R0π∗J , and taking involution-
invariant parts reduces the real rank by half. Furthermore, in the notation of (2.24), there
is a canonical isomorphism
(2.27) W = For∗B′,I′W
for any subsets B′, I ′ ⊆ Z. This identification involves replacing a graded r-spin disk C
by a partially coarsened (and possibly stabilized) disk C ′. However, in the same vein as
Remark 2.29, if s ∈ H0(J) is an element of the fiber of W over C that corresponds under
(2.27) to an element For∗B′,I′(s) in the fiber of For
∗
B′,I′W over C ′, and if p ∈ C is a non-special
point whose component is not stabilized when passing to C ′, then the evaluation of s at p
coincides under (2.27) with the evaluation of For∗B′,I′(s) at the image of p.
Remark 2.30. The Witten bundle, in the closed and in the open cases, is an orbifold vector
bundle. The action of the isotropy groups of the moduli space is the one induced from lifting
the fiberwise action on J (which, in turn, is induced from the action on the spin bundle) to
the space of global sections of J . In particular, the group acting on a generic fiber in the
open case is trivial, while in the closed connected case it is the group of rth roots of unity
that acts by scaling.
A function H0(J) → Q is said to be scale-invariant if it is invariant under the lifting of
the scaling action. The restriction of a multisection to a fiber of the Witten bundle is, by
definition, scale-invariant; see Appendix B.
2.7. Decomposition properties of the Witten bundle. The open Witten bundle, like
its closed analogue, satisfies a decomposition property along nodes. In order to state the
property, we must define a normalization morphism on the moduli spaces, which can be
described by a “detaching” operation on graphs.
Definition 2.31. Let Γ be a genus-zero graded r-spin graph, and let e be an edge of Γ with
half-edges h and h′. Then the detaching of Γ at e is the disconnected graph
detache(Γ) = (V
′, H ′, σ′0,∼′, H ′CB, m′),
defined to agree with Γ except that h 6∼′ h′. We keep alt and tw the same, and we extend the
marking and the anchor as follows. If e is a boundary edge, set m′(h) = m′(h′) = 0. If e is an
internal edge, then exactly one of the components of detache(Γ) is closed and unanchored;
suppose, without loss of generality, that this is the component containing h. Then we set h
to be the anchor of its component, and we set m′(h) = 0 and m′(h′) to be the union of the
markings of the internal tails h′′ 6= h in the same component as h.
If t ∈ HCB is a contracted boundary tail, then the detaching of Γ at t is the graph
detacht(Γ) defined to agree with Γ except that t ∈ (T ′)I \ (H ′)CB. We keep alt and tw the
same and leave t as the anchor.
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Note that the new internal and boundary markings still satisfy the requirements of Def-
initions 2.17 and 2.19. In particular, since there is a canonical identification of E(Γ) \ {e}
with the edges of detache(Γ) and of E(Γ) with the edges of detacht(Γ), one can also iterate
the detaching process. For any subset N ⊆ E(Γ) ∪ HCB(Γ), we denote by detachN (Γ) the
graph obtained by performing detachf for each element f ∈ N ; the result is independent
of the order in which the detachings are performed. When we write detach(Γ) without any
subscript, we mean detachE(Γ)(Γ).
Let Γ be a stable r-spin dual graph, and let Γ̂ = detachN(Γ) for some set N ⊆ E(Γ) ∪
HCB(Γ) of edges and contracted boundary tails. Unlike the moduli space of curves, the
r-spin moduli space does not always have a gluing map M1/r
Γ̂
→ M1/r0,k,l, because there is
no canonical way to glue the fibers of the spin bundle at the internal nodes. Instead, we
consider the following diagram of morphisms:
(2.28) M1/r
Γ̂
q←−MΓ̂ ×MΓ M
1/r
Γ
µ−→M1/rΓ iΓ−→M1/r0,k,l.
Here, MΓ ⊆ M0,k,l is the moduli space of marked disks with dual graph Γ, and MΓ̂ is
defined analogously. The morphism q is defined by sending the spin structure S to Ŝ as in
(2.17).
The map µ is an isomorphism, though we distinguish between its domain and codomain
because they have different universal objects. While the map q is in general not an isomor-
phism (see Remark 2.32 below), it has degree one. This fact is known in the closed case (see,
for example, [12]); the key point is that each element ofM1/r
Γ̂
has a single geometric preimage
under q, and in both the domain and codomain of q, the order of the automorphism group is
rc, where c is the number of components. By the analysis of automorphisms in Proposition
2.16, the same argument applies in the open case.
Remark 2.32. The reason that q is not, in general, an isomorphism is that it does not induce
an isomorphism on automorphism groups. In particular, automorphisms on a normalized
curve are given by separate fiberwise scalings on each sphere component; on a nodal curve,
however, scalings by ζ and η at opposite branches of a node only glue to give a global
automorphism if one can act by a ghost automorphism of C to make the scalings at the
two branches agree—in other words (by Remark 2.13), if there exists ξ ∈ Z/rZ for which
ζ · ξm = η, where m is the multiplicity of S at the ζ-branch of the node. Thus, q is
an isomorphism only if each internal node satisfies gcd(r,m) = 1, so that such ξ exists.
(Boundary nodes need not satisfy any condition, since fiberwise scaling on a disk component
is not an automorphism of the graded spin structure.)
Notation 2.33. For Γ and N as above, we denote the map q ◦ µ−1 : M1/rΓ → M
1/r
Γ̂
by
DetachN . When N = {e} is a singleton, we denote this map by Detache.
There are two natural universal curves over the fiber product MΓ̂ ×MΓ M
1/r
Γ : we define
CΓ by the fiber diagram
CΓ //
π

C

MΓ̂ ×MΓ M
1/r
Γ
iΓ◦µ
//M1/r0,k,l,
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and CΓ̂ by the fiber diagram
Ĉ

CΓ̂oo
π̂

M1/r
Γ̂
MΓ̂ ×MΓ M
1/r
Γ ,
q
oo
in which Ĉ is the universal curve over M1/r
Γ̂
. There are universal bundles S and Ŝ on these
two universal curves, and a universal normalization morphism
n : CΓ̂ → CΓ
relating them.
We can now state the decomposition properties of the Witten bundle. We state the
properties in the case where N = {e} for a single edge e, but all can be readily generalized
to the setting where more than one edge is detached.
Proposition 2.34. Let Γ be a stable genus-zero twisted r-spin dual graph with a lifting.
Suppose that Γ has a single edge e, so the general point of M1/rΓ is a stable r-spin disk with
two components C1 and C2 meeting at a node p. Let Γ̂ = detache(Γ). Let W and Ŵ denote
the Witten bundles on M1/r0,k,l and M
1/r
Γ̂
, respectively.
Then, topologically, the Witten bundle decomposes as follows along the node p:
(i) If e is a Neveu–Schwarz edge, then µ∗i∗ΓW = q∗Ŵ.
(ii) If e is a Ramond boundary edge, then there is an exact sequence
(2.29) 0→ µ∗i∗ΓW → q∗Ŵ → T+ → 0,
where T+ is a trivial real line bundle.
(iii) If e is a Ramond internal edge connecting two closed vertices, write q∗Ŵ = Ŵ1 ⊞ Ŵ2,
in which Ŵ1 is the Witten bundle on the component containing the anchor of Γ (defined
via Ŝ|C1) and Ŵ2 is the Witten bundle on the other component. Then there is an exact
sequence
(2.30) 0→ Ŵ2 → µ∗i∗ΓW → Ŵ1 → 0.
Furthermore, if Γ̂′ is defined to agree with Γ̂ except that the twist at each Ramond tail
is r − 1, and q′ : MΓ̂ ×MΓ M
1/r
Γ →M
1/r
Γ̂′ is defined analogously to q, then there is an
exact sequence
(2.31) 0→ µ∗i∗ΓW → (q′)∗Ŵ ′ → T → 0,
where Ŵ ′ is the Witten bundle on M1/r
Γ̂′ and T is a line bundle whose rth power is
trivial.
(iv) If e is a Ramond internal edge connecting an open vertex to a closed vertex, write
q∗Ŵ = Ŵ1⊞Ŵ2, in which Ŵ1 is the Witten bundle on the disk component (defined via
Ŝ|C1) and Ŵ2 is the Witten bundle on the sphere component. Then the exact sequences
(2.30) and (2.31) both hold.
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(v) Suppose that Γ has a single vertex, no edges, and a contracted boundary tail t, and
let Γ̂ = detacht(Γ). If W and Ŵ denote the Witten bundles on M1/r0,k,l and M1/rΓ̂ ,
respectively, then the sequence (2.29) also holds in this case.
Remark 2.35. We say that the Witten bundle decomposes “topologically” as above to em-
phasize that, while the coarse underlying Witten bundle behaves as above, the action of the
isotropy groups of the moduli space on the fibers may not respect these identifications. (This
is only relevant for internal nodes, since boundary and contracted boundary nodes do not
contribute isotropy to the moduli space.) For example, in the case of a Neveu–Schwarz in-
ternal node, an element of the fiber of q∗Ŵ is acted on by independently scaling the sections
of J on the two components, while Remark 2.32 shows that this is not in general possible
for elements of the fiber of µ∗i∗ΓW.
Proof of Proposition 2.34. First, let us fix some notation. Letting J = S∨ ⊗ ωπ and decom-
posing CΓ̂ into components C1 and C2, we define:
πi = π̂|Ci ,
Si = n∗S|Ci ,
Ŝi = Ŝ|Ci ,
Ĵi = Ŝ∨i ⊗ ωπi
for i = 1, 2. We view µ∗i∗ΓW = (R0π∗J )+ and q∗Ŵ = (R0π1∗Ĵ1 ⊕ R0π2∗Ĵ2)+. This is
a slight abuse of notation, as in reality, both sides should be pulled back under the map
̟ : M1/r0,k,l → M1/r,Z20,k+2l discussed in the previous subsection; however, by carrying out all of
the computations below in M1/r,Z20,k+2l and then pulling back under ̟, the proofs all apply to
the Witten bundle on M1/r0,k,l.
Suppose that e is Neveu–Schwarz. Then the normalization exact sequence yields
0→ S → n∗n∗S → S|∆p → 0,
where ∆p ⊆ CΓ is the orbifold divisor corresponding to the node p. Since the twist of
every tail of Γ is non-negative, except at most one tail that may have twist −1, we have
R0π1∗S1 = R0π2∗S2 = 0, and we obtain
(2.32) 0→ σ∗pS → R1π∗S → R1π1∗S1 ⊕ R1π2∗S2 → 0.
The assumption that e is Neveu–Schwarz implies both that Ŝi = Si for i = 1, 2 and that
σ∗pS = 0, since sections of an orbifold line bundle necessarily vanish at Neveu–Schwarz
points. Thus, dualizing and taking involution-invariant parts of (2.32) shows that the fibers
of µ∗i∗ΓW and q∗Ŵ are canonically identified.
Suppose, now, that e is a Ramond boundary edge. Then
Ŝi = Si ⊗O(−r∆i,p),
where ∆i,p ⊆ Ci is the orbifold divisor corresponding to the half-node in Ci. The normaliza-
tion exact sequence for J yields
(2.33) 0→ R0π∗J → R0π̂∗(n∗J )→ σ∗pJ → 0.
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Now, passing to coarse underlying bundles (which does not affect cohomology), the middle
term can be re-written:∣∣n∗J |Ci∣∣ = |n|∗(|S|∨ ⊗ ω|π|)∣∣∣∣
|Ci|
= |Si|∨ ⊗O(∆i,p)⊗ ω|π| = |Ĵi|.
Thus, the sequence (2.33) can be re-expressed as
(2.34) 0→ R0π∗J → R0π1∗Ĵ1 ⊕ R0π2∗Ĵ2 → σ∗pJ → 0.
Because e is Ramond, the bundle T := (σ∗pJ ) has trivial rth power, using that the restriction
of both ωπ and ωπ,log to the locus of nodes is trivial. Taking involution-invariant parts in
(2.34) yields (2.29), where the real line T+ is trivialized using the grading.
Next, suppose that e is a Ramond internal edge connecting two closed vertices. Denote
the two vertices of Γ by v1 and v2, and let v1 be the vertex supporting the anchor. Then
R0π2∗S2 = 0, and if v1 contains at least one tail of positive twist, then R0π1∗S1 = 0, as well.
In this case, we still have the sequence (2.32). We also have
(2.35) 0→ σ∗pS → R1π1∗Ŝ1 → R1π1∗S1 → 0
The sequences (2.32) and (2.35) fit together into a commutative diagram
0 // σ∗pS

// R1π∗Ŝ1 //

R1π∗S1

// 0
0 // σ∗pS // R1π∗S // R1π∗S1 ⊕R1π∗S2 // 0,
in which the middle vertical arrow can be constructed by dualizing the sequence (2.34). An
application of the Snake Lemma shows that the cokernel of the middle vertical arrow is
R1π2∗S2 = R1π2∗Ŝ2, so
0→ R1π1∗Ŝ1 → R1π∗S → R1π2∗Ŝ2 → 0.
Dualizing and taking involution-invariant parts proves (2.30).
Still assuming that e is a Ramond internal edge connecting two closed vertices, suppose
that every tail of v1 except the anchor has twist zero. In this case the anchor must have
twist −1. Then R0π1∗S1 is one-dimensional, and in the normalization exact sequence
0→ R0π1∗S1 ⊕ R1π2∗S2 → σ∗pS → R1π∗S → R1π1∗S1 ⊕R1π2∗,
the first map is an isomorphism. Hence, R1π∗S ∼= R1π1∗S1 ⊕ R1π2∗S2. A similar argument
shows that the first map in
0→ R0π1∗S1 → σ∗pS1 → R0π1∗Ŝ1 → R0π1∗S1 → 0
is an isomorphism, so we also have R1π1∗Ŝ1 ∼= R1π1∗S1. Since Ŝ2 = S2 by construction, we
conclude that R1π∗S ∼= R1π1∗Ŝ1 ⊕ R1π2∗Ŝ2, which implies that (2.30) holds (and, in fact,
splits) in this case. The proof of (2.31) is identical to the proof of (2.29) above.
If e is a Ramond internal edge connecting an open vertex to a closed vertex, then the
proof that (2.30) holds is identical to the proof for an edge joining two closed vertices (with
R0π1∗S1 = R0π2∗S2 = 0), and the proof that (2.31) holds is exactly as in (2.29). Finally,
in the situation where Γ has a single vertex, no edges, and a contracted boundary tail, the
exact sequence (2.29) still holds, by the same proof. 
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In certain cases, one can make Proposition 2.34 stronger or more explicit:
Remark 2.36. (1) In closed r-spin theory (with or without a −1 twist), one defines the
Witten class cW as the top Chern class of the Witten bundle, and Proposition 2.34
implies that the Witten class decomposes:
µ∗i∗ΓcW = q
∗(cW1 ⊠ cW2).
(2) If the edge e in Proposition 2.34 is a boundary edge, then the map q is an isomorphism,
by Remark 2.32, and in this case, the proposition says that the Witten bundle pulls
back under the gluing morphism M1/r
Γ̂
→M1/r0,k,l.
In the case of an internal Neveu-Schwarz edge, although q is not an isomorphism, a
multisection of q∗Ŵ canonically and uniquely induces a multisection of µ∗i∗ΓW, since
the orbits of the action of the automorphisms on the fibers of the latter are contained
in the corresponding orbits of the former. This can be seen from Remarks 2.13 and
2.30: on Ŵ , the group acts by independent scalings of its two summands by roots of
unity, while on W, the action scales the two components by roots of unity that differ
by some ξd, where ξ is an rth root of unity, d is a multiple of gcd(m, r), and m is the
multiplicity at one of the half-nodes.
Thus, for boundary edges and internal Neveu–Schwarz edges, we shall consider
multisections of q∗Ŵ as multisections of µ∗i∗ΓW without comment.
(3) In the case of a contracted boundary tail t, the kernel of the map to T+ in (2.29) is
precisely the real subbundle of q∗Ŵ whose fibers are global sections of q∗Ĵ whose
evaluation at t is invariant under the involution on σ∗t q
∗Ĵ induced by φ˜.
One further observation will be needed later:
Observation 2.37. Suppose I ′ ⊆ [l] is such that ∑i∈I′ ai ≤ r − 1. Let Γ be a graph with
exactly two vertices, a closed vertex vc containing exactly the internal tails labeled by I ′ and
an open vertex vo, connected by a single edge. ThenM1/r
Γ̂
=Mvc×Mvo . One can compute
that the twist at the node is r − 2 −∑i∈I′ ai and the Witten bundle Wvc on Mvc has rank
zero, so Proposition 2.34 implies that
µ∗i∗ΓWΓ = q∗π∗2Wvo ,
where π2 is the projection to the second factor.
2.8. The cotangent line bundles. For each i ∈ I, a cotangent line bundle Li is de-
fined on the moduli space of stable marked disks as the line bundle whose fiber over
(C, φ,Σ, {zi}, {xj}, mI , mB) is the cotangent line T ∗ziΣ. Alternatively, Li is the pullback
via the doubling map of the usual line bundle Li on M0,k+2l. We define cotangent line
bundles Li on M1/r0,k,l by pullback under the morphism forgetting the spin structure, and for
any graph Γ, we let LΓi be the pullback of Li to M1/rΓ .
The following important observations are discussed further in [32, Section 3.5]:
Observation 2.38. (i) If e is an edge of Γ, Γ1 and Γ2 are the two connected components of
detache(Γ), and i is a marking of an internal tail of Γ1, then
LΓi = Proj
∗
1L
Γ1
i ,
where Proj1 :M1/rΓ →M1/rΓ1 is the projection.
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(ii) If B′ ⊆ Z \ {i}, I ′ ⊆ Z, and Γ′ = forB′,I′(Γ), then there exists a canonical morphism
tΓ,B′,I′ : For
∗
B′,I′L
Γ′
i → LΓi ,
which is an isomorphism away from strata where the component containing zi is con-
tracted by the forgetful map, and which vanishes identically on the remaining strata.
(iii) LΓi is canonically oriented as a complex line bundle.
2.9. Relative orientation of the Witten bundle. The open Witten bundle does not
carry a canonical complex orientation. Nevertheless, it is canonically relatively oriented,
relative to the moduli space of stable graded r-spin disks.
Before stating this precisely as a theorem, we require some notation.
Notation 2.39. Denote by Γ0,k,{a1...,al} the connected graded smooth graph with a single
vertex v, boundary tails marked by [k], and internal tails marked [l], such that the ith
internal tail has twist ai.
Let Γ ∈ ∂Γ0,k,{a1...,al}, which is an r-spin dual graph with a lifting consisting of two vertices
v1 and v2 connected by a single edge e. We have
(2.36) i∗Γ det(TM1/r0,B,{ai}i∈I ) ∼= det(N)⊗ det(TM
1/r
detache(Γ)),
where N is the normal bundle of M1/rΓ ; this can be identified with the tensor product of
the tangent line bundles at the half-nodes on the moduli spaces M1/rv1 and M
1/r
v2
associated
to the vertices.5 These two tangent lines are canonically oriented complex lines when e is
internal, and are canonically oriented real lines when e is boundary. In both cases, N carries a
canonical orientation, where in the second case we orient N by the outward-pointing normal.
Furthermore, for any decompositions I = I1 ⊔ I2 and B = B1 ⊔ B2 such that
|B1| − 1 =
∑
i∈I1
ai mod r, |B2| =
∑
i∈I2
ai mod r(2.37)
and hence
2
∑
i∈I2
ai + |B2|(r − 2)
r
≡ |B2| mod 2,
let Γ = ΓI1,I2;B1,B2 be the graph with two open vertices v1 and v2 joined by a boundary edge
e, in which vi contains the internal tails marked by Ii and the boundary tails marked by Bi.
If hi is the half-edge of e incident to vi, then a straightforward computation shows that
tw(h1) = alt(h1) = 0.
We let BΓ denote the graph with vertices v′1 and v2 obtained by detaching e and forgetting
h1; this is a very special case of the notion of the “base” of a graph Γ, defined in general in
Subsection 3.1.2 below. Let M1/rv′1 , M
1/r
v1 , and M
1/r
v2 be the moduli spaces of stable graded
r-spin disks corresponding to the vertices v′1, v1, and v2, thought of as r-spin graphs.
5To be more precise, the isomorphism (2.36) holds only on the coarse level, as the actions of the isotropy
groups of the moduli space on the fibers are not the same; see Remarks 2.32 and 2.35. However, these actions
are clearly orientation-preserving, so this issue does not affect our orientation analysis, and will therefore be
ignored below.
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By the discussion in Section 2.5, the maps q and µ are isomorphisms in the case of a single
boundary edge, which implies that
M1/rΓ ∼=M1/rv1 ×M
1/r
v2
.
Composing with the forgetful map forgetting the twist-zero tail h1 on v1, we obtain a map
FΓ :M1/rΓ →M
1/r
BΓ
∼=M1/rv′1 ×M
1/r
v2
,
and by Proposition 2.34 and the fact that the Witten class pulls back under the forgetful
map, we have
(2.38) i∗ΓW = F ∗ΓWBΓ =Wv′1 ⊞Wv2 .
In this situation, we have
(2.39) i∗Γ det(TM1/r0,B,{ai}i∈I ) ∼= det(N)⊗ det(fΓ)⊗ F ∗Γ det(TM
1/r
BΓ ),
where N is again the normal bundle ofM1/rΓ , and fΓ is the fiber of FΓ (which can be identified
with the fiber of the map onMv1 that forgets the marked point xh1 associated to h1). Note
that fΓ also carries a canonical orientation, as a subset of the boundary of a disk.
The main theorem of this subsection, now, is the following:
Theorem 2.40. The morphism W → M1/r0,B,{ai}i∈I is canonically relatively oriented. More
precisely, for any sets B and I of boundary and internal markings, and any set {ai}i∈I
of the internal twists, there exists an orientation o0,B,{ai}i∈I of TM
1/r
0,B,{ai}i∈I ⊕ W. These
orientations satisfy the following properties:
(i) If fB : B → B′ and f I : I → I ′ are bijections such that f I preserves twists, and if
F :M1/r0,B,{ai}i∈I →M
1/r
0,B′,{ai}i∈I′
is the induced map, then o0,B,{ai}i∈I = F
∗o0,B′,{ai}i∈I′ .
(ii) If I = I1 ⊔ I2 and B = B1 ⊔ B2 satisfy (2.37) and Γ = ΓI1,I2;B1,B2, then under the
isomorphisms (2.38) and (2.39), we have
i∗Γo0,B,{ai}i∈I = oN ⊗ oh1 ⊗ F ∗Γ(o0,B1,I1 ⊠ o{h2}∪B2,I2),
in which oN is the canonical orientation on N and oh1 is the canonical orientation on
fΓ described above.
(iii) If Γ is a graph with one open vertex vo and one closed vertex vc, then under the iden-
tification
i∗Γ det(TM1/r0,B,{ai}i∈I ) = det(N)⊗
(
det(TMvo)⊠ det(TMvc)
)
,
we have
(2.40) i∗Γo0,B,{ai}i∈I = oN ⊗ (ovo ⊠ ovc) ,
where oN is canonically defined as above and ovo , ovc are the orientations on the total
space associated to the two vertices, ovc is the standard complex one.
Proof. The proof of this theorem is the content of Section 8 below. 
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Remark 2.41. Note that in the last item we have used that if 0 → A f−→ B → C → 0 is an
exact sequence of vector bundles, then there is a canonical isomorphism
det(A)⊗ det(C) ∼= det(B).
In case e is Neveu–Schwarz, the Witten bundle decomposes as a direct sum by Proposition
2.34, but when e is Ramond, we use (2.30) in order to write (2.40). In both cases, the
decomposition may not respect the isotropy group actions, but these actions are orientation-
preserving as they are induced from scaling the complex (closed) Witten bundle summand
by roots of unity.
Theorem 2.40 defines a canonical relative orientation oΓ on W → M1/rΓ whenever Γ is a
connected smooth graded graph. We extend the definition of relative orientation to the case
where Γ is a smooth graded graph, but not necessarily connected, by putting
oΓ = ⊠Λ∈Conn(Γ)oΛ,
in which we use that the Witten bundle W on M1/rΓ is canonically isomorphic to the di-
rect sum of the Witten bundles on the moduli spaces M1/rΛ associated to the connected
components Λ of Γ.
3. The definition of open correlators
Having constructed the moduli space of interest and the bundles W and Li, our next goal
is to define intersection numbers by integrating the top Chern class of a direct sum of these
bundles – in other words, by counting the (weighted) number of zeroes of a section. However,
since the moduli space has boundary, such a count is only well-defined after prescribing the
boundary behavior of the section. Our aim, then, is to define canonical boundary conditions
for W and Li.
In particular, we will define what it means for a smooth section s of W or Li to be
canonical at any boundary stratum M1/rΓ associated to a graph Γ ∈ ∂Γ0,k,{a1...,al} with a
single boundary edge e or a single contracted boundary tail. In the case where Γ has an edge
e and the illegal half-edge of e has twist zero, the relevant idea has already appeared in [32]:
we define s to be canonical if it is pulled back along the forgetful map FΓ : M1/rΓ →M1/rBΓ ,
where BΓ is obtained by detaching e and forgetting the illegal side. This forgetting procedure
is no longer defined, however, if the illegal side of e has positive twist. Instead, in this case,
we define a section s of W to be canonical at M1/rΓ if the evaluation of s at the illegal half-
node is “positive”, meaning that it is a nonzero element of the fiber of J in the direction of
the grading. A similar definition applies in the case where Γ has a contracted boundary tail.
The existence of a section that is canonical atM1/rΓ uses the fact that, when all boundary
twists are r−2, the evaluation map is surjective unless the Witten bundle has rank zero (and
in the latter case, the first type of boundary conditions are sufficient). However, since these
boundary conditions are defined stratum-wise on the moduli space, we must also check that
they can be defined consistently – that is, we must ensure the existence of global canonical
sections. Indeed, this is already an issue for boundary conditions of the first type: a section
s may be canonical for a particular M1/rΓ , and yet it may be impossible to extend s to a
global smooth section without vanishing at some boundary points of the moduli space. Even
when r = 2, this situation arises, and it was resolved in [32] by working with multi-valued
sections rather than sections. See [32, Figure 2] for an example.
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For boundary conditions of the second type, the situation is even more complicated. In
fact, as illustrated in Example 3.19, it may happen that for a boundary point p in the
moduli space and a neighborhood U of p, one cannot find a section of W of U satisfying
the positivity constraints at all boundary strata intersecting U . We solve this problem by
slightly modifying the moduli space, replacing it by the subspace
PM
1
r
0,k,{a1...,al}
⊆M
1
r
0,k,{a1...,al}
obtained by excluding strata M1/rΓ with at least one illegal half-edge of positive twist. We
then define the positivity constraint for a section s in a neighborhood U of such strata
by requiring that, for Σ ∈ U ∩ PM
1
r
0,k,{a1...,al}
, the evaluation of sΣ at certain intervals
Ih,Σ ⊆ ∂Σ is positive, where, for each h ∈ HB(Γ), Ih,Σ converges in the universal curve to
a neighborhood of the boundary node corresponding to h. We prove in Proposition 3.16,
which is the key geometric idea of this work and the place where the twist r−2 at boundary
marked points is required, that this requirement is consistent for higher codimension corners
of the moduli space.
Although PM
1
r
0,k,{a1...,al}
is noncompact, and the boundary conditions depend on choices,
the resulting intersection numbers are independent of choices. This is the content of the
main theorem of this section, Theorem 3.13.
3.1. Canonical multisections.
3.1.1. Positivity constraints. In what follows, we refer to a boundary half-edge h with alt(h) =
0 and tw(h) > 0 (or the corresponding half-node) as positive. We write H+(Λ) for the set
of half-edges h of a graph Λ such that either h or σ1(h) is positive. Recalling the notation
from (2.21), we denote by ∂+Γ ⊆ ∂!Γ the graphs with at least one positive half-edge, and we
write ∂0Γ = ∂BΓ \ ∂+Γ.
Definition 3.1. Let PM1/rΓ be the orbifold with corners defined by
PM1/rΓ =M1/rΓ \
( ∐
Λ∈∂+Γ
M1/rΛ
)
,
and let ∂+M1/rΓ be the orbifold with corners defined by
∂+M1/rΓ =
∐
Λ∈∂+Γ
M1/rΛ .
Note that ∂PM1/rΓ , which we will denote by ∂0MΓ in keeping with the notation ∂0Γ of the
previous paragraph, contains only strata corresponding to graphs without positive half-edges.
A vector v in the fiber of the Witten bundle over a graded r-spin disk Σ is, by definition,
a φ˜-invariant section of the bundle J . With this in mind, we will speak of the evaluation
evq(v) of v at a special point q of Σ, meaning the element v(q) ∈ Jq.
Definition 3.2. Given a graded r-spin disk, let n : Σ̂ → Σ be the normalization map. A
connected component of Σ̂ is said to be strongly positive if it contains either (a) a partially
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stable component, (b) a contracted boundary point, or (c) a component that becomes par-
tially stable after forgetting all illegal nodes of twist zero. A dual graph that represents a
surface with strongly positive components is said to be strongly positive .
A vector v ∈ WΣ evaluates positively at a component D of Σ if the evaluation of n∗v
at each boundary point of D is positive, with respect to the grading of the boundary or
the contracted boundary of D. A vector that evaluates positively at any strongly positive
component of C is said to be positive on strongly positive components.
We now define the relevant intervals in ∂Σ, which one should view as a smoothly varying
family of intervals that approximates a family of neighborhoods of the nodes in a nodal
surface.
Definition 3.3. Let Γ be a graded graph and consider u ∈ MΛ ⊆ ∂+M1/rΓ . A Λ-set with
respect to Γ is an open set U ⊆ M1/rΓ whose closure intersects precisely those M1/rΞ with
Λ ∈ ∂!Ξ. A Λ-neighborhood with respect to Γ of u ∈M1/rΓ is a neighborhood U ⊆M
1/r
Γ of U
that is a Λ-set with respect to Γ. Since there is a unique smooth graph Γ with Λ ∈ ∂!Γ, we
refer to a Λ-neighborhood with respect to a smooth Γ simply as a Λ-neighborhood.
Let Σ be a graded marked disk. An interval is a connected open set I ⊆ ∂Σ such that,
if we write ∂Σ = S/ ∼ for a space S homeomorphic to S1, the preimage of I under the
quotient map q : S → ∂Σ is the union of an open set with a finite number of isolated points.
Suppose Σ ∈ M1/rΛ , and let nh be a boundary half-node corresponding to a half-edge
h ∈ HB(Λ). We say that nh belongs to the interval I if the corresponding node nh/σ1 lies in
I. In this case, again denoting by n : Σ̂→ Σ the normalization map, we write n−1(I) = I1∪I2,
where I is a half-open interval with endpoint nh and I2 is a half-open interval with endpoint
nσ1(h), under the canonical orientation of ∂Σ̂.
Suppose U is contained in some Λ-set. Then a Λ-family of intervals for U is a family
{Ih(u)}h∈H+(Λ),u∈U such that:
(1) Each Ih(u) is an interval in ∂Σu, where Σu = π
−1(u) is the fiber of the universal
curve π : C → U , and the endpoints of each Ih(u) vary smoothly with respect to the
smooth structure of the universal curve restricted to U .
(2) For h /∈ {h′, σ1(h′)}, we have Ih(u′) ∩ I ′h′(u′) = ∅. If h = σ1(h′), we have Ih(u′) ∩
I ′h′(u
′) 6= ∅ precisely if u′ ∈ M1/rΞ and h ∈ H+(Ξ) under the locally-defined injection
ι : H(Ξ)→ H(Λ). In this case, Ih(u′) ∩ Iσ1(h)(u′) consists exactly of the node nh/σ1 .
(3) There are no marked points in Ih(u
′), and the only half-node that belongs (in the
above sense) to Ih(u
′) is nh, which is defined precisely when u
′ ∈ M1/rΞ and h ∈
H+(Ξ).
When the point u corresponds to a stable graded disk Σ we sometimes write Ih(Σ) for
Ih(u). See Figure 2 for the local picture of intervals in smooth and nodal disks.
Definition 3.4. Let Σ be a graded r-spin disk, and let A ⊆ ∂Σ be a subset without legal
special points. Then an element w ∈ WΣ evaluates positively at A if evx(w) is positive (that
is, agrees with direction of the grading) for every x ∈ A.
Let Γ be a graded graph, let U be a Λ-set with respect to Γ, and let Ih be a Λ-family
of intervals for U . Given a multisection s of W defined in a subset of PM1/rΓ that includes
U ∩ PM1/rΓ , we say s is (U, I)-positive (with respect to Γ) if for any u′ ∈ U ∩ PM1/rΓ , any
local branch si(u
′) evaluates positively at each Ih(u
′).
42 ALEXANDR BURYAK, EMILY CLADER, AND RAN J. TESSLER
nh′
nh
IhIh′ Ih′ Ih
Figure 2. The intervals Ih and Ih′, corresponding to half-nodes nh and nh′,
are drawn as thicker lines over the thinner lines that denote the boundary.
The picture on the right represents a nearby point in the moduli space to the
picture on the left, but where the node has been smoothed.
A multisection s defined in W ∩ PM1/rΓ , where W is a neighborhood of u ∈ M1/rΛ , is
positive near u (with respect to Γ) if there exists a Λ-neighborhood U ⊆ W of u and a
Λ-family of intervals I∗(−) for U such that s is (U, I)−positive.
If W is a neighborhood of ∂+M1/rΓ , then a multisection s defined in a set containing
(3.1) U+ =
(
W ∩ PM1/rΓ
)
∪
⋃
Λ strongly positive
PM1/rΛ ,
is positive (with respect to Γ) if it is positive near each point of ∂+M1/rΓ and at strongly
positive components. As above, we omit the phrase “with respect to Γ” whenever Γ is
smooth.
3.1.2. The base. Let Γ be a graded graph. Then the base of Γ is defined by
BΓ = forillegal(detachE0(Γ)(Γ)),
where E0 are the boundary edges with one illegal side of twist zero. We call the moduli
space M1/rBΓ the base moduli of M
1/r
Γ , and we write
FΓ := (Forillegal ◦DetachE0(Γ)) :M1/rΓ →M1/rBΓ .
In other words, FΓnormalizes at all boundary nodes and forgets the illegal sides of nodes
with twist zero.
Notation 3.5. We can extend FΓ continuously to a map M1/rΓ → M1/rBΓ , and we use the
same notation for the extended map, as well. Let
fΓ : ∂
!Γ→ ∂!BΓ
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be defined by fΓ(Γ
′) = Γ′′ whenever FΓ maps M1/rΓ′ to M1/rΓ′′ . Explicitly,
Γ′′ = forillegal(detachιΓ,Γ′(E0(Γ))(Γ
′)
(c.f. Remark 2.22). Observe that any half-edge h of Γ′ whose vertex is not removed by the
forillegal operation (though maybe contracted) naturally corresponds to an edge of Γ
′′; abusing
notation, we denote this edge by fΓ(h). Note that, because of contracted components, there
may be h 6= h′ ∈ H(Γ′) with fΓ(h) = fΓ(h′).
Remark 3.6. We denote by BΣ the graded ordered surface that corresponds to the moduli
point FΓ(Σ)(Σ). Let Σ̂′ be the subsurface of the normalization of Σ obtained by removing
components that are neither stable nor partially stable, which admits a natural map
φΓ : Σ̂
′ → BΣ.
The following observations are straightforward but useful for later. First, analogously
to [32, Observations 3.14 and 3.28], we have the following, which serves as a compatibility
relation for boundary conditions:
Observation 3.7. Let Γ′ ∈ ∂Γ be graded graphs. Then FΓ takes M1/rΓ′ to M1/rfΓ(Γ′), and
BfΓ(Γ′) = BΓ′. Moreover, we have
FfΓ(Γ′) ◦ FΓ|M1/r
Γ′
= FΓ′ .
Next, analogously to [32, Observation 3.15], we have the following observation, which plays
a key role in proving the independence of the intersection numbers of choices:
Observation 3.8. Let Γ be a smooth graded graph and Λ ∈ ∂0Γ, is such that BΛ has no
partially stable components. Then
dimRM1/rBΛ ≤ dimRMΓ − 2.
In addition, the behavior of the Witten bundle under forgetful maps shows:
Observation 3.9. There is a canonical isomorphism between the Witten bundle W →M1/rΓ
and the pullback bundle F ∗Γ
(
W →M1/rBΓ
)
; see equation 2.27 and the subsequent discussion.
3.1.3. Canonical boundary conditions. Equipped with the notions of positivity of sections,
we can define the canonical boundary conditions we seek. In what follows, for an orbifold
vector bundle E over an orbifold with corners M , we denote by C∞m (E) the space of smooth
multisection; see Appendix B for our conventions and notations regarding multisections..
Definition 3.10. Let Γ be a smooth graded graph with only open vertices (including the
case Γ = Γ0,k,{a1...,al}), let U+ be as in (3.1), and let U be a set containing ∂
0PM1/rΓ ∪ U+.
Then a smooth multisection s of W → U is canonical if:
(1) s is positive.
(2) s is pulled back from the base, in the sense that for any Λ ∈ ∂0Γ, we have
(3.2) s|
M
1/r
Λ
= F ∗Λs
BΛ
for some sBΛ ∈ C∞m (M1/rBΛ ,W).
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In case U = PM1/rΓ we say that s is a global canonical multisection. A section that is
positive and satisfies the second item of the definition for Λ in some set A ⊆ ∂0Γ is said to
be canonical with respect to
⋃
Λ∈AM1/rΛ .
Definition 3.11. A smooth multisection s of Li → ∂PM1/rΓ , where Γ is smooth and graded,
is called canonical if for every Λ ∈ ∂0Γ with BΛ stable, we have
(3.3) s|
M
1/r
Λ
= F ∗Λs
BΛ,
for some sBΛ ∈ C∞m (PM
1/r
BΛ ,W), where we use the identification of Observation 2.38. A
global multisection is canonical if its restriction to ∂PM1/rΓ is canonical. Again, we say that
s is canonical with respect to
⋃
Λ∈AM1/rΛ , where A ⊆ ∂0Γ, if (3.3) holds for any Λ ∈ A with
a stable base.
Throughout what follows, we consider the (uniquely determined) multisections {sBΛ}Λ∈∂0Γ
in the definitions above as part of the information of a canonical multisection, both in the
Li case and the W case. For a bundle obtained as a direct sum of the Witten bundles and
copies of the tautological line bundles, we define a canonical multisection to be a direct sum
of canonical multisections of the corresponding bundles.
Observation 3.12. Sums of canonical multisections of W → PM1/rΓ or Li, or multiples of
canonical multisections by a positive scalar, are canonical.
Proof. The proof for multisections of Li is straightforward, and, in fact, we may allow the
scalars to be negative or complex. The proof for multisections of W is also straightforward,
except for verifying that the sum of positive multisections if positive. For this, suppose that
s1 and s2 are positive. For any u ∈M1/rΛ ⊆ ∂+M
1
r
0,k,{a1...,al}
, there are open Λ-neighborhoods
Ui and families of intervals Ii,h for Ui on which si is positive. For each h, the intersection
I1,h(u) ∩ I2,h(u) contains an interval around the node nh. Thus, in some open subset V ⊆
U1 ∩ U2, which is itself a Λ-neighborhood, the collection {Iˆh = I1,h(−) ∩ I2,h(−)} forms a
Λ-family of intervals for V . The sum s1 + s2 is then (V, Iˆ)-positive. 
3.2. Definition of intersection numbers. We refer the reader to Appendix B for our
definition of relative Euler class and of the weighted cardinality of the zero locus of a multi-
section. Our first main theorem is the following:
Theorem 3.13. Let E →M
1
r
0,k,{a1...,al}
be the bundle
E :=
⊕
i∈[l]
L⊕dii ⊕W,
and assume that rank(E) = dimM
1
r
0,k,{a1...,al}
. Then there exists a U+ = U ∩ PM
1
r
0,k,{a1...,al}
,
where U is a neighborhood of ∂+M
1
r
0,k,{a1...,al}
such that PM
1
r
0,k,{a1...,al}
\U is a compact orbifold
with corners, and a nowhere-vanishing canonical multisection s ∈ C∞m (U+∪∂0M
1
r
0,k,{a1...,al}
, E).
Thus, one can define, using the relative orientation of Theorem 2.40, the Euler number∫
PM
1
r
0,k,{a1...,al}
e(E; s) ∈ Q.
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Moreover, the resulting number does not depend on the choice of U or the canonical multi-
section s.
An equivalent formulation is that transverse global canonical multisections exist, and that
the weighted number of zeroes of such a multisection is independent of the choice of the
transverse global canonical multisection.
Definition 3.14. With the above notation, when the condition rank(E) = dimM1/rΓ holds,
we define the open r-spin intersection numbers (or correlators) by〈∏
i∈[l]
τaidi σ
k
〉1/r,o
=
∫
PM
1
r
0,k,{a1...,al}
e(E; s) ∈ Q,
for any canonical multisection s that does not vanish at ∂0M
1
r
0,k,{a1...,al}
∪U+, where U+ is as
above. When the above rank condition does not hold, the integral is defined to be zero. If
di = 0 for some i, we will often omit the subscript 0 in the symbols τ
a
0 .
In the case k = 0 without boundary marked points, one can say more.
Proposition 3.15. Suppose k = 0. Then there exists a global canonical nowhere-vanishing
multisection s of W → PM1/r0,0,aii∈[l]. In particular, all open r-spin intersection numbers on
the moduli space of disks without boundary marked points vanish.
The proof of the theorem and the proposition are relegated to Section 7 below. However,
the key geometric proposition required for the construction, Proposition 3.16, is proven in
the next subsection, in which we also explain the necessity of working with PM
1
r
0,k,{a1...,al}
rather thanM
1
r
0,k,{a1...,al}
and of constraining all boundary marked points to have twist r−2.
3.2.1. Positivity and the key proposition.
Proposition 3.16. The following positivity claims hold:
(1) Suppose Σ is a graded r-spin disk that is either stable or partially stable. Then
there exists an element w ∈ WΣ that evaluates positively at each strongly positive
component of Σ.
(2) Let U be a contractible Λ-neighborhood of Σ ∈ ∂+MΓ, where Γ is connected, smooth,
and graded and Λ has no internal edges or illegal boundary half-edges of twist zero.
Let (Ih)h∈H+(Λ) be a Λ-family of intervals for U. Then there exists a (U, I)-positive
section s.
Our basic tool for constructing positive sections is the following lemma:
Lemma 3.17. Suppose Σ is a smooth pre-stable r-spin disk or sphere with a lifting. Let
h = deg(|J |), and let a and b be non-negative integers with a + 2b ≤ h + 1. Then for any
distinct points p1, . . . , pa+b ∈ Σ, where the first a are boundary points and the rest are internal
points, the total evaluation map⊕
i
evpi :W|Σ →
a⊕
i=1
|J |φ˜pi ⊕
a+b⊕
i=a+1
|J |pi
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is surjective (here we identify the fiber of W with H0(|J |), see Remark 2.29). In particular,
for any a distinct boundary points and b distinct internal points, with a+2b = h, there exists
a nonzero section of the Witten bundle that vanishes at all of them. The section is unique
up to multiplication by a real non zero scalar.
If Σ has a Ramond marked point and no point with −1 twist, and in particular if it has
a contracted boundary component, then the evaluation map at this Ramond marked point is
surjective.
Proof. Let n := a + 2b, and let {q1, . . . , qn} ⊆ C consist of the points pi together with the
conjugates of pa+1, . . . , pa+b. Then the short exact sequence
0→ |J |
(
−
n∑
i=1
[qi]
)
→ |J | →
⊕
i
|J |qi → 0
induces the long exact sequence
(3.4) . . .→ H0(|J |)→
n⊕
i=1
|J |qi → H1(|J |(−
∑
[qi]))→ . . . ,
and ⊕ievqi is obtained from the first map in (3.4) by taking φ˜-invariant parts. We have
h1
(
|J |
(
−
∑
qi
))
= h0
(
|J |∨
(∑
qi
)
⊗ ω|C|
)
= 0,
since the latter has negative degree. This proves the first part of the claim, where the
uniqueness of the nonzero section follows from the fact that, if v1 and v2 both vanish at
p1, . . . , pa+b, then some linear combination λv1+µv2 with λ, µ ∈ R∗ would have deg(|J |)+ 1
zeroes, which is impossible for a nonzero section. The proof of the second claim is similar. 
Using this, we are prepared to prove the key proposition:
Proof of Proposition 3.16. For the first item, note that each connected component of Σ may
have at most one strongly positive component. Since the Witten bundle decomposes as
a direct sum over different connected components, it is enough to prove the claim for a
connected Σ that is strongly positive. We use Lemma 3.17. If Σ is closed and has a contracted
boundary node, we choose w to be an arbitrary vector that evaluates positively at that node.
If Σ is open and it has a single internal Ramond marked point and no boundary marked
points, then WΣ is a real line and we choose w to be any nonzero element that evaluates
positively at one boundary point (hence at any boundary point, since deg(|J |Σ) = 0 in this
case). Note that w is Aut(Σ)-invariant.
For the second item, assume first that Aut(Λ) is trivial.
Fix a point in U corresponding to a smooth, open Σ. Note that if w ∈ WΣ is a nonzero
vector that is positive at some boundary point p and negative at another boundary point q,
then the total number of zeroes of w (counted with multiplicity) in the boundary arc from
p to q, plus the total number of boundary marked points along this interval, must be odd.
Parity considerations show that we could have equivalently stated the same criterion but
with the arc from q to p.
Our strategy will thus be to show that one can choose a set Z = ZΣ of z boundary points
in A = ∂Σ \ (⊔h ∈H+(Λ)Ih(Σ)), where
z ≤ rkW − 1, z ≡ rkW − 1 mod 2,
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so that in any connected component K of A (which is an interval), the total number of
boundary markings in K plus |Z ∩K| is even. We shall then choose an arbitrary set Zc of
rkW−1−z
2
internal points. By Lemma 3.17, one can find a nonzero vector w ∈ WΣ with simple
zeroes at Z ∪ Zc, and, possibly by replacing w with −w, this vector satisfies the positivity
constraints we want.
Since U is contractible, we can then construct a diffeomorphism φ : C(U ′) → U ′ × Σ
between the universal curve restricted to U ′ = U ∩ PM1/rΓ and U ′ × Σ, which takes the
fiber over the moduli point [Σ′] to ([Σ′],Σ) and satisfies φ(I(Σ′)h) = ([Σ
′], I(Σ)h). We then
define the section at [Σ′] as the unique section, up to rescaling by a nonzero real scalar,
whose zeroes are φ−1([Σ′], Z ∪ Zc). The scalar will be chosen so that the resulting section s
is smooth and equals w at [Σ]. Thus, the section will be (U, I)-positive, if we can construct
w.
The first step in the construction is the following combinatorial claim:
Lemma 3.18. For any vertex v of Λ write d˜eg(v) = rk(Wv) + mv − 1, where mv is the
number of legal half-edges of v with twist smaller than r − 2.
If rk(Wv) = 0, then d˜eg(v) is non-negative and even. Furthermore, we have
(3.5) rkW − 1 ≥
∑
v | rk(Wv)>0
d˜eg(v)
and
rkW − 1 =
∑
v | rk(Wv)>0
d˜eg(v) mod 2.
Proof. For the first claim, we observe using (2.11) that any open vertex with rk(Wv) = 0
By the decomposition properties of Subsection 2.7, we have
rkW − 1 =
∑
v∈V (Λ)
(rkWv − 1) + |E \ ERamond| =
∑
v∈V (Λ)
d˜eg(v),
where ERamond are the Ramond boundary edges and the right equality is a consequence of
the fact that any boundary edge that is not Ramond has exactly one legal half-edge, whose
twist is less than r − 2 by the assumption on Λ. Therefore, by the first claim,∑
v∈V (Λ)
d˜eg(v) ≥
∑
v | rk(Wv)>0
d˜eg(v)
and ∑
v∈V (Λ)
d˜eg(v) =
∑
v | rk(Wv)>0
d˜eg(v) mod 2,
completing the proof of Lemma 3.18. 
With this lemma in hand, we can describe the strategy for constructing the vector w. It
is enough to define Z by its intersections Z ∩ K with each connected component K of A.
We choose ZK to be an arbitrary set of kK ∈ {0, 1} points in K, where kK is defined by
kK ≡ |K ∩ {xi}i∈B| mod 2.
Thus, in order to finish, we must show that
(3.6) z :=
∑
K a connected component of A
kK ≤ rkW − 1,
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and
(3.7) z ≡ rkW − 1 mod 2
Now, any interval K is associated to some vertex v of Λ, the vertex that corresponds to the
component Σv of the normalization of Σ containing K. We denote this relation by K → v.
Thanks to the previous lemma, (3.6) and (3.7) will follow if we can show, for all v, that
(3.8)
∑
K→v
kK ≤ d˜eg(v)
and
(3.9)
∑
K→v
kK = d˜eg(v) mod 2.
Note that for v with rk(Wv) = 0 (which, as noted above, have no legal half-edges of twist
r − 2), we have ∑
K→v
kK = 0,
and by Lemma 3.18, equations (3.8) and (3.9) hold in this case.
We now turn to the case rk(Wv) > 0, in which the fact that all boundary twists are all
r − 2 plays a crucial role. Write kv, mv, and nv for the numbers of legal boundary points
with twist r − 2, legal boundary points with twists less than r − 2, and illegal boundary
points of Σv, respectively. By assumption, the twists of the nv illegal points are nonzero,
and hence are at least two. Thus,
d˜eg(v) = rk(WΣv)− 1 +mv(3.10)
≥ 2nv + (r − 2)kv − (r − 2)
r
− 1 +mv
≥ mv − 1 + min(kv, nv)
= min(kv +mv − 1, nv +mv − 1),
where we have used the integrality of d˜eg(v). In addition, by (2.11),
(3.11)
∑
K→v
kK ≡ kv ≡ d˜eg(v) mod 2.
The number of intervals that may contain a boundary marked point of twist r − 2 is, of
course, no more than kv.
There now are several cases to check in order to prove (3.8) and (3.9). Suppose, first, that
nv ≥ kv. If mv ≥ 1 then
d˜eg(v) ≥ kv ≥
∑
K→v
kK ,
proving the claim for v. If mv = 0, then d˜eg(v) ≥ kv − 1, but then, by (3.11), we again have
d˜eg(v) ≥ kv, so the claim still holds.
Assume, now, that kv ≥ nv + 1. If kv ≥ nv + 2, then (3.10) can be strengthened to give
the bound
d˜eg(v) ≥ 2nv + (r − 2)(nv + 2)− (r − 2)
r
− 1 +mv ≥ mv − 1 + nv + 1 = mv + nv,
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Figure 3. The scheme by which we create a positive section, for simplicity
in the case mv = 0, using the choice of zeroes. Filled circles denote legal
points (of twist r− 2), unfilled circles denote illegal points, and ×s denote the
placement of zeroes.
where again we have used the integrality of d˜eg(v). But, since
nv +mv = |{K|K → v}| ≥
∑
K→v
kK ,
equations (3.8) and (3.9) hold for v in this case as well. Note that exactly the same argument
would work if kv = nv+1, as long as at least one of the mv legal points or one of the internal
points has a positive twist.
Thus, suppose that kv = nv+1, all internal points have twist zero, and all mv legal points
of twist less than r − 2 have twist zero. In this case, d˜eg(v) = nv + mv − 1, so again, we
are done if mv ≥ 2, as this implies that d˜eg(v) ≥ kv. We are left with the cases mv = 0 or
mv = 1. If mv = 0, then d˜eg(v) = nv − 1 = kv − 2. But in this case, there must be at least
one interval between illegal boundary points that contains more than one legal marking (of
twist r − 2), and hence, ∑
K→v
kK ≤ kv − 2 = d˜eg(v)
and again we are done. If mv = 1, then d˜eg(v) = nv = kv − 1, but this contradicts (3.11).
Equations (3.8) and (3.9) are thus fully proven, and the proposition follows in the case
|Aut(Λ) = 1|. If |Aut(Λ)| > 1, then by our assumptions on Λ and Γ and internal labelings,
it must hold that k > 1 and some boundary points have the same label. But then, let U˜ be
a cover of U obtained by changing the labels to injective labels, so that |Aut(U˜)| = 1 and
U˜/G ∼= U
for a finite group G. Construct, on U˜ , a section s˜ that satisfies the requirements of the
proposition. Then, if q˜ : U˜/G → U is the quotient map, the section s defined as the
averaging
s(u) =
∑
v∈q˜−1(u) s˜(v)
|G|
satisfies the requirements. This completes the proof of Proposition 3.16. 
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A
B
C
D
Figure 4. A configuration for which the na¨ıve notion of positivity fails.
A na¨ıve way to define the positivity boundary conditions, as discussed in the beginning of
the section, would have been to require that for any Σ ∈ ∂+M
1
r
0,k,{a1...,al}
, the evaluation of wΣ
is positive near each illegal boundary half-node of positive twist – or at least, its evaluation
is positive near a nonempty subset of such half-nodes, and is non-negative around the rest.
Indeed, this na¨ıve idea is the motivation for our definition of positivity, and it works for
corners of the moduli space of low codimension. However, the next example illustrates why
this simpler approach fails in general.
Example 3.19. In Figure 4, a configuration of a nodal disk Σ is shown. All four compo-
nents are disks meeting at boundary nodes. The component labeled A contains three illegal
boundary marked points with the same positive twist. (The figure should be viewed as aris-
ing in a partial normalization of a nodal graded r-spin disk, where the labeled illegal points
are half-nodes.) Suppose that the nodes of B, C, and D are Neveu–Schwarz, that their
legal sides are in A, and that their legal sides all have the same twist a < r − 2. Internal
marked points and twists can then be chosen so that the ranks of the Witten bundles on the
components A, B, C, and D are 0, 1, 1, and 1, respectively, and moreover, one can choose
these twists in the same way for each of the components B, C, and D.
If one tries, in this example, to implement the na¨ıve boundary conditions on ∂+M
1
r
0,k,{a1...,al}
by requiring the evaluation maps at neighborhoods of illegal half-nodes to be positive, we
would in particular require the evaluations at the illegal half-nodes of B, C, and D to be
positive. In addition, after smoothing the nodes of B, C, and D, the evaluations at the
illegal marked points of A would also necessarily be positive. But then, suppose we smooth
the node where D meets A. The Witten bundle for the smooth component has rank one
and degree zero, and hence the restriction of the section to this component either vanishes
nowhere or is identically zero. If it is nonzero, then it is easy to see that it must evaluate
negatively at one of the illegal points of the smoothed component; thus, the restriction of the
section to the smoothed component must be zero. But this implies, in the nodal limit and
using continuity, that it must vanish on D. Similar considerations show that it must vanish
on B and C, as well. Thus, a section that is positive on B, C, and D cannot be extended
to a section that is positive, in the na¨ıve sense, for all possible smoothings of Σ.
The reason the na¨ıve approach fails is that in general for nodal disks we have ”less zeroes
in hand” than in their smoothing. When we work in the smaller space PM
1
r
0,k,{a1...,al}
, we
avoid this problem.
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3.3. Examples of calculations. We conclude this section with some explicit examples of
calculations.
Example 3.20. Consider the real one-dimensional integral 〈τaτ b〉1/r,o0 , where a + b = r − 1.
In this case, one can actually extend canonical sections to the boundary in a non-vanishing
way, so we can work on M1/r0,0,{a,b} (which is a real closed interval) rather than on its subset
PM1/r0,0,{a,b} (which is an open interval).
One end of the intervalM1/r0,0,{a,b} corresponds to the closed surface obtained by contracting
the boundary of the disk, while the other end corresponds to the nodal surface composed of
two disks, connected by a boundary node, each of which contains one of the internal marked
points. The Witten bundleW is of real rank one and degree zero, which means that, at least
for points Σ ∈ M
1
r
0,0,{a,b}, any nonzero element sΣ ∈ WΣ is nowhere-vanishing on ∂Σ when
considered as a global section over Σ.
Now, take any such section s ∈ C∞(W →M
1
r
0,0,{a,b}) such that, for any Σ ∈M
1
r
0,0,{a,b}, the
restriction of sΣ to ∂Σ is positive. By performing a proper rescaling, s can be extended to
M
1
r
0,0,{a,b}, and by continuity, it also agrees with the grading at the endpoints of the moduli
space. This precisely implies that s satisfies the boundary conditions necessary to be a
canonical section. Since s is nowhere-vanishing, we have
〈τaτ b〉1/r,o0 = 0.
We shall later see, either as a consequence of the topological recursions or as a direct impli-
cation of Proposition 3.15, that when k = 0, all intersection numbers are zero.
Example 3.21. Next, consider the real one-dimensional integral 〈τ 1σ2〉
1
r
,o
0 . Again, we extend
the section from PM1/r0,2,{1} to M1/r0,2,{1}, which is again a real closed interval. Each endpoint
corresponds to a nodal surface composed of two disks meeting at a boundary node, in which
one disk contains the boundary marked points and a half-node n− and the other disk contains
the internal marked point and a half-node n+; here, n− is the illegal half-node. The difference
between the two endpoints is that in one of them, the cyclic order of the boundary marked
points on the n− component is x1, x2, n−, while in the other, it is x2, x1, n−. Call these two
surfaces Σ1 and Σ2, respectively.
Again, for Σ ∈ M
1
r
0,2,{1}, an element sΣ ∈ WΣ \ {0} does not vanish on ∂Σ, so its direction
agrees with the grading in exactly one of the two boundary arcs x1 → x2 or x2 → x1. The
canonical boundary conditions for W dictate that at n−, the section sΣi agrees with the
grading. Thus, sΣ1 agrees with the grading along the arc x2 → x1 that contains n−, and sΣ2
agrees with the grading along the other arc. Hence, a canonical section must vanish at some
point of M
1
r
0,2,{1}, and we have 〈τ 1σ2〉1/r,o0 = ±1.
In fact,
〈τ 1σ2〉1/r,o0 = 1.
To see this, suppose that the orientation of M
1
r
0,2,{1} is chosen to be o˜
π, where π is the order
(1, 2). See Appendix A for the precise definition; in particular, note that this means the
moduli space is oriented from Σ1 to Σ2. If w is a real coordinate that identifies the standard
orientations of ∂Σ and R, then the orientation oπ for the one-dimensional W is given by the
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following real section on M
1
r
0,2,{1}:
σ =
(
(−1)r i(z¯1 − z1)dw
(w − z1)(w − z¯1)(
(x2 − x1)dw
(w − x1)(w − x2))
r−2
) 1
r
;
see Definition 8.6 and Construction 1. Note that σ⊗r is positive with respect to the canonical
orientation of T ∗∂Σ when w is in the arc x1 → x2, and when r is even, we take the real rth
root that is positive with respect to the grading for w in the arc x1 → x2. By taking the
limit in which Σ→ Σi, we see that canonical boundary conditions in this case correspond to
a negative vector in WΣ1 and to a positive one in WΣ2 . Therefore, the intersection number
is +1.
Example 3.22. When r = 2, a dimension count shows that 〈σ3〉
1
2
,o
0 = ±1. The definition of
orientation then shows that 〈σ3〉
1
2
,o
0 = −1. (Note that this is a different convention than the
one used in [32].)
4. Open topological recursion relations
The open r-spin intersection numbers satisfy topological recursion relations (TRRs) that
allow all genus-zero intersection numbers to be computed. These relations involve closed
r-spin intersection numbers with (at most) one marked point of twist −1, which we studied
in detail in [4]. In this situation (as in the closed situation with only non-negative twists),
R1π∗S is a bundle in genus zero, so Witten’s class cW can be defined by the formula (1.1).
We define closed extended r-spin intersection numbers by the formula〈
τa1d1 · · · τandn
〉 1
r
,ext
0
:= r
∫
M
1/r
0,{a1,...,an}
cW ∩ ψd11 · · ·ψdnn .
Equipped with this definition, the topological recursion relations for the open r-spin in-
tersection numbers are as follows:
Theorem 4.1. (a) (Boundary marked point TRR) Suppose l, k ≥ 1. Then〈
τa1d1+1
l∏
i=2
τaidi σ
k
〉 1
r
,o
0
=
r−2∑
a=−1
∑
S
∐
R={2,...,l}
〈
τa0 τ
a1
d1
∏
i∈S
τaidi
〉 1
r
,ext
0
〈
τ r−2−a0
∏
i∈R
τaidi σ
k
〉 1
r
,o
0
+
+
∑
S
∐
R={2,...,l}
k1+k2=k−1
(
k − 1
k1
)〈
τa1d1
∏
i∈S
τaidi σ
k1
〉 1
r
,o
0
〈∏
i∈R
τaidi σ
k2+2
〉 1
r
,o
0
.
(b) (Internal marked point TRR) Suppose l ≥ 2. Then〈
τa1d1+1
l∏
i=2
τaidi σ
k
〉 1
r
,o
0
=
r−2∑
a=−1
∑
S
∐
R={3,...,l}
〈
τa0 τ
a1
d1
∏
i∈S
τaidi
〉 1
r
,ext
0
〈
τ r−2−a0 τ
a2
d2
∏
i∈R
τaidi σ
k
〉 1
r
,o
0
+
+
∑
S
∐
R={3,...,l}
k1+k2=k
(
k
k1
)〈
τa1d1
∏
i∈S
τaidi σ
k1
〉 1
r
,o
0
〈
τa2d2
∏
i∈R
τaidi σ
k2+1
〉 1
r
,o
0
.
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The proof of this theorem is the content of the current section. Before giving the proof,
we first must construct canonical multisections with certain special properties; this is carried
out in the next subsection, and in Subsection 4.2, we prove Theorem 4.1.
4.1. Special canonical multisections.
4.1.1. Coherent multisections. We work with the notation of Appendix B for multisections.
Consider a (possibly disconnected) graded stable r-spin dual graph Γ. For any twisted
r-spin structure, we set
J ′ := J ⊗O
(∑
t
r[zt]
)
,
where the sum is over all anchors t with twist tw(t) = −1; similarly, we set
J ′ := J ⊗O
(∑
t
r∆zt
)
,
where ∆zt is the divisor in the universal curve corresponding to zt. Define an orbifold vector
bundle RΓ on M1/rΓ by
RΓ =
⊕
t
σ∗ztJ ′,
where the sum is again over all anchors t with tw(t) = −1 and σzt is the corresponding
section of the universal curve.6 We use the notation RΓ both for the bundle and for its total
space, and we denote by
℘ : RΓ →M1/rΓ
the projection. In case Γ′ ∈ ∂Γ, there is a map RΓ′ →RΓ between total spaces, which is an
embedding on the coarse underlying level.
We denote by W ′ the bundle
W ′ = (R0π∗J ′)+
on MΓ, and by W the analogous bundle (R0π∗J ′)+ on RΓ, where we use the conventions
of Remark 2.28 to interpret the subscript + for closed components of Γ which have no
contracted boundary tails.
Definition 4.2. Let Γ be a connected graded r-spin dual graph, and let s be a section of
W over a subset U ⊆ RΓ. We say that s is coherent if either the anchor of Γ is not twisted
−1, or the following holds: for any point ζ = (Σ, ut) ∈ U, corresponding to a graded r-spin
disk Σ and an element ut ∈ J ′zt , the element s(ζ) ∈ H0(J ′) satisfies
evzts(ζ) = ut.
A coherent multisection s is similarly defined as a multisection each of its local branches are
coherent.
When Γ is disconnected, we say that a multisection s of W over U ⊆ RΓ is coherent if it
can be written as the restriction to U of
⊞Λ∈Conn(Γ)sΛ,
6In the special case that all anchors are either Neveu–Schwarz or twisted r − 1, we have RΓ =M1/rΓ . In
general, RΓ is the parameter space of nodal graded genus-zero surfaces together with an element ut ∈ J ′zt
for each anchor whose twist is −1. Throughout what follows (except in the current subsection), the notation
RΓ will not be used for graphs that are not closed, to avoid confusion.
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where each sΛ is a coherent multisection of WΛ → UΛ for some UΛ ⊆ RΛ.
Note that, if s is a coherent multisection ofW →RΓ and ζ ∈ M1/rΓ →֒ RΓ, the evaluation
evzt(s(ζ)) is equal to zero whenever zt is an anchor with twist −1, and thus s(ζ) is induced
by a multisection of J . In other words, the restriction of a coherent multisection s to M1/rΓ
is canonically identified with a multisection of W → M1/rΓ ; we denote this induced section
by s in what follows. In case Γ has no anchor of twist −1, we have s = s.
We note, also, that adding a coherent multisection of W → RΓ to a multisection of
℘∗(W →M1/rΓ ) yields another coherent multisection.
4.1.2. An example of coherent sections. Let Γ be a connected closed graded r-spin dual graph
such that the anchor, denoted t, has twist −1. Then the fiber of J ′ at the anchor can be
identified with the trivial line C, canonically up to a global choice of a root of unity. Let the
space M1/r,rigidΓ be the degree-r cover of M1/rΓ classifying pairs (Σ, ρ), where ρ : J ′zt
∼−→ C is
one of the r identifications. Denote by W ′ → M1/r,rigidΓ the corresponding Witten bundle.
Similarly, define RrigidΓ as the degree-r cover of RΓ defined by adding an identification of the
fiber at the anchor with C, and W → RrigidΓ the pullback of W → RΓ to this cover. We
again denote by ℘ the projection RrigidΓ →M
1/r,rigid
Γ .
For Λ ∈ ∂!Γ, let E∗ ⊆ E(Λ) be the minimal collection of Neveu–Schwarz edges such that,
after detaching E∗, the connected component of the anchor has no Neveu–Schwarz edges.
Write
detachE∗Λ = Λ0 ⊔ Λ∗,
where Λ0 is the connected component of the anchor and Λ∗ is the remaining (possibly dis-
connected) graph. Then the bundle W ′ →M1/r,rigidΛ naturally decomposes as a direct sum
W ′Λ0 ⊞WΛ∗ (up to the isotropy groups actions) by Item (i) of Proposition 2.34. Moreover,
using Item 2 of Remark 2.36, a section sΛ0 of W ′Λ0 gives rise to a section sΛ0 ⊞ 0 of W ′Λ.
Assume, now, that Γ is smooth, and let A0(Γ) = {Λ0 | Λ ∈ ∂!Γ}. Note that Γ ∈ A0(Γ)
and, furthermore, A0(Ξ) ⊆ A0(Γ) for any Ξ ∈ A0(Γ). We construct a family
(sΞ ∈ Γ(M1/r,rigidΞ ,W ′Ξ))Ξ∈A0(Γ)
of sections that evaluate to 1 at the anchor of any moduli point, and that satisfy
(4.1) sΞ|
M
1/r,rigid
Λ
= sΛ0 ⊞ 0
for any Λ ∈ ∂Ξ with a Neveu–Schwarz edge.
The construction is by induction on dimMΞ. When the dimension is negative, there is
nothing to prove. Suppose, then, that we have constructed the requisite family of sections
for all Ξ′ of dimension less than n, and let Ξ ∈ A0(Γ) be such that dimMΞ = n. Write
N =
⊔
Λ∈∂Ξ,
Λ has a Neveu-Schwarz edge
M1/r,rigidΛ .
We define sΞ|N by (4.1); note that this definition makes sense, since if Λ ∈ ∂Ξ and Λ′ ∈ ∂Λ,
we have
(sΞ|
M
1/r,rigid
Λ
)|
M
1/r,rigid
Λ′0
= (sΛ0 ⊞ 0)|
M
1/r,rigid
Λ′0
= sΛ
′
0 ⊞ 0 = sΞ|
M
1/r,rigid
Λ′
.
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For (Σ, ρ) ∈ M1/r,rigidΞ \ N , there exists an element uΣ ∈ W ′(Σ,ρ) with ρ(evzt(u(Σ,ρ))) = 1
by Lemma 3.17; extend uΣ to a smooth section s
′
(Σ,ρ) ∈ Γ(U,W ′) in a neighborhood U of
(Σ, ρ) not intersecting N . For (Σ, ρ) ∈ N , define s′(Σ,ρ) as an extension of the already-defined
(sΞ(Σ,ρ))|N to a small neighborhood U . In both cases, we can choose the neighborhoods U
to be small enough so that v(Σ′, ρ) := ρ(evzt(s
′
(Σ,ρ)(Σ
′, ρ))) 6= 0 for any (Σ′, ρ) ∈ U. Define
s(Σ,ρ) = s
′
(Σ,ρ)/v ∈ Γ(U,W ′). This section evaluates to 1 at the anchor and agrees with the
previous definition on U ∩N.
By compactness, we can coverM1/r,rigidΞ by finitely many open sets Ui on which there exist
sections si ∈ Γ(Ui,W ′) as above. Using a partition of unity {ρi} subordinate to the cover
{Ui}, we can construct a global section sΞ =
∑
ρisi ∈ Γ(M1/r,rigidΞ ,W ′) that evaluates to 1
at the anchor of any moduli point and satisfies (4.1). The induction follows.
We now have a section sΓ that evaluates to 1 at the anchor. Define the section urigid ∈
Γ(RrigidΓ ,W), for a point (λ,Σ, ρ) ∋ RΓ with (Σ, ρ) ∈M1/r,rigidΓ and λ ∈ (J ′Σ)zt , by
urigid(λ,Σ, ρ) = ρ(λ)℘∗sΓ(Σ, ρ).
Finally, define u ∈ Γ(RΓ,W) by the averaging
u(λ,Σ, ρ) =
1
r
∑
ρ:(J ′Σ)zt≃C
urigid(λ,Σ, ρ)
for Σ ∈ M1/rΓ and λ ∈ (J ′Σ)zt , where we use the canonical identification between the fibers
W(λ,Σ) and W(λ,Σ,ρ). The section u is coherent and vanishes precisely on M1/rΓ →֒ RΓ.
4.1.3. The assembling operation z. Given a graded r-spin dual graph Γ and a subset E ′ ⊆
E(Γ) of internal edges, there is an “assembling” procedure by which a coherent multisection
s′ of W → RdetachE′(Γ) is glued to give a coherent multisection zΓ,E′(s′) of W → RΓ;
this is important later both in the proof of the TRRs and in the construction of boundary
conditions. We explain the procedure in the case where Γ is connected, E ′ = {e} consists of
a single edge, and s′ is a coherent section, for simplicity of notation, but the generalization
to a set of edges is straightforward.
Let Γ̂ := detachE′(Γ). The map
DetachE′ :M1/rΓ →M
1/r
Γ̂
is of degree one, and hence if e is Neveu–Schwarz, the analogous map
DetachE′ : RΓ →RΓ̂
is also of degree one. Proposition 2.34 extends to the Witten bundles over RΓ and RΓ̂; in
particular, item (i) of this proposition shows that, up to the automorphism group actions,
Detach∗E′Ŵ and W are naturally isomorphic. Moreover, item 2 of Remark 2.36 extends as
well and allows us to identify multisections of Detach∗E′Ŵ as multisection of W. With this
identification, we set
zΓ,E′(s
′) = Detach∗E′(s
′) = Detach∗E′(s
′
1 ⊞ s
′
2),
where s′1 and s
′
2 are the coherent multisections for the connected components of Γ̂.
If e is Ramond, then the fact that Γ is anchored implies that exactly one of its half-edges
has twist −1 after detaching. Denote this half-edge by h2, and let Γ2 be its connected
56 ALEXANDR BURYAK, EMILY CLADER, AND RAN J. TESSLER
component in Γ̂; let h1 be the other half-edge of e
′, with connected component Γ1. Choose
an identification ρ : J ′zh1
→ J ′zh2 , between the fibers of J
′ at the half nodes zhi ; there are r
possible identifications, which differ by rth roots of unity from one another. By definition,
a point in RΓ̂ consists of (ξ1, ξ2, ν), where ξ1 ∈ RΓ1 , ξ2 ∈ M
1/r
Γ2
, and ν ∈ J ′zh2 . A coherent
multisection s′ associates to each such tuple an element
s′(ξ1, ξ2, ν) = s
′
1 ⊠ s
′
2 ∈ H0(J ′)
such that evzh2s
′
2 = ν and s
′
1 is coherent. We write s
′
1 = s
′
1(ξ1) and s
′
2 = s
′
2(ξ2, ν), and
consider7
(4.2) s′1(ξ1)⊠ s
′
2(ξ2, ρ(evz1(s
′
1(ξ1)))).
This is a multisection of a bundle J ′1 ⊠ J
′
2 on a disconnected curve together with an identi-
fication ρ of the fibers of J ′1 and J
′
2 over the half-nodes zhi; in other words, in the language
of Proposition 2.34 and Remark 2.30, restricted to any fiber, it is a scale invariant function
on the fiber of (q′)∗Ŵ . Moreover, the multisection is constructed so that its values on the
two-half nodes agree under ρ, or in the language of Proposition 2.34, its image in T van-
ishes. It therefore induces a scale invariant function on the fiber of µ∗i∗ΓW, which is just a
scale invariant function on the H0(J ′) on the connected curve; the induced multisection of
W → RΓ is zΓ,E(s)(ζ1, ζ2).
zΓ,E(s) is easily seen to be coherent and independent of the choice of ρ.
Observation 4.3. Let Γ1 be a graded r-spin dual graph. Suppose that Γ2 is obtained from Γ1
by detaching edges E1, and Γ3 is obtained from Γ2 by detaching edges E2. If s is a coherent
multisection of W →RΓ3 , then
zΓ1,E1(zΓ2,E2(s)) = zΓ1,E1∪E2(s).
4.1.4. Special canonical multisections and transversality.
Definition 4.4. Let V(Γ) be the collection of dual graphs with one vertex that may appear
as connected components of
formarking(forillegal(detachE(Λ)(Λ))), Λ ∈ ∂!Γ \ ∂+Γ,
where formarking is the map that changes all boundary markings to zero. We call the elements
of V(Γ) abstract vertices. For i 6= 0, let V i(Γ) ⊆ V(Γ) be the collection of abstract vertices
that have an internal tail labeled i. For an internal marking i 6= 0 and a graph Γ with
i ∈ I(Γ), denote by v∗i (Γ) the (single-vertex) connected component of
formarking(forillegal(detachE(Γ)(Γ)))
that contains i as an internal marking.
Denote by ΦΓ,v :M1/rΓ →M1/rv the natural map, which is the composition of
Forillegal ◦ Formarking ◦DetachE(Γ)
with the projection to M1/rv . Write ΦΓ,i for ΦΓ,v∗i (Γ).
7When, as in (4.1.3), we substitute a multisection t1 into another multisection t2, the result is the mul-
tisection whose local branches are ti
2
(tj
1
), where (ti
2
, t
j
1
) are all possible pairs of local branches. The weight
(see Definition B.1) of the local branch ti
2
(tj
1
) is µi
2
µ
j
1
, where µ∗
∗
denotes the weight of the local branch t∗
∗
.
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Observation 4.5. If the component that contains the internal tail labeled i in BΓ is stable,
then Li → M1/rΓ is canonically identified with Φ∗Γ,i(Li → M1/rv∗i (Γ)). Furthermore, the map
ΦΓ,i|M1/rΓ factors through FΓ, and if v
∗
i (BΓ) is not partially stable, then Li → M1/rΓ is
canonically identified with Φ∗Γ,i(Li →M
1/r
v∗i (Γ)
).
Indeed, Li is pulled back along the maps appearing in the definition FΓ, unless the stable
component containing the internal tail i becomes unstable along the way, by Observation
2.38. This can happen only if, in the graph Γ, the vertex containing the ith tail has a unique
internal half-edge and all boundary half-edges are illegal of twist zero. The second assertion
is immediate, and the last assertion follows from the first two.
Definition 4.6. A canonical multisection s ∈ C∞m (M1/rΓ ,Li) is special canonical if for every
stable v ∈ V i(Γ), there exists a canonical multisection sv of Li → Mv such that for every
Λ ∈ ∂Γ, we have
(4.3) s|
M
1/r
Λ
= Φ∗Λ,is
v∗i (Λ).
Note that this equality uses Observation 4.5. Write Si = Si(Γ) for the vector space of special
canonical multisections of Li.
Definition 4.7. A canonical multisection s ∈ C∞m (PM
1/r
Γ ,W) is special canonical if the for
any abstract vertex v ∈ V(Γ), there is a coherent multisection sv ∈ C∞m (Rv,W), and those
multisections satisfy
(1) if v is closed and the anchor t has twist r − 1 then evt(sv) is always positive, where
positivity in this case is defined via Definition 2.8.
(2)
(4.4) s|
M
1/r
Λ
= F ∗Λ(zBΛ,E(BΛ)((s
v)v∈Conn(detach(BΛ))))
for any Λ ∈ ∂!Γ \ ∂+Γ.
We consider sv for v ∈ V(Γ) or v ∈ V i(Γ) as part of the information of the special canonical
multisection.
Intuitively, while canonical multisections are positive multisections that are pulled back
from their base moduli, special canonical multisections satisfy the more restrictive property
that their Wv component, for an abstract vertex v, is pulled back from the corresponding
moduliM1/rv . Because there are cases (when v is closed and the anchor is Ramond) that the
Witten bundle does not decompose as a direct sum over irreducible components, we must
use coherent multisections and the map z instead of usual multisections and direct sums.
Since s, sv are global multisections, continuity considerations give:
Observation 4.8. Equations (4.3) and (4.4) still hold if we replace s|
M
1/r
Λ
by s|
PM
1/r
Λ
.
Remark 4.9. The requirement in the definitions of special canonical multisections that sv be
canonical (and in the case of Li, the requirement that s be canonical) is actually redundant.
In fact, each sv for open v is even special canonical. We do not need this fact, but we sketch
the idea.
Let s be a special canonical multisection of the Witten bundle. If v is an abstract vertex
appearing in detachE(Λ)(Λ), if Ξ ∈ ∂v, and if Λ′ ∈ ∂Λ is a the graph obtained from Λ
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by replacing v in Ξ in the obvious way, then from (4.4) applied to Λ and extended to the
boundary, we have
s|
M
1/r
Λ′
= F ∗Λ(zBΛ,E(BΛ)((s
u|
M
1/r
u
)u∈Conn(detach(BΛ))\{v}, s
v|
M
1/r
Ξ
)).
On the other hand, by applying directly to Λ′, we get
s|
M
1/r
Λ′
= F ∗Λ′(zBΛ′,E(BΛ′)((s
u|
M
1/r
u
)u∈Conn(detach(BΛ′)))).
Comparing the two equations using Observations 3.7 and 4.3 and the definition of z∗, we
see
sv|
M
1/r
Ξ
= F ∗Λ(zBΞ,E(BΞ)((s
u|
M
1/r
u
)u∈Conn(detach(BΞ)))).
The positivity for sv is easily deduced from the positivity of s. A similar argument works
for special canonical multisections of Li.
For the proof of the TRRs, we need special canonical multisections with strong transver-
sality properties, which are stated in the lemma below. The proof of the existence of such
multisections is given in Subsection 7.2.
Lemma 4.10. For any ai ∈ [r − 1], di ≥ 0, i ∈ [l], and k ≥ 0 such that PM
1
r
0,k,{a1...,al}
6= ∅,
one can construct global special canonical multisections
s ∈ C∞m (PM
1
r
0,k,{a1...,al}
,W), sij ∈ Si, i ∈ [l], j ∈ [di],
with the following transversality property:
For any vertex v ∈ V(Γ0,k,{a1...,al}) and any
K ⊆
⋃
i∈I(v)
{i} × [di],
one has
sˆv ⊕
⊕
ab∈K
svab ⋔ 0,
where sˆv = sv if v is open and otherwise sˆv = s¯v (which also equals sv if the anchor of v is
not twisted −1). In particular, if
(4.5)
2
∑l
i=1 ai + (k − 1)(r − 2)
r
+ 2
l∑
i=1
di = 2l + k − 3,
then the multisections can be chosen so that s = s ⊕ ⊕i,j sij is nowhere-vanishing on
∂PM
1
r
0,k,{a1...,al}
.
4.2. Proof of Theorem 4.1. The basic idea of the proof of Theorem 4.1, which occupies
the remainder of this section, is similar to the proof of Theorem 1.5 in [32]. There are
two main conceptual differences, however: the usage of positivity and the contribution from
internal Ramond nodes. (The latter is a possibly surprising feature of the theory, and it is
also the place where the closed extended r-spin theory enters the picture.) There are also
certain technical differences, mainly related to orientations, multiplicities of zeroes, and the
fact that we work on PM
1
r
0,k,{a1...,al}
rather than on M
1
r
0,k,{a1...,al}
.
We require the following two lemmas concerning homotopies.
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Lemma 4.11. Let E1, and E2 be bundles on M
1
r
0,k,{a1...,al}
of the form
Ej =Wεj ⊕
⊕
i∈[l]
L
⊕dji
i
where dji ≥ 0 and ǫj ∈ {0, 1} satisfy ǫ1 + ǫ2 = 1. Let di = d1i + d2i for each i, and define
E = E1 ⊕ E2 =W ⊕
⊕
i∈[l]
L⊕dii .
Assume that the dji are chosen so that rkR(E) = k + 2l − 3.
Let A ⊆ ∂0Γ0,k,{a1...,al} and set
C =
∐
Γ∈A
M1/rΓ ⊆ ∂0M
1
r
0,k,{a1...,al}
.
Finally, let s and r be two multisections of E|
∂0PM
1/r
Γ ∪V+
, where
(4.6) V+ =
(
W ∩ PM
1
r
0,k,{a1...,al}
)
∪
⋃
Λ strongly positive
PM1/rΛ
for some neighborhood W of ∂+M
1
r
0,k,{a1...,al}
. Assume that s and r satisfy:
(1) s|C∪V+ and r|C∪V+ are canonical;
(2) the projections of s and r to E1 are identical and transverse to the zero-section.
Then there is a homotopy H between s and r, of the form
(4.7) H(p, t) = (1− t)s(p) + tr(p) + t(1− t)w(p),
where w(p) ∈ C∞m (∂0PM1/rΓ ∪ V+, E) is a canonical multisection, such that H|M1/rΛ ×[0,1] is
transverse to the zero-section for any stratum M1/rΛ , has constant-in-t projection to E1, and
vanishes nowhere on
(
C ∪ V ′+
)× [0, 1] , where V ′+ ⊆ V+ is also of the form (4.6).
This lemma is proven in Subsection 7.3 below.
Lemma 4.12. Let E →M be an orbifold vector bundle over an orbifold with corners, with
rank(E) = dim(M), and let s0 and s1 be nowhere-vanishing smooth multisections. Denote
by p : [0, 1]×M →M the projection, and, for any open set U ⊆M with M \U compact, let
H ∈ C∞m ((U ∪ ∂M) × [0, 1], p∗E)
be such that H(x, i) = si(x) for i = 1, 2. Suppose that H ⋔ 0 and that H(u, t) 6= 0 for all
t ∈ [0, 1] and u ∈ U . Then∫
M
e(E; s1)−
∫
M
e(E; s0) = #Z(H) = #Z(H|∂M×[0,1]).
This lemma is the noncompact orbifold analogue of [32, Lemma 3.55], and the proof is
analogous as well.
Proof of Theorem 4.1. Define a section t ∈ C∞(PM
1
r
0,k,{a1...,al}
,L1) as follows. For a smooth
graded r-spin disk Σ, identify Σ with the upper half-plane and set
(4.8) t (Σ) = dz
(
1
z − x1 −
1
z − z¯1
)∣∣∣∣
z=z1
∈ T ∗z1Σ.
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This section, which is in fact pulled back from the zero-dimensional moduli space M0,1,1
(and hence also fromM
1
r
0,k,{a1...,al}
), extends to a smooth global section t over PM
1
r
0,k,{a1...,al}
.
For a graded r-spin disk Σ that is not necessarily smooth, set t(Σ) to be the evaluation at
z1 ∈ Σ of the unique meromorphic differential ϕΣ, defined on C = Σ⊔∂ΣΣ with simple poles
at z¯1 and x1 and at no other marked points or smooth points, such that the residue at x1 is
1 and at z¯1 is −1, and the residues at every pair of half-nodes sum to zero.
Let Uoc ⊆ ∂Γ0,k,{a1...,al} be the collection of graphs Γ consisting of an open vertex voΓ and
a closed vertex vcΓ joined by a unique edge e, where 1 ∈ I(vcΓ). In what follows, we use the
same notation voΓ (respectively, v
c
Γ) both for the vertex and for the corresponding graph that
is a connected component of voΓ (respectively, v
c
Γ) in detach(Γ). For Γ ∈ Uoc, let
Detache : PM1/rΓ → PM1/rvoΓ ×M
1/r
vcΓ
be the map from Notation 2.33, restricted to PM1/rΓ . This map is generically one-to-one.
Write o˜vc , ovc , and ovc for the complex orientation of the Witten bundle on M1/rvc , the
complex orientation of M1/rvc , and the complex relative orientation, respectively. Given
an order π of the boundary marked points, write o˜πvoΓ , o
π
voΓ
, and ovoΓ for the orientation of
M1/r,πˆvo given in Notation A.5, the orientation of the Witten bundle over M1/r,πˆvo given in
Definition 8.11, and the canonical relative orientation of (8.3), respectively. Write oπΓ =
Detach∗e(ovcΓ ⊠ o
π
voΓ
), where we use Remark 2.41 to make sense of the equation in the case
where e is Ramond, and write o˜πΓ = Detach
∗
e(o˜vcΓ ⊠ o˜
π
voΓ
).
The first key lemma is the following.
Lemma 4.13. The zero locus of t is
⋃
Γ∈Uoc
PM1/rΓ . The multiplicity of PM1/rΓ in the zero
locus is r.
If we orient by o˜π0,k,~a the connected component PM
1
r
,πˆ
0,k,~a of PM
1
r
0,k,{a1...,al}
in which the
boundary marked points have cyclic order πˆ, then t induces on its zero locus the orientation
o˜
π
Γ. Hence, if W → M
1/r
0,k{ai}i∈[l] is canonically relatively oriented, then any W → PM
1/r
Γ
appears in the zero locus inside the total space with the relative orientation oΓ = Detach
∗
e(ovcΓ⊠
ovoΓ).
Proof. In the Appendix, we define the orientation of M
1
r
0,k,{a1...,al}
as the pullback of the
orientation o˜π0,k,l of M
πˆ
0,k,l by the map Forspin. The section t is also pulled back from the
same moduli space, and we use the same notation for the corresponding section over M0,k,l.
In order to understand the vanishing locus setwise, both for the spin moduli and for
the moduli without spin, note that, by definition, on a component of the closed curve C
containing x1 or z¯1, the differential ϕΣ is nowhere-vanishing. Similarly, ϕΣ vanishes nowhere
on components whose removal disconnects x1 from z¯1. On other components, it vanishes
identically. Thus, t vanishes exactly on stable disks Σ such that, in C, the component
containing z1 is not on the path of components between the components of z¯1 and x1. This
happens exactly when z1 belongs to a sphere component of Σ. Thus,
⋃
Γ∈Uoc
MΓ (or its spin
analogue) is indeed the vanishing locus of t.
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Let forspin(Γ) be the stable graph obtained from Γ ∈ Uoc by forgetting the extra structure,
and let o˜πˆforspin(Γ) be the orientation on
Mπˆforspin(Γ) ∼=Mforspin(vcΓ) ×M
πˆ
forspin(v
o
Γ)
given as the product of the complex orientation with the canonical orientation of Appendix
A. We have o˜πˆΓ = For
∗
spino˜
πˆ
forspin(Γ)
.
The vanishing of the section t on Mπˆ0,k,l at Mπˆforspin(Γ) is transversal, and the induced
orientation as (a part of) the zero locus is o˜πˆforspin(Γ). Indeed, the transversality is proven
similarly to Lemma 3.43 of [32], while the orientation claim is easily verified in the two-
dimensional case, and the general case follows by the same inductive argument as Lemma
A.6.
Returning to the spin case, there is additional r-fold isotropy present in M1/rΓ that was
not present in the non-spin case, so the pulled-back section has order of vanishing r in the
orbifold sense.
As W → M1/r0,k{ai}i∈[l] is canonically relatively oriented, and we orient M
πˆ
0,k{ai}i∈[l] by
o˜
π
0,k,{ai}i∈[l]
, the definition of the canonical relative orientation in equation (8.3) implies that
W is oriented by oπ0,k,{ai}i∈[l] . Thus, by Definition 8.11,
o
π
0,k,{ai}i∈[l]|M1/rΓ pˆi = o
π
vo ⊠ ovc .
Combining with the induced orientation of the zero locus, we see that the induced relative
orientation is as claimed, and Lemma 4.13 is proved. 
Write n = d1, and let
E =W ⊕
l⊕
i=1
L⊕dii → PM
1
r
0,k,{a1...,al}
,
E1 =W ⊕ L⊕n−11 ⊕
l⊕
i=2
L⊕dii → PM
1
r
0,k,{a1...,al}
.
Take
(4.9) s = s⊕
⊕
i∈[l], j∈[di]
sij
with s a global special canonical multisection of W, sij ∈ Si, so that s satisfies the refined
transversality of Lemma 4.10. Thus, by definition (and Theorem B.5),
#Z(s) =
〈
l∏
i=1
τaidi σ
k
〉 1
r
,o
0
.
Put
s1 = s⊕
⊕
i∈[l], j∈[di], (i,j)6=(1,1)
sij ,
and set t = t⊕s1. Let U+ = U∩∂0M
1
r
0,k,{a1...,al}
where U is a neighborhood of ∂+M
1
r
0,k,{a1...,al}
in which s is nowhere vanishing; positivity implies that such a neighborhood exists.
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The zero locus Z
(
t|
∂0PM
1
r
0,k,{a1...,al}
)
consists of boundary strata of real codimension at
least three in PM
1
r
0,k,{a1...,al}
. Thus, t does not vanish on ∂0PM
1
r
0,k,{a1...,al}
. The refined
transversality of Lemma 4.10 guarantees that on such boundary strata, s1 does not vanish.
By the refined transversality of s1 again, its zero locus is transverse to PM1/rΓ for Γ ∈ Uoc
and does not intersect ∂PM1/rΓ for Γ ∈ Uoc. Hence, by Lemma 4.13 and the definition of
weighted cardinality in Notation B.4, t has isolated zeroes and one has
(4.10) #Z(t) = #Z(t⊕ s1) =
∑
Γ∈Uoc
r#Z(s1|PM1/rΓ ).
In addition, using Theorem B.5, the integral∫
PM
1
r
0,k,{a1...,al}
e
(
E; t|
∂0PM
1
r
0,k,{a1...,al}
∪U+
)
is defined and equals #Z(t).
Lemma 4.14.
#Z(t) =
∑
a∈{−1,...,r−2}
∑
A
∐
B={2,...,l}
〈
τa0 τ
a1
n−1
∏
i∈A
τaidi
〉 1
r
,ext
0
〈
τ r−2−a0
∏
i∈B
τaidi σ
k
〉 1
r
,o
0
.
Proof. For any Γ ∈ Uoc, we have a degree 1 morphism
Detache : PM1/rΓ −→ PM1/rvoΓ ×M
1/r
vcΓ
.
Let
Projo : PM1/rvoΓ ×MvcΓ −→ PM
1/r
voΓ
, Projc : PM1/rvoΓ ×MvcΓ −→MvcΓ
be the projection maps. Using the notation Rv of Subsection 4.1.1, we write
Wc =W →RvcΓ , Wo =W → PM
1/r
voΓ
,
EcΓ =Wc ⊕ L⊕n−11 ⊕
⊕
i∈I(vcΓ)\{1}
L⊕dii −→ RvcΓ ,
EoΓ =Wo ⊕
⊕
i∈I(voΓ)
L⊕dii −→ PM
1/r
voΓ
,
where we abuse notation, in the definition of EcΓ, by letting Li denote the pullback of the
tautological line bundle Li →M1/rvcΓ to RvcΓ under the natural map ℘ : RvcΓ →M
1/r
vcΓ
. Recall
that if e is Neveu–Schwarz, then RvcΓ =M
1/r
vcΓ
.
By the definition of canonical multisections and Observation 4.8, the EoΓ-component of s
may be written as
(Projo ◦Detache)∗soΓ,
where
soΓ = s
o ⊕
⊕
i∈I(vo),j∈[di]
sv
o
ij
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for canonical sv
o
ij ∈ C∞m (PM1/rvo ,Li) and so ∈ C∞m (PM1/rvo ,W). Moreover, soΓ is transverse,
since it satisfies the refined transversality of Lemma 4.10.
Similarly, we have multisections
scΓ ∈ C∞m (Rvc , EcΓ)
and
scΓ = s
c ⊕
⊕
i∈I(vc),j∈[di],(i,j)6=(1,1)
sv
c
ij ,
where scΓ is coherent and s¯
c
Γ = s¯
c ⊕⊕ svcij is transverse to zero. We can write
s1|PM1/rΓ = zΓ,e(s
o
Γ, s
c
Γ).
Moreover, since soΓ ⋔ 0, it does not vanish unless rk(E
o
Γ) ≤ dim(PM
1/r
vo ). Write
Zo = Detach−1e (Proj
−1
o (Z(s
o
Γ))) ⊆ PM
1/r
Γ ,
the preimage in PM1/rΓ of the zero locus of soΓ. In case e is Neveu–Schwarz, scΓ also does
not vanish unless rank(EcΓ) ≤ dim(PM
1/r
vc ). In case e is Ramond, let s¯
c
Γ be the restriction
scΓ|Mvc
Γ
, which we identify with a multisection of
E¯cΓ = W¯c ⊕ L⊕n−11 ⊕
⊕
i∈I(vcΓ)\{1}
L⊕dii −→MvcΓ .
(We use the notation W¯c to denote the Witten bundle over MvcΓ in order to avoid confusion
with the restriction to MvcΓ of Wc → RvcΓ .) Then,
(4.11) s1|Zo = zΓ,e(soΓ, scΓ)|Zo = (Projc ◦Detache)∗s¯cΓ,
where this equation should be interpreted using the injection of (2.30). By the transversality
requirement of Lemma 4.10, s¯cΓ is nowhere-vanishing unless rk(E¯
c
Γ) ≤ dim(MvcΓ).
Thus, whether e is Ramond or Neveu–Schwarz, e(E1|PM1/rΓ ; s1|PM1/rΓ ) = 0 unless
(4.12) rk(EoΓ) = dim(MvoΓ), rank(E¯cΓ) = dimMvcΓ .
Assuming these equalities, we have
(4.13) #Z(soΓ) =
∑
p∈Z(soΓ)
εp,
where εp is the weight of the zero p; see Notation B.4.
In case e is Ramond, using (4.11), we can write,
(4.14) #Z(s1|PM1/rΓ ) =
∑
p∈Z(soΓ)
εp#Z
(
(Projc ◦Detache)∗s¯cΓ|Detach−1e ((Projo)−1(p))
)
.
Now, the map
(Projc ◦Detache)
∣∣
Detach−1e ((Projo)−1(p))
: Detach−1e ((Projo)
−1(p))→M1/rvcΓ
is a degree 1 map between smooth orbifolds (which even induces a diffeomorphism of the
coarse spaces). Thus,
(4.15) #Z((Projc ◦Detache)∗s¯cΓ|Detach−1e ((Projo)−1(p))) = #Z(s¯cΓ),
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where the right-hand side is the cardinality of the zero locus of s¯cΓ as a transverse multisection
over M1/rvcΓ . By transversality of s¯cΓ and the interpretation of the Euler class of a bundle as
the weighted zero count of a transversal multisection (Theorem B.5), we have
#Z(s¯cΓ) =
∫
M
1/r
vc
Γ
e(E¯cΓ) =
1
r
〈
τ−10 τ
a1
n−1
∏
i∈I(vcΓ)
i 6=1
τaidi
〉1/r,ext
0
.(4.16)
Furthermore, since soΓ is transverse and canonical, we have
#Z(soΓ) =
〈
τ r−10
∏
i∈I(voΓ)
τaidi σ
k
〉1/r,o
0
.(4.17)
Putting together equations (4.13), (4.14), (4.15), (4.16), and (4.17), and using (4.10), the
Ramond case of the lemma is proven.
In case e is Neveu–Schwarz, we have the following analogue of equation (4.11):
s1|Zo = (Projc ◦Detache)∗scΓ
(more precisely, we use (Projc ◦ Detache)∗scΓ to denote Detach∗e(Proj∗cscΓ ⊞ 0)). From this it
follows that
(4.18) #Z(s1|PM1/rΓ ) =
∑
p∈Z(soΓ)
εp#Z((Projc ◦Detache)∗scΓ|Detach−1e ((Projo)−1(p))).
Again the restricted map
(Projc ◦Detache)
∣∣
Detach−1e ((Projo)−1(p))
: Detach−1e ((Projo)
−1(p))→M1/rvcΓ
is a degree 1 map between smooth orbifolds, and thus
(4.19) #Z((Projc ◦Detache)∗scΓ|Detach−1e ((Projo)−1(p))) = #Z(scΓ),
where the right-hand side is the cardinality of the zero locus of scΓ as a transverse multisection
of W →M1/rvcΓ . By transversality of scΓ and soΓ, and the fact that soΓ is canonical, we obtain∫
PM
1/r
vo
Γ
e(EoΓ, s
o
Γ) =
〈
τa0
∏
i∈I(voΓ)
τaidi σ
k
〉1/r,o
0
,(4.20)
∫
Mvc
Γ
e(EcΓ) =
1
r
〈
τ b0τ
a1
n−1
∏
i∈I(vcΓ)
i 6=1
τaidi
〉1/r,c
0
,(4.21)
where a is the twist of the half-edge of e that lies in the open side and b is the twist of the
other half-edge. These equations, together with (4.13), (4.18), (4.19), and (4.10), prove the
Neveu–Schwarz case, so Lemma 4.14 is proved. 
The next step is to analyze the difference between t and a canonical multisection.
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Lemma 4.15. We have
#Z(s) − #Z(t) =
∑
A
∐
B={2,...,l}
k1+k2=k−1
(
k
k1
)〈
τa1n−1
∏
i∈A
τaidi σ
k1
〉 1
r
,o
0
〈∏
i∈B
τaidi σ
k2+2
〉 1
r
,o
0
.
Proof. The proof of this lemma is very similar to the proof of Lemma 4.13 in [32]. Thus, for
some of the technical details we shall refer the reader to the relevant places in [32].
Let Uoo ⊆ ∂0Γ0,k,{a1...,al} be the collection of graphs Γ with exactly two vertices v±Γ , both
open, and a single edge eΓ, such that
1 ∈ I(v−Γ ), 1 ∈ B(v+Γ ),
and such that if h± ∈ HB(Γ) is the half-edge belonging to v±Γ , then alt(h−) = tw(h−) = 0.
In particular, this implies that alt(h+) = 1 and tw(h+) = r− 2. Let Ucan be the collection of
graphs in ∂0Γ0,k,{a1...,al} \ Uoo which either have a contracted boundary half edge or a single
edge which is a boundary edge.
Lemma 4.16. t|MΓ is canonical for every Γ ∈ Ucan.
The proof is identical to the proof of Lemma 4.8 in [32] (which is just noting that in this
case t is pulled back from MBΓ), so we omit it.
Let us now describe the difference in behavior between a canonical multisection of L1 and
t on PM1/rΓ for Γ ∈ Uoo, which is responsible for the extra contribution to the topological
recursion. Let p ∈ PM1/rBΓ and let Fp be the fiber over p of the map FΓ : PM1/rΓ → PM1/rBΓ ,
equipped with its natural orientation. Generically, Fp is the union of a = k(v
−
Γ ) closed
intervals, each corresponding to a segment between marked points on which the illegal half-
node can lie. By [32, Observation 4.9], we have:
Observation 4.17. The restriction of the tautological line Li|Fp is canonically trivialized.
We shall thus think of sections of Li|Fp as complex-valued functions, well-defined up to
multiplication by a constant in C∗. By definition, we have:
Observation 4.18 (c.f. Observation 4.10 of [32]). A canonical section of Li|Fp is constant.
The section t, on the other hand, twists non-trivially around Fp. Indeed, for i ∈ B(v−Γ ),
let Γi be the unique graded graph in ∂
BΓ with three open vertices v0i and v
±
i and two
boundary edges e±, such that B(v0i ) = {i}. The boundary ∂Fp corresponds to two stable
disks modelled on the graphs Γi for i ∈ B(v−Γ ), one for each cyclic order of B(v0i ). Denote by
Fˆp the quotient space of Fp obtained by identifying, for each i ∈ B(v−Γ ), the two boundary
points corresponding to Γi. Thus, Fˆp is homeomorphic to S
1. We have ([32, Observations
4.11 and 4.12]):
Observation 4.19. The section t|Fp descends to a continuous function θp : Fˆp → C∗. Further-
more, the winding number of θp is −1.
Returning to the proof of Lemma 4.15, let
E2 = L1 → PM
1
r
0,k,{a1...,al}
,
so that E = E1 ⊕E2. Since t|MΓ is canonical for every Γ ∈ Ucan, we may apply Lemma 4.11
to the multisections s and t, with the preceding choice of E1 and E2, C =
∐
Γ∈Ucan
M1/rΓ and
V+ = U+. Thus, we may find a homotopy H between s and t of the form (4.7) such that
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(i) the restriction of H to each stratum M1/rΛ × [0, 1] is transverse to zero;
(ii) H is nowhere-vanishing on M1/rΓ × [0, 1] for Γ ∈ Ucan;
(iii) H is nowhere-vanishing on V ′+× [0, 1], where V ′+ is as in the statement of Lemma 4.11;
(iv) the projection of H to E1 equals s1 at all times
In particular, by transversality, H does not vanish on MΓ × [0, 1] if
dimMΓ ≤ dimPM
1
r
0,k,{a1...,al}
− 2.
Hence, by Lemmas 4.16 and 4.12, we can write
(4.22) #Z(s)−#Z(t) = −#Z(H) = −
∑
Γ∈Uoo
#Z
(
H|
PM
1/r
Γ ×[0,1]
)
.
Write π : ∂PM
1
r
0,k,{a1...,al}
× [0, 1]→ ∂PM
1
r
0,k,{a1...,al}
for the projection to the first factor, and
decompose H = H1 ⊕H2, where Hi ∈ C∞m (π∗Ei). Then H1 = π∗s1.
Since s1 is canonical, we can write s1|PM1/rΓ = F
∗
Γs
BΓ
1 for each Γ ∈ ∂0Γ0,k,{a1...,al}. Transver-
sality implies that sBΓ1 has isolated zeroes in M1/rBΓ and Z
(
s1|PM1/rΓ
)
⊆ F−1Γ
(
M1/rBΓ
)
.
Write
#Z
(
sBΓ1
)
=
∑
p∈Z(sBΓ1 )
εp,
where again, εp is the weight of the zero p defined in Notation B.4. It follows from item (ii)
of Theorem 2.40 that for Γ ∈ Uoo,
#Z
(
H|
PM
1/r
Γ ×[0,1]
)
= #Z
(
π∗F ∗Γs
BΓ
1
) ∩ Z(H2)(4.23)
=
∑
p∈Z(sBΓ1 )
εp ·#Z
(
H2|Fp×[0,1]
)
.
Since H is of the form (4.7), we also have
(4.24) H2(q, s) = t(q)s+ s11(q)(1− s) + s(1− s)w(q),
where w is a canonical multisection.
Let p ∈ Z(sBΓ1 ). Observations 4.17, 4.18, and 4.19 and equation (4.24) imply thatH2|Fp×[0,1]
descends to a homotopy Hˆ2,p on Fˆp × [0, 1] that can be viewed as taking values in C. As a
consequence,
(4.25) #Z
(
H2|Fp×[0,1]
)
= #Z
(
Hˆ2,p
)
.
Now, Hˆ2,p|Fˆp×{0} is canonical and Hˆ2,p|Fˆp×{1} = θp, so by Observations 4.18 and 4.19, we
obtain
(4.26) #Z
(
Hˆ2,p
)
= −1.
Putting together equations (4.22), (4.23), (4.25), and (4.26), we have
(4.27) #Z(s)−#Z(t) =
∑
Γ∈Uoo
#Z(sBΓ1 ).
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In order to finish, we need to calculate #Z
(
sBΓ1
)
for Γ ∈ Uoo. Denote by v±BΓ ∈ V (BΓ) the
vertices corresponding to v±BΓ ∈ V (Γ). We consider them both as vertices and as graphs with
single vertex. We have a canonical identification
PM1/rBΓ ≃ PM1/rv+BΓ × PM
1/r
v−BΓ
.
From now on write W for W → PM1/rBΓ , and W± for W → PM
1/r
v±BΓ
. In addition, write
E+BΓ =W+ ⊕ L⊕n−11 ⊕
⊕
i∈I(v+Γ )\{1}
L⊕dii −→ PM
1/r
v+BΓ
,
E−BΓ =W− ⊕
⊕
i∈I(v−Γ )
L⊕dii −→ PM
1/r
v−BΓ
,
EBΓ =W ⊕ L⊕n−11 ⊕
l⊕
i=2
L⊕dii −→ PM
1/r
BΓ ,
and let
Proj± : PM1/rv+BΓ ×PM
1/r
v−BΓ
−→ PM1/rv±BΓ
denote the projection maps. We clearly have
EBΓ = Proj
∗
+E
+
BΓ ⊞ Proj
∗
−E
−
BΓ.
Since s1 is special canonical, and using Observation 4.8, we can decompose
sBΓ1 = Proj
∗
+s
+
BΓ ⊕ Proj∗−s−BΓ,
where s±BΓ ∈ C∞m (PM
1/r
v±BΓ
, E±BΓ) are canonical. Since s was chosen to satisfy the refined
transversality of Lemma 4.10, the multisections s±BΓ are transverse to zero. It follows that
(4.28) #Z
(
sBΓ1
)
= #Z
(
Proj∗+s
+
BΓ
)∩Z (Proj∗−s−BΓ) = #Proj−1+ (Z (s+BΓ))∩Proj−1− (Z (s−BΓ)).
Now, #Z
(
sBΓ1
)
vanishes unless rkE±BΓ = dimCM
±
BΓ, by transversality and dimension
counting. In case the ranks of the bundles E±BΓ do agree with the dimensions of the corre-
sponding moduli spaces, transversality implies that s±BΓ|∂0M±BΓ is nowhere-vanishing. Thus,
(4.29) #Proj−1+ (Z
(
s+BΓ
)
) ∩ Proj−1− (Z
(
s−BΓ
)
) = #Z
(
s+BΓ
)
#Z
(
s−BΓ
)
.
Since s±BΓ is canonical and transverse,
(4.30) #Z
(
s±BΓ
)
=
〈 ∏
i∈I(v±BΓ)
τaiσ
k(v±BΓ)
〉 1
r
,o
0
.
For each Γ ∈ Uoo, we have 1 ∈ B(v+Γ ), and e+ is legal with twist r − 2. It follows that
k
(
v+BΓ
) ≥ 2
for Γ ∈ Uoo. Equations (4.27), (4.28), (4.29), and (4.30), and the facts
k
(
v+BΓ
)
+ k
(
v−BΓ
)
= k + 1, I(v+BΓ) ∪ I(v−BΓ) = {2, . . . , l},
now imply Lemma 4.15. 
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The first item of Theorem 4.1) follows immediately from Lemmas 4.14 and 4.15. The
proof of the second item of Theorem 4.1 is similar, except that ϕΣ is defined to be the
unique meromorphic differential on the normalization of Σ⊔∂ΣΣ with simple poles at z¯1 and
z2 and possibly at the nodes. The residues at z¯1 and z2 are is −1 and 1, respectively, and
at any node, the sum of residues at the two half-nodes is zero. The section t (Σ) is defined
as the evaluation of ϕΣ at z1. The rest of the proof is exactly as for the first item. This
completes the proof of Theorem 4.1. 
5. Open intersection numbers and the Gelfand-Dickey hierarchy
In this section, we prove Theorems 1.1, 1.2, and 1.3, and we derive open string and dilaton
equations for the open r-spin intersection numbers.
5.1. Primary extended closed r-spin intersection numbers. As a preliminary step,
let us derive an explicit formula for the primary closed extended r-spin intersection numbers
in genus zero. We will often omit the index 0 in the symbol τα0 in the notation for correlators
and write 〈∏ni=1 ταi〉 1r ,ext0 instead of 〈∏ni=1 ταi0 〉 1r ,ext0 .
Proposition 5.1. Let n ≥ 2 and 0 ≤ α1, . . . , αn ≤ r − 1. Then we have〈
τ−1
n∏
i=1
ταi
〉 1
r
,ext
0
=
{
(n−2)!
(−r)n−2 , if
∑
αi−(r−1)
r
= n− 2,
0, otherwise.
(5.1)
Proof. Equivalently, we have to prove that〈
τ−1
l∏
i=1
ταi(τ r−1)k
〉 1
r
,ext
0
=
(k + l − 2)!
(−r)k+l−2 ,(5.2)
where l + k ≥ 2, 0 ≤ αi ≤ r − 2, and the condition∑
αi − (r − 1)
r
= n− 2⇔
l∑
i=1
(r − αi) + k = r + 1
is satisfied. For l ≤ 1, formula (5.2) says that〈
τ−1τα(τ r−1)α+1
〉 1
r
,ext
0
=
α!
(−r)α , 0 ≤ α ≤ r − 1,(5.3)
and it was proved in [4, Section 4.4].
Suppose that l ≥ 2. For a subset I ⊆ [l], let
kI := r + 1−
∑
i∈I
(r − αi) and AI :=
〈
τ−1
∏
i∈I
ταi(τ r−1)kI
〉 1
r
,ext
0
.
In [4], we found the recursion
(r + k − 1)!
k!(−r)r−1 A[l] =
∑
I⊔J=[l]
1∈I, l∈J
(
r + k − 1
kI − 1
)
AIAJ −
∑
I⊔J=[l]
1,l∈I, J 6=∅
(
r + k − 1
kI
)
AIAJ ,(5.4)
that allows all primary closed extended intersection numbers to be computed starting from
the intersection numbers (5.3). Therefore, we have to check that the right-hand side of (5.2)
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satisfies recursion (5.4). Thus, for any l ≥ 2, k ≥ 0, and 0 ≤ α1, . . . , αl ≤ r − 2 satisfying∑
(r − αi) + k = r + 1, we have to prove the identity
(r + k − 1)!
k!(−r)r−1
(k + l − 2)!
(−r)k+l−2 =
∑
I⊔J=[l]
1∈I, l∈J
(
r + k − 1
kI − 1
)
(|I|+ kI − 2)!
(−r)|I|+kI−2
(|J |+ kJ − 2)!
(−r)|J |+kJ−2(5.5)
−
∑
I⊔J=[l]
1,l∈I, J 6=∅
(
r + k − 1
kI
)
(|I|+ kI − 2)!
(−r)|I|+kI−2
(|J |+ kJ − 2)!
(−r)|J |+kJ−2 .
Note that if I ⊔J = [l], then kI + kJ = r+1+ k. Therefore, identity (5.5) is equivalent to
(k + l − 2)!
k!
=
∑
I⊔J=[l]
1∈I, l∈J
|I|−1∏
i=1
(kI − 1 + i)
|J |−1∏
j=1
(kJ − 1 + j)
(5.6)
−
∑
I⊔J=[l]
1,l∈I, J 6=∅
|I|−2∏
i=1
(kI + i)
 |J |∏
j=1
(kJ − 2 + j)
 .
Let bi := r − αi for i = 1, . . . , l, and define
bI :=
∑
i∈I
bi, for I ⊆ [l].
Then kI = r + 1− bI , and we can rewrite identity (5.6) in the following way:
(k + l − 2)!
k!
=
∑
I⊔J=[l]
1∈I, l∈J
|I|−1∏
i=1
(r − bI + i)
|J |−1∏
j=1
(k + bI − 1 + j)
(5.7)
−
∑
I⊔J=[l]
1,l∈I, J 6=∅
|I|−2∏
i=1
(k + bJ + i)
 |J |∏
j=1
(r − bJ − 1 + j)
 .
Consider now b1, . . . , bl as formal variables. Note that the right-hand side of (5.7) is a
polynomial in the variables bi, and, moreover, it does not depend on bl. Let us prove that
identity (5.7) holds as an identity between polynomials in the ring C[b1, . . . , bl−1]. We prove
this by induction on l. The case l = 2 is trivial. Suppose l ≥ 3. Denote the right-hand side
of (5.7) by Rl(b1, . . . , bl−1). Note that the degree of Rl is equal to l−2. So, in order to prove
identity (5.7), it is sufficient to check that
Rl(b1, . . . , bl−1)|bi=0 =
(k + l − 2)!
k!
, for any 2 ≤ i ≤ l − 1,(5.8)
Coefb2···bl−1Rl(b1, . . . , bl−1) = 0.(5.9)
Let us check (5.8). Note that the polynomial Rl is symmetric with respect to permutations
of the variables b2, . . . , bl−1. So, without loss of generality, we can assume that i = 2. We
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compute
 ∑
I⊔J=[l]
1∈I, l∈J
|I|−1∏
i=1
(r − bI + i)
|J |−1∏
j=1
(k + bI − 1 + j)


∣∣∣∣∣∣∣∣
b2=0
=
=(r + k + l − 2)
∑
I⊔J=[l]\{2}
1∈I, l∈J
|I|−1∏
i=1
(r − bI + i)
|J |−1∏
j=1
(k + bI − 1 + j)
 .
In the same way, we compute
 ∑
I⊔J=[l]
1,l∈I, J 6=∅
|I|−2∏
i=1
(k + bJ + i)
 |J |∏
j=1
(r − bJ − 1 + j)


∣∣∣∣∣∣∣∣
b2=0
=
=(r + k + l − 2)
∑
I⊔J=[l]\{2}
1,l∈I, J 6=∅
|I|−2∏
i=1
(k + bJ + i)
 |J |∏
j=1
(r − bJ − 1 + j)
+ (k + l − 3)!
k!
r.
As a result, we obtain
Rl(b1, . . . , bl−1)|b2=0 =(r + k + l − 2)Rl−1(b1, b3, . . . , bl−1)−
(k + l − 3)!
k!
r
by the induction
assumption
=
=(r + k + l − 2)(k + l − 3)!
k!
− (k + l − 3)!
k!
r =
(k + l − 2)!
k!
.
Thus, equation (5.8) is true.
Let us check equation (5.9). It is easy to see that the coefficient of b2 · · · bl−1 in a term in
the first sum on the right-hand side of (5.7) is equal to (−1)l(l − 2)!, if I = [l]\{l}, and is
equal to zero otherwise. Similarly, the coefficient of b2 · · · bl−1 in a term in the second sum
on the right-hand side of (5.7) is equal to (−1)l(l− 2)!, if J = [l]\{1, l}, and is equal to zero
otherwise. So, equation (5.9) is also true. This completes the proof of the proposition. 
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5.2. Proof of Theorem 1.2. We see that the open intersection numbers satisfy the follow-
ing properties:〈
l∏
i=1
ταidi σ
k
〉 1
r
,o
0
= 0 unless
(k − 1)(r − 2) + 2∑αi
r
+ 2
∑
di = k + 2l − 3,(5.10)
〈
l∏
i=1
ταi
〉 1
r
,o
0
= 0,(5.11)
∂2F
1
r
,o
0
∂tαp+1∂t
β
q
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp∂t
µ
0
∂2F
1
r
,o
0
∂tν0∂t
β
q
+
∂F
1
r
,ext
0
∂tαp
∂2F
1
r
,o
0
∂tr−10 ∂t
β
q
+
∂F
1
r
,o
0
∂tαp
∂2F
1
r
,o
0
∂s∂tβq
,(5.12)
∂2F
1
r
,o
0
∂tαp+1∂s
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂2F
1
r
,o
0
∂tν0∂s
+
∂F
1
r
,ext
0
∂tαp
∂2F
1
r
,o
0
∂tr−10 ∂s
+
∂F
1
r
,o
0
∂tαp
∂2F
1
r
,o
0
∂s2
,(5.13)
〈
τ 1σ2
〉 1
r
,o
0
= 1.(5.14)
Property (5.10) follows from the formula for the rank of the open Witten bundle. Van-
ishing (5.11) is a consequence of Proposition 3.15. Equations (5.12) and (5.13) are the
topological recursion relations from Theorem 4.1. Intersection number (5.14) was computed
in Example 3.21.
We prove that these properties imply formula (1.10).
For l = 1, formula (1.10) says that〈
τασα+1
〉 1
r
,o
0
= α!, 0 ≤ α ≤ r − 1.(5.15)
We prove equation (5.15), using ideas borrowed from the proof of Theorem 4.6 in [4]. Namely,
we consider the intersection number〈
τ 11 τ
γσγ+2
〉 1
r
,o
0
, 0 ≤ γ ≤ r − 2,(5.16)
and apply two topological recursions to it. First, we can apply recursion (5.12) with α = 1,
p = 0, β = γ, q = 0, and we get that correlator (5.16) is equal to(
γ + 2
2
)〈
τ 1σ2
〉 1
r
,o
0
〈
τγσγ+1
〉 1
r
,o
0
.(5.17)
On the other hand, by formula (5.13) with α = 1 and p = 0, intersection number (5.16) is
equal to
(5.18)
(
γ + 1
2
)〈
τ 1σ2
〉 1
r
,o
0
〈
τγσγ+1
〉 1
r
,o
0
+
〈
τ 1τγτ r−3−γ
〉 1
r
,ext
0
〈
τγ+1σγ+2
〉 1
r
,o
0
+
+ δγ,r−2
〈
τ 1τ r−2
〉 1
r
,o
0
〈
σr+1
〉 1
r
,o
0
.
By property (5.11), the last summand here vanishes. Note also that 〈τ 1τγτ r−3−γ〉
1
r
,ext
0 =
1 (see Proposition 5.1 and, for example, [31, Section 0.6]). Therefore, equating expres-
sions (5.17) and (5.18), we obtain
(γ + 1)
〈
τ 1σ2
〉 1
r
,o
0
〈
τγσγ+1
〉 1
r
,o
0
=
〈
τγ+1σγ+2
〉 1
r
,o
0
, 0 ≤ γ ≤ r − 2.
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Since 〈τ 1σ2〉
1
r
,o
0 = 1, we get formula (5.15).
Denote − 1
r!
〈σr+1〉
1
r
,o
0 = C. Let us prove that〈
l∏
i=1
ταiσk
〉 1
r
,o
0
=
{
C1−l (k+l−2)!
(−r)l−1 , if k ≥ 1 and (k−1)(r−2)+2
∑
αi
r
= 2l + k − 3,
0, otherwise.
(5.19)
The idea is again the same as in the proof of Theorem 4.6 in [4]. Note that
(k − 1)(r − 2) + 2∑αi
r
= 2l + k − 3⇔
∑
(r − αi) + k = r + 1.(5.20)
Suppose l ≥ 2 and numbers 0 ≤ α1, . . . , αl ≤ r − 1 satisfy condition (5.20). For a subset
I ⊆ [l] denote
kI := r + 1−
∑
i∈I
(r − αi) and AI :=
〈∏
i∈I
ταiσkI
〉 1
r
,o
0
.
Consider the intersection number 〈
τα11
l∏
i=2
ταi0 σ
k+r
〉 1
r
,o
0
,(5.21)
and let us apply to it relation (5.12) with α = α1, β = αl and p = q = 0. We obtain
∑
I⊔J=[l]
1∈I, l∈J
∑
µ≥−1, ν≥0
µ+ν=r−2
〈∏
i∈I
ταiτµ
〉 1
r
,ext
0
〈
τ ν
∏
j∈J
ταjσk+r
〉 1
r
,o
0
+
∑
I⊔J=[l]
1∈I, l∈J
(
r + k
kI
)
AIAJ .(5.22)
Note that the underlined term here vanishes, because otherwise we would have
r − ν +
∑
j∈J
(r − αj) + k + r = r + 1⇒
∑
i∈I
(r − αi) = r + (r − ν)⇒
⇒
∑
i∈I
(r − αi) ≥ r + 1 I 6=[l]⇒
l∑
i=1
(r − αi) ≥ r + 2,
which contradicts (5.20). On the other hand, by relation (5.13) with α = α1 and p = 0,
intersection number (5.21) is equal to
δk,0
〈
l∏
i=1
ταiτ−1
〉 1
r
,ext
0
〈
τ r−1σr
〉 1
r
,o
0
+
∑
I⊔J=[l]
1∈I
(
r + k − 1
kI
)
AIAJ .(5.23)
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Equating expressions (5.22) and (5.23), we get
(5.24)
(
r + k − 1
k
)〈
σr+1
〉 1
r
,o
0
A[l] + δk,0
〈
l∏
i=1
ταiτ−1
〉 1
r
,ext
0
〈
τ r−1σr
〉 1
r
,o
0
=
=
∑
I⊔J=[l]
1∈I, l∈J
(
r + k − 1
kI − 1
)
AIAJ −
∑
I⊔J=[l]
1,l∈I, J 6=∅
(
r + k − 1
kI
)
AIAJ .
This recursion allows one to compute all primary intersection numbers starting from the
numbers (5.15) and the single number 〈σr+1〉
1
r
,o
0 .
We see that in order to prove formula (5.19), it is sufficient to check that the right-hand
of (5.19) satisfies equation (5.24). Therefore, we have to check the identity
(
r + k − 1
k
)
(−Cr!)(k + l − 2)!
(−r)l−1 =
(5.25)
=
∑
I⊔J=[l]
1∈I, l∈J
(
r + k − 1
kI − 1
)
C1−|I|
(|I|+ kI − 2)!
(−r)|I|−1 C
1−|J | (|J |+ kJ − 2)!
(−r)|J |−1
−
∑
I⊔J=[l]
1,l∈I, J 6=∅
(
r + k − 1
kI
)
C1−|I|
(|I|+ kI − 2)!
(−r)|I|−1 C
1−|J | (|J |+ kJ − 2)!
(−r)|J |−1 ,
where k ≥ 1 and numbers 0 ≤ α1, . . . , αl ≤ r−1 satisfy the condition
∑
(r−αi)+k = r+1.
Identity (5.25) is equivalent to the equation
(k + l − 2)!
k!
=
∑
I⊔J=[l]
1∈I, l∈J
(|I|+ kI − 2)!
(kI − 1)!
(|J |+ kJ − 2)!
(kJ − 1)! −
∑
I⊔J=[l]
1,l∈I, J 6=∅
(|I|+ kI − 2)!
kI !
(|J |+ kJ − 2)!
(kJ − 2)! ,
which is exactly equation (5.6). (Strictly speaking, in equation (5.6) we required the con-
dition 0 ≤ αi ≤ r − 2, but we actually proved it for any integers α1, . . . , αl satisfying∑
(r − αi) + k = r + 1.)
It remains to prove that C = 1. For this, we write relation (5.24) with l = 3, k = 0,
α1 = α3 = r − 1, and α2 = 1. Since, by property (5.11), 〈τ r−1τ 1τ r−1〉
1
r
,o
0 = 0, we obtain
〈
τ r−1τ 1τ r−1τ−1
〉 1
r
,ext
0
〈
τ r−1σr
〉 1
r
,o
0
= 2
〈
τ r−1τ 1σ
〉 1
r
,o
0
〈
τ r−1σr
〉 1
r
,o
0
− 〈τ r−1τ r−1σr−1〉 1r ,o
0
〈
τ 1σ2
〉 1
r
,o
0
.
(5.26)
We have〈
τ r−1τ 1τ r−1τ−1
〉 1
r
,ext
0
Prop. 5.1
= −1
r
,
〈
τ r−1σr
〉 1
r
,o
0
eq. (5.15)
= (r − 1)!,〈
τ r−1τ 1σ
〉 1
r
,o
0
eq. (5.19)
= − 1
Cr
,
〈
τ r−1τ r−1σr−1
〉 1
r
,o
0
eq. (5.19)
= −(r − 1)!
Cr
,〈
τ 1σ2
〉 1
r
,o
0
eq. (5.14)
= 1.
Substituting these values in (5.26), we get C = 1. Theorem 1.2 is proved.
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5.3. Proof of Theorems 1.1 and 1.3. In [4, Theorem 4.6], we proved that
F
1
r
,ext
0 (t
≤r−2
∗ , t
r−1
∗ ) =
√−rφ0
(
t≤r−2∗ ,
1√−r t
r−1
∗
)
.
Therefore, Theorems 1.1 and 1.3 are equivalent.
Let us prove Theorem 1.3. Denote
F˜ (t∗∗, s) := −
1
r
F
1
r
,ext
0
∣∣∣
tr−1d 7→t
r−1
d −rδd,0s
+
1
r
F
1
r
,ext
0 ,〈
l∏
i=1
ταidi σ
k
〉F˜
:=
∂l+kF˜
∂tα1d1 · · ·∂tαldl ∂sk
∣∣∣∣∣
t∗∗=0
s=0
.(5.27)
We claim that the correlators (5.27) satisfy properties (5.10) – (5.14). Indeed, from the
definition of the closed extended r-spin correlators [4, Section 3.1], it follows that a correlator〈∏l
i=1 τ
αi
di
σk
〉F˜
is zero unless
−(r − 1) +∑αi + k(r − 1)
r
+
∑
di = k + l − 2,
or equivalently,
(k − 1)(r − 2) + 2∑αi
r
+ 2
∑
di = k + 2l − 3.
The property
〈∏l
i=1 τ
αi
〉F˜
= 0 is obvious. In [4, Lemma 3.6], we proved that the func-
tion F
1
r
,ext
0 satisfies the equations
∂2F
1
r
,ext
0
∂tαp+1∂t
β
q
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂2F
1
r
,ext
0
∂tν0∂t
β
q
+
∂F
1
r
,ext
0
∂tαp
∂2F
1
r
,ext
0
∂tr−10 ∂t
β
q
,
which imply that
∂2F˜
∂tαp+1∂t
β
q
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂2F˜
∂tν0∂t
β
q
+
∂F
1
r
,ext
0
∂tαp
∂2F˜
∂tr−10 ∂t
β
q
+
∂F˜
∂tαp
∂2F˜
∂s∂tβq
,
∂2F˜
∂tαp+1∂s
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂2F˜
∂tν0∂s
+
∂F
1
r
,ext
0
∂tαp
∂2F˜
∂tr−10 ∂s
+
∂F˜
∂tαp
∂2F˜
∂s2
.
Finally, in [4, Lemma 3.8], we proved that 〈τ−1τ 1(τ r−1)2〉
1
r
,ext
0 = −1r and, therefore, 〈τ 1σ2〉
F˜
=
1.
In Section 5.2, we proved that properties (5.10) – (5.14) are sufficient to reconstruct all
primary open intersection numbers
〈∏l
i=1 τ
αiσk
〉 1
r
,o
0
. Since the correlators
〈∏l
i=1 τ
αi
di
σk
〉F˜
also satisfy these properties, we can conclude that
〈∏l
i=1 τ
αiσk
〉 1
r
,o
0
=
〈∏l
i=1 τ
αiσk
〉F˜
. Note
that the dimension constraint in property (5.10) implies that k + l ≥ 2. Therefore, using
topological recursion relations (5.12) and (5.13), one can reconst
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numbers starting from primary numbers. The same is true for the correlators (5.27) and,
thus, F
1
r
,o
0 = F˜ . Theorem 1.3 is proved.
5.4. Open string and dilaton equations.
Proposition 5.2. We have
〈
τ 00
l∏
i=1
ταidi σ
k
〉 1
r
,o
0
=

∑
1≤i≤l
di>0
〈
ταidi−1
∏
j 6=i
τ
αj
dj
σk
〉 1
r
,o
0
, if l ≥ 1,
δk,1, if l = 0.
(5.28)
Proof. In [4, Lemma 3.7], we proved that(
∂
∂t00
−
∑
n≥0
tαn+1
∂
∂tαn
)
F
1
r
,ext
0 = t
r−1
0 .
By Theorem 1.3, this implies that(
∂
∂t00
−
∑
n≥0
tαn+1
∂
∂tαn
)
F
1
r
,o
0 = s,
which is equivalent to equation (5.28). 
Proposition 5.3. We have〈
τ 01
l∏
i=1
ταidi σ
k
〉 1
r
,o
0
= (k + l − 1)
〈
l∏
i=1
ταidi σ
k
〉 1
r
,o
0
.
Proof. Let us check that (
∂
∂t01
− ε ∂
∂ε
−
∑
n≥0
tαn
∂
∂tαn
)
φ =
1
2
.(5.29)
By Theorem 1.1, this is sufficient for the proof of the proposition. In the variables Ti,
equation (5.29) looks as follows:(
1
r + 1
∂
∂Tr+1
− ε ∂
∂ε
−
∑
i≥1
Ti
∂
∂Ti
)
φ =
1
2
.(5.30)
Before we proceed with the proof of equation (5.30), let us recall some more facts from the
theory of the Gelfand–Dickey hierarchy.
Consider a pseudo-differential operator A =
∑m
n=−∞ an(T∗, ε)∂
n
x . The negative-degree part
of A is defined by A− := A− A+. The Laurent series
Â(T∗, ε, z) :=
m∑
n=−∞
an(T∗, ε)z
n,
in which z is a formal variable, is called the symbol of the operator A. Suppose an operator L
is a solution of the Gelfand–Dickey hierarchy (1.4). Then there exists a pseudo-differential
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operator P of the form
P = 1 +
∑
n≥1
pn(T∗, ε)∂
−n
x ,
satisfying L = P ◦ ∂rx ◦ P−1 and
∂P
∂Tn
= −εn−1 (Ln/r)
−
◦ P, n ≥ 1.
The operator P is called the dressing operator of the operator L.
Denote by Gz the shift operator, which acts on a power series f ∈ C[ε, ε−1][[T1, T2, . . .]] as
follows:
Gz(f)(T1, T2, T3, . . .) := f
(
T1 − 1
z
, T2 − 1
2εz2
, T3 − 1
3ε2z3
, . . .
)
.
Let P = 1 +
∑
n≥1 pn(T∗, ε)∂
−n
x be the dressing operator of some operator L satisfying the
Gelfand–Dickey hierarchy (1.4). Then there exists a series τ ∈ C[ε, ε−1][[T1, T2, T3, . . .]] with
constant term τ |Ti=0 = 1 for which
P̂ =
Gz(τ)
τ
.
The series τ is called a tau-function of the KP hierarchy. The operator L can be reconstructed
from the tau-function τ by the following formula:
resLn/r = ε1−n
∂2 log τ
∂T1∂Tn
, n ≥ 1.
This and further material about the Gelfand–Dickey hierarchy can be found in the book [13].
Denote the linear differential operator in the brackets in equation (5.30) by O. Let L be
the solution of the Gelfand–Dickey hierarchy specified by the initial condition (1.5). Let us
show that (
z
∂
∂z
+O
)
L̂ = rL̂.(5.31)
Witten’s conjecture [39], proved by Faber, Shadrin, and Zvonkine [15], says that the func-
tion τ
1
r
,c := exp(F
1
r
,c) is a tau-function of the Gelfand–Dickey hierarchy, corresponding to the
operator L. Therefore, the dressing operator P of the operator L is given by P̂ = Gz(τ
1/r,c)
τ1/r,c
.
The function τ
1
r
,c satisfies the dilaton equation
Oτ
1
r
,c =
(r − 1)2
24
τ
1
r
,c.
We compute (
z
∂
∂z
+O
)
Gz(τ
1
r
,c) = Gz(Oτ
1
r
,c) =
(r − 1)2
24
Gz(τ
1
r
,c),
and, thus, (
z
∂
∂z
+O
)
P̂ =
(
z
∂
∂z
+O
)
Gz(τ
1
r
,c)
τ
1
r
,c
= 0.
Since L = P ◦ ∂rx ◦ P−1, we conclude that equation (5.31) is true.
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Let us finally prove equation (5.30). Equivalently, we have to prove that OΦ = 1
2
Φ. We
compute
L
1
r
∣∣∣
T≥2=0
=∂x + ε
−rx∂−r+1x −
r − 1
2
ε−r∂−rx + . . . ,
(L
r+1
r )+
∣∣∣
T≥2=0
=∂r+1x + (r + 1)ε
−rx∂x +
r + 1
2
ε−r,
and, therefore,
OΦ|T≥2=0 =
1
r + 1
∂Φ
∂Tr+1
∣∣∣∣
T≥2=0
=
εr
r + 1
̂
(L
r+1
r )+
∣∣∣∣
z=T≥2=0
=
1
2
.(5.32)
We also have
∂
∂Tn
OΦ = (O − 1)(εn−1(Ln/r)+Φ) by eq. (5.31)= εn−1(Ln/r)+(OΦ).
We see that the function OΦ satisfies the same system of linear differential equations (1.7)
as the function Φ, with the initial condition (5.32). Thus, OΦ = 1
2
Φ and the proposition is
proved. 
6. Prediction for higher genus
Here we give a prediction for the behavior of open r-spin intersection numbers in higher
genus, and provide geometric and algebraic evidence for its correctness.
6.1. Main conjecture. We conjecture that, for any genus g ≥ 1, there is a geometric
construction of open r-spin intersection numbers〈
τα1d1 · · · ταldl σk
〉 1
r
,o
g
(6.1)
generalizing our construction in genus zero. Given such intersection numbers, define a gen-
erating series F
1
r
,o
g (t∗∗, s) by
F
1
r
,o
g (t
∗
∗, s) :=
∑
l,k≥0
1
l!k!
∑
0≤α1,...,αl≤r−1
d1,...,dl≥0
〈
τα1d1 · · · ταldl σk
〉 1
r
,o
g
tα1d1 · · · tαldl sk.
Conjecture 1. For any g ≥ 1, we have
F
1
r
,o
g = (−r) g−12 φg
∣∣∣
tr−1d 7→
1√−r (t
r−1
d −δd,0rs)
.
Remark 6.1. In open Gromov–Witten theory, unlike the closed theory, not much is known or
even conjectured about higher-genus invariants. The conjecture presented here is one of the
few conjectures that describes the full, all-genus open Gromov–Witten theory in particular
cases, and also one of the few that relates the potential to an integrable hierarchy.8
6.2. Evidence.
8As mentioned, an analogous conjecture was made in [32] and [36] for the r = 2 case, and it was proven
in [6]. In [5], the full stationary open Gromov–Witten theory for maps to (CP1,RP1) is conjectured.
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6.2.1. Dimension constraint, open string and dilaton equations. It is natural to expect that
the open intersection number (6.1) is zero unless
(g + k − 1)(r − 2) + 2∑αi
r
+ 2
∑
di = 3g − 3 + 2l + k.
Indeed, the right-hand side is the dimension of the moduli space of r-spin genus-g surfaces
with boundary, while the left-hand side is the virtual dimension of the purported open
analogue of the virtual fundamental cycle that should correspond to the intersection problem.
This is equivalent to the constraint
(6.2)
∑(αi
r
+ di − 1
)
− k
r
=
(r + 1)(g − 1)
r
.
On the other hand, in [4, Lemma 4.4], we prove that the derivative ∂
nφg
∂t
α1
d1
···∂tαndn
∣∣∣∣
t∗∗=0
is
zero unless
∑(αi
r
+ di − 1
)
= (r+1)(g−1)
r
. This property and constraint (6.2) agree with
Conjecture 1.
Furthermore, one would expect the function F
1
r
,o
g to satisfy the open string and dilaton
equations
∂F
1
r
,o
g
∂t00
=
∑
n≥0
tαn+1
∂F
1
r
,o
g
∂tαn
+ δg,0s,
∂F
1
r
,o
g
∂t01
=(g − 1)F
1
r
,o
g +
∑
n≥0
tαn
∂F
1
r
,o
g
∂tαn
+ s
∂F
1
r
,o
g
∂s
+ δg,1
1
2
.
The r = 2, Neveu–Schwarz case of these equations is proven in [32] in genus zero, and
in [36] for all genera, using geometric techniques. Although in this paper, we used algebraic
techniques (Propositions 5.2 and 5.3) to prove the analogous equations in the genus-zero
case for all r and with Ramond insertions, we could have also proven them geometrically,
imitating the proofs in [32]. In particular, we expect the geometric proof to work in all
genera, all sectors, and all r ≥ 2, given a construction of an open virtual fundamental cycle
for the higher-genus Witten bundle that satisfies certain expected properties (being pulled
back from the moduli without markings of twist zero, for example, and boundary behavior
similar to that of canonical sections in genus zero). By [4, Lemmas 4.5] and equation (5.29),
we have
∂φg
∂t00
=
∑
n≥0
tαn+1
∂φg
∂tαn
+ δg,0t
r−1
0 ,
∂φg
∂t01
=(g − 1)φg +
∑
n≥0
tαn
∂φg
∂tαn
+ δg,1
1
2
.
This agrees with Conjecture 1.
6.2.2. The case r = 2. Suppose r = 2, and consider the Neveu–Schwarz sector t1d = 0.
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Proposition 6.2. We have an equality〈∏
i∈[l]
τ 0diσ
k
〉 1
2
,o
0
= (−2) k−12
〈∏
i∈[l]
τdiσ
k
〉o
0
,(6.3)
where the right-hand side refers to the intersection numbers defined in [32]. In other words,
the Neveu–Schwarz sector of our theory agrees with the genus-zero part of the theory defined
in [32].
Proof. When r = 2 and there are no Ramond markings, the Witten bundle is of rank zero.
In [32], the intersection theory is defined over M0,k,l where k is odd, which is the r = 2
case of equation (2.13) in the Neveu–Schwarz sector. There is a map
f = Forspin : PM1/r0,k,{0}i∈[l] →M0,k,l,
which is generically one-to-one. Note that when r = 2 and there are no Ramond insertions
PM1/r0,k,{0}i∈[l] =M0,k,{0}i∈[l]. Now,
〈∏
i∈[l] τdiσ
k
〉o
were defined using a notion of special canon-
ical multisections. A simple verification of definitions shows that, if s is special canonical in
the sense of [32], then f ∗s is canonical in the sense of this paper.9 Furthermore, Lemmas
3.53 and 3.56 of [32] show that nowhere-vanishing special canonical boundary conditions s
exist, and 〈∏
i∈[l]
τdiσ
k
〉o
0
= 2−
k−1
2
∫
M0,k,l
e
⊕
i∈[l]
L⊕dii ; s
 .
On the other hand, Lemma 4.10 implies that〈∏
i∈[l]
τ 0diσ
k
〉 1
2
,o
0
=
∫
PM
1/r
0,k,{0}i∈[l]
e
⊕
i∈[l]
L⊕dii ; f
∗s
 .
Finally, the (−1) k−12 comes from the difference of orientations; see Remark A.4. 
In higher genus, open intersection numbers
〈
τd1 · · · τdlσk
〉o
g
are constructed in [36]; the
details appear also in [37], where these numbers are calculated. In [6], the authors proved
that ∑
l,k≥0
∑
d1,...,dl≥0
〈
τd1 · · · τdlσk
〉o
g
td1 · · · tdlsk
l!k!
= φg
∣∣∣∣∣ t10=s
t1≥1=0
,
where we identify t0d = td. Note that the factor 2
− g+k−1
2 is forcibly included in the definition
of the intersection numbers
〈
τd1 · · · τdlσk
〉o
g
. Similarly, if we change the orientation of Mg,k,l
by (−1) g+k−12 when g + k is odd, as we know is necessary when g = 0, then Conjecture 1 is
confirmed in the case r = 2 after setting t1d = 0.
9If s is canonical in the sense of [32], it does not automatically says that f∗s is canonical in the sense of
this paper, because of a difference in the choice of boundary labels for the base. In our case, a canonical
multisection may have to be more symmetric with respect to renaming boundary markings.
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6.2.3. Topological recursion relations in genus one. We expect the following topological re-
cursion relations for the genus-one open r-spin intersection numbers:
∂F
1
r
,o
1
∂tαp+1
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂F
1
r
,o
1
∂tν0
+
∂F
1
r
,ext
0
∂tαp
∂F
1
r
,o
1
∂tr−10
+
∂F
1
r
,o
0
∂tαp
∂F
1
r
,o
1
∂s
+
1
2
∂2F
1
r
,o
0
∂tαp ∂s
.(6.4)
These relations were conjectured by the authors of [32], and were proven geometrically in
the r = 2 case (for Neveu–Schwarz insertions only) in [36]. The proof presented there cannot
work here, due to the lack of a rigorous construction of the open virtual fundamental cycle.
Still, as in the case of the open string and dilaton equations, the claim is expected to be
true, and with a similar proof, under some mild assumptions on the open virtual fundamental
cycle. Thus, the following proposition gives further evidence to support Conjecture 1:
Proposition 6.3. The function φ1|tr−1d 7→ 1√−r (tr−1d −δd,0rs) satisfies equation (6.4).
Proof. Let us prove that the function φ1 satisfies the equation
∂φ1
∂tαp+1
=
∑
µ+ν=r−2
∂2F
1
r
,c
0
∂tαp ∂t
µ
0
∂φ1
∂tν0
+
∂φ0
∂tαp
∂φ1
∂tr−10
+
1
2
∂2φ0
∂tαp∂t
r−1
0
.(6.5)
Together with Theorem 1.1, this immediately implies the proposition. Let us rewrite equa-
tion (6.5) in the variables Ti:
∂φ1
∂Ta+r
=
r−1∑
b=1
a + r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
∂φ1
∂Tr−b
+
a + r
r
∂φ0
∂Ta
∂φ1
∂Tr
+
a+ r
2r
∂2φ0
∂Ta∂Tr
, a ≥ 1.(6.6)
In [4, Lemma 4.2], we proved that the operator L has the form
L = ∂rx +
r−2∑
i=0
∑
j≥0
εi−r+jf
[j]
i ∂
i
x, f
[j]
i ∈ C[[T∗]].
Denote
L0 := ∂
r
x +
r−2∑
i=0
f
[0]
i ∂
i
x, L1 :=
r−2∑
i=0
f
[1]
i ∂
i
x, (f
[0]
i )
(k) := ∂kxf
[0]
i .
For any a ≥ 1, the Laurent series L̂
a
r
0 has the form
L̂
a
r
0 =
a∑
i=−∞
Pi((f
[0]
∗ )
(∗))zi,
where Pi are polynomials in (f
[0]
j )
(k) for 0 ≤ j ≤ r − 2 and k ≥ 0. Let us assign
to (f
[0]
j )
(k) differential degree k. Then we can decompose the polynomials Pi((f
[0]
∗ )(∗)) as
Pi((f
[0]
∗ )(∗)) =
∑
m≥0 Pi,m((f
[0]
∗ )(∗)), where a polynomial Pi,m has differential degree m. In-
troduce the following notation:(
L̂
a
r
0
)
m
:=
a∑
i=−∞
Pi,m((f
[0]
∗ )
(∗))zi,
(
L̂
a
r
0
)
+,m
:=
a∑
i=0
Pi,m((f
[0]
∗ )
(∗))zi.
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Lemma 6.4. For any a ≥ 1 we have
∂φ1
∂Ta
=
[
(φ1)x∂z
(
L̂
a
r
0
)
+
+
(φ0)xx
2
∂2z
(
L̂
a
r
0
)
+
+
(
L̂
a
r
0
)
+,1
+
a
r
(
L̂
a
r
−1
0 L̂1
)
+
]∣∣∣∣∣
z=(φ0)x
,(6.7)
where ∂z denotes the partial derivative
∂
∂z
.
Proof. We have ∂φ
∂Ta
= εa−1 (L
a/r)+eφ
eφ
. The operator L
a
r has the form L
a
r =
∑a
i=−∞Ri∂
i
x, where
Ri =
∑
j≥0 ε
i−a+jRi,j, Ri,j ∈ C[[T∗]]. We have to check that
(6.8) Coefε0
[
εa−1
a∑
i=0
Ri
∂ixe
φ
eφ
]
=
=
[
(φ1)x∂z
(
L̂
a
r
0
)
+
+
(φ0)xx
2
∂2z
(
L̂
a
r
0
)
+
+
(
L̂
a
r
0
)
+,1
+
a
r
(
L̂
a
r
−1
0 L̂1
)
+
]∣∣∣∣∣
z=(φ0)x
,
where Coefε0 means the coefficient of ε
0.
By induction on i, it is easy to prove that
∂ixe
φ
eφ
= i!
∑
m1,m2,...≥0∑
jmj=i
∏
j≥1
(∂jxφ)
mj
(j!)mjmj !
, i ≥ 0.(6.9)
We have
∏
j≥1
(∂jxφ)
mj =

ε−i(φ0)
i
x + ε
−i+1i(φ0)
i−1
x (φ1)x +O(ε
−i+2), if m1 = i and m≥2 = 0,
ε−i+1(φ0)
i−2
x (φ0)xx +O(ε
−i+2), if m1 = i− 2, m2 = 1 and m≥3 = 0,
O(ε−i+2), otherwise.
As a result,
∂ixe
φ
eφ
= ε−i(φ0)
i
x + ε
−i+1
(
i(φ0)
i−1
x (φ1)x +
i(i− 1)
2
(φ0)
i−2
x (φ0)xx
)
+O(ε−i+2),
and
Coefε0
[
εa−1
a∑
i=0
Ri
∂ixe
φ
eφ
]
=
a∑
i=0
Ri,0
(
i(φ0)
i−1
x (φ1)x +
i(i− 1)
2
(φ0)
i−2
x (φ0)xx
)
+
a∑
i=0
Ri,1(φ0)
i
x.
(6.10)
Note that
a∑
i=0
Ri,0z
i =
(
L̂
a
r
0
)
+
and
a∑
i=0
Ri,1z
i =
(
L̂
a
r
0
)
+,1
+
a
r
(
L̂
a
r
−1
0 L̂1
)
+
.
We can see now that the first sum on the right-hand side of (6.10) gives the first and the
second terms on the right-hand side of (6.8). The second sum on the right-hand side of (6.10)
gives the third and the fourth terms on the right-hand side of (6.8). This completes the proof
of the lemma. 
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In [4, Lemma 4.7], we proved that
∂φ0
∂Ta
=
(
L̂
a
r
0
)
+
∣∣∣∣
z=(φ0)x
,(6.11)
which implies
∂2φ0
∂Ta∂Tr
=
∂
∂Tr
[(
L̂
a
r
0
)
+
∣∣∣∣
z=(φ0)x
]
=
(
∂z
(
L̂
a
r
0
)
+
∂zL̂0(φ0)xx + ∂z
(
L̂
a
r
0
)
+
∂xL̂0
)∣∣∣∣
z=(φ0)x
.
Therefore, equation (6.6) is equivalent to
∂φ1
∂Ta+r
=
r−1∑
b=1
a+ r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
∂φ1
∂Tr−b
+
a+ r
r
∂φ0
∂Ta
∂φ1
∂Tr
+(6.12)
+
a + r
2r
(
(φ0)xx∂z
(
L̂
a
r
0
)
+
∂zL̂0 + ∂z
(
L̂
a
r
0
)
+
∂xL̂0
)∣∣∣∣
z=(φ0)x
.
Using formulas (6.7) and (6.11), we see that equation (6.12) is a consequence of the following
four equations:
∂z
(
L̂
a+r
r
0
)
+
=
r−1∑
b=1
a + r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
∂z
(
L̂
r−b
r
0
)
+
+
a + r
r
(
L̂
a
r
0
)
+
∂zL̂0,(6.13)
∂2z
(
L̂
a+r
r
0
)
+
=
r−1∑
b=1
a + r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
∂2z
(
L̂
r−b
r
0
)
+
+
a + r
r
(
L̂
a
r
0
)
+
∂2z L̂0+(6.14)
+
a+ r
r
∂z
(
L̂
a
r
0
)
+
∂zL̂0,(
̂
L
a+r
r
0
)
+,1
=
r−1∑
b=1
a + r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
(
̂
L
r−b
r
0
)
+,1
+
a+ r
2r
∂z
(
L̂
a
r
0
)
+
∂xL̂0,(6.15)
a + r
r
(
L̂
a+r
r
−1
0 L̂1
)
+
=
r−1∑
b=1
a + r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
r − b
r
(
L̂
r−b
r
−1
0 L̂1
)
+
+
a+ r
r
(
L̂
a
r
0
)
+
L̂1.(6.16)
In [4, Proof of Proposition 4.8], we proved that
d
(
L̂
a+r
r
0
)
+
=
r−1∑
b=1
a+ r
b(r − b)
∂2F
1
r
,c
0
∂Ta∂Tb
d
(
L̂
r−b
r
0
)
+
+
a+ r
r
(
L̂
a
r
0
)
+
dL̂0,
from which equation (6.13) clearly follows. Applying the derivative ∂z to the both sides
of (6.13), we get equation (6.14). Equation (6.16) follows from the property(
L̂
a
r
0
)
−
−
r−1∑
b=1
1
b
∂2F
1
r
,c
0
∂Ta∂Tb
L̂
− b
r
0 ∈ z−r−1C[[f [0]∗ ]][[z−1]],(6.17)
which was proved in [4, Proof of Proposition 4.8].
Let us prove equation (6.15). Let us first prove that for any a ≥ 1 we have(
L̂
a
r
0
)
1
=
a(a− r)
2r2
L̂
a
r
−2
0 ∂zL̂0∂xL̂0.(6.18)
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It is easy to see that((̂
L
1
r
0
)r)
1
=rL̂
r−1
r
0
(
L̂
1
r
0
)
1
+
r−1∑
j=0
L̂
r−j−1
r
0 ∂zL̂
1
r
0 ∂xL̂
j
r
0 =
=rL̂
r−1
r
0
(
L̂
1
r
0
)
1
+
r−1∑
j=0
j
r2
L̂−10 ∂zL̂0∂xL̂0 =
=rL̂
r−1
r
0
(
L̂
1
r
0
)
1
+
r − 1
2r
L̂−10 ∂zL̂0∂xL̂0.
Since we obviously have
((̂
L
1
r
)r)
1
= 0, equation (6.18) is proved for a = 1. For an arbitrary
a ≥ 1 we compute((̂
L
1
r
0
)a)
1
=aL̂
a−1
r
0
(
L̂
1
r
0
)
1
+
a−1∑
j=0
L̂
a−1−j
r
0 ∂zL̂
1
r
0 ∂xL̂
j
r
0 =
=
a(1− r)
2r2
L̂
a
r
−2
0 ∂zL̂0∂xL̂0 +
a−1∑
j=0
j
r2
L̂
a
r
−2
0 ∂zL̂0∂xL̂0 =
=
a(a− r)
2r2
L̂
a
r
−2
0 ∂zL̂0∂xL̂0.
Thus, equation (6.18) is proved.
Let us rewrite formula (6.18) in the following way:(
L̂
a
r
0
)
1
=
a
2r
∂zL̂
a
r
−1
0 ∂xL̂0.
Then we see that equation (6.15) is equivalent to
a + r
2r
(
∂zL̂
a
r
0 ∂xL̂0
)
+
=
r−1∑
b=1
a+ r
2rb
∂2F
1
r
,c
0
∂Ta∂Tb
(
∂zL̂
− b
r
0 ∂xL̂0
)
+
+
a + r
2r
∂z
(
L̂
a
r
0
)
+
∂xL̂0.(6.19)
We obviously have
a+ r
2r
(
∂zL̂
a
r
0 ∂xL̂0
)
+
=
a + r
2r
∂z
(
L̂
a
r
0
)
+
∂xL̂0 +
a + r
2r
(
∂z
(
L̂
a
r
0
)
−
∂xL̂0
)
+
.
Note that the underlined term here cancels the underlined term on the right-hand side
of (6.19). Therefore, equation (6.19) is equivalent to the identity(
∂z
(
L̂
a
r
0
)
−
∂xL̂0
)
+
=
r−1∑
b=1
1
b
∂2F
1
r
,c
0
∂Ta∂Tb
(
∂zL̂
− b
r
0 ∂xL̂0
)
+
,(6.20)
which follows from equation (6.17). The proposition is proved. 
7. Constructions of canonical multisections, independence of choices
This section is devoted to constructing the different types of multisections we use through-
out the article, and to prove Theorem 3.13. First, we discuss the construction of canonical
boundary conditions.
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7.1. Constructions of a single global canonical multisection. The following definition
is required:
Definition 7.1. Let Γ be a graded graph. A canonical multisection s is strongly positive
if, for any Λ ∈ ∂!Γ \ ∂+Γ such that BΛ has some connected components Ξ1, . . . ,Ξa without
boundary tails, and every Σ ∈ M1/rΛ , each local branch of the projection of sΣ to a Ξi-
component evaluates positively on some nonempty subset of the boundary ∂(BΣΞi) of the
Ξi-component of BΣ (defined in Remark 3.6).
The first step towards constructing canonical boundary conditions was the local Proposi-
tion 3.16. The second step is the following global proposition.
Proposition 7.2. (1) For any smooth, graded, connected Γ, there exists a transverse
special canonical multisection of Witten’s bundle.
(2) For any smooth, graded, connected Γ, there exists a transverse special canonical
strongly positive multisection of the Witten bundle. Moreover, for any strongly posi-
tive multisection s one can find a strongly positive multisection sˆ such that, for any
Σ ∈ PM1/rΓ and for any local branch sˆiΣ of sˆΣ, the subset of ∂Σ on which sˆiΣ is positive
intersects, for every local branch sjΣ of sΣ, the subset of ∂Σ on which s
j
Σ is positive.
(3) For any smooth, graded, connected Γ, and any p ∈ PM1/rΓ , there exist multisections
s1, . . . , sN ∈ C∞m (PM1/rΓ ,W) with compact support such that for any Λ ∈ ∂0Γ, the
section si|PM1/rΛ is pulled back from PM
1/r
BΛ , and for any choice of local branches
i1, . . . , iN of s1(p), . . . , sN(p) respectively, the set of vectors {sijj (p)}j=1,...,N spans Wp.
(4) For any Σ ∈ ∂M
1
r
0,k,{a1...,al}
such that zi does not belong to a partially stable component
of BΣ, one can find s ∈ Si that does not vanish at Σ.
Proof. We begin with a transversality claim.
Observation 7.3. Let Λ be a graded graph (open or closed) without boundary edges, and
suppose that we are given multisections sv for each v ∈ Conn(detach(Λ)) such that
(1) if v is closed and has an anchor of twist −1, then sv ∈ C∞m (W,Rv) is a coherent
multisection;
(2) if v is closed without an anchor of twist −1, then sv ∈ C∞m (W,Mv)1/r;
(3) if v is open, then sv ∈ C∞m (W,PM1/rv );
(4) s¯v ⋔ 0 (where, we recall, if the anchor of v does not have twist −1, then sv = sv).
Then also s¯ ⋔ 0 for
s = zΛ,E(Λ)((s
v)v∈Conn(detach(Λ))).
The proof of Observation 7.3 is as follows. By induction, we may restrict to the case where
Λ has a single edge e and Conn(detach(Λ)) = {v1, v2}. If v1 and v2 are not connected by a
Ramond internal node, then the Witten bundle on MΛ decomposes as a direct sum, so if
each svi is transverse to zero, then so is s.
Suppose, then, that Λ is obtained by gluing the anchor of v2 to a Ramond internal tail
of v1. Let ui ∈ M1/rvi be a zero of s¯vi . Then Detach−1e (u1, u2) is a zero of s¯ = zΛ,e(sv1 , sv2).
By the transversality assumption, the derivatives of (each local branch of) s¯vi(ui) span Wui .
Thus the derivatives of the branches ofzΛ,e(sv1 , sv2)(Detach
−1
e (u1, u2)) in theM1/rvi directions
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span subspaces of Wi of WDetach−1e (u1,u2). By (2.30) of Proposition 2.34, the sequence
(7.1) 0→Wu2 →WDetach−1e (u1,u2) →Wu1 → 0
is exact. The space W2 is just the image, under the left map of (7.1), ofWu2 inWu1,u2, while
W1 surjects to Wu1 by the right map of (7.1). Thus, at Detach−1e (u1, u2), the derivatives of
the branches of zΛ,e(sv1 , sv2) span WDetach−1e (u1,u2), and the vanishing at Detach−1e (u1, u2) is
transverse. This proves Observation 7.3.
The constructions of multisections for the Witten bundle having the properties specified
in items 1, 2, and 3 is inductive. For the first two items, we shall require the following
extension lemmas.
Lemma 7.4. Let Γ be a smooth, connected, closed, graded r-spin graph. Suppose
sv ∈ C∞m (Rv,W)
are coherent multisections for each v ∈ V(Γ) \ Γ such that
(1) s¯v ⋔ 0;
(2) for any Λ ∈ ∂v,
sv|RΛ = zΛ,E(Λ)((sΞ)Ξ∈Conn(detach(Λ)));
(3) if the anchor of v has twist r − 1, then sv evaluates positively (with respect to the
grading) at the anchor.
Then one may construct a multisection sΓ ∈ C∞m (RΓ,W) which satisfies the above properties
with v replaced by Γ.
Lemma 7.5. Let Γ be a smooth, connected, open, graded r-spin dual graph. Let ζ be a
multisection of W defined over ⋃
Λ∈∂Γ\∂+Γ
M1/rΛ .
(1) Suppose that for any Λ ∈ ∂Γ \ ∂+Γ, the multisection
ζ |
PM
1/r
Λ
= F ∗Λζ
BΛ,
where ζBΛ ∈ C∞m (PM
1/r
BΛ ,W), is positive with respect to BΛ, Aut(BΓ)-invariant,
and transverse. Then one can extend ζ to a positive, transverse, Aut(Γ)-invariant
multisection σ ∈ C∞m (PM
1/r
Γ ,W).
(2) Suppose we add the additional assumption on ζ that for any Λ ∈ ∂Γ \ ∂+Γ such that
BΛ has at least one vertex without boundary tails, ζ |
M
1/r
Λ
is strongly positive in the
sense of Definition 7.1. Then the multisection σ of item (1) can be chosen to be
strongly positive on PM1/rΓ .
(3) Let s be a strongly positive multisection on PM1/rΓ , and assume, in addition to the
assumptions of item 1, that for any Λ ∈ ∂Γ \ ∂+Γ such that BΛ has at least one
vertex without boundary tails, and for any Σ ∈ M1/rΛ and any branch of ζΣ, the
subset of ∂Σ on which ζΣ evaluates positively intersects all of the subsets of ∂Σ on
which the branches of sΣ are positive. Then the multisection σ of item (1) satisfies
the following further condition: if Γ has no boundary tails, then for any Σ ∈ PM1/rΓ
and any branch of σΣ, the subset of ∂Σ on which σΣ evaluates positively intersects
all of ∂Σ on which the branches of sΣ are positive.
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We return to the proofs of Lemmas 7.4 and 7.5 below. First, though, we show how to
deduce Proposition 7.2 from these lemmas.
To prove item 1 of the proposition, we first note that, by Lemma 7.4 and induction on
dim(M1/rv ), there exists a family of multisections sv for each closed v ∈ V(Γ) satisfying the
conditions of the proposition. What remains, then, is to consider open vertices.
We shall construct, for any abstract open vertex v ∈ V(Γ), a transverse positive multisec-
tion sv ∈ C∞m (PM
1/r
v ,W) such that for any Λ ∈ ∂v \ ∂+v,
(7.2) sv|
PM
1/r
Λ
= F ∗Λ
(
zBΛ,E(BΛ)((s
f )f∈Conn(detach(BΛ)))
)
.
The resulting sΓ will satisfy the requirements of the proposition by its definition.
The construction of sv is by induction on dim(Mv). The base case is when v is partially
stable, and this case is settled by the first item of Proposition 3.16. Suppose, then, that
we have constructed multisections sv for any v ∈ V(Γ) with dimMv < n ≤ dimMΓ, and
consider v ∈ V(Γ) with dimMv = n. We define a multisection ζ on∐
Λ∈∂v\∂+v
PM1/rΛ
by (7.2). Thanks to Observation 3.7, the multisection ζ descends to⋃
Λ∈∂v\∂+v
PM1/rΛ
as a continuous multisection that is smooth on each PM1/rΛ . This section is automatically
Aut(v)-invariant, and it is transverse on each PM1/rΛ , by Observation 7.3. Moreover, ζ
satisfies the assumptions of item 1 of Lemma 7.5 by construction, so we can use the lemma
to extend ζ to a smooth, Aut(v)−invariant and transverse multisection sv over all PM1/rv .
The inductive step for the construction of sv follows.
We now turn to item 2 of the proposition. The proof of the first part of item 2 follows
by induction, similarly to the one performed in the previous case, by using the fact that the
boundary conditions in the partially stable case (which is the base case of the induction)
trivially satisfy the strong positivity requirement, as they evaluate positively on the whole
boundary of the partially stable components. We then apply item 2 of Lemma 7.5 for the
inductive step, and the first part of item 2 is proved.
The “moreover” part of Item 2 is proven similarly. This time, we start with a strongly
positive multisection s and again use induction. As in the previous case, the basis of induction
is the partially stable case, and this satisfies the requirements by the same reasoning as above.
The induction step follows by applying item 3 of Lemma 7.5.
For item 3 of the proposition, we first note that the claim cannot be achieved using
only multisections that satisfy the second property of special canonical multisections in
Definition 4.7. The reason is that such sections have too much symmetry: if Σ is a graded
surface such that Aut(BΣ) has an element that permutes two components D1 and D2 of
BΣ, then for any canonical multisection there is some branch with the same projections
onto WD1 and WD2 (with respect to the natural identification). The second difficulty in
working with multisections that have the second property of special canonical multisections
is that, because of their strong decomposition properties, it is difficult to construct them
with compact support in PM
1
r
0,k,{a1...,al}
, unless they vanish on the closed moduli space.
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To overcome these issues, we construct multisections as follows. We assume that the
internal labels are all different. Let r(Λ) be the maximal possible number of vertices with
r+1 boundary labels and no internal labels that may appear in any Ξ′ = detach(Ξ) for any
Ξ ∈ ∂!Λ. Note that r(Λ) = r(detach(Λ)) and r(Λ) ≥ r(Ξ) for any Ξ ∈ ∂!Λ.
Fix Σ ∈ PM1/rΓ , and suppose that Σ ∈M1/rΛ . Observe that
WΣ ≃ ⊞Ξ∈ConnBΛWΣΞ ,
where ΣΞ is the Ξ-component of BΣ. The construction of multisections now splits into two
cases.
The first case is when Aut(BΣ) preserves ΣΞ, which happens, in particular, if Ξ has
internal tails. In this case, all elements of Aut(ΣΞ) are induced by permuting the boundary
markings10, though there are additional automorphisms of the bundle if ΣΞ has internal
nodes. Let w ∈ WΣΞ be an arbitrary vector, and let G(w) = {w1 = w, . . . , wa} be its
orbit under the action of Aut(ΣΞ), lifted to the Witten bundle. We shall show, in this case,
that one can construct a multisection as in the statement of item 3 whose branches at Σ
are w1, . . . , wa when projected to the Ξ component, and are zero when projected to other
components.
The second case is when Aut(BΣ) does not preserve ΣΞ. This means, in particular, that
Ξ has no internal half-edges or tails. Let Ξ1, . . . ,Ξb be the components of the Aut(BΣ)-orbit
of ΣΞ. For a vector w ∈ WΣΞ, let G(w) be the orbit of w under the action of Aut(ΣΞ), and
for w1, . . . , wb ∈ WΣΞ , let G(w1, . . . , wb) be the collection of vectors in W˜ΣΞ :=
⊕
i∈[b]WΣΞi
defined by
G(w1, . . . , wb) =
{
b⊕
i=1
w′i|w′1 ∈ G(w1), . . . , w′b ∈ G(wb)
}
,
where we use the canonical identification between the different WΣΞi . Fix a set F ⊆ N of
size at least r(Γ), and let WF ⊆ WΣΞ be a set of vectors wQ for each Q ⊆ F such that
|Q| = r(Ξ). Let
G(WF ) =
⋃
Q1,...,Qb⊆F,
|Qi|=r(Ξ), i∈[b],
∐
Qi⊆F
G(wQ1, . . . , wQb).
We show how to construct a multisection s as in the statement of item 3 whose branches at
Σ are precisely G(WF ), under the natural injection W˜ΣΞ →W as a direct summand.
Write m = rkWΣΞ. There is no difficulty, in the first case, in finding w1, . . . , wm such that
each element of G(w1)× · · · ×G(wm) is a basis for WΣΞ, and in the second case, in finding
sets W 1F , . . . ,W
mb
F as above such that each element of
G(W 1F )× · · · ×G(WmbF )
is a basis for W˜ΣΞ . Thus, constructing multisections as above for any w (in the first case) or
any WF (in the second case) will prove item 3.
Write V ′(Γ) for the collection of graphs that appear as connected components of BΥ for
graphs Υ ∈ ∂0Γ with no internal edges or contracted boundary tails. We define, for any Ξ
and w as in the first case and any Υ ∈ V ′(Γ), a multisection sΥ. Similarly, for any Ξ and
10Such permutations induce automorphisms of ΣΞ only when the open vertex Ξo of detach(Ξ) has exactly
one internal half edge, and for very specific configurations of markings.
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WF as in the second case, any Υ ∈ V ′(Γ), and any Q ⊆ F of size at least r(Υ), we define a
multisection sQ. We require these multisections to have the following properties:
(1) For any Υ′ ∈ ∂0Υ with no internal edges or contracted boundary tails, in the first
case
sΥ|
PM
1/r
Υ′
= F ∗Υ′
(
⊞Ω∈Conn(BΥ′)s
Ω
)
,
and in the second case,
sΥQ|PM1/r
Υ′
=
⊎
{(QΩ)Ω∈Conn(BΥ′)||QΩ|=r(Ω),
⊔
Ω QΩ⊆Q}
F ∗Υ′
(
⊞Ω∈Conn(BΥ′)s
Ω
QΩ
)
,
where ⊎ is the operation defined in Notation B.2.
(2) In the first case, let Υ be the smoothing of Ξ (c.f. Definition 2.21). We take the
branches of sΥ(ΣΞ) to be {w1, . . . , wa}, with equal weights, in the sense of Defi-
nition B.1. For any other component Ξ′ ∈ Conn(BΛ) with a smoothing Υ′, we
put sΥ
′
(ΣΞ
′
) = 0. In the second case, each Ξi is smooth. We take the branches of
sΞ1Q (Σ
Ξ1), |Q| = r(Ξ1), to be G(wQ) with equal weights11, and for any other compo-
nent Ξ′ ∈ Conn(BΛ) with a smoothing Υ′, we put sΥ′Q (ΣΞ′) = 0.
(3) For every Υ ∈ V ′(Γ), both sΥ and sΥQ have compact support.
The construction of sΥ and sΥQ is by induction on dimM
1/r
Υ . In the second case, we first
define sΥQ for Q ⊆ F with |Q| = r(Υ) and then define, for |Q| > r(Υ),
sΥQ =
⊎
Q′⊆Q, |Q′|=r(Υ)
sΥQ′.
Using (B.2), we see that this definition is consistent with the required properties of the
multisections.
The base case of the inductive construction of sΥ and sΥQ is the partially stable case, where
we have to choose one vector. In fact, the construction from the proof of the previous items
works here as well.
Suppose, then, that we have constructed multisections with the above three properties
for all Ω ∈ V ′(Γ) with dimM1/rΩ < n. We define sΥ|∂0PM1/rv and s
Υ
Q|∂0PM1/rΥ by item 1. By
Observation 3.7, and using (B.2) in the second case, we see that this multisection is indeed
well-defined and compactly-supported on ∂0PM1/rv . Let Υ′ be a graph identical to Υ but
with injective labelings. Represent the quotient q˜ : PM1/rΥ′ /G ≃ PM1/rΥ , where G is a finite
group, as in the last paragraph of Proposition 3.16. Pull back sΥ|
∂0PM
1/r
Υ
and sΥQ|∂0PM1/rΥ to
G-invariant multisections sΥ
′|
∂0PM
1/r
Υ′
and sΥ
′
Q |∂0PM1/r
Υ′
. Extend these to multisections s˜Υ
′
and
s˜Υ
′
Q with compact support over PM1/rΥ′ . Define
sΥ
′
=
⊎
g∈G
g · s˜Υ′, sΥ′Q =
⊎
g∈G
g · s˜Υ′Q .
These multisections descend to the quotient PM1/rΥ′ /G, and we pull back using q˜−1 to define
sΥ
′
and sΥQ on all PM
1/r
Υ , extending their previous definition over boundary. If Υ is the
11This implies that the branches of s(Σ) are precisely G(WF ) with equal weights.
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smoothing of Ξ (respectively, Ξ1) we perform the extensions and symmetrizations of s
Υ
(respectively, sΥQ) so that item 2 also holds. The induction follows.
The resulting multisections, defined on PM1/rΓ by pulling back from PM
1/r
formarking(Γ)
, satisfy
the required properties, so item 3 of the proposition is proven.
The last item of the proposition, item 4, is proven completely analogously to Proposi-
tion 3.49 of [32]. The only comment that should be made is that, during the recursive
construction process, some initial conditions involve defining the sections on partially stable
components, an issue that did not appear in [32]. On such components, we define the section
to be zero. This does not affect the resulting intersection theory, as the section of the Witten
bundle has a prescribed, nonvanishing behavior on such components.
This completes the proof of Proposition 7.2, modulo the two lemmas. 
We now return to the proofs of Lemmas 7.4 and 7.5.
Proof of Lemma 7.4. The claim is trivial when the dimension of MΓ is zero or when the
rank of the Witten bundle is zero, so we assume that both are positive. Write
N =
⋃
Λ∈∂Γ
RΛ.
Then N is a normal crossings divisor in RΓ, and on N , a multisection s is defined by the
second item. More precisely, the second item defines a multisection on
∐
Λ∈∂ΓRΛ, but this
multisection descends to N by Observation 4.3.
Suppose first that the anchor does not have twist r−1. By the first item and Observation
7.3, the multisection s¯|
M
1/r
Λ
is transverse to zero for any Λ ∈ ∂Γ. We can thus extend it to a
transverse multisection s¯ ∈ C∞m (M
1/r
Γ ,W). This gives a multisection s ∈ C∞m (N ′,W) where
N ′ = N ∪M1/rΓ →֒ RΓ, is just M1/rΓ if the anchor is not Ramond, and a normal crossing
divisor in RΓ otherwise. If the anchor is not twisted −1 then s satisfies the requirements
of the lemma, and we are done. Otherwise recall the coherent section u defined in Example
4.1.2. The multisection s|N ′ − u|N ′ is a multisection of W ′ → N ′. Extend it to a smooth
multisection s′ ∈ C∞m (RΓ,W). Then s′+u extends s to a coherent multisection of RΓ which
satisfies all the requirements.
If the anchor has twist r−1, then the multisection s, currently defined only on N , evaluates
positively at the anchor over any point of N . Extend s to a multisection s0 in neighborhood
U of N , where we assume that U is small enough that s still evaluates positively at the
anchor over any point of U . For any point p ∈M1/rv , the first part of Proposition 3.16 allows
one to construct a multisection sp that evaluates positively at the anchor over any point in a
neighborhood Up of p. CoverM1/rv \U by a finite number of such neighborhoods Up1 , . . . Upm
that do not intersect N . Let si be the multisection that corresponds to pi, and let ρ0, . . . , ρm
be a partition of unity subordinate to the cover U, Up1, . . . , Upm. Then
∑m
i=0 ρisi extends s
and satisfies the requirements of the lemma. 
Proof of Lemma 7.5. Write
W =
⋃
Λ∈∂Γ\∂+Γ
PM1/rΛ .
Step 1: Let Ξ be a graph containing some internal edges or illegal boundary half-edges of
twist zero, and let u ∈M1/rΞ ⊆ ∂+M
1/r
Γ be a moduli point with corresponding r-spin surface
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Σu. The first step is to construct, for each such Ξ and u, a Ξ-neighborhood Uu in M1/rΓ , a
Ξ-family of intervals {Iu,h}h∈H+(Ξ), and a (Uu, {Iu,h}h)-positive multisection su that restricts
to the given multisection ζ on W ∩ Uu.
(The na¨ıve approach to the lemma would be to try to use standard local arguments
to show that one can extend the multisection to a neighborhood of W . However, due
to noncompactness, this does not work directly; it only shows that one can extend the
multisection to a set of the form U ∩ PM1/rΓ , where U is an open set containing u in its
closure. This is why we first construct (Uu, Iu,h) as above, and then we explicitly construct
a (Uu, Iu,h)-positive extension of ζ to all Uu.)
To construct Uu, Iu,h, and su, let {e1, . . . , eL} be the set of edges of Ξ that are either internal
or such that their illegal half-edge has twist zero. In the restriction of the universal curve
to a small contractible Ξ-neighborhood U ′u of u, one can number the nodes corresponding
to e1, . . . , eL by n1, . . . , nL. Write Γ
(Q) for the graph obtained by smoothing all edges not
numbered 1, . . . , L, as well as all edges of Q, for Q ⊆ [L]. Using the assumptions of the
lemma, one can write
ζ (Q) = ζ |
PM
1/r
Γ(Q)
∩U ′u
for any Q ( [L]. Recalling notation 3.5, define Ξ(Q) ∈ BΓ(Q) by Ξ(Q) = fΓ(Q)(Ξ).
By the assumptions on ζ , for each Q ( [L] one has
ζ (Q) = F ∗Γ(Q)ζ
B(Q),
where ζB(Q) is a restriction of a positive multisection of PM1/rBΓ(Q) . Thus, for anyQ ( [L], there
is a Ξ(Q)-neighborhood UB(Q) ⊆M1/rBΓ(Q) of FΓ(Q)(u) and a family of intervals {IB(Q)h }h∈H+(Ξ(Q))
for UB(Q) on which ζB(Q) evaluates positively. Pulling back to M1/rΓ(Q) , we can find a Ξ-
neighborhood U (Q) of u inside F−1
ΓQ
(UB(Q)) ⊆M1/rΓ(Q), and a family of intervals
{I(Q)h′ (u′) = n(φ−1Γ(Q)(I
B(Q)
h′ (FΓ(Q)(u
′))))}h′∈H+(Ξ(Q)),
where φΓ(Q) is the map from Remark 3.6 and n is the normalization map. For any u
′ ∈ U (Q)
and any h, the set I
(Q)
h (u
′) is either an interval or a union of intervals inside the surface
Σu′ ; see Figure 5. Moreover, the endpoints of these intervals vary smoothly with respect to
the smooth structure on the universal curve restricted to U (Q). By replacing with a smaller
Ξ-neighborhood U ′u of u, we may assume that U
′
u ∩MΓ(Q) ⊆ U (Q).
The simple yet crucial observation is that if h ∈ H+(Ξ) is mapped by fΓ(Q) to h(Q) :=
fΓ(Q)(h) ∈ H+(Ξ(Q)), then for any Σ in U (Q) ∩M1/rΞ(Q) the node nh = nh(Σ) belongs to an
interval contained in I
(Q)
h(Q)
(Σ). In Figure 5, both the case where fΓ(Q) is bijective and the case
where fΓ(Q) is not bijective are illustrated.
Thus, we can find a family of non-intersecting intervals Ih(u) ⊆ ∂Σu containing nh(u)
and no other special point, such that Ih(u) ⊆ I(Q)h(Q)(u) for all h ∈ H+(Ξ) and all Q ⊆ L.
We extend smoothly the family {Ih(u)}h∈H+(Ξ) to a Ξ-family of intervals {Iu,h}h∈H+(Ξ) on
U ′u. By continuity of the endpoints of the intervals I
(Q)
h with respect to the topology of the
universal curve, there exists a contractible Ξ-neighborhood Uu ⊆ U ′u of u such that, for all
u′ ∈ Uu ∩ PM1/rΓ(Q) ⊆ Uu ∩W , we have Iu,h(u′) ⊆ I(Q)h(Q)(u′).
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nh′
nh
nf
nf ′
n3
n2
n1
nh′
nh
nf
nf ′
n3
n2
n1
nh(Q)
nh′(Q)
Figure 5. The left and middle part of the figure show part of a nodal disk Σu,
in which the half-nodes n1, n2, and n3 are legal with twist r− 2 (so the other
half-nodes of these nodes are illegal of twist zero, hence are forgotten when
one passes to BΣu), h, h′, f, f ′ ∈ H+, and the disk component of nh′ becomes
unstable after forgetting the half-nodes. In the left part of the picture, we
consider the case 1, 2, 3 ∈ Q, so that the intervals I(Q)h , I(Q)f , I(Q)h′ , and I(Q)f ′
(marked in bold) are pullbacks of intervals I
B(Q)
h , I
B(Q)
f , I
B(Q)
h′ , and I
B(Q)
f ′ . In
the middle and right side of the figure, we consider the case 1, 2, 3 /∈ Q; the
right side of the picture shows part of the nodal disk obtained by the base
operation. We see that nh and nf are mapped to the same nh(Q) on the right,
and nh′ and nf ′ are mapped to the same nh′(Q). In addition, the intervals I
B(Q)
h(Q)
and I
B(Q)
h
′(Q) (marked in bold on the right) are pulled back to I
(Q)
h = I
(Q)
f and
I
(Q)
h′ = I
(Q)
f ′ , respectively, in the middle, which are unions of boundary intervals
containing intervals around the nodes nh, nf , nh′, and nf ′ .
We now show that one can extend the given multisection ζ |W∩Uu to all Uu ∩ PM1/rΓ . By
the definition of Ih,u and Uu, the multisection ζ |W∩Uu evaluates positively at {Ih,u}. We
can extend ζ |W∩Uu to a multisection s′ on a neighborhood Vu ⊆ Uu of W ∩ Uu such that
s′ evaluates positively at each Iu,h(u
′) for u′ ∈ Vu and h ∈ H+(Ξ). Let V ′u be another
neighborhood of W ∩ Uu whose closure is contained in Vu. Let ρ′u be a smooth nonnegative
function that equals 1 on V ′u and 0 on Uu \ Vu.
Denote by Ξˆ the graph obtained by smoothing the internal edges of Ξ and the edges that
have an illegal half-edge of twist zero; then H+(Ξ) = H+(Ξˆ) canonically. Let W be the
closure of W in M1/rΓ , and let Uu,1, Uu,2, . . . ⊆ Uu \W be a locally finite cover of Uu \W by
contractible Ξˆ-sets.
By Proposition 3.16, we can construct sections s′u,i ∈ C∞(W → Uu,i) that are positive with
respect to (Uu,i, {Iu,h}h∈H+(Ξˆ)). We now take subsets U ′u,i with U ′u,i ⊆ Uu,i that also cover
Uu \W , and let ρu,i be smooth nonnegative functions that equal 1 on U ′u,i and 0 outside of
Uu,i. Then su = ρ
′
us
′+
∑
i≥1 ρu,is
′
u,i is defined on all Uu, is smooth and (Uu, {Iu,h}h)-positive,
and restricts to ζ on W ∩ Uu. This completes the first step of the proof.
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Step 2: Since
⋃
Λ∈∂Γ\∂+Γ ∂
+M1/rΛ is compact, the previous step allows one to construct a
finite number of tuples (Ξj , Vj, {Ij,h}h∈H+(Ξj), s′j), with j = 1, . . . ,M , where Vj is a Ξj-set,⋃
Λ∈∂Γ\∂+Γ
∂+M1/rΛ ⊆
M⋃
j=1
Vj ,
and the smooth multisection s′j is (Vj , {Ij,h}h)-positive and agrees with ζ on W ∩ Vj . Using
a partition of unity {ρˆj}j∈[M ] subordinate to {Vj}j∈[M ], we construct a smooth multisection
s0 =
∑
ρˆjs
′
j
defined on Uˆ =
⋃
Vj that agrees with ζ on Uˆ ∩W.
We claim that s0 is positive. Indeed, consider any u ∈ ∂+M1/rΓ ∩ Uˆ with u ∈ M1/rΛ , where
Λ has at least one internal edge or illegal boundary half-edge of twist zero. Let Su be the set
of indices i with u ∈ Vi. Then for any i ∈ Su, the definition of a Ξi-set implies that Ξi ∈ ∂!Λ.
Let Zu =
⋂
i∈Su
Vi, and for u
′ ∈ Zu, write Ih(u′) =
⋂
i∈Su
Ii,h(u
′). Note that for h ∈ H+(Λ),
the intervals Ih(u) are nonempty, since each is the intersection of intervals that contain a
specific node nh. Thus, these intervals are also nonempty in a neighborhood Z
′
u ⊆ Zu of u.
By the definition of Su and of Λ-sets, there is a neighborhood Z
0
u of u that does not meet
Supp(ρi) for any i /∈ Su. Thus, on Z ′u ∩Z0u, each s′i that is defined evaluates positively at the
intervals Ih, and hence so does s0 =
∑
ρˆjs
′
j.
Step 3: We now construct, for any Λ without internal edges or illegal boundary half-edges
of twist zero and any point u ∈ M1/rΛ ⊆ ∂+M
1/r
Γ , a contractible Λ-neighborhood Uu, a
Λ−family of intervals {Iu,h}h∈H+(Λ) for U , and a (Uu, {Iu,h}h)−positive section su. This is
straightforward: on the surface Σu, we draw intervals Iu,h(u) that satisfy the requirements
of a Λ-family of intervals at u. We then extend these in a smooth way to Λ-family Iu,h in
a small enough contractible Λ-neighborhood Uu of u and use Proposition 3.16 to construct
sections su ∈ C∞(Uu, Iu) that are (Uu, Iu)-positive.
By compactness of ∂+M1/rΓ \Uˆ ,we can therefore find tuples (Λi, Ui, Ii, si), for i = 1, . . . , N ,
such that each Ui is a contractible Λi-set for Λi without internal edges or illegal half-edges of
twist zero, each Ii = {Ii,h}h∈H+(Λi) is a Λi-family of intervals for Ui, each si is (Ui, Ii)-positive,
and
∂+M1/rΓ \ Uˆ ⊆
⋃
Ui.
For i = 1, . . . , N , let U ′i be an open set whose closure is contained in Ui, such that
⋃
U ′i
also covers ∂+M1/rΓ \ Uˆ . For each i, let ρi be a smooth nonnegative function defined on
Uˆ ∪⋃ni=1 Ui that equals 1 on U ′i and equals 0 outside Ui. Let ρ0 be a smooth nonnegative
function such that Uˆ \ (⋃U ′i) ⊆ Supp(ρ) ⊆ Uˆ and ρ0|W = 1. Then
σ′ =
N∑
i=0
ρisi
is a multisection, defined on W and on a neighborhood of PM1/rΓ , that extends ζ . In
addition, σ′ is positive, as one can see by applying the same argument used for the positivity
of s0.
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Step 4: The multisection σ′ is transverse on W and positive near ∂+M1/rΓ . Let Γ˜ be a graph
identical to Γ but with injective labels, and let q˜ : M1/r
Γ˜
→ M1/rΓ be the quotient map.
Extend q˜∗σ′ transversally to all of PM1/r
Γ˜
. Symmetrize the extension of q˜∗σ′ with respect
to the action of Aut(Γ) on W → PM1/r
Γ˜
, where symmetrization of a multisection is defined
in (B.1) in Appendix B. The result is a pullback q˜∗σ of a multisection σ of W → PM1/rΓ .
Then σ is the required global multisection, and item 1 of the lemma is proved.
We now turn to items 2 and 3. First, an observation:
Observation 7.6. If Γ is smooth and graded without boundary tails, then there exists a
smooth section s+ of W → PM1/rΓ such that s+ vanishes on PM1/rΓ \ M1/rΓ and, for any
smooth Σ ∈M1/rΓ , the section (s+)Σ evaluates positively at ∂Σ.
Indeed, for any Σ ∈ M1/rΓ , one can find a vector vΣ ∈ WΣ (that is, a global section of
|J | → Σ) that evaluates positively on the boundary, simply by choosing all of the zeroes of
this global section to be internal. This is done using Lemma 3.17 and is an especially simple
instance of the proof method of Proposition 3.16; in particular, since there are no boundary
markings, the fact that all zeroes are internal implies that the section has the same sign at
each boundary point. Thus, multiplying by −1 if required yields the desired global section
vΣ.
We can extend vΣ to a section sΣ defined in a neighborhood UΣ of Σ with the same
properties. From here, a standard argument with partitions of unity allows us to construct
a global section s+ ∈ Γ(M1/rΓ ,W) with the required positivity property. We then obtain the
desired section by replacing s+ with ρs+, where ρ is a function on PM1/rΓ that is positive
onM1/rΓ and vanishes quickly enough when approaching PM
1/r
Γ \M1/rΓ , and then extending
ρs+ to PM1/rΓ \M1/rΓ by zero. This verifies Observation 7.6.
A second observation is:
Observation 7.7. If BΓ has a component with no boundary tails, then for any Ξ ∈ ∂0Γ, there
is a component of BΞ with no boundary tails.
From here, in order to prove item 2 of the lemma, we proceed as in the proof of the
previous item, only that after the third step in the proof, if Γ has no boundary tails, we
extend ζ further to a neighborhood of PM1/rΓ \ M1/rΓ in PM
1/r
Γ . By Observation 7.7 and
the strong positivity assumption, if we restrict to a small enough neighborhood U0, then for
any Σ ∈ U0 the extended section (which we also denote by σ′ as in the proof of Lemma
7.5) evaluates positively on a nonempty subset of ∂Σ. Let s+ be the section constructed in
Observation 7.6. Multiply σ′ by a smooth function ρ : PM1/rΓ → [0, 1] that equals 0 outside
of U0 and equals 1 on ∂M1/rΓ ∩ PM1/rΓ , and extend the result to a global section σ′′ that
equals 0 outside of U0. Then σ = s+ + σ
′′ is the required extension.
The proof of prove item 3 is similar to the previous case, and we use the same notation.
In particular, we extend ζ to U0 as above, continuing to use ζ to denote the result. Again,
by the assumptions and Observation 7.7, for U0 small enough, the requirement regarding
the intersections between the positivity loci of the branches of sΣ and ζΣ holds, since the
locus in ∂Σ on which a given branch of a section is positive is a union of open intervals.
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Now, defining ρ, σ′′, s+, and σ as above, we see that the resulting σ satisfies the modified
requirements.
The proof of Lemma 7.5 is thus complete. 
7.2. Proofs of Lemma 4.10 and Proposition 3.15. We now turn to the proofs of
previously-stated results concerning the existence of certain canonical multisections. We
require the following theorem:
Theorem 7.8. Let E → M be an orbifold vector bundle over a smooth orbifold with corners,
and let V = Rn+. Fix smooth multisections s0, . . . , sn ∈ C∞m (M,E), and let
F : V → C∞m (M,E)
be the map
(λi)i∈[n] → FΛ = s0 +
∑
λisi.
If the multisection
F ev ∈ C∞m (V ×M, p∗ME), F ev (λ, x) = Fλ (x)
is transverse to zero, where pM : V ×M →M is the projection, then the set
{v ∈ V |Fv ⋔ 0}
is residual.
This theorem is the orbifold analogue of [32, Theorem 3.52], and the proof is identical.
Proof of Lemma 4.10. Let s be a special canonical multisection of W with the properties
guaranteed by Proposition 7.2, item 1. Denote its components by sv, for v ∈ V(Γ0,k,{a1...,al}).
Then s is positive on some set U+ of the form given in (3.1), hence is nonvanishing in some
neighborhood U ′+ of U+. In addition, let
wijk ∈ Si, i ∈ [l], j ∈ [di], k ∈ [mij ],
be a finite set of special canonical multisections of the jth copy of Li, which together span
the fibers of Li at any point of the compact PM
1
r
0,k,{a1...,al}
\ U ′+. The existence of these
multisections is guaranteed by Proposition 7.2, item 4. Set
J = {ijk}i∈[l],j∈[di],k∈[mij ], V = (R+)J .
For any v ∈ V(Γ0,k,{a1...,al}) and any set K as in the statement of the lemma, write
Jv,K = {abc | ab ∈ K, c ∈ [mab]} ⊆ J.
Apply Theorem 7.8 with
M =M1/rv , Vv,K = RJΛ,K+ , E =Wv ⊕
⊕
ab∈K
La →M1/rv
and
F = (Fv,K)λ = s¯v +
∑
α∈JΛ,K
λαw
v
α, λ = {λα}α∈JΛ,K ∈ VΛ,K ,
Observe that, in the notation of Theorem 7.8, F evv,K is transverse to 0. Indeed, at any zero
(λ, u) ∈ Vv,K×M1/rv , the derivatives of F evv,K in theM1/rv -directions spanWu by the assump-
tion on s, while those in the Vv,K-direction span
⊕
ab∈K La.
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Set
Xv,K = {λ ∈ VΛ,K|(FΛ,K)λ ⋔ 0}.
Then Xv,K is residual, by Theorem 7.8. Moreover, if pv,K : V → Vv,K is the projection, then
X =
⋂
v,K
p−1v,K(Xv,K)
is residual. Write
sij = sij;λ =
∑
k∈[mij ]
λijkwijk, s = Fλ
for some λ ∈ X. Then for any abstract vertex v ∈ V(Γ0,k,{a1...,al}) and an set K, we have
s¯v ⊕
⊕
ab∈K
svab;λ = (Fv,K)λ ⋔ 0.
When (4.5) holds, then for any Λ ∈ ∂0Γ0,k,{a1...,al} there is at least one abstract vertex v
with
rkRWv + 2
∑
i∈I(v)
di > dimRM1/rv .
By choosing K =
⋃
i∈I(v) {i} × [di], transversality shows that
s¯v ⊕
⊕
ab∈K
svab;λ
does not vanish in M1/rv , so s does not vanish in M1/rΛ . 
We now turn to Proposition 3.15.
Proof of Proposition 3.15. Proposition 3.15 is a trivial consequence of a much stronger state-
ment:
Lemma 7.9. For any smooth graded open graph Γ, there exist global strongly positive mul-
tisections. Moreover, for any two such multisections s0 and s1, one can find an homotopy
H ∈ C∞m (PM1/rΓ × [0, 1],W) with H(−, i) = si for i = 0, 1 such that every st is strongly
positive.
The lemma implies the proposition, since when k = 0 for every Λ ∈ ∂0Γ∪ {Γ}, there is at
least one open component of BΛ with no boundary tails. The strong positivity requirement
(Definition 7.1) assures, in particular, that the multisection does not vanish on M1/rΛ .
The existence part of the lemma is an immediate consequence of Proposition 7.2, item 2.
The “moreover” part follows from the “moreover” part of that item, applied to s = s0 ⊎ s1,
where ⊎ is as defined in Definition B.2. If the multisection defined in 2 is sˆ, then
H(−, t) = ρ0(t)s0 + ρ1(t)s1 + t(1− t)sˆ
is a homotopy that satisfies our requirements, assuming, for example, that ρǫ : [0, 1]→ [0, 1]
satisfy Supp(ρ0) = [0,
1
3
], Supp(ρ1) = [
2
3
, 1], and ρǫ(ǫ) = 1. This concludes the proof of
Lemma 7.9 and hence of Proposition 3.15. 
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7.3. Construction of canonical homotopies and proof of Theorem 3.13. We start
with the proof of Lemma 4.11.
Proof of Lemma 4.11. Let s1 be the projection of s to E1, and extend s and r to a neigh-
borhood Y of V+.
By the proof of Observation 3.12 and the definition of canonical multisections, there is an
open subset Y+ of U that also contains V+, such that Y+ = Y0 ∪ Y1 for Y0 and Y1 satisfying:
(1) All branches of the W-components of both s and r are positive with respect to the
same families of intervals in an open set containing Y0.
(2) For any Σ ∈ Y1, there is a point p ∈ ∂Σ such that all branches of s and r evaluate
positively at p.
(One should think of Y1 as a neighborhood of the strongly positive boundary strata.) By
making Y+ smaller if necessary, we assume that PM
1
r
0,k,{a1...,al}
\ Y+ is a compact orbifold
with corners. Let Y ′+ be another open set satisfying the same properties, whose closure is
contained in Y+.
Take a finite set of multisections wj of E2 → PM
1
r
0,k,{a1...,al}
, where j ∈ [m] and
Supp(wj) ⊆ PM
1
r
0,k,{a1...,al}
\ Y ′+,
such that the multisections wj span every fiber of E2 → ∂PM
1
r
0,k,{a1...,al}
\Y+ in the sense that,
for any choice of a local branches for each w1, . . . , wm, the branches span the fiber. Assume,
furthermore, that the multisection wj projects to zero in all but one direct summand of E2
(with respect to the decomposition in the statement of the lemma) and that wj is canonical
if this direct summand is one of the bundles Li, whereas wj is pulled back from the base (in
the sense of Definition 3.10) if this direct summand is W. Such multisections exist by items
3 and 4 of Proposition 7.2 and the compactness of PM
1
r
0,k,{a1...,al}
\ Y+.
Write π : ∂PM
1
r
0,k,{a1...,al}
× [0, 1]→ ∂PM
1
r
0,k,{a1...,al}
for the projection onto the first factor.
Let h ∈ C∞m (∂PM
1
r
0,k,{a1...,al}
, π∗E|
∂PM
1
r
0,k,{a1...,al}
) be the linear homotopy defined by
h(p, t) = (1− t)s(p) + tr(p)
for p ∈ ∂PM
1
r
0,k,{a1...,al}
and t ∈ [0, 1], and set
Hλ(p, t) = h(p, t) + t(1− t)
∑
λiwi, λ ∈ Rm+ .
By positivity, Hλ is nowhere-vanishing on Y
′
+ × [0, 1], and in particular transverse, for each
λ. For λ in a small enough neighborhood N of 0 ∈ Rm, the multisection Hλ(p, t) is also
nonzero on Y+ × [0, 1]. Now, apply Theorem 7.8 to
M = ∂0PM
1
r
0,k,{a1...,al}
× (0, 1) , E = π∗E|
∂0PM
1
r
0,k,{a1...,al}
, V = N,
and F = H. For p /∈ Y+, the derivatives of Hev in directions tangent to ∂M
1
r
0,k,{a1...,al}
span
the fiber (E1)p whenever s1(p) vanishes, by assumption 2 of our current lemma. Since the
multisections wj span (E2)p, the derivatives of H
ev in the Rm-directions span the fiber (E2)p
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for all p ∈ ∂0PM
1
r
0,k,{a1...,al}
\ Y+. Thus, Hev|
Rm+×∂PM
1
r
0,k,{a1...,al}
is transverse to zero, and by
Theorem 7.8, the set
X = {λ ∈ V | Hλ ⋔ 0}
is residual.
For any Γ ∈ A, let EΓ →MBΓ be the bundle induced by E on MBΓ, so that F ∗ΓEΓ = E.
Write
MΓ =MBΓ × (0, 1), and EΓ = π∗ΓEΓ,
where πΓ : MΓ → MBΓ is the projection to the first factor. By the definitions of the
multisections {wj} and of A, there exists HBΓ : Rm+ → C∞m (EΓ → MΓ) for any ΓinA such
that
Hλ|MΓ×(0,1) = (FΓ × id(0,1))∗HBΓλ , λ ∈ Rm+ .
Now, apply Theorem 7.8 with the same V , and with
M = MΓ, E = EΓ, F = H
BΓ.
Since s1 ⋔ 0, it follows that s
BΓ
1 ⋔ 0. Thus, the same argument that showed H
ev ⋔ 0 also
shows (HBΓ)ev ⋔ 0. It follows that the set
XΓ = {λ ∈ Rm | HBΓλ ⋔ 0}
is residual.
The intersection X ∩ ⋂Γ∈AXΓ is nonempty, since X,XΓs are residual, and for any λ ∈
X ∩ ⋂Γ∈AXΓ and for any Γ ∈ A such that BΓ has no partially stable components, the
homotopy HBΓλ does not vanish atMΓ× [0, 1] due to transversality and the dimension count
of Observation 3.8. The homotopy Hλ does not vanish on Y × [0, 1] by of the choice of N.
Thus, Hλ satisfies our requirements for any V
′
+ ⊆ V+ ∩ Y+ of the form (4.6), and the proof
is complete. 
We can now prove Theorem 3.13.
Proof of Theorem 3.13. By Lemma 4.10, one can find a global canonical multisection s ∈
C∞m (PM
1
r
0,k,{a1...,al}
, E) that does not vanish in ∂PM
1
r
0,k,{a1...,al}
or on U+ of the form (3.1) with
Γ = Γ0,k,{a1...,al}. Hence, e(E; s|
∂PM
1
r
0,k,{a1...,al}
∪U+
) can be defined. If r is another canonical
multisection whose domain contains ∂PM
1
r
0,k,{a1...,al}
∪U ′+, for U ′+ of the same form, then by
Lemma 4.11 applied to C = ∂0PM
1
r
0,k,{a1...,al}
, the trivial bundle E1, and
V+ = U+ ∩ U ′+,
one can find a nowhere-vanishing homotopy between s and r. Thus, by Lemma 4.12, we have∫
M
1
r
0,k,{a1...,al}
e(E; s|
∂PM
1
r
0,k,{a1...,al}
∪U+
) =
∫
M
1
r
0,k,{a1...,al}
e(E; r|
∂PM
1
r
0,k,{a1...,al}
∪U ′+
),
which completes the proof. 
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8. Orientation: constructions and properties
In this section we construct orientations for the Witten bundle and prove Theorem 2.40.
First, some notation:
Notation 8.1. Throughout this section, we write W0,k,~a for the Witten bundle on M1/r0,k,~a
for any tuple ~a = {a1, . . . , al}. We denote by Ord(B) the set of orders of B, by Cyc(B) the
set of cyclic orders, and by SB the group of permutations of B. Note that SB acts both on
Ord(B), by composition, and on M1/r0,B,~a, by permuting markings, and that this action lifts
canonically to W0,k,~a.
8.1. Extending the internal twists. Thus far, we have assumed that in the open r-spin
moduli space M
1
r
0,k,{a1...,al}
, the internal twists satisfy ai ∈ {−1, 0, 1, . . . , r − 1}. However,
when defining orientations, it is useful to allow more general twists. In fact, there exists a
smooth orientable orbifold with corners M1/r0,k,~a for any tuple of non-negative integers ~a =
{a1, . . . , al}, parameterizing stable nodal marked orbifold Riemann surfaces with boundary
together with an orbifold line bundle S, an isomorphism
|S|⊗r ∼= ω|C| ⊗O
(
−
∑
i∈I
ai[zi]−
∑
i∈I
ai[zi]−
∑
j∈B
(r − 2)[xj]
)
,
and a grading. Moreover, there is a Witten bundle on this moduli space, defined exactly as
before.
The relationship between the Witten bundle with twist ai and twist ai + r was observed
by Jarvis–Kimura–Vaintrob [21] in the closed case, and the same is true in the open theory:
Lemma 8.2. Let ~a = {a1, . . . , al} be a tuple of non-negative integers, and let ~a′ = {a1 +
r, a2, . . . , al}. Then there is an isomorphism
κ :M1/r0,k,~a′ →M
1/r
0,k,~a,
and the Witten bundles on M1/r0,k,~a′ and M
1/r
0,k,~a are related by a short exact sequence
0→ L˜→W0,k,~a′ → κ∗W0,k,~a → 0,
in which L˜ is an orbifold line bundle satisfying
L˜⊗r ∼= (L∨1 )⊗(a1+1) .
Proof. The isomorphism κ is given by sending the twisted r-spin structure S ′ to
S := S ′ ⊗O (r[z1] + r[z1]) ,
where [z1] and [z1] denote the orbifold divisors of the first internal marked point and its
conjugate, so that
|S| = |S ′| ⊗ O ([z1] + [z1])
on |C|. If S ′ denotes the universal twisted r-spin structure on the universal curve C over
M1/r0,k,~a′ and S := S ′ ⊗ O (∆z1 +∆z1) for the divisors ∆z1 ,∆z1 ⊆ C corresponding to z1 and
z1, then the short exact sequence
0→ |S ′| → |S| → |S|∣∣
∆z1+∆z1
→ 0
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implies
0→ R0π∗
(
|S|∣∣
∆z1+∆z1
)
→ R1π∗|S ′| → R1π∗|S| → 0,
Taking φ˜-invariants part yields
0→ σ∗1 |S| →
(
R1π∗|S ′|
)
+
→ (R1π∗|S|)+ → 0,
where σ1 is the section of |C| associated to the first internal marked point. The first bundle
in this sequence satisfies
(σ∗1 |S|)⊗r ∼= σ∗1
(
ω|π|,log
(
−
l∑
i=1
(ai + 1)∆zi
))
∼= L⊗(a1+1)1 ,
since σ∗1ω|π|,log is trivial. Dualizing thus proves the claim. 
8.2. Orientability of the Witten bundle. Before we show how to choose canonical ori-
entations, we first confirm that the Witten bundles are orientable.
Lemma 8.3. The bundles W0,k,{a1...,al} are orientable.
Moreover, suppose g ∈ SB preserves the component M1/r,πˆ0,B,~a, meaning that there exists an
integer h such that
g(π(i)) = π(i+ h),
interpreted cyclically. Then, for any orientation o ofW0,k,{a1...,al} →M
1/r,πˆ
0,B,~a, the permutation
g acts with sign εh, where ε = εk = (−1)k−1. The action of g ∈ SI by permuting the internal
markings, which also lifts canonically to W0,k,{a1...,al}, is orientation-preserving.
Proof. Suppose, first, that l ≥ 1 and k − 1 ≥∑ ai. Observe that
k − 1 ≡
∑
ai mod r.
There exists a (usually non-unique) tuple (a˜1, . . . , a˜l) with
a˜i ≥ 0, a˜i ≡ ai mod r,
∑
a˜i = k − 1.
By Lemma 8.2, the bundles W := W0,k,{a1...,al} and W˜ := W0,k,{a˜1...,a˜l} differ by a bundle E
that is a direct sums of complex line bundles. Thus, one has
det(E)⊗ det(W) ∼= det(W˜),
so, since E is canonically oriented, orienting W is equivalent to orienting W˜. Moreover, it is
evident that SB and SI act with a trivial sign on E. We can thus reduce to the case where
k − 1 =∑ ai.
In this case, the Witten bundle is of real rank e =
∑
ai = k − 1. Since the boundary of
the base space does not affect the orientability of a bundle, W →M
1
r
0,k,{a1...,al}
is orientable
exactly if W → M
1
r
0,k,{a1...,al}
\ ∂M
1
r
0,k,{a1...,al}
is orientable. Furthermore, this is the case
exactly if W is orientable on the moduli space M
1
r
0,k,{a1...,al}
of smooth graded r-spin disks,
since compact strata of real codimension two do not affect orientability. It is therefore enough
to prove that the bundle W is orientable over each connected component M
1
r
,πˆ
0,k,{a1,...,al}
of
M
1
r
0,k,{a1...,al}
associated to an order π : [k]→ [k] with induced cyclic order πˆ.
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The following gives explicit sections of W →M
1
r
,πˆ
0,k,{a1,...,al}
that form a basis in any fiber.
Construction/Notation 1. Let Σ be a smooth graded r-spin disk. Identifying Σ with the
upper half-plane, let
ξij = ξ
π
ij =
(xπ(j) − xπ(i))dw
(w − xπ(i))(w − xπ(j)) , i, j ∈ [k], ξj =
√−1(z¯j − zj)dw
(w − zj)(w − z¯j) , j ∈ [l],
where
√−1 is the root in the upper half plane. Define sections
(σj)Σ = (σ
π
j )Σ = (σ
π
0,k,{a1,...,al};j
)Σ =
(−1)r+1∏
i∈[l]
ξaii
∏
i∈[k]
ξ−1i(i+1)ξ
r
1(1+j)
 1r ∈ H0(Σ, |J |),
for j ∈ [k − 1], where k + 1 is taken to be 1. More precisely, inside the parentheses in the
above formula, a global section of
ω⊗r−1|C| ⊗O
(
l∑
i=1
ai[zi] +
l∑
i=1
ai[zi] +
k∑
j=1
(r − 2)[xj ]
)
∼= |J |⊗r
is written. This section is φ-invariant and positive on the arc from x1 to x1+j, with respect
to the canonical orientation. One can construct an rth root in the sense of a global section σj
of |J | whose rth power is mapped to the expression in parentheses. Indeed, this can be done
locally away from special points, and the order of zeroes and poles at special points guarantee
that the construction extends globally and univalently. When r is odd, there is a unique real
rth root, and we take this one as the definition of σj. When r is even, there are two real rth
roots, one of which agrees with the grading on the arc from x1 to x1+j and the other of which
agrees on the complementary arc; we choose σj to be the one that agrees on the arc from x1
to x1+j.
We claim that, for any Σ ∈ M
1
r
πˆ
0,k,{a1,...,al}
, the sections (σπj )Σ for j ∈ [k − 1] form a basis
of the fiber of W over Σ. To see this, observe first that the forms ξj and ξij are PSL2(R)-
invariant and conjugation-invariant. It is immediate that for all j, σj is nowhere-vanishing
onM
1
r
,πˆ
0,k,{a1,...,al}
. As the number of those sections is k− 1, it is enough to show that they are
linearly independent. But this is clear, since (σj)Σ has poles only at xπ(1) and xπ(1+j), and
by calculating coefficients of poles (for example at xπ(i) for i ∈ {2, . . . , k}), we see that if∑
cj(σj)Σ = 0,
then cj = 0 for all j ∈ [k − 1].
Thus,W →M
1
r
,πˆ
0,k,{a1,...,al}
is orientable, and we have completed the proof in the case where
l ≥ 1 and k − 1 ≥∑ ai.
Suppose, now, that l = 0. Recall from Equation (2.24) that W0,k,{0} is the pullback of
W0,k,∅ by the forgetful map M0,k,{0} → M0,k,∅. The fiber of this forgetful map is an open
disk, and in particular, it is contractible. Thus, W0,k,∅ is orientable exactly if W0,k,{0} is
orientable, and the latter is orientable by the first case.
The last case is when l ≥ 1 and k − 1 <∑ ai. Let k′ = 1 +∑ ai, so that W0,k′,{a1,...,al} is
orientable by the first case. Consider the boundary stratumM1/rΓ defined by a graph Γ with
two open vertices v1 and v2, in which v1 has k
′−k boundary tails and no internal tails, while
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v2 has the rest. Note that the half-edge h1 of v1 has tw(h1) = alt(h1) = 0. By Proposition
2.34 and equation (2.24), we have an identification
i∗ΓW0,k′,{a1,...,al} ∼=W0,k′−k+1,∅ ⊞W0,k,{a1,...,al}.
Hence,
det(W0,k′,{a1,...,al})|MΓ ≃ det(W0,k′−k+1,∅)⊠ det(W0,k,{a1,...,al}).
As W0,k′,{a1,...,al} and W0,k′−k+1,∅ are orientable by the first two steps, W0,k,{a1,...,al} is also
orientable.
Regarding the signs of actions of SB and SI , consider first the case where l = 1. In this
situation, k ≡ 1 + a1 mod r. As noted above, the bundles W0,k,a1 and W0,k,{k−1} differ by a
direct sum of complex line bundles by Lemma 8.2, and this decomposition is invariant under
SB. The claim in this case follows, then, if we prove it for the bundle W0,k,{k−1}. Moreover,
it suffices to prove the Lemma for h = −1, so we assume this in what follows.
Observe that, since the bundle is orientable and all components of the moduli space are
isomorphic, the claim can be verified for any specific component by fixing any orientation o
for W over this component and comparing og·Σ to g∗oΣ, where g · Σ is obtained from Σ by
renaming markings according to g and Σ is an arbitrary point in the specified component.
Using these comments, fix a generic smooth Σ and write Σ′ = g · Σ. Let oπ be the
orientation determined by the ordered basis (σπ1 , . . . , σ
π
k−1). Now, comparing o
π
g·Σ with g
∗
o
π
Σ is
equivalent to calculating the ratio of oπ to og·π at the same point of the moduli space. To this
end, first observe that the residues of (σπj )Σ at xπ(1) and xπ(1+j) are real and of opposite sign.
The sign of the residue at xπ(1) is independent of j, and moreover, it equals the sign of the
residue of (σπ
′
j )Σ at xπ′(1) for π
′ = g ·π. Therefore, for any Σ, the coordinate change between
the ordered bases (e1, . . . , ek−1) = (σ
π
1 , . . . , σ
π
k−1)g·Σ and (e
′
1, . . . , e
′
k−1) = (σ
π′
1 , . . . , σ
π′
k−1)g·Σ is
given by
e′1 = −α1e1 + β1e2, . . . , e′k−2 = −αk−2e1 + βk−2ek−1,
e′k−1 = −αk−1e1,
where αi, βi are positive numbers depending on Σ. Thus, the induced sign on the orientation
is equal to the sign of
∏
(−αi), which is (−1)k−1.
The case l = 0 follows by the same argument as in the proof of orientability above: we
first add an internal point with twist zero, and then we reduce to the case l = 1.
Finally, for l > 1, we compare the two orientations at a generic point of MΓ, where Γ
is a graph with two vertices, a closed vertex v1 with all internal tails and an open vertex
v2 with only boundary tails. By Proposition 2.34, we have µ
∗W|MΓ ∼= q∗(Wv1 ⊞Wv2), and
the decomposition is invariant under the actions of SB and SI . Now, µ
∗ and q∗ are complex
maps and hence preserve signs. Furthermore, Wv1 is canonically oriented as a complex
bundle, g ∈ SB acts on it trivially, and g ∈ SI (which preserves twists) acts on it as a
complex isomorphism, hence preserves sign. Thus, the sign induced by g on the orientation
of W0,k,{a1,...,al} (or, equivalently, on the orientation of W|MΓ) is the sign it induces on the
orientation of Wv2 . This equals 1 for g ∈ SI , and it equals (−1)k−1 for g ∈ SB by the first
case. 
8.3. Choosing canonical orientations. Throughout what follows, we continue with the
notation from the proof of Lemma 8.3.
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Definition 8.4. Fix a set of twists ~a of size l and an integer k ≥ 0. Let {oπ} be a family of
orientations, one for each W →Mπˆ,1/r0,B,~a, in which π runs over all orderings of B and B runs
over all sets of size k. We say that the family {oπ} is covariant if, whenever fB : B → B′
and f I : I → I ′ are bijections such that f I preserves twists, we have oπ0,B,~a = F ∗of
B◦π
0,B′,~a, where
F : (W → M1/r0,B,{ai}i∈I ) → (W → M
1/r
0,B′,{ai}i∈I′
) is the induced map, lifted to the Witten
bundles.
Remark 8.5. By the second part of Lemma 8.3, whenever {oπ} is a covariant family and
g ∈ SB cyclically satisfies g(π(i)) = π(i + h) for some integer h, we have the equality
o
π = εhog·π, where ε = εk = (−1)k−1. Thus, associated to any multiset (~a, k) are exactly two
covariant orientations, determined by choosing oπ for a single π to be any orientation of the
Witten bundle of M1/r,πˆ0,k,~a , and then extending covariantly.
Definition 8.6. Suppose ai ≤ r − 1 for each i and k − 1 =
∑
i∈[l] ai. When k > 1, for an
order π of the boundary marked points, denote by oπ0,k,~a the orientation of W1/r,πˆ0,k,~a defined
using the ordered basis σπ = (σπ1 , . . . , σ
π
k−1) on the smooth locus. For any I of size l and B
of size k = 1+
∑
i∈I ai, this uniquely defines a covariant family of orientations {oπ0,B,{ai}i∈I}π.
When k = 1 and hence all ai = 0, the Witten bundle is zero-dimensional; in this case, define
its orientations {o0,{b},{0}i∈I} to be the positive orientations.
In case l = 0, ~a is the empty vector, and k = r + 1, Remark (8.5) implies that there
are exactly two covariant families, induced by the two choices of orientation of the Witten
bundle on the space M
1
r
0,B,∅ with |B| = r + 1. Fix one of these orientations, to be chosen
later, and denote it by or+1.
Now, let l, k ≥ 0, and fix a1, . . . , al ∈ {0, . . . , r − 1} with M
1
r
0,k,{a1...,al}
6= ∅. Suppose we
have a covariant family of orientations with twists {a1, . . . , al} and B of size k. We now
show how to induce, given or+1 as above, a covariant family of orientations with the same
twists but for B′ of size k′ := k ± r, assuming k′ is non-negative.
Suppose, first, that k′ = k − r. Let B′ be a set of size k − r, and let π′ be an order of B′.
Let B be a set of size k containing B′, and let π be an order of B that extends π′, such that
the first k − r element of B with respect to π are those of B′.
Let Γ ∈ ∂Γ0,k,{a1...,al} be a graph with two open vertices and no closed vertices, for which
there is one vertex v0 that contains all of the internal tails, all of the boundary tails marked
by B′, and one half-edge h0. The other vertex, v1, contains the remaining r boundary tails
marked by B \ B′ and the half-edge σ1h0. By construction, tw(h0) = alt(h0) = 0. Observe
that in M1/r,πˆΓ , the boundary marked points on the component corresponding to v0 are
cyclically ordered by πˆ′. The Witten bundle WΓ onM1/rΓ can be identified with Wv0 ⊞Wv1 ,
so we have an identification
det(WΓ) = det(Wv0)⊠ det(Wv1).
Define an orientation indΓ,π→π′o
π on W →Mπˆ′,
1
r
0,B′,{ai}i∈[l]
as the unique orientation satisfying
o
π|W
M1/r,pˆi
Γ
= (indΓ,π→π′o
π)⊠ oπ1r+1,
where π1 is the order on the half-edges of v1 induced from π, starting from the half-edge
σ1h0.
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This procedure defines oπ
′
uniquely from oπ. The construction is easily seen to be inde-
pendent of choices, and yields a covariant family. Moreover, inverting the steps allows us
to define oπ uniquely from oπ
′
, and if the latter comes from a covariant family, so will the
former. Thus, the case k′ = k + r is also treated.
Therefore, given twists {ai}i∈I , we can uniquely define a covariant family of orientations
o
π for any set B such thatM1/r0,B,~a 6= ∅ by inducing the orientations iteratively, starting from
the covariant family given in Definition 8.6 (the case k =
∑
ai + 1) or, when I = ∅, from
or+1.
Definition 8.7. Given or+1 and the orientations of Definition 8.6, define {oπ} as the
unique covariant family of orientations induced by the above procedure from the family
{oπ0,B,{ai}i∈I}π, defined when k − 1 =
∑
ai.
Observation 8.8. If I ⊆ I ′ and ai = 0 for all i ∈ I ′ then oπ0,B,{ai}i∈I′ = For
∗
I′\Io
π
0,B,{ai}i∈I′
.
The |B| − 1 =∑ ai case of Observation 8.8 follows from the definitions, while the general
case follows easily by noting that the forgetful map behaves well with respect to the induction
process.
8.4. Properties of the orientations. The family of orientations in Definition 8.7 respects
the decomposition properties of the Witten bundle.
To make this precise, we first state two lemmas, whose proofs are postponed to the next
subsection. We first fix decompositions I = I1 ⊔ I2, B = B1 ⊔B2, and k = k1+ k2 such that
k1 − 1 ≡
∑
i∈I1
ai mod r,
k2 ≡
∑
i∈I2
ai mod r.
Let Γ be a graph with two open vertices, v1 and v2, connected by an edge e, in which the
vertex vi has internal tails labeled by Ii and ki boundary tails labeled by Bi. If hi are the
half-edges of vi, then a simple calculation shows that
tw(h1) = alt(h1) = 0.
Let π be an order in which the elements of B1 are consecutive and come before the elements
of B2. Consider Σ ∈ MπˆΓ, where the normalization of Σ has components Σ1 and Σ2 corre-
sponding to v1 and v2, respectively. Let π1 be the restriction of π to the points of Σ1, and
let π2 be the restriction to points of Σ2 but with the half-node xh2 of Σ2 added as the first
point.
OnMπˆΓ, the Witten bundle WΓ is again identified with Wv1 ⊞Wv2 , so we have an identi-
fication,
(8.1) det(WΓ) = det(Wv1)⊠ det(Wv2),
and this is respected by the orientations in Definition 8.7. That is:
Lemma 8.9. For Σ as above, the orientation oπ agrees with oπ10,B1,I1 ⊠ o
π2
0,{h2}∪B2,I2
under the
isomorphism (8.1).
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Similarly, the family of orientations in Definition 8.7 satisfies a decomposition property
along internal nodes. To specify this, write
mc({ai}i∈I) =
∑
ai − (r − 2) + ((r − 2−
∑
ai) (mod r)
′)
r
,
where x (mod r)′ is defined as the unique element of {−1, 0, . . . , r−2} congruent to x modulo
r.
Now, let Γ ∈ ∂Γ0,k,{a1...,al} be a graph with two vertices, an open vertex vo and a closed
vertex vc. By Proposition 2.34 and Remark 2.41, the Witten bundle WΓ on M1/rΓ satisfies
(8.2) det(WΓ) ∼= (q ◦ µ−1)∗
(
det(Wvo)⊠ det(Wvc)
)
,
and we have the following:
Lemma 8.10. There exists δ = ±1, depending only on the choice of or+1, such that for any
Γ, vo, and vc as above and any order π, the orientation oπ|MpˆiΓ agrees with δ
mc({ai}i∈IC )oπvo⊠ovc
under the isomorphism (8.2), where ovc is the canonical complex orientation and I
C are the
labels of vc. Moreover, changing or+1 to the opposite orientation changes δ to −δ.
Definition 8.11. Define or+1 to be the unique covariant family of orientations of W →
M
1
r
0,r+1,∅ for which the δ = 1 in Lemma 8.10. This induces orientations o
π
0,B,~a on the Witten
bundle for all B and ~a by Definition 8.7.
We can now complete the proof of Theorem 2.40.
Proof of Theorem 2.40. Let o˜π0,B,~a be the orientations on the moduli spacesM
1
r
0,B,~a, described
explicitly in Notation A.5, and let oπ0,B,~a be the orientations on the Witten bundle described
in Definition 8.11. By Lemma 8.9 and Proposition A.3, the relative orientation
(8.3) o0,B,{ai}i∈I = o˜
π
0,B,{ai}i∈I ⊗ oπ0,B,{ai}i∈I
for the Witten bundle onM
1
r
,πˆ
0,B,{ai}i∈I is independent of the choice of π. The same argument,
together with Remark 8.5, shows the invariance property.
For the second item, first note that, under the notation of Lemma 8.9 and using item (2)
of Proposition A.3, we may write
o
π′1
v1
= oh1 ⊠ o
π1
v′1
,
where π′1 is the extension of π1 defined by writing h1 as the last element, and the pullback
of oπ1v′1
is with respect to the map that forgets the half-node nh1. Note also that
dimRM1/rv′1 ≡ |B1| − 1 mod 2
and
rankRWv2 ≡ |B2| mod 2.
From here, the second item is a consequence of Lemma 8.9 and Lemma A.6, where the sign
(−1)(|B1|−1)|B2| disappears when commuting o˜π2v2 with oπ1v′1 .
The last item is a direct consequence of Lemmas 8.10 and A.6. 
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Remark 8.12. Theorem 2.40 does not determine a unique family of orientations. If o0,B,{ai}i∈I
is a family satisfying the conditions of the theorem, then (−1)|B|−1o0,B,{ai}i∈I also satisfy
them. It is easy to see, however, that this is the only ambiguity, and it can be killed by
fixing a single 1-dimensional integral. The definition of the orientations as given here is the
only definition that satisfies Theorem 2.40 and such that the integral of Example 3.21 equals
1. The last requirement is equivalent to requiring that if we orient Mπˆ0,2,{1} for π = (1, 2) by
o˜
π, then the bundle W →Mπˆ0,2,{1} is oriented so that sections that are positive with respect
to the grading on the arc from x1 to x2 form the positive direction of W →Mπˆ0,2,{1}.
8.5. Proof of Lemmas 8.9 and 8.10. We now return to the proofs of the two lemmas
from the previous subsection.
Proof of Lemma 8.9. We first treat the case
k1 − 1 =
∑
i∈I1
ai, k2 =
∑
i∈I2
a2.
For convenience, assume that B = [k], that B1 = [k1], and that π is the standard order.
We show that if j < k1, then up to rescaling by a positive function, the jth basis element
of σπ converges to σπ10,k1,{ai}i∈I1 ;j
as one approaches a point in M1/r,πˆΓ , and that if j ≥ k1, it
converges to σπ10,1+k2,{ai}i∈I2 ;j−k1+1
. This verification implies the lemma.
We assume that k1, k2 > 0, since otherwise, the result is straightforward. Recall that a
vector u ∈ (W0,k,~a)Σ for Σ ∈ M1/r,πˆΓ can be written as u = u1 ⊞ u2 with ui ∈ (Wvi)Σi.
To calculate a coordinate expression for ui, let {Σt}t∈(0,1/2) be a path in M
1
r
0,k,{a1...,al}
such
that limt→0Σt = Σ. One can model (Σt)t>0 on the upper half-plane, preserving the complex
orientation, such that all markings of Σ3−i tend to 0 as t→ 0 but all markings of Σi tend to
finite, nonzero limits. The resulting marked upper half-plane is a model for Σi in which xhi
is mapped to the origin. If the vectors ut ∈ WΣt converge to u, then their expressions in the
coordinates induced from the upper half-plane model converge to the coordinate expression
for ui. Moreover, as t → 0, the ratio between any two markings going to zero is bounded
away from zero, since otherwise, Σ ∈M1/rΓ \M1/rΓ .
Suppose, first, that j ≥ k1, so that 1 + j is a marked point of Σ2. Recall that
σπj =
(−1)r+1∏
i∈[l]
ξaii
∏
i∈[k]
ξ−1i(i+1)ξ
r
1(1+j)
 1r
and we have
σπ21+j−k1 =
(−1)r+1∏
i∈I2
ξaii
∏
i∈[k2+1]
(ξπ2i(i+1))
−1(ξπ21(2+j−k1))
r
 1r ,
where xπ2(1) = xh2 . Then, by the discussion above,(∏
h∈[k1−1]
(xπ(h+1) − xπ(h))∏
h∈I1
(
√−1(z¯h − zh))ah
) 1
r
(σπj )Σt → σπ2j .
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The function in the above by which we multiply (σπj )Σt is positive. Moreover, for t close
enough to zero, the ratios between any two factors xπ(h+1) − xπ(h) and z¯h − zh are bounded,
hence they tend to zero uniformly. In fact, since
∑
h∈I1
ah = k1 − 1, the expression∏
h∈[k1−1]
(xπ(h+1) − xπ(h))∏
h∈I1
(
√−1(z¯h − zh))ah
has a nonzero limit. Calculating the same expression but under a gauge-fixing in which
the points of Σ2 converge to zero as t → 0, while those of Σ1 have finite, nonzero, distinct
images, the same argument shows that the limiting section, when projected toWv1 , vanishes
to order 1/r.
Suppose, now, that j < k1, so that 1 + j is a marked point of Σ1. Recall that
σπ1j =
(−1)r+1∏
i∈I1
ξaii
∏
i∈[k1]
(ξπ1i(i+1))
−1(ξπ11(1+j))
r
 1r .
Write xh1 for the half-node of Σ1. Again, we work with the upper half-plane model for Σ1,
where xh1 is mapped to the origin and the orientation of the image of ∂Σ1 agrees with the
standard real orientation of R. Consider again a path of smooth surfaces Σt, where t ∈ (0, 12),
that converges to Σ. Choose ij ∈ Ij and write
Ci1i2 = −
(z¯i1 − zi1)(z¯i2 − zi2)
(zi1 − zi2)(z¯i1 − z¯i2)
.
This is a well-defined, positive function on M
1
r
0,k,{a1...,al}
, so it has a positive rth root; fur-
thermore, it vanishes at MΓ. The same considerations as above reveal that the limit of
σpij (Σt)
C
1/r
i1i2
, when projected on Wv1 , is nonzero, but its projection on Wv2 vanishes to order to
order 1− 1/r. Moreover, the projection of the limit on Wv1 has precisely the zero profile of
σπ1j , hence they must agree up to multiplication by a real function by Lemma 3.17. This real
function is positive, since both sections are positive in the arc from x1 to x1+j .
We now turn to the general case. Write
m1 =
k1 − 1−
∑
i∈I1
ai
r
, m2 =
k2 −
∑
i∈I2
ai
r
.
The proof is by induction on m = |m1| + |m2|. The case m = 0 has been treated above.
Note that, perhaps by applying Observation 8.8, we may assume I1 and I2 are nonempty.
Suppose that the claim has been proven for m− 1, and assume m2 < 0.
Let B′2 ⊇ B2 be a set of size k′2 = |B2| + r, and write B′ = B1 ∪ B′2. Consider the graph
Γ′ obtained by attaching to Γ an open vertex, connected to v2 by an edge whose half-edge
h in v2 has tw(h) = alt(h) = 0, and that has r boundary tails labeled by B
′ \ B. Let π′ be
an order on B′ extending π, such that the last elements are those of B \B′ and are ordered
so that tails belonging to the same open vertex are labeled consecutively. Let Γ2 be the
component of v2 in detache(Γ
′). By the construction of the induced orientation, we have
(8.4) oπ
′ |
M
pˆi′
Γ′
= oπ|
M
pˆi
Γ
⊠ o
′
r+1,
where o′r+1 is the orientation for the Witten bundle of the new component with respect to
the order induced from π′ after putting the node as the first element. On the other hand,
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by the induction assumption, we have
(8.5) oπ
′|
M
pˆi′
Γ′
= oπ10,B1,I1 ⊠ o
π′2
0,{h2}∪B′2,I2
,
where π′2 is the restriction of π2 to B
′
2. By the construction of the induced orientation, this
time with respect to M1/r,π′20,{h2}∪B′2,{ai}i∈I2 , we have
(8.6) oπ
′
2|
M
pˆi′2
Γ2
= oπ2 ⊠ o′r+1.
Putting these observations together, we see that
(8.7) oπ|MpˆiΓ = o
π1
0,B1,I1
⊠ o
π2
0,{h2}∪B2,I2
in this case.
The case m2 > 0 is treated similarly to the above, so we omit it. The remaining case
is m2 = 0. In this case, m1 6= 0, and the proof is similar, so we merely remark on the
changes. First, we work with a graph Γ′ obtained from Γ by attaching the new vertex with
r boundary tails, no internal tails and one legal half edge of twist r− 2 to v1. We choose the
order π′ so that boundary tails of v1 comes first and those of v2 come last. If we let e1 be the
edge of v2 and e2 the edge of the new vertex, then we compare the orientation expressions
for W → Mπˆ′Γ′ obtained in two ways. First, we induce orientation from W → Mπˆ
′
de1,e2Γ
′ to
W →Mπˆ′de1Γ′ via Ind, and then to W →M
πˆ′
Γ′ , to obtain (using the above notation)
o
π′|
M
pi′
Γ′
= ǫ1(−1)rk2oπ1 ⊠ oπ2 ⊠ o′r+1.
Here, ǫ1 is the sign appearing from inducing the orientation fromW →Mπˆ
′
de1Γ
′ toW →Mπˆ′Γ′
and (−1)rk2 comes from the fact that, in π′, the tails of the new vertex are not last, so
we have to perform a shift in π′ in order to calculate the sign induced using Ind. Using
Lemma 8.3, we see that the total added sign is (−1)rk2. Next, we induce orientation from
W →Mπˆ′de1,e2Γ′ to W →M
πˆ′
de2Γ
′ , and then, via Ind, to W →Mπˆ′Γ′ . The result is
o
π′|
M
pi′
Γ′
= ǫ2o
π1 ⊠ o
′
r+1 ⊠ o
π2 = ǫ2(−1)rk2oπ1 ⊠ oπ2 ⊠ o′r+1,
in which ǫ2 is the sign that appears from inducing the orientation to W →Mπˆ
′
de2Γ
′ and the
sign (−1)rk2 comes from changing the order of oπ2 and o′r+1. One of ǫ1 or ǫ2 is determined
by induction to be 1, so the other is also 1.
This finishes the m2 = 0 case and hence concludes the proof. 
Proof of Lemma 8.10. Write
o
π|MpˆiΓ = ǫ
π
{ai}i∈IC ,{ai}i∈IO ,B
o
π
vo ⊠ ovc ,
where IO are the labels in the open part and IC in the closed part. Covariance shows that
ǫπ{ai}i∈IC ,{ai}i∈IO ,B
is independent of π and can be written as ǫ{ai}i∈IC ,{ai}i∈IO ,|B|. We prove the
lemma by showing:
(1) ǫ{ai}i∈IC ,{ai}i∈IO ,B = ǫ{ai}i∈IC , meaning that it depends only on {ai}i∈IC .
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(2) If IC = I1 ∪ I2 where neither I1 nor I2 is empty and |I1| ≥ 2, then
ǫ{ai}i∈IC = ǫ{ai}i∈I1 ǫ{ai}i∈I2∪{
∑
i∈I1 ai mod r}
.
Thus, ǫ is fully determined by its value on pairs of elements.
(3) If a+ b < r, then ǫ{a,b} = 1.
(4) We have
ǫ{a,b+c(mod r)}ǫ{b,c} = ǫ{a+b(mod r),c}ǫ{a,b}.
In particular, when a < r − 1 but a+ b ≥ r, we have
ǫ{a,b} = ǫ{1,a+b−r}ǫ{a,b} = ǫ{1+a,b}ǫ{1,a} = ǫ{1+a,b},
so that for r ≤ a + b ≤ 2r − 2, ǫ{a,b} = δ ∈ {±1} is a constant.
(5) ǫ{ai}i∈IC = δ
mc({ai}i∈IC ).
For the first item, it is enough to show that ǫ{ai}i∈IC ,{ai}i∈IO ,B = ǫ{ai}i∈IC ,{ai}i∈I′O ,B
′, where
B ⊆ B′ and IO ⊆ I ′O. To show this, consider the graph Γ′ consisting of two open vertices,
vo and v′, and a closed vertex, where the open vertices are connected by an edge e′ whose
half-edge h in vo has tw(h) = alt(h) = 0, and the component of vo in detache′(Γ
′) is Γ.
Denote the internal edge of Γ (and of Γ′) by e. Let π′ be an order extending π to B′ such
that the first elements are those of B. By abuse of notation, denote also by π′ the restriction
of π to B′ \ B. We calculate the orientation of W|MΓ′ in two ways. First, by the definition
of ǫ applied to the moduli space of the smoothing of Γ′ along e′, we have
o
π′|
Mpi
′
d
e′Γ′
= ǫ{ai}i∈IC ,{ai}i∈IO′ ,B
′oπ
′
0,B′,{ai}i∈I′O∪{∑
i∈IC ai( mod r)}
⊠ ovc .
Applying Lemma 8.9 to M
1
r
0,{ai}i∈I′O∪{
∑
i∈IC ai mod r}
gives
o
π′|
Mpi
′
Γ′
= ǫ{ai}i∈IC ,{ai}i∈IO′ ,B
′oπvo ⊠ o
π′
v′ ⊠ ovc .
On the other hand, by Lemma 8.9 applied to M
1
r
0,B′,{ai}i∈IC∪I′O
, we have
o
π′|
Mpi
′
deΓ′
= oπ0,B,{ai}i∈IC∪IO
⊠ o
π′
v′ .
Thus, by the definition of ǫ, we get
o
π′|
Mpi
′
Γ′
= ǫ{ai}i∈IC ,{ai}i∈IO ,Bo
π
vo ⊠ ovc ⊠ o
π′
v′ ,
as needed.
For the second item, first note that if Λ is a connected, closed r-spin graph consisting of
two vertices v1 and v2 and an edge between them, then
o
π|MΛ = ov1 ⊠ ov2,
where all the orientations in the equation are the canonical complex orientations. Consider
a graph Γ′ with two internal closed vertices v1 and v2 and an open vertex v
o, where vo is
connected to v2 by e2 and v2 is connected to v1 by e1. We again calculate the orientation of
W →MΓ′ in two ways. First, by the definition of ǫ,
o
π|Mpˆide1Γ = ǫ{ai}i∈IC o
π
vo ⊠ ovc ,
where vc is the closed vertex of de1Γ and I
C are the labels of its tails. Then
o
π|MpˆiΓ = ǫ{ai}i∈IC o
π
vo ⊠ ov1 ⊠ ov2 .
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On the other hand, by the definition of ǫ,
o
π|Mpˆide2Γ = ǫ{ai}i∈I1 ⊠ o
π
v′o ⊠ ov1 ,
where v
′o is the open vertex of de2Γ and Ii are the labels of the tails on vi. Again by the
definition of ǫ,
o
π|MpˆiΓ = ǫ{ai}i∈I1 ǫ{ai}i∈I2∪{∑i∈I1 ai( mod r)}o
π
vo ⊠ ov1 ⊠ ov2 ,
as claimed.
For the third item, we use Observation 2.37. Let I = [l] and B = [k] and assume that
k− 1 =∑i∈[l] ai. Suppose I ′ ⊆ [l] is such that∑i∈I′ ai ≤ r− 1, and let Γ be the graph with
a closed vertex vc containing exactly the tails labeled I ′ and an internal edge to the open
vertex vo with internal tails labeled by [l] \ I ′ and boundary tails labeled [k]. We claim, in
this situation, that the two orientations oπ|
M
pˆi
Γ
and oπ0,k,{ai}i∈[l]\I′∪{
∑
ai}i∈I′
onW →MπΓ agree
(where for convenience we omit the pullback maps from the notation).
To prove this claim, write a =
∑
i∈I′ ai, and let σj = σ
π
0,k,{ai}i∈[l];j
and σ′j = σ
π
0,k,{ai}i∈[l]\I′∪{a};j
.
Then it is a direct computation to verify that, when Σ′ → Σ ∈ MπΓ, the section (σj)Σ′ con-
verges to a section (σˆj)Σ of WΣ that is the pullback of σ′j . Indeed, denoting by zho the
half-node in the disk component of Σ, the projection to Wvo of the limit of (σj)Σ′ is(√−1(z¯ho − zho)dw
(w − zho)(w − z¯ho)
)a ∏
h∈[l]\I′
ξ
ah/r
h
∏
h∈[k]
ξ−1h(h+1)ξ
r
1(1+j)
 1r ,
as claimed. Thanks to the first item, this claim implies the third item.
The fourth item is a direct consequence of the second item, by partitioning the set {a, b, c}
in two different ways. The “in particular” part also uses the third item, applied twice to
{1, a, b}.
The last item follows by induction on |IC | ≥ 2. The third and fourth items serve as the
base case. Suppose, then, that we have shown the claim for |IC | = n, and let |IC | = n + 1.
Write IC = I1 ∪ I2 with I2 = {a, b}, and write c = a+ b mod r. Then
ǫ{ai}i∈IC = ǫ{ai}i∈I1∪{c}ǫa,b = (−1)p,
where the power p is given by
p =
c+
∑
ai − (r − 2) + (r − 2− c−
∑
i∈I1
ai (mod r)
′)
r
+
a+ b− (r − 2) + (r − 2− a− b)(mod r)′
r
,
in which, as above, x (mod r)′ ∈ {−1, 0, . . . , r − 2} is defined to be congruent to x modulo
r. Since
r − 2− c−
∑
i∈I1
ai (mod r)
′ = r − 2−
∑
i∈IC
ai (mod r)
′
and
c+ (r − 2− a− b)(mod r)′ = r − 2,
the induction follows.
The “moreover” statement of the lemma is straightforward from the definitions. Indeed,
when k = 1 +
∑
ai, the orientation is defined without or+1, so it does not change when
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or+1 changes. For general k
′, the construction of orientations in Definition 8.7 uses the map
indk→k′, and it is immediate from the definition of indk→k′ that changing or+1 changes the
orientation by a factor of (−1) k
′−∑i∈I ai−1
r . Now, using that∑
i∈I ai − k′ + 1
r
= mc ({ai}i∈IC) +
{∑
i∈IC ai (mod r)
}
+
∑
i∈IO ai − k′ + 1
r
,
the proof is finished. 
Appendix A. Orientations and some topology of M
1
r
0,k,{a1...,al}
In the following appendix, we describe a natural orientation on the spaces M
1
r
0,k,{a1...,al}
.
The ideas presented here are not new; in particular, they are very similar to those presented
in [32, Section 2.5] and are closely related to the earlier discussion in [17, Section 2.1.2].
Observation A.1. The moduli spaceM
1
r
0,k,{a1...,al}
is orientable exactly if M0,k,l is orientable,
and an orientation onM0,k,l induces one onM
1
r
0,k,{a1...,al}
by pullback under the map Forspin :
M
1
r
0,k,{a1...,al}
→M0,k,l that forgets the graded spin structure.
Proof. The map Forspin : M
1
r
0,k,{a1...,al}
→ M0,k,l on the open moduli spaces is a diffeo-
morphism on the coarse underlying level, so M
1
r
0,k,{a1...,al}
is orientable precisely if M0,k,l is
orientable. One can construct M
1
r
0,k,{a1...,al}
(respectively, M0,k,l) from M
1
r
0,k,{a1...,al}
(respec-
tively, M0,k,l) in two stages. First, add loci parameterizing disks without boundary nodes
or contracted boundary components; such loci are of real codimension two and hence do not
affect orientability. Then, add the boundary of the moduli space; this contains strata of real
codimension one, but the fact that they lie in the boundary means that they do not affect
orientability. Thus, the closed moduli spacesM
1
r
0,k,{a1...,al}
andM0,k,l are orientable precisely
if their open counterparts are orientable. 
In light of Observation A.1, we turn to discuss the orientations ofM0,k,l, but all statements
are automatically true in the spin case.
Let Σ be a genus-zero smooth marked surface with boundary. It has a canonical complex
orientation, which induces an orientation of ∂Σ by requiring the outward normal at p ∈ ∂Σ
followed by an oriented vector in Tp∂Σ to be an oriented basis of TpΣ. This orientation of
∂Σ gives rise to a cyclic order of the boundary marked points.
For a cyclic order πˆ of a set B of boundary markings, letMπˆ0,B,I ⊆M0,B,I be the subspace
parameterizing smooth marked disks with internal marked points labeled by I and boundary
marked points labeled by B, where the boundary marked points are cyclically ordered by
πˆ with respect to the orientation of the boundary of the disk. Let Mπˆ0,B,I ⊆ M0,B,I be the
closure ofMπˆ0,B,I . Denote by Mmain0,k,l ⊆M0,k,l the component where the induced cyclic order
on the boundary marked points is the cyclic order induced from the standard order πstd on
[k], and denote by Mmain0,k,l the corresponding component of M0,k,l.
Definition A.2. Let {o˜π = o˜π0,B,I} be a family of orientations, where π runs over all orderings
of B, B runs over all sets of size k, I runs over all sets of size l, and o˜π0,B,I is an orientation
OPEN r-SPIN THEORY AND THE GELFAND–DICKEY WAVE FUNCTION 111
for Mπˆ0,B,I . We say such a family is covariant if, whenever fB : B → B′ and f I : I → I ′
are bijections and F : M0,B,I → M0,B′,I′ is the induced map, we have o˜π0,B,I = F ∗o˜f
B◦π
0,B′,I′.
A family {o˜π = o˜π0,B,{~a}} of orientations of M
1
r
,πˆ
0,B,{ai}i∈I is covariant if it is the pullback of a
covariant family of orientations for Mπˆ0,B,I .
The fiber of the forgetful map Fork+1 : M0,k,l+1 → M0,k,l is a punctured disk with a
canonical complex orientation. For k ≥ 1, the fiber of the forgetful map M0,k+1,l →M0,k,l
is a union of open intervals, so it is canonically oriented as the boundary of an oriented disk
(as above). Denote this orientation by oFor−1k+1(Σ)
.
Proposition A.3. Suppose k + 2l ≥ 3. Then there exists a unique covariant family of
orientations o˜π0,B,I for the spaces M
πˆ
0,B,I with the following properties:
(1) In the zero-dimensional case where k = l = 1, the orientation is positive, while when
k = 3 and l = 0, the orientations are negative.
(2) Fix an integer h, and let π ∈ Ord(B) and g ∈ SB be such that g sends xπ(i) to xπ(i+h)
cyclically. Then g preserves the orientation of Mπˆ0,B,I if and only if h(|B| − 1) is
even.
(3) The orientation o˜π0,k,l+1 agrees with the orientation induced from o˜
π
0,k,l by the fibration
M0,k,l+1 →M0,k,l and the complex orientation on the fiber.
(4) On Mmain0,k+1,l, we have o˜πstd0,k+1,l = oFor−1k+1(Σ) ⊗ For
∗
k+1o˜0,k,lπ
std.
Remark A.4. For k odd, the orientations described here differ from those of [32] by (−1) k−12 .
This choice is more natural from the point of view of integrable hierarchies, as we see in this
paper.
Proof of Proposition A.3. If the orientations o˜π0,k,l exist, then properties (1) – (4) imply that
they are unique. It remains to check existence.
For property (2) to hold, we must show that permutations of labels that map the compo-
nent Mmain0,k,l to itself affect the orientation according to their sign. This can be checked with
respect to any orientation. Write
U =
{
(z, w)
∣∣∣∣ z = (z1, . . . , zk) ∈ (S1)k, zi 6= zj , i 6= jw = (w1, . . . , wl) ∈ (intD2)l, wi 6= wj, i 6= j
}
.
Denote by Umain ⊆ U the subset where the cyclic order of z1, . . . , zk on S1 = ∂D2 (with
respect to the orientation induced from the complex orientation of D2) agrees with the
standard order of [k]. Then
Mmain0,k,l = Umain/PSL2(R).
When k is odd, cyclic permutations of the boundary labels preserve the orientation of Umain
and thus also Mmain0,k,l and M
main
0,k,l . When k is even, a cyclic permutation of boundary labels
that moves each boundary label by h multiplies the orientation by the sign (−1)h. Renam-
ing internal markings is a complex map that preserves orientations trivially, and similarly,
arbitrary permutations of the interior labels preserve the orientation of Mmain0,k,l .
A direct calculation shows that the orientation on M0,3,1 induced by property (3) from
o˜
π
0,3,0 agree with the orientation induced by property (4) from o˜
π
0,1,1. Thus, the required o˜
π
0,3,1
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exists. Existence of o˜π0,k,l satisfying properties (3) and (4) for other k and l follows from the
commutativity of the diagram of forgetful maps
Mmain0,k+1,l+1 //

Mmain0,k+1,l

Mmain0,k,l+1 //M
main
0,k,l .
Covariance, at this point, gives a unique way to extend the orientations to other connected
components and to moduli spaces for different B, I. 
Note that the second item in the lemma above holds for any orientation of a moduli space
of disks.
Notation A.5. Denote by o˜π0,B,{ai}i∈I the orientation onM
1/r,πˆ
0,B,{ai}i∈I defined as For
∗
spino˜
π
0,B,I .
Lemma A.6. The orientations o˜π0,B,{ai}i∈I satisfy the following two properties:
(1) Write I = I1 ⊔ I2, and take B = B1 ⊔B2. Let Γ be the graph with two open vertices,
v1 and v2, connected by an edge e, where vertex vi has internal tails labeled by Ii
and ki boundary tails labeled by Bi, and let hi denote the half-edges of vi. Let πˆ be
a cyclic ordering of B in which all tails of v1 are consecutive and all tails of v2 are
consecutive. Denote by π the unique ordering of B such that, for any Σ ∈ MπˆΓ with
normalization Σ1 ⊔ Σ2 (where Σi corresponds to vi), we have
• under π, the marked points of Σ1 appear before those of Σ2;
• when π is restricted to the points of Σi, it agrees with the order of the points on
∂Σi with its natural orientation, starting after the node.
Let π1 be the restriction of π to the points of Σ1, but adding the half-node xh1 in the
end, and let π2 be the restriction to points of Σ2, but adding the half-node xh2 in the
beginning. Note that we have det(TM
1
r
0,B,{ai}i∈I )|MpˆiΓ = det(N)⊗det(TMπˆΓ), where N
is the outward normal with canonical orientation oN . Then
o˜
π|MpˆiΓ = (−1)
(|B1|−1)|B2|oN ⊗ (o˜π10,B1∪{h1},I1 ⊠ o˜π20,{h2}∪B2,I2).
(2) Let Γ ∈ ∂Γ0,k,{a1...,al} be a graph with two vertices, an open vertex vo and a closed
vertex vc. We have det(TMΓ) = det(N) ⊠ det(TMvc) ⊠ det(TMvo), where N is
again the normal bundle. Then, for any order π,
(A.1) o˜π|MΓ = oN ⊗ (o˜πvo ⊠ o˜vc),
where oN and o˜vc are the canonical complex orientations.
Proof. We prove the first item (which is analogous to Lemma 3.16 in [32]) by induction on
the dimension of the moduli space. By Observation A.1, it is enough to prove the analogous
claim for M0,k,l. The proof of the second item uses exactly the same arguments, so it is
omitted.
Covariance shows that it is enough to prove the claim when B = [k] and π is the order
1, . . . , k. The base cases where the moduli space has dimension one or two can be checked by
hand. Suppose, then, that the desired statement holds for all moduli spaces of dimension less
than n, where n ≥ 3. After possibly interchanging the roles of v1 and v2, we can assume that
a tail of v2 can be forgotten without affecting stability; here, we use item (2) of Proposition
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A.3 and the fact that dimRMvi ≡ |Bi| mod 2 to see that the interchanging affects the
equation with the correct sign. Let Γ′ be the stable graph obtained by removing a tail of v2.
If this tail is a boundary tail, assume it is labeled k. Write v′2 for the resulting vertex of Γ
′
and π′ for the restriction of π to [k − 1].
Consider first the case where the forgotten tail corresponds to a boundary point xk. With
the notation of Proposition A.3, we have o˜π0,k,l = oFor−1k (Σ)
⊗ For∗ko˜π′0,k,l, so
(A.2) o˜π|MΓ = oFor−1k (Σ) ⊗ For
∗
ko˜
π′|MΓ′ .
By induction, we have
(A.3) o˜π
′|MΓ′ = (−1)(|B1|−1)(|B2|−1)oN ⊗ (o˜π1v1 ⊠ o˜π2v′2 ).
We can identify For−1k (N |MΓ′ ) ∼= NMΓ , and the identification preserves natural orientations.
Finally,
(A.4) o˜π2v2 = oFor−1k (Σ)
⊗ For∗ko˜π
′
2
v′2
.
Putting equations (A.2), (A.3), and (A.4) together, and recalling that dimRMv1 ≡ |B1|
mod 2, we obtain the result.
If the forgotten tail corresponds to an internal marked point labeled i, then
(A.5) o˜π0,k,l = oFor−1i (Σ)
⊗ For∗i o˜π0,k,l−1 ⇒ o˜π|MΓ = oFor−1i (Σ) ⊗ For
∗
i o˜
π|MΓ′ ,
where we abuse notation somewhat by using Fori to denote the map forgetting the ith
internal marked point. By induction, we have
(A.6) o˜π
′|MΓ′ = (−1)(|B1|−1)|B2|oN ⊗ o˜π1v1 ⊠ o˜π2v′2 .
Observe that For−1i (N |MΓ′ ) ∼= NMΓ , and the equation preserves natural orientations. Finally,
(A.7) o˜π2v2 = oFor−1i (Σ) ⊗ For
∗
i o˜
π′2
v′2
.
Putting equations (A.5), (A.6), and (A.7) together, and noting that dimR For
−1
i (Σ) = 2, we
obtain the result. 
We conclude with a topological result.
Lemma A.7. One can continuously choose a grading for the fibers of the universal curve
of M1/r0,k,l. This choice is unique when r is odd, while for even r it is unique up to a global
change of grading in each connected component of the moduli space.
Proof. We first prove the lemma for the universal curve over Int(M1/r0,k,l) = M
1
r
0,k,{a1...,al}
\
∂M
1
r
0,k,{a1...,al}
. The statement is clear when r is odd, and its uniqueness up to a possible global
change of grading in each component is immediate when r is even, given the existence. We
hence prove the existence for even r.
The fact that this choice can be made locally in a continuous way is straightforward. The
obstruction to making such a choice global in Int(M1/r0,k,l) is the possible existence of a closed
path
γ : ∂∆¯→ Int(M
1
r
0,k,{a1...,al}
),
where ∆¯ is the closed unit disk, along which a continuous choice of grading alternates.
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Since the strata corresponding to disks with an internal “bubble” are of codimension
two, it may be assumed that γ(∂∆¯) ⊆ M1/r0,k,~a. We first show that γ may be extended
to γˆ : ∆¯ → M1/r0,k,~a by verifying that π1(M0,k,l) is trivial. This is true when l = 0, as
every connected component of M0,k,0 is the contractible associahedron. By considering the
forgetful map M0,k,1 → M0,k,0,, whose fiber is contractible, it is easy to see that M0,k,1 is
also contractible. For l > 1, it is enough to consider an arbitrary γ : ∂∆¯ → M0,k,l and to
show that it can be extended to the disk. By working in the unit disk model where z1 is
mapped to the origin and x1 to 1, one may write γ(θ) as
(1, x2(θ), . . . , xk(θ), 0, z2(θ), . . . , zl(θ)).
An extension γˆ may be written as
γˆ(r, θ) = (1,er log x2(θ)+(1−r)
2pii
k , er log x3(θ)+(1−r)
4pii
k , . . . ,
er log xk(θ)+(1−r)
2(k−1)pii
k , 0, rl−1z2(θ), r
l−2z3(θ), . . . , rzl(θ)),
where we define the logarithm by excluding the positive real ray.
As ∆¯ is contractible, standard homotopy arguments now show that we can uniquely extend
the grading from an arbitrary grading at γ(1) to a grading for all points of γˆ(∆¯). Restricting
to ∂∆¯, the grading defines a grading for the points of γ. Thus, the grading does not alternate
along γ, and therefore it can be defined globally.
Given a grading for the fibers of the universal curve over the interior of the moduli space,
we extend it to fibers over the boundary by continuity. If Σt is a family of smooth graded disks
converging to the stable graded disk Σ0, then the gradings of Σt determine, by continuity,
a compatible lifting on Σ0 away from special points. An argument as in Proposition 2.16
shows that this lifting is in fact a grading, and the resulting grading is independent of the
sequence Σt.
Suppose Σ ∈ ∂M1/r0,k,l has a contracted boundary node, which in particular forces that
k = 0. Using the same argument as in Proposition 2.16 for the contracted boundary case,
we observe that the contracted boundary node must be Ramond. The limit of the grading in
the smooth case, at the boundary stratum consisting of surfaces with a contracted boundary
node, is precisely a grading in the sense of contracted boundary nodes defined above. 
It is interesting to note that even for nodal spin disks with Neveu–Schwarz nodes, the choice
of grading cannot be performed independently for different components, if it is required to
be continuous. It is the real blow-up stage in the construction of the orbifold with corners
that fixes this choice, up to a global change of grading in each connected component of the
moduli space.
Appendix B. Multisections of orbibundles and the relative Euler class
The aim of this section is to give references and, in some cases, briefly describe notions
we use throughout the paper.
Our definitions for orbifolds with corners, operations between them, and orientations are
those of [29, Section 3]. Analogous definitions for manifolds with corners can be found in
[22]. In short, an orbifold is given by a proper e´tale groupoid M = (M0,M1, s, t, e, i,m)
(Definition 22 in [29]), which is a category with objects M0 and morphisms M1, where both
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M0 and M1 are manifolds with corners.
12 The source and target maps s, t : G1 → G0 take a
morphism to its source and target, respectively. The map e : M0 →M1 takes an object x to
its identity morphism 1x, the map i : M1 →M1 takes an element to its inverse, and m is the
composition of morphisms, denoted by m(g, h) = gh whenever defined. The maps s, t, e, i,m
are required to be et´ale, and the map s× t : M1 → M0 ×M0 is required to be proper. The
coarse space or orbit space is the quotient |M | = M0/M1, with the quotient topology. The
isotropy group of x ∈ M0 is the group of elements γ ∈ M1 with s(γ) = t(γ) = x. It is well
known that an effective orbifold, meaning an orbifold such that the generic isotropy group
is trivial, is completely determined from the local orbifold structure of a cover of its coarse
space; see [28, Proposition 5.29]. The same holds for orbifolds with corners.
An orbibundle E over an orbifold with corners M is given by a vector bundle π : E →M0
and a fiberwise linear map
µ : E ×M0 M1 := {(e, γ)|π(e) = t(γ)} → E,
where we write e · γ for µ(e, γ). It is required that
π(e · γ) = s(γ), e · 1π(e) = e, and (e · γ) · δ = e · (γδ)
whenever the last equality makes sense; see [27, Section 5]. This data defines, in a natural
way, an orbifold whose objects are E, and the morphisms and other maps are defined using
π and µ. Note that the isotropy group of x acts on the fiber Ex.
Our discussion of multisections, Euler classes, and their relations follows [25]. Although
there the underlying category is manifolds without boundary, while for us it is the category of
manifolds with corners, the constructions and proofs are easily adapted to our case. We also
refer the reader to the Appendix of [32] for a short description of the analogous definitions
and for manifolds with corners. Inspired by [25, Definition 4.13], we define:
Definition B.1. A multisection of an orbibundle E →M over an orbifold with corners is a
function
L : E → Q≥0,
that satisfies:
(1) for every e = (x, v) ∈ E, γ ∈ X1 with x = t(γ), one has L(x, v) = L((x, v) · γ);
(2) for each x ∈ M0 there is an open neighborhood U , a nonempty finite set of smooth
local sections si : U → E, i = 1, . . . , N called local branches, and a collection of
positive rational numbers µ1, . . . , µN called weights, such that for all y ∈ U ,∑
v∈Ey
L(y, v) = 1
and for all v ∈ Ey,
L(y, v) =
∑
i | si(y)=v
µi.
The triple (U, {si}, µi) is called a local structure for the multisection. We denote by C∞m (E)
the collection of multisections of E.
12More precisely, the category of orbifolds is a 2-localization of the category of proper e´tale groupoids by
a natural notion of refinement. A similar comment holds for orbibundles, as considered below.
116 ALEXANDR BURYAK, EMILY CLADER, AND RAN J. TESSLER
When N = 1 for all x, the multisection is just an ordinary section in the category of
orbibundles over orbifolds with corners. Any section descends to a map from the coarse
space of M to that of E. The reason we have to work with multisections is that in the
orbifold category, sections may be constrained to vanish at some points. Being canonical
puts more vanishing constraints on sections, as noted in Remark 3.5 in [32].
We write Z(s) = {p | L(p, 0) 6= 0} for the zero locus of a multisection s. A multisection s
is transverse to zero if every local branch is transverse to the zero section; in this case, we
write s ⋔ 0.
Addition and scalar multiplication of multisections are defined in [25, Page 38] via
(L1 + L2)(x, v) =
∑
v1+v2=v
L1(x, v1)L2(x, v2), λL(x, v) = L(x, λv).
These operations define a vector space structure on the set of multisections. When a finite
group G acts on E → M , an induced action on multisections is defined via (g · L)(x, v) =
L(g−1(x, v)). The symmetrization of L with respect to G is defined in [32, Definition A.10]
as the G-invariant multisection
(B.1) LG(x, v) =
1
|G|
∑
g∈G
g · L(x, v).
Notation B.2. If L1, . . . ,Lm are multisections of an orbifold vector bundle E on an orbifold
M , we write
⊎mi=1Li(x, v) :=
1
m
m∑
i=1
Li(x, v).
The support of a multisection is the support of L, which is locally the union of the images
of the local branches si. We often denote a multisection L by its support s. A multisection
descends to a function on the coarse space of E, considering E as an orbifold with corners,
so we sometimes use the term “support” to refer, by slight abuse of notation, to the support
on the coarse bundle.
If si is the support of Li, then ⊎mi=1si(x) denotes ⊎mi=1Li(x, v). In particular, the support
of ⊎mi=1si(x), as a set, is the union of the supports of the si. Under this convention, we have,
for any multisection s,
(B.2) ⊎mi=1 s = s.
Remark B.3. The boundary ∂X of a manifold with corners X is itself defined as a manifold
with corners, and is equipped with a (not necessarily injective) map iX : ∂X → X . We
extend this map to iX : X ⊔ ∂X → X by the identity. If U ⊆ X and V ⊆ ∂X , then we say
that a section s of a bundle over U ⊔ V is consistent if s(x) = s(y) whenever iX(x) = iX(y),
where the equality is obtained using the natural identifications of the fibers Ex and Ey.
Consistent multisections are similarly defined.13
13To be more precise, part of the information of a vector bundle E → X in the category of vector bundles
over manifolds with corners is a vector bundle ∂E → ∂X together with an identification i˜X : (∂E)x → i∗XEx.
The map i˜X also extends by the identity map to i˜X : E ⊔ ∂E → i∗XE. We use these natural identifications
to define the equality of s(x) and s(y).
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Throughout this paper, we omit the maps iX from the notation and identify x with iX(x).
By a section or a multisection, we always mean a consistent section or multisection. In partic-
ular, canonical multisections are automatically consistent, as well as all other multisections
constructed in this paper.
Let E → M be an orbibundle over an orbifold with corners such that rkE = dimM .
Assume that E and M are oriented, and, while |M | need not be compact, assume that it
has finitely many connected components.
Suppose U ⊆ |M | is an open subspace such that |M |\U is a compact orbifold with corners.
Let s be (the support of) a multisection of |E| → U ⊔ ∂|M |, which is, by definition, induced
from a multisection of E on the preimage of U ⊔ ∂|M | in M0. Suppose that s vanishes
nowhere on U ⊔ ∂|M |. Let s˜ be a global extension of s to a multisection of E → M with
isolated zeroes. For any |p| ∈ |M | in the zero locus of s, let p ∈ M0 be a choice of preimage
of |p|, and let (U, {si}Ni=1, {µi}Ni=1) be a local structure for s at p. By shrinking U if necessary,
we can assume that the only possible zero of each local branch si in U is at p, and that the
restriction of E to U is trivialized as U ×Rn; then, give the fiber Rn the orientation induced
from E.
Let degp(si) be the degree of vanishing of si at p. More specifically, this degree is zero if
si(p) 6= 0, and otherwise is defined as follows. Let S be the boundary of a small ball in U
containing p, with the orientation induced from the ball, which in turn is induced from M .
Let S ′ be the unit sphere in Rn with the orientation induced from the unit ball, which in
turn is induced from Rn. We define degp(si) as the degree of the map f : S → S ′ given by
x→ si(x)
|si(x)|
, where the norm is the L2 norm of Rn.
Notation B.4. Under the above assumptions, we define the weight of |p| as
ε|p| =
1
|G|
N∑
i=1
µi degp(si),
where G is the isotropy group of p. We define, for a global multisection s˜, the weighted
cardinality of Z(s˜) as
#Z(s˜) =
∑
|p|∈|M |
ε|p|.
The weight ε|p| is independent of choices. In fact, one need not choose orientations of both
E andM in order to define degp(si); it is enough to choose a relative orientation for E →M .
We use the following theorem.
Theorem B.5. Let M , E, and s be as above, and let s˜ be a global extension with isolated
zeroes. Then #Z(s˜) and the homology class
∑
ε|p|[|p|] ∈ H0(|M |;Q) depend only on s and
not on s˜. Changing the orientations of E and M but preserving the relative orientation does
not change the class or the count. This homology class is therefore Poincare´ dual to a relative
cohomology class with compact support Hnc (|M |, ∂|M |;Q), which is called the relative Euler
class, and by definition satisfies, ∫
|M |
e(E, s) = #Z(s˜).
In case ∂|M | = ∅, the relative Euler class is the usual Euler class of the orbibundle.
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The independence of choices follows from a standard cobordism argument, which is easily
modified to the orbifold case, so we omit the proof. The fact that the weighted zero count of
a transverse multisection is dual to the Euler class in the case without boundary is a special
case of the results of [25], and it extends without difficulty to our setting.
A final useful observation is the following:
Observation B.6. Let E,M,U , and s be as above. Let U ′ ⊆ U be another open set such
that |M | \ U ′ is a compact orbifold with corners, and let s′ = s|∂|M |∪U ′. Then a transverse
extension of s is also a transverse extension of s′. Therefore,∫
|M |
e(E; s′) =
∫
|M |
e(E; s) ∈ Q.
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