We consider the problem of constructing a species tree given a number of gene trees. In the frameworks introduced by Goodman et al. [3], Page [10], and Guig6, Muchnik, and Smith [5] this is formulated as an optimization problem; namely, that of finding the species tree requiring the minimum number of duplications and/ or losses in order to explain the gene trees.
built using one of the standard techniques for constructing phylogenetic trees from molecular sequence data. However, for many gene families, the gene tree differs from the species tree (using another terminology, their topologies disagree). Hence, a single gene tree is not considered sufficient for inferring a species tree. For this reason, a set of gene trees is often used in order to increase the reliability of the resulting species tree. This approach does of course demand a procedure to reconcile the contradictory information contained in the differing gene trees in order to obtain a species tree. Before trying to find such a procedure, one must ask why some gene trees differ from the species tree. There are a number of answers to this question e.g. partial domain agreement, horizontal transfer, long distance homology and parology via gene duplication and loss events. See [1, 3, 7, 16] for general discussions on these subjects.
With respect to paralogy, Goodman et al. [3] introduced the concept of reconctling gene trees with a species tree; this was later formalized by Page [10] and Guig6, Muchnik, and Smith [5] . Basically, the authors show how gene tree disagreement can stem from a series of speciation, duplication and loss events. Duplications are genome level evolutionary events that, in essence, copy a contiguous strand of DNA in the genome of a taxa; any genes located along this strand are copied and proceed through evolution independently of each other. Two genes are paralogous if their lowest common ancestor can be traced back to a such a duplication event. Two homologous genes are said to be orthologous if they evolved from a single gene existing in the genome of their lowest common ancestor taxa. A loss is an event where a copy of a gene is lost in the genome of a species. The investigations of [3, 5, 10] led to two optimization problems: (1) the DUPLICATION problem, that ask to find the species tree that requires the minimum number of postulated duplications, and (2) the DUPLICATION-LOSS problem, that ask to find the species tree that requires the minimum number of postulated duplications and losses needed in order to reconcile the set of input gene trees. A heuristic based on neighbor swapping was given for the DUPLICATION-LOSS problem in [5] ; and then applied to a set of 53 gene trees over 16 taxa. Ma et al. [8] and later [2] show that the DUPLICATION and DUPLICATION-Loss problems remain NP-hard for various parameterizations and restrictions. A variaton of the DUPLICATION problem is known to be approximable to within a factor of 2 in polynomial time [8] ; here the authors also give a heuristic derived from their approximation algorithm. Further heuristics based upon local search operations are also given in [13] as part of the GENETREE package. It is also known that the DU-PLICATION problem is fixed parameter tractable when parameterized by the number of duplications [15] .
Here we study, among other things, the WIDTH k DUPLICATION-LOSS problem. A gene tree has width k with respect to a species tree, if the species tree can explain the gene tree using at most k simultaneously active copies of the gene along any of its branches. The WIDTH k DUPLICATION-Loss problem asks for the species tree S requiring the minimum number of duplications and losses with the proviso that at least one of the input gene trees has width < k w.r.t, to S. The reason for introducing such a parameter is simply that, in many cases, the optimum species tree has small width w.r.t. the input gene trees and, when the width is bounded, the optimum species tree can be found in polynomial time (i.e. fast) 1. Figure 1 contains a small example of a gene tree ((A, D), C), B) that has width 3 w.r.t, to the species tree (((A, S), C), D). The width is 3, since edge (ABC, ABCD) of S has 3 simultaneously active copies of the gene. Considering the size of the trees, this width is large. Note that many of the NP-hardness gadgets used in [8] employ a generalization of this construction using n taxa with conflicting gene trees of the form (A1, (A2,..., (An-z, An)...) and (An, (An-I,..., (A2, A1)...). In such a case, the width is n -1 and, when interpreted in terms of the underlying biological model, it requires that n-1 copies of the same gene co-existed in the genome of the ancestral taxa, only to have n -2 of these lost in each of the extant taxa. Although there is evidence that a species benefits from having more copies of some genes in its genome (a possible example is the Hox gene family), such a behavior where many copies co-exist and then are lost in such a pattern seems very degenerate. The width k model disallows this.
The optimization problem introduced here asks for the species tree that requires the fewest number of pos1The species tree given in [5] for 53 gene trees over 16 taxa has a maximum width of only 3 w.r.t, to its gene trees. In contrast, this species tree requires the postulation of 46 duplications (191 duplications and losses). An algorithm bounded by a polynomial with a degree bound of k, the width, will out-perform a similar algorithm with the degree bounded by the duplication cost. tulated duplications (or, duplications and losses) in order to reconcile the set of input gene trees with this species tree with the proviso that for some gene tree no more than a bounded number k of simultaneously active genes are located in any species at any time. Our four optimization problems are the WIDTH k DUPLICATION problem (find the species tree minimizing duplications with < k simultaneously active genes) for rooted and unrooted gene trees, and the WIDTH k DUPLICATIONLoss problem for rooted and unrooted gene trees.
The contributions of this paper are as follows. Section 3 introduces our width k algorithm and its proof of correctness. Section 4 provides a model and algorithm for input gene trees that are unrooted. Working with unrooted gene trees is advantageous as the determination of roots in phylogenetic tree analysis remains a hard problem, and belongs to the domain of biology rather than to that of mathematics or computer science [6, 14] . Section 5 extends the algorithm from Section 3 to handle losses. Lastly, our algorithms are practical and have yielded good results. In Section 6 we present our experimentation with a dataset from [5] and show a tree that scores better in many respects. This tree is optimal confirming the heuristic in [13] worked correctly for this dataset.
Definitions
A graph G consist of a set of vertices denoted V(G) and a set of edges denoted E(G By a gene tree we mean a rooted binary pseudo tree. By a simple gene tree we mean a rooted binary tree (i.e. a rooted binary pseudo tree which also is a directed tree). By a unrooted gene tree we mean a binary pseudo tree. By a species tree we mean a rooted binary tree. A gene tree T and a species tree S are compatible if LT C_ Ls.
Definition 1 Let T be a gene tree and S a compatible species tree. The mapping ~T,S : V(T) --+ V(S) is defined as follows: $T,S(v) is the least common ancestor of LT(V) in S.
The width parameter is introduced below.
Definition 2 Let T be a gene tree and S a compatible species tree. The width ofT with respect to S is defined to be the maximum of ]{(x, y) 6 A(T): AT,S(X) = a', AT,S(y) = b' where a (b') is a descendant of a' Co) in S}[ over all (a, b) e A(S).
Our polynomial time algorithms are based on dynamic programming. The most crucial observation to make before devising the dynamic programming algorithm is that, for a width bounded by a constant, we need only consider a polynomial number of subproblems. These subproblems are constructed from combining the partitions of the input gene trees.
Definition 3 If T is an unrooted gene tree, then for each edge (x, y) e E(T), 79T(e) = {L1, L2} where L1 and L2 are the leaves reachable by leaf paths in T \ (x, y) from x and y, respectively. Moreover, 79T = UecE(T)79T(e) U {LT}. Similarly, if T is a (simple) rooted gene tree, then for each arc (x, y) e A(T), 79T(X, y) = LT(y) (this is similar to the unrooted case since LT (y) is the set of leaves reachable from y by leaf paths). Moreover, PT = {PT(e) : e E A(T)}U{LT} and for any F C_ A(T), 79T(F) = LJeeF79T(e ). In the rooted as well as the unrooted case, we call 79T the partitions ofT.
Following [5] , we define the duplication cost as follows.
Definition 4 Let T be a gene tree and S a compatible species tree. Let AT,S = [{x: 3(x, y) e A(T), $T,S(X) = AT,S(y)}[, that is, AT, S is the number of duplications needed to explain the gene tree T under the species tree S. Moreover, let AT1 ..... Tr,S denote ~-~=1 AT, s, and let 6(T1,..., Tr) denote the tree S that minimizes AT, ..... Tr,S"

3
The Rooted Gene Tree Duplication Problem
In this section, we consider the WIDTH k DUPLICATION problem for gene trees (i.e. rooted pseudo trees). The most important elements are (1) the basic dynamic programming algorithm and (2) the algorithm for choosing an appropriate set of partitions 7 9 .
3,1 The basic dynamic programming algorithm
If S is the optimal tree, then the dynamic programming algorithm will return an optimal solution whenever 79s is a subset of the subproblems considered.
Definition
A species tree S is 79-restricted if and only if 79S C_ 79.
The algorithm in Figure 2 accepts as input a set of gene trees and a 79 such that 5(T1,...,Tr) is Prestricted and computes AT, ..... Tr,~(T1 ..... Tr). The algorithms runs in polynomial time in the size of the input T1,...,T~ and 79. It is straightforward to modified it so that it also computes 6(T1,..., Tr). Let 7 )(') denote the sets in 7) of size i, i.e. {A E 79 : [AI = i}. Let 79(-') denote the sets in P of size < i, i.e. {A E 79 : IA] < i}. Here d should be interpreted as the number of duplications needed at vertex a of a species tree S with leaf 
set Ls(a) = A and with children al and a2 such that Ls(al) = AI and Ls(a2) = Ag.
We now give a definition for an optimal subsolution.
Definition 6 Let S be a species tree and A E Ps. We define I)T,s(A) to be the number l{x: 3(x, y) E A(T): AT,S(x) = AT,S(y), and ,~T,S(X) i8 a descendant of A in S}I (Intuitively, I)T,s(A) is the number of duplications required in S below the arc e E A(S), where A = PT(e) E A(S) ). Moreover, 7)TI ..... Tr(A, P) is defined to be the minimum, taken over all P-restricted species trees S such that A = Ls, of ~-]~:= 1 I)T,,s(A).
By the following observation, an optimal solution to the subproblem corresponding to L (the L defined in the algorithm) is equivalent to an optimal solution to the original problem. 
How to find the right 79
In this subsection, we begin by showing that, if all but one copy of each species is removed from a gene tree, then the width will not increase. We will use this result later when we show how an adequate set 79 can be generated from such simple gene trees (i.e. a set 79 adequate for the original -not necessarily simplegene trees). First, we formally define the simplification procedure.
Definition 7 Let T be agene tree (i.e. a rooted binary pseudo tree). Let T ~ be obtained by taking a rooted binary subtree T" of T with the same leaf set as T and removing each vertex with indegree 1 and outdegree 1 (recursively) by connecting its two neighbors. The simple gene tree T' is said to be obtained by simplifying T using T'. Notice that V(T') = V(T).
The following observation is a straightforward consequence of the definition of LCA.
Observation 2 Let T be agene tree and S a compatible species tree. If y is a descendant of x in T, the vertex AT,S(y) is a descendant of AT,s(x) in S. Let T' be a simple gene tree obtained by simplifying T. For each t of V(T'), the vertex )W,,s(t) is a descendant of
By the lemma below, simplification does not increase the width. Since simplification clearly does not change the leaf set, it follows that in our dynamic programming algorithm it is sufficient to consider subproblems that are created from simple gene trees.
Lemma 3 Let T be a gene tree and S a compatible species tree. If T' is a simple gene tree obtained by simplifying T (using T'), then the width ofT' w.r.t. S is at most the width ofT w.r.t. S.
Proof. Let (a, b) be an arc of S. Let as of Y2 in T", and (2) z has a parent fT', (z) in T" such that (fT,,(z),z) • A. Notice that (1) and (2) implies that there is a vertex z is an ancestor of yl as well as Y2 in T'. This together with Observation 2 shows that (fT"(Z), Z) • A contradicts (fT'(Yl), Yx) • A'. II
We now show how to construct an adequate polynomial sized set 79 from the gent trees. Recall that we are given gent trees T1, T2,...,Tr such that T/ C Ls and T, has width < k w.r.t.S. By the above lemma, we may w.l.o.g, assume that they all are simple gene trees. The simplest strategy would be use all of the r gent trees, thus generating a set 79 of size 1-I,~=i IA(T,)I ~'. For large r and k, the size of this set will approach 21Lsl. However, we may be able to do better than this via Lemma 4. The intuition behind this technique is to choose a subset of the gent trees (call them T1,..., Tp) from which to construct our 79 set. 
e E A(S).
Define the height of an arc (a, b) E A(S) to be the length of the longest directed path from b to a leaf of S. We prove, by induction on the height of 5, that
for each ~ E A(S) which yields c_ 79',
since for each edge e of S we have L'(U(5)) E 79'. After (4) is proven, we derive the lemma from (5). Since (a, b) E A(S) has height i > 0, (b, Cl) as well as (b, c2) has height at most i-1, and hence can inductively be assumed to satisfy (4) . This means that we will be able to conclude that (a, b) satisfies (4), if the following two statements hold:
The equality (6) is straightforward to verify. We will now end the proof of (4) by showing
which clearly implies (7). ((a, b) ). Assume that x is not the root of T/. Let r be the root of T~. Clearly a is a descendant of AT,,s(r). It follows that there are vertices x p and x" of T such that x ~ is the parent of x", x is a descendant of X tt, ~T,,S(X it) = b, and a is a descendant of XT,,S(xl).
From this follows that (x', x') E U, (a, b) which gives L',(U,(b,c,)) C_ L~(U,(a,b)).
Assume that y e U, (a,b) .
Let z be a descendant ofy. It follows from the observation above that )~w,,s(z) is a descendant of b. Again using the observation, we can conclude that there is a descendant y~ of y and an ancestor z' of z such that y' is the parent of z', )~T,,S(y/) "-" b, and XT, S(z') is a proper descendant of b. This yields z' E U,(b, cl)OU,(b, c2), that is L~ (U,(a, b) (U,(b, c2) ). Thus (8) holds and hence also (7) which yields (4).
We now show that (5) implies the lemma. Assume that A ~ 7~s. Let A' = A\R. ClearlyA' E 796 and hence A t C 7 9' which yields that A = A' U (A N R) E 7 ) and the lemma follows. This corollary immediately suggests a simple algorithm for verifying the optimality of a species tree for a set of gene trees given that we know the hound k for at least one such T.
The Unrooted Gene Tree Duplication Problem
Previous work on the DUPLICATION/DUPLICATION -Loss problems focused on input gene trees that are rooted. For various reasons, the determination of the root of a phylogenetic tree is a difficult problem that, in many cases, requires the expertise of biologists. For this reason, we examine the UNROOTED DUPLICATION problem. Within this paper, we do not consider the unrooted variation of the DUPLICATION-LOSS problem but note that it is straightforward to extend the following algorithm to cover also that case (Section 5).
As input, we are given unrooted gene trees T1, • • •, T~ and asked to compute A(T~,..., T~) where (1) T" is T, rooted at one of its vertices and (2) T~,..., Tr' minimize A(T~,..., T') with respect to (1). Since 79T" C_ 79T,, the set of subproblems 79 can be constructed as before from T1,...,Tr. Given the subproblems defined by 79, the algorithm proceeds in the same manner as in Section 3 with one exception. Presently, we must store subsolutions for each of the possible ways of rooting each unrooted gene tree. Fortunately, each tree can be considered separately. Figure 3 gives this algorithm.
In this algorithm di,j is the number of duplications needed with respect to T, 5 at a vertex a of a species tree S with leaf set Ls(a) = A and with children al and a2 such that Ls(al) = A1 and Ls(a2) = A2, respectively. 
The Rooted Gene Tree Duplication-Loss Problem
For a species tree S and a set L C Ls, let S" be the minimal rooted subtree of S with leaf set L. The leaf induced subtree S r of S w.r.t. L is the tree obtained from S" be (recursively) removing each vertex of degree 2 which is not the root and adjoining its two neighbours. 
. T.,S.
To facilitate the formulation of a dynamic programming algorithm that also handles losses, we give a procedure to count losses by only inspecting a parent and its two children. Let x(L, A, A1, A2) be true if and only ifL C_ A and L g A, for i = 1,2. Let x be a vertex of a tree T with a parent f and children Sl, s2, and let A, A1, A2 be three sets such that A is the disjoint union of A1 and A2. We say that a loss occurs at 
Z l(T,, x, Ls(v), Ls(l(v)), Ls(r(v))) = Is(x).
~ev(s)
From the above equality, it follows that
Z l(Ti,x, Ls(v),Ls(l(v)),Ls(r(v)))= Z ls(x). ~ev(s)
.¢V (T.) ,
eV(T,)
That is, the above algorithm counts the number of losses correctly. 12) , where p = IPl, l = I U LT.I, and a is the time needed to access a set A E P.
Experimental Results
We focused our attention to the dataset provided in [5] ; this consists of 53 gene trees formed over 16 taxa. The gene trees given in the paper have maximum width 3 w.r.t, the species tree. In total, the best tree they found has 17 of the 53 gene trees agree with this species tree (in other words, they have width 1) and the total score for this species tree is 191 (46 duplications, 145 losses). Figure 5 gives a tree we found using our algorithm from Section 5 that scores better under the DUPLICA-TION-LOSS model. In total, the tree scores 159 (36 duplications and 123 losses). The overall width is 4 and 26 of the gene trees agreed with the species tree. The best scoring trees for the DUPLICATION problem also required 36 duplications, hence the tree in Figure 5 is optimal for this problem. (This tree was later verified to he optimal via an exhaustive dynamic programming algorithm using all possible partitions.) This confirms that the tree found by [13] using a heuristic in the GeneTree package is also optimal. We coded our algorithms in the bioinformatics programming language DARWIN [4] and, although much slower than native C code, the implementations were fast enough to run our algorithms for 7) sets created with respect to width 4 (at this width, the P set has size 58757 out of a possible 65536). For larger datasets, it may be infeasible to compute such large sets exactly. We offer the following heuristic:
input: a seed tree S and gene trees T1,..., Tr.
Repeat the following until no improvement: Generate 7) = {U2=IAI : A, E ~OT}. Let S be equal to the results of applying the algorithm in Figure 4 to 7), T1,..., Tr
output: S
This heuristic, using the tree found by neighbour joining given in [5] as the initial species tree, managed to find the optimal species tree for the DUPLICATION problem after only 2 iterations. It was also extremely fast, since the size of the 7 ) set was very small (below (IA(S)I) = 435 out of a possible size of 2 ILsl = 65536). In general, a good candidate for choosing the initial species tree might be a tree which agrees with many of the gene trees. Or, one might use the algorithm in Section 5 with a 7) set created from all the gene trees and k = 2 (width 2) to form the initial topology. Initial experiments on random data have given good results with the number of iterations, before finding the optimal species tree, always below 4.
7 Open Problems
One current avenue for future research would be to determine if these problems are hard for any level of the W-hierarchy -this is the appropriate framework for these questions -when parameterized by the number of gene trees and/or the width. If this is the case, an approximation algorithm or solid heuristic for choosing good 7) sets will be needed for larger widths.
Also, our algorithms should be compared against the [13] and [8] implementations on gene trees having large width w.r.t, their species tree. The heuristic presented in Section 6 might complement the work done in these other systems.
