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7.1 Introduction 
Multicellular organisms face special problems in coordinating the growth and 
development of their various parts. Higher plants, for example, have numerous 
meristematic centres, each capable of expanding some dimension of the organ-
ism. Their collective potential use of substrates can easily exceed supplies and, 
without coordination of what grows when and how rapidly, growth would be 
chaotic and inefficient, if not fatal to the organism. Qualitatively and quantitati-
vely understanding how such activity is coordinated remains perhaps the most 
significant problem facing plant scientists. 
Integrative control is apparent at all levels of biological organization. The 
information on which it is based is ultimately found in genetic material, giving 
force to reductionist science. Our expectation has been that knowledge of cellular 
and molecular levels will 'explain' the behaviour of the whole and, given the 
complete set of enzymes found in plants and their operating rules, that we can 
some day predict how they produce cells and whole plants. Control and expla-
nation also derive from the higher levels, however. The genome supplies the 
machinery and rules about its operation, but those metabolic systems operate in 
the ambient environment and at the mercy of carbon and nutrient supplies and 
water status determined through the display of roots and leaves at the community 
level. As a result, the assimilation of nitrogen, for example, is relatively insensitive 
to properties such as Kmax and ^m of key enzymes, but highly sensitive to nitrogen 
and carbon supplies and to the rate at which amino acids are used in protein 
formation (Novoa et al., 1981). 
Control and regulation by higher levels are evident in most aspects of plant 
growth, including the pattern of exponential growth observed in young plants 
where the rate of carbon supply and growth expand concomitantly with leaf area. 
With the current emphasis on moleculair research, it is easy to forget that our 
need is to understand whole plants and vegetation, because it is at those levels that 
we manage crops and vegetations. The catalogues of molecular biology tell us 
what plants can do, but there is enormous latitude in what is done, how fast, and 
to what degree. That plasticity and the multiplicity of controls and feedback 
elements involved, as well as the remoteness of molecular aspects from organis-
mal traits, have limited our progress in integrative physiology and morphology. 
Clearly, special techniques must be employed to encompass the complexity 
involved: Simulation models that integrate activity over several levels of biologi-
cal organization emerge as the principal tool for the study of integrative control. 
The involvement of several levels opens the possibility that the properties of one 
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level may explain behaviour at another (in the sense that a rational hypothesis 
explains) (de Wit, 1982). The certainty of such explanations improves with each 
failure to disprove them, and as alternative explanations are disproved. 
Given our experience that the simulation of enzyme sequences is strongly 
regulated by substrate, and thus subordinated to organismal and community 
properties, those levels must be included as explanatory levels in models con-
cerned with integrative behaviour. R. Brouwer and C.T. de Wit (Brouwer & de 
Wit, 1969) opened the door to that approach with their ELementary CROp 
Simulator, ELCROS, for the study of carbon dynamics in crop communities. It is 
now 20 years since that seminal paper appeared and it is worth reflecting upon our 
progress in using simulation to explain the behaviour of organisms. First, let us 
examine the control systems that need to be considered in such models. 
7.2 Control systems of higher plants 
Selection has favoured systems of integrative control that balance the patterns 
and timing of growth in ways that lend fitness for particular environments. By 
timing development relative to seasonal and diurnal variations in the environ-
ment, for example, activities such as reproduction are placed and completed 
during favourable times of the year. Full use of scarce resources of carbon and 
nutrients generally follows and is also implicit in fitness. The expanding capability 
of shoots for the utilization of nutrients and water, for example, is forced into 
balance in a homeostatic way, in accordance with the ability of the root system to 
take up those resources (Brouwer, 1983), and limiting supplies of nitrogen are 
distributed to sunlit leaves in preference to those in shade (Hirose & Werger, 1987; 
Sinclair, Chapter 3). 
In state-variable models, as in real plants, processes (e.g. photosynthesis, 
expansive growth, transport) are regulated and this affects the state of the system. 
Our objective here is to create model structures that parallel the regulatory 
mechanisms found in real plants. The difficulty is that many regulatory me-
chanisms, such as those based on membrane properties, are too fine-structured 
for our present abilities to construct models of organisms. In such cases, the fine 
structure must first be aggregated into general properties of tissues and organs. 
This is illustrated in the following sections, in which four aspects of control and 
regulation are examined: phenological advance, the role of growth substances, 
the influence of substrate supply, and the influence of diurnal variations in the 
environment. 
7.2.1 Phenological advance 
The phenostages of germination, flowering, and maturity mark key events in 
the life of annual plants. The advance through those stages follows a temperature-
dependent developmental rate (DVR) seen in the plastochron intervals in the 
production of new leaves and in the duration of phenophases. We still know very 
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little about the processes involved. Leaf initiation involves cell division in primor-
dia at the stem apex, so growth and development are closely linked in that case 
(e.g. Horie et al., 1979), but what determines the number of such events within a 
phenostage is unknown. Unfortunately for modelling, little attention has been 
given to the dependence of development on substrate (Sachs, 1987), and the 
dependence on temperature has been characterized adequately for only a few 
species. The DKK-temperature relation follows an optimum curve, with slow 
rates at both low and high temperatures. That response (substrate not limiting) 
appears as a simple continuous function but is undoubtedly a summary of several 
fine-structure processes including a threshold related to activation of key en-
zymes, an autocatalytic phase dependent upon collision of substrates and en-
zymes, a saturation phase limited by transport of substrates or enzyme capacity, 
and an injury phase. 
In some higher plants the initiation of flowering is controlled solely by such 
developmental advance, whereas others depend on phenological switches and are 
induced to flower by exposure to low temperature (vernalization) or by a phy-
tochrome-mediated response to changing photoperiod. Regardless of the me-
chanisms involved, developmental advance and phenological switches are essen-
tial control components in integrative models. Fortunately, they are also easily 
modelled phenomenologically as functions of current weather. The difficult part 
is extracting response functions and rules appropriate to particular species and 
cultivars from the existing literature (Roberts & Summerfield, 1987). Phytotrons 
have not lived up to expectations in this area. The number of skilled phytotron 
practitioners remains small, in part because such research is costly and carries a 
sense of frustation imposed by acclimation phenomena and by the plurality of 
important genotypes. As a result, many modellers take too simple a view of DVR 
and employ linear temperature summations to advance their models, thereby 
ignoring the optimum response of real plants. 
7.2.2 Control by growth substances 
F.Went (1926) was the first to isolate from plants a specific growth substance 
that behaves as a hormone. That substance, auxin, is involved in the dominance 
that stem apices exert over adjacent meristems and in the control of expansive 
growth, rooting, and other aspects of morphogenesis. Went's discovery led plant 
physiologists to concentrate enormous research attention on how such materials 
might control the activity of distant centres of growth. Such phenomena fit neatly 
with current ideas about nuclear control through 'signals' and 'targets'. The view 
is that environment can serve as a signal to the genome in one tissue, eliciting the 
production of a hormone that acts as a signal recognizable by distant tissues. 
Initiation of secondary growth, tuber formation, and graft-transmissible floral 
induction stimuli, as well as apical dominance, fit that concept. The list of growth 
substances has grown to include variants of cytokinins, gibberellins, ethylene and 
absisic acid, and recent work has demonstrated that hormones may act through 
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mRNA formation. 
The problem for modelling is that growth substances seem to be produced by 
most tissues and their effects may differ from one tissue to another in bewildering 
ways. The modes of action of a growth substance may be common at some level, 
in an effect on membranes, for example, but the phenotypic responses can be quite 
different. Growth substances frequently exist as steady-state fluxes or concen-
trations and their effects are evident only when perturbed, as through decapita-
tion of Avena coleoptiles. One has to wonder whether hormones are 'aimed' at 
specific 'targets' or if susceptible tissues simply fall victim to the modified internal 
milieu. In radish (Raphanus sativus L.), shoot-supplied auxin and cytokinin are 
involved in the control of the vascular cambium of the central axis (Loomis & 
Torrey, 1964; Radin & Loomis, 1973). In that case, the hormones can be 
represented as on/off switches; as is the case with other root crops, once cambial 
activity is induced in receptive cells it continues unabated except as regulated by 
the influences of substrate, temperature and water status. It seems that initiation 
of a growth substance flux and its recognition by receptive cells are the key events. 
After 60 years of research on growth substances, it is now clear that a general 
theory of coordination cannot be constructed from hormones alone (Trewavas, 
1982, 1985). Our failure to recognize this sooner is due in part to a failure to 
consider the interactions between growth substances and substrates. It is sur-
prising how much of the work in hormone physiology has been done with plants 
grown with low levels of light, and thus low supplies of photosynthate, leaving 
uncertain the significance of hormones in normal coordination. In the case of 
apical dominance, Mitchell (1953) and Mclntyre (1977) found that the expression 
of dominance was greatly weakened in the presence of adequate carbon and 
nitrogen substrates. Trewavas (1985) and Digby & Firn (1985) have summarized 
such problems for control of leaf growth - in that case, substrates play the 
dominant role. 
The Wageningen group (Brouwer & de Wit, 1969; de Wit & Penning de Vries, 
1983) have made important contributions to whole-plant physiology by showing 
how the coordinating roles of growth substances can be represented phenomeno-
logically in models of organisms as messages and rules governing meristem 
activity. In other words, growth substances, as is the case with enzyme pathways, 
can be viewed as subordinated systems. 
7.2.3 Substrate control 
The number, kind and ability of the various meristems provide a basic control 
over the distribution of growth. That is particularly so whenever their potential 
for growth exceeds the supply of new carbon and nitrogen assimilates. Substrate 
limitations are a normal condition, particularly in competitive stands, and are 
easily demonstrated in experiments where carbon supply is varied by changing 
leaf area, light, or C02 levels, by reducing competition, or by supplemental 
feeding with carbon or nitrogen substrates. The conservation law imposes very 
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powerful limits over what those meristems can do, since substrate embodied into 
biomass or respired cannot then be expended elsewhere. Trewavas (1985) has 
expressed this view nicely: 
'...what one growing area removes from circulation is not available to another. This 
represents a form of communication between the two areas...[and] since the different 
growing areas...have qualitatively different growth material requirements, reducing the 
growth rate...of some will result in qualitative changes in what is left...[Those] changes 
could then act as effective signals for developmental change.' 
This 'nutritional theory' of coordination is not new. The roots of the concept 
can be traced at least to G. Klebs of Heidelberg (Klebs, 1903; 1910) who 
successfully manipulated the growth and development of fungi through substrate 
supply. He also was able to modify the flowering times of higher plants through 
variations in temperature and light. That work inspired Kraus & Kraybill (1918) 
at the Oregon Agricultural Experiment Station (U.S.A.) in their efforts to explain 
flowering trough a 'carbon/nitrogen balance'. Plant scientists subsequently found 
C/N explanations inadequate in many cases, especially where photoperiod in-
fluences flowering, and the nutritional theory lost favour. It has lingered, mainly 
in the teaching of whole-plant physiology, under headings such as 'growth-
differentiation balance' (Loomis, 1932). (As a youth, R.S.L. received lessons in 
growth-differentiation balances from W.E. Loomis - proper axe handles, for 
example, were highly elastic and came only from Fraxinus trees that grew with 
abundant water and nutrients so that the wood was composed of large xylem 
elements with a minimum content of lignin, a differentiation product.) Recently, 
the concept has been employed effectively in explaining insect resistance in trees 
(Lorio, 1986; Lorio & Sommers, 1986). 
Plant physiologists are gradually returning to the study of nutritional control. 
In addition to work in developmental physiology, it is also seen as an extension of 
work on long-distance transport (Cronshaw et al., 1986). It is now realized that 
phloem loading, and velocity, and capacity for transport, seldom serve as the 
principal limits to sink activity. Control of sink development sometimes rests on 
the rate of phloem differentiation towards and within a sink, but once the sink is 
established, the relative activity of the sources and sinks, as well as their position 
on the common trough, create a very strong regulatory environment. Progress is 
being made in understanding the related phenomenon of feedback inhibition in 
source leaves (Foyer, 1988) and phloem unloading, but we still know little about 
the dependence of sink activity on internal substrate supply. Growth response to 
substrate level is probably hyperbolic (Hunt & Loomis, 1976; Moser et al., 1982; 
Penning de Vries et al., 1979) and apoplastic conductivity may play a critical role 
(Hampson et al., 1978; Wyse, 1986). 
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7.2.4 The special case of diurnal control 
Much less attention has been given to the control imposed by the pulsating 
environments in which plants grow. Alternation, day and night, of temperature, 
water status and photosynthetic activity leads to rhythmic sequences of limita-
tions on the growth of different meristems. Shoots, for example, are exposed to 
the most extreme variations in temperature and moisture status, whereas remote 
roots may suffer from periodic deficiencies of carbon substrates. 
Our attention has been given more to issues in circadian rhythms than to the 
logistics of assimilation and growth over the diurnal period. It helps to ignore the 
concept of an 'internal clock' and look for more direct influences of environment. 
Cell division, for example, can be synchronized in algae by cyclic changes of light 
(Tamiya, 1957) due apparently to variations in substrates. Cell division in roots is 
dependent on substrate (van 't Hof & Kovacs, 1972) and in some cases is 
synchronized by the daily pulse of carbohydrate supply (Webster & Langenauer, 
1973). Temperature also has strong effects on cell-cycle stages (Rost, 1977) and 
there seems no reason why entrainment would not occur with appropriate 
temperature regimes. Cell enlargement is similarly dependent on temperature and 
substrate. Cyclical environments can thus lead to cyclic patterns of substrate use, 
leading to interactions between competitive sinks. A focus on the logistics of sink 
activity over diurnal periods should give rewarding insights into integrative 
control. 
The extent of diurnal variation in control of growth is illustrated for leaves in 
Figure 28 (Thut & Loomis, 1944). In this case, leaf extension rates (LER) of maize 
(Zea mays L.) grown in the field at Ames, Iowa (U.S.A.), a subhumid environ-
ment, were measured with simple auxanometers and related to diurnal patterns of 
temperature and plant water status. LER tracked temperature closely except 
during midday when plant water status, observed as a rapid flux of eosin dye in 
excised culms, was low. Shaded plants were much less affected by the midday 
water stress. In the afternoon, LER accelerated as water status was restored, and 
then declined, in a pattern suggestive of substrate limitations, to ca. 4mmh"1 
during the night (Tmin = 19 °C). In the same environment, asparagus (Asparagus 
officinalis L.) having small cladophylls instead of leaves showed no midday 
depression in the extension growth of stems. 
Similar patterns of maize leaf growth have now been observed using more 
modern methods. Acevado et al. (1979) worked in an arid environment at Davis, 
California. With minimum temperatures near 10 °C, LER dropped to near 
2 mm h"l at night. Water status led to strong midday depressions of LER at Davis 
just as it had at Ames. One counter-intuitive result was that at Davis, despite 
greater evaporative demand during the day, 80% of the daily leaf extension 
occurred during daylight hours and was strongly dependent upon osmotic adjust-
ment. At Ames, where nights were warmer, 40% of the elongation occurred 
during the night. 
110 
t r a n s f o r m e d values 
1.0 r-
0.5 
0.0 
O-O 
t r ans fo rmed values 
1.0 
0.5 -
1 0.0 
r- A 
\ 
\ 
A ^ , /V H 
- i \ 
/ 
/ 
/ . ' 
/ : 
r, 
- 0" 
/ 
o-o 
B 
• 
• - - • A 
A' 
•
 %
* / 
• / 
\ A 
\N± o y • 
V^^q \ 
° \ \ 
O D 
\ •-.. \ • 
\ 
o-oo 
1 , 1 
12 24 
t ime (h) 
12 24 
t i m e ( h ) 
Figure 28. The diurnal pattern of leaf extension rate (LER), air temperature (7), and water 
status (Dye) for maize crops in midsummer. The original data were subjected to linear 
transformations for plotting. Water status was measured as the rate of dye movement in 
excised culms and is plotted here as a subtraction from 1.0 so that the smaller the value the 
lower the plant water status. A: In full sun; B: shaded from direct sunlight. After: Thut & 
Loomis, 1944. 
7.3 Simulation of integrative control 
The de Wit-type of crop models that attempts to explain community behaviour 
from morphological and physiological information comes in several forms. Some 
'allocate' new assimilates to respiration and to the growth of various organs in 
fixed patterns (van Keulen & Wolf, 1986). A problem in teleology arises with 
many popular uses of the term allocation - a model may allocate, but real plants 
lack such central control. Allocation is suitable in a model for the simulation of 
normal crop production, since partitioning patterns are then relatively constant, 
but such models are greatly limited for the study of integrative control. 
Models that simulate partitioning from tissue- and organ-level information are 
necessary for studies of integrative phenomena, but they are also more complex 
and thus less transparent to the researcher (Passioura, 1973; Seligman, Chapter 
14). Although still in their infancy, the more complex models offer promise in the 
study of integrative physiology, ideotype specification and bioclimatology. With 
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hourly or shorter time advances, the influence of diurnal pulses can be analysed. 
The embodied conservation laws assure dominance by the nutritional theory and 
allow testing of hypotheses about genotypic control (including hormones) ex-
pressed in sets of response functions and in 'rules' about patterns of behaviour. 
Below, we illustrate some simple examples of integrative control with models of 
sugar beet (Beta vulgaris L.), potato (Solatium tuberosum L.) and alfalfa (lucerne, 
Medicago spp.). These models are structured along the lines of ELCROS with 
time steps of 1 h but with greater morphological detail and greater attention to 
physiological controls of growth. 
7.3.1 Root-shoot relations in Beta vulgaris 
The ELCROS model inspired our efforts to construct an integrative model for 
sugar beet (Fick et al., 1973; 1975). Coordination in beet involves balancing 
carbon use among leaves, fibrous roots, and a storage axis. Some types of 
B. vulgaris resolve that conflict in favour of large leaves (e.g. var. Cicla, known as 
chard or spinach beet) while others favour large roots (sugar beet and fodder 
beet). It was unknown whether real beet roots become large only when leaves 
cannot use the available assimilates, or whether the leaves are small because the 
root is extremely competitive in the use of assimilates. The beet model simulated 
the contrasting habits of sugar beet (large storage root axis, small leaves) and 
chard (small axis, large leaves) using several alternative hypotheses involving 
manipulations of the capacities for growth in either leaves or storage root 
(Loomiset al., 1976). 
The compatibility of sugar beet and chard in grafts enabled that question to be 
resolved. Chard leaves from scion apices grafted to sugar beet stocks were smaller 
than normal and sugar beet leaves on chard stocks were larger than normal, 
whereas the root sizes were not affected (Rapoport & Loomis, 1985). Regulation 
of leaf size appeared to reside in the intrinsic capacity of the roots for growth. The 
temporal pattern of cambial formation and cell division were very similar in the 
two root types and the very large differences in root size resulted from the ability 
of a few cells of beet roots to enlarge to very large dimensions, rather than to some 
difference in cell number (Figure 29) (Rapoport & Loomis, 1986). Thus, genetic 
control of leaf size might be brought about in many ways, including through 
changes in root-wall polysaccharides affecting cell expansion, in the conductivity 
of the root apoplast to substrates, or in menbrane transporters found in root cells. 
7.3.2 The influence of diurnal temperature pattern on the integration of growth 
in potato 
The POTATO model described by Ng & Loomis (1984) has recently been 
revised as POTATO 2 (Pinto, 1988). Programming that gave incorrect simulation 
of low densities was corrected, and a layered soil with distributed root growth and 
soil water balance routines have been added. This new model permits rainfed and 
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Figure 29. Distributions of cell sizes in the interzonal parenchyma between cambia 2 and 3 
(numbered from the interior) of sugar beet and chard roots, 6, 12 and 18 weeks after 
emergence. The vertical bars represent ± 1 SE. The mean volume of the cells of that zone 
for sugar beet at 18 weeks was near 1.5 x 106um3 compared with less than 0.5 x 106 for 
chard. That difference appears to account for the large difference in the strength of the two 
roots as sinks. After: Rapoport & Loomis, 1986. 
irrigated conditions to be simulated. The input routines were restructured for the 
simulations reported here on diurnal temperature as an agent of integrative 
control (POTATO 2.1). 
Very strong effects of amplitude (0 to 2 times the normal value) of diurnal 
temperature are shown in Figures 30 and 31, which illustrate the simulated 
limitations to leaf and tuber growth imposed by internal substrate supply and 
ambient temperatures 40 days after emergence at Davis on 26 April. The para-
bolic response of growth to temperature included in the model restricted leaf 
growth in late night and midday at this time of the year (Figure 30). The 
restrictions were greater with greater diurnal amplitude. Tubers, protected from 
those extremes in temperature, were influenced much less than leaves. The 
integrated effect of temperature on the carbon balance took a different pattern 
(Figure 31). Carbon supply was maximum during the daylight hours and was 
depleted during the night to the point that tuber growth ceased. Substrate was so 
limiting that fibrous roots (data not shown) only grew for a few hours in late 
afternoon. Diurnal temperature had only a small influence on the carbon con-
centration because of intervening effects of the developmental rate on carbon use. 
The model was based on the hypothesis that the temperature response of 
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Figure 30. A: Diurnal variation in the relative effect of temperature on leaf dry matter 
growth in POTATO 2.1 40 days after emergence when the amplitude of air temperature was 
varied between 0,1,1.5, and 2 x normal. B: The effect of temperature on tuber dry matter 
growth under the same circumstances. 
photosynthesis has a broader optimum than the temperature response of growth. 
This was expected to give the crops subjected to a large amplitude of diurnal 
temperature a larger resource of substrate relative to growth. The tubers were 
protected, however, and treatments with a small amplitude of diurnal temperatu-
re spent more hours each day near the optimal temperature for development and 
therefore initiated branches, branch leaves, and tubers more rapidly than those 
with large amplitudes (Table 6). With zero amplitude, the second tuber was 
initiated 26 days after emergence and competition from the tuber sink suppressed 
the development of the second branch and additional'leaf area. This changing 
balance of sources and sinks, in particular the more rapid expansion of leaf area 
with intermediate amplitude of diurnal temperature, offset the photosynthese-
temperature relation. 
All of these amplitude treatments had the same daily mean temperature and 
therefore experienced the same accumulations of thermal units as usually calcula-
ted. The simulated differences in development shown here illustrate why thermal 
units have only limited merit and why nonlinear summations over the diurnal 
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Figure 31. A: The simulated diurnal variation in the relative effect of carbohydrate supply 
on leaf growth in POTATO 2.1 on Day 40. Details as in Figure 30. The curve for 2 x 
amplitude is similar to that for 1.5 x and has been omitted. B: The substrate limit to tuber 
growth on Day 40 (2 x amplitude is omitted). 
Table 6. Progress of crop development in POTATO 2.1 with varying diurnal amplitude of 
temperature. Emergence was on 26 April with 12 main stems m~2. 
Diurnal 
amplitude 
0 
1 
1.5 
2 
Numbers on Day 50 
branches leaves 
1 
2 
1 
1 
23 
23 
23 
20 
LAI on 
Day 50 
5.9 
5.3 
3.5 
2.3 
Maximum LAI 
Day 
47 
51 
59 
81 
value 
5.8 
7.2 
6.0 
6.2 
Initiaton 
of tuber 2 
on Day 
26 
32 
33 
37 
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Table 7. Yield of plant parts 85 days after emergence simulated with POTATO 2.1 involving 
various diurnal amplitudes of temperature superimposed on the long-term average weather 
for Davis, California. Emergence was on 26 April with 12 main stems m"2. Dry matter 
yields in g m"2. 
Diurnal 
amplitude 
0 
1 
1.5 
2 
Stem 
103 
95 
105 
89 
Living 
leaves 
11 
102 
149 
252 
Fibrous 
roots 
169 
174 
172 
151 
Tuber 
1700 
1370 
1330 
785 
Total 
1980 
1740 
1760 
1280 
range correlate better with crop development (Gilmore & Rogers, 1958). 
The influence of these environments on the state of the crops 85 days after 
emergence (normal harvest date) is seen in Table 7. The zero-amplitude crop has 
completed its growth (nearly all leaves had senesced as is normal in potato) and 
the large-amplitude crops were closing the yield difference imposed by their initial 
disadvantage in development. These simulations illustrate the importance of 
interactions between the initiation and growth of various organs. Formulation of 
the opinions governing these processes is often the Achilles heel that defeats an 
integrative model. The opinions used in POTATO regarding leaf longevity, for 
example, are open to criticism (E. Ewing, personal communication), and we are 
unsure about the proper way to model that aspect of development. 
7.3.3 Altered temperature and light on integration in alfalfa 
The newly developed ALFALFA model (Version 1.4; Denison & Loomis, 
1989) is similar to POTATO in its structure. One major difference is that the 
distributions of radiation and photosynthesis within 25 canopy layers are simula-
ted rather than being drawn from look-up tables. This allows carbon supplies, 
growth and persistence of 5 successive cohorts of stem classes to be simulated 
separately. The carbon pools of the 5 classes interact with a common crown-root 
carbon pool. Growth and maintenance of fibrous roots, taproot, crown buds and 
young shoot classes are supplied by the crown-root pool. Beyond a certain size, 
the shoot classes may transfer carbohydrate to the crown but they are not allowed 
to draw from it when shaded below their photosynthetic light-compensation 
level. 
Alfalfa crops are more complex than simple annual crops such as potato. Plant 
spacing is variable, the crop is subject to repeated cycles of cutting and regrowth, 
underground biomass is large, and overwintering is a necessary part of the 
simulation. ALFALFA 1.4 was developed and validated as an established crop 
with large crowns and rooting through a deep profile of soil. Fibrous root growth 
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and senescence were restricted to real values. The simulations reported here were 
done with an experimental version (2.X) currently being developed that begins 
from seedling stands. For that, a more realistic behaviour of fibrous roots was 
necessary, and that was found to require separation of an active carbohydrate 
compartment in the crown and fibrous roots from a 'reserve', less active, pool in 
the taproot. When the crown-fibrous root pool is starved (e.g. following cutting), 
the taproot pool unloads carbohydrate at a level sufficient for maintenance 
respiration and bud growth but insufficient for fibrous root growth. Tran-
spiration is simulated from radiation and energy balances for the canopy and in 
proportion to the current vapour pressure deficit. The old water routines behaved 
stiffly in this new version and a simple predictor-corrector was added. Although 
its structure is still preliminary, ALFALFA 2.X gives results in validation tests 
that are similar to version 1.4. 
ALFALFA 2.X is used here in a study of the integration of the crop's response 
to large differences in light and temperature. The crop was 'grown' to full cover 
(LAI = 3.2 and midday light interception of 0.93) using long-term average, 
insolation 
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Figure 32. A: The diurnal course of short-wave radiation on 22 June simulated in ALFAL-
FA 2.X using the observed long-term daily totals on that date (L) and for mid-February (/) 
at Davis, California. B: The diurnal course of air temperature on 22 June simulated using 
daily maximum and minimum temperatures for that date (T) and for mid-February (/). 
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spring weather for Davis, California. The state variables at that point were then 
used as initial conditions for simulations with four weather treatments. The 
simulations extended over several days beginning 19 June with normal summer 
solstice weather (high temperature and radiation) or with alternative light and 
temperature levels characteristic of early spring weather (Figure 32). The treat-
ments were: LTfor the normal light and temperature levels of June; // for those of 
mid-February; and Lt and ITTor the crossover environments. The solar track and 
thus daylength in all of the simulations were those for June. 
The simulation presented in Figure 33 illustrates the time course of leaf dry 
matter growth over a period of 6.5 days following transfer to IT weather. During 
each iteration, the model restricts potential leaf growth by temperature, water, or 
substrate, depending upon which is most limiting at that time. Substrate was 
nonlimiting to leaf growth during the first two diurnal periods (1-48 h), since the 
initial conditions included high levels of nonstructural carbohydrates reflecting 
growth under moderate spring light and temperature. For those days, leaf growth 
was limited at night by temperature and during the day by water status. That 
pattern is very similar to those observed for extension growth by Acevado et al. 
(1979) and by Thut & Loomis (1944) (Figure 28). This close correspondence 
implies that extension growth is dependent on the synthesis of new materials, as is 
generally the case. Substrate supply declined during acclimation to the lower 
radiation and was the principal limit to leaf growth during the remainder of the 
simulation. That result indicates that if Thut and Loomis had extended their 
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Figure 33. The time course of community leaf dry matter growth and the limits to leaf 
growth simulated for alfalfa. The simulation began on 19 June with a change from the cool 
temperature and moderate light of spring weather to the low-radiation, high-temperature 
treatment (IT). EW is effect of water stress, ET is temperature effect, EA is the effect of 
limiting substrate and GR is leaf growth rate effect. 
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shade measurements for several days, the midday water deficit would probably 
have disappeared. The effect on simulated growth of fibrous roots was even more 
dramatic. During the first day (19 June, 1-24 h) with moisture stress, the ratio of 
fibrous root growth to leaf growth was 1.8; on the sixth day (24 June; 121-144 h) 
with substrate stress, it was 0.2. 
Five to six days were needed for substrate status to become adjusted to the new 
conditions. By contrast, water status adjusted within a few hours, whereas other 
aspects of acclimation, such as variation in leaf number and size and relative 
proportions of fibrous roots and leaves, require much longer times, as was evident 
for potato in Table 6. 
The diurnal course of simulated leaf dry matter growth for all four treatments 
on 24 June (121-144 h in Figure 33) are presented in Figure 34A and the limits to 
growth are seen in Figure 34B (temperature) and Figure 35 (water and substrate). 
The LT treatment was still affected dramatically by a water deficit at midday, as 
was the case for the first two days of the IT treatment, but the effect was less on 
each successive day as fibrous root mass increased. Temperature limited LT at 
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Figure 34. A: The diurnal course of community leaf dry matter growth rate on 24 June 
simulated for alfalfa with treatments LT, Lt, IT and //. B: The daily pattern of the 
temperature effect on leaf growth for Tand / on 24 June. The close correspondence with the 
main patterns of leaf growth reflects the dominance of that factor in the simulations. 
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Figure 35. A: Diurnal course of the effect of water status (from simulated relative water 
content of the plant) on alfalfa leaf growth simulated for four environments on 24 June. The 
strong midday depression accounts for the reduction in leaf growth seen for the LT 
treatment in Figure 34A. B: The diurnal course of substrate limitations to leaf growth. 
night and at all hours in Lt and // whereas, as we have just seen, substrate supply 
was the most limiting factor at all hours for IT. 
Our present opinion is that the integrative behaviour of ALFALFA would not 
be influenced significantly by a further subdivision of the shoot substrate pool 
into 'starch' and 'active sugar' fractions (Thornley, 1977). The simulated patterns 
of substrate production and 'long-distance transport' (represented in the model 
by use in remote organs) are similar to the patterns observed in alfalfa (Holt & 
Hilst, 1969) and other species (Hendrix & Huber, 1986; Gordon, 1986) that 
accumulate starch in leaves. A starch pool in the leaves would be important, 
however, if we were to include leaf solute potential in the model or were to refine 
the present simple opinion about feedback inhibition of photosynthesis. 
7.4 Overview 
It is now 225 years since Robert Hooke published his Micrographia with its 
legacy of the term 'cell' to describe the structure of plant tissues. How cells 
coordinate to form an organism still remains the central question in plant biology. 
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Modern research is concentrated on understanding cells but it is unlikely that 
progress there can overcome the problems that arise when cellular processes are 
heavily subordinated to organismal properties. 
Solutions to that question require quantitative integration across levels, but 
few tools are available for such work. Because plants are both complex in 
structure and plastic in behaviour, purely experimental approaches are generally 
limited to specific solutions and qualitative extrapolation. Attempts at purely 
mathematical statements are similarly defeated - the limitations of analytical 
mathematics force us very quickly towards approximate representations of reali-
ty. State-variable models employing both numerical and analytical relations and 
having the conservation law as a central element permit more detailed expression 
of hypotheses about such complexity in ways that favour realistic behaviour of 
the models. Pioneering efforts by C.T. de Wit and his colleagues have been a 
major factor in establishing state-variable models as the basic tool for integrative 
studies. 
Waggoner (Chapter 9) and others have argued for simplicity in models and for 
the application of 'Ockham's razor' in their design. Progress with state-variable 
models of crop growth since Kees de Wit provided us with ELCROS has moved, 
on one hand, towards relatively simple 'summary' models. The key advantage of 
such models is transparency, leading to ease of understanding and to broad use. 
However, they lack sufficient morphological detail to address serious questions in 
integrative biology and the formulation of ideotypes. The alternative, increa-
singly possible as the cost of computing declines is, as in backcross breeding, to 
develop one robust structure into which ever-increasing detail is added. Experien-
ce and effort are concentrated, and when this approach is successful, models of 
broad utility are possible. The disadvantage is that all too often, complex models 
are only adequately understood and interpretable by their makers. Consequently, 
the user base is narrowed and validation of the added detail is difficult. 
The three models used in this chapter are simple by physiological criteria but 
complex by ecological standards. As yet, they only touch on the frontiers of cell 
and molecular research and only the sugar beet model has been formulated with 
routines involving cell division. What we can do now, however, is to link the 
properties of aggregated cells, i.e. tissues and organs, with those of the whole 
plant. Our progress at Davis towards understanding integration is limited in part, 
because funding sources have caused us to give more emphasis to additional crop 
models than to increasing the depth and competence of existing models. We have 
yet to make extensive use of the models in integrative work, but the promise of 
powerful solutions and insights remains tantalizingly close. 
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