We study a (k+1)-dimensional hyperbolic space of a negative constant sectional curvature κ = −1/ρ 2 . Let λ be a real eigenvalue and f λ (x) be an eigenfunction of the hyperbolic Laplacian assuming a non-zero value at x 0 . Then the average value of f λ (x) over any sphere centered at x 0 allows to identify the corresponding eigenvalue λ uniquely as long as that average value is large enough. Otherwise, to identify the corresponding eigenvalue uniquely, we need to make sure that the computed average value is not zero and then we need to compute an additional average value of f λ (x) over a small enough sphere centered at the same point x 0 .
Introduction
To start, let us clarify the difference between the statement of the Two-Radius theorem given in this paper and the statement of the famous Delsarte's Two-Radius Theorem for harmonic functions in R n , see [1] or [2] . Delsarte's theorem uses two radii at every point in R n to conclude that the given function is harmonic. The two radii theorem derived below, assumes that the given function is an eigenfunction and uses at most two radii just at a single point to compute * The author wants to thank professor Adam Korányi, who pointed out that ω α (x, y) originally studied by the author, is an eigenfunction of the hyperbolic Laplacian. The author is also thankful to professor Józef Dodziuk for his interest to this paper and for his comments. the eigenvalue. Thus, it is an open question, if we can obtain a statement similar to Delsarte's theorem. Say, we used two radii at every point of the hyperbolic space and obtained the same eigenvalue. Does it mean that the given function is an eigenfunction? This question remains unanswered in this paper. It is interesting that in the case of a harmonic function in a hyperbolic space, only one radius at a single point is necessary to conclude that the eigenvalue must be zero.
All the derivations we shall see below, are based on the explicit representation of a radial eigenfunction. One of such possible representations is given by hypergeometric function, for example, see A.Korányi [3] , p. 111, formula (3.10) . For the computational reasons, we are going to use an alternative approach based on the geometric technique originally introduced by Hermann Schwarz in 1890, see [4] (pp. 359-361) or [5] (pp. 168). He found that Poisson Kernel in a two dimensional space can be represented as a ratio of two segments forming one chord in a circle. A bit later, in 2005, Adam Korányi pointed out that the same ratio of two segments, being rased to any power, represents an eigenfunction of the hyperbolic Laplacian. Combination of these two ideas yields the technique that was already described in [11] and applied to estimate the lower eigenvalue of the hyperbolic Laplacian. In this paper we shall see another application of the technique for analysis of radial eigenfunctions.
First, we may observe that by the uniqueness of Haar measure, the average value of every eigenfunction f λ (x) over a geodesic sphere S k (x 0 , r) of radius r centered at a point x 0 defined as
is a radial eigenfunction with the same eigenvalue λ.
Second, using the proper geodesic hyperplane mirror we can isometrically reflect x 0 onto the origin of the ball model of a hyperbolic space. Such a transformation does not change eigenvalue, and therefore, allows us to reduce any radial eigenfunction to the radial eigenfunction centered at the origin.
Third, since the eigenvalue λ is independent on a constant k in the equation △ (kf )+λ(kf ) = 0, we may assume that the chosen eigenfunction with a non-zero value at the point of radialization
x 0 , just equals to 1 at x 0 .
Therefore, uniting the above arguments, we can say that x 0 = O, f (O) = 1 and then the radial eigenfunction with the same eigenvalue λ in the ball model can be obtained by the following Euclidean integral.
where |m| = η = ρ tanh(r/(2ρ)) is the Euclidean radius of the geodesic sphere S k (r), and
is the Euclidean sphere of radius η. Thus investigation of averages can be reduced to the investigation of radial functions centered at the origin.
Finally, we shall see that every radial eigenfunction centered at the origin and assuming the value one at the origin, can be represented explicitly in terms of the geometric interpretation of
Poisson kernel, originally introduced by Herman Schwarz.
Let B 
written in the geodesic polar coordinates of the hyperbolic space. Recall that for every λ ∈ C there exists a unique solution ϕ λ (r) such that ϕ λ (0) = 1, see [7] (p. 272).
In this paper we shall see that a real value of a radial eigenfunction at an arbitrary point r 0 allows us to restore the unique real eigenvalue λ and therefore, the unique real eigenfunction ϕ λ (r) as long as
where S k (ρ) is the k-dimensional sphere of radius ρ centered at the origin and m can be any point from S k (η) with η = η(r 0 ) = ρ tanh(r 0 /(2ρ)).
In this case we may conclude that λ ≤ −κk 2 /4, ϕ λ (r) never vanishes, and V (η(r 0 )) → 0 as r 0 → ∞. On the other hand, we shall see that according to Picard's Great Theorem, there exists infinitely many complex valued eigenvalues with complex valued eigenfunctions assuming the same value at the same point r 0 as ϕ λ (r) assumes at r 0 .
If the inequality in (4) fails, we still can restore the corresponding eigenvalue λ uniquely, but need to make sure that ϕ(r 0 ) = 0 and use an additional value of ϕ λ (r 1 ) chosen at a point r 1 close enough to the origin. The upper bound for r 1 depends on the value of ϕ λ (r 0 ) and the dimension of a hyperbolic space.
2 Preliminaries and Notations.
We consider the Ball model of the (k + 1)-dimensional Hyperbolic space of a negative constant sectional curvature κ = −1/ρ 2 . In this model, the whole hyperbolic space is represented by the open ball B k+1 (ρ) of radius ρ and centered at the origin. Every point m ∈ B k+1 (ρ) must be
, and the metric is given Recall that S k (ρ) is the k-dimensional sphere of radius ρ centered at the origin,
and let u be an arbitrary point from S k (ρ). Now we are ready for the list of statements that we are going to use as future references.
Theorem 2.1. Every radial eigenfunction, complex or real valued, ϕ λ (r) assuming the value one at the origin, must be unique for a given eigenvalue λ, and can be represented as one of the following integrals,
where α is any of the two roots of the quadratic equation
Remark 2.
2. An elementary computation shows that the quadratic equation in (7) implies that an eigenvalue λ is real if and only if α is real or α = k/2 + ib. Note that every real α generates a never vanishing radial eigenfunction with λ ≤ −κk 2 /4. For α = k/2 + ib with b = 0, the corresponding λ must be strictly greater than −κk 2 /4.
Proof of theorem 2.1. This theorem is obtained as the combination of theorem 3·1·1 and proposition 3·1·2 from [11] .
Lemma 2.3 (Geometric Interpretation of ω.).
(A) Let η < ρ, and m, u be two arbitrary points such that m ∈ S k (η), u ∈ S k (ρ). We define the point u * as the intersection of line mu and sphere S k (ρ). Then the function ω = ω(m, u) defined in (7) can be represented as the ratio of two segments, ω = l/q, where q = |m − u| and
For the notation refer the Figure 1 .
(B) If we define the angle ψ = ∠umO, then
Remark 2.4. The ratio of two segments l/q was originally introduced by Hermann Schwarz and called as a geometric interpretation of ω, see [4] (pp. 359-361) or [5] (p. 168).
Proof of lemma 2.3. Statement (A) of the lemma together with the first identity in(8) can be obtained as the combination of theorem 2·1·1 and lemma 2·4·1 from [11] . To obtain the second formula in (8), we apply Pythagorean theorem and observe that (l + q)
Differentiation of the last formula with respect to ψ completes the proof.
Theorem 2.5 (A vanishing radial eigenfunction). Let λ be real and ϕ λ (r) is a radial eigenfunction assuming value 1 at the origin. Then ϕ λ (r) = 0 at some r < ∞ if and only if λ > −κk 2 /4 or equivalently,
In this case the eigenfunction can be written as
or equivalently,
Proof. If ϕ λ (r) = 0 at some r < ∞, then all the consequences stated in theorem can be obtained as the combination of theorem 3·2·1 and lemma 3·2·1 from [11] . We just need to proof that if λ > −κk 2 /4, then every radial eigenfunction must be vanishing at some finite point r. In fact,
such an eigenfunction has infinitely many zeros. Recall from (3) that ϕ λ (r) is a solution for the following differential equation
The direct computation shows that the substitution Y = U(sinh(r/ρ)) −k/2 suggested in [10] , p. 119, reduces (12) to U ′′ + QU = 0, where
It is clear that
Therefore, for λ > −κk 2 /4 there exist positive numbers τ and Λ such that Q(r) > τ > 0 for every r > Λ. Therefore, U(r) as well as ϕ λ (r) must also have infinitely many zeros as r → ∞. In addition, as a consequence of Theorem 2.6, p. 7, we shall see that ϕ λ (r) vanishes at ∞.
Theorem 2.6. If ϕ λ (r) is a real radial eigenfunction assuming value 1 at the origin, then
Proof. Recall that ϕ λ (r) is a solution of (12). As we already saw above, the direct computation
shows that the substitution Y = U(sinh(r/ρ)) −k/2 suggested in [10] , p. 119, reduces (12) to U ′′ + QU = 0, where Q = Q(r) is given in (13). Therefore, ϕ λ (r) satisfies the following differential Let us fix r and consider ϕ λ (r) as a function of α. Recall Picard's Great Theorem Theorem 2.7 (Picard's Great Theorem). Let c ∈ C be an isolated essential singularity of F .
Then, in every neighborhood of c, F assumes every complex number as a value with at most one exception infinitely many times, see [6] , (p.240).
Lemma 2.8. For every β ∈ C there are infinitely many numbers α ∈ C such that
Proof of Lemma 2.8. This lemma can be obtained as a consequence of Picard's Great Theorem stated above. Indeed, the direct computation shows that F is an entire function, which means that ∞ is an isolated singularity of F . To see that ∞ is the essential singularity for F (α), let us obtain the Taylor decomposition of F at the point α = k/2. Observe that
Comparing the imaginary parts of this identity we can observe that both of them must be identically equal to zero and then, for α = k/2 + ib we have
The repeated differentiation with respect to z = k/2 + ib yields
for m = 0, 1, 2, · · · . Therefore,
This Taylor decomposition shows that ∞ is the essential singularity for F (α), since all even Taylor coefficients are positive. It is clear also, we can not meet an exception mentioned in Picard's theorem, since we are looking for complex numbers β, satisfying F (β) = F (α) for a given α. This means that the value F (α) is already assumed by F , and then, by Picard's Great Theorem, F must attain this value infinitely many times in every neighborhood of an isolated essentially singular point, i.e., at every neighborhood of ∞, in our case. This completes the proof of Lemma 2.8.
3 One Radius theorem for a real radial eigenfunction. Proof. Recall from theorem 2.1 that λ = −κ(αk − α 2 ) and every radial eigenfunction ϕ λ (r) can be represented by any of the integrals in (6). This λ, by the remark 2.2, is real if and only if α is real or α = k/2 + ib. In the case if α is real, the second derivative of the first integral in (6) yields
The last inequality together with the symmetry of the integral with respect to α = k/2, provided by the integral identity (6), implies that for every fixed r, ϕ λ (r) is strictly decreasing as a function of λ ∈ (−∞, −κk 2 /4] and achieves its minimum at α = k/2. Therefore, the inequality in (4) holds for every real α or equivalently, for every λ ≤ −κk 2 /4. To complete the proof, we just have to show that inequality in formula (4) fails for every λ > −κk 2 /4. Note that for such λ's, by theorem 2.5, ϕ λ (r) can be represented by the last integral formula in (10), which allows us to write the following sequence of inequalities.
where the last integral formula was obtained in theorem 2.5 and represented a real radial eigenfunction with b = 0 and vanishing at some finite point, while the first two integral formulae represent a never vanishing real radial eigenfunction ϕ λ (r). It is clear that the first inequality in (23) holds for every point r and real α or equivalently, for every λ ≤ −κk 2 /4. The second inequality holds at every point r and for every b = 0 or equivalently, for every λ ≥ −κk 2 /4. This completes the proof of theorem 3.1.
Remark 3.2. Consider radial eigenfunctions satisfying the system (3). The second integral formula in (23) represents a never vanishing radial eigenfunction that separates never vanishing eigenfunctions and eigenfunctions assuming zero at some finite point. According to theorem 2.6, this separation function is vanishing at infinity.
Note that the argument used in the proof of theorem 3.1 lead us to the following statement.
Corollary 3.3. Consider a real radial eigenfunctions ϕ λ (r) satisfying the system (3).
If such an eigenfunction satisfies the inequality in (4), then λ ≤ −κk 2 /4 and α is real.
If ϕ λ (r) fails the inequality in (4), then λ > −κk 2 /4 and α = k/2 + ib with b = 0.
To analyse the uniqueness of the corresponding eigenvalue in the case if radial eigenfunction fails the inequality in (4), we need to obtain the upper bound for the corresponding real eigenvalue based on a non-zero value of ϕ λ (r), or equivalently, an upper bound for the parameter b in the decomposition of α = k/2 + ib.
Theorem 3.4 (An Upper Bound for λ).
Let a real radial eigenfunction assumes the value 1 at the origin and ϕ λ (r) = 0 for some point r. Let the eigenfunction fails the inequality in (4). Then, the corresponding eigenvalue together with the parameter b can be estimated from above as follows.
where
where T 2 (r, κ) = 1/ sinh(r/ρ).
Proof. Since ϕ λ (r) fails the inequality in (4), we conclude by corollary 3.3 that α = k/2 + ib with b = 0, or equivalently, λ > −κk 2 /4. In this case, by theorem 2.5, the eigenfunction can be represented as
with b defined in (9). Refer to Figure 1 for the notation. For the next step let us recall the substitution for dψ given in (8),
If k = 2, then the integration by parts applied to (27) yields
Therefore,
where T 2 (r, κ) = 1/ sinh(r/ρ). Now, using the expression for b, we obtain the following upper bound for λ.
If k ≥ 3, then the same integration by parts applied to the integral in (27), yields
and therefore,
. Thus, as above, we conclude
The most difficult upper bound happens to be for k = 1. In this case integration by parts does not help and we need to develop a technique motivated by the proof of Stationary Phase
Theorem from [8] , (p.101, Theorem 13.1). In this case formula (27) yields
Therefore, using the substitution for dψ, we can write the following estimate for ϕ(r).
where τ = ln ω − ln(ω(0)), and I is the last integral in (36). The direct calculation shows that
where C is some constant. The last formula yields
Therefore, the function √ τ / sin ψ is bounded for ψ ∈ [0, π/2]. Let us find the upper bound.
First, let us show that it is a monotone function and therefore, it assumes its maximum value at
remains positive as long as
since τ ′ ψ = 4η sin ψ/(l + q). Note now that left hand side and right hand side expressions in the last inequality are equal to 0, when ψ = 0. For ψ ∈ (0, π/2], the derivative of the left hand side expression is greater than the derivative of the right hand side expression, since
and (l + q)
Let us choose b ≥ 2/π, which is equivalent to 1/b ≤ π/2. The next step is to split the last integral in (36) into two parts,
where I 1 and I 2 are the second and the third integrals respectively in the last formula above. Let us estimate both of that integrals. The estimate in (43) yields
To estimate |I 2 |, we need to apply integration by parts and then, proceed estimation using (43).
The maximal value computed in (43) yields
and similarly,
which remains true for b ≥ 2/π. This estimate for I combined with (36), yields
And now we are ready for the conclusion. For any value ϕ λ 0 (r) = Φ 0 = 0, we can choose a large enough b to satisfy the following sequence of inequalities,
This implies dϕ λ (r) db < 0 and dϕ λ (r) dλ = dϕ λ (r) db db dλ < 0, 
This completes the proof of the theorem.
Recall that by corollary 3.3, the inequality in (4) yields the lower bound for the eigenvalue of a radial eigenfunction assuming the value one at the origin and failing the inequality in (4). This lower bound is −κk 2 /4. On the other hand, according to theorem 3.4, the upper bound for such an eigenvalue can be computed using any non zero value of ϕ λ (r) at any point r > 0. Therefore, in any case, to restore the eigenvalue, we need at most two non-zero values of the given radial eigenfunction. This observation can be summarized by following theorem.
Theorem 3.6 (Two Radii Theorem for the eigenvalue of a vanishing real eigenfunction). Let ϕ λ (r) be a real radial eigenfunction assuming value 1 at the origin, but fails the inequality in formula 4 at least for one point r 1 , or equivalently, this function assumes zero for some finite point. It is clear that the radial eigenfunction is not identically zero and we assume ϕ λ (r 1 ) = 0 at some point r 1 . Then, to restore the corresponding eigenvalue uniquely, it is enough to compute an additional value of ϕ λ (r 0 ) at a point r 0 ∈ (0, πρ/p], where p = p(κ, k, r 1 , |ϕ λ (r 1 )|) is the upper bound for b computed in theorem 3.4.
