Value at Risk VaR techniques are di cult to apply when portfolios contain signi cant exposures to`non-linear' derivative claims such as options. This paper analyses the biases introduced by standard delta and delta-gamma VaR methods for options. These methods employ local approximations and adopt very strong assumptions about the Gaussianity of returns on derivatives. Making extensive use of characteristic functions, we develop a new method based on multivariate square root processes which a voids the assumption of Gaussian returns. JEL Nos.: G11, G21, L51.
1 Introduction
VaR and Derivatives
There are many ways to summarize the riskiness of the return on a portfolio. 1 In recent years, both practitioners and regulators 2 have made increasing use of Value at Risk VaR, de ned as the loss that will be exceeded over a pre-speci ed holding period such a s a d a y on some given fraction of occasions often 1 or 5. 3 Finding VaRs is thus equivalent to estimating quantiles of the distribution of portfolio returns.
The two most common ways to estimate a VaR are the so-called parametric and non-parametric approaches. Under the parametric approach, one supposes that returns are Gaussian in which case the VaR is a simple function of the volatility of returns. A variety of di erent techniques may be used to estimate this volatility. Under the nonparametric approach, the return on the portfolio is calculated over some period of time using historical data and the VaR is taken to be the loss that is exceeded within the sample on the appropriate fraction of occasions. 4 Unfortunately, neither of these two approaches is easily applicable when the portfolio in question includes signi cant exposure to non-linear risks such as options. In this case, returns are unlikely to resemble Gaussian random variables since substantial skewness and fat-or thin-tailed behaviour is often present. Also, historical price data on the various components of the portfolio are hard if not impossible to come by. The values of derivative contracts such as options depend upon a range of characteristics volatility, 1 We concentrate in this study on the`market risk' of portfolios, i.e., risks related to changes in market prices, abstracting from liquidity and operational risk, for example. Santomero 1996 provides a broad discussion of the risks faced by nancial rms.
2 For practitioner views, see the book by Risk Publications on Value at Risk Risk Publications 1997. The use of such models for regulatory purposes is discussed in Basle Committee on Banking Supervision 1996.maturity, underlying security price, etc. and one would need historical data on returns conditional on all these characteristics to use the standard non-parametric approach.
Delta and Delta-Gamma Approximations
In practice, when a portfolio contains some non-linear exposure though not an overwhelming amount, practitioners employ local approximations based on the so-called delta method see J.P. Morgan 1995 and Kwiatkowski 1997 . Such an approach amounts to approximating non-linear claims as rst-order Taylor expansions in changes in the underlying security prices and possibly in their volatilities. The VaR is then calculated using one or other of the standard approaches under the assumption that the portfolio contains @h=@S units of the underlying security where h and S are the prices of the derivative claim and of the underlying security, respectively.
Often, ad hoc techniques are employed to improve such rst order local approximations. The so-called delta-gamma method replaces the true function mapping underlying risks into the portfolio value by a quadratic approximation. The portfolio returns are then quadratic in underlying risks. The delta-gamma approach presumes that the underlying risk and its square are joint normally distributed an assumption which is unlikely to be even approximately true and then aggregates these to work out the VaR.
When the VaR calculation is important and signi cant non-linear risks are involved, practitioners usually fall back on full Monte Carlo simulations of pricing models to estimate VaRs. Generally, any given derivative position may beexpressed as a non-linear function of the underlying security price and such state variables as volatility e v en if the valuation model can only be solved numerically. If paths for the security prices and for the volatilities are simulated many times and the corresponding value changes in the derivative positions stored, the portfolio VaR may be estimated by selecting the appropriate percentile from the empirical distribution of the portfolio value.
In some cases, full Monte Carlo evaluation of VaRs may be computationally extremely costly, h o wever. 5 For each replication, the derivative positions must be valued. If pricing models can only be solved numerically, the processing times involved may b e substantial particularly if the con dence level of the VaR is small like 1 or less. Thus, practitioners may face a tradeo between carrying out VaR calculations infrequently but accurately, o r frequently but with less con dence that the results are correct.
A New Approach
As an intermediate approach, between delta and delta-gamma approaches on the one hand and Monte Carlos on the other, several recent papers have approximated the portfolio by a quadratic function of underlying risks. Rather than supposing that these risks and their squares are joint normal as in the delta-gamma approach, authors including Fallon 1996 and Britten-Jones and Schaefer 1997 work with closer approximations to the true distribution when underlying risks are joint normal, namely that of sums of non-central chi-squared random variables. 6 In fact, underlying risks tend to have more general distributions than the normal. A large literature exists which suggests that security returns have unconditional fat tails and volatilities which evolve stochastically over time. In this paper, we propose a technique that consistent with these properties of underlying risks. Like F allon 1996 and BrittenJones and Schaefer 1997 we suppose that the portfolio value is approximately equal to a quadratic function of underlying risks. However, we suppose that the latter consist of a vector stochastic volatility process rather than the joint normal random variables assumed by Fallon 1996 and Britten-Jones and Schaefer 1997. 5 Somewhat less computer intensive than full Monte Carlos are the scenario simulation methods advocated by Jamishidian and Zhu 1997. 6 A somewhat di erent approach based on the solution of a quadratic programming problem is suggested by Wilson 1994 and Wilson 1996 . This consists of deriving a`capital at risk' equal to the maximum portfolio loss experienced when changes in underlying risks lie within a con dence elipsoid around the original point. Although super cially similar, this notion of risk di ers signi cantly from the standard VaR calculation. Wilson's capital at risk always exceeds the more standard VaR as Britten-Jones and Schaefer 1997 point out.
To understand our approach, note that the basic problem in calculating derivative portfolio VaRs is that the return is a sum of non-linear functions of fairly general random variables which include stochastic volatility. Working out the distribution of the sum is di cult. It is, however, somewhat easier to derive the moments of a sum of non-linear functions than to obtain the distribution directly so long as the non-linear functions are polynomials. The strategy we follow exploits this.
First, we derive the characteristic function of a vector process with stochastic volatility. By taking derivatives, we obtain moments of this process. We suppose that the future level of the portfolio of interest can bewritten as a quadratic form in the vector process and its associated volatilities. Hence, moments of the portfolio return can beexpressed in terms of moments of the vector process. From the moments of the portfolio return, we infer the return distribution and hence the value at risk by matching moments with parametric distributions from fairly general classes such as the Pearson family or the Johnson system of distributions.
The structure of the paper is as follows. In Section 2, we describe delta methods and illustrate the biases that arise if we apply them to non-linear derivative claims such as options. In Section 3, we exposit our characteristic function approach. Section 4 compares the results this yields with those obtained using other techniques. Section 5 concludes and appendices contain detailed derivations of results in the text and a discussion of how one may estimate the vector processes used in our approach. 8 To obtain the latter, we simulate weekly changes in the S t process 20,000 times employing a simple antithetic variance reduction technique and calculate the corresponding changes in the value of a European call using the usual BlackScholes formula. We take the VaR to bethe loss on a portfolio consisting of one unit of the call that is exceeded 5 of the time.
The maximum loss that can be su ered on a $1 holding in the option is, of course, $1. For short-maturity, out-of-the-money calls, the VaR is very close to unity. As maturity lengthens and the option becomes in-the-money, the stochastic behaviour of the derivative comes to resemble that of a holding of the underlying security itself the importance of non-linearity disappears and the riskiness of the position as measured by the VaR declines.
The lower panels of Table 1 show VaRs obtained using the delta method. As may be seen, VaRs for in-the-money option positions are accurately measured. For long positions 7 Estrella 1995 argues that Taylor expansions may b e divergent for large perturbations in security prices and that this may show u p a s v ery poor approximations when rst or second order expansions are employed. 8 The parameter values we employed were r = 0 :07, = 0 :1, = 0 :15. These are similar to values one nds, for example, in applications with standard equity index options.
in short-maturity and out-of-the-money contracts, however, the VaRs obtained using the delta method exhibit a very substantial upward bias. Increasing volatility substitutes to some degree for being in-the-money, in that VaRs for low volatility contracts are again substantially biased.
The simple intuitive explanation for the bias may be appreciated by examining Figure  1 which shows the geometry of delta-method and exact VaR calculations for call-type contracts. The convexity of the claim value which follows in turn from the convexity of option payo s 9 means that calculating a VaR by tting a tangent line at S 0 necessarily exaggerates the VaR. Put option prices are also convex in the underlying security price and hence VaRs on puts will also be biased upwards. The only di erence is that the loss relevant for the VaR calculation is incurred when the price of the underlying security increases rather than falls. Short positions in options will generally be concave in the underlying and hence VaRs obtained from the delta method will be too low.
The Delta Method with Stochastic Volatility
One may generalize the delta method to allow for stochastic volatility by applying local rst order approximations in both the price of the underlying security and volatility. Adopting Heston 1993 where dW 1t dW 2t = dt. Here, is an adjustment for risk and the unconditional mean of v t for = 0 has been normalized to unity. 10 As in Heston, one may calculate the characteristic function of the log security price, 9 See Merton 1973. 10 We adopt this normalization rather than the more usual = 1 because in our multivariate generalization below, we wish to have a matrix of instantaneous covariance parameters for a vector of security price processes each element of which resembles the process in equation 4.
x t logS t , and then use a Fourier inversion formula to obtain the conditional density of x T given observations of x t and v t for t T. European-style option contracts may then be priced as discounted expectations using this conditional density. Just as in the constant-volatility delta method, the VaR for a portfolio consisting of one unit of such a call may be approximated using a rst order Taylor expansion in x t and v t . In Table 2 , we compare VaRs for a portfolio comprising $1 invested in a call, assuming that S t and v t follow the processes given in equations 4 and 5. 11 For the baseline volatility case with di erent maturities shown in the left hand part of Table 2 , the bias is similar to that suggested by the constant volatility results. High volatility or being far in the money reduces the positive negative bias of the delta method VaRs applied to long short options positions. When volatility i s l o w and the option far out of the money the bias is very considerable, with the delta method being almost four times larger than the true VaR in the most extreme case shown in Table 2 .
Delta-Gamma Methods
The severe bias that can arise with rst order techniques such as the delta method suggests that signi cant gains in accuracy may beobtained by allowing for second-and possibly higher-order e ects. The delta-gamma method is a simple, ad hoc way of allowing for curvature in derivative prices. Expanding the derivative price, hS t ; t , discussed in Section 2. The parameter values we employed were r = 0 :07, = 0 :1, = 0 :15, = 2 , = 1 , = ,0:3 and = 0 :3. The initial value for v t was unity.
where h and its derivatives in 2 are evaluated at S t and t. 
A New Method

Characteristic Functions
In this section, we propose a new method for calculating VaRs on non-linear exposures. Our approach, unlike the delta-gamma method, deals consistently with second order effects. The technique we employ makes extensive use of characteristic functions. These will prove useful because, by taking derivatives of the characteristic function, we can generate conditional moments of the log security prices and their volatilities. Using these, we can aggregate to obtain the moments of the portfolio return as a whole. Finally, matching moments, we can derive a distribution for the portfolio return and infer the VaR.
The starting point for our analysis is a speci cation of the underlying stochastic processes that will drive all the asset returns in our model. It is clearly important to include stochastic volatility since volatility risk is often an important factor behind the riskiness of a portfolio of non-linear claims. Various speci cations of security prices with stochastic volatility h a ve been suggested in the nance literature. See, for example, the studies by Wiggins 1987 , Hull and White 1987 , Johnson and Shanno 1987 , and Scott 1987 We adopt the speci cation suggested by Heston 1993 in which the instantaneous volatility of a security price, S t , is proportional to p v t S t where v t is a mean-reverting square root process. This speci cation is closely related to that employed by Stein and Stein 1991 . For a subset of parameter values, they are identical. Several recent empirical studies see Ho, Perraudin, and S rensen 1996 and Bates 1996 have used one or other of the Heston or Stein and Stein speci cations.
The Heston and Stein-Stein speci cations have the major advantage that they permit calculation of semi-closed-form expressions for option prices. Furthermore, it is straightforward to incorporate correlation between innovations in underlying asset returns and in volatility. For equity returns at least, there is evidence that price declines are associated with increases in volatility.
Our application requires that we specify not simply a univariate security process as in the stochastic volatility option pricing studies cited above but a vector process with stochastically varying volatilities. Throughout, we shall work with the following model of a vector of stochastic volatility securities prices. De ne S t = S 1t ; S 2t ; : : : ; S N t 0 to bea vector of stochastic processes and suppose that: The motivation for this correlation structure may not be obvious to the reader. In fact, we specify the correlations in this way because it turns out to permit us to derive the joint conditional characteristic function of the vector process reasonably easily. The characteristic function may be obtained by solving a partial di erential equation. Only when the correlation structure follows the above assumptions is it reasonably straightforward to modify Heston's approach and solve the corresponding partial di erential equation.
It is worth emphasising that the correlation structure we have adopted is not very restrictive. The covariances of security returns are arbitrary and the only substantial limitation we impose is to require that the stochastic volatility factors feeding into security returns are orthogonal to each other both in innovations and in their instantaneous volatilities. Now, let us turn to the derivation of the joint conditional characteristic function of our vector process. De ne x t to be a v ector made up of the natural logarithms of S t : Since f is a conditional expectation, it is a martingale and has a zero drift. Applying Ito's lemma and setting the drift term to zero yields: Taking successive derivatives of the characteristic function with respect to the dummy variables, x and v , and evaluating these derivatives at xj = vj = 0 for j = 1 ; 2; : : : ; N , yields the successive moments and cross moments of the v T j and x T j conditional on information at t. We shall use this property extensively in the next section.
Portfolio Moments
Having derived the joint c haracteristic function of the log security prices and volatilities, we n o w consider how one may employ it to derive V aRs. De ne y to be the 2N-dimensional vector y = x t+ ; v t+ 0 . Suppose that the return on a portfolio from t to t + , denoted gy, may b e expressed as a quadratic form in y: The analysis is much simpli ed if A 0 = 0, i.e., when the mean return on the portfolio is zero. With daily nancial returns, VaR calculations are largely determined by the second and higher moments and the results are insensitive to values of A 0 . In any case, means returns are hard to estimate precisely and attempting to do so may inject signi cant estimation error in sample of reasonable size. In estimating security return volatilities, Figlewski 1997 argues that precision is increased if instead of freely estimating mean security returns, they are simply set equal to zero. Jackson, Maude, and Perraudin 1997 con rm this nding in the context of parametric VaR calculations. In what follows, we therefore set A 0 equal to zero. Taking the other weights, A 1i and A 2ij , as given, one may evaluate the conditional moments of gy, E t gy n for n 1, by completing the following sequence of steps:
1. Take numerical derivatives of the characteristic function to calculate the second, third and fourth cross moments of the elements of y t E t y i ; E t y i y j ; E t y i y j y k ; E t y i y j y k y l ; for i; j; k; l = 1 ; 2; : : : ; 2N; 25
Though one may calculate these derivatives analytically, they are very complicated. Using the symbolic di erentiation routine in the software Mathematica to calculate a particular fourth derivative, for example, yields an answer that occupies tens of pages of text. The number of fourth moments to calculate when there are, say, ten underlying sources of risk, is of the order of 10,000. It is therefore simpler and more e cient to evaluate the derivatives numerically. In doing this, we use central di erences and quadratic Richardson extrapolation to improve accuracy. The Richardson extrapolation was particularly important for the higher moments. We v eri ed the accuracy of moments i by analytic calculation of selected moments, and ii by Monte Carlos.
2. Calculate the rst four moments ofỹ i y i , E t y i in terms of the moments of the y it using the obvious relationships:
E t y iỹj = E t y i y j , E t y i E t y j 26 E t y iỹjỹk = E t y i y j y k , E t y i E t y j y k , E t y j E t y i y k ,E t y k E t y i y j + 2 E t y i E t y j E t y k 27 E t y iỹjỹkỹl = E t y i y j y k y l , E t y i E t y j y k y l , E t y j E t y i y k y l ,E t y k E t y i y j y l , E t y l E t y i y j y k + E t y i E t y j E t y k y l +E t y i E t y k E t y j y l + E t y i E t y l E t y j y k +E t y j E t y l E t y i y k + E t y j E t y k E t y i y l +E t y k E t y l E t y i y j , 3E t y i E t y j E t y k E t y l 28 3. Given the weights A 1i and A 2ij , for i; j = 1; 2; : : : ; 2N, calculate the rst four moments of the portfolio return, gy t . Since g: is quadratic, the rst two moments of the portfolio return are weighted sums and products of the rst four moments of the y t . These can be calculated exactly using the moments derived in step 2.
To approximate the third and fourth moments of gy t , calculate the relevant w eighted sums of the rst eight moments of the y t , replacing the fth to the eighth moments in the following way. Each fth moment is replaced by a third times a second moment, each sixth by a fourth times a second moment, each seventh by a fourth times a third and each eighth moment b y a fourth times a fourth moment. Note that for the sixth, seventh and eighth moments, there are other possible ways in which one might approximate a given moment by products of lower moments. Notably, sixth moments may b e replaced with third times third moments and with second times second times second moments. Seventh moments may be approximated with third times second times second moments. Eighth moments may bereplaced with third times third times second moments, fourth times second times second moments, and lastly by second times second times second times second moments. The lower the moments that these products contain, the more the naturally positivè own correlation' of the random variables with themselves is ignored. This fact may beemployed to improve the approximation through a technique resembling Richardson extrapolation. Assuming that products of lower order moments which ignore some numberof`own correlations' give a result further from the true one, one may calculate the fth to eighth moments using the above di erent combinations and then extrapolate the results. This technique substantially improves the portfolio moment approximations we obtained.
Value at Risk
Given the moments of the portfolio return, the last step is to calculate the VaR itself. A reliable method consists of tting a parametric distribution to the four moments of gy and then calculating the VaR directly from that parametric distribution. We experimented with two classes of distribution which are su ciently general to place no restrictions on the rst four moments, namely the Pearson family and the Johnson system of distributions see Stuart and Ord 1994 . To save space, we shall only describe the Pearson family. The VaR's obained using the two di erent classes were extremely similar. 
Comparison of VaR Techniques
Monte Carlo VaRs
To illustrate the use of our techniques, we calculated a series of VaRs for the call option contracts studied in previous sections. In each case, the portfolio consists of a dollar invested in a single call contract. The underlying security price is presumed to follow a process of geometric form with a square root stochastic volatility a s in Assumption 1. Table 3 shows VaRs for di erent security prices and maturities. At the top left of the table are Monte Carlos based on 20,000 replications with antithetic variates. These are obtained by a simulating sample paths for the security and volatility processes, b calculating the return on the call using Heston's integral expression for the price of such a contract, and c picking out the relevant quantile of the resulting distribution of portfolio returns.
As mentioned above, delta-gamma VaR methods contain two approximations. First, the portfolio is presumed to bea quadratic function of the underlying driving processes, and ii changes and squared changes in the driving processes are presumed to be jointly normally distributed. To separate out the e ects of these two approximations, in the lower-left block in Table 3 , we report VaRs following steps a-c as in the previous paragraph except that Heston's integral expression for the call is replaced with a second order Taylor expansion of this expression about the initial level of the state variables. 12 VaRs calculated using the second order Taylor expansion are consistently lower than the exact Monte Carlo VaR based on the true option pricing formula. This re ects the fact that the third derivative of the option price is positive in the relevant range. The second-order Taylor expansion obviously enforces a zero third derivative. Call prices are approximately linear when they are far in or far out of the money and have a positive second derivative close to the money. Hence, the third derivative is positive and then negative respectively for low and high underlying security prices.
Delta-Gamma Methods
The lower-left block of numbers in Table 3 contains delta-gamma VaRs for our maturity and cash-price ranges. It is instructive to compare these with the delta method VaRs reported in the upper-right part of the table. For long positions in in-the-money, long maturity option contracts, the delta-gamma method yields VaRs which are less upwardly biased than those based on the delta method. For short, out-of-the-money call options, however, use of the delta-gamma approach exacerbates the biases evident in delta method VaRs.
The results in Table 3 permit one to infer the relative magnitudes of the errors in delta-gamma VaRs attributable to i replacement of the true option price with a Taylor expansion and ii the assumption of approximate joint normality. For long-dated, in-themoney calls, the upward biases in the VaR introduced by i and ii are roughly equal in magnitude around 3.5.
For shorter, at-the-money calls, a larger fraction of the total bias is attributable to the distributional approximation. See, for example, the 13 week, at-the-money call for which the true VaR is 0.46, the quadratic approximation is 0.45 while the delta-gamma VaR is 0.53. For medium-dated, out-of-the-money options, the quadratic approximation actually generates a negative bias which partialy o sets the very substantial positive bias from the distributional approximation. See the 13 week contract with initial price of 90. The true, quadratic and delta-gamma VaRs are respectively 0.71, 0.57, and 0.99.
Comparing corresponding entries in the di erent blocks in Table 3 , it is apparent that using delta-gamma techniques on medium-and long-dated, at-and in-the-money contracts yields slight improvements in accuracy compared with delta methods. However, for shortdated, out-of-the-money options, the delta-gamma VaRs are extremely inaccurate. For a 2 week call when the security price is 90, the delta-gamma VaR is 9.8 compared with a true value of 1.0 and a delta method VaR of 4.2.
The Jahel-Perraudin-Sellin JPS Method
The middle-right block o f n umbers in Table 3 contains VaRs calculated using the methods described in Section 3 above. The striking feature of these VaRs is the degree to which the distributional errors in the delta-gamma method have been eliminated. In practically all the cases shown, the di erence between the JPS VaRs and those calculated using quadratic approximations of the option price are less than 5 of the VaR in question. Only for short-maturity, at-or out-of-the-money calls do signi cant inaccuracies appear.
For very short, out-of-the-money contracts, the JPS technique cannot be applied. The reason is that the implied moments lie outside the range for which Pearson family distributions exist. One might think that the solution is to employ some broader class of distributions that can encompass a wider range of moments. However, the real di culty is that for the contracts that cause problems, the moment approximations implicit in the JPS technique are less accurate. Recall that we approximate the fth, sixth, seventh and eighth moments of changes in the forcing processes using combinations of the second, third and fourth moments. This approach breaks down for returns on very short, out-ofthe-money call contracts.
To shed light on this, in Table 4 we report the rst four moments of the total portfolio returns obtained using Monte Carlos with 20,000 replications and antithetic variates and compare these with moments calculated using the JPS technique. The rst and second total portfolio return moments are exactly matched in the JPS technique but the third and fourth moments are approximate since they depend on the fth to eighth moments of changes in the forcing processes. As may be seen from Table 4 , the rst two moments are extremely accurate while the accuracy of the third and fourth moments varies for returns on di erent contracts. The fourth moment becomes innaccurate for returns on extremely short, out-of-the-money calls.
Note that the JPS moments in Table 4 are reported both with and without the Richardson-style extrapolation described in the last section. This extrapolation, which uses the fact that one can approximate higher moments of forcing process changes with di erent combinations of lower moments, is crucial if we are to obtain accurate moments as we do for all except a very quite exceptional contracts. One might also question how sensitive are our results to the use of the Pearson family of distributions. Experiments with the Johnson system of distributions yielded very similar VaR estimates. 13
Other VaR Parameters and Contracts
In Table 5 , we consider the biases induced by di erent V aR calculation methods when the VaRs are calculated with di erent parameters. In particular, we employ a 1 con dence interval and a 1-day holding return rather than 5 and 1 week as above. The comparisons prove if anything more favourable to the JPS technique which is even closer to the quadratic form Monte Carlo results and which can beused in all cases except one the furthest out-of-the-money and shortest contract.
In Table 6 , we look at a di erent derivative contract namely a European top straddle i.e., a position consisting of short a European call and short a European put of the same maturity and strike. This claim value is a non-linear function an inverted u-shape of the underlying security price. It is perhaps surprising that the JPS method, although systematically better in this case than the delta-gamma method, is not as accurate as in the case of the call contracts studied above.
Portfolio Return Densities
Our technique of tting moments to exible families of distributions permits us to infer not just the VaR of a particular portfolio return but the whole density. Recent research b y Diebold, Gunther, and Tay 1998 stresses the interest for risk management purposes in looking at the entire return density rather than just particular quantiles. Figure 2 shows return densities for some of the portfolios for which we report VaRs in Table 5 .
The return densities in Figure 2 exhibit a range of di erent behaviors. To facilitate interpretation, we include in the individual gures plots of normal densities with the same mean and variance as the portfolio return in question. For out-of-the-money, short maturity calls, the returns are extremely skewed to the right and very fat-tailed.
For out-of-the-money calls, as the maturity becomes very short, it is interesting to note from the gure the kind of problems that arise for our algorithms. For example, in the top left density in the gure, the only way in which one can t the very substantial skewness and fat-tailedness within the Pearson system of distributions is to have a density for which the support begins at approximately -0.6. To express this another way, exible families of distributions like the Pearson system can t four moments but the support of the distribution may then not bewhat one would wish. Fortunately, such problems only arise in what one might regard as extreme cases of limited empirical relevance.
Conclusion
Regulators and senior management within rms rely increasingly on Value at Risk calculations to measure`market risk'. When applied to returns on simple cash securities, these methods are simple and transparent. A growing number of nancial institutions, however, have signi cant exposures to`non-linear' claims such as options. These risks are much harder to measure using simple VaR methods since detailed historical return data for the non-linear claims are not available.
If data can beobtained on the prices and volatilities of the underlying securities on which the non-linear, derivative claims are written, VaRs may becalculated using local approximations such as the delta or delta-gamma methods. To apply these methods, one supposes that the derivative exposure is equivalent to holding some number of units of the underlying security price or its volatility. The numberof units is obtained from the coe cients in Taylor expansions of the derivative price. Often these assumptions are quite unrealistic and the VaR measures one obtains are highly inaccurate.
The main competitor to delta or delta-gamma techniques is to evaluate VaRs using full Monte Carlo simulations. This approach consists of simulating processes for security returns and volatilities and evaluating derivative prices for the terminal prices and volatilities reached in each simulation. The VaR is then just the loss that is exceeded in some fraction of the simulations. The problem with the full simulation approach is its considerable computational cost. Derivative prices must be evaluated for each simulation performed.
Recently, several authors have suggested techniques for estimating VaRs on nonlinear claims, replacing the actual portfolio return with quadratic forms in normally distributed risks. In this paper, we suggest a new approach in which portfolio returns are replaced with quadratic forms in non-Gaussian underlyng risks.
To obtain the VaR using this method, one must i calculate conditional moments of the underlying returns, ii aggregate to obtain the moments of the return on the non-linear portfolio, iii infer the distribution of the non-linear portfolio return from its moments, iv take the VaR to be an appropriate quantile of the inferred distribution. Moments of underlying returns are obtained by di erentiating the joint characteristic function of a vector of security price processes with stochastic volatility. Our approach i s computationally e cient and performs well in trials with individual option contracts. Our normalization to unity of the unconditional mean of the v it hence implies that , = I N t where I N is the N by N identity matrix.
To estimate the parameters of our vector processes, one may employ the method of moments in a simple recursive manner. First, estimate i to by the sample average of the S i =S i or alternatively set it to zero as suggested in the text. If^ is the sample covariance matrix of the S , adopt restrictions so that there exists a unique matrix such that 0 =^ . An obvious way to do this is to take to be a matrix of which the columns are the eigenvectors of^ multiplied by the square root of the respective eigenvalues.
Once estimates of and have been obtained, one may estimate the remaining parameters, i , i and i using the quantities y t,1;t
The structure of our vector process means that conditional on knowing and , the y t,1;t are observable and, for a given i, i , i and i may be estimated solely using moments of the ith element o f t h e y t,1;t .
Two approaches may be employed. If i = 0, one may estimate i and i by calculating exact analytical expressions for the unconditional moments of the ith element of the y t,1;t .
In particular, if i = 0, one may show that 
