Abstract. We estimate the 3-colour bipartite Ramsey number for balanced bipartite graphs H with small bandwidth and bounded maximum degree. More precisely, we show that the min-
Definition 1 below) was estimated in [27] . Such estimation determines asymptotically the 3-colour Ramsey number for grid graphs.
Definition 1. A bipartite graph H " pV H , E H q is a pβ, ∆q-graph if it has bandwidth at
most β|V H | and ∆pHq ď ∆. Furthermore, H is a balanced pβ, ∆q-graph if there is a proper 2-colouring χ : V H Ñ r2s such thatˇˇ|χ´1p1q|´|χ´1p2q|ˇˇď β|χ´1p2q|.
We remark that, for any fixed β ą 0, sufficiently large planar graphs with maximum degree at most ∆ are pβ, ∆q-graphs (see [5] ) and it is easy to show that sufficiently large grid graphs with n vertices are pβ, 4q-graphs (see, e.g., [27] ). We are interested in estimating, for balanced bipartite graphs with small bandwidth and bounded degree, the following generalization of Ramsey numbers that concerns edge-colourings of bipartite complete graphs: given graphs For two colours, independently, Gyarfás and Lehel [14] and Faudree and Schelp [10] determined the exact bipartite Ramsey number for paths, showing that R bip pP n , P n q " n for odd n, and R bip pP n , P n q " n´1 for even n. In [35] , Zhang and Sun proved that R bip pC 2n , C 4 q " n`1, and in [36] Zhang, Sun and Wu proved that R bip pC 2n , C 6 q " n`2 for n ě 4. The methods developed by Bucić, Letzter and Sudakov in [6] proves that R bip pC 2n , C 2m q "`1`op1q˘pn`mq for all positive n and m, determining asymptotically the bipartite Ramsey number of every pair of cycles. For complete bipartite graphs, the best known bounds for R bip pK n,n , K n,n q differ exponentially (see [7, 17] ). More estimates for bipartite Ramsey numbers can be seen in [1, 25, 34] .
Bucić, Letzter and Sudakov proved in [6] that R bip pC n , C n , C n q "`3{2`op1q˘n for even n, which implies that R bip pP n , P n , P n q "`3{2`op1q˘n. To see that this result is asymptotically best possible, consider the following 3-edge colouring of K N,N with N " 3pn{2´1q: divide one of the classes of K N,N into three parts, V 1 , V 2 , and V 3 , each of size n{2´1, and give colour i to every edge incident to vertices in V i , for i P r3s. Let n be even and let H be an n-vertex bipartite graph with n{2 vertices in each class of the bipartition (this includes P n and C n ). Clearly, the given edge colouring of K N,N contains no monochromatic copy of H.
This implies that
In particular, (1) implies that R bip pC n , C n , C n q and R bip pP n , P n , P n q are at least 3n{2´2 for even n.
Using a result proved in [6] together with the methods applied in [27] , we prove that the 3-colour bipartite Ramsey number of n-vertex balanced bipartite graphs with small bandwidth and bounded maximum degree is at most p3{2`op1qqn. The next theorem is our main result.
Theorem 2.
For every γ ą 0 and every natural number ∆, there exist a constant β ą 0 and natural number n 0 such that for every balanced pβ, ∆q-graph H on n ě n 0 vertices we have R bip pH, H, Hq ď p3{2`γqn.
We remark that Theorem 2 applies to grid graphs and bipartite planar graphs of bounded degree, where a grid graph G a,b is the graph with vertex set V " rasˆrbs such that there is an edge between two vertices if they are equal in one coordinate and consecutive in the other.
In particular, together with the lower bound (1), Theorem 2 determines asymptotically the bipartite Ramsey number of balanced grid graphs, i.e., R bip pG a,a , G a,a , G a,a q " p3{2`op1qqa 2 .
In Section 2 we present some auxiliary results necessary to prove Theorem 2, which is proved in details in Section 3.
§2. Auxiliary results
In this section we present some results that will be used to prove Theorem 2. First, in Section 2.1, we state a result (see Lemma 3 below) that will allow us to order any partition
. . , Wl (with classes having almost the same size) of a balanced bipartite graph H in a way that the subgraph induced by any large contiguous set of classes in this order is also balanced. In Section 2.2 we discuss the regularity method, where we state the version of the regularity and embedding lemmas we need in our proof. Finally, we prove a result (Lemma 11) ensuring that, for sufficiently large N, any 3-edge colouring of K N,N contains a large monochromatic subgraph that is some regular blow-up of a tree containing a matching (see Definition 10 below). 
The proof of Theorem 2 is based on the following 3-colour version of the Regularity Lemma for bipartite graphs (see [33] for the original version of the Regularity Lemma). 
Lemma 4 (Regularity Lemma
Before stating the embedding results that we need, let us give a few more definitions. A
pε, dq-regular (resp. super-regular) on a graph R " pV R , E R q with vertex set rss if, for every edge ij P E R , the bipartite subgraph of G induced by the pair tV i , V j u is pε, dq-regular (resp. super-regular). The graph R is the reduced graph of the partition tV 1 , . . . , V s u (or of the graph G). We refer the reader to [21, 24] for surveys devoted to the Regularity Lemma and its applications.
We will make use of the following two simple facts that can be easily proved using the definitions of regular and super-regular pairs. 
In the proof of Theorem 2 we need to apply the so-called Blow-up Lemma [22] (see also [23, 30, 31] ) to embed a pβ, ∆q-graph H into a monochromatic subgraph G of K N,N . To be able to do such embedding, we need to show that G and H have "compatible" partitions, which we define below.
for i P rss, be the set of vertices in W i with neighbours in some
Considering the setup of Definition 7, roughly speaking, the following corollary of the Blowup Lemma states that bounded degree graphs H can be embedded into G, whenever H and G admit compatible partitions and the partition of G is sufficiently dense and regular on T and super-regular on M. [3, 4] tree T that has some structural properties that allow us to embed H into G 1 .
Lemma 8 (Embedding Lemma
A connected matching in a graph R is a matching E M with all its edges in the same connected component of R. A powerful technique introduced by Łuczak in [26] reduces some Ramsey problems for cycles and paths to problems about connected matchings (see, e.g., [6, 11, 15, 16, 18] ). Here we follow the strategy used in [27] that applies the connected matching technique to graphs more general than cycles and paths. Lemma 9 below, recently proved by Bucić, Letzter and Sudakov [6] , is essential in the proof of Lemma 11, the main result of this section. Lemma 9 will allow us to find a "large" connected matching in some 3-coloured almost complete bipartite reduced graph. Proof. Fix ε ă 1{p24¨10 5 q. From Lemma 9 applied with 8ε, we obtain k 0 . Now let K 0 be obtained by an application of the Regularity Lemma (Lemma 4) with parameters ε and 4k 0 . 
Let R " pA, B; E R q be the reduced graph with vertex set r2ks such that ij P E R if and
contained in one of the parts of the bipartition of K N,N and the intersection of each one of these parts with V 0 has the same cardinality, |A| " |B| " k.
Let χ R : EpRq Ñ r3s be a colouring of the edges of R such that χ R pi, jq " s if s P r3s is the biggest integer with |E Gs pV i , V j q| ě |E Gr pV i , V j q| for 1 ď r ď 3, i.e., the edge ij receives one of the majority colours (considering
Put k 1 " k{p3`p24¨10 5 εqq. Note that since k ě 4k 0 , we have k 1 ě k 0 . This together with the facts that k ě`3`p3¨10 5 p8εqq˘k 1 and every vertex in A (resp. B) has at most 2εk ď p8εqk 1 non-neighbours in B (resp. A), allow us to use Lemma 9, which guarantees the existence of a monochromatic tree T " pV T , E T q with |E T | " ℓ ě k 1 . Without lost of generality, suppose T is monochromatic in colour 1.
Note that we can label E M " ptx i , y i u : i " 1 . . . ℓq such that x i and x j are at even distance in T for 1 ď i ă j ď ℓ. In fact, consider a proper colouring χ T : V T Ñ r2s and label the endpoints of edges in E M that are in χ´1 T p1q with x i and label the other endpoints with y i .
Since any x i and x j are in the same colour class, they are at even distance in T . We give labels z 1 , . . . , z ℓ 1 to the vertices of T that are not covered by E M .
From the colouring of E R we know that, if χ R pijq " s, then |E Gs pV i , V j q| ě |V i ||V j |{3.
Therefore, since all the edges of T are present in R, the pairs tV i , V j u (for all ij P E T ) are
The graph composed of the classes V i for every i P V T with edge set E G 1 pV i , V j q between every pair has an pε, 1{3q-regular pℓ, ℓ 1 , kq-cm-shape under χ K N,N . §3. Proof of the main result
We start this section explaining the main ideas of the proof of Theorem 2. Given γ ą 0 and a sufficiently large n, we consider an arbitrary edge colouring of K N,N with 3 colours, where N " p3{2`γqn. Given a balanced graph H " pV H , E H q on n vertices, our aim is to show that there is a monochromatic copy of H in K N,N . For this, we will apply the Embedding to delete some vertices of G T , obtaining G, which contains a regular partition with sufficiently dense and large regular pairs (that covers`1`op1q˘n vertices) in a structured way.
To apply the Embedding Lemma successfully we need to prepare the graph H, showing that it admits a partition W compatible with a partition of G in the sense of Definition 7.
Since H has small bandwidth and is globally balanced, we use Lemma 3 to order the classes of W to obtain some local balancedness. This allow us to show that W is compatible with the regular partition of G that we obtained before. The proof is finished with the application of the Embedding Lemma. In the next subsection we make this reasoning precise. We remark that these ideas are similar to the ones used in the proof of [27, Theorem 1.3].
Proof of Theorem 2. Fix γ ą 0 and ∆ ě 1, and let ε 1 be given by Lemma 8 applied with d " 1{4 and ∆. Now set
Since ε ď 1{p24¨10 5 q, one can get K 0 from Lemma 11 applied with ε. Fix ξ " γ{6 and let n 0 be obtained from Lemma 3 applied with ξ and K 0 . Set
Let H " pV H , E H q be an n-vertex balanced pβ, ∆q-graph and put
where n ě maxtn 0 , 8K 0 {ξu. We assume that n is divisible by K 0 (note that since K 0 is constant, this is not a problem). To finish this starting preparation, consider an arbitrary Recall that N " p3{2`γqn. Then, from the choice of ε, since m ě p1´εqN{k and ℓ ě k{p3`24¨10 5 εq, we conclude that
Suitable partition of V H .
In order to apply the Embedding Lemma we shall obtain a partition of V H that is compatible with the partition tA 1 , . . . , A ℓ , B 1 , . . . , B ℓ , C 1 , . . . , C ℓ 1 u of V G . This part of our proof is very similar to the corresponding one in [27] .
Since H is a balanced pβ, ∆q-graph, there exists a 2-colouring χ H : V H Ñ r2s such thaťˇ| χ´1p1q|´|χ´1p2q|ˇˇď β|χ´1p2q| and there is a labelling w 1 , . . . , w n of V H such that |i´j| ď βn for every w i w j P E H .
Letl be the smallest integer dividing n withl ě p7K 0 {ξq`ℓ ě ℓp7{ξ`1q. Since n is divisible by K 0 , we know thatl
Consider the partition W " tW u for i " 1, . . . , ℓ. We write C 1 pW i q for C 1 pW, σ, a i , b i q and C 2 pW i q for C 2 pW, σ, a i , b i q. Thus, for i " 1, . . . , ℓ, since b i´ai "l{ℓ`1 ě 7{ξ, we have be, respectively, the vertices of T adjacent to u 1 and u tr,s in P T pr, sq. We will show that is possible to "walk" between the matching classes. The vertex u 0 can be either x r or y r .
Without loss of generality we assume that u 0 " x r . For 1 ď j ď t r,s`1 , we put the vertices w of L i pjq with χ H pwq " 1 in the class corresponding to u j´1 if j is even, and in the class corresponding to u j if j is odd. On the other hand, we put the vertices w with χ H pwq " 2 in the class corresponding to u j if j is even, and in the class corresponding to u j´1 if j is odd.
Recall that x i and x j are at an even distance in T for all 1 ď i ă j ď ℓ. Furthermore, every link has size βn. Therefore, we know that there is no edges inside the classes and if there is an edge between two classes, then the corresponding edge belongs to the tree T .
Application of the Embedding Lemma.
In this final part we will apply the Embedding Lemma (Lemma 8) to find a copy of H in G, which is a monochromatic subgraph of K N,N . For this, we will prove that the par- Since C 1 pW i q`C 2 pW i q " n{ℓ for every 1 ď i ď ℓ, we can use (4) to notice that, for every 1 ď i ď ℓ, we have p1´ξq n 2ℓ ď C 1 pW i q, C 2 pW i q ď p1`ξq n 2ℓ .
The choice of β and ε combined with (3) implies that 4ℓlβ ď p1`γ{3qε 2∆ 2 ď ξ.
Let S min be the set in tA 1 , . . . , A ℓ , B 1 , . . . , B ℓ , C 1 , . . . , C ℓ 1 u with minimum cardinality. Note that, for 1 ď i ď ℓ, the classes X i and Y i are composed, respectively, of vertices v with χpvq " 1 and χpvq " 2. Since these vertices can come from one kernel and at most two pieces of each link, we can use (2) and (6) to obtain |X i |, |Y i | ď p1`ξq n 2ℓ`2l βn "´1`ξ`4ℓlβ¯n 2ℓ " p1`2ξq n 2ℓ ď |S min |.
To bound the size of the classes Z i from above, for 1 ď i ď ℓ 1 , note that they are composed only of vertices in at most two pieces of each link. Then, from the choice of β andl, and using (2) and (6), we have
We are ready to check that tX 1 , . and let W i be as follows, for 1 ď i ď 2ℓ`ℓ 1 :
It is left to verify that the conditions of Definition 7 hold: there is an edge between two classes, then the corresponding edge belongs to the tree T .
(ii) The validity of this condition follows directly from (7) and (8).
(iii) Fix 1 ď i ď 2ℓ`ℓ 1 . By definition, the set U i is composed of the vertices of W i with neighbours in some W j with i ‰ j such that ij is not an edge of the matching E M .
We consider two cases depending on the value of i:
(a) 2ℓ`1 ď i ď 2ℓ`ℓ 1 : Here, U i " Z i´2ℓ . From (8), we have |U i | ď ε|S min |{∆. 
