INTRODUCTION
Virtualization in communication networks is a broad term that covers aspects such as abstraction of the physical layer, physical resource sharing and isolation. This research trend is gaining importance insofar as it is coming up the necessity of many providers operating the same physical communication network. Almost everything in a communication network can be virtualized, from the physical nodes (CPU, memory...) to the links and paths that connect them. The wireless medium is a special physical resource because it can be considered as a common resource for the whole physical network, since it does not purely belong to a specific node but the whole network itself. In general, virtualization techniques of the wireless medium [1] look for the use of a wireless transmission medium in a coordinated way, i.e. every virtual operator has at its disposal the wireless medium during specific time slots (Time Division Multiple Access (TDMA)), frequencies (Frequency Division Multiple Access (FDMA)), codes (Code Division Multiple Access (CDMA)) and so on. Wireless medium virtualization targets two main purposes:
• Sharing scarce network infrastructure that is required by many Virtual Operators (VOs) to run experiments, or applications. Examples of such networks are testbeds or experimental facilities [2] [3].
• Sharing over-provisioned wireless infrastructure whose usage is much lower than the resources it consists of.
Our work focuses mainly on the implications of virtualization of the wireless medium in terms of network usage and quality of the services, and at the same time the development of algorithms and procedures for this type of virtualization, especially for new network paradigms expected in the Future Internet, such as WSN, Mobile Ad-hoc NETworks (MANETs) and so on. This paper is the beginning of such a work, accounting for the implications of a scheduler to organize the wireless medium access from a specific node, leaving aside for the moment other interesting considerations such as mobility and topology concepts. The highlights of this paper are:
• The presentation of our Wireless Medium Virtualization Framework (WMVF) that allows simulating the performance of wireless connections when they have to manage traffic coming from different operators in a TDMA way.
• Results from experiments in the WMVF. The comparison among different scenarios, from no virtualization to over-virtualization let us point out the situations in which wireless medium virtualization is very useful. The analysis of the obtained data allows extracting information of dependencies between virtualization parameters such as the time slot duration, maximum number of VOs permitted and so on, and the quality of service obtained.
So, in section II we present our WMVF as an ideal tool to check out the implications of virtualizing a specific wireless medium. Their main modules are explained and its future improvements are hinted. On the other hand Section III is about the detailed aspects that affect the performance of TDMA as virtualization technique, and Section IV presents the scenarios where this technique is used and the simulations that we have carried out. Finally section V summarizes the conclusions and future research continuation lines.
II. WIRELESS MEDIUM VIRTUALIZATION FRAMEWORK
Virtualizing a wireless medium basically means to share the use of its bandwidth. When this sharing is planned in a time slotted way, the situation that we are interested in corresponds to a generic node receiving traffic of different types coming from different VOs. The traffic management inside the node is very simple and consists in storing the arriving traffic packets in specific VO queues until the TDMA Scheduler, depending on the scheduling technique and the policies applied to the types of traffic, sends the corresponding traffic packets to the wireless interface to be transmitted.
From left to right in Fig. 1 , the whole system starts running when the arrival of traffic packets at the VO-Queues is produced. The WMVF consists of the following main modules: [6] to generate traffic arrivals in bursts. The type of traffic obtained with these bursts is more realistic (constant or exponential models are more optimistic, compared to reality). In order to avoid non-realistic overflow at the beginning of the simulation, the starting instant of every traffic is random inside a certain time window.
• VO-Queues: an indefinite number of queues can be configured in the WMVF. Each queue is associated with a different VO. Every VO can offer different type of services and the queue associated to that VO stores its packets no matter the type of traffic. The key concept here is the univocal correspondence between queues and VOs. All the queues receive the incoming packets generated by the TF and store them until they are requested by the TDMA Scheduler, which is in charge of emulating the virtualization process implemented by a certain node to handle traffic from different VOs. The VO-Queues considered in the current version of the WMVF are finite FIFO arrays, although future versions plan to develop different type of queues depending on priorities. The limitation in the size of the queues is important because it makes packet losses possible and realistic. • TDMA Scheduler: all the VO-Queues are managed by the TDMA scheduler that is in charge of allowing a specific VO-Queue to serve packets to be transmitted. The TDMA Scheduler follows a Weighted Round Robin (WRR) discipline, i.e., it assigns sequentially a time slot per VO, being these time slots of equal (RR) or different (WRR) duration. During every time slot duration assigned to a specific VO, the traffic stored in the corresponding VO-Queue is served according to a FIFO discipline (served means free the packet to the wireless medium). The number of packets that is served depends on their duration (it was specified in the TF), and the time slot duration assigned. The round robin basis assures no priorities between VOs since the time slots are allocated sequentially, but the weighted option allows assigning different duration per time slot if desired.
The whole procedure has been implemented according to the M/M/S/K systems, so discrete events are the ones driving the process. The driver event is the actual time of the state of the system that is updated according to the closest next event.
The whole procedure that a simulation follows in the WMVF is summarized next, since the generation of traffic packets until the packet is released:
• Configuration stage: all the relevant parameters are specified: number of VOs, type of traffic per VO, users per type of traffic, number of packets, throughput…
• Traffic generation stage: The TG generates as many packet arrivals as stated in the configuration phase and their correspondent duration. The generation of traffic follows the corresponding mathematical distributions depending on the desired type of traffic.
• WRR algorithm: once the traffic is generated, the WMVF starts its processing. The starting time of the simulation is t = 0, i.e. when the WRR algorithm starts assigning the time slot to each VO (the first time slots assignment is random). The general procedure of the algorithm at any time t actual is to check the next closest event to the time t actual , that can be:
• Arrival of a new packet that goes into the VO-Queue; then t actual = t arrival . If the VO-Queue and the wireless interface are both empty, the packet goes directly to the wireless interface to be transmitted (served).
• Packet served; then t actual = t actual + Δt service being Δt service the remaining duration time of the corresponding packet at the moment that the previous event was released. Afterwards the system takes a packet out of the corresponding VO-Queue if available and sent it to the wireless interface to be transmitted (served).
• VO change; a new time slot for a different VO is about to happen; t actual = t actual + Δt period , being Δt period the remaining time slot duration at the moment that the previous event was released.
For the especial situation that a queue change happens when a packet is being served, then instead of dropping the packet, the corresponding time slot is stretched until the packet is served and then the VO-Queue change is performed. The only dropped packets are those that overflow the VO-Queues.
III. PERFORMANCE INDICATORS
The main goal of wireless medium virtualization is to maximize the use of the wireless resources without compromising the quality of the services provided. Usually, improving the network usage entails a worse general performance in terms of quality of service. In order to evaluate its impact the mean packet delay and jitter are evaluated in this paper when delay sensitive services are at stake. This section analyzes qualitatively the impact of this type of virtualization, pointing out the parameters that affect these metrics. Section IV on the other hand sets up specific simulation scenarios and corroborates quantitatively these statements Packet delay in this paper is defined as the delay that any packet suffers since it enters the VO-Queue until it is transferred to the wireless interface to be served. The International Telecommunication Union (ITU) considers network delay for voice applications in Recommendation G.114 [7] . This recommendation defines three bands of oneway delay, with 150ms as the more demanding limit for most user applications. From the various sources of delay, this paper considers the buffering delay, i.e. time that the packet is in the VO-Queue. This delay depends on the packets that are ahead of it in the VO-Queue, the time slot duration, the number of VOs, and the bandwidth available. When there are no previous packets buffered, the more VOs there are and the longer the time slots are, the longer the delay is. As explained in section II, every VO-Queue corresponds to a specific VO, and each VO-Queue is attended in one time slot per WRR period. When the VO-Queue is full enough not to release all the packets in its corresponding time slot, the remaining stored packets suffer the delay that corresponds to the next time slots from other VOs until the WRR returns to the time slot assigned to that VO. In this situation longer time slots can be desirable in order to serve the maximum number of packets stored. However, packets arriving out of the corresponding time slot are penalized with a longer buffering delay. The better performance of one or the other choice depends on the traffic patterns and the number of connections. A learning procedure of the network patterns can help choosing the fittest tuning parameters for every situation. Our future research considers WRR dynamic adaptation based on network patterns.
Another parameter with great influence in the delay is obviously the bandwidth, since if the length of the transmitted packets is considered constant, the more bandwidth the wireless medium has the quicker the packet is transmitted and the shorter the packets are buffered in the VO-Queue. A very important aspect is the effective bandwidth or throughput, very dependant on the technology as we show in the following section.
The jitter [8] is the variation of the delay and it is a very relevant parameter for services such as voice application, where any variation in the delay of the arriving packets needs to be removed (speech is a constant bit rate service). In order to do that, network nodes implement jitter buffers to transform variable delays into fixed controllable delays. This paper calculates the jitter as the variance of the traffic delay.
IV. SCENARIOS AND SIMULATION RESULTS
In order to quantify the aforementioned aspects we have particularized the wireless medium virtualization problem for scenarios where the wireless technology is 802.11b. The types of traffic are VoIP [6] and WiFi background traffic (TCP) [4] . In order to evaluate the impact of different VoIP codecs, the VoIP traffic is simulated with G723.1 and G711 codecs. The traffic patterns relevant parameters are in Table I.   TABLE I. TRAFFIC GENERATION The packet sizes includes the headers of the upper layers as well as the overhead of the wireless technology considered, in this case 28 bytes, 24 bytes of the 802.11 MAC header and the Frame Check Sequence (FCS) that is 4 bytes long. In the previous section we have pointed out the importance of the bandwidth in the performance of the delay. The transmission rate of 802.11b is 11Mbps whereas the Theoretical Maximum Throughput 1 (TMT) for VOIP connections is about 2.5Mbps 1 The TMT is based on a single client in DCF mode with zero retries, no WEP, no RTS or CTS and no fragmentation. according to [9] . For TCP applications over 802.11b the TMT is around 5.7 Mbps [10] . The calculations to obtain these TMT are out of the scope of this paper, but it is interesting to point out that the low TMT compared to the transmission rate is mainly due to the wireless technology signaling and headers. For scenarios where both services, VoIP and background traffic are considered, the throughput is shared between them according to a design parameter γ, in such a way that,
One of the key aspects to remember when calculating network capacity for 802.11b networks is that it is a shared medium. 802.11 MAC implements a back-off algorithm to avoid packet collisions in the access to the wireless medium. This algorithm makes the throughput decrease when the number of 802.11 devices sharing the same medium increases.
For the experiments, we have considered the scenarios summarized in Table II . The first six scenarios (named also symmetric scenarios) use the same traffic patterns per VO with three possible combinations: when there is only one VO (no virtualization), two or three VOs running the same wireless node. All VoIP traffic models are configured with 3 full-duplex simultaneous connections with a random duration but around 100sg. The system is configured so that the WiFi background traffic finishes when the last packet of VoIP traffic is sent. Scenarios from 1 to 6 have been simulated with G723.1 and G711 VoIP codecs and with 6 and 10 background traffic users. The throughput for VoIP and WiFi background traffic is obtained from (1) with γ= 0.7. Scenarios 7 and 8 (named also asymmetric scenarios) are special use cases where every VO in the same experiment has different traffic patterns. When only VoIP traffic is used, then γ=1. If the operator works only with background traffic, then γ=0. The traffic patterns have been generated according to the parameters in Table I. The symmetric scenarios use the same traffic patterns changing the number of VOs to analyze the degradation of the delay and jitter when the number of VOs increases. The simulations with different VoIP codecs allow pointing out the effect in the quality indicators when the number of voice calls is the same but the needed bandwidth is different. On the other hand experiments 7 and 8 intend to analyze the asymmetry of the traffic in different VOs running the same node, and compare the situation to the equivalent scenarios with symmetric traffic, i.e. scenario 4 with G711 and 5 with G723.1 respectively. Table II shows the normalized utilization of the wireless medium and table III the mean delay and jitter for the symmetric scenarios. The six symmetric scenarios show a progressive increase of the utilization with maximum values around 40% and 70% for G723.1 and G711 respectively. Table  III and Fig.3 present the cost of that degree of utilization in terms of medium delay and jitter. The situation with one operator (no virtualization at all) shows a very low delay and system utilization (wireless interface) what is expected because the load of traffic is low for the whole wireless node. So although the quality for that operator is very good, the goal of the virtualization of the wireless medium is to share the wireless interface maintaining acceptable quality metrics. For the rest of symmetric scenarios, the mean delay and jitter increase as the traffic and number of VOs increase. In general the results corroborate the qualitative analysis in section III. G711 codec generates bigger packets (200 bytes) and at higher packet rate than G723.1, what makes the delay increase. As the number of WiFi background traffic increases, both VoIP and background traffic delay increase. This is normal because of the FIFO nature of the VO-Queues. Future versions of the WMVF will implement traffic priorities in the VO-Queues to avoid this effect. Fig. 3 depicts graphically the mean packet delay per scenario and type of traffic. Fig. 2 consists of two graphs that plot the delay and jitter for the asymmetric scenarios 7 and 8. The delay for the VOs with only one traffic is very low (it would allow increasing considerably the number of connections) and the VOs with two traffics show very similar delay and jitter to their peers in the symmetric scenarios (scenario 4 with G711 and 5 with G723.1 respectively). If we consider 50ms as an acceptable mean VoIP packet delay for our wireless node, scenario 6 with G723.1 codec and 5 and 6 with G711 code are out of the permitted threshold. WiFi Background delay is not desirable, but much less critical than VoIP delay. From the results we can extract some conclusions:
• Increasing the utilization of the wireless resource usually implies a degradation of the quality of the services. The designer has to take into account the degradation permitted and the type of additional VOs and traffic patterns that a specific wireless resource can support. The maximum degree of utilization achievable is the one that allows the maximum number of traffic connections and VOs but complying with the quality limits.
• No matter the type of traffic pattern and connections per VO, no other VO running the same wireless resource is affected. This condition is fundamental because it grants isolation among VOs. 
V. CONCLUSIONS AND FUTURE RESEARCH
The proliferation of new operators willing to offer services over someone else's physical substrates, encourage towards the development of techniques for the sharing of physical resources. Virtualization of the wireless mediums pursues the maximization of usage of a specific wireless physical resource by several VOs running services through the same wireless interface. This paper presents WMVF, a MATLAB-based framework for the simulation of VOs with varied traffic types running a wireless node according to a TDMA virtualization technique. We have explained qualitatively the consequences of this type of virtualization and also how the quality indicators are affected by it. We have carried out multiple experiments that confirm with numbers this analysis and show how the utilization degree of the wireless interface increases with new VOs at the same time that the indicators of the quality of the services decrease. The challenge for the network designer is essentially to understand these tradeoffs, and manage the wireless network virtualization parameters accordingly to reach an optimum goal of utilization vs quality of services.
Currently we are improving the WMVF adding more traffic models, and traffic priorities as well as working on an adaptive mechanism to vary the duration of the time slots per VO dynamically, depending on the traffic history of the operators. This adds flexibility to the original time slot assignment towards the final goal of an optimum use of the wireless resources.
