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ABSTRACT
We present a new, fast 3D traveltime calculation al-
gorithm that employs existing frequency-domain wave-
equation downward-continuation software. By modify-
ing such software to solve for a few complex (rather than
real) frequencies, we are able to calculate not only the
first arrival and the approximately most energetic trav-
eltimes at each depth point but also their correspond-
ing amplitudes. We compute traveltimes by either taking
the logarithm of displacements obtained by the one-
way wave equation at a frequency or calculating deriva-
tives of displacements numerically. Amplitudes are es-
timated from absolute value of the displacement at a
frequency.
By using the one-way downgoing wave equation, we
also circumvent generating traveltimes corresponding to
near-surface upcoming head waves not often needed in
migration. We compare the traveltimes computed by our
algorithm with those obtained by picking the most en-
ergetic arrivals from finite-difference solutions of the
one-way wave equation, and show that our traveltime
calculation method yields traveltimes comparable to so-
lutions of the one-way wave equation. We illustrate the
accuracy of our traveltime algorithm by migrating the
2D IFP Marmousi and the 3D SEG/EAGE salt models.
INTRODUCTION
Correct and efficient traveltime calculation is of critical im-
portance for transmission tomography, refraction tomogra-
phy, earthquake seismology, and prestack Kirchhoff migration.
Geophysicists have developed a variety of traveltime calcula-
tion techniques from simple shooting ray-tracing techniques
through two-point ray-tracing methods to finite-difference ap-
proximations of the eikonal equation.
The ray-shooting and two-point ray-tracing methods
(Cerveny et al., 1977; Cassell, 1982; Um and Thurber, 1987)
were the methods of choice to calculate traveltimes until the
finite-difference solution of the eikonal equation provided a
faster alternative. Although the ray-based techniques produce
accurate traveltimes, they suffer from shadow zones and re-
quire subsequent interpolation onto a rectilinear grid. The fi-
nite difference solution of the eikonal equation (Vidale, 1988)
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avoids these problems by computing first-arrival traveltimes
using expanding square cells. For models with percentage ve-
locity contrasts greater than
√
2, however, Vidale’s original
method fails to correctly compute global minimum traveltimes.
For accurate first-arrival calculation methods, Vidale’s method
was modified by Qin et al. (1990), Podvin and Lecomte (1991),
Popovici (1991a, b), van Trier and Symes (1991), Cao and
Greenhalgh (1994), and Schneider (1995). Coultrip (1993) de-
vised a somewhat different wavefront-tracing method which
finds a global minimum time path using triangular rather than
rectangular cells. Sethian and Popovici (1999) also developed a
fast marching method for solving the eikonal equation, which
constructs entropy-satisfying approximations to the gradient
term of the arrival time. All of these methods calculate the
first-arrival traveltimes.
Although first-arrival traveltimes are commonly used in
Kirchhoff migration, Geoltrain and Brac (1993) and Nichols
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(1996) asserted that, for complex structures such as the
Marmousi model, Kirchhoff migration using first-arrival trav-
eltimes can yield inferior images, because the first-arrival trav-
eltimes often represent small-energy events rather than later
events containing more significant energy. To address this prob-
lem, Nichols (1996) solved the paraxial one-way wave equation
in polar coordinates for 8–16 frequencies, from which he was
able to estimate the traveltime, amplitude, and phase of the
most energetic arrival event. Nichols (1996) showed that the
Kirchhoff migration image obtained by using the most ener-
getic traveltime method is comparable to that produced by the
much more expensive wave equation methods. Multipath, mul-
titraveltime Kirchhoff migration (Sun, 1992; Vinje et al., 1999)
produces further improvement yet, but keeping track of such
traveltimes becomes cumbersome in three-dimensions.
In this paper, we present a new traveltime calculation
method which gives traveltimes comparable to those predicted
by the one-way wave equation. Our method calculates the
traveltimes and amplitudes of either the first-arrival event or
the approximately most energetic arrivals from one- or three-
frequency solutions obtained by any of the commonly used
one-way wave equation techniques: paraxial, split step, phase
shift and interpolation, and phase shift with finite differences.
We favor the paraxial equation and have implemented a par-
ticularly efficient 3D implicit one-way wave-equation solver
based on nested dissection matrix factorization technology
(George and Liu, 1981). For typical earth geologies, the use
of a one-way downgoing wave equation helps us to eliminate
traveltimes corresponding to upcoming head waves and multi-
ples which are not often needed in migration.
Our eventual goal is to reduce the number of frequencies
needed in obtaining traveltimes which will be used in our mi-
gration algorithm. We begin by reviewing the wave propaga-
tion properties of Claerbout’s (1985) one-way wave equation.
We then explain a simple technique that computes traveltime
and amplitude that we can use in Kirchhoff migration. Next,
we demonstrate the accuracy of our method by comparing the
traveltimes computed by our method with those obtained by
using the one-way wave equation for the 2D Marmousi model.
Finally, we generate Kirchhoff-migrated images by using the
traveltimes computed with our algorithm for the 2D Marmousi
and the 3D SEG/EAGE salt models.
THEORY
One-way wave equation
For concreteness of discussion, we illustrate our traveltime
calculation using Claerbout’s (1985) one-way wave equation.
We write a modified 87◦ one-way wave equation (Berkhout,
1979; Ma, 1981; Lee and Suh, 1985) in the frequency domain as











+ βk(∂xx + ∂yy)

×U(x, y, z, ω)+ f (x, y, z), (1)
where n is the order of the Padé approximation to the one-way
wave equation, αk and βk are the coefficients that minimize the
dispersion (Lee and Suh, 1985), U(x, y, z, ω) is the wavefield,
x and y are the horizontal coordinates, z is the vertical coordi-
nate, ω is the angular frequency, ∂xx and ∂yy are the operators
representing the second-order partial derivative operator with
respect to x and y, respectively, f (x, y, z) is the source function,
and v(x, y, z) is the velocity. If we wished to obtain the impulse
response of this one-way wave equation, we would solve equa-
tion (1) using finite differences for a suite of frequencies and
then synthesize the results by
u(x, y, z, t) =
∫ ωmax
−ωmax
U(x, y, z, ω)eiωt dω. (2)
Unlike the classical hyperbolic wave equation, the wavefield u
in the one-way wave equation only propagates downward and
therefore does not produce any vertically traveling multiples
and upgoing head waves.
Two new traveltime-and-amplitude calculation methods
We calculate traveltime and amplitude from the wavefield
obtained by inserting a complex angular frequency into the
one-way wave equation. In forward modeling, a complex an-
gular frequency
ωε = ω + i ε, (3)
where ω is the real angular frequency and ε is the wrap-around
suppression factor, is commonly used to prevent wrap-around
effects inherent in frequency-domain solutions. By virtue of
the shifting theorem of Fourier transforms (see Appendix A),
the factor ε suppresses the time-domain solutions by e−εt . In
conventional frequency-domain modeling, we synthesize our
time-domain solutions from the Fourier componentsωε , where
ε is a constant and ω varies, and multiply the final time-domain
results by the inverse of the damping factor, e+εt .
In one-way wave equation modeling, this wrap-around sup-
pression factor both stabilizes and suppresses wrap around in
the solution (e.g., Figure 1). In Figure 1, the snapshot obtained
with real frequencies (which is practically computed by ε= 1)
shows multiple events, whereas that with complex angular fre-
quencies (ε= 80) displays a single event. By using complex
angular frequencies, we can reduce the general multiple event
response to a single event. The resulting single event can cor-
respond to either the first arrival or the most energetic event,
depending on the frequency and the velocity model.
By trial and error, we found an empirical relationship be-
tween the wrap-around suppression factor and the grid size:
ε ≈ 2πVave
15×1, (4)
where 1 is the maximum grid size and Vave is the average ve-
locity in a model. If the grid size is determined to minimize
numerical dispersion as is in a full wave equation (e.g., Shin
et al., 2002), the optimal suppression factor ε is determined by
equation (4).
We assume that the time-domain wavefield obtained by using
the one-way wave equation with complex angular frequency
can be approximated as
u(x, y, z, t) = Ã(x, y, z)δ(t − τ (x, y, z)), (5)
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where
Ã(x, y, z) = A(x, y, z)e−εt , (6)
and where u is the wavefield, τ (x, y, z) is the traveltime from
the source to a depth point in the subsurface, A(x, y, z) is the
amplitude at the depth point in the subsurface, and δ is the
Dirac delta function. Equation (5) can be written in the fre-
quency domain as
U(x, y, z, ω) = Ã(x, y, z)e−iωτ (x,y,z). (7)
We can calculate traveltimes by two methods: one is to take
the logarithm of both sides of equation (7); the other is to
calculate derivative of displacement U(x, y, z, ω) with respect
to angular frequency ω. The first method is expressed by
ln U(x, y, z, ω) = ln |Ã(x, y, z)| − iωτ (x, y, z). (8)
If we divide the imaginary component of equation (8) by the
real angular frequency ω, we can obtain the traveltime at each
depth point. Although the angular frequency can, in principle,
be selected arbitrarily, we propose to choose a low frequency to
avoid cycle skipping effect inherent in calculating phase spec-
tra (traveltimes). When we use a higher frequency, we need to
convert the wrapped phase into an unwrapped phase, in which
case we need to know the phase values for several frequen-
cies (e.g., Osman and Robinson, 1996). Applying the phase-
unwrapping algorithm to our method would be troublesome.
For this reason, we propose a second method that does not
FIG. 1. Snapshot obtained from the one-way wave equation using (a) real frequencies (which are practically approximated by ε= 1)
and (b) complex angular frequencies (ε= 80).
suffer from cycle skipping effect and better approximates the
most energetic traveltimes within the seismic frequency band.
Differentiating equation (7) with respect to ω gives
dU(x, y, z, ω)
dω
≈ −i τ (x, y, z)Ã(x, y, z)e−iωτ (x,y,z)
= −i τ (x, y, z)U(x, y, z, ω). (9)
From equation (9), we compute the traveltime by dividing
(dU/dω) by iU . The derivative of U with respect to ω can
be calculated using either forward, backward, or central finite-
difference approximations at two adjacent frequencies.
The only disadvantage of the second method is that we may
lose accuracy at those depth points where the amplitudes of
events following the first-arrival events are similar to or greater
than that of the first-arrival event. However, we will show that
the second method partly gives a very close approximation
to the most energetic traveltimes at most depth points. The
pathological case where the amplitude of damped later arrival
event is greater than or equal to that of the first-arrival event
requires further study.
In order to obtain improved migrated images, we need not
only the most energetic traveltime but also the correspond-
ing amplitude. Suppose that the one-way wave equation seis-
mogram consists of fewer events than the original hyperbolic
equation seismogram and that the most energetic amplitude
is large enough, compared with other events, the most en-
ergetic arrival amplitude is dominant in the wavefield calcu-
lated by one-way wave equation at seismic frequency band. We
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qualitatively express the approximately most energetic ampli-
tude as an absolute value of the frequency-domain wavefield
(|A| ≈ |U(x, y, z, ω)|) with a frequency; that is,
|Ã| = |A|e−εt = |U |, (10)
|A| = |U |eεt . (11)
We note that the amplitude computed by equation (11) does
not have polarity change, because we take the absolute value.
When we compute amplitude, we use a much smaller damping
factor ε than that applied to obtain traveltime. The main reason
for choosing the small damping factor is to avoid the computer
precision limits of our 32-bit computer.
NUMERICAL EXAMPLES
In order to evaluate how accurately our two algorithms cal-
culate traveltimes, we first examine a homogeneous half-space
model with a constant velocity of 1500 m/s. We describe the
model using a 401× 201 grid with a grid interval of 5 m in
both x and z directions. We locate a source at the center of the
surface. Since the two methods (taking logarithm of the dis-
placement and using derivative of displacement with respect
to ω) give the same results for the homogeneous model, we
simply display traveltimes calculated using the second method
in Figure 2a. We display the absolute errors between the com-
puted and the analytic traveltimes in Figure 2b. In Figure 2b,
all of the errors are less than 0.0055 s with the average error
being 0.0025 s.
We next compare the traveltimes obtained by our two meth-
ods with the most energetic traveltimes produced by finite-
difference modeling solutions of the one-way wave equation.
FIG. 2. (a) Traveltime contours of the homogeneous half-space
model whose velocity is 1500 m/s. (b) Absolute errors between
the analytic traveltimes and those calculated by our algorithm.
In Figure 3, we display the traveltime contours computed by the
first algorithm (taking logarithm of the displacement) and the
second algorithm (using the derivative of displacement with re-
spect toω) as well as the most energetic traveltime contours for
the 6%-smoothed Marmousi model. The degree of smoothing
is measured by






where vi,h and vi,s are the velocity at the i th grid of the hard
and smoothed Marmousi models. From Figure 3, we note that
the traveltimes computed by the first and the second algorithm
show good agreement with the most energetic traveltimes at
early times from 0.0 to 0.9 s. For later times, traveltimes ob-
tained by the second method more closely approach the most
energetic traveltimes than those of the first method (denoted
by arrow). At the contour of 1.1 s, we also see the erroneous
traveltimes obtained by the second method, which is associated
with shadow zone (e.g., Figure 4a) of the Marmousi model. We
also compute the absolute values of amplitudes using equa-
tion (11) and compare them with the absolute values of the
most energetic amplitudes obtained from one-way wave equa-
tion solutions (see Figure 4). From Figure 4, we know that
our amplitudes are compatible with the most energetic am-
plitudes. Next, we check whether or not the traveltimes ob-
tained by our algorithms yield good migration images. Figure 5
shows prestack Kirchhoff migration images generated for the
smoothed Marmousi structure using the most energetic trav-
eltimes (picked from all-frequency finite-difference solutions)
and those calculated at one or two frequencies by our two
algorithms. In Figure 5, we note that the most energetic travel-
times picked from finite-difference solutions give the best im-
age, whereas the traveltimes obtained by the second method
(differentiating displacements with respect toω) produce a bet-
ter image and a better resolved reservoir (arrow) than the first
method (taking logarithm of single-frequency displacements).
We add the approximately most energetic amplitudes to the
FIG. 3. The most energetic traveltime contours (black solid
line) obtained from picking snapshot generated by the fi-
nite-difference solutions of the one-way wave equation, and
traveltime contours by the first (white dashed line) and the
second method (black dotted line) for the 6%-smoothed Mar-
mousi model.
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corresponding traveltimes to our standard Kirchhoff migra-
tion and display the image shown in Figure 6. Even though we
do not account for polarity change in the amplitudes, we obtain
better resolved fault planes and reservoir (arrows) than when
only using traveltime (e.g., Figures 5c and 6).
To proceed further, we computed traveltimes using two algo-
rithms for the 3D SEG/EAGE salt model. The velocity model
selected for comparing the traveltimes is located from 5 km to
8.98 km along the x direction, from 2 km to 5.98 km along the
y direction, and from 0 to 1.4 km along the z direction. The
grid spacing is 20 m in the x, y, and z directions. A source is
located at the (6.99 km, 3.99 km, 0 km) point. In Figure 7, we
overlay traveltime contours computed by our two algorithms
on the salt velocity model. Figures 7a and 7b show the travel-
time contours of the inline section at x= 6.99 km and crossline
section at y= 3.99 km, whereas Figure 7c shows the traveltime
contours at the depth z= 1.4 km. From Figures 7a, 7b, and 7c,
we could speculate that the distorted contours of the travel-
times that were generated by the second algorithm (denoted
by arrows) result from multiple events with nearly the same
amplitudes as or larger amplitudes than that of the first-arrival
event.
FIG. 4. (a) The absolute values of the most energetic amplitudes obtained from finite-difference solutions of the one-way wave
equation, and (b) the absolute values of amplitudes computed by our algorithm for the 6%-smoothed Marmousi model.
Having finished the traveltime computation for the 3D
SEG/EAGE salt model, we proceeded to migrate the salt
model data. Figures 8 and 9 show the prestack Kirchhoff mi-
gration images generated for the salt model using the travel-
times calculated by the first and second traveltime calculation
algorithms. Figures 8a and 9a show the images of the inline at
x= 8.84 km, whereas Figures8b and 9b show the images of the
crossline at y= 5.74 km. Figures 8c and 9c show the images
at z= 0.64 km. From Figures 8 and 9, we note that the sec-
ond traveltime calculation algorithm using partial derivatives
of the displacements provides better images at the horizontal
layers below 3.5 km in depth than the first algorithm using the
logarithm of the displacements. The total cost of Kirchhoff mi-
gration including the cost of the traveltime calculation for the
3D SEG/EAGE narrow-azimuth salt data using an aperture
of 3 km× 1 km was 100 hours on 12 IBM Regatta power 4
processors running under MPI.
COMPUTATIONAL EFFICIENCY
Zhu and Lines (1998) showed that for 2D Kirchhoff migra-
tion, traveltime computation takes 40% of total computational
effort, and Kirchhoff migration takes 60%. In 3D Kirchhoff
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migration that uses ray-based methods or eikonal equation
solvers, the total cost of the 3D Kirchhoff migration mainly
depends upon the aperture size, a massive input/output pro-
cess, and a computation time of traveltimes corresponding to
FIG. 5. Prestack Kirchhoff migration images produced by using
(a) the most energetic traveltimes, and traveltimes obtained by
(b) the first and (c) the second method for the 6%-smoothed
Marmousi structure.
a given aperture volume. Furthermore, the computing time of
3D Kirchhoff migration is, in general, largely affected by the
elaborate bookkeeping software used to read 3D traveltimes,
hardware itself, and the storage amount of the hardware. When
applying our new algorithms to the 3D Kirchhoff migration,
we face almost the same complexities as we do when using the
ray-based methods and eikonal traveltime computation algo-
rithms. In our numerical example for 3D Kirchhoff migration
for the 3D SEG/EAGE salt model, the traveltime computation
roughly took 70% of the total computation time when the first
method (taking logarithm of single-frequency displacements)
is used and 80% when the second method (differentiating dis-
placements with respect to ω) is used.
We compared our second method of computing the approxi-
mately most energetic traveltimes by solving paraxial one-way
wave equation at two frequencies with Nichols’ (1996) method
of calculating the most energetic traveltimes by solving the
paraxial one-way wave equation at 8–16 frequencies. If we only
consider how many frequencies are used for our second method
and Nichols’ (1996) method to compute the traveltimes, our
second method reduces time consumed for calculating travel-
time by at least 75% of that by Nichols’ (1996) method. Of
course, there is a slight reduction in terms of accuracy of trav-
eltimes obtained by our second method. For the first-arrival
traveltimes, our first algorithm is comparable to ray-based trav-
eltime methods and eikonal equation solvers as long as we use
optimized sparse matrix solvers such as a nested-dissection
solver (George and Liu, 1981) or a multifrontal solver (Kim
and Kim, 1999).
CONCLUSIONS
By using the Fourier shifting theorem, we have developed
two efficient methods of computing traveltimes necessary
for imaging from any of the frequency-domain downward-
continuation algorithms currently used in wave-equation mi-
gration. The first method is to extract traveltimes from the
phase of the wavefield at a single complex angular frequency;
the second method is to use the derivative of wavefield
with respect to ω by approximating the derivative via the
FIG. 6. Prestack Kirchhoff migration images produced with the
approximately most energetic traveltimes and amplitudes com-
puted by the second method for the 6%-smoothed Marmousi
structure.
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finite-difference method. By comparing the traveltimes ob-
tained by our two methods with the most energetic traveltimes
obtained from finite-difference solutions of the one-way wave
equation, we see that the first method yields first-arrival trav-
eltimes whereas the second method gives traveltimes that are
closer to the most energetic traveltimes. The Kirchhoff migra-
tion images obtained by the first and second methods show that
the second method gives better images. The second method
FIG. 7. Traveltime contours by the first (dotted line) and the second method (solid line) at (a) x= 6.99 km, (b) y= 3.99 km, and (c)
z= 1.4 km for the 3D SEG/EAGE salt model.
also makes it possible to incorporate the amplitudes approx-
imate to the seismic frequency band in Kirchhoff migration,
which enhances the images.
However, the second traveltime calculation method has a
problem yet to be solved: it is unstable for the case of the events
following the first-arrival event having nearly the same ampli-
tudes as that of the first-arrival event. Nevertheless, the second
algorithm has a significant meaning that it provides the
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FIG. 8. Kirchhoff-migrated images using traveltimes produced
with the first method at (a) x= 8.84 km, (b) y= 5.74 km, and
(c) z= 0.64 km for the 3D SEG/EAGE salt model.
FIG. 9. Kirchhoff-migrated images using traveltimes produced
with the second method at (a) x= 8.84 km, (b) y= 5.74 km,
and (c) z= 0.64 km for the 3D SEG/EAGE salt model.
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first step towards developing a method which generates tempo-
rally time-windowed seismograms including the most energetic
events by frequency-domain wave-equation modeling.
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APPENDIX A
THE SHIFTING THEOREM OF FOURIER TRANSFORMS






If we shift the angular frequency by ωo, we obtain












ũ(ω + ωo)eiωt eiωotdω. (A-3)
From these equations, we know that shifting in the frequency
is expressed by exponential.
When we use complex angular frequency ωε = ω + i ε, the
shifting is the imaginary part. In this case, the shifting can be








ũ(ωε)eiωt e−εt dω. (A-4)
