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Abstract
Artificial neural networks (ANNs) have very successfully been used
in numerical simulations for a series of computational problems rang-
ing from image classification/image recognition, speech recognition,
time series analysis, game intelligence, and computational advertising
to numerical approximations of partial differential equations (PDEs).
Such numerical simulations suggest that ANNs have the capacity to
1
very efficiently approximate high-dimensional functions and, espe-
cially, such numerical simulations indicate that ANNs seem to admit
the fundamental power to overcome the curse of dimensionality when
approximating the high-dimensional functions appearing in the above
named computational problems. There are also a series of rigorous
mathematical approximation results for ANNs in the scientific litera-
ture. Some of these mathematical results prove convergence without
convergence rates and some of these mathematical results even rigor-
ously establish convergence rates but there are only a few special cases
where mathematical results can rigorously explain the empirical suc-
cess of ANNs when approximating high-dimensional functions. The
key contribution of this article is to disclose that ANNs can efficiently
approximate high-dimensional functions in the case of numerical ap-
proximations of Black-Scholes PDEs. More precisely, this work reveals
that the number of required parameters of an ANN to approximate
the solution of the Black-Scholes PDE grows at most polynomially in
both the reciprocal of the prescribed approximation accuracy ε > 0
and the PDE dimension d ∈ N and we thereby prove, for the first
time, that ANNs do indeed overcome the curse of dimensionality in
the numerical approximation of Black-Scholes PDEs.
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1 Introduction
Artificial neural networks (ANNs) (cf., e.g., Goodfellow et al. [29], McCul-
loch & Pitts [50], Priddy & Keller [63], Schmidhuber [66]) have very success-
fully been used in numerical simulations for a series of computational prob-
lems ranging from image classification/image recognition (cf., e.g., Huang et
al. [40], Krizhevsky et al. [47], Simonyan & Zisserman [71]), speech recog-
nition (cf., e.g., Dahl et al. [20], Hinton et al. [35], Graves et al. [30], Wu
et al. [73]), time series analysis (cf., e.g., Goodfellow et al. [29], LeCun et
al. [48]), game intelligence (cf., e.g., Silver et al. [69, 70]), and computa-
tional advertising to numerical approximations of partial differential equa-
tions (PDEs) (cf., e.g., [4, 5, 6, 22, 23, 26, 32, 34, 45, 54, 56, 64, 72]). Such
numerical simulations suggest that ANNs have the capacity to very efficiently
approximate high-dimensional functions. Particularly, such numerical sim-
ulations indicate that ANNs seem to admit the fundamental power to re-
solve the curse of dimensionality (cf., e.g., Bellman [7]) in the sense that
the number of parameters of an ANN to approximate the high-dimensional
functions appearing in the above named computational problems grows at
most polynomially in both the reciprocal of the prescibed accuracy ε > 0
and the dimension d ∈ N. There are also a series of rigorous mathemat-
ical approximation results for ANNs in the scientific literature (cf., e.g.,
[1, 2, 3, 8, 9, 10, 11, 12, 13, 18, 21, 24, 25, 27, 33, 36, 37, 38, 39, 49, 51,
52, 53, 57, 58, 59, 60, 61, 62, 67, 68, 72, 74, 75] and the references men-
tioned therein). Some of these mathematical results prove convergence with-
out convergence rates and some of these mathematical results even rigorously
establish convergence rates but there are only a few special cases where math-
ematical results can rigorously explain the empirical success of ANNs when
approximating high-dimensional functions.
The key contribution of this article is to disclose that ANNs can efficiently
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approximate high-dimensional functions in the case of numerical approxima-
tions of Black-Scholes PDEs. More accurately, Theorem 3.14 below, which is
the main result of this paper, reveals that the number of required parameters
of an ANN to approximate the solution of the Black-Scholes PDE grows at
most polynomially in both the reciprocal of the prescribed approximation
accuracy ε > 0 and the PDE dimension d ∈ N and we thereby prove, for
the first time, that ANNs do indeed resolve the curse of dimensionality in
the numerical approximation of Black-Scholes PDEs. To illustrate the main
result of this article (Theorem 3.14 in Subsection 3.6 below), we now present
in the following theorem a special case of Theorem 3.14 below.
Theorem 1.1. Let T, c ∈ (0,∞), for every d ∈ N let ‖·‖Rd : Rd → [0,∞) be
the d-dimensional Euclidean norm and let |||·|||HS(Rd,Rd) : Rd×d → [0,∞) be the
Hilbert-Schmidt norm on Rd×d, let Ad ∈ C(Rd,Rd), d ∈ N, and a ∈ C(R,R)
be functions which satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
Ad(x) = (a(x1), a(x2), . . . , a(xd)), let ϕd : R
d → R, d ∈ N, be continuous
functions, let µd : R
d → Rd, d ∈ N, and σd : Rd → Rd×d, d ∈ N, be functions
which satisfy for all d ∈ N, x, y ∈ Rd, λ ∈ R that
µd(λx+ y) + λµd(0) = λµd(x) + µd(y), (1)
σd(λx+ y) + λσd(0) = λσd(x) + σd(y), (2)
and ‖µd(x)‖Rd + |||σd(x)|||HS(Rd,Rd) ≤ c(1 + ‖x‖Rd), let
N = ∪L∈{2,3,...} ∪(l0,l1,...,lL)∈((NL)×{1})
(×Lk=1(Rlk×lk−1 × Rlk)) , (3)
let P : N → N and R : N → ∪∞d=1C(Rd,R) be the functions which satisfy
for all L ∈ {2, 3, . . .}, (l0, l1, . . . , lL) ∈ ((NL) × {1}), Φ = ((W1, B1), . . . ,
(WL, BL)) = ((W
(i,j)
k )i∈{1,2,...,lk},j∈{1,2,...,lk−1}, (B
(i)
k )i∈{1,2,...,lk})k∈{1,2,...,L} ∈ (×Lk=1
(Rlk×lk−1 × Rlk)), x0 ∈ Rl0, x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N ∩
(0,L) : xk = Alk(Wkxk−1+Bk) thatR(Φ) ∈ C(Rl0,R), (R(Φ))(x0) =WLxL−1
+BL, and P(Φ) =
∑L
k=1 lk(lk−1+ 1), and let (φd,δ)d∈N, δ∈(0,1] ⊆ N satisfy for
all d ∈ N, δ ∈ (0, 1], x ∈ Rd that P(φd,δ) ≤ c dcδ−c, R(φd,δ) ∈ C(Rd,R),
|(R(φd,δ))(x)| ≤ c dc(1 + ‖x‖cRd), and
|ϕd(x)− (R(φd,δ))(x)| ≤ c dc δ (1 + ‖x‖cRd). (4)
Then
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(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and which
satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) = Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ ( ∂
∂x
ud)(t, x)µd(x)
(5)
for (t, x) ∈ (0, T )× Rd and
(ii) for every p ∈ (0,∞) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such
that for all d ∈ N, ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C dC ε−C, R(ψd,ε) ∈
C(Rd,R), and
[∫
[0,1]d
|ud(T, x)− (R(ψd,ε))(x)|p dx
]1/p
≤ ε. (6)
Theorem 1.1 is an immediate consequence of Corollary 3.16 in Subsec-
tion 3.6 below (with r = 1 in the notation of Corollary 3.16). Corollary 3.16,
in turn, follows from Theorem 3.14 (see Subsection 3.6 below). Note that
in Theorem 1.1 above the set N in (3) corresponds to the set of all fully-
connected artifical neural networks (with L+1 layers, L−1 hidden layers, l0
neurons on the input layer, l1 neurons on the first hidden layer, l2 neurons on
the second hidden layer, ..., lL−1 neurons on the (L−1)-th hidden layer, and
lL = 1 neurons on the output layer). Moreover, observe that the function a in
Theorem 1.1 is the activation function which is used in the employed artifical
neural networks in Theorem 1.1 and observe that the functions Ad, d ∈ N,
are the multidimensional versions associated to the activation function a. In
addition, note that for every artifical neural network Φ ∈ N in Theorem 1.1 it
holds that P(Φ) is the number of parameters used in the artifical neural net-
work Φ and note that for every artifical neural network Φ ∈ N in Theorem 1.1
it holds that R(Φ) is the mathematical function associated to the artifical
neural network Φ (the realization associated to the artifical neural network
Φ). In Section 4 below we apply Theorem 1.1 above and Theorem 3.14 be-
low, respectively, to the Black-Scholes derivative pricing PDE with different
payoff functions. More specifically, in Subsection 4.3 we apply Theorem 3.14
in the case of basket call options (cf. Proposition 4.7), in Subsection 4.4 we
apply Theorem 3.14 in the case of basket put options (cf. Proposition 4.9),
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in Subsection 4.5 we apply Theorem 3.14 in the case of call on max options
(cf. Proposition 4.13), and in Subsection 4.6 we apply Theorem 3.14 in the
case of call on min options (cf. Proposition 4.13). Our proofs of Theorem 1.1
and Theorem 3.14, respectively, are based on probabilistic arguments. More
formally, our proofs of Theorem 1.1 and Theorem 3.14, respectively, employ
– besides other arguments – the Feynman-Kac formula for viscosity solutions
of Kolmogorov PDEs (cf. Proposition 2.22 in Subsection 2.5 below, (217)
in the proof of Proposition 3.4 in Subsection 3.2 below, and, e.g., Hairer et
al. [31, Corollary 4.17]), Monte-Carlo approximations for the expected value
in the Feynman-Kac formula (cf. Corollary 2.5 in Subsection 2.1 below and
(226) in the proof of Proposition 3.4 in Subsection 3.2 below), the fact that
the solution of the associated stochastic differential equation (SDE) depends
affine linearly on the initial value (cf. Proposition 2.20 in Subsection 2.4 be-
low and (213) in the proof of Proposition 3.4 in Subsection 3.2 below) since
the considered SDE is affine linear, and an argument to prove the existence of
a random realization with the desired approximation properties (cf. Propo-
sition 3.3 in Subsection 3.1 below and (230) in the proof of Proposition 3.4
in Subsection 3.2 below) on the artifical probability space which we employ
in our proof of Theorem 1.1 and Theorem 3.14, respectively.
The remainder of this article is organized as follows. In Section 2 we sup-
ply several auxiliary results on Monte Carlo approximations (Subsection 2.1),
affine functions (Subsection 2.2), SDEs (Subsections 2.3–2.4), and viscosity
solutions for PDEs (Subsection 2.5). These auxiliary results are then used
in Section 3 to establish the approximation result for ANNs illustrated in
Theorem 1.1 above. In particular, we prove in Theorem 3.14 in Section 3 the
main result approximation result of this article. In Section 4 we illustrate
the application of Theorem 3.14 in the case of the Black-Scholes PDE with
different payoff functions.
2 Probabilistic and analytic preliminaries
In this section we provide several basic and in parts well-known auxiliary re-
sults on Monte Carlo approximations (Subsection 2.1), affine functions (Sub-
section 2.2), SDEs (Subsections 2.3–2.4), and viscosity solutions for PDEs
(Subsection 2.5).
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2.1 Monte Carlo approximations
In this subsection we employ Kahane-Khintchine-type estimates from the lit-
erature (cf., e.g., Hyto¨nen et al. [41, Theorem 6.2.4 in Subsection 6.2b]) to
present the known Lp-Monte Carlo estimate in Corollary 2.5 below. Corol-
lary 2.5 is an immediate consequence of Lemma 2.2 and Proposition 2.4
below. Lemma 2.2, in turn, follows from Hyto¨nen et al. [41, Theorem 6.2.4
in Subsection 6.2b] and Proposition 2.4 is, e.g., proved as Corollary 5.12 in
Cox et al. [15]. To simplify the accessibility of Proposition 2.4 and Corol-
lary 2.5 below, we include in this subsection also the statement and the proof
of the well-known L2-Monte Carlo error analysis in Lemma 2.3 below.
Definition 2.1. Let p, q ∈ (0,∞). Then we denote by Kp,q ∈ [0,∞] the
extended real number given by
Kp,q =
sup


c ∈ [0,∞) :


∃R-Banach space (E, ‖·‖E) :
∃ probability space (Ω,F ,P) :
∃P-Rademacher family rj : Ω→ {−1, 1}, j ∈ N :
∃ k ∈ N : ∃ x1, x2, . . . , xk ∈ E\{0} :(
E
[‖∑kj=1 rjxj‖pE])1/p = c(E[‖∑kj=1 rjxj‖qE])1/q




(7)
and we call Kp,q the (p, q)-Kahane-Khintchine constant.
Lemma 2.2. For every p ∈ [2,∞) let Kp,2 be the (p, 2)-Kahane-Khintchine
constant (cf. Definition 2.1). Then it holds for all p ∈ [2,∞) that
Kp,2 ≤
√
p− 1. (8)
Proof of Lemma 2.2. Throughout this proof let (E, ‖·‖E) be a R-Banach
space, let (Ω,F ,P) be a probability space, let rj : Ω → {−1, 1}, j ∈ N,
be independent random variables which satisfy for all j ∈ N that
P(rj = −1) = P(rj = 1) = 1
2
, (9)
and let k ∈ N, x1, x2, . . . , xk ∈ E\{0}. Note that Hyto¨nen et al. [41, Theorem
6.2.4 in Subsection 6.2b] (with X = E, q = p, p = 2 for p ∈ [2,∞) in the
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notation of [41, Theorem 6.2.4]) implies that for all p ∈ [2,∞) it holds that
(
E
[‖∑kj=1 rjxj‖pE])1/p ≤ (p− 1)1/2 (E[‖∑kj=1 rjxj‖2E])1/2 . (10)
Combining this with (7) and the fact that E
[‖∑kj=1 rjxj‖2E] > 0 ensures that
for all p ∈ [2,∞) it holds that Kp,2 ≤ (p− 1)1/2. The proof of Lemma 2.2 is
thus completed.
Lemma 2.3. Let n ∈ N, let (Ω,F ,P) be a probability space, and let Xi : Ω→
R, i ∈ {1, 2, . . . , n}, be i.i.d. random variables with E[|X1|] < ∞. Then it
holds that(
E
[|E[X1]− 1n(∑ni=1Xi)|2])1/2 = n−1/2 (E[|X1 − E[X1]|2 ])1/2 . (11)
Proof of Lemma 2.3. Note that the fact that for all independent random
variables Y, Z : Ω→ R with E[|Y |+ |Z|] <∞ it holds that E[|Y Z|] <∞ and
E[Y Z] = E[Y ]E[Z] (cf., e.g., Klenke [46, Theorem 5.4]) and the hypothesis
that Xi : Ω→ R, i ∈ {1, 2, . . . , n}, are i.i.d. random variables assure that
E
[∣∣E[X1]− 1n(∑ni=1Xi)∣∣2]
= E
[∣∣ 1
n
(∑n
i=1 E[X1]−Xi
)∣∣2]
= 1
n2
E
[∣∣∑n
i=1E[Xi]−Xi
∣∣2]
= 1
n2
[∑n
i,j=1E[(E[Xi]−Xi)(E[Xj ]−Xj)]
]
= 1
n2
[
n∑
i=1
E
[|E[Xi]−Xi|2]
]
+ 1
n2
[
n∑
i,j=1,i 6=j
E
[
(E[Xi]−Xi)(E[Xj ]−Xj)
]]
= 1
n2
(
nE
[|E[X1]−X1|2]) = n−1E[|X1 − E[X1]|2].
(12)
The proof of Lemma 2.3 is thus completed.
Proposition 2.4. Let p ∈ [2,∞), d, n ∈ N, let ‖·‖ : Rd → [0,∞) be
the d-dimensional Euclidean norm, let Kp,2 ∈ (0,∞) be the (p, 2)-Kahane-
Khintchine constant (cf. Definition 2.1), let (Ω,F ,P) be a probability space,
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and let Xi : Ω → Rd, i ∈ {1, 2, . . . , n}, be i.i.d. random variables with
E
[‖X1‖] <∞. Then it holds that
(
E
[‖E[X1]− 1n(∑ni=1Xi)‖p])1/p ≤ 2Kp,2√n (E[‖X1 − E[X1]‖p ])1/p . (13)
Corollary 2.5. Let p ∈ [2,∞), d, n ∈ N, let ‖·‖ : Rd → [0,∞) be the
d-dimensional Euclidean norm, let (Ω,F ,P) be a probability space, and let
Xi : Ω→ Rd, i ∈ {1, 2, . . . , n}, be i.i.d. random variables with E
[‖X1‖] <∞.
Then it holds that
(
E
[‖E[X1]− 1n(∑ni=1Xi)‖p])1/p ≤ 2
[
p− 1
n
]1/2 (
E
[‖X1 − E[X1]‖p ])1/p .
(14)
Proof of Corollary 2.5. Note that Proposition 2.4 and Lemma 2.2 demon-
strate that(
E
[‖E[X1]− 1n(∑ni=1Xi)‖p])1/p ≤ 2Kp,2√n (E[‖X1 − E[X1]‖p ])1/p
≤ 2
√
p− 1√
n
(
E
[‖X1 − E[X1]‖p ])1/p
= 2
[
p− 1
n
]1/2 (
E
[‖X1 − E[X1]‖p ])1/p .
(15)
The proof of Corollary 2.5 is thus completed.
2.2 Properties of affine functions
This subsection recalls in Lemmas 2.6–2.7 and Corollaries 2.8–2.10 a few well-
known properties for affine functions. For the sake of completeness we include
in this subsection also proofs for Lemmas 2.6–2.7 and Corollaries 2.8–2.10.
Lemma 2.6. Let d,m ∈ N, A ∈ Rm×d, b ∈ Rm and let ϕ : Rd → Rm be the
function which satisfies for all x ∈ Rd that
ϕ(x) = Ax+ b. (16)
Then it holds for all x, y ∈ Rd, λ ∈ R that
ϕ(λx+ y) + λϕ(0) = λϕ(x) + ϕ(y). (17)
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Proof of Lemma 2.6. Observe that (16) assures that for all x, y ∈ Rd, λ ∈ R
it holds that
ϕ(λx+ y) + λϕ(0) = A(λx+ y) + b+ λ(A · 0 + b)
= λ(Ax+ b) + Ay + b = λϕ(x) + ϕ(y).
(18)
The proof of Lemma 2.6 is thus completed.
Lemma 2.7. Let d,m ∈ N, e1, e2, . . . , ed ∈ Rd satisfy e1 = (1, 0, . . . , 0), e2 =
(0, 1, 0, . . . , 0), . . ., ed = (0, . . . , 0, 1), let ϕ = (ϕ1, ϕ2, . . . , ϕm) : R
d → Rm be
a function which satisfies for all x, y ∈ Rd, λ ∈ R that
ϕ(λx+ y) + λϕ(0) = λϕ(x) + ϕ(y), (19)
and let A ∈ Rm×d, b ∈ Rm satisfy b = ϕ(0) and
A =


ϕ1(e1)− ϕ1(0) ϕ1(e2)− ϕ1(0) . . . ϕ1(ed)− ϕ1(0)
ϕ2(e1)− ϕ2(0) ϕ2(e2)− ϕ2(0) . . . ϕ2(ed)− ϕ2(0)
...
...
. . .
...
ϕm(e1)− ϕm(0) ϕm(e2)− ϕm(0) . . . ϕm(ed)− ϕm(0)


=
(
ϕ(e1)− ϕ(0)
∣∣∣ϕ(e2)− ϕ(0)∣∣∣ · · · ∣∣∣ϕ(ed)− ϕ(0)
)
.
(20)
Then it holds for all x ∈ Rd that
ϕ(x) = Ax+ b. (21)
Proof of Lemma 2.7. First, note that (19) implies that for all x, y ∈ Rd,
λ ∈ R it holds that
ϕ(λx+ y) = λ(ϕ(x)− ϕ(0)) + ϕ(y). (22)
This, induction, and (20) assure that for all x = (x1, x2, . . . , xd) ∈ Rd it holds
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that
ϕ(x) = ϕ
(
d∑
i=1
xiei
)
= ϕ
(
x1e1 +
d∑
i=2
xiei
)
= x1(ϕ(e1)− ϕ(0)) + ϕ
(
d∑
i=2
xiei
)
=
[
min{1,d}∑
i=1
xi(ϕ(ei)− ϕ(0))
]
+ ϕ
(
d∑
i=min{1,d}+1
xiei
)
=

min{2,d}∑
i=1
xi(ϕ(ei)− ϕ(0))

+ ϕ
(
d∑
i=min{2,d}+1
xiei
)
= . . .
=
[
min{d,d}∑
i=1
xi(ϕ(ei)− ϕ(0))
]
+ ϕ
(
d∑
i=min{d,d}+1
xiei
)
=
[
d∑
i=1
xi(ϕ(ei)− ϕ(0))
]
+ ϕ(0)
= Ax+ b.
(23)
The proof of Lemma 2.7 is thus completed.
Corollary 2.8. Let d,m ∈ N and let ϕ : Rd → Rm be a function. Then the
following two statements are equivalent:
(i) There exist A ∈ Rm×d, b ∈ Rm such that for all x ∈ Rd it holds that
ϕ(x) = Ax+ b. (24)
(ii) It holds for all x, y ∈ Rd, λ ∈ R that
ϕ(λx+ y) + λϕ(0) = λϕ(x) + ϕ(y). (25)
Proof of Corollary 2.8. Note that Lemma 2.6 establishes that ((i) ⇒ (ii)).
In addition, observe that Lemma 2.7 demonstrates that ((ii) ⇒ (i)). The
proof of Corollary 2.8 is thus completed.
Corollary 2.9. Let d,m ∈ N, let ϕ : Rd → Rm be a function which satisfies
for all x, y ∈ Rd, λ ∈ R that
ϕ(λx+ y) + λϕ(0) = λϕ(x) + ϕ(y), (26)
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and for every k ∈ N let ‖·‖Rk : Rk → [0,∞) be the k-dimensional Euclidean
norm. Then there exists c ∈ [0,∞) such that for all x, y ∈ Rd it holds that
‖ϕ(x)‖Rm ≤ c(1 + ‖x‖Rd) and ‖ϕ(x)− ϕ(y)‖Rm ≤ c ‖x− y‖Rd . (27)
Proof of Corollary 2.9. Throughout this proof let A ∈ Rm×d, b ∈ Rm satisfy
for all x ∈ Rd that
ϕ(x) = Ax+ b (28)
(cf. Corollary 2.8) and let c ∈ [0,∞) be given by
c = max
{[
supv∈Rd\{0}
‖Av‖
Rm
‖v‖
Rd
]
, ‖b‖Rm
}
. (29)
Note that (28) and (29) assure that for all x ∈ Rd it holds that
‖ϕ(x)‖Rm = ‖Ax+ b‖Rm ≤ ‖Ax‖Rm + ‖b‖Rm
≤
[
supv∈Rd\{0}
‖Av‖
Rm
‖v‖
Rd
]
‖x‖Rd + ‖b‖Rm ≤ c(‖x‖Rd + 1).
(30)
Furthermore, observe that (28) and (29) imply that for all x, y ∈ Rd it holds
that
‖ϕ(x)− ϕ(y)‖Rm = ‖(Ax+ b)− (Ay + b)‖Rm = ‖A(x− y)‖Rm
≤
[
supv∈Rd\{0}
‖Av‖
Rm
‖v‖
Rd
]
‖x− y‖Rd
≤ c ‖x− y‖
Rd
.
(31)
Combining this and (30) establishes (27). The proof of Corollary 2.9 is thus
completed.
Corollary 2.10. Let d, k,m ∈ N, let σ : Rd → Rk×m be a function which
satisfies for all x, y ∈ Rd, λ ∈ R that
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (32)
let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm, and let |||·||| :
Rk×m → [0,∞) be the Hilbert-Schmidt norm on Rk×m. Then there exists
c ∈ [0,∞) such that for all x, y ∈ Rd it holds that
|||σ(x)||| ≤ c(1 + ‖x‖) and |||σ(x)− σ(y)||| ≤ c ‖x− y‖ . (33)
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Proof of Corollary 2.10. Throughout this proof for every d ∈ N let ‖·‖Rd : Rd
→ [0,∞) be the d-dimensional Euclidean norm, let e1, e2, . . . , em ∈ Rm satisfy
e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . ., em = (0, . . . , 0, 1), and let ϕ : R
d →
R(mk) be the function which satisfies for all x ∈ Rd that
ϕ(x) =


(σ(x))e1
(σ(x))e2
. . .
(σ(x))em

 . (34)
Note that (32) and (34) ensure that for all x, y ∈ Rd, λ ∈ R it holds that
ϕ(λx+ y) + λϕ(0) =


(σ(λx+ y))e1
(σ(λx+ y))e2
. . .
(σ(λx+ y))em

+ λ


(σ(0))e1
(σ(0))e2
. . .
(σ(0))em


=


(σ(λx+ y))e1 + λ(σ(0))e1
(σ(λx+ y))e2 + λ(σ(0))e2
. . .
(σ(λx+ y))em + λ(σ(0))em

 =


[σ(λx+ y) + λσ(0)] e1
[σ(λx+ y) + λσ(0)] e2
. . .
[σ(λx+ y) + λσ(0)] em


=


[λσ(x) + σ(y)] e1
[λσ(x) + σ(y)] e2
. . .
[λσ(x) + σ(y)] em

 = λ


(σ(x))e1
(σ(x))e2
. . .
(σ(x))em

+


(σ(y))e1
(σ(y))e2
. . .
(σ(y))em

 = λϕ(x) + ϕ(y).
(35)
This and Corollary 2.9 (with d = d, m = mk, ϕ = ϕ in the notation of
Corollary 2.9) imply that there exists c ∈ [0,∞) such that for all x, y ∈ Rd
it holds that
‖ϕ(x)‖R(mk) ≤ c(1+‖x‖Rd) and ‖ϕ(x)− ϕ(y)‖R(mk) ≤ c ‖x− y‖Rd . (36)
Furthermore, note that for all x, y ∈ Rd it holds that
|||σ(x)|||2 =
m∑
j=1
‖[σ(x)]ej‖2Rk = ‖ϕ(x)‖2R(mk) (37)
and
|||σ(x)− σ(y)|||2 =
m∑
j=1
‖[σ(x)− σ(y)]ej‖2Rk = ‖ϕ(x)− ϕ(y)‖2R(mk) . (38)
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Combining this with (36) ensures that for all x, y ∈ Rd it holds that
|||σ(x)||| = ‖ϕ(x)‖R(mk) ≤ c(1 + ‖x‖Rd) (39)
and
|||σ(x)− σ(y)||| = ‖ϕ(x)− ϕ(y)‖R(mk) ≤ c ‖x− y‖Rd . (40)
The proof of Corollary 2.10 is thus completed.
2.3 A priori estimates for solutions of stochastic dif-
ferential equations
In this subsection we establish in Proposition 2.14 below an elementary a pri-
ori estimate for solutions of SDEs with at most linearly growing coefficient
functions (see (50) in Proposition 2.14 below for details). Our proof of Propo-
sition 2.14 employs the Gronwall integral inequality (see Lemma 2.11 below),
a special case of Minkowksi’s integral inequality (see Lemma 2.12 below),
and the Burkholder-Davis-Gundy type inequality in Da Prato & Zabczyk
[19, Lemma 7.7] (see Lemma 2.13 below). For the sake of completeness we
include in this subsection also the proof of Lemma 2.11. Lemma 2.12 follows,
e.g., from Garling [28, Corollary 5.4.2] or Jentzen & Kloeden [42, Corollary
A.1 in Appendix A]. Lemma 2.13 is, e.g., proved as Lemma 7.7 in Da Prato
& Zabczyk [19].
Lemma 2.11. Let α, β, T ∈ [0,∞) and let f : [0, T ]→ R be a B([0, T ])/B(R)-
measurable function which satisfies for all t ∈ [0, T ] that ∫ T
0
|f(s)| ds < ∞
and
f(t) ≤ α+ β
∫ t
0
f(s) ds. (41)
Then it holds for all t ∈ [0, T ] that
f(t) ≤ αeβt. (42)
Proof of Lemma 2.11. Throughout this proof assume w.l.o.g. that T > 0 and
let u : [0, T ]→ R be the function which satisfies for all t ∈ [0, T ] that
u(t) = α + β
∫ t
0
f(s) ds. (43)
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Observe that (41) and (43) imply that for all t ∈ [0, T ] it holds that
f(t) ≤ u(t). (44)
Next note that (43) and the assumption that
∫ T
0
|f(s)| ds <∞ assure that u
is absolutely continuous and that for Lebesgue-almost all t ∈ [0, T ] it holds
that
u′(t) = βf(t) (45)
(cf., e.g., Jones [43, Page 550 in Section E in Chapter 16]). This, the inte-
gration by parts formula for absolutely continuous functions (cf., e.g., Jones
[43, Page 553 in Section F in Chapter 16]), (43), and (44) imply that for all
t ∈ [0, T ] it holds that
u(t)e−βt = u(0)e0 +
∫ t
0
[
u′(s)e−βs + u(s) d
ds
(e−βs)
]
ds
= α +
∫ t
0
[
βf(s)e−βs + u(s)(−β)e−βs] ds
= α +
∫ t
0
βe−βs [f(s)− u(s)] ds ≤ α.
(46)
Combining this and (44) assures that for all t ∈ [0, T ] it holds that
f(t) ≤ u(t) = u(t)e−βteβt ≤ αeβt. (47)
The proof of Lemma 2.11 is thus completed.
Lemma 2.12 (Moments of pathwise integrals). Let T ∈ (0,∞), p ∈ [1,∞),
let (Ω,F ,P) be a probability space, and let X : [0, T ] × Ω → [0,∞) be a
(B([0, T ])⊗F)/B([0,∞))-measurable function. Then it holds for all t ∈ [0, T ]
that (
E
[∣∣ ∫ t
0
Xs ds
∣∣p])1/p ≤ ∫ t
0
(
E
[|Xs|p])1/p ds. (48)
Lemma 2.13. Let d,m ∈ N, p ∈ [2,∞), T ∈ (0,∞), let ‖·‖ : Rd → [0,∞)
be the d-dimensional Euclidean norm, let |||·||| : Rd×m → [0,∞) be the Hilbert-
Schmidt norm on Rd×m, let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space
which fulfils the usual conditions, let W : [0, T ] × Ω → Rm be a standard
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(Ft)t∈[0,T ]-Brownian motion, and let X : [0, T ]×Ω→ Rd×m be an (Ft)t∈[0,T ]-
predictable stochastic process which satisfies P
( ∫ T
0
|||Xs|||2 ds <∞
)
= 1. Then
it holds for all t ∈ [0, T ], s ∈ [0, t] that
(
E
[∥∥∥∥
∫ t
s
Xr dWr
∥∥∥∥
p])1/p
≤
[
p(p− 1)
2
]1/2 [∫ t
s
(
E[|||Xr|||p]
)2/p
dr
]1/2
. (49)
Proposition 2.14. Let d,m ∈ N, p ∈ [2,∞), T,m1,m2, s1, s2 ∈ [0,∞),
ξ ∈ Rd, let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm, let
|||·||| : Rd×m → [0,∞) be the Hilbert-Schmidt norm on Rd×m, let (Ω,F ,P,
(Ft)t∈[0,T ]) be a filtered probability space which fulfils the usual conditions, let
W : [0, T ]×Ω→ Rm be a standard (Ft)t∈[0,T ]-Brownian motion, let µ : Rd →
Rd be B(Rd)/B(Rd)-measurable, let σ : Rd → Rd×m be B(Rd)/B(Rd×m)-mea-
surable, assume for all x ∈ Rd that
‖µ(x)‖ ≤ m1 +m2 ‖x‖ and |||σ(x)||| ≤ s1 + s2 ‖x‖ , (50)
and let X : [0, T ] × Ω → Rd be an (Ft)t∈[0,T ]-adapted stochastic process with
continuous sample paths which satisfies that for all t ∈ [0, T ] it holds P-a.s.
that
Xt = ξ +
∫ t
0
µ(Xs) ds+
∫ t
0
σ(Xs) dWs. (51)
Then it holds for all t ∈ [0, T ] that
(
E
[‖Xt‖p])1/p
≤
√
2
(
‖ξ‖+m1T + s1
√
p(p−1)T
2
)
exp
([
m2
√
T + s2
√
p(p−1)
2
]2
t
)
≤
√
2
(
‖ξ‖+m1T + s1p
√
T
)
exp
([
m2
√
T + s2p
]2
t
)
.
(52)
Proof of Proposition 2.14. Throughout this proof assume w.l.o.g. that T > 0
and let τn : Ω→ [0, T ], n ∈ N, be the functions which satisfy for every n ∈ N
that
τn = inf({t ∈ [0, T ] : ‖Xt‖ > n} ∪ {T}). (53)
Note that the hypothesis that X : [0, T ] × Ω → Rd is an (Ft)t∈[0,T ]-adapted
stochastic process with continuous sample paths ensures that for all t ∈ (0, T ],
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n ∈ N it holds that
{τn < t} = {∃ s ∈ [0, t) : ‖Xs‖ > n}
= {∃ s ∈ [0, t) ∩Q : ‖Xs‖ > n}
=
(∪s∈[0,t)∩Q{‖Xs‖ > n}) ∈ Ft.
(54)
This demonstrates that for all t ∈ [0, T ), r ∈ (t, T ], n ∈ N it holds that
{τn ≤ t} =
(∩k∈N{τn < t+ 1k}) = (∩k∈N, t+1/k≤r{τn < t+ 1k}) ∈ Fr. (55)
The hypothesis that (Ω,F ,P, (Ft)t∈[0,T ]) fulfils the usual conditions hence
ensures that for all t ∈ [0, T ), n ∈ N it holds that {τn ≤ t} ∈ F+t = Ft.
Therefore, we obtain that for all n ∈ N it holds that τn is an (Ft)t∈[0,T ]-
stopping time. Moreover, observe that (51) and the triangle inequality assure
that for all t ∈ [0, T ], n ∈ N it holds that
(
E
[‖Xmin{t,τn}‖p])1/p ≤ ‖ξ‖+
(
E
[∥∥∥∥∥
∫ min{t,τn}
0
µ(Xs) ds
∥∥∥∥∥
p ])1/p
+
(
E
[∥∥∥∥∥
∫ min{t,τn}
0
σ(Xs) dWs
∥∥∥∥∥
p ])1/p
.
(56)
Next note that Lemma 2.12, (50), and the triangle inequality demonstrate
that for all t ∈ [0, T ], n ∈ N it holds that(
E
[∥∥∥∥∥
∫ min{t,τn}
0
µ(Xs) ds
∥∥∥∥∥
p ])1/p
≤
(
E
[∣∣∣∣∣
∫ min{t,τn}
0
‖µ(Xs)‖ ds
∣∣∣∣∣
p ])1/p
≤
∫ t
0
(
E
[‖µ(Xs)‖p1{s≤τn}])1/p ds
≤
∫ t
0
(
E
[‖µ(Xmin{s,τn})‖p])1/p ds
≤
∫ t
0
(
E
[(
m1 +m2‖Xmin{s,τn}‖
)p])1/p
ds
≤
∫ t
0
[
m1 +m2
(
E
[‖Xmin{s,τn}‖p])1/p] ds
= m1t +m2
(∫ t
0
(
E
[‖Xmin{s,τn}‖p])1/p ds
)
.
(57)
17
The Cauchy-Schwarz inequality hence proves that for all t ∈ [0, T ], n ∈ N it
holds that(
E
[∥∥∥∥∥
∫ min{t,τn}
0
µ(Xs) ds
∥∥∥∥∥
p ])1/p
≤ m1T +m2
[∫ t
0
12 ds
]1/2 [∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]1/2
≤ m1T +m2
√
T
[∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]1/2
.
(58)
Moreover, note that the hypothesis that X : [0, T ]×Ω→ Rd is an (Ft)t∈[0,T ]-
adapted stochastic process with continuous sample paths shows thatX : [0, T ]
× Ω → Rd is an (Ft)t∈[0,T ]-predictable stochastic process. The fact that for
every n ∈ N it holds that ([0, T ] × Ω ∋ (t, ω) 7→ 1{t≤τn(ω)} ∈ {0, 1}) is
an (Ft)t∈[0,T ]-predictable stochastic process (cf., e.g., Kallenberg [44, Lemma
22.1]) and the hypothesis that σ : Rd → Rd×m is a B(Rd)/B(Rd×m)-measurable
function hence ensure that for every n ∈ N it holds that
([0, T ]× Ω ∋ (t, ω) 7→ σ(Xt(ω))1{t≤τn(ω)} ∈ Rd×m) (59)
is an (Ft)t∈[0,T ]-predictable stochastic process. Combining this, (50), and (53)
with the hypothesis that X : [0, T ] × Ω → Rd has continuous sample paths
demonstrates that for all n ∈ N ∩ (‖ξ‖,∞) it holds that
∫ T
0
∣∣∣∣∣∣σ(Xs)1{s≤τn}∣∣∣∣∣∣2 ds ≤ T
[
sup
s∈[0,τn]
|||σ(Xs)|||2
]
≤ T
[
sup
s∈[0,τn]
[
(s1 + s2‖Xs‖)2
]]
≤ T (s1 + s2n)2 <∞.
(60)
Lemma 2.13, (59), (50), and the triangle inequality therefore establish that
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for all t ∈ [0, T ], n ∈ N ∩ (‖ξ‖,∞) it holds that
(
E
[∥∥∥∥∥
∫ min{t,τn}
0
σ(Xs) dWs
∥∥∥∥∥
p ])1/p
=
(
E
[∥∥∥∥
∫ t
0
σ(Xs)1{s≤τn} dWs
∥∥∥∥
p ])1/p
≤
√
p(p−1)
2
(∫ t
0
(
E
[|||σ(Xs)|||p1{s≤τn}])2/p ds
)1/2
≤
√
p(p−1)
2
(∫ t
0
(
E
[|||σ(Xmin{s,τn})|||p])2/p ds
)1/2
≤
√
p(p−1)
2
(∫ t
0
(
E
[(
s1 + s2
∥∥Xmin{s,τn}∥∥ )p])2/p ds
)1/2
≤
√
p(p−1)
2
(∫ t
0
(
s1 + s2
(
E
[‖Xmin{s,τn}‖p])1/p)2 ds
)1/2
≤
√
p(p−1)
2
(
s1
[∫ t
0
12 ds
]1/2
+ s2
[∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]1/2)
≤ s1
√
p(p−1)T
2
+ s2
√
p(p−1)
2
[∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]1/2
.
(61)
Combining this, (56), and (58) proves that for all t ∈ [0, T ], n ∈ N∩ (‖ξ‖,∞)
it holds that(
E
[‖Xmin{t,τn}‖p])1/p
≤ ‖ξ‖+m1T + s1
√
p(p−1)T
2
+
(
m2
√
T + s2
√
p(p−1)
2
)[∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]1/2
.
(62)
The fact that for all x, y ∈ R it holds that |x + y|2 ≤ 2(x2 + y2) therefore
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demonstrates that for all t ∈ [0, T ], n ∈ N ∩ (‖ξ‖,∞) it holds that
(
E
[‖Xmin{t,τn}‖p])2/p
≤ 2
[
‖ξ‖+m1T + s1
√
p(p−1)T
2
]2
+ 2
[
m2
√
T + s2
√
p(p−1)
2
]2 [∫ t
0
(
E
[‖Xmin{s,τn}‖p])2/p ds
]
.
(63)
Next note that (53) ensures for all n ∈ N ∩ (‖ξ‖,∞) that
∫ T
0
(
E
[‖Xmin{s,τn}‖p])2/p ds ≤
∫ T
0
(
E
[
np
])2/p
ds = Tn2 <∞. (64)
Combining this and (63) with Lemma 2.11 (with α = 2
[‖ξ‖ + m1T + s1√
p(p− 1)T/2]2, β = 2[m2√T + s2√p(p− 1)/2]2, T = T , f = ([0, T ] ∋
t 7→ (E[‖Xmin{t,τn}‖p])2/p ∈ R) in the notation of Lemma 2.11) demonstrates
that for all t ∈ [0, T ], n ∈ N ∩ (‖ξ‖,∞) it holds that
(
E
[‖Xmin{t,τn}‖p])2/p
≤ 2
[
‖ξ‖+m1T + s1
√
p(p−1)T
2
]2
exp
(
2
[
m2
√
T + s2
√
p(p−1)
2
]2
t
)
.
(65)
Therefore, we obtain that for all t ∈ [0, T ], n ∈ N ∩ (‖ξ‖,∞) it holds that
(
E
[‖Xmin{t,τn}‖p])1/p
≤
√
2
[
‖ξ‖+m1T + s1
√
p(p−1)
2
√
T
]
exp
([
m2
√
T + s2
√
p(p−1)
2
]2
t
)
.
(66)
Furthermore, observe that (53) and the fact that X : [0, T ] × Ω → Rd is a
stochastic process with continuous sample paths ensure that for all t ∈ [0, T ]
it holds that limn→∞min{t, τn} = t. Therefore, we obtain that for all t ∈
[0, T ] it holds that
‖Xt‖ = ‖X(limn→∞min{t,τn})‖ = ‖ lim
n→∞
Xmin{t,τn}‖ = lim
n→∞
‖Xmin{t,τn}‖. (67)
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Fatou’s Lemma and (66) hence imply for all t ∈ [0, T ] that
(
E
[‖Xt‖p])1/p = (E[ lim
n→∞
‖Xmin{t,τn}‖p
])1/p
≤
(
lim inf
n→∞
E
[‖Xmin{t,τn}‖p])1/p ≤ sup
n∈N∩(‖ξ‖,∞)
(
E
[‖Xmin{t,τn}‖p])1/p
≤
√
2
[
‖ξ‖+m1T + s1
√
p(p−1)
2
√
T
]
exp
([
m2
√
T + s2
√
p(p−1)
2
]2
t
)
.
(68)
The fact that
√
p(p−1)
2
≤√p2 − p ≤√p2 = p therefore establishes (52). The
proof of Proposition 2.14 is thus completed.
2.4 Stochastic differential equations with affine coeffi-
cient functions
In this subsection we establish in Proposition 2.20 elementary regularity
properties for SDEs with affine coefficient functions. Our proof of Propo-
sition 2.20, roughly speaking, employs the elementary results in Lemma 2.15
and Proposition 2.17 (which are, loosely speaking, alleviated versions of
Proposition 2.20), the well-known fact that modifications of continuous stoch-
astic processes are indistinguishable (cf. Lemma 2.16 below), the well-known
fact that a modification of an adapted stochastic process is an adapted
stochastic process (see Lemma 2.18 below for details), and a version of the
Kolmogorov-Chentsov theorem (see Lemma 2.19 below for details). Results
similar to Lemma 2.19 can, e.g., be found in Cox et al. [14, Theorem 3.5
in Subsection 3.1] and Mittmann & Steinwart [55, Theorem 2.1 in Section
2]. For the sake of completeness we include in this subsection also proofs for
Lemmas 2.16 and 2.18.
Lemma 2.15. Let d ∈ N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered
probability space which fulfils the usual conditions, let W : [0, T ]×Ω→ Rd be
a standard (Ft)t∈[0,T ]-Brownian motion, let µ : R
d → Rd and σ : Rd → Rd×d
be functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y) (69)
and
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (70)
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and let Xx : [0, T ] × Ω → Rd, x ∈ Rd, be (Ft)t∈[0,T ]-adapted stochastic
processes with continuous sample paths which satisfy that for all x ∈ Rd,
t ∈ [0, T ] it holds P-a.s. that
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs. (71)
Then it holds for all t ∈ [0, T ], x, y ∈ Rd, λ ∈ R that
P
(
Xλx+yt + λX
0
t = λX
x
t +X
y
t
)
= 1. (72)
Proof of Lemma 2.15. Throughout this proof let x, y ∈ Rd, λ ∈ R and let
Y : [0, T ]×Ω→ Rd be the stochastic process which satisfies for all t ∈ [0, T ]
that
Yt = λ(X
x
t −X0t ) +Xyt . (73)
Note that the hypothesis that for all z ∈ Rd it holds that Xz : [0, T ]× Ω →
Rd is an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths
assures that Y is an (Ft)t∈[0,T ]-adapted stochastic process with continuous
sample paths. Moreover, observe that (71) and (73) ensure that for all t ∈
[0, T ] it holds P-a.s. that
Yt = λ(X
x
t −X0t ) +Xyt
= λ
([
x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs
]
−
[
0 +
∫ t
0
µ(X0s ) ds+
∫ t
0
σ(X0s ) dWs
])
+
[
y +
∫ t
0
µ(Xys ) ds+
∫ t
0
σ(Xys ) dWs
]
= λx+ y +
∫ t
0
[λ (µ(Xxs )− µ(X0s )) + µ(Xys )] ds
+
∫ t
0
[λ (σ(Xxs )− σ(X0s )) + σ(Xys )] dWs.
(74)
In addition, note that (69) and (70) ensure that for all ν ∈ {µ, σ}, a, b, c ∈ Rd,
λ ∈ R it holds that
λ (ν(a)− ν(b)) + ν(c) = λν(a) + ν(c)− λν(b)
= ν(λa + c) + λν(0)− λν(b)
= (−λ)ν(b) + ν(λa + c) + λν(0)
= ν((−λ)b+ λa + c) + (−λ)ν(0) + λν(0)
= ν(λ(a− b) + c).
(75)
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Combining this with (74) implies that for all t ∈ [0, T ] it holds P-a.s. that
Yt = λx+ y +
∫ t
0
µ
(
λ(Xxs −X0s ) +Xys
)
ds
+
∫ t
0
σ
(
λ(Xxs −X0s ) +Xys
)
dWs
= λx+ y +
∫ t
0
µ(Ys) ds+
∫ t
0
σ(Ys) dWs.
(76)
The fact that for all t ∈ [0, T ] it holds P-a.s. that
Xλx+yt = λx+ y +
∫ t
0
µ(Xλx+ys ) ds+
∫ t
0
σ(Xλx+ys ) dWs, (77)
Corollary 2.9, Corollary 2.10, and, e.g., Da Prato & Zabczyk [19, Item (i) in
Theorem 7.4] (cf., e.g., Klenke [46, Theorem 26.8]) hence demonstrate that
for all t ∈ [0, T ] it holds that
P
(
Xλx+yt = Yt
)
= 1. (78)
This and (73) imply that for all t ∈ [0, T ] it holds that
P
(
Xλx+yt + λX
0
t = λX
x
t +X
y
t
)
= P
(
Xλx+yt = λ(X
x
t −X0t ) +Xyt
)
= P
(
Xλx+yt = Yt
)
= 1.
(79)
The proof of Lemma 2.15 is thus completed.
Lemma 2.16 (Modifications of continuous random fields are indistinguish-
able). Let d ∈ N, let (E, δ) be a separable metric space, let (Ω,F ,P) be a
probability space, let X, Y : E × Ω → Rd be random fields, assume for all
ω ∈ Ω that
(E ∋ e 7→ Xe(ω) ∈ Rd), (E ∋ e 7→ Ye(ω) ∈ Rd) ∈ C(E,Rd), (80)
and assume for all e ∈ E that P(Xe = Ye) = 1. Then
(i) it holds that {∀ e ∈ E : Xe = Ye} ∈ F and
(ii) it holds that P(∀ e ∈ E : Xe = Ye) = 1.
Proof of Lemma 2.16. Throughout this proof assume w.l.o.g. that E 6= ∅, let
(en)n∈N ⊆ E satisfy that
{en ∈ E : n ∈ N} = E, (81)
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and let N ⊆ Ω satisfy that
N = ∪n∈N{Xen 6= Yen}. (82)
Note that the fact that X and Y are random fields assures that for all e ∈ E
it holds that
{Xe = Ye} = {Xe − Ye = 0} ∈ F . (83)
Hence, we obtain that
(∩n∈N{Xen = Yen}) ∈ F . (84)
Combining this and (82) implies that
N = [Ω\ (∩n∈N{Xen = Yen})] ∈ F . (85)
Moreover, observe that the hypothesis that for all e ∈ E it holds that P(Xe =
Ye) = 1 ensures that for all n ∈ N it holds that P(Xen 6= Yen) = 0. Therefore,
we obtain that
P(N ) ≤
∞∑
n=1
P(Xen 6= Yen) = 0. (86)
Next note that (81) implies that for every v ∈ E there exists a strictly
increasing function nv : N → N such that lim supk→∞ δ(env(k), v) = 0. Com-
bining this with (80) ensures that for every v ∈ E there exists a strictly
increasing function nv : N→ N such that for every ω ∈ {∀ k ∈ N : Xek = Yek}
it holds that lim supk→∞ δ(env(k), v) = 0 and
Xv(ω) = lim
k→∞
Xenv(k)(ω) = limk→∞
Yenv(k)(ω) = Yv(ω). (87)
This and (84) demonstrate that
{∀ e ∈ E : Xe = Ye} = {∀n ∈ N : Xen = Yen}
= (∩n∈N{Xen = Yen}) ∈ F .
(88)
This proves item (i). Combining (85) and (86) hence implies that
P(∀ e ∈ E : Xe = Ye) = P(∩n∈N {Xen = Yen}) = P(Ω\N ) = 1− P(N ) = 1.
(89)
This establishes item (ii). The proof of Lemma 2.16 is thus completed.
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Proposition 2.17. Let d ∈ N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a
filtered probability space which fulfils the usual conditions, let W : [0, T ] ×
Ω → Rd be a standard (Ft)t∈[0,T ]-Brownian motion, let µ : Rd → Rd and
σ : Rd → Rd×d be functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y) (90)
and
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (91)
let Xx : [0, T ]× Ω → Rd, x ∈ Rd, be (Ft)t∈[0,T ]-adapted stochastic processes,
assume for all ω ∈ Ω that(
Rd × [0, T ] ∋ (x, t) 7→ Xxt (ω) ∈ Rd
) ∈ C(Rd × [0, T ],Rd), (92)
and assume that for all x ∈ Rd, t ∈ [0, T ] it holds P-a.s. that
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs. (93)
Then
(i) it holds that{
∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Xλx+yt + λX0t = λXxt +Xyt
}
∈ F
(94)
and
(ii) it holds that
P
(
∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Xλx+yt + λX0t = λXxt +Xyt
)
= 1.
(95)
Proof of Proposition 2.17. Throughout this proof let Y, Z : (Rd × Rd × R ×
[0, T ])× Ω→ Rd be the random fields which satisfy for all x, y ∈ Rd, λ ∈ R,
t ∈ [0, T ] that
Y(x,y,λ,t) = X
λx+y
t + λX
0
t and Z(x,y,λ,t) = λX
x
t +X
y
t . (96)
Observe that Lemma 2.15 assures that for all x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] it
holds that
P
(
Y(x,y,λ,t) = Z(x,y,λ,t)
)
= P
(
Xλx+yt + λX
0
t = λX
x
t +X
y
t
)
= 1. (97)
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Moreover, note that (92) and the fact that
(
Rd × Rd × R× [0, T ] ∋ (x, y, λ, t) 7→ (λx+ y, t) ∈ Rd × [0, T ])
∈ C(Rd × Rd × R× [0, T ],Rd × [0, T ]) (98)
demonstrate that for all ω ∈ Ω it holds that
Y·(ω), Z·(ω) ∈ C(Rd × Rd × R× [0, T ],Rd). (99)
Combining this, (97), and Lemma 2.16 (with d = d, E = Rd×Rd×R× [0, T ],
(Ω,F ,P) = (Ω,F ,P), X = Y , Y = Z in the notation of Lemma 2.16) proves
that {∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Y(x,y,λ,t) = Z(x,y,λ,t)} ∈ F (100)
and
P
(∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Y(x,y,λ,t) = Z(x,y,λ,t)) = 1. (101)
This and (96) demonstrate that{
∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Xλx+yt + λX0t = λXxt +Xyt
}
=
{∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Y(x,y,λ,t) = Z(x,y,λ,t)} ∈ F (102)
and
P
(
∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Xλx+yt + λX0t = λXxt +Xyt
)
= P
(∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Y(x,y,λ,t) = Z(x,y,λ,t)) = 1. (103)
This establishes items (i)–(ii). The proof of Proposition 2.17 is thus com-
pleted.
Lemma 2.18 (Modifications of adapted processes are adapted). Let d ∈
N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space which
fulfils the usual conditions, let X, Y : [0, T ]×Ω→ Rd be stochastic processes,
assume that X is an (Ft)t∈[0,T ]-adapted stochastic process, and assume for all
t ∈ [0, T ] that P(Xt = Yt) = 1. Then it holds that Y is an (Ft)t∈[0,T ]-adapted
stochastic process.
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Proof of Lemma 2.18. Throughout this proof let t ∈ [0, T ]. Note that the
hypothesis that P(Xt = Yt) = 1 ensures that
P(Xt 6= Yt) = 0. (104)
This and the hypothesis that (Ω,F ,P, (Ft)t∈[0,T ]) is a filtered probability
space which fulfils the usual conditions imply that {Xt 6= Yt} ∈ F0 ⊆ Ft.
Hence, we obtain that
{Xt = Yt} = Ω\{Xt 6= Yt} ∈ Ft. (105)
Moreover, observe that (104) demonstrates that for all B ∈ B(Rd) it holds
that
P({Yt ∈ B} ∩ {Xt 6= Yt}) ≤ P(Xt 6= Yt) = 0. (106)
The hypothesis that (Ω,F ,P, (Ft)t∈[0,T ]) is a filtered probability space which
fulfils the usual conditions therefore implies that for all B ∈ B(Rd) it holds
that
({Yt ∈ B} ∩ {Xt 6= Yt}) ∈ F0 ⊆ Ft. (107)
Combining this with the hypothesis that X is an (Ft)t∈[0,T ]-adapted stochas-
tic process and (105) demonstrates that for all B ∈ B(Rd) it holds that
{Yt ∈ B} = ({Yt ∈ B} ∩ {Xt = Yt}) ∪ ({Yt ∈ B} ∩ {Xt 6= Yt})
= ({Xt ∈ B} ∩ {Xt = Yt}) ∪ ({Yt ∈ B} ∩ {Xt 6= Yt}) ∈ Ft. (108)
This establishes that Y is an (Ft)t∈[0,T ]-adapted stochastic process. The proof
of Lemma 2.18 is thus completed.
Lemma 2.19 (A version of the Kolmogorov-Chentsov theorem). Let d, k ∈
N, p ∈ (d,∞), α ∈ (d/p,∞), for every d ∈ N let ‖·‖Rd : Rd → [0,∞) be the d-
dimensional Euclidean norm, let (Ω,F ,P) be a probability space, let D ⊆ Rd
be a non-empty set, and let X : D×Ω→ Rk be a random field which satisfies
for all n ∈ N that
sup
({(
E
[‖Xv −Xw‖pRk])1/p
‖v − w‖αRd
: v, w ∈ D ∩ [−n, n]d, v 6= w
}
∪ { (E[‖Xv‖pRk])1/p : v ∈ D ∩ [−n, n]d} ∪ {0}
)
<∞. (109)
Then there exists a random field Y : D × Ω→ Rk which satisfies
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(i) that for all ω ∈ Ω it holds that (D ∋ v 7→ Yv(ω) ∈ Rk) ∈ C(D,Rk) and
(ii) that for all v ∈ D it holds that P(Xv = Yv) = 1.
Proof of Lemma 2.19. Throughout this proof let gn : D ∩ [−n, n]d → Lp(Ω;
Rk), n ∈ N, be functions which satisfy that for all n ∈ N, v ∈ D ∩ [−n, n]d
it holds P-a.s. that Xv = gn(v) (cf. (109)), let c ∈ [0,∞) be a real number
which satisfies that for all n ∈ N, v, w ∈ D ∩ [−n, n]d it holds that(
E
[‖Xv −Xw‖pRk])1/p ≤ c ‖v − w‖αRd (110)
(cf. (109)), let a = min{α, 1}, and let (·)+ : R → [0,∞) be the function
which satisfies for all q ∈ R that (q)+ = max{q, 0}. Note that for all n ∈ N,
v, w ∈ D ∩ [−n, n]d it holds that
‖v − w‖(α−1)+
Rd
≤ (‖v‖Rd + ‖w‖Rd)(α−1)
+ ≤ (n√d+ n√d)(α−1)+
≤ (2n√d)(α−1)+ . (111)
Combining this and (110) with the fact that α − a = (α − 1)+ ensures that
for all n ∈ N, v, w ∈ D ∩ [−n, n]d it holds that(
E
[‖Xv −Xw‖pRk])1/p ≤ c ‖v − w‖αRd ≤ c ‖v − w‖aRd ‖v − w‖α−aRd
= c ‖v − w‖aRd ‖v − w‖(α−1)
+
Rd
≤ c ‖v − w‖aRd
(
2n
√
d
)(α−1)+
.
(112)
This and (109) imply that for all n ∈ N it holds that
sup
({(
E
[‖Xv −Xw‖pRk])1/p
‖v − w‖aRd
: v, w ∈ D ∩ [−n, n]d, v 6= w
}
∪ { (E[‖Xv‖pRk])1/p : v ∈ D ∩ [−n, n]d} ∪ {0}
)
<∞. (113)
Therefore, we obtain that for all n ∈ N it holds that gn is a globally bounded
and globally a-Ho¨lder continuous function. Mittmann & Steinwart [55, The-
orem 2.2] hence ensures that for every n ∈ N there is a globally bounded and
globally a-Ho¨lder continuous function Gn : R
d → Lp(Ω;Rk) which satisfies
for all v ∈ D ∩ [−n, n]d that Gn(v) = gn(v). This assures that there exist
random fields ξn : R
d × Ω→ Rk, n ∈ N, which satisfy
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(a) that for all n ∈ N, v ∈ Rd it holds P-a.s. that (ξn)v = Gn(v) and
(b) that for all n ∈ N it holds that
sup
v,w∈[−n,n+1)d,
v 6=w
(
E
[‖(ξn)v − (ξn)w‖pRk])1/p
‖v − w‖aRd
≤ sup
v,w∈Rd,
v 6=w
(
E
[‖(ξn)v − (ξn)w‖pRk])1/p
‖v − w‖aRd
<∞
(114)
and sup
v∈[−n,n+1)d
(
E
[‖(ξn)v‖pRk])1/p ≤ sup
v∈Rd
(
E
[‖(ξn)v‖pRk])1/p <∞.
(115)
Combining this and, e.g., Revuz & Yor [65, Theorem 2.1 in Section 2 in
Chapter I] (with X = ξn, γ = p, d = d, ε = ap − d in the notation of [65,
Theorem 2.1 in Section 2 in Chapter I]) ensures that there exist random fields
Yn : [−n, n]d × Ω→ Rk, n ∈ N, which satisfy
(A) that for all n ∈ N, ω ∈ Ω it holds that(
[−n, n]d ∋ v 7→ (Yn)v(ω) ∈ Rk
) ∈ C([−n, n]d,Rk) (116)
and
(B) that for all n ∈ N, v ∈ [−n, n]d it holds that P((Yn)v = (ξn)v) = 1.
The fact that for all n ∈ N, v ∈ D ∩ [−n, n]d it holds that P(Xv = (ξn)v) = 1
therefore implies that for all n ∈ N, v ∈ D ∩ [−n, n]d it holds that
P((Yn)v = Xv) = 1. (117)
This assures that for all n ∈ N, m ∈ N∩ [1, n], v ∈ D∩ [−m,m]d it holds that
P({(Yn)v = Xv} ∩ {(Ym)v = Xv}) = 1. (118)
The fact that for all n ∈ N, m ∈ N ∩ [1, n], v ∈ D ∩ [−m,m]d it holds that
{(Yn)v = Xv} ∩ {(Ym)v = Xv} ⊆ {(Yn)v = (Ym)v} (119)
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therefore demonstrates that for all n ∈ N, m ∈ N ∩ [1, n], v ∈ D ∩ [−m,m]d
it holds that
P((Yn)v = (Ym)v) = 1. (120)
Combining this with (116) and Lemma 2.16 (with d = k, E = D ∩ [−m,m]d
for m ∈ N∩ [1, n], n ∈ N in the notation of Lemma 2.16) establishes that for
all n ∈ N, m ∈ N ∩ [1, n] it holds that
P
(∀ v ∈ D ∩ [−m,m]d : (Yn)v = (Ym)v) = 1. (121)
Next let Π ∈ F be the event given by
Π =
{∀n ∈ N, m ∈ N ∩ [1, n], v ∈ D ∩ [−m,m]d : (Yn)v = (Ym)v} . (122)
Observe that (122) and (121) show that
P(Π) = P
(∩∞n=1 ∩nm=1 {∀ v ∈ D ∩ [−m,m]d : (Yn)v = (Ym)v}) = 1. (123)
Moreover, note that (122) ensures that there exists a unique random field
Z : D × Ω→ Rk which satisfies
(I) that for all ω ∈ Π, n ∈ N, v ∈ D ∩ [−n, n]d it holds that Zv(ω) =
(Yn)v(ω) and
(II) that for ω ∈ Ω\Π, v ∈ D it holds that Zv(ω) = 0.
Observe that (I), (117), and (123) demonstrate that for all n ∈ N, v ∈
D ∩ [−n, n]d it holds that
P(Zv = Xv) = P({Zv = Xv} ∩ Π)
= P({(Yn)v = Xv} ∩Π) = P((Yn)v = Xv) = 1.
(124)
This shows that for all v ∈ D it holds that
P(Zv = Xv) = 1. (125)
Moreover, observe that (116) and (I) imply that for all ω ∈ Π, n ∈ N it holds
that (
D ∩ [−n, n]d ∋ v 7→ Zv(ω) ∈ Rk
)
=
(
D ∩ [−n, n]d ∋ v 7→ (Yn)v(ω) ∈ Rk
) ∈ C(D ∩ [−n, n]d,Rk). (126)
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This ensures that for all ω ∈ Π it holds that
(
D ∋ v 7→ Zv(ω) ∈ Rk
) ∈ C(D,Rk). (127)
In addition, note that (II) assures that for all ω ∈ Ω\Π it holds that
(
D ∋ v 7→ Zv(ω) ∈ Rk
)
=
(
D ∋ v 7→ 0 ∈ Rk) ∈ C(D,Rk). (128)
Combining this and (127) demonstrates that for all ω ∈ Ω it holds that
(
D ∋ v 7→ Zv(ω) ∈ Rk
) ∈ C(D,Rk). (129)
This and (125) complete the proof of Lemma 2.19.
Proposition 2.20. Let d ∈ N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a
filtered probability space which fulfils the usual conditions, let W : [0, T ] ×
Ω→ Rd be a standard (Ft)t∈[0,T ]-Brownian motion, and let µ : Rd → Rd and
σ : Rd → Rd×d be functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y) (130)
and
σ(λx+ y) + λσ(0) = λσ(x) + σ(y). (131)
Then there exist up to indistinguishability unique (Ft)t∈[0,T ]-adapted stochas-
tic processes with continuous sample paths Xx : [0, T ] × Ω → Rd, x ∈ Rd,
which satisfy
(i) that for all x ∈ Rd, t ∈ [0, T ] it holds P-a.s. that
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs (132)
and
(ii) that for all x, y ∈ Rd, λ ∈ R, t ∈ [0, T ], ω ∈ Ω it holds that
Xλx+yt (ω) + λX
0
t (ω) = λX
x
t (ω) +X
y
t (ω). (133)
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Proof of Proposition 2.20. Throughout this proof let p ∈ (2(d + 1),∞), for
every k ∈ N let ‖·‖Rk : Rk → [0,∞) be the k-dimensional Euclidean norm,
let |||·|||HS(Rd,Rd) : Rd×d → [0,∞) be the Hilbert-Schmidt norm on Rd×d, let
m, s ∈ (0,∞) satisfy for all x ∈ Rd that
‖µ(x)‖Rd ≤ m(1 + ‖x‖Rd) and ‖µ(x)− µ(y)‖Rd ≤ m ‖x− y‖Rd
(134)
and
|||σ(x)|||HS(Rd,Rd) ≤ s(1 + ‖x‖Rd) and |||σ(x)− σ(y)|||HS(Rd,Rd) ≤ s ‖x− y‖Rd
(135)
(cf. Corollary 2.9 and Corollary 2.10), and let C ∈ (0,∞) be given by
C = 4d
√
2
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
. (136)
Note that (134), (135), e.g., Jentzen & Kloeden [42, Theorem 5.1] (with
T = T , (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), H = Rd, ‖·‖H = ‖·‖Rd ,
U = Rd, ‖·‖U = ‖·‖Rd , Qv = v, (Wt)t∈[0,T ] = (Wt)t∈[0,T ], D(A) = Rd, Av = 0,
η = 1, α = 0, δ = 0, F (v) = µ(v), β = 0, B(v)u = σ(v)u, γ = 0, p = 4,
ξ = (Ω ∋ ω 7→ x ∈ Rd) for u, v, x ∈ Rd in the notation of [42, Theorem 5.1])
(cf., e.g., Da Prato & Zabczyk [19, Item (i) in Theorem 7.4] and Klenke [46,
Theorem 26.8]), and, e.g., the Kolmogorov-Chentsov type theorem in Lemma
2.19 (with d = 1, k = d, p = 4, α = 1/2, D = [0, T ] in the notation of
Lemma 2.19) assure that there exist (Ft)t∈[0,T ]-adapted stochastic processes
with continuous sample paths Xx : [0, T ] × Ω → Rd, x ∈ Rd, which satisfy
that for all x ∈ Rd, t ∈ [0, T ] it holds P-a.s. that
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs. (137)
Observe that (137) and Lemma 2.15 prove that for all t ∈ [0, T ], x, y ∈ Rd,
λ ∈ R it holds P-a.s. that
Xλx+yt + λX
0
t = λX
x
t +X
y
t . (138)
This implies that for all t ∈ [0, T ], v ∈ Rd\{0} it holds P-a.s. that
Xvt = X
‖v‖
Rd
v
‖v‖
Rd
t =
(
X
‖v‖
Rd
v
‖v‖
Rd
t + ‖v‖RdX0t
)
− ‖v‖RdX0t
=
(
‖v‖RdX
v
‖v‖
Rd
t +X
0
t
)
− ‖v‖RdX0t = ‖v‖Rd
(
X
v
‖v‖
Rd
t −X0t
)
+X0t .
(139)
32
Combining this and (138) (with t = t, x = y, y = x, λ = −1 for t ∈ [0, T ],
x, y ∈ Rd in the notation of (138)) implies that for all t ∈ [0, T ], x, y ∈ Rd
with x 6= y it holds that
(
E
[‖Xxt −Xyt ‖pRd])1/p = (E[‖Xx−yt −X0t ‖pRd])1/p
=
(
E
[∥∥‖x− y‖Rd(X x−y‖x−y‖Rdt −X0t )+X0t −X0t ∥∥pRd]
)1/p
=
(
E
[∥∥X x−y‖x−y‖Rdt −X0t ∥∥pRd
])1/p
‖x− y‖Rd.
(140)
In addition, observe that (134), (135), (137), Proposition 2.14 (with d = d,
m = d, p = p, T = T , m1 = m, m2 = m, s1 = s, s2 = s in the notation of
Proposition 2.14), and the triangle inequality assure that for all t ∈ [0, T ] it
holds that
sup
v∈Rd,‖v‖
Rd
=1
(
E
[‖Xvt −X0t ‖pRd])1/p
≤ (E[‖X0t ‖pRd])1/p + sup
v∈Rd,‖v‖
Rd
=1
(
E
[‖Xvt ‖pRd])1/p
≤
√
2
(
mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
+ sup
v∈Rd,‖v‖
Rd
=1
[√
2
(‖v‖+mT + sp√T) exp([m√T + sp]2T)]
≤ 2
√
2
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
.
(141)
This, (136), (140), and the fact that for all n ∈ N, x = (x1, x2, . . . , xd), y =
(y1, y2, . . . , yd) ∈ [−n, n]d it holds that
‖x− y‖Rd = ‖x− y‖1/2Rd‖x− y‖
1/2
Rd
=
[
[|x1 − y1|2 + . . .+ |xd − yd|2]1/2
]1/2‖x− y‖1/2
Rd
≤ [[d(2n)2]1/2]1/2‖x− y‖1/2
Rd
=
[
2n
√
d
]1/2‖x− y‖1/2
Rd
≤ 2dn‖x− y‖1/2
Rd
(142)
33
assure that for all t ∈ [0, T ], n ∈ N, x, y ∈ [−n, n]d with x 6= y it holds that
(
E
[‖Xxt −Xyt ‖pRd])1/p = (E[∥∥X
x−y
‖x−y‖
Rd
t −X0t
∥∥p
Rd
])1/p
‖x− y‖Rd
≤
[
sup
v∈Rd,‖v‖
Rd
=1
(
E
[‖Xvt −X0t ‖pRd])1/p
]
‖x− y‖Rd
≤ 2
√
2
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
‖x− y‖Rd
≤ 2
√
2
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
2dn‖x− y‖1/2
Rd
= nC‖x− y‖1/2
Rd
.
(143)
Moreover, note that (137) and the triangle inequality imply that for all x ∈
Rd, s, t ∈ [0, T ] with s ≤ t it holds that
(
E
[‖Xxt −Xxs ‖pRd])1/p
=
(
E
[∥∥x+ ∫ t
0
µ(Xxu) du+
∫ t
0
σ(Xxu) dWu
− (x+ ∫ s
0
µ(Xxu) du+
∫ s
0
σ(Xxu) dWu
)∥∥p
Rd
])1/p
=
(
E
[‖ ∫ t
s
µ(Xxu) du+
∫ t
s
σ(Xxu) dWu‖pRd
])1/p
≤
(
E
[‖ ∫ t
s
µ(Xxu) du‖pRd
])1/p
+
(
E
[‖ ∫ t
s
σ(Xxu) dWu‖pRd
])1/p
.
(144)
Furthermore, observe that Lemma 2.12, Proposition 2.14, (134), and the fact
that for all s, t ∈ [0, T ] it holds that |t− s| = |t− s|1/2|t− s|1/2 ≤ √T |t− s|1/2
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ensure that for all n ∈ N, x ∈ [−n, n]d, s, t ∈ [0, T ] with s ≤ t it holds that
(
E
[∥∥∥∥
∫ t
s
µ(Xxu) du
∥∥∥∥
p
Rd
])1/p
≤
(
E
[∣∣∣∣
∫ t
s
‖µ(Xxu)‖Rd du
∣∣∣∣
p ])1/p
≤
∫ t
s
(
E
[‖µ(Xxu)‖pRd])1/p du ≤
∫ t
s
m
(
1 +
(
E
[‖Xxu‖pRd])1/p) du
≤
∫ t
s
m
[
1 +
√
2
(‖x‖ +mT + sp√T ) exp([m√T + sp]2T)] du
= m
[
1 +
√
2
(
n
√
d+mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)]
(t− s)
≤ m(1 +
√
2)nd
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
|t− s|
=
(
1 +
√
2
4
√
2
)
mnC|t− s| ≤ mnC
√
T |t− s|1/2.
(145)
Moreover, note that the fact that for all x ∈ Rd it holds thatXx : [0, T ]×Ω→
Rd is an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths
and (135) ensure that it holds P-a.s. that
∫ T
0
|||σ(Xxs )|||2HS(Rd,Rd) ds ≤ T
[
sup
s∈[0,T ]
|||σ(Xxs )|||2HS(Rd,Rd)
]
≤ T
[
sup
s∈[0,T ]
[
m
2(1 + ‖Xxs ‖Rd)2
]] ≤ 2Tm2
(
1 + sup
s∈[0,T ]
‖Xxs ‖2Rd
)
<∞.
(146)
Lemma 2.13, Proposition 2.14, the fact that for all x ∈ Rd it holds that
Xx : [0, T ] × Ω → Rd is an (Ft)t∈[0,T ]-adapted stochastic process with con-
tinuous sample paths, and (135) hence demonstrate that for all n ∈ N,
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x ∈ [−n, n]d, s, t ∈ [0, T ] with s ≤ t it holds that
(
E
[‖ ∫ t
s
σ(Xxu) dWu‖pRd
])1/p
≤
(
p(p− 1)
2
)1/2(∫ t
s
(
E
[|||σ(Xxu)|||pHS(Rd,Rd)])2/p du
)1/2
≤ p
(∫ t
s
[(
E
[|||σ(Xxu)|||pHS(Rd,Rd)])1/p]2 du
)1/2
≤ p
(∫ t
s
[
s
(
1 +
(
E
[‖Xxu‖pRd])1/p) ]2 du
)1/2
≤ ps
[(∫ t
s
12 du
)1/2
+
(∫ t
s
[(
E
[‖Xxu‖pRd])1/p]2 du
)1/2 ]
≤ ps
[
|t− s|1/2
+
(∫ t
s
[√
2
(‖x‖ +mT + sp√T ) exp([m√T + sp]2T)]2 du)1/2 ]
≤ ps|t− s|1/2
[
1 +
√
2
(
n
√
d+mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)]
≤ ps|t− s|1/2(1 +
√
2)n
√
d
(
1 +mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
= psnC|t− s|1/2
(
1 +
√
2
4
√
2d
)
≤ psnC|t− s|1/2.
(147)
Combining this with (144) and (145) establishes that for all n ∈ N, x ∈
[−n, n]d, s, t ∈ [0, T ] it holds that
(
E
[‖Xxt −Xxs ‖pRd])1/p ≤ mnC√T |t− s|1/2 + psnC|t− s|1/2
= nC(m
√
T + ps)|t− s|1/2.
(148)
Moreover, observe that the fact that for all a, b ∈ [0,∞) it holds that a+ b ≤√
2(a2 + b2)1/2 ensures that for all a, b ∈ [0,∞) it holds that
√
a+
√
b ≤
√
2(a+ b)
1/2 ≤
√
2
(√
2(a2 + b2)
1/2
)1/2 ≤ 2((a2 + b2)1/2)1/2. (149)
This, (143), and (148) demonstrate that for all n ∈ N, x, y ∈ [−n, n]d,
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s, t ∈ [0, T ] it holds that
(
E
[‖Xxt −Xys ‖pRd])1/p
≤ (E[‖Xxt −Xyt ‖pRd])1/p + (E[‖Xyt −Xys ‖pRd])1/p
≤ nC‖x− y‖1/2
Rd
+ nC(m
√
T + ps)|t− s|1/2
≤ nC(1 +m
√
T + ps)(‖x− y‖1/2
Rd
+ |t− s|1/2)
≤ nC(1 +m
√
T + ps)2
[
(‖x− y‖2Rd + |t− s|2)1/2
]1/2
= 2nC(1 +m
√
T + ps) ‖(x, t)− (y, s)‖1/2
Rd+1
.
(150)
Hence, we obtain for all n ∈ N that
sup
(x,t),(y,s)∈(Rd×[0,T ])∩[−n,n]d+1,
(x,t)6=(y,s)
((
E
[‖Xxt −Xys ‖pRd])1/p
‖(x, t)− (y, s)‖1/2
Rd+1
)
≤ 2nC(1 +m
√
T + ps) <∞.
(151)
In addition, note that (134), (135), and Proposition 2.14 assure that for all
n ∈ N it holds that
sup
(x,t)∈(Rd×[0,T ])∩[−n,n]d+1
[(
E
[‖Xxt ‖pRd])1/p]
≤ sup
(x,t)∈(Rd×[0,T ])∩[−n,n]d+1
[√
2
(‖x‖+mT + sp√T) exp([m√T + sp]2T)]
≤
√
2
(
n
√
d+mT + sp
√
T
)
exp
([
m
√
T + sp
]2
T
)
<∞.
(152)
Lemma 2.19 (with d = d + 1, k = d, p = p, α = 1/2, (Ω,F ,P) = (Ω,F ,P),
D = Rd × [0, T ], X = ((Rd × [0, T ])× Ω ∋ ((x, t), ω) 7→ Xxt (ω) ∈ Rd) in the
notation of Lemma 2.19) and (151) hence prove that there exist stochastic
processes Y x : [0, T ]× Ω→ Rd, x ∈ Rd, which satisfy
(I) that for all ω ∈ Ω it holds that(
Rd × [0, T ] ∋ (x, t) 7→ Y xt (ω) ∈ Rd
) ∈ C(Rd × [0, T ],Rd) (153)
and
37
(II) that for all x ∈ Rd, t ∈ [0, T ] it holds that
P(Y xt = X
x
t ) = 1. (154)
The fact that for all x ∈ Rd it holds that Xx is an (Ft)t∈[0,T ]-adapted stochas-
tic process and Lemma 2.18 therefore ensure that for all x ∈ Rd it holds that
Y x is an (Ft)t∈[0,T ]-adapted stochastic process. Next note that (153), (154),
and the fact that for all x ∈ Rd it holds that Xx has continuous sample paths
assure that for all x ∈ Rd it holds that
P
(∀ t ∈ [0, T ] : Y xt = Xxt ) = P(∀ t ∈ [0, T ] ∩Q : Y xt = Xxt ) = 1. (155)
Moreover, observe that (154) implies that for all x ∈ Rd, t ∈ [0, T ] it holds
P-a.s. that∫ t
0
µ(Xxs ) ds =
∫ t
0
µ(Y xs ) ds and
∫ t
0
σ(Xxs ) dWs =
∫ t
0
σ(Y xs ) dWs.
(156)
Combining this, (154), and (137) ensures that for all x ∈ Rd, t ∈ [0, T ] it
holds P-a.s. that
Y xt = X
x
t = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs
= x+
∫ t
0
µ(Y xs ) ds+
∫ t
0
σ(Y xs ) dWs.
(157)
Next let Π ⊆ Ω be the set given by
Π =
{
∀ x, y ∈ Rd, λ ∈ R, t ∈ [0, T ] : Y λx+yt + λY 0t = λY xt + Y yt
}
. (158)
Combining (130), (131), (153) (157), and (158) with Proposition 2.17 demon-
strates that
Π ∈ F and P(Π) = 1. (159)
This proves that there exist unique stochastic processes Zx : [0, T ]×Ω→ Rd,
x ∈ Rd, which satisfy for all x ∈ Rd, t ∈ [0, T ], ω ∈ Ω that
Zxt (ω) =
{
Y xt (ω) : ω ∈ Π
0 : ω ∈ Ω\Π. (160)
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Observe that (158) and (160) imply that for all x, y ∈ Rd, λ ∈ R, t ∈ [0, T ],
ω ∈ Π it holds that
Zλx+yt (ω) + λZ
0
t (ω) = Y
λx+y
t (ω) + λY
0
t (ω)
= λY xt (ω) + Y
y
t (ω) = λZ
x
t (ω) + Z
y
t (ω).
(161)
Moreover, note that (160) assures that for all x, y ∈ Rd, λ ∈ R, t ∈ [0, T ],
ω ∈ Ω\Π it holds that
Zλx+yt (ω) + λZ
0
t (ω) = 0 + 0 = λZ
x
t (ω) + Z
y
t (ω). (162)
Combining this with (161) demonstrates that for all x, y ∈ Rd, λ ∈ R,
t ∈ [0, T ], ω ∈ Ω it holds that
Zλx+yt (ω) + λZ
0
t (ω) = λZ
x
t (ω) + Z
y
t (ω). (163)
Furthermore, observe that (160) ensures for all x ∈ Rd that
Π ⊆ {∀ t ∈ [0, T ] : Zxt = Y xt }. (164)
This and (159) show for all x ∈ Rd that
P
(∀ t ∈ [0, T ] : Zxt = Y xt ) = 1. (165)
The fact that for all x ∈ Rd it holds that Y x is an (Ft)t∈[0,T ]-adapted stochas-
tic process with continuous sample paths, Lemma 2.18, and (160) therefore
imply that for all x ∈ Rd it holds that Zx is an (Ft)t∈[0,T ]-adapted stochastic
process with continuous sample paths. Combining this and (157) with (165)
demonstrates that for all x ∈ Rd, t ∈ [0, T ] it holds P-a.s. that
Zxt = x+
∫ t
0
µ(Zxs ) ds+
∫ t
0
σ(Zxs ) dWs. (166)
This, (134), (135), and, e.g., Jentzen & Kloeden [42, Theorem 5.1] (with
T = T , (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), H = Rd, ‖·‖H = ‖·‖Rd ,
U = Rd, ‖·‖U = ‖·‖Rd, Qv = v, (Wt)t∈[0,T ] = (Wt)t∈[0,T ], D(A) = Rd, Av =
0, η = 1, α = 0, δ = 0, F (v) = µ(v), β = 0, B(v)u = σ(v)u, γ = 0,
p = 2, ξ = (Ω ∋ ω 7→ x ∈ Rd) for u, v, x ∈ Rd in the notation of [42,
Theorem 5.1]) (cf., e.g., Da Prato & Zabczyk [19, Item (i) in Theorem 7.4]
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and Klenke [46, Theorem 26.8]) establish that for all x ∈ Rd and all (Ft)t∈[0,T ]-
adapted stochastic processes with continuous sample paths V : [0, T ]× Ω→
Rd which satisfy that for all t ∈ [0, T ] it holds P-a.s. that
Vt = x+
∫ t
0
µ(Vs) ds+
∫ t
0
σ(Vs) dWs (167)
it holds that ∀ t ∈ [0, T ] : P(Vt = Zxt ) = 1. Lemma 2.16 hence demonstrates
that for all x ∈ Rd and all (Ft)t∈[0,T ]-adapted stochastic processes with con-
tinuous sample paths V : [0, T ]×Ω→ Rd which satisfy that for all t ∈ [0, T ]
it holds P-a.s. that
Vt = x+
∫ t
0
µ(Vs) ds+
∫ t
0
σ(Vs) dWs (168)
it holds that P(∀ t ∈ [0, T ] : Vt = Zxt ) = 1. Combining this with (163) and
(166) completes the proof of Proposition 2.20.
2.5 Viscosity solutions for partial differential equations
In this subsection we apply results on viscosity solutions for PDEs from the
literature (cf., e.g., Crandall et al. [16], Crandall&Lions [17], and Hairer et al.
[31, Subsections 4.3–4.4]) to establish in Proposition 2.22 and Corollary 2.23
the existence, uniqueness, and regularity results for viscosity solutions which
we need for our proofs of the ANN approximation results. Our proof of
Proposition 2.22 employs the following well-known result, Lemma 2.21, on
the existence of a Lyapunov-type function for SDEs under the coercivity-
type hypothesis in (169). For the sake of completeness we include in this
subsection also a proof of Lemma 2.21.
Lemma 2.21. Let d,m ∈ N, p ∈ [4,∞), let 〈·, ·〉 : Rd × Rd → R be the
d-dimensional Euclidean scalar product, let ‖·‖ : Rd → [0,∞) be the d-
dimensional Euclidean norm, let |||·||| : Rd×m → [0,∞) be the Hilbert-Schmidt
norm on Rd×m, let µ : Rd → Rd and σ : Rd → Rd×m be functions which satisfy
that [
sup
x∈Rd
〈x, µ(x)〉
(1 + ‖x‖2)
]
+
[
sup
x∈Rd
|||σ(x)|||
(1 + ‖x‖)
]
<∞, (169)
and let V : Rd → R be the function which satisfies for all x ∈ Rd that V (x) =
1 + ‖x‖p. Then
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(i) it holds that V ∈ C2(Rd, (0,∞)) and
(ii) there exists ρ ∈ (0,∞) such that for all x ∈ Rd it holds that
〈µ(x), (∇V )(x)〉+ Trace(σ(x)[σ(x)]∗(Hess V )(x)) ≤ ρV (x). (170)
Proof of Lemma 2.21. Throughout this proof let µi : R
d → R, i ∈ {1, 2, . . . ,
d}, and σi,j : Rd → R, i ∈ {1, 2, . . . , d}, j ∈ {1, 2, . . . , m}, satisfy for all
x ∈ Rd that µ(x) = (µi(x))i∈{1,2,...,d} and σ(x) = (σi,j(x))i∈{1,2,...,d},j∈{1,2,...,m}
and let c ∈ [0,∞) satisfy for all x ∈ Rd that
〈x, µ(x)〉 ≤ c(1 + ‖x‖2) and |||σ(x)||| ≤ c(1 + ‖x‖). (171)
Note that the fact that for all x = (x1, x2, . . . , xd) ∈ Rd, i ∈ {1, 2, . . . , d} it
holds that V (x) = 1+
[∑d
i=1 |xi|2
]p/2
assures that for all x = (x1, x2, . . . , xd) ∈
Rd, i ∈ {1, 2, . . . , d} it holds that
(
∂
∂xi
V
)
(x) =
p
2
[∑d
i=1 |xi|2
]p/2−1
2xi = p ‖x‖p−2 xi. (172)
This ensures that for all x = (x1, x2, . . . , xd) ∈ Rd, i, j ∈ {1, 2, . . . , d} it holds
that
(
∂2
∂xj∂xi
V
)
(x) =
{
p(p− 2) ‖x‖p−4 xixj : i 6= j
p(p− 2) ‖x‖p−4 |xi|2 + p ‖x‖p−2 : i = j
. (173)
Combining this and (172) proves item (i). Next observe that (172) and (173)
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demonstrate that for all x = (x1, x2, . . . , xd) ∈ Rd it holds that
〈µ(x), (∇V )(x)〉+ Trace(σ(x)[σ(x)]∗(Hess V )(x))
=
[∑d
i=1 µi(x)
(
∂
∂xi
V
)
(x)
]
+
[∑d
i,j=1
∑m
k=1 σi,k(x)σj,k(x)
(
∂2
∂xi∂xj
V
)
(x)
]
=
[∑d
i=1 µi(x) p ‖x‖p−2 xi
]
+
[∑d
i=1
∑m
k=1 σi,k(x)σi,k(x) p ‖x‖p−2
]
+
[∑d
i,j=1
∑m
k=1 σi,k(x)σj,k(x) p(p− 2) ‖x‖p−4 xixj
]
= p ‖x‖p−2 〈x, µ(x)〉+ p ‖x‖p−2
[∑d
i=1
∑m
k=1 |σik(x)|2
]
+ p(p− 2) ‖x‖p−4
[∑d
i,j=1
∑m
k=1 σi,k(x)σj,k(x) xixj
]
= p ‖x‖p−2 〈x, µ(x)〉+ p ‖x‖p−2 |||σ(x)|||2
+ p(p− 2) ‖x‖p−4 (x∗σ(x)[σ(x)]∗x)
≤ p ‖x‖p−2 〈x, µ(x)〉+ p ‖x‖p−2 |||σ(x)|||2 + p(p− 2) ‖x‖p−2 |||σ(x)|||2
= p ‖x‖p−2 〈x, µ(x)〉+ p(p− 1) ‖x‖p−2 |||σ(x)|||2.
(174)
This and (171) ensure that for all x ∈ Rd it holds that
〈µ(x), (∇V )(x)〉+ Trace(σ(x)[σ(x)]∗(Hess V )(x))
≤ p ‖x‖p−2 c(1 + ‖x‖2) + p(p− 1) ‖x‖p−2 c2(1 + ‖x‖)2
= (pc+ p(p− 1)c2) ‖x‖p−2 + 2p(p− 1)c2 ‖x‖p−1 + (pc+ p(p− 1)c2) ‖x‖p
≤ (pc+ p(p− 1)c2)(1 + ‖x‖p) + 2p(p− 1)c2(1 + ‖x‖p)
+ (pc + p(p− 1)c2)(1 + ‖x‖p)
= (2pc+ 4p(p− 1)c2)(1 + ‖x‖p) = (2pc+ 4p(p− 1)c2)V (x).
(175)
This establishes item (ii). The proof of Lemma 2.21 is thus completed.
Proposition 2.22 (Existence and uniqueness of viscosity solutions). Let
d,m ∈ N, c ∈ [0,∞), let 〈·, ·〉 : Rd × Rd → R be the d-dimensional Euclidean
scalar product, let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm, let
|||·||| : Rd×m → [0,∞) be the Hilbert-Schmidt norm on Rd×m, let ϕ : Rd → R be
a continuous and at most polynomially growing function, and let µ : Rd → Rd
and σ : Rd → Rd×m be functions which satisfy for all x, y ∈ Rd that
〈x, µ(x)〉 ≤ c(1 + ‖x‖2), |||σ(x)||| ≤ c(1 + ‖x‖), (176)
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and ‖µ(x)− µ(y)‖+ |||σ(x)− σ(y)||| ≤ c ‖x− y‖ . (177)
Then
(i) there exists a continuous function u : [0,∞) × Rd → R which satisfies
for all x ∈ Rd that u(0, x) = ϕ(x), which satisfies for all T ∈ (0,∞) that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
<∞, and which satisfies that u|(0,∞)×Rd
is a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(178)
for (t, x) ∈ (0,∞)× Rd,
(ii) for all T ∈ (0,∞) it holds that u|(0,T )×Rd is a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(179)
for (t, x) ∈ (0, T )× Rd,
(iii) for all T ∈ (0,∞) and all continuous functions v : [0, T ] × Rd → R
which satisfy for all x ∈ Rd that v(0, x) = ϕ(x), which satisfy that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|v(t,x)|
1+‖x‖q
< ∞, and which satisfy that v|(0,T )×Rd
is a viscosity solution of
( ∂
∂t
v)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx v)(t, x)
)
+ 〈(∇xv)(t, x), µ(x)〉
(180)
for (t, x) ∈ (0, T )× Rd it holds that v = u|[0,T ]×Rd, and
(iv) for every T ∈ (0,∞), x ∈ Rd, every filtered probability space (Ω,F ,P,
(Ft)t∈[0,T ]) which fulfils the usual conditions, every standard (Ft)t∈[0,T ]-
Brownian motion W : [0, T ] × Ω → Rm, and every (Ft)t∈[0,T ]-adapted
stochastic process with continuous sample paths X : [0, T ] × Ω → Rd
which satisfies that for all t ∈ [0, T ] it holds P-a.s. that
Xt = x+
∫ t
0
µ(Xs) ds+
∫ t
0
σ(Xs) dWs (181)
it holds that
u(T, x) = E
[
ϕ(XT )
]
. (182)
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Proof of Proposition 2.22. Throughout this proof let Cn ⊆ Rd, n ∈ N, be
the sets which satisfy for all n ∈ N that Cn = {x ∈ Rd : ‖x‖ > n} and
for every p ∈ (0,∞) let Vp : Rd → (0,∞) be the function which satisfies
for all x ∈ Rd that Vp(x) = 1 + ‖x‖p. Note that the hypothesis that ϕ is
a continuous and at most polynomially growing function, (176), (177), and
Hairer et al. [31, Corollary 4.17] demonstrate that there exists a continuous
function u : [0,∞)×Rd → R which satisfies for all x ∈ Rd that u(0, x) = ϕ(x),
which satisfies for all T ∈ (0,∞) that
inf
q∈(0,∞)
sup
(t,x)∈[0,T ]×Rd
|u(t, x)|
1 + ‖x‖q <∞, (183)
and which satisfies that u|(0,∞)×Rd is a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(184)
for (t, x) ∈ (0,∞)×Rd. This establishes items (i)–(ii). For the next step let
T ∈ (0,∞) and let v = (v(t, x))(t,x)∈[0,T ]×Rd : [0, T ]×Rd → R be a continuous
function which satisfies for all x ∈ Rd that v(0, x) = ϕ(x), which satisfies
that
inf
q∈(0,∞)
sup
(t,x)∈[0,T ]×Rd
|v(t, x)|
1 + ‖x‖q <∞, (185)
and which satisfies that v|(0,T )×Rd is a viscosity solution of
( ∂
∂t
v)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx v)(t, x)
)
+ 〈(∇xv)(t, x), µ(x)〉 (186)
for (t, x) ∈ (0, T )× Rd. Observe that (183) and (185) show that
inf
q∈[3,∞)
sup
(t,x)∈[0,T ]×Rd
|u(t, x)|
1 + ‖x‖q <∞ and infq∈[3,∞) sup(t,x)∈[0,T ]×Rd
|v(t, x)|
1 + ‖x‖q <∞.
(187)
Therefore, we obtain that there exists p ∈ [3,∞) such that
sup
(t,x)∈[0,T ]×Rd
|u(t, x)|
1 + ‖x‖p <∞ and sup(t,x)∈[0,T ]×Rd
|v(t, x)|
1 + ‖x‖p <∞. (188)
Next note that the fact that there exists r0 > 0 such that the function(
[r0,∞) ∋ r 7→ 1+rp1+rp+1
)
is monotonically decreasing ensures that there exists
n0 ∈ N such that for all n ∈ N ∩ [n0,∞), x ∈ Cn it holds that
1+‖x‖p
1+‖x‖p+1
≤ 1+np
1+np+1
.
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Therefore, we obtain that for all w ∈ {u, v} it holds that
lim
n→∞
sup
(t,x)∈[0,T ]×Cn
|w(t,x)|
Vp+1(x)
= lim
n→∞
sup
(t,x)∈[0,T ]×Cn
(
|w(t,x)|
1+‖x‖p
1+‖x‖p
1+‖x‖p+1
)
≤
[
sup
(t,x)∈[0,T ]×Rd
|w(t,x)|
1+‖x‖p
]
lim
n→∞
sup
(t,x)∈[0,T ]×Cn
1+‖x‖p
1+‖x‖p+1
≤
[
sup
(t,x)∈[0,T ]×Rd
|w(t,x)|
1+‖x‖p
]
lim
n→∞
1+np
1+np+1
= 0.
(189)
In addition, note that (176), the fact that p + 1 ∈ [4,∞), and Lemma 2.21
(with d = d, m = m, p = p+1, µ = µ, σ = 2−1/2σ, V = Vp+1 in the notation
of Lemma 2.21) prove that there exists ρ ∈ (0,∞) such that for all x ∈ Rd it
holds that Vp+1 ∈ C2(Rd, (0,∞)) and
〈µ(x), (∇Vp+1)(x)〉+ 12 Trace
(
σ(x)[σ(x)]∗(Hess Vp+1)(x)
) ≤ ρVp+1(x). (190)
Combining this, (177), item (ii), the fact that for all x ∈ Rd it holds that
u(0, x) = ϕ(x) = v(0, x), (186), and (189) with Hairer et al. [31, Corollary
4.14] (with T = T , d = d, m = m, ρ = ρ, O = Rd, ϕ = ϕ, v = 0, µ = µ,
σ = 2−1/2σ, V = Vp+1 in the notation of Hairer et al. [31, Corollary 4.14])
establishes that v = u|[0,T ]×Rd. This proves item (iii). It thus remains to prove
item (iv). For this let T ∈ (0,∞), x ∈ Rd, let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered
probability space which fulfils the usual conditions, let W : [0,∞)×Ω→ Rm
be a standard (Ft)t∈[0,∞)-Brownian motion, and let X : [0, T ] × Ω → Rd be
an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths which
satisfies that for all t ∈ [0, T ] it holds P-a.s. that
Xt = x+
∫ t
0
µ(Xs) ds+
∫ t
0
σ(Xs) dWs. (191)
Observe that (177) and Klenke [46, Theorem 26.8] assure that there ex-
ists an (Ft)t∈[0,∞)-adapted stochastic process with continuous sample paths
Y : [0,∞)×Ω→ Rd which satisfies that for all t ∈ [0,∞) it holds P-a.s. that
Yt = x+
∫ t
0
µ(Ys) ds+
∫ t
0
σ(Ys) dWs (192)
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and P(∀s ∈ [0, T ] : Ys = Xs) = 1. This, item (i), and the Feynman-Kac
formula in Hairer et al. [31, Corollary 4.17] demonstrate that
u(T, x) = E
[
ϕ(YT )
]
= E
[
ϕ(XT )
]
. (193)
This implies item (iv). The proof of Proposition 2.22 is thus completed.
Corollary 2.23. Let d,m ∈ N, T ∈ (0,∞), let ‖·‖ : Rd → [0,∞) be the
d-dimensional Euclidean norm, let ϕ : Rd → R be a continuous and at most
polynomially growing function, and let µ : Rd → Rd and σ : Rd → Rd×m be
functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y)
and σ(λx+ y) + λσ(0) = λσ(x) + σ(y).
(194)
Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(195)
for (t, x) ∈ (0, T )× Rd and
(ii) for every x ∈ Rd, every filtered probability space (Ω,F ,P, (Ft)t∈[0,T ])
which fulfils the usual conditions, every standard (Ft)t∈[0,T ]-Brownian
motion W : [0, T ] × Ω → Rm, and every (Ft)t∈[0,T ]-adapted stochastic
process with continuous sample paths X : [0, T ]× Ω → Rd which satis-
fies that for all t ∈ [0, T ] it holds P-a.s. that Xt = x +
∫ t
0
µ(Xs) ds +∫ t
0
σ(Xs) dWs it holds that
u(T, x) = E
[
ϕ(XT )
]
. (196)
Proof of Corollary 2.23. Throughout this proof let 〈·, ·〉 : Rd × Rd → R be
the d-dimensional Euclidean scalar product and let |||·||| : Rd×m → [0,∞) be
the Hilbert-Schmidt norm on Rd×m. Note that (194), Corollary 2.9, and
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Corollary 2.10 assure that there exists κ ∈ (0,∞) such that for all x, y ∈ Rd
it holds that
‖µ(x)‖+ |||σ(x)||| ≤ κ(1 + ‖x‖) (197)
and
‖µ(x)− µ(y)‖+ |||σ(x)− σ(y)||| ≤ κ ‖x− y‖ . (198)
This ensures that for all x ∈ Rd it holds that
〈x, µ(x)〉 ≤ ‖x‖ ‖µ(x)‖ ≤ ‖x‖ κ(1 + ‖x‖) = κ(‖x‖+ ‖x‖2)
≤ κ(1 + ‖x‖2 + ‖x‖2) ≤ 2κ(1 + ‖x‖2). (199)
Combining this, the hypothesis that ϕ is a continuous function, and (197)–
(198) with items (i)–(iii) in Proposition 2.22 (with d = d, m = m, c = 2κ,
ϕ = ϕ, µ = µ, σ = σ in the notation of Proposition 2.22) proves item (i).
Moreover, note that item (iv) in Proposition 2.22 and item (i) establish
item (ii). The proof of Corollary 2.23 is thus completed.
3 Artificial neural network approximations
3.1 Construction of a realization on the artificial prob-
ability space
In Theorem 3.14 in Subsection 3.6 below we establish that the number of
required parameters of an ANN to approximate the solution of the Black-
Scholes PDE grows at most polynomially in both the reciprocal of the pre-
scribed approximation accuracy ε > 0 and the PDE dimension d ∈ N. An
important ingredient in our proof of Theorem 3.14 is an artificial probabil-
ity space on which we establish the existence of a suitable realization with
the desired approximation properties. In this subsection we provide, roughly
speaking, in the elementary result in Proposition 3.3 below on a very ab-
stract level the argument for the existence of such a realization on the arti-
ficial probability space. Proposition 3.3 is an immediate consequence from
the elementary result in Corollary 3.2 below. Corollary 3.2, in turn, follows
from the following elementary lemma, Lemma 3.1.
Lemma 3.1. Let ε ∈ R, let (Ω,F ,P) be a probability space, and let X : Ω→
R be a random variable which satisfies that P(X > ε) = 1. Then
(i) it holds that E[max{−X, 0}] <∞ and
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(ii) it holds that E[X ] > ε.
Proof of Lemma 3.1. Observe that the hypothesis that P(X > ε) = 1 estab-
lishes item (i). Next note that the fact that
{X > ε} = ∪n∈N
{
X ≥ ε+ 1
n
}
, (200)
the hypothesis that P(X > ε) = 1, and the fact that P is continuous from
below imply that
0 < 1 = P(X > ε) = P
(∪n∈N{X ≥ ε+ 1n}) = limn→∞P(X ≥ ε+ 1n). (201)
Hence, we obtain that there exists δ ∈ (0,∞) such that
P(X ≥ ε+ δ) > 0. (202)
The hypothesis that P(X > ε) = 1 therefore ensures that
E[X ] = E
[
X1{X≥ε+δ} +X1{X∈(ε,ε+δ)}
]
≥ E[(ε+ δ)1{X≥ε+δ} + ε1{X∈(ε,ε+δ)}]
= (ε+ δ)P(X ≥ ε+ δ) + εP(X ∈ (ε, ε+ δ))
= δ P(X ≥ ε+ δ) + ε [P(X ≥ ε+ δ) + P(X ∈ (ε, ε+ δ))]
= δ P(X ≥ ε+ δ) + εP(X > ε)
= δ P(X ≥ ε+ δ) + ε > ε.
(203)
This establishes item (ii). The proof of Lemma 3.1 is thus completed.
Corollary 3.2. Let ε ∈ [0,∞), let (Ω,F ,P) be a probability space, and let
X : Ω → R be a random variable which satisfies that P(|X| > ε) = 1. Then
it holds that
E[|X|] > ε. (204)
Proof of Corollary 3.2. Note that item (ii) in Lemma 3.1 (with ε = ε, X =
|X| in the notation of Lemma 2.11) ensures that E[|X|] > ε. The proof of
Corollary 3.2 is thus completed.
Proposition 3.3. Let ε ∈ [0,∞), let (Ω,F ,P) be a probability space, and let
X : Ω→ R be a random variable which satisfies that
E[|X|] ≤ ε. (205)
Then it holds that P(|X| ≤ ε) > 0.
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Proof of Proposition 3.3. Note that Corollary 3.2 and (205) ensure that P(|X|
> ε) < 1. Therefore, we obtain that
P(|X| ≤ ε) = 1− P(|X| > ε) > 0. (206)
The proof of Proposition 3.3 is thus completed.
3.2 Approximation error estimates
Proposition 3.4. Let d, n ∈ N, p ∈ [2,∞), T ∈ (0,∞), c, ε, L ∈ [0,∞),
v,w ∈ [1/p,∞), let 〈·, ·〉 : Rd × Rd → R be the d-dimensional Euclidean
scalar product, let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm,
let |||·||| : Rd×d → [0,∞) be the Hilbert-Schmidt norm on Rd×d, let ν : B(Rd)→
[0, 1] be a probability measure, let ϕ : Rd → R be a continuous function,
let φ : Rd → R be a B(Rd)/B(R)-measurable function which satisfies for all
x ∈ Rd that
|φ(x)| ≤ c (1 + ‖x‖v) and |ϕ(x)− φ(x)| ≤ ε(1 + ‖x‖w), (207)
and let µ : Rd → Rd and σ : Rd → Rd×d be functions which satisfy for all
x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (208)
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (209)
and ‖µ(x)‖+ |||σ(x)||| ≤ L(1 + ‖x‖). Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(210)
for (t, x) ∈ (0, T )× Rd and
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(ii) there exist A1, A2, . . . , An ∈ Rd×d, b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p
≤ ε
(
1 + 2w/2 exp
([√
T +max{2,w}]2L2 Tw)
·
[
L
(
T +max{2,w}
√
T
)
+
[∫
Rd
‖x‖wp ν(dx)
]1/(wp)]w)
+ n−1/24 c (p− 1)1/2
(
1 + 2v/2 exp
([√
T +max{2,vp}]2L2 Tv)
·
[
L
(
T +max{2,vp}
√
T
)
+
[ ∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v)
.
(211)
Proof of Proposition 3.4. Throughout this proof let ej ∈ Rd, j ∈ {1, 2, . . . , d},
be given by e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1), let
m : (0,∞) → [2,∞) be the function which satisfies for all z ∈ (0,∞) that
m(z) = max{2, z}, let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space
which fulfils the usual conditions, let W i : [0, T ] × Ω → Rd, i ∈ N, be in-
dependent standard (Ft)t∈[0,T ]-Brownian motions, let X
i,x : [0, T ]× Ω→ Rd,
i ∈ N, x ∈ Rd, be (Ft)t∈[0,T ]-adapted stochastic processes with continuous
sample paths which satisfy that for all i ∈ N, x ∈ Rd, t ∈ [0, T ] it holds P-a.s.
that
X i,xt = x+
∫ t
0
µ(X i,xs ) ds+
∫ t
0
σ(X i,xs ) dW
i
s (212)
and that for all i ∈ N, t ∈ [0, T ], ω ∈ Ω, λ ∈ R, x, y ∈ Rd it holds that
X i,λx+yt (ω) + λX
i,0
t (ω) = λX
i,x
t (ω) +X
i,y
t (ω) (213)
(cf. Proposition 2.20), and let Ai : Ω→ Rd×d, i ∈ N, and Bi : Ω→ Rd, i ∈ N,
be the random variables which satisfy that for all i ∈ N, ω ∈ Ω it holds that
Bi(ω) = X
i,0
T (ω) and
Ai(ω)
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=(
X i,e1T (ω)−X i,0T (ω)
∣∣∣X i,e2T (ω)−X i,0T (ω)∣∣∣ · · · ∣∣∣X i,edT (ω)−X i,0T (ω)
)
. (214)
Observe that (207) assures for all x ∈ Rd that
|ϕ(x)| ≤ |φ(x)|+ |ϕ(x)− φ(x)| ≤ c(1 + ‖x‖v) + ε(1 + ‖x‖w)
≤ c(2 + ‖x‖max{v,w}) + ε(2 + ‖x‖max{v,w})
≤ 2(c+ ε)(1 + ‖x‖max{v,w}).
(215)
Therefore, we obtain that ϕ is an at most polynomially growing function.
This, (208), (209), and item (i) in Corollary 2.23 (with d = d, m = d,
T = T , ϕ = ϕ, µ = µ, σ = σ in the notation of Corollary 2.23) demon-
strate that there exists a unique continuous function u : [0, T ] × Rd → R
which satisfies for all x ∈ Rd that u(0, x) = ϕ(x), which satisfies that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, and which satisfies that u|(0,T )×Rd is
a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(216)
for (t, x) ∈ (0, T )×Rd. This proves item (i). Moreover, note that item (ii) in
Corollary 2.23, item (i), and (212) establish that for all x ∈ Rd it holds that
u(T, x) = E
[
ϕ(X1,xT )
]
. (217)
Moreover, note that (213), (214), and Lemma 2.7 demonstrate that for all
i ∈ N, x ∈ Rd, ω ∈ Ω it holds that
X i,xT (ω) = Ai(ω)x+ Bi(ω). (218)
This ensures that for all i ∈ N, ω ∈ Ω it holds that the function
Rd ∋ x 7→ X i,xT (ω) ∈ Rd (219)
is continuous. Combining this and the fact that for all i ∈ N, x ∈ Rd it holds
that X i,xT : Ω → Rd is F/B(Rd)-measurable with Beck et al. [4, Lemma 2.4]
establishes that for all i ∈ N it holds that the function
Rd × Ω ∋ (x, ω) 7→ X i,xT (ω) ∈ Rd (220)
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is (B(Rd) ⊗ F)/B(Rd)-measurable. This, (207), and the triangle inequality
assure that for all x ∈ Rd it holds that[∫
Rd
∣∣E[ϕ(X1,xT )]− E[φ(X1,xT )]∣∣p ν(dx)
]1/p
=
[∫
Rd
∣∣E[ϕ(X1,xT )− φ(X1,xT )]∣∣p ν(dx)
]1/p
≤
[∫
Rd
(
E
[∣∣ϕ(X1,xT )− φ(X1,xT )∣∣])p ν(dx)
]1/p
≤
[∫
Rd
(
E
[
ε
(
1 +
∥∥X1,xT ∥∥w)])p ν(dx)
]1/p
= ε
[∫
Rd
(
1 + E
[∥∥X1,xT ∥∥w])p ν(dx)
]1/p
≤ ε
(
1 +
[∫
Rd
(
E
[∥∥X1,xT ∥∥w])p ν(dx)
]1/p)
.
(221)
Furthermore, observe that Jensen’s inequality, the hypothesis that for all x ∈
Rd it holds that ‖µ(x)‖+ |||σ(x)||| ≤ L(1 + ‖x‖), (212), and Proposition 2.14
(with d = d, p = m(z), m1 = m2 = s1 = s2 = L, T = T , ξ = x, µ = µ, σ = σ
for z ∈ (0,∞), x ∈ Rd in the notation of Proposition 2.14) prove that for all
x ∈ Rd, z ∈ (0,∞) it holds that
E
[∥∥X1,xT ∥∥z] = E
[[∥∥X1,xT ∥∥m(z)]z/m(z)
]
≤
(
E
[∥∥X1,xT ∥∥m(z)])z/m(z)
≤
[√
2
(‖x‖+ LT + Lm(z)√T) exp([L√T + Lm(z)]2 T)]z
= 2z/2
[
‖x‖+ L(T +m(z)√T )]z exp([√T +m(z)]2L2 Tz).
(222)
The fact that wp ≥ 1 and the triangle inequality hence prove that for all
52
x ∈ Rd it holds that[∫
Rd
(
E
[∥∥X1,xT ∥∥w])p ν(dx)
]1/p
≤
[∫
Rd
[
2w/2
[
‖x‖+ L(T +m(w)√T)]w
· exp
([√
T +m(w)
]2
L2 Tw
)]p
ν(dx)
]1/p
= 2w/2 exp
([√
T +m(w)
]2
L2 Tw
)
·


[∫
Rd
[
‖x‖ + L(T +m(w)√T )]wp ν(dx)
]1/(wp)
w
≤ 2w/2 exp
([√
T +m(w)
]2
L2 Tw
)
·
[[∫
Rd
‖x‖wp ν(dx)
]1/(wp)
+ L
(
T +m(w)
√
T
)]w
.
(223)
Combining this and (221) demonstrates that for all x ∈ Rd it holds that[∫
Rd
∣∣E[ϕ(X1,xT )]− E[φ(X1,xT )]∣∣p ν(dx)
]1/p
≤ ε
(
1 + 2w/2 exp
([√
T +m(w)
]2
L2 Tw
)
·
[[∫
Rd
‖x‖wp ν(dx)
]1/(wp)
+ L
(
T +m(w)
√
T
)]w)
.
(224)
Moreover, observe that the fact that W i : [0, T ] × Ω → Rd, i ∈ N, are in-
dependent Brownian motions ensures for every x ∈ Rd that X i,xT : Ω → Rd,
i ∈ N, are i.i.d. random variables (cf., e.g., Beck et al. [4, Theorem 2.8] and
Klenke [46, Theorem 15.8]). Combining this, (207), (222), and the hypoth-
esis that φ : Rd → R is a B(Rd)/B(R)-measurable function proves for every
x ∈ Rd that φ(X i,xT ) : Ω → R, i ∈ {1, 2, . . . , n}, are i.i.d. random variables
which satisfy for every x ∈ Rd that
E
[∥∥φ(X1,xT )∥∥] ≤ c (1 + E[∥∥X1,xT ∥∥v]) <∞. (225)
53
This, Ho¨lder’s inequality, Fubini’s theorem, and Corollary 2.5 demonstrate
that
E
[[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT )]∣∣p ν(dx)
]1/p]
≤
(
E
[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT )]∣∣p ν(dx)
])1/p
=
(∫
Rd
E
[∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT )]∣∣p ] ν(dx)
)1/p
≤
(∫
Rd
[
2(p− 1)1/2
n1/2
]p
E
[∣∣φ(X1,xT )− E[φ(X1,xT )]∣∣p ] ν(dx)
)1/p
=
2(p− 1)1/2
n1/2
(∫
Rd
E
[∣∣φ(X1,xT )− E[φ(X1,xT )]∣∣p ] ν(dx)
)1/p
.
(226)
Moreover, observe that Ho¨lder’s inequality demonstrates that for all x ∈ Rd
it holds that
E
[∣∣E[φ(X1,xT )]∣∣p] = ∣∣E[φ(X1,xT )]∣∣p ≤ E[∣∣φ(X1,xT )∣∣p]. (227)
The triangle inequality, Ho¨lder’s inequality, (207), and (226) hence imply
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that
E
[[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT )]∣∣p ν(dx)
]1/p]
≤ 2(p− 1)
1/2
n1/2
[(∫
Rd
E
[∣∣φ(X1,xT )∣∣p ] ν(dx)
)1/p
+
(∫
Rd
E
[∣∣E[φ(X1,xT )]∣∣p ]ν(dx)
)1/p ]
≤ 4(p− 1)
1/2
n1/2
(∫
Rd
E
[∣∣φ(X1,xT )∣∣p ] ν(dx)
)1/p
≤ 4(p− 1)
1/2
n1/2
(∫
Rd
E
[∣∣c(1 + ‖X1,xT ‖v)∣∣p] ν(dx)
)1/p
=
4c(p− 1)1/2
n1/2
(∫
Rd
E
[(
1 + ‖X1,xT ‖v
)p]
ν(dx)
)1/p
≤ 4c(p− 1)
1/2
n1/2
(
1 +
[∫
Rd
E
[‖X1,xT ‖vp] ν(dx)
]1/p)
.
(228)
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This, (222), the triangle inequality, and the fact that vp ≥ 1 assure that
E
[[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT )]∣∣p ν(dx)
]1/p]
≤ 4c(p− 1)
1/2
n1/2
(
1 +
[ ∫
Rd
2(vp)/2
[
‖x‖+ L(T +m(vp)√T)]vp
· exp
([√
T +m(vp)
]2
L2 Tvp
)
ν(dx)
]1/p)
=
4c(p− 1)1/2
n1/2
(
1 + 2v/2 exp
([√
T +m(vp)
]2
L2 Tv
)
·
[[∫
Rd
[
‖x‖+ L(T +m(vp)√T )]vpν(dx)]1/(vp)
]
v
)
≤ 4c(p− 1)
1/2
n1/2
(
1 + 2v/2 exp
([√
T +m(vp)
]2
L2 Tv
)
·
[[∫
Rd
‖x‖vp ν(dx)
]1/(vp)
+ L
(
T +m(vp)
√
T
)]v)
.
(229)
Proposition 3.3 hence demonstrates that there exists ω ∈ Ω such that
[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT (ω))]∣∣p ν(dx)
]1/p
≤ 4c(p− 1)
1/2
n1/2
(
1 + 2v/2 exp
([√
T +m(vp)
]2
L2 Tv
)
·
[[∫
Rd
‖x‖vp ν(dx)
]1/(vp)
+ L
(
T +m(vp)
√
T
)]v)
.
(230)
Combining this, the triangle inequality, (217), (218), and (224) establishes
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that [∫
Rd
∣∣∣u(T, x)− 1n[∑ni=1 φ(Ai(ω)x+ Bi(ω))]∣∣∣p ν(dx)
]1/p
=
[∫
Rd
∣∣E[ϕ(X1,xT )]− 1n[∑ni=1 φ(X1,xT (ω))]∣∣p ν(dx)
]1/p
≤
[∫
Rd
∣∣E[ϕ(X1,xT )]− E[φ(X1,xT )]∣∣p ν(dx)
]1/p
+
[∫
Rd
∣∣E[φ(X1,xT )]− 1n[∑ni=1 φ(X i,xT (ω))]∣∣p ν(dx)
]1/p
≤ ε
(
1 + 2w/2 exp
([√
T +m(w)
]2
L2 Tw
)
·
[[∫
Rd
‖x‖wp ν(dx)
]1/(wp)
+ L
(
T +m(w)
√
T
)]w)
+
4c(p− 1)1/2
n1/2
(
1 + 2v/2 exp
([√
T +m(vp)
]2
L2 Tv
)
·
[[∫
Rd
‖x‖vp ν(dx)
]1/(vp)
+ L
(
T +m(vp)
√
T
)]v)
.
(231)
The proof of Proposition 3.4 is thus completed.
Corollary 3.5. Let d, n ∈ N, T ∈ (0,∞), ε, c, L, C ∈ [0,∞), v, p ∈ [2,∞),
let 〈·, ·〉 : Rd × Rd → R be the d-dimensional Euclidean scalar product, let
‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm, let |||·||| : Rd×d →
[0,∞) be the Hilbert-Schmidt norm on Rd×d, let ν : B(Rd)→ [0, 1] be a prob-
ability measure, assume that
C = (p−1)1/2 exp(3v(1+L2T (√T +vp)2))(1+ [∫
Rd
‖x‖pv ν(dx)]1/p ), (232)
let ϕ : Rd → R be a continuous function, let φ : Rd → R be a B(Rd)/B(R)-
measurable function which satisfies for all x ∈ Rd that
|φ(x)| ≤ c (1 + ‖x‖v) and |ϕ(x)− φ(x)| ≤ ε(1 + ‖x‖v), (233)
and let µ : Rd → Rd and σ : Rd → Rd×d be functions which satisfy for all
x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (234)
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σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (235)
and ‖µ(x)‖+ |||σ(x)||| ≤ L(1 + ‖x‖). Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(236)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist A1, A2, . . . , An ∈ Rd×d, b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p ≤ (ε+ n−1/2 c)C.
(237)
Proof of Corollary 3.5. Throughout this proof let r ∈ (0,∞) be given by
r = L
√
T (
√
T + vp). Note that (233) implies that ϕ is an at most polyno-
mially growing function. Combining this, (234), and (235) with item (i) in
Corollary 2.23 (with d = d, m = d, T = T , ϕ = ϕ, µ = µ, σ = σ in the no-
tation of Corollary 2.23) demonstrates that there exists a unique continuous
function u : [0, T ]×Rd → R which satisfies for all x ∈ Rd that u(0, x) = ϕ(x),
which satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
<∞, and which satisfies
that u|(0,T )×Rd is a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(238)
for (t, x) ∈ (0, T )×Rd. This proves item (i). Furthermore, note that item (ii)
in Proposition 3.4 (with d = d, n = n, p = p, T = T , c = c, ε = ε,
L = L, v = v, w = v, ν = ν, ϕ = ϕ, φ = φ, µ = µ, σ = σ in the
notation of Proposition 3.4) assures that there exist A1, A2, . . . , An ∈ Rd×d,
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b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p
≤ ε
(
1 + 2v/2 exp
([√
T +max{2,v}]2L2 Tv)
·
[
L
(
T +max{2,v}
√
T
)
+
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v)
+ n−
1/2 4 c (p− 1)1/2
(
1 + 2v/2 exp
([√
T +max{2,vp}]2L2 Tv)
·
[
L
(
T +max{2,vp}
√
T
)
+
[ ∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v)
.
(239)
Next note that the fact that vp ≥ 2 and the fact that p ≥ 1 imply that
max{2,v} ≤ max{2,vp} = vp. (240)
This demonstrates that
1 + 2v/2 exp
([√
T +max{2,v}]2L2 Tv)
·
[
L
(
T +max{2,v}
√
T
)
+
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v
≤ 1 + 2v/2 exp
([√
T +max{2,vp}]2L2 Tv)
·
[
L
(
T +max{2,vp}
√
T
)
+
[ ∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v
= 1 + 2v/2 exp
(
L2 T
[√
T + vp
]2
v
)
·
[
L
√
T
(√
T + vp
)
+
[ ∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v
= 1 + 2v/2 exp
(
r2v
) [
r +
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v
.
(241)
In addition, note that the fact that for all x ∈ R it holds that 1+x ≤ exp(x)
and the fact that for all y ∈ (0,∞) it holds that 1+y+y2 ≤ 3
2
(1+y2) ensure
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that
1 + 2v/2 exp
(
r2v
) [
r +
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v
≤ 1 + exp(v/2) exp(r2v) [(1 + r)max{1, [∫
Rd
‖x‖vp ν(dx)
]1/(vp)}]v
≤ 1 + exp(v/2) exp(r2v) [exp(r)max{1, [∫
Rd
‖x‖vp ν(dx)
]1/(vp)}]v
≤ 2 exp(v + r2v) exp(r)vmax{1, [∫
Rd
‖x‖vp ν(dx)
]1/p}
≤ 2 exp((1 + r + r2)v)(1 + [∫
Rd
‖x‖vp ν(dx)
]1/p)
≤ 2 exp(3
2
(1 + r2)v
)(
1 +
[∫
Rd
‖x‖vp ν(dx)
]1/p)
.
(242)
Moreover, note that the fact that v ≥ 2 implies that 8 = 23 ≤ exp(3) ≤
exp
(
3
2
v
) ≤ exp(3
2
(1 + r2)v
)
. Hence, we obtain that
8 exp
(
3
2
(1 + r2)v
) ≤ exp(3
2
(1 + r2)v
)
exp
(
3
2
(1 + r2)v
)
= exp
(
3(1 + r2)v
)
.
(243)
Combining this, (232), (239), (241), and (242) establishes that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p
≤ ε
(
1 + 2v/2 exp
(
r2v
) [
r +
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v)
+ n−
1/2 4 c (p− 1)1/2
(
1 + 2v/2 exp
(
r2v
) [
r +
[∫
Rd
‖x‖vp ν(dx)
]1/(vp)]v)
≤ [ε+ n−1/2 4 c (p− 1)1/2] 2 exp(3
2
(1 + r2)v
)(
1 +
[∫
Rd
‖x‖vp ν(dx)
]1/p)
≤ (ε+ n−1/2 c)(p− 1)1/2 8 exp(3
2
(1 + r2)v
)(
1 +
[∫
Rd
‖x‖vp ν(dx)
]1/p)
≤ (ε+ n−1/2 c) (p− 1)1/2 exp(3(1 + r2)v)(1 + [∫
Rd
‖x‖vp ν(dx)
]1/p)
= (ε+ n−
1/2 c)C.
(244)
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The proof of Corollary 3.5 is thus completed.
3.3 Cost estimates
Proposition 3.6. Let d ∈ N, T, ε ∈ (0,∞), c, L, C ∈ [0,∞), v, p ∈ [2,∞),
n ∈ N∩ [c2C2ε−2,∞), let 〈·, ·〉 : Rd×Rd → R be the d-dimensional Euclidean
scalar product, let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm,
let |||·||| : Rd×d → [0,∞) be the Hilbert-Schmidt norm on Rd×d, let ν : B(Rd)→
[0, 1] be a probability measure, assume that
C = 2(p−1)1/2 exp(3v(1+L2T (√T+vp)2))(1+[∫
Rd
‖x‖pv ν(dx)]1/p ), (245)
let ϕ : Rd → R be a continuous function, let φ : Rd → R be a B(Rd)/B(R)-
measurable function which satisfies for all x ∈ Rd that
|φ(x)| ≤ c(1 + ‖x‖v) and |ϕ(x)− φ(x)| ≤ C−1ε(1 + ‖x‖v) (246)
and let µ : Rd → Rd and σ : Rd → Rd×d be functions which satisfy for all
x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (247)
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (248)
and ‖µ(x)‖+ |||σ(x)||| ≤ L(1 + ‖x‖). Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(249)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist A1, A2, . . . , An ∈ Rd×d, b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p ≤ ε. (250)
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Proof of Proposition 3.6. Note that (246) implies that ϕ is an at most poly-
nomially growing function. Combining this, (247), and (248) with item (i)
in Corollary 2.23 (with d = d, m = d, T = T , ϕ = ϕ, µ = µ, σ = σ in the
notation of Corollary 2.23) establishes that there exists a unique continuous
function u : [0, T ]×Rd → R which satisfies for all x ∈ Rd that u(0, x) = ϕ(x),
which satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
<∞, and which satisfies
that u|(0,T )×Rd is a viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(251)
for (t, x) ∈ (0, T )× Rd. This proves item (i). Next note that Corollary 3.5
(with d = d, n = n, T = T , ε = C−1ε, c = c, L = L, v = v, p = p, ν = ν,
φ = φ, µ = µ, σ = σ in the notation of Corollary 3.5) assures that there exist
A1, A2, . . . , An ∈ Rd×d, b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p ≤ (C−1ε+ n−1/2 c) C
2
.
(252)
The hypothesis that n ≥ c2C2ε−2 hence assures that
[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1 φ(Aix+ bi)
]∣∣p ν(dx)]1/p
≤ (C−1ε+ (c2C2ε−2)−1/2 c) C
2
=
(
C−1ε+ C−1ε
) C
2
= ε.
(253)
This establishes item (ii). The proof of Proposition 3.6 is thus completed.
3.4 Representation properties for artificial neural net-
works
Setting 3.7. For every l ∈ N let Ml be the set of all Borel measurable
functions from Rl to R, let
N = ∪L∈{2,3,...} ∪(l0,l1,...,lL)∈((NL)×{1})
(×Lk=1(Rlk×lk−1 × Rlk)) , (254)
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let Al : R
l → Rl, l ∈ N, and a ∈M1 be functions which satisfy for all l ∈ N,
x = (x1, x2, . . . , xl) ∈ Rl that
Al(x) = (a(x1), a(x2), . . . , a(xl)), (255)
and let P,P : N → N and R : N → ∪∞l=1Ml be the functions which satisfy
for all L ∈ {2, 3, . . .}, (l0, l1, . . . , lL) ∈ ((NL)×{1}), Φ = ((W1, B1), . . . , (WL,
BL)) = ((W
(i,j)
k )i∈{1,2,...,lk},j∈{1,2,...,lk−1}, (B
(i)
k )i∈{1,2,...,lk})k∈{1,2,...,L} ∈ (×Lk=1
(Rlk×lk−1 × Rlk)), x0 ∈ Rl0, x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N ∩
(0,L) : xk = Alk(Wkxk−1 +Bk) that
R(Φ) ∈Ml0, (R(Φ))(x0) = WLxL−1 +BL, (256)
P(Φ) =
L∑
k=1
lk∑
i=1
(
1R\{0}(B
(i)
k ) +
lk−1∑
j=1
1R\{0}(W
(i,j)
k )
)
, (257)
and P(Φ) =∑Lk=1 lk(lk−1 + 1).
Lemma 3.8. Assume Setting 3.7 and let d, n ∈ N, A1, A2, . . . , An ∈ Rd×d,
b1, b2, . . . , bn ∈ Rd, φ ∈ N satisfy that R(φ) ∈Md. Then there exists ψ ∈ N
such that for all x ∈ Rd it holds that P(ψ) ≤ n2 P(φ), P(ψ) ≤ nP(φ),
R(ψ) ∈Md, and
(R(ψ))(x) = 1
n
[∑n
i=1(R(φ))(Aix+ bi)
]
. (258)
Proof of Lemma 3.8. Throughout this proof let x ∈ Rd, for all L ∈ {2, 3, . . .},
(l0, l1, . . . , lL) ∈ ((NL)× {1}), Φ ∈ (×Lk=1(Rlk×lk−1 × Rlk)) let W (Φ)1 ∈ Rl1×l0 ,
W
(Φ)
2 ∈ Rl2×l1 , . . . , W (Φ)L ∈ RlL×lL−1, B(Φ)1 ∈ Rl1, B(Φ)2 ∈ Rl2, . . ., B(Φ)L ∈ RlL
satisfy that
Φ =
(
(W
(Φ)
1 , B
(Φ)
1 ), (W
(Φ)
2 , B
(Φ)
2 ), . . . , (W
(Φ)
L , B
(Φ)
L )
)
, (259)
let N ∈ {2, 3, . . .}, (u0, u1, . . . , uN) ∈ ({d} × (NN−1)× {1}) satisfy that φ ∈
×Nk=1(Ruk×uk−1×Ruk) (i.e., φ corresponds to a fully connected feedforward ar-
tificial neural network with N+1 layers with dimensions (u0, u1, . . . , uN)), let
ψ ∈ (R(nu1)×u0×Rnu1)×(×N−1k=2 (R(nuk)×(nuk−1)×Rnuk))×(RuN×(nuN−1)×RuN ) ⊆
N (i.e., ψ corresponds to a fully connected feedforward artificial neural net-
work with N+1 layers with dimensions (u0, nu1, nu2, . . . , nuN−1, uN)) satisfy
63
for all k ∈ {2, 3, . . . , N − 1} that
W
(ψ)
1 =


W
(φ)
1 A1
W
(φ)
1 A2
...
W
(φ)
1 An

 ∈ R(nu1)×u0 = R(nu1)×d, (260)
B
(ψ)
1 =


W
(φ)
1 b1 +B
(φ)
1
W
(φ)
1 b2 +B
(φ)
1
...
W
(φ)
1 bn +B
(φ)
1

 ∈ Rnu1 , B(ψ)k =


B
(φ)
k
B
(φ)
k
...
B
(φ)
k

 ∈ Rnuk , (261)
W
(ψ)
k =


W
(φ)
k 0 · · · 0
0 W
(φ)
k · · ·
...
...
...
. . . 0
0 · · · 0 W (φ)k

 ∈ R(nuk)×(nuk−1), (262)
W
(ψ)
N =
(
1
n
W
(φ)
N
1
n
W
(φ)
N · · · 1nW (φ)N
)
∈ RuN×(nuN−1) = R1×(nuN−1), (263)
and B
(ψ)
N = B
(φ)
N ∈ RuN = R, (264)
let yi,k ∈ Ruk , i ∈ {1, 2, . . . , n}, k ∈ {0, 1, . . . , N}, satisfy for all i ∈
{1, 2, . . . , n}, k ∈ {1, 2, . . . , N − 1} that
yi,0 = Aix+ bi, yi,k = Auk(W
(φ)
k yi,k−1 +B
(φ)
k ), (265)
and yi,N =W
(φ)
N yi,N−1 +B
(φ)
N , (266)
and let z0 ∈ Ru0 , z1 ∈ Rnu1, z2 ∈ Rnu2 , . . . , zN−1 ∈ RnuN−1 , zN ∈ RuN satisfy
that
z0 = x, zk = Anuk(W
(ψ)
k zk−1 +B
(ψ)
k ), (267)
and zN = W
(ψ)
N zN−1 +B
(ψ)
N . (268)
Observe that (255) proves that for all l, L ∈ N, v = (v1, v2, . . . , vLl) ∈ R(Ll)
it holds that
ALl(v) =
(
a(v1), a(v2), . . . , a(vLl)
)
=
(
Al(v1, v2, . . . , vl),Al(vl+1, vl+2, . . . , v2l), . . . ,
Al(v(L−1)l+1, v(L−1)l+2, . . . , vLl)
)
.
(269)
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Furthermore, note that the fact that u0 = d ensures that R(ψ) ∈ Mu0 =
Md. Next observe that (256), (259), (265), and (266) imply that for all
i ∈ {1, 2, . . . , n} it holds that
yi,N = (R(φ))(yi,0) = (R(φ))(Aix+ bi). (270)
Moreover, observe that (256), (259), (267), and (268) ensure that
zN = (R(ψ))(z0) = (R(ψ))(x). (271)
Next we claim that for all k ∈ {1, 2, . . . , N − 1} it holds that
zk =
(
y1,k, y2,k, . . . , yn,k
)
. (272)
We now prove (272) by induction on k ∈ {1, 2, . . . , N −1}. For the base case
k = 1 note that (265) assures that for all i ∈ {1, 2, . . . , n} it holds that
yi,1 = Au1(W
(φ)
1 y
(i)
0 +B
(φ)
1 )
= Au1(W
(φ)
1 (Aix+ bi) +B
(φ)
1 )
= Au1(W
(φ)
1 Aix+W
(φ)
1 bi +B
(φ)
1 ).
(273)
This, (260), (261), (267), and (269) demonstrate that
z1 = Anu1(W
(ψ)
1 x+B
(ψ)
1 )
= Anu1




W
(φ)
1 A1x
W
(φ)
1 A2x
...
W
(φ)
1 Anx

 +


W
(φ)
1 b1 +B
(φ)
1
W
(φ)
1 b2 +B
(φ)
1
...
W
(φ)
1 bn +B
(φ)
1




=


Au1(W
(φ)
1 A1x+W
(φ)
1 b1 +B
(φ)
1 )
Au1(W
(φ)
1 A2x+W
(φ)
1 b2 +B
(φ)
1 )
...
Au1(W
(φ)
1 Anx+W
(φ)
1 bn +B
(φ)
1 )

 =


y1,1
y2,1
...
yn,1

 .
(274)
This establishes (272) in the base case k = 1. For the induction step
{1, 2, . . . , N − 2} ∋ k − 1 → k ∈ {2, 3 . . . , N − 1} observe that (261),
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(262), (265), (267), and (269) imply that for all k ∈ {2, 3 . . . , N} with
zk−1 = (y1,k−1, y2,k−1, . . . , yn,k−1) it holds that
zk = Anuk

W (ψ)k


y1,k−1
y2,k−1
...
yn,k−1

+B(ψ)k


= Anuk




W
(φ)
k y1,k−1
W
(φ)
k y2,k−1
...
W
(φ)
k yn,k−1

 +


B
(φ)
k
B
(φ)
k
...
B
(φ)
k




=


Auk(W
(φ)
k y1,k−1 +B
(φ)
k )
Auk(W
(φ)
k y2,k−1 +B
(φ)
k )
...
Auk(W
(φ)
k yn,k−1 +B
(φ)
k )

 =


y1,k
y2,k
...
yn,k

 .
(275)
Induction thus proves (272). Next note that (263), (264), (266), (268), and
(272) demonstrate that
zN = W
(ψ)
N zN−1 +B
(ψ)
N =
(
1
n
W
(φ)
N
1
n
W
(φ)
N · · · 1nW (φ)N
)


y1,N−1
y2,N−1
...
yn,N−1

+B(φ)N
= 1
n
[∑n
i=1W
(φ)
N yi,N−1
]
+B
(φ)
N =
1
n
[∑n
i=1W
(φ)
N yi,N−1 +B
(φ)
N
]
= 1
n
[∑n
i=1 yi,N
]
.
(276)
Combining this with (270) and (271) establishes that
(R(ψ))(x) = zN = 1n
[∑n
i=1 yi,N
]
= 1
n
[∑n
i=1(R(φ))(Aix+ bi)
]
. (277)
In addition, observe that the fact that P(φ) = ∑Nk=1 uk(uk−1 + 1) assures
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that
P(ψ) = nu1(u0 + 1) +
[
N−1∑
k=2
nuk(nuk−1 + 1)
]
+ uN(nuN−1 + 1)
≤ n2u1(u0 + 1) +
[
N−1∑
k=2
n2uk(uk−1 + 1)
]
+ n2uN(uN−1 + 1)
≤ n2
[
N∑
k=1
uk(uk−1 + 1)
]
= n2P(φ).
(278)
Furthermore, note that (260) – (264) and (278) demonstrate that
P(ψ) ≤ nu1u0 + nu1 +
[
N−1∑
k=2
nukuk−1 + nuk
]
+ uNnuN−1 + uN
≤ n
[
N∑
k=1
uk(uk−1 + 1)
]
= nP(φ).
(279)
Combining this, (277), and (278) completes the proof of Lemma 3.8.
3.5 Cost estimates for artificial neural networks
Lemma 3.9. Assume Setting 3.7, let d ∈ N, T, ε ∈ (0,∞), L,C,C ∈ [0,∞),
c ∈ [1,∞), v, p ∈ [2,∞), let 〈·, ·〉 : Rd × Rd → R be the d-dimensional Eu-
clidean scalar product, let ‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean
norm, let |||·||| : Rd×d → [0,∞) be the Hilbert-Schmidt norm on Rd×d, let
ν : B(Rd)→ [0, 1] be a probability measure, assume that
C = 2(p−1)1/2 exp(3v(1+L2T (√T+vp)2))(1+[∫
Rd
‖x‖pv ν(dx)]1/p ), (280)
assume that C = 4(max{C, ε})4, let ϕ : Rd → R be a continuous function, let
µ : Rd → Rd and σ : Rd → Rd×d be functions which satisfy for all x, y ∈ Rd,
λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (281)
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (282)
and ‖µ(x)‖+ |||σ(x)||| ≤ L(1+ ‖x‖), and let φ ∈ N satisfy for all x ∈ Rd that
R(φ) ∈ Md, |(R(φ))(x)| ≤ c(1 + ‖x‖v), and
|ϕ(x)− (R(φ))(x)| ≤ C−1ε(1 + ‖x‖v). (283)
Then
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(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(284)
for (t, x) ∈ (0, T )× Rd and
(ii) there exists ψ ∈ N such that P(ψ) ≤ c4CP(φ) ε−4, P(ψ) ≤ c2CP(φ)
ε−2, R(ψ) ∈Md, and[∫
Rd
|u(T, x)− (R(ψ))(x)|p ν(dx)
]1/p
≤ ε. (285)
Proof of Lemma 3.9. Throughout this proof let n = min(N ∩ [c2C2ε−2,∞)).
Note that (283) implies that ϕ is an at most polynomially growing function.
Combining this, (281), and (282) with item (i) in Corollary 2.23 (with d = d,
m = d, T = T , ϕ = ϕ, µ = µ, σ = σ in the notation of Corollary 2.23)
establishes that there exists a unique continuous function u : [0, T ] × Rd →
R which satisfies for all x ∈ Rd that u(0, x) = ϕ(x), which satisfies that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(286)
for (t, x) ∈ (0, T )×Rd. This proves item (i). Next note that Proposition 3.6
(with d = d, T = T , ε = ε, L = L, c = c, v = v, p = p, ν = ν, n = n,
ϕ = ϕ, φ = R(φ), µ = µ, σ = σ in the notation of Proposition 3.6) ensures
that there exist A1, A2, . . . , An ∈ Rd×d, b1, b2, . . . , bn ∈ Rd such that[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1(R(φ))(Aix+ bi)
]∣∣p ν(dx)]1/p ≤ ε. (287)
Moreover, observe that Lemma 3.8 demonstrates that there exists ψ ∈ N
such that for all x ∈ Rd it holds that P(ψ) ≤ n2P(φ), P(ψ) ≤ nP(φ),
R(ψ) ∈Md, and
(R(ψ))(x) = 1
n
[∑n
i=1(R(φ))(Aix+ bi)
]
. (288)
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This and (287) assure that[∫
Rd
|u(T, x)− (R(ψ))(x)|p ν(dx)
]1/p
=
[∫
Rd
∣∣u(T, x)− 1
n
[∑n
i=1(R(φ))(Aix+ bi)
]∣∣p ν(dx)]1/p ≤ ε.
(289)
Moreover, note that the hypothesis that C = 4(max{C, ε})4 implies that
c2
√
C ε−2 ≥ √4ε4 ε−2 = 2. This ensures that
n ≤ c2C2 ε−2 + 1 ≤ 2max{c2C2 ε−2, 1}
= max{c2 2C2 ε−2, 2}
≤ max{c2
√
C ε−2, 2}
= c2
√
C ε−2.
(290)
This and the fact that P(ψ) ≤ n2P(φ) imply that
P(ψ) ≤ (c2
√
C ε−2)2P(φ) = c4CP(φ) ε−4. (291)
Furthermore, note that (290), the fact that P(ψ) ≤ nP(φ), and the fact
that C ≥ 1 ensure that
P(ψ) ≤ c2
√
C ε−2P(φ) ≤ c2CP(φ) ε−2. (292)
This, (289), (291), and the fact that R(ψ) ∈ Md establish item (ii). The
proof of Lemma 3.9 is thus completed.
Proposition 3.10. Assume Setting 3.7, let d ∈ N, T, a, r, R ∈ (0,∞),
L,C, z ∈ [0,∞), b, c ∈ [1,∞), v, p ∈ [2,∞), let 〈·, ·〉 : Rd × Rd → R be
the d-dimensional Euclidean scalar product, let ‖·‖ : Rd → [0,∞) be the d-
dimensional Euclidean norm, let |||·||| : Rd×d → [0,∞) be the Hilbert-Schmidt
norm on Rd×d, let ν : B(Rd)→ [0, 1] be a probability measure, assume that
C = 4
[
max{1, R
r
}max{2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2))(
1 +
[∫
Rd
‖x‖pv ν(dx)]1/p ), R}]4+z, (293)
let ϕ : Rd → R be a continuous function, let µ : Rd → Rd and σ : Rd → Rd×d
be functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (294)
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σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (295)
and ‖µ(x)‖+ |||σ(x)||| ≤ L(1+‖x‖), and let (φδ)δ∈(0,r] ⊆ N satisfy for all δ ∈
(0, r], x ∈ Rd that P(φδ) ≤ a δ−z, R(φδ) ∈Md, |(R(φδ))(x)| ≤ c (1 + ‖x‖v),
and
|ϕ(x)− (R(φδ))(x)| ≤ b δ (1 + ‖x‖v). (296)
Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(297)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist (ψε)ε∈(0,R] ⊆ N such that for all ε ∈ (0, R] it holds that
P(ψε) ≤ C a bz c4 ε−4−z, P(ψε) ≤ C a bz c2 ε−2−z, R(ψε) ∈Md, and[∫
Rd
|u(T, x)− (R(ψε))(x)|p ν(dx)
]1/p
≤ ε. (298)
Proof of Proposition 3.10. Throughout this proof let ε ∈ (0, R] and let C ∈
[0,∞) be given by
C = 2(p−1)1/2 exp(3v(1+L2T (√T+vp)2))(1+[∫
Rd
‖x‖pv ν(dx)]1/p ). (299)
Note that (296) implies that ϕ is an at most polynomially growing function.
Combining this, (294), and (295) with item (i) in Corollary 2.23 (with d = d,
m = d, T = T , ϕ = ϕ, µ = µ, σ = σ in the notation of Corollary 2.23)
establishes that there exists a unique continuous function u : [0, T ] × Rd →
R which satisfies for all x ∈ Rd that u(0, x) = ϕ(x), which satisfies that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(300)
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for (t, x) ∈ (0, T )×Rd. This proves item (i). Next observe that (296) ensures
that for all x ∈ Rd it holds that∣∣ϕ(x)− (R(φmin{b−1C−1ε,r}))(x)∣∣ ≤ min{b−1C−1ε, r} b(1 + ‖x‖v)
≤ b−1C−1ε b(1 + ‖x‖v)
= C−1ε(1 + ‖x‖v).
(301)
Lemma 3.9 (with d = d, T = T , ε = ε, L = L, c = c, v = v, p = p, ν = ν,
ϕ = ϕ, µ = µ, σ = σ, φ = φmin{b−1C−1ε,r} in the notation of Lemma 3.9)
hence assures that there exists ψ ∈ N such that
P(ψ) ≤ c4 4(max{C, ε})4P(φmin{b−1C−1ε,r}) ε−4, (302)
P(ψ) ≤ c2 4(max{C, ε})4P(φmin{b−1C−1ε,r}) ε−2, (303)
R(ψ) ∈Md, and
[∫
Rd
|u(T, x)− (R(ψ))(x)|p ν(dx)
]1/p
≤ ε. (304)
Moreover, note that the fact that b, C ≥ 1 and the fact that εR−1 ≤ 1 assures
that
min{b−1C−1ε, r} ≥ min{b−1C−1ε, r b−1C−1εR−1}
= min{1, r
R
} b−1C−1ε. (305)
This, the fact that C ≥ 1, the fact that ε ∈ (0, R], (293), and (299) ensure
that
4(max{C, ε})4(min{b−1C−1ε, r})−z
≤ 4(max{C,R})4 (min{1, r
R
} b−1C−1ε)−z
= 4(max{C,R})4(max{1, R
r
})z bzCz ε−z
≤ 4(max{C,R})4+z(max{1, R
r
})4+z bz ε−z
= C bz ε−z.
(306)
Combining this with the hypothesis that for all δ ∈ (0, r] it holds that
P(φδ) ≤ aδ−z and (302) demonstrates that
P(ψ) ≤ c4 4(max{C, ε})4 a (min{b−1C−1ε, r})−z ε−4
≤ c4 aC bz ε−zε−4 = C a bz c4 ε−4−z. (307)
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Furthermore, observe that the hypothesis that for all δ ∈ (0, r] it holds that
P(φδ) ≤ aδ−z, (303), and (306) demonstrate that
P(ψ) ≤ c2 4(max{C, ε})4 a (min{b−1C−1ε, r})−z ε−2
≤ c2 aC bz ε−z ε−2 = C a bz c2 ε−2−z. (308)
Combining this, (304), and (307) establishes item (ii). The proof of Propo-
sition 3.10 is thus completed.
Corollary 3.11. Assume Setting 3.7, let d ∈ N, T, r, R ∈ (0,∞), L,C, v, w, z,
z ∈ [0,∞), c ∈ [1,∞), v, p ∈ [2,∞), let 〈·, ·〉 : Rd × Rd → R be the
d-dimensional Euclidean scalar product, let ‖·‖ : Rd → [0,∞) be the d-
dimensional Euclidean norm, let |||·||| : Rd×d → [0,∞) be the Hilbert-Schmidt
norm on Rd×d, let ν : B(Rd)→ [0, 1] be a probability measure, assume that
C =
[
cmax{1, R
r
}max{2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2))(
1 +
[∫
Rd
‖x‖pv ν(dx)]1/p ), R}]5+z, (309)
let ϕ : Rd → R be a continuous function, let µ : Rd → Rd and σ : Rd → Rd×d
be functions which satisfy for all x, y ∈ Rd, λ ∈ R that
µ(λx+ y) + λµ(0) = λµ(x) + µ(y), (310)
σ(λx+ y) + λσ(0) = λσ(x) + σ(y), (311)
and ‖µ(x)‖ + |||σ(x)||| ≤ L(1 + ‖x‖), and let (φδ)δ∈(0,r] ⊆ N satisfy for all
δ ∈ (0, r], x ∈ Rd that P(φδ) ≤ c dzδ−z, R(φδ) ∈ Md, |(R(φδ))(x)| ≤
c dv(1 + ‖x‖v), and
|ϕ(x)− (R(φδ))(x)| ≤ c dw δ (1 + ‖x‖v). (312)
Then
(i) there exists a unique continuous function u : [0, T ] × Rd → R which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a
viscosity solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(313)
for (t, x) ∈ (0, T )× Rd and
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(ii) there exist (ψε)ε∈(0,R] ⊆ N such that for all ε ∈ (0, R] it holds that
P(ψε) ≤ C dz+wz+4v ε−4−z, P(ψε) ≤ C dz+wz+2v ε−2−z, R(ψε) ∈ Md,
and [∫
Rd
|u(T, x)− (R(ψε))(x)|p ν(dx)
]1/p
≤ ε. (314)
Proof of Corollary 3.11. Throughout this proof let C,C ∈ [0,∞) be given
by
C = 2(p−1)1/2 exp(3v(1+L2T (√T +vp)2))(1+[∫
Rd
‖x‖pv ν(dx)]1/p ) (315)
and
C = 4
[
max{1, R
r
}max{C,R}]4+z. (316)
Note that (312) implies that ϕ is an at most polynomially growing function.
Combining this, (310), and (311) with item (i) in Corollary 2.23 (with d = d,
m = d, T = T , ϕ = ϕ, µ = µ, σ = σ in the notation of Corollary 2.23)
establishes that there exists a unique continuous function u : [0, T ]×Rd → R
which satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
< ∞, which satisfies for
all x ∈ Rd that u(0, x) = ϕ(x), and which satisfies that u|(0,T )×Rd is a viscosity
solution of
( ∂
∂t
u)(t, x) = 1
2
Trace
(
σ(x)[σ(x)]∗(Hessx u)(t, x)
)
+ 〈(∇xu)(t, x), µ(x)〉
(317)
for (t, x) ∈ (0, T ) × Rd. This proves item (i). Next observe that Proposi-
tion 3.10 (with d = d, T = T , a = c dz, r = r, R = R, L = L, z = z, b = c dw,
c = c dv, v = v, p = p, ν = ν, ϕ = ϕ, µ = µ, σ = σ, (φδ)δ∈(0,r] = (φδ)δ∈(0,r]
in the notation of Proposition 3.10) proves that there exist (ψε)ε∈(0,R] ⊆ N
such that for all ε ∈ (0, R] it holds that
P(ψε) ≤ Cc dz(c dw)z(c dv)4ε−4−z, (318)
P(ψε) ≤ Cc dz(c dw)z(c dv)2ε−2−z, (319)
R(ψε) ∈Md, and
[∫
Rd
|u(T, x)− (R(ψε))(x)|p ν(dx)
]1/p
≤ ε.
(320)
Furthermore, note that the fact that p,v ≥ 2 assures that
C ≥ 2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2)) ≥ 2 exp(6) ≥ 4. (321)
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This implies that
c
5+zC = c5+z 4
[
max{1, R
r
}max{C,R}]4+z
≤ c5+zC[max{1, R
r
}max{C,R}]4+z
≤ c5+z[max{1, R
r
}max{C,R}]5+z
= C.
(322)
This and (318) demonstrate that for all ε ∈ (0, R] it holds that
P(ψε) ≤ C c5+zdz+wz+4vε−4−z ≤ C dz+wz+4vε−4−z. (323)
Moreover, observe that (319), (322), and the fact that c ≥ 1 assure that
P(ψε) ≤ C c3+zdz+wz+2vε−2−z
≤ C c5+zdz+wz+2vε−2−z ≤ C dz+wz+2v ε−2−z. (324)
Combining this, (320), and (323) establishes item (ii). The proof of Corol-
lary 3.11 is thus completed.
Proposition 3.12. Assume Setting 3.7, let I be a set, let d = (di)i∈I : I →
N be a function, for every d ∈ N let 〈·, ·〉Rd : Rd × Rd → R be the d-
dimensional Euclidean scalar product, for every d ∈ N let ‖·‖Rd : Rd → [0,∞)
be the d-dimensional Euclidean norm and let |||·|||HS(Rd,Rd) : Rd×d → [0,∞) be
the Hilbert-Schmidt norm on Rd×d, let T, r, R ∈ (0,∞), C, L, v, w, z, z, θ ∈
[0,∞), c ∈ [1,∞), v, p ∈ [2,∞), let νd : B(Rd) → [0, 1], d ∈ Im(d), be
probability measures, assume that
C =
[
cmax{1, R
r
}max{2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2))(
1 + supi∈I
[
(di)
−θ
[∫
Rdi
‖x‖pv
Rdi
νdi(dx)
]1/p ])
, R
}]5+z
, (325)
let ϕi : R
di → R, i ∈ I, be continuous functions, let µi : Rdi → Rdi, i ∈ I, and
σi : R
di → Rdi×di, i ∈ I, be functions which satisfy for all i ∈ I, x, y ∈ Rdi,
λ ∈ R that
µi(λx+ y) + λµi(0) = λµi(x) + µi(y), (326)
σi(λx+ y) + λσi(0) = λσi(x) + σi(y), (327)
and ‖µi(x)‖Rdi + |||σi(x)|||HS(Rdi ,Rdi) ≤ L(1 + ‖x‖Rdi ), and let (φi,δ)i∈I, δ∈(0,r] ⊆
N satisfy for all i ∈ I, δ ∈ (0, r], x ∈ Rdi that P(φi,δ) ≤ c (di)zδ−z, R(φi,δ) ∈
Mdi, |(R(φi,δ))(x)| ≤ c (di)v(1 + ‖x‖vRdi ), and
|ϕi(x)− (R(φi,δ))(x)| ≤ c (di)w δ (1 + ‖x‖vRdi ). (328)
Then
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(i) there exist unique continuous functions ui : [0, T ] × Rdi → R, i ∈ I,
which satisfy for all i ∈ I, x ∈ Rdi that ui(0, x) = ϕi(x), which satisfy
for all i ∈ I that infq∈(0,∞) sup(t,x)∈[0,T ]×Rdi |ui(t,x)|1+‖x‖q
R
di
< ∞, and which
satisfy for all i ∈ I that ui|(0,T )×Rdi is a viscosity solution of
( ∂
∂t
ui)(t, x) =
1
2
Trace
(
σi(x)[σi(x)]
∗(Hessx ui)(t, x)
)
+ 〈(∇xui)(t, x), µi(x)〉Rd
(329)
for (t, x) ∈ (0, T )× Rdi and
(ii) there exist (ψi,ε)i∈I, ε∈(0,R] ⊆ N such that for all i ∈ I, ε ∈ (0, R] it
holds that
P(ψi,ε) ≤ C (di)(5+z)θ+z+wz+4v ε−4−z, (330)
P(ψi,ε) ≤ C (di)(5+z)θ+z+wz+2v ε−2−z, R(ψi,ε) ∈Mdi, (331)
and
[∫
Rd
|ui(T, x)− (R(ψi,ε))(x)|p νdi(dx)
]1/p
≤ ε. (332)
Proof of Proposition 3.12. Throughout this proof let i ∈ I, let c0 ∈ (0,∞)
be given by
c0 = 2(p− 1)1/2 exp
(
3v(1 + L2T (
√
T + vp)2)
)
, (333)
and let C ∈ [0,∞) be given by
C = [cmax{1, R
r
}max{R, c0(1 + [∫Rdi ‖x‖pvRdi νdi(dx)]1/p )}]5+z. (334)
Note that the fact that for all θ ∈ [0,∞), i ∈ I it holds that (di)−θ ≤ 1
implies that
max
{
c0
(
1 +
[∫
Rdi
‖x‖pv
Rdi
νdi(dx)
]1/p )
, R
}
≤ max
{
c0
(
(di)
θ(di)
−θ + (di)
θ sup
i∈I
[
(di)
−θ
(∫
Rdi
‖x‖pv
Rdi
νdi(dx)
)1/p])
, R
}
≤ max
{
c0(di)
θ
(
1 + sup
i∈I
[
(di)
−θ
(∫
Rdi
‖x‖pv
Rdi
νdi(dx)
)1/p])
, (di)
θ(di)
−θR
}
≤ (di)θmax
{
c0
(
1 + sup
i∈I
[
(di)
−θ
(∫
Rdi
‖x‖pv
Rdi
νdi(dx)
)1/p])
, R
}
.
(335)
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Therefore, (334), (333), and (325) ensure that
C = [cmax{1, R
r
}max{c0(1 + [∫Rdi ‖x‖pvRdi νdi(dx)]1/p ), R}]5+z
≤ (di)θ(5+z)
[
cmax{1, R
r
}
max
{
c0
(
1 + sup
i∈I
[
(di)
−θ
(∫
Rdi
‖x‖pv
Rdi
νdi(dx)
)1/p])
, R
}]5+z
≤ (di)θ(5+z)
[
cmax{1, R
r
}max
{
2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2))(
1 + sup
i∈I
[
(di)
−θ
(∫
Rdi
‖x‖pv
Rdi
νdi(dx)
)1/p])
, R
}]5+z
= (di)
θ(5+z)
C.
(336)
Moreover, observe that (328) implies that ϕi is an at most polynomially
growing function. Combining this, (326), and (327) with item (i) in Corol-
lary 2.23 (with d = di, m = di, T = T , ϕ = ϕi, µ = µi, σ = σi in the notation
of Corollary 2.23) establishes that there exists a unique continuous function
ui : [0, T ]×Rdi → R which satisfies for all x ∈ Rdi that ui(0, x) = ϕi(x), which
satisfies that infq∈(0,∞) sup(t,x)∈[0,T ]×Rdi
|ui(t,x)|
1+‖x‖q
R
di
<∞, and which satisfies that
ui|(0,T )×Rdi is a viscosity solution of
( ∂
∂t
ui)(t, x) =
1
2
Trace
(
σi(x)[σi(x)]
∗(Hessx ui)(t, x)
)
+ 〈(∇xui)(t, x), µi(x)〉Rd
(337)
for (t, x) ∈ (0, T )×Rdi. This proves item (i). Next observe that Corollary 3.11
(with d = di, T = T , r = r, R = R, v = v, w = w, z = z, z = z, c = c,
v = v, p = p, ν = νdi , ϕ = ϕi, µ = µi, σ = σi, (φδ)δ∈(0,r] = (φi,δ)δ∈(0,r] in the
notation of Corollary 3.11) demonstrates that there exists (ψi,ε)ε∈(0,R] ⊆ N
such that for all ε ∈ (0, R] it holds that
P(ψi,ε) ≤ C (di)z+wz+4v ε−4−z, (338)
P(ψi,ε) ≤ C (di)z+wz+2v ε−2−z, R(ψi,ε) ∈Mdi, (339)
and
[∫
Rd
|ui(T, x)− (R(ψi,ε))(x)|p νdi(dx)
]1/p
≤ ε. (340)
Combining this with (336) establishes item (ii). The proof of Proposition 3.12
is thus completed.
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Corollary 3.13. Assume Setting 3.7, let T, r, R ∈ (0,∞), C, L, v, w, z, z, θ ∈
[0,∞), c ∈ [1,∞), v, p ∈ [2,∞), for every d ∈ N let 〈·, ·〉Rd : Rd×Rd → R be
the d-dimensional Euclidean scalar product, for every d ∈ N let ‖·‖Rd : Rd →
[0,∞) be the d-dimensional Euclidean norm and let |||·|||HS(Rd,Rd) : Rd×d →
[0,∞) be the Hilbert-Schmidt norm on Rd×d, let νd : B(Rd) → [0, 1], d ∈ N,
be probability measures, assume that
C =
[
cmax{1, R
r
}max{2(p− 1)1/2 exp(3v(1 + L2T (√T + vp)2))(
1 + supd∈N
[
d−θ
[∫
Rd
‖x‖pv
Rd
νd(dx)
]1/p ])
, R
}]5+z
, (341)
let ϕd : R
d → R, d ∈ N, be continuous functions, let µd : Rd → Rd, d ∈ N, and
σd : R
d → Rd×d, d ∈ N, be functions which satisfy for all d ∈ N, x, y ∈ Rd,
λ ∈ R that
µd(λx+ y) + λµd(0) = λµd(x) + µd(y), (342)
σd(λx+ y) + λσd(0) = λσd(x) + σd(y), (343)
and ‖µd(x)‖Rd+|||σd(x)|||HS(Rd,Rd) ≤ L(1+‖x‖Rd), and let (φd,δ)d∈N, δ∈(0,r] ⊆ N
satisfy for all d ∈ N, δ ∈ (0, r], x ∈ Rd that P(φd,δ) ≤ c dzδ−z, R(φd,δ) ∈Md,
|(R(φd,δ))(x)| ≤ c dv(1 + ‖x‖vRd), and
|ϕd(x)− (R(φd,δ))(x)| ≤ c dw δ (1 + ‖x‖vRd). (344)
Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and which
satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ 〈(∇xud)(t, x), µd(x)〉Rd
(345)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist (ψd,ε)d∈N, ε∈(0,R] ⊆ N such that for all d ∈ N, ε ∈ (0, R] it
holds that
P(ψd,ε) ≤ C d(5+z)θ+z+wz+4v ε−4−z, (346)
P(ψd,ε) ≤ C d(5+z)θ+z+wz+2v ε−2−z, R(ψd,ε) ∈ Md, (347)
and
[∫
Rd
|ud(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (348)
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Proof of Corollary 3.13. Observe that Proposition 3.12 (with I = N, d =
idN, T = T , r = r, R = R, L = L, v = v, w = w, z = z, z = z, θ = θ,
c = c, v = v, p = p, (νd)d∈Im(d) = (νd)d∈N, (ϕi)i∈I = (ϕd)d∈N, (µi)i∈I =
(µd)d∈N, (σi)i∈I = (σd)d∈N, (φi,δ)i∈I, δ∈(0,r] = (φd,δ)d∈N, δ∈(0,r] in the notation
of Proposition 3.12) establishes items (i)–(ii). The proof of Corollary 3.13 is
thus completed.
3.6 Artificial neural networks with continuous activa-
tion functions
In this subsection we establish in Theorem 3.14 below the main result of this
article. Theorem 3.14 proves, roughly speaking, that fully-connected artifi-
cial neural networks overcome the curse of dimensionality in the numerical
approximation of Black-Scholes PDEs (see (357) in item (ii) in Theorem 3.14
for details). In Theorem 3.14 the approximation error between the solu-
tion of the PDE and the artificial neural network is measured by means of
Lp-norms with respect to the general probability measures νd, d ∈ N, in
Theorem 3.14. To make Theorem 3.14 easier accessible, we derive a sim-
plified and specialized version of Theorem 3.14 in Corollary 3.16 below. In
particular, in Corollary 3.16 below we specialize Theorem 3.14 to the case
where the general probability measures νd, d ∈ N, are nothing else but the
continuous uniform distribution on [0, 1]d. Our proof of Corollary 3.16 uses
the elementary estimate in Lemma 3.15 below. For the sake of completeness
we also present in this subsection a detailed proof of Lemma 3.15.
Theorem 3.14. Let T, r, R ∈ (0,∞), v, w, z, z, θ ∈ [0,∞), c ∈ [1,∞),
v, p ∈ [2,∞), for every d ∈ N let 〈·, ·〉Rd : Rd ×Rd → R be the d-dimensional
Euclidean scalar product, for every d ∈ N let ‖·‖Rd : Rd → [0,∞) be the
d-dimensional Euclidean norm and let |||·|||HS(Rd,Rd) : Rd×d → [0,∞) be the
Hilbert-Schmidt norm on Rd×d, let νd : B(Rd) → [0, 1], d ∈ N, be probability
measures, let ϕd : R
d → R, d ∈ N, be continuous functions, let µd : Rd → Rd,
d ∈ N, and σd : Rd → Rd×d, d ∈ N , be functions which satisfy for all d ∈ N,
x, y ∈ Rd, λ ∈ R that
µd(λx+ y) + λµd(0) = λµd(x) + µd(y), (349)
σd(λx+ y) + λσd(0) = λσd(x) + σd(y), (350)
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and ‖µd(x)‖Rd + |||σd(x)|||HS(Rd,Rd) ≤ c(1 + ‖x‖Rd), let
N = ∪L∈{2,3,...} ∪(l0,l1,...,lL)∈((NL)×{1})
(×Lk=1(Rlk×lk−1 × Rlk)) , (351)
assume that supd∈N
[
d−θp
∫
Rd
‖x‖pv
Rd
νd(dx)
]
<∞, let Ad ∈ C(Rd,Rd), d ∈ N,
and a ∈ C(R,R) be functions which satisfy for all d ∈ N, x = (x1, x2, . . . , xd)
∈ Rd that
Ad(x) = (a(x1), a(x2), . . . , a(xd)), (352)
let P,P : N → N and R : N → ∪∞d=1C(Rd,R) be the functions which sat-
isfy for all L ∈ {2, 3, . . .}, (l0, l1, . . . , lL) ∈ ((NL)× {1}), Φ = ((W1, B1), . . . ,
(WL, BL)) = ((W
(i,j)
k )i∈{1,2,...,lk},j∈{1,2,...,lk−1}, (B
(i)
k )i∈{1,2,...,lk})k∈{1,2,...,L} ∈ (×Lk=1
(Rlk×lk−1 × Rlk)), x0 ∈ Rl0, x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N ∩
(0,L) : xk = Alk(Wkxk−1 +Bk) that
R(Φ) ∈ C(Rl0,R), (R(Φ))(x0) =WLxL−1 +BL, (353)
P(Φ) =
L∑
k=1
lk∑
i=1
(
1R\{0}(B
(i)
k ) +
lk−1∑
j=1
1R\{0}(W
(i,j)
k )
)
, (354)
and P(Φ) = ∑Lk=1 lk(lk−1 + 1), and let (φd,δ)d∈N, δ∈(0,r] ⊆ N satisfy for all
d ∈ N, δ ∈ (0, r], x ∈ Rd that P(φd,δ) ≤ c dzδ−z, R(φd,δ) ∈ C(Rd,R),
|(R(φd,δ))(x)| ≤ c dv(1 + ‖x‖vRd), and
|ϕd(x)− (R(φd,δ))(x)| ≤ c dw δ (1 + ‖x‖vRd). (355)
Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and which
satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ 〈(∇xud)(t, x), µd(x)〉Rd
(356)
for (t, x) ∈ (0, T )× Rd and
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(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,R] ⊆ N such that for all d ∈ N,
ε ∈ (0, R] it holds that P(ψd,ε) ≤ C d(5+z)θ+z+wz+4v ε−4−z, P(ψd,ε) ≤
C d(5+z)θ+z+wz+2v ε−2−z, R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (357)
Proof of Theorem 3.14. Throughout this proof let C ∈ (0,∞) be given by
C =
[
cmax{1, R
r
}max
{
R, 2(p− 1)1/2 exp(3v(1 + c2T (√T + vp)2))
· (1 + supd∈N [d−θ [∫Rd ‖x‖pvRd νd(dx)]1/p ])}]5+z (358)
and for every d ∈ N letMd be the set of all Borel measurable functions from
Rd to R. Note that Corollary 3.13 (with T = T , r = r, R = R, L = c,
v = v, w = w, z = z, z = z, θ = θ, c = c, v = v, p = p, (νd)d∈N = (νd)d∈N,
(ϕd)d∈N = (ϕd)d∈N, (µd)d∈N = (µd)d∈N, (σd)d∈N = (σd)d∈N, (φd,δ)d∈N, δ∈(0,r] =
(φd,δ)d∈N, δ∈(0,r] in the notation of Corollary 3.13) demonstrates that there
exist unique continuous functions ud : [0, T ]× Rd → R, d ∈ N, which satisfy
for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy for all d ∈ N that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|ud(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N that
ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ 〈(∇xud)(t, x), µd(x)〉Rd
(359)
for (t, x) ∈ (0, T ) × Rd and that there exist (ψd,ε)d∈N, ε∈(0,R] ⊆ N such that
for all d ∈ N, ε ∈ (0, R] it holds that P(ψd,ε) ≤ C d(5+z)θ+z+wz+4v ε−4−z,
P(ψd,ε) ≤ C d(5+z)θ+z+wz+2v ε−2−z, R(ψd,ε) ∈Md, and[∫
Rd
|ud(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (360)
The fact that Im(R) ⊆ ∪∞d=1C(Rd,R) hence demonstrates that for all d ∈ N,
ε ∈ (0, R] it holds that R(ψd,ε) ∈ C(Rd,R) ⊆ Md. Combining this with
(359) and (360) establishes items (i)–(ii). The proof of Theorem 3.14 is thus
completed.
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Lemma 3.15. Let d ∈ N, p ∈ [2,∞), u ∈ R, v ∈ (u,∞), and let ‖·‖ : Rd →
[0,∞) be the d-dimensional Euclidean norm. Then it holds that
1
(v − u)d
∫
[u,v]d
‖x‖p dx ≤ dp/2 max{|u|p, |v|p}. (361)
Proof of Lemma 3.15. Observe that the Ho¨lder inequality implies that for
all x = (x1, x2, . . . , xd) ∈ Rd it holds that
‖x‖2 =
d∑
i=1
|xi|2 ≤
(
d∑
i=1
|xi|p
)2/p( d∑
i=1
1
)1−2/p
=
(
d∑
i=1
|xi|p
)2/p
d1−
2/p.
(362)
Next note that the Fubini theorem ensures that
∫
[u,v]d
(
d∑
i=1
|xi|p
)
d(x1, x2, . . . , xd) =
d∑
i=1
∫
[u,v]d
|xi|p d(x1, x2, . . . , xd)
=
d∑
i=1
(∫ v
u
|xi|p dxi
)(∫ v
u
1 dt
)d−1
= d
(∫ v
u
|t|p dt
)
(v − u)d−1
≤ d(v − u)d sup
t∈[u,v]
[|t|p] = d(v − u)dmax{|u|p, |v|p}.
(363)
Combining this with (362) demonstrates that
1
(v − u)d
∫
[u,v]d
‖x‖p dx
≤ 1
(v − u)d d
p/2−1
∫
[u,v]d
(
d∑
i=1
|xi|p
)
d(x1, x2, . . . , xd)
≤ dp/2 max{|u|p, |v|p}.
(364)
The proof of Lemma 3.15 is thus completed.
Corollary 3.16. Let T, r, c, p ∈ (0,∞), for every d ∈ N let ‖·‖
Rd
: Rd →
[0,∞) be the d-dimensional Euclidean norm and let |||·|||HS(Rd,Rd) : Rd×d →
[0,∞) be the Hilbert-Schmidt norm on Rd×d, let ϕd : Rd → R, d ∈ N, be
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continuous functions, let µd : R
d → Rd, d ∈ N, and σd : Rd → Rd×d, d ∈ N,
be functions which satisfy for all d ∈ N, x, y ∈ Rd, λ ∈ R that
µd(λx+ y) + λµd(0) = λµd(x) + µd(y), (365)
σd(λx+ y) + λσd(0) = λσd(x) + σd(y), (366)
and ‖µd(x)‖Rd + |||σd(x)|||HS(Rd,Rd) ≤ c(1 + ‖x‖Rd), let
N = ∪L∈{2,3,...} ∪(l0,l1,...,lL)∈((NL)×{1})
(×Lk=1(Rlk×lk−1 × Rlk)) , (367)
let Ad ∈ C(Rd,Rd), d ∈ N, and a ∈ C(R,R) be functions which satisfy for
all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
Ad(x) = (a(x1), a(x2), . . . , a(xd)), (368)
let P : N → N and R : N → ∪∞d=1C(Rd,R) be the functions which satisfy
for all L ∈ {2, 3, . . .}, (l0, l1, . . . , lL) ∈ ((NL) × {1}), Φ = ((W1, B1), . . . ,
(WL, BL)) = ((W
(i,j)
k )i∈{1,2,...,lk},j∈{1,2,...,lk−1}, (B
(i)
k )i∈{1,2,...,lk})k∈{1,2,...,L} ∈ (×Lk=1
(Rlk×lk−1 × Rlk)), x0 ∈ Rl0, x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N ∩
(0,L) : xk = Alk(Wkxk−1 +Bk) that
R(Φ) ∈ C(Rl0,R), (R(Φ))(x0) =WLxL−1 +BL, (369)
and P(Φ) = ∑Lk=1 lk(lk−1 + 1), and let (φd,δ)d∈N, δ∈(0,r] ⊆ N satisfy for all
d ∈ N, δ ∈ (0, r], x ∈ Rd that P(φd,δ) ≤ c dcδ−c, R(φd,δ) ∈ C(Rd,R),
|(R(φd,δ))(x)| ≤ c dc(1 + ‖x‖cRd), and
|ϕd(x)− (R(φd,δ))(x)| ≤ c dc δ (1 + ‖x‖cRd). (370)
Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and which
satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) = Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ ( ∂
∂x
ud)(t, x)µd(x)
(371)
for (t, x) ∈ (0, T )× Rd and
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(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C dC ε−C, R(ψd,ε) ∈ C(Rd,R), and[∫
[0,1]d
|ud(T, x)− (R(ψd,ε))(x)|p dx
]1/p
≤ ε. (372)
Proof of Corollary 3.16. Throughout this proof let m : (0,∞) → [2,∞) be
the function which satisfies for all z ∈ (0,∞) that m(z) = max{2, z} and for
every d ∈ N let νd : B(Rd)→ [0,∞] be the d-dimensional Lebesgue measure.
Note that Lemma 3.15 (with d = d, p = m(c)m(p), u = 0, v = 1, ‖·‖ = ‖·‖Rd
in the notation of Lemma 3.15) implies for all d ∈ N that∫
[0,1]d
‖x‖(m(c)m(p))
Rd
dx ≤ d1/2(m(p)m(c)). (373)
This ensures that
sup
d∈N
[
d−
1/2(m(p)m(c))
∫
Rd
‖x‖(m(c)m(p))
Rd
νd|[0,1]d(dx)
]
= sup
d∈N
[
d−
1/2(m(p)m(c))
∫
[0,1]d
‖x‖(m(c)m(p))
Rd
dx
]
≤ 1 <∞.
(374)
Theorem 3.14 (with T = T , r = r, R = 1, v = c, w = c, z = c,
z = c, θ = m(c)/2, c = max{√2 c, 1}, v = m(c), p = m(p), (νd)d∈N =
(νd|[0,1]d)d∈N, (ϕd)d∈N = (ϕd)d∈N, (µd)d∈N = (µd)d∈N, (σd)d∈N = (
√
2σd)d∈N,
(φd,δ)d∈N, δ∈(0,r] = (φd,δ)d∈N, δ∈(0,r] in the notation of Theorem 3.14) hence en-
sures that
(A) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x ∈ Rd that ud(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and which
satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) = Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
+ ( ∂
∂x
ud)(t, x)µd(x)
(375)
for (t, x) ∈ (0, T )× Rd and
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(B) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d1/2(5+c)m(c)+c+c2+4c ε−4−c, R(ψd,ε) ∈
C(Rd,R), and
[∫
Rd
|ud(T, x)− (R(ψd,ε))(x)|m(p) νd|[0,1]d(dx)
]1/m(p)
≤ ε. (376)
This implies item (i). Moreover, note that (B) and the Ho¨lder inequality
demonstrate that for all C ∈ [max{C, 4 + c, 1/2(5 + c)m(c) + c+ c2 + 4c} ,∞)
it holds that
P(ψd,ε) ≤ C d1/2(5+c)m(c)+c+c2+4c ε−4−c ≤ C dC ε−(4+c) ≤ C dC ε−C (377)
and [∫
[0,1]d
|ud(T, x)− (R(ψd,ε))(x)|p dx
]1/p
≤
[∫
[0,1]d
|ud(T, x)− (R(ψd,ε))(x)|m(p) dx
]1/m(p)
=
[∫
Rd
|ud(T, x)− (R(ψd,ε))(x)|m(p) νd|[0,1]d(dx)
]1/m(p)
≤ ε.
(378)
This establishes item (ii). The proof of Corollary 3.16 is thus completed.
4 Artifical neural network approximations for
Black-Scholes partial differential equations
4.1 Elementary properties of the Black-Scholes model
In this subsection we establish in Lemma 4.2 below a few elementary prop-
erties of the coefficient functions in the Black-Scholes model. For the sake of
completeness we also provide in this subsection a detailed proof of Lemma 4.2.
Setting 4.1. Let p ∈ [2,∞), T ∈ (0,∞), θ ∈ [0,∞), (αd,i)d∈N,i∈{1,2,...,d},
(βd,i)d∈N,i∈{1,2,...,d} ⊆ R satisfy that supd∈N,i∈{1,2,...,d}(|αd,i| + |βd,i|) < ∞, for
every d ∈ N let ‖·‖Rd : Rd → [0,∞) be the d-dimensional Euclidean norm,
for every d ∈ N let 〈·, ·〉Rd : Rd × Rd → R be the d-dimensional Euclidean
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scalar product, for every d ∈ N let |||·|||HS(Rd,Rd) : Rd×d → [0,∞) be the
Hilbert-Schmidt norm on Rd×d, let ed,i ∈ Rd, d ∈ N, i ∈ {1, 2, . . . , d},
satisfy for all d ∈ N that ed,1 = (1, 0, . . . , 0), ed,2 = (0, 1, 0, . . . , 0), . . . ,
ed,d = (0, . . . , 0, 1), let Bd = (B
(i,j)
d )i,j∈{1,2,...,d} ∈ Rd×d, d ∈ N, satisfy for all
d ∈ N, i ∈ {1, 2, . . . , d} that 〈ed,i,BdB∗ded,i〉Rd = 1, let µd : Rd → Rd, d ∈ N,
and σd : R
d → Rd×d, d ∈ N, be the functions which satisfy for all d ∈ N,
x = (x1, x2, . . . , xd) ∈ Rd that
µd(x) = (αd,1x1, . . . , αd,dxd) and σd(x) = diag(βd,1x1, . . . , βd,dxd)Bd,
(379)
let νd : B(Rd) → [0, 1], d ∈ N, be probability measures which satisfy for all
q ∈ (0,∞) that
sup
d∈N
[
d−θq
∫
Rd
‖x‖q
Rd
νd(dx)
]
<∞, (380)
let
N = ∪L∈{2,3,...} ∪(l0,l1,...,lL)∈((NL)×{1})
(×Lk=1(Rlk×lk−1 × Rlk)) , (381)
let Ad ∈ C(Rd,Rd), d ∈ N, be the functions which satisfy for all d ∈ N,
x = (x1, x2, . . . , xd) ∈ Rd that
Ad(x) = (max{x1, 0},max{x2, 0}, . . . ,max{xd, 0}), (382)
and let P,P : N → N and R : N → ∪∞d=1C(Rd,R) be the functions which
satisfy for all L ∈ {2, 3, . . .}, (l0, l1, . . . , lL) ∈ ((NL)×{1}), Φ = ((W1, B1), . . . ,
(WL, BL)) = ((W
(i,j)
k )i∈{1,2,...,lk},j∈{1,2,...,lk−1}, (B
(i)
k )i∈{1,2,...,lk})k∈{1,2,...,L} ∈ (×Lk=1
(Rlk×lk−1 × Rlk)), x0 ∈ Rl0, x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N ∩
(0,L) : xk = Alk(Wkxk−1 +Bk) that
R(Φ) ∈ C(Rl0,R), (R(Φ))(x0) =WLxL−1 +BL, (383)
P(Φ) =
L∑
k=1
lk∑
i=1
(
1R\{0}(B
(i)
k ) +
lk−1∑
j=1
1R\{0}(W
(i,j)
k )
)
, (384)
and P(Φ) =∑Lk=1 lk(lk−1 + 1).
Lemma 4.2. Assume Setting 4.1. Then
(i) it holds for all d ∈ N, x, y ∈ Rd, λ ∈ R that
µd(λx+ y) + λµd(0) = λµd(x) + µd(y), (385)
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(ii) it holds for all d ∈ N, x, y ∈ Rd, λ ∈ R that
σd(λx+ y) + λσd(0) = λσd(x) + σd(y), (386)
and
(iii) for all d ∈ N, x ∈ Rd it holds that
‖µd(x)‖Rd + |||σd(x)|||HS(Rd,Rd) ≤ 2
[
sup
d∈N,i∈{1,2,...,d}
(|αd,i|+ |βd,i|)
]
‖x‖Rd
≤ 2
[
sup
d∈N,i∈{1,2,...,d}
(|αd,i|+ |βd,i|)
]
(1 + ‖x‖Rd) <∞.
(387)
Proof of Lemma 4.2. Throughout this proof let L ∈ (0,∞) be given by
L = sup
d∈N
sup
i∈{1,2,...,d}
(|αd,i|+ |βd,i|). (388)
First, note that the fact that for all d ∈ N, x ∈ Rd it holds that µd(x) =
diag(αd,1, . . . , αd,d)x and Lemma 2.6 prove item (i). Moreover, observe that
(379) implies that for all d ∈ N, x, y ∈ Rd, λ ∈ R it holds that σd(0) = 0 and
σd(λx+ y) = λσd(x) + σd(y). (389)
This establishes item (ii). In addition, note that for all d ∈ N, x = (x1, . . . , xd) ∈
Rd it holds that
‖µd(x)‖Rd = ‖(αd,1x1, . . . , αd,dxd)‖Rd =
[∑d
i=1 |αd,ixi|2
]1/2
≤
[(
max{|αd,1|, . . . , |αd,d|}
)2∑d
i=1 |xi|2
]1/2
= max{|αd,1|, . . . , |αd,d|} ‖x‖Rd ≤ L ‖x‖Rd
≤ L(1 + ‖x‖Rd) <∞.
(390)
Moreover, observe that the fact that for all d ∈ N, x = (x1, . . . , xd) ∈ Rd it
holds that σd(x) = (βd,ixiB
(i,j)
d )i,j∈{1,2,...,d} ∈ Rd×d assures that for all d ∈ N,
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x = (x1, . . . , xd) ∈ Rd it holds that
|||σd(x)|||2HS(Rd,Rd) =
d∑
i,j=1
∣∣βd,ixiB(i,j)d ∣∣2
=
d∑
i=1
(
|xi|2|βd,i|2
∑d
j=1
∣∣B(i,j)d ∣∣2)
≤
[
max
i∈{1,2,...,d}
(
|βd,i|2
∑d
j=1
∣∣B(i,j)d ∣∣2)
]
d∑
i=1
|xi|2
=
[
max
i∈{1,2,...,d}
(
|βd,i|2
∑d
j=1
∣∣B(i,j)d ∣∣2)
]
‖x‖2Rd .
(391)
The fact that for all d ∈ N, i ∈ {1, 2, . . . , d} it holds that∑d
j=1
∣∣B(i,j)d ∣∣2 = 〈B∗ded,i,B∗ded,i〉Rd = 〈ed,i,BdB∗ded,i〉Rd = 1 (392)
hence demonstrates that for all d ∈ N, x = (x1, . . . , xd) ∈ Rd it holds that
|||σd(x)|||HS(Rd,Rd) ≤
[
max
i∈{1,2,...,d}
|βd,i|2
]1/2
‖x‖Rd
=
[
max
i∈{1,2,...,d}
|βd,i|
]
‖x‖Rd
≤ L ‖x‖Rd ≤ L(1 + ‖x‖Rd) <∞.
(393)
Combining this and (390) assures that for all d ∈ N, x ∈ Rd it holds that
‖µd(x)‖Rd + |||σd(x)|||HS(Rd,Rd) ≤ 2L ‖x‖Rd ≤ 2L(1 + ‖x‖Rd) <∞. (394)
This establishes item (iii). The proof of Lemma 4.2 is thus completed.
4.2 Transformations of viscosity solutions
In this subsection we establish in Proposition 4.3, Corollary 4.4, and Corol-
lary 4.5 a few elementary and essentially well-known transformation results
for viscosity solutions of certain second-order PDEs.
Proposition 4.3. Let d ∈ N, a, λ ∈ R, b ∈ (a,∞), let f : (a, b)× Rd × R×
Rd×Rd×d → R be a function which satisfies for all t ∈ (a, b), x ∈ Rd, α ∈ R,
η ∈ Rd, A,B ∈ {C ∈ Rd×d : C∗ = C} with A ≤ B that
f(t, x, α, η, A) ≤ f(t, x, α, η, B), (395)
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let u : (a, b) × Rd → R be a continuous function which satisfies that u is a
viscosity solution of
λ( ∂
∂t
u)(t, x) = f
(
t, x, u(t, x), (∇xu)(t, x), (Hessx u)(t, x)
)
(396)
for (t, x) ∈ (a, b) × Rd, let R : [a, b] → [a, b] be the function which satisfies
for all t ∈ [a, b] that R(t) = a+ b− t, let U : (a, b)×Rd → R be the function
which satisfies for all t ∈ (a, b), x ∈ Rd that U(t, x) = u(R(t), x), and let
F : (a, b) × Rd × R × Rd × Rd×d → R be a function which satisfies for all
t ∈ (a, b), x ∈ Rd, α ∈ R, η ∈ Rd, A ∈ Rd×d that
F (t, x, α, η, A) = f(R(t), x, α, η, A). (397)
Then it holds that U : (a, b)×Rd → R is a continuous function which satisfies
that U is a viscosity solution of
− λ( ∂
∂t
U)(t, x) = F
(
t, x, U(t, x), (∇xU)(t, x), (Hessx U)(t, x)
)
(398)
for (t, x) ∈ (a, b)× Rd.
Proof of Proposition 4.3. Throughout this proof let (s, y) ∈ (a, b)× Rd, let
Ψ = (Ψ(t, x))(t,x)∈(a,b)×Rd ,Φ = (Φ(t, x))(t,x)∈(a,b)×Rd : (a, b)× Rd → R (399)
be twice continuously differentiable functions which satisfy that Φ ≥ U ,
Φ(s, y) = U(s, y), Ψ ≤ U , and Ψ(s, y) = U(s, y), let
ψ = (ψ(t, x))(t,x)∈(a,b)×Rd , ϕ = (ϕ(t, x))(t,x)∈(a,b)×Rd : (a, b)× Rd → R (400)
be the functions which satisfy for all (t, x) ∈ (a, b)× Rd that
ψ(t, x) = Ψ(R(t), x) and ϕ(t, x) = Φ(R(t), x). (401)
Observe that R : [a, b] → [a, b] is a bijective function which satisfies that
R|(a,b) : (a, b) → (a, b) is twice continuously differentiable and which satisfies
for all t ∈ [a, b], r ∈ (a, b) that
R(R(t)) = t and R′(r) = −1. (402)
Combining this and (401) ensures for all (t, x) ∈ (a, b)× Rd that
Ψ(t, x) = ψ(R(t), x) and Φ(t, x) = ϕ(R(t), x). (403)
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Next note that (401), (402), and the hypothesis that for all (t, x) ∈ (a, b)×Rd
it holds that U(t, x) = u(R(t), x) imply that for all (t, x) ∈ (a, b)×Rd it holds
that ψ ∈ C2((a, b)× Rd,R),
ψ(t, x) = Ψ(R(t), x) ≤ U(R(t), x) = u(R(R(t)), x) = u(t, x), (404)
and
ψ(R(s), y) = Ψ(s, y) = U(s, y) = u(R(s), y). (405)
Moreover, observe that (401), (402), and the hypothesis that for all (t, x) ∈
(a, b)×Rd it holds that U(t, x) = u(R(t), x) demonstrate that for all (t, x) ∈
(a, b)× Rd it holds that ϕ ∈ C2((a, b)× Rd,R),
ϕ(t, x) = Φ(R(t), x) ≥ U(R(t), x) = u(R(R(t)), x) = u(t, x), (406)
and
ϕ(R(s), y) = Φ(s, y) = U(s, y) = u(R(s), y). (407)
Combining this, (404), and (405) with the hypothesis that u is a viscosity
solution of
λ( ∂
∂t
u)(t, x) = f
(
t, x, u(t, x), (∇xu)(t, x), (Hessx u)(t, x)
)
(408)
for (t, x) ∈ (a, b)× Rd implies that
λ( ∂
∂t
ϕ)(R(s), y) ≤ f(R(s), y, ϕ(R(s), y), (∇xϕ)(R(s), y), (Hessx ϕ)(R(s), y))
(409)
and
λ( ∂
∂t
ψ)(R(s), y) ≥ f(R(s), y, ψ(R(s), y), (∇xψ)(R(s), y), (Hessx ψ)(R(s), y)).
(410)
This, (397), (402), and (403) ensure that
− λ( ∂
∂t
Φ)(s, y) = λ( ∂
∂t
ϕ)(R(s), y)
≤ f(R(s), y, ϕ(R(s), y), (∇xϕ)(R(s), y), (Hessx ϕ)(R(s), y))
= f
(
R(s), y,Φ(s, y), (∇xΦ)(s, y), (Hessx Φ)(s, y)
)
= F
(
s, y,Φ(s, y), (∇xΦ)(s, y), (Hessx Φ)(s, y)
)
.
(411)
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Moreover, observe that (397), (402), (403), and (410) demonstrate that
− λ( ∂
∂t
Ψ)(s, y) = λ( ∂
∂t
ψ)(R(s), y)
≥ f(R(s), y, ψ(R(s), y), (∇xψ)(R(s), y), (Hessx ψ)(R(s), y))
= f
(
R(s), y,Ψ(s, y), (∇xΨ)(s, y), (HessxΨ)(s, y)
)
= F
(
s, y,Ψ(s, y), (∇xΨ)(s, y), (HessxΨ)(s, y)
)
.
(412)
Next note that the hypothesis that u : (a, b)×Rd → R is a continuous function
and the hypothesis that for all t ∈ (a, b), x ∈ Rd it holds that U(t, x) =
u(R(t), x) demonstrate that U : (a, b) × Rd → R is a continuous function.
Combining this with (411) and (412) assures that U : (a, b) × Rd → R is a
continuous function which satisfies that U is a viscosity subsolution and a
viscosity supersolution of
− λ( ∂
∂t
U)(t, x) = F
(
t, x, U(t, x), (∇xU)(t, x), (Hessx U)(t, x)
)
(413)
for (t, x) ∈ (a, b)× Rd. This proves that U : (a, b)× Rd → R is a continuous
function which satisfies that U is a viscosity solution of
− λ( ∂
∂t
U)(t, x) = F
(
t, x, U(t, x), (∇xU)(t, x), (Hessx U)(t, x)
)
(414)
for (t, x) ∈ (a, b)× Rd. The proof of Proposition 4.3 is thus completed.
Corollary 4.4. Let d ∈ N, a, a, b, λ ∈ R, b ∈ R\{a}, let ν : B(Rd) → [0,∞]
be a measure, let ϕ : Rd → R be a continuous function, let Φ: Rd → R be a
B(Rd)\B(R)-measurable function, let f : Rd×R×Rd×Rd×d → R be a function
which satisfies for all x ∈ Rd, α ∈ R, η ∈ Rd, A,B ∈ {C ∈ Rd×d : C∗ = C}
with A ≤ B that
f(x, α, η, A) ≤ f(x, α, η, B), (415)
assume that a = min{a, b} and b = max{a, b}, and assume that there exists
a unique continuous function u : [a, b]×Rd → R which satisfies for all x ∈ Rd
that u(b, x) = ϕ(x), which satisfies that
inf
q∈(0,∞)
sup
(t,x)∈[a,b]×Rd
|u(t, x)|
1 + ‖x‖q
Rd
<∞, (416)
and which satisfies that u|(a,b)×Rd is a viscosity solution of
λ( ∂
∂t
u)(t, x) = f
(
x, u(t, x), (∇xu)(t, x), (Hessx u)(t, x)
)
(417)
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for (t, x) ∈ (a, b)× Rd and it holds that
[∫
Rd
|u(a, x)− Φ(x)|p ν(dx)
]1/p
≤ ε. (418)
Then there exists a unique continuous function v : [a, b] × Rd → R which
satisfies for all x ∈ Rd that v(a, x) = ϕ(x), which satisfies that
inf
q∈(0,∞)
sup
(t,x)∈[a,b]×Rd
|v(t, x)|
1 + ‖x‖q
Rd
<∞, (419)
which satisfies that v|(a,b)×Rd is a viscosity solution of
− λ( ∂
∂t
v)(t, x) = f
(
x, v(t, x), (∇xv)(t, x), (Hessx v)(t, x)
)
(420)
for (t, x) ∈ (a, b)× Rd and it holds that
[∫
Rd
|v(b, x)− Φ(x)|p ν(dx)
]1/p
≤ ε. (421)
Proof of Corollary 4.4. Throughout this proof let v : [a, b]× Rd → R be the
function which satisfies for all t ∈ [a, b], x ∈ Rd that v(t, x) = u(a+ b− t, x).
Note that for all t ∈ [a, b], x ∈ Rd it holds that
v(t, x) = u(a+ b− t, x) = u(a+ b− t, x). (422)
This and (418) ensure that
[∫
Rd
|v(b, x)− Φ(x)|p ν(dx)
]1/p
≤ ε. (423)
Next note that (417) and Proposition 4.3 (with d = d, a = a, λ = λ, b = b,
f(t, x, α, η, A) = f(x, α, η, A), u(t, x) = u(t, x), U(t, x) = v(t, x) for t ∈ (a, b),
x ∈ Rd, α ∈ R, η ∈ Rd, A ∈ Rd×d in the notation of Proposition 4.3)
demonstrate that v|(a,b)×Rd is a viscosity solution of
− λ( ∂
∂t
v)(t, x) = f
(
x, v(t, x), (∇xv)(t, x), (Hessx v)(t, x)
)
(424)
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for (t, x) ∈ (a, b) × Rd. Furthermore, observe that (416), (422), and the
hypothesis that for all x ∈ Rd it holds that u(b, x) = ϕ(x) imply that for all
x ∈ Rd it holds that v(a, x) = ϕ(x) and
inf
q∈(0,∞)
sup
(t,x)∈[a,b]×Rd
|v(t, x)|
1 + ‖x‖q
Rd
= inf
q∈(0,∞)
sup
(t,x)∈[a,b]×Rd
|u(a+ b− t, x)|
1 + ‖x‖q
Rd
= inf
q∈(0,∞)
sup
(t,x)∈[a,b]×Rd
|u(t, x)|
1 + ‖x‖q
Rd
<∞.
(425)
Next let w : [a, b]×Rd → R be a continuous function which satisfies for all x ∈
Rd that w(a, x) = ϕ(x), which satisfies that infq∈(0,∞) sup(t,x)∈[a,b]×Rd
|w(t,x)|
1+‖x‖q
Rd
<
∞, which satisfies that w|(a,b)×Rd is a viscosity solution of
− λ( ∂
∂t
w)(t, x) = f
(
x, w(t, x), (∇xw)(t, x), (Hessxw)(t, x)
)
(426)
for (t, x) ∈ (a, b)× Rd, and which satisfies that[∫
Rd
|w(b, x)− Φ(x)|p ν(dx)
]1/p
≤ ε, (427)
and let z : [a, b] × Rd → R be the function which satisfies for all t ∈ [a, b],
x ∈ Rd that
z(t, x) = w(a+ b− t, x) = w(a+ b− t, x). (428)
Observe that z is a continuous function which satisfies that for all x ∈ Rd it
holds that z(b, x) = ϕ(x), which satisfies that infq∈(0,∞) sup(t,x)∈[a,b]×Rd
|z(t,x)|
1+‖x‖q
Rd
<∞, which satisfies that z|(a,b)×Rd is a viscosity solution of
λ( ∂
∂t
z)(t, x) = f
(
x, z(t, x), (∇xz)(t, x), (Hessx z)(t, x)
)
(429)
for (t, x) ∈ (a, b)×Rd (cf. Proposition 4.3 (with d = d, a = a, λ = −λ, b = b,
f(t, x, α, η, A) = f(x, α, η, A), u(t, x) = w(t, x), U(t, x) = z(t, x) for t ∈
(a, b), x ∈ Rd, α ∈ R, η ∈ Rd, A ∈ Rd×d in the notation of Proposition 4.3)),
and which satisfies that[∫
Rd
|z(a, x)− Φ(x)|p ν(dx)
]1/p
≤ ε. (430)
Hence, we obtain that for all t ∈ [a, b], x ∈ Rd it holds that z(t, x) = u(t, x).
The fact that for all t ∈ [a, b], x ∈ Rd it holds that v(t, x) = u(a+ b− t, x)
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and w(t, x) = z(a + b − t, x) therefore demonstrates that for all t ∈ [a, b],
x ∈ Rd it holds that
w(t, x) = z(a+ b− t, x) = u(a+ b− t, x) = v(t, x). (431)
Combining this, the fact that for all x ∈ Rd it holds that v(a, x) = ϕ(x),
(423), (424), and (425) completes the proof of Corollary 4.4.
Corollary 4.5. Assume Setting 4.1, let d ∈ N, ε, T ∈ (0,∞), ϕ ∈ C(Rd,R),
and ψ ∈ N . Then the following two statements are equivalent:
(i) There exists a unique continuous function u : [0, T ]×Rd → R which sat-
isfies for all x ∈ Rd that u(T, x) = ϕ(x), which satisfies that infq∈(0,∞)
sup(t,x)∈[0,T ]×Rd
|u(t,x)|
1+‖x‖q
Rd
<∞, which satisfies that u|(0,T )×Rd is a viscosity
solution of
( ∂
∂t
u)(t, x) +
〈
(∇xu)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx u)(t, x)
)
= 0
(432)
for (t, x) ∈ (0, T )× Rd, and which satisfies that
[∫
Rd
|u(0, x)− (R(ψ))(x)|p νd(dx)
]1/p
≤ ε. (433)
(ii) There exists a unique continuous function v : [0, T ] × Rd → R which
satisfies for all x ∈ Rd that v(0, x) = ϕ(x), which satisfies that infq∈(0,∞)
sup(t,x)∈[0,T ]×Rd
|v(t,x)|
1+‖x‖q
Rd
<∞, which satisfies that v|(0,T )×Rd is a viscosity
solution of
( ∂
∂t
v)(t, x) = 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx v)(t, x)
)
+
〈
(∇xv)(t, x), µd(x)
〉
Rd
(434)
for (t, x) ∈ (0, T )× Rd, and which satisfies that
[∫
Rd
|v(T, x)− (R(ψ))(x)|p νd(dx)
]1/p
≤ ε. (435)
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Proof of Corollary 4.5. Observe that Corollary 4.4 (with d = d, a = 0,
λ = −1, b = T , ν = νd, ϕ(x) = ϕ(x), Φ(x) = (R(ψ))(x), f(x, α, η, A) =
〈η, µd(x)〉Rd+ 12 Trace
(
σd(x)[σd(x)]
∗A
)
, u(t, x) = u(t, x) for t ∈ [0, T ], x ∈ Rd,
α ∈ R, η ∈ Rd, A ∈ Rd×d in the notation of Corollary 4.5) proves that
item (i) implies item (ii). Next note that Corollary 4.4 (with d = d, a = T ,
λ = 1, b = 0, ν = νd, ϕ(x) = ϕ(x), Φ(x) = (R(ψ))(x), f(x, α, η, A) =
〈η, µd(x)〉Rd+ 12 Trace
(
σd(x)[σd(x)]
∗A
)
, u(t, x) = v(t, x) for t ∈ [0, T ], x ∈ Rd,
α ∈ R, η ∈ Rd, A ∈ Rd×d in the notation of Corollary 4.5) proves that
item (ii) implies item (i). The proof of Corollary 4.5 is thus completed.
4.3 Artificial neural network approximations for bas-
ket call options
In this subsection we establish in Proposition 4.7 below that ANN approxima-
tions overcome the curse of dimensionality in the numerical approximations
of the Black-Scholes model in the case of basket call options. Our proof of
Proposition 4.7 employs the elementary ANN representation result for the
payoff functions associated to basket call options in Lemma 4.6 below. For
the sake of completeness we also provide in this subsection a detailed proof
of Lemma 4.6.
Lemma 4.6. Assume Setting 4.1 and let (cd,i)d∈N,i∈{1,2,...,d}, (Kd)d∈N ⊆ R.
Then there exists (φd)d∈N ⊆ N such that for all d ∈ N, x = (x1, x2, . . . , xd) ∈
Rd it holds that P(φd) ≤ 4d, R(φd) ∈ C(Rd,R), and
(R(φd))(x) = max{cd,1x1 + cd,2x2 + . . .+ cd,dxd −Kd, 0}. (436)
Proof of Lemma 4.6. Throughout this proof let (φd)d∈N ⊆ N satisfy for all
d ∈ N that
φd =
(
((cd,1, cd,2, . . . , cd,d),−Kd), (1, 0)
) ∈ (Rd×1 × R)× (R× R) (437)
(i.e., φd corresponds to a fully connected feedforward artificial neural network
with 3 layers with dimensions (d, 1, 1)). Note that (382) and (383) ensure
that for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd it holds that R(φd) ∈ C(Rd,R)
and
(R(φd))(x) = 1 ·max
{(
cd,1 cd,2 · · · cd,d
)
x+ (−Kd), 0
}
+ 0
= max{cd,1x1 + cd,2x2 + . . .+ cd,dxd −Kd, 0}. (438)
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Moreover, observe that for all d ∈ N it holds that
P(φd) = 1(d+ 1) + 1(1 + 1) = d+ 3 ≤ 4d. (439)
This and (438) complete the proof of Lemma 4.6.
Proposition 4.7. Assume Setting 4.1, let (cd,i)d∈N,i∈{1,2,...,d} ⊆ [0, 1], (Kd)d∈N
∈ (0,∞), and assume for all d ∈ N that ∑di=1 cd,i = 1. Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that ud(T, x) =
max{cd,1x1+cd,2x2+. . .+cd,dxd−Kd, 0}, which satisfy for all d ∈ N that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|ud(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N
that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(440)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+1 ε−4, P(ψd,ε) ≤ C d5θ+1 ε−2,
R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (441)
Proof of Proposition 4.7. Throughout this proof let ϕd : R
d → R, d ∈ N,
satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
ϕd(x) = max{cd,1x1 + cd,2x2 + . . .+ cd,dxd −Kd, 0} (442)
and let (χd)d∈N, (φd,δ)d∈N,δ∈(0,1] ⊆ N satisfy for all d ∈ N, x ∈ Rd, δ ∈ (0, 1]
that P(χd) ≤ 4d, R(χd) ∈ C(Rd,R), (R(χd))(x) = ϕd(x) (cf. Lemma 4.6),
and φd,δ = χd. Note that for all d ∈ N, δ ∈ (0, 1] it holds that
R(φd,δ) = R(χd) = ϕd ∈ C(Rd,R). (443)
This implies that for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] it holds that
|ϕd(x)− (R(φd,δ))(x)| = |ϕd(x)− ϕd(x)| = 0 ≤ d0δ0(1 + ‖x‖2Rd). (444)
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Moreover, observe that (443) and the hypothesis that for all d ∈ N, i ∈
{1, 2, . . . , d} it holds that cd,i ≥ 0 and
∑d
i=1 cd,i = 1 assure that for all d ∈ N,
x = (x1, x2, . . . , xd) ∈ Rd, δ ∈ (0, 1] it holds that
|(R(φd,δ))(x)| = |(R(χd))(x)| = |ϕd(x)|
= max{cd,1x1 + cd,2x2 + . . .+ cd,dxd −Kd, 0}
≤ cd,1|x1|+ cd,2|x2|+ . . .+ cd,d|xd|
≤
[∑d
i=1 cd,i
]
max{|x1|, |x2|, . . . , |xd|}
≤ ‖x‖
Rd
≤ d0(1 + ‖x‖2
Rd
).
(445)
In addition, observe that for all d ∈ N, δ ∈ (0, 1] it holds that
P(φd,δ) = P(χd) ≤ 4d = 4d1δ−0. (446)
Combining this, (443), (444), (445), the hypothesis that for all q ∈ (0,∞) it
holds that
sup
d∈N
[
d−θq
∫
Rd
‖x‖q
Rd
νd(dx)
]
<∞, (447)
and Lemma 4.2 with Theorem 3.14 (with T = T , r = 1, R = 1, v = 0, w = 0,
z = 1, z = 0, θ = θ, c = max{4, 2 [supd∈N,i∈{1,2,...,d}(|αd,i|+ |βd,i|)]}, v = 2,
p = p, νd = νd, ϕd = ϕd, µd = µd, σd = σd, a(x) = max{x, 0}, φd,δ = φd,δ for
d ∈ N, x ∈ R, δ ∈ (0, 1] in the notation of Theorem 3.14) demonstrates that
there exist unique continuous functions vd : [0, T ] × Rd → R, d ∈ N, which
satisfy for all d ∈ N, x ∈ Rd that vd(0, x) = ϕd(x), which satisfy for all d ∈ N
that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|vd(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N
that vd|(0,T )×Rd is a viscosity solution of
( ∂
∂t
vd)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx vd)(t, x)
)
+
〈
(∇xvd)(t, x), µd(x)
〉
Rd
(448)
for (t, x) ∈ (0, T ) × Rd and that there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆
N such that for all d ∈ N, ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+1 ε−4,
P(ψd,ε) ≤ C d5θ+1 ε−2, R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|vd(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (449)
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Corollary 4.5 hence assures that there exist unique continuous functions
ud : [0, T ]×Rd → R, d ∈ N, which satisfy that for all d ∈ N, x = (x1, x2, . . . ,
xd) ∈ Rd it holds that
ud(T, x) = ϕd(x) = max{cd,1x1 + cd,2x2 + . . .+ cd,dxd −Kd, 0}, (450)
which satisfy for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and
which satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(451)
for (t, x) ∈ (0, T )× Rd and that it holds for all d ∈ N, ε ∈ (0, 1] that
[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (452)
Combining this with the fact that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ψd,ε) ≤ C d5θ+1 ε−4, P(ψd,ε) ≤ C d5θ+1 ε−2, and R(ψd,ε) ∈ C(Rd,R) estab-
lishes items (i)–(ii). The proof of Proposition 4.7 is thus completed.
4.4 Artificial neural network approximations for bas-
ket put options
In this subsection we establish in Proposition 4.9 below that ANN approxi-
mations overcome the curse of dimensionality in the numerical approximation
of the Black-Scholes model in the case of basket put options. Our proof of
Proposition 4.9 employs the elementary ANN representation result for the
payoff functions associated to basket put options in Lemma 4.8 below. For
the sake of completeness we also provide in this subsection a detailed proof
of Lemma 4.8.
Lemma 4.8. Assume Setting 4.1 and let (cd,i)d∈N,i∈{1,2,...,d} ⊆ R, K ∈ R.
Then there exists (φd)d∈N ⊆ N such that for all d ∈ N, x = (x1, x2, . . . , xd) ∈
Rd it holds that P(φd) ≤ 4d, R(φd) ∈ C(Rd,R), and
(R(φd))(x) = max{K − (cd,1x1 + cd,2x2 + . . .+ cd,dxd), 0}. (453)
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Proof of Lemma 4.8. Note that Lemma 4.6 (with cd,i = −cd,i, Kd = −K for
d ∈ N, i ∈ {1, 2, . . . , d} in the notation of Lemma 4.6) demonstrates that
there exists (φd)d∈N ⊆ N such that for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd it
holds that P(φd) ≤ 4d, R(φd) ∈ C(Rd,R), and
(R(φd))(x) = max{−cd,1x1 − cd,2x2 − . . .− cd,dxd +K, 0}
= max{K − (cd,1x1 + cd,2x2 + . . .+ cd,dxd), 0}. (454)
The proof of Lemma 4.8 is thus completed.
Proposition 4.9. Assume Setting 4.1 and let (cd,i)d∈N,i∈{1,2,...,d} ⊆ [0, 1],
K ∈ (0,∞) satisfy for all d ∈ N that ∑di=1 cd,i = 1. Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that ud(T, x) =
max{K−(cd,1x1+cd,2x2+. . .+cd,dxd), 0}, which satisfy for all d ∈ N that
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|ud(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N
that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(455)
for (t, x) ∈ (0, T )× Rd and
(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+1 ε−4, P(ψd,ε) ≤ C d5θ+1 ε−2,
R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (456)
Proof of Proposition 4.9. Throughout this proof let ϕd : R
d → R, d ∈ N,
satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
ϕd(x) = max{K − (cd,1x1 + cd,2x2 + . . .+ cd,dxd), 0} (457)
and let (χd)d∈N, (φd,δ)d∈N,δ∈(0,1] ⊆ N satisfy for all d ∈ N, x ∈ Rd, δ ∈ (0, 1]
that P(χd) ≤ 4d, R(χd) ∈ C(Rd,R), (R(χd))(x) = ϕd(x) (cf. Lemma 4.8),
and φd,δ = χd. Note that for all d ∈ N, δ ∈ (0, 1] it holds that
R(φd,δ) = R(χd) = ϕd ∈ C(Rd,R). (458)
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This and the hypothesis that for all d ∈ N, i ∈ {1, 2, . . . , d} it holds that
cd,i ∈ [0, 1] and
∑d
i=1 cd,i = 1 assure that for all d ∈ N, x = (x1, x2, . . . , xd) ∈
Rd, δ ∈ (0, 1] it holds that
|(R(φd,δ))(x)| = |(R(χd))(x)| = |ϕd(x)|
= max{K − (cd,1x1 + cd,2x2 + . . .+ cd,dxd), 0}
≤ K + cd,1|x1|+ cd,2|x2|+ . . .+ cd,d|xd|
≤ K +
[∑d
i=1 cd,i
]
max{|x1|, |x2|, . . . , |xd|}
≤ K + ‖x‖Rd ≤ K + 1 + ‖x‖2Rd
≤ (K + 1) d0(1 + ‖x‖2Rd).
(459)
In addition, observe that for all d ∈ N, δ ∈ (0, 1] it holds that
P(φd,δ) = P(χd) ≤ 4d = 4d1δ−0. (460)
Furthermore, note that (458) ensures that for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] it
holds that
|ϕd(x)− (R(φd,δ))(x)| = |ϕd(x)− (R(χd))(x)|
= |ϕd(x)− ϕd(x)| = 0 ≤ d0δ0(1 + ‖x‖2Rd).
(461)
Combining this, (458)–(460), the fact that (ϕd)d∈N are continuous functions,
the hypothesis that for all q ∈ (0,∞) it holds that
sup
d∈N
[
d−θq
∫
Rd
‖x‖q
Rd
νd(dx)
]
<∞, (462)
and Lemma 4.2 with Theorem 3.14 (with T = T , r = 1, R = 1, v = 0, w = 0,
z = 1, θ = θ, z = 0, c = max{4, K + 1, 2 [supd∈N,i∈{1,2,...,d}(|αd,i|+ |βd,i|)]},
v = 2, p = p, νd = νd, ϕd = ϕd, µd = µd, σd = σd, a(x) = max{x, 0},
φd,δ = φd,δ for d ∈ N, x ∈ R, δ ∈ (0, 1] in the notation of Theorem 3.14)
demonstrate that there exist unique continuous functions vd : [0, T ]×Rd → R,
d ∈ N, which satisfy for all d ∈ N, x ∈ Rd that vd(0, x) = ϕd(x), which satisfy
for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |vd(t,x)|1+‖x‖q
Rd
< ∞, and which satisfy
for all d ∈ N that vd|(0,T )×Rd is a viscosity solution of
( ∂
∂t
vd)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx vd)(t, x)
)
+
〈
(∇xvd)(t, x), µd(x)
〉
Rd
(463)
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for (t, x) ∈ (0, T ) × Rd and that there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆
N such that for all d ∈ N, ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+1 ε−4,
P(ψd,ε) ≤ C d5θ+1 ε−2, R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|vd(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (464)
Corollary 4.5 hence assures that there exist unique continuous functions
ud : [0, T ]×Rd → R, d ∈ N, which satisfy that for all d ∈ N, x = (x1, x2, . . . ,
xd) ∈ Rd it holds that
ud(T, x) = ϕd(x) = max{K − (cd,1x1 + cd,2x2 + . . .+ cd,dxd), 0}, (465)
which satisfy for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and
which satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(466)
for (t, x) ∈ (0, T )× Rd and that it holds for all d ∈ N, ε ∈ (0, 1] that[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (467)
Combining this with the fact that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ψd,ε) ≤ C d5θ+1 ε−4, P(ψd,ε) ≤ C d5θ+1 ε−2, and R(ψd,ε) ∈ C(Rd,R) estab-
lishes items (i)–(ii). The proof of Proposition 4.9 is thus completed.
4.5 Artificial neural network approximations for call
on max options
In this subsection we establish in Proposition 4.13 below that ANN approxi-
mations overcome the curse of dimensionality in the numerical approximation
of the Black-Scholes model in the case of call on max options. Our proof of
Proposition 4.13 employs the ANN representation result for the payoff func-
tions associated to call on max options in Lemma 4.12 below. Our proof of
Lemma 4.12, in turn, uses the elementary and essentially well-known facts
in Lemmas 4.10–4.11. For the sake of completeness we also provide in this
subsection detailed proofs of Lemmas 4.10–4.11.
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Lemma 4.10. Let x, y ∈ R and let (·)+ : R → [0,∞) be the function which
satisfies for all q ∈ R that (q)+ = max{q, 0}. Then
(i) it holds that x = (x)+ − (−x)+ and
(ii) it holds that max{x, y} = (x− y)+ + y.
(iii) it holds that min{x, y} = −(x− y)+ + x.
Proof of Lemma 4.10. Observe that
(x)+ − (−x)+ = max{x, 0} −max{−x, 0}
= [x− 0]1[0,∞)(x) + [0− (−x)]1(−∞,0)(x) = x.
(468)
This establishes item (i). Next note that
(x− y)+ + y = max{x− y, 0}+ y = max{x, y}. (469)
This proves item (ii). Moreover, observe that
−(x− y)+ + x = −(max{x− y, 0} − x) = −max{−y,−x}
= min{y, x}. (470)
This establishes item (iii). The proof of Lemma 4.10 is thus completed.
Lemma 4.11. Let (an)n∈N ⊆ [0,∞) be the sequence which satisfies for all
n ∈ N that
an = (2(n− 1) + 1)(n+ 1)
+
[∑n−1
k=1(2(n− (k + 1)) + 1)(2(n− k) + 1 + 1)
]
+ 1(1 + 1).
(471)
Then it holds for all n ∈ N that
an ≤ 6n3. (472)
Proof of Lemma 4.11. Observe that for all n ∈ N it holds that
an = (2(n− 1) + 1)(n+ 1)
+
[∑n−1
k=1(2(n− (k + 1)) + 1)(2(n− k) + 1 + 1)
]
+ 1(1 + 1)
= (2n− 1)(n + 1) + [∑n−1k=1(2(n− k)− 1)(2(n− k) + 2)]+ 2
= 2n2 + n− 1 + [∑n−1k=1 4(n− k)2 + 2(n− k)− 2]+ 2
= 2n2 + n + 1 +
[∑n−1
k=1 4n
2 − 8nk + 4k2 + 2n− 2k − 2]
= 2n2 + n + 1 + 4n2(n− 1)− 8n [∑n−1k=1 k]+ 4 [∑n−1k=1 k2]
+ 2n(n− 1)− 2 [∑n−1k=1 k]− 2(n− 1).
(473)
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The fact that for all n ∈ N it holds that∑n−1
k=1 k =
(n−1)n
2
and
∑n−1
k=1 k
2 = (n−1)n(2n−1)
6
(474)
therefore assures for all n ∈ N that
an = 2n
2 + n+ 1 + 4n2(n− 1)− 8n
[
(n−1)n
2
]
+ 4
[
(n−1)n(2n−1)
6
]
+ 2n(n− 1)− 2
[
(n−1)n
2
]
− 2(n− 1)
= 2n2 + n+ 1 + 4n3 − 4n2 − [4n3 − 4n2]
+
[
8
6
n3 + 4(−3)
6
n2 + 4
6
n
]
+ 2n2 − 2n− [n2 − n]− 2n+ 2
=
(
4− 4 + 4
3
)
n3 + (2− 4 + 4− 2 + 2− 1)n2
+
(
1 + 2
3
− 2 + 1− 2)n+ 1 + 2
≤ 4
3
n3 + n2 + 3 ≤ (4
3
+ 1 + 3)n3 ≤ 6n3.
(475)
The proof of Lemma 4.11 is thus completed.
Lemma 4.12. Assume Setting 4.1 and let (Kd)d∈N, (cd,i)d∈N,i∈{1,2,...,d} ⊆ R.
Then there exists (φd)d∈N ⊆ N such that for all d ∈ N, x = (x1, x2, . . . , xd) ∈
Rd it holds that P(φd) ≤ 6d3, R(φd) ∈ C(Rd,R), and
(R(φd))(x) = max{max{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}. (476)
Proof of Lemma 4.12. Throughout this proof let d ∈ N, let
φ = ((W1, B1), (W2, B2), . . . , (Wd, Bd), (Wd+1, Bd+1))
∈ (R(2(d−1)+1)×d × R2(d−1)+1)
× (×d−1k=1(R(2(d−k)−1)×(2(d−k)+1) × R2(d−k)−1))
× (R1×1 × R1)
(477)
(i.e. φ corresponds to fully connected feedforward artificial neural network
with d + 2 layers with dimensions (d, 2(d − 1) + 1, 2(d − 2) + 1, 2(d − 3) +
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1, . . . , 3, 1, 1)) satisfy for all k ∈ {1, 2, . . . , d− 2} that
W1 =


cd,1 −cd,2 0 · · · 0
0 cd,2 0 · · · 0
0 −cd,2 0 · · · 0
0 0 cd,3 · · · 0
0 0 −cd,3 · · · 0
...
...
...
. . .
...
0 0 0 · · · cd,d
0 0 0 · · · −cd,d


∈ R(2(d−1)+1)×d, (478)
Wk+1 =


1 1 −1 −1 1 0 0 . . . 0 0
0 0 0 1 −1 0 0 . . . 0 0
0 0 0 −1 1 0 0 . . . 0 0
0 0 0 0 0 1 −1 . . . 0 0
0 0 0 0 0 −1 1 . . . 0 0
...
...
...
...
...
...
...
. . .
...
...
0 0 0 0 0 0 0 . . . 1 −1
0 0 0 0 0 0 0 . . . −1 1


∈ R(2(d−k)−1)×(2(d−k)+1),
(479)
Wd =
(
1 1 −1) , Wd+1 = (1) ∈ R1×1, B1 = 0, (480)
B2 = 0, . . . , Bd−1 = 0, Bd = −Kd, and Bd+1 = 0, (481)
let x = (x1, x2, . . . , xd) ∈ Rd, let z0 ∈ Rd, z1 ∈ R2(d−1)−1, z2 ∈ R2(d−2)+1, . . . ,
zd−1 ∈ R3, zd ∈ R, zd+1 ∈ R satisfy for all k ∈ {1, 2, . . . , d− 1} that z0 = x,
zk = A2(d−k)+1(Wkzk−1 +Bk), zd = A1(Wdzd−1 +Bd), and
zd+1 =Wd+1zd +Bd+1, (482)
and let (·)+ : R → [0,∞) be the function which satisfies for all q ∈ R that
(q)+ = max{q, 0}. Note that (383), (477), and (482) imply that (R(φ)) ∈
C(Rd,R) and
zd+1 = (R(φ))(x). (483)
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Next we claim that for all k ∈ {1, 2, . . . , d− 1} it holds that
zk =


(
max{cd,1x1, cd,2x2, . . . , cd,kxk} − cd,k+1xk+1
)+
(cd,k+1xk+1)
+
(−cd,k+1xk+1)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
...
(cd,dxd)
+
(−cd,dxd)+


. (484)
We now prove (484) by induction on k ∈ {1, 2, . . . , d− 1}. For the base case
k = 1 note that (382), (478), (480), and (482) assure that
z1 = A2(d−1)+1(W1z0 +B1) = A2(d−1)+1(W1x)
= A2(d−1)+1


cd,1x1 − cd,2x2
cd,2x2
−cd,2x2
cd,3x3
−cd,3x3
...
cd,dxd
−cd,dxd


=


(
max{cd,1x1} − cd,2x2
)+
(cd,2x2)
+
(−cd,2x2)+
(cd,3x3)
+
(−cd,3x3)+
...
(cd,dxd)
+
(−cd,dxd)+


.
(485)
This establishes (484) in the base case k = 1. Next note that item (ii) in
Lemma 4.10 implies that for all a, b, c ∈ R it holds that
(b− a)+ + a− c = max{a, b} − c. (486)
For the induction step {1, 2, . . . , d− 2} ∋ k → k + 1 ∈ {2, 3, . . . , d− 1}
observe that (382), (479), (481), (482), (486) (with a = cd,k+1xk+1, b =
max{cd,1x1, cd,2x2, . . . , cd,kxk}, c = cd,k+2xk+2 in the notation of (486)), and
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item (i) in Lemma 4.10 demonstrate that for all k ∈ {1, 2, . . . , d− 2} with
zk =


(
max{cd,1x1, cd,2x2, . . . , cd,kxk} − cd,k+1xk+1
)+
(cd,k+1xk+1)
+
(−cd,k+1xk+1)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
...
(cd,dxd)
+
(−cd,dxd)+


(487)
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it holds that
zk+1 = A2(d−(k+1))+1(Wk+1zk +Bk+1) = A2(d−(k+1))+1(Wk+1zk)
= A2(d−(k+1))+1


[
(max{cd,1x1,...,cd,kxk}−cd,k+1xk+1)
+
+(cd,k+1xk+1)
+−(−cd,k+1xk+1)
+−(cd,k+2xk+2)
++(−cd,k+2xk+2)
+
]
(cd,k+2xk+2)
+ − (−cd,k+2xk+2)+
−(cd,k+2xk+2)+ + (−cd,k+2xk+2)+
(cd,k+3xk+3)
+ − (−cd,k+3xk+3)+
−(cd,k+3xk+3)+ + (−cd,k+3xk+3)+
...
(cd,dxd)
+ − (−cd,dxd)+
−(cd,dxd)+ + (−cd,dxd)+


= A2(d−(k+1))+1


(max{cd,1x1,...,cd,kxk}−cd,k+1xk+1)
++cd,k+1xk+1−cd,k+2xk+2
cd,k+2xk+2
−cd,k+2xk+2
cd,k+3xk+3
−cd,k+3xk+3
...
cd,dxd
−cd,dxd


=


(
max{cd,1x1, . . . , cd,kxk, cd,k+1xk+1} − cd,k+2xk+2
)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
(cd,k+3xk+3)
+
(−cd,k+3xk+3)+
...
(cd,dxd)
+
(−cd,dxd)+


.
(488)
Induction thus proves (484). Next observe that (480), (481), (482), (484),
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and item (ii) in Lemma 4.10 imply that
zd = A1(Wdzd−1 +Bd)
= A1

(1 1 −1)


(
max{cd,1x1, . . . , cd,d−1xd−1} − cd,dxd
)+
(cd,dxd)
+
(−cd,dxd)+

−Kd


= A1
((
max{cd,1x1, . . . , cd,d−1xd−1} − cd,dxd
)+
+ (cd,dxd)
+ − (−cd,dxd)+ −Kd
)
= A1
((
max{cd,1x1, . . . , cd,d−1xd−1} − cd,dxd
)+
+ cd,dxd −Kd
)
= A1
(
max{cd,1x1, . . . , cd,d−1xd−1, cd,dxd} −Kd
)
= max{max{cd,1x1, . . . , cd,dxd} −Kd, 0}.
(489)
Combining this with (480)–(483) establishes that
(R(φ))(x) = zd+1 =Wd+1zd +Bd+1
= zd = max{max{cd,1x1, . . . , cd,dxd} −Kd, 0}. (490)
In addition, observe that Lemma 4.11 implies that
P(φ) = (2(d− 1) + 1)(d+ 1)
+
[∑d−1
k=1(2(d− (k + 1)) + 1)(2(d− k) + 1 + 1)
]
+ 1(1 + 1)
≤ 6d3.
(491)
Combining this, (483), and (490) completes the proof of Lemma 4.12.
Proposition 4.13. Assume Setting 4.1 and let (Kd)d∈N, (cd,i)d∈N,i∈{1,2,...,d} ⊆
[0,∞) satisfy that supd∈N,i∈{1,2,...,d} cd,i <∞. Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that ud(T, x) =
max{max{cd,1x1, cd,2x2, . . . , cd,dxd}−Kd, 0}, which satisfy for all d ∈ N
that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|ud(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all
d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(492)
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for (t, x) ∈ (0, T )× Rd and
(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+3 ε−4, P(ψd,ε) ≤ C d5θ+3 ε−2,
R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (493)
Proof of Proposition 4.13. Throughout this proof let ϕd : R
d → R, d ∈ N,
satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
ϕd(x) = max{max{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}, (494)
let (χd)d∈N, (φd,δ)d∈N,δ∈(0,1] ⊆ N satisfy for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] that
P(χd) ≤ 6d3, R(χd) ∈ C(Rd,R), (R(χd))(x) = ϕd(x) (cf. Lemma 4.12), and
φd,δ = χd, and let C ∈ [0,∞) be given by C = supd∈N,i∈{1,2,...,d} cd,i. Note
that for all d ∈ N, δ ∈ (0, 1] it holds that
R(φd,δ) = R(χd) = ϕd ∈ C(Rd,R). (495)
This and the fact that for all d ∈ N, i ∈ {1, 2, . . . , d} it holds that cd,i ∈ [0,∞)
ensures that for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd, δ ∈ (0, 1] it holds that
|(R(φd,δ))(x)| = |(R(χd))(x)| = |ϕd(x)|
= max{max{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}
≤ max{cd,1|x1|, cd,2|x2|, . . . , cd,d|xd|}
≤ Cmax{|x1|, |x2|, . . . , |xd|}
≤ C ‖x‖Rd ≤ Cd0(1 + ‖x‖2Rd).
(496)
In addition, observe that for all d ∈ N, δ ∈ (0, 1] it holds that
P(φd,δ) = P(χd) ≤ 6d3 = 6d3δ−0. (497)
Furthermore, note that (495) ensures that for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] it
holds that
|ϕd(x)− (R(φd,δ))(x)| = |ϕd(x)− (R(χd))(x)|
= |ϕd(x)− ϕd(x)| = 0 ≤ d0δ0(1 + ‖x‖2Rd).
(498)
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Combining this, (495), (496), (497), the fact that (ϕd)d∈N are continuous
functions, the hypothesis that for all q ∈ (0,∞) it holds that
sup
d∈N
[
d−θq
∫
Rd
‖x‖q
Rd
νd(dx)
]
<∞, (499)
and Lemma 4.2 with Theorem 3.14 (with T = T , r = 1, R = 1, v = 0, w = 0,
z = 3, z = 0, θ = θ, c = max{6, C, 2 [supd∈N,i∈{1,2,...,d}(|αd,i|+ |βd,i|)]}, v = 2,
p = p, νd = νd, ϕd = ϕd, µd = µd, σd = σd, a(x) = max{x, 0}, φd,δ = φd,δ for
d ∈ N, x ∈ R, δ ∈ (0, 1] in the notation of Theorem 3.14) demonstrates that
there exist unique continuous functions vd : [0, T ] × Rd → R, d ∈ N, which
satisfy for all d ∈ N, x ∈ Rd that vd(0, x) = ϕd(x), which satisfy for all d ∈ N
that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|vd(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N
that vd|(0,T )×Rd is a viscosity solution of
( ∂
∂t
vd)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx vd)(t, x)
)
+
〈
(∇xvd)(t, x), µd(x)
〉
Rd
(500)
for (t, x) ∈ (0, T ) × Rd and that there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆
N such that for all d ∈ N, ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+3 ε−4,
P(ψd,ε) ≤ C d5θ+3 ε−2, R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|vd(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (501)
Corollary 4.5 hence assures that there exist unique continuous functions
ud : [0, T ]×Rd → R, d ∈ N, which satisfy that for all d ∈ N, x = (x1, x2, . . . ,
xd) ∈ Rd it holds that
ud(T, x) = ϕd(x) = max{max{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}, (502)
which satisfy for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and
which satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(503)
for (t, x) ∈ (0, T )× Rd and that it holds for all d ∈ N, ε ∈ (0, 1] that[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (504)
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Combining this with the fact that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ψd,ε) ≤ C d5θ+3 ε−4, P(ψd,ε) ≤ C d5θ+3 ε−2, and R(ψd,ε) ∈ C(Rd,R) estab-
lishes items (i)–(ii). The proof of Proposition 4.13 is thus completed.
4.6 Artificial neural network approximations for call
on min options
In this subsection we establish in Proposition 4.15 below that ANN approxi-
mations overcome the curse of dimensionality in the numerical approximation
of the Black-Scholes model in the case of call on min options. Our proof of
Proposition 4.15 employs the ANN representation result for the payoff func-
tions associated to call on min options in Lemma 4.14 below.
Lemma 4.14. Assume Setting 4.1 and let (Kd)d∈N, (cd,i)d∈N,i∈{1,2,...,d} ⊆ R.
Then there exists (φd)d∈N ⊆ N such that for all d ∈ N, x = (x1, x2, . . . , xd) ∈
Rd it holds that P(φd) ≤ 6d3, R(φd) ∈ C(Rd,R), and
(R(φd))(x) = max{min{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}. (505)
Proof of Lemma 4.14. Throughout this proof let d ∈ N, let
φ = ((W1, B1), (W2, B2), . . . , (Wd, Bd), (Wd+1, Bd+1))
∈ (R(2(d−1)+1)×d × R2(d−1)+1)
× (×d−1k=1(R(2(d−k)−1)×(2(d−k)+1) × R2(d−k)−1))
× (R1×1 × R1)
(506)
(i.e., φ corresponds to fully connected feedforward artificial neural network
with d + 2 layers with dimensions (d, 2(d − 1) + 1, 2(d − 2) + 1, 2(d − 3) +
1, . . . , 3, 1, 1)) satisfy for all k ∈ {1, 2, . . . , d− 2} that
W1 =


−cd,1 cd,2 0 · · · 0
0 cd,2 0 · · · 0
0 −cd,2 0 · · · 0
0 0 cd,3 · · · 0
0 0 −cd,3 · · · 0
...
...
...
. . .
...
0 0 0 · · · cd,d
0 0 0 · · · −cd,d


∈ R(2(d−1)+1)×d, (507)
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Wk+1 =


1 −1 1 1 −1 0 0 . . . 0 0
0 0 0 1 −1 0 0 . . . 0 0
0 0 0 −1 1 0 0 . . . 0 0
0 0 0 0 0 1 −1 . . . 0 0
0 0 0 0 0 −1 1 . . . 0 0
...
...
...
...
...
...
...
. . .
...
...
0 0 0 0 0 0 0 . . . 1 −1
0 0 0 0 0 0 0 . . . −1 1


∈ R(2(d−k)−1)×(2(d−k)+1),
(508)
Wd =
(−1 1 −1) , Wd+1 = (1) ∈ R1×1, B1 = 0, (509)
B2 = 0, . . . , Bd−1 = 0, Bd = −Kd, and Bd+1 = 0, (510)
let x = (x1, x2, . . . , xd) ∈ Rd, let z0 ∈ Rd, z1 ∈ R2(d−1)−1, z2 ∈ R2(d−2)+1, . . . ,
zd−1 ∈ R3, zd ∈ R, zd+1 ∈ R satisfy for all k ∈ {1, 2, . . . , d− 1} that z0 = x,
zk = A2(d−k)+1(Wkzk−1 +Bk), zd = A1(Wdzd−1 +Bd), and
zd+1 =Wd+1zd +Bd+1, (511)
and let (·)+ : R → [0,∞) be the function which satisfies for all q ∈ R that
(q)+ = max{q, 0}. Note that (383), (506), and (511) imply that (R(φ)) ∈
C(Rd,R) and
zd+1 = (R(φ))(x). (512)
Next we claim that for all k ∈ {1, 2, . . . , d− 1} it holds that
zk =


(
cd,k+1xk+1 −min{cd,1x1, cd,2x2, . . . , cd,kxk}
)+
(cd,k+1xk+1)
+
(−cd,k+1xk+1)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
...
(cd,dxd)
+
(−cd,dxd)+


. (513)
We now prove (513) by induction on k ∈ {1, 2, . . . , d− 1}. For the base case
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k = 1 note that (382), (507), (509), and (511) assure that
z1 = A2(d−1)+1(W1z0 +B1) = A2(d−1)+1(W1x)
= A2(d−1)+1


−cd,1x1 + cd,2x2
cd,2x2
−cd,2x2
cd,3x3
−cd,3x3
...
cd,dxd
−cd,dxd


=


(
cd,2x2 −min{cd,1x1}
)+
(cd,2x2)
+
(−cd,2x2)+
(cd,3x3)
+
(−cd,3x3)+
...
(cd,dxd)
+
(−cd,dxd)+


.
(514)
This establishes (513) in the base case k = 1. Next note that item (iii) in
Lemma 4.10 implies that for all a, b, c ∈ R it holds that
(a− b)+ − a + c = c−min{a, b}. (515)
For the induction step {1, 2, . . . , d− 2} ∋ k → k + 1 ∈ {2, 3, . . . , d− 1}
observe that (382), (508), (510), (511), (515) (with a = cd,k+1xk+1, b =
min{cd,1x1, cd,2x2, . . . , cd,kxk}, c = cd,k+2xk+2 in the notation of (515)), and
item (i) in Lemma 4.10 demonstrate that for all k ∈ {1, 2, . . . , d− 2} with
zk =


(
cd,k+1xk+1 −min{cd,1x1, cd,2x2, . . . , cd,kxk}
)+
(cd,k+1xk+1)
+
(−cd,k+1xk+1)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
...
(cd,dxd)
+
(−cd,dxd)+


(516)
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it holds that
zk+1 = A2(d−(k+1))+1(Wk+1zk +Bk+1) = A2(d−(k+1))+1(Wk+1zk)
= A2(d−(k+1))+1


[
(cd,k+1xk+1−min{cd,1x1,cd,2x2,...,cd,kxk})
+
−(cd,k+1xk+1)
++(−cd,k+1xk+1)
++(cd,k+2xk+2)
+−(−cd,k+2xk+2)
+
]
(cd,k+2xk+2)
+ − (−cd,k+2xk+2)+
−(cd,k+2xk+2)+ + (−cd,k+2xk+2)+
(cd,k+3xk+3)
+ − (−cd,k+3xk+3)+
−(cd,k+3xk+3)+ + (−cd,k+3xk+3)+
...
(cd,dxd)
+ − (−cd,dxd)+
−(cd,dxd)+ + (−cd,dxd)+


= A2(d−(k+1))+1


(cd,k+1xk+1−min{cd,1x1,cd,2x2,...,cd,kxk})
+−cd,k+1xk+1+cd,k+2xk+2
cd,k+2xk+2
−cd,k+2xk+2
cd,k+3xk+3
−cd,k+3xk+3
...
cd,dxd
−cd,dxd


=


(
cd,k+2xk+2 −min{cd,1x1, . . . , cd,kxk, cd,k+1xk+1}
)+
(cd,k+2xk+2)
+
(−cd,k+2xk+2)+
(cd,k+3xk+3)
+
(−cd,k+3xk+3)+
...
(cd,dxd)
+
(−cd,dxd)+


.
(517)
Induction thus proves (513). Next observe that (508), (510), (511), (513),
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and item (iii) in Lemma 4.10 imply that
zd = A1(Wdzd−1 +Bd)
= A1

(−1 1 −1)


(
cd,dxd −min{cd,1x1, . . . , cd,d−1xd−1}
)+
(cd,dxd)
+
(−cd,dxd)+

−Kd


= A1
(
− (cd,dxd −min{cd,1x1, . . . , cd,d−1xd−1})+
+ (cd,dxd)
+ − (−cd,dxd)+ −Kd
)
= A1
(
− (cd,dxd −min{cd,1x1, . . . , cd,d−1xd−1})+ + cd,dxd −Kd)
= A1
(
min{cd,1x1, . . . , cd,d−1xd−1, cd,dxd} −Kd
)
= max{min{cd,1x1, . . . , cd,dxd} −Kd, 0}.
(518)
Combining this with (509)–(512) establishes that
(R(φ))(x) = zd+1 = Wd+1zd +Bd+1
= zd = max{min{cd,1x1, . . . , cd,dxd} −Kd, 0}. (519)
In addition, observe that Lemma 4.11 implies that
P(φ) = (2(d− 1) + 1)(d+ 1)
+
[∑d−1
k=1(2(d− (k + 1)) + 1)(2(d− k) + 1 + 1)
]
+ 1(1 + 1)
≤ 6d3.
(520)
Combining this, (512), and (519) completes the proof of Lemma 4.14.
Proposition 4.15. Assume Setting 4.1 and let (Kd)d∈N, (cd,i)d∈N,i∈{1,2,...,d} ⊆
[0,∞) satisfy that supd∈N,i∈{1,2,...,d} cd,i <∞. Then
(i) there exist unique continuous functions ud : [0, T ] × Rd → R, d ∈ N,
which satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that ud(T, x) =
max{min{cd,1x1, cd,2x2, . . . , cd,dxd}−Kd, 0}, which satisfy for all d ∈ N
that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|ud(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all
d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(521)
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for (t, x) ∈ (0, T )× Rd and
(ii) there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+3 ε−4, P(ψd,ε) ≤ C d5θ+3 ε−2,
R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (522)
Proof of Proposition 4.15. Throughout this proof let ϕd : R
d → R, d ∈ N,
satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
ϕd(x) = max{min{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}, (523)
let (χd)d∈N, (φd,δ)d∈N,δ∈(0,1] ⊆ N satisfy for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] that
P(χd) ≤ 6d3, R(χd) ∈ C(Rd,R), (R(χd))(x) = ϕd(x) (cf. Lemma 4.14), and
φd,δ = χd, and let C ∈ [0,∞) be given by C = supd∈N,i∈{1,2,...,d} cd,i. Note
that for all d ∈ N, δ ∈ (0, 1] it holds that
R(φd,δ) = R(χd) = ϕd ∈ C(Rd,R). (524)
This ensures that for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd, δ ∈ (0, 1] it holds
that
|(R(φd,δ))(x)| = |(R(χd))(x)| = |ϕd(x)|
= max{min{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}
≤ max{cd,1|x1|, cd,2|x2|, . . . , cd,d|xd|}
≤ Cmax{|x1|, |x2|, . . . , |xd|}
≤ C ‖x‖Rd ≤ Cd0(1 + ‖x‖2Rd).
(525)
In addition, observe that for all d ∈ N, δ ∈ (0, 1] it holds that
P(φd,δ) = P(χd) ≤ 6d3 = 6d3δ−0. (526)
Furthermore, note that (524) ensures that for all d ∈ N, x ∈ Rd, δ ∈ (0, 1] it
holds that
|ϕd(x)− (R(φd,δ))(x)| = |ϕd(x)− (R(χd))(x)|
= |ϕd(x)− ϕd(x)| = 0 ≤ d0δ0(1 + ‖x‖2Rd).
(527)
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Combining this, (524), (525), (526), the fact that (ϕd)d∈N are continuous
functions, the hypothesis that for all q ∈ (0,∞) it holds that
sup
d∈N
[
d−θq
∫
Rd
‖x‖q
Rd
νd(dx)
]
<∞, (528)
and Lemma 4.2 with Theorem 3.14 (with T = T , r = 1, R = 1, v = 0, w = 0,
z = 3, z = 0, θ = θ, c = max{6, C, 2 [supd∈N,i∈{1,2,...,d}(|αd,i|+ |βd,i|)]}, v = 2,
p = p, νd = νd, ϕd = ϕd, µd = µd, σd = σd, a(x) = max{x, 0}, φd,δ = φd,δ for
d ∈ N, x ∈ R, δ ∈ (0, 1] in the notation of Theorem 3.14) demonstrates that
there exist unique continuous functions vd : [0, T ] × Rd → R, d ∈ N, which
satisfy for all d ∈ N, x ∈ Rd that vd(0, x) = ϕd(x), which satisfy for all d ∈ N
that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|vd(t,x)|
1+‖x‖q
Rd
< ∞, and which satisfy for all d ∈ N
that vd|(0,T )×Rd is a viscosity solution of
( ∂
∂t
vd)(t, x) =
1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx vd)(t, x)
)
+
〈
(∇xvd)(t, x), µd(x)
〉
Rd
(529)
for (t, x) ∈ (0, T ) × Rd and that there exist C ∈ (0,∞), (ψd,ε)d∈N, ε∈(0,1] ⊆
N such that for all d ∈ N, ε ∈ (0, 1] it holds that P(ψd,ε) ≤ C d5θ+3 ε−4,
P(ψd,ε) ≤ C d5θ+3 ε−2, R(ψd,ε) ∈ C(Rd,R), and[∫
Rd
|vd(T, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (530)
Corollary 4.5 hence assures that there exist unique continuous functions
ud : [0, T ]×Rd → R, d ∈ N, which satisfy that for all d ∈ N, x = (x1, x2, . . . ,
xd) ∈ Rd it holds that
ud(T, x) = ϕd(x) = max{min{cd,1x1, cd,2x2, . . . , cd,dxd} −Kd, 0}, (531)
which satisfy for all d ∈ N that infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |ud(t,x)|1+‖x‖q
Rd
< ∞, and
which satisfy for all d ∈ N that ud|(0,T )×Rd is a viscosity solution of
( ∂
∂t
ud)(t, x) +
〈
(∇xud)(t, x), µd(x)
〉
Rd
+ 1
2
Trace
(
σd(x)[σd(x)]
∗(Hessx ud)(t, x)
)
= 0
(532)
for (t, x) ∈ (0, T )× Rd and that it holds for all d ∈ N, ε ∈ (0, 1] that[∫
Rd
|ud(0, x)− (R(ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (533)
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Combining this with the fact that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ψd,ε) ≤ C d5θ+3 ε−4, P(ψd,ε) ≤ C d5θ+3 ε−2, and R(ψd,ε) ∈ C(Rd,R) estab-
lishes items (i)–(ii). The proof of Proposition 4.15 is thus completed.
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