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Abstract: The Pad6 approximant is invariant under both linear fractional transformations of the function value and 
linear fractional transformations (origin fixed) of the argument. The paper reports on an investigation of these 
invariance properties to the class of Hermite-Pad6 approximants based on the class of general ordinary nonlinear 
differential equations. Further, the paper characterizes the class with these invariance properties. Uniqueness is 
discussed. Examples are given, such as the Pad6-Riccati approximants, and allowed types of singular points are 
discussed. 
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Pad6 approximant methods have been extremely powerful methods for approximant analytic 
continuation. It has been widely believed that an important reason for the success of this method 
is its invariance against both linear fractional transformations of the argument and the function 
value. It is natural to investigate whether there are other more general types of approximation 
procedures which share these invariance properties. In particular, we are interested in approxi- 
mating functions which are non-uniform rather than uniform as is the Pad6 approximant. We will 
examine these questions in the context of Hermite-Pad6 approximant theory. 
To put these remarks in context, the definition of Pad6 approximants [1-2] is as follows. 
Definition. For a given formal power series 
oo  
f (x)= E fj xj, 
j=O 
the Padb approximant is 
[L/MI = PL(X)/QM(X) 
(1) 
(2) 
where the polynomials QM and PL, of nominal degrees M and L, respectively, are defined by 
ag(x)f(x)--PL(x) = O(Xt'+M+I), QM(0) = 1.0. (3) 
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By argument-invariance we mean: 
O(x2U+' )=f  l+f lx  - 
Pu 1 + fix _ ~N(X)  
OtX 
(4) 
where the most right-hand term is the transformed Pad6 approximant and is identical to that 
obtained by the direct solution of equation (3) for the transformed function. Value-invariance is 
similarly defined by 
o(x2N+l)- A + Bf (x)  
C + Df(x) 
A + B eN(x) 
QN(x) ~N(X) 
C+D- -  
PN(~) aN(~) 
QN(x) 
] c + Df (0 ) .  0, (5) 
where again, the last term is the new transformed Pad6 approximant. 
By the Hermite-Pad6 approximant [3] we mean the following: First following Pad6 [6] in his 
classic thesis, we wish to select a + 1 polynomials o that for y(x)  as the given series we have 
P(x) [y (x ) ] '+Q(x) [y (x ) ]  '~-1 + . . .  + S (x )y (x )+ T(x)---O(xP+q++t+a), (6) 
where p, q . . . . .  t are the degrees of the polynomials P, Q . . . . .  T. The approximants are found by 
setting the right-hand side of (6) to zero and solving that resultant equation for the approxima- 
tion to y(x). We could also equally well consider 
P(x)  d"y d~-ay --~x +O(x)~+ . . .  + S (x )y+ T=O(x  7~+q+'''+'+a) (7) 
or in general 
e,( x )/,( x ) = O( , , - ,  ), (8) 
i~0  
where the f~(x) are any desired set of functions of the given formal series of y(x). The solution 
for the polynomials in (8) can be given easily, except in certain singular cases, in terms of what 
are called multi-gradients. For notational purposes, we define 
s= ~ (p,.+ 1) -2 .  (9) 
i -O  
The non-normalized expression for the polynomials i  given as: 
fd 0 
1 
• ° ° L_p l  
0 --. 0 . . .0  
0 
f~ 
f s t i • " " L - -p~ 
1 X • • • X p' . . .0  
(1o) Pi ( x ) = det 
Here fL refers to the coefficient of x k in the function fy(x). One convenient way to normalize 
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equation (1) is to divide it by an appropriate factor. So we have, for example, 
P0(0) = 1.0. (11) 
The point of this paper is to examine this class of approximants for those approximants which 
generalize the Pad6 approximant in the sense of maintaining the argument- and value-invariance 
properties. We will consider the class of f~ made up as 
• * a t  p'~P[ tp~'Y ( f~}={setofmonomm,sy tY )  tY ) ...}- (12) 
The method we will use to look for invariant approximants is to seek out building blocks. We will 
find that once these building blocks have been identified, they can be used in a wide variety of 
ways to construct invariant approximants. We will partially treat the uniqueness question which 
arises later. First we investigate argument-invariance in the simple case originally mentioned by 
Pad& To wit 
Pj(x)yJ(x)=O(x'+'). (13) 
j=O 
If 
x = az/(1 + flz), (14) 
then we have directly 
m 
Fo y, = o(z '+ ' ) .  (15) 
It is easy to show that we get form-invariance if and only if all the Pj are of the same degree N, as 
multiplying equation (15) by a common factor reduces it to polynomial form. We have 
( l+f l z ,  j t~]y  t~)=O(z '+ ' ) .  (16) 
j=0 
Inspection shows that the coefficient of yJ is now a new polynomial of degree N. 
To investigate invariances for (7) we note that 
dz ,z)Z(~z)/a ' (17) 
dx = -d--~z ) = ( 1 + 
thus we find that the object 
P(Z)(x)( dy-~x ) =~(2'(z)( dY~ ) (18) 
is form-invariant. 
If we take a look at differential equations of the first order, we find that 
dy 
P(N+ 2)(x) ~x-  + Q(U)(x)y + Rm)(x)= O(x 3N+`) (19) 
is directly form-invariant. The superscripts in parentheses denote the degrees of the polynomials 
in x. In the second-order differential equations a new feature arises. We have, by (18), that 
P(U+2)(X)~x- x P2(X)~x- x +Q(U+2)(x) + (x)y+ S(N)(x)= ) (20) 
is form-invariant, or re-writing (20), that 
a-yd 2 dv  (N+4)( + Q(U+3)(X)~x x +R(U'(x)y + S(U'(x) = O(x 4u+9) (21) P X)dx 2 
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is form-invariant subject to a restriction. If we use the notation 
N+4 N+3 
PtN+4)(x)= Y~ pjx j, Q(N+3)(x)= Y'~ qjx j, (22) 
j=O j=0  
then the necessary restriction to maintain form-invariance is 
qN+3 = 2pN+4. (23) 
Some examples of known invariant second-order equations are: (1) Riemann's P-equation [4] 
d2u+{1-a -a  ' l - f l - f l '  1-y -y ' )du  
- -  + + - -  
dz 2 z -a  z -b  z -c  dz 
+( aa'(a-b)(a-C)z_a + flfl'(b-c)(b-a)z_b 
3,y'(c-a)(c-b) } u 
z -c  . ( z -a ) (z -b ) (z -c )  =0, (24) + 
[a+a '+f l+f l '+V+3/= 1]; 
and (2) a generalization of Riemann's P-equation, Klein's equation [5] 
d2-----~u+[~ 1--ar- - f l r  
dz2 r= l  ( z -  at) 
?/ 
Z (a r -~-~r )  =/7 - -  2, 
r~ l  
(arDr+ °tr~,)=O, 
r= l  
) 2 
r= l  (Z -- a r 
/1 
~Dr=O, 
r=l  
+~1- -  u=0,  
= Z - -  a r 
( arDr2 + 2ararflr ) = O. 
r= l  
(25) 
The restrictions which appear in both (24) and (25) turn ouf to be just sufficient o yield form 
(21) with condition (23). 
If we look now to third-order differential equations, we find directly (see (18)) that 
d P(N+2)(x)~-~(P(2)(x)~x[PI2)(X)~x ]}+ Q(U+2)(X)d~ [ Q(2)(x) d---x-x ]dY 
RtN+2)(X) dy + StU)(x)y + TtU)(x)= O(x 5N+16) (26) 
~dx 
is form-invariant or 
d 3 d E RtN+4) ( dy - -  + + StU)(x)y+ T(U'(x) PtU+6)(X)~x3Y + Q(U+')(x) dx2Y x)-~x 
=O(x 5u+,6) 
is form-invariant, when we make the restrictions 
qN+5 = 6pN+6,  ru+4 = 6Pu+6, r,v+3 = 2qu-4 -- 6Pu+5" 
The general pattern is now clear. For an n th-order differential equation we have 
d" - ly d n - 2y 
e(U+2.)(x) dx ---'gd"y + QtU+z._O(x) ~ + R tu+2"-2)(x) dx" -  2 
+- . -+WtU+"+1)  x( )dx+dY X(U)(x)y + y(U)(x )=O(x(.+2)tu+,)+:), 
(27) 
(28) 
(29) 
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where Q is subject o one restriction, R is subject o two restrictions, and W is subject to n - 1 
restrictions. We conclude, with regard to argument-invariance, that any equation, which is 
homogeneous in x in the sense that (i) the degree of x = 1; (ii) the degree ofy = 0; (iii) the degree 
of [(A + Bx + Cx2)(d/dx)] = 0, will satisfy argument-invariance. These quantities are the build- 
ing blocks of argument-invariance. That is to say, any equations made up of sums of products of 
these terms, homogeneous in the above sense, will satisfy argument-invariance. 
Next we consider value-invariance. We will find in this consideration that, except in the most 
simple examples, nonlinear equations are essential. 
First consider, with s = (m + 1)(N + 1) - 2, 
m 
E ~(N)(x )[ y(x )] j = O(x s +t) (30) 
j=O 
and let us make thc value transformation 
y(x)  = A + Bu(x) (31) 
C + Ou(x) ' 
where 
AD - BC V: O, C + Du(O) ~ O. (32) 
We find directly, by multiplying by a factor, that, under this transformation, equation (3) 
becomes 
PSN)(x)(C + Du(x))"-J(A + Bu(x)) J=O(x ~+1) (33) 
j=0  
or  
m 
~(N)(x)u(x)J=O(xS+'), (34) 
j=0  
so that this form if form-invariant. To conclude that we have in fact generated the new 
approximant in this manner we need a certain amount of uniqueness which will be discussed 
later. 
We next consider first-order equations with regard to value-invariance. The derivative of y as a 
function of u is 
y,= (CS-AD)u'(x) 
(c  + Du(x)) 2 (35) 
One rapidly concludes that 
P(N+2)(x)Y ' + O(N)(x)y2(x) + R(~)(x)y(x) + Sm)(x)= O(x '~+ ~) (36) 
is value-invariant and, using the degrees of the polynomials pecified, also argument-invariant. 
This equation is the generalized Riccati equation. Clearly, also 
2n 
P(Jv+2")(x)(Y') n+ E Q}~)(x)yJ=o(x(2"+2xjv+2)-3) (37) 
j=O 
is form-invariant, and various other first-order equations can easily be derived which possess 
form-invariance using these building blocks. 
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The second-order derivative of y in terms of u is 
Cu" + Duu" - 2D(u' )  2 
y"=(CB-AD)  (38) 
(C + Du) 3 
We find that 
[')(M+4)/ R(M+ y, O(x4NM+4M+ 5) p,%M)+4)(y)y,, + ~ u- , ) ,y ) (y , )2  + ' ' ,N ,  3 , (y )  + c((M22)(y) __~. 14N+ 
(39) 
where the subscripts in parentheses denote the degree of the polynomials in y, and (39) is subject 
to the restrictions 
q(U+4)¢ ,~ (40) u-a ,- ) = 2p~M+4)(X), 
where we use the notation 
N 
p((k~+"+)(y) = y '  p.~M++)(x)yJ, etc. (41) 
j~0 
In addition, the coefficient restrictions given before, equations (23), (28) etc., on the coefficients 
of R N are required. It will be seen that this equation is necessarily nonlinear, both in y and y'. 
The lowest-order equation to contain y"  which is invariant is 
(a(4)(x)+b(4)(x)y)y"  + 2b(4)(x)(y') 2 +(c (3) (x )+d°) (x )y )y  ' 
+e + fy + gy2 + hy3=O(xl9), (42) 
where the restrictions 
c3 = 2a4, d3 = 2b 4 (43) 
hold. While other equations can also be derived, they are increasingly complex. 
We now turn to the question of uniqueness. The polynomial coefficients are given as the 
solution by the accuracy through order principle of equation (8). This equation clearly leads to a 
set of linear algebraic equations. As is well-known, there are three important cases: 
(I) det 4: 0, 
(II) det = 0, equations consistent, (44) 
(III) det = 0, equations inconsistent. 
In Case I, there is a unique solution. So there is no difficulty with uniqueness. In case III, the 
equations have no solution and again there is no uniqueness problem. In Case II there are an 
infinite number of solutions. We have shown above that the equations are form-invariant under 
(14) and (31) and we have tacitly assumed that there exists a solution. I.e., we have not, and will 
not, consider Case III. We have not been able, as yet, to make any significant contributions to 
Case II. However, we now point out that, under the abovementioned substitutions, the new 
polynomial coefficients are linear combinations of the old ones and, after substitution, the new 
polynomial coefficients will be uniquely determined if the original equation was as in Case I, 
provided that the Jacobian of the transformation does not vanish. This Jacobian does not depend 
on the f,.(x) but on A, B, C, D, a, fl, N, etc. By elementary row and column operations on the 
determinant one can show that Case I is invariant provided a 4: O, AD - CB 4= O, and C + DU(O) 
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4= 0. We find, for example, for equation (13) that 
(det)new = a tiN+ ])2re(m-- 1)/2--( N+ 1)m+ 1] (det)old" (45) 
If one of the powers of y is replaced by y', then there are N fewer powers of a. 
We now give some examples of invariant approximation procedures and mention briefly the 
nature of their singular points. First, we have the Pad6 approximant defined by (2). As is well 
known, the singularities here consist exclusively of poles and the location of these poles is fixed 
by the approximating polynomials. A second example is the Padr-Riccati approximant. These 
are the next simplest invariant approximants after the Pad6 approximant and are defined by (36). 
This equation is well-known to be reducible to a second-order linear differential equation from 
which the solution of (36) is easily deduced to be of the form 
r (x )+s(x ) (X -Xo)  a 
Y = t(x)  + u(x ) (x -  Xo) a (46) 
near the singular point x 0. Here x 0 is a root of P and so is determined by the coefficients of the 
polynomials. The power A is also determined by the coefficients. There also exist moving poles 
whose location is determined not by the polynomials, but by the boundary conditions. This 
equation contains no moving branch points. Higher-degree equations of the first order are also 
free of moving branch points, provided certain conditions are met. (Coefficient of the highest 
power of y' is independent of y, etc.) Finally, we consider second-order invariant approximants, 
such as defined by equation (39), subject to the restrictions of (40). This restriction ecessarily 
implies according to Ince [4] that there are moving branch points but not necessarily moving 
essential singularities. An example which illustrates this is 
ww" + 2(w') 2 = 0 (47) 
and 
w= [Az + B] '/3 (48) 
where A and B are arbitrary constants. 
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