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Abstract
More and more computer vision systems take part in the automation of var-
ious applications. The main task of such systems is to automate the process
of visual recognition and to extract relevant information from the images or
image sequences acquired or produced by such applications. One essential
and critical component in almost every computer vision system is image seg-
mentation. The quality of the segmentation determines to a great extent the
quality of the final results of the vision system.
New algorithms for image and video segmentation based on the multire-
solution analysis and the wavelet transform are proposed. The concept of
multiresolution is explained as existing independently of the wavelet trans-
form. The wavelet transform is extended to two and three dimensions to
allow image and video processing. The investigation of various Daubechies
wavelets shows that the Haar wavelet is the best suited wavelet for the pro-
posed algorithms and the investigated applications.
For still image segmentation the Resolution Mosaic Expectation Maxi-
mization (RM-EM) algorithm is proposed. The principle of this algorithm
is that the conventional EM algorithm is applied to a resolution mosaic of
the image as a kind of pre-processing. The resolution mosaic enables the
algorithm to employ the spatial correlation between the pixels. The level
of the local resolution depends on the information content of the individual
parts of the image. The use of various resolutions speeds up the processing
and improves the results.
New algorithms based on the 3D wavelet transform and the 3D wavelet
packet analysis are proposed for extracting moving objects from image se-
quences. The new algorithms have the advantage of considering the relevant
spatial as well as temporal information of the movement. Fast motions are
detected better in the first analysis levels whereas slow motions or motions
of big objects in the deeper layers. That is why a combination of different
levels gives the best results.
Because of the low computational complexity of the wavelet transform an
FPGA hardware for the primary segmentation step was designed.
Actual applications are used to investigate and evaluate all algorithms:
the segmentation of magnetic resonance images of the human brain and the
detection of moving objects in image sequences of traffic scenes. All results
are compared with others obtained from published work. The new algorithms
show robustness against noise and changing ambient conditions and gave
better segmentation results.
Keywords:
Image segmentation, Multiresolution, 3D wavelet transform, FPGA, Traffic
monitoring
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Zusammenfassung
Systeme der Computer Vision spielen in der Automatisierung vieler Pro-
zesse eine wichtige Rolle. Die wichtigste Aufgabe solcher Systeme ist die
Automatisierung des visuellen Erkennungsprozesses und die Extraktion der
relevanten Information aus Bildern oder Bildsequenzen. Eine wichtige Kom-
ponente dieser Systeme ist die Bildsegmentierung, denn sie bestimmt zu ei-
nem großen Teil die Qualität des Gesamtsystems.
Für die Segmentierung von Bildern und Bildsequenzen werden neue Al-
gorithmen vorgeschlagen. Mathematische Grundlage dieser Algorithmen sind
die Multiresolutionsanalyse und die Wavelet-Transformation. Das Konzept
der Multiresolution wird als eigenständig dargestellt, es existiert unabhän-
gig von der Wavelet-Transformation. Die Wavelet-Transformation wird zur
Verarbeitung von Bildern und Bildsequenzen zu einer 2D- bzw. 3D-Wavelet-
Transformation erweitert. Die Untersuchung verschiedener Daubechies-Wave-
lets zeigt, dass das Haar-Wavelet für die vorgeschlagenen Algorithmen und
die ausgewählten Anwendungen am besten geeignet ist.
Für die Segmentierung von Bildern wird der Algorithmus Resolution Mo-
saic Expectation Maximization (RM-EM) vorgeschlagen. Das Prinzip dieses
Algorithmus ist, dass der konventionelle EM-Algorithmus auf ein vorverar-
beitetes Bild angewendet wird. Das Ergebnis der Vorverarbeitung sind un-
terschiedlich aufgelösten Teilbilder, das Auflösungsmosaik. Durch dieses Mo-
saik lassen sich räumliche Korrelationen zwischen den Pixeln ausnutzen. Der
Grad der Auflösung hängt vom Informationsgehalt der jeweiligen Teilbilder
ab. Die Verwendung unterschiedlicher Auflösungen beschleunigt die Verar-
beitung und verbessert die Ergebnisse.
Für die Extraktion von bewegten Objekten aus Bildsequenzen werden
neue Algorithmen vorgeschlagen, die auf der 3D-Wavelet-Transformation und
auf der Analyse mit 3D-Wavelet-Packets beruhen. Die neuen Algorithmen
haben den Vorteil, dass sie sowohl die räumlichen als auch die zeitlichen Be-
wegungsinformationen berücksichtigen. Schnelle Bewegungen werden in den
ersten Analysestufen besser detektiert, langsame Bewegungen oder die Be-
wegung großer Objekte dagegen erst in tieferen Stufen. Deshalb ergeben sich
die besten Ergebnisse durch Kombination verschiedener Stufen.
Wegen der geringen Berechnungskomplexität der Wavelet-Transformation
ist für den ersten Segmentierungsschritt Hardware auf der Basis von FPGA
entworfen worden.
Aktuelle Anwendungen werden genutzt, um die Algorithmen zu evaluie-
ren: die Segmentierung von Magnetresonanzbildern des menschlichen Gehirns
und die Detektion von bewegten Objekten in Bildsequenzen von Verkehrs-
szenen. Die Ergebnisse werden mit denen anderer publizierter Arbeiten ver-
glichen. Die neuen Algorithmen sind robust gegenüber Rauschen und sich
ändernden Umgebungsbedingungen und führen zu besseren Segmentierungs-
ergebnissen.
Schlagwörter:
Bildsegmentierung, Mehrfachauflösung, 3D Wavelet-Transform, FPGA,
Verkehrsmonitoring
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Chapter 1
Introduction
The problem that is addressed in this thesis is image segmentation for ad-
vanced applications using the concept of multiresolution.
The objective is to show that the multiresolution analysis has the ability
to decompose the information content of images so that for the segmentation
process the relevant information can be utilised and the irrelevant informa-
tion can be ignored. The idea of multiresolution simplifies the segmentation
process and improves its results.
1.1 Motivation
A picture is worth a thousand words. Images are rich in information that
needs to be processed and extracted. This can be done not only by humans
but nowadays also by machines.
The visual perception may be the most important human perception.
It provides consistent and accurate information of the actual state of the
environment without being in direct contact with the environment.
In human visual perception a complicated process is behind the interpre-
tation and understanding of an observed scene. The human visual perception
is not simply a translation of a retinal stimulus. A percipient does not see
a complex scene, but rather a set of objects and relations. Thus, scene seg-
mentation is an essential and critical component [Maj08].
The discipline of computer vision deals with the design of artificial sys-
tems that extract information from images. Typical applications - among
many others - are quality control in industrial processes, robot systems in
manufacturing, computer-human interaction, or visual surveillance.
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Typical tasks of such systems are object recognition, event detection and
tracking, scene modelling, or image restoration. Similarly to a human vision
system, image segmentation is essential in almost every computer vision sys-
tem and one of the most difficult tasks. It determines the quality of the final
results of the system to a great extent.
Segmentation can be defined briefly as the process of partitioning an
image into disjoint homogeneous regions. The homogeneity features can be
determined better using different resolutions. By selecting proper resolutions
suitable discriminating features can be extracted and used for segmenting the
image [Toe05].
In addition to the segmentation process the principle of multiresolution
is an established part of the human vision system [KPZC06]. It can build
different representations of an image with a spatial resolution adapted to
the size of objects of interest. An observer describes many scenes in all
its particulars for the objects in the foreground and in general terms for
the background. The objects in foreground are usually described by lines,
shapes, and fine features, while the background is usually described by only
one term as an abstract colour or an identifier for a class of objects. If we may
use the word resolution in conjunction with the word detail, the fine details
are expected to be expressed by an observation with a high resolution, the
global information by a low one. We can say that a scene is observed in
multiresolution: objects or regions of interest with a high resolution, regions
out of interest with a low resolution.
The theory for the multiresolution signal decomposition was first pro-
posed by Mallat in 1989 [Mal89]. Today, the wavelet transform is the most
commonly used method to implement the multiresolution representation.
Unlike the Fourier transform the wavelet transform is a tool that decomposes
signals into components with different resolutions. The signal is splitted into
time intervals of different durations. Each time interval is then analysed by
the wavelet function in a suitable scale. A certain frequency component can
be found in the coefficients of the appropriate scale. Thus, the wavelet trans-
form provides a tool for simultaneous time and frequency localisation [Dau92].
Transient features (short-time details) of a signal with jump discontinuities
or peaks can be localised easily from looking at the wavelet coefficients that
correspond to high frequencies or small scales. Conversely, long-time trends
are stored in deeper layers of the coefficient hierarchy and are represented au-
tomatically in coefficients that correspond to low frequencies or larger scales.
As a consequence, the first kind of coefficients gives good time localisation
and bad frequency localisation, the last ones give a good frequency and a
bad time localisation.
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Images are 2D signals, where the time dimension is replaced by the space
dimensions, i.e., rows and columns in the discrete description of the two space
dimensions. To apply the wavelet transform for images it has to be extended
into a multidimensional transform. This transform is able to extract the
spatial frequencies of an image in a similar way as the 1D transform does in
time. Fine details as lines or edges or abrupt spatial changes can be found
in high spatial frequencies or small scales. Low spatial frequencies, on the
other hand, represent global information and can be found in larger scales.
Multiresolution image analysis is a successively coarser and coarser ap-
proximation of the original signal. This is interpreted as representing the
signal by different levels of resolution. The most obvious advantage of a
multiresolution representation is that it provides a possibility for reducing
the computational costs of various image processing operations. Integrating
this concept in the design of image segmentation algorithms should reduce
the complexity of the algorithms to make them capable of a high processing
performance.
1.2 Problem Statement
The study and evaluation of existing methods for image and video segmen-
tation points out that further research in this field is necessary. To have
simultaneously a good segmentation result and a low complexity of an al-
gorithm is almost unachievable. Especially the detection of moving objects
is a challenge for real-time processing. Therefore, in this thesis possibilities
are considered to improve the segmentation results with simultaneous con-
sideration of the algorithm complexity to allow implementation by hardware.
To achieve this goal the main focus of the thesis comprises four areas:
improving the known Expectation Maximization (EM) algorithm for the seg-
mentation of still images, applying and evaluating the wavelet packet analysis
and the 3D wavelet transform for moving picture or video segmentation, and
finally the hardware implementation of the first segmentation step to speed
up all algorithms.
The main concept for all parts of the thesis is to use the idea of multi-
resolution and the tool of wavelet transform as a basis for the design of the
new algorithms. The wavelet transform will be useful because it distributes
the information contained in the image in different subbands so that the seg-
mentation process can be simplified.
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The wavelet transform as a tool that provides multiresolution is selected
to meet two fundamental requirements. They concern the dimensionality
and the relevance of the extracted information:
1. The analysis and the processing must use as many dimensions as the
input signal to determine the features of the extracted information.
For example, for image segmentation the analysis has to take into ac-
count the location of the pixels and not only their grey values. The
same is true for moving pictures or videos. If the information to be
extracted regards the motion, the analysis must be performed in three
dimensions, two space dimensions and the time dimension.
2. The degree of the visual details in the image to be analysed shall cor-
respond to the relevance of the information to be extracted. The rel-
evance of information is high for the objects of interest. Therefore,
all details of interest shall be analysed with high resolution. Alterna-
tively, the background or pixels inside homogeneous regions shall be
analysed with low resolution, since the information expected does not
change much in this area. It is of less importance for the segmentation
process.
Our investigations contain an evaluation of the new algorithms, analyt-
ically in terms of the complexity and empirically in terms of the quality of
the results. The possibility of a hardware implementation and a design of an
FPGA-based wavelet procedure is to be investigated too.
There are two different preliminary considerations for the choice of the po-
tential applications. The first is the complexity of the structure of the chosen
example and the lack of adequate segmentation methods. The second one is
the determination of recent segmentation problems with the goal to find algo-
rithms that can be generalised beyond the specific tasks under consideration.
The appropriate image segmentation is one of the fundamental problems
of various neuro-imaging techniques. In the case of Magnetic Resonance
Imaging (MRI), for example, it is necessary to investigate the brain dy-
namics according to different behavioural and stimulation parameters. This
information extraction requires efficient and reliable detection and tracing of
the corresponding activated brain regions. Additionally, the applications of
the MRI attract more and more attention because of the rapid development
and distribution of the imaging systems.
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In general, image segmentation is needed in many biomedical applications
such as organ-model reconstruction and visualisation and assistant systems
for the purposes of diagnostics and therapy. So MR images are chosen as a
representative example for still image segmentation.
The second application area is the video surveillance. Many outdoor
scenes for traffic monitoring are used from various places in Berlin and Stutt-
gart. In this application area the task of segmentation is the task of sepa-
rating the areas with moving objects from the background. Outdoor images
increase the complexity of the segmentation, since they suffer from inherent
problems such as inhomogeneity of the background and the change of ambi-
ent conditions.
The relation between the individual components of the dissertation is il-
lustrated in Fig. 1.1.
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Figure 1.1: Relations between the individual chapters.
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1.3 Thesis Outline
The thesis is organised in 10 chapters. The next three chapters focus on the
technical and the theoretical backgrounds. The following four chapters are
devoted to the proposed segmentation algorithms and the hardware imple-
mentation. Then the results are presented and discussed in detail and finally
the conclusions are given.
In Chapter 2 the operation of image segmentation is defined. Then a
survey of known approaches used for image and video segmentation is given.
Based on this survey, the motivation is formulated for the choice of the the-
oretical basis and the techniques for the thesis.
In Chapter 3 the multiresolution analysis of images is introduced as a tool
independent of the wavelet transform. Different techniques used to compute
the multiresolution analysis and earlier applications are described at the end
of this chapter.
In Chapter 4 the theoretical basis is completed by introducing the wave-
let transform. The focus of this chapter is on the dyadic wavelet transform.
Definitions of fundamental topics are given, such as the Fourier transform
and the continuous wavelet transform. The chapter also includes other re-
lated topics, such as the multidimensional wavelet transform and the wavelet
packet analysis. At the end of the chapter some recent applications of the
wavelet transform in image and video segmentation are described.
In Chapter 5 a new image segmentation algorithm is proposed based on
the resolution mosaic and the well-known expectation maximization algo-
rithm. Dependent on the distribution of the information contained in the
image, the multiresolution analysis is used to re-represent the image in a
mosaic of different resolutions. The expectation maximization algorithm is
used to find the missing parameters of the used model.
In Chapter 6 a new algorithm is proposed that allows to derive a mo-
tion based segmentation for any frame of an image sequence. The algorithm
is based on the multiresolution analysis and the classical 3D wavelet trans-
form. An analytical evaluation of the computational resources used by the
algorithm is given in the discussion.
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The second algorithm presented in Chapter 7 is proposed for traffic mon-
itoring systems. It is based on the resolution mosaic and the 3D wavelet
packet analysis. The resolution mosaic is adapted to the view conditions of
the scene.
In Chapter 8 a concept is introduced for a hardware implementation of
the 3D wavelet transform and the primary segmentation step of the algo-
rithm proposed in Chapter 6. The objective is to benefit from the inherent
parallelism property of the wavelet analysis and its computational simplicity.
The results of all proposed algorithms and the algorithms, which were
implemented for comparison reasons, are presented in Chapter 9. A descrip-
tion is given for the used data sets and the methods used for comparing and
evaluating the results.
Finally, some conclusions presented in Chapter 10 are highlighting the
important results. An outlook on future research directions completes the
thesis.

Chapter 2
Image and Video Segmentation
In this chapter a survey is presented on the techniques used for image and
video segmentation. Image segmentation methods are given in three groups
based on image features used by the method. The video segmentation meth-
ods are grouped based on the technique used. The advantages and disadvan-
tages of the existing methods are evaluated, and the motivations to develop
new techniques with respect to the addressed problems are given.
2.1 Introduction
Digital images and digital videos are pictures and films, respectively, which
have been converted into a computer-readable binary format consisting of
logical zeros and ones. An image is a still picture that does not change in
time, whereas a video evolves in time and generally contains moving and/or
changing objects. Digital images or videos are usually obtained by converting
continuous signals into a digital format, although “direct digital” systems are
becoming more prevalent.
An important feature of digital images and videos is that they are mul-
tidimensional signals, i.e., they are functions of more than a single variable.
In the classical study of the digital signal processing the signals are usually
one-dimensional functions of time. Images however, are functions of two,
and perhaps three space dimensions in case of coloured images, whereas a
digital video as a function includes a third (or fourth) time dimension as well.
The dimension of a signal is the number of coordinates that are required to
index a given point in the image. A consequence of this is that digital image
processing, and especially digital video processing is quite data intensive,
meaning that significant computational and storage resources are required
[Bov00].
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A digital video is obtained either by sampling an analog video signal, or
by directly sampling the three-dimensional space-time intensity distribution
that is captured by a sensor. In either case, what results is a time sequence of
two-dimensional spatial intensity data, or equivalently, a three-dimensional
space-time array. Digital videos can be compressed very effectively because
of the redundancy inherent in the data and because of an increased under-
standing of the relationship between the contents of a video stream and the
characteristics of the human visual system [Bov00].
2.2 Image Segmentation
2.2.1 Principles
Image segmentation is one of the most important stages in artificial vision
systems. It is the first step in almost every pattern recognition process. In
some context other terms like object isolation or object extraction are used.
The human vision system essentially segments the observed scene. One
does not see a complex scene, but rather a set of objects. The importance of
the process of visual segmentation grouping is claimed by the Gestalt theory
[Met53] as an early step in the analysis of a visual scene. It states, “when-
ever points (or previously formed visual objects) have one or more several
characteristics in common, they get grouped and form a new larger visual
object a gestalt” [DMM03]. The psychologists belonging to this school pro-
vided a set of guidelines for predicting the process of visual segmentation
[TLE02]. Five main guidelines often called Gestalt laws have inspired many
image segmentation techniques. One of them is the similarity law: elements
that look more similar are grouped together. Shape or brightness can be
meant by the similarity, where bright objects are grouped together and dark
objects are grouped together. Fig. 2.1(a) shows an illustration of the sim-
ilarity law based on the brightness taken from [Met53]. We think that this
law has inspired the pixel-based segmentation approaches. The similarity
law can be extended to the self-similarity of the natural patterns that of-
ten happened at multiple spatial scales. Objects can be grouped together if
they share the same shape although they are in different scales as shown in
Fig. 2.1(c). Another example is the enclosedness law: Objects are grouped
together if they are arranged on a closed path. In Fig. 2.1(b) two regions
can be easily recognised because they are closed inside two different paths.
The edge-based and region growing-based segmentation approaches may be
inspired from this law.
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(a) (b)
(c)
Figure 2.1: Illustration of the Gestalt laws. (a) Similarity law [Met53], (b)
Enclosedness law. (c) Self-similarity in multiple scales.
The segmentation is an unconscious activeness by the human observer.
However, in the computer vision system it is computationally expensive and
a logically non-trivial task.
Image segmentation is computationally the division of an image into dis-
joint homogeneous regions or classes. All the pixels in the same class must
have some common characteristics. The conventional segmentation proce-
dure starts by transforming the original image into a feature space in order
to find the boundaries between the different classes. It is followed by a map-
ping step, which assigns a label to each pixel such that all the pixels of the
same features will have the same class. These two steps produce a segmented
image.
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Figure 2.2: Image segmentation.
Consider the image in Fig. 2.2. It is clear that the image consists of three
moving objects, street, and street sides. One wishes that all pixels belonging
to the moving objects to be assigned to one class, all pixels belonging to the
street to another class, and finally all pixels belonging to the street sides to
a third class. The question is, how to find the representative features which
identify the relationship of the pixels belonging to the same region and how
to distinguish them from the pixels belonging to the other regions.The pixel
similarity could be measured based on the consistency of, e.g., location, in-
tensity, colour or texture separate or in combination. For example, one can
use colour components only or use both location and intensities to create a
feature vector for each pixel.
The image segmentation problem can be formulated as following:
The image I can be defined as a function f on the domain in the form of a
matrix of {(m,n) : 1 ≤ m ≤ M and 1 ≤ n ≤ N}. At any given point (m,n)
the value of f can be:
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• A binary image (black and white):
f(m,n) = {g : g = 0 or 1}
• A grey level image:
f(m,n) = {g : 0 ≤ g ≤ 255}
• RGB-coloured image:
f(m,n) = {(g1, g2, g3) : 0 ≤ g1 ≤ 255, 0 ≤ g2 ≤ 255 and 0 ≤ g3 ≤ 255}
Generally, it can be written as:
f : {(m,n) : 1 ≤ m ≤M and 1 ≤ n ≤ N} → colour domain C (2.1)
A segmented image S is a function s on the same domain as f but it
takes its values from different sets. Three common examples are:
• A binary segmentation (foreground and background):
s(m,n) = {k : k = 0 or 1}
• A multiclass segmentation (the case of K different segments):
s(m,n) = {k : k = 1, 2, 3, ..., K}
• A boundary image:
s(m,n) = {k : k = 0 or 1}
where 1 could denote the presence of a boundary and 0 the absence.
The image segmentation algorithms can be classified in different cate-
gories. In [Hab88, GW93, Cas96] the algorithms are classified either as a
simple thresholding method, or grey level edge-based methods, or region-
based methods. A similar classification is found in [OH03]. The authors
classify the algorithms into three categories: pixel-based segmentation, edge-
based segmentation, and region-based segmentation. In [LOPR97] the au-
thors use the same classification with an additional category for texture-based
segmentation.
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In [ZHT05] the algorithms are classified based on the mathematical tool
used into finer classes as: threshold-based methods, clustering methods, re-
gion growing methods, edge-based methods, fuzzy-based methods, and neural
networks-based methods. In [Toe05] the author classifies the segmentation
methods in overlapping classes. First, the methods are classified into loca-
tion independent methods, e.g., threshold methods, and location dependent
methods, e.g., region growing and edge detection methods. Second, the meth-
ods are classified based on homogeneity conditions, e.g., region growing, and
methods based on discontinuity conditions, e.g., edge detection. Another
class is proposed for model-based segmentation. This class overlaps with the
other classes in some methods such as region growing methods and inter-
active edge detection methods. Although the authors in [CS05] discussed
only selected methods that are based on edge detection, they have discussed
separately the segmentation methods for synthetic images.
Here the segmentation methods are grouped based on the properties of
the mapping used to assign classes to the pixels. If the mapping is based
on pixel features then the segmentation algorithm is classified under the
pixel-based approaches. If the mapping is based on region features then
the segmentation algorithm is classified under the region-based approaches.
Some methods divide the image into interesting or non-interesting objects
or regions based on predefined templates. The regions that are fitting into
these templates are considered to be interesting, otherwise non-interesting.
These methods are classified under the template-based approaches.
2.2.2 Pixel-based Approaches
In the pixel-based approaches the properties of single pixels are used to iden-
tify the class to which the pixel belongs. The used properties are mainly
the pixel intensity or the intensities of the closed neighbourhood of the pixel.
The segmentation is done regardless of the position of the pixel in the image
or of the characteristics of the structure of the object. That means if two
pixels have similar intensities they will be assigned most probably to the
same object or class even if they are in separated parts of the image.
Thresholding
Grey level thresholding is one of the oldest, simplest and most popular tech-
nique for image segmentation. It can be done based on global information
or on local information of the image.
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If only one threshold is used for the entire image then we have global
thresholding or bi-level thresholding. For that the image is partitioned into
two regions (foreground and background). When the image is partitioned
into several subregions, it is referred to as local thresholding or as multi-
thresholding. In such a situation a set of thresholds (t1, t2, ..., tk) has to be
found such that all pixels with a grey level in [ti, ti+1), i = 0, 1, 2, ..., k; con-
stitute the ith region.
If the image is composed of regions with different grey level ranges the
histogram of the image usually shows different peaks, each corresponding to
one region and adjacent peaks are likely to be separated by a valley. For
example, if the image has a distinct object on a background, the grey level
histogram as shown in Fig. 2.3, is likely to be bimodal with a deep val-
ley. In this case, the bottom of the valley (T) is taken as the threshold for
object/background separation. Therefore, when the histogram has a (or a
set of) deep valley(s) thresholding is an appropriate segmentation approach.
However, it is not a trivial job [PP93].
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Figure 2.3: Illustration of the thresholding techniques. (a) Histogram of the
image in Fig. 2.2 with a global threshold used to separate the objects from
the background. (b) Segmentation result.
Many of the thresholding image segmentation methods have a common
drawback. They take into account only the histogram information and ig-
nore the spatial details. As a result, such an algorithm may fail to detect
thresholds if they are not properly reflected as valleys in the histogram.
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The philosophy behind grey level thresholding, that pixels with grey level
≤ T fall into one region and the remaining pixels belong to another region,
may not be true on many occasions, particularly, when the image is noisy or
the background is uneven or the illumination is poor. In such cases, the ob-
jects are still lighter or darker than the background, but any fixed threshold
level for the entire image will usually fail to separate the objects from the
background. This leads to the methods of adaptive thresholding. In adaptive
thresholding, normally the image is partitioned into several non-overlapping
blocks and a threshold for each block is computed independently. These local
thresholds are then interpolated over the entire image to yield a threshold
surface [PP93].
A well-known method for image thresholding is the Otsu method [Ots79].
For a grey level image the global threshold value is computed by minimising
the variance of the pixel values inside the classes of the foreground and the
background and maximising the variance between the two classes.
Let p(g) be the probability function of a grey level g. It is the normal-
isation value of the histogram over the area of the image at g. Assuming
that the background has darker grey levels as the foreground. Then for each
possible value of the variable τ∈{0..255}, one can define the probability of the
class of the background as:
PBG(τ) =
τ∑
g=0
p(g) (2.2)
and the probability of the class of the foreground as:
PFG(τ) =
255∑
g=τ+1
p(g) (2.3)
where PBG + PFG = 1.
The variance inside the classes σ2in(τ) can be computed as:
σ2in(τ) = PBG(τ) · σ2BG(τ) + PFG(τ) · σ2FG(τ) (2.4)
where σ2BG(τ) and σ2FG(τ) are the variances of the background and foreground
classes, respectively.
The variance between the two classes σ2be(τ) can be computed as:
σ2be(τ) = PBG(τ) · (gBG − g)2 + PFG(τ) · (gFG − g)2 (2.5)
where gBG, gFG and g are the mean grey level value of the classes of the
background, foreground, and the mean value of the image, respectively.
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The algorithm searches afterwards the maximum value of the ratio Q(τ)
of the variance between the classes over the variance inside the classes.
Q(τ) = σ
2
be(τ)
σ2in(τ)
(2.6)
This implies that the variance inside the classes has to be minimised and the
variance between the classes to be maximised. The method of Otsu is used
to produce Fig. 2.3.
Other thresholding methods, which use other techniques in combination,
are introduced in the following sections.
Statistical Methods
The Expectation Maximization (EM) algorithm was developed and employed
independently by several different researchers until Dempsters et al. [DLR97]
brought their ideas together, proved convergence, and coined the term “EM
algorithm”. Since that seminal work hundreds of papers employing the EM
algorithm in many areas have been published.
Generally, the EM algorithm produces Maximum Likelihood (ML) esti-
mates of parameters when there is a many-to-one mapping to the distribution
governing the observation. The EM algorithm is used widely in the image
segmentation field and it produces very good results especially with a lim-
ited noise level. The image is considered as a Gaussian mixture model. Each
class is represented as a Gaussian model and the pixel intensity is assumed
as an observed value of this model. The EM is used for finding the unknown
parameters of the mixture model.
A set of observed data X = {xi | i = 1, ..., N} can be modelled as
to be generated from a mixture of random processes X1, X2, ..., XK , with
joint probability distribution f(X1, X2, ..., XK), where K is the number of
classes or distribution functions present in the mixture. It is usually assumed
that these processes represent independent identically distributed random
variables. Then one can write:
f(X1, X2, ..., XK) =
K∏
k=1
f(x, θk) (2.7)
where f(x, θk) ∀k = 1, 2, ..., K is the probability distribution function of the
random variable Xk, and θk = {µk, σk} stands for the parameters that define
the distribution k.
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Φ = {p1, ..., pK , µ1, ..., µK , σ1, ..., σK}
is called the parameter vector of the mixture, where pk are the mixing pro-
portions (0 ≤ pk ≤ 1,∀k = 1, ..., K, and ∑k pk = 1).
The EM algorithm consists of two major steps: an expectation step (E-
step), followed by a maximization step (M-step). The expectation step is to
estimate a new mapping (pixel-class membership function) with respect to
the unknown underlying variables, using the current estimate of the param-
eters and conditioned upon the observations. The maximization step then
provides a new estimate of the parameters. These steps iterate until conver-
gence is achieved [TM96].
1. The E-Step:
Compute the expected value of zi,k using the current estimate of the
parameter vector Φ as introduced in [Sae97]:
z
(t)
i,k =
p
(t)
k G(xi | θ(t)k )
f(xi | Φ(t)) (2.8)
where zi,k is the probability of xi belonging to class k, where 1 ≤ i ≤
N, 1 ≤ k ≤ K and xi is the intensity value of the pixel i. It should be
referenced afterwards as the pixel xi.
zi,k satisfies the conditions:
i) 0 ≤ zi,k ≤ 1
ii) ∑k zi,k = 1
iii) ∑i zi,k > 0.
G(xi | θ(t)k ) is the probability of pixel xi given it is a member of class k.
pk is the class proportional in the model
∑
k pk = 1.
The f(xi | Φ) is the total probability function that is defined as:
f(xi | Φ) =
K∑
k=1
pkG(xi | θ(t)k )
The superscript (t) means the iteration number t.
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2. The M-Step:
Use the data from the expectation step as if it were actually measured
data and compute the mixture parameters as introduced in [Sae97]:
µ
(t+1)
k =
∑N
i=1 z
(t)
i,kxi∑N
i=1 z
(t)
i,k
(2.9)
σ2
(t+1)
k =
∑N
i=1 z
(t)
i,k(xi − µ(t+1))2∑N
i=1 z
(t)
i,k
(2.10)
p
(t)
k =
∑N
i=1 z
(t)
i,k
N
(2.11)
The EM algorithm starts with an initial guess Φ(0) of the parameters of
the distributions and the proportions of the distributions in the image. It
iterates until a conversion of the parameter vector Φ is achieved. Fig. 2.4
shows its flowchart.
|(t)- (t+1)|<

(t+1)

ML
Initial parameter
estimate (0)
Iterates until
convergence to ML
parameter estimates
EM Algorithm
Classifier
Image
Classification
matrix
Figure 2.4: Block diagram of the EM algorithm. I: input image. S: seg-
mented image.
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The EM algorithm is always followed by a classification step. The EM is
producing the missing parameters in Φ, which are then used by a classifier
which is defined as:
ki = argmax
k
(G(xi | θ(t)k )) (2.12)
It assigns a class membership to a pixel i depending on its intensity xi to
the class whose parameter vector maximises the Gaussian density function.
The value of this membership function is placed in a new matrix called clas-
sification matrix. It is a matrix that has the same size as the image and the
same dimensions. The values of the matrix elements represent the classes of
the pixels of the corresponding image.
The EM algorithm is used in different image segmentation problems, such
as medical images, natural scene images, and texture images. The authors
in [CD00] presented an enhancement segmentation of texture images by the
EM algorithm. The basic idea behind their algorithm is to minimise the ex-
pected value of the number of misclassified pixels by EM estimates using the
Maximization of the Posterior Marginals (MPM) of the classification. After
each iteration of the EM algorithm the MPM uses the estimated parameters
to maximise the conditional probability of the classification of a certain pixel
given its observed value.
The authors in [LFK08] proposed image segmentation for computed to-
mography (CT) images in two phases. First, a contrast enhancement is
applied to cut off the skull and the background from the image. The EM is
then used to extract the brain matter and the cerebrospinal fluid CSF.
In [MNG07] the EM algorithm is used to segment radiogram images taken
of welded joints. The classes are mainly the weld defect, the welded joint,
and the base metal. The results obtained are stable and satisfactory.
The author in [Yam98] introduced the use of the EM in colour image
segmentation. The segmentation process was carried out for each colour
subband of the RGB colour space. A similar recent work is introduced by
the authors in [HL07], where the used colour space is the HSV.
The EM was also combined with other methods such as the continuous
edge process in [KWSW97] for MRI segmentation.
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Fuzzy-based Methods
The segmentation problem can also be reformulated as a classification prob-
lem. The isolation and extraction of the objects from a complex scene is done
by classifying them into groups.
Fuzzy sets are a generalisation of conventional sets, which contain objects
which have precise properties required for membership. For a conventional
set H the membership function mh tells either if a certain object belongs
to the set or not. However, for a fuzzy set F the membership function mf
measures degrees to which objects satisfy imprecisely defined properties.
Farag et al. [MAF02] proposed a fully automatic technique to obtain
image clusters. A modified fuzzy C-means (FCM) classification algorithm is
used to provide a fuzzy partitioning. The FCM [BC77] for image segmenta-
tion has several advantages: i) it is unsupervised, ii) it can be used for an
arbitrary number of features and classes, iii) it distributes the membership
function in a normalised fashion and iv) it utilises the fuzzy sets to model
the uncertainty in class definitions while clustering. The authors proposed a
modification by introducing Ri,k as the resistance of pixel xi to be clustered to
class k. This resistance can be tolerated by the neighbouring pixels xj, where
j ∈ neighbourhood(i). The neighbouring pixels work to decrease the pixels
resistance value by a fraction uj,k that depends on the membership value of
xj to the class k. As the system converges, its minimum membership value
reaches its meaningful value, and the neighbouring pixels effect robustly the
result. The total effect of the neighbouring pixels is that each surrounding
pixel tries to pull its neighbour towards its class without neglecting the effect
of the pixel itself. Farag et al. applied the modified FCM algorithm on med-
ical data such as CT brain scans or a single channel MRI. The results show
superiority over that of the FCM algorithm even with the pre-processing step.
A general disadvantage of the FCM is its sensitivity to the number of
features used for the similarity function. The smaller the number of features
for the similarity function the more acute are the class centres. For a high
number of features it is possible that every object is to be classified to a
separate class which means that the results may become blurred. Another
disadvantage is its computational complexity. Hence, in the application of
the algorithm the number of objects as well as the number of object’s features
must not be too large [Poh04].
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In recent years some authors have also used the idea of image fuzziness
to develop new thresholding techniques [PR88, Tiz98]. For example, a mem-
bership function mf is moved value by value over the existing range of grey
levels. In each position, a measure of fuzziness is calculated. The position
with a minimum amount of fuzziness can be regarded as a suitable threshold.
In a recent work the use of the k-means algorithm in simple image seg-
mentation procedures for general-purpose images is proposed [CW04]. First,
the image is partitioned into non-overlapping blocks of size 4 × 4 pixels. A
feature vector is then extracted for each block representing colour and spa-
tial variations. Each feature vector consists of six features. Three of them
are the average colour components in the block from the LUV colour space.
The other three represent the square root of the energy of the horizontal,
vertical and diagonal details obtained by a one-level wavelet transform. The
k-means algorithm is used to cluster the feature vectors into several classes
with every class corresponding to one region in the segmented image. The al-
gorithm does not need to have the number of clusters K a priori. It selects K
adaptively by gradually increasing K until a stopping criterion is met. The
number of clusters in an image changes in accordance with the adjustment
of the stopping criteria.
As a drawback no information about the spatial layout of the image is
used in defining the regions, so they are not necessarily spatially contiguous.
Because the focus of this work was not to achieve superior segmentation re-
sults but good categorisation performance, more attention is given to propose
an image segmentation procedure with low computational costs.
Neural Networks-based Methods
For any artificial vision application, one desires to achieve robustness of the
system with respect to random noise and failure of processors. Moreover,
a system can be made artificially intelligent if it is able to emulate some
aspects of the human information processing system. Another important
requirement is to have the output in real time. Methods based on neural
networks are attempting to achieve these goals.
Neural networks are massively connected networks of elementary proces-
sors. This architecture usually makes the system robust while the parallel
processing enables the system to produce output in real time.
2.2 Image Segmentation 23
Neural networks have been used in different ways in the area of image
segmentation. For example, a multilayer neural network has been used to
segment noisy images. The output status of the neurons in the output layer
has been viewed as a fuzzy set. The weight updating roles have been derived
to minimise the fuzziness in the system. In this way, this algorithm integrates
the advantages of both fuzzy sets (decision from imprecise and incomplete
knowledge) and neural networks (robustness) [DB00].
The purpose of the study in [AJN97] is to explore the potential of Learn-
ing Vector Quantization (LVQ) in Artificial Neural Networks (ANN) for the
classification and segmentation of magnetic resonance (MR) images of the
brain. Learning Vector Quantization in ANN is a classification network that
consists of two layers. The two-layer ANN classifies patterns by using an opti-
mal set of reference vectors or code words. A code word is a set of connection
weights from input to output nodes. Its label defines the classification of the
input vector. In the training phase the labels of the code words are deter-
mined by presenting a number of input vectors with known classification and
assigning the code words to different classes by majority voting. The authors
used multi-spectral MR images and demonstrated an improved differentia-
tion between normal tissue types of the brain and surrounding structures
using pixel intensity values and spatial information of neighbouring pixels.
In [GYB02] the authors proposed a tool for segmenting scanned colour
artwork images. They proposed a neural network to categorise pixels into
specific groups using the surrounding context in which the pixels are located.
The neural network operates on a context of colour pixels and decides how a
small group of pixels at the centre of this context should be divided (if at all).
The authors considered five factors to achieve an efficient solution: i) min-
imising the number of inputs required by the neural network, ii) establishing
a concise output format, iii) optimising the structure and training ability of
the neural network, and two more factors regarding the implementation of
the network.
Considering the first factor. The more inputs required by a neural net-
work, the larger it becomes and the more computational effort is necessary.
Thus it is desirable to implement neural networks with as few inputs as pos-
sible while still allowing it to produce favourable results. Here each pixel
from the RGB colour space and a context around the pixel of size 8× 8 and
16× 16 pixels were considered in the processing to segment each pixel. The
average colour (for each R, G, and B component) for the entire context (e.g.,
a 16 × 16 pixel window) is computed. Then the relative difference from this
average is computed for each pixel within the context.
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This provides signed colour difference values for each colour component
ranging from -255 to +255. This is used as a scheme to maintain the neces-
sary semantics or relationships between pixels within the context. It is also
consistent with human vision in general since image information is always
provided relative to a surrounding context.
Considering the second factor. The smaller the number of unique re-
sponses a neural network is required to provide, the more practical and
trainable it becomes. For reasons similar to those stated in ’first factor’,
it is also useful to limit the output of a neural network using as few “bits” as
possible. The neural network here is intended to provide detailed boundary
information. When these edges form continuous, closed contours the areas
bounded within are considered as segments.
Considering the third factor. A constructive algorithm driven by genetic
algorithms is used to define the topology of a neural net.
Generally, the size and computational requirements of a neural network
can quickly grow without bound making the approaches impractical for many
types of image processing tasks [GYB02].
Support Vector Machine-based Methods
Support vector machines (SVM) are one of the most recent algorithms in arti-
ficial neural networks. This new learning algorithm was proposed by Vapnik
and is based on the statistical learning theory [Vap98]. “Most classical neu-
ral network algorithms require an ad-hoc choice of system’s generalization
ability, the SVM approach proposes a learning algorithm to control the gen-
eralization ability of the system automatically”. SVM have been used for
pattern recognition, regression estimation, density estimation, and ANOVA
decomposition [Bur98].
SVM are successfully used as a technique for data classification. A classi-
fication task usually involves training and testing data which consist of some
data instances. Each instance in the training set contains one target value
(class label) and several attributes (features). The goal of SVM are to pro-
duce a model which predicts target values of data instances in the testing set
which are given only the attributes. The training data is a set of instance
label pairs (xi, yi), i = 1, ..., l where xi ∈ Rn and y ∈ {1,−1}l in case of
two-classes classification. The training vectors xi are mapped into a higher
feature space through some non-linear function say φ. In this space the SVM
construct an optimal linear separating hyperplane with the maximal margin
[HCL03]. This decision hyperplane is determined by certain points of the
training set, termed Support Vectors [Bur98].
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In [ZHT05] the authors propose an image segmentation method based
on SVM in indoor environments. The purpose is to segment the images of
seat numbers taken by a mobile robot in order to know where it is. The
mobile robot has a CCD camera which captures RGB colour images of size
240×360 pixels. It is used to measure the relative location between the floor
landmarks which in this case are the seat numbers of the desk. The images
are considered to be of two classes. One is the number region, i.e., the object,
and the other is the remaining region, i.e., the background. The inputs of
the SVM are x1, x2, and x3, which are the red, green, and blue components
of each pixel of the image. In order to speed up the training of the SVM the
size of the images was reduced to 1/9 of the original size, i.e., 8× 120 pixels.
An image was used to train the networks making the number of training sets
960 pixel points. The introduced experiments show very good classification
of 99.91% in the training phase with 59 support vectors when the radial basis
function (RBF) was used as a kernel.
The support vector machines share the high computational requirements
with other types of neural networks. Moreover, they need a training data
set, which may not be available in all applications.
2.2.3 Region-based Approaches
The methods belonging to region-based approaches use the characteristic of
closed regions in the pixel-class mapping. All the pixels that are classified to
an object or a region must specify certain homogeneity conditions as well as
have spatial connectivity. The pixels from separate parts of the image are as-
signed to different objects or regions even if they meet the same homogeneity
conditions.
Edge Detection
The segmentation based on edge detection classifies the pixels laying inside
a region closed by edges to a class different to those laying on the other side
of the edges. The edge detection segmentation methods recognise not the
homogeneous parts of the image but the inhomogeneity between the parts.
The basis of the edge detection operation is the use of a gradient operator
that determines the level of variance between different pixels. The gradient
is the change in grey level with direction.
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Vertical edges would be detected by calculating the horizontal gradient
and horizontal edges by calculating the vertical gradient. Diagonal edges
response partially to both the horizontal and vertical edge detectors. The
created image could be called a gradient image. Edges can be detected by
using a gradient operator followed by a threshold operation to detect the
extreme values of the gradient [Rho07]. Examples of gradient operators are
Roberts, Prewitt, and Sobel operators.
The method of Canny [Can86] optimises the edge detection by defining
three objectives for the detectors: First, finding “true” edges between objects
and avoiding the weak ones that may appear due to noise. Second, minimis-
ing the distance between the estimated edges and the real edges. Third,
joining the disconnected edges to be represented only by one edge string
[Can86, Poh04].
To achieve these objectives the detector uses an iterative algorithm that
starts with smoothing by the Gaussian filter. The purpose of the smoothing
is to suppress the weak edges. The larger the width of the Gaussian mask,
the lower is the detector’s sensitivity to noise. Then the gradient value and
direction are estimated for each pixel. To have a thin line as edges, the edges
found are traced along the edge direction afterwards and the non-maximum
suppression is used to suppress any pixel value that is not considered to be
an edge. Finally, a hysteresis thresholding procedure is done to eliminate the
discontinuity of the edges. Two thresholds are used. All the edge pixels that
are greater than the higher threshold are counted as strong edges. The edge
pixels under the lower threshold are counted as noise and are eliminated from
the resulting image. The edge pixels that are connected to strong edges and
greater than the lower threshold are counted as weak edges but considered
in the resulting image. Fig. 2.5(b) shows the output using Canny detector
for the image shown in Fig. 2.5(a).
In [YWC05] an improved gradient threshold edge detector is introduced.
The algorithm smooths and differentiates the image to get the gradient im-
age. Then the edges are labelled with a low threshold to get the prime edge
image, which includes all the potential edges. To get the perceptive edges,
the gradient image is further masked with the local luminance and activity,
and then edge labelling is performed on the masked gradient image using an-
other threshold. The keys of the improved method for detecting perceptive
edges are to determine the mask regions and the local activities.
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(a) (b)
Figure 2.5: Example of the Canny edge detector.
The authors in [LKK03] propose a new edge detection method using a
3 × 3 ideal binary pattern and lookup table (LUT) for the mobile robot local-
isation without any parameter adjustments. The mean of the pixels within
the 3 × 3 block is used as a threshold by which the pixels are divided into
two groups. The edge magnitude and orientation are calculated by taking
the difference of the average intensities of the two groups and by searching
the directional code in the LUT, respectively. Moreover, the input image is
not only partitioned into multiple groups according to their intensity simi-
larities by the histogram, but also the threshold of each group is determined
by fuzzy reasoning automatically. Finally, the edges are determined through
non-maximum suppression using edge confidence measure and edge linking.
An intelligent scissor method proposed by Mortensen and Barret [MB95]
is a boundary detection method, which is an interactive contour detection
method allowing the user to select interactively the most suitable boundary
from a set of all optimal boundaries emanating from a seed point.
In [NH04] the authors present the implementation of an adaptive edge de-
tection filter on a FPGA. The design is scalable to handle higher resolution
images with a resolution of 256 × 256, while maintaining the clock frequency
used to process standard video-resolution signals at 30 frames per second.
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Region Growing
In this group the algorithms start with an interactive starting point. On the
basis of this starting point the search of a coherent area takes place as a func-
tion of the defined neighbourhood and of a homogeneity condition which can
be given by the user. In order to be able to have a successful segmentation by
these procedures the area which is to be segmented must possess internally a
larger homogeneity than at its borders. If several structures in an image are
to be segmented, the starting point inquiry must be repeated several times.
With the input of the starting points the user inserts his knowledge about
the number of searched objects and their positions into the procedure. The
definition of a homogeneity criterion can be more problematic for the user,
he often formulates this knowledge vague and indistinct. Thus, it cannot be
passed easily into a calculable form. Therefore, the definition of the homo-
geneity borders is sometimes a trial and error process.
The literature contains a large number of papers that describe how to
find a suitable homogeneity criterion based on the associated applications.
Most of the methods define the homogeneity criterion as a function of the
grey level distribution in a region directly around the starting point. With
this method the criterion is updated whenever a new point is added to the
region [CL94]. Due to this, the set of the starting points and the selected
search order are dependent. The grey level variability within the region to
be segmented can cause an update of the criterion in such a way that after
many processed points the criterion is no more fulfilled.
Another category of methods selects the homogeneity criterion on the
basis of optimal consideration for complete segmenting of the entire image.
Hence, for different regions of the image different homogeneity conditions are
used [AB94, HK98]. With these procedures a complete segmentation must
always be made, which leads to a higher computational complexity. On the
other hand, this procedure has the advantage that no explicit homogeneity
criterion has to be indicated, because this is defined by the algorithm. As
by the proposed seeded region growing algorithm, the growth strategy is se-
lected so that on the basis of several interactively entered starting points the
regions are always increased directly around the regions neighbouring pixels,
for which the difference between the mean grey level of the respective regions
and that of the updated regions is smallest. The procedure is continued, until
all pixels were assigned to a region. A drawback in this procedure is that
the choice of the number of starting points affects completely the quality of
segmentation of the individual regions.
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Split and Merge
Split and merge is a development of region growing, in that the image is split
and merged according to some homogeneity criterion which must be defined
at the beginning of the process. The split and merge procedure represents a
simple possibility for segmenting uncomplicated structures in images.
The procedure processes the image in the form of a quad-tree. First, the
entire image is considered as one region. If this region does not fulfil the fixed
homogeneity requirements, then it is divided into four subregions by moving
down the tree one level. The procedure of the partitioning is recursively re-
peated as long as all determined regions fulfil the homogeneity criterion. The
splitting terminates at the pixel level. If adjacent subregions have a similar
homogeneity then they are merged by moving up one level. Thus, the output
is an image that comprises blocks of varying size from different levels of this
tree. The leafs of the tree represent homogeneous regions (see, e.g., [Toe05]).
A problem with this kind of segmenting is that the splitting using a rela-
tive homogeneity criterion is not always clear. Different results can develop
according to whether the regions are merged first in horizontal or in vertical
direction [Poh04].
2.2.4 Template-based Approaches
The idea of template matching is to create a model of an object of interest
(the template, or kernel) and then to search over the image of interest for
objects that match the template. For each pixel in the image, a similar-
ity measure between the template and the underlying pixels in the image
of interest is computed. A widely used similarity function is the normalised
cross-correlation (NCC). A perfect match would give an NCC coefficient value
of +1. Comparison with an exact negative (inverted) grey scale value gives
an NCC coefficient of −1, while a comparison with a completely unrelated
template gives an NCC coefficient of 0.
In [Ols02] a measure is introduced for template matching with a binary
or grey scale template using a maximum likelihood. In this formulation, a
function is generated that assigns a likelihood to each of the possible template
positions.
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For applications in which a single instance of the template appears in the
image, such as tracking or stereo matching, the template position with the
highest likelihood is accepted if the matching uncertainty is below a specified
threshold. For other recognition applications, all template positions with
likelihood greater than some threshold are accepted. The algorithm is used
for object recognition, stereo matching, feature selection, and tracking.
The author in [Lun00] uses the entropy to enhance the performance of
the similarity measurement while matching. Maximum entropy matching
aims to increase the speed of the template matching while keeping the per-
formance. It works by comparing derived image features and the template
for each possible displacement of the template. To increase the speed of the
matching algorithm the number of data which have to be compared should
be as small as possible, but with as much information as possible. Therefore,
the data used in the comparison should have high average information, that
is, high entropy.
The authors in [TT07] present an approach to accelerate multi-scale tem-
plate matching. The main computation saving is achieved by representing
the template as a linear combination of a small number of Haar-like binary
features. Each such feature has one rectangle which is defined by two of
its corners. For an image of W × H pixels, the feature dictionary contains
H(H + 1)W (W + 1)/4 such features. These bases functions have the ad-
vantage that the inner product of a data vector with a box feature can be
performed by several integer additions, instead of N floating point multi-
plications, where N is the dimension of the feature. In addition, they have
the advantage of ease for scale adaptation of the binary box features. Each
such feature only needs to store two point locations corresponding to the left
up and right down corner of the rectangle. As a result, the feature can be
scaled to arbitrary size. The proposed representation is used to accelerate
the normalised cross correlation algorithm.
2.2.5 Discussion
Pixel-based approaches based on statistical modelling are the most appropri-
ate approaches if the image has many non-uniformly shapes and overlapping
disconnected regions. In such a case other approaches, such as region-based
or template-based ones, may not be suitable. Among the pixel-based seg-
mentation algorithms the EM algorithm is a very powerful one.
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However, the EM algorithm completely disregards information contained
implicitly in the spatial coordinates of the pixels. Hence, it ignores the
spatial correlation between the neighbouring pixels. Most probably it is an
error if a pixel is estimated to be belonging to a class different than that of all
neighbouring pixels. Therefore, a modification of the EM algorithm to con-
sider the spatial correlation between the neighbouring pixels is a must. The
multiresolution analysis can give an efficient pixel neighbouring dependency
across both scale and space, and at the same time is computationally efficient.
The region growing procedure can be successful if the features of the re-
gions to be segmented are very distinct from each other. The accuracy of the
segmentation depends very strongly on the grey level contrast between the
different regions.
In template matching approaches the segmentation process requires a pre-
defined template which describes the objects of interest in the image. Due to
the complex structure of some images, it is difficult to have a template before
the segmentation. Moreover, template matching approaches are usually com-
putationally expensive because the template needs to be matched to every
location in the image and the matching involves element-by-element floating
point multiplications, since most similarity functions involve the convolution
of the template with the image.
The application investigated in the case of still image segmentation is the
segmentation of the magnetic resonance image, MRI, of the human brain.
The presence of impulsive and additive Gaussian noise, which is an inherent
problem in the acquisition of MRI, the high intensity variation among pixels
from the same class, and the partial voluming, which causes mixing of pure
class intensity near the edges [AU96, MAF02], are all problems which cause
the uncertainty to play a fundamental role in the potential image segmenta-
tion approach. Due to this uncertainty, an effective segmentation algorithm
must address, in addition to the pixel intensity feature, the modelling of the
image as a statistical field (Bayesian statistics) where the pixel intensity is
known a priori, usually called the incomplete data, and the class of the pixel
is the missing data.
For this purpose the use of the EM algorithm, which is well-known as an
efficient tool to solve this type of problems, in combination with the multi-
resolution analysis is expected to give good results. This combination meets
the constraints for the modelling of the MRI and overcomes the limitation
of the EM.
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2.3 Video Segmentation
2.3.1 Principles
Video segmentation is a necessary step for indexing videos based on content,
object tracking, and monitoring. In most cases it is the aim to detect and
extract objects of interest from video data. The video segmentation methods
label pixels at each frame that are associated with independently moving
parts of a scene. Different features and homogeneity criteria generally lead
to different segmentations of the same data, for example colour, texture, or
motion parameters. If the objective of the segmentation is to enable analysis
of motion parameters this leads to what is called motion segmentation.
Motion segmentation is closely related to two other problems, motion de-
tection, and motion estimation. Motion detection is a special case of motion
segmentation with only two regions, namely changed and unchanged regions,
if the scene is observed by a static camera, or global and local motion regions,
if the scene is observed by a moving camera. In the last case, motion detec-
tion requires some sort of global or local motion estimation, either explicitly
or implicitly [Bov00]. There are mainly three categories for video segmenta-
tion: temporal (frame) differencing, optical flow and background subtraction
[ZZWF06]. Other methods can be grouped under other conventional meth-
ods.
2.3.2 Frame Differencing
The simplest method to detect change between two registered frames would
be to analyse the frame difference (FD) image, which is given by:
FDtc,tr(x, y) = s(x, y, tc)− s(x, y, tr) (2.13)
where (x, y) denotes pixel location and s(x, y, t) stands for the intensity value
of pixel (x, y) in the frame at the moment t. The FD image shows the
pixel-by-pixel difference between the frame at the current moment tc and the
reference image at the moment tr.
The reference image str may be taken as the previous frame (successive
frame difference), or an image at a fixed time, for example a background
image that may be taken at a time when no moving objects were presented.
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Assume for simplicity, that the illumination remains constant between
the frames. The pixel location where FDtc,tr(x, y) differs from zero indicates
“changed” regions as a result of local motion. In order to distinguish the
non-zero differences that are due to noise from those that are due to local
motion, segmentation can be achieved by thresholding the FD as:
MRtc,tr(x, y) =
1 if |FDtc,tr(x, y)| > T0 otherwise (2.14)
where T is an appropriate threshold. MR is a labelled image, which is equal
to 1 for changed regions and 0 otherwise. The value of the threshold T can
be chosen by an optimal threshold determination algorithm. This pixel-wise
thresholding is generally followed by one or more post processing steps to
eliminate isolated labels. Post processing operations may include smoothing
filters, discarding labels with less than a predetermined number of entries,
and morphological filtering of the changed and unchanged region masks.
An important variation to frame difference is to add memory to the mo-
tion detection process. This can be achieved in a number of different ways,
including temporal filtering (integration) of the intensity values across mul-
tiple frames before thresholding.
A frame difference with memory (FDM) can be formulated as:
FDMtc(x, y) = s(x, y, tc)− s¯(x, y, tc) (2.15)
where s¯(x, y, tc) = (1−α)s(x, y, tc)+αs¯(x, y, tc−1), tc = 1, 2, ..., and s¯(x, y, 0) =
s(x, y, 0). The value α, 0 < α < 1, is a constant. After processing a few
frames, the unchanged regions in s¯(x, y, tc), maintain their sharpness with a
reduced level of noise, while the changed regions are blurred [Bov00].
A general problem with frame differencing is that its outcome usually
contains both the moving object’s contours and the unwanted contours of
the background texture.
In [ZZWF06] the authors propose a three frame-differencing method to
identify the contours of the moving objects for traffic monitoring applications.
They assume that the contours of the background texture can be eliminated
and the contours of the moving objects can be raised by finding out the con-
tours whose counterparts in the two relevant two frame-differenced images
coincide with each other. The operation is detailed in the following equation:
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D(x, y,∆t) = |f(x, y, t)− f(x, y, t− 1)| · |f(x, y, t)− f(x, y, t+ 1)| (2.16)
where f(x, y, t−1), f(x, y, t), and f(x, y, t+1) denote a pixel of the preceding
frame, the current frame and the sequent frame of a gradient-based image
sequence, respectively.
2.3.3 Optical Flow
Temporal segmentation based on optical flow uses motion information de-
duced from consecutive frames. Optical flow means the flow of the displace-
ment of the grey level intensities in an image sequence, which arises from the
relative motion of objects and the viewer. Since the intensities in the image
are the results of reflections on objects, the estimated optical flow can be
grouped into regions or blocks that correspond to different objects. The esti-
mation of the optical flow is based on the grey value constancy assumption:
the grey value of a pixel is not changed by the displacement. In other words,
if the brightness at the point (x, y) in the image plane at time t denoted by
I(x, y, t) remains constant, then at a point a small distance dx and dy away,
and a small time dt later holds:
I(x+ dx, y + dy, t+ dt) = I(x, y, t) (2.17)
Expanding the left hand side by a Taylor expansion:
I(x+ dx, y + dy, t+ dt) = I(x, y, t) + ∂I
∂x
dx+ ∂I
∂y
dy + ∂I
∂t
dt+ . . . (2.18)
yields:
∂I
∂x
dx+ ∂I
∂y
dy + ∂I
∂t
dt+ . . . = 0 (2.19)
Let u = dx/dt and v = dy/dt represent the speed of the moving object
in the x and y directions and let dt tends to zero, then:
∂I
∂x
u+ ∂I
∂y
v + ∂I
∂t
= 0 (2.20)
Ixu+ Iyv + It = 0 (2.21)
Ixu+ Iyv = −It (2.22)
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Eq. 2.22 is called the optical flow constraint equation [HS92] and can be
rewritten as:
(Ix, Iy) · (u, v) = −It (2.23)
Thus, the component of the image velocity in the direction of the image
intensity gradient is:
(u, v) = −It√
I2x + I2y
(2.24)
A problem of this calculation is that it is not possible to estimate the
optical flow at right angles to this direction. This ambiguity is known as the
aperture problem.
A classical approach first consists in estimating a dense motion field and
then partition the scene only based on the obtained motion information,
where the adjacent video components corresponding to the motion vectors
are merged to form the meaningful video objects if they obey the same Hough
or affine transformation motion model [WA94]. However, dense field motion
vectors are not very reliable for noisy data [DM01, FZBH05]. In order to
avoid the noise of optical flow, some techniques first include a change de-
tector. However, the change detector introduces holes in uniform regions
[FZBH05].
The authors in [KDM06] used an accumulation process of optical flow vec-
tors computed by the Lucas-Kanade tracker [LK81] to detect the active traffic
area and to predict the driving directions which constrain object movements.
To calculate the optical flow between successive video frames the well-known
combination of feature selection as introduced by Shi and Tomasi [ST94]
and the algorithm of Lucas and Kanade for feature tracking [LK81] is used.
Feature selection finds image blocks which are believed to allow the accurate
estimation of the optical flow translation vector. The Shi-Tomasi algorithm
utilises the smallest eigenvalue of an image block as criterion to ensure the
selection of features which can be tracked reliably by the Lucas-Kanade track-
ing algorithm. Finally, the results are filtered for relevance and quality. To
reduce the number of mismatched motion vectors the root mean square error
(RMSE) of each pair of blocks is evaluated and vectors with high error values
are discarded. Afterwards, an accumulative process is performed on the re-
sulted optical flow vectors. The extracted vectors at each pixel are collected
and averaged over time. This way it is possible to retrieve a time averaged
optical flow field consisting of an average motion vector for each image pixel.
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A histogram based approach is used to allow more than one typical direc-
tion for each image pixel. The histogram is grouped in 12 bins, each covering
an angle of 30 degree. By this histogram the dense information about the
motion directions is obtained. In Fig. 2.6 the optical flow is coded by differ-
ent grey levels to illustrate the average angles of the motion vectors.
Figure 2.6: Optical flow. Different grey levels indicate different motion di-
rections in Rudower Chaussee [KDM06].
A sufficient observation time is required to produce a dense and reliable
averaged optical flow field. In general, the field quality will increase as long
as the traffic situation in the observed scene remains constant. First exper-
iments indicate that the processing of at least 50,000 frames is necessary.
Fig. 2.7 illustrates the number of motion vectors which have been obtained
at each location.
2.3.4 Background Estimation and Subtraction
Many papers dealing with moving object detection in traffic surveillance ap-
plications are based on background subtraction [CLK+00, YYK03, ZK03a,
ZK03b, BBRS04, TCAA05]. Typically, a background image is created and
updated by the current frame of the image sequence. Then a mask is created
from the difference between the current traffic scene image and the updated
background image. This mask is used to extract the region of interest which
represents the moving traffic objects.
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(a) (b) (c)
Figure 2.7: Frequency of movement per pixel after (a) 10000, (b) 25000, and
(c) 50000 frames [KDM06].
The background can be updated recursively from the actual image data
as in [CLK+00, TCAA05]. The algorithm classifies the pixels of a current
frame into either pixels belonging to a moving object or pixels belonging to
the background. The grey values of the background pixels are used to update
the current estimation of the background. For all other pixels the values
from the previous estimation are used as they are. Let It(x, y) represent
the intensity value at pixel position (x, y) at the time t in the image frame
It. The new estimation of the background intensity value at the same pixel
position Bt+1(x, y) is calculated as follows:
Bt+1(x, y) =

αBt(x, y) + (1− α)It(x, y)
if the pixel at (x, y) is non-moving
Bt(x, y)
if the pixel at (x, y) is moving
(2.25)
where α is an update parameter that specifies how fast new information sup-
plants old one. The initial estimate of the background B0(x, y) is set as the
first image frame I0(x, y). Then the parameter α is set as a positive real
number close to one.
Assigning a pixel to a moving or non-moving region is done with the help
of a threshold. It is assumed that a pixel belongs to the moving regions if it
differs significantly from the estimated background at the same time instant:
(x, y) ∈ Moving region if |It(x, y)−Bt(x, y)| > Tt(x, y) (2.26)
where Tt(x, y) is the threshold at the time t.
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The threshold is statistically determined based on the scene and con-
sidered in different work as an application-dependent parameter such as in
[YYK03, ZK03a, ZK03b, BBRS04]. It can also be estimated recursively in a
similar manner as the background as follows [CLK+00, TCAA05]:
Tt+1(x, y) =

αBt(x, y) + (1− α)(β|It(x, y)−Bt(x, y)|)
if the pixel at (x, y) is non-moving
Tt(x, y)
if the pixel at (x, y) is moving
(2.27)
where β is a real number greater than one and the update parameter α is
a positive number close to one. Initial threshold values are set to an exper-
imentally determined value. As it can be seen from the last equation, the
higher the parameter β, the higher the threshold or the lower the sensitivity
of the detection scheme.
In [CLK+00] the value of β is set to a constant value 5. That means
that Tt(x, y) is analogous to 5 times the local temporal standard deviation
of intensity of the pixel at (x, y). A three-frame differencing operation is
performed to determine regions of legitimate motion, followed by adaptive
background subtraction to extract the entire moving region. The three-frame
differencing role suggests that a pixel is legitimately moving if its intensity
has changed significantly between both the current image and the last frame,
and the current image and the next-to-last frame:
|It(x, y)− It−1(x, y)| > Tt(x, y) and
|It(x, y)− It−2(x, y)| > Tt(x, y) (2.28)
Then the blob bt can be filled by taking all the pixels in R that are
significantly different from the background model Bt:
bt ={(x, y) : |It(x, y)−Bt(x, y)| > Tt(x, y)
(x, y) ∈ bounding box of Rt} (2.29)
where
Rt ={(x, y) : (|It(x, y)− It−1(x, y)| > Tt(x, y))
(|It(x, y)− It−2(x, y)| > Tt(x, y))} (2.30)
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Background Modelling Using Gaussian Mixture Model
The Gaussian mixture model belongs to a class of density models which have
several functions as additive components. These functions are combined to-
gether to provide a multimodal density function, which can be employed to
model intensities of a dynamic scene or object.
The authors in [SG99] proposed to use a mixture of Gaussians distribu-
tions to model the background for the tracker module of a video surveillance
system. This technique models each background pixel as a mixture of K
Gaussian models. The Gaussians distributions are evaluated using a sim-
ple heuristics to hypothesise which are most likely part of the background
process. The probability of observing the current pixel value is:
P (Xt) =
K∑
i=1
wi,tη(Xt;µi,t,Σi,t) (2.31)
where
K is the number of distributions, usually between 3 to 5 in practice
wi,t is an estimate of the weight of the ith Gaussian in the mixture at t
µi,t is the mean value of the ith Gaussian in the mixture at time t
Σi,t is the covariance matrix of the ith Gaussian in the mixture at time t
η is a Gaussian probability density function.
Every new pixel value Xt is checked against the existing K Gaussian dis-
tributions until a match is found. Based on the matching results the back-
ground is updated as follows: If Xt matches component i, that is Xt is within
the range of ±2.5 standard deviations from the mean of the distribution, then
the parameters of the ith component are updated as follows:
wi,t = wi,t−1 (2.32)
µi,t = (1− ρ)µi,t−1 + ρIt (2.33)
σ2i,t = (1− ρ)σ2i,t−1 + ρ(It − µi,t)T (It − µi,t) (2.34)
where ρ = αη(Xt|µi,t−1, Σi,t−1).
The parameters for unmatched distributions remain unchanged:
wi,t = (1− α)wi,t−1 (2.35)
µi,t = µi,t−1 (2.36)
σ2i,t = σ2i,t−1. (2.37)
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If Xt matches none of the K distributions, then the least probable dis-
tribution is replaced by a distribution where the current value acts as its
mean value. The variance is chosen to be high and the a-priori weight is
low [ZK03a]. The background estimation problem is solved by specifying the
Gaussian distributions, which have the most supporting evidence and the
least variance. In order to represent background processes, first the Gaus-
sians are ordered by the value of wi,t/ ‖Σi,t‖ in decreasing sequence, because
the pixels belonging to the moving objects have larger variance than a back-
ground pixel. The background distribution is on top with the lowest variance
by applying a threshold T . All pixels Xt which do not match any of these
components will be marked as foreground, i.e., belonging to moving region.
The authors in [AZ08] propose an enhancement to avoid missegmentation
when the object is in contact with parts of the background having the same
appearance as the object. In this case, the segmentation based on the region
information alone can result in contour being distracted and deviating from
the true object boundaries. So, [AZ08] propose to add boundary and shape
information about the desired objects to the segmentation model. Indeed,
there is generally a strong correlation between the object boundaries and the
image edge map. This feature is used to constrain the alignment of the object
contour with strong image edges. On the other hand, the object shape does
not generally change abruptly between successive frames of the sequence.
Thus, adding a shape constraint that prevents large changes in the object
shape can enhance the robustness of segmentation against distraction.
Background Estimation Using 2D Wavelet
The method proposed by Töreyin et al. [TCAA05] is based on a background
updating algorithm and the 2D wavelet analysis to extract a moving traffic
object as a region of interest (ROI). Therefore, a mask is created from the
difference between the current traffic scene image and the estimated back-
ground image. This mask is used to extract the ROI. The background is es-
timated recursively as proposed in [CLK+00]. The estimation is considered
to be recursive because the threshold for distinguishing background pixels
and moving object pixels is updated recursively. However, instead of esti-
mating the background based on the image sequence, the authors proposed
an estimation based on the wavelet transform coefficients at the third level.
An updated background image and a mask are computed for each wavelet
subband and for each frame.
2.3 Video Segmentation 41
The estimated background Dt+1 of the subband image Jt(x, y) at time
instant t+ 1 is computed similar to Eq. 2.25 as follows:
Dt+1(x, y) =

αDt(x, y) + (1− α)Jt(x, y)
if the pixel at (x, y) is non-moving
Dt(x, y)
otherwise
(2.38)
where Jt(x, y) is a subband image resulting from the wavelet analysis of the
image frame at time t and Dt is the associated background image. The
associated initial background estimation D0 is assigned to be the subband
image of the first frame of the video. The parameter α has an effect on the
stability of the estimation of the background and is global for all subbands.
Its value is a trade-off between accelerating the update of the background
and the sensitivity to slow motions and stopped objects. For each subband
image Jt(x, y) there is an associated threshold Tt(x, y), which is recursively
updated as in Eq. 2.27. This threshold is then used to classify the pixels
into moving or non-moving pixels.
All wavelet coefficients satisfying the inequality |Jt(i, j)−Dt(i, j)| < Tt(i, j)
are classified as belonging to a moving object. The extracted moving objects
from the different subbands can then be fused to a ROI within the current
frame. The last step of the algorithm is a simple region growing to include
classified pixels. All steps of the algorithm are shown in Fig. 2.8.
2.3.5 Other Conventional Methods
In addition to the methods that are based on temporal change for video
segmentation, some conventional image segmentation techniques are used.
Thresholding-based Methods
Other approaches use the thresholding technique which is based on the notion
that vehicles are compact objects having different intensities as their back-
ground, e.g., [Par01]. A general problem in this approach is that it would
not avoid false detection of shadows or missed detection of vehicle parts with
similar intensities as its environment. Binary and grey-scale morphological
operators were found to improve background-foreground segmentation results
as in [WNL01].
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Figure 2.8: Block diagram of the 2D wavelet-based algorithm for video seg-
mentation corresponding to the method of Töreyin et al. [TCAA05].
Edge Detection-based Methods
A new approach to compute consistency of edge detection on video segmen-
tation is introduced in [ACHTSN06]. The approach is based on two main
changes to original Canny’s proposal: the substitution of the Gaussian filter
step with an anisotropic diffusion filter [PM87] and the replacement of the
hysteresis step with a dynamic thresholding operation. The use of the Canny
detector, which has been mainly designed for still images, introduces insta-
bility situations in detected edges during the sequence. These can be noticed
as blinking edges, i.e., edge features appear in one frame but suddenly dis-
appear in the next one. Some other methods are based on edge detection as
a first step followed by fitting a proposed model as in [KM03]. If there are
objects that are not considered in the model and took part in the video data,
they cannot be detected.
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Region Growing-based Methods
Region growing methods are also used for video segmentation. Similar to the
case of still images, the first step is to select seeds, which often determines
the final segmentation results by subsequent region growing. It is expected
to have a human interaction for selecting the initial seeds. This is a major
drawback for video segmentation since in case of changing the scene, a new
human interaction will be required.
In [FFJ05] the authors propose an automatic region growing algorithm
for semantic video object segmentation for content-based multimedia appli-
cations. They use a competitive learning neural network to do the initial
segmentation. Each frame in the video is divided into blocks, each of which
contains 8 × 8 pixels. For each block an average value is computed and
called DC coefficient. The coefficients are then fed to a competitive learning
neural network to decide if the corresponding block is an object block or a
background block. The first five video frames are used as training sequence.
The resulting classification is used as a guide for initial seed selection. After-
wards, a skeleton for the segmentation is generated. The non-reliable pixels
on the boundaries of the object region are removed, and those pixels located
in the middle of the object region between two boundaries are kept. As a
result, the process generates a thin skeleton for each object region. Similarly,
the process is repeated for background regions. Correspondingly, the pixels
on the object skeleton are selected as the seeds for object region growing,
and the pixels on the background skeleton are selected as the seeds for back-
ground region growing. The rest of the work is done as in [AB94].
2.3.6 Discussion
Frame differencing is a simple direct method to detect motion as a change
between successive frames from video data. However, it suffers from the ex-
traction of unwanted regions from the background. This is due to the change
in illumination and the moving of non-interesting objects in the background
such as trees, clouds and so on.
The methods based on the optical flow give not only information about
the sizes and locations of the moving objects in the scene, but also informa-
tion about the direction and velocity. The movements that take place in the
background or by objects that are not interesting for the monitoring process
can easily neglected by the use of a simple velocity threshold.
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However, these methods face two main problems in addition to the com-
putation complexity. First, if the images are in low overall contrast because
of a bad ambient conditions, then the number of significant vectors will de-
crease, which inhibits the grouping of vectors in blocks and hence inhibits a
meaningful segmentation result. Second, a long observation time is required
to produce a reliable optical flow field for the active traffic area.
The methods based on background estimation and subtraction are de-
pendent on the update parameters and the initialisation of the background.
Small values of the updating parameters imply an integration of the moving
objects that are not active for a while as a part of the background. On the
other hand, if the values of the updating parameters are too high, the meth-
ods need a relative long interval for a stable estimation of the background
and they fail to adapt to the changes in the illumination. The update pa-
rameters and the initial background need to be set before the running of the
methods by an expert. They have to be set carefully and for every new scene.
The application investigated in the case of video segmentation is moving
object detection for traffic monitoring using a stationary camera. For this
purpose, a method that is based on the frame differencing may lead to robust
results if not only the temporal changes are considered but also the spatial
changes, and if the active area from the scene are processed differentially
from the background. The method must be computationally efficient and
must offer segmentation with simple operations that can be easily imple-
mented in hardware.
The use of the 3D wavelet transform meets these needs. It is able to anal-
yse the input data spatially as well as temporally. Moreover it is hardware
friendly, since it can be implemented by simple arithmetic operations.
Chapter 3
The Multiresolution Image
Analysis
The subject of multiresolution analysis is to be found usually as a part of the
fundamentals of the wavelet analysis. However, the term Multiresolution is
much older than the wavelet transform. Some references go back to the end
of 1970s. One of the first workshops titled “Multiresolution Image Processing
and Analysis” was held in Leesburg, VA, USA on July 1982 [Ros84b].
In this chapter the multiresolution analysis is introduced as an indepen-
dent concept instead of being a part of the wavelets. Starting with the formal
definition, examples from early and recent work are given.
3.1 Introduction
Multiresolution analysis of a signal is a successive coarser approximation of
the original signal. This can be interpreted as representing the signal by
different levels of resolution. Each level contains information about different
features of the signal. Finer resolution shows more details, while coarser res-
olution shows the approximation of the signal and only strong features can
be detected.
A function or signal can often be viewed as a composition of a smooth
background and actions or details in the foreground. The distinction between
a smooth part and details is determined by the resolution. At a given reso-
lution a signal is approximated by ignoring all details with higher resolution.
Consider progressively increasing resolution, at each stage of the increase
in resolution finer details are added to the coarser description providing a
successive better approximation to the signal.
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Eventually, when the resolution goes to infinity, the exact signal is recov-
ered. Vice versa, for progressive decrease in the resolution at each stage more
details are lost from the signal. This provides a successive coarser approxi-
mation of the signal until a point is reached where only one value describes
the whole signal: the global average. Fig. 3.1 shows an image of a traffic
scene in its original sampling resolution and two approximations.
(a) (b) (c)
Figure 3.1: Image in multiresolution representation. (a) Original resolution.
(b) Approximation in one lower resolution level. (c) Approximation in three
lower resolution levels.
The most obvious advantage of multiresolution representations is that
they provide a possibility for reducing the computational cost of various im-
age processing operations. For example, they can be used to perform coarse
feature detection operations, such as spot or bar detectors, by applying the
corresponding fine feature detection operations at a higher level [Ros84a].
The information contained in a signal is distributed into the levels of the
resolution. Local information may be better processed in the high resolution
levels, while global information may be processed in the low resolution lev-
els. Working in a cross-resolution manner can help to process each type of
information of the signal.
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3.2 Multiresolution Representation
In this section we introduce the mathematical background of the multire-
solution analysis and follow [LOPR97, Bla98, Röm07].
A multiresolution analysis consists of a sequence of successive approxi-
mation spaces. More precisely, consider a set of closed subspaces Vj, j ∈ Z
from L2(R) satisfy the following conditions:
1. A smaller value of j means finer resolution. An approximation Aj in a
finer resolution contains all information of any lower level approxima-
tion Ai, where i > j. Then a subspace Vj is contained in all the lower
subspaces:
Vj+1 ⊂ Vj ⊂ Vj−1 ⊂ ... ⊂ L2(R),∀j ∈ Z (3.1)
2. As the resolution increases, more details are included and the original
signal is at least obtained:
cl(
⋃
j∈Z
Vj) = L2(R) (3.2)
3. As the resolution decreases, more details are removed and the informa-
tion contained goes to zero: ⋂
j∈Z
Vj = {0} (3.3)
4. The approximations are scaled versions of each other:
f(t) ∈ Vj ⇔ f(2t) ∈ Vj−1,∀j ∈ Z
i.e.,
f(t) ∈ Vj ⇔ f(2jt) ∈ V0,∀j ∈ Z (3.4)
This condition is the key requirement of scale invariance.
The vector space Vj can be interpreted as the set of all possible approxima-
tions at a resolution j of the functions in L2(R), the space of square-integrable
functions. Thus, in V0 are all functions without any approximations.
5. The subspace V0 is invariant regarding integer translations, i.e.,
f(t) ∈ V0 → f(t− k) ∈ V0,∀k ∈ Z (3.5)
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Any set of vector spaces Vj, j ∈ Z which satisfies the properties of Eqs.
3.1 - 3.5 is called a multiresolution approximation of L2(R). An approxima-
tion Aj of any signal f(t) at a resolution j must be associated with this set
of vector spaces [Mal89].
To compute the approximation Aj of the signal f(t) at resolution j,
an orthonormal basis is needed that projects the signal in Vj. Let the set
{2−j/2φj,k(t), k ∈ Z} be an orthonormal basis of Vj, j ∈ Z where:
φj,k(t) = φ(2−jt− k) (3.6)
The function φ(t) ∈ L2(R) is called the scaling function of the multire-
solution analysis.
Consider the properties in Eqs. 3.2 and 3.3. Computing an approxi-
mation of f(t) at level j, some information about f(t) is lost. All details
on scales smaller than 2−j are suppressed. However, as j decreases to zero
the resolution increases and the approximated signal should converge to the
original signal. Conversely, as the level increases to +∞, the approximated
signals contain less and less information and converge to zero. Due to the
approximation, the lost information is the local information in the signal
while the information kept is the global information. The information lost is
called the detail signal [Mal89].
For a complete representation of the signal f(t) at resolution j we need
to consider other vector spaces which contain the detail signals up to level j.
Consider a signal at level j. Its approximation at the level j + 1 is equal to
the projection of the signal on Vj+1. The detail signal at resolution j + 1 is
given by the projection of the signal on the orthogonal complement of Vj+1
in Vj. Let Wj+1 be the orthogonal complement:
Vj = Vj+1 ⊕Wj+1 (3.7)
Considering the projection on a further level, then:
Vj = (Vj+2 ⊕Wj+2)⊕Wj+1 (3.8)
It follows that:
Vj = VJ
J−j−1⊕
k=0
WJ−k, J > j, ∀j ∈ Z (3.9)
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The term multiresolution refers to the simultaneous presence of different
resolutions. Eq. 3.9 means that a signal f(t) at a certain resolution at level
j can be completely represented or decomposed into an approximation at a
lower resolution at the level J and all the details between j and J .
Using the properties of Eqs. 3.2 and 3.3 of Vj, j ∈ Z it implies:
L2(R) =
⊕
j∈Z
Wj (3.10)
Furthermore, the spaces (Wj)j∈Z inherit the scaling property of Eq. 3.4:
f(t) ∈ Wj ⇔ f(2jt) ∈ W0,∀j ∈ Z (3.11)
To compute the orthogonal projection of a signal f(t) on Wj, an or-
thonormal basis of Wj is needed. Similar to the vector space Vj, let the set
{2−j/2ψj,k(t), k ∈ Z} be the orthonormal basis of Wj, where:
ψj,k(t) = ψ(2−jt− k), k ∈ Z (3.12)
The function ψ(t) ∈ L2(R) is called a detail function.
Since the theory for the multiresolution signal decomposition was pro-
posed by Mallat in 1989 [Mal89], the wavelet transform is the most used
method to implement the multiresolution transformation. As shown in Sec-
tion 4.2.2, the wavelet functions are chosen to be the orthonormal bases for
the vector spaces Wj and their associated scaling functions to be the or-
thonormal bases for the approximation vector spaces Vj.
The reconstruction of the original signal without loss of information is
only possible if the complete representation is chosen for the transformation
of the signal. Corresponding to Eq. 3.9 the reconstruction of the signal in
the original resolution can be done at least with the help of the projection
of the signal on the vector space VJ , J ∈ Z at the certain resolution level
j = J , to form the last approximation, and the detail signals at all levels in
the vector spaces Wj, where 1 ≤ j ≤ J ; {j, J} ∈ Z.
50 The Multiresolution Image Segmentation
3.3 Pyramid Tools
3.3.1 Definition
Some early work used the term pyramids to describe what multiresolution
analysis means. In [Ros84a] the author describes the pyramids as data struc-
tures that provide successively condensed representations of the informa-
tion in the input image. The successive levels of the pyramid are reduced-
resolution versions of the input image, so that they represent increasingly
coarse approximations of the features of the image.
In the following sections, early tools used to create the successive approx-
imations are introduced. Some of these tools do not need the orthogonality
condition of the basis functions. Therefore, they were not used for complete
representation of the signals.
3.3.2 Average-based Pyramid
The simplest type of an image pyramid is constructed by repeated averaging
of the image intensities in non-overlapping 2 × 2 blocks of pixels. Given an
input image of size 2n × 2n, applying this process yields a reduced image of
size 2n−1 × 2n−1. This image is called the parent image. Applying the pro-
cess again to the parent image yields a still smaller image of size 2n−2 × 2n−2
etc. Fig. 3.2 illustrates this process.
As the images are stacked on top of one another, they constitute an
exponential tapering “pyramid” of images. In this simple method each node
in the pyramid, say k levels above the base, represents the average of a square
block of the base of size 2k × 2k [Ros84a].
3.3.3 Weighted Average-based Pyramid
The previous method to create lower resolution images is simple and easy
to compute. But the sharp cut off characteristic of the unweighted averag-
ing can be undesirable. Overlapping weighted averages would be preferable.
However, the next logical step to construct the lower resolution images of the
higher analysis levels, is to use a non-overlapping weighted averaging, peaked
at the centre of the non-overlapping averaging regions and falling off to zero
at their borders.
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j=2 (Coarsest scale)
Each pixel is a parent to four pixels at
level j=1 and a grandparent to 16
pixels at level j=0.
j=1
Each pixel is a parent to four
pixels at level j=0.
j=0 (Original resolution)
Figure 3.2: Simplest type of an image pyramid.
Salem et al. used in [STMG03] the Gaussian function as a function for
the weighted average in a manner similar to a moving window. The original
image is divided into parts, each of which has the same size as the filter
size. The filter is applied to each part of the image separately. This can be
interpreted as a windowed convolution, that also agrees with the concept of
a distinct block operation [GW05]. As shown in Fig. 3.3, in the distinct
block operation one block of the input image is processed at a time. The
operation in this case is Gaussian filtering. Each time the filter is applied on
a part of the image, the result is placed as a pixel value in a new image in
its corresponding location. For the next images in the pyramid the process
is repeated using larger filters. For instance, if the parent image at level
j = 1 was created with a Gaussian filter of size 3 × 3 then the grandparent
image at level j = 2 should be created from the original with a Gaussian
filter of the size 5 × 5. Generally, the distinct block operation may require
image padding, since the image is divided into blocks. These blocks will not
always fit exactly over the image. In Fig. 3.4 the Gaussian window pyramid
is applied to a traffic scene.
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Figure 3.3: Gaussian window for constructing a weighted average pyramid.
In [SAHU04] the authors used the B-spline functions to compute the
local weighted geometric moments. A sliding window at dyadic scales is
used. The B-splines are well-suited window functions because, in addition
to being refinable, they are positive, symmetric, separable, and very nearly
isotropic. The algorithm is used in many applications, e.g., as a feature-
extraction method for detecting and characterizing elongated structures in
images and as a multiscale optical-flow algorithm extending the well-known
optical-flow method.
3.3.4 Gaussian Pyramid
The next logical step is to use a weighted and overlapping averaging. Here
the functions used to generate approximated version of the signal are non-
orthogonal functions. Some redundancy in this method of information rep-
resentation may be useful. The Gaussian pyramid is a sequence of images,
each of which is a low-pass filtered copy of its predecessor [Bur84]. It is called
Gaussian pyramid because the low-pass filter used has a Gaussian character-
istic.
Let G0 be the original image. It becomes the bottom or zero level of
the Gaussian pyramid. Each pixel of the next pyramid level, image G1, is
obtained as a weighted average of the pixels in image G0 within an n × n
window.
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(a) (b) (c)
Figure 3.4: Image in multiresolution representation. (a) Original resolution.
(b) Approximation in one lower resolution level by a 3×3 Gaussian window.
(c) Approximation in three lower resolution levels by a 7×7 Gaussian window.
Each pixel of G2 is then obtained from G1 by applying the same pattern
of weights. The window moves horizontally or vertically so that its centre is
the second-next pixel of the current pixel, i.e., the sample distance in each
level is double that in the previous level. As a result each image in the
sequence is represented by an array which is half as large as its predecessor.
The first row of Fig. 3.5 shows an application of the Gaussian pyramid tool
to a traffic scene.
3.3.5 Laplacian Pyramid
A set of band-pass filtered images L0, L1, ..., LN−1 may be defined simply
as the differences between the low-pass images at successive levels of the
Gaussian pyramid:
Lj = Gj −Gj+1 (3.13)
and
LN = GN (3.14)
The image Gj+1 must be expanded to the size of Gj before the difference
is computed. The expansion of an image of size (M1 + 1) × (M2 + 1) is
done by interpolating between each two given values to have an image of size
(2M1 + 1) × (2M2 + 1). Just as each image in the Gaussian pyramid repre-
sents the result of applying a Gaussian filtering to the image of the previous
lower level, each image of the set L0, L1, ..., LN−1 represents the difference of
two images of the Gaussian pyramid corresponding to Eqs. 3.13 and 3.14.
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The original image The lower resolution
image G1
The lower resolution
image G2
The first Laplacian
image L1
The second Laplacian
image L2
(-) (-)
Figure 3.5: Application of the Gaussian (first row) and the Laplacian pyramid
tools to a traffic scene.
These differences resemble the Laplacian operator which is used, e.g., in
image processing to extract such image features as edges. Therefore, this
type of pyramids is called Laplacian pyramid [Bur84]. Fig. 3.5 second row
shows two levels of a Laplacian pyramid and their relation to the Gaussian
pyramid.
3.4 Applications
In many applications it is not required to re-represent the original signal, but
to produce a transform of the signal in other spaces or dimensions. The goal
is to represent some certain information of the signal in a simpler or more
obvious form. In this case only the projection on the approximation vector
spaces Vj, j ∈ Z is done. Then the approximations are used for further
processing.
The multiresolution analysis is proposed for solving many problems in
image processing. Most of the selected examples introduced here are based
on the Gaussian and the Laplacian pyramids.
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3.4.1 Multiresolution Microscopy
In [Pre84] the use of multiresolution image acquisition for human blood-cell
analysis is described. To accomplish this a telescope is used instead of a
pyramid.
Telescopic processing means: many images are made at various resolu-
tions but always with the same number of pixels. All processing arrays in
the telescope are of the same N × N array size, yielding a varying field of
view of the telescope. The actual dimension is determined by the associated
image processor. At the highest level of the telescope the images are scanned
with the highest desired level of processing or the highest possible sampling.
The blood cells are sampled at a highest sampling rate of 10,000 sample
points per mm. Then, the recording is done at 300 sample points per mm,
corresponding to about 500,000 sample points. The image is screened at this
resolution, and the white cells are located among the red cells. Then the
resolution of the telescope is switched to a medium value of 2500 points per
mm for further processing. Careful studies have indicated that the images of
white blood cells generated at this sampling rate produce satisfactory recog-
nition criteria.
3.4.2 Image Compression
The pyramid representation also permits data compression. If the low reso-
lution images in the pyramid are expanded to the size of the original image
as described before, most of the pixel values tend to be near zero. There-
fore, they can be represented with a small number of bits. Further data
compression can be obtained through quantisation: the number of distinct
values taken by samples is reduced by grouping the existing values. This
results in some degradation when the image is reconstructed. If the quan-
tisation bins are carefully chosen, the degradation will not be detectable by
human observers and will not affect the performance of the analysis algo-
rithms [AAB+84].
In [GY95] the authors used the Gaussian pyramid and the Laplacian
pyramid to compress 3D volume data of the computed tomography (CT). A
CT data typically consists of 256 slices of 256×256 grey level images with an
8-bit quantised voxel value. The total size of such an image is 16 megabytes.
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The images were processed by a 5×5×5 Gaussian filter to create a pyra-
mid of lower resolution images. The images of the corresponding Laplacian
pyramid were uniformly quantised. This reduced the average number of bits
per pixel significantly. A compression ratio of 10 : 1 was achieved with a
root mean square error of 1.3. Since the 3D Gaussian filter is separable, the
low-pass filtering process can be done by using a 1D operator in three passes
along the x, y, and z dimensions, respectively. The result is a constant speed
up in the reconstruction process by roughly a factor of 8.
3.4.3 Pattern Matching
To locate a particular target pattern that may occur at any scale within an
image, the pattern is convolved with each level of the image pyramid. All
levels of the pyramid combined contain at most one third more pixels than
the original image. Thus, the cost of searching for a pattern at many scales
is just one third more than that of searching the original image alone. The
complexity of the patterns that may be found in this way is limited by the
fact that not all image scales are represented in the pyramid [AAB+84]. As
defined here, pyramid levels differ in scale by powers of two. Power-of-two
steps are adequate when the patterns to be located are simple. Complex
patterns require a closer match between the scale of the query pattern and
the scale of the pattern as it appears in the image.
Multiresolution is also used for exemplar-based texture modelling and
syntheses [Bon97]. In exemplar-based modelling, sample texture images are
used to build statistical texture models for regenerating new instances. That
is, to generate a new texture image from an original texture image, such that
the new image is sufficiently different from the original one and still appears
as if they were generated by the same underlying stochastic process. The
author presents an algorithm for texture synthesis, which decomposes the
input texture image (the example) into a multiscale pyramid using the stan-
dard Laplacian pyramid. A “synthesis pyramid” is generated by sampling
the Laplacian pyramid based on parent feature similarity constraints. The
new pyramid is used to reconstruct an image which represents the same tex-
ture class as the original input image. Texture modelling and synthesis has
direct implications for texture recognition, segmentation and classification
tasks [SD04].
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3.4.4 Image Segmentation
Salem et al. [STMG03] proposed a multiresolution image segmentation for
medical magnetic resonance images (MRI) based on the well-known Expecta-
tion Maximization (EM) algorithm [TM96], namely: the Gaussian Multire-
solution EM algorithm (GMEM). It keeps the advantages of the simplicity of
the EM algorithm and overcomes its drawbacks by taking into consideration
the spatial correlation between pixels in the classification done afterwards.
The neighbouring pixels are spatially correlated because they have a high
probability of belonging to the same class. In this work a weighted average
pyramid of three successive images is used to utilise the spatial correlation.
The Gaussian filter is used without overlapping, where two filters of sizes
3 × 3 for the parent image and 5 × 5 for the grandparent image are used.
Gaussian moving
window 3X3
Gaussian moving
window 5X5
EM
segmentation
EM
segmentation
EM
segmentation
C(x,y) = 0.40* C0(x,y) + 0.35* C1(x’,y’) +0.20*C2(x’’,y’’)
Assigning colors
to classes
S
I
I1
I2
C0 C1 C2
C
Figure 3.6: Block diagram of the GMEM algorithm. I: input image. S:
segmented image.
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Once the parent and grandparent images have been created, one moves
to the next step by solving the segmentation problem using the different
scales of the image. The EM algorithm is used to segment the image at
each scale - independent on the others - to produce three segmented images
in three successive scales of the original image. The EM algorithm is then
followed by a classifier. Three classification matrices C0, C1, and C2 are
the output of this step. They represent the results of the segmentation of
the original image, its parent, and its grandparent images, respectively. The
final step is a weighted combination step done by assigning weights to each
classification matrix obtained from the previous step. The GMEM algorithm
is summarised in Fig. 3.6. The assigning of the weights reflects the confidence
in the segmentation decision of the corresponding level. The weights are
chosen such that the following decision roles are ensured:
if C0(x, y) = C1(x′, y′) = C2(x′′, y′′) then C(x, y) = C0(x, y) (3.15)
if C1(x′, y′) = C2(x′′, y′′) 6= C0(x, y) then C(x, y) = C1(x′, y′) (3.16)
if C1(x′, y′) 6= C2(x′′, y′′) then C(x, y) = C0(x, y) (3.17)
where (x′, y′) is the parent of (x, y) and (x′′, y′′) is the grandparent of (x, y),
and C is the final classification.
The second role in Eq. 3.16 ensures that no pixels in the image will be
mistakenly assigned to some class, say class 1, while its parent and grand-
parent belong to another class, say class 2. The third role in Eq. 3.17 assigns
the classification by C0 to the finial classification if the classification of the
parent image C1 and the grandparent image C2 are different. This is because
the leading weight was assigned to the classification matrix C0, of the original
image. This has to be done if the images contain many edges of high impor-
tance. For other types of images where the edges have less importance the
greatest weight should be assigned to the classification matrix of the parent
image or grandparent image.
The algorithm has been tested using synthetic data and manually seg-
mented magnetic resonance images (MRI). The accuracy of the segmenta-
tion increased significantly over that of the conventional EM algorithm. In
case of the synthetic data, about 15% increase in the segmentation overall
accuracy was obtained for images with much noise. In case of the real MR
images with ground truth and added high Gaussian noise, an increase in the
segmentation overall accuracy of about 9% is obtained.
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The results in Fig. 3.7 show that the new multiresolution algorithm
provides superior segmentations over the one-scale image segmentation algo-
rithms. The drawback found in the GMEM algorithm is that the application
to pixels laying on the boundaries between classes or on edges generates many
misclassified pixels. This is because the parent and grandparent images con-
tain only low frequencies and hence the edges rarely appear in these images.
Most of the misclassifications are due to the classification of the parent and
grandparent images that were used to reclassify the pixels near the edges.
(a) (b) (c)
Figure 3.7: MRI segmentation. (a) Simulated MRI with added noise. (b)
Results by EM. (c) Results by GMEM.

Chapter 4
The Discrete Wavelet
Transform
The wavelet transform as an analysis tool plays an important role in the new
multiresolution segmentation algorithms described in the following chapters.
In this chapter the one- and the multidimensional wavelet transform is in-
troduced. Other points are addressed, such as the Fourier transform and the
wavelet packet analysis. They are either fundamentals or required to com-
plete the introduction of the wavelet transform. Moreover, this part of the
thesis gives a survey of recent applications of the wavelet transform in image
and video segmentation.
4.1 Introduction
To introduce the wavelet transform consider a function
f : Rn → C
In case n = 1, f has only one independent variable t, which is customarily
interpreted as the time. In this case f(t) can be called a temporal signal,
e.g., an audio signal. If n = 2, f has two independent variables x and y,
customarily they represent a spatial location.
The approximation or the representation of the function f by means of
well-known functions φm is expressed by a linear combination as:
fn =
∑
m
cmφm,n (4.1)
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These well-known functions are usually well understood, easy to compute,
and have useful analytical characteristics, such as the polynomials:
φm(t) =
m∑
k=0
akt
k, {φ : R→ R} (4.2)
The operation of assigning a vector of coefficients cm to a given function f
is called the analysis of the function f regarding the family of basis functions
φm:
cm =
∑
n
fnφm,n (4.3)
The inverse operation that takes a given vector of coefficients cm as input
and returns the function itself as output is called the synthesis of f by means
of the inverse of φm.
Wavelets are a system of basis functions that has gained attention in the
last two decades because of their characteristics such as orthogonality, com-
pactness, and ease of computing.
Many books start to introduce the wavelet transform by first introducing
the Fourier transform. This is done not only to give better understanding of
the wavelet transform by showing the similarities and differences from other
well-known transforms, but also because the Fourier analysis is the most im-
portant tool in the construction of the wavelet theory. Here, only the basic
definitions are given so that they can readily be used later on.
The expansion of Eq. 4.1 by means of the complete orthonormal system
of the exponential functions
φm,n = ej2pi
mn
N (4.4)
yields the transform:
fn =
1
N
N−1∑
m=0
fˆme
j2pimn
N , n = 0, 1, ..., N − 1 (4.5)
where N is the number of the sample points, and 1/N is the sampling rate
for a unit interval.
The analysis of the function f by means of the exponential functions in
Eq. 4.4 is given as:
fˆm =
N−1∑
n=0
fne
−j2pimn
N , m = 0, 1, ..., N − 1 (4.6)
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The last equation is called Discrete Fourier Transform (DFT). It gener-
ates a discrete spectrum fˆ from a discrete input function f . Eq. 4.5 is called
Inverse Discrete Fourier Transform (IDFT).
The Fourier transform is a mathematical procedure that transforms a
time-dependent function f into a new function fˆ which depends on the fre-
quency. The Fourier transform treats the input function f as a one-piece
object. In particular, there is no localisation on the time axis. The value of
the function fˆ at any frequency point m contains information about f orig-
inating from the entire time domain of f . One cannot decide, merely from
looking at the fˆ , where f has, e.g., its maximum or a jump discontinuity.
A function f and its Fourier transform fˆ are two representations of the
same information. The function f displays the time information and hides
the information about the frequencies. The result of the Fourier transform fˆ
displays information about frequencies and hides the time information. Nev-
ertheless, both functions contain all the information of the signal. Otherwise
it would be impossible to reconstruct the function f from its transform fˆ .
Time localisation can be achieved by first windowing the signal f using a
selected window function and then taking its Fourier transform. This tech-
nique is called Windowed Fourier Transform or Short-Time Fourier Trans-
form (STFT). Short-time Fourier transform maps a signal into a two-dimens-
ional function of time and frequency. It is a standard technique for time-
frequency localisation. The size of the window function defines the frequency
resolution of the process.
Many possible choices have been proposed for the window function in sig-
nal analysis, most of which have some compactness and reasonable smooth-
ness. A very popular choice is the Gaussian function. The Gaussian function
is supposed to be well concentrated in both time and frequency [Dau92].
The STFT compromises between time and frequency information which is
in some applications more useful than the Fourier transform. However, the
drawback is that the window is the same for all frequencies. It only depends
on the choice of a particular windowing function with a particular size in
time.
Many signals require for their analysis a more flexible approach. So one
can vary the window size to determine more accurately either time or fre-
quency.
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4.2 Wavelet Transform
4.2.1 Foundations
The wavelet transform represents the next logical step: a windowing tech-
nique with variable-sized windows. The wavelet transform allows the use of
longer windows for extracting more precise low-frequency information from
the signal and smaller windows for high-frequency information.
Wavelet transform is a relative recent development in applied mathemat-
ics. It is a mathematical tool with a great variety of possible applications.
It has already led to exciting applications in signal analysis (sound, images)
and numerical analysis, many other applications are being studied. This
wide applicability also contributes to the interest the wavelet transform gen-
erates. Its name itself was coined approximately less than three decades ago.
It is derived to give the meaning “small wave”. A wavelet has a waveform
of effectively limited duration and has an average value of zero. This local
property is the heart of the success of the transform. The foundations given
here follow [Dau92, Bla98, GC99, RB00, MMOP07].
Wavelets provide a tool for time and frequency localisation. If one anal-
yses a function f(t) by means of wavelets then there will definitely be some
kind of localisation. Transient features (short-time details) of f(t), like jump
discontinuities or peaks can easily be localised in the wavelet coefficients of
small scales. Long time trends of f(t) are stored in deeper layers of the co-
efficient hierarchy and are automatically represented in larger scales. As a
consequence they are less precisely localised on the time axis.
The wavelet transform has as its goal the analysis and synthesis of func-
tions
f : R→ C
using the function ψ : R→ C, that satisfies the admissibility condition:
Cψ =
∫ ∞
−∞
|Ψ(ω)|2
|ω| dω <∞ (4.7)
Then ψ(t) is called a mother wavelet or simply a wavelet, where Ψ(ω) is the
Fourier transform of ψ(t). Cψ is a constant that depends on the choice of the
wavelet function ψ.
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The admissibility condition in Eq. 4.7 implies that:∫ ∞
−∞
ψ(t)dt = 0 (4.8)
That means that the graph of a wavelet lies partly above and partly below
the t-axis and is local.
A set of wavelet functions {ψa,b(t)} can be generated by scaling and trans-
lating the mother wavelet ψ(t) by quantities a, b, respectively as:
ψa,b(t) =
1√
a
ψ
(
t− b
a
)
(4.9)
where a > 0 and b are real numbers. The scale factor 1/
√
a ensures that the
norm of the wavelet functions remains constant.
The wavelet transform of a function f(t) using the wavelets {ψa,b(t)} can
be written as follows:
ca,b =
∫ ∞
−∞
f(t)ψa,b(t)dt (4.10)
The inverse wavelet transform is the representation of the signal f(t) in terms
of the wavelet coefficients {ca,b} as:
f(t) = 1
Cψ
∫
a
∫
b
1
a2
ca,bψa,b(t)dbda (4.11)
The domain of the coefficients {ca,b} in Eq. 4.10 is the (b, a)-plane, i.e.,
the 2D plane of the set
R2 = {(b, a) : b ∈ R, a ∈ R∗}.
The parameters a and b are called the scale or dilation parameter and the
translation or shifting parameter, respectively. The parameter a reflects the
scale (width) of a particular wavelet function, while b specifies its translated
position along the t-axis.
In case of a Continuous Wavelet Transform (CWT) the coefficients are
computed for all values of a and b. Fig. 4.1 shows a continuous wavelet
transform of a sinusoidal signal shown in Fig. 4.1(a). A coefficient at certain
translation b0 and scaling a0, as shown in Fig. 4.1(b) represents how closely
correlated the wavelet is with this section of the signal.
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Figure 4.1: Continuous wavelet transform. (a) Chirp signal. (b) Wavelet
coefficients.
The higher ca,b the more the similarity. More precisely, if the signal energy
and the wavelet energy are equal to one, ca,b may be interpreted as a correla-
tion coefficient. Multiplying each coefficient by the appropriately scaled and
shifted wavelet yields the constituent wavelets of the original signal.
A flexible local and global analysis is done by changing the values of a
and b. In contrast to the Fourier transform changing b gives the ability to
analyse a certain part of the signal f(t), while changing a gives the ability
in contrast with STFT to change the width of the wavelet and so implicitly
the frequency bands to be analysed.
Restricting the values of a and b by integers rather than real numbers gives
the Discrete Wavelet Transform (DWT). However, an interesting type of
wavelet transform is to restrict the scaling by factors of two (binary scaling),
and the translation by an integer multiple of the binary scale factor (dyadic
translation). Thus, it relates at any scale to the width of the wavelets at that
scale, i.e.,
a = 2j, j ∈ Z∗
and
b = k2j, j ∈ Z∗, k ∈ Z.
Redefining the set of wavelets of Eq. 4.9 by replacing a, b by j, k yields:
ψj,k(t) = 2−j/2ψ(2−jt− k) (4.12)
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Theoretically, the mother wavelet is progressively scaled by power of two.
Each wider wavelet is then translated by increments approximately equal to
its width, so that the complete set of wavelets at any scale completely covers
the analysis interval. Fig. 4.2 shows the dyadic shift operation for three
wavelets of the Daubechies family, the wavelets Haar, DB2, and DB4. As
the wavelet is scaled up by a power of two, its amplitude is scaled down by
powers of
√
2, to maintain the orthonormality. The result of all of this is a
set of orthonormal functions, which can form an orthonormal basis of L2(R).
Hence, the dyadic wavelet transform for a signal f(t) can be written as:
ca,b = 〈f(t), ψj,k(t)〉 =
∑
t
f(t)2−j/2ψ(2−jt− k), j, k ∈ Z (4.13)
The wavelet orthonormal bases provide an important new tool in func-
tional analysis. Before then, it has been believed that no construction could
yield simple orthonormal bases of L2(R) whose elements have good localisa-
tion properties in both, the spatial and Fourier domains [Mal89].
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Figure 4.2: Dyadic shifted wavelets. (a) Haar. (b) DB2. (c) DB4.
4.2.2 Wavelet Analysis
Mallat [Mal89] has proposed an iterative algorithm to compute the discrete
wavelet transform. Since then this algorithm is the most known method to
apply the wavelet transform. It is based on the multiresolution analysis.
It applies two bands subband coding procedure in an iterative fashion and
builds the wavelet transform from the bottom up, that is, computing small
coefficients for small scales first.
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The algorithm by Mallat [Mal89] was proposed for signal analysis. He
has proposed a mathematical operator which transforms a signal into an ap-
proximation at lower resolution, say 2j. Then he showed that the difference
of information between two approximations at resolutions 2j and 2j+1 is ex-
tracted by the wavelet function.
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Figure 4.3: Multilevel decomposition using the wavelet transform.
Consider the Fig. 4.3. Every time the function is analysed by the wavelet
we go down one level. Certain portions of the function (details) are removed,
shown in the right-hand-side plots. Then there are the “approximation”
parts, which are further decomposed to give smaller scale representation of
the function.
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As described in Chapter 3, for a closed approximation vector space Vj, j ∈
Z a scaling function φ(t) is defined such that:
φj,k(t) = 2−j/2φ(2−jt− k), j, k ∈ Z (4.14)
An associated function, the wavelet function, ψ(t), can be deduced from
φ(t) for the closed detail vector spaces Wj, j ∈ Z such that:
ψj,k(t) = 2−j/2ψ(2−jt− k), j, k ∈ Z (4.15)
The families {φj,k(t)} and {ψj,k(t)} form orthonormal bases for the closed
approximation vector spaces Vj, j ∈ Z and the closed detail vector spaces
Wj, j ∈ Z, respectively.
The scaling function φ and the wavelet function ψ are related to the low-
pass filter H and a high-pass filter G, respectively. The impulse response of
H is:
h(n) = 〈φ(t/2), φ(t− n)〉, ∀n ∈ Z (4.16)
while the impulse response of G is:
g(n) = (−1)1−nh(1− n) (4.17)
The filter G is the mirror filter of H. G and H are called quadrature
mirror filters [Mal89]. As described more fully in Chapter 3 the relation
between the approximation and details is:
Vj = VJ
J⊕
i=j+1
Wi, ∀j ∈ Z
Based on this, we can go further on the wavelet representation of the
signals, which is shown in the following subsections.
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The Approximation
First of all the signal is projected on the approximation vector space Vj, j ∈
Z. As mentioned before the scaled and translated versions of the function
φ(t) at a certain level j0, i.e., {φj0(t)} = (2−j0/2φ(2−j0t − k)), ∀k ∈ Z form
an orthonormal basis of Vj. Then the orthogonal projection on Vj can be
computed by decomposing the signal f(t) on the orthonormal basis φj(t),
that is ∀f(t) ∈ L2(R):
Aj0 = 2−j0
∞∑
n=−∞
〈f(t), φj0,n(t)〉φj0,n(t) (4.18)
The inner products
Acj0 = (〈f(t), φj0,n(t)〉)n∈Z (4.19)
are called the approximation coefficients of f(t) at the scale j0.
However, the function φj0,n is a member of the vector space Vj0 which
is included in the vector space Vj0−1. Hence, it can be projected in the
orthonormal basis of Vj0−1 by using Eq. 4.18. Let the filter H, with its
impulse response h be defined by Eq. 4.16 and consider the expansion of
φj0,n on Vj0−1. Eq. 4.19 yields then the approximation coefficients of f(t)
that can be re-formulated after Mallat in [Mal89] as follows:
Acj0 = 〈f(t), φj0,n(t)〉 =
∞∑
k=−∞
h˜(2n− k)〈f(t), φj0−1,k(t)〉 (4.20)
where h˜ is the impulse response of the symmetric filter H˜, h˜(n) = h(−n).
Eq. 4.20 shows that one computes the approximation coefficients Acj for
any level j by convolving Acj−1 with the filter function H˜ and retains every
other sample of the output. Moreover, it shows that the length of the filter
is not changed by the change of the scale j, but the resolution of the signal
to be filtered is changed by 2j. This can be formulated as follows:
Acj,n = f(t)φj,n(t) =
∞∑
k=−∞
h˜(2n− k)Acj−1,n (4.21)
All the approximation coefficients Acj, 0 < j ≤ J , for some J ∈ Z∗, of a
discrete signal f(t) can thus be computed from Ac0 by repeating this process.
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Since H is a low-pass filter, this Acj can be interpreted as the result
of a low-pass filtering of f(t) followed by a uniform sampling at the rate
2j [Mal89]. Assuming j = 1, then the highest frequency of the signal f(t)
is suppressed to one half. Then the sampling rate of the approximation
coefficients A1 must be halved. This is done by retaining every other sam-
ple point of the output. This process is called down sampling. Due to the
convolution with low-pass filters the details of f(t) that have a frequency
ω > 12 ‖argmax
ω
(fˆ(ω))‖ are removed.
The Details
To extract the details lost between the approximations of the signal f(t) at
the scales j − 1 and j, the original signal must be projected on Wj, which is
the orthogonal complement of Vj in Vj−1.
The construction is similar to the one in the approximation. The detail
coefficients, Dcj, are computed at any level j by convolving the signal f(t)
with the wavelet function ψ or with the help of the high-pass filter G:
Dcj = 〈f(t), ψj,n(t)〉 =
∞∑
k=−∞
g˜(2n− k)〈f(t), φj−1,k(t)〉 (4.22)
where g˜ is the impulse response of the symmetric filter G˜, g˜(n) = g(−n).
Eq. 4.22 shows that the details signal Dcj is computed by convolving
Acj−1 with the filter G˜ and retaining every other sample of the output:
Dcj,n = f(t)ψj,n(t) =
∞∑
k=−∞
g˜(2n− k)Acj−1,n (4.23)
In practice, the signal f(t) is decomposed into two new subband signals
using the low-pass filter H and the high-pass filter G yielding the approx-
imation coefficients A1 and the detail coefficients D1 at a lower resolution
at level j = 1. Each of which has as many sample points as the half of the
sample points of f(t). The process is repeated on the new approximation
coefficients at level j giving the approximation and details at level j+1 until
a level J is reached. At that level both subbands have only one sample point
and the analysis must stop. In fact AJ represents the global approximation
of the original signal f(t) = A0 [Kai98].
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Thus the signal can be represented completely with the sequence:
(AcJ , (Dcj)0<j≤J) (4.24)
which has the same total number of samples as the original signal f(t) =
A0. Fig. 4.4 illustrates this process and shows the customary graphical
representation.
The original signal f(t) = Ac0
Approximation Ac1 Detail Dc1
Ac2 Dc2
AcJ DcJ
j=0
j=1
j=2
j=J
Figure 4.4: Customary representation of 1D dyadic wavelet analysis.
Signal Reconstruction
The reconstruction of the signal can be done by performing the inverse anal-
ysis in the inverse direction of the pyramid:
Acj,n = f(t)φj,n(t) =
∞∑
k=−∞
h(2n−k)Acj+1,n+
∞∑
k=−∞
g(2n−k)Dcj+1,n (4.25)
The approximation coefficients at a coarser resolution Acj+1 and the sig-
nal details at the same resolution Dcj+1 are combined together to give the
approximation coefficients at level j. The original signal f(t) at resolution
j = 0 is reconstructed by repeating this procedure for 0 ≤ j < J . Because
the reconstructed signal should have a band width as double as each subband
of the approximation or details, it should have double the sampling rate and
thus double the number of sample points as each one of them. This is done
by up sampling Acj+1 and Dcj+1, where zeros are inserted between each two
sample points.
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4.2.3 Wavelet Packet
So far a wavelet decomposition or transform simply re-expresses a function in
terms of the wavelet basis {ψj,k(t)}. In the case of finite data with information
up to a resolution level J , a wavelet transform performs a decomposition of
the space V0 into a direct sum of orthogonal subspaces. Eq. 3.9 yields:
V0 = V1 ⊕W1 = V2 ⊕W2 ⊕W1 = ... = VJ
J−j−1⊕
k=0
WJ−k, J > j, ∀j ∈ Z
This “splitting trick” or splitting algorithm can be used to decomposeWj
spaces as well. It has been shown [Dau92] that one can define a new set of
orthonormal functions from {ψ(t)} and {φ(t)} to form new bases, so that
this splitting algorithm takes place not only on Vj but also on Wj, j ∈ Z.
This new function bases are called a library of wavelet packet bases.
f(t)
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2
DD
2
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2
Original signal at
resolution level j=0
(t) (t)
Decompositions at
resolution level j=1
j=3
j=2
Figure 4.5: Three level wavelet packet decomposition tree.
In wavelet decomposition one leaves the high-frequency part alone and
keeps splitting the low-frequency part. In wavelet packet decomposition, we
can choose to split the high-frequency part also into a low-frequency part and
a high-frequency part. So in general, all subbands are subject for further de-
composition. The wavelet packet decomposition divides the frequency space
into various parts and allows better frequency localisation of signals. Fig.
4.5 shows a wavelet packet decomposition tree up to the third level.
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As in the wavelet transform, one can keep doing the decomposition until
a scalar value. On the other hand, one can also choose not to decompose a
particular subspace while decomposing others. So there are many choices for
decomposing a signal. One can keep all the coefficients at all decomposition
levels and generate a table of coefficients of wavelet packet decomposition
[CMQW93].
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Figure 4.6: Wavelet packet’s table of coefficients. The shaded coefficients are
two examples for a complete representation of the signal.
This table of coefficients is highly redundant and one needs to choose
among all the representations the one that represents the signal most ef-
ficiently. For a j-level decomposition there are more than 22j−1 different
ways to decompose a signal. Fig. 4.6(a) shows selected subbands to repre-
sent the original signal. The commonly used criterion for choosing the most
efficient or best basis for a given signal is the minimum entropy criterion
[CMQW93, MMOP07]. In general, the smaller the entropy the fewer signifi-
cant coefficients are needed to represent the signal.
Usually the chosen coefficients are shown as shaded boxes in the coeffi-
cients table. Sometimes one may prefer to choose basis functions that are all
in the same level. Then the question here is to choose the best level and the
chosen coefficients may be as shown in Fig. 4.6(b).
4.2.4 Family of Daubechies Wavelets
Daubechies constructed the first wavelet family of scale functions that are or-
thogonal and have finite vanishing moments, i.e., compact support [Dau92].
This property insures that the number of non-zero coefficients in the associ-
ated filter is finite.
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The compact support property is very useful for local analysis. This
means that the analysis wavelet ψ has zero values outside a certain domain
U , which is contained within a circle of radius ρ: ψ(u) = 0,∀u /∈ U . Then the
wavelet ψ is localised. The signal f(t) and the wavelet ψ are then compared
within the circle, using only the t values within the circle. The signal values,
which are located outside of the domain U , do not influence the value of the
coefficient: ∫
R
f(t)ψ(t)dt =
∫
U
f(t)ψ(t)dt
At a certain position b the corresponding coefficient ca,b analyses f(t)
around b. Thus, this type of analysis is local. Not every wavelet has a com-
pact support. This is the case, for instance, for the Meyer wavelet [MMOP07].
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Figure 4.7: Mother wavelet functions ψ(t). (a) Haar. (b) DB2. (c) DB4. (d)
DB8.
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The Haar wavelet ψhaar, as shown in Fig. 4.7(a), is the basis of the sim-
plest wavelet transform. Historically, it is the first mention of what is called
now “wavelet” in the thesis by Alfred Haar in 1909. It is discontinuous and
resembles a step function. The Haar wavelet transform has the advantages
of being conceptually simple, fast and memory efficient, since it can be cal-
culated in place without a temporary array. On the other hand, the Haar
transform has limitations because it is discontinuous, which can be a problem
for some applications, e.g., audio signal compression. It is the only symmet-
ric wavelet in the Daubechies family and the only one of them that has an
explicit expression. The associated filter is of length two. This means that
the resulting approximation and details are all half the number of columns
and rows of the input signal. The scale function φhaar is the simple average
function and the wavelet ψhaar is the difference.
For higher order Daubechies wavelets ψdbN , N denotes the order of the
wavelet and the number of the vanishing moments. The regularity increases
with the order, as shown in Fig. 4.7. The support length of ψdbN and φdbN
is 2N − 1. The length of the associated filter is twice as the number of the
vanishing moments, i.e., 2N . The approximation and detail coefficients are
of length floor(n−12 ) +N , if n is the length of (f(t)) [Mal89, Dau92].
The wavelets with fewer vanishing moments give less smoothing and re-
move less details, but the wavelets with large vanishing moments produce
distortions [KT05].
The scaling functions associated with the wavelets of Fig. 4.7 are dis-
played in Fig. 4.8. Daubechies has designated compactly supported scaling
functions first to ensure that the associated wavelets are also compactly sup-
ported. She has derived a relation between ψ and φ using the multiresolution
properties of Eqs. 3.4 and 3.6 so that:
ψ(t) =
∑
n
(−1)nα−n−1φ(2t− n) (4.26)
where αn =
√
2〈φ, φ1,n〉, so that φ(t) = ∑n αnφ(2t− n).
The analysis is done with some overlapping depending on N , since the
length of the associated filter is 2N , and because the translation k of the wave-
let during the dyadic analysis is done in terms of the scale level j ∈ Z and
not of the number of vanishing moments N of the wavelet, i.e., k = 2jb, b ∈ Z.
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Figure 4.8: Scaling functions φ(t) associated with the wavelets (a) Haar. (b)
DB2. (c) DB4. (d) DB8.
For the Haar wavelet ψhaar there is no overlapping at all because the
translation step is equal to the width of the wavelet. However, for the wave-
let ψdb2 the overlapping is equal to 2 sample points. Generally, for a wavelet
of order N at scale j the length of the associated filter is constant, as shown
in Eqs. 4.21 and 4.23, and the overlapping is equal to 2j(N−1) sample points.
Concerning the last discussion the detection of an event by higher order
wavelets takes longer than that by lower order. Fig. 4.9 shows a 1D sig-
nal that has three main events. The first event appears in the beginning of
the signal in a form of a zigzag line. The second one represents three sharp
edges. The last event represents a wide edge with a slow transition. The
detail coefficients of two levels of analysis show that ψhaar has the ability to
localise the event even in higher levels.
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Figure 4.9: Detail coefficients for a two level analysis using ψhaar, ψdb4, and
ψdb8. The ψhaar detects all the rapid changes in the first level, while the
detection of the wide edge lasts longer. The detection of events in ψdb4 and
ψdb8 comes shifted in position and distributed on a wider range.
4.3 2D Discrete Wavelet Transform
The fast wavelet transform as introduced by Mallat [Mal89] uses separable
orthogonal basis functions. Therefore, the multidimensional transform can
be decomposed into a tensor product of orthogonal subspaces. This way the
n-dimensional transform is computed by n one-dimensional convolutions, one
in each dimension.
The 2D wavelet transform is widely used for analysis and processing of
images and videos. This transform is performed by two separate 1D trans-
forms along the rows and the columns of the image data constructing one 2D
scaling function and three different 2D wavelet functions.
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The 2D dyadic scaling function φ and wavelet functions ψh, ψv and ψd
can be expressed as follows:
φj,{k,l}(x, y) = φj,k(x)φj,l(y) = 2jφ(x− 2−jk)φ(y − 2−jl) (4.27)
ψhj,{k,l}(x, y) = φj,k(x)ψj,l(y) = 2jφ(x− 2−jk)ψ(y − 2−jl) (4.28)
ψvj,{k,l}(x, y) = ψj,k(x)φj,l(y) = 2jψ(x− 2−jk)φ(y − 2−jl) (4.29)
ψdj,{k,l}(x, y) = ψj,k(x)ψj,l(y) = 2jψ(x− 2−jk)ψ(y − 2−jl) (4.30)
The results of the analysis at each decomposition level are a low-pass im-
age or a coarser approximation A and three detail images, horizontal details
H, vertical details V , and diagonal details D, which contain the details lost
while going from the original image to its approximation A. Fig. 4.10 shows
a customary representation of the outputs of the 2D analysis.
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Diagonal
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2D Data
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D2V2
AJ
j=0
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Figure 4.10: Customary representation of 2D dyadic wavelet analysis.
The approximation A represents the image at a coarser resolution. It
results from averaging the image in both dimensions x and y. The horizon-
tal detail H is obtained by averaging in the x-dimension and differencing
in the y-dimension. The vertical detail V is obtained by averaging in the
y-dimension and differencing in the x-dimension. The diagonal detail D is
obtained by differencing in both dimensions and then averaging. As shown
in Fig. 4.11 horizontal edges tend to show up in H and vertical edges in V ,
while D contains all other details [Kai98].
The three detail images H, V , and D, can be combined to create a new
image that contains only the edges of the original image. It is possible that
some edges do not appear in the first level of analysis. In this case further
analysis levels must be produced.
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Figure 4.11: Approximation and details of an image.
4.4 3D Discrete Wavelet Transform
4.4.1 Decomposition Schemes
The 3D scaling function and the 3D wavelet functions can each be expressed
as a product of three one-dimensional functions. The analysis is carried out
along the x-dimension, the y-dimension, and the z-dimension of the volumet-
ric data. Eight coefficients result from the one level analysis. One coefficient
represents a volume approximation of the input data. The information which
is missed in the approximation is distributed in the other 7 volume detail co-
efficients. Fig. 4.12 shows a one level 3D transform done as three stand-alone
1D transforms.
The 3D dyadic scaling function φ and the wavelet functions ψi, i = 1, 2, ..7
can be expressed as follows:
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Figure 4.12: 3D Wavelet transform as three 1D wavelet transforms.
φj,{k,l,m}(x, y, z) = 2
3j
2 φ(x− 2−jk)φ(y − 2−jl)φ(z − 2−jm) (4.31)
ψ1j,{k,l,m}(x, y, z) = 2
3j
2 ψ(x− 2−jk)φ(y − 2−jl)φ(z − 2−jm) (4.32)
ψ2j,{k,l,m}(x, y, z) = 2
3j
2 φ(x− 2−jk)ψ(y − 2−jl)φ(z − 2−jm) (4.33)
ψ3j,{k,l,m}(x, y, z) = 2
3j
2 ψ(x− 2−jk)ψ(y − 2−jl)φ(z − 2−jm) (4.34)
ψ4j,{k,l,m}(x, y, z) = 2
3j
2 φ(x− 2−jk)φ(y − 2−jl)ψ(z − 2−jm) (4.35)
ψ5j,{k,l,m}(x, y, z) = 2
3j
2 ψ(x− 2−jk)φ(y − 2−jl)ψ(z − 2−jm) (4.36)
ψ6j,{k,l,m}(x, y, z) = 2
3j
2 φ(x− 2−jk)ψ(y − 2−jl)ψ(z − 2−jm) (4.37)
ψ7j,{k,l,m}(x, y, z) = 2
3j
2 ψ(x− 2−jk)ψ(y − 2−jl)ψ(z − 2−jm) (4.38)
Using Eqs. 4.31 to 4.38 the 3D analysis gives the following 8 subbands:
Aj,{k,l,m} = 〈f(x, y, z), φj,{k,l,m}(x, y, z)〉,
Dij,{k,l,m} = 〈f(x, y, z), ψij,{k,l,m}(x, y, z)〉
j ∈ Z,∀{k, l,m} ∈ Z3,
i = 1, ..7
(4.39)
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In Eq. 4.39 Aj is the low-pass subband at resolution level j and Dij is
the high-pass subband i at resolution level j. For the fast 3D wavelet anal-
ysis only the low-pass subbands Aj,{k,l,m}, j ∈ Z, {k, l,m} ∈ Z3 are used for
further decomposition at lower resolution levels. Therefore, it requires only
O(n) computations [Dim02]. The subband A is generated applying the scal-
ing function φ to all the three dimensions of the data. So it represents the
approximation in all axes. It can be used to replace the original data if no
relevant changes occur. The subbands D1, D3, D5, and D7 are the result
of applying the wavelet function ψ on the x-axis. So all of them contain
information about the possible changes along the x-axis. Therefore, infor-
mation about vertical edges can be easily obtained from such subbands. The
subbands D2, D3, D6, and D7 and the subbands D4, D5, D6, and D7 can
be explained in the same way as gradient information along the y-axis and
z-axis, respectively.
The notations of A and Di, i = 1, ..7 are used to represent the subbands
resulting from the transform, while the notations AAA, DAA, ADA, DDA,
AAD, DAD, ADD, and DDD are used to represent instant images in the
subbands A and Di, i = 1, ..7, respectively.
For the conventional 3D transform the input is a cubic shape data element
with three dimensions, width, height, and depth. In this case the smallest
number of sample points is eight, two sample points along each dimension.
For multiple level analysis the input data must be at least of size 23j where
j ∈ Z is the desired analysis level. Fig. 4.13(a) shows a cubic data and Fig.
4.13(b) the corresponding transform using two level 3D wavelet analysis. The
complete representation of a 1D signal in Eq. 4.24 can be extended to 3D:
(
AJ , (Dij)
)
, (i = 1, ..7; 0 < j ≤ J) (4.40)
Each coefficient has a cubic shape, and the whole sequence has the same
number of sample points as the original data.
For many applications this decomposition scheme is preferable because it
offers simple and straightforward data synthesis. Data synthesis is done in
similar manner as the composition scheme introduced by Eq. 4.25.
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Figure 4.13: Transforming (a) 3D data using (b) Two levels of 3D wavelet.
(c) Two levels 2D wavelet + one level 1D wavelet.
4.4.2 2D+1D Discrete Wavelet Transform
Alternative to the conventional 3D decomposition one can decompose the
volumetric data first by the 2D wavelet transform (spatially) for any arbitrary
number of levels m, followed by the 1D transform (temporally) for any other
arbitrary number of levels n. This decomposition scheme is known as a
3D wavelet packet transformation [FR07]. For example, the wavelet packet
transform as illustrated in Fig. 4.13(c) uses a two level decomposition (m =
2) spatially and one level decomposition (n = 1) temporally to analyse a 3D
data set. The 3D data set, for instance an image sequence, is first analysed
using the 2D wavelet transform for two levels. All coefficients of the results
of the last analysis level (A2, H2, V2 and D2) are then used to be analysed by
the 1D wavelet analysis in the temporal domain for one level. The results of
the last level are eight coefficients equivalent to the eight coefficients of the
conventional 3D wavelet analysis. Fig. 4.14 illustrates this process.
To have a complete representation of the original data, all the spatial
details for the first level must be saved in addition to the details and the
approximation of the temporal analysis.
4.5 Image Segmentation Applications
Since the appearance of the wavelet transform two decades ago it has been
widely used in many applications in image processing. Visual data exhibit
two important characteristics related to each other. They consist of signals
with many different scales or frequencies, and these signals have spatially
inhomogeneous magnitudes.
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Figure 4.14: 2D + 1D wavelet packet for analysis of image sequences.
The wavelet transform has successfully exploited both characteristics to
achieve a transformation that is local in both the frequency and the space do-
mains. As a result the structures of the original signal become better exposed
to analysis. The wavelet analysis has been frequently applied to image com-
pression [Kai98, IP99], feature extraction for the purpose of image indexing,
matching and content based image retrieval as in Salem et al. [TSNEA05],
and for medical image segmentation [SRKN98, SMTG01]. In video coding
and compression as well as in video transition [SVMJ95, MQG+01, EDS+05].
However, we will focus in this part on the recent work in image segmentation
based on the wavelet transform.
The Wavelet Multiresolution Expectation Maximization (WMEM) algo-
rithm, proposed by Salem et al. in [SMTG01], is a segmentation algorithm
that uses the EM algorithm and the multiresolution analysis to address two
aspects. First, the image subject to segmentation can be modelled as a sta-
tistical mixture model with missing parameters. That is, the pixel intensities
are the incomplete data (known a priori) and the missing data are the class
of the pixels. Second, other features than the pixel intensity must be used
by the segmentation algorithm.
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The WMEM algorithm uses two levels Haar wavelet analysis to create
two lower resolution images. The approximation of the first level is used as
a parent image A1, while the horizontal, H1, vertical V1, and diagonal D1
details are used to create an edge image. This edge image is called a mask
M1. The same process is done for the second level of analysis to have A2 as
a grandparent image and its mask image M2.
To create a mask, the details H, V , and D are converted into binary
images by choosing a suitable threshold for each of them. Then these three
binary images are combined in one image by performing the logical OR op-
eration. A pixel’s value in the mask image can be either 1 or 0 depending
on whether the corresponding pixel in the approximation image is generated
from pixels laying on an edge or not.
The conventional EM algorithm is then applied on the input image I,
the parent image A1 and the grandparent image A2. The EM algorithm is
followed by a classifier, so the outputs of this step are the classification ma-
trices C0, C1, and C2.
The WMEM is based on the assumption used in building the GMEM
algorithm presented in Section 3.4.4. This assumption is that the classifica-
tion of a pixel at some resolution j is dependent upon the classification of
its parent at resolution j + 1 and the classification of its grandparent at res-
olution j + 2. Each pixel is then reclassified using the classification matrices
C0, C1, and C2 after assigning a weight to each of them. The weights have
been assigned under the conditions given in Eqs. 3.15, 3.16, and 3.17.
However, since the pixel in the parent image is computed from four neigh-
bour pixels this pixel could be generated from different classes. This will in
most cases affect the classification of this pixel negatively. The same is true
for the pixels of the grandparent image. For this reason, when we use the
classifications of the parent or grandparent pixels we have to be sure that
those pixels are not a mixture of different classes. Since the mask images
M1 and M2 do not contain anything except the edges of the associated low
resolution images they can be used to prevent those pixels from being used
in the reclassification step. The reclassification step is modified so that it
does not take place unless the pixels of the parent and grandparent images
are not appearing in their associated masks.
The WMEM algorithm is summarised in the flowchart shown in Fig. 4.15.
For the “EM segmentation” step in the flowchart please refer to Section 2.2.2.
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Figure 4.15: Block diagram of the WMEM algorithm. I: input image. S:
segmented image.
The authors in [KK07] used the shift-invariant discrete wavelet transform
(SIDWT) proposed by Beylkin [Bey92] to extract textural features which
describe the relative homogeneity of localised areas of retinal images. The
objective of the work was to classify automatically various pathologies from
normal retinal images. There was a test data set supplied with ground truth
of 38 normal and 48 abnormal images. The SIDWT was used to decompose
the images up to the fifth level. From the wavelet coefficients a combination
of homogeneity features from the fourth decomposition level with entropy
from the first, second and fourth decomposition levels are selected for the
classification process. Afterwards the classification is done using the linear
discriminate analysis (LDA). The classification results are displayed in a con-
fusion matrix, where specificity of 79% and sensitivity of 85.4% were achieved.
In [Gua06] the author developed an algorithm for lip extraction from
colour images based on wavelet multiscale edge detection. First, the image
was subject to enhancement using a 3× 3 Gaussian filter.
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The RGB images were then transformed using a 3 × 3 discrete Hartley
matrix to uniform the colour system. Only the resulting coefficient C3 is
used for the following multiscale edge detection using the wavelet transform.
Based on the resulting edge image the Brunelli method [BP93] is used to
localise the lip region. Fig. 4.16 illustrates the process.
Input
image
Smoothing
Hartley
transform
C3
2D wavelet
transform
Lip
extraction
Figure 4.16: Block diagram for lip extraction based on 2D wavelet corre-
sponding to the method of [Gua06].
In [BW06] the authors used the 2D discrete wavelet transform for edge
detection. An input grey image is transformed up to the 6th analysis levels.
A binary edge image corresponding to each level is created, where the detail
subbands images are combined and then thresholded. The experimental re-
sults include testing different mother wavelets such as the Daubechies family
and the bi-orthogonal spline wavelets and several combination methods of
the different levels. The best results are found using the auto-correlation
method to combine the edge images of the first three levels.
In [STS07] the authors developed an algorithm for the detection of con-
nected and disconnected boundaries in an image, so that it incorporates noise
elimination. The algorithm favours boundaries that exist at multiple resolu-
tions and suppresses boundaries that exist at fine resolution. The directional
boundaries are taken at various resolutions up to the fourth analysis level, and
are then combined to form a boundary image. Each of the detail coefficients
is thresholded and scaled to the original size of the image. It is then mul-
tiplied by the four other coefficients in the concordant detail subband. The
three resulting images are added together to obtain the augmented bound-
aries of the image. Fig. 4.17 demonstrates the process. Different wavelets
were tested for geometric and natural scene grey level images. Using the
Peak Signal to Noise Ratio (PSNR) as an error measure, the best results
were obtained by the Haar wavelet.
Chen et al. [CLL02] used the wavelet transform for accurate optical flow
estimation. The wavelet is used to approximate both the flow vectors as well
as the image related operators. Each flow vector and each image function
were represented by linear combinations of wavelet basis functions.
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Figure 4.17: Block diagram for boundary detection using 2D wavelet trans-
form corresponding to the method of [STS07].
For an image of size M ×N , the flow vectors (u(x, y) and v(x, y)) intro-
duced in Eq. 2.24 can be written as follows:
u(x, y) =
∑
m∈M
∑
n∈N
um,nφ(x−m, y − n) (4.41)
and
v(x, y) =
∑
m∈M
∑
n∈N
vm,nφ(x−m, y − n) (4.42)
where um,n, vm,n are the weighting coefficients of the approximation, and the
φ(x−m, y−n) are the wavelet basis of the subspace V0 at the fine resolution
0. Solving the optical flow problem requires the solution of the problem of
finding the weighting coefficients of the approximation. Different types of
images are used for the experiments. Experimental results showed that the
approach was more accurate than the conventional methods.
Chapter 5
A New Resolution Mosaic
Image Segmentation Algorithm
In this chapter the multiresolution analysis is utilised to address the problem
of image segmentation for still images. A new algorithm based on the well-
known Expectation Maximization (EM) algorithm [DLR97] is proposed. This
new algorithm uses the wavelet transform and the multiresolution analysis
to generate a resolution mosaic image for the segmentation.
As an example, the application of the segmentation of magnetic resonance
images of the human brain is selected.
5.1 Motivation
The representation of an image in different resolutions enables easier extrac-
tion of local and global information than the original image. The use of
multiresolution images enables to work with different type of information
separated from each other. The lower the resolution of the image, the easier
the extraction of global information. On the other hand, the higher the reso-
lution of the image, the easier the extraction of local information and details.
If a scene has different regions, where some are more interesting than the
others, then the need grows to have different resolutions for these regions.
The interesting regions could be displayed in a higher resolution than the
non-interesting regions. For example consider Fig. 5.1(a). It shows a general
scene of a building in Cairo with a sky in the background and non-interesting
objects such as the ground and the houses. Consider that the most interesting
part of the building is in the centre of the image surrounded by buildings with
less interest.
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(a)
(b)
Figure 5.1: Ibn-Toloun mosque in Cairo. (a) Image in one resolution. (b)
Image displayed in different resolutions for different regions.
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In Fig. 5.1(b) the same image is displayed with different resolutions cor-
responding to the level of interest. The most interesting part is displayed
in the original resolution, while the surrounding buildings are displayed in
a one level lower resolution and all the rest of the image is displayed in the
lowest resolution.
We can use the term resolution mosaic image to describe an image that
consists of different parts with different resolution levels. The lower-resolution
parts are simply higher-level approximations at the regions they represent.
The resolution level used for a certain part should illustrate the level of the
relevance of the information contained in that part. Thus, the structure of
the mosaic in the image should illustrate the distribution of the relevance of
the information contained in the image.
5.2 The Algorithm
5.2.1 Overview
The proposed algorithm is based on three assumptions that are reflected in
the algorithm steps.
1. The algorithm assumes that after the segmentation the image is a com-
plete data measured from a statistical field (Bayesian statistics). The
pixel intensity is known a priori, usually called the incomplete data,
and the field parameters are the missing data.
2. It assumes that the pixel’s intensity cannot be the only feature for the
segmentation. Other features, such as, (i) the pixel’s location (the pixel
may lie on an edge between segments or inside one segment), and (ii)
the pixel’s neighbourhood (the intensities of the neighbouring pixels
must be taken into account by the segmentation process).
3. It assumes that the image subject to segmentation consists of relevant
as well as non-relevant parts. For the non-relevant parts only low at-
tention should be given for the local information.
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To address the first assumption, a Gaussian mixture model is chosen to
represent the statistical field and the EM algorithm is used to maximise the
expectation of the missing data. For the second assumption, the multire-
solution analysis is utilised so that the pixel and its neighbouring pixels are
involved in the segmentation process. A resolution mosaic image is created,
in which each pixel represents a block of pixels in the original image.
The resolution mosaic image is also used to address the third assumption.
The parts of the image with relevant local information, such as edges, are
processed with higher resolution, while the parts where no relevant local
information is expected are processed with lower resolution.
The proposed algorithm lets the EM algorithm run on a resolution mosaic
image, instead of running on the image in its original resolution.
The EM algorithm was introduced in Section 2.2.2 in Statistical methods.
The resolution mosaic image is generated using many approximated version
of the original image. To generate such approximations, any multiresolution
technique can be used. However, for this work the wavelet transform is used.
To create an image with different resolutions, a map is needed that describes
the resolution level for each part of the image. This map can be called a
mosaic map.
Define the
relevant and
non relevant
parts
Generate the
mosaic map
Generate the
resolution
mosaic image
Segment the
new image
using the EM
algorithm
Figure 5.2: Steps of the new resolution mosaic image segmentation.
Fig. 5.2 shows a block diagram of the new algorithm consisting of four
steps. First, there must be some sort of definition of high and less relevant
regions. Based on this definition a mosaic map can be created which is used
for establishing the resolution mosaic image. Finally, the EM algorithm is
used for the segmentation.
Fig. 5.3 illustrates the generation of the resolution mosaic image of the
image in Fig. 5.1(a). Fig. 5.3(a) shows an edge image that defines the parts
with relevant local information (label value 0), parts with lower relevant
information (label value 1), and parts with non-relevant local information
(label value 2).
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(a)
(b)
Figure 5.3: (a) Definition of relevance of the local information for the image
in Fig. 5.1(a). (b) Corresponding mosaic map.
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In Fig. 5.3(b) the corresponding mosaic map is shown, where the pixels
are grouped in blocks based on the local information relevance level. The
parts with high relevance level are left in the original resolution, while the
pixels in the parts with intermediate relevance level are grouped in small
blocks of size 2 × 2, and the pixels in the parts with the lowest relevance
level are grouped in larger blocks of size 4× 4. The corresponding resolution
mosaic image is shown in Fig. 5.1(b).
5.2.2 Generating the Mosaic Map
The mosaic map image is used as a reference that defines the relevant and
non-relevant parts of the image subject to segmentation. It is a label im-
age, where the non-relevant parts are labelled with high numbers indicating
a higher analysis level and a lower resolution. On the other hand, the rel-
evant parts are labelled with low numbers indicating a lower analysis level
and a higher resolution. The relevance of the information is determined by
the intended application. For the applications tested in this work, the rel-
evant information is the edge information. The pixels lying on edges need
to be classified, without taking into account the information from the sur-
rounding pixels. In contrast, for the pixels lying in regions away from edges,
considering the information from the surrounding pixels can enhance the seg-
mentation results.
By performing two levels of wavelet analysis on an image I, we obtain
two successive approximation images A1, A2 and three detail images at each
level, H1, V1, and D1 at the first level, and H2, V2, and D2 at the second
level. The three detail images H1, V1, and D1, are combined together to cre-
ate a new image that contains only the edges of the original image, i.e., the
horizontal, vertical, and diagonal edges that have been smoothed or blurred
in the approximation image A1. In Fig. 4.11 the information content of the
approximation image A and the detail images H, V , and D were demon-
strated.
In order to create such image the details H1, V1, and D1 are converted to
binary images by choosing suitable thresholds for each of them. Then these
three binary images are combined in one image by performing the logical
OR operation. This new image shall be called a mask. The pixel values
can be either 1 or 0 depending on whether the corresponding pixel in the
approximation image A1 is generated from pixels lying on an edge or not.
The same procedure is repeated on the detail subbands of the second level
of the analysis giving a mask image for the approximation image A2.
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H2 V2 D2
Figure 5.4: Creating two mask images from the corresponding detail images
(MRI of Fig. 9.4).
An example for creating masks for an MRI is given Fig. 5.4. Note that
the dimensions of the detail images of the second level H2, V2, and D2 are
half of the dimensions of the detail images of the first level H1, V1, and D1.
They are stretched for a better display, as the created mask images.
In the following step both mask images are used to generate a mosaic map
image. An empty label image is created in the same size as the original image
I, i.e., in the same resolution as the original image. Pixel positions in the
original image are tested, if the corresponding pixels in the first level mask or
in both level masks are lying on edges. Then the corresponding pixels in the
mosaic map image are labelled with 0, since those pixels in the original image
need to be processed in the original resolution. The corresponding pixels in
the mosaic map image are labelled with 1, if the corresponding pixels in the
second level mask but not in the first level mask are lying on edges. They
are a bit away from edges and can be processed with a lower resolution. The
pixels in the original image can be processed in small blocks in which each
of four neighbouring pixels are considered to be one unit.
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If the corresponding pixels in the first and second level masks are not
lying on edges, then the corresponding pixels in the mosaic map image are
labelled with the highest label value 2 to indicate that such pixels can be
processed in the lowest resolution. Those pixels can be processed together
with their neighbourhood pixels since they are located inside a homogeneous
area away from a region’s boundary or edges.
In the case of Fig. 5.4 the lowest resolution is the second level of the
wavelet analysis, where each pixel represents a block of 4 × 4 pixels in the
original resolution image. The generation of the mosaic map can be sum-
marised as follows:
Map(x) =

0 Mask1(x) = 1
1 Mask1(x) = 0 ∧ Mask2(x) = 1
2 otherwise.
(5.1)
Figure 5.5: Generated mosaic map for an MRI.
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In Fig. 5.5 the generated mosaic map for an MRI contains three colours:
the dark one is used for the lowest resolution level 2, the white colour for the
highest resolution level (original resolution = 0), and the light grey colour
for the intermediate resolution level 1.
5.2.3 Generating the Resolution Mosaic Image
As soon as the mosaic map is ready, the next step is to generate the resolu-
tion mosaic image. The mosaic map is divided into non-overlapping blocks.
The size of the blocks depends on the highest analysis level. The position
and the dimension information of the blocks are saved in a stack such that
the most top left block is on the top of the stack and the most bottom right
block in the bottom of the stack. The position and dimension information
is saved using the position values of the top t, left l, bottom b and right r
pixels of each block relative to the image. This stack is called stack of the
non-processed blocks.
The resolution mosaic image is then created by processing the blocks in
the stack in a loop. For this, the value of the current analysis level is named
as CurrentLevel. The block on the top of the stack is popped up and checked
if it is possible to process it in the CurrentLevel. The label values of all
pixels in the corresponding block of the map are checked if they are greater
or equal to the CurrentLevel. If this condition is true, then the value of the
corresponding approximation from the approximation image ACurrentLevel is
added to a list together with the position and the dimension information
of the block. Finally, the value of the CurrentLevel is reset to the highest
analysis level for the next iteration of the loop. If the condition is not sat-
isfied, CurrentLevel is set to the value of the next lower level. The block is
divided into smaller blocks with dimensions corresponding to the new value
of CurrentLevel and pushed back in the stack. This process is illustrated in
Fig. 5.6. This way an image is created that consists of different blocks. Each
of which has a resolution level depending on the label of the corresponding
block in the resolution map image.
The new resolution mosaic image is archived using a simple list as a data
structure. Each node of the list represents a block in the corresponding
original image and saves the position and the dimensions of the block and its
average grey level. A grey value can be either the original grey level of the
image, if the block represents only one pixel, or it can be the approximation
value computed by the wavelet analysis, if the block represents a block of
pixels in a lower resolution.
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Figure 5.6: Generating a resolution mosaic image from the corresponding
resolution mosaic map. (a) Pop up operation and the replacement of an
image block by the approximation of the current level. (b) Replacement of a
block in the stack of non-processed blocks by four subblocks to be processed
in a higher resolution (lower analysis level).
The nodes of the list can be redefined so that they save all the coefficients
of the wavelet analysis, if the detail coefficients are needed for any further
processing. The conventional data structure of the images (2D matrix) is not
an efficient data structure for the proposed representation. It would mean to
reconstruct an image with much redundant values. Moreover, in case that
all coefficients have to be saved, then four images for the different coefficient
subbands must be reconstructed.
5.2.4 Segmentation
The EM algorithm as a tool for segmentation works on the pixel values
regardless of their spatial information. It is possible to run it directly on the
grey levels saved on the list.
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The use of the list simplifies the computation since the number of ele-
ments to be processed is reduced. In experiments the representation of the
image in a list saved about 80% of the size of the image. Fig. 5.7 shows the
steps of the proposed algorithm.
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Figure 5.7: Block diagram of the resolution mosaic EM algorithm.
The grey level values in the list are given to the EM algorithm as a vector
of data as well as the number of the expected classes (number of distributions
in the mixture).
The result of the segmentation is a vector that represents the classification
of the pixels in the corresponding input vector. The position and dimension
information is then retrieved from the list and a new list of the classification is
created. The classification values in this list can be easily written as a matrix,
that represents the segmentation results in the conventional form. This form
is needed for the evaluation and the comparison of the segmentation results
with the conventional EM algorithm.
100 Resolution Mosaic Image Segmentation
5.3 Discussion
The total time complexity of the new algorithm can be computed as the
summation of the time complexity of the individual parts. The first part is
to compute the lower resolution images. The Haar wavelet is used for this
purpose, which is based on the simple operations (+, - and shifting). To
compute the first level approximation and the details, each four pixels are
processed only four times. To compute the second level approximation and
details, each four pixels of the first level approximation are processed again
four times. This yields a time complexity of:
O(4N ×N4 ) +O(4
N/2×N/2
4 ) ≈ O(N
2) (5.2)
where N × N is the dimension of the image subject to segmentation. Gen-
erating the masks is an OR operation which needs an O(N2), i.e., the time
complexity of this part of the algorithm is O(N2).
The two mask images are scanned once to compute the resolution mosaic
map. The corresponding resolution mosaic image is constructed using the
values of the pixels of the original image or the already computed values of
the pixels of the first and second level approximations. In the best case, the
new image is of size 1/16 of the size of the original image, while in the worst
case its size is equal to the size of the original image.
The new image is a subject to the segmentation by the EM algorithm.
The time complexity of the EM algorithm is linear with total length of the
data [MCE04]. The input data for the EM algorithm are a list of values of
the pixels, so its time complexity is O(N).
Thus the overall time complexity of the algorithm is O(N2).
The application used to test the new algorithm is a medical magnetic
resonance image (MRI) of the human brain. This application is chosen be-
cause results from other methods are available. In addition, other types of
pictures have been tested, such as synthetic images and simulated magnetic
resonance images.
The results of the segmentation are introduced in Chapter 9 compared
to results of the segmentation by the standard EM algorithm introduced in
Section 2.2.2.
Chapter 6
A New 3D Wavelet-based
Video Segmentation Algorithm
In this chapter a novel segmentation algorithm for moving object detection
is proposed. The algorithm is based on multiresolution analysis and the
classical 3D wavelet transform. First, an introduction to the segmentation
problem for traffic monitoring systems and a motivation to utilise the 3D
wavelet analysis for solving this problem are given. After describing the al-
gorithm various wavelets are investigated for traffic monitoring applications.
Finally, masks created using a combination of different resolutions are used
for improving the results. The chapter ends with a discussion of the perfor-
mance of the new segmentation algorithm.
6.1 Motivation
The problem that we address here is the segmentation of image sequences in
traffic monitoring that have been captured by a stationary camera.
The goal of a traffic monitoring system is robust extraction of traffic pa-
rameters. Traffic monitoring systems can be classified into vision-based sys-
tems [BMCM97, KM03, YYK03, ZK03a, ZK03b, BBRS04], non-vision based
systems [ARS01, IVs03, Fas05], or hybrid systems [MBK+05]. Vision-based
systems are suitable for monitoring highways or intersections to analyse var-
ious traffic situations and scenarios because they have a powerful capability
to extract more information than the non-vision based systems [YYK03]. It
is possible to implement these systems as follows:
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1. Only one stationary camera [BMCM97, CLK+00, YYK03, ZK03a, ZK03b,
BBRS04, TCAA05], as investigated in this work.
2. More than one camera, each of which represents a different view of the
same scene [KM03, MBK+05].
3. A moving camera, where a camera is attached in the front of a moving
car [CJDC02].
4. Satellite images [ZN01].
All these devices and the analysis and processing algorithms are work-
ing together to build, at the end, an intelligent traffic control system, which
enables dynamic traffic signal management and optimisation of traffic flow,
especially in busy periods. In addition, dangerous situations can be reorgan-
ised and accidents prevented.
For traffic monitoring systems the first step is moving object extraction
by image segmentation. As mentioned before, the aim of the conventional
image segmentation is to divide the image into disjoint regions or classes,
where all the pixels in a segment have some common characteristics and
share a common meaning. In the case of traffic monitoring, the segmenta-
tion means a detection and isolation of the moving objects that take part
in the actual active traffic situation. Because of different aspects that are
related to the application, conventional algorithms for segmentation cannot
be used. First, the input data are a sequence of images that represent the
traffic parameters during a defined time period. Unlike the static images of
the conventional problems, the image sequence has much relevant temporal
information. A robust segmentation algorithm must utilise this information.
Second, the aim of the segmentation algorithm should not be the separation
of the homogeneous regions based on individual pixel’s features, but extract-
ing the active objects in the scene. It is not a trivial task to decide if an
object is moving or not. In a traffic flow there can be a stop-and-go or a
short time parking situation where an object seems to be non-active. The
same is true for the background that may have moving and non-moving parts.
The proposed algorithm has the advantage of considering the relevant
spatial as well as temporal information of the movement. A movement in
time sequence images is a 3-dimensional change, two spatial dimensions and
the time. Under this assumption, the detection of the moving objects is the
answer to the question where and when there is a change in the local and
temporal information.
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The algorithm benefits from the multiresolution characteristics of the
wavelet analysis. The analysis of an image sequence is done in different res-
olution levels. This speeds up the processing and improves the performance
of the segmentation. In recent years multiresolution representation of images
has got significant attention. But it has not been widely used for segmenta-
tion of time sequence images.
6.2 The Algorithm
6.2.1 Overview
Two types of results are expected from the algorithm: the detection of the
moving objects, or simply the extraction of regions of interest (ROI), and
the extraction of the active traffic area. Moving object detection is done by
extracting a mask from a group of frames. This mask represents the ROI
in this group. The number of frames in a group depends on the level of the
wavelet analysis. For finding the active traffic area it is sufficient to extract
only a single mask for the complete data set.
The proposed algorithm consists of three parts as shown in Fig. 6.1. In
the first part, the 3D wavelet analysis is used for moving object detection in
the image sequence and it can be considered as a primary segmentation step.
The second part is a conventional procedure to improve the segmentation and
to provide binary masks for the ROI. The final part is a projection of the
created masks onto the original images to extract the ROI from the original
image sequence.
6.2.2 Detection of Motion
The first and main part of the proposed algorithm is the analysis of the input
image sequence by the 3D wavelet transform. Three levels of analysis have
been investigated. To apply the 3D analysis the input sequence is divided
into group of frames. For the first level of the analysis only two frames are
analysed at once, for the second or the third level four or eight, respectively.
As already shown in Fig. 4.12, the results of the 3D wavelet transform are
eight subbands, but only the subbands D4 and D7 are used for the further
processing. In general, the detail subbands have low intensity values. The
subband D4 shows relative high intensity values where events have occurred
in time, while the subband D7 shows events in all three dimensions.
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Figure 6.1: Block diagram of the 3D wavelet-based algorithm.
As explained in Section 4.4, D7 represents a great part of the motion
information in changes of the spatial and temporal domains. However, its
results show only the borders of the moving objects. It has been found that
combining D7 with other subbands improves the results. Comparing differ-
ent subbands, the subband D4 has been found to give the best results. The
subband D4 represents the change between the approximations of the succes-
sive frames. It shows the area where the movement occurs clearly. However,
any changes in the pixel’s intensity between the processed frames also appear
around the moving region, i.e., the results are very noisy. A simple average
is used for the combination with the subband D7.
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The output of this step is a sequence of images with low intensities, which
in most cases are in the range between 0 and 80 in the grey level scale. The
images have their highest intensity values where the movements are occurring
and values near zero otherwise. Each group of frames of the input sequence
is represented by only one image in the output sequence. The output of this
step can be considered as a primary segmentation that needs enhancements.
Fig. 6.2 shows an input image and the corresponding primary segmentation
resulting from this step.
(a) (b)
Figure 6.2: (a) One input image of an image sequence. (b) Output of the
primary segmentation.
6.2.3 Creating Binary Masks
The aim of the second part of the algorithm is to create a binary mask. This
is done by thresholding the output of the wavelet analysis, followed by a
smoothing step using the median filter and a region-growing step.
Different simple techniques for thresholding were tested. The best results
were obtained by the following technique, which can be summarised in three
points.
1. Compute the cumulative histogram: The cumulative histogram of the
grey level images consists of two parts. The first fast ascending part
represents the background. The second slow ascending part represents
the foreground with high grey levels. The point, where the ascent rate
changes, is the border point that differentiates between background and
foreground. This is the point of interest to be found by the technique.
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Fig. 6.3(a) shows the histogram of the image shown in Fig. 6.2(b). The
blue line in Fig. 6.3(b) is the corresponding cumulative histogram. In
both figures the border point is illustrated by vertical lines. The cumu-
lative histogram shall be modified in such a way that a new (concave)
curve is created with a maximum at the border point.
2. Compute the corresponding concave curve: The concave curve can be
computed by dot-multiplication of the cumulative histogram and a de-
scending function (green line in Fig. 6.3(b)) which can be defined as
following:
(a) It should have a descending rate slower than the ascending rate of
the first part of the background. The result of the multiplication
is still an ascending curve for this part.
(b) It should have a descending rate faster than the ascending rate of
the second part of the foreground. The result of the multiplication
will be a descending curve for the second part.
The resulting concave curve is shown in Fig. 6.3(c).
3. Select the position of the maximum value as a threshold: The grey
level value of the maximum of the concave curve is taken as a threshold
between background and foreground. The image after thresholding is
shown in Fig. 6.3(d).
The median filter is used here to remove the noise that may arise from
small movements in the background, e.g., the movements of tree leaves or
changes in lighting conditions.
Median filtering is a neighbourhood operation, in which the value of a
pixel in the output image is determined by selecting the middle value after
sorting the values of the neighbourhood of the corresponding input pixel.
It has been found that applying the smoothing step on the binary image
after thresholding gives better results than applying the thresholding after
the smoothing. Fig. 6.4(a) shows the binary image in Fig. 6.3(d) after
smoothing by the median filter.
The last step in this part is a region-growing step using a dilation oper-
ation. This operation adds pixels to the boundaries of objects in an image.
The number of pixels added depends on the size and shape of the structuring
element, which is used to process the image.
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Figure 6.3: (a) Histogram of the image in Fig. 6.2(b). (b) Cumulative
histogram. (c) Cumulative histogram after the multiplication by a descending
curve. (d) Binary image after thresholding.
Similar to the median filter the dilation operation is done on a neighbour-
hood of pixels. The value of the output pixel is the maximum value of all
the pixels in the input pixel’s neighbourhood. In a binary image, the output
pixel is set to 1 if any of the input pixels has the value 1. The structuring
element defines the neighbourhood of the pixel of interest. The centre pixel
of the structuring element, called the origin, identifies the pixel of interest.
The structuring element can be of any size and shape [Cas96, GW05] but
is typically much smaller than the processed image. This way the dilation
connects any two subregions that may be separated by one or two pixels.
Furthermore, the dilation is able to fill the holes inside the mask. These
black holes inside the extracted regions in the mask are due to the low pixel
values in the detail subbands D4 and D7 of the inside parts of the moving
objects.
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The chosen sizes of the median filter and the structuring element for the
dilation operator depend on the data set. Typically, for the median filter
the used size was 5 × 5 and for the dilation operator a diamond structure of
radius between 3 and 5 was used.
This part of the algorithm can be considered as a segmentation enhance-
ment step. Fig. 6.4(b) shows the resulting mask obtained from the first level
analysis for the image in Fig. 6.2(a).
(a) (b)
Figure 6.4: (a) Median filtering applied to the image of Fig. 6.2(a). (b) After
dilation operation.
6.2.4 Extraction of Interesting Regions
Each of the masks generated in the last part represents the ROI in a corre-
sponding group of input images. To extract the ROI, each group of input
images and the corresponding mask image are processed using the logical
operator AND. The result of the extraction using the first level of analysis
of the image in Fig. 6.2(a) is shown in Fig. 6.5(a).
Because the masks are in lower resolutions than the original images, a
projection is required. Practically, this projection is done pixel-wise during
the logical operation. Each pixel from the mask is operated with a cube of
pixels representing the corresponding group of sub-blocks of the input im-
ages.
6.2 The Algorithm 109
(a) (b)
Figure 6.5: (a) Extraction of the ROI using first analysis level. (b) Extraction
of the active traffic area using second level.
It is a key issue that the monitoring system should be adaptable enough
to find solutions for problems, which require little or no a priori knowledge
of the analysed scene. Adaptive traffic monitoring systems should be able to
face changing conditions, such as changing light levels and changing analysis
goals. Automatic active traffic area detection plays an important role for
that aim [KZK03]. To extract the active traffic area of a scene a mask from
the whole image sequence or from images of a relatively long period has to
be updated. Using the proposed algorithm this goal can be achieved simply
by cumulating the extracted regions from the different masks. This has to be
done until no more relevant changes are observed. Because each extracted
mask represents the motion of several successive images, only a few masks
need to be added to get the complete extraction of the active area. In Fig.
6.5(b) an extraction of active traffic area is given using the second level of
analysis.
In the case of a busy active traffic situation other combination methods
of the masks can be used. For example, averaging the masks can lead to bet-
ter results due to suppression of the unwanted small motions derived from
moving objects in the background.
To evaluate the algorithm for ROI extraction many data sets were used
and evaluated manually by a human operator. For the extraction of active
traffic areas, the results are evaluated using manually segmented images. The
results and the evaluation are presented in Chapter 9.
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6.3 Using Different Mother Wavelets
To determine the influence of different mother wavelets to the ROI extraction,
three wavelets from the Daubechies family are tested and evaluated against
each other, namely Haar, DB4, and DB8.
As introduced in Section 4.2.4 the lengths of the filters associated with
the wavelet functions Haar, DB4, and DB8 are 2, 8, and 16, respectively.
The filtering operation is done in the mean of a window that slides over the
input data points with dyadic shifting and computes an output coefficient.
This window has a size equal to a j-multiple of the size of the associated
filter, where j is the analysis level. If the window size is equal to the shifting
step, then the analysis is done without overlapping and the number of the
resulting coefficients is equal to the number of the required shifting to cover
all the input data points. Otherwise, the analysis is done with overlapping,
i.e., the data points are used several times to compute different coefficients.
Only for the Haar wavelet the size of the output signal is half the size of
the input signal and the analysis is done without overlapping. The analysis
of the wavelets DB4 and DB8 is done in an overlapping manner and output
signals are longer than the half of the size of the input signal, for wavelet
DB4 three points larger and for wavelet DB8 seven points. This discussion is
valid for images and videos. It concludes a “too” early and wide detection of
events. For example, in case of images, the edge pixels are used to compute
coefficients away from the corresponding positions in the output subbands.
The same is true for videos, where the movements are predicted temporally
and detected in a “too” big ROI.
Because of the asymmetry of the wavelet functions DB4 and DB8 the
detection of a ROI has one more drawback, which is the shifting of the ROI.
The extracted ROI have the form of the moving objects, but they appear
shifted left and so they miss some of the right parts of the moving objects.
Simple and complex scenes were used in the tests and it has been found
that the results become worse as the order of the wavelet increases. The
results of the Haar wavelet are the only acceptable ones among the three
tested wavelets. This fact is illustrated in Fig. 6.6. The extracted regions are
shifted and show different areas, which, in some cases, do not contain any of
the moving objects. As shown in Figs. 6.6(e) and 6.6(f), the extracted regions
correspond to a too early detection of the moving objects if they move from
right to left and a too late detection if they move in the opposite direction.
Because of these inconvenient results, all further testing and improvements
of the algorithm are based on the Haar wavelet.
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(a) (b) (c)
(d) (e) (f)
Figure 6.6: Extraction of the region of interest in two successive frames by
the first analysis level using (a) and (d) Haar. (b) and (e) DB4. (c) and (f)
DB4.
6.4 Using Interresolution Masks
Up to this point, three different results were computed from three different
resolution levels that are independent of each other. As an enhancement of
the 3D wavelet-based algorithm, the resulting masks from the different res-
olutions are combined to create an interresolution masks.
If the algorithm is modified by logical operations as illustrated in Fig. 6.7
the quality of the ROI or the active traffic area can be increased.
Five different combination methods are presented. The simplest combi-
nations assume that the ROI in the interresolution mask contains either all
parts of the ROI in all the three levels, or only the parts that are common
in all ROI in the three levels. The first assumption is achieved easily by
using the logical OR operator, while the second is done by the logical AND
operator. These combination methods can be expressed as:
ROIcomb1 = (ROIlevel1 ∨ ROIlevel2 ∨ ROIlevel3) (6.1)
ROIcomb2 = (ROIlevel1 ∧ ROIlevel2 ∧ ROIlevel3) (6.2)
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Figure 6.7: Block diagram of the 3D wavelet-based algorithm with the mod-
ification of the interresolution masks.
The third combination method assigns a pixel to a ROI if the correspond-
ing pixels belong to a ROI in the first level and any of the other two levels.
This method gives the results of the first analysis level the key role. It as-
sumes that the results of the first level are nearly true and need a justification
from at least one of the other two results to support the decision.
In the fourth and fifth combination methods the key role is shifted to
the second and third analysis level. These combination methods can be ex-
pressed as:
ROIcomb3 = (ROIlevel1 ∧ (ROIlevel2 ∨ ROIlevel3)) (6.3)
ROIcomb4 = (ROIlevel2 ∧ (ROIlevel1 ∨ ROIlevel3)) (6.4)
ROIcomb5 = (ROIlevel3 ∧ (ROIlevel1 ∨ ROIlevel2)) (6.5)
All combination methods have the same complexity. In all cases the
algorithm must be computed for the three analysis levels. The complexity is
not much increased, because the size of the input sequence decreases very fast
against the increase of the analysis level. Computing an interresolution mask
means to perform an overhead of less than 15% of the size of the original
sequence.
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6.5 Discussion
In this discussion we deal with the analytical evaluation of the introduced al-
gorithm. The evaluation concerns the measure of an asymptotic upper bound
for the usage of computational resources regarding the size of the input data,
i.e., the complexity of the algorithm against the input data. The input of the
algorithm is a variable length sequence of images of different sizes. The size
of an image is important for the analysis whereas the length of the sequence
is not a deciding parameter.
The 3D wavelet-based algorithm is divided into three parts. Each part is
evaluated alone. Then an overall evaluation will be performed. The evalu-
ation is expressed in terms of the number of operations multiplied the com-
plexity of each type of the operation.
The main task of the first part is the application of the 3D wavelet
transform which computes the primary segmentation. Each group of frames
is analysed independently. Each group is divided into small cubes of di-
mension k × k × k, where k depends on the level of analysis j, i.e.,
k = 2j, j = 0, 1, 2, ... . The type of the operation done on each cube is the
wavelet transform with complexity O(k). For k frames of size N × M the
complexity of the 3D wavelet transform is of order:(
k
k
× N
k
× M
k
)
O(k3) = O
(
k3 × N
k
× M
k
)
For N > M one may consider k3 to be constant, since k  N and it is
fixed for a chosen analysis level. Thus, as an upper bound the complexity of
this part of the algorithm can be assumed to be O(N2).
From the eight subbands resulting from the transform, only two subbands
are then subject to the next average operation, which in general has the com-
plexity of O(N) for 1D data. In our case it has the complexity of O((N2 )2),
since the dimensions of each subband is at most N2 × N2 . Thus the complexity
of the first part of the algorithm is:
O(N2) + O
(
(N2 )
2
)
= O(N2)
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The inputs of the second part are sequences of grey level images of size N2 ×
N
2 . The first operation, the thresholding, has three steps. First, computing
the histogram, which has the complexity of O(N2). Second, selecting the
maximum value. This operation has a constant complexity C = 256. Third,
setting the values of the pixels either to 1 or 0, which has the complexity of
O(N2) for images. Then the complexity of the thresholding is:
O(N2) + C +O(N2) = O(N2)
After this operation the algorithm works on binary images, where each
pixel is represented by only one bit. This simplifies the further processing.
However, this simplification will not be considered in the current evaluation.
The second operation of this part is the application of the median filter. It
has the complexity of O(N2) since it is based on selecting a window of size
v × v = w for each pixel in the image and then sorting the elements in that
window with operation complexity O(w logw). But, since w  N (in our
implementation of the algorithm v is usually set to 5, so w = 25), the com-
plexity of the sorting operation can be considered as a constant. However, it
must be repeated for all pixels in the image.
The last operation in this part is the morphological operation dilation,
which works completely as the median filtering and so it has the same com-
plexity.
Then the whole complexity of this part of the algorithm is:
O(N2) +O(N2) +O(N2) = O(N2)
Finally, the binary masks created in the last step, are projected to the
original images using a logical operator. This operation is done one time for
each pixel, which implies a complexity of O(N2).
The overall complexity of the algorithm is O(N2) where N2 is the size of
the images in the sequence.
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To measure the computation complexity of the wavelet analysis, we limit
the analysis for the orthonormal wavelets and follow the analysis introduced
in [LOPR97]. Using the algorithm of Mallat [Mal89] the size of the processed
signal at each level of the analysis is halved. Assuming a signal S of size N .
For the first level of analysis the complete signal is processed. For each
further level the size of the signal is halved, i.e., the first approximation A1
has N/2 values, the second approximation A2 has N/4 values, and so on.
Assuming the length of the associated low-pass filter as p, then filtering the
signal needs p×N multiplications, and so:(
N + N2 +
N
4 +
N
8 + ...
)
× p = p ×
∞∑
i=0
N
2i
= p × 2N
≈ O(N)
considering p as a constant depending on the mother wavelet used.
The Haar wavelet transform needs no filtering, it needs only +, −, and
shifting operations, which are very hardware friendly and need no digital
signal processing blocks.

Chapter 7
A New Resolution Mosaic
Video Segmentation Algorithm
Based on the results obtained from the previous algorithm, a new segmenta-
tion algorithm for moving object detection in video surveillance applications
is proposed. It is based on the wavelet packet analysis and the resolution
mosaic representation of images. The chapter begins by describing the draw-
backs of the previous algorithm. Overcoming these drawbacks is the motiva-
tion for the new resolution mosaic segmentation algorithm proposed in this
chapter.
7.1 Motivation
In the previous algorithm, the input sequence of images is analysed for a
certain number of levels in the spatial domain as well as in the temporal do-
main. The data are transformed with equal spatial and temporal resolutions.
Although the obtained results are better than those of the conventional algo-
rithms in the literature, they can be enhanced if a good temporal resolution
is used with different spatial resolution. The drawbacks of the previous al-
gorithm are:
1. The strong dependence between the resolution of the spatial and the
temporal analyses is not in all cases helpful for the detection of objects.
Low spatial resolution helps to suppress the irrelevant motion interfer-
ence in the background of the scene. However, low temporal resolution
means to miss fast motions. In other words, due to difference in the
spatial and temporal information, a freedom to choose different spatial
than the temporal resolutions is needed.
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2. A high spatial resolution may be required only for the detection of small
objects, which can be seen in the far view of the scene. The background
and the close-up view of the scene, in contrast, need to be analysed in
low spatial resolution. Thus the scene needs to be analysed in various
spatial resolutions.
To address the first demand the temporal dimension of the input sequence
should be analysed independently on the spatial dimensions. Hence, the im-
ages are first transformed spatially by the 2D wavelet transform for arbitrary
n levels. Then all coefficients of the last nth spatial level are transformed by a
1D wavelet transform temporally for arbitrary m levels. This analysis agrees
with the 3D wavelet packet analysis [FR07].
To address the second demand, the scene should be analysed in various
spatial resolutions. The far views in the scene are analysed in high resolu-
tions. In such far views the objects appear smaller and move slowly. The
close-up views are analysed in low resolutions, because the objects usually
appear bigger and move faster than in the other parts of the scene. The back-
ground can be analysed in very low resolution, since no relevant information
is expected from it. Therefore, it is proposed to transform each image in
the sequence into a resolution mosaic using different levels of the 2D wavelet
transform. Fig. 7.1 shows a simple description of the suggested resolution
mosaic.
7.2 The Algorithm
7.2.1 Overview
The algorithm shown in Fig. 7.4 consists of the same three parts as the 3D
wavelet-based segmentation algorithm. The resolution mosaic and the 3D
wavelet packet analysis are performed instead of the 3D wavelet transform
for motion detection. As before, the results can be considered to be a primary
segmentation. The second and the third part are left unchanged. The second
part is used to enhance the results of the segmentation. Finally, the third
part is used to extract the ROI from the original input image sequence. In
this chapter the focus is on the motion detection.
The result expected from the algorithm is the extraction of regions of
interest. As before, a mask is created which represents the ROI for a group
of frames.
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7.2.2 Generating the Mosaic Map
Figure 7.1: Suggestion to mosaic a scene in different resolutions.
Processing the image in different resolutions helps to adapt the detec-
tion algorithm to the size of the objects and the speed of the movement. In
addition, it helps to prevent irrelevant movements from taking part in the de-
tection. Each scene may need its own mosaic map. A mosaic map as defined
in Section 5.2.2 is a label image, where the non-relevant parts are labelled
with high numbers, indicating high analysis levels and low resolutions. On
the other hand, the relevant parts are labelled with low numbers, indicating
low analysis levels and high resolutions.
Generally, up to six resolutions are used for almost all the processed
scenes: five wavelet analysis levels and the original resolution. The low-
est resolution is normally used to represent the background. Processing the
background in a low resolution may be better than to exclude it at all, since
for some applications, like security monitoring by a human operator, the
background is important for conventional examination.
Fig. 7.2 shows an example of a scene that is composed of four different
resolutions. The image in Fig. 7.2(a) has the original resolution and the
image in Fig. 7.2(b) is shown in the resolution mosaic. The background is
represented by the fifth level approximation, i.e., each block of 32 × 32 pixels
is represented by only one value.
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(a) (b)
Figure 7.2: Example of the resolution mosaic of a scene.
The foreground, the active traffic area, is divided into three parts. The
close view is represented by the third level approximation, the far view is
left in the original resolution and the part in between is represented by the
second level approximation.
The generation of the mosaic map is done either manually by a human
operator, or automatically.
A human operator was asked to define the background and the foreground
parts of the scenes. Then the foreground was divided into regions based on
the change in size and speed of the moving objects and the amount of the
traffic activity. For example, the close views with fast and big moving objects
should belong to one region, while the far views with slow and small moving
objects should belong to another region. The different regions were given
labels that represent the relevance of the local information.
The resulted active traffic areas obtained from the application of the pre-
vious 3D wavelet-based algorithm were used as a priori information for the
human operator. They were very important to figure out the borders be-
tween the background and the foreground. Since, some margin parts of the
background are covered by the moving objects. Therefore, there were no
expected results of the type active traffic area. They would be in all cases
non-distinguishable results from that obtained by the previous algorithm.
In order to have an automatic generation of a mosaic map, the estimated
masks for the active traffic area are used that were estimated using the sec-
ond combination method of the interresolution masks corresponding to Eq.
6.2. Only a few frames are processed.
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After updating the mask by the last group of frames masknew, it is com-
pared to the current mask maskcurrent before it’s updating. If the change
between the two masks is smaller than a predefined threshold, then the pro-
cess stops. Otherwise, the process continues for the next group of frames.
The estimated mask is used as a simple mosaic map, where the background is
given the lowest resolution level, and the active traffic area is given a suitable
resolution level. This level should be a compromise between the resolution
used for the close views and the resolution used for the far views in the pre-
vious manually created maps.
7.2.3 Detection of Motion
For each processed scene only one resolution map is created manually. If this
map is available the incoming image sequence can be processed.
The next step is to generate a resolution mosaic image. To do this the
mosaic map is divided into non-overlapping regions based on the given pixel
labels. Each new observed frame is divided into corresponding regions. Each
region is then analysed by the 2D wavelet transform. The number of levels
is equal to the value of the pixel labels in the corresponding region of the
mosaic map. If the original regions are placed by the resulting approxima-
tion coefficients of the last analysis level then we have a mosaic of regions in
different spatial resolutions. This shell be called mosaic image of the approx-
imation subband. Four mosaic images are created for each frame, namely a
mosaic image for each subband of the last analysis level. Thus, we have an
image for the approximation coefficients, A, and the horizontal, H, vertical,
V , and diagonal, D, detail coefficients. This process is continued until all
mosaic images of a group of frames are computed.
The next step is to perform temporal analysis for the third dimension
for the available group of frames. The spatially corresponding blocks (scalar
values) from the mosaic images of the four subbands are grouped in vectors.
These vectors represent temporal arrays which contain the 2D wavelet co-
efficients of the same position (row and column) of a (successive) group of
frames. The vectors are then transformed by the 1D wavelet transform.
Outputs of this step are the temporal approximation and the detail coeffi-
cients for each input vector. Thus, the results of this step are eight subbands
AA, AD, HA, HD, V A, V D, DA, and DD.
This process is illustrated in Fig. 7.3. It is a combination of the spatial
2D wavelet transform and the temporal 1D transform.
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Figure 7.3: Block diagram for the 3D wavelet packet analysis (2D spatial
resolution mosaic + 1D temporal) for motion detection.
It gives eight output subbands that correspond to the output subbands
of the conventional 3D wavelet transform. However, it differs from the con-
ventional process in two points. First, the numbers of the spatial analysis
levels and the temporal analysis levels are different. Second, the number of
the spatial analysis levels is defined for each individual image region based
on the information content.
The data structure used to represent the resolution mosaic images is sim-
ilar to that proposed in Section 5.2.3. The approximation and detail coeffi-
cients of the last analysis level as well as the block position and dimension
information are saved in a list for each frame.
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Finally, similar to the 3D algorithm, the AD and DD coefficients, which
correspond to D4 and D7 in the conventional 3D transform, are combined
by averaging to give a primary segmentation. The new coefficients are ready
for the following steps in form of lists instead of the conventional 2D matrix
form.
7.2.4 Creating Masks and Extracting
Interesting Regions
The second part of the algorithm is almost the same as the corresponding
part of the 3D wavelet-based segmentation algorithm. It has been adapted
to deal with the used data structure.
The thresholding can be performed on the subband in its list form, since
it concerns no spatial information. But the smoothing and the dilation are
neighbourhood operations, which take into account the spatial information
between different blocks. Therefore, the list is converted to the conventional
2D matrix form before these operations were performed. A block diagram of
the algorithm is shown in Fig. 7.4.
In Chapter 9 the results of the algorithm are evaluated against the results
of the other algorithms.
7.3 Discussion
The automatic creation of the mosaic map has been found to be not effective
in traffic monitoring applications. If in the beginning of the observation a
part of the actual active traffic area is not active for a long time interval
then a “too early” conversion between the masknew and the maskcurrent is
achieved. A “too small” estimated active traffic area is yielded and a part of
the actual active traffic area is enclosed in the estimated background. There-
fore, only the manual method is used to generate the mosaic maps.
It has been found in the application of the algorithm that combining the
resolution mosaic with high resolution temporal analysis leads to good re-
sults. Therefore, the input sequences are usually subject to one level analysis
only by the 1D wavelet transform in the time domain.
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Figure 7.4: Block diagram of the segmentation algorithm based on resolution
mosaic and the wavelet transform.
The experiments with different data sets show much better results than
that obtained by the 3D wavelet-based algorithm described Section 6.2.
Determination of the resolution mosaic for each image in the input se-
quence may add computational overhead in comparison with the previous
algorithm. However, the time complexity remains in the order of O(N2). It
has been shown in Section 5.3 that the time complexity for the generation
of the resolution mosaic images is O(N2). The second and the third part of
the algorithm have the same complexity of O(N2), as shown in Section 6.5.
Chapter 8
A Concept of Hardware
Implementation
The first part of the 3D wavelet-based algorithm used for the primary segmen-
tation was implemented partially in hardware. The purpose for using hard-
ware was to utilise the inherent parallelism property of the wavelet analysis
and its computational simplicity. The aims and the benefits of the imple-
mentation are discussed in the following section. The rest of the chapter is
divided in two main parts. First, a general concept for the hardware im-
plementation of the 3D wavelet transform is introduced. Second, a specific
design of hardware for the motion detection is described.
8.1 Motivation
In most cases, a software solution for signal processing tasks is preferred
which is executable on commercial off-the-shelf hardware. This is due to the
availability of development tools which are matured and enable a simple im-
plementation for even complex algorithms. In addition to this, modifications
of the implementation are possible at any time. However, the algorithm will
be executed on the CPU in a sequential order. Faster execution time can
be achieved with higher clock frequency only. Added to that, the algorithm
does not use the whole CPU and unused parts consume power.
Hardware solutions have the advantage to utilise the complete available
resources. Unnecessary power will not be consumed. Hardware implementa-
tion is reasonable for such algorithms where simple operations as calculating
sums and differences are required. Hardware solutions have the disadvantage
of a high development effort and are less flexible. The implemented hardware
cannot be modified any more.
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The 3D wavelet-based algorithm is based on simple techniques such as
Haar wavelet transform and frame differencing. It needs mainly simple op-
erations as addition and subtraction. Furthermore it has high parallelism
properties. All of that motivates to propose a hardware implementation for
it. The hardware implementation was performed for the first part of the
3D wavelet-based algorithm which delivers a primary segmentation for mov-
ing object detection. In the implementation attention has to be given to
the image acquisition to achieve real time processing. Up to this point, the
design can be considered as a smart camera, because in addition to image
capturing, it can extract information from images without the need for an
external processing unit. The remaining parts of the algorithm can run on a
client PC, which can be connected to the hardware implementation using a
TCP/IP-based network. Thus, the hardware can be a part of an integrated
vision system. Such a system includes sensor devices (camera), special hard-
ware for real time processing, and other powerful computing units.
Fig. 8.1 shows an integrated system, which includes optical sensors, a
small special hardware board, and powerful computing units such as servers
and personal computers. The components are connected using Ethernet.
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Figure 8.1: Components of an integrated system for moving object detection
for traffic monitoring.
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8.2 Implementation of the 3D Wavelet
Transform
In this section a general concept for hardware implementation for the 3D
wavelet transform is introduced [SAWM08]. The implementation is proposed
for the Haar wavelet, since it is used in the proposed algorithms.
The implementation of the Haar wavelet transform is very simple. A
single component, that is able to do very basic operations such as addition,
subtraction, and shifting, is sufficient to implement the first level of the Haar
wavelet transform. Two data points of the input signal are the inputs of such
a component. The approximation (addition and right shifting) and the detail
(subtraction and right shifting) are the outputs. This component could be
called a basic component. Fig. 8.2 shows an illustration of it.
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Figure 8.2: Basic hardware component for the Haar wavelet transform.
For the 2D Haar wavelet transform four basic components have to be
used. The components are organised in two layers: two components in the
input layer and two components in the second layer. The inputs are four
data points, which represent 2 × 2 pixels of the input image, while the
outputs are the approximation (A) and the horizontal (H), vertical (V ), and
diagonal (D) details.
For the 3D Haar wavelet transform 12 basic components are required.
They are organized in three layers. The inputs are eight data points rep-
resenting a spatial-temporal cube. The input cube represents a part of two
consecutive images. Eight coefficients are the outputs, namely, the conven-
tional eight subbands of the 3D transform.
An overview of the hardware design for the 3D case is given Fig. 8.3. It
shows how the dimensions are built recursively, which gives the possibility
to extend it as desired.
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For n-dimension analysis the number of the input elements rises to 2n.
Hence the number of the basic components rises to 2(n−1) for each layer
in a depth of n layers. An nth dimensional component is built using two
(n−1)th-dimensional components and an output layer consists of 2(n−1) basic
components.
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Figure 8.3: Hardware design for the 3D Haar wavelet transform.
For a multilevel analysis, the design can be done recursively. For the (n)th
level, three components of the (n − 1)th level are required, two components
as input layer and one component for the output layer. Fig. 8.4 shows the
design for two levels of a 3D analysis.
The grade of parallelism is limited by the available memory, which permits
parallel access to the stored information. It depends on the storage format
for the input data. For best performance, a video should be saved in a cube-
wise format. Each cubic data is saved at one memory address. A cube of
dimensions 2× 2× 2 and 8 bits per pixel requires 64 bits memory space and
permits only a one level 3D transform. A cube of dimensions 8× 8× 8 pixels
permits up to three levels but requires a 512-bit parallel memory access. Fig.
8.5 shows a cube storing concept for a 3D wavelet transform of a 16× 16× 2
image sequence. The video data input has to be written at a certain sequence
in the positions of the memory, marked by arrows in Fig. 8.5. In a hardware
implementation the computation of this write position is very easy. Only
simple address slice operations are necessary, which need neither time nor
any hardware resources. On the other hand, only one memory read cycle
gives an access to all 8 pixel values for a cube dimension of 2 × 2 × 2. All
computations of this cube can be done in parallel.
8.3 Hardware-based Motion Detection 129
a
h
a
h
a
h
G
H
E
1st Level 2nd Level
A
82 Pixels
80 Pixel
a
h
D
a
h
C
a
h
B
a
h
A
a
h
F
81 Pixels
Figure 8.4: Hardware design for two levels 3D Haar wavelet transform.
8.3 Hardware-based Motion Detection
The purpose of this section is to introduce an implementation of the first
part of the 3D wavelet-based segmentation algorithm. The goal is to have a
hardware implementation for the image acquisition and the primary segmen-
tation for motion detection as fast and as parallel as possible. Another goal is
to be able to embed this implementation within an image processing system.
Such a system integrates this hardware design with other high performance
computing units allowing the running of the rest of the algorithm and any
other requirements that may be asked by the end user.
An embedded system is a computer system that can be attached to elec-
tronic devices to do special tasks. It consists of hardware and software parts,
which build one functional unit together. The software is responsible for the
control of the hardware, input/output, and for the communication with other
devices.
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Figure 8.5: Cube storing concept for 3D wavelet transform.
A widely used example of the embedded systems is an FPGA (field pro-
grammable gate array). It is a low cost hardware platform containing a
number of configurable logic blocks (CLB), memory blocks (BlockRAM), and
programmable interconnects. Logic blocks can be programmed to perform
the function of basic logic gates such as AND, and XOR, or more complex
computational functions such as decoding or simple mathematical functions.
In most FPGA, the included memory elements may be simple flip-flops or
more complicated blocks of memory.
In Fig. 8.6 an example is given of a camera with embedded FPGA board.
The FPGA board is configurable over a serial interface to allow the user to
activate the automatic white balancing and to control temperature and the
colour space. Moreover, it makes the captured data available on the camera
link interface.
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Figure 8.6: Embedded FPGA in a camera design.
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In contrast to an ASIC solution (Application Specific Integrated Cir-
cuits), an FPGA can be reconfigured. Among other advantages, this reduces
the development expenditure. The design can be simulated in software and
tested on an FPGA board. Errors can be fixed in short time without pro-
ducing a new chip. While ASIC development expenses are relatively high,
FPGA expenses increase with the number of production pieces. Therefore,
implementation on FPGA is suitable for experimental purposes and low pro-
duction.
Figure 8.7: FPGA board XUP Virtex II (XC2VP30).
For the implementation proposed in this work an FPGA board XUP Vir-
tex II Pro from the company XILINX [Xil05] is used. It has, among many
other resources, two embedded PowerPC-CPU cores (PPC405).
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One CPU is used to run an operating system for communicating with
other devices via Ethernet. The other CPU configures some of the attached
resources such as two SRAM memory modules, which are added to the board
to store intermediate results. Both CPU cores are realized by an embedded
Linux operating system. Fig. 8.7 shows the used board for the implementa-
tion.
The XUP board is not ready to be connected directly to a digital cam-
era for image acquisition. Therefore, an extension Video Decoder Board
(VDEC1) is used. This board receives analog TV signals like PAL or NTSC.
The signal is converted into digital form using the analog digital converter
ADV7183B on the board. Both, PAL and NTSC, send the image information
in two parts. They transfer half of the image in a frame of all odd horizon-
tal lines, followed by the second half in a frame of all even horizontal lines.
Differences between PAL and NTSC exist in the image resolution and in the
transfer rate. So PAL has a resolution of 720 × 576 pixels and a transfer rate
of 25 images per second, while NTSC has a lower resolution of 720 × 486 but
a higher transfer rate of 30 images per second. The digital camera used gives
output in either PAL or NTSC. The analog digital converter is configured
through a C program that runs on a PowerPC core on the FPGA.
The smallest input of the 3D wavelet transform is a cube of pixels. In
our case the cube consists of two images. In this context we call them odd
image and even image. The 3D wavelet transform cannot be implemented
as shown in Fig. 8.3 because the frame grabber gives only half of the im-
age every time segment. Instead, the processing is done in three 1D steps
and needs four time segments to produce the first results of the 3D transform.
As shown in Fig. 8.8(a), various modules realise the processing of the ac-
quired images. The first one Clk_Sync synchronises the frame grabber and
the system clock. The following module computes the 1D wavelet transform.
In the first time segment (T1) the first half (all odd horizontal lines) of the
odd image is acquired from the camera and then transformed by 1D wavelet
transform in the x-dimension. The results have to be stored temporarily until
the second half of the odd image is available for the 1D transform in the y-
dimension. Usually the internal memory of the FPGA is not large enough to
store an image. Therefore, an external memory is used. A memory card, say
SRAM-1, from the company DIGITAL is connected to one of the extension-
ports of the FPGA board. The memory capacity used is 512-KB SRAM. A
PAL-image is of size 720 × 576 pixels. Each pixel is represented by 2 bytes.
So a frame (half an image) needs approximately 405 KB.
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Figure 8.8: Illustration of the sequence of processing. (a) Time segment T1.
(b) Time segment T2.
As shown in Fig. 8.8(b), the second half (all even horizontal lines) of the
odd image is available in time segment (T2). It is processed first by a 1D
wavelet transform in the x-dimension. Then, the already transformed first
half is called from the memory SRAM-1. The Deinterlacer module merges
both parts of the 1D wavelet transform results. Both halves are then trans-
formed using 1D wavelet transform in the y-dimension. This completes a
2D wavelet transform. The results must be stored in another memory, say
SRAM-2, in order to be used later when the results of the 2D transform
of the even image is ready. For this purpose, a memory capacity of 1-MB
SRAM is sufficient to store a full image (two frames).
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In the next time segment (T3), the procedure done in (T1) is repeated,
but this time on the first half of the even image.
The 3D wavelet transform of two consecutive images is completed in the
time segment (T4). Fig. 8.9 shows that the processing in this time segment
is similar to that in time segment (T2). However, in contrast to (T2), the
results of the 2D wavelet transform are directly transferred to the Time-
Deinterlacer. At the same time the results from the 2D wavelet transform of
the odd image are called from the memory SRAM-2. Both images are then
transformed in the third dimension by the wavelet transform. The results
are stored in DDR-RAM on the XUP board using the Multi Port Memory
Controller2 (MPMC2) [Xil06] from XILINX.
A web server running on Linux transfers the results to a network client
PC for any further image processing. The web application has direct memory
access to the wavelet transform results and transfers the data via TCP/IP
to the network client. Because of the shared memory access managed by
MPMC2 both processes work independently. The TCP/IP protocol is inde-
pendent of the operating system and valid for different types of host PC.
8.4 Discussion
All acquired images are transformed with 25 fps (PAL) or 30 fps (NTSC).
The bottleneck in this system is the 100-Mbit Ethernet interface transferring
only six complete results per second. Therefore, the application supports the
delivery of partial results with full frame rates, namely the subbands A, D4
and D7.
With the subbands A and D4 it is possible to reconstruct the approxi-
mation of both input images used in the current processing. The images in
the approximation subband A represent the original sequence in lower spatial
and temporal resolution. The original temporal resolution can be restored by
performing a 1D inverse wavelet transform in the temporal dimension. This
is done with the help of the subband images D4. The two successive images
of the group of frames used in the processing can be restored by adding and
subtracting the corresponding image (AAA) from the subband A and the
corresponding image (AAD) from the subband D4, respectively, but in a
lower spatial resolution (AA1 and AA2).
If only grey level images are needed, the system can deliver all results with
a full PAL/NTSC frame rate. The designed system is called Smart Camera,
because it does image acquisition as well as processing for special application.
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Figure 8.9: Implementation of the 3D wavelet transform on FPGA.
To overcome the limitation of the used board, another Virtex-II platform,
the Alpha Data ADM-XP can be used. This development board has more
independent memory banks: four banks DDR SSRAM and two banks DDR
SDRAM. It is possible to implement the 3D wavelet transform and to deliver
the results via 1-Gbit Ethernet without loss. A special extension board is
designed with a camera link interface and a 1-Gbit Ethernet interface for
image acquisition of 1000 × 1000 colour pixel with a frame rate of 30 fps.
Due to the fact that this design is still under development, the results based
on this board are beyond the scope of this dissertation.

Chapter 9
Results and Discussion
In this chapter the results are discussed which could be achieved for image
segmentation and moving object detection using the proposed algorithms.
The algorithm for image segmentation described in Chapter 5 is applied
for the segmentation of synthetic and medical images. The segmentation
algorithms for video surveillance application described in Chapters 6 and 7
are tested for moving object detection in traffic monitoring.
For the purpose of comparison, results of the expectation maximization
algorithm and the 2D wavelet-based background estimation algorithm, which
are introduced in Chapter 2, are also presented.
Preceding the description of the results and the discussion, in the first
section the test data sets are described. The second section contains the
methods used to evaluate the performance of the algorithms.
9.1 Test Data Sets
Two types of data sets were used to evaluate the presented algorithms. The
first type represents still images used to evaluate the resolution mosaic EM
algorithm (RM-EM). The second type of test data sets represents image se-
quences of various scenes for traffic monitoring.
The first type includes three data sets: synthetic images, a magnetic
resonance image (MRI), and simulated MR images. The first set of these
data consists of two groups of synthetic images. They are created with cer-
tain specifications chosen to explore the advantages and disadvantages of the
tested algorithms.
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The synthetic images allow quantitative comparisons between the differ-
ent algorithms, since the ground truth of the segmentation is known a priori.
Each one of the synthetic images of both groups is of size 100×100 pixels and
consists of four different classes. Each class is created by four Gaussian distri-
butions with mean values 50, 100, 150, and 200. The layouts of the classes are
chosen in a way that different types of edges and corners can appear, which
are interpreted as difficulties for the segmentation process. The images in
the first group are created so that the classes are set in quadratic-chess form
as shown in Fig. 9.2. In the second group the images are generated by two
Gaussian distributions superimposed by two other Gaussian distributions as
thin and thick lines as shown in Fig. 9.3. All the classes in an image are
given the same standard deviation. This can be interpreted as the level of
noise added to the image. Obviously, as the noise level increases, the diffi-
culty of the segmentation process increases too. Therefore, three noise levels
were used, ranging from low to very high. The standard deviations used are
10, 15 and 20. For each noise level an image in each group is created. The
histograms are displayed in the same figures of the synthetic images. This
helps to give an estimation of the increasing difficulties to the segmentation
process as the noise level increases.
The Gaussian distributions used to create the images of Figs. 9.2 and
9.3 are displayed in Fig. 9.1. It shows that with increasing noise level the
overlapping areas between the distributions are also increased and the prob-
ability of error is increased too. The overlapped area between two classes is
counted as Bayes error. A classifier, such as the minimum distance classifier,
cannot classify correctly the pixels lying in this area.
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Figure 9.1: Gaussian distributions in a mixture model used for the synthetic
images. Mixture with (a) std = 10. (b) std = 15. (c) std = 20.
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Figure 9.2: Synthetic quadratic images generated by four Gaussian distribu-
tions with mean values 50, 100, 150, and 200 and the associated histograms.
(a) and (b) Without added noise. (c) and (f) With added noise std = 10.
(d) and (g) std = 15. (e) and (h) std = 20.
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Figure 9.3: Synthetic line images generated by four Gaussian distributions
with mean values 50, 100, 150, and 200 and the associated histograms. (a)
and (b) Without added noise. (c) and (f) With added noise std = 10. (d)
and (g) std = 15. (e) and (h) std = 20.
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The second data set is a real magnetic resonance image (MRI) of the
human brain. Magnetic resonance images represent the intensity variation
of radio waves generated by biological systems when exposed to radio fre-
quency pulses. The image is representing a cross-sectional slice of the target.
It can be divided into three regions other than the background. The first
region represents the white matter (WM) of the brain tissue, the second the
grey matter (GM), and the third region represents the cerebrospinal fluid
(CSF) [AU96, UA96]. In MRI many fine features appear, such as edges or
boundaries between different regions. Fig. 9.4 shows a real MR image of
size 206 × 167 and the three different tissues. The colour of the CSF is the
same colour as the background. Therefore, they are segmented together in
the same class.
White matter
Grey matter
Cerebrospinal
Figure 9.4: Real magnetic resonance image of the human brain.
The third data set consists of simulated MR images. The resulted seg-
mented image by applying the EM algorithm on the real MRI is used as a
labelled image to create the images belonging to this data set. Each pixel
in a simulated MR image is generated by the Gaussian distribution of the
class of the corresponding pixel in the label image. Again three values of
standard deviations are used to create three test images, namely, 10, 15, and
20 to represent low, medium, and high noise level, respectively. Fig. 9.5
shows the created images and their associated histograms. This data set is
used because it is not possible to produce quantitative segmentation results
for the MRI because of the absence of the ground truth. Furthermore, its
structure is very difficult to simulate by synthetic images.
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Figure 9.5: Simulated MRI generated by four Gaussian distributions with
mean values 50, 100, 150, and 200 and the associated histograms. (a) and
(d) std = 10. (b) and (e) std = 15. (c) and (f) std = 20.
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The second type of test data is chosen to test and evaluate the algorithms
proposed for image sequence segmentation. For this, the application traffic
monitoring is chosen. In this application it is important to decide which part
of the image is an active traffic area, and to detect there moving objects.
Eighteen data sets are used consisting of 7 different scenes and containing
1786 frames as well as 9219 moving objects. All the data sets were captured
using a stationary video camera. A summarised description of all data sets
can be found in Tab. 9.1. They can be categorised into four groups: 1) a front
view with a small camera observation angle to the street and only few moving
objects, 2) wide view of an intersection with many types of traffic objects, 3)
an overview of a busy one way road during bad or varying lighting conditions
and 4) an overview acquisition of pedestrians in the campus Vaihingen of
Stuttgart University.
Table 9.1: Description of the data sets used for the evaluation of the video
segmentation algorithms.
Set Prefix Seq. Frame/ Frame Image No. of Group
No. name size second size type objects
1 Adlershof1 12 25 288× 352 Jpeg 13 1
2 Adlershof2 16 25 288× 352 Jpeg 11 1
4 Danziger4 40 6 480× 340 Bitmap 62 2
6 Danziger6 64 6 480× 340 Bitmap 458 2
7 Danziger7 32 3 480× 340 Bitmap 229 2
8 Rudower8 24 25 288× 352 Bitmap 22 1
9 Rudower9 48 25 288× 352 Bitmap 48 4
10 Frankfurt10 64 25 288× 360 Jpeg 170 3
11 Frankfurt11 96 25 288× 360 Jpeg 192 3
13 RuskaUfer13 128 25 640× 480 Jpeg 240 1
14 RuskaUfer14 128 25 640× 480 Jpeg 625 1
15 AdlershofAlt15 46 25 288× 374 Bitmap 819 3
16 Stuttgart16 64 5 384× 512 Jpeg 434 4
20 Stuttgart20 256 5 384× 512 Jpeg 1949 4
23 RuskaUfer23 256 25 640× 480 Jpeg 1162 1
24 RuskaUfer24 256 25 640× 480 Jpeg 926 1
26 RuskaUfer26 128 25 640× 480 Jpeg 676 1
27 RuskaUfer27 128 25 640× 480 Jpeg 1183 1
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(a) Adlershof (b) RuskaUfer
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(e) Danziger (f) Stuttgart
Figure 9.6: Selected scenes used for testing and evaluating the image sequence
segmentation algorithms. Prefix names as in Tab. 9.1.
In Figs. 9.6(a) and 9.6(b) examples of the front view observation are
given. Figs. 9.6(c) and 9.6(d) show two acquisitions in bad lighting condi-
tions. Fig. 9.6(d) shows a dark scene after a fast change in the illumination
due to cloud movement. Fig. 9.6(e) shows a wide-angle acquisition of an
intersection with different moving objects and Fig. 9.6(f) shows a view of
the pedestrian zone in the campus Vaihingen of Stuttgart University.
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9.2 Segmentation Evaluation
9.2.1 Evaluation Methods
A common problem in the analysis of segmentation results is the absence of
standard evaluation methods and standard test data. Due to the fact that
no single segmentation technique is useful for all applications, and different
techniques are not equally suited for a particular application, an effective
evaluation of the segmentation is very important. It is useful and necessary
for selecting the most appropriate technique for a specific application, and
furthermore for an optimal parameter setting of the selected technique.
Generally, the segmentation evaluation methods can be classified into
subjective evaluation methods and objective evaluation methods. The sub-
jective methods are based on asking many observers one or more questions
after displaying the results of the segmentation. The questions investigate
subjectively the segmentation quality, i.e., the evaluation is based on human
intuition or judgement. Such evaluation is necessary to study and charac-
terise the perception of different artefacts on the overall quality [GEKS06].
A significant number of observers is required to produce statistically relevant
results. This makes subjective evaluation a time-consuming and expensive
process [CGE02]. Even this subjective testing presents practical problems
since the procedure for comparison and ranking segmentation qualities is not
standardised [VMS99]. Thus, for practical reasons, a fair subjective evalua-
tion is not possible in most cases.
Objective evaluation refers to an automatic procedure that assigns the
quality of segmentation either in terms of algorithm design analytically or in
terms of the quality of the results empirically. Analytical evaluations have
been given in the chapters where the algorithms were introduced. Perfor-
mance measures are needed for the empirical evaluation. The selection of
such measures depends on the application of the segmentation and on the
used technique.
9.2.2 Performance Measures for Image Segmentation
The overall accuracy and the accuracy and precision of each class are the
performance measures chosen for the first application, the segmentation of
still images. These are statistical measures of the error in assigning classes
to the processed pixels. The confusion matrix is used to compute these mea-
sures. The confusion matrix for a four-class classifier is given in Tab. 9.2.
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Table 9.2: Contents of a confusion matrix with C1, C2, C3, and C4 as classes.
Predicted
C1 C2 C3 C4
Actual C1 (1,1) (1,2) (1,3) (1,4)
C2 (2,1) (2,2) (2,3) (2,4)
C3 (3,1) (3,2) (3,3) (3,4)
C4 (4,1) (4,2) (4,3) (4,4)
The entries in the confusion matrix have the following meaning:
1. The rows x represent the ground truth (actual classification), the columns
y represent the predicted classification.
2. The entries in the main diagonal represent the number of correctly
classified pixels.
3. The entries of the form (x, y) such that x 6= y, represent the number
of pixels which were wrongly classified as belonging to class y, while
they actually belong to class x. For example the entry in position (2, 3)
represents the number of pixels classified as belonging to class 3 while
they actually belong to class 2.
The following information can be calculated from the confusion matrix:
1. Accuracy of a class:
ACx = (x, x)/
∑
y
(x, y) (9.1)
2. Precision of a class:
Px = (x, x)/
∑
x
(x, y) (9.2)
3. Overall accuracy:
AC =
∑
x
(x, x)/
∑
x
∑
y
(x, y) (9.3)
4. Overall error rate:
ER =
∑
x
∑
y,y 6=x
(x, y)/
∑
x
∑
y
(x, y) (9.4)
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A confusion matrix is computed for each image used to test the algorithms
EM and the RM-EM (except the real MRI). Then the overall accuracy and
the accuracy of each class are computed.
9.2.3 Performance Measures for Video Segmentation
Different performance measures are used to evaluate the results of the al-
gorithms used for the segmentation of image sequences. Some of them are
used to evaluate the detection of moving objects and the others are used to
evaluate the extraction of active traffic areas.
For the first purpose, the results of the segmentation are blobs, which
represent the regions with moving objects determined by the algorithm. The
smallest bounding boxes were drawn around the extracted regions. Then they
were checked and counted manually by a human operator. Three performance
measures were computed:
1. False alarms (FA):
The number of extracted regions that contains no active moving ob-
jects.
2. Missed objects (MO):
The number of active moving objects that are not included in any
extracted regions.
3. Delayed detections (DD):
The number of active moving objects that are delayed for the first time
detection, i.e., the objects that have never been included in any ex-
tracted regions yet.
The delayed detections is always a part of the missed objects, but it is
computed independently. It can be used to find out how long it takes the
algorithm to detect a new moving object that enters the current scene.
The error measures are given in percentage, relative to the number of
bounding boxes in the case of false alarms, or relative to the number of mov-
ing objects in the case of the other two performance measures (missed objects
and delayed detections).
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The evaluation of the algorithm for the extraction of the active traffic
area is done based on a ground truth. An ideal segmentation for each data
set is done manually and used as reference segmentation, as shown, e.g., in
Fig. 9.7. The results of the evaluation are the disparity between the refer-
ence segmentation (reference mask) and the determined segmentation results
(estimated mask).
(a) (b)
Figure 9.7: (a) One input image of an image sequence. (b) Manually seg-
mented active traffic area.
The measure of how close the estimated mask resembles the reference
mask is called spatial accuracy. It is computed using two additional er-
ror measures: the over segmentation and the under segmentation [JBM+00,
GEKS06]:
1. Over segmentation (OS):
Pixels estimated to belong to the foreground (active traffic area) but
belonging to the background in the reference mask.
2. Under segmentation (US):
Pixels estimated to belong to the background but belonging to the fore-
ground in the reference mask.
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Figure 9.8: Errors produced by over segmentation (OS) and under segmen-
tation (US). MSKest: Estimated mask. MSKref Actual mask.
Fig. 9.8 illustrates these error measures, where MSKest and MSKref are
the estimated and the reference masks of the active traffic area, respectively.
In some work over and under segmentation are referenced as added back-
ground and missing foreground, respectively [VMS99]. Here, we interpret
them as false estimated foreground and as false estimated background, re-
spectively. The area of the estimated mask MSKest without the over seg-
mentation OS corresponds to a correct classification of the foreground. The
area of the estimated background BGest without the under segmentation US
is the correct classification of the background. Tab. 9.3 puts this interpreta-
tion in the form of a two-class confusion matrix.
Table 9.3: Contents of the two-class confusion matrix evaluating the
extraction of the active traffic area.
Determined
Background Foreground
Actual Background BGest − US OS
Foreground US MSKest −OS
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The spatial accuracy can then be computed either as an absolute value
(number of missed pixels) or as a relative value yielding a relative spatial
quality measure. In this work the relative spatial accuracy is measured, as
the precision of the foreground, i.e., the area of the estimated mask without
the over segmentation, relative to the area of the estimated mask (MSKest):
Precision = MSKest −OS
MSKest
(9.5)
For two reasons this gives a more sensitive and realistic measure of the
segmentation error than the overall accuracy relative to the size of the mask
image. First, the size of the foreground is usually small compared to the size
of the mask image. For many data sets the greatest part of the mask image
is background. So, dividing by the mask image size may give too optimistic
results. Second, the results may depend on the focus and the resolution of
the camera. In other words, one may get different results for the same scene
if the acquisition conditions change. However, this error measure does not
take into consideration the error of under segmentation.
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9.3 Results of the Resolution Mosaic
Image Segmentation
The RM-EM algorithm was applied on the three test sets of the first data
type. The results in terms of segmented images and segmentation accuracies
are compared to the results of the conventional EM algorithm.
Fig. 9.9 shows the segmentation results applying the algorithms to the
synthetic quadratic images, in the left column the conventional EM algo-
rithm, in the right column the RM-EM. The images are placed side by side
to enable visual comparison of an equal noise level.
One can easily observe that the conventional EM algorithm misclassifies
many pixels, although, all the surrounded pixels are correctly classified. So,
the EM algorithm fails to utilise the strong spatial correlation between neigh-
bouring pixels. This is due to the Gaussian mixture model topology, which
assumes that all pixels are independently and identically distributed. How-
ever, it has an advantage in that it reduces the computational complexity of
the segmentation task by allowing the use of the well-characterised Gaussian
density function [Sae97].
For the conventional EM algorithm and for the RM-EM the confusion
matrices of the images and the overall accuracy of the segmentation are
displayed in Tab. 9.4.
The accuracies given in the last table show that the RM-EM is much less
sensitive to noise in a comparison to the conventional EM algorithm. As the
noise level increases from 10 to 20 the overall accuracy of the segmentation
by the EM algorithm drops from 99% to 82%. For the RM-EM algorithm it
decreases only by 2%.
The segmentation results of the RM-EM algorithm using the synthetic
line images are displayed in the Figs. 9.10(b), 9.10(d), and 9.10(f). The
results of the conventional EM algorithm are displayed side by side in Figs.
9.10(a), 9.10(c), and 9.10(e). Visually, the segmentation of the thin line by
the conventional EM is better. This could be expected since the new algo-
rithm is supposed to process fine features like edges in high resolution. But
this depends on the edge detection step, which may fail to detect parts of
the edges. On the other side, the following statistical results show that the
segmentation of the thin line with increasing noise level is more reliable using
the RM-EM algorithm.
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(a) (b)
(c) (d)
(e) (f)
Figure 9.9: Segmentation results of the synthetic quadratic images by the
conventional EM (left) and the RM-EM (right) algorithm. Images with (a)
and (b) std = 10. (c) and (d) std = 15. (e) and (f) std = 20.
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Table 9.4: Confusion matrices of the segmentation results of the synthetic
quadratic image with different noise levels.
EM - std = 10
C1 C2 C3 C4
C1 2480 20 0 0
C2 14 2460 26 0
C3 0 20 2471 9
C4 0 0 25 2475
AC = 98.86%
RM-EM - std = 10
C1 C2 C3 C4
C1 2495 5 0 0
C2 2 2495 3 0
C3 0 5 2494 1
C4 0 0 2 2498
AC = 99.82%
EM - std = 15
C1 C2 C3 C4
C1 2308 192 0 0
C2 58 2331 111 0
C3 0 100 2344 56
C4 0 0 319 2181
AC = 91.64%
RM-EM - std = 15
C1 C2 C3 C4
C1 2481 19 0 0
C2 15 2470 15 0
C3 0 17 2470 13
C4 0 0 16 2484
AC = 99.05%
EM - std = 20
C1 C2 C3 C4
C1 2073 427 0 0
C2 169 2096 235 0
C3 0 347 2048 105
C4 0 0 558 1942
AC = 81.59%
RM-EM - std = 20
C1 C2 C3 C4
C1 2472 28 0 0
C2 36 2427 37 0
C3 0 44 2419 37
C4 0 0 30 2470
AC = 97.88%
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(a) (b)
(c) (d)
(e) (f)
Figure 9.10: Segmentation results of the synthetic line images by the con-
ventional EM (left) and the RM-EM (right) algorithm. Images with (a) and
(b) std = 10. (c) and (d) std = 15. (e) and (f) std = 20.
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The overall accuracies of the conventional EM and the RM-EM algorithm
for the synthetic line images are very close to the results for the synthetic
quadratic images. Therefore, only the summarised overall accuracies are
given in Tab. 9.5.
Table 9.5: Overall accuracies for the
synthetic line images.
std=10 std=15 std=20
EM 99.12% 89.82% 82.35%
RM-EM 99.84% 98.51% 96.17%
The particular important classes of the synthetic line images are the
classes of the thin and thick line. Consequently, a two-class confusion matrix
is computed, where the subject class is categorised as positive (+ve) and all
other classes are gathered in one category as negative (-ve). The precision
of Eq. 9.2, as a performance measure for both classes, is computed and
displayed at the end of each table. Tabs. 9.6 and 9.7 show the confusion
matrices and the precisions of the thin and thick line classes for all noise
levels obtained by the conventional EM and the RM-EM algorithm.
Table 9.6: Confusion matrices of the segmentation results for the thin line
class.
EM std = 10 std = 15 std = 20
- ve + ve - ve + ve - ve + ve
- ve 9771 29 9285 515 9075 725
+ ve 0 200 8 192 42 158
Precision 87.34% 27.16% 17.89%
RM-EM std = 10 std = 15 std = 20
- ve + ve - ve + ve - ve + ve
- ve 9795 5 9716 84 9648 152
+ ve 0 200 7 193 70 130
Precision 97.56% 69.68% 46.10%
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Table 9.7: Confusion matrices of the segmentation results for the thick line
class.
EM std = 10 std = 15 std = 20
- ve + ve - ve + ve - ve + ve
- ve 9200 0 9195 5 9180 20
+ ve 9 791 39 761 136 664
Precision 100% 99.35% 97.08%
RM-EM std = 10 std = 15 std = 20
- ve + ve - ve + ve - ve + ve
- ve 9200 0 9197 3 9172 28
+ ve 1 799 6 794 10 790
Precision 100% 99.62% 96.58%
The results of the new segmentation algorithm for the thin line class are
much better than for the conventional EM algorithm, while they are at least
equally good for the thick line class. This shows that the resolution mosaic
improves the results in case of fine edges and high noise levels.
Transformation of the images into the resolution mosaic images can be
considered as a pre-processing step. It can be used to simplify the compu-
tation of the EM algorithm by reducing the size of the input image. For
example, the size of the high noisy synthetic quadratic image is reduced to
less than 15% of the original size. It can be used as well to enhance the accu-
racy of the estimations of the unknown parameters of the Gaussian mixture
model by the EM algorithm by performing local noise suppression. Tab. 9.8
displays the estimated mean values of the distributions of the mixture using
the conventional EM algorithm and with the pre-processing step of the res-
olution mosaic (RM-EM), where the actual vector of the mean values is [50
100 150 200]. The errors displayed in the table are computed as the average
of the relative error of the estimated mean value of each class. It is clear
from the table that the step of the resolution mosaic helps to have a stable
accuracy of the estimation of the unknown parameters of the mixture against
the increase of the noise level.
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Tab. 9.9 displays the estimated standard deviations of the Gaussian mix-
ture by the conventional EM algorithm and with the pre-processing step of
the resolution mosaic (RM-EM). Almost all the estimations (with only two
exceptions) after the resolution mosaic step are less than the actual values
of the standard deviations. This can be explained as follows: this step re-
duces the deviations between the neighbouring pixels and hence within the
concerned class. In other words, it depresses the noise locally within a neigh-
bourhood. However, as the size and the uniformity of the class increase, the
possibility of a better “denoising” increases. This is the case for all classes of
the quadratic images and the background as well as for the thick line class
of the line images. For the thin line class the results are reversed.
Table 9.8: Estimated mean values of the Gaussian mixture model using the
EM and the RM-EM algorithm.
Quadratic images line images
σact [µest,1 µest,2 µest,3 µest,4] Err [µest,1 µest,2 µest,3 µest,4] Err
EM 10 [50.1 99.6 150.1 200.3] 0.2% [50.1 100.2 150.8 200.4] 0.3%
15 [48.1 98.0 155.3 203.9] 2.8% [48.9 98.3 137.4 202.3] 3.4%
20 [46.1 96.6 158.1 207.1] 5.0% [46.6 96.1 151.2 205.1] 3.5%
RM- 10 [49.9 99.8 150.3 200.7] 0.2% [50.2 99.5 150.1 201.4] 0.4%
EM 15 [48.8 100.6 149.9 200.4] 0.8% [50.4 99.3 144.8 203.1] 1.6%
20 [49.9 100.9 149.7 201.4] 0.5% [49.9 101.1 143.9 198.3] 1.6%
The displayed symbol µest,i stands for the estimated mean of class i and
σact stands for the actual standard deviation.
The second data set used to test the proposed algorithm is a real MRI.
Fig. 9.11 illustrates the segmentation using the conventional EM and the
RM-EM algorithm. It is quite difficult to find visual differences. With the
naked eye one cannot evaluate the both results. Computationally, there are
differences between both algorithms due to the reduction of the input size
and hence the reduction of the number of iterations of the EM algorithm.
The input MRI has the dimension 206 × 167 of grey level pixels, which is
34, 402 pixels. Using the resolution mosaic, the size of the input image is
reduced to 8, 917 pixels, which is about 26% of the size of the original image.
The number of iterations needed by the EM algorithm to reach a conversion
of the estimation of the mixture parameters is 737, while it is 25 for the list
created by the resolution mosaic algorithm.
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Table 9.9: Estimated standard deviations values of the Guassian mixture
model using the EM and the RM-EM algorithm.
Quadratic images line images
σact [σest,1 σest,2 σest,3 σest,4] Err [σest,1 σest,2 σest,3 σest,4] Err
EM 10 [ 9.9 10.4 10.4 9.5] 3.5% [ 9.9 9.9 10.7 10.3] 3.0%
15 [13.9 17.9 20.7 13.2] 19% [14.5 15.8 27.7 14.4] 24%
20 [17.7 22.8 23.3 16.7] 14% [18.1 21.9 34.5 17.9] 25%
RM- 10 [ 7.0 8.8 7.0 5.9] 28% [ 7.6 7.4 10.4 8.9] 16%
EM 15 [10.5 10.8 8.9 11.9] 30% [13.6 7.0 16.7 8.1] 29%
20 [15.3 10.7 10.7 15.0] 35% [16.3 12.2 17.5 14.6] 24%
The displayed symbol σest,i stands for the estimated standard deviation of class i and
σact stands for the actual standard deviation.
Similar to the synthetic images, the segmentation results of the simulated
MR images are given as figures in Fig. 9.12 and confusion matrices in Tab.
9.10.
Using the EM algorithm one can note that for all noise levels there are
many misclassified pixels in the background, which again reminds us that
it fails to utilise the strong spatial correlation between pixels. Visually, the
RM-EM algorithm gives bad segmentation for edge pixels, e.g., for the edges
between the class of the grey matter and the background or between the grey
white and the white matter. The accuracy of the segmentation depends on
the creation of the mask images and hence the creation of the mosaic map
as shown in Fig. 5.4 and in Section 5.2.2. As much as the mask images are
precise, the segmentation of the edge pixels and the thin classes is accurate.
The statistical results show in contrast that the RM-EM algorithm gives
better results for the class of the grey matter than the conventional EM
algorithm under all noise levels. They show also much more stable overall
accuracy if the noise level is increased.
The grey matter class (class 2) as shown in Fig. 9.4 has a special struc-
ture with many edges and overlaps with the background as well as with the
white matter. Therefore, in Tab. 9.11 the segmentation precisions of this
class for all noise levels using the conventional EM algorithm and the RM-
EM algorithm are given.
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Table 9.10: Confusion matrices of the segmentation results of the simulated
MRI with different noise levels.
EM - std = 10
C1 C2 C3
C1 18800 193 0
C2 41 6892 18
C3 0 83 8375
AC = 99.03%
RM-EM - std = 10
C1 C2 C3
C1 18921 72 0
C2 70 6805 76
C3 0 66 8392
AC = 99.17%
EM - std = 15
C1 C2 C3
C1 17677 1316 0
C2 245 6614 92
C3 0 1078 7380
AC = 92.06%
RM-EM - std = 15
C1 C2 C3
C1 18469 524 0
C2 186 6628 137
C3 0 413 8045
AC = 96.34%
EM - std = 20
C1 C2 C3
C1 17856 1137 0
C2 1246 5552 153
C3 2 2636 5820
AC = 84.96%
RM-EM - std = 20
C1 C2 C3
C1 18511 476 6
C2 412 6046 493
C3 6 483 7969
AC = 94.55%
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(a) (b)
Figure 9.11: Segmentation results of the real MRI by (a) conventional EM.
(b) RM-EM.
The results show stable performance of the RM-EM algorithm over the
conventional EM algorithm. The precision of the EM algorithm decreases
from 96% to 60% as the noise level increases from std = 10 to std = 20. The
decrease in the results of the RM-EM algorithm is from 98% to 86% for the
same increase of the noise level.
Table 9.11: Precision for the grey
matter class of the simulated MR
images.
std=10 std=15 std=20
EM 96.15% 73.42% 59.54%
RM-EM 98.01% 87.61% 86.31%
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(a) (b)
(c) (d)
(e) (f)
Figure 9.12: Segmentation results of the simulated MR images by the con-
ventional EM (left) and the RM-EM (right) algorithm. Images with (a) and
(b) std = 10. (c) and (d) std = 15. (e) and (f) std = 20.
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9.4 Results of the Wavelet-based
Video Segmentation
9.4.1 2D Wavelet-based Video Segmentation
It is one subject of this thesis to compare the proposed algorithms for dif-
ferent application areas. To do this for the 3D wavelet-based segmentation
algorithm the 2D wavelet-based algorithm [TCAA05] has to be considered
first.
The updating parameter α and the scaling factor β of the Eqs. 2.25 and
2.27 need to be given by an operator before the 2D wavelet-based algorithm
can be applied. The data sets of the Adlershof scene have been chosen to set
these parameters because of their stable lighting conditions, homogeneous
background, and simple scenes.
To estimate the best values for α and β a black spot of size 20×20 pixels
was added to the first frame outside the active traffic area. The time required
to find a good background estimation was measured. The background is
initialised by the first frame of the sequence. Generally, the best estimations
were found for values of 0.9 ≤ α ≤ 0.95 and value of β = 5.
(a) (b) (c)
Figure 9.13: Results of the 2D wavelet-based algorithm for the scene
Danziger. (a) Estimated background. (b) Extracted ROI. (c) Corresponding
bounding boxes.
Next, the algorithm was applied to all data sets. Fig. 9.13 gives an exam-
ple of the algorithm outputs for the data set Danziger6 (Fig. 9.6(e)). The
estimated background is shown in Fig. 9.13(a). The data set shows crossing
objects after stopping for a while in the front of traffic lights. Therefore,
slight shadows of moving objects (that are currently at the right end) can
be seen at the left end of the estimated background. This is because these
objects are considered as a part of the background while they were stopping.
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Fig. 9.13(b) shows the extracted ROI as blobs in a black background. One
can easily notice the existence of noise all over the scene. This is due to the
continuous change in the illumination. Fig. 9.13(c) shows the moving objects
in their bounding boxes (BB). Generally, the blobs that do not meet certain
criteria are assumed to be noise and are not considered in the computation
of the bounding boxes. The criteria can be the area or the ratio of width to
height of the blobs. The bounding boxes were counted frame by frame by a
human operator. Tab. 9.12 shows the results of the segmentation of moving
objects. They are given in terms of false alarm rates (FA) relative to the
number of the bounding boxes, and missed object rates (MO) and delayed
detection rates (DD) relative to the number of the moving objects.
Table 9.12: Results of the 2D wavelet-based algorithm in terms of
extracted bounding boxes.
BB FA MO DD
Adlershof1 37 21 56.8% 2 15.4% 2 15.4%
Adlershof2 26 16 61.5% 1 9.1% 1 9.1%
Danziger4 351 222 63.2% 14 22.6% 0 0.0%
Danziger6 377 105 27.9% 115 25.1% 25 5.5%
Danziger7 260 117 45.0% 25 10.9% 4 1.7%
Rudower8 73 56 76.7% 0 0.0% 0 0.0%
Rudower9 40 1 2.5% 9 18.8% 1 2.1%
Frankfut10 101 5 5.0% 54 31.8% 4 2.4%
Frankfut11 147 40 27.2% 70 36.5% 44 22.9%
RuskaUfer13 145 17 11.7% 112 46.7% 44 18.3%
RuskaUfer14 276 16 5.8% 298 47.7% 78 12.5%
AdlershofAlt15 241 14 5.8% 387 47.3% 234 28.6%
Stuttgart16 171 71 41.5% 293 67.5% 114 26.3%
Stuttgart20 3196 2654 83.0% 1168 59.9% 295 15.1%
RuskaUfer23 506 90 17.8% 491 42.3% 81 7.0%
RuskaUfer24 334 67 20.1% 401 43.3% 101 10.9%
RuskaUfer26 240 33 13.8% 329 48.7% 3 0.4%
RuskaUfer27 428 51 11.9% 662 56.0% 207 17.5%
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(a) (b)
Figure 9.14: Results of the 2D wavelet-based algorithm for the scene Frank-
furt. (a) and (b) Bounding boxes in two successive frames in changing lighting
conditions.
(a) (b)
Figure 9.15: Results of the 2D wavelet-based algorithm for the scene Ruska-
Ufer. (a) Integration of some moving objects in the far view in the estimated
background. (b) Bounding boxes show the missed objects in the far view.
For the first and second data sets the algorithm has shown a good per-
formance, especially in the case of missed objects. However, it gives a high
rate of false alarms even in stable lighting conditions. The reason may be the
small number of frames in these data sets, where the algorithm needs long
time for a good background estimation.
Generally, for the data sets of the scene Danziger the movement of the
trees was the main reason for the high number of false alarms. A comparison
between Danziger6 and Danziger7 shows that the algorithm tends to miss
more objects in a scene with slow motion, since the data set Danziger7 has
a faster sampling rate. Moreover, in many cases the algorithm was not able
to detect the new objects as soon as they appear. This explains the high
numbers of delayed detections in the data set Danziger6.
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However, for the data set Frankfurt11 the error measures false alarms
and missed objects increase dramatically due to a fast change in the lighting
conditions. The algorithm was not able to adapt its estimation of the back-
ground as the scene turns to dark. It has detected all the parts of the scene
as moving objects as can be seen in Fig. 9.14. When the scene was very dark
the algorithm failed to detect the moving objects and produced a high rate
of missed objects.
The results of the data sets RuskaUfer show reasonable false alarm rates
but very high missed object rates. These results can be explained by two rea-
sons, respectively. First, there are not many disturbances in the background
and stable lighting conditions. Second, in far views the moving objects move
slowly, and therefore they are integrated into the estimated background as
shown in Fig. 9.15, although the updating rate was set to 0.95 which allows
only very slow integration of a changing situation in the estimated back-
ground.
The algorithm gives very bad results for the data set Stuttgart. The
problem with this data set is that the movement areas of the pedestrians
are very small relative to the dimensions of the image. Thus, the grey level
changing between the successive frames is in many cases not much greater
than the change in illumination of the scene, i.e., the algorithm was not able
to detect the movements as ROI. The results show the highest false alarm
rates among all the data sets and in the same time the highest missed object
rates. Generally, the algorithm is not suitable for such an acquisition.
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9.4.2 3D Wavelet-based Segmentation
Extraction of the Regions of Interest
The parameters that had to be set for the proposed algorithm were the size
of the masks of the median filter and the size and structure of the dilation
operator. By trial and error it was found that good results can be obtained
with a 5× 5 for the median filter and a 3× 3 diamond structure for the di-
lation operator. Three levels of the wavelet analysis were applied to all data
sets (an exception was the Adlershof1 data set with only two levels because
of its size). The results of each level are independent of the results of the
other two levels.
(a) (b)
(c) (d)
Figure 9.16: Selected successive frames that form input groups for the 3D
wavelet-based algorithm. Frame number (a) One. (b) Five. (c) Seven. (d)
Eight.
The algorithm processes the input sequence in groups of frames. The
number of frames in a group depends on the chosen level of analysis. For the
first level it is two, for the second and third levels it is four and eight frames,
respectively. In general, if j is the chosen level of analysis then 2j frames are
processed together to compute one mask representing the detection of the
moving objects, or simply the regions of interest (ROI) in the corresponding
group of frames.
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Fig. 9.16 shows the first and last frames of each group. The frame in Fig.
9.16(d) will be used often to demonstrate the various results of the algorithm.
That is why it has been chosen to represent the last of the group of frames
of all analysis levels. The other three frames are selected to show the start
frame of the groups at each analysis level. This figure is needed to explain
the following results.
(a) (b)
(c) (d)
(e) (f)
Figure 9.17: Results of the 3D wavelet-based segmentation algorithm for the
scene Danziger. (a) Extracted ROI. (b) Corresponding bounding boxes for
the first analysis level. (c) and (d) Results of the second level. (e) and (f)
Results of the third level.
Fig. 9.17 shows an example of the outputs of the algorithm when applied
to the data set Danziger6 for three different analysis levels. Each blob of a
ROI in Fig. 9.17(a) represents the detection of motion using the first analysis
level in two successive frames, namely the movements in the frames in Figs.
9.16(c) and 9.16(d).
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For the second analysis level each blob represents the motion in four suc-
cessive frames, namely the movements between the frames in Figs. 9.16(b)
and 9.16(d). For the third analysis level each blob represents the motion
between the frames in Figs. 9.16(a) and 9.16(d).
Tab. 9.13 contains the results obtained using the 3D wavelet-based algo-
rithm. The data sets belonging to the same scene are grouped together.
Table 9.13: Results of the 3D wavelet-based algorithm in terms of extracted
bounding boxes.
Level BB FA MO DD
Adlershof Level 1 26 3 11.5% 0 0.0% 0 0.0%
Level 2 36 10 27.8% 0 0.0% 0 0.0%
Level 3 16 5 31.3% 0 0.0% 0 0.0%
Danziger Level 1 488 11 2.3% 85 11.3% 55 7.3%
Level 2 606 71 11.7% 17 2.3% 3 0.4%
Level 3 516 81 15.7% 6 0.8% 6 0.8%
Rudower9 Level 1 56 8 14.3% 0 0.0% 0 0.0%
Level 2 52 4 7.7% 0 0.0% 0 0.0%
Level 3 48 0 0.0% 0 0.0% 0 0.0%
Frankfurt Level 1 315 16 5.1% 58 16.0% 5 1.4%
Level 2 388 87 22.4% 47 13.0% 2 0.6%
Level 3 366 115 31.4% 47 13.0% 10 2.8%
AdlershofAlt15 Level 1 288 5 1.7% 122 14.9% 55 6.7%
Level 2 196 11 5.6% 51 6.2% 12 1.5%
Level 3 128 6 4.7% 188 23.0% 178 21.7%
RuskaUfer Level 1 2888 714 24.7% 376 7.8% 116 2.4%
Level 2 2381 582 24.4% 168 3.5% 50 1.0%
Level 3 1784 468 26.2% 249 5.2% 45 0.9%
Stuttgart Level 1 1918 388 20.2% 441 17.1% 117 4.5%
Level 2 1892 348 18.4% 234 9.0% 84 3.2%
Level 3 1528 284 18.6% 205 7.9% 100 3.9%
For the data sets Adlershof the results show perfect detection of the mov-
ing objects with zero missed detection and reasonable false alarm rates in the
case of the first analysis level. This can be referred to the ideal lighting con-
ditions.
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Considering the results of the data sets Danziger in Tab. 9.13 and Fig.
9.17 one can conclude that the algorithm avoids many problems of the 2D
wavelet-based algorithm. It avoids the problems of the movement of the
trees in the background, the disturbances of the reflection of light on the
moving objects, and the moving pedestrians out of focus. The results are
much better in terms of all statistical error measures. They are improving
with the analysis level. That is, the decrease in the rate of the false alarms
between the second and third analysis level proofs that the algorithm has
lower sensitivity to the small movements and to noise as the analysis level
increases. On the other hand, the extracted regions of interest become bigger
and bigger than the moving objects which means poorer localisation.
Generally, the second and third analysis levels give no convenient results
for the scenes with fast or overlapping moving objects. Post-processing may
be needed for object localisation or feature extraction of moving objects.
(a) (b)
Figure 9.18: Results of the 3D wavelet-based algorithm for the scene Frank-
furt. (a) and (b) Bounding boxes in two successive frames in changing lighting
conditions.
The results of the scene Frankfurt of the first and second analysis levels
show better false alarm rates than those of the 2D wavelet-based algorithm.
The results of the third level are a bit worse. However, for all levels the rate of
missed objects and the rate of delayed detections are much better compared
to the 2D wavelet-based algorithm. We noticed that the 3D wavelet-based
algorithm has responded better to the problem of the fast changing in light-
ing conditions. Fig. 9.18 shows the two frames corresponding to the frames
in Fig. 9.14. The bounding boxes show that the algorithm was able to adapt
itself while the scene was turning to dark.
170 Results and Discussion
(a) (b) (c)
Figure 9.19: Results of the 3D wavelet-based algorithm for the scene Ruska-
Ufer. (a) False alarm due to an empty bounding box. (b) A new moving
object in the successive frame that enters the scene and explains the existence
of this bounding box. (c) Detection of moving objects in the far view.
The results of the scene RuskaUfer gave higher false alarm rates compar-
ing to the 2D wavelet-based algorithm. For the results of the first level the
main reason is the reflection of light on the water canal appearing in the right
end of the scene. This type of errors did not appear in the results of the 2D
wavelet-based algorithm because of the application of the local thresholding
as discussed following Eq. 2.27. This error type does not appear either in the
results of the 3D wavelet-based algorithm using the second and third analysis
levels. The reason is that in the high analysis levels the images are processed
in lower spatial and temporal resolutions and so the fast very local changes
(noise) are suppressed. The high false alarm rates in the results of the second
and third levels are due to different reasons. The extracted regions represent
sometimes the movement that will take place in the future, i.e., they show
the movement before the objects appear in the scene, since they represent the
movement in a group of frames. This prediction of a movement is counted
as false alarm until the moving object appears as illustrated in Fig. 9.19.
The results regarding the rate of missed objects and the rate of delayed
detections are much better than those obtained by the 2D wavelet-based al-
gorithm. Fig. 9.19(c) can be compared to Fig. 9.15. The objects in the far
view, which have been integrated in the estimated background using the 2D
algorithm, are detected even in slow motion.
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(a) (b)
Figure 9.20: Results of the 3D wavelet-based algorithm for the scene Stutt-
gart. (a) Many false alarms appear due to the reflections of light. (b) Some
stopping pedestrians (circled) are missed by the algorithm.
The results of the scene Stuttgart are reasonable compared to the 2D
wavelet-based algorithm. Using the first level of analysis the false alarm rates
and missed object rates are high. The reflection of light is the main reason
for the high false alarms. Some pedestrians move very slowly or interrupt
their movements and stop for a very short moment so they are accounted as
missed objects. Fig. 9.20 shows both cases. We notice here the similarity of
the sizes of the bounding boxes around the moving objects and the bounding
boxes of the false alarms. Thus, the moving objects have a similar size as
the noise, which makes the noise elimination more difficult.
The results of the higher analysis levels are better, especially the missed
object rates and the delayed detection rates. The second analysis level gives
the best results. It offers a very good compromise between the false alarm
rates and the missed object rates.
Extraction of the Active Traffic Area
One of the aims of the proposed algorithm is to give an automatic extraction
of the active traffic area. This aim can be achieved simply by cumulating the
masks of the ROI of the whole sequence of the input images or of a relative
long period. Similar to the extraction of the ROI, three different analysis
levels are tested. Fig. 9.21 gives two examples of the results of each level for
the two data sets AdlershofAlt15 and RuskaUfer24.
For each data set an ideal segmentation of the active traffic area is done
manually and used as reference segmentation. Statistical measures can be
obtained for the different levels by comparing the results with the reference
segmentation.
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(a) (b) (c)
(d) (e) (f)
Figure 9.21: Extracted active traffic area for the scenes AdlershofAlt (first
row) and RuskaUfer (second row) using the (a) and (d) first, (b) and (e)
second, (c) and (f) third analysis level.
Tab. 9.14 displays the statistical results for all tested data sets. For each
level of analysis the over segmentation (OS) and the under segmentation
(US) are given in number of pixels and the precision (Pr) in percentage.
The discussion of these results can be summarised in two observations.
The best precisions for the date sets Adlershof, Frankfurt, and AdlershofAlt
are obtained for the first level of analysis. The results become worse as the
level of the analysis increases. In contrast, the best precisions for the data
sets Danziger and RuskaUfer are obtained for the last level of the analysis.
The results become better as the level of the analysis increases. These results
can be explained as follows. Basically, the first analysis level is enough to
get a good estimation of the active traffic area. As the level of the analysis
increases, the extracted ROI becomes larger. Hence, the area added to the
estimation increases. Most of these cases result in an over segmentation and
increase the error. The results of the first level suffer from noise, which is
suppressed in the higher levels. In some cases, the noise suppression is much
greater than the over segmentation. Only in the cases Danziger and Ruska-
Ufer the precision of the segmentation increases with the analysis level.
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Table 9.14: Results of the 3D wavelet-based algorithm for the extraction of
active traffic area in terms of over segmentation (OS), under segmentation
(US), and precision (Pr).
Level 1 Level 2 Level 3
OS US Pr. OS US Pr. OS US Pr.
Adlershof1 1276 2852 91.5% 2681 1973 84.4% - - -
Adlershof2 1810 383 85.0% 2572 433 79.8% 3803 784 72.1%
Danziger6 12981 7285 82.9% 13696 5668 82.5% 12313 4765 84.1%
Danziger7 13887 7499 81.8% 12788 5896 83.4% 8930 6630 87.7%
Frankfurt10 38080 65030 93.4% 50280 42310 91.7% 70030 65260 88.5%
Frankfurt11 7278 2390 85.3% 10772 1572 80.0% 14661 1653 74.6%
RuskaUfer13 17199 6347 88.6% 9234 4670 93.6% 9220 7632 93.5%
RuskaUfer14 12496 1841 93.9% 11424 5493 94.3% 13135 7908 93.4%
AdlershofAlt15 14710 46550 95.2% 32090 28050 90.6% 48990 30870 86.2%
RuskaUfer23 29626 45725 82.0% 16966 46742 88.7% 18450 44867 88.0%
RuskaUfer24 53082 49917 71.1% 20426 55995 85.9% 13258 54106 90.5%
RuskaUfer26 46461 88817 66.4% 33833 91225 72.5% 28819 85763 76.7%
RuskaUfer27 13880 5588 92.0% 12736 4032 93.3% 12265 3609 93.5%
Figs. 9.21(a), 9.21(b), and 9.21(c) show the decreasing precision with
increasing analysis level because of the over segmentation. Figs. 9.21(d),
9.21(e), and 9.21(f) show the opposite case, in which the increasing analysis
level enhances the precision because the noise is suppressed.
9.4.3 Different Mother Wavelets
Three mother wavelets from the Daubechies family were tested and evalu-
ated namely, Haar, DB4 and DB8 wavelets. Because all previous results are
obtained by the Haar wavelet, its results will be commented here only for
the comparison with the other two wavelets.
The data sets Adlershof and Danziger were used to test and compare
the performance of these wavelets, since they represent simple and complex
traffic scenes, respectively. As displayed in Tab. 9.15 the number of the ex-
tracted bounding boxes as well as the number of false alarms of the mother
wavelets DB4 and DB8 are increased dramatically. For the data set Adler-
shof there were delayed detected objects using DB4, third level.
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As discussed in Section 6.3 the wavelet analysis is done in an overlapping
manner. This leads to the detection of events earlier as they take place.
As shown in Figs. 9.22(b) and 9.22(c) a great part of the extracted ROI
appears to the left of the moving object. This was not expected since no
movement took place yet in these areas. “Too” many pixels from the right
areas to the pixels that are processed currently are taken into consideration
by the analysis. This leads to a misestimation of these parts. As a result the
extracted regions become bigger than the moving objects and are shifted to
the left. This is clearly seen by the results of the data set Adlershof because
the objects are moving from the right end of the scene to the left end.
Moreover, the complexity of the computation increases as the length of
the filters increases.
From Figs. 9.22(b) and 9.22(e) it can be concluded that for the mother
wavelet DB4 the results are much worse than those of the other two mother
wavelets.
(a) (b) (c)
(d) (e) (f)
Figure 9.22: Extracted ROI and active traffic area for the scene Adlershof
using the wavelets DB1, DB4, and DB8, respectively. (a), (b), and (c) Ex-
tracted ROI using the first analysis level. (d), (e), and (f) Extracted active
traffic area using the third analysis level.
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Table 9.15: Results of the Daubechies wavelets DB1, DB4 and DB8.
DB1 DB4 DB8
No. Percentage No. Percentage No. Percentage
Adlershof1 Level 1 BB 14 24 22
FA 2 14.3% 11 45.8% 9 40.9%
MO 0 0.0% 0 0.0% 0 0.0%
DD 0 0.0% 0 0.0% 0 0.0%
Level 2 BB 20 36 24
FA 5 25.0% 25 69.4% 11 45.8%
MO 0 0.0% 2 15.4% 0 0.0%
DD 0 0.0% 2 15.4% 0 0.0%
Adlershof2 Level 1 BB 12 22 22
FA 1 8.3% 10 45.5% 11 50.0%
MO 0 0.0% 0 0.0% 0 0.0%
DD 0 0.0% 0 0.0% 0 0.0%
Level 2 BB 16 36 28
FA 5 31.3% 24 66.7% 19 67.9%
MO 0 0.0% 0 0.0% 0 0.0%
DD 0 0.0% 0 0.0% 0 0.0%
Level 3 BB 16 32 32
FA 5 31.3% 24 75.0% 21 65.6%
MO 0 0.0% 3 27.3% 0 0.0%
DD 0 0.0% 3 27.3% 0 0.0%
Danziger6 Level 1 BB 268 184 206
FA 1 0.4% 10 5.4% 27 13.1%
MO 51 11.1% 64 13.1% 115 23.5%
DD 31 6.8% 44 9.0% 99 20.2%
Level 2 BB 278 148 140
FA 13 4.7% 29 19.6% 25 17.9%
MO 7 1.5% 30 6.1% 61 12.4%
DD 1 0.2% 24 4.9% 37 7.6%
Level 3 BB 200 136 136
FA 7 3.5% 42 30.9% 42 30.9%
MO 1 0.2% 43 8.8% 47 9.6%
DD 1 0.2% 21 4.3% 35 7.1%
Danziger7 Level 1 BB 144 94 104
FA 5 3.5% 18 19.1% 27 26.0%
MO 8 3.5% 20 8.1% 39 15.7%
DD 2 0.9% 14 5.6% 33 13.3%
Level 2 BB 112 108 104
FA 6 5.4% 43 39.8% 38 36.5%
MO 2 0.9% 5 2.0% 11 4.4%
DD 2 0.9% 4 1.6% 10 4.0%
Level 3 BB 88 72 48
FA 1 1.1% 18 25.0% 8 16.7%
MO 0 0.0% 8 3.2% 32 12.9%
DD 0 0.0% 0 0.0% 24 9.7%
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In Fig. 9.23 the extracted ROI and the active traffic areas can be found
using different mother wavelets for the data set Danziger6. The results are
obtained from the second level of the analysis. Two observations are typical.
First, the results for DB4 are worse than the results of the other two wave-
lets. Second, using DB4 and DB8 the extracted ROI of a single group of
frames are very close to the extraction of the active traffic areas of the whole
sequence.
(a) (b) (c)
(d) (e) (f)
Figure 9.23: Extracted ROI (first row) and active traffic area (second row)
for the scene Danziger using (a) and (d) DB1. (b) and (e) DB4. (c) and (f)
DB8.
Therefore, the use of higher order Daubechies wavelets is not preferable.
For the addressed application, the detection of moving objects, the use of the
Haar wavelet is recommended.
9.4.4 Interresolution Masks
The discussed results so far were obtained from three different analysis levels,
which are independent of each other. Here, results are presented, which were
obtained from interresolution masks as introduced in Section 6.4. The masks
were created using combinations of different analysis levels to increase the
quality of the extraction ROI and the active traffic area.
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(a) (b) (c)
(d) (e) (f)
Figure 9.24: Extracted ROI and active traffic area for the scene Danziger
using the interresolution masks. (a), (b), and (c) OR operator. (d), (e), and
(f) AND operator.
Results of ROI and active traffic area extraction are shown in Fig. 9.24
and Fig. 9.25 using different combination methods. The corresponding sta-
tistical results are displayed in Tabs. 9.16 and 9.17 for the extraction of ROI
and the active traffic area, respectively.
The OR operator gives the highest rate of false alarms but lowest rates
in terms of missed objects and delayed detections. The reason is that any
detected movement in all levels is considered by this combination method. It
inherits the failures from the first analysis level to avoid the disturbance of
the small non-interesting movements and the problem of the too large ROI
from the third analysis level, e.g., smallest bonding boxes in Fig. 9.24(b).
This combination method can only be used when it is much more important
to detect a moving object than to extract a region for further processing.
In the case of an AND operator, the false alarm rates are very low but
the missed object and delayed detection rates are very high.
It can be concluded that the combination methods based on the logical
operators OR and AND cannot help to improve the extraction of moving
objects.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.25: Extracted ROI and active traffic area for the scene Danziger us-
ing the interresolution masks. (a), (b), and (c) Third combination method.
(d), (e), and (f) Fourth combination method. (g), (h), and (i) Fifth combi-
nation method.
The results of the other combination methods are found to enhance the
results obtained by a single analysis level. In terms of false alarm rate they
are all better compared to the results of the second and the third level of
the 3D wavelet-based algorithm. In Fig. 9.25(b) one false alarm is removed
compared to Fig. 9.17(b). Evaluating Tab. 9.16 the fourth combination
method seems to be a good compromise between the rate of false alarms and
the rate of the missed objects.
In Tab. 9.17 the precisions are given for the extraction of the active traffic
area. The best results are obtained by the AND operator in contrast to the
results of the extraction of the ROI (Tab. 9.16).
9.4 Results of the Wavelet-based Video Segmentation 179
Table 9.16: Results of the ROI extraction using interresolution masks in
terms of extracted bounding boxes.
Method BB FA MO DD
Adlershof Comb1 36 12 33.3% 0 0.0% 0 0.0%
Comb2 26 2 7.7% 0 0.0% 0 0.0%
Comb3 12 1 8.3% 0 0.0% 0 0.0%
Comb4 16 5 31.3% 0 0.0% 0 0.0%
Comb5 16 5 31.3% 0 0.0% 0 0.0%
Danziger Comb1 391 97 24.8% 4 0.5% 4 0.5%
Comb2 388 9 2.3% 118 15.8% 103 13.8%
Comb3 446 10 2.2% 86 11.5% 67 8.9%
Comb4 387 26 6.7% 43 5.7% 31 4.1%
Comb5 366 26 7.1% 55 7.3% 35 4.7%
Rudower9 Comb1 48 0 0.0% 0 0.0% 0 0.0%
Comb2 50 0 0.0% 0 0.0% 0 0.0%
Comb3 52 4 7.7% 0 0.0% 0 0.0%
Comb4 52 4 7.7% 0 0.0% 0 0.0%
Comb5 48 0 0.0% 0 0.0% 0 0.0%
Frankfurt Comb1 450 164 36.4% 2 0.5% 0 0.0%
Comb2 370 33 8.9% 90 24.2% 28 7.5%
Comb3 434 43 9.9% 39 10.5% 3 0.8%
Comb4 466 98 21.0% 32 8.6% 2 0.5%
Comb5 412 96 23.3% 58 15.6% 27 7.3%
AdlershofAlt15 Comb1 132 8 6.1% 34 4.2% 16 2.0%
Comb2 252 1 0.4% 279 34.1% 218 26.6%
Comb3 286 2 0.7% 123 15.0% 64 7.8%
Comb4 206 9 4.4% 68 8.3% 42 5.1%
Comb5 188 9 4.8% 207 25.3% 186 22.7%
RuskaUfer Comb1 1820 573 31.5% 94 2.8% 22 0.7%
Comb2 2418 230 9.5% 558 16.6% 205 6.1%
Comb3 2608 402 15.4% 360 10.7% 128 3.8%
Comb4 2159 373 17.3% 236 7.0% 78 2.3%
Comb5 2020 296 14.7% 373 11.1% 107 3.2%
Stuttgart Comb1 1662 372 22.4% 246 10.9% 138 6.1%
Comb2 1214 80 6.6% 894 39.7% 446 19.8%
Comb3 1458 176 12.1% 740 32.8% 288 12.8%
Comb4 1412 137 9.7% 474 21.0% 228 10.1%
Comb5 1208 76 6.3% 661 29.3% 287 12.7%
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The high missed object rates and the low false alarm rates can be ex-
plained by the density of the traffic. In this case the extracted regions are
overlapping in all three analysis levels. The objects that are missed in one
mask are detected later in one of the following masks. This way the active
traffic area is covered well. In the same time most of the movements in the
background are eliminated by the masks of high analysis levels. Hence, very
few parts from the background are taken into the estimated foreground giv-
ing low over segmentation.
The lowest precisions are found in the method of the OR operator. This is
due to the fact that all the extracted blobs from all levels are added together
and so the areas of over segmentation are increased. The precisions of the
other combination methods are between the AND and OR operators.
The second combination method seems to be suitable for the extraction
of the active traffic area. The computation is simple and leads with a few
frames to convenient results.
Table 9.17: Results for the extraction of active traffic area using interreso-
lution masks in terms of the precision of over and under segmentation.
PrComb1 PrComb2 PrComb3 PrComb4 PrComb5
Adlershof1 84.1% 92.1% - - -
Adlershof2 68.8% 89.2% 87.4% 82.1% 82.3%
Danziger6 76.1% 93.3% 86.5% 85.5% 89.7%
Danziger7 76.3% 94.3% 87.1% 86.9% 91.7%
Frankfurt10 88.5% 93.2% 93.6% 92.2% 92.0%
Frankfurt11 73.3% 87.8% 86.1% 81.0% 81.3%
RuskaUfer13 85.5% 97.4% 96.0% 95.1% 95.9%
RuskaUfer14 91.5% 96.2% 95.5% 95.1% 95.1%
AdlershofAlt15 84.5% 97.2% 96.0% 92.6% 93.1%
RuskaUfer23 77.8% 94.4% 92.7% 91.0% 92.2%
RuskaUfer24 70.0% 97.0% 92.2% 91.8% 94.5%
RuskaUfer26 65.6% 78.3% 76.0% 75.8% 77.8%
RuskaUfer27 89.0% 97.2% 95.3% 94.3% 95.9%
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9.5 Results of the Resolution Mosaic
Video Segmentation
In this section the results are presented and discussed obtained using the al-
gorithm proposed in Chapter 7 for moving object detection in video surveil-
lance. The previous results for the extraction of the active traffic area from
the 3D wavelet-based algorithm are used as a basis to develop the mosaic
maps. They were created manually by a human operator. For each data
set the area of the background is given the lowest resolution level, while the
active traffic area is divided into regions such that the close views are given
low resolution levels and the far views high resolution levels.
In Fig. 9.26 some scenes are selected which are composed with different
resolutions. The mosaic maps are mounted on the top of the images. The
numbers mounted on the images indicate the number of the analysis lev-
els used by the 2D wavelet transform to create lower resolution levels. The
smaller the number the higher the resolution. For example, the number 5
indicates the fifth analysis level, where each block consists of 32× 32 pixels
and the number 0 indicates the original resolution.
(a) (b)
(c) (d)
Figure 9.26: Resolution mosaic for selected scenes.
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The far views in the scenes are analysed in the highest resolutions. In
such far views the objects appear smaller and move slowly. The close views
are analysed in low resolutions, because the objects usually appear bigger
and move faster than in the other parts of the scene. The background is
analysed in the lowest resolution, since no relevant information is expected
from it.
As soon as the resolution mosaic of two successive frames is ready using
the 2D wavelet transform, the resulting coefficients, the approximation and
all details, are analysed by the 1D wavelet transform in the time domain for
only one level.
Similar to the other introduced algorithms the results here are given sta-
tistically in terms of smallest bounding boxes and graphically using selected
images that help in the discussion.
Fig. 9.27 gives an example of the outputs of the algorithm when applied to
the data set Danziger6. Fig. 9.27(a) shows the ROI extraction corresponding
to the frame shown in Fig. 9.6(e). Each blob in this image represents the
detected motion in two successive frames. In Fig. 9.27(b) the corresponding
bounding boxes are shown, in Fig. 9.27(c) the active traffic area. The results
are better than those obtained so far: the bounding boxes are smaller and
the results are less affected by noise and disturbances caused by unwanted
movements in the background.
(a) (b) (c)
Figure 9.27: Extracted ROI and active traffic area for the scene Danziger
using resolution mosaic 2D+1D algorithm.
Tab. 9.18 contains the results in terms of the smallest bounding boxes.
They can be compared to the results of the fourth combination method. In
the data sets Adlershof the number of bounding boxes is decreased as well
as the rate of the false alarms. The rates of missed objects and delayed de-
tections are as before the best that can be obtained. The results of the data
sets Danziger are only a little better.
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Table 9.18: Results of extracted ROI using the resolution mosaic 2D+1D
algorithm in terms of extracted bounding boxes.
BB FA MO DD
Adlershof1 14 1 7.1% 0 0.0% 0 0.0%
Adlershof2 12 1 8.3% 0 0.0% 0 0.0%
Danziger6 346 6 1.7% 22 5.0% 22 5.0%
Danziger7 168 16 9.5% 13 5.7% 13 5.7%
Frankfurt10 110 5 4.5% 8 5.0% 1 0.6%
Frankfurt11 178 15 8.4% 25 12.8% 5 2.6%
Danziger13 244 13 5.3% 25 9.5% 11 4.2%
Danziger14 500 21 4.2% 31 5.4% 7 1.2%
Stuttgart16 488 22 4.5% 0 0.0% 0 0.0%
Stuttgart20 1302 148 11.4% 206 10.6% 84 4.3%
Danziger23 812 44 5.4% 44 3.7% 27 2.3%
Danziger24 774 227 29.3% 20 2.1% 0 0.0%
Danziger26 502 19 3.8% 52 7.7% 0 0.0%
Danziger27 982 80 8.1% 162 13.7% 33 2.8%
The data sets Frankfurt are much better than that obtained by the in-
terresolution masks. The number of bounding boxes is strongly reduced and
so is the number of the false alarms from 98 (obtained by the fourth com-
bination method) to 20 (the sum of the data sets Frankfurt10 and Frank-
furt11 ). The rate of the missed objects is increased from 8.6% to 9%. In
Fig. 9.28 a comparison is given between the segmentation results using the
3D wavelet-based algorithm 9.28(a), the fourth combination method of the
interresolution masks 9.28(b) and the resolution mosaic 2D + 1D wavelet
algorithm 9.28(c). The result of the resolution mosaic 2D +1D wavelet is
better than the other two results. Due to the darkness of the scene the 3D
wavelet-based algorithm has detected the moving objects in two parts, the
interresolution masks gave a large bounding box around the moving object.
The resolution mosaic overcomes both drawbacks.
The results of the data sets RuskaUfer compared to the results of the
fourth combination method of the interresolution masks are much better
considering all the three error measures.
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(a) (b) (c)
Figure 9.28: Selected results for the scene Frankfurt with bad lighting condi-
tions. (a) Using the 3D wavelet-based algorithm. (b) Interresolution masks.
(c) Resolution mosaic 2D+1D algorithm.
The best reduction is the false alarm rate from 17.3% to 6.1%. In Fig. 9.29
a simple comparison shall point out the advantages of the use of the resolution
mosaic over the conventional 3D wavelet transform and the interresolution
masks. False alarms in the background are eliminated. In the same time the
detection of objects in the far view as well as in the close view are not any
more too large, i.e., the new results are better in the sense of the localisation
of the moving objects.
Figs. 9.29(d), 9.29(e), and 9.29(f) show another example regarding the
localisation for another frame. The number of bounding boxes generated by
the resolution mosaic 2D + 1D wavelet algorithm is less than that generated
by the other two algorithms. The results show better localisation and more
visually convenience.
The segmentation of moving pedestrians in the Stuttgart scenes shows
that the resolution mosaic 2D + 1D wavelet algorithm outperforms almost
all the other methods in terms of the missed object rate 8.8%, and delayed
detection rate 3.6%. The false alarm rate 9.5% is only a little bit reduced
corresponding to that obtained by the fourth combination method of the in-
terresolution masks.
As generalized evaluation can concluded that, this method gives better re-
sults than the other studied methods without the need to have a compromise
between the false alarm rates and the missed object rates.
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(a) (b) (c)
(d) (e) (f)
Figure 9.29: Selected results for the scene RuskaUfer. (a) and (d) Using the
3D wavelet-based algorithm. (b) and (e) Interresolution masks. (c) and (f)
Resolution mosaic 2D+1D algorithm.

Chapter 10
Conclusion
Accurate and reliable image and video segmentation is one of the challenges
in image processing. Although, much work has been contributed towards
this goal, there are still numerous areas for further research.
The contribution of this thesis is the development of new algorithms for
image and video segmentation that are based on the multiresolution analysis.
The algorithms require no prior information about the desired results. They
have been evaluated against known algorithms from the literature using dif-
ferent criteria related to the investigated applications. The main assumption
is that the multiresolution analysis simplifies and speeds up the segmentation
process and increases the accuracy of the results. Various recent methods for
still image segmentation as well as for video segmentation have been surveyed
and are discussed according to the needs of the investigated applications.
In the theoretical background of this thesis two subject areas are the cen-
tre of attention: the multiresolution analysis and the fundamentals of the
variant types of wavelet transform. It is shown that the concept of multire-
solution can be regarded as independent of the wavelet transform. It is an
analysis tool that is older than the wavelet transform and can be performed
using different techniques. The main topic of the wavelet transform funda-
mentals is the expansion of the basic concept of the transform in two and
three dimensions. Various Daubechies wavelets have been introduced and
are discussed. It has been shown that the Haar wavelet is the best wavelet
for the proposed algorithms.
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For still image segmentation the Resolution Mosaic Expectation Maxi-
mization algorithm (RM-EM) is proposed. The image is pre-processed in
such a way, that it is represented in a mosaic of different resolutions. The
level of the resolution for a certain part of the image is based on the infor-
mation content of this part. The new representation is saved in a list. For
the segmentation the conventional EM algorithm is applied to this list.
Fig. 10.1 shows a comparison between the results of the conventional EM
and the RM-EM algorithms for the synthetic quadratic images. The conven-
tional EM algorithm is more sensitive to the noise level than the RM-EM
algorithm. As the noise level increased from std = 10 to std = 20, the over-
all accuracy of the EM algorithm dropped from 99% to 82%. The accuracy
of the RM-EM remained nearly constant for the same increase of the noise
level. Even for the thin line class the RM-EM algorithm gave notable better
precision compared to the EM algorithm.
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Figure 10.1: Sensitivity to noise of the conventional EM and the resolution
mosaic EM. (a) Overall accuracy. (b) Precision of the thin class.
The segmentation process is significantly speeded up. The number of it-
erations needed by the algorithm is reduced from 737 to 25 when a real MRI
is segmented by the RM-EM instead of the EM.
For image sequence segmentation the 3D wavelet-based algorithm is pro-
posed. The algorithm is able to detect moving objects, e.g., in traffic mon-
itoring systems. The most widely used method for such task is based on
background subtraction.
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The use of the 3D wavelet transform avoids the difficulties of the back-
ground estimation and updating in the background subtraction-based algo-
rithms. The 3D wavelet-based algorithm is able to detect the simultaneous
spatial and temporal changes. In the investigated application the detection
of moving objects means to find the moving cars in the observed scene. To
accomplish this, regions of interest are extracted using the 3D wavelet trans-
form as a primary segmentation step. Then the segmentation is improved by
conventional procedures. Finally, the interesting regions are extracted from
the original image sequence by a projection step. This can be considered as
an advantage of the multiresolution analysis, where the processing is done on
a compressed version of the data while the extracted areas are in the resolu-
tion of the original sequence. The results in terms of false alarm rates and
missed object rates are much improved compared to the 2D wavelet-based
algorithm. Fig. 10.2 shows two bar charts comparing the results summarised
from all sets.
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Figure 10.2: Comparison between the 2D and 3D wavelet-based algorithms.
(a) Rate of false alarms. (b) Rate of missed objects.
Different mother wavelets from the Daubechies family have been tested.
The increasing length of the filters associated with the higher order wavelets
leads to overlapping in the analysis. Due to this overlapping the sharp edges
are detected as wide events. For moving object detection in image sequences,
the localisation of the detection plays an important role. Therefore, the
overlapping analysis has to be considered as a disadvantage. It affects the
segmentation by producing enlarged areas.
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Therefore, the use of the higher order Daubechies wavelets cannot be
recommended. For the addressed application of the moving object detection
the use of the Haar wavelet is preferable.
In other applications, such as lossy video compression, the overlapping
analysis can be counted as an advantage. The information content in a cer-
tain segment of the video will be copied in various coefficients. Discarding
some of the coefficients for the purpose of compression will not lead to a
loss of information, since they are represented somewhere else. Thus, as the
overlapping increases, high compression rates with better reconstruction of
the video can be achieved.
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Figure 10.3: Comparison between the 3D and the 2D + 1D wavelet-based
algorithms for the scenes (a) RuskaUfer. (b) Stuttgart.
The second proposal for moving object detection in image sequences is
the use of the resolution mosaic and the 3D wavelet packet analysis. The
new algorithm is based on analysing the spatial domain independently on the
temporal domain. This way it was possible to overcome the first drawback of
the 3D wavelet-based segmentation, namely the enforcement to process the
image sequence in the same spatial and temporal resolution. The 2D + 1D
algorithm uses a proper resolution for each part of the scene. The principle is
to disregard the noise that may be present in the background, and to handle
the motion information in resolutions adjusted to the features of the motion
such as speed and size of the moving objects.
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The results of the experiments were much better than those obtained
by the 3D wavelet-based algorithm considering all tested scenes. For some
special scenes such as the scene of the Stuttgart university campus, the new
algorithm gave acceptable results considering all error measures as shown in
Fig. 10.3.
It is not yet possible to create the mosaic map automatically. Based on
the visual information of the scene and the motion parameters it could be
possible to generate dynamic mosaic maps without prior information or in-
teractive processing.
We have also proposed a concept for a hardware implementation of the
3D wavelet transform. A part of the 3D wavelet-based algorithm was im-
plemented on a Virtex-II Pro FPGA as a primary segmentation step. For
image acquisition the FPGA was connected to a digital camera using 100-
Mbit Ethernet. The FPGA design was able to transform the acquired images
as well as the results of the primary segmentation. The rate of 25 fps (PAL)
or 30 fps (NTSC) is achieved, which is the acquisition rate of the digital
camera. A client PC then processes the results of the primary segmentation
further. The system is considered as an embedded vision system which uses
fast hardware for data acquisition and processing.
Although only a few applications have been tested, the proposed algo-
rithms can be applied in a wide range of other applications. We may test
the 3D wavelet-based algorithm for dynamic segmentation of multichannel
electroencephalographic (EEG) brain signals. An automatic detection of rel-
evant temporal and spatial changes in the EEG map or map sequence could
help for the efficient analysis of various brain activity states, e.g., the reaction
to stimulation.
An open direction for future work could be to extend the use of multire-
solution analysis to fields of the high-level image processing, such as content
based-image processing and video indexing.
The wide spread of amateur multimedia data on news websites and in on-
line social networks suggest to the computer science community to develop
algorithms for efficient access, storage, and manipulation of the data using
semantic features. The amateur multimedia data in general suffer from the
lack of supporting meta data such as meaningful names or keywords in the
description.
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Methods that are based on keywords for indexing and querying are not
any more fitting the available data. New indexing methods based on scene
classification, motion information, or object recognition are nowadays highly
demanded. For example, in sport videos it may be needed to extract au-
tomatically short shots that contain certain activities: offensive-defensive
activities, events: foul and goal, or objects: player or commercials.
Finally, it is noted, that designing an artificial vision system with sim-
ilar performance as the human vision system is a multidisciplinary chal-
lenge. Contributions from the fields of computer vision, artificial intelligence,
biomedical engineering, and psychology are needed. The proposed concepts
and algorithms in this thesis are hoped to make a contribution to future
developments.
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