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ABSTRACT
We consider the combined use of resampling and partial rejec-
tion control in sequential Monte Carlo methods, also known
as particle filters. While the variance reducing properties of
rejection control are known, there has not been (to the best
of our knowledge) any work on unbiased estimation of the
marginal likelihood (also known as the model evidence or the
normalizing constant) in this type of particle filters. Being
able to estimate the marginal likelihood without bias is highly
relevant for model comparison, computation of interpretable
and reliable confidence intervals, and in exact approximation
methods, such as particle Markov chain Monte Carlo. In the
paper we present a particle filter with rejection control that
enables unbiased estimation of the marginal likelihood.
Index Terms— Particle filters, sequential Monte Carlo
(SMC), partial rejection control, unbiased estimate of the
marginal likelihood
1. INTRODUCTION
Rejuvenation of particles in methods based on sequential im-
portance sampling is a crucial step to avoid the weight degen-
eracy problem. Sequential Monte Carlo (SMC) methods typ-
ically use resampling, but there are alternative methods avail-
able. Rejection control, proposed by Liu et al. [1] solves
the degeneracy problem by checking the weights of particles
(or streams in their terminology) at given checkpoints, and
comparing them to given thresholds. Particles with weights
below a certain checkpoint threshold are probabilistically dis-
carded and replaced by new particles that are restarted from
the beginning. Discarding particles that have passed through
all previous checkpoints is quite disadvantageous. Liu pro-
posed a modified version of the algorithm in [2], called par-
tial rejection control, where a set of particles is propagated in
parallel between the checkpoints, and each rejected particle
gets replaced by a sample drawn from the particle set at the
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previous checkpoint (quite similar to resampling), and propa-
gated forward, rather than restarting from the beginning.
Peters et al. [3] combined partial rejection control and re-
sampling: the resampling, propagation and weighting steps
are the same as in standard SMC methods, but an additional
step is performed after the weighting step. Here, the weight
of each particle is compared to a threshold and if it falls be-
low this threshold, the particle is probabilistically rejected,
and the resampling, propagation and resampling steps are re-
peated. This procedure is repeated until the particle gets ac-
cepted. Peters et al. also adapted the algorithm to be used in
an approximate Bayesian computation (ABC) setting.
We consider models with likelihoods and our contribution
is a non-trivial modification of the particle filter with rejec-
tion control, allowing us to define an unbiased estimator of
the marginal likelihood. This modification is very simple to
implement: it requires an additional particle and counting the
number of propagations. The unbiasedness of the marginal
likelihood estimator opens for using particle filters with re-
jection control in exact approximate methods such as particle
marginal Metropolis-Hastings (PMMH, [4]), model compari-
son, and computation of interpretable and reliable confidence
intervals.
2. BACKGROUND
2.1. State space model
State space models are frequently used to model dynamical
systems where the state evolution exhibits the Markov prop-
erty (i.e., the state at time t only depends on the state at time
t−1 but not on the state at any earlier time). Further, the state
is not observed directly, but rather via measurements depend-
ing (stochastically) only on the state at the same time.
Let xt denote the state at time t and yt the corresponding
measurement. The state space model can be represented using
probability distributions:
x0 ∼ µ0(·), xt ∼ ft(·|xt−1), yt ∼ gt(·|xt).
The inference goal is to estimate posterior distributions of
(a subset of) the state variables given a set of measurements,
Algorithm 1 Bootstrap particle filter (BPF)
ẐBPF ← 1
for n = 1 to N do ⊲ Initialize
x
(n)
0 ∼ µ0, w
(n)
0 ← 1
end for
for t = 1 to T do
for n = 1 toN do
a(n) ∼ C({w
(m)
t−1}
N
m=1) ⊲ Resample
x
(n)
t ∼ ft(·|x
(a(n))
t−1 ) ⊲ Propagate
w
(n)
t ← gt(yt|x
(n)
t ) ⊲Weight
end for
ẐBPF ← ẐBPF
∑N
n=1 w
(n)
t /N
end for
and to estimate the expected value of test functions with re-
spect to these distributions. We are usually interested in the
joint filtering distribution p(x0:t|y1:t) and the filtering distri-
bution p(xt|y1:t), where x0:t denotes the sequence of all states
until time t, i.e. x0, x1, . . . , xt, and similarly for y1:t.
2.2. Particle filters
Particle filters are sampling-based methods that construct sets
St of N weighted samples (particles) to estimate the filtering
distribution p(xt|y1:t) for each time t. The baseline bootstrap
particle filter creates the initial set S0 by drawingN samples
from µ0, i.e.,
S0 =
{
(x
(n)
0 , w
(n)
0 )
∣∣∣ x(n)0 ∼ µ0, w(n)0 = 1}N
n=1
.
The set St at time t is constructed from the previous set of
particles St−1 by repeatedly (N times) choosing a particle
from St−1 with probabilities proportional to their weights
(this step is called resampling), drawing a new sample x
from ft(·|x
(a)
t−1) where a is the index of the chosen particle
(propagation), and setting its weight to gt(yt|x) (weighting):
St =
{
(x
(n)
t , w
(n)
t )
∣∣∣ an ∼ C({w(m)t−1}Nm=1)
x
(n)
t ∼ ft(·|x
(an)
t−1 ),
w
(n)
t = gt(yt|x
(n)
t )
}N
n=1
.
Here, C denotes the categorical distribution with the unnor-
malized event probabilities specified as the parameter. The
crucial element of the particle filters is the resampling step
that avoids the weight degeneracy problem of sequential im-
portance sampling. The pseudocode for the bootstrap particle
filter is listed as Algorithm 1.
The unbiased estimator ẐBPF of the marginal likelihood
p(y1:T ) (unbiased in the sense that E[ẐBPF] = p(y1:T )) is
given by [5]:
ẐBPF =
T∏
t=1
1
N
N∑
n=1
w
(n)
t .
Particle filters are a family of different variants of this al-
gorithm. These variants use different proposal distributions to
choose the initial set of samples, to propagate or to resample
particles and use appropriate changes in the calculation of the
importance weights w.r.t. the filtering distributions. In order
to reduce the variance of estimators, some methods do not re-
sample at each time step, but only when a summary statistics
of weights crosses a given threshold, e.g., when the effective
sample size (ESS) falls below νN , where ν ∈ [0, 1] is a tun-
ing parameter.
In probabilistic programming, the state space model can
be used to model program execution and particle filters are
used as one of the general probabilistic programming infer-
ence methods. Examples of probabilistic programming lan-
guages that use particle filters and SMC for inference include
Anglican [6], Biips [7], Birch [8], Figaro [9], LibBi [10], Ven-
ture [11], WebPPL [12] and Turing [13].
3. PARTICLE FILTER WITH REJECTION
CONTROL
In certain models, such as models with jump processes or
rare-event processes, or when the measurements contain out-
liers, the weights of many particles after propagation and
weighting might be rather low or even zero. This decreases
the ESS and thus increases the variance of the estimators of
interest.
Below we present the particle filter with rejection control
(PF-RC) that ensures that the weights of all particles in the
particle set St are greater than or equal to a chosen threshold,
denoted by ct > 0. The process of drawing new particles
in PF-RC is almost identical to the process for the bootstrap
particle filter described in the previous section, with one ad-
ditional step that we will refer to as the acceptance step, de-
scribed in the next paragraph.
Let (x
′(n)
t , w
′(n)
t ) denote the particle after the resampling,
propagation and weighting steps. The particle is accepted
(and added to St) with probability min(1, w
′(n)
t /ct). If ac-
cepted, the particle weight is lifted to max(w
′(n)
t , ct). If the
particle is rejected, the resampling, propagation, weighting
and acceptance steps are repeated until acceptance. The fol-
lowing table summarizes the acceptance step:
Condition Acc. prob. If accepted If rejected
w
′(n)
t ≥ ct 1 w
(n)
t ← w
′(n)
t —
x
(n)
t ← x
′(n)
t
w
′(n)
t < ct w
′(n)
t /ct w
(n)
t ← ct Sample new
x
(n)
t ← x
′(n)
t x
′(n)
t
Algorithm 2 Particle filter with rejection control (PF-RC)
Ẑ ← 1
for n = 1 to N do ⊲ Initialize
x
(n)
0 ∼ µ0, w
(n)
0 ← 1
end for
for t = 1 to T do
Pt ← 0
for n = 1 toN do
repeat
a(n) ∼ C({w
(m)
t−1}
N
m=1) ⊲ Resample
x
(n)
t ∼ ft(·|x
(a(n))
t−1 ) ⊲ Propagate
w
(n)
t ← gt(yt|x
(n)
t ) ⊲Weight
Pt ← Pt + 1
α ∼ Bernoulli(min(1, w
(n)
t /ct))
until α ⊲ Accept / reject
w
(n)
t ← max(w
(n)
t , ct) ⊲ Update the weight
end for
repeat ⊲ Additional particle
a′ ∼ C({w
(m)
t−1}
N
m=1)
x′ ∼ ft(·|x
(a′)
t−1)
w′ ← gt(yt|x′)
Pt ← Pt + 1
α ∼ Bernoulli(min(1, w′/ct))
until α
Ẑ ← Ẑ(
∑N
n=1 w
(n)
t )/(Pt − 1)
end for
An important difference compared to the bootstrap particle
filter is that we also use the same procedure (i.e., the resam-
pling, propagation and acceptance steps) to sample one addi-
tional particle. This particle is not added to the particle set
and its weight is not used either, but the number of propaga-
tion until its acceptance is relevant to the estimation of the
marginal likelihood p(y1:T ).
Let Pt denote the total number of propagation steps per-
formed in order to construct St as well as the additional par-
ticle. By the total number we mean that the propagation steps
for both rejected and accepted particles are counted. The es-
timate Ẑ of the marginal likelihood p(y1:T ) is given by
Ẑ =
T∏
t=1
∑N
n=1 w
(n)
t
Pt − 1
.
Theorem. The marginal likelihood estimator Ẑ is unbiased
in sense that E[Ẑ] = p(y1:T ).
Proof. See Appendix A.
The pseudocode for the PF-RC is listed as Algorithm 2.
The gray color marks the part that is the same as in the boot-
strap particle filter.
The question remains of how to choose the thresholds
{ct}. One option is to use some prior knowledge (that can
Table 1. Comparison of the filters for the model with outliers.
See also the description in the text.
c N ρ ESS
ESS var ρ var
/ρ log Ẑ log Ẑ
BPF 1024 1.00 101.6 101.6 2.18 2.18
P
F
-R
C
10−14
1024
1.06 180.1 169.8 1.13 1.20
10−13 1.08 285.8 264.0 1.08 1.17
10−12 1.12 386.1 346.1 1.02 1.14
10−11 1.17 460.2 394.8 0.90 1.05
10−10 1.25 471.0 377.9 0.87 1.08
10−9 1.38 491.9 356.3 0.76 1.04
10−8 1.62 568.0 350.4 0.65 1.06
BPF 1200 1.17 185.6 158.3 1.91 2.24
be obtained by pilot runs of a particle filter) and choose fixed
thresholds. Liu et al. [1] mention several options for de-
termining the thresholds dynamically after propagating and
weighting all particles for the first time at each time step,
using a certain quantile of these weights or a weighted av-
erage of the minimum, average and maximum weight, i.e.,
ct = p1 minw
′
t + p2w¯
′
t + p3 maxw
′
t, where all pi > 0 and
p1 + p2 + p3 = 1. In general, setting the thresholds dynami-
cally in each run breaks the unbiasedness of the marginal like-
lihood estimator (as demonstrated by an example in Appendix
B).
Note that the alive particle filter [14] can be obtained as a
limiting case of the particle filter with rejection control when
all ct → 0. Instead of α ∼ Bernoulli(min(1, w/ct)) we need
to use α ← true if w > 0 and false otherwise, but the rest of
the algorithm remains the same.
4. EXPERIMENTS
4.1. Linear Gaussian states space model with outliers
The particle filter with rejection control may be useful in situ-
ations where measurements include outliers. To demonstrate
this we considered the following linear Gaussian state space
model:
x0 ∼ N (0, 0.25), xt ∼ N (0.8xt−1, 0.25),
yt ∼ N (xt, 0.1).
We simulated a set of measurements with outliers by replac-
ing the measurement equation with yt ∼ 0.9N (xt, 0.1) +
0.1N (0, 1), and used these measurements in a set of ex-
periment with both the BPF and a set of PF-RC with the
thresholds at all checkpoints equal to a given value, i.e.
ct = c, where c ∈ {10−14, 10−13, . . . , 10−8}. We ran
each filter M = 1000 times using N = 1024 particles,
collected a set of the estimates {Ẑm}Mm=1 of the marginal
likelihood, and calculated several summary statistics, pre-
sented in Table 1. Here, the effective sample size ESS means
Table 2. Comparison of the filters for the object tracking
problem.
Per-
N ρ ESS
ESS var ρ var
centile /ρ log Ẑ log Ẑ
BPF 4096 1.00 8.5 8.5 482.00 482.00
P
F
-R
C
50
4096
2.68 4.3 1.6 94.75 253.68
60 2.13 6.8 3.2 44.58 94.83
70 1.99 8.7 4.4 35.22 70.18
80 2.35 10.1 4.3 32.30 75.95
90 3.39 13.7 4.0 14.63 49.54
95 4.78 32.0 6.7 3.95 18.87
99 7.97 44.6 5.6 1.08 8.65
BPF 32650 7.97 10.7 1.3 14.39 114.67
(
∑M
m=1 Ẑm)
2/
∑M
m=1 Ẑ
2
m, and ρ denotes the average num-
ber of propagations relatively to the number of propagation in
the bootstrap particle filter with the same number of particles.
The filter that maximized ESS/ρ used 1.17 times more
propagations than the baseline BPF, so we also repeated the
experiment using a BPF with 1200 particles to match the
number of propagations; the results are shown in the last row.
4.2. Object tracking
We implemented the particle filter with rejection control as an
inference method in the probabilistic programming language
Birch [8]. We used the multiple object tracking model from
[8] but restricted it to two objects that both appear at the initial
time within the target area for computational purposes.
We used the program to simulate the tracks and measure-
ments for 50 time steps. We ran experiments using 50-th,
60-th, 70-th, 80-th, 90-th, 95-th and 99-th percentiles as the
thresholds, but in order to keep the marginal likelihood esti-
mates unbiased, we first ran the program once for each of the
percentiles (using 32768 particles) and saved the threshold
values. We then ran the programM = 100 times for each of
the percentiles, using the saved values as fixed thresholds and
with only N = 4096 particles. In case where the threshold
was 0, we fell back to accepting all particles. We compared
the marginal likelihood estimates with the estimates obtained
by running the program with the BPF inference. The results
are summarized in Table 2 and Fig. 1.
We also repeated the experiments using a bootstrap parti-
cle filter with 32650 particles (to match the number of prop-
agations in the filter with the 99-th percentile), the results are
presented in the last row of the table.
5. DISCUSSION AND CONCLUSION
In this paper we presented a particle filter with rejection con-
trol (PF-RC) that enables unbiased estimation of the marginal
likelihood. We briefly mentioned several situations where the
BPF 50% 60% 70% 80% 90% 95% 99%
Percentile
−3810
−3800
−3790
−3780
−3770
−3760
−3750
−3740
lo
g
Ẑ
Fig. 1. Box plot of log Ẑ for the object tracking problem.
unbiasedness is important. We also showed a couple of ex-
amples that demonstrated the potential of the method. As we
saw, the PF-RC outperformed (in terms of ESS and var log Ẑ)
the bootstrap particle filter (BPF) even when the latter used
more particles and matched the total number of propagations.
This is due to the fact that the number of propagations varies
between the time steps in PF-RC, and more propagations are
used “where it is needed”, while BPF uses the same number
of propagations at each time step. The PF-RC also needs to
use less memory compared to the BPF with the matched num-
ber of propagations, which might be an important advantage
in problems requiring many particles. On the other hand, it
might not always be clear how to determine the thresholds. In
our future work we wish to look into this question, especially
in the context of using PF-RC in exact approximate methods
such as particle marginal Metropolis-Hastings method.
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A. PROOF OF UNBIASEDNESS OF THE MARGINAL LIKELIHOOD ESTIMATOR
The proof follows the proof of unbiasedness of the marginal likelihood estimator for the alive particle filter given in [14].
Lemma 1.
E
[∑N
n=1 w
(n)
t
Pt − 1
∣∣∣∣∣St−1
]
=
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
p
(
yt
∣∣∣x(n)t−1) .
Proof. For brevity we omit conditioning on St−1 in the notation. A candidate sample x′ is constructed by drawing a sample
from St−1 with the probabilities proportional to the weights {w
(n)
t−1} and propagating it forward to time t, i.e.
x′ ∼
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
x′
∣∣∣x(n)t−1) .
The candidate sample x′ is accepted with probabilitymin(1, gt(yt|x′)/ct). If the sample is rejected, a new candidate sample is
drawn from the above-mentioned distribution. The acceptance probability pAt is given by
pAt =
∫
min
(
1,
gt(yt|x
′)
ct
) N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
x′
∣∣∣x(n)t−1) dx′.
Accepted samples are distributed according to the following distribution:
xt ∼
1
pAt
min
(
1,
gt(yt|xt)
ct
) N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
xt
∣∣∣x(n)t−1)
and the expected value of the weight wt = max(gt(yt|xt), ct) of an accepted sample is given by
E[wt] =
∫
max (gt(yt|xt), ct)
1
pAt
min
(
1,
gt(yt|xt)
ct
) N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
xt
∣∣∣x(n)t−1) dxt.
Note that max (gt(yt|xt), ct) × min(1, gt(yt|xt)/ct) = gt(yt|xt). To prove that, consider two cases: if gt(yt|xt) ≥ ct, the
result of the multiplication is gt(yt|xt)× 1 = gt(yt|xt); if gt(yt|xt) < ct, the result is ct× gt(yt|xt)/ct = gt(yt|xt). (This also
gives an intuition about why the weight gets lifted to ct in the case of acceptance with wt < ct.) Using this we have that:
E[wt] =
∫
gt(yt|xt)
1
pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
xt
∣∣∣x(n)t−1) dxt = 1pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
∫
ft
(
xt
∣∣∣x(n)t−1) gt(yt|xt)dxt
=
1
pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
p
(
yt
∣∣∣x(n)t−1) .
The number of propagations Pt is a random variable distributed according to the negative binomial distribution with the
number of successes N + 1 and the probability of success pAt :
P (Pt = D) =
(
D − 1
(N + 1)− 1
)
pN+1
At
(1− pAt)
D−(N+1).
Finally, the expected value of
∑N
n=1 w
(n)
t /(Pt − 1)
E
[∑N
n=1 w
(n)
t
Pt − 1
]
=
∞∑
D=N+1
NE[wt]
D − 1
(
D − 1
N
)
pN+1
At
(1 − pAt)
D−(N+1)
= NE[wt]
∞∑
D=N+1
1
D − 1
(
D − 1
N
)
pN+1
At
(1 − pAt)
D−(N+1) = NE[wt]
pAt
N
=
N∑
n=1
w
(n)
t−1∑N
m=1w
(m)
t−1
p
(
yt
∣∣∣x(n)t−1) .
The rest of the proof is identical to the proof in [14], which we include below for completeness.
Lemma 2.
E
∑Nn=1 w(n)t p
(
yt+1:t′
∣∣∣x(n)t )
Pt − 1
∣∣∣∣∣∣St−1
 = N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
p
(
yt:t′
∣∣∣x(n)t−1) .
Proof. Similar to the proof of Lemma 1 we have that
E[wtp(yt+1:t′ |xt)] =
∫
1
pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
ft
(
xt
∣∣∣x(n)t−1) gt(yt|xt)p(yt+1:t′ |xt)dxt
=
1
pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
∫
ft
(
xt
∣∣∣x(n)t−1) gt(yt|xt)p(yt+1:t′ |xt)dxt
=
1
pAt
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
p
(
yt:t′
∣∣∣x(n)t−1) .
Using this result we have that
E
∑Nn=1 w(n)t p
(
yt+1:t′
∣∣∣x(n)t )
Pt − 1
 = ∞∑
D=N+1
NE[wtp(yt+1:t′ |xt)]
D − 1
(
D − 1
N
)
pN+1
At
(1− pAt)
D−(N+1)
= NE[wtp(yt+1:t′ |xt)]
∞∑
D=N+1
1
D − 1
(
D − 1
N
)
pN+1
At
(1− pAt)
D−(N+1)
= NE[wtp(yt+1:t′ |xt)]
pAt
N
=
N∑
n=1
w
(n)
t−1∑N
m=1 w
(m)
t−1
p
(
yt:t′
∣∣∣x(n)t−1) .
Lemma 3.
E
[
t∏
t′=t−h
∑N
n=1 w
(n)
t′
Pt′ − 1
∣∣∣∣∣St−h−1
]
=
N∑
n=1
w
(n)
t−h−1∑N
m=1 w
(m)
t−h−1
p
(
yt−h:t
∣∣∣x(n)t−h−1) .
Proof. By induction. The base step for h = 0 was proved in Lemma 1. In the induction step, let us assume that the equality
holds for h and prove it for h+ 1:
E
[
t∏
t′=t−h−1
∑N
n=1 w
(n)
t′
P ′t − 1
∣∣∣∣∣St−h−2
]
= E
[
E
[
t∏
t′=t−h
∑N
n=1 w
(n)
t′
P ′t − 1
∣∣∣∣∣St−h−1
] ∑N
n=1 w
(n)
t−h−1
Pt−h−1 − 1
∣∣∣∣∣St−h−2
]
(using the induction assumption)
= E
[
N∑
n=1
w
(n)
t−h−1∑N
m=1 w
(m)
t−h−1
p
(
yt−h:t
∣∣∣x(n)t−h−1) ∑Nn=1 w(n)t−h−1Pt−h−1 − 1
∣∣∣∣∣St−h−2
]
= E
[
N∑
n=1
w
(n)
t−h−1
Pt−h−1 − 1
p
(
yt−h:t
∣∣∣x(n)t−h−1)
∣∣∣∣∣St−h−2
]
(using Lemma 2)
=
N∑
n=1
w
(n)
t−h−2∑N
m=1 w
(m)
t−h−2
p
(
yt−h−1:t
∣∣∣x(n)t−h−2) .
Theorem.
E
 T∏
t=1
N∑
n=1
w
(n)
t
Pt − 1
 = p(y1:T ).
Proof. Using Lemma 3 with t = T, h = T − 1 and
E
[
1
N
N∑
n=1
p
(
y1:T
∣∣∣x(n)0 )
]
= p(y1:T ).
B. BIASEDNESS OF THE MARGINAL LIKELIHOOD ESTIMATOR WITH DYNAMIC THRESHOLDS
Consider the following example: There are two coins on a table, one fair (F) and one biased (B). The probability of getting
head (H) and tail (T) using the biased coin are 0.8 and 0.2, respectively. We choose a coin (uniformly at random) and flip it.
The probability that the outcome will be head is
p(Y = H) = p(Y = H|X = F)p(X = F) + p(Y = H|X = B)p(X = B) =
= 0.5× 0.5 + 0.8× 0.5 = 0.65,
whereX denotes the selected coin (either F or B) and Y denotes the observed outcome (either H or T).
Although this is quite a trivial example, we can still use it to show that using dynamic thresholds, such as quantiles deter-
mined in each sweep, may lead to a biased estimate of the marginal likelihood. Note that if the thresholds are constant in all
sweeps, the marginal likelihood is unbiased as shown in the proof in Appendix A.
Let us employ a particle filter with rejection control (although there is only one time step) to estimate p(Y = H). We
will use the median of the candidate weights after the first propagation of each particle (including the additional particle) as
the threshold. To demonstrate the biasedness of the estimator, we consider a filter with only one particle (i.e., N = 1). The
estimator of the marginal likelihood is in this case given by:
Ẑ =
w(1)
P − 1
.
There exist four possible states of the initial candidate particles (including the additional particle) after the propagation step:
Case x′(1) x′(2) w′(1) w′(2) Median
1 H H 0.8 0.8 0.8
2 T T 0.5 0.5 0.5
3 H T 0.8 0.5 0.65
4 T H 0.5 0.8 0.65
Each of these cases is equally likely (the probability of each one being 0.25).
In the first case, both weights are equal to the threshold so both particles are accepted,w(1) = 0.8, P = 2 andE[Ẑ|case 1] =
0.8.
Using a similar reasoning we get E[Ẑ|case 2] = 0.5 for the second case.
The remaining cases are more difficult. Let pF = 0.5/0.65 denote the acceptance probability of a particle with weight
w′ = 0.5, and pA = 0.5 × 1 + 0.5 × 0.5/0.65 denote the acceptance probability of a restarted particle (its weight being
irrelevant).
In the third case, the weight w(1) of the accepted particle is 0.8, but the number P of propagations varies. The expected
value of Ẑ is given by
E[Ẑ|case 3] = pF
0.8
2− 1
+ (1− pF )
∞∑
P=3
0.8
P − 1
(1− pA)
P−3pA
= 0.8
(
pF + (1 − pF )
pA(pA − log(pA)− 1)
(1− pA)2
)
≈ 0.70392
The fourth case is even more complicated, as we need to distinguish between the case where the weight w(1) of the accepted
particle is 0.8 and the case where the weight is 0.65:
E[Ẑ|case 4] = pF
0.65
2− 1
+ (1− pF )
∞∑
P=3
0.8
P − 1
(1− pA)
P−30.5 + (1− pF )
∞∑
P=3
0.65
P − 1
(1 − pA)
P−30.5
0.5
0.65
= 0.65
(
pF + (1− pF )
pA − log(pA)− 1
(1− pA)2
)
≈ 0.58132
Finally, we can show that the expected value of Ẑ is not equal to p(Y = H):
E[Ẑ] = 0.25E[Ẑ|case 1] + 0.25E[Ẑ|case 2] + 0.25E[Ẑ|case 3] + 0.25E[Ẑ|case 4] ≈ 0.64631 6= 0.65.
