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Dans ce projet, on propose une modification aux composantes principales multi-
echelles (MPC). Les MPC sont des bases orthonormales adaptatives multi-
echelles avec support compact. L'objectif du projet est d'augmenter 
l'adaptabilite de ces bases multi-echelles tout en preservant la proportion de 
vecteurs de petites echelles par 1'introduction d'un double chevauchement entre 
les supports des vecteurs sur chaque niveau de petites echelles. Ces nouvelles 
bases portent le nom de composantes principales multi-echelles a double 
chevauchement (DOMPC). A partir du probleme d'optimisation des MPC 
disjointes, ce chevauchement se traduit par l'ajout de deux nouvelles contraintes 
quadratiques d'orthogonalite. Deux methodes ont ete explorees pour resoudre ce 
nouveau probleme d'optimisation. 
La premiere methode appelee le Zipper est basee sur un algorithme iteratif qui 
consiste a generer des vecteurs qui convergent vers une solution du probleme 
d'optimisation. Partant du fait que chaque vecteur d'un meme niveau de petite 
echelle doit etre orthogonal a deux decalages de lui-meme, on genere 
successivement un vecteur qui repond au probleme d'optimisation et qui est 
orthogonal a des decalages de deux vecteurs generes lors des iterations 
precedentes. A la premiere iteration, on choisit des vecteurs initiaux aleatoires. 
Cette approche permet a premiere vue de resoudre le probleme d'optimisation 
sans avoir a y ajouter les deux contraintes quadratiques d'orthogonalite qui le 
rendent plus complexe a solutionner. Malgre la simplicite de cette methode, les 
resultats obtenus manquent de fiabilite. En effet la convergence de cet 
algorithme n'est pas garantie. Lorsque la convergence n'est pas obtenue, on 
obtient des solutions qui ne respectent pas les contraintes quadratiques. Apres 
plusieurs tentatives infructueuses pour pallier a ce probleme, cette approche a ete 
abandonnee. 
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La seconde approche consiste a resoudre le probleme d'optimisation en 
approximant la solution en effectuant la recherche d'une solution dans un sous-
espace lineaire. On propose de chercher la solution sous la forme d'une 
combinaison lineaire de trois vecteurs propres ayant des valeurs propres faibles. 
Ces vecteurs propres sont obtenus a partir de la matrice de correlation du signal 
calculee a chacun des niveaux des petites echelles. Cette approche permet 
d'obtenir une solution approximative du probleme d'optimisation et de trouver 
des solutions qui satisfont les contraintes quadratiques contrairement a la 
premiere approche. Les bases DOMPC obtenues ont la meme proportion de 
vecteurs de petites echelles que les bases MPC, mais les vecteurs des bases 
DOMPC possedent environ trois fois plus de degres de liberte. Cela represente 
une amelioration significative de 1'adaptability des bases generees. 
On a procede a des experiences de compression et de filtrage pour comparer les 
performances des bases DOMPC par rapport a certaines bases d'ondelettes. Huit 
signaux ont ete etudies : une sinuso'ide, une onde carree, une onde triangulaire, 
une onde oscillante de longue periode, un bruit blanc lisse, une section ID d'une 
image d'empreinte digitale, un extrait de musique numerise et un signal constant 
par morceaux. La compression a ete effectuee avec les bases DOMPC-9, 
DOMPC-15, Daubechies-4 et Daubechies-8. 
Les bases DOMPC performent beaucoup mieux que les ondelettes pour les 
signaux de faible dimension (sinuso'ide, onde carree, onde triangulaire et onde 
oscillante de longue periode). Par exemple les bases DOMPC-9 et DOMPC-15 
reproduisent la sinuso'ide presque parfaitement (SNR > 250 dB) avec seulement 
1% et 7% des coefficients, comparativement aux bases d'ondelettes qui necessite 
environ 50% des coefficients pour reproduire une reconstruction de 100 dB. Des 
resultats similaires ont ete obtenus pour l'onde carree, l'onde triangulaire et le 
signal oscillant de longue periode. 
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Pour les autres signaux (bruit blanc lisse, empreinte digitale, extrait de musique 
et signal constant par morceaux), les performances de compression pour les 
bases DOMPC et d'ondelettes sont plus semblables. Les bases DOMPC 
performent aussi bien que les ondelettes pour le bruit blanc lisse et pour 1'image 
d'empreinte digitale. Pour l'extrait de musique, les bases DOMPC performent 
mieux que les bases d'ondelettes avec un SNR superieur de 10 a 15 dB, ce qui 
correspond environ a un facteur dix. Pour le signal constant par morceaux, les 
ondelettes performent mieux que les bases DOMPC. 
Les experiences de filtrage ont ete effectuees sur la sinusoi'de, l'onde carree et le 
signal constant par morceaux. Le bruit ajoute est un bruit blanc uniformement 
distribue multiplie par une fonction gaussienne centree. Le filtrage a ete effectue 
avec les bases DOMPC-15, Daubechie-8, Coiflet-3 et Symlet-8. Deux types de 
filtrage ont ete testes : le hard thresholding et le shrinking. Les resultats 
montrent que la base DOMPC est plus efficace pour filtrer la sinusoi'de et l'onde 
carree que les bases d'ondelettes. Par exemple, pour le filtrage de type hard 
thresholding de la sinusoi'de, la base DOMPC permet d'obtenir un SNR 
d'environ 47 dB contre 23 dB pour la meilleure base d'ondelettes. Les 
performances pour l'onde carree sont semblables a celles obtenues pour de la 
sinusoi'de. Pour le signal constant par morceaux, les performances de la base 
DOMPC sont comparables a celles des bases d'ondelettes fournissant des SNR 
variants de 10 dB a 12 dB. 
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ABSTRACT 
In this project, we propose an improvement to multiscale principal components 
(MPC). MPC are orthonormal adaptive multiscale bases with compact support. 
The objective of this project is to increase the adaptability of these multiscale 
bases while preserving the proportion of small scale vectors by adding a double 
overlap between the vectors' supports on each small scale levels. These new 
bases are called double overlap multiscale principal components (DOMPC). 
Starting from the MPC's optimization problem, this overlap introduces two new 
quadratics orthogonality constraints. Two methods for resolving this new 
optimization problem have been explored. 
The first method called the Zipper is an iterative method generating vectors that 
converge toward an optimization problem's solution. Each small scale vector 
must be orthogonal to two translations of itself. We generate vectors that satisfy 
the optimization problem and that are orthogonal to shifted vectors generated at 
previous iterations. At the first iteration, we choose two initial random vectors. 
This approach seems to solve the optimization problem without adding to it the 
two orthogonal quadratic constraints, which makes it more complex to solve. 
Despite this method's simplicity, it lacks reliability. In fact, the algorithm's 
convergence is not guaranteed. When there is no convergence, we obtain 
solutions that do not respect the orthogonal quadratic constraints. After many 
unsuccessful attempts to settle this problem, this approach was abandoned. 
The second method consists of searching an approximate optimization problem's 
solution by search in vector subspace. We propose to search a solution in form of 
a linear combination of three eigenvectors associated to small eigenvalues. 
Those eigenvectors are obtained from the signal's correlation matrix calculated 
at each small scale levels. This approach gives an approximate optimization 
problem's solution that respects the quadratic orthogonal constraints, contrarily 
to the first method. The DOMPC bases obtained have the same proportion of 
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small scale vectors than MPC bases, but the bases vectors have about three times 
the number of degree of freedom. This represents a significant improvement of 
the bases' adaptability. 
We proceeded to compression and denoising experiments to compare the 
performances of the DOMPC bases and some wavelet bases. A total of eight 
signals were studied: a sinusoidal signal, a square wave, a triangular wave, a 
long-period oscillating signal, a smoothed noise, an one-dimensional section of a 
fingerprint image, an instrumental music signal and a piecewise constant signal. 
The compression was done using DOMPC-9, DOMPC-15, Daubechies-4 and 
Daubechies-8 bases. 
The DOMPC bases performed much better than the wavelets for low-
dimensional signal (sinusoidal signal, square wave, triangular wave and long-
period oscillating signal). For instance, DOMPC-9 and DOMPC-15 bases 
provide a near perfect reconstruction (SNR > 250 dB) of the sinusoidal signal 
with only 1% and 7% of the total coefficients, compared to the wavelet bases 
that need about 50% of the coefficients for a reconstruction of 100 dB. Similar 
results are obtained for the square wave, triangular wave and the long-period 
oscillating signal. 
For the other signals (smoothed noise, one-dimensional section of a fingerprint 
image, instrumental music signal and piecewise constant signal), the 
compression performances of the DOMPC and wavelet bases are more similar to 
each other. The DOMPC bases perform as well as wavelet bases for the 
smoothed noise and fingerprint image. For the instrumental music signal, 
DOMPC bases perform better than wavelets providing an SNR higher by 10 to 
15 dB, which corresponds roughly to a factor often. For the piecewise constant 
signal, the wavelet bases perform better than the DOMPC bases. 
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The denoising experiments were done on the sinusoidal signal, the square wave 
and the piecewise constant signal. The added noise is a uniformly distributed 
zero-mean and unit variance white noise which is multiplied by a centered 
gaussian. We used the DOMPC-15, Daubechie-8, Coiflet-3 and Symlet-8 bases. 
Two different types of filtering were used: hard thresholding and shrinking. The 
results show that the DOMPC basis performs much better than the wavelets for 
denoising the sinusoidal signal and the square wave. For instance, using hard 
thresholding filtering on the sinusoidal signal, the DOMPC basis provides a 
SNR of 47 dB compared to 23 dB for the best wavelet. The performances of the 
DOMPC basis for the square wave signal are comparable to those obtained with 
the sinusoidal signal. For the piecewise constant signal, the performances of the 
DOMPC basis and the wavelet bases are similar providing SNR from 10 dB to 
12 dB. 
XI 
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Dans le monde d'aujourd'hui, on utilise une abondance de signaux numeriques 
notamment a cause de 1'informatisation et de la croissance des technologies de 
1'information. Un signal numerique peut etre decrit comrae une information 
representee sous la forme d'une suite ordonnee de nombres. Plusieurs domaines 
utilisent les signaux numeriques comme par exemple la telephonie cellulaire, le 
transfert et le stockage de musiques sur ordinateur (e.g. le format de musique 
mp3), les reseaux de diffusion televisuels, etc. Le domaine du traitement de 
signal est une discipline qui etudie et developpe des algorithmes d'analyse et 
d'interpretation de signaux. On y utilise notamment des representations des 
signaux dans diverses bases vectorielles. Une base qui exprime un signal avec un 
maximum de coefficients nuls ou quasi-nuls est un exemple d'une bonne 
representation. 
La transformee de Fourier discrete est un exemple de representation utilisee en 
traitement de signal. Cette representation decompose le signal analyse dans une 
fenetre en une somme de sinus et de cosinus de diverses frequences. Cette 
transformee permet d'obtenir le spectre frequentiel d'un signal. Comme les 
supports des vecteurs de base (sinus et cosinus) couvrent la totalite de la taille de 
la fenetre d'analyse, la transformee de Fourier est mal adaptee a un traitement ou 
une analyse locale du signal, e.g. le filtrage d'un bruit localise. 
L'analyse en ondelettes discretes est une autre representation utilisee en 
traitement de signal. La transformee en ondelettes discretes permet de projeter 
un signal S dans une base orthonormale multi-echelles. Si on denote les 
vecteurs de base par iP , ou n est un parametre d'echelle et m un parametre de 




Les vecteurs de niveau n < N sont des vecteurs de petites echelles. Ces vecteurs 
sont non-nuls sur un intervalle restreint et nuls (ou quasi-nuls) ailleurs. Les 
vecteurs de niveau n = N sont des vecteurs de grande echelle, qui ont un 
support qui couvre la totalite de la fenetre. La transformee en ondelettes offre la 
possibilite d'utiliser une multitude de bases d'ondelettes differentes ce qui 
permet une certaine latitude lors de l'analyse d'un signal. Cependant, ce vaste 
nombre d'ondelettes peut aussi causer un probleme de choix de la base optimale 
pour analyser un signal. Les bases d'ondelettes ont ete creees de maniere a ce 
que leurs vecteurs soient orthogonaux aux polynomes de degre inferieur a k. Ce 
dernier parametre depend de l'ondelette utilisee. La decomposition d'un signal 
polynomial par morceaux produira ainsi un grand nombre de coefficients 
d'ondelettes nuls ou quasi-nuls. 
L'analyse en composantes principales, aussi connue sous le nom de transformee 
de Karhunen-Loeve, est une autre representation couramment utilisee en 
traitement de signal. Les composantes principales permettent de representer un 





basee sur la norme euclidienne, soit minimale pour p = 1,..., P. On peut 
montrer que cette base vectorielle est composee des vecteurs propres 
orthonormaux de la matrice de correlation du signal analyse. Ces vecteurs sont 
classes en ordre decroissant par rapport aux valeurs propres. L'approximation 
d'un signal est obtenue en ne conservant que les coefficients associes aux 
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premiers vecteurs de base. II s'agit d'une representation qui est adaptative au 
signal analyse, c'est-a-dire que les vecteurs de base sont crees en fonction de ce 
signal. Tout comme la transformee de Fourier, Panalyse en composante 
principale est mal adaptee a l'analyse locale d'un signal. En effet, la taille des 
supports des vecteurs couvre la totalite de la fenetre. 
Les excellents resultats obtenus par 1'application de la transformee en ondelettes 
d'une part et de l'analyse en composantes principales d'autre part laissent penser 
qu'il serait interessant d'explorer une nouvelle methode qui combinerait la 
capacite de reduction de la dimension de l'analyse en composantes principales et 
la flexibilite de l'analyse multi-echelle de la transformee en ondelettes. C'est 
dans cette optique que A. Saucier a developpe les composantes principales 
multi-echelles disjointes (MPC). Cette nouvelle transformee est une 
generalisation de l'analyse en composantes principales. Tout comme la 
transformee en ondelettes, les MPC possedent des vecteurs de petite et de grande 
echelles. Sur un meme niveau de petite echelle, les vecteurs sont tous identiques 
a un certain nombre de decalages pres. Les vecteurs de base sont calcules de 
maniere a minimiser en moyenne le carre de leur produit scalaire avec le signal. 
Les vecteurs des petites echelles sont en fait des composantes principales 
calculees a differentes resolutions (facteurs d'echelle). Les vecteurs de grande 
echelle ont un support qui couvre toute la fenetre. 
Les vecteurs des bases MPC sont generes a partir d'un probleme d'optimisation 
visant creer des bases adaptees au signal analyse. L'adaptability des bases MPC 
est controlee directement par le nombre de degres de liberte de ses vecteurs de 
base. A un niveau donne, le nombre de degres de liberte d'un vecteur est calcule 
en effectuant la soustraction entre la taille (ou diametre) du support du vecteur et 
le nombre de contraintes qu'il doit satisfaire. La capacite d'analyse locale d'une 
base est liee a la proportion de vecteurs de petites echelles par rapport au nombre 
de vecteurs total. 
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Ce projet vise a modifier la structure des bases MPC disjointes afin d'en 
augmenter l'adaptabilite tout en conservant leur capacite d'analyse locale. Pour 
les MPC disjointes, les supports des vecteurs du premier niveau doivent avoir un 
diametre LQ d'au moins trois points pour obtenir une croissance du nombre de 
degres de liberte d'un niveau a 1'autre. Pour L0 = 3, la base a une proportion de 
vecteurs de petites echelles d'environ 2/3. 
Si on veut augmenter le nombre de degres de liberte des bases MPC, il faut 
augmenter le diametre des supports des vecteurs. Cependant, cette augmentation 
entraine une diminution de la proportion de vecteurs de petites echelles et done 
une reduction de la capacite d'analyse locale de la base. Pour compenser cette 
reduction, on propose d'ajouter un chevauchement dans la structure des supports 
des vecteurs ce qui permettra d'augmenter la taille des supports tout en 
maintenant la proportion de vecteurs de petites echelles. Notre objectif est done 
d'augmenter l'adaptabilite des bases MPC disjointes tout en conservant leur 
capacite d'analyse locale. Le cas de l'ajout d'un simple chevauchement a ete 
developpe parallelement a ce projet. On etudie dans ce memoire 1'introduction 
d'un double chevauchement. Les bases ainsi creees portent le nom de 
composantes principales multi-echelles a double chevauchement (DOMPC). Ce 
double chevauchement modifie le probleme d'optimisation utilise pour generer 
les vecteurs de base. Deux contraintes quadratiques d'orthogonalite doivent etre 
ajoutees afin que les vecteurs de petites echelles soient orthogonaux. Afin de 
tester l'efficacite de bases DOMPC, des experiences de compression et de 
filtrage sont effectuees pour comparer les performances des DOMPC et des 
ondelettes. 
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CHAPITRE 2 REVUE CRITIQUE DE 
LITTERATURE 
Cette section fait un bref historique des domaines relies au sujet de ce memoire 
en traitement de signal. On y expose tout d'abord quelques articles portant sur la 
transformee en ondelettes, sur les paquets d'ondelettes et sur l'analyse en 
composantes principales. On presente ensuite quelques articles sur des methodes 
utilisant a la fois la transformee en ondelettes et l'analyse en composantes 
principales. 
La plupart des applications de la transformee en ondelettes discretes reposent sur 
sa capacite d'approximer efficacement certaines families de signaux avec un 
nombre restreint de coefficients non-nuls [13], En effet, les ondelettes ont ete 
baties de maniere a etre orthogonales aux polynomes. Par exemple les ondelettes 
de type Daubechies-L [3] possedent des moments d'ordre < L nuls, ce qui les 
rend orthogonales aux polynomes de degre L-l. La transformee en ondelettes a 
ete largement utilisee en compression [19, 20] et en filtrage [4, 5, 17, 20] de 
signaux. Notamment, les ondelettes sont utilisees dans le nouveau format 
d'image JPEG2000 qui remplacera l'ancien standard JPEG [21]. Pour controler 
l'amplitude des coefficients d'ondelettes, plusieurs methodes ont ete 
developpees. Une approche a ete developpee pour controler 1'amplitude des 
coefficients d'ondelettes a partir des moments nuls par Geronimo et al. [7]. 
D'autres methodes incluent le matching pursuit algorithm propose par Mallant et 
Zang [12], 1'approche spectrale de Lilly et Park [11] et les paquets d'ondelettes 
[10]. Yiou et al. [22] proposa de construire des fonctions adaptatives basees sur 
les composantes principales. 
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La transformee en ondelettes discretes est effectuee en appliquant iterativement 
un filtre passe-bas sur le signal analyse. A chaque iteration, on calcule les 
coefficients de petites echelles a l'aide d'un filtre passe-haut. Le fait d'iterer 
uniquement avec le filtre passe-bas suppose que les informations importantes du 
signal sont contenues dans les basses frequences. Pour plusieurs signaux, cette 
supposition n'est pas justifiee. A chaque iteration, il existe la possibilite 
d'appliquer le filtre passe-bas, le filtre passe-haut ou meme aucun filtre. 
L'analyse par paquets d'ondelettes utilise cette souplesse au niveau du choix des 
filtres a utiliser (ou non) a chaque iteration [20]. L'analyse par paquets 
d'ondelettes a ete utilisee dans la compression d'images [14, 16]. Afin de 
maximiser les performances en compression, un codage des coefficients est 
necessaire. 
L'analyse en composantes principales [8, 15] a ete largement utilisee en 
traitement de signal a cause de sa capacite de foumir des approximations fiddles 
au signal avec un nombre limite de coefficients. 
Certaines methodes utilisant a la fois les ondelettes et les composantes 
principales ont ete developpees. Elles consistent a effectuer une decomposition 
en composantes principales sur les coefficients d'une transformee en ondelettes. 
II y a notamment B.R. Bakshi qui proposa d'utiliser les multiscale PCA 
(MSPCA) dans le domaine du controle de processus statistiques a plusieurs 
variables [2]. Les auteurs Z. Geng et Q. Zhu ont par la suite raffine la methode 
de B.R. Bakshi et ont procede a des experiences de filtrage [6]. M. Aminghafari, 
N. Cheze et J.-M. Poggi ont aussi propose d'utiliser les MSPCA pour des 
applications de filtrage [1]. Les MSPCA ont aussi ete utilisees pour la separation 
des rythmes cardiaques maternel et foetal par E. C. Karvounis et D. I. Fotiadis 
[9]-
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Une nouvelle methode a ete proposee comme generalisation du theoreme des 
composantes principales par A. Saucier [18]. Elle consiste a former des bases 
orthonormales multi-echelles adaptatives nominees composantes principales 
multi-echelles. Les MPC sont des representations nouvelles qu'il ne faut pas 
confondre avec les MSPCA developpes par B.R. Bakshi [2]. 
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CHAPITRE 3 ORGANISATION DU TRAVAIL 
Dans ce projet, notre objectif est d'augmenter l'adaptabilite des bases MPC [18] 
tout en conservant une meme proportion de vecteurs de petites echelles. Afin 
d'atteindre cet objectif, on propose d'introduire un double chevauchement dans 
les supports des vecteurs d'un meme niveau. Ce chevauchement ajoute deux 
contraintes quadratiques d'orthogonalite dans le probleme d'optimisation des 
MPC disjointes. Afin de resoudre ce probleme, une premiere methode iterative a 
ete testee et est decrite au chapitre 5. Cependant, etant donne que cette methode 
ne converge pas tout le temps, cette premiere approche a ete ecartee. Une 
deuxieme methode basee sur 1'approximation de la solution dans un sous-espace 
tridimensionnel est decrite dans l'article au chapitre 4. Dans cet article intitule 
Multiscale Principal Components with double overlap compact support, la 
methode complete pour produire les bases DOMPC est decrite et des resultats 
d'experiences de compression et de filtrage y sont presentes. On compare les 
bases DOMPC et certaines bases d'ondelettes. L'article du chapitre 4 est 
identique a celui soumis a la revue Signal Processing. Le chapitre 6 resume 
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Abstract 
Multiscale principal components (MPC) are a data adaptive alternative to dis-
crete wavelet bases. MPC are designed to minimize the magnitude of the trans-
form coefficients for a given class of signals. We introduce double overlap MPC 
(DOMPC) as an improvement of disjoint MPC. We show that DOMPC bases 
achieve a significantly higher degree of data-adaptability than disjoint MPC, 
while preserving a high proportion of small scale vectors (PSSV). DOMPC are 
the solution of an optimization problem involving quadratic constraints. One 
of the main contributions of this paper is an approximate solution method for 
this problem. We compare the performance of DOMPC and wavelets in data 
compression and noise filtering experiments. For low-dimensional signals (si-
nusoid, triangular or square waves, long-period oscillatory signals), we found 
that DOMPC perform much better than wavelets. In contrast with wavelets, 
DOMPC can perform very well for non-smooth signals. For a digital recording 
of instrumental music, we found that DOMPC perform significantly better than 
wavelets in data compression. For one-dimensional cuts through a fingerprint 
image, DOMPC and wavelets have comparable performances in compression. 
For piecewise constant signals, wavelets perform better than DOMPC in data 
compression because DOMPC bases have a lower PSSV than wavelets. 
Keywords: Multiscale principal components, principal component analysis, 
wavelets, data-adaptive multiscale bases, optimization, data-compression, noise 
filtering. 
4.1 Introduction 
Most applications of wavelet bases exploit their ability to approximate efficiently 
specific families of functions with few non-zero wavelet coefficients (Mallat [10]-
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b). These coefficients are scalar products tp S of a wavelet i/> with the signal 
S. If S is smooth and ip has enough vanishing moments, then the wavelet 
coefficients are small at small scale. To control the magnitude of wavelet coef-
ficients, several methods have been developed. One approach is to control the 
coefficients magnitude via vanishing moments, e.g. Geronimo et al. [5]. Other 
methods include the matching pursuit algorithm (Mallat and Zhang [9]), the 
spectral approach of Lilly and Park [8] and wavelet packets (Learned and Will-
sky [7]). Yiou et al. [13] proposed to construct data-adaptive fonctions based 
on principal components to analyse data. 
Data-adaptive multiscale bases taking advantage of existing wavelets bases 
have been developed by Bakshi [2], who applied principal component analysis 
(PCA) to the wavelet transform coefficients in the context of multivariate sta-
tistical process monitoring. This method, which is known as multiscale PCA, 
has been used for noise filtering purposes [4] [1] and for the maternal and fetal 
heart rate extraction from abdominal recordings [6]. 
Principal component analysis (PCA) and wavelets have both been used 
in signal processing for data compression [11] and noise filtering [3]. On one 
hand, principal component analysis (also known as Karhunen-Love expansions) 
consists in representing the signal S in a suitably chosen orthonormal basis 
{Vj, i = 1, ...,N} for which the approximation error || S — Xli=i(^i S)Vi ll> 
based on the euclidian norm, is minimal for k = 1,2,...,N. For k < N, the 
approximation S w XV=i(^j &)Vi corresponds to a signal representation in a 
lower dimensional space. On the other hand, a wavelet basis can also be used 
to obtain a compressed representation of a signal. Compression is possible if 
many signal components vanish, which happens if the signal is piecewise smooth. 
One of the main differences between PCA and wavelets is that wavelets form 
multiscale bases, whereas principal components are not subject to localization 
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constraints. 
Multiscale principal components (MPC) were introduced by Saucier [12] as 
a multiscale generalization of principal component analysis, as well as a data 
adaptive alternative to discrete wavelet bases. This approach consists in con-
structing a multiscale basis of vectors which is optimized so that the vector 
components are as close to zero as possible for a given class of signals. The re-
sulting multiscale vectors are called Multiscale Principal Components (MPC), 
not to be confused with the multiscale PC A introduced by Bakshi [2]. 
An MPC basis is constructed in a finite size window which contains a sampled 
signal S € R^. Each vector of the basis has a compact support. The basis is 
composed of small scale and large scale vectors. Small scale vectors have a 
support size smaller than the window size, whereas large scale vectors have a 
support size which is equal to the window size. The support size of a level n 
vector is Ln = 2
n~1Lo, n = 1, 2, ..., nma,x, where LQ > 0 is an integer and 
I „ m l l = N. The smallest support diameter is therefore LQ, which correspond 
to level one vectors. At any given construction level, all small scale vectors are 
constructed by translation of a single vector, i.e. the vectors are identical up to 
a translation shift. 
Multiscale principal components are designed to minimize the coordinates 
mean square value for a given class of signals. The minimization problem is 
not tackled globally, but rather level by level, starting from the smallest scale 
vectors. Level n basis vectors are constrained to be orthogonal to all lower level 
vectors. Under this constraint, they are optimized to minimize their coordinates 
mean square value. The procedure is pursued toward large scales until level nm a x 
is reached, where n m a x is an adjustable parameter. At level nm a x , we finally 
construct a set of complementary large scale vectors, all of size Ln„mx = N, 
until a complete orthonormal basis of M.N is obtained. Large scale vectors are 
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built one by one so that the i large scale vector minimizes its coordinate 
mean square value while being constrained to be orthogonal to all previously 
constructed vectors. 
In this paper, our main objective is to design MPC bases for which basis vec-
tors have an improved degree of data adaptivity with respect to disjoint MPC 
[12]. An improved adaptivity leads to a larger percentage of negligible coef-
ficients, which increases performance for data compression and noise filtering. 
For an MPC basis, improving the degree of data adaptivity can be achieved by 
increasing the number of degrees of freedom available for the optimization. For 
disjoint MPC, an increase of the vector support size leads to a corresponding 
increase of the number of degrees of freedom, but also reduces the proportion 
of small scale vectors (PSSV) in the basis, which may be a drawback for some 
applications. To compensate for this reduction, we propose in this paper to 
examine vector bases for which the support of each level-n basis vector overlaps 
with two other vectors at the same level. The resulting bases will be called 
double-overlap multiscale principal components (DOMPC). Our other objective 
in this paper is to compare the performance of DOMPC and wavelets in data 
compression and noise filtering experiments. 
Notations and terminology: In this paper, we focus on one dimensional 
real signals defined at discrete coordinates U G K, i = 1,2, ...,N. The value 
of a signal or a function / at t = ti is denoted by f(i). The signal is regarded 
as a column vector defined by / = ( / ( l ) , / (2 ) , ...,f(N))T. We use vector and 
function as synonyms. The words coordinates and coefficients are also used as 
synonyms. For a matrix M, the element from the i t h line and j t h column is 
denoted by M{i, j). The support diameter of a function is called the size or 
scale of the function. 
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Figure 4.1: Support locations for a DOMPC basis with a) nm a x = 2 and b) 
n m a x = 3. The support of each vector is represented by one (or several) black 
segments on the same horizontal line. 
4.2 Definition and properties of double overlap 
M P C 
4.2.1 Double overlap structure of the vector supports 
The locations of the supports of the basis vectors in a DOMPC basis is illustrated 
in figure 4.1. At the first level (figures 4.1-a and 4.1-b, top), the double overlap 
of the supports implies that adjacent supports are shifted by LQ/2> points with 
respect to one another. It follows that LQ must be an integer multiple of three. 
At the window edges, the vectors are assumed to be periodic, i.e. their support 
overlaps both the beginning and the end of the signal. In this paper, a DOMPC 
with L0 = k will be called a DOMPC-fc. 
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4.2.2 Number of degrees of freedom 
The number of degrees of freedom is a measure of the basis ability to adapt to a 
reference signal. Let iVoF^) denote the number of degrees of freedom at level 
n, and Nc(n) the number of constraints at level n. For independent constraints, 
the number of degrees of freedom satisfies 
NDF{n) = Ln-Nc(n). 
For a small scale vector at level n, the constraints to be respected are normal-
isation, orthogonality to smaller scale vectors and orthogonality to two level-n 
vectors. For the fcth large scale vector, 1 < k < kmax, the constraints are normal-
isation, orthogonality to all small scale vectors and orthogonality to the large 
scale vectors with indices i = 1, 2, ..., k — 1. 
At level one, each vector of size LQ must be normalised and orthogonal to two 
shifted copies of itself, for a total of three constraints. At level two, we observe 
in figure 4.1-b that each vector of size 2LQ must be normalised, orthogonal to 
two shifted copies of itself and orthogonal to eight level-one vectors, for a total 
of 11 constraints. At level three, each vector of size 22Lo must be normalised, 
orthogonal to two shifted copies of itself, and orthogonal to eight level-two 
vectors and 14 level-one vectors, for a total of 25 constraints. These results can 
be summarized as follows: 
iVDF(l) = L 0 - 3 
7VDF(2) = 2 L 0 - 3 - ( 6 + 2) (4.1) 
7VDF(3) = 2
2 L 0 - 3 - ( 6 + 2 ) - ( 2 x 6 + 2). 
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More generally, for 1 < n < nm a x , N-D¥(n) takes the form 
NVF(n) = 2
n ~ 1 L 0 - 3 - ( 6 + 2 ) - ( 2 x 6 + 2 ) - . . . - (2
n~2 x 6 + 2) 
= 2n~1L0 - 3 - 2(n - 1) - 6(1 + 2 + ... + 2
n"2) 
= 2 n - 1 L 0 - l - 2 n - 6 ( 2
n - 1 - l ) 
= 2 n - 1 ( L 0 - 6 ) + 5 - 2 n . 
(4.2) 
If LQ 7̂  6, then the result (4.2) implies that Nm(n) ~ 2n~1(Lo — 6) as n —> oo. 
For NDF(II) to increase as n increases, it is necessary that Lo > 6. Since LQ must 
also be an integer multiple of three to allow for the double overlap structure, it 
follows that 
L0 > 9. (4.3) 
If Lo > 9, then it follows from (4.2) that NY)F(II) increases as L$ increases. One 
may therefore be tempted to choose a large value of LQ to maximize the vectors 
adaptivity. However, we will see in section 4.2.3 that the proportion of small 
scale vectors also depends on LQ and must be taken into consideration. 
4.2.3 Propor t ion of small scale vectors 
The proportion of small scale vectors (PSSV) is defined by 
PSSV(nmax) = ^ s ( n m a x ) ( 4 > 4 ) 
ivT(nmax) 
where iVss(^max) denotes the number of small scale vectors for a basis con-
structed with n m a x levels, and NT(nmax) denotes the total number of vectors 
for a basis constructed with nm a x levels. 
For nm a x = 2, we observe in figure 4.1-a that there are six level-one vectors. 
For nm a x = 3, we observe in figure 4.1-b that there are six level-two vectors 
and 12 level-one vectors. For nm a x = 4, it can be shown that there are six 
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level-three vectors, 12 level-two vectors and 24 level-one vectors. These results 
can be summarized as follows: 
iVSs(2) = 6 
Afes(3) = 6 + 2 x 6 (4.5) 
A W 4 ) = 6 + 2 x 6 + 2 2 x 6 . 
More generally, for nm a x > 2, we may write 
Nss(nmax) = 6 ( l + 2 + 2
2 + ... + 2 n — - 2 ) 
(4.6) 
= 6 (2""""-1 - l) . 
The total number of vectors in the basis is iVr(nmax) = 2
n , m i x _ 1 L0, hence the 
PSSV takes the form 
6 (2n"»«-1 - 1 ) 
PSSV nm a x = —i ——>-




Since nm a x > 2, it follows from (4.7) that 
(4.7) 
-?- < PSSV(nmax) < -£-. (4.6 
Moreover, equation (4.7) implies that 
PSSV(nmax) ~ — as nm a x -> oo. (4.9) 
Since LQ > 9, we conclude that DOMPC reach the same maximal PSSV than 
disjoint MPC [12], i.e. 0/9 = 2/3. 
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4.2.4 Comparison of NDF(n) for disjoint M P C and D O M P C 
For disjoint MPC [12] and DOMPC, the number of degrees of freedom are given 
by 
^(disjoint) ( n ) = 2»-
1(L0-2) + l 
< ° M P C ) ( n ) = 2 - 1 ( L 0 - 6 ) + 5 - 2 n . 
(4.10) 
For disjoint MPC, it was shown [12] that LQ must be greater or equal to three 
to obtain an adaptive basis (the case LQ = 2 corresponds to the Haar basis). 
It was also shown that the maximal PSSV of 2/3 is obtained for L0 = 3. For 
DOMPC, we have seen that the maximal PSSV is also 2/3 and is obtained for 
L0=9. 
In this paper, one of our objectives is to increase the number of degrees of 
freedom of the basis vectors without decreasing the PSSV. From this standpoint, 
it is natural to compare the functions NDF(U) using values of LQ that produce 
comparable values of the PSSV in the two bases. 
For disjoint MPC bases, it was shown that [12] 
lim PSSV(nmax) = -?- =: PSSV*. (4.11) 
1-m ax—•CO L/Q 
For DOMPC bases, we have seen that 
c 
lim PSSV(nmax) = ~r=: PSSV*. (4.12) 
It follows from (4.11) and (4.12) that L0 = 2/PSSV* for disjoint MPC bases 
and L0 = 6/PSSV* for DOMPC bases, where PSSV* denotes the maximal 
proportion of small scale vectors. Substituting these expressions of LQ in the 
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first and second lines of (4.10) respectively, we get 
< • - " % ) = 2 « ( F S i v , - l ) + l 
< ° M P C ) ( n ) = 3 x 2 » ( F g i w - l ) + 5 - 2 n . 
It is clear from (4.13) that N^F (n) is approximately three times larger 
than 7V£,pSJom (n) for large values of n, which is a significant increase in the 
basis degree of data-adaptivity. 
4.3 Construction of double-overlap M P C 
4.3.1 Correlation matrix 
Double overlap MPC are obtained at each level by solving an optimisation 
problem. The problem is to find a vector X that satisfies several constraints 
and that minimizes the quantity ¥.{(X S)2}, where S is the signal and E{...} 
denotes an expectation value. If the support of vector X is if-dimensional 
and the signal S is ^-dimensional, this expectation value is estimated with the 
arithmetic average ({XTS)2), which is defined by 
N-K I K \ 2 
<(*TS)2> = N-K + l £ £ X { n ) S { 1 + n ) ) • ( 4 1 4 ) 
i=0 \n=l / 
Expanding the square sum in (4.14), it can be shown that 
((XTS)2)=XTCiK^X, 
where C^ is a correlation matrix defined by 
N-K 
C(K) (n' m) = N-K + l ? ^ +
 n) S(l + m) • t4"15) 
4=0 
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4.3.2 Formulation of the optimization problem 
The small scale vector Xn, where n < nm a x , is the solution of the following 
optimization problem: 
( T 
Xn CXn minimum 
XnXn=1 
< XlDiXn^Q (4.16) 
XTnD2Xn = 0 
xnzj = °i 3 = 1, •••> rn{n). 
In (4.16), C := C (L, , ), where C ( K ) is given by (4.15). The ZjS are the vectors 
of level i < n that have a support which overlaps the support of Xn. The 
equation XnXn = 1 is the normalisation constraint. The matrices D\ and D2 
are symmetrical shift matrices. The matrix D\ is defined by 
Di(iJ) = \si+iLntj, j>i. (4.17) 
The matrix D2 is defined by 
D2 = D\. (4.18) 
4.3.3 Solution of the optimization problem 
In (4.16), the constraints 
X^Zj = 0,j = 1, ..., m(n) (4.19) 
define a vector subspace £n of dimension dn = Ln — m(n). Let 
Qn:={Vi,V2, -,VdJ 
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denote an orthonormal basis of £n. The constraints (4.19) can be taken into 
account by expressing Xn in this basis, i.e. Xn = y\ V\ + ... + y^ Vd„, where 
the yiS are the coordinates of Xn in the basis Qn. The vectors Vi, which belong 
to the kernel of the matrix 
An • = {Z\ Z 2 . . . , Zdn) • 
can be obtained with an algorithm designed for kernel computation. The co-
ordinates vector Yn := (yi,y2, •••, Vdn)




where P is a rectangular matrix defined by P{i,j) = Vi(j). The change of 
variables (4.20) links the coordinates of Xn in the two bases used, i.e. the 
canonical basis of RL" and Qn. Note that P is orthogonal, i.e. PP
T = I. 
Using the change of variable (4.20), the problem (4.16) takes the simpler yet 
equivalent form 
where 
* n CYn 
YTY 

















Note that C, D\ and D2 are also symmetrical. 
The matrix C is symmetrical therefore its eigenvectors can be chosen to 
form an orthonormal basis of Rd". The orthonormal eigenvectors of C will be 
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denoted by Wj , % = 1, ..., dn. The corresponding eigenvalues will be denoted 
by Aj, i = 1, ..., dn, with Ai < A2 < ..., < Adn. 
If the last two constraints of problem (4.21) are excluded, then the problem 
solution is the eigenvector of C having the smallest eigenvalue, i.e. Yn = 
± W i , for which the objective function takes the value Y n CYn = X\. More 
generally, Wj CWi = Aj for each i and therefore the eigenvectors Wi with 
small eigenvalues produce small values of the objective function Y^ C Yn. This 
observation leads us to search for an approximate solution of problem (4.21) in 
the span of the vectors {Wi , Wi, W3}. In other words, we will search for a 
solution in the form 
3 
Yn = Y,alWi, (4.23) 
i= l 
where the djS are real parameters that will be adjusted to satisfy the constraints 
in problem (4.21) and minimize the objective function. Note that we use three 
vectors because problem (4.21) involves three constraints. 
If the vectors {Wi , W2, W3} do not allow to satisfy the constraints in 
(4.21), then we try to find a solution with another triplet of eigenvectors, e.g. 
{Wi , W2, W4}, until a satisfactory solution is found. To minimize the objec-
tive function, these attempts are performed on triplets {Wi, Wj, Wk} which 
are sorted according to increasing values of the sum Aj + Xj + Xk, triplets with 
small values of this sum being selected first. Scanning triplets {Wj, Wj, Wk} 
in that order, the first triplet encountered which satisfies the constraints (4.21) 
is selected as the solution. 
For a given triplet of eigenvectors, the approximate solution of the optimiza-







l t 3 (4.24) 
i=l j = l 
i=l j = l 
where d\k] := WfU^Wj, k = 1, 2. Note that the matrices d ^ , fc = 1, 2, are 
symmetrical. 
The last three equations of (4.24) can be written in the explicit form 
ai + a0 + a, 1 
d(l\ a\ + 2d^^ aa a2 + 2cẐ ^ ai a3 + 4*2 a\ + 2d2]l a2 a3 + 4*3 a\ = 0 
î.i ai + 2̂ i 2 ai i2 + 2cJj 3 ai a3 -f 4.2 4 + 2 4 3
 a2 a3 + 4 3 4 = 0 • 
(4.25) 
Substituting a\ for 1 — a\ — a\ in the last two equations of (4.25), and then 
solving the resulting two equations for a3 leads to 
«3 
a3 
-4'2 4 " 4,3 (1 - a? - 4 ) - Ai ai ~ 2 rfi;2 «i «2 
7(1) ( i ) 2 a!^ ai + 24,3 a2 
7(2) „2 7(2) (2) 2 7(2) 4,2 4 " 4,3 (1 " 4 " 4 ) - d\z[ a\ - 2 d $ 01 a2 
2 ^ ^ ai + 2d^2] a2 
=: /(ai , a2) 
= : / i(ai , o 2) . 
(4.26) 
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The equality f{a\, a2) = h(a\, a2) leads to the equation 
^3(01,02) := (—^2,2 a l ~ 4 J (1 — a i ~ a i ) _ 4 , i a i ~~ 2 4 , 2 a i a2) 
x ( 2 ^ 3 ai + 2d2
23 02) 
42)2 a\ - dg (1 " a? " ai) - 4 5
 a? ~ 2 d S ai a2 
(2 43ai+24!3a2) x 
= 0, 
(4.27) 
where P3 is degree three polynomial in the variables a\ and a2. For a fixed value 
of ai , the three roots of ^3(01, a2) = 0 are denoted by 
a2=gt(ai), (4.28) 
i = 1,2,3. For each value of a±, the real roots (4.28) are sorted according to 
<7i(oi) < 32(01) < 53(ai). In general, real values of 02 do not exist for all 
ai G [ - M ] . 
Substituting (4.28) into the first equation of (4.26) yields 
03 = / (o i ,5 i (o i ) ) , (4.29) 
i = 1,2,3. Since (4.29) and a\ + a2 + a\ = 1 must be satisfied simultaneously, 
then the equality \f(a\, gi(a{j)\ = y 1 — of — (5,(01)) must be satisfied by a\. 
We conclude that the acceptable values of a\ must satisfy 
* i ( a i ) = 0 , (4.30) 
where the functions Fi are defined by 
Fi(ai) = j / ( a i , 9i(ai))\ - y
7! - of - (ft(ai))2 , (4.31) 
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i = 1,2,3. 
We solve equation (4.30) separately for each i. It follows from af+a^+a^ = 1 
that a\ e [—1, 1]. To solve (4.30) for a given value of i, we sample the function 
Fi(ai) for regularly spaced values of oi (using an increment of 0.05) in the range 
[—1, 1] and we locate the values of ai for which Fi{a\) changes sign, if they exist. 
For each interval in which Fi(a\) changes sign, we compute a precise estimate 
of the root using bissection. For each root of Fi(a{) = 0, we compute a,2 and 
as with (4.28) and (4.29). If several possible values of ai are obtained, then we 
choose the one which minimizes the objective function 5Z i=1 A, a?. 
It may happen that real values of a? cannot be obtained for any a\ G [—1,1] 
or that roots of Fi(a\) cannot be found in [—1,1], which means that it is impos-
sible to satisfy the constraints in the span of the three eigenvectors selected. In 
this case, the estimation of the coefficients o, must be repeated using a different 
triplet of eigenvectors. 
4.3.4 Examples of D O M P C 
In figure 4.2, we display the small scale basis vectors obtained with LQ — 15 
and nm a x = 5, using the sinusoid displayed in figure 4.3 as a reference signal. 
This basis is composed of four levels of small scale vectors and 150 large scale 
vectors. 
4.4 Description of the reference signals 
In the following sections, we will perform data compression and noise filtering 
experiments on the reference signals displayed in figure 4.3. Note that only 
a fraction of each complete reference signal is displayed in figure 4.3. The 
reference signals used contain 20000 points. Each complete reference signal is 
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Figure 4.2: Small scale vectors for a DOMPC basis obtained with L$ = 15 using 
a sinusoidal signal of period 30 points as a reference signal. 
27 
The sinusoidal signal (figure 4.3-a) has a 30 points period. This signal is 
analytical and can therefore be approximated locally by a polynomial. Wavelets 
should therefore allow for an efficient compression of this signal. 
The square wave (figure 4.3-b) has a six points period. This is an example 
of a discontinuous periodic signal. 
The triangular wave (figure 4.3-c) has an eight points period. This is an 
example of a continuous periodic signal having a discontinuous derivative. 
The long-period oscillating signal (figure 4.3-d) is defined by 
3 
S(n) = 2^ (ai s'm(u>i n) + hi COS(WJ n)) , 
where at = 1/i, bt = 1/i
2, ua = §£, Tx = 5, T2 = 7 and T3 = 13. This oscillating 
signal is periodic with period T = T\ T-i T3 = 445. 
The random signal in figure 4.3-e was obtained by smoothing a white noise 
built with mutually independent random variables uniformly distributed on 
[—0.5, 0.5]. Smoothing was performed with a 200 points moving average. 
The signal in figure 4.3-f was obtained from a two-dimensional fingerprint 
image (figure 4.4) by setting side-by-side adjacent horizontal lines of the im-
age, using the alternate scanning directions left-to-right and right-to-left, thus 
preserving the signal continuity. 
The signal in figure 4.3-g is a digital recording of instrumental music (per-
cussion, piano and violin). 
The signal in figure 4.3-h is a synthetic piecewise constant signal. The 
plateaus heights are random variables uniformly distributed on [—0.5, 0.5]. The 
plateaus horizontal widths are exponential random variables with mean 30 
points. Heights and widths are independent random variables. 
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Figure 4.3: Samples of the reference signals used in this paper: a) sinusoidal 
signal with a 30 points period; b) square wave with a six points period; c) 
tr iangular wave with an eight points period; d) long-period oscillating signal; 
e) smoothed white noise; f) one-dimensional section in a fingerprint image; g) 
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Figure 4.4: A fingerprint image. 
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4.5 Data compression experiments 
4.5.1 Data compression method 
For a signal expressed in an orthonormal basis, data compression can be per-
formed by thresholding the signal coordinates (also called coefficients). Thresh-
olding is a non-linear filtering operation which consists in setting to zero all the 
coefficients which are smaller in absolute value than a given threshold. 
If the signal S is expressed in a DOMPC basis {Xi, i = 1,..., N}, then the 
coefficient Cj associated to the vector Xi is computed with Ci = XjS. If the 
signal S is expressed in a wavelet basis, then the coefficients are computed with 
the wavelet transform. In this paper, the wavelet transforms were computed 
with the wavelet toolbox available in the scientific computing software Matlab, 
using the functions wavedec and waverec, which perform the transform and the 
reconstruction respectively. We used the periodic wavelet transform because 
our DOMPC bases are also periodic. The wavelet transforms are performed via 
iterative high-pass and low-pass filterings of the signal, as described by Mallat 
[11]. 
After thresholding the coefficients, the signal is reconstructed from the mod-
ified coefficients, which yields a reconstructed signal SR ^ S. To quantify the 
reconstruction quality, we use the signal-to-noise ratio (SNR) which is defined 
in units of decibels by 
S m = 1 ° ^ ( p L ^ p ) -
For a given basis (DOMPC or wavelet), we compute the SNR for the signal 
reconstructed from the Nc largest coefficients (in absolute value). We char-
acterize the basis compression performance with the plot displaying the SNR 
versus the compression ratio 100 Nc/N. 
31 
4.5.2 Data compression results 
In this section, we compare the data compression efficiency obtained with DOM-
PCs and wavelets. We used the bases DOMPC-9 and DOMPC-15, for which 
LQ = 9 and LQ = 15 respectively. We chose the wavelets Daubechies-4 and 
Daubechies-8 because their support diameters (8 and 16 respectively) are com-
parable to the support diameters of the two DOMPC bases used. 
The data compression results for the eight reference signals are presented in 
figure 4.5 (sinusoid, square and triangular waves, long-period oscillating signal) 
and figure 4.6 (smoothed white noise, fingerprint, music recording, piecewise 
constant signal). 
In figure 4.5, we observe that the DOMPC bases perform much better than 
wavelets. For instance, with the sinusoidal signal (figure 4.5-a), the bases 
DOMPC-15 and DOMPC-9 achieve a nearly perfect reconstruction quality (SNR 
> 250 dB) with 1% and 7% of the coefficients respectively. In contrast, a 100 
dB reconstruction with wavelets requires about 50% of the coefficients. Simi-
lar results are obtained with the square wave (figure 4.5-b), the triangular wave 
(figure 4.5-c) and the long-period oscillating signal (figure 4.5-d). For the square 
and triangular waves, we observe in the figures 4.5-b and 4.5-c that the wavelet 
bases performance is poor, which is explained by the occurrence of frequent 
discontinuities in the signal and its derivative. 
In figure 4.6, we observe that the compression performance of DOMPC and 
wavelets are more comparable. For the smoothed white noise (figure 4.6-a) and 
the fingerprint (figure 4.6-b), the performances are comparable for 100 NQ/N > 
4 %. For the music signal (figure 4.6-c), the basis DOMPC-15 performs signif-
icantly better than the best wavelet. For 100 Nc,/N £ [10%, 80%], we observe 
a 10-15 dB difference in the SNR, which corresponds roughly to a factor ten. 
For the piecewise continuous signal (figure 4.6-d), DOMPC bases and wavelets 
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produce similar performances for 100 Nc/N < 12%. However, for larger val-
ues of 100 Nc/N, the wavelet Daubechies-4 outperforms all the other bases by 
achieving a perfect reconstruction (SNR > 225 dB) with 40% of the coefficients. 
4.5.3 Interpretation 
To understand why DOMPC bases perform much better than wavelets for the 
signals analyzed in figure 4.5, it is useful to examine the coefficients scale in 
the curves SNR versus 100 Nc/N. More precisely, it will be interesting to see 
if the coefficients are associated to large or small scale vectors. In figure 4.7, 
we plotted these curves separately for the four bases, using the sinusoid as a 
reference signal. Coefficients attached to large scale and small scale vectors are 
marked by crosses (+) and dots (.) respectively. Note that for wavelets, small 
and large scale coefficients correspond to detail and approximation coefficients 
respectively. 
In figure 4.7-b, which corresponds to the best performing basis DOMPC-15, 
we observe that only two large scale coefficients capture almost all the signal en-
ergy and allow for a nearly perfect reconstruction (250 dB). This is a case where 
small scale vectors in the DOMPC-15 basis manage to be exactly orthogonal 
to the reference signal. Using wavelets, a comparable level of orthogonality can 
only be achieved using much higher order wavelets with correspondingly larger 
support sizes. 
In the figures 4.7-c and 4.7-d, which correspond to the wavelet bases, we 
observe that the SNR increases more slowly as 100 Nc/N increases and that 
mostly small scale coefficients are used. This indicates that the signal energy is 
spread more evenly among basis vectors. It follows that a much larger number 
of coefficients is required to achieve a quality reconstruction. 
For the other signals analyzed in figure 4.5 (square and triangular wave, 
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long-period oscillating signal), the superior performance of DOMPC bases with 
respect to wavelets is explained by the same phenomenon: the DOMPC small 
scale vectors manage to be perfectly orthogonal to the reference signal and all 
the signal energy is captured by a few large scale coefficients. 
Consider now the case of the piecewise constant signal, for which wavelets 
perform significantly better than DOMPCs. For the wavelets (figures 4.8-c and 
4.8-d), we observe that the proportion of vanishing coefficients is approximately 
50% (actually 60% and 40% for Daubechies-4 and Daubechies-8 respectively). 
It follows that an excellent signal reconstruction can be achieved with approxi-
mately 50% of the coefficients. For DOMPCs (figures 4.8-a and 4.8-b), we ob-
serve that large coefficients are located mostly in the large scales. In fact, nearly 
all the signal energy is spread among large scale vectors, which is unfavorable 
to data-compression via thresholding. We observe that most vanishing coeffi-
cients are associated to small scale vectors and we found that approximately 
50% of small scale coefficients are negligible. According to equation (4.9), we 
know that at most 2/3 « 67% and 2/5 « 40% of the DOMPC coefficients are 
small scale coefficients for DOMPC-9 and DOMPC-15 respectively. If we ne-
glect all vanishing small scale coefficients, a good reconstruction can be achieved 
for DOMPC-9 and DOMPC-15 with approximately 100 - 0.5 x 67 = 67% and 
100 — 0.5 x 40 = 80% of the coefficients respectively. These percentages corre-
spond to the compression ratios observed in the figures 4.8-a and 4.8-b for an 
SNR of 75 dB, which marks the frontier between small and large scale coeffi-
cients. 
We conclude that the poorer compression performance of DOMPC for the 
piecewise signal is caused by two main factors: the relatively even distribution 
of the signal energy among large scale vectors and the lower PSSV. Note that a 
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Figure 4.5: SNR versus lOONc/N for a) the sinusoid; b) the square wave; c) 
the triangular wave; d) the long-period oscillating signal. 
signal, as we observed for the four signals analysed in figure 4.5. 
4.6 Noise filtering experiments 
4.6.1 Noise filtering method 
We consider a signal S which is corrupted by an additive noise B, resulting in a 
noisy signal S' := S + B. We assume that S' is represented in an orthonormal 
basis. If some of the basis vectors, say {Vi, i = 1,2,..., im ax}, are orthogonal to 
S, then 






































Figure 4.6: SNR versus lOONc/N for a) the smoothed white noise; b) the 
fingerprint signal; c) the music recording; d) the piecewise constant signal. 
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Figure 4.7: SNR versus lOONc/N for the sinusoidal signal. Coefficients at-
tached to large scale and small scale vectors are marked by crosses (+) and 
dots (.) respectively. The bases used are a) DOMPC-9; b) DOMPC-15; c) 














Figure 4.8: SNR versus 100 Nc/N for the piecewise constant signal. Coefficients 
attached to large scale and small scale vectors are marked by crosses (+) and 
dots (.) respectively. The bases used are a) DOMPC-9; b) DOMPC-15; c) 
Daubechies-4; d) Daubechies-8. 
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Hence the coefficients Cj, := Vf S' contain only the energy of the additive noise. 
It follows that setting these ĉ s to zero increases the signal to noise ratio. This 
noise removal approach can be used for the coefficients obtained either with the 
DWT or the DOMPC bases. 
For all the filtering experiments presented here, we use a noise of the form 
B{n) = - ^ L - e - M ^ ) 2 W ( n ) , (4.32) 
\/2na 
n = 0 ,1 , . . . ,N — 1. The noise defined by (4.32) is a uniformly distributed 
zero-mean and unit variance white noise W(n) which is multiplied by gaussian 
localisation function of mean /J, = (N — l ) /2 and standard deviation a = N/8. 
The noise is therefore localized primarily around the window center. The factor 
a = 50 controls the noise maximal amplitude. As an example, we display in 
figure 4.9 the sinusoidal signal S, the noise B and the noisy signal S' = S + B. 
We will test two types of filtering. The first one, called hard thresholding, 
consists in setting to zero all the coefficients which are smaller (in absolute 
value) than a given threshold. The second one, called shrinking thresholding, 
consists in transforming the coefficients Cj into modified coefficients di according 
to the rule 
0 if c , < x 
(4.33) 
sign(cj)(|cj| - T ) if Ci>T, 
where r denotes a threshold. 
For both methods, an optimal threshold was selected as following. Filtering 
was performed for 100 regularly spaced thresholds in the range 0,1.5 a y/2 log(iV) 
In this range, the threshold providing the largest SNR was selected. In this con-
text, the SNR is defined in units of decibels by 
SNR = 10 log10 l l l s _ S p l l 2 
• s o M / \ / W \ / \ / \ \ \ 




















Figure 4.9: Example of the sinusoidal signal (a), the localized synthetic noise 
(b) and their sum (c). 
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where S is the original noise-free signal and Sp denotes the filtered noisy signal 
S'. Note that a y 2 log(N) is the optimal threshold proposed by Donoho [3] for 
the filtering of additive white Gaussian noise on piecewise polynomial signals. 
Our noise is not gaussian and is localised according to (4.32), hence this optimal 
threshold does not correspond exactly to our experiments. Nevertheless, we 
found that it provides a useful reference point for our grid search of the optimal 
threshold. 
4.6.2 Noise filtering results 
The filtering results for the sinusoid and the square wave are displayed in the 
figures 4.10 and 4.11 respectively. These figures display the residual signal E, 
which is defined by E = S — Sp, together with the corresponding SNR. The 
wavelets used (Daubechies-8, coiflet-3, symlet-8) were selected because their 
width is comparable to the smallest support size for the basis DOMPC-15, i.e. 
15 points. 
In figure 4.10, we observe that hard thresholding always produces a larger 
SNR than shrinking thresholding. The best results are obtained with the basis 
DOMPC-15, which produces an SNR of 46.6 dB. This SNR is more than twice 
larger than the SNR obtained with the best wavelet basis (22.8 dB for the 
basis symlet-8 with hard thresholding). We also observe that hard thresholding 
produces a residual signal which is distributed rather homogeneously in the 
window, whereas shrinking thresholding produces a residual signal which is more 
intense in the window center. 
For the square wave signal, we observe in figure 4.11 that hard thresholding 
again produces better results than shrinking thresholding, although the SNR 
improvement is almost negligible for wavelets. The basis DOMPC-15 gives an 








3 SNR = 46.6238 
Shrinking 
SNR = 28.8558 
LU \A, '\/W m _ 0.05F & 0 UJ ,;0°|/vwfvw 
50 100 150 
n 
SNR = 22.3648 
200 50 100 150 200 
n 
SNR = 19.7812 




/ W > / W l ^ 0 -^.v^^^l^la^-^W^ 
50 100 150 
n 
SNR = 20.9942 
200 50 100 150 200 
n 





5 50 100 150 200 ' 0 50 100 150 200   
n 
SNR = 22.7995 
n 
SNR = 19.8863 
s8 
Hi -0.1 
- . 0.2 
P(/V^AA^AA.A i /vV^^
V^^ l 
50 100 150 
n 
200 ' ' 0 50 100 150 200T 
n 
Figure 4.10: Filtering residue E = S — SF for the noisy sinusoidal signal using 
hard thresholding (left column) and shrinking thresholding (right column). The 
corresponding SNR is given on top of each plot in units of decibels. The bases 
used are a) DOMPC-15, b) Daubechies-8, c) coiflet-3 and d) symlet-8. 
(21.95 dB for the basis symlet-8 with hard thresholding). For this signal, we 
observe that both filtering methods produce a residual signal intensity which is 
concentrated in the window center. 
For the piecewise continuous signal, we found that there is no significant 
difference in the performances of the basis DOMPC-15 or the wavelets: they 
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Figure 4.11: Filtering residue E = S — Sp for the noisy square wave signal using 
hard thresholding (left column) and shrinking thresholding (right column). The 
corresponding SNR is given on top of each plot in units of decibels. The bases 
used are a) DOMPC-15, b) Daubechies-8, c) coiflet-3 and d) symlet-8. 
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4.7 Conclusion 
Comparing disjoint MPC bases and DOMPC bases having the same proportion 
of small scale vectors, we have shown that the number of degrees of freedom for 
a basis vector is about three time larger for a DOMPC basis than for a disjoint 
MPC basis. Hence DOMPC are significantly more data-adaptive than disjoint 
MPC. 
In our data compression experiments, we found that DOMPC can perform 
much better than wavelets for low dimensional signals, i.e. signals that can be 
expressed as a linear combination of a few constant vectors (e.g. square or trian-
gular wave signals, sinusoids, large-period oscillating signals). For such signals, 
small scale DOMPC vectors can be optimized to be exactly orthogonal to the 
signal if the minimum support size LQ is large enough. Exact orthogonality of 
small scale vectors to the signal is obtained because DOMPC vectors can achieve 
orthogonality to a limited number of vectors. In such cases, DOMPC can per-
form much better than wavelets having a comparable support size. Moreover, 
DOMPC can produce excellent results even for non-smooth signals, contrary to 
wavelets. It is worth noting that the compression performance for a digitized 
instrumental music signal was found to be significantly better with DOMPC 
than with wavelets. In the future, it will be worth investigating this results to 
determine if a similar compression gain can also be obtained with different types 
of music. 
For piecewise continuous signals, we found that wavelets performed signifi-
cantly better than DOMPC in data compression experiments. In this case, the 
lower performance of DOMPC bases is caused primarily by they lower propor-
tion of small scale vectors. 
For the sinusoid and the square wave signal, our noise filtering experiments 
(using hard thresholding and shrinking thresholding) showed that DOMPC per-
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formed much better wavelets. For these two signals, the basis DOMPC-15 
produced an SNR more than twice larger than wavelets having a comparable 
support size. For the piecewise constant signal, both DOMPC and wavelets pro-
duced comparable and rather poor filtering performances, with an SNR in the 
range 10-12 dB. Finally, we found that hard thresholding appears to perform 
better than shrinking thresholding. 
From signal processing applications which require an efficient representation 
of localised patterns, e.g. spikes or singularities, it can be advantageous to have 
a large proportion of small scale vectors. For such applications, DOMPC are 
less competitive than wavelets because both disjoint MPC and DOMPC have 
a proportion of small scale vectors which is at most 2/3. However, it may be 
possible to develop new construction approaches for MPC bases to increase the 
proportion of small scale vectors, while maintaining data adaptability. 
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CHAPITRE 5 METHODE DU « ZIPPER » 
Dans ce chapitre, on decrit la premiere methode de resolution qui fut exploree 
dans le but de resoudre le probleme d'optimisation 
'x'CXmm 
X'X = l 
<X'DxX = 0 (5.1) 
X'D2X = 0 
X'Zj=0J = l,...,m 
tel que decrit dans 1'article au chapitre 4. 
Un algorithme iteratif a ete elabore pour resoudre ce probleme d'optimisation. A 
la ieme iteration, on trouve le vecteur Xt qui resoud le probleme d'optimisation 
'x\CXi min 
X\X% = 1 
-X'^X^^O . (5.2) 
X;D2X,_2 = o 
X'iZJ=0,j = l,...,m 
A la premiere iteration (i = 0), on genere deux vecteurs aleatoires pour les 
vecteurs X_x et X_2. On itere jusqu'a ce que le vecteur Xi converge. La 
position des supports des vecteurs sur un meme niveau est representee dans la 
figure (5.1 a) 
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X̂  Xi ^ - v 
Xn Xn —^ 
A) B) 
Figure 5. 1 Position des supports des vecteurs des petites 
echelles sur un meme niveau (A) et substitutions a effectuer 
a chaque iteration pour la methode iterative (B) 
On cherche un vecteur Xt qui est orthogonal aux vecteurs Xx et X2. On peut 
done aj outer ces deux vecteurs a 1'ensemble des vecteurs Z auxquels le 
vecteur Xt doit etre orthogonal. On resout ensuite le probleme d'optimisation 
en le projetant dans le sous-espace vectoriel orthogonal aux vecteurs Z, en 
effectuant le changement de variable 
X,=i*r, (5.3) 
ou P est la matrice definie par \P\ . = Vi (j) et £) = JF,,..., Frf | est une base 
orthonormale du sous-espace vectoriel orthogonal aux vecteurs Z,. Avec ce 
changement de variable, le probleme d'optimisation (5.2) devient 
f y / C K m i n 
i (5-4) 
[rft-i 
ou C := PCP'. Ce nouveau systeme d'equations est un probleme de 
composantes principales dont la solution est le vecteur propre de la matrice C 
49 
associe a la plus petite valeur propre. On trouve ainsi la solution optimale Yt que 
Ton projette dans l'espace original pour trouver la solution recherchee Xt. 





telles qu'illustrees dans la figure (5.1 b). On itere par la suite jusqu'a ce que 
l'algorithme converge. Si la solution Xt converge vers les vecteurs solutions 
des iterations precedentes X M et Xt_2, les contraintes quadratiques du 
probleme d'optimisation (5.2) deviennent X\DxXi = 0 et X'jD2Xj — 0 ce qui 
fournit une solution au probleme initial (5.1). 
La pratique a montre que cet algorithme fournit de bons resultats lorsqu'il 
converge. Cependant, il ne converge pas toujours ce qui fournit dans ces cas une 
solution qui ne respecte pas les contraintes quadratiques d'orthogonalite. Apres 
plusieurs tentatives pour regler ce probleme, cette methode a ete mise de cote au 
profit d'une autre qui est decrite dans l'article du chapitre 4. 
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CHAPITRE 6 SYNTHESE et CONCLUSION 
6.1 Discussion 
La premiere methode exploree, le Zipper, semblait etre une bonne piste pour 
resoudre le probleme d'optimisation a cause de la simplicite de cet algorithme. 
Lorsque la convergence est obtenue, la methode produit des resultats de bonne 
qualite. Neanmoins, les experiences ont montre que la convergence n'est pas 
garantie. Cette absence de convergence produit des resultats qui ne respectent 
pas les contraintes quadratiques d'orthogonalite. A cause de ce manque de 
fiabilite, cette methode a ete ecartee au profit d'une nouvelle methode 
completement differente. 
La deuxieme methode consiste a approximer la solution dans un sous-espace 
vectoriel engendre par une combinaison de trois vecteurs propres de la matrice 
de correlation du signal calculee a differentes echelles. Les bases DOMPC 
formees a partir de cette methode offrent des performances en compression et en 
filtrage qui depassent de beaucoup celles des bases d'ondelettes pour les signaux 
de faible dimension (sinuso'ide, onde carree, onde triangulaire et signal oscillant 
de longue periode). Ces bonnes performances se resument par le fait que 
quelques vecteurs de grande echelle des bases DOMPC recueillent l'ensemble de 
l'energie du signal. Pour les autres signaux testes, les bases DOMPC offrent des 
performances en compression semblables a celles des bases d'ondelettes. On 
note le cas prometteur de la compression d'un extrait de musique pour lequel les 
bases DOMPC performent significativement mieux que les ondelettes. Pour le 
signal constant par morceaux, les bases d'ondelettes fournissent des 
performances en compression et en filtrage superieures a celles des bases 
DOMPC. Ces derniers resultats s'expliquent par la faible proportion de vecteurs 
de petites echelles et parce que l'energie est repartie dans plusieurs vecteurs de 
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grande echelle. Les bases DOMPC ont l'avantage d'etre adaptatives au signal 
contrairement aux bases d'ondelettes pour lesquelles il est difficile de prevoir 
quelle ondelette est optimale pour compresser ou filtrer un signal. La methode 
utilisee pour generer des bases DOMPC donne neanmoins une solution 
approximative du probleme d'optimisation etant donne que la recherche de cette 
solution s'effectue dans un sous-espace vectoriel tridimensionnel. 
6.2 Conclusion et recommandations 
Dans ce projet, deux approches ont ete testees pour augmenter 1'adaptability des 
bases MPC tout en conservant la proportion de vecteurs de petites echelles. La 
methode iterative manque de fiabilite et a ete mise de cote. L'autre methode qui 
consiste a approximer la solution a permis d'atteindre l'objectif d'augmenter 
Padaptabilite des bases generees comparativement aux bases MPC tout en 
preservant la proportion de vecteurs de petites echelles. 
II serait avantageux d'explorer plus en details dans quelle mesure les bases 
DOMPC sont efficaces pour compresser des extraits de musique et si les bons 
resultats de compression peuvent etre obtenus pour d'autres types de musique. 
Une autre structure des supports des vecteurs offre des perspectives 
d'amelioration interessantes. En effet, l'ajout de plusieurs couches de vecteurs 
sur un meme niveau permettrait de controler 1'adaptability des bases MPC ainsi 
que la proportion de vecteurs de petites echelles. Cette methode ne necessite plus 
de chevauchement entre les supports ce qui rend le probleme d'optimisation 
beaucoup plus simple a resoudre. Cela permettrait de trouver une solution 
optimale au probleme d'optimisation plutot qu'une approximative. 
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ANNEXE A : CODE MATLAB DE LA METHODE DE RESOLUTION 
PAR APPROXIMATION 
Dans cette annexe, on presente 1'ensemble des fichiers Matlab formes lors de la 
realisation de ce projet. 
Voici les fichiers necessaires a la formation des DOMPC : 
%=========================================% 
% FICHIER: DOMPC.m 
% DESCRIPTION : Ce fichier permet de generer une base DOMPC-N adaptee 
% au signal contenu dans le fichier FichierSignal. Cette base DOMPC-N 
% se forme de levelMax-1 niveaux de petites echelles et d'un niveau de 
% grande echelle. 
% PARAMETRES : 
% FichierSignal: nom du fichier .mat contenant le signal (variable : signal). 
% N : Taille du support du vecteur de la plus petite echelle. 
% levelMax : niveau maximal de decomposition (grande echelle). 
% SORTIES : 
% BaseComplete : vecteurs de la base DOMPC-N (vecteurs colonnes). 
% L : vecteur dormant le nombre de vecteurs par niveau (du niveau 1 jusqu'au 
% nombre de vecteurs de grande echelle. 
% MatricesC : matrices de correlation du signal calculees a differentes echelles 
%========================================% 
function [BaseComplete,L,MatricesC] = DOMPC(FichierSignal,N,levelMax) 
% On charge le signal (variable: signal) 
load(FichierSignal); 
% Pas a la plus petite echelle 
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pas = N/3; 
% — Generation des vecteurs de petite echelle — % 
for level = l:(levelMax-l) 




ContOrthoNivInf = []; 
ContOrthoTot = []; 
C = []; 
% Facteur d'echelle 
FactEch = 2A(level-l); 
% Calcul de la matrice de correlation au niveau actuel 
C = MatriceCexacte(signal,N,FactEch); 
MatricesC {level} = C; 
% On forme les vecteurs des niveaux inferieurs 
if(level>l) 
for i=l: level-1 
ContOrthoNivInf =DecalVecteur(vectDOMPC{i},FactEch*N,2A(i-l)*pas); 
% On normalise les vecteurs 
for s = 1 :size(ContOrthoNivInf,2) 
ContOrthoNivInf(:,s) = ContOrthoNivInf(:,s)/norm(ContOrthoNivInf(:,s)); 
end 
ContOrthoTot = [ContOrthoTot ContOrthoNivInf]; 
end 
end 
% Nullspace des vecteurs des niveaux inferieurs 
P = null(ContOrthoTot'); 
% Orthonormalisation de Pmod 
P = orth(P); 
% Initialisation de P pour niveau 1 (matrice Identite) 
if(level ==1) 
P = eye(FactEch*N); 
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end 
% Recherche de la meilleure solution approximative 
Xbest = SolveOptiProblem(N,C,P,level); 
% affichage a l'ecran : donnee sur solution trouvee 
disp(['Nb points: ' num2str(length(Xbest))]) 
disp(['Nb contraines ortho. niv. inf.:' num2str((size(ContOrthoTot,2)))]) 
disp(['Dimension espace ortho aux contraines:' num2str(size(P,2))]) 
Ndg(level) = size(P,2)-3; 
disp(['NB DEGRES DE LIBERTE:' num2str(Ndg(level))]) 
disp(['Xt*C*X = ' num2str(Xbest'*C*Xbest) ]) 
disp(['Norme:' num2str(norm(Xbest))]) 
% Affectation de solution trouvee 
vectDOMPC {level} = Xbest; 
% Fonction qui test l'orthogonalite intra-niveau 
MaxTestOrthoIntra = TestOrthoIntra(vectDOMPC {level} ,pas,level,N); 
disp(['Produit scalaire max. intra-niveau:' num2str(MaxTestOrthoIntra)]) 
% Fonction qui test l'orthogonalite inter-niveau 
if(level>l) 
MaxTestOrthoInter = TestOrthoInter(vectDOMPC,pas,level,N); 
disp(['Produit scalaire max. inter-niveau:' num2str(MaxTestOrtholnter)]) 
end 
% Graphique des vecteurs de la DOMPC 
figure(l) 
subplot(levelMax-1,1 ,level) 
plot(vectDOMPC {level} ,'k') 
title(['Level ' num2str(level)],'FontSize',20) 





fh = figure(l); 
set(fh, 'color', 'white'); 
end 
% — Assemblage de la base vectorielle — % 
% affichage a l'ecran 
disp(' ') 
disp('Formation de la base complete') 
disp(['Nombre de points:' num2str(2A(levelMax-l)*N)]) 
% Initialisation 
BaseComplete = []; 
L = D ; 
% Generation de la sortie BaseComplete 
for lvl = l:(levelMax-l) 
VectBorder= []; 
BaseNiv = DecalVecteur(vectDOMPC {lvl} ,2A(levelMax-1 )*N,2A(lvl-1 )*pas); 
% On rassemble les vecteurs couvrant les bordures 
forb= l:(N/pas)-l 
VectBorder(:,b) = BaseNiv(:,b)+BaseNiv(:,end-(N/pas)+b+l); 
end 
BaseNiv = [BaseNiv(:,N/pas:end-N/pas+l),VectBorder]; 
disp(['Vecteurs niveau' num2str(lvl)':' num2str(size(BaseNiv,2))]) 
BaseComplete = [BaseComplete,BaseNiv]; 
% Vecteur contenant le nb de vecteurs a chaque niveau 
L = [L; size(BaseNiv,2)]; 
end 
disp(['Nb Vecteurs total:' num2str(size(BaseComplete,2))]) 
% — Generation des vecteurs de grande echelle — % 
NbGHMax = size(BaseComplete,l)-size(BaseComplete,2); 
% Ajout du nombre de vecteurs de grande echelle dans L 
L = [L; NbGHMax]; 
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% affichage a l'ecran : vecteur L et nombre vect. grande echelle 
disp(['Vecteur L:' num2str(L')]) 
dispC •) 
disp(['NB Vect. Grande echelle:' num2str(NbGHMax)]) 
% Calcul de la proportion de vecteurs de petites echelles 
NsSurN = (N*2A(levelMax-l)-NbGHMax)/(N*2A(levelMax-l)); 
% affichage a l'ecran : proportion de vecteurs de petites echelles 
disp(['Ns/N:' num2str(NsSurN)]) 
% Facteur d'echelle (grande echelle) 
FactEch = 2A(levelMax-l); 
% Fonction d'autocorrelation du signal (grande echelle) 
C = MatriceCexacte(signal,N,FactEch); 
MatricesC {levelMax} = C; 
% On forme les vecteurs de grande echelle unaun 
for index = l:NbGHMax 
% Nullspace des vecteurs de petites echelles et grande echelle 
Pmod = null(BaseComplete'); 
% Orthonormalisation de Pmod 
Pmod = orth(Pmod); 
% On projecte la matrice C 
Cmod = Pmod'*C*Pmod; 
% On trouve les vecteurs et valeurs propres de Cmod 
[VectP,D] = eig(Cmod); 
% On choisit les valeurs propres sur la diagonale 
ValP = D(find(D~=0)); 
% Conserve le vect. propre associe la valeur propre la plus petite. 
y2 = VectP(:,(find(ValP==min(ValP)))); 
% On revient dans l'espace vect. depart 
Vnew = real(Pmod*y2); 
Vnew = Vnew/norm(Vnew); 
% On inverse le vecteur si sa plus grande valeur en absolu est negative 
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if(abs(min(Vnew)) > abs(max(Vnew))) 
Vnew = -Vnew; 
end 
% On ajoute le vecteur de grande echelle dans la base 
BaseComplete = [BaseComplete, Vnew]; 
end 
% Verification que BaseComplete est orthonormale 
VerifBaseComplete(BaseComplete); 
% FIN du fichier DOMPC.m 
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% FICHIER: MatriceCexacte.m 
% DESCRIPTION : Ce fichier calcule la matrice de correlation du signal 
% pour la formation d'une base DOMPC-N avec un facteur 
% d'echelle donne. 
% PARAMETRES : 
% signal: variable contenant le signal 
% N : Taille du support du vecteur de la plus petite echelle. 
% FactEch : Facteur d'echelle en fonction du niveau 
% SORTIES : 
% C : Matrice de correlation du signal 
/o /o 
function C = MatriceCexacte(signal,N,FactEch) 
% Taille du signal 
LS = length(signal); 
% Calcule de la matrice de correlation 
for x = 1 :FactEch*N 
for y = 1 :FactEch*N 
51 = signal(l+x-l:LS-FactEch*N+x); 
52 = signal(l+y-l:LS-FactEch*N+y); 
C(x,y) = Sl'*S2; 
end 
end 
C = C/(LS-FactEch*N+l); 
%= % 
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% FICHIER: DecalVecteur.m 
% DESCRIPTION : Ce fichier permet de retoumer un ensemble de vecteurs 
% correspondant a differents decallage d'une Vecteur sur 
% une plage de point avec un pas donne. 
% PARAMETRES : 
% Vecteur : Vecteur decalle. 
% plage : Plage de point sur laquelle le vecteur est decalle. 
% pas : Pas de decallage. 
% SORTIES : 
% out: Ensemble des vecteurs correspondant aux decallage d'une 
% Vecteur 
o / o = = = = = = = = = = = = = = = = = = = = = = = = = = % 
function out = DecalVecteur(Vecteur,plage,pas) 
% Taille du vecteur 
N = length(Vecteur); 
% Initialisation 
i=i; 
% On forme les decallage du vecteur 
while(i*pas <= plage+N-1) 
% Aucun zero a gauche 
if(i*pas <= N) 
out(:,i) = [Vecteur(N-i*pas+l:N); zeros(plage-i*pas,l)]; 
% zeros a gauche et a droite 
elseif(i*pas <= plage) 
out(:,i) = [zeros(i*pas-N,l); Vecteur ; zeros(plage-i*pas,l)]; 
% Aucun zero a droite 
else 
out(:,i) = [zeros(i*pas-N,l); Vecteur(l:plage-i*pas+N)]; 
end 
% increment de l'index 
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i = i+l ; 
end 
o / 0 = = = = _ = _ = _ 
% FIN du fichier DecalVecteur.m 
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% FICHIER: SolveOptiProblem.m 
% DESCRIPTION : Ce fichier retoume la meilleure approximation au probleme 
% d'optimisation 
% PARAMETRES : 
% N : Taille du support du vecteur de la plus petite echelle. 
% C : Matrice de correlation du signal 
% P : Base orthonormale du sous-espace orthogonal aux vecteurs niv. inf. 
% level: Niveau 
% SORTIES : 
% Xbest: Meilleure approximation de la solution 
%==========================================% 
function [Xbest] = SolveOptiProblem(N,C,P,level) 
% Index de recherche pour les combinaisons de triplet de. vect. propres 
indexSearch = 0; 
% Pas du decallage 
pas = N/3; 
% Pas d'echantillonage 
ech = 0.05; 
% Facteur d'echelle 
factEch = 2A(level-l); 
% On initie XtCX a l'infinie 
XtCXBest = inf; 
% On forme les matrices de decallage Dl et D2 
Dltemp = diag(ones(factEch*pas,l),factEch*(N-pas))+... 
diag(ones(factEch*pas,l),-factEch*(N-pas)); 
D2temp = diag(ones(factEch*2*pas,l),factEch*(N-... 
2*pas))+diag(ones(factEch*2*pas,l),-factEch*(N-2*pas)); 
% On projette les matrices dans le sous-espace ortho. 
Dl =P'*Dltemp*P; 
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D2 = P'*D2temp*P; 
Cmod = P'*C*P; 
% Calcul des vecteurs et valeurs propres 
[VectP,D] = eig(Cmod); 
ValP = D(fmd(D~=0)); 
% On met les vect. p. en ordre croissant par rapport aux valeurs propres 
[ValP,I] = sort(ValP,'ascend'); 
for q=l:length(I) 
VectPsort(:,q) = VectP(:,I(q)); 
end 
% index des 3 vecteurs propres utilisees 
index VPTemp = ListeVectPropres(size(VectPsort,2)); 
% On trie la liste en fonction de la somme des valeurs propres 
indexVPTemp(4,:) = 
real(ValP(indexVPTemp(l,:))+ValP(indexVPTemp(2,:))+ValP(indexVPTemp(3,:))); 
index VPTot = sortrows(indexVPTemp',4); 
index VPTot = indexVPTot(:,l:3)'; 
% Recherche de la solution approximative 
disp(' Recherche d"une solution ') 
while(XtCXBest == inf) 
% On cherche parmis les 5 triplets de vecteurs propres 
indexVP = index VPTot(:,l+5*indexSearch:5+5*indexSearch); 
% Increment de l'index dans la liste des vect. p. 
indexSearch = indexSearch+1; 
for Q = 1 :size(indexVP,2) 
% Initialisations 
Xl l = []; 
X12 = []; 
X13 = []; 
FX11=[]; 
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FX12 = D; 
FX13 = []; 
% Vecteurs propres utilisees pour la combinaison 
V(:,l) = VectPsort(:,indexVP(l,Q)); 
V(:,2) - VectPsort(:,indexVP(2,Q)); 
V(:,3) = VectPsort(:,indexVP(3,Q)); 
% Plage deA(l) =-1:1 
Al=-l :ech: l ; 
% Coefficients de l'equation: 
% all*A(l)A2+al2*A(l)*A(2)+a22*A(2)A2 ... 
% +al3*A(l)*A(3)+a23*A(2)*A(3)+a33*A(3)A2 = 0 
all=V(:,l) '*Dl*V(:,l); 
al2 = 2*V(:,l)'*Dl*V(:,2); 
al3 = 2*V(:,l)'*Dl*V(:,3); 
a22 = V(:,2)'*Dl*V(:,2); 
a23=2*V(:,2)'*Dl*V(:,3); 
a33=V(:,3)'*Dl*V(:,3); 
% Coefficients de l'equation: 
% bll*A(l)A2+bl2*A(l)*A(2)+b22*A(2)A2 ... 
% +M3*A(l)*A(3)+b23*A(2)*A(3)+b33*A(3)A2 = 0 
bll=V(:,l)'*D2*V(:,l); 
bl2 = 2*V(:,l)'*D2*V(:,2); 
bl3=2*V(:,l)'*D2*V(:,3); 
b22 = V(:,2)'*D2*V(:,2); 
b23 = 2*V(:,2)'*D2*V(:,3); 
b33 = V(:,3)'*D2*V(:,3); 
% Coefficients d*x2A3+c*x2A2+b*x2+a=0; 
d = (a33*b23+b22*a23-a22*b23-b33*a23); 
c = (-al2*Al*b23+a33*bl3*Al+bl2*Al*a23-a22*bl3*Al-... 
b33*al3*Al+b22*al3*Al); 
b = (-all*Al.A2*b23-al2*Al.A2*bl3+b33*a23+a33*Al.A2*b23... 
+bl2*Al.A2*al3-a33*b23+bll*Al.A2*a23-b33*Al.A2*a23); 
a = -all*Al.A3*bl3+b33*al3*Al-a33*M3*Al-... 
b33*Al.A3*al3+a33*Al.A3*bl3+bll*Al.A3*al3; 
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% Pour chacun des intervalles de Al 
forh=l:length(Al) 
% On forme le polynome 
poly = [dc(h)b(h)a(h)]; 
% On trouve les racines de ce polynome 
racines = roots(poly); 
% On classe ces racines en ordre croissant 
racines = sort(racines); 
% Trois solutions pour A(2) 
forj = l:3 
%A(2) = f(A(l)) 
if(length(racines) ==3) 
A2 = racines(j); 
else 
% On neglige la solution 
A2 = 2; 
end 
%A(3) = f(A(l),A(2)) 
if((al3*Al(h)+a23*A2) ~= 0) 
A3 = (-a33-all*Al(h)A2+a33*Al(h)A2-al2*Al(h)*A2-... 
a22* A2A2+a33 * A2A2)/(a 13 * A1 (h)+a23* A2); 
A32 = sqrt(l-Al(h)A2-A2A2) * sign(A3); 
else 
% On neglige la solution 
A3 = 2; 
end 
% Si A(2) et A(3) sont reels et que leurs val. abs. < 1 
% On forme les fonction Fi 
if(isreal(A2) && isreal(A3) && abs(A2) < 1 && abs(A3) < 1) 
if(j==l) 
X11 = [X11 Al(h)]; 
FX11 = [FX11 (A3-sign(A3)*sqrt(l-Al(h)A2-A2A2))]; 
elseif(j==2) 
X12 = [X12Al(h)]; 
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FX12 = [FX12 (A3-sign(A3)*sqrt(l-Al(h)A2-A2A2))]; 
else 
X13 = [X13 Al(h)]; 





% Pour chacune des fonctions Fi 
for iteFct = 1:3 
% Affectation de la bonne fonction Fi 
if(iteFct==l) 
x l = X l l ; 





x l=X13 ; 
Fxl=FX13; 
end 
% Bornes potentielles des zeros dans la fonction Fi 
bornesZeros = PassageZero(xl,Fxl,ech); 
% Pour chacunes des bornes potentielles 
for iteO = l:size(bornesZeros,l) 
% On effectue une bissection 
Al=bissec(all,al2,al3,a22,a23,a33,bll,bl2,bl3,b22,b23,b33,... 
bornesZeros(iteO, 1 ),bornesZeros(iteO,2),iteFct); 
% On reforme le polynome 
d = (a33*b23+b22*a23-a22*b23-b33*a23); 
c = (-al2*Al*b23+a33*bl3*Al+bl2*Al*a23-a22*bl3*Al-... 
b33*al3*Al+b22*al3*Al); 
b = (-all*AlA2*b23-al2*AlA2*bl3+b33*a23+a33*AlA2*b23+... 
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bl2*AlA2*al3-a33*b23+bll*AlA2*a23-b33*AlA2*a23); 
a = -all*AlA3*bl3+b33*al3*Al-a33*M3*Al-... 
b33*AlA3*al3+a33*AlA3*bl3+bll*AlA3*al3; 
poly = [deb a]; 
% on trouve les racines correspondantes 
racines = roots(poly); 
racines = sort(racines); 
% On affecte la valeur de la racine a a2 en fonction de la 
% fonction Fi en cours de recherche 
A2 = racines(iteFct); 
A3 = sqrt(l-AlA2-A2A2)*sign((-a33-all*AlA2+a33*AlA2-al2*Al*A2-... 
a22*A2A2+a33*A2A2)/(al3*Al+a23*A2)); 
% Si A(2) et A(3) sont reels et que leurs val. abs. < 1 
% On forme les fonctions Fi 
if(isreal(A2) && isreal(A3) && abs(A2) < 1 && abs(A3) < 1) 
% On forme la solution dans le SEL ortho. aux vect. 
% niv. inf. 
XDansP = A1*V(:,1)+A2*V(:,2)+A3*V(:,3); 
% Retour dans l'espace vect. original 
X = P*XDansP; 
% On inverse le vecteur si sa plus grande valeur en absolu est negative 
if(abs(min(X)) > abs(max(X))) 
X = -X; 
end 
X = X/norm(X); 
ProdScallntra = TestOrthoIntra(X,pas,level,N); 
% Si la solution est meilleure que precedentes 
% et que la solution respecte contraintes qudratiques 
if(abs(X'*C*X) < abs(XtCXBest) && ProdScallntra < 10e-15) 
Xbest = real(X); 








% FIN du fichier SolveOptiProblem.m 
o / 0 = _ _ _ ^ _ _ = _ _ % 
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0 / ^ = = = = = = = = = = = = = = = = = % 
% FICHIER: ListeVectPropres.m 
% DESCRIPTION : Ce fichier retourne les combinaisons d'index possible 
% pour la selection des triplets de vect. propres. 
% PARAMETRES : 
% indexMax : index maximum 
% SORTIES : 
% indexVP : triplet des index distincts de vect. p. 
%=========================================% 
function index VP = ListeVectPropres(indexMax) 
index 1 = 1; 
index2 = 2; 
index3 = 3; 
index VP = []; 
while(indexl <= indexMax-2) 
index VP = [index VP [indexl index2 index3]']; 
index3 = index3+l; 
if(index3 > indexMax) 
index2 = index2+l; 
index3 = index2+l; 
if(index2 > indexMax-1) 
indexl = index 1+1; 
index2 = index 1+1; 




% • % 
% =% 
7o=========================================yo 
function bomesZeros = PassageZero(x,y,ech) 
boraesZeros = []; 
forj = l:(length(y)-2) 
if(sign(y(j)) ~= sign(y(j+l)) && abs(xG)-xG+l)) <= 1.5*ech) 
bomesZeros = [bomesZeros; x(j) x(j+l)]; 
end 
end 
% FIN du fichier PassageZero.m 
% FICHIER: bissec.m 
% DESCRIPTION : Effectue une bissection 
% PARAMETRES : 
% al 1 ... b33 : parametres de la fonction 
% XI et X2 : Bornes du zero potientiel 
% iteFct: Numero de la fonction Fi analysee 
% SORTIES : 
% Xmid : Resultat de la bissection 
%========================================% 
function Xmid = 
bissec(all,al2,al3,a22,a23,a33,bll,bl2,bl3,b22,b23,b33,Xl,X2,iteFct) 
% Initialisation 
XL = X1; 
XR = X2; 
XmidPast = inf; 
Xmid = (XL+XR)/2; 
% bissection 
while(abs(XmidPast-Xmid)> 1E-16) 
XmidPast = Xmid; 
Ymid=SystEquOMPC(all,al2,al3,a22,a23,a33,bll,bl2,... 
bl3,b22,b23,b33,Xmid,iteFct); 
YL = SystEquOMPC(all,al2,al3,a22,a23,a33,bll,bl2,bl3,b22,b23,b33,XL,iteFct); 
YR = SystEquOMPC(al I,al2,al3,a22,a23,a33,bl l,bl2,bl3,b22,b23,b33,XR,iteFct); 
if(sign(Ymid) == sign(YL)) 
XL = Xmid; 
else 
XR = Xmid; 
end 
Xmid = (XL+XR)/2; 
end 
% FIN du fichier bissec.m 
% FICHIER: SystEquOMPC.m 
% DESCRIPTION : Ce fichier retoume la valeur de la fonction Fi pour une 
% valeur de A1 
% PARAMETRES : 
% al 1 ... b33 : parametres de la fonction 
% Al : parametre Al 
% iteFct: Numero de la fonction Fi analysee 
% SORTIES : 
% Y : valeur de la fonction Fi 
function Y = SystEquOMPC(all,al2,al3,a22,a23,a33,... 
bll,bl2,bl3,b22,b23,b33,Al,iteFct) 
d = (a33*b23+b22*a23-a22*b23-b33*a23); 
c = (-al2*Al*b23+a33*bl3*Al+bl2*Al*a23-a22*M3*Al-... 
b33*al3*Al+b22*al3*Al); 
b = (-all*AlA2*b23-al2*AlA2*bl3+b33*a23+a33*AlA2*b23+bl2*AlA2*al3-... 
a33*b23+bll*AlA2*a23-b33*AlA2*a23); 
a = -al l*AlA3*bl3+b33*al3*Al-a33*bl3*Al-
b33*AlA3*al3+a33*AlA3*bl3+bll*AlA3*al3;... 
poly = [d c b a]; 
racines = roots(poly); 
racines = sort(racines); 
A2 = racines(iteFct); 
if(A2 ~=0) 
A3 = (-a33-al l*AlA2+a33*AlA2-al2*Al*A2-
a22*A2A2+a33*A2A2)/(al3*Al+a23*A2);... 
else 
A3 = inf; 
end 
Y = (A3-sign(A3)*sqrt(l-AlA2-A2A2)); 
% FIN du fichier SystEquOMPC.m 
76 
% FICHIER: TestOrthoIntra.m 
% DESCRIPTION : Ce fichier permet verifier si un vecteur respect les 
% contraintes quadratiques d'orthogonalite 
% PARAMETRES : 
% Vecteur : Vecteur analyse 
% pas : Pas de decallage 
% level: Niveau 
% N : Taille du support du vecteur de la plus petite echelle. 
% SORTIES : 
% ProdScalMax : Max. du prod. Seal. Intra-niveau 
%=========================================% 
function ProdScalMax = TestOrthoIntra(Vecteur,pas,level,N) 
% Initialisation 
ProdScal = []; 
ContOrthoIntra = []; 
% Facteur d'echelle 
FactEch = 2A(level-l); 
% Contraintes quadratiques d'ortho intra-niveau 
for i=l:N/pas-l 
NbPtsOverlap = i*pas*2A(level-l); 
ContOrthoIntra(:,i) = [Vecteur(end-NbPtsOverlap+l:end);... 
zeros(FactEch*N-NbPtsOverlap, 1)]; 
end 
ContOrthoIntra = [Vecteur ContOrthoIntra]; 
NbCont = size(ContOrthoIntra,2); 
% Produit scalaire entre les vecteurs 
for z=2:NbCont 
ProdScal = [ProdScal; ContOrthoIntra(:,l)'*ContOrthoIntra(:,z)]; 
end 
ProdScalMax = max(abs(ProdScal)); 
% • % 
% FICHIER: TestOrthoInter.m 
% DESCRIPTION : Ce fichier permet verifier qu'un vecteur est ortho. 
% aux vecteurs des niveaux inferieurs 
% PARAMETRES : 
% Vecteurs : Vecteurs des petites echelles 
% pas : Pas de decallage 
% level: Niveau 
% N : Taille du support du vecteur de la plus petite echelle. 
% SORTIES : 
% ProdScalMax : Max. du produit scalaire entre un vecteur et ceux 
% des niveaux inferieurs 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = % 
function ProdScalMax = TestOrthoInter(Vecteurs,pas,level,N) 
% Initialisation 
ProdScal = []; 
% Facteur d'echelle 
FactEch = 2A(level-l); 
ContOrthoTot = Vecteurs {level}; 
% Vecteurs de petites echelles 
for i=l: level-1 
ContOrthoNivInf = DecalVecteur(Vecteurs {i} ,FactEch*N,2A(i-l)*pas); 
ContOrthoTot = [ContOrthoTot ContOrthoNivInf]; 
end 
NbCont = size(ContOrthoTot,2); 
forz=2:NbCont 
ProdScal = [ProdScal; ContOrthoTot(:,l)'*ContOrthoTot(:,z)]; 
end 
ProdScalMax = abs(max(ProdScal)); 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = % 
% FIN du fichier TestOrthoInter.m 
78 
% FICHIER: VerifflaseComplete.m 
% DESCRIPTION : Ce fichier permet de verifier qu'une base de DOMPC est 
% orthonormale 
% PARAMETRES : 
% BaseComplete : ensemble des vecteurs de la base DOMPC 





disp('Debut de la verification de T'orthonormalite de la base') 
ProdScal = []; 
for i=l:size(BaseComplete,2)-l 
norme(i) = norm(BaseComplete(:,i)); 
forj=i+l:size(BaseComplete,2) 
ProdScal = [ProdScal BaseComplete(:,i)'*BaseComplete(:,j)]; 
end 
end 
disp(['Norme min: ' num2str(min(norme))]) 
disp(['Norme max:' num2str(max(norme))]) 
disp(['Prod. Seal, max:' num2str(max(abs(ProdScal)))]) 
disp('Verification de T'orthonormalite terminee') 
% % 
