Abstract Bemisia tabaci is a significant pest for many crops, but there are few population studies of this insect on sweet pepper (Capsicum annuum). In this study, stage frequency data were generated with B. tabaci in sweet pepper plants in various situations, and the Bellows and Birley method was used to obtain population parameters from the data. The Akaike Information Criterion (AIC) was used to select the best option of the Bellows and Birley method and, in some cases, to estimate the parameters of the population using model averaging. The ratios estimated/observed for each population parameter were calculated to assess bias and were used to correct the estimations if the ratios were different from 1. The effects of different factors on the estimations of population parameters were analysed. The total duration of development was affected by the experimental conditions (laboratory vs. greenhouse) and temperature, but it had the highest precision. The final survival rate was affected by temperature, and the estimation of individuals entering each stage was affected only by the options included in the Bellows and Birley method. AIC helped to detect differences in the daily survival rate among the different experiments between N1 (first instar) (range 0.842-0.923), and the egg (range 0.989-1.0) and N4 (fourth instar) (0.990). The methodology used can be employed in field population studies. For example, the final survival rate in the greenhouse experiments varied between 0.624 and 0.097, depending on if the parasitoids were present or not, and the total development varied between 420.6 and 440.7 degree days.
Introduction
The whitefly, Bemisia tabaci (Gennadius), is a significant pest in many crops around the world (Oliveira et al. 2001) . In regions where there is a great density of vegetable crops cultivated in greenhouses, as is found in the southeast of Spain, the whitefly becomes a serious threat in terms of the increase of its population and the potential transmission of several viral diseases (Navas-Castillo et al. 2000; Segundo et al. 2004; Ruiz et al. 2006 ). Crops such as sweet peppers, tomatoes, melons, cucumbers, green beans and others may be seriously affected by this pest. Many studies have focused on the biology of this species in different crops and on the analysis of life tables to investigate different parameters of the population or the key factors that regulate its population (Von Arx et al. 1983; Horowitz et al. 1984; Baumgartner et al. 1986; Baumgartner and Yano 1990; Naranjo and Ellsworth 2005; Asiimwe et al. 2007) . Several of these studies have compared different models. The biology of B. tabaci has been studied in sweet peppers (Capsicum annuum) under controlled (laboratory) conditions (González-Zamora and Gallardo 1999; Muñiz 2000; Muñiz et al. 2002) , but no studies have been presented on the biology of this species with sweet peppers under field conditions.
Stage frequency data are analysed in different ways to obtain information on populations. One way is to use a model or models, which can be as simple or as complicated Communicated by R. Horowitz as needed under the circumstances (for a review see Manly 1990; Southwood and Henderson 2000) . If different models are used to analyse the data, the results must be compared to select the most suitable one. Different biological conclusions may be drawn from the data depending upon the final model selected, and therefore, it is important to have a method that selects the best model and measures the strength of the evidence for each one. The Akaike Information Criterion (AIC) is widely used in biological studies to select the best model due to the advantages it has over other criteria, and it is used to estimate parameters by model averaging (Burham and Anderson 2002; Johnson and Omland 2004; Posada and Buckley 2004) . In the field of entomology, the application of AIC or other information criteria is generally used to select models that help explain different aspects of the biology and behaviour of insects, and to select models that can be used in the field of crop protection (Luh and Croft 1999; Hansen et al. 2001; Hemerik and van der Hoeven 2003; Umble and Fisher 2003; Sileshi 2006; Takeuchi 2006; Saint-Germain et al. 2007) . A study undertaken by Sileshi (2006) is one of few examples of the use of AIC for insect count data or applications for life table analyses. Model averaging is applied when none of the set of models is clearly the best, and several can be used. In such case, the parameters of interest are estimated based on the relative importance (or weight) of the models. To date, no examples have been found on the use of model averaging to estimate population parameters.
This work had different objectives corresponding to the information that can be obtained from stage frequency data of B. tabaci in sweet peppers, both from the laboratory and field. We studied the bias generated after using a model (in this case, the Bellows and Birley method), comparing the observed and estimated parameters, and how different factors can influence this bias. The other objective of this study was to demonstrate the application of model selection and averaging with the AIC to accurately estimate population parameters. The Bellows and Birley method produces different parameters from stage frequency data and, with the help of the AIC, it can be of great interest in population studies due the information generated, such as, for example, survival rates, development time, number of entering stages, and others. Finally, population parameters from field studies are presented to show the potential of this methodology.
Materials and methods

Experimental conditions
The study was carried out in the facilities of the I.F.A.P.A. (Instituto para la Formación Agraria y Pesquera de Andalucia) of ''La Mojonera-La Cañada'' (36847 0 18.57 00 N and 2842 0 13.87' 00 W) in Almería (southeast Spain). The experiments were conducted under laboratory conditions with potted plants and in a plastic greenhouse using sweet pepper plants (Capsicum annum) cv. ''Espartaco''. The pots had a diameter of 13.8 cm and a volume of 1.2 l. The substratum was coconut fibre, and the plants were periodically fertilised with Multi Poli-Feesd Ò (Haifa Chemical). A 600-m 2 plastic greenhouse was used for the greenhouse conditions. The sweet pepper plants were transplanted to the ground in August 1995. The normal agricultural practice in the area for this crop was followed during the period of cultivation, with the spraying of pesticides on the upper part of the plants to control certain diseases and pests, such as powdery mildew (Leveillula taurica (Lev.) Arnaud (Perisporales: Erysiphaceae)) with dinocap and bupirimate; beet armyworm (Spodoptera exigua (Hübner) (Lepidoptera: Noctuidae)) with Bacillus thuringiensis and trichlorfon mixed with wheat bran; and broad mite (Poliphagotarsonemus latus (Banks) (Acari: Tarsonemidae)) with bromopropylate and avermectin. Care was taken to avoid products harmful to whiteflies and their natural enemies.
The adults of B. tabaci that were used to lay the eggs were collected from a different greenhouse planted with peppers (cv. ''Espartaco''), where a colony of B. tabaci was constantly reared.
Three trials were carried out in different situations to generate stage frequency data that could be used for the posterior analysis of model selection and model averaging to obtain population parameters. The experiments were carried out under the following two experimental conditions: controlled temperature (laboratory conditions in Trials 1 and 2) versus uncontrolled temperature (field conditions in Trial 3). There were also two scales of observation: individual counts (in Trial 1) versus grouped counts (in Trials 2 and 3). The three trials were as follows:
(1) Trial 1 (individual counts and controlled temperature). Assays were carried out at 20 ± 1, 25 ± 1 and 30 ± 1°C in a growth chamber (KOXKA model MEC-185/F) with 4,000 lux, a 16:8 photoperiod (light:dark) and a relative humidity of 75 ± 10%; and in a breeding chamber at 25 ± 2°C with 6,000 lux, a 16:8 photoperiod (light:dark) and a relative humidity of 65 ± 10%. Each of the studies consisted of one or two potted plants with six to eight leaves each. The plants were infested with high numbers of B. tabaci adults. The adults were confined to one or two leaves per plant by means of a cloth bag for 24 h at the different temperatures defined above. After this time, the adults were eliminated, and the eggs were counted. This time point was considered the initial moment, or zero time point, for the study of development. The eggs were observed and counted daily. When nymphs of the first instar emerged, we waited until they fixed on the leaf, and then their positions were marked with a soft marker (Lumocolor Ò , Staedtler, Germany). Daily counts of each individual took place until the whitefly adults emerged.
(2) Trial 2 (grouped counts and controlled temperature). Assays were carried out at 20 ± 1 and 30 ± 1°C in a growth chamber (KOXKA model MEC-185/F) with 4,000 lux, a 16:8 photoperiod (light:dark) and a relative humidity of 75 ± 10%; and in a breeding chamber at 25 ± 2°C with 6,000 lux, a 16:8 photoperiod (light:dark) and a relative humidity of 65 ± 10%. Two replicates were done at each temperature. The plant infestation was initiated following the same procedure as described in Trial 1. Once the adults were eliminated, the leaves where the adults had been confined were observed daily. The eggs and individuals that emerged were counted and grouped according to their developmental stage, but they were not marked. The daily counts took place until the adults emerged.
(3) Trial 3 (grouped counts with uncontrolled temperature in a plastic greenhouse). Three experiments were carried out at several time periods throughout the year, as follows: September 19, 1995 to October 23, 1995 ; December 1, 1995 to February 26, 1996 and March 6, 1996 to April 30, 1996 (experiment 3) . In each experiment, six to ten plants were selected, and a leaf from each plant was isolated with a cloth bag. Large numbers of adult B. tabaci were introduced into each bag and left for 24 h. The eggs that were laid were counted, and this was considered the starting point for the developmental study. The population was counted daily except in experiment 1, where it was counted every 2 days until all of the adults had emerged. Individuals were counted and grouped according to their developmental stage. The temperature and relative humidity were registered daily during the experiments, with mean temperatures (and ranges) of 24.9°C (12-37°C), 15.9°C (4-30°C) and 18.9°C (8-33°C) for experiments 1, 2, and 3, respectively. Time was measured using degree days (DDs). The DDs were calculated using the maximal and minimal temperatures of two periods in the day (from 00.00-12.00 h and from 12.00 to 24.00 h), and 10°C was the minimum development threshold temperature (Zalom et al. 1985) . The following equation was used to calculate DD:
where T is temperature. In Trials 1 and 2, the different developmental stages, from egg to fourth instar (N4), were observed in the laboratory with a stereobinocular microscope (99 and 459 magnification) by turning the leaf under the microscope. The developmental stages were distinguished as a function of size. The first instar (N1) was the smallest, and the fourth (N4) was the largest. In Trial 3, the different developmental stages from egg to N4 were distinguished using a field lens (89 magnification), and they were separated according to their relative size. In the first greenhouse experiment, the nymphs of the first, second and third instars were counted together.
In the individual counts (Trial 1), the fate of each individual was recorded. Thus, it was possible to calculate different parameters, such as the number of individuals entering each instar, the daily survival rate of each instar, the survival rate of each developmental stage, the duration of each instar, the final survival rate of the population and the total development period (González-Zamora and Gallardo 1999). In contrast, in the grouped counts (Trials 2 and 3), only the number of individuals found at each instar was recorded daily. In the grouped counts, the initial number of eggs and the final number of adults that emerged from the empty pupal cases was known. With these data, most of the previous parameters could not be calculated except for the final survival rate of the population and the total development period. Therefore, the other parameters had to be estimated with the help of a model. With individual counts, it was possible to compare the observed values of all parameters with their estimations and to establish the bias and validity of the model used. With Trials 2 and 3, the bias was identified using fewer parameters, such as individuals entering the egg and adult stage, the final survival rate and the total development.
Model fitting
The P1f software package (Manly 1994 ) was used to analyse the life tables, and it was specifically designed to analyse data from stage-structured populations with different models. In model selection, it is important to have a group of models that are relevant to the data and to the objectives of the analysis, representing a plausible research hypothesis (Burham and Anderson 2002) . The Bellows and Birley method (Bellows and Birley 1981) is the most flexible method because it allows estimation of the duration of each stage, the unit time survival rate, the final survival rate, and the numbers entering each stage. This method also allows for different assumptions when different survival parameters for each stage or time of entry in stage 1 are considered (Manly 1990 ).
All of the experiments were performed using a single cohort, and therefore, the initial number entering stage 1 was known, and no entering distribution was necessary. The Weibull distribution was also used to model the distribution function of each stage. The Weibull distribution function is as follows:
where alpha (a) is the shape parameter, and lambda (k) determines the spread of the curve along the X-axis. Lambda is also an estimate of the mean duration of each stage. The P1f program allows for different combinations of the unit time survival rate (needed in the Bellows and Birley method) and the shape parameter (a) of the Weibull distribution, which may be different for each stage in the Bellows and Birley method. The combinations of these two parameters produce the following four options in the program: (1) different survival and shape parameters for each stage; (2) the same survival parameters but different shape parameters for each stage; (3) different survival parameters but the same shape parameters for the stages; and (4) the same survival parameters and shape parameters for all stages. These four options of the Bellows and Birley method produced different estimations of the same population parameters along with fitting of the model to the data as expressed in the log likelihood for each option. For this reason, the four options were considered in this study as models to be selected with a given criterion.
The output estimates produced by the Bellows and Birley method were as follows: (a) individuals entering into each stage (egg, N1, N2, N3, N4 and adult); (b) the stage-specific survival rate (SSSR), which is the survival of a given stage; and (c) duration, which is the developmental time for each stage considered. The P1f program generated the standard deviation for the duration of each stage, but not for the individuals entering the stage or for the SSSR. Two other estimates were calculated using the results of the program as follows: (a) the SR f , which is the final survival rate from egg to adult; and (b) the Duration t , which is the duration of the total developmental period, from egg to adult. However, neither of these two last estimates had an associated standard deviation. The shape parameter (a) of the Weibull distribution and the unit time (daily) survival rate (/) were also estimated in the four options of the Bellows and Birley method. Both of these parameters could be considered equal or different for each stage, and both of them had a standard deviation produced by the P1f program.
Statistical analyses
The output estimates produced by the Bellows and Birley method, such as the individuals entering each stage, the SSSR, the duration of each immature stage, the final survival rate (SR f ) and the total duration (Duration t ), were compared with the observed values of the same parameters, which were obtained mainly from Trial 1, but also from Trials 2 and 3, to obtain the estimated/observed ratios. The ratios were used to identify the bias of the estimates and to determine if the bias was affected by different factors.
The previous parameters, expressed by relative values in the ratios, were considered as variables that could be affected by different factors. These factors and their levels were as follows: (a) Scale of observation, with two levels, including individual counts (with data coming from the experiments of Trial 1) and grouped counts (with data coming from the experiments of Trial 2); (b) Experimental conditions, with two levels, including controlled temperatures (with data coming from the experiments of Trial 2) and uncontrolled temperatures (with data coming from the experiments of Trial 3); (c) Temperatures, with the three temperatures used in controlled temperatures (with data coming from the experiments of Trials 1 and 2); (d) Options, with the four options of the Bellows and Birley method supported by the P1f program (with the available data from Trials 1, 2 and 3).
The ratios were not transformed in any way, and they were first analysed to test the homogeneity of the variances within factors using Cochran's C contrast, Bartlett's contrast and Levene's tests. If the probability associated with any of them was less than 0.05, the Kruskall-Wallis test was used to analyse the data. In contrast, if the P value was greater than 0.05 in all of them, a one-way ANOVA was used to analyse the data. If the P value of the KruskallWallis statistic was less than 0.05, the means of the different levels within the factor were separated using MannWhitney's U test (Steel and Torrie 1988) . If the P value of the ANOVA test was less than 0.05, the means of the different levels within the factor were separated using Tukey's honestly significant difference (HSD) test at P = 0.05. The ratios were then tested to determine whether they differed from 1 using the contrast hypothesis test, with P = 0.05. All analyses were performed using the Statgraphics package (Statistical Graphics 2000).
Model selection
There are different ways of comparing models to select the most appropriate one. This study used the AIC, which is a powerful method for model selection and the inference of ecological data (Burham and Anderson 2002) . With AIC, the goal is to select the model with the least number of parameters that represents the data adequately (i.e., the principle of parsimony) (Franklin et al. 2001; Mazerolle 2004) . The AIC was used to select the best option of the Bellows and Birley method, and it is defined as follows:
In this equation, K is the number of estimated parameters included in each model (or the options of the Bellows and Birley method in this study). The loglikelihood of the model given the data are readily available in the statistical output, and reflects the overall fit of the model. When there was a comparison of models, the model with the smallest AIC was selected. With count data, as was the case here, it is normal to find overdispersion. Therefore, the AIC was modified to obtain QAIC c (Burham and Anderson 2002) .
Two measures, delta AIC (D) and Akaike weights (w), associated with the AIC and equally with QAIC c were used to compare models (Burham and Anderson 2002) . The delta AIC is a measure of each model relative to the best model. As a rule of thumb, when D i is less than two, it suggests substantial evidence in support of the model. When the values are between three and seven, it indicates that the model has considerably less support. When D i is greater than ten, it indicates that the model is unlikely. Akaike weights provide another measure of the strength of evidence for each model, and they represent the ratio of delta AIC (D i ) values for each model relative to the whole set of candidate models (the four options of the Bellows and Birley model). Akaike weights also indicate the probability that the model is the best among the set of candidate models.
Selecting a model from a set of candidate models may produce a new problem. When no single model is clearly the best, predictions cannot be based on the model ranked in first place. In some cases, the best model may have competitors for the top rank (e.g., when D i \ 2). A solution to this problem is to base the inference on the entire set of models, an approach called ''multimodel inference'' or ''model averaging'' (Burham and Anderson 2002; Johnson and Omland 2004; Posada and Buckley 2004) . When this situation happened in this study, a weighted average of the estimates was computed using the Akaike weights.
To conduct model averaging, the estimate of the parameter for each model was weighted by the Akaike weights as follows:
whereĥ i denotes the estimate for model i. Similarly, the precision (as standard error, SE) of the model averaged estimate may also be computed and is called the unconditional SE (Burham and Anderson 2002) . In many cases, model averaging reduces bias and increases precision, which are desirable properties (Burham and Anderson 2002) . Once the model averaged estimates and SE were calculated, confidence intervals were used to assess the magnitude of the effect. After using AIC, or model averaging if needed, the observed parameters and their final estimates were used to calculate the coefficients of determination R 2 .
Results
Differences among the observed parameters and their estimates from the Bellows and Birley method in its different options were observed. The discrepancies were measured by calculating the estimated/observed ratios (Table 1) , which were used to identify the bias of the method in the different parameters and to assess the effect of the factors on estimations of the same parameters. The ratios were less than one in most cases, but some were close to one. Table 2 shows the statistics obtained for the analyses and their significance. There were no differences in the ratios of each variable studied within the scale of observation (individual counts vs. grouped counts), although the experimental conditions (controlled temperature vs. uncontrolled temperature) showed a significant difference in the ratios only in the total duration of development. The temperature factor displayed differences only in the final survival rate and total duration. Finally, the option factor, which must be considered as appertaining to the Bellows and Birley method, demonstrated significant differences within each factor only in the entering individuals. The estimated/observed ratios were used to correct the estimated parameters in each situation, but only when the ratio was significantly different from one, by dividing the estimated parameter by the ratio value. This correction was used to obtained the final values of each parameter, but it was not used to select the best option with the AIC. The different parameters of the AIC analysis for each Trial (Table 3) indicated that the data were overdispersed (c between 1 and 5; Burham and Anderson 2002) . Each trial comprised its own set of data, and therefore, the results are shown separately. The four options supported by the P1f program with the Bellows and Birley method were compared with the delta AIC (D) and the Akaike weights (w). The first option (i.e., different daily survival rates for the stages) was selected as the best with the experiments carried out at the lowest temperature under controlled conditions (20°C in both individual and grouped counts, Trials 1 and 2, respectively). In contrast, the second option (i.e., the same daily survival rate for all stages) was selected as the best at the intermediate temperature (25°C in both individual and grouped counts, Trials 1 and 2, respectively). At the higher temperature (30°C in both individual and grouped counts, Trials 1 and 2, respectively), the selection was not as clear, but the options with the same survival rate for the stages (options 2 and 4) generally had higher weights. Similar selections of options occurred in the experiments carried out in the greenhouse (Trial 3). In the experiment carried out in winter (experiment 2 with a mean temperature of 15.9°C), the first option (i.e., different daily survival rates for the stages) was clearly selected. In experiment 3 (mean temperature of 18.9°C and at the beginning of spring), the third option (i.e., different daily survival rate for each stage) was the most important. In experiment 1, under greenhouse conditions (warm temperatures with a mean of 24.9°C and at the beginning of autumn), the second and fourth options (both with the same daily survival rate for each stage) were more important.
Finally, the final population parameters for each experiment (with their own standard errors), were obtained using multimodel inference when necessary, according to the w factor of Table 3 (12) and 0.999 (13) for the individuals entering the different stages, the stage-specific survival rate (SSSR), the duration of development in the different stages, the final survival rate, and the duration of total development period, respectively (the numbers between brackets are the number of points used to calculate the coefficient of determination in each case).
In 6 out of 13 experiments, the first and/or third option of the Bellows and Birley method (i.e., in which the daily survival rates were considered differently for each instar) produced higher Akaike weights (Table 4) . Three of the experiments demonstrated a clear difference with nonoverlapping confidence intervals between the daily survival rates of the egg and N1 stages, and in one experiment between the N1 and N4 stages (Table 4) . In several cases, there was only a light overlap in the confidence intervals of the daily survival rate of the N4 with the egg stage. Also, the estimates of the daily survival rate with the different options in the individual counts (Trial 1) were similar to the observed daily survival rates, which were included in the 95% confidence intervals of the estimates (Table 4) . The observed values of daily survival rate showed statistical differences in the stage and temperature factors and their interaction (F 4,5 = 68.5, P \ 0.001; F 2,5 = 113.8, P \ 0.001; and F 8,5 = 16.6, P = 0.003, respectively). The differences between stages within the temperature were consistent with the results from the estimations and their confidence intervals at 20°C (N1 was different from egg and N4; Table 4 ). At 30 and 25°C, however, differences were found between the egg stage and the remaining instar stages (Table 4 and data not shown).
The final estimates obtained for the greenhouse experiments are presented in Table 5 , and they show the type of output obtained using the AIC and the multimodel inference. From the results, the similarity of the total duration among the three experiments (ranging from 420.6 to 440.7 DD) was significant, whereas the final survival rates (ranging from 0.097 to 0.624) indicate that the environmental conditions in the three experiments were different. 
Discussion
The study presented in this article had two objectives. The first objective was to show the potential of the Bellows and Birley method to estimate parameters from stage frequency data. As in any estimation, the parameters estimated may differ from the observed values of the same parameters. The observed parameters are not always known. In this study, however, the observed parameters were known in most of the cases, and they were used to identify the bias of the Bellows and Birley method as presented by the software P1f program. The second objective was to use a procedure to select a model that provides the best trade-off between bias and accuracy (i.e., AIC selected the most parsimonious model from those used to adjust the data). If different models support the data similarly, a multimodel inference (e.g., model averaging) can be considered to obtain a precision estimator for the different parameters. The Bellows and Birley method produced several estimates that were different from the observed values, as shown by the ratios in Table 1 . The ratios of the estimated/ observed parameters are useful for identifying the bias of the estimates and for determining if this bias is affected by the different factors considered. It is of particular interest that no difference of the ratios within the scale of observation (individual vs. grouped counts) was observed in the variables estimated. However, there were statistical differences in the ratios within the experimental conditions and temperatures, which affected variables representing general values (i.e., final survival rate and total duration of development). There were differences among the experiments carried out in the greenhouses and among the different temperatures in the laboratory. However, there was a remarkably high precision in several of the estimated variables, such as the total duration of development, across all factors.
The option factor was associated with the Bellows and Birley method of the P1f program, and it had a significant effect on one of the studied variables. The second option of the Bellows and Birley method (i.e., same survival parameter but different shape parameter for each stage) had a remarkable effect on the estimations of entering individuals, with a ratio close to 0.5 (Table 1) .
With the analysis presented herein, we have a tool to help answer the question of whether there are different daily survival rates at each stage. The options of the Bellows and Birley method with different daily survival rates in each stage (options 1 and 3) obtained better support at lower temperatures (both in controlled conditions and the plastic greenhouse), whereas the options with equal survival rates (options 2 and 4) were selected at medium and higher temperatures. The factors that affect mortality in each situation may be different and may change in other Table 2 Statistical analyses of the population parameters studied with the factors used and their significance experiments, but their identification and quantification may only be answered with an adequate sampling methodology that identifies them and relates them to the results of the analysis. The daily survival rates of the stages was of particular interest (Table 4 ). The observed values of the daily survival rates in the experiments of Trial 1 fell within the confidence interval of their estimations, reflecting their accuracy. It may be assumed that the estimations in the other experiments shown in Table 4 , where no observed values were generated, were equally accurate. Although the daily survival rates were different among some stages within the temperatures, as confirmed by the ANOVA of the observed values (even though these results must be considered with caution due the low number of replications of the observed data), this was not confirmed with the Bellows and Birley method in some cases (e.g., the experiment performed at 25°C, not shown in Table 4 , the experiment performed at 30°C in Trial 1, shown in Table 4 , or one of the experiments performed at 20°C in Trial 2, shown in Table 4 ).
For differences among stages, studies that relate this variation to environmental variables, such as climate, number of predators, number of parasitoids, food availability or any other variable, may help to explain these differences (Manly 1990) . In experiments conducted at a controlled temperature at 20°C, the temperature and possible manipulations under the stereomicroscope may be considered as factors affecting the survival of N1. Other factors may have produced these differences in the experiments carried out with uncontrolled temperatures (Trial 3 in the greenhouse).
The egg and N1 and N4 instar stages had the greatest effect on the B. tabaci population in the life table analysis in different locations and crops (Horowitz et al. 1984; Naranjo and Ellsworth 2005; Asiimwe et al. 2007 ). Predation (Naranjo and Ellsworth 2005) and parasitisation (Asiimwe et al. 2007) were the principal factors responsible for decreasing populations, affecting mainly the N4 instar, and dislodgement was second in most of the previous studies. In general, these conclusions agree with the results obtained in this study for the greenhouse experiments (although with only three experiments), where N1 and N4 had the highest mortalities, with estimated survival rates of 0.758 and 0.474, respectively, in experiment 2, and 0.372 and 0.515, respectively, in experiment 3 (Table 5 ). In greenhouses, the N1 instar is the most exposed to environmental factors, such as peaks of high temperature and low humidity typical of greenhouses in southeast Spain and low temperatures in some periods of the year. The N1 instar is also subject to other factors related to the plant itself, such as nutritional factors and cuticle thickness (Byrne and Bellows 1991) . Predation by lacewings or beetles on whiteflies was not observed in Trial 3 (greenhouses). However, Eretmocerus mundus Mercet adults, which are the main parasitoid of B. tabaci in greenhouses in Almería (Rodríguez-Rodríguez et al. 1994) , and subsequently, parasitised N4, were detected. The high mortality found in N4 (mainly from parasitism but also from direct feeding) and the low final survival rates The AIC (and model averaging if it was needed) was used to obtain the mean (m) and standard error (SE) needed to calculate the 95% confidence intervals of the estimated values. The standard error was corrected with the c of the most complex model (option) of the Bellows and Birley method a Standard errors needed to calculate confidence intervals were obtained from pooled data b Different letters in each experiment indicates differences between the stages when comparing the intervals, which do not overlap c The confidence intervals of egg and N4 overlapp slightly in this experiment recorded in experiments 2 and 3 (SR f = 0.143 and SR f = 0.097, respectively) (Table 5) were due to E. mundus in contrast to the values obtained in the first experiment in which no E. mundus was detected.
The level of parasitism due to E. mundus in the N4 instar may be high (González-Zamora et al. 1996; Téllez et al. 2003; Stansly et al. 2005) . Predation by E. mundus adults on different instars of the whitefly B. tabaci is well known and has been evaluated (Gerling and Fried 2000; Urbaneja et al. 2007) , and is considered an important factor in population regulation (Téllez et al. 2003; Zang and Liu 2008) .
The methodology used in this work allowed the bias of the Bellows and Birley method to be identified in different experimental situations (laboratory vs. greenhouse and individual vs. grouped counts) and with the use of the P1f program. The final estimates obtained from the best option of the Bellows and Birley method selected with the AIC or with model averaging, when it was needed, include the correction with the estimated/observed ratio when the ratios were different from one. The estimations may be used to analyse life tables to, for example, study the key factors that affect the survival of a population with a high enough number of generations (Southwood and Henderson 2000) . However, this was not the objective of this work. The final estimates for all of the experiments were compared with the observed values, obtaining, in general, a good agreement between them, as reflected in the coefficient of determination R 2 . It is especially remarkable that the total duration of development had an R 2 = 0.999, which reflects the robustness of its estimation in both experimental conditions (Table 1 ). The duration of development of each stage and the final survival rates also had high values of R 2 (0.988 and 0.985, respectively). The high similarity between the observed and final estimated parameters with the field experiments in greenhouses is shown in Table 5 .
The final estimates for the experiments carried out in the greenhouses (Table 5 ) are of particular interest for their implications in population studies in field conditions. The final estimation of the total duration of development may be compared with other studies, such as those carried out in cotton, to study the developmental time of B. tabaci (Zalom et al. 1985; Zalom and Natwick 1987) . The mean generation time of B. tabaci in cotton was found to be between 316.0 and 369.5 DD, which differs from the values obtained for sweet peppers in the present study. The duration of each instar also indicates the difference among instars. The development times of the egg and N4 stages were longer than the other instars, in agreement with results from laboratory studies on sweet peppers and other crops (González-Zamora and Gallardo 1999; Muñiz 2000) .
In conclusion, the methodology used in this article allowed the bias of the estimations obtained from the model (the Bellows and Birley method) to be identified. This methodology also permitted the selection of the best model from a set of models (applying model averaging when necessary) to analyse stage frequency data in life tables to shed light on important aspects of a population, which was presented in this study for the whitefly B. tabaci in sweet pepper plants.
