Abstract. Let H = n 1 , . . . , n 4 be a numerical semigroup generated by 4 elements, which is symmetric and let k[H] be the semigroup ring of H over a field k. H. Bresinski proved in [Br] that the defining ideal of k[H] is minimally generated by 3 or 5 elements. We give a new short proof of Bresinski's Theorem using the structure theorem of Buchsbaum and Eisenbud on the minimal free resolution of Gorenstein rings of embedding codimension 3.
Basic concepts
Let H = n 1 , . . . , n 4 be a numerical semigroup generated by 4 elements. We denote F(H) = max{n ∈ Z | n ∈ H} the Frobenius number of H and N = 4 i=1 n i . We call H symmetric if for every n ∈ Z, n ∈ H if and only if F(H) − n ∈ H. Let k[H] be the semigroup ring of H over a field k and S = k[x 1 , . . . , x 4 ] be the polynomial ring over k in the indeterminates x 1 , . . . , x 4 . It is known by [Ku] that H is symmetric if and only k [H] is Gorenstein. Let π : S → k [H] be the surjective k-algebra homomorphism with π(x i ) = t n i for i = 1, . . . , n. We consider S as a graded ring putting deg(x i ) = n i so that π preserves the degree. We denote by I H the kernel of π. If we assign to each x i the degree n i , then with respect to this grading, I H is a homogeneous ideal, generated by binomials.
We define α i to be the minimal positive integer such that
The purpose of this note is to give a short proof of Bresinski's Theorem; For the proof we let
be the graded minimal free resolution of k[H] over S. Note that "H is symmetric" is equivalent to say "k[H] is a Gorenstein ring". We denote r = µ(I H ) = rank F 1 , φ 1 , . . . φ r be free basis of F 1 and we put f i = d 1 (φ i ) ∈ I H . We always assume that each f i is a binomial. Let us summarize known results about F • . 
Theorem 1.2. ([WJ], [BE]) (1) Since k[H] is Gorenstein with a-invariant a(k[H])
= F(H), F 3 ∼ = S(− F(H) − N) and F • is self-dual in the sense there is an isomorphism Hom S (F • , F 3 ) ∼ = F • . (2) r is an odd number. (3) Let M = (m ij ) be
Then if M(i) denotes the (r−1)×(r−1) matrix obtained by deleting i-th row and i-th column of M, then f i is obtained as the Pfaffian of M(i) and deg(e
2. The proof. Now we will give a proof of Theorem 1.1 using Theorem 1.2. Renumbering {f 1 , . . . , f r }, we can assume
Hence, for p ≥ 5, f p is of the form Now we will show that r = 5. So, we assume r ≥ 7 and get a contradiction.
Lemma 2.2. If s, t ≥ 5 and s = t, then m s,t = 0.
Proof. Assume m s,t = 0 with deg(m s,t ) = h ∈ H + . Then we will have
Since s, t ≥ 5, f s , f t are of the form (**) and we can take the expression 1 − p 1 . That means, for every s, 2 ≤ s ≤ 4, there should exist t with 5 ≤ t ≤ 7 such that m s,t is a power of x 1 . Namely, there should be at least 3 components that are a power of x 1 .
Since the same should be true for x 2 , . . . , x 4 , there should be 3×4 = 12 components in 1 − 4 rows and 5 − 7 columns. Namely we get Claim 2.5. Every (s, t) component of M with 1 ≤ s ≤ 4 and 5 ≤ t ≤ 7 is a power of some x i and consequently = 0.
On the other hand, assume, say,
Then m 1,t should be 0, since otherwise
which will lead to F(H) ∈ H. A contradiction! Hence Claim 2.5 will lead to a contradiction. Hence we get a contradiction from r = 7 and hence µ(I H ) = 5 if H is not a complete intersection. 2 . That means, m i,j are some power of x 1 or x 2 for (i, j) = (2, 4), (2, 5), (3, 4), (3, 5) . Then it is easy to see it is impossible to get a power of x 3 in Det(M(2)), which contradicts Det(M(2)) = (x c 3 − q 3 ) 2 .
