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Abstract
We consider the totally asymmetric simple exclusion process (TASEP)
with non-random initial condition and density λ on Z− and ρ on Z+, and a
second class particle initially at the origin. For λ < ρ, there is a shock and
the second class particle moves with speed 1 − λ − ρ. For large time t, we
show that the position of the second class particle fluctuates on the t1/3 scale
and determine its limiting law. We also obtain the limiting distribution of
the number of steps made by the second class particle until time t.
1 Introduction and main result
The totally asymmetric simple exclusion process (TASEP) is one of the simplest
non-reversible interacting particle systems on Z lattice. A TASEP particle config-
uration is described by the occupation variables {ηj}j∈Z where ηj = 1 means site j
is occupied by a particle and ηj = 0 means site j is empty. The TASEP dynamics
are as follows. Particles jump one step to the right and are allowed to do so only
if their right neighboring site is empty. Jumps are independent of each other and
are performed after an exponential waiting time with mean 1, which starts from
the time instant when the right neighbor site is empty.
More precisely, denoting by η ∈ S = {0, 1}Z a configuration, the infinitesimal
generator of TASEP is given by the closure of the operator L
Lf(η) =
∑
j∈Z
ηj(1− ηj+1)(f(ηj,j+1)− f(η)), (1.1)
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where f : S → R is any function depending on finitely many ηj ’s, and ηj,j+1 is the
configuration η with the occupation variables at sites j and j + 1 interchanged.
The semigroup eLt is well-defined as acting on bounded and continuous functions
on S, see [25] for further details on the construction. Since particles can not
overtake each other, we can associate a labeling to them and denote the position
of particle k at time t by xk(t). We choose the right-to-left ordering, namely, we
have xk+1(0) < xk(0) for any k.
The observable we study in this paper is the so-called second class particle. The
only difference between a particle described above (also called first class particle)
with a second class particle is the following: when a first class particle tries to
jump on a site occupied by a second class particle, the jump is not suppressed and
the two particles interchanges their positions. Second class particles can be also
seen as discrepancies between two TASEP systems coupled by the basic coupling,
see e.g. [26], starting from p.218, for further details. For instance, consider two
TASEP configurations η, η′ ∈ S which at time 0 differ only at the site 0. Then
under basic coupling the two configurations will differ only at one site for any time
t ≥ 0, and we can define
Xt =
∑
x∈Z
x1{ηt(x)6=η′t(x)}. (1.2)
to be the position of the second class particle at time t. From this perspective,
the distribution of Xt gives an information on the correlation between ηj(t) and
η0(0). For the case of the stationary initial condition, where every site is indepen-
dently occupied with probability ̺, the law of the second class particle is precisely
proportional to Cov(ηj(t), η0(0)), see e.g. [31].
Second class particle are also very useful when the interacting system generates
shocks, which are discontinuities in the particle density. Indeed, the position of
the shock can be identified with Xt, see Chapter 3 of [26]. For that reason already
several studies are devoted to the second class particles. For instance, consider a
single second class particle starting at the origin. For TASEP initial condition is
Bernoulli product measure with density λ on Z− = {. . . ,−3,−2,−1} and density
ρ on Z+ = {1, 2, 3, . . .} with λ < ρ. Then Xt moves with an average speed of
1− ρ− λ and it has Gaussian fluctuations on a t1/2 scale [9,10,12,22]. For shocks
created by deterministic initial data, [17] obtained the limit law of a first class
particle located at the shock. Later, multipoint distributions of several particles
at the shock where obtained [18], and the transition to shock fluctuations was
studied [28]. For the case λ < ρ, what remained open is the limit law of the second
class particle Xt, and this is what we obtain in this paper.
When the initial condition is product Bernoulli measure with λ on Z− and ρ
on Z+ with λ > ρ, a second class particle placed initially at the origin chooses
one direction uniformly among its characteristics and then moves at a constant
speed along that direction [11,27]. This means that the fluctuations of the second
class particle are of order t. Tightly related with the trajectory of the second
class particle is the notion of competition interface in a last passage percolation
model introduced in [13] for λ = 1 and ρ = 0. This connection was later extended
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for more general cases in [12]. They prove that for any initial conditions with
asymptotically density λ < ρ to the left and right of the origin respectively, a
second class particle moves along a characteristics, chosen according to a random
distribution which depends on the initial condition. However only for the Bernoulli
initial condition is the precise distribution known.
For constant density results on the fluctuations of the second class particle are
known only for the stationary case. Using coupling arguments it was shown in [5]
that the fluctuation scale of the second class particle is t2/3 (by controlling some
moments). The exact limiting distribution has been obtained in [20].
Main result
In this paper we also consider TASEP with initial density λ on Z− and ρ on Z+,
λ < ρ, but this time without initial randomness. More precisely, we start with
TASEP particles at
xn(0) = −
⌊
λ−1n
⌋
when n > 0,
xn(0) = −
⌊
ρ−1n
⌋
when n < 0,
(1.3)
and one second class particle at the origin, X0 = 0. Our main result, Theorem 1.1,
concerns the joint limiting distribution of Xt and of Nt, where the latter being the
number of steps made by the second class particle until time t.
Theorem 1.1. Consider TASEP with initial condition (1.3), where 0 < λ < ρ < 1,
and a second class particle at 0 at time t = 0. Let Xt be the second class particle’s
position at time t, and let Nt be the number of steps it made up to time t. Then,
we have convergence in distribution(
Xt − vt
t1/3
,
Nt − 2µ−10 t
t1/3
)
⇒ (X ,N ) (1.4)
as t→∞, where
X = 2
1/3
µ
4/3
0 Υ
(
σ1ξ
(1)
GOE
ρ(1− ρ) −
σ2ξ
(2)
GOE
λ(1− λ)
)
, (1.5)
and
N = 2
1/3
µ
4/3
0 Υ
(
σ1(1− 2ρ)ξ(1)GOE
ρ(1 − ρ) −
σ2(1− 2λ)ξ(2)GOE
λ(1− λ)
)
. (1.6)
Here, ξ
(1)
GOE and ξ
(2)
GOE are two independent GOE Tracy-Widom distributed random
variables [34], and the constants are given by
v := 1− λ− ρ, µ0 := 2
1− λ− ρ+ 2λρ, Υ :=
1− 2λ
λ(1− λ) −
1− 2ρ
ρ(1− ρ) , (1.7)
and
σ1 :=
21/3
(λ(1− λ)(1− λ− ρ+ 2λρ))1/3
, σ2 :=
21/3
(ρ(1− ρ)(1− λ− ρ+ 2λρ))1/3
.
(1.8)
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One aspect of Theorem 1.1 is the form of the limiting distribution. It is a linear
combination of two independent random variables. This is directly related to the
fact that the shock is the location where two characteristic lines meet. Secondly,
the t1/3 scale is indirectly related with the fact that TASEP is in the Kardar-Parisi-
Zhang (KPZ) universality class [24] in 1 + 1 dimensions (see surveys and lecture
notes [4, 7, 16, 21, 32, 33]). Finally the GOE Tracy-Widom distribution is due to
fact that the regions from where the two characteristic lines starts are have fixed
densities and they are non-random (such situations are called flat initial conditions
for KPZ models [14, 30], see Proposition 3.1).
Further, Theorem 1.1 indeed shows that that the t1/2 fluctuation of Xt (and the
Gaussian distribution) observed with Bernoulli-Bernoulli initial condition strongly
depends on the randomness of the initial condition. The reason is that the fluc-
tuations generated by the dynamics (of KPZ type) are not visible as they are
much smaller than the Gaussian fluctuations of the initial condition of the two
regions which are strongly correlated with the shock. Finally, notice that when
λ − ρ → 0, the constant Υ in (1.7) converges to 0. This is not surprising as a
similar phenomenon has been observed for the random initial condition, λ−ρ→ 0
corresponds to look at the stationary initial condition, where the position of the
second class particle has a non-trivial limiting distribution in the t2/3 scale [20,31].
On the way to Theorem 1.1, we determine a technical result which, however,
has its own interest. In Lemma 3.6 we find a Gaussian bound for the tail of the
distribution of the starting point (or, exit point) of a geodesic in the stationary
model of last passage percolation (defined in (3.38)) from a line to a point.
Method and outline
The result of the paper uses as first ingredient the asymptotic independence of
the last passage times from two disjoint initial set of points of a last passage
percolation (LPP) model [17], see Proposition 3.1, which is a consequence of slow-
decorrelation [8, 15]. The trajectory of the second class particle is the same as
the competition interface in LPP introduced by Ferrari and Pimentel in [13]. It is
however not straightforward to extend the result on the competition interface of
Ferrari and Nejjar, Theorem 2.1 of [18], to the position of the second class particle.
The reason being that between the two observables there is a random time change
and the second class particle moves with non-zero speed.
The next key ingredient in the proof is a tightness-type result on the two LPP
problems, see Proposition 3.2 and Corollary 3.4. This extends to general densities
the method of Pimentel [29], which extends the comparison with the stationary
process by Cator and Pimentel [6], see Lemma 3.5. For its application one has to
estimate the tail probabilities of the exit points, see Lemma 3.6 and Lemma 3.8.
The latter as well as the limiting GOE Tracy-Widom distributions are taken from
the recent universality result for flat initial condition by Ferrari and Occelli [19].
The rest of the paper is organized as follows. In Section 2 we recall the con-
nection between TASEP and LPP as well between second class particle and com-
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petition interface. We then collect asymptotic result on LPP which are used later.
Section 3.2 contains the proof of Theorem 1.1. It is based of preliminary results
on the control of LPP at different points, whose proof is presented after the one
of the main theorem.
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2 Some results on TASEP and LPP
Here we first recall the connection between TASEP and LPP, then between the
second class particle and the competition interface, and finally we collect some
known result about LPP.
2.1 Last passage percolation and connection with TASEP
We consider last passage percolation (LPP) on Z2. To define it, let LS,LE ⊂ Z2.
An up-right path π from LS to LE is a sequence of points π = (π(0), . . . , π(n)) in
Z
2 such that π(0) ∈ LS, π(n) ∈ LE and π(i)−π(i−1) ∈ {(0, 1), (1, 0)}, i = 1, . . . , n.
Consider a family of independent non-negative random variables {ωi,j}i,j∈Z. Then
the last passage percolation time from LS to LE is defined as
LLS→LE = max
π:LS→LE
∑
(i,j)∈π\LS
ωi,j, (2.1)
where the maximum is taken over all up-right paths from LS to LE. In case there
are infinitely many or zero such paths, we set, say, LLS→LE = −∞. We denote
by πmax a path for which the maximum in (2.1) is attained; as we will consider
continuous ωi,j, π
max will be a.s. unique.
Let {xn(0), n ∈ I}, I ⊂ Z be a TASEP initial data and consider the line
L := {(k + xk(0), k) : k ∈ I}. (2.2)
Let furthermore {ωi,j}(i,j)∈Z×I be independent and distributed as
ωi,j ∼ Exp(vj) (2.3)
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where vj is the parameter for the exponential waiting time of particle number j.
Then, for any integer ℓ, the link between TASEP and the last passage percolation
is given by
P
(
ℓ⋂
k=1
{LL→(mk,nk) ≤ t}
)
= P
(
ℓ⋂
k=1
{xnk(t) ≥ mk − nk}
)
. (2.4)
2.2 Competition interface and second class particles
Given an initial data {xn(0), n ∈ Z} we consider separately the sets
L+ = {(k + xk(0), k) : k > 0} L− = {(k + xk(0), k) : k ≤ 0}. (2.5)
We assume that x0(0) = 0 and x1(0) < −1, which guarantees that LL+→(m,n) 6=
LL−→(m,n) for all (m,n) ∈ Z2≥1. We consider the two clusters
Γ∞+ := {(i, j) ∈ Z2 : LL+→(i,j) > LL−→(i,j)},
Γ∞− := {(i, j) ∈ Z2 : LL−→(i,j) > LL+→(i,j)}.
(2.6)
Note that by assumption for each (m,n) ∈ Z2≥1 we have (m,n) ∈ Γ∞+ ∪ Γ∞− almost
surely. These two clusters are separated through the competition interface φ =
(φ0, φ1, φ2, . . .), defined by setting φ0 = (0, 0) and
φn+1 =
{
φn + (1, 0) if φn + (1, 1) ∈ Γ∞+ ,
φn + (0, 1) if φn + (1, 1) ∈ Γ∞− ,
(2.7)
We write φn = (In, Jn), n ≥ 0, by definition In + Jn = n. In our construction,
we always have φ1 = (1, 0). Now, in [13] a coupling was introduced between the
competition interface and the second class particle, see [12], Proposition 2.2, for
the statement for general TASEP initial data. In the construction of [12], TASEP
with a second class particle initially at the origin is seen to be equivalent to TASEP
without a second class particle, but an extra site, and initially a hole at the origin
and a particle at site 1. Associating to this initial data the sets (2.2), (2.5) and the
competition interface, In−Jn−1 becomes the position of the second class particle
after its (n− 1)th step, i.e. by setting τn = LL→φn and defining
(I(t), J(t)) = φn, t ∈ [τn, τn+1) (2.8)
the coupling of [12] makes that
(I(t)− J(t)− 1)t≥0 = (Xt)t≥0 (2.9)
(the shift by −1 is not present in [12], due to slightly different conventions).
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2.3 Some asymptotic results for LPP
We consider i.i.d. weights {ωi,j}i,j∈Z with ωi,j ∼ Exp(1), where Exp(1) denotes the
exponential distribution with intensity 1. The basic result about convergence of
the point-to-point LPP time is the following.
Proposition 2.1 (Theorem 1.6 of [23]). Let 0 < η <∞. Then,
lim
N→∞
P
(
L0→(⌊ηN⌋,⌊N⌋ ≤ µppN + sσηN1/3
)
= FGUE(s) (2.10)
where µpp = (1 +
√
η)2, and ση = η
−1/6(1 +
√
η)4/3, and FGUE is the GUE Tracy-
Widom distribution function.
Further, we need the following upper/lower tail estimates for the distribution
of L0→(ηN,N). These estimates were collected in [17], based on results from [1,2,20].
Proposition 2.2 (Proposition 4.2 in [17]). Let 0 < η < ∞. Then for any given
n0 > 0 and s0 ∈ R, there exists constants C, c > 0 only dependent on N0, s0 such
that for all N ≥ N0 and s ≥ s0, we have
P
(
L0→(⌊ηN⌋,⌊N⌋) > µppN + sN
1/3
) ≤ C exp(−cs) (2.11)
where µpp = (1 +
√
η)2.
Proposition 2.3 (Proposition 4.3 in [17]). Let 0 < η <∞ and µpp = (1 +√η)2.
There exists positive constants s0, N0, C, c such that the following holds
P
(
L0→(⌊ηN⌋,⌊N⌋) ≤ µppN + sN1/3
) ≤ C exp(−c|s|3/2) (2.12)
for all s ≤ −s0, N ≥ N0.
Recall our initial data
xn(0) = −
⌊
λ−1n
⌋
when n > 0,
xn(0) = −
⌊
ρ−1n
⌋
when n ≤ 0, (2.13)
where 0 < λ < ρ < 1. This creates a shock into the system. We consider the
following anti-diagonal lines
Lλ :=
{(⌊
λ−1
λ
x
⌋
, x
)
: x ∈ Z≥0
}
, Lρ :=
{(⌊
ρ−1
ρ
x
⌋
, x
)
: x ∈ Z<0
}
. (2.14)
The next result consists in the limiting law from Lρ and Lλ.
Lemma 2.4. Let 0 < λ < ρ < 1 be fixed. Define the constants
γ :=
1− λ− ρ
1− λ− ρ+ 2λρ, µ0 :=
2
1− λ− ρ+ 2λρ,
σ1 :=
21/3
(λ(1− λ)(1− λ− ρ+ 2λρ))1/3
, σ2 :=
21/3
(ρ(1− ρ)(1− λ− ρ+ 2λρ))1/3
.
(2.15)
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Figure 1: Illustration of the mapping used in the proof of Lemma 2.4.
Then, we have
lim
N→∞
P
(
LLλ→((1+γ)N,(1−γ)N) − µ0N
N1/3
≤ s
)
= FGOE
(
22/3s
σ1
)
, (2.16)
and
lim
N→∞
P
(
LLρ→((1+γ)N,(1−γ)N) − µ0N
N1/3
≤ s
)
= FGOE
(
22/3s
σ2
)
. (2.17)
Proof. Let us define L∞ρ = {(⌊(ρ − 1)x/ρ⌋, x), x ∈ Z} the two-sided extension of
Lρ. Let Q the projection of
P = ((1 + γ)N, (1− γ)N) (2.18)
along the (1, 1) direction onto L∞ρ , as illustrated in Figure 1. It is given by
Q = (2(1− ρ)γN,−2γρN). (2.19)
Now we set N˜ = (1− γ(1− 2ρ))N and we considering Q as the new origin. Then
Lρ is mapped into L˜ρ = {(⌊(ρ− 1)x/ρ⌋, x), x ∈ Z∩ {x ≤ 2γρN}} and the point P
is mapped into P˜ = (N˜, N˜). Thus
lim
N→∞
P
(
LLρ→((1+γ)N,(1−γ)N) − µ0N
N1/3
≤ s
)
= lim
N˜→∞
P
(
LL˜ρ→(N˜,N˜) − a0N˜
a1N˜1/3
≤ s
σ1
)
(2.20)
with a0 = 1/(ρ(1−ρ)) and a1 = 1/(ρ(1−ρ))2/3. In Theorem 2.1 of [19] it is proven
that
lim
N˜→∞
P
(
LL∞ρ →(N˜,N˜) − a0N˜
a1N˜1/3
≤ s
)
= FGOE(2
2/3s). (2.21)
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To obtain (2.21), one need to show that with high probability the maximizer is
localized in a MN˜2/3-neighborhood of A˜ = (N˜(2ρ − 1)/ρ,−N˜(2ρ − 1)/(1 − ρ)).
This was shown in Lemma 4.3 of [19]. Due to the condition ρ > λ, the starting
point of the line L˜ρ is of order N˜ to the left of A˜. Thus one has
lim
N˜→∞
P
(
LL˜ρ→(N˜,N˜) − a0N˜
a1N˜1/3
≤ s
σ1
)
= lim
N˜→∞
P
(
LL∞ρ →(N˜,N˜) − a0N˜
a1N˜1/3
≤ s
σ1
)
. (2.22)
Combining (2.20)-(2.22) we get (2.16). The statement (2.17) is proven analogously.
By maximizing the point-to-point law of large numbers, one gets that the
maximizers from Lρ to P (defined in (2.18)) starts, on the O(N) scale, from
Aρ = ((ρ− 1)/ρ, 1)ξρN, ξρ = −2(ρ− λ)ρ
1− λ− ρ+ 2λρ. (2.23)
The straight line passing from Aρ to P (defined in (2.18)) is the characteristic and
it has direction given by ((1 − ρ)2, ρ2). Similarly, the maximizers from Lλ to P
starts, on the O(N) scale, from
Aλ = ((λ− 1)/λ, 1)ξλN, ξλ = 2(ρ− λ)λ
1− λ− ρ+ 2λρ. (2.24)
Slow decorrelation [8,15] says that the fluctuations from Lρ and Lλ to the end-point
are almost the same as the ones from these lines to a point of the characteristic
line at a o(N) distance to the end-point. Therefore, for any 0 < ν < 1, we define
the points on the characteristics
Eρ = ((1 + γ)N − (1− ρ)2Nν , (1− γ)N − ρ2Nν), (2.25)
Eλ = ((1 + γ)N − (1− λ)2Nν , (1− γ)N − λ2Nν), (2.26)
see Figure 2.
Lemma 2.5. There exists some µ˜1(γ) and µ˜2(γ) such that
lim
N→∞
P
(
LEλ→((1+γ)N,(1−γ)N) − µ˜1Nν
Nν/3
≤ s
)
= G0(s),
lim
N→∞
P
(
LEρ→((1+γ)N,(1−γ)N) − µ˜2Nν
Nν/3
≤ s
)
= G′0(s),
(2.27)
and
lim
N→∞
P
(
LLλ→Eλ − µ0N + µ˜1Nν
N1/3
≤ s
)
= FGOE
(
22/3s
σ1
)
,
lim
N→∞
P
(
LLρ→Eρ − µ0N + µ˜2Nν
N1/3
≤ s
)
= FGOE
(
22/3s
σ2
)
,
(2.28)
where G0 and G
′
0 are GUE Tracy-Widom distributions up to a scaling factor.
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Figure 2: Illustration of the geometric setting of Lemma 2.5 and 2.6. The black
solid line represents the set of points ∪η∈Jβ,NDη.
Proof. (2.27) follows from Proposition 2.1, while (2.28) are obtained as in
Lemma 2.4.
Lemma 2.6. Fix any 2/3 < β < 1. For η ∈ Jβ,N := [0, 1 − Nβ−1] define the
points Dη = (⌊η(1 + γ)N⌋, ⌊η(1− γ)N⌋). Then
lim
N→∞
P
( ⋃
η∈Jβ,N
{
Dη ∈ πmaxLLλ→Eλ
})
= 0,
lim
N→∞
P
( ⋃
η∈Jβ,N
{
Dη ∈ πmaxLLρ→Eρ
})
= 0.
(2.29)
Proof. We prove the statement for πmaxLLρ→Eρ , the other being similar. Let us set
ε = N−χ1 for some 0 < χ1 < 1/3. Recall ξρ from (2.23). For the event
B(N, ε) := {πmaxLρ→Eρ(0) ∈ {((ρ− 1)x/ρ, x) : x ≤ (ξ̺ + ε)N}} (2.30)
we have limN→∞ P(B(N, ε)) = 1 by Lemma 4.3 of [19]. Consider the point
R = (⌊(ρ− 1)(ξ̺ + ε)N/ρ⌋, ⌊(ξ̺ + ε)N⌋). Then
B(N, ε) ∩
⋃
η∈Jβ,N
{
Dη ∈ πmaxLLρ→Eρ
}
⊆
⋃
η∈Jβ,N
{
Dη ∈ πmaxR→Eρ
}
, (2.31)
since πmaxLLρ→Eρ can coalesce with, but not cross π
max
R→Eρ . Define the event Y (N)
that πmaxR→Eρ contains a point of the straight line (in Z
2) joining R + (0, Nχ2) with
Eρ + (0, N
χ2), for some 1 > χ2 > 2/3. By Theorem 3.5 of [28], we have that
P(Y (N)) converges to 0. Choose now 1 − χ1 < χ2 < β. The straight line joining
R+(0, Nχ2) with Eρ+(0, N
χ2) crosses the line from (0, 0) to ((1+ γ)N, (1−γ)N)
at euclidean distance O(Nχ2) from ((1+γ)N, (1−γ)N). Since P(Y (N)) converges
to 0, so does P
(⋃
η∈Jβ,N
{
Dη ∈ πmaxR→Eρ
})
, finishing the proof.
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Figure 3: Illustration of the different end-points considered in this section. We
have P = P (0) = P (0, 0) = ((1+ γ)N, (1− γ)N), P (U) = P (U, 0). In the analysis
we take U, V of order N1/3.
3 Proof of the main theorem
In Section 3.1 we provide some results on the limiting LPP problems as well as
tightness-type results. The proofs are mostly postponed to Section 3.3. These
results are then employed to prove the main result, Theorem 1.1 in Section 3.2.
3.1 Preliminary results
The very first result of this section corresponds to the scaling limit of the last
passage times from two half lines Lλ and Lρ to the points (on the line x+y = 2N)
lying in a neighborhood of ((1 + γ)N, (1− γ)N) (see (2.15) for γ). Before stating
the result, we introduce some notations. Recall that P = ((1 + γ)N, (1 − γ)N).
Any point on the line x+ y = 2N can be written as ((1 + γ)N +U, (1− γ)N −U)
for some U ∈ R. For convenience, we denote
P (U) := ((1 + γ)N + U, (1− γ)N − U) , (3.1)
so that P = P (0), see Figure 3 for an illustration. We further define the “spatial”
rescaled process
Lresc,λN (u) :=
LLλ→P (uN1/3) −
(
µ0N − u(1−2λ)(1−λ)λ N1/3
)
N1/3
,
Lresc,ρN (u) :=
LLρ→P (uN1/3) −
(
µ0N − u(1−2ρ)ρ(1−ρ) N1/3
)
N1/3
,
(3.2)
where γ, µ0 are same as in Lemma 2.4.
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Throughout the text, we say that two sequences (YN)N∈N, (Y˜N)N∈N of random
variables are asymptotically independent to each other, if for all s1, s2 ∈ R
lim
N→∞
P(YN ≤ s1, Y˜N ≤ s2) = lim
N→∞
P(YN ≤ s1) lim
N→∞
P(Y˜N ≤ s2). (3.3)
Proposition 3.1. Recall the definition of µ, σ1 and σ2 from Theorem 1.1. Then,
for any fixed u ∈ R, we have
lim
N→∞
P
(
Lresc,λN (u) ≤ s
)
= FGOE
(
22/3s
σ1
)
,
lim
N→∞
P
(
Lresc,ρN (u) ≤ s
)
= FGOE
(
22/3s
σ2
)
.
(3.4)
Moreover, for any fixed u, Lresc,λN (u) and L
resc,ρ
N (u) are asymptotically independent
to each other.
Otherwise stated, for any fixed u, (Lresc,λN (u), L
resc,ρ
N (u)) converges in distribution
to (ξ
(1)
GOEσ12
−2/3, ξ
(2)
GOEσ22
−2/3) where ξ
(k)
GOE, k = 1, 2, are two independent GOE
Tracy-Widom distributed random variables.
Proof. The limiting formulas (3.4) are obtained by replacing γ → γ + uN−2/3
in the derivation of Lemma 2.4. Similarly, Lemma 2.5 holds also with
γ → γ + uN−2/3, so that the end-point of the LPP problem is P (uN1/3) =(
(1 + γ)N + uN1/3, (1− γ)N − uN1/3). Concerning the asymptotic indepen-
dence, it can be obtained as a consequence of the general Theorem 2.1 in [17], which
holds under three Assumptions given in [17]. Now (3.4) verifies Assumption 1
of [17]. Lemma 2.5 verifies Assumption 2 of [17] (upon replacing P by P (uN1/3)),
which are the hypothesis of the slow-decorrelation theorem, see Theorem 2.1 of [8].
This theorem implies that difference of Lresc,λN (u) (or, L
resc,ρ
N (u)) and random vari-
ables defined in (2.28) (of course making the replacement γ → γ + uN−2/3) goes
to 0 in probability, as N →∞. Finally, Lemma 2.6 verifies Assumption 3 of [17],
which says that that the maximizers to Eλ and Eρ stay in two separate sets of
independent random variables with probability 1 as N → ∞. This finishes the
proof.
By KPZ scaling theory, one expects that the processes u 7→ Lresc,λN (uN1/3) (resp,
u 7→ Lresc,ρN (uN1/3)) converges to an Airy1 process in u (see [19] for a proof of it).
This means that if we look at the processes u 7→ Lresc,λN (u) (or, Lresc,λN (u)), then it
will converges to a process with constant value in the N → ∞ limit. The reason
why we consider here the latter scaling is that the shock, which is the observable
that we want to analyze, has width of order N1/3 only. For proving Theorem 1.1
we will need to make this observation precise.
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Proposition 3.2. Fix any C > 0. Then, for any ε > 0 , we have
lim
N→∞
P
(
sup
|u|,|v|≤C
|Lresc,λN (u)− Lresc,λN (v)|) > ε
)
= 0, (3.5)
lim
N→∞
P
(
sup
|u|,|v|≤C
|Lresc,ρN (u)− Lresc,ρN (v)|) > ε
)
= 0. (3.6)
At time t, the second class particle will correspond to a point on the competition
interface be at a distance O(N1/3) around the position P , but with a N not being
fixed, rather also fluctuating of order t1/3 around a macroscopic value. For that
reason we will have to consider increments of the process in a N1/3 neighborhood
of P in any directions. Thus let us extend the definition of P as follow
P (U, V ) :=
(
(1 + γ)N˜, (1− γ)N˜
)
+ U(1,−1), N˜ := N + V, (3.7)
and we use the notation
P¯ (u, v) := P (uN1/3, vN1/3). (3.8)
Accordingly, we extend the definition of the rescaled processes in “space and time”
as
Lresc,λN (u, v) :=
LLλ→P¯ (u,v) −
(
µ0(N + vN
1/3)− (1−2λ)
(1−λ)λ
uN1/3
)
N1/3
,
Lresc,ρN (u, v) :=
LLρ→P¯ (u,v) −
(
µ0(N + vN
1/3)− (1−2ρ)
ρ(1−ρ)
uN1/3
)
N1/3
,
(3.9)
where γ, µ0 as before. Below we give statements involving L
resc,λ
N only. Similar
statements hold for Lresc,ρN as well since the two problems are the same up to
exchange of the two axes.
Consider the parallelogram SC := {P (uN1/3, vN1/3)|u ∈ [−C,C], v ∈ [−C,C]}.
So far, we have only explored the LPP times along a diagonal of SC . Here, we claim
that similar result holds along any line parallel to any of the diagonals inside the
parallelogram SC . We have maxu1,u2∈[−C,C] |Lresc,λN (u1, 0)− Lresc,λN (u2, 0)| converges
in probability to 0 when N goes to 0 by Proposition 3.2. We claim that this
property holds for any other v ∈ [−C,C]. In fact, it is true for the increments in
any space-time direction as well. Explicitly, we have the following statements.
Proposition 3.3. Take any δ ∈ (0, 1/3). Then there exists N0 = N0(C) such that
for all N ≥ N0, the following inequalities
P
(
max
u∈[−C,C]
|Lresc,λN (u, v)− Lresc,λN (0, v)| ≥ ǫ
)
≤ K1 exp
(
−K2ǫ2N
1/3−δ
C
)
, (3.10)
P
(
max
v∈[−C,C]
|Lresc,λN (u, v)− Lresc,λN (u, 0)| ≥ ǫ
)
≤ K1 exp
(
−K2ǫ2N
1/3−δ
C
)
, (3.11)
hold where K1 := K1(λ, δ), K2 := K2(λ, δ) denote two large constants. The con-
stants are uniform for v ∈ [−C,C], resp. u ∈ [−C,C].
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Corollary 3.4. Fix any C > 0. Then, for any ǫ > 0, we have
lim
N→∞
P
(
max
u,v∈[−C,C]
∣∣∣Lresc,λN (u, v)− Lresc,λN (0, 0)∣∣∣ ≥ ǫ) = 0. (3.12)
Proof. We first note
P
(
max
u,v∈[−C,C]
∣∣∣Lresc,λN (u, v)− Lresc,λN (0, 0)∣∣∣ ≥ ǫ)
≤
∑
v∈[−C,C]∩N−1/3Z
P
(
max
u∈[−C,C]
∣∣∣Lresc,λN (u, v)− Lresc,λN (0, v)∣∣∣ ≥ ǫ/2)
+
∑
v∈[−C,C]∩N−1/3Z
P
(∣∣∣Lresc,λN (0, v)− Lresc,λN (0, 0)∣∣∣ ≥ ǫ/2)
(3.13)
By virtue of Proposition 3.3, the right side of the above inequality is bounded by
4CK1N
1/3 exp(−K2ǫ2N1/3−δ/2) (for some 0 < δ < 1/3) which converges to 0 as
N goes to ∞.
3.2 Proof of Theorem 1.1
The number of jumps made by the second class particle until time t is
2t/µ0 +O(t1/3). For that reason, we introduce the notation N = t/µ0. Since
the trajectory of the second class particle is the same as the trajectory of the
competition interface, the second class particle after 2N steps will be at position
(I2N , J2N) = P (UN1/3, 0) for some U . First we study U . This will be the starting
point to get the distribution of the second class particle at time t.
Observe that, by the definition of the competition interface, for any u ∈ R, we
have
P
(
P (uN1/3, 0
) ∈ Γ∞− ) ≤ P (I2N − J2N ≤ 2γN + 2uN1/3)
≤ P (P (uN1/3 + 1, 0) ∈ Γ∞− ) . (3.14)
Thus the limiting distribution of I2N − J2N is the same as the limit of
P
(
P (uN1/3, 0
) ∈ Γ∞− ). Further, the event P (uN1/3, 0) ∈ Γ∞− holds whenever
LLρ→P (uN1/3,0) ≥ LLλ→P (uN1/3,0). Rewritten in terms of the rescaled LPP, we have
obtained
lim
N→∞
P
(
I2N − J2N ≤ 2γN + 2uN1/3
)
= lim
N→∞
P
(
Lresc,λN (u, 0)−
1− 2λ
λ(1− λ)u ≤ L
resc,ρ
N (u, 0)−
1− 2ρ
ρ(1− ρ)u
)
,
= lim
N→∞
P
(
Lresc,λN (u, 0)− Lresc,ρN (u, 0) ≤ uΥ
)
,
(3.15)
where we defined
Υ =
1− 2λ
λ(1− λ) −
1− 2ρ
ρ(1− ρ) > 0 (3.16)
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since λ < ρ. By Proposition 3.1, Lresc,λN (u, 0) and L
resc,ρ
N (u, 0) converges to u-
independent non-degenerate distribution functions. Consequently, for any ε > 0,
there exists a finite C1 = C1(ε) > 0 such that P
(
I2N − J2N ≥ 2γN + C1N1/3
) ≤ ε
and P
(
I2N − J2N ≤ 2γN − C1N1/3
) ≤ ε for all N large enough.
Since U is characterized by the requirement
Lresc,λN (U , 0)−
1− 2λ
λ(1− λ)U = L
resc,ρ
N (U , 0)−
1− 2ρ
ρ(1− ρ)U (3.17)
up to O(N−1/3), we have
P(|U| ≥ 2C1) ≤ 2ε (3.18)
for all N large enough.
Let us now approximate the distribution of U by the rescaled LPP at the fixed
point P (0, 0). By Proposition 3.1, the random variables
χλ := L
resc,λ
N (0, 0) and χρ := L
resc,ρ
N (0, 0) (3.19)
have non-degenerate limiting distributions and they are asymptotically indepen-
dent. By Proposition 3.2, uniformly for U in a bounded interval, for any ε˜ > 0,
P(|Lresc,λN (U , 0)− χλ| ≥ ε˜) ≤ ε and P(|Lresc,ρN (U , 0)− χρ| ≥ ε˜) ≤ ε (3.20)
for all N large enough. This and (3.18) imply that, for any ε′ > 0,
P
(∣∣∣∣U − χλ − χρΥ
∣∣∣∣ ≥ ε′) ≤ 4ε (3.21)
for all N large enough. Statement as this will be also written in a compact way as
U = Υ−1(χλ − χρ) + o(1) where o(1) means random variable which converges in
probability to 0 as N →∞.
The next quantity we have to control is the difference of the number of steps
to the right and to the left made by the second class particle at time t. Let use
introduce the random variables U˜ and V by the relation
(I(t), J(t)) = P (U˜N1/3,VN1/3). (3.22)
First notice that the time when the second class particle made 2N steps is given
by
τ = µ0N +
[
Lresc,λN (U , 0)−
1− 2λ
λ(1− λ)U
]
N1/3 + o(1). (3.23)
By (3.18)-(3.20), there exists a C3 = C3(ε) such that
P
(|τ − t| ≥ C3N1/3) ≤ ε (3.24)
for all N large enough. The number of jumps of a second class particle is bounded
by a Poisson process of intensity 2 (it has his internal clock, but can be moved by
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the first class particles, and both have clock rate 1). Thus, together with (3.24),
there exists a C4 = C4(ε) such that
P(|V| ≥ C4) ≤ ε (3.25)
for all N large enough. Also, since the distance made between I2N − J2N and
I(t)− J(t) is bounded by the number of steps by the second class particle during
[τ, t], we also have
P(|U˜ | ≥ C4 + 2C1) ≤ 3ε (3.26)
for all N large enough. Thus there exists a C = C(ε) such that for all N large
enough,
P
(
max{|U˜|, |V|} ≤ C
)
≥ 1− 4ε. (3.27)
We have t = LLλ→P¯ (U˜ ,V) = LLρ→P¯ (U˜ ,V), where equalities hold up to O(1). In
terms of scaled variables, it means
Lresc,λN (U˜ ,V) + µ0V −
1− 2λ
λ(1− λ) U˜ = 0. (3.28)
Let us prove that, for any ε¯ > 0,
P
(∣∣∣∣Lresc,λN (0, 0) + µ0V − 1− 2λλ(1− λ)U˜
∣∣∣∣ ≥ ε¯) ≤ 5ε, (3.29)
for any N large enough. This is true, since for any N large enough,
P
(
|Lresc,λN (U˜ ,V)− Lresc,λN (0, 0)| ≥ ε¯
)
≤ P
(
max{|U˜|, |V|} ≥ C
)
+ P
(
max
u,v∈[−C,C]
|Lresc,λN (u, v)− Lresc,λN (0, 0)| ≥ ε¯
)
≤ 5ε,
(3.30)
where we applied Corollary 3.4 to bound the last term by ε.
Recall the definition of χλ and χρ in (3.19). Then (3.29) (and the same state-
ment for λ replaced by ρ) writes
χλ + o(1) =
1− 2λ
λ(1− λ) U˜ − µ0V,
χρ + o(1) =
1− 2ρ
ρ(1− ρ) U˜ − µ0V.
(3.31)
This gives
U˜ = χλ − χρ
Υ
+ o(1),
V = 1
µ0Υ
(
1− 2ρ
ρ(1− ρ)χλ −
1− 2λ
λ(1− λ)χρ
)
+ o(1).
(3.32)
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Recalling that Xt = I(t)− J(t) = 2γN + 2(γV + U˜)N1/3, we finally get
Xt − vt
t1/3
= µ
−1/3
0 2(U˜ + γV) + o(1)
=
2
µ
4/3
0 Υ
(
χλ
ρ(1− ρ) −
χρ
λ(1− λ)
)
+ o(1).
(3.33)
By Proposition 3.1, as N → ∞, χλ → σ12−2/3ξ(1)GOE and χρ → σ22−2/3ξ(2)GOE, with
ξ
(i)
GOE, i = 1, 2, being GOE Tracy-Widom distributed random variables [34] and
asymptotically independent. The result (1.6) follows in the same way from the
equality Nt = P (U˜N1/3,VN1/3) = 2N + 2VN1/3. This ends the proof of the main
theorem.
3.3 Proofs of the preliminary results
First we deal with Proposition 3.2. We prove the result only in the case of Lλ, the
case for Lρ is proven in the same way. The key ingredient is the coupling between
the last passage percolation with two different initial profiles as in Lemma 2.1
of [29], one of which being stationary.
3.3.1 Comparison with stationary LPP
Recall that P = ((1 + γ)N, (1− γ)N). As already discussed
argmaxk≥0
{
L(λ−1(λ−1)k,k)→P
}
(3.34)
lies in the neighborhood of the point ξλ defined in (2.24).
Using Lemma 4.2 of [3] one can define a stationary model where the starting
line of the LPP is any right/down path, obtained by adding appropriate random
weights to the points on the line. Let us define it for
L∞λ =
{(⌊
λ−1
λ
x
⌋
, x
) ∣∣x ∈ Z} . (3.35)
Fix any positive real number ̺ ∈ (0, 1). Let us consider a family of independent
random variables
{pi, qi, i ∈ Z}, pi ∼ Exp(1− ̺), qi ∼ Exp(̺). (3.36)
Then define the weights {ω̺(k)∣∣k ∈ Z} given by
ω̺(k) :=

∑0
i=⌊(λ−1)k/λ⌋+1 pi −
∑0
i=k+1 qi for k < 0,
0 for k = 0,
−∑⌊(λ−1)k/λ⌋i=1 pi +∑ki=1 qi for k > 0. (3.37)
Using these weights, we define the stationary last passage time Lstat,̺ from L∞λ in
the neighborhood of the point P as follows
Lstat,̺L∞λ →P (x)
:= max
k∈Z
{L(λ−1(λ−1)k,k)→P (x) + ω̺(k)}. (3.38)
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The name stationary follows from the fact, by Lemma 4.2 of [3], for any m,n ≥ 0
we have the property
k 7→ Lstat,̺L∞λ →(m,n) − L
stat,̺
L∞λ →(m+k,n)
∼
k∑
l=1
ζl, (3.39)
with ζl i.i.d. Exp(1− λ) random variables. Furthermore, we denote the exit point
of the last passage path associated with Lstat,̺ from the line L∞λ to the point P (x)
by Zstat,̺(x), more precisely,
Zstat,̺(x) = argmaxk∈Z{L(λ−1(λ−1)k,k)→P (x) + ω̺(k)}. (3.40)
From stationarity we have the following translation-invariance property
Zstat,̺(x)
d
= Zstat,̺(0) + x. (3.41)
Similarly, we define
Zλ(x) = argmaxk≥0{L(λ−1(λ−1)k,k)→P (x)}. (3.42)
The characteristic direction of the last passage percolation Lstat,̺ is given by
((1− ̺)2, ̺2). The line joining the point
QN (ξλ) := ((λ− 1)λ−1ξλN, ξλN) (3.43)
and P has direction ((1− λ)2, λ2). Hence, the characteristic line in the stationary
LPP Lstat,λL∞λ →P
leaves L∞λ at QN (ξλ) ∈ Lλ.
Now, we briefly describe how we complete the proof of Proposition 3.2. Explicit
arguments will be given towards the end of this section. For C, r ∈ R, we define
λ±(r) := λ± r
N1/3
, (3.44)
and the good event,
GN(r) :=
{
Zstat,λ−(CN1/3) ≤ Zλ(0)
} ∩ {Zλ(CN1/3) ≤ Zstat,λ+(0)}. (3.45)
One can bound P(ΩNλ [−C,C] ≥ ǫ) by the sum of P((GN(r))c) and P(GN(r) ∩
{ΩNλ [−C,C] ≥ ǫ}). We show that P(GN(r) ∩ {ΩNλ [−C,C] ≥ ǫ}) goes to 0 as
N increases using Proposition 3.10 which leans on the coupling inequalities of
Lemma 3.5. To show P((GN(r))
c) converges to 0 as r increases, we use Proposi-
tion 3.9 which will be proved using Lemma 3.6 and Lemma 3.8.
First lemma corresponds to a coupling between the last passage percolation
with boundary conditions ω and the ones without them. This is an extension of
Lemma 2.1 of [29] to the case of general ̺.
18
PSfrag replacements
P (x1)
P (x2)
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stat,̺(x1)
cλ
L∞λ
Figure 4: Illustration of the geometric setting of Lemma 3.5.
Lemma 3.5. Fix some 0 < x1 < x2. Now, whenever Z
stat,̺(x1) ≤ Zλ(x2), then
we get
LLλ→P (x2) − LLλ→P (x1) ≤ Lstat,̺L∞λ →P (x2) − L
stat,̺
L∞λ →P (x1)
. (3.46)
In contrast, when Zλ(x1) ≤ Zstat,̺(x2) holds, then we have
Lstat,̺L∞λ →P (x2)
− Lstat,̺L∞λ →P (x1) ≤ LLλ→P (x2) − LLλ→P (x1). (3.47)
Proof. One can find similar result in Lemma 1 of [6] for the exit point in Ham-
merseley process. Furthermore, [29] it has been generalized in the case of line to
point last passage percolation with any two initial profiles along the anti-diagonal.
Our proof closely follows the arguments of Lemma 2.1 of [29]. We prove in detail
only (3.46) since the proof of (3.47) is similar.
We denote z2 = Zλ(x2) and z1 = Z
stat,̺(x1), see Figure 4 for an illustration.
Under the constraint z1 ≤ z2, the last passage path from (λ−1(λ− 1)z1, z1) to
P (x1) crosses somewhere in between the last passage path from (λ
−1(λ− 1)z2, z2)
to P (x2). We call cλ the point where two paths meet. Thus we have
Lstat,̺L∞λ →P (x1)
= ω̺(z1) + Lz1→cλ + Lcλ→P (x1), (3.48)
LLλ→P (x2) = Lz2→cλ + Lcλ→P (x2), (3.49)
and, by subadditivity of the last passage time, we have
Lstat,̺L∞λ →P (x2)
≥ ω̺(z1) + Lz1→cλ + Lcλ→P (x2), (3.50)
LLλ→P (x1) ≥ Lz2→cλ + Lcλ→P (x1). (3.51)
Subtracting (3.51) from (3.49), we get
LLλ→P (x2) − LLλ→P (x1) ≤ Lcλ→P (x1) − Lcλ→P (x2), (3.52)
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while subtracting (3.48) from (3.50), one obtains
Lstat,̺L∞λ →P (x2)
− Lstat,̺L∞λ →P (x1) ≥ Lcλ→P (x1) − Lcλ→P (x2). (3.53)
(3.46) follows by combining (3.52) and (3.53).
3.3.2 Bounds on exit points probability
In what follows, we state a result for the exit point Zstat,̺ of the stationary last
passage percolation. A weaker bound with the restriction on ̺ ∈ [1/4, 3/4] can be
found in Lemma 2.2 of [29].
Lemma 3.6. Fix any ̺ ∈ (0, 1) and c ∈ R>0. Consider the stationary last passage
percolation model Lstat,̺L∞λ
. Denote the exit point of the last passage path from L∞λ to
P ̺(x) := ((1−̺)2N+x, ̺2N−x) by Z˜stat,̺(x). Then, there existsM0 =M0(c, λ, ̺)
such that for all M ≥M0, we have
P
(∣∣∣Z˜stat,̺(cN1/3)∣∣∣ ≥MN2/3) ≤ C1e−C2M2 , (3.54)
uniformly for all large N where C1 := C1(λ, ̺) and C2 := C2(λ, ̺) are two con-
stants.
Proof. We only show the bound on the upper tail. Proof of the lower tail follows
by the same arguments. For the proof we need to divide the maximizer on several
pieces. For that purpose, in this proof we denote by
La(x) := max
k≥a
{L(λ−1(λ−1)k,k)→P ̺(x) + ω̺(k)}. (3.55)
First notice that
P
(
Z˜stat,̺ > MN2/3
)
≤ P (LMN2/3(cN1/3) ≥ L(0,0)→P ̺(cN1/3)) ,
≤ P (LMN2/3(cN1/3) ≥ s)+ P (L(0,0)→P ̺(cN1/3) < s) ,
(3.56)
for any choice of s. The law of large number estimates are
L(0,0)→P ̺(cN1/3) ≃ N − α1cN1/3, ω̺(MN2/3) ≃ −α2MN2/3
L(λ−1(λ−1)MN2/3,MN2/3)→P ̺(cN1/3) ≃ N + α2MN2/3 − (α1c+ α3M2)N1/3,
(3.57)
with α1 =
1−2̺
̺(1−̺)
, α2 =
̺−λ
λ̺(1−̺)
, and α3 =
(λ−2λ̺+̺2)2
4λ2(1−̺)3̺3
. Due to (3.57), we choose
s = N − α1cN1/3 − 14α3M2N1/3. In this way, we will be able to make both
probabilities in (3.56) very small as M →∞, uniformly in N .
Proposition 2.3 gives immediately P
(
L(0,0)→P ̺(cN1/3) < s
) ≤ C1e−C2M2 . Next,
consider the first probability in the r.h.s. of (3.56). For a > 0, use the short-hand
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notation ℓ(k) = λ−1(λ− 1)k, we first rewrite La(x) as follows,
La(x) = max
k≥a
{
max
l≥k
L(ℓ(k),k)→(ℓ(a),l) + ω
̺(k) + L(ℓ(a),l)→P ̺(x)
}
= ω̺(a) + max
l≥a
{
L(ℓ(a),l)→P ̺(x) + max
a≤k≤l
{L(ℓ(k),k)→(ℓ(a),l) + ω̺(k)− ω̺(a)}
}
= ω̺(a) +Ra(x)
(3.58)
where
Ra(x) = max
l≥a
{
L(ℓ(a),l)→P ̺(x) +
l∑
k=a+1
θk
}
, (3.59)
with θk’s being i.i.d. Exp(̺) random variables. The equality (3.59) follows from
Lemma 4.1 and Lemma 4.2 of [3].
We also have, for any s˜, the inequality
P
(
LMN2/3(cN
1/3) ≥ s) = P (ω̺(MN2/3) +RMN2/3(cN1/3) ≥ s)
≤ P (ω̺(MN2/3) ≥ s˜)+ P (RMN2/3(cN1/3) ≥ s− s˜) .
(3.60)
Recall that s = N − α1cN1/3 − 14α3M2N1/3. Thus choosing s˜ = −α2MN2/3 +
1
4
α3M
2N1/3 we have s¯ = s− s˜ = N + α2MN2/3 − (α1c + 12α3M2)N1/3.
Let us bound the first term in (3.60). Denote by q˜i = qi − 1/̺ and p˜i =
−pi + 1/(1− ̺). Then, using the exponential Chebyshev’s inequality, we have
P
(
ω̺(MN2/3) ≥ s˜) = P(MN2/3∑
i=1
q˜i +
λ−1(1−λ)MN2/3∑
j=1
p˜j ≥ sˆ
)
≤ e−tsˆE(etq˜1)MN2/3E(etp˜1)λ−1(1−λ)MN2/3 .
(3.61)
with sˆ = 1
4
α3M
2N1/3 for any t ≥ 0. Taking t = M(λ−2λ̺+̺2)
16λ̺(1−̺)
N−1/3, after simple
calculations we get, for all N large enough,
(3.61) ≤ e−α4M3 , (3.62)
with α4 =
(λ−2λ̺+̺2)3
4λ3(4̺(1−̺))4
.
It remains to bound the second term in (3.60). After shifting the half-
line to start at the origin, RMN2/3(cN
1/3) becomes the LPP from (0, 0) to
(γ2n, n) = (1− ̺)2N + cN1/3 + λ−1(1− λ)MN2/3, ̺2N − cN1/3 −MN2/3) with
one-sided vertical boundary sources with parameter ̺. This LPP was studied
in [1] in terms of sample covariance matrices (see their Section 6 for the connection
to LPP). In their proof they obtained exponential bounds used then to show the
convergence to the limiting law. These bounds implies exponential bounds for
the right tail of the distribution. An explicit statement in the LPP language of
this bound can be found in Lemma 3.3 of [19]. In our case it corresponds to have
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a κ = (λ−2λ̺+̺
2)M
2λ̺(1−̺)
. Using (3.8) and the first bound of Lemma 3.3 of [19] with the
choice a = 1
4(1−̺)2/3
+O(1/M2) (to match with s¯), we get uniformly for large N ,
P
(
RMN2/3(cN
1/3) ≥ s− s˜) ≤ Ce−cM2, (3.63)
for all M ≥ M0, M0 a constant and C, c some M-independent constants. This
ends the proof of (3.54).
Below, we note down a simple corollary of Lemma 3.6.
Corollary 3.7. Recall the definition of P (·) given in (3.1). Consider the
last passage percolation model Lstat,̺L∞λ
for ̺ = λ±. Denote the exit points
the corresponding last passage paths from the line L∞λ to the point P (x) by
Zstat,λ±(x). Fix some C ∈ R. Let ξ±λ be such that the line joining the points
QN (ξ
±
λ ) := (λ
−1(λ− 1)ξ±λN, ξ±λN) and P (CN1/3) has direction ((1− λ±)2, (λ±)2).
Then, there exists M0 = M0(λ), K1 = K1(λ) and K2 = K2(λ) such that for all
M ≥M0, the followings hold uniformly for all large N
P
(
Zstat,λ+(CN1/3)− ξ+λN < −MN2/3
) ≤ K1 exp(−K2M2), (3.64)
P
(
Zstat,λ−(CN1/3)− ξ−λN > MN2/3
) ≤ K1 exp(−K2M2). (3.65)
Proof. To see this, we first translate X-axis and Y -axis linearly so that the origin
is moved to the points QN(ξ
±
λ ). Notice that the definition of L∞λ is invariant under
these shifts of the origin. In these new co-ordinate systems, we denote the point
P (CN1/3) by P˜±(CN
1/3) and the corresponding exit points by Z˜stat,λ±. Using the
fact Zstat,λ±(CN1/3)− ξ±λN = Z˜stat,λ±, we obtain
P
(
Zstat,λ+(CN1/3)− ξ+λN < −MN2/3
)
= P(Z˜stat,λ+ < −MN2/3),
P
(
Zstat,λ−(CN1/3)− ξ−λN > MN2/3
)
= P(Z˜stat,λ− > MN2/3).
(3.66)
Further, we have P˜±(CN
1/3) = t((1− λ±)2N, (λ±)2N) for some constant t > 0.
From Lemma 3.6 applied for ̺ = λ±, there exists M0 = M0(λ), K1 = K1(λ)
and K2 = K2(λ) such that for all M ≥M0, we have
P
(
|Z˜stat,λ±| > MN2/3
)
≤ K1e−K2M2 , (3.67)
for all large N . Since the probabilities in (3.66) are bounded by the ones in (3.67),
the proof is completed.
Concerning the exit point from Lλ, a simple consequence of Lemma 4.3 of [19]
results into the following estimate.
Lemma 3.8. Let ξλ be given as in (2.24). Fix any C ∈ R. Then, there exists M0
such that for all M > M0 =M0(λ), we have
P
(∣∣Zλ(CN1/3)− ξλN∣∣ ≥MN2/3) ≤ K1e−K2M2 (3.68)
for some constants K1 = K1(λ) and K2 = K2(λ), uniformly for all N large enough.
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Proof. This results is a simple consequence of Lemma 4.3 of [19]. One shifts the
origin to get the end-point ((1+γ)N+cN1/3, (1−γ)N−cN1/3) along the diagonal
of the first quadrant as in the proof of Lemma 2.4. Then one can extend the line
Lλ to L∞λ =
{(⌊
λ−1
λ
x
⌋
, x
) ∣∣x ∈ Z}. Call Z∞λ the exit point position from L∞λ .
Then
P
(∣∣Zλ(CN1/3)− ξλN∣∣ ≥MN2/3) ≤ P (∣∣Z∞λ (CN1/3)− ξλN∣∣ ≥ MN2/3) . (3.69)
In Lemma 4.3 of [19] we have exactly a Gaussian estimate (in the variable M) of
the latter, which finishes the proof.
3.3.3 Bound on the probability of good event GN(r)
Now we generalize Lemma 2.3 of [29] to give some upper bound on the probability
P((GN(r))
c) (see (3.45) for its definition).
Proposition 3.9. Fix some C ∈ R. Denote the exit point of the stationary LPP
L
λ±
L∞λ
(with weights ωλ±) from the line L∞λ to P (x) by Zstat,λ±(x). Adopt all other
notations introduced before. Then, there exists r0 = r0(C, λ) such that for all
r ≥ r0, we have
P ((GN(r))
c) ≤ K1e−K2r2 (3.70)
uniformly for all large N where K1 = K1(λ) and K2 = K2(λ) are two large
constants.
Proof. In the following discussion, we will prove that there exists r0 (depending
on C and λ) such that for all r ≥ r0 the following holds (for all large N)
P(Zstat,λ−(CN1/3) > Zλ(0)) ≤ 2K ′1e−K
′
2
r2, (3.71)
P
(
Zλ(CN
1/3) > Zstat,λ+(0)
) ≤ 2K˜ ′1e−K˜ ′2r2 . (3.72)
for two sets of constants {K ′1, K ′2} and {K˜ ′1, K˜ ′2} which depend on λ. Then (3.71)-
(3.72) implies (3.70).
Proof of (3.71). We begin by noting that for any c1 following holds
P
(
Zstat,λ−(CN1/3) > Zλ(0)
) ≤ P (Zstat,λ−(CN1/3)− ξλN > −c1N2/3)
+ P
(
Zλ(0)− ξλN < −c1N2/3
)
.
(3.73)
We have to choose c1 such that both terms on the rhs. of (3.73) are bounded by
K ′1e
−K ′2r
2
for all r ≥ r1 = r0(C, λ) uniformly for all large N .
The translation invariance property (3.41) gives
Zstat,λ−(CN1/3) = Zstat,λ−(0) + CN1/3. (3.74)
The characteristic line passing by ((1 − λ)2N, λ2N) having direction
((1− λ−)2, (λ−)2) intersects the line L∞λ at ((1 − λ)λ−1a(r,N), a(r,N)) with
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a(r,N) = a1rN
1/3 + a2r
2N1/3 for some constants a1(λ) > 0, a2(λ) < 0. There-
fore, Zstat,λ−(0) will be close to the point ξ−λN = ξλN − (a1rN2/3 + a2r2N1/3).
Consequently we can write
P
(
Zstat,λ−(CN1/3)− ξλN > −c1N2/3
)
=P
(
Zstat,λ−(0)− ξ−λN > (a1r − c1)N2/3 − (C + a2r2)N1/3
)
.
(3.75)
Choose c1 = a1r/2. Then for N large enough,
(3.75) ≤ P (Zstat,λ−(0)− ξ−λN > a1rN2/3/4) ≤ K ′1e−K ′2r2 (3.76)
by (3.65) of Corollary 3.7. On the other side, by Lemma 3.8 there exists r0 = r0(λ)
such that for all r ≥ r0, it holds
P
(
Zλ(0)− ξλN < −a1rN2/3/2
) ≤ K ′1e−K ′2r2 . (3.77)
Combining (3.76) and (3.77) we conclude (3.71).
Proof of (3.72). For any c3, it holds
P
(
Zλ(CN
1/3) > Zstat,λ+(0)
) ≤ P (Zλ(CN1/3)− ξλN > c3N2/3)
+ P
(
Zstat,λ+(0)− ξλN < c3N2/3
)
. (3.78)
In the same way as above, we obtain that Zstat,λ+(0) will concentrate around
ξ+λN = ξλN − (a′1rN2/3 + a′2r2N1/3) for some a′1(λ) < 0 and a′2(λ) < 0. Choose
c3 = |a′1|r/2. Then by (3.64) of Corollary 3.7, we get
P
(
Zstat,λ+(CN1/3)− ξ+λN < c3N2/3
) ≤ K˜1e−K˜1r2 (3.79)
uniformly for all large N , and by Lemma 3.8, there is a r0 such that
P
(
Zλ(CN
1/3)− ξλN > |a′1|rN2/3
) ≤ K˜ ′1e−K˜ ′1r2 (3.80)
for all r > r0 uniformly for all large N . This completes the proof.
For the next result, we need to define the rescaled process for the stationary
case,
B±N,λ(u) =
L
stat,λ±
L∞λ →P (uN
1/3)
− Lstat,λ±L∞λ →P (0) +
1−2λ
λ(1−λ)
uN1/3
N1/3
. (3.81)
The first result focus on a comparison between B±N,λ and L
resc,λ
N . The proof is
geometric and uses the idea of Lemma 1 of [6].
Proposition 3.10. Recall the good event defined in (3.45), namely
GN(r) :=
{
Zstat,λ−(CN1/3) ≤ Zλ(0)
} ∩ {Zλ(CN1/3) ≤ Zstat,λ+(0)}. (3.82)
Fix any two real numbers 0 < u < v inside the interval [0, C]. Then, under the
event GN(r), we have
B−N,λ(u)−B−N,λ(v) ≤ Lresc,λN (u)− Lresc,λN (v) ≤ B+N,λ(u)− B+N,λ(v). (3.83)
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Proof. To prove this result, we use Lemma 3.5. We start by noting that for any
two positive real numbers a < b, the following hold
Zλ(a) ≤ Zλ(b) and Zstat,λ±(a) ≤ Zstat,λ±(b) (3.84)
with probability 1. The way we prove these inequalities is by contradiction. If
any of the inequalities in (3.84) does not hold, then the corresponding last passage
paths would intersect at some point (lets say c) in between. In such case, the
sections of the last passage paths intercepted between Lλ to c is actually the last
passage path from Lλ to c. If a 6= b, then this would imply the existence of
two different last passage paths πLλ→c (or, π
̺
Lλ→c
) from Lλ to the point c. As a
consequence, the uniqueness of the last passage paths will be contradicted. Thus,
the claim follows.
Now, notice that the condition (i) Zλ(CN
1/3) ≤ Zstat,λ+(0) implies
Zλ(vN
1/3) ≤ Zλ(CN1/3) ≤ Zstat,λ+(0) ≤ Zstat,λ+(uN1/3) (3.85)
whereas the condition (ii) Zstat,λ−(CN1/3) ≤ Zλ(0) implies
Zstat,λ−(vN1/3) ≤ Zstat,λ−(CN1/3) ≤ Zλ(0) ≤ Zλ(uN1/3). (3.86)
Employing Lemma 3.5, we obtain the following inequalities
Lresc,λN (u)− Lresc,λN (v) ≤ B+N,λ(u)− B+N,λ(v),
Lresc,λN (u)− Lresc,λN (v) ≥ B−N,λ(u)− B−N,λ(v)
(3.87)
from (3.85) and (3.86) respectively. Hence, the proof is completed.
3.3.4 Proof of Proposition 3.2
Now, we turn to proving the Proposition 3.2. For this, we closely follows the
arguments for tightness in [29], Theorem 1. First, we fix some large C > 0. For
any ǫ > 0, denote Aǫ := {maxu1,u2∈[−C,C]
∣∣∣Lresc,λN (u1)− Lresc,λN (u2)∣∣∣ ≥ ǫ}. It suffices
to show that P(Aǫ) goes to 0 as N →∞. We have
P (Aǫ) ≤ P (Aǫ ∩GN(r)) + P((GN(r))c). (3.88)
Bound on P (Aǫ ∩GN(r)). Whenever GN(r) holds, then by Proposition 3.10, we
have
max
u1,u2∈[−C,C]
∣∣∣Lresc,λN (u1)− Lresc,λN (u2)∣∣∣
≤max
{
max
u1,u2∈[−C,C]
∣∣B+N,λ(u1)−B+N,λ(u2)∣∣ , max
u1,u2∈[−C,C]
∣∣B−N,λ(u1)− B−N,λ(u2)∣∣} .
(3.89)
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The increments for the stationary case can be expressed, by Lemma 4.2 of [3], as
L
λ±
L∞λ →P (uN
1/3)
− Lλ±L∞λ →P (0) ∼
{ ∑⌊uN1/3⌋
i=1 pi −
∑⌊uN1/3⌋
i=1 qi, for u > 0,∑−1
i=⌊uN1/3⌋ qi −
∑−1
i=⌊uN1/3⌋ pi, for u < 0,
(3.90)
where pis (resp. qis) are i.i.d. Exp(1− λ±) (resp. Exp(λ±)) random variables.
We have
E
(
L
λ±
L∞λ →P (uN
1/3)
− Lλ±L∞λ →P (0)
)
=
2λ± − 1
λ±(1− λ±)uN
1/3 (3.91)
and 2λ±−1
λ±(1−λ±)
= 2λ−1
λ(1−λ)
+K(λ)rN−1/3 for K(λ) = 1−2λ+2λ
2
(1−λ)2λ2
+O(N−1/3). Define
B±N,λ(u) =
L
λ±
L∞λ →P (uN
1/3)
− Lλ±L∞λ →P (0) −E
(
L
λ±
L∞λ →P (uN
1/3)
− Lλ±L∞λ →P (0)
)
N1/6
. (3.92)
Then by Donsker’s theorem, we have
lim
N→∞
B±N,λ(u)⇒ B±(u), (3.93)
where ’⇒’ denotes the convergence in distribution and B±(·) is a two Brownian
motions (two sided). The slightly different centering in (3.91) and (3.81) leads to
N1/6B±N,λ(u) = B±N,λ(u) +K(λ)urN−1/6. (3.94)
This implies that as N → ∞, B±N,λ(u) ∼ N−1/6B±(u). Hence,
maxu1,u2∈[−C,C]
∣∣B+N,λ(u1)− B+N,λ(u2)∣∣ and maxu1,u2∈[−C,C] ∣∣B−N,λ(u1)− B−N,λ(u2)∣∣
converge to 0 in probability. This, together with (3.89) implies
lim supN→∞ P (Aǫ ∩GN(r)) = 0 for any choice of r.
Using the bound on P((GN(r))
c) of Proposition 3.9, we finally obtain
limr→∞ lim supN→∞ P (Aǫ) = 0.
3.3.5 Proof of Proposition 3.3
We show (3.10) for v = 0. The claim for general v ∈ [−C,C] is sim-
ply obtained by replacing N by N + vN1/3 in the proof and noting that
(N + vN1/3)1/3 = N1/3 + O(N−1/3). For any ε > 0, define the event
A˜ε = {maxu∈[−C,C] |Lresc,λN (u)− Lresc,λN (0)| ≥ ε}. Then
P(A˜ε) ≤ P((GN(r))c) + P(A˜ε ∩GN(r)). (3.95)
Applying Proposition 3.9 with r = N1/6−δ/2/
√
C leads to P((GN(r))
c) ≤
K ′1e
−K ′2N
1/3−δ/C . Thus it remains to get a bound of P(A˜ε ∩GN(r)) for such choice
of r.
26
By Proposition 3.10, when the event GN(r) holds, then the increment of the
(scaled) LPP are bounded by the ones of the stationary case with modified. This
implies
P(A˜ε ∩GN (r)) ≤ P
(
max
u∈[−C,C]
B+N,λ(u) ≥ ε
)
+ P
(
min
u∈[−C,C]
B−N,λ(u) ≤ −ε
)
. (3.96)
Recall the relation (3.94), namely N1/6B±N,λ(u) = B±N,λ(u)+K(λ)urN−1/6. By the
above choice of r, the term K(λ)urN−1/6 ∼ N−δ/2 → 0 as N → ∞. Therefore to
bound (3.96) it is enough to bound
P
(
max
u∈[0,C]
B+N,λ(u) ≥ εN1/6
)
, P
(
max
u∈[0,C]
−B−N,λ(u) ≥ εN1/6
)
(3.97)
together with the same bound for u ∈ [−C, 0]. B+N,λ is a rescaled version of a
sum of i.i.d. random centered variables with exponentially decaying tails, thus it
is a (two-sided) martingale. Each of the bound is obtained in the same way, thus
we write the details only for one of each. By Doob’s maximal inequality for the
submartingale u 7→ eχB+N,λ(u), and minimizing over χ, we get
P( max
u∈[0,C]
B+N,λ(u) ≥ εN1/6) ≤ infχ>0 exp
{−χsN1/6 + lnE[exp(χB+N,λ(C))]} . (3.98)
A simple computation gives
lnE[exp(χB+N,λ(C))] = 2χ2CN1/3(λ(1− λ))−1 +O(1). (3.99)
Plugging this into (3.98) and minimizing with respect to χ ≥ 0, we get
l.h.s. of (3.98) ≤ K1 exp(−K2ε2N1/3/C), (3.100)
where K1, K2 are two constants which depend on λ. This bound and the one above
the probability on GN (r)
c implies (3.10).
Now we prove the inequality (3.11) for u = 0. The inequality for general
u ∈ [−C,C] is obtained by substituting γ with γ+uN−2/3. This time we are dealing
with LPP between points which are“time-like”, i.e., where both coordinates of the
end-point increase. However, since we are looking at a distance from the reference
point P¯ (0, 0) which is the of the same order as the case of (3.10), we can get a
similar bound by using the analysis used to get (3.10) twice. Let us decompose
the increments in (3.11) into a sum two increment the LPP between “space-like”
points, i.e., with one coordinate increasing and the other decreasing. We have
Lresc,λN (0, v)− Lresc,λN (0, 0) =
(
Lresc,λN (0, v)− Lresc,λN ((1− γ)v, v)
)
+
(
Lresc,λN ((1− γ)v, v)− Lresc,λN (0, 0)
)
.
(3.101)
The first term in the r.h.s. of (3.101) is using (3.10). For the second term in the
r.h.s. of (3.101) we get the same bound by applying exactly the same strategy for
getting (3.10). Indeed, all the ingredients having two end-points used in the proof
of (3.10) extends to points which are space-like: see Lemma 4.2 of [3] and the
geometric proof of Proposition 3.10. The detailed proof do not require any new
ideas, so we skip the details here.
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