Some key criteria in the optimal currency area literature are that countries should join a currency union if they have closer international trade links and more symmetric business cycles. However, both criteria are endogenous. Frankel and Rose (1998) 
Introduction
The recent creation of the European Monetary Union (EMU) and the recent debate on dollarization have renewed the interest in the economics of currency unions. Countries forming a currency union typically benefit from the reduction in transaction costs associated to trade and investment flows. By enhancing trade and investment, lower transaction costs can expand the benefits from economic specialization.
1 However, these microeconomic efficiency benefits may be offset by the loss of macroeconomic flexibility associated with a common currency. In particular, countries joining a currency union lose their ability to stabilize cyclical fluctuations through independent countercyclical monetary policy. Both the benefits and the costs of currency unions depend on the characteristics of the countries involved.
Traditional literature on optimal currency areas (OCA) --which began during the early 1960s with the work of Mundell (1961) and McKinnon (1963) --aims to establish the conditions under which the benefits of joining a currency union would outweigh its costs. Among the key criteria considered in the OCA literature is the degree of trade integration between the potential members, as well as the degree of symmetry of their business cycles. 2 The degree of integration matters because the reduction in transaction costs associated with the use of a common currency will have a larger impact the larger the size of the trade and investment flows among the member countries. The symmetry of the business cycle, in turn, plays a key role in determining the cost of sacrificing an independent monetary policy. In summary, countries with close international trade links are more likely to be members of an OCA, whereas countries with asymmetric business cycles are less likely to be members of an OCA.
While the traditional OCA literature treats these criteria as exogenous, recent literature argues that both trade integration and cycle synchronization are in fact endogenous (Frankel and Rose, 1997, 1998) . First, currency unions can affect trade intensity. In fact, recent empirical literature stresses the large positive effects of currency unions on trade (Rose, 2000; Glick and Rose, 2001) . 3 Trade intensity, in turn, may affect cycle correlation. Empirical studies for the case of industrial countries (Frankel and Rose, 1997 Rose, , 1998 Fatas, 1997; Clark and van Wincoop, 2001) provide evidence that countries with closer trade linkages exhibit highly correlated business cycles. This finding motivated Frankel and Rose to state that countries that are ex ante poor candidates to 1 Estimates from the European Commission suggest that the gains from carrying out transactions in a single currency could be as high as 0.5 percent of the European Union GDP per year (Kouparitsas, 1999) . On the other hand, "countries that use the same currency tend to trade disproportionately (...) my point estimate is that countries with the same currency trade over three times as much with each other as countries with different currencies" (Rose, 2000, p. 17) 2 Additional OCA criteria, such as the degree of labor mobility, wage flexibility, or the existence of fiscal transfers among the members, relate to the cost of processing the necessary adjustments in the case of asymmetric shocks among the member countries when independent monetary policy has been forgone. 3 New evidence suggests that Rose and associates might be over-estimating the impact of currency unions on trade due to: (a) problems of sample selection and non-linearities (Persson, 2001) , and (b) not adequately taking into account the possibility that joining a currency union could be an endogenous decision (Tenreyro, 2001) . enter a monetary union could satisfy the criteria ex post because entry to the currency union per se may provide an additional impulse for trade expansion that may result, in turn, in higher business cycle correlation.
As is obvious from the discussion above, the link between trade intensity and business cycle correlation plays a crucial role when considering the merits of a currency union among countries that a priori do not seem to comply with the OCA criteria. But are the lessons derived from the experience of industrial countries useful to help guide policy decisions in developing countries? Theory suggests that, in the case of developing countries, the lessons derived from the experience of industrial countries should be handled with a great deal of caution.
According to the theoretical literature, the impact of trade integration on business cycle correlation could go either way. On the one hand, if the demand channel is the dominant force driving business cycles, we expect trade integration to increase cycle correlation. For instance, positive output shocks in a country might increase its demand for foreign goods. The impact of this shock on the cycle of the country's trading partners should depend on the depth of the trade links with each of the partners. On the other hand, if industry-specific shocks are the dominant force in explaining cyclical output, the relationship would be negative if increasing specialization in production leads to interindustry trade (as observed in developing countries). In this case, trade integration leads to specialization in different industries, which in turn leads to asymmetric effects of industry-specific shocks. In contrast, if intra-industry trade prevails (as observed in industrial countries), specialization does not necessarily lead to asymmetric effects of industry-specific shocks, since the pattern of specialization occurs mainly within industries. In summary, the total effect of trade intensity on cycle correlation is theoretically ambiguous and poses a question that could only be solved empirically. However, the important differences in the pattern of trade and specialization among countries of different type suggest that the impact of trade integration on cycle correlation in developing countries may differ substantially from that among industrial countries.
Our paper extends the study of Frankel and Rose (1998) in order to analyze the impact of trade integration on business cycle correlation not only among industrial countries but also among developing countries, as well as among "mixed" (industrial -developing) country pairs. By working with a sample of 147 industrial and developing countries, we are able to test whether the links between trade intensity and business cycle correlation are different depending on the nature of the countries involved. We expect the impact to differ across groups of countries, due to their different patterns of trade and specialization (i.e. inter-vs. intra-industry trade patterns). Our prior is that trade intensity should have a positive effect on cyclical output correlation among industrial countries, and a smaller (and ambiguous) effect among other country pairs.
In studying the effects of trade intensity on cycle correlation, it is important to keep in mind (OR: we take into account the fact) that trade intensity itself may be endogenous, through at least two different channels. First, cycle correlation could lead to currency unions, which in turn could lead to increased trade intensity. Second, by joining a currency union, countries reduce transaction costs, and at the same time link their monetary policies to that of their partners. While lower transaction costs increase trade links, convergence in macroeconomic policies (i.e. countries sharing a common monetary policy stance) might lead to higher output correlation. Therefore, a positive relationship between trade intensity and cycle correlation could potentially be due to both variables being explained by a third factor, namely the formation of a currency union.
Among our main findings, we have:
(1) On average, higher trade integration leads to higher business cycle synchronization. This result is robust to changes in the measure of bilateral trade intensity, to the de-trending techniques used to compute cyclical output, or the estimation method (OLS or IV).
(2) Our coefficient estimates suggest that the correlation between cyclical output increases from a starting mean of 0.05 to 0.136 when the bilateral trade intensity increases by one standard deviation.
(3) The impact of trade intensity on business cycle correlation for industrial countries is is significantly higher than the one for the sample of developing countries and the sample of "mixed" country pairs. In particular, a one standard deviation increase in our coefficient of bilateral trade leads to a surge in our business cycle correlation from a starting mean of: (a) 0.25 to 0.38 for industrial countries, (b) 0.075 to 0.121 for our sample of mixed country pairs, and (c) 0.031 to 0.059 for our sample of developing countries. Note that result in (a) is similar to the one found by Frankel and Rose (1998) although we are working with a larger sample and different time period.
(4) We find robust evidence of a negative interaction effect between trade integration and an index of asymmetries in the structure of production (which we use as a proxy for the extent of inter-industry trade). As expected, the impact of trade intensity on cycle correlation is larger when countries have similar production structures.
The rest of the paper is organized as follows. Section 2 provides some theoretical insights regarding the relationship between trade integration and the synchronization of business cycles. Section 3 discusses the data and presents the econometric methodology used in our empirical evaluation. Section 4 discusses the main empirical results. Section 5 presents the sensitivity analysis of the impact of trade integration on business cycles. Finally, Section 6 concludes.
Some theoretical insights
In order to understand the different channels through which trade intensity can impact business cycle synchronization, we use Stockman's (1988) decomposition of the growth rate of the economy at time t, d lny t , as the weighted average of the growth rates in every sector of the economy d lny kt (with k=1,...,n) , with the weights (ω k ) being approximated by the share of sector k's output in total output (with Σ k ω k = 1), that is:
If we express the growth rate in sector k at time t as deviations from the country's average growth rate of output at time t, d ln y •t , we can express (1) as:
where the growth rate of real output for the domestic country at time t (d lny t ) consists of the weighted average of sector-specific deviations of the growth rate of output in sector k at time t (ξ kt = d lny kt -d ln y •t ) and the average growth rate of total output of the country at time t (η t ). Analogously, we define the growth rate of the foreign country as:
Following Stockman (1988) we assume that: (i) {ξ kt } is distributed independently of each other across both sector and time, with sectoral variance σ k 2 ; (ii) ξ kt = ξ kt * , that is industry shocks are similar across countries, and have the same variance σ k 2 ; (iii) { η t } is distributed independently over time; (iv) {ξ kt } and {η t } are independent from each other. Given these assumptions, we can compute the covariance between the growth rates of the domestic and foreign countries, i.e. σ y,y* = cov(d ln y t , d ln y t * ):
where σ η,η* is the covariance between country-specific aggregate shocks. In terms of correlation coefficients, we can reformulate (3) as:
where ρ y,y* represents the output correlation, ρ η,η* is the correlation between countryspecific aggregate shocks, ω ) k = ω k /σ y and ω η,y = (σ η /σ y )*(σ η * /σ y * ) represent the weights for the variance of industry shocks (σ k 2 ) and for the correlation of country-specific aggregate shocks (ρ η,η* ), respectively. The former set of weights, ω ) k and ω
, are a direct function of the shares in total output of the different industries in Home and Foreign countries, respectively; whereas the latter set of weights, ω η,y , depend directly on the relative volatility of the aggregate shock (with respect to output) in both countries.
According to the literature, the impact of greater trade integration on business cycle synchronization is theoretically ambiguous.
If business cycles are dominated by industry-specific shocks, ξ kt , the standard trade theory (Heckscher-Ohlin paradigm) predicts that openness to trade would lead to an increasing specialization in production and inter-industry patterns of international trade (as observed in developing countries). In this case, if increased industry-specific specialization occurs, we expect that higher trade integration would lead to decreasing business cycle correlations (i.e. given that σ k 2 is always positive, we expect a negative correlation between ω ) k and ω ) k *
). Kalemli-Ozcan, Sorensen and Yosha (2001) find another mechanism that will render a negative correlation between trade integration and business cycle correlations. With higher integration in both international financial markets and goods markets, countries should be able to insure against asymmetric shocks through diversification of ownership and can afford to have a specialized production structure. In this case, better opportunities for income diversification induce higher specialization in production, which are associated with more asymmetric business cycles.
On the other hand, if patterns of specialization in production and international trade are more dominated by intra-industry trade (as observed in industrial countries), we expect that increasing trade would offset the specialization effects predicted by the standard trade theory (Krugman, 1993) . In this case, we expect ω ) k and ω ) k * being more similar with intra-industry trade. However, it might lead to higher business cycle correlations in some cases. For instance, if intra-industry trade implies a larger variety of inputs for a specific industry in all countries, we then expect a higher output correlation (i.e. positive correlation between ω ) k and ω
Consistent with the intra-industry perspective, it has been shown that an increasing amount of trade is vertical or fragmented (Hummels et al. 2001) , that is, countries are increasingly specializing in particular stages of a good's production sequence, instead of producing the entire good. 4 Kose and Yi (2001) argue that allowing for more of this "back-and-forth" trade might lead to a greater response of the business cycle correlations to higher trade integration.
Finally, theoretical advances and empirical evidence supports the existence of different channels through which higher integration might have an impact on the correlation between country-specific aggregate shocks (ρ η,η* ). First, spillover effects from aggregate demand shocks might increase ρ η,η* . In this case, surges in private or public income in one country might lead to higher demand for both foreign and domestic goods. This effect might be even stronger if trade integration leads to more coordinated policy shocks (Frankel and Rose, 1998) .
5 Second, higher trade integration might lead to a more rapid spread of productivity shocks through a more rapid diffusion of knowledge and technology (Coe and Helpman, 1995) or via inward FDI and technology sourcing (Lichtenberg et al. 1998) . See Box 1 for a summary of the effects.
Type of Shocks
Impact on ρ ρy,y* References (-): specialization in production through removal of tariff barriers. (-): specialization in production through better opportunities for income diversification.
Frankel and Rose (1998 As we can observe from the table above, the relationship between trade integration and business cycle synchrony is theoretically ambiguous. While the impact is positive if country-specific aggregate shocks dominate business cycle, the effect of trade integration is not clear if country-specific industry shocks are the main source of business cycle. In the latter case, the nature of the relationship between trade integration and cyclical output correlations depend on the patterns of specialization in production once the economy is open to international markets. Given the observed patterns of specialization in the world economy, we expect a positive correlation between trade integration and business cycle correlations among industrial countries, and a more ambiguous relationship (i.e. positive and smaller than among industrial countries, and in some cases negative) among industrial-developing country pairs and among developing countries.
Data and Methodology

The Data
The heart of our empirical analysis lies on the measurement of both bilateral trade intensity and the bilateral correlations of real economic activity. First, the bilateral intensity of international trade between countries i and j at time τ is approximated with the following measures:
In equations (5a)-(5c), f ijt denotes total bilateral trade flows of (exports to and imports from) countries i and j, whereas F kt represents total trade flows (aggregate exports and imports) of country k (with k=i,j). Our first two measures of bilateral trade intensity follow Frankel and Rose (1997 Rose ( , 1998 . In equation (5a), we compute xm(i,j) τ 1 as the ratio of bilateral trade flows between countries i and j divided by the sum of countries i and j's total trade flows. Our second measure, xm(i,j) τ 2 in equation (5b), is the ratio of bilateral trade flows between countries i and j to output in both countries ( Y it and Y jt , respectively). Our final indicator, xm (i,j) The bilateral trade data are taken from the International Monetary Fund's Direction of Trade data set, whereas nominal and real GDP data are taken from the World Bank's World Development Indicators. We have annual data for the 1960-99 period on bilateral trade flows for the 147 countries in our sample (see appendix II for our list of countries), and we used exports FOB and imports CIF in order to construct the measures specified in equations (5a)-(5c). 6 There are a variety of problems associated with bilateral trade data, for instance, export flows from country i to country j are not necessarily equal to import flows of country j from country i. In this case, we have always relied on the data of the country with higher income in the country-pair. Finally, given that it has not been shown whether it is more appropriate to normalize by trade or total output, we conduct our tests with both measures of trade intensity.
The other key variable in our study is the degree of business cycle synchronization between countries i and j at time τ. To measure this variable, we follow Frankel and Rose (1997 Rose ( , 1998 
where y c is the cyclical component of output (y). Our measure of output (y) is the (log of the) real GDP in local currency at constant prices, taken from the World Bank's World Development. On the other hand, the cyclical component of output (y c ) is obtained using different de-trending techniques. Once we obtain the cyclical component of output for all countries, we compute bilateral correlations of real activity. Higher correlations imply a higher degree of synchronization. Bayoumi and Eichengreen (1997, 1998) have developed an alternative measure of business cycle coherence. They compute an indicator of business cycle asymmetries for countries i and j, as follows 
where y represents output (in logs), σ(⋅) represents the standard deviation computed over τ periods; hence, asymm(y i , y j ) is the standard deviation of changes in the log of relative output between countries i and j. The lower the value of asymm(y i , y j ), the higher the degree of business cycle synchronization. 
Empirical Strategy
We have collected annual data for 147 countries over the 1960-99 period on both real GDP and bilateral trade. After transforming our output data, we compute our measures of business cycle synchronization between countries i and j over a given span of time τ. We split our sample into four equally-sized parts: 1960-69, 1970-79, 1980-89, and 1990-99 . In addition, we compute averages of our annual bilateral trade intensities over each decade.
The Regression Framework
In order to test the impact of trade integration (approximated by coefficients of bilateral trade intensity) and the business cycle synchronization (measured by the correlation between cyclical outputs), we run the following regression:
where corr(y iτ , y jτ ) denotes the business cycle correlation between country i and country j over time period τ, and Trade(i,j) τ represents the natural logarithm of the average bilateral trade intensity between country i and country j over the time period τ.
Our main interest lies on the sign and the magnitude of the slope coefficient γ. If industry shocks are the dominant source of business cycles and openness to trade leads to complete specialization (as Heckscher-Ohlin predicted), we expect γ to be negative. On the other hand, if industry shocks lead to vertical specialization (and, therefore, more intra-industry trade), or if global shocks dominate economic fluctuations then we expect γ to be positive. Finally, the magnitude of γ would be key for quantifying the economic importance of this effect.
Running an OLS regression for equation (6) would yield biased and inconsistent estimates for γ. By joining a currency union, not only countries would gain greater exchange rate stability but also would link their monetary policies to that of their neighbors. A lower degree of exchange rate volatility might increase trade, whereas convergence in macroeconomic policies (i.e. countries sharing a common monetary policy stance) might lead to higher output correlation. Hence, countries joining a currency union might exhibit a positive correlation between trade integration and business cycle synchronization. To put it simply, higher output correlation would encourage countries to be members of a currency union, and countries joining currency unions experience higher trade integration (Frankel and Rose, 1998, 2002; Rose and Engel, 2001) .
Given the problems mentioned above, we need instruments for the bilateral trade intensity in order to estimate γ consistently. We use the gravity model of bilateral trade (Deardorff, 1998; Anderson and van Wincoop, 2001 ) to motivate our choice of instrumental variables. Following Wei (1996) and Deardorff (1998), the regression for bilateral trade becomes:
ln f ij = β 0 + β 1 ln y i + β 2 ln y j +β 3 ln d ij + β 4 ln B ij + β 5 ln REM i + β 5 ln REM j + ε ij (7) where f ij is our measures of bilateral trade flows country i to country j, y i and y j represent the income per capita in countries i and j, d ij is the distance between regions i and j, and B ij is a dummy variable equal to one for countries that share a common border. We expect that bilateral trade between countries I and j will increase if their outputs increase, if they are closer in distance, and if they share a common border.
Furthermore, we include an indicator of geographical remoteness for countries i and j that measures how far each country lies from alternative trading partners. The standard gravity model would two remote countries to trade more than two countries quite close to alternative markets. Following Wei (1996) , Deardorff(1998) and Stein and Weinhold (1998) , we construct a formula for the remoteness of country i as weighted average of that country's distances to all of its trading partners (except for the country j involved in a determined country pair). They all weight the distances by the share of the partner's output in world GDP. That is, for a determined (i,j)-country-pair, the remoteness of country i is defined as
, where m is defined over all trading partners of country i, except for country j. Stein and Weinhold (1998) argue that this measure complies with several desirable properties for a measure of remoteness. 8 Finally, we also include to our specification in equation (7) the number of landlocked countries and the number of islands in our country-pairs. 8 Alternative, we conduct our regression analysis with a measure of remoteness suggested by Helliwell (1997, 1998) ,
Our results are similar to the ones reported in this paper using Wei's measure of remoteness. Although not reported, these results are available from the authors upon request.
Robustness Checks
In order to check the robustness of γ, we first evaluate the sensitivity of our parameter of interest to changes in the de-trending technique used to compute business cycles and, second, we analyze the sensitivity of γ to the inclusion of additional controls.
Using different business cycle filters. Our first step to check for the robustness of our results will be to check the sensitivity of γ to changes in the cyclical component used in order to compute the business cycle correlations. For that reason and given the lack of consensus about optimal de-trending techniques, we use four different procedures to decompose output into trend and cycle: (a) log-linear trend model, (b) first-differences, (c) the Hodrick-Prescott (HP) filter, and (d) the Band-Pass filter (Baxter and King, 1999).
Our preferred de-trending technique for the discussion of our results is the band-pass filter proposed by Baxter and King (1999) . Unlike other trend-cycle decomposition techniques, this filter takes into account the statistical features of the business cycle. Specifically, they define the business cycle component as the sum of all components fluctuating between 6 and 32 quarters. According to this definition, Baxter and King showed that the desired filter is a band-pass filter, that is, a filter that passes through components of the time series with periodic fluctuations between 6 and 32 quarters, while removing components at higher and lower frequencies.
9
A moving average of infinite order is the ideal band-pass filter, 10 however, we practically face an important trade-off in the construction of this filter. This ideal band-pass filter can be approximated with longer moving averages (i.e. more leads and lags), thus, implying significant losses of degrees of freedom in the analysis. Specifically, Baxter and King recommend to use moving averages based on three years of past data and three years of future data, as well as the current observation, when working with both quarterly and annual time series data. Finally, we should note that although we used the band-pass filter as our preferred de-trending technique, the results that we will present in sections 4 and 5 are robust to any of the four trend-cycle decomposition techniques used in this paper.
Additional Controls. We also test the robustness of γ to the inclusion of possible omitted variables that could help explain business cycle synchronization. Similarities in the structure of production imply that industry-specific shocks tend to have similar effects on aggregate fluctuations across national borders. Evidence shows that these shocks will generate higher degree of business cycle synchronization among regions with similar 9 The NBER chronology lists 30 complete cycles since 1858. The shortest full cycle (peak to peak) was 6 quarters, and the longest 39 quarters, with 90 percent of these cycles being no longer than 32 quarters (Stock and Watson, 1999) . 10 The ideal linear filter would eliminate: (i) high-frequency fluctuations (periods less than 6 quarters), usually associated with measurement errors, and, (ii) low frequency fluctuations (periods exceeding 8 years) usually linked to trend growth. That is, the gain of the ideal linear filter is unity for business cycle frequencies and zero elsewhere. production structures rather than among regions with asymmetric structures (Imbs, 1999; Loayza, Lopez, and Ubide, 1999) .
Similarities in the structure of production are approximated using the absolute value index suggested by Krugman (1991). Letting s nj and s nk denote the GDP shares for industry n in regions j and k, the similarity of region j's and region k's production structures is measured as . Note that the higher is the value of this index, the greater is the difference in industry shares across regions j and k and, therefore, the greater are the differences in economic structure.
Given that industry specialization may affect business cycle synchronization through different mechanisms, we measure specialization as follows: (1) we use a simple 3-sector classification (agriculture, industry, and services), and (2) we use the 9-sector classification from the 1-digit level ISIC code 11 . Data for the construction of these indices was obtained from the World Bank and UNIDO. Note that although the second index of asymmetry is preferred to the first one, our 3-sector index has a larger coverage than the 9-sector index (25632 vs. 20131 observations).
Empirical Assessment
In this section, we present our empirical assessment on the relationship between trade integration and business cycle synchronization for the sample of all country pairs. As we stated in section 3, we have annual data on output and bilateral trade for 147 countries over the 1960-99 period. In order to measure our dependent variable (business cycle correlation), we compute the business cycle of real GDP over our sample period using different de-trending techniques (i.e. log-linear, first differences, Hodrick-Prescott, and band-pass filter). Then, we compute the business cycle correlation between countries i and j over a given span of time. In this case, we split the 1960-99 period into four equally-sized sub-periods, and we are able to compute a total of 33676 bilateral output correlations (i.e. 6232 for the 1960s, 7753 for the 1970s, 10127 for the 1980s, and 9564 for the 1990s). On the other hand, our annual data on bilateral trade intensity is averaged over each decade to be compatible with our regression framework.
In Table 1 we first present some descriptive statistics on the business cycle correlation for all country pairs, among selected groups of country pairs and the evolution of these correlations over time. Before stating our results, we should observe that the average business cycle correlation obtained with the log-linear trend model is poorly associated with the other measures. Its correlation coefficient with measures using the other filters fluctuates between 0.29 and 0.37. On the other hand, business cycle correlations obtained with first-difference, Hodrick-Prescott, and band-pass filters are highly correlated among them, with their degree of association fluctuating between 0.77 and 0.94. Finally, we find that our index of business cycle asymmetries is negatively associated with our different measures of cyclical output correlation, with the correlation coefficient fluctuating between -0.11 (linear trend) and -0.25 (first differences).
We first find that the average business cycle correlation for all country pairs over the 1960-99 period ("pooled" correlation) fluctuates between 0.0372 (using first differences) and 0.059 (using HP filter), with this correlation being weaker in the 1960s (around 0.017 and 0.023) and stronger in the 1980s (around 0.041 and 0.071). Note that output correlation has suffered a slight decrease in the 1990s, fluctuating around 0.039 and 0.07 (See Figure 1) .
The highest business cycle synchronization is exhibited by the group of industrial countries with an average that fluctuates around 0.226 (using first differences) and 0.254 (using the band-pass filter). On the other hand, the developing world exhibits the least synchronized business cycles, with output correlations fluctuating around 0.02 (using first differences) and 0.039 (using HP filter). See Figure 2 for further details. These results are corroborated by our index of cycle asymmetries, with the group of industrial countries showing a more symmetric behavior than developing countries. From these observations, we can imply that North-North cycles are more synchronized than South-South cycles.
Finally, we observe that North-South cycles are more correlated (or less asymmetric) than South-South cycles. Specifically, we find that the output correlation among industrial-developing country pairs is higher on average than the one among developing countries (0.075 vs. 0.031, respectively). The same results holds for the sample of industrial-LAC country pairs and among Latin American countries (0.094 vs. 0.07, respectively).
Correlation Analysis
Before conducting our regression analysis, we present the correlation analysis between business cycle synchronization and bilateral trade intensity for the sample of all country pairs. We can find these results in Table 2 .
In the first panel of Table 2 , we present simple correlations between business cycle synchronization and trade integration. There we find a positive and significant relationship between these two variables, which is robust to changes in the measures of bilateral trade intensity and to changes in the de-trending procedure to compute cyclical components. Whether we normalize by output or total trade, we find that this correlation fluctuates between 0.08 (when using log-linear models) and 0.13 (when using the bandpass filter). As expected, we also find that our index of cycle asymmetries is inversely related to bilateral trade intensity, with their association fluctuating from -0.05 to -0.10. Furthermore, we compute the correlation between bilateral trade intensity and business cycle synchronization conditional to geographical factors and income measures (i.e. national borders, distance and remoteness, number of islands and landlocked countries, common geographical region, common language, common main trading partner, colony, dummy for regional free trade agreements, output, area, and population). This implies the calculation of a partial correlation between trade integration and business cycle synchronization, after taking into account geographical features and output levels that could affect both bilateral trade (Frankel and Rose, 2002) and output correlation (Clark and van Wincoop, 2001) . Our results are presented in the second panel of Table 2 . Here we still find a robust positive association between trade integration and the bilateral business cycle correlations.
Cross-country differences in the structure of production and patterns of trade as well as responses to industry shocks may lead us to suspect that the comovement between bilateral trade intensities and output correlations might vary with the sample of countries involved in the country pair. Hence, we analyze this correlation for pairs of countries involving the following regions: Industrial countries (IND), developing countries (DEV), Latin American countries (LAC), and developing countries other than LAC countries. From these four groups of countries, we specifically analyze the following seven (7) combinations: pairs involving only members of each group (that is, pairs of only industrial, developing, LAC, and other developing countries), pairs involving (IND, DEV), (IND, LAC), and (LAC, ODEV) combinations. Our results, using the band-pass filter, are reported in Table 3 . 13 We find that pairs involving only industrial countries, (IND, IND) , have the highest correlation among the different groups of country-pairs, with a simple correlation coefficient that fluctuates between 0.16 and 0.27. In addition, the comovement for pairs involving developing countries is positive and significant (fluctuating between 0.06 and 0.11), whereas the association for the country-pairs involving only Latin American countries is small and not statistically significant in almost all cases (see panel I.1 of Table 3 ). When taking into account the determinants of the bilateral trade (as specified by the gravity equation), we find that the comovement between trade integration and output correlation is slightly smaller. In this case, the association fluctuates between 0.181 and 0.25 for industrial countries, between 0.072 and 0.133 for developing countries, and between 0.035 and 0.101 for Latin American countries (see panel I.2 of Table 3 ). Finally, we find that the partial correlation between trade integration (normalized by total trade) and business cycle co-movement is higher for Latin American countries when paired with industrial countries (0.065) or USA-Canada (0.074) than when they are paired with other developing countries (0.046).
One of the advantages of the panel data analysis is that it allows us to assess whether the correlation between trade integration and business cycle changes over time (see Table 4 ). We specifically find that both (simple and partial) correlations fluctuate between 0.08 and 0.11 during the 1960s and 1980s, whereas they fluctuate between 0.13 and 0.15 during the 1970s and 1990s. The higher correlation between these two variables in the 1970s and 1990s could be partly attributed to greater trade-related spillovers due to oil shock prices and the increasing wave of trade globalization in the 1990s.
Finally, we present the correlation between business cycle co-movements and geographical factors as well as the indices of similarity in the structure of production. First, we find that countries that are closer geographically (shorter great distance circle), that share national borders, belong to a common region, share a common language, legal and colonial origin, show higher business cycle synchronization (i.e. higher output correlation). Second, we find that the more similar the production structure of two countries, the higher is their output correlation (or the smaller the degree of cyclical asymmetry). Note that all these results are robust to the de-trending technique used to compute the cyclical component of output (see Table 5 ).
Regression Analysis
As a first step in our regression analysis, we run bi-variate regressions of output correlation on bilateral trade for the sample of all country-pairs. Our OLS and IV estimates are reported in Table 6 . Note also that all our panel regressions (starting from Table 6 ) include time dummies for the 1970-79, 1980-89 and 1990 -99 periods, with the constant representing the 1960-69 period (base category). Although the estimates for the time dummies are not reported, they are jointly significant in the majority of cases. 14 According to our OLS estimates, we find a positive and significant association between bilateral trade intensity and bilateral output correlation, which is robust to changes in the measure of the trade integration and the de-trending technique used to compute the cyclical fluctuations of output (see panel I of Table 6 ). If we focus on the estimates obtained with the band-pass filter business cycle correlation, we find that the pooled OLS coefficient estimate is 0.032 when normalized by total trade, and 0.0365 when normalized by output. As stated in our discussion of the literature, we can only interpret our OLS estimates as measures of association. Economically speaking, we find that a surge in bilateral trade (either normalized by trade or output) of one standard deviation would be associated with an increase in the output correlation from an average of 0.05 to 0.10 [=0.05+0.032*1.478=0.098, if we use total trade, and =0.05+0.0365*1.301=0.098, if we use output].
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Due to the optimal currency area (OCA) criterion, our OLS estimates are biased and inconsistent. Hence, we should find instruments for bilateral trade in order to estimate our coefficient of interest more efficiently. We take advantage of the vast literature on the gravity equation of international trade (Anderson and Van Wincoop, 2001, Deardorff, 1998; Frankel and Rose, 2002; Rose and Engel, 2001 ) in order to choose our set of instruments for the bilateral trade intensity.
Specifically, the bilateral trade between countries i and j is instrumented with the following variables: distance between countries i and j, remoteness of countries i and j, output, population, and area of both countries, dummy variables for common border, common geographical region, common language, colony, common main trading partner, dummy for regional free trade agreement, number of islands in the (i,j) country pair, and number of landlocked countries in the (i,j) country pair. Except for the dummy variables, the determinants are expressed in logs. Our results are consistent with the literature, that is, countries that share a common border, that are closer in distance and have trading partners that are farther away from the rest of the world, are members of the same region, speak the same language, have the same colonial origin and the same common main trading partner, higher GDP, smaller population, and engage in regional free trade agreements, should trade more intensively.
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In panel II of Table 6 we present our IV estimates for the impact of trade integration on business cycle synchronization. We robustly find that higher trade between two countries may generate business cycles that are more synchronous. The coefficient of bilateral trade intensity fluctuates between 0.055 (when normalized by trade) and 0.069 (if normalized by output). An economic interpretation of these coefficient estimates would suggest that an increase in the bilateral trade intensity (normalized either by total trade or output) by one standard deviation starting from the mean of the data would increase the (band-pass filtered-) bilateral output correlation from 0.05 to 0.136.
In tables 7 and 8 we include as an additional variable in our regression equation (6) the 3-sector and 9-sector indices of production structure asymmetries, respectively. If we control for either of these indices, we still find that our measures of bilateral trade intensity are positive and significant at the 5 percent level as well as robust to the detrending procedure used to compute cyclical output or the estimation technique applied. Note that the index of production asymmetries across countries (either approximated by the 3-or 9-sector classification) has the expected negative sign and it is significant for almost all specifications (except for the case when business cycle correlations are computed with HP filtered-cyclical outputs). Hence, countries tend to respond similarly to productivity shocks or shocks to the composition of import demand from other countries if they have similar structures of production, and therefore, they tend to exhibit higher cyclical output correlation (see results in Tables 7 and 8 and Figure 3 for the increase in business cycle correlations).
Using the IV regression of Table 7 (8), and controlling for the 3-(9-) sector index of asymmetries in production, we find that a one standard deviation increase in the measure of bilateral trade intensity will generate an increase in the business cycle correlation from 0.05 to 0.1274 (0.1231) when normalized by trade, and to 0.1388 (0.1338) when normalized by output. Finally, a one standard deviation decrease in the measures of production structure asymmetries will reduce the output correlation from a starting mean of 0.05 to 0.0492 (0.0484) if we normalized with total trade and to 0.0471 (0.0454) if we normalized with output, and we use the 3-(9-) sector index of production structure asymmetries.
Sensitivity Analysis
The impact of trade integration on business cycle synchronization, as proxied by our parameter of interest γ, depends on the size, origin and type of disturbances that affect international business cycle linkages. Given that these disturbances could be global or could be country-or region specific, or they could vary over time, we think it is necessary to evaluate the sensitiveness of γ across regions of the world and over time. In addition, given that the transmission of trade-related spillovers ensuing from disturbances in one or more countries depends on the asymmetries in the production structures of countries, we also investigate the existence of an interaction effect between trade integration and the similarities in the structure of production across countries.
Note that all the analysis conducted in this section, uses the cyclical components computed with the band-pass filter. However, our main results still hold if we use other de-trending techniques. These results are not reported but are available from the authors upon request.
The Impact of Trade Integration Across Sub-Groups of Countries
As we claimed in section 2, the impact of trade integration on business cycle synchronization is theoretically ambiguous. The nature of this relationship depends on the patterns of trade and specialization followed by countries or group of countries (Frankel and Rose, 1998) . There is evidence that regions have responded asymmetrically to shocks across the world (IMF, 2001), therefore, country-specific and region-specific shocks might be important to explain the link between trade integration and business cycle synchronization.
In this section we specifically test differences in the impact of trade integration on business cycle synchronization across sub-groups of countries. We first test the existence of differences in γ between industrial and developing countries. Then, we will test interregional parameter heterogeneity within the sample of country pairs involving only industrial and Latin American countries.
Industrial Countries (IND) vs. Developing Countries (DEV)
Recent empirical efforts in the literature have studied the different dynamics in the propagation of disturbances and the business cycle linkages among industrial countries (North) and developing countries (South) as well as between these regions (Kouparitsas, 1996 (Kouparitsas, , 2001 IMF, 2001; Kose, 2002) . The existence of North-North, North-South and South-South cycles with their different dynamics motivates us to evaluate if the impact of greater trade linkages on business cycle synchronization is different whether trade is North-North and South-South, or North-South. 17 We find that the impact of bilateral trade on business cycle synchronization among industrial countries, i.e. (IND, IND) country pairs, is higher than the impact among developing countries, (DEV, DEV), as well as the one for industrial-developing country pairs, i.e. (IND, DEV) . In addition, we find that the trade effects on business cycles for the (IND, DEV)-sample is higher than in the (DEV, DEV)-sample. Note that this result holds regardless of the trade measure used, the estimation technique applied, or the additional controls included (see Table 9 and Figure 4 ).
Using the IV estimation and the 9-sector similarity index (column 6 of Table 9), we find that the impact of trade integration on business cycle correlations among industrial countries, (IND, IND) , is equal to 0.09245 (0.09264) when normalizing by trade (output). On the other hand, the impact for the sample of (IND, DEV) country pairs and among developing countries, (DEV, DEV), when normalizing by trade (output) is equal to 0.03368 (0.03686) and 0.01943 (0.01849), respectively. These results imply that: (i) the impact of trade intensity on business cycle synchronization is larger among industrial countries (North-North) than among developing countries (South-South); (ii) the impact for industrial countries is also higher than the one among industrial-developing country pairs (North-South); (iii) the impact of trade integration is higher when developing countries are paired with industrial countries (North-South) than when they are paired with other developing countries (South-South).
According to the coefficient estimates for trade integration (using the 9-sector similarity index as an additional control -column 6 of Table 9), we find that a one standard deviation increase in the bilateral trade intensity starting from the mean will generate an increase in the business cycle correlation from: From these results there are two important implications relative to previous studies. First, our finding for industrial countries is qualitatively similar to the results in Frankel and Rose (1998) . They use a more restricted sample (21 industrial countries), with different frequency of information (quarterly data for the 1959-1993 period). However, they also find that a one standard deviation increase in bilateral trade intensity would rise the bilateral correlation of cross-country GDP (de-trended by differencing) from 0.22 to 0.35. They also consider these effects as economically and statistically significant. Second, we find that North-South cycles are not only more synchronous than SouthSouth cycles, but also that the impact of trade integration on the output correlation of the former is larger than the one in the latter. An economic slowdown for the industrial countries is usually associated with a reduction in the volume of exports and a terms of trade deterioration in developing countries, which in turn widens their trade and current account deficits (Baxter and Kouparitsas, 2000; Kouparitsas, 2001; IMF, 2001 ). Therefore, as major trading partners, output fluctuations in industrial countries would have a larger impact on developing countries' output fluctuations than the one exerted from other countries in the developing region.
Third, our results are consistent with our prior. That is, we expect a positive impact of trade integration on business cycle synchronization among industrial countries. This effect is significantly smaller among developing countries and among industrialdeveloping country pairs.
Industrial Countries (IND) vs. Latin American Countries (LAC)
A second experiment of the empirical relevance of the North-South cycle involves comparing the impact of trade integration of industrial countries with respect to Latin America, which implies selecting all pairs involving countries from these two regions. From our regression analysis we find that the impact of trade integration on business cycle synchronization is higher for industrial countries than the one for Latin America. The same can be said when we compare the sample of industrial countries with the sample of (IND, LAC) country pairs (see Table 10 and Figure 5 ).
Note that although we find significant evidence for the difference in slopes among industrial countries and among Latin countries, the slope coefficient for Latin America is not only negative in some cases but also not significant (see columns 4 and 6 of Table 10 , when bilateral trade is normalized by total trade). The negative impact of trade integration on output correlation, although not statistically significant, might imply the importance of inter-industry patterns of production specialization and international trade.
We specifically find that the impact of trade integration on business cycle co-movement among industrial countries is higher than the one among Latin American countries by 0.0738 points (0.0794 vs. 0.0056, when normalizing by trade and using the 9-sector similarity index -column 6 of Table 10 ). Also, the trade integration effect among industrial countries is higher than the one for the sample of (IND, LAC) country pairs by 0.0683 points (0.0794 vs. 0.01107, using the same regression). Note that the impact of bilateral trade intensity on business cycle synchronization among (IND,LAC) country pairs is higher than among Latin American countries (0.038 vs. 0.00994, respectively, when normalized by output), although these coefficients are statistically significant at the 10 percent level only when trade is normalized by output. 18 Finally, conditional to the sample of industrial and Latin American countries, we find that a one standard deviation increase in the bilateral trade intensity, starting from the mean, will lead to: (a) a slight increase in cyclical output correlation (from 0.07 to 0.078) when bilateral trade is normalized by total trade, and a larger increase (from 0.07 to 0.0842) when normalized by output; (b) an increase in output correlation from 0.094 to 0.1298 (0.1078) for the sample of country pairs involving Latin American with industrial economies, when bilateral trade is normalized by output (trade).
19
Finally, we also focus only on two more samples: (a) Latin American countries vs. United States and Canada, and; (b) Latin America vs. Other Developing Countries. We here try to evaluate whether there were differences in γ within this group of countries (specifically, we investigate whether the trade channel for the propagation of international business cycles in Latin America is stronger or not than the other groups). Regarding the sample Latin American and North-American countries, we find that the impact of bilateral trade on business cycle synchronization is higher among (LAC, NAM)-country pairs than among Latin American countries, although they are statistically not significant in both cases. In the sample of Latin American vs. Other Developing Countries, we find that the impact of trade integration on output correlations is significant for (LAC, LAC), (LAC, ODE), and (ODE, ODE) samples of country pairs. Furthermore, these slope coefficients are not different between groups even though there have been some major recent developments in trade among developing countries (specially, among emerging markets). 
The Impact of Trade Integration over time
We suspect that the magnitude of the impact of trade integration on business cycle synchronization has varied over time, depending on the nature, the size and the type of disturbance that has affected the world economy. 21 In this section, we assess whether the impact of trade on business cycle synchronization has varied over the decades spanning the 1960-99 period. From the results reported in Table 11 , we might argue that the impact of trade is negligible during the 1960s, whereas it is statistically significant for the other decades. We also find that the higher impact of trade is carried out in the 1970s and in the 1990s, when the world economy faced several global/regional shocks. 18 Although not as robust as the result for developing countries, we find that the impact of trade integration on business cycle synchronization is potentially higher in North-South than in South-South agreements, i.e. (IND, LAC) vs. (LAC, LAC), respectively. 19 In this sub-sample, an increase in bilateral trade (normalized by output) will increase the output correlation from 0.25 to 0.37. 20 For brevity, we do not report the results for these two sub-samples. However, they are available from the authors upon request. 21 Cyclical output comovement among industrial countries and between industrial and developing countries has varied over time as a product of idiosyncratic shocks in countries belonging to these regions. Specifically, declining comovement in the 1990s has been attributed to asymmetric shocks in the major advanced economies (e.g. German reunification and Japan's long recession), and a series of emerging market crises, especially in Asia and Latin America (IMF, 2001 ).
Using the IV coefficients for trade integration (normalized by output) and with the 3-sector similarity index, we have that the impact of trade integration is negative and not significant for the 1960s. For the other decades, the impact is positive and significant, and equal to 0.02998 for the 1970s, 0.01647 for the 1980s, and 0.02966 for the 1990s (see Table 11 ). An economic interpretation of these results will imply that the business cycle correlation will decrease during the 1960s (0.0234 vs. 0.0199), and that it will significantly increase for the rest of the decades from 0.0522 to 0.0908 in the 1970s, from 0.0588 to 0.0802 in the 1980s, and from 0.0567 to 0.097 in the 1990s (See Figure 6 fpr the increase in cycle correlations).
In Search of Complementarities between Trade Integration and Similarities in the Economic Structure of Countries
The nature of the response of the patterns of specialization in trade and production to industry shocks might lead us to think that the more (less) asymmetric the economic structure between two economies, the large the impact will inter-(intra-) industry effects have on the correlation between trade integration and output comovement. This argument motivates us to test the existence of complementarities between these two explanatory variables. We expect this interaction effect to be negative and significant.
As we predicted, we find that higher trade integration and more similar structures of production lead to more synchronized business cycles. However, it is interesting to note that there is evidence not only of a negative but also statistically significant interaction effect between these two explanatory forces. This negative coefficient is not only robust to the indicator of production asymmetries but also to the bilateral trade measure, and estimation method used, i.e. whether we use OLS or IV estimation techniques (see Table  12 ).
We find evidence in favor of a negative and significant interaction effect between trade integration and asymmetries in the economic structure between two countries. Using the average value of the 3-and 9-sector similarity indices for all country pairs, we find that the effect of trade integration on output co-movement fluctuates between 0.0369 (when normalized by trade) and 0.0751 (when normalized by output). According to these coefficients, a one standard deviation increase in the bilateral trade intensity would raise the business correlation from 0.05 to 0.1047 (when normalizing by trade) and to 0.1479 (when normalizing by output). Again, this calculation averages the economic effects obtained with both similarity indices separately with the IV coefficient estimates in Table  12 .
Focusing on the results with the 9-sector similarity index we find that the impact of trade integration on business cycle correlations is higher in industrial countries (on average, 0.0691 and 0.0865 when normalizing by trade and output, respectively) than in developing countries (0.0386 and 0.05 if we normalize by trade and output, respectively) or Latin American countries (0.052 and 0.0661). Furthermore, after averaging the economic impact of one standard deviation increase in trade integration, we find that the output correlation increases: (i) from 0.254 to 0. 
Concluding Remarks and Future Research Avenues
One of the key criteria on the optimal currency area (OCA) literature is that countries should join a currency union if they have closer international trade links and more symmetric business cycle. However, both criteria (trade intensity and cycle correlation) are endogenous. After controlling for endogeneity, we want to know whether trade intensity increases cycle correlation in a more expanded set of countries.
Although Frankel and Rose (1998) find that trade intensity increases cycle correlation among industrial, we have reasons to believe that this could not be different among developing countries and among industrial-developing country pairs. Patterns of international trade among industrial countries (i.e. intra-industry trade) are quite different than the patterns followed among developing countries and among industrial-developing country pairs (i.e. inter-industry trade). In this case, a higher bilateral trade intensity for the two latter sub-samples of country pairs, unlike Frankel and Rose's finding for industrial countries, may lead to cyclical asymmetries between countries.
In this paper we have attempted to provide an exhaustive analysis of the impact of trade integration on business cycle synchronization. Not only we provide an efficient estimate for this effect (thanks to the use of the gravity equation for international trade), but also we conduct a sensitivity analysis to changes in the sample of countries, changes in the time period of the estimation, and the inclusion of interaction effects between trade intensity and direct sectoral linkages. Our prior is that trade intensity should have a positive effect on cyclical output correlation among industrial countries, and a smaller effect among other country pairs. After performing our regression analysis, we find the following:
First, countries that have close trade linkages would exhibit higher output comovement. This result is robust to changes in our measures of bilateral trade and cyclical output, as well as the estimation method chosen. An economic interpretation of this result yields an increase in business cycle correlations from 0.05 to 0.136 if the bilateral trade intensity increases in one standard deviation.
Second, countries with asymmetric structures of production will display a lower business cycle correlation. This result is robust to changes in our measures of production asymmetries, trade intensity and cyclical output. We specifically find that business cycle synchronization declines from 0.05 to 0.045 when asymmetries in production increase by one standard deviation.
Third, the impact of trade integration on output fluctuations among industrial countries is 0.092, which is significantly higher than the impact among developing countries and the impact for industrial-developing country pairs (0.019 and 0.037, respectively). From these results, we could imply that the impact of trade integration on business cycle synchronization is potentially higher in North-South cycles than in South-South cycles. An analogous result holds when we compare Industrial and Latin American countries.
Fourth, if bilateral trade increases by one standard deviation, our measure of business cycle correlation would increase from 0.25 to 0.38 among industrial countries. Note that although we use a different sample of countries, a slightly different time period and a different frequency of information, we obtain qualitatively similar results to Frankel and Rose (1998) . On the other hand, the same increase in bilateral trade would lead to a surge in output correlation from 0.075 to 0.121 for the industrial-developing country pairs, and from 0.031 to 0.059 among developing countries.
Fifth, we find that the impact of trade integration on business cycle has markedly changed over time. After being negative and not significant in the 1960s, it became positive and large in the 1970s and 1990s. The greater impact of trade in these decades could be attributed to the occurrence of several global / regional shocks to the world economy.
Sixth, we find robust evidence of interaction effects between trade intensity and direct sectoral linkages. After we take into account asymmetries in production, we find that a one standard deviation increase in bilateral trade would raise output correlations from 0.05 to 0.148. A similar shock would increase the output correlation from 0.25 to 0.37 among industrial countries, from 0.03 to 0.097 among developing countries, and from 0.07 to 0.152 for Latin American countries.
Recent literature has shown that simulated general equilibrium models with only trade linkages as a transmission mechanism of output fluctuations have not been able to replicate business cycle correlations found in the data (IMF, 2001; Kose and Yi, 2001) . This implies that we may also account for other channels of transmission, such as the financial channel (Bowden and Vance, 1995; Martin and Rey, 2000) . Financial liberalization and innovations in the IT sector have encouraged an increasing crossborder diversification of assets and liabilities across major advanced economies, especially with an increase in portfolio equity and FDI holdings Portes, Rey and Oh, 2001 ) and a greater scope for cross-border price arbitrage (IMF, 2001) . External shocks could also be transmitted through changes in the size and composition of capital flows as well as financing costs, especially for developing countries. Official financial flows provide an additional procyclical impulse to poorer nations (Pallage and Robe, 2001) . Finally, shocks to world real interest rate not only have proven to help explain output fluctuations (Blankenau et al., 2001 ) but also output volatility in high-indebted countries (IMF, 2001; Kose, 2002 Cyclical components of output are computed using the band-pass filter (Baxter and King, 1999 
