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Reading comprehension has been defined as the process of extracting and constructing 
meaning from written text and is one of the most essential academic skills students acquire 
during their elementary school years (Nation, 2005). Being able to understand written texts 
does not only enable students to gain knowledge in almost all school domains, it is also a 
prerequisite to be able to participate in our modern literate society (Spörer & Brunstein, 2009). 
Well-developed reading comprehension skills therefore are extremely important. However, not 
all students become good comprehenders. Although students in The Netherlands perform 
above the international OECD-standard, almost 18% of the Dutch 15-year-old students 
experience severe problems in understanding written text and while performance has been 
stable over the last 12 years, it seems that this percentage is slowly growing (Feskens, 
Kuhlemeier, & Limpens, 2016). Research on reading comprehension, underlying skills, and 
how to improve reading comprehension skill therefore is of great importance. 
Comprehending written text is a complex process drawing upon several lower- and higher-
order subprocesses. According to the so called Simple View of Reading (Hoover & Gough, 
1990), reading comprehension is the product of word decoding, defined as the ability to 
convert graphemes into phonemes and assign the correct meaning to a word, and listening or 
linguistic comprehension, defined as the ability to comprehend orally presented information. 
However, in this view the role of lexical quality is underexposed. Lexical quality refers to the 
quality of word representations that are stored in the mental lexicon. The mental lexicon plays 
a crucial role in reading comprehension, since it serves as the output for word identification 
processes and also as the input for comprehension processes (Perfetti & Stafura, 2014). Due to 
its central role, the mental lexicon is hypothesized to be a pressure point in the reading system: 
issues with the mental lexicon or the quality of representations stored in the lexicon almost 
certainly result in comprehension difficulties. However, research on the role of lexical quality 
in reading comprehension is scarce. Therefore, in the current dissertation the role of lexical 
quality in reading comprehension is examined in four empirical studies. In the remainder of 
this introductory chapter, a theoretical base will be provided and previous research on the role 
of lexical quality in reading comprehension will be discussed. 
1.1 DEFINING LEXICAL QUALITY 
The mental lexicon is the place in long-term memory where word knowledge is stored. Its 
structure can be compared to that of a web of interconnected elements. Each lexical entry 
is presented with a single node and related nodes are linked to each other (e.g., Aitchinson, 
2012; McNamara, 2005). For each entry, information about orthography (how to write a word), 
phonology (how to pronounce a word), and semantics (how to define a word) is stored. Two 
lexical aspects can be distinguished: vocabulary breadth and vocabulary depth (e.g., Cain, 2010; 
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Ouellette, 2006; Vermeer, 2001). Vocabulary breadth refers to the number of words stored in 
the mental lexicon. Vocabulary depth refers to the quality of these representations stored in 
the mental lexicon. Although highly correlated (see for example Vermeer, 2001), studies have 
indicated that both breadth and depth uniquely explain variance in reading comprehension (e.g., 
Ouellette & Beers, 2010). Therefore, a more detailed inspection of both aspects is warranted 
before reviewing the impact of lexical quality on reading comprehension. 
Vocabulary breadth, or the number of lexical entries present in the mental lexicon, has been well 
documented in young children, but not so in older children. It is estimated that at kindergarten 
level, children know about 3000 words and that by the end of grade 2 (around the age of 9) this 
has increased to about 6000 words (Vermeer, 2001). Up to that point, most words are learned 
through oral encounters. With the development of reading skills, children start to learn new 
words through printed text and vocabulary size increases with about 3000 words per year until 
the end of sixth grade (Verhoeven & Vermeer, 2006). There is, however, enormous variation 
between children in the number of words they know. Factors such as genetics, ethnic and 
social background, and reading abilities (both word identification and reading comprehension) 
have an impact on individual variation in vocabulary development (Braze, Tabor, Shankweiler, 
& Mencl, 2007; Olson et al., 2007; Verhoeven & Vermeer, 2006; Vermeer, 2001). 
Vocabulary depth concerns the quality of the representations stored in the mental lexicon. 
According to triangle models of word knowledge (Perfetti & Hart, 2002; Plaut, McClelland, 
Seidenberg, & Patterson, 1996), word representations consist of three chunks of information: 
orthographic, phonological, semantic information. Quality of a lexical representation is high 
when the three constituents are well specified or in other words when someone knows 
how to spell, pronounce, and define a word (including use of the same word in different 
contexts). Especially for the semantic constituent, knowing or not knowing a word might 
seem dichotomous, but in fact there is a continuum ranging from not knowing a word to being 
able to very accurately describe a word, with recognizing and knowing roughly in between 
(Vermeer, 2001). Lexical quality varies across and within individuals. Some people know more 
about a word in terms of orthography, pronunciation, and meaning as compared to others. In 
addition, someone might also have a richer representation for the word “dog” as compared to 
the word “canine”. Quality of a lexical representation is also determined by how well a word 
representation is connected to other (semantically) related concepts (Nagy & Herman, 1987). 
When new words are learned, they are integrated in the already existing network of connected 
words, and quality of representations become higher when more connections are formed and 
the network becomes denser (Read, 2004). Finally, quality of a lexical representation depends 
on how well the three constituents are connected to each other (Perfetti & Hart, 2002). 
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1.2 LEXICAL QUALITY AND READING COMPREHENSION
The Simple View of Reading (Hoover & Gough, 1990) is one of the most seminal theories on 
reading comprehension. It claims that reading comprehension is the product of word decoding 
and linguistic comprehension. This product-oriented model has been used extensively in both 
research and practice, but does not specify how processes on the word-, sentence-, and text 
level play a role. In addition, the role of lexical quality is underexposed in this theory. Although 
the phonological and orthographic constituents are involved in the decoding aspect of the 
Simple View, the semantic constituent is not operationalized. According to interactive models 
of reading comprehension, this semantic aspect is crucial in reading comprehension since it 
connects bottom-up word identification processes and top-down comprehension processes 
(Kintsch, 1988, 2012; Perfetti & Stafura, 2014; Verhoeven & Perfetti, 2008). To state more 
specifically, the semantic units serve as the output for word identification processes and as the 
input for comprehension related processes. 
Figure 1.1 is a blueprint of an interactive reading comprehension model (Verhoeven & Perfetti, 
2008). The first step in understanding written text is the identification of single words. Word 
identification involves processes which enable the reader to convert visual input (letters) 
into linguistic representations. First, a reader must convert graphemes into phonemes and 
combine them into words. When this process is completed successfully, a word representation 
can be activated from long-term memory and semantic information becomes available to the 
reader. According to the Lexical Quality Hypothesis, the quality of stored word representations 
has an impact on word identification processes. Perfetti and Hart (2002) have suggested that 
high-quality representations (for which orthographic, phonological, and semantic information 
are precise and extensive) are retrieved more easily and more consistently, leaving more 
cognitive capacity for comprehension processes, as compared to low-quality representations 
which are harder to retrieve, requiring a large amount of the available cognitive resources. The 
attainment of fluent word identification skills, therefore, can be characterized as essential in 
developing reading comprehension skills (Perfetti, 1992). Various studies have indeed shown 
that word identification skills are predictive of reading comprehension skill (e.g., Cutting & 
Scarborough, 2006; Ouellette & Beers, 2010). 
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Figure 1.1 Blueprint of an interactive model of the reading comprehension process in which the 
connection between the two systems involved in reading comprehension (word identification system and 
comprehension system) is visualized.
Although automated word identification skills are clearly crucial, they are by no means 
sufficient to arrive at comprehending written text. After single words have been identified and 
meanings have been activated, word-to-text integration processes are required to go from 
single words to a representation of the text (Verhoeven & Perfetti, 2008). Single words are 
integrated into sentence representations to formulate hypotheses about the meaning of each 
sentence. To arrive at text comprehension, sentence representations need to be integrated 
into a continuously updated model of the text. This text model reflects how linguistic elements 
are organized and how these elements are related to each other. With each new sentence, 
new information is integrated into the model and understanding of the text is expanded and 
updated. However, not all information needed to truly understand the text can be stated in the 
text. The integration of prior knowledge helps the reader to go from a shallow understanding 
of the text itself (i.e., a text model), to deeper understanding of the message conveyed in the 
text (Kintsch & Van Dijk, 1978; Van den Broek, Risden, Fletcher, & Thurlow, 1996). Based 
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on the idea of Zwaan and Radvansky (1998), the situation model can be described as a “…
representation of the state of affairs described by the ‘text’ rather than a representation of the 
text itself” (Cain & Barnes, 2017, p. 258). The ultimate goal is to create a coherent model of 
the text. A model is coherent when text elements or sentence representations are connected 
with each other and with relevant background knowledge through semantic relations (Van den 
Broek & Espin, 2012).
Word-to-text integration processes are crucial in reading comprehension since they recur with 
each phrase. Therefore, it is essential that students develop these word-to-text integration 
skills to the best of their abilities. Perfetti (2007) has argued that lexical quality has an impact 
on word-to-text integration processes and that deficits in integration processes can be linked 
to low lexical quality. Various studies indeed have shown that skilled readers are better able 
to accurately complete these word-to-text integration processes as compared to less skilled 
readers (Guthrie et al., 2004; Perfetti, Yang, & Schmalhofer, 2008; Yang, Perfetti, & Schmalhofer, 
2005, 2007) and that individual variation in reading comprehension can be explained by individual 
differences in the quantity and quality of representations stored in the mental lexicon (e.g., 
Brinchmann, Hjetland, & Lyster, 2015; Ouellette & Beers, 2010; Richter, Isberner, Naumann, & 
Need, 2013). During the integration process, information from the semantic constituent is used 
to connect a word or sentence to the text model created up to that point. Readers with many 
high-quality lexical representations are able to activate more semantic knowledge, making it 
easier to integrate words into the text model and update it. Especially the semantic constituent 
needs to be of high quality. The higher the quality of the semantic constituents the easier it 
is to create accurate sentence representations and integrate these representations into the 
model of the text. 
Lexical quality does not only influence concurrent reading comprehension, it also has an impact 
on reading comprehension development (e.g., De Jong & Van der Leij, 2002; Richter et al., 
2013; Verhoeven & Van Leeuwe, 2008). With each encounter, the orthographic, phonological, 
and semantic constituents become more precise and associations between different 
representations are strengthened. This increase in quality will influence identification and 
integration processes, which can be considered core skills in reading comprehension. Recently, 
Stanley, Petscher, and Catts (2018) have shown that Grade 3 levels of oral reading fluency and 
vocabulary have an impact on Grade 10 levels of reading comprehension. Using a longitudinal 
study, Verhoeven and Van Leeuwe (2008) have also shown that early word identification skills 
have an impact on later reading comprehension and that for vocabulary there is a reciprocal 
relation: vocabulary levels influence later reading comprehension development and reading 
comprehension skills have an impact on vocabulary development. 
GENERAL INTRODUCTION
16
To summarize, it can be concluded that text comprehension thrives on lexical quality. First, 
lexical quality, both in terms of the number of lexical representations stored in the mental 
lexicon and the quality of these stored representations, is crucial in identifying words 
and activating single word meaning. Second, lexical quality has an impact on word-to-text 
integration processes integrating single words into sentences and larger texts units in order to 
arrive at text comprehension.
1.3 THE ROLE OF COGNITIVE FACTORS
It is important to note that not all variation in reading comprehension and its development 
can be explained by individual differences in lexical quality. Domain general cognitive abilities 
– such as short-term memory, working memory, and nonverbal reasoning – enable readers 
to retrieve semantic knowledge, to analyze relations among text propositions, and to integrate 
information and have been shown to play a role in word identification, vocabulary, and reading 
comprehension (e.g., Cain, 2006; Fuchs et al., 2012). 
While short-term memory, working memory, and nonverbal reasoning all play a role in reading 
comprehension, their functions vary. Short-term memory refers to the ability to maintain 
information active for a short period of time and has been linked to word identification (e.g., Van 
den Boer, Van Bergen, & De Jong, 2014) and vocabulary (Majerus, Poncelet, Greffe, & Van der 
Linden, 2006). Baddeley (2003) has argued that it is easier to form and retrieve representations 
from long-term memory, when short-term memory capacity is larger. Working memory refers 
to the ability to store information while other processes are carried out and has been linked to 
reading comprehension (for a meta-analysis see Carretti, Borella, Cornoldi, & De Beni (2009). 
Cain (2006) has suggested that several comprehension related processes – such as inference 
making, word-to-text integration, and the integration of prior knowledge – are dependent on 
working memory skills, since they all require the simultaneous storing and processing of 
information. Nonverbal reasoning, finally, refers to the ability to analyze information, detect 
patterns, and solve problems without putting a demand on verbal skills. Fuchs et al. (2012) 
have suggested that these skills might be used to analyze relations and decipher complex 
information. Indeed, De Jonge and De Jong (1996) have shown that nonverbal reasoning skills 
were strongly related to reading comprehension skills. In a similar vein, Segers and Verhoeven 
(2016) concluded that reasoning abilities were uniquely related to reading comprehension, after 
controlling for measures of lexical quality. Research described here is mostly cross-sectional, 
relating cognitive factors to concurrent reading comprehension skill. Research on how these 
cognitive factors might influence word identification, vocabulary, and reading comprehension 
development is needed to gain more insight. 
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1.4 LEXICAL QUALITY INTERVENTION EFFECTS. 
Over the past decades, reading comprehension interventions have mainly focused on improving 
reading comprehension skill by enhancing strategy knowledge and strategy use (e.g., Cromley 
& Azevedo, 2007; National Reading Panel, 2000; Palinscar & Brown, 1984; Spörer & Brunstein, 
2009). However, recent strategy intervention studies have shown that intervention effects were 
rather small or even absent (e.g., Droop, van Elsäcker, Voeten, & Verhoeven, 2016; Muijselaar 
et al., 2017; Scammacca, Roberts, Vaughn, & Stuebing, 2015; Wassenburg, Bos, De Koning, 
& Van der Schoot, 2015). Compton, Miller, Elleman, & Steacy (2014) have argued that a focus 
on strategy instruction may only lead to lower-level text representations of what is explicitly 
expressed in a text and that a single focus on strategies in reading comprehension instruction 
is too narrow. Although a lower-level text representation might be enough to reproduce what 
is stated in a text, deeper understanding of a written text can only be achieved when the reader 
creates an accurate situation model of the text by integrating relevant prior knowledge into 
the text-based representation of the text (Kintsch & Van Dijk, 1978; Kintsch & Rawson, 2005; 
Perfetti, Landi, & Oakhill, 2005). According to Lesaux (2012), the use of strategies is only 
successful when a reader has the relevant vocabulary knowledge to create a text model and 
background information to create a situation model. In the previous section, we have argued 
that word identification and word-to-text integration processes are crucial in understanding 
written text and that lexical quality has an impact on both processes. Interventions aimed at 
enhancing reading comprehension skill focusing on lexical quality, word identification, and 
word-to-text integration, therefore, can be effective. 
Various attempts have been made to enhance reading comprehension using vocabulary-
focused interventions. Although the idea is theoretically promising, systematic reviews indicate 
that there is little evidence that vocabulary interventions are effective in enhancing reading 
comprehension beyond the context in which specific words were taught (Elleman, Lindo, 
Morphy, & Compton, 2009; Wright & Cervetti, 2016). This claim holds for both interventions 
that are aimed at directly teaching new word meanings and interventions aimed at improving 
word-learning strategies. Stahl and Fairbanks (1986) suggested that, in order to be successful 
in enhancing reading comprehension, vocabulary interventions should incorporate instructions 
that (i) provide both definitional and contextual information, (ii) include more than one encounter 
with the target word, and (iii) include high levels of word processing. More recently, both 
Brinchmann et al. (2015) and Lesaux, Kieffer, Faller, and Kelley (2010), indeed have shown that, 
when adhering to these principles, vocabulary interventions can be successful in enhancing 
reading comprehension. In both studies, newly taught words were repeatedly presented in rich 
contexts resulting in high quality representations. This increase in lexical quality resulted in 
enhanced reading comprehension as measured by using standardized measures. Both Lesaux 
et al., (2010) and Brinchmann et al. (2015) indicated that the interventions resulted in a more 
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meaning-oriented way of reading. There is a urgent need for interventions that explicitly train 
meaning-oriented ways of reading by focusing on word-to-text integration skills. 
1.5 THE PRESENT DISSERTATION
Lexical quality plays an important role in reading comprehension, both in terms of the quantity 
of word representations stored in the mental lexicon and the quality of these representations. 
Both word identification and word-to-text integrations processes are influenced by lexical 
quality that is determined by the precision and extensiveness of orthographic, phonological, 
and semantic knowledge (Perfetti & Hart, 2002). Especially semantic knowledge plays a 
crucial role in reading comprehension since it connects word identification and word-to-text 
integration processes (Verhoeven & Perfetti, 2008). 
1.5.1 Aim and research questions
The general aim of the present study was to examine the role of lexical quality in reading 
comprehension skills of Dutch students in the intermediate elementary grades. Within the 
Dutch educational system, students start with formal reading instruction in Grade 1 with a 
focus on phonics and the development of fluent decoding skills. The intermediate elementary 
grades mark a critical transition point in development: in contrast to the focus on learning 
to read, students now are required to extract knowledge from increasingly complex texts 
(McMaster, Espin, & Van den Broek, 2014). As is the case in many other countries, reading 
comprehension first is taught as a separate subject and gradually incorporated in content areas 
in higher classes. During the reading comprehension instruction moments, there is a strong 
focus on reading comprehension strategies and how to use these strategies. Recent studies, 
however, have indicated that, in the light of the creation of a coherent text model, the use of 
reading comprehension strategies might not be effective (see Lesaux, 2012). We have argued 
that lexical quality plays an important role in reading comprehension and research on the role 
of lexical quality in reading comprehension therefore is of great importance. Accordingly, the 
present thesis addressed three main questions:
1.   How does lexical quality relate to reading comprehension skills?
2.    How do cognitive precursors influence the development of lexical quality and reading 
comprehension?
3.    To what extent do lexical quality and reading comprehension benefit from a word-to-text 
integration intervention?
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1.5.2 Outline of the present dissertation
The first question is addressed in Chapters 2 and 3. In Chapter 2, an experimental study is 
described in which fourth grade students completed a visual primed lexical decision task, along 
standardized reading measures. Examining priming effects is one way to examine semantic 
lexical network knowledge. Aim of the study was twofold. First, the nature of priming effects 
across different types of word relations in students was examined. Second, we investigated 
the universality of these priming effects by relating them to students’ decoding and reading 
comprehension skills. Aim of the study presented in Chapter 3 was to examine the relation 
between vocabulary and reading comprehension skills in fourth grade students in more 
detail by examining whether different assessments of vocabulary breadth and depth were 
differentially predictive of individual differences in reading comprehension skills. 
The second research question is addressed in Chapter 4. Aim of the longitudinal study presented 
in this chapter was to examine how cognitive precursors influence the developmental relation 
between lexical quality and reading comprehension in students in the intermediate elementary 
grades. First, the development of markers of lexical quality (decoding and vocabulary) and 
the development of reading comprehension were investigated. Second, effects of short-term 
memory, working memory, and nonverbal reasoning on the developmental relation between 
lexical quality and reading comprehension were examined. 
The third and final research question is addressed in Chapter 5. Aim of the intervention study 
presented in this chapter was to evaluate a reading comprehension intervention focused on 
improving word-to-text integration skills. Fourth-grade students completed a six-month word-
to-text integration intervention. Using a randomized controlled trial pretest posttest follow-
up design, effects of the intervention on both vocabulary and reading comprehension were 
examined. 
Finally, in Chapter 6 the results of the four empirical studies are discussed. A summary of the 
main results is provided and the role of lexical quality in reading comprehension is considered. 
In addition, the theoretical and practical implications are outlined in this chapter. 
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CHAPTER 2
Semantic priming effects are universal 
in children’s reading
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ABSTRACT
The aim of the present study was to examine the nature of semantic priming effects in 
children across tasks assessing various types of word-relations (categorical, functional, and 
part-whole) and across reading ability (decoding and reading comprehension). A total of 69 
ten-year-old children completed an experimental visual primed lexical decision task. Using 
a mixed-models approach, results showed that priming effects were detected for all three 
types of word relations, proving that priming effects are robust and universal across tasks. 
Correlations between the reading abilities and the reaction times on the primed target words, 
while controlling for the reaction times on the unprimed target words were not significant, 
indicating that priming effects are universal across children varying in reading ability. 
Implications are discussed. 
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2.1 INTRODUCTION
Semantic priming studies have shown that both adults and children are faster in identifying 
a word when it is preceded by a semantically related word as compared to a semantically 
unrelated word (Bonnotte & Casalis, 2010; Holcomb & Neville, 1990; McNamara, 2005; Nation 
& Snowling, 1999; Nobre & Salles, 2016). This effect is known as the semantic priming effect. 
The word-relations responsible for these priming effects can be classified in different types, 
for instance categorically when words are related through category membership (e.g., chair-
table), functionally when words are related through function (e.g., bread-knife), or part-whole 
when one concept is part of the other (e.g., finger-hand). Developmentally, children go through 
a shift from more syntagmatic word relations (words that are related in discourse, e.g., 
functionally related words) to more paradigmatic word relations (hierarchical, e.g., category 
membership or part-whole relations). This is known as the syntagmatic-paradigmatic shift 
(Entwisle, 1966). However, it is by no means clear whether priming occurs in children for only 
the syntagmatic relations or for other types of relations as well. Therefore, in the present study, 
children completed an experimental visual primed lexical decision task including categorically, 
functionally, and part-whole related words. In addition, it is also not clear whether these 
priming effects are universal for children varying in reading ability. Reading ability, both 
decoding and reading comprehension, is partly determined by the quantity and quality of stored 
word representations. Quality of these word representations, in turn, is determined by how well 
orthographic, phonological, and semantic information is specified (e.g., Perfetti & Hart, 2002) 
and how well these representations are (semantically) connected with other representations 
(e.g., Nagy & Herman, 1987). Therefore, we related performance on the experimental primed 
lexical decision task to decoding and reading comprehension skills. Finally, most of the studies 
examining these priming effects in children have been conducted with children speaking a 
language with an opaque orthography such as English or French (e.g., Bonnotte & Casalis, 
2010; Nation & Snowling, 1999). In these languages, grapheme to phoneme correspondences 
are not always consistent (one grapheme can correspond to various phonemes) making it 
harder to activate word representations. In the present study, Dutch children participated. 
Dutch is a language with a transparent orthography with consistent grapheme to phoneme 
correspondences and results of the present study shed light on the role of language in studying 
these priming effects. 
The mental lexicon can be seen as a semantic web of interconnected word elements (e.g., 
Aitchinson, 2012; McNamara, 2005). These elements can be activated by means of auditory or 
visual perception, or by spreading of activation of connected words (Carroll, 2008). Spreading 
activation models (Collins & Loftus, 1975; Bock & Levelt, 1994; McNamara & Holbrook, 2003) 
indicate that activation of one word leads to automatic activation of other related words (i.e., 
semantic processing) and that word connections can be formed based on their co-occurrence 
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in language use (associative relations: e.g., cake-candle), based on overlap in meaning or 
semantic features (semantic relations: e.g., chair-table, both furniture, or dog-lion, both 
hairy), or based on both co-occurrence and overlap in meaning (e.g., cat-dog). Furthermore, 
semantic relations can be divided into different subcategories such as: categorical, functional 
and part-whole (e.g., Geeraerts, 2010). In previous research on semantic processing, semantic 
relatedness has mainly been defined in terms of words being categorically related (for reviews, 
see Hutchison, 2003; Lucas, 2000). Behavioral and brain studies, however, have shown that 
people tend to respond differently to different subtypes of semantic relations (e.g., Bonnotte 
& Casalis, 2010; Muehlhaus et al., 2014; Nation & Snowling, 1999), indicating that subtypes of 
word relations are processed differently. McRae, KhalKhali and Hare (2012) have argued that 
focusing on categorical relations only, has led to a “…rather narrow point of view when studying 
semantic relatedness.” (p. 43). Part-whole connections are considered to be a fundamental 
ontological relation (e.g., Gerstl & Pribbenov, 1995) and it is thought that these connections 
have closer links to the physical world (i.e., physical characteristics, spatial and temporal 
configurations, and functional correlations) as compared to for instance categorically related 
words. 
With respect to development of semantic relations, children initially expand their word knowledge 
based on the situations they encounter. However, there is evidence of a developmental transition 
during early childhood from these syntagmatic, context bound relations (such as functional 
relations, e.g. bread-knife) to more paradigmatic, abstract relations (such as categorical 
relations, e.g. chair-table and part-whole relations, e.g., finger-hand) around the age of nine. 
This developmental phenomenon has been referred to as the syntagmatic-paradigmatic 
shift (Entwisle, 1966; Perraudin & Mounoud, 2009; Petrey 1977). An important step in the 
development of semantic relations is made through reading acquisition. The Reading Systems 
Framework (Perfetti & Stafura, 2014) assumes a central role for the lexicon, serving as both 
the output for word identification processes and the input for comprehension processes. 
When children start to learn to read, word identification processes put a large demand on 
cognitive capacity. However, when children become more experienced, word identification 
becomes more automated, reducing cognitive load, leaving more capacity for comprehension 
processes (e.g., De Jong & Van der Leij, 2002; Perfetti, 1992; Stanovich, 2000; Verhoeven & 
Van Leeuwe, 2008). Rapid word identification, therefore, seems a prerequisite for accurate text 
comprehension. According to the Lexical Quality Hypothesis (Perfetti, 2007; Perfetti & Hart, 
2002), both rapid word identification and reading comprehension skills are dependent on the 
availability and quality of word representations stored in the mental lexicon. Quality of lexical 
representations is based on the precision and extensiveness of orthographic, phonological, 
and semantic knowledge, how well these chunks of information are bound together, and 
how well single representations are connected to each other (i.e., lexical semantic network 
knowledge). It has been well-established that lexical semantic knowledge has an impact on 
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children’s reading skills and that problems with the understanding of semantic information, 
may result in children’s decoding and reading comprehension difficulties (e.g., Betjemann 
& Keenan, 2008; Cain & Oakhill, 2014; Nation & Snowling, 1998; Ouellette & Beers, 2010; 
Ricketts, Nation, & Bishop, 2007; Swart et al., 2017). Previous research examining the impact 
of the number of entries in the mental lexicon (i.e., vocabulary breadth) and the quality of 
these entries (vocabulary depth), has shown that readers who know more words and readers 
with more comprehensive and precise word knowledge (see Read, 2004), are better able to 
identify single words and comprehend written texts. Little is known, however, about the impact 
of lexical semantic network knowledge (i.e., semantic relations between words) on children’s 
reading skills. 
One way to examine lexical semantic network knowledge is by looking at priming effects 
obtained in experiments using for instance lexical decision tasks (Meyer & Schvaneveldt, 1971). 
In a primed lexical decision task, people are asked to judge whether primed target words are 
real words or not with priming effects being interpreted as residual co-activation of semantically 
related elements in the mental lexicon during word identification. Studies repeatedly have 
shown that children respond faster to target words preceded by a related item as compared to 
targets preceded by an unrelated item (Bonnotte & Casalis, 2010; Nobre & Salles, 2016; Nation 
& Snowling, 1999). Previous research, however, is inconsistent with respect to the relation 
between reading abilities and these priming effects. With respect to word decoding, Betjemann 
and Keenan (2008) have shown that children with less-developed decoding skills show an overall 
priming deficit. In a primed lexical decision task, children with reading problems were slower 
in identifying semantically related targets as compared to children without reading difficulties. 
Both groups showed priming effects, but priming effects were larger for children with well-
developed decoding skills as compared to children with reading difficulties. This semantic 
priming deficit occurred not only in the visual priming task in which students had to read the 
prime and target words, but also in an auditory condition for which reading was not required. It 
was argued that this deficit in both modalities could be due to slowness in activation of semantic 
representations or due to a deficit in the organization of the mental lexicon. However, this 
difference between poor and good readers is not consistently found, suggesting that children 
with decoding difficulties do not have general semantic processing difficulties (e.g., Assink, Van 
Bergen, Van Teeseling, & Knuijt, 2004). Only few studies have examined the relation between 
reading comprehension and semantic network knowledge. Semantic network knowledge can 
aid the comprehension process in at least to ways. First, residual co-activation enables faster 
word identification, freeing cognitive capacity which can in turn be used for comprehension 
processes (e.g., De Jong & Van der Leij, 2002). Second, well-developed relations between 
words can aid word-to-text integration processes, resulting in better understanding of the text 
(Perfetti, 2007). Nation and Snowling (1999) compared the results of poor and good 11-year-old 
comprehenders on an auditory primed lexical decision task. They found that both groups of 
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children showed priming effects for words that were related through function. For categorically 
related words, the situation was more complex. Good comprehenders showed priming effects 
for categorically related words irrespective of association strength. Poor comprehenders, 
however, only showed priming effects for the categorically related words when they were also 
highly associated. In a more recent study, Bonnotte and Casalis (2010) followed the design 
used by Nation and Snowling (1999) and found that both poor and good comprehenders showed 
priming effects for categorically related words. However, in contrast with the results from the 
original study, only poor comprehenders showed priming effects for functionally related words 
and only when they were highly associated. Finally, Nobre and Salles (2016) found semantic 
priming effects in children to be associated with both word reading and reading comprehension 
skill. However, no distinction was made between associated and non-associated word-pairs 
and between different types of word relations.  
Previous studies examining priming effects in children have mainly been conducted in languages 
with an opaque orthography (e.g., French, Bonnote & Casalis, 2010; Portuguese, Nobre & 
Salles, 2016; English, Nation & Snowling, 1998). These languages have the disadvantage 
of inconsistent grapheme to phoneme correspondences: one grapheme can correspond to 
multiple phonemes. This inconsistency has the drawback that decoding words is harder and 
that reading development is hindered in these languages as compared to languages with more 
transparent orthographies in which the grapheme to phoneme correspondences are more 
consistent (e.g., Vaessen et al., 2010). For priming effects to occur it is important that words 
are decoded effectively in order to activate semantic knowledge. Language therefore might 
play a role.
2.1.1 Present study
To summarize, priming effects have been evidenced in both adults and children. However, it is 
by no means clear whether this priming effect is universal over tasks using various types of word 
relations, especially in children. In addition, little is known about the relation between lexical 
semantic network knowledge and reading abilities in children. Previous studies examining 
these relationships are not consistent. Therefore, aim of the present study was twofold. First, 
we aimed to examine the nature of priming effects across tasks assessing various types of 
word relations. Previous studies have been limited in the scope of relation assessed and in 
order to improve understanding of the complexity of semantic relations in semantic memory, 
in the present study children completed tasks including functionally, categorically, and part-
whole related words. Based on previous studies (e.g., Bonnotte & Casalis, 2010; Nation & 
Snowling, 1999), we expected to find a significant priming effect for all three types of word 
relations. Second, our aim was to investigate the nature of these priming effects in children 
varying in decoding and reading comprehension ability. Previous studies have mainly focused 
on languages with an opaque orthography and have been inconsistent in their findings. 
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The drawback of these languages is that decoding is hindered by inconsistent grapheme to 
phoneme mappings and that the presence of these priming effects therefore is related to 
reading ability. The fourth grade children participating in the present study all spoke Dutch, 
which is a transparent language. In Grade 4, Dutch children have generally acquired well-
developed decoding skills and priming is not hindered by their decoding abilities. Therefore, we 
expected to find universal priming effects in children varying in reading ability.    
2.2 METHOD
2.2.1 Participants
Participants in the current study were 69 Dutch fourth grade students (37 girls, 32 boys), between 
the ages of 9;0 years and 11;5 years (Mage = 10;0 years and SDage = 5.52 months). Students were 
recruited from two elementary schools. Because of the nature of the experimental task (visual 
lexical decision) we checked the performance of the students on two decoding tests. There 
were no students with decoding scores of more than 2 SD’s below the mean on either of the 
two decoding tasks.
2.2.2 Materials
2.2.2.1 Visual primed lexical decision task
The procedure used in the visual primed lexical decision task resembled that of Nation and 
Snowling (1999), with two major differences. First, to study the effect on word recognition, 
children were visually instead of orally presented with the stimuli. Second, in addition to 
categorical and functional relations, part-whole relations were also examined in our study. 
In total, 68 related prime-target word pairs were created: 24 categorically related word pairs, 
20 functionally related word pairs, and 24 part-whole related word-pairs. Within each set of 
related pairs, half were strongly associated (association strength being respectively 50%, 43%, 
and 20%) and half were non-associated (association strength of 0%). Association-strength was 
based on the word association norm list of De Deyne, Navarro, and Storms (2013) and the list 
of De Groot (1980). All words were high frequent nouns. 
The materials were organized in two lists, with each prime and target appearing on both lists. 
In one list a target was preceded by a semantically related prime and in the other list the same 
target was preceded by a semantically unrelated prime. Each list contained an equal number 
of related and unrelated pairs. Semantically unrelated prime-target pairs were created by 
recombining primes and targets. The word relation types were tested in a separate block, 
resulting in two lists of three blocks each. Order of the words within a block was fixed, but the 
order of the blocks within a list was fully counterbalanced. We asked children to make a lexical 
decision to both the prime and target items, by either pressing yes or no on a button box using 
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the dominant hand for yes-responses. Accuracy and reaction times (from onset of presentation 
of the string of letters to the button press) were measured. To break up the pattern of always 
having an even number of real words appearing after each other, ten filler words were added 
to each block, resulting in 166 yes responses in each list (136 experimental decisions per list; 
48 categorical, 40 functional, 48 part-whole; 30 filler items). To provide an equal number of no-
responses to the lexical decision, we added 166 non-words, matched to the primes, targets, 
and fillers based on length, to each list (58 in the categorical block, 50 in the functional block, 
58 in the part-whole block). Each list started with five practice items after which children could 
ask questions; each block started with five dummy trials. A sample of a trial is illustrated in 
Figure 2.1. See Appendix A for an overview of all related and unrelated prime target word pairs.
prime target
1000
ms
1000
ms
max. 2500
ms
neus
max. 2500
ms
oor
1000
ms
Example trial
Figure 2.1 Example of a trial of the visual primed lexical decision task.
2.2.2.2 Decoding
Two standardized tests were used to assess decoding skills: one to measure word decoding 
(Een Minuut Test (EMT) [One Minute Test]; Brus & Voeten, 1999) and one to measure non-
word decoding (Klepel; Van den Bos, Lutje Spelberg, Scheepstra, & de Vries, 1994). Children 
were presented with a list containing 116 words and a list containing 116 non-words and were 
instructed to read the (non)words as quickly and accurately as possible. Testing was terminated 
after respectively one minute for the word reading test and two minutes for the non-word 
reading test. Difficulty of the items on the list gradually increased from simple CVC structured 
items to complex multi-syllable items. Cronbach’s alpha, as established by the test developers, 
was respectively .89 for the word reading task and .93 for the non-word reading task. Scores on 
both tests were scaled and combined into one composite score for decoding.
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2.2.2.3 Reading comprehension
To assess reading comprehension skills, students completed one narrative subtest (‘Enemy 
pie’, text length: 832 words, maximum test score = 19, Cronbach’s alpha = .76) and one 
expository subtest (‘The giant tooth mystery’, text length: 884 words, maximum test score 
= 18, Cronbach’s alpha = .77) from the Progress in International Reading Literacy Studies 
(PIRLS) Reading Literacy Test-2011 (International Association for the Evaluation of Educational 
Achievement (IEA), 2011). Both subtests consisted of multiple-choice and open-ended 
questions. Questions were literal (to assess understanding of information explicitly stated in 
the text), inferential (to assess inference skills), or evaluative (to examine how well students 
were able to evaluate information stated in the text). Scores on both tests were scaled and 
combined into one composite score for reading comprehension.
2.2.3 Procedure
Testing was spread out over two individual sessions (lexical decision part 1 and decoding: 30 
minutes; lexical decision part 2: 25 minutes) and one class-wise administration of the reading 
comprehension subtests. Each individual session was separated by a period of at least one 
week. The class-wise session took place in the children’s own classroom; individual testing 
took place in a quiet room within the school. Data collection took place during the second half 
of fourth grade, in March and April.
2.2.4 Data analyses
All results reported in the current paper were analyzed using the open-source statistical 
program R (R Core Team, 2016). To examine whether priming effects are present for various 
types of word relations, reaction times on the experimental visual primed lexical decision task 
were analyzed. Due to the hierarchical nature of the data, we used a confirmatory linear mixed-
effects modeling approach. Such an approach resembles a more traditional and standard 
regression approach, but can also account for random effects. Two participants were removed, 
because overall accuracy scores (i.e., accuracy to primes, targets, non-words, and fillers 
combined) were more than 2.5 standard deviations below the mean (Maccuracy = 90.1%). Target 
trials with an inaccurate judgement (no-response) to the target itself or to the prime that directly 
preceded the target trial were excluded from the analyses (7.5 % of the trials). Target trials with 
a RT<400ms for the target or preceding prime were removed as well (0.4%). The final dataset 
consisted of 8272 trials and a log transformation was applied to the RTs to obtain a normal 
distribution. Participants’ RTs to the targets were used as the dependent variable. Relation 
type (three levels: categorical, functional, and part-whole), relatedness (whether the target 
was preceded by a related or unrelated prime, two levels: related vs unrelated), associatedness 
(whether prime and the target were also associated, two levels: associated vs non-associated), 
and the interactions between relation type and relatedness and between relation type and 
associatedness were added as fixed effects. Finally, target word frequency (log transformed), 
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previous RT (log transformed RT to the prime), trial number, and word length were added 
as control variables, since they have been proven to affect reaction times in lexical decision 
tasks (see Van de Ven, Tucker, & Ernestus, 2011). Finally, random per-word and random per-
participant adjustments to the intercept were added. Since primes and targets could only be 
associated when they were also related, there was multicollinearity in the data. To overcome 
this problem, we orthogonalized the two variables. We used the same procedure as described 
by Van de Ven et al. (2011) and fitted a simple linear regression model with associatedness as 
the dependent variable and relatedness as the predictor. We used the residuals of this model 
in our regression analysis, instead of the categorical variable associatedness. 
The linear mixed-effects model was fitted using the lmer function from the lme4 package 
(version 1.1.10 Bates, Maechler, Bolker, & Walker, 2015). Significance of overall effects 
(p-value) was determined using conditional F tests with denominator degrees of freedom 
calculated based on Satterthwaite’s approximation, as implemented in the anova function. 
P-values for differences between levels of categorical predictors were determined using the 
lmerTest package (version 2.0-29; Kuznetsova, Brockhoff, & Christensen 2016). In addition, 
confidence intervals were also provided. Confidence intervals, together with standardized 
regression coefficients, provide information about the magnitude and precision of the effect 
(i.e., estimation of effect size): larger standardized regression coefficients indicate larger 
effects, and narrower confidence intervals suggest more precision. Confidence intervals were 
determined using parametric bootstrapping as implemented in lme4’s bootMer function (with 
100 simulations) and were derived using the boot.ci function of the boot package (version 1.3.17; 
Canty & Ripley, 2016; Davidson & Hinkley, 1997). For the regression models reported in this 
study, we ran an initial model, excluded data points for which the standardized residuals were 
smaller than -2.5 or larger than 2.5, and then reran the regression model (same procedure as 
used by Van de Ven et al., 2011). Results presented in this study are based on these regression 
models. 
To examine the relation between priming and reading abilities, we correlated reaction times 
(log transformed) for the primed target words to the decoding and reading comprehension 
measures, while controlling for the reaction times (log transformed) for the unprimed target 
words. Again, reaction times were only incorporated when the judgement to the target and 
preceding prime was correct (yes-response) and when the RT to both the target and preceding 
prime was larger than 400ms. Data were analyzed using the pcor.test function from the ppcor 
package (version 1.1; Kim, 2015).
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2.3 RESULTS
2.3.1 Universality across relation types
Summary of the reaction time data is presented in Table 2.1. Results of the linear mixed-
effects regression model are presented in Table 2.2. The interaction between relation type 
and associatedness was not significant (p = .19), indicating that the effect of the degree of 
associatedness was equal for all three types of word relations. The interaction between relation 
type and relatedness, however, was marginally significant (F(2,7936.5) = 1.60, p = .059). To 
examine the data in more detail, the analyses were repeated for all three types of word relations 
separately. Results of these three models are presented in Table 2.3. For the categorically 
related words, participants’ reaction times to the targets were faster when they were preceded 
by a related prime as compared to an unrelated prime (Estimate -0.08 (0.01), p < .001, 95% CI 
[-0.11,-0.05]) and there was an associative boost indicating that participants responded even 
faster when the prime and target were also associated as compared to when they were not 
associated (Estimate -0.04 (0.02), p < .05, 95% CI [-0.08,-0.01]). For functionally related words, 
again there was a significant effect of relatedness (Estimate -0.03 (0.02), p < .05, 95% CI[-
0.06,-0.00]), indicating that participants responded faster to the target words when they were 
preceded by a related prime as compared to being preceded by an unrelated prime. The effect of 
associatedness was marginally significant (Estimate -0.04 (0.02), p = .051, 95% CI[-0.08,-0.00]). 
Finally, for part-whole related words, the effect of relatedness was also significant (Estimate 
-0.05 (0.01), p < .001, 95% CI[-0.08,-0.03]), indicating that participants again responded faster to 
target words when they were preceded by a related prime as compared to an unrelated prime. 
However, there was no associative boost. 
Taken together, priming effects were evidenced for all three types of word relations assessed 
in the present study. Children were faster in judging whether a word was an existing word 
when it was preceded by a related prime as compared to when they it was preceded by an 
unrelated prime. These results showed evidence for a universal priming effect across tasks. 
For categorically related words (e.g., apple-pear), but not words that were functionally 
related (e.g., key-lock) or connected through a part-whole relationship (e.g., nail-finger), an 
associative boost was present. This associative boost indicated that when words were related 
and associated (e.g., apple-pear) the reaction time needed to judge whether a word was an 
existing word was even faster as compared to when words were only related (e.g., nose-ear). 
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Table 2.1 Mean RT (Untransformed) in ms Split Out by RelationType (Unrelated vs Related) and 
Associatedness (for Related Targets Only; Associated vs Non-Associated)
Unrelated Related: Associated Related: Non-Associated
N Mean SD N Mean SD N Mean SD
Categorical 1427 1002 458 700 907 423 733 975 422
Functional 1227 996 491 625 916 416 624 1022 482
Part-Whole 1448 1039 493 654 981 491 734 1013 499
Table 2.2  Summary of the Linear Mixed Effects Analysis Predicting Target Reaction Time (Log Transformed) 
from RelationType (Categorical, Functional, Part-Whole), Relatedness (Related vs. Non-Related) and 
Associatedness (Associated vs Non-Associated), Interaction Between RelationType, Interaction Relatedness 
and Between RelationType and Associatedness, Word Frequency (Log Transformed), Preceding Reaction 
Time (Log Transformed), Item Number, and Word Length as Control Variables, with random per-word (s² = 
0.02) and random per-participant (s² = 0.09) adjustments to the intercept 
DF Sum Sq. F p
RelationType 2 8.66 7.67 .001
Relatedness 1 25.62 45.33 <.001
Associatedness 1 3.24 5.73 .017
Log Word Frequency 1 21.88 38.72 <.001
Log Preceding RT 1 369.37 653.58 <.001
Item Number 1 0.61 1.08 .300
Word Length 1 4.21 7.44 .008
RelationType * Relatedness 2 3.20 1.60 .059
RelationType * Associatedness 2 1.89 0.95 .188
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Table 2.3 Summary of the Linear Mixed Effects Analysis Predicting Reaction Time for Categorically, 
Functionally, and Part-Whole Related Word Pairs Separately
s² B SE 95% CI
Categorical
Random Student Intercept 0.090
Word Intercept 0.017
Fixed Intercept -0.07 0.05 [-0.16,0.03]
Relatedness -0.08*** 0.01 [-0.11,-0.05]
Associatedness -0.04* 0.02 [-0.08,-0.01]
Log Word Freq. -0.08* 0.03 [-0.15,-0.01]
Log Preceding RT 0.23*** 0.02 [0.19,0.26]
Item Number -0.05** 0.02 [-0.08,-0.02]
Word Length 0.08* 0.03 [0.01,0.14]
Functional
Random Student Intercept 0.082
Word Intercept 0.011
Fixed Intercept -0.08 0.05 [-0.17,0.02]
Relatedness -0.03* 0.02 [-0.06,-0.00]
Associatedness -0.04† 0.02 [-0.08,-0.00]
Log Word Freq. -0.18*** 0.03 [-0.24,-0.12]
Log Preceding RT 0.23*** 0.02 [0.20,0.27]
Item Number 0.02 0.02 [-0.01,0.05]
Word Length 0.08* 0.03 [0.03,0.14]
Part-whole
Random Student Intercept 0.092
Word Intercept 0.022
Fixed Intercept -0.06 0.05 [-0.16,0.03]
Relatedness -0.05*** 0.01 [-0.08,-0.03]
Associatedness 0.00 0.02 [-0.04,0.04]
Log Word Freq. -0.14** 0.04 [-0.21,-0.07]
Log Preceding RT  0.25*** 0.02 [0.22,0.29]
Item Number  0.03 0.02 [-0.02,0.08]
Word Length -0.02 0.04 [-0.09,0.05]
Note. † p<.06 * p < .05 ** p < .01 *** p < .001
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2.3.2 Universality of priming effects across children varying in reading 
ability
First reaction times (split out by relation type and whether target words were primed or 
unprimed) were correlated with composite scores for decoding and reading comprehension. 
Second, reaction times to primed target words (split out by relation type) were correlated with 
composite scores for decoding and reading comprehension scores, controlling for reaction 
times to the unprimed target words. Descriptive statistics can be found in Table 2.4; correlations 
can be found in Table 2.5 and Table 2.6. Figure 2.2 is a collection of visual representations of 
the correlations between the reaction times on the visual primed lexical decision tasks and the 
reading abilities. 
First, results indicated that reaction times on the visual primed lexical decision tasks were 
negatively correlated with decoding scores (all p’s < .02): Children with better developed 
decoding skills were faster in indicating whether a word was a real word or not as compared to 
students with less-developed decoding skills. For reading comprehension, only the correlation 
between reaction times to primed part-whole related targets was significant (r(67) = -.30, p 
= .04): Children with better developed reading comprehension skills responded faster to the 
primed part-whole related targets as compared to children with less-developed reading 
comprehension skills. More interestingly, results indicated that only the correlation between 
reading comprehension and the reaction time for primed part-whole related target words while 
controlling for the reaction time for unprimed part-whole related target words, was marginally 
significant (r(67) = -.23, p = .061). All other correlations were not significant (all p’s > .33). These 
results indicate that priming effects are equally strong for both children varying in decoding and 
reading comprehension skills. In other words, priming effects are universal across children.
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Table 2.4  Descriptive Statistics for the Lexical Decision Task (Priming Effect for Each Relation * 
Associatedness Combination) and Language Tests
N Mean SD Skewness Kurtosis
Decoding
Word
67 63.93 13.20 0.58 0.98
Decoding:
Non-word
67 56.16 17.57 -0.02 -0.03
Reading comprehension:
Expository
67 8.12 3.87 0.14 0.24
Reading comprehension:
Narrative
67 12.40 3.53 -0.48 -0.82
Reaction time (ms): 
Categorical (primed)
67 940.55 161.89 0.29 -0.15
Reaction time (ms): 
Categorical (unprimed)
67 1002.17 205.29 0.84 0.83
Reaction time (ms): 
Functional (primed)
67 968.47 185.33 0.72 0.18
Reaction time (ms): 
Functional (unprimed)
67 997.06 206.18 1.09 1.63
Reaction time (ms): 
Part-Whole (primed)
67 995.91 196.09 0.69 0.11
Reaction time (ms): 
Part-Whole (unprimed)
67 1038.14 198.08 0.58 0.71
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Table 2.5 Correlations Between Reaction Times on the Semantically Primed Lexical Decision Task, 
Decoding, and Reading Comprehension
Cat. 
primed
Fun. 
unprimed
Fun. 
primed
PW. 
unprimed
PW. 
primed
Decoding Reading 
comprehension
Cat. unprimed .82*** .81*** .72*** .75*** .37** -.16** -.38
Cat. primed .77*** .71*** .74*** .36** -.10* -.28
Fun. unprimed .76*** .76*** .37** -.20*** -.43
Fun. primed .78*** .45*** -.17*** -.40
PW. unprimed .50*** -.10*** -.44
PW. primed -.25* -.30*
Decoding .42***
Note.  Cat = Categorical, Fun = Functional, PW = Part-Whole
*  p < .05, ** p < .01, *** p < .001
Table 2.6 Correlations Between Decoding and Reading Comprehension, On the One Hand, and Reaction 
Times for Categorically, Functionally, and Part-Whole Related Target Words When Primed On the Other 
Hand (Controlling for Respectively Reaction Times for the Categorically, Functionally and Part-Whole 
Related Target Words When Not Primed).
Decoding Reading comprehension
r p r p
Categorical .05 .66 .06 .64
Functional -.12 .33 -.02 .85
Part-Whole -.11 .40 -.23 .06
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Figure 2.2  Visual representations of the correlations between the reaction times on the visual primed 
lexical decision task and reading ability (decoding and reading comprehension).
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2.4 DISCUSSION
Previous studies have indicated that semantic priming is present in both adults and children 
(e.g., McNamara, 2005; Neely, 1991). However, less is known about the nature of these effects 
across tasks using different types of word relations and the nature of these effects across 
children varying in reading ability (but see, Assink et al., 2004; Nation & Snowling, 1999). The 
aim of the present study was twofold. First, we examined whether priming effects in children 
were universal across tasks. Results indicated that priming effects were present for the three 
types of word relations we examined (categorical, functional, and part-whole word relations). 
Children were faster in identifying a word when it was preceded by a related word as compared 
to an unrelated word in all three word type conditions. These results are indicative of a universal 
priming effect in children across tasks. Second, we related reaction times on the visual primed 
lexical decision task to decoding and reading comprehension skills. We found that priming 
effects were equally strong for students varying in decoding and reading comprehension ability. 
Together these results indicate that priming effects are robust effects not affected by reading 
ability. Automatic activation of related words seems to benefit both poor and good decoders 
and comprehenders. 
Previous studies have indicated that people are faster in identifying words when these are 
preceded by a semantically related word as compared to a semantically unrelated word (i.e., 
semantic priming). The present study replicates these findings for 10-year-old Dutch children for 
three different types of word relations: Categorically related words, functionally related words, 
and words connected through a part-whole relationship. In all three conditions, significant 
priming effects were found, suggesting that readers in the intermediate grades are capable 
of organizing concepts into an interconnected web of elements (Arias-Trejo & Plunkett, 2013; 
Styles & Plunkett, 2009) and that priming is a robust phenomenon, present in children and for 
a range of types of relations. These results indicate that children do not only make connections 
between words that are related contextually (i.e., functionally related words), but that they also 
connect words with more abstract relations (i.e., categorically and part-whole related words). It 
can tentatively be concluded that for these children, the presumed syntagmatic-paradigmatic 
shift has already occurred (Entwisle, 1966; Perraudin & Mounoud, 2009; Petrey 1977).
It is important to note that relations between words may not only concern overlap in meaning, 
but may also be grounded by co-occurrence in language use. These types of relations are 
referred to as associative (e.g., candle-cake). Previous studies have shown that word pairs that 
are related in both meaning and co-occurrence show stronger priming effects than word-pairs 
are only related in meaning (for a meta-analysis see Lucas, 2000; but also see Bonnotte and 
Casalis, 2010). This effect is called an associative boost. In the present study, we only found a 
significant associative boost for words that are categorically related (e.g., apple-pear vs hail-
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rain). It should be noted, however, that the mean association strength of the associated word-
pairs was higher for the categorically related words (50%) as compared to the functionally 
and part-whole related words (respectively 43% and 20%). Further research on the associative 
boost could benefit from including different word types and different association strengths.
 
Second aim of the present study was to examine whether these priming effects were correlated 
with reading abilities. With respect to decoding our results indicated that, although there were 
overall significant correlations with the reaction times on the lexical decision task (split out 
by relation type and whether or not a word was primed), correlations between the primed 
reaction times and decoding were not significant after controlling for the unprimed reaction 
times. We demonstrated that there is no generic deficit in semantic processing in students 
with lower decoding skills: Decoders varying in ability all benefit from lexical semantic network 
knowledge in identifying words. These results are in line with those of Assink et al. (2004). 
With respect to reading comprehension, our results indicated that only reaction times for 
primed part-whole related target words were significantly related to reading comprehension 
skills, all other correlations were not significant. When correlating the reaction times for 
primed target words while controlling for the reaction times for unprimed target words, none 
of the correlations were significant. We demonstrated that there is also no generic deficit in 
semantic processing in students with lower reading comprehension skills: Readers varying in 
comprehension ability all benefit from lexical semantic network knowledge in identifying words. 
These results are largely in line with those obtained by Bonnotte and Casalis (2010) and Nation 
and Snowling (1999), who also concluded that categorical and functional relations do not have 
a direct impact on reading comprehension skill. In the present study, part-whole relations were 
also included and the controlled correlation between reaction times for primed part-whole 
related words was marginally significantly related to reading comprehension skill. Question 
rises whether this effect is an artefact of a design with so many correlations, or that there 
really is a relation between part-whole related words and reading comprehension skills. If the 
second option is true, at least two scenarios come to mind. First, it can be hypothesized that as 
children become more experienced readers and texts become increasingly more complex, they 
must rely more on connections between words stored in their memory. Based on the results 
of the present study, it seems that particularly part-whole connections have an impact on 
reading comprehension skill. Second, it can be hypothesized that poor comprehenders activate 
categorically and functionally related words more easily as compared to part-whole related 
words. Future research is warranted in order to explore these hypotheses. 
The majority of the studies examining priming effects in children have focused on children 
speaking a language with an opaque orthography in which it takes longer to acquire well-
developed decoding skills. Children participating in the present study were all fluent in Dutch, 
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a transparent language for which decoding is relatively easy. Results of the present study 
indicated that for Dutch children priming effects are universal across tasks (i.e., various types 
of word-relations) and across individuals (i.e., children varying in reading ability). These results 
are not completely in line with other studies examining the nature of priming effects in children 
varying in reading ability. Based on the combined results of these previous studies and the 
present study it can be argued that priming effects are universal in children, but that the nature 
of these priming effects can be hindered by the transparency of a language. More research 
comparing languages with opaque and transparent orthographies is necessary in order to 
examine this claim. 
Although the current study sheds more light on the nature of priming effects across tasks and 
across children, it has a few limitations. First, in the visual primed lexical decision task, only high 
frequent words were used. Advantage of using these words is that their meanings are known 
to all children, which is a prerequisite for priming to be possible. Previous research, however, 
has shown that priming is increased when using low-frequency words (see McNamara, 2005; 
Neely, 1991). Activation or identification of high-frequency words is generally easier since word 
representations are of higher quality. The advantage of having activated a related word prior 
to a high-frequency target is therefore smaller as compared to the advantage of activating a 
related word prior to a low-frequency target. Future research, using words of lower frequency, 
is warranted to examine whether frequency has an impact on the results presented in the 
present study. Second, children were asked to judge both the prime and the target to control 
for inaccurate no-responses on the prime. This semantic judgement to the prime, however, 
has been shown to influence (and even eliminate) semantic priming effects (Brown, Roberts, 
& Besner, 2001). In addition, previous studies not requiring a semantic judgement to the 
prime have shown that the time between presentation of the prime and presentation of the 
target influences the magnitude of the priming effect (e.g. Holderbaum & Salles, 2011). The 
magnitude of the priming effects could have been smaller because of the semantic judgement 
to the prime and future research should reveal whether omitting a prime judgement and 
varying the time between onset of the prime and onset of the target would change the impact 
of lexical semantic knowledge on word identification and reading comprehension skills. Finally, 
children participating in the present study constitute a rather homogenous group regarding 
reading ability. Replicating the present study with a more heterogeneous group of children is 
warranted.
Implications for future research were discussed above. In addition, more practical implications 
should be considered as well. We have shown that priming effects are universal across types 
of word relations and across children varying in decoding and reading comprehension skills. 
Strong connections between representations can help children to activate words using less 
cognitive capacity, leaving more capacity for comprehension processes (e.g., De Jong & Van der 
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Leij, 2002). Stronger emphasis on word connections during (vocabulary) instruction benefits all 
children and might enhance word identification and reading comprehension skills directly and 
indirectly. 
In the present study we have shown that priming effects can be detected in 10-year-old 
children, indicating that already at that age quality of lexical semantic network knowledge has 
an impact on word identification skills. This is true for categorically related words, functionally 
related words, and connections based on part-whole relationships. An associative boost was 
only present for categorically related words. In addition, we have shown that priming effects 
are universal across children speaking a transparent language: Children varying in decoding 
and reading comprehension skills seem to benefit from priming equally. Results of the present 
study contribute to the knowledge on the role of semantics in reading ability. 
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ABSTRACT
The mental lexicon plays a central role in reading comprehension (Perfetti & Stafura, 2014). 
It encompasses the number of lexical entries in spoken and written language (vocabulary 
breadth), the semantic quality of these entries (vocabulary depth), and the connection strength 
between lexical representations (semantic relatedness); as such, it serves as an output for the 
decoding process and as an input for comprehension processes. Although different aspects 
of the lexicon can be distinguished, research on the role of the mental lexicon in reading 
comprehension often does not take these individual aspects of the lexicon into account. The 
current study used a multicomponent approach to examine whether measures of spoken and 
written vocabulary breadth, vocabulary depth, and semantic relatedness were differentially 
predictive of individual differences in reading comprehension skills in fourth-grade students. 
The results indicated that, in addition to nonverbal reasoning, short-term memory, and word 
decoding, the four measures of lexical quality substantially added (30%) to the proportion of 
explained variance of reading comprehension (adding up to a total proportion of 65%). Moreover, 
each individual measure of lexical quality added significantly to the prediction of reading 
comprehension after all other measures were taken into account, with written lexical breadth 
and lexical depth showing the greatest increase in explained variance. It can thus be concluded 
that multiple components of lexical quality play a role in children’s reading comprehension.
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3.1 INTRODUCTION
Reading comprehension has been defined as the process of extracting and constructing 
meaning from written text. The reader has to create a mental representation of the text, or in 
other words, a situation model integrating text information with the reader’s prior knowledge 
(Kintsch, 1988, 2012; Van Dijk & Kintsch, 1983). In creating this representation, different 
higher- and lower-order processes (e.g., word decoding, inference making, meaning retrieval, 
monitoring) play a role (e.g., Nation, 2005; Ouellette & Beers, 2010; Perfetti, Landi, & Oakhill, 
2005; Van den Broek, 1994). A great deal of research on reading comprehension has focused 
on listening comprehension and word decoding in explaining individual differences (Cutting 
& Scarborough, 2006; Gough & Tunmer, 1986; Hoover & Gough, 1990; Tilstra, McMaster, Van 
den Broek, Kendeou, & Rapp, 2009), leaving the impact of lexical or vocabulary processes 
underexplored. Therefore, the present study examines the role of differential lexical predictors 
of fourth graders’ reading comprehension. 
To understand the complex process of reading comprehension, a general framework 
highlighting differential components is necessary. Perfetti and Stafura’s (2014) Reading Systems 
Framework (RSF) provides such a framework in which the mental lexicon plays a central role, 
being a connection point between word identification and text comprehension processes. When 
reading a text, the lexicon serves as an output source for the word identification process in 
which orthographic and phonological pieces of information are combined into single words. In 
addition, information from the lexicon also serves as an input source for comprehension-related 
processes in which single words are combined into comprehensive sentences and passages. 
Consequently, problems with the mental lexicon often result in comprehension difficulties. 
Although numerous studies have shown that children with more semantic knowledge are 
better able to understand written texts (e.g., Verhoeven & Van Leeuwe, 2008; Verhoeven, Van 
Leeuwe, & Vermeer, 2011), little is known about the relationship between specific dimensions 
of semantic knowledge and text comprehension. The current study used a multicomponent 
approach to examine how the mental lexicon modulates reading comprehension in fourth 
graders. Different aspects of the mental lexicon were examined in order to explain individual 
differences in reading comprehension.
The RSF distinguishes three sources of knowledge: linguistic knowledge, orthographic 
knowledge, and general background knowledge (Perfetti & Stafura, 2014). Different processes 
enable us to use and combine these sources of knowledge in order to understand written 
texts. Word decoding and word identification processes are necessary to make sense of the 
written units. Meaning retrieval, sentence building, inference, and monitoring processes, 
in turn, are required to combine the single words into a meaningful passage. The RSF is 
consistent with Hagoort’s (2005; 2007) Memory, Unification, and Control (MUC) model of 
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language, a neurobiological model of language processing. Based on neurological evidence, 
three functional components can be distinguished (for a review, see Hagoort, 2013). First, 
the memory component is involved in retrieving information from long-term memory. By 
reading every single word, the knowledge of word meanings, connections to other words, and 
prior knowledge are retrieved from long-term memory. After retrieving this information, the 
unification component facilitates processes resulting in the combination of these pieces of 
information into larger units, such as sentences and passages. Finally, the control component 
ensures that the intended actions are carried out. As a case in point, executive control processes 
are needed to read multiple sources of text or to relate different parts of a text to one another. 
As previously mentioned, the mental lexicon plays a central role in reading comprehension, 
serving as both an input and an output source (Perfetti & Stafura, 2014). It can be defined as 
the place where word representations are stored in long-term memory. Each representation 
corresponds to a word known to a more or lesser extent, resulting in individual vocabularies. 
Two dimensions are often distinguished: vocabulary breadth and vocabulary depth (e.g., Cain, 
2010; Ouellette, 2006; Vermeer, 2001). Vocabulary breadth refers to the number or quantity 
of spoken and written word representations stored in the lexicon. Vocabulary depth refers to 
the quality of the representations stored in the lexicon. Previous research has indicated that 
skilled comprehenders differ from less skilled comprehenders in both quality and quantity of 
these lexical representations (Braze, Tabor, Shankweiler, & Mencl, 2007; Cain & Oakhill, 2014; 
Kendeou, Savage, & Van den Broek, 2009; Ouellette, 2006; Ouellette & Beers, 2010; Ricketts, 
Nation, & Bishop, 2007; Tannenbaum, Torgeson, & Wagner, 2006; Tilstra et al., 2009; Verhoeven 
& Van Leeuwe, 2008). Skilled comprehenders tend to know more words, and their knowledge of 
these words is more extensive compared to that of less skilled comprehenders, demonstrating 
the importance of a well-developed lexicon in relation to reading comprehension skills. 
Whereas the RSF is a general framework bringing together comprehension-related 
processes, other theories, such as the Triangle model (Plaut, McClelland, Seidenberg, & 
Patterson, 1996) and the Lexical Quality Hypothesis (LQH; Perfetti & Hart, 2002), describe 
in more detail the relationship between word representations stored in the mental lexicon 
and reading comprehension. According to these models, each word representation or entry 
in the mental lexicon consists of three constituents or chunks of information: orthographic 
information, phonological information, and semantic information. Individual differences in 
reading comprehension can be deduced from individual differences in the quantity and quality 
of these lexical representations (Perfetti, 2007). The quality of a representation is high when 
orthographic, phonological, and semantic knowledge are well developed—in other words, when 
someone knows how to spell and pronounce the word and knows what its meaning is. Readers 
with a rich lexicon with many high-quality representations comprehend written texts better 
than those with fewer representations that are usually of lower quality. In addition to the quality 
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of the individual constituents, connection strength between the constituents is predictive of 
reading comprehension skill. In a factor analysis with various lexical quality tasks, Perfetti and 
Hart (2002) found that, for skilled adult readers, two factors could be distinguished: one factor 
for the orthographic and phonological tasks and one factor for the semantic tasks. Meanwhile, 
for less skilled adult readers, three factors could be extracted, one for each aspect of lexical 
quality. These results indicate that, in less skilled adult readers, the constituents are not tightly 
bound together, which might result in reading comprehension difficulties. Research involving 
primary school students has also demonstrated the importance of well-developed semantic 
knowledge in reading comprehension. Richter, Isberner, Naumann, and Neeb (2013) argued 
that grade-level differences in reading comprehension can be fully explained by individual 
differences in lexical quality. The authors concluded that deficits in the semantic constituent 
(not knowing the meaning of a word) can result in reading comprehension difficulties, even 
when orthographic and phonological constituents are of high quality.
 The organization of the mental lexicon can be compared to a web of interconnected 
elements (e.g., Bock & Levelt, 1994). Representations can be connected based on, for 
example, semantic information. According to spreading activation models, the activation of 
one representation leads to the parallel activation of connected representations (Collins & 
Loftus, 1975). These connections can be based on different types of relationships and include 
antonyms, synonyms, super- and subordinate relations, category members, and functional 
relationships. In developing a strong network, connections start out weak, and parallel 
activation is not always strong enough to activate related representations. However, when 
connections are more often encountered in both written and spoken language, connections 
become stronger and the parallel activation of related representations more often succeeds. 
Evidence from priming studies suggests that strong comprehenders show signs of stronger 
word connections compared to poor comprehenders (e.g., Betjemann & Keenan, 2008; 
Cronin, 2002; Nation & Snowling, 1999). Therefore, having strong connections between word 
representations might also aid the comprehension process. 
3.1.1 Present study 
To summarize, the mental lexicon plays a central role in reading comprehension processes. 
Comprehension skills are related to both the quantity and quality of the representations stored 
in the lexicon. Previous research has shown that, to become skilled comprehenders, readers 
need to develop a strong lexicon, with many high-quality word representations and strong 
connections between these representations. However, most studies on vocabulary and reading 
comprehension have included only one aspect of the lexicon in their design, under-exposing 
the multidimensional nature of the mental lexicon. Therefore, the current paper attempts to 
examine the relationship between different aspects of the lexicon and reading comprehension 
skills of children in the fourth grade of primary school. To this end, we used a multicomponent 
approach to measure three aspects of the lexicon: breadth, depth, and strength of connections 
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between words. The present study provides more knowledge about the role of the mental 
lexicon in reading comprehension. Our research question was: How are individual differences 
in differential components of the mental lexicon related to individual differences in reading 
comprehension skills?
Previous research has indicated that a connection exists between vocabulary breadth (e.g., 
Verhoeven et al., 2011), vocabulary depth (e.g., Ricketts et al., 2007), and connection strength 
(Betjemann & Keenan, 2008), on the one hand, and reading comprehension, on the other hand 
(e.g., Cronin, 2002). Thus, the current study measured these three dimensions of the mental 
lexicon. Size of the lexicon (or vocabulary breadth) was measured using two tests: an oral and 
a written vocabulary breadth test. The quality of semantic knowledge (or vocabulary depth) was 
measured using a word definition task. Finally, connection strength between representations 
was measured using a word association task. To be able to examine the individual contributions 
of these lexical predictors, we controlled for some other well-known predictors of reading 
comprehension—namely, decoding (e.g., Verhoeven & Van Leeuwe, 2008), short-term memory 
(e.g., Nation, Adams, Bowyer-Crane, & Snowling, 1999), and general reasoning (e.g., Fuchs et 
al., 2012). We hypothesized that quantity and quality of semantic knowledge and the strength of 
the word connections were positively related to reading comprehension skills, in that children 
who know more words, who have deeper word knowledge, and stronger word connections 
would also have better developed reading comprehension skills. Due to the fact that the 
reading comprehension and written vocabulary breadth tasks both depend on word decoding 
skills, it was expected that these two would have the strongest relationship.
3.2 METHOD
3.2.1 Participants
In total, 292 children (147 boys, 145 girls) from 11 different primary schools were tested at 
the start of the fourth grade (Mage = 9;7 years; SDage = 5.73 months). Schools were located 
in both urban and suburban regions of the Netherlands. Prior to testing, informed consent 
was obtained from the parents of the participating children. Of the 292 children, 258 children 
spoke Dutch with both parents. The remaining 44 children indicated that they spoke Dutch and 
another language at home. 
3.2.2 Materials
Thirteen tests were used to measure reading comprehension skills, vocabulary, decoding 
skills, short-term memory, and nonverbal cognitive reasoning. 
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3.2.2.1 Reading comprehension 
Reading comprehension is a complex process, and different tests might vary in the underlying 
skills they assess (e.g., Keenan, Betjemann, & Olson, 2008; Kintsch, 2012; Nation & Snowling, 
1997). Therefore, four tests, differing in passage length, text type, and question type, were used 
to measure reading comprehension skills. By including diverse tasks, we aimed to capture the 
complex nature of reading comprehension skills. Test results were combined in order to get a 
single component score reflecting comprehension skills. 
Short passage comprehension A standardized test for students in the final grades of primary 
school was used to measure short passage reading comprehension skills (Begrijpend lezen 
678 [Reading comprehension grade 456]; Aarnoutse & Kappinga, 2005). The test consisted of 
three narrative and four expository passages, containing 123 to 288 words (mean: 192 words 
per text). For each passage, students had to answer six or seven questions, resulting in 44 
questions total (22 multiple choice with four options and 22 true/false). Questions related to 
the knowledge and strategies necessary to determine the meaning of words (e.g., what is the 
meaning of the word?), single sentences (e.g., is this sentence true or false with respect to 
what you have read in the text?), complete passages (e.g., what is the message the author 
wants to convey?), and relationships between sentences (e.g., who is referred to by the word 
“she”?). For each correct answer, students received one point, bringing the maximum score 
to 44 points. The developers of the test reported a Cronbach’s alpha of .86 as a measure of 
reliability. 
Cito reading comprehension scale Participating schools provided the researchers with results 
from a standardized test battery used by primary schools throughout the Netherlands to 
monitor reading comprehension development from first to sixth grade. Results from the test 
administered halfway through third grade were used in the present study (Cito, 2007). The test 
is divided over two parts and is partly adaptive to the student’s reading level. Each part consists 
of a mix of short and medium-long passages (131 to 634 words; mean number of words per 
text is 268) and a number of multiple choice questions per text. Both narrative and expository 
passages were included. Two types of questions were present: passage-based questions, which 
asked children literal questions about the content of the passages and whose answers could 
be derived from information literally stated in the passage, and questions requiring children 
to combine information explicitly stated in the passage with information not stated explicitly in 
the passage. Standardized scores were used. As indicated in the testing manual, the Accuracy 
of measurement (measure of test reliability) was > .89. 
Narrative text reading comprehension Narrative text comprehension was measured with one text 
from the Progress in International Reading Literacy Studies (PIRLS) Reading Literacy Test–
2011 (Mullis, Martin, Kennedy, Trong, & Sainsbury, 2009): De vijandentaart [Enemy Pie]. The 
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narrative text was relatively long and consisted of 832 words. In total, students answered 16 
questions: seven multiple choice questions with four options and nine open-ended questions. 
Questions were literal (to assess understanding of information explicitly stated in the text), 
inferential (to assess inference skills), or evaluative (to examine how well students were able 
to evaluate information stated in the text). For the open-ended questions, students received 
a maximum of one, two, or three points, depending on the difficulty of the question and the 
quality of the answer. One-point questions required students to answer in single words or a 
short sentence. For questions worth two or three points, students had to answer in multiple 
sentences. The maximum test score was 19 points. Responses were scored by four trained 
research assistants based solely on the completeness of the answer, not on any spelling 
or grammatical mistakes. Training provided to the scorers included discussing the correct 
answers provided in the original scoring guide together with some example answers with the 
first or second author. After training, each research assistant scored the answers of 10 students 
participating in the study. A high degree of agreement was reached (ICC = .97). Disagreements 
were resolved by the first and second authors and discussed with the research assistants to 
reach full agreement. The Cronbach’s alpha, indicating test reliability, was .77. 
Expository text reading comprehension Expository text comprehension was measured using 
a different text from the PIRLS tests (Mullis et al., 2009)—namely, ‘The giant tooth mystery’. 
The text was relatively long (884 words). Students answered 14 questions, again with one 
point for each correct multiple-choice question (eight in total) and one, two, or three points 
for every open-ended question (six in total). Questions tapped into literal understanding of the 
text, inferential abilities, and evaluative skills. Responses to the open-ended questions were 
scored by the same research assistants who scored the open-ended questions for the narrative 
reading comprehension test. The same training procedure used for scoring the narrative text 
was followed. Inter-rater reliability was established by calculating the interclass correlation. 
Again, a high degree of agreement was reached (ICC = .90), and disagreements were resolved 
by the first and second author and discussed with the research assistants. The Cronbach’s 
alpha was .75. 
3.2.2.2 Vocabulary breadth
Two tests were used to assess vocabulary breadth: an oral and a written test. The choice for 
both an oral and written task originated from the fact that written tests depend on decoding 
skills whereas oral tests do not.
 
Oral vocabulary breadth The present study used an adapted version of the Peabody Picture 
Vocabulary Test (PPVT; Dunn, Dunn, & Schlichting, 2005) so that the test could be administered 
to a group. A booklet presented the items from sets eight to thirteen of the original PPVT (72 
items total). For each item, the four answer options (pictures) were printed next to each other. 
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Students were orally presented with the target word by the experimenter. Students had to 
underline the picture in their booklet that best matched the target word. The test score was 
equal to the number of correct items. The Cronbach’s alpha, indicating test reliability for the 
self-adapted versions, was .69. 
Written vocabulary breadth The reading vocabulary subtest from the Taaltoets Allochtone 
Kinderen [Language Test for Foreign Children] (Verhoeven & Vermeer, 1986) was used to 
measure the vocabulary knowledge of written words. Although the test name might imply 
differently, the task was used for all children. The tasks consisted of 50 multiple-choice items. 
In each item, students read a sentence and had to indicate what the underlined word meant 
by choosing one of the four options listed below the sentence. Test scores were equal to the 
number of items correct. The Cronbach’s alpha was .82. 
3.2.2.3 Vocabulary depth
Measures of vocabulary depth generally ask children to give word definitions. To gain insights 
into the vocabulary depth, students completed the vocabulary subtest of the Dutch version 
of the Wechsler Intelligence Scale for Children, third edition (WISC-III NL; Kort et al., 2005). 
The subtest consisted of 35 items for which children had to give a definition. Answers were 
scored using the original WISC-III scoring guide. The test score was the total number of points 
received. The Cronbach’s alpha was .82. 
3.2.2.4 Connection strength 
Word association tasks can be used to examine lexical-semantic organization (e.g., Aitchinson, 
2012; Entwisle, 1966). In the current study, the students were asked to write down at least two 
and no more than five associations for each of the 20 target nouns (e.g., hond [dog], vinger 
[finger], and lepel [spoon]). Selected target nouns all had a high frequency to ensure that all 
students knew the words. For each association-target pair, a score for the association strength 
was calculated. These scores were based on the existing word association norm list of De 
Deyne, Navarro, and Storms (2013). In this norm list, 100 students’ associations for 1424 Dutch 
words were presented. For each association-target pair in the current study, it was calculated 
how often it occurred in De Deyne and colleagues’ norm list. This procedure resulted in a 
percentage score for each association-target pair, with a maximum of 100 (20 targets x 5 
associations) percentage scores. These percentage scores reflected the association strength 
between the association and the target words, with high scores reflecting strong associations 
and low scores reflecting low association. For each student, the mean of all these percentage 
scores was calculated and used as a measure of the strength of the semantic network. The 
Cronbach’s alpha was .63. 
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3.2.2.5 Decoding skills 
To measure decoding skills, word and non-word decoding tasks were administered. Test 
results of both word and non-word reading tasks were combined in order to get one component 
score reflecting decoding skills.  
Word reading The Een Minuut Test (EMT) [One Minute Test] (Brus & Voeten, 1999) was used 
to measure word decoding. The test consisted of a card with 116 words increasing in length, 
starting with simple CVC words and finishing with multi-syllable words. Students were 
instructed to read the words as quickly and accurately as possible, resulting in a combined 
score of both reading rate and reading accuracy. The score on this test was the number of 
words read correctly within one minute. The Cronbach’s alpha, as established by the developers 
of the test, was .89.  
Non-word reading To measure non-word decoding skills, De Klepel (Van den Bos, Lutje 
Spelberg, Scheepstra, & de Vries, 1994) was administered. The test consisted of a card with 
116 non-words increasing in length and difficulty (equal to the word reading task). Students 
were instructed to read the non-words as quickly and accurately as possible. The score on this 
test was the number of words read correctly within two minutes. The Cronbach’s alpha was .93. 
 
3.2.2.6 Short-term memory
Students completed both digit span and word span tasks. In both span tasks, children were 
orally presented with a sequence of units and were asked to remember the sequence and 
reproduce it. For the digit span task, the units to be remembered were single-digit units; for the 
word span task, the units to be remembered were simple high frequency one-syllable words 
(e.g., pen [pen], melk [milk], deur [door]). Both tasks started out relatively easy, with only two 
units that had to be remembered. For both tasks, difficulty increased gradually to nine units. 
The digits and words were read to the children by the experimenter at a pace of one unit per 
second, with a pause of one second between each unit. For each level of difficulty, children 
received three attempts, and testing was terminated when all three attempts for one difficulty 
level were incorrect. The number of correctly recalled sequences comprised the scores for 
both tasks. Test results of both tasks were combined in order to get one component score 
reflecting short-term memory.  
3.2.2.7 Nonverbal cognitive reasoning
To measure nonverbal cognitive reasoning, children completed the Raven Standard Progressive 
Matrices (SPM; Raven, 1960). Children were presented with 60 visual patterns divided over five 
sets of increasing difficulty. In each pattern, a piece of the puzzle was missing, and children 
were asked to indicate which of the six (for the first two sets) or eight (for sets three, four, and 
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five) presented puzzle pieces would complete the pattern. Test scores were the sum of the 
number of correct answers. The Cronbach’s alpha was .89.  
3.2.3 Procedure
All tests, except the Cito reading comprehension scale, were administered by the researchers 
at the start of fourth grade. The vocabulary subtest of the WISC-III NL, the word reading task, 
the non-word reading task, and the short-term memory tasks were completed during two 
individual test sessions, each taking approximately 20 minutes. Individual testing took place in 
a quiet room in the school. All other tests were administered group-wise during three separate 
sessions. During the first session, students completed both PIRLS texts. This session took 
approximately 90 minutes, with a short break between the two tests. In the second session, 
students completed the short passage reading comprehension task, the word association 
task, and the adapted version of the PPVT. This second session took approximately two hours, 
with short breaks between the tests. On a third morning, students completed the Raven SPM. 
The Cito reading comprehension scale test was administered in class by the teacher halfway 
through third grade. 
3.2.4 Data analyses
A principal component analysis (PCA) was conducted on the four reading comprehension tests 
to examine the factor structure. The PCA was conducted with R (R Core Team, 2016), an open 
source statistical program, using the principal function from the psych package (Revelle, 2014). 
The Kaiser-Meyer-Olkin measure of sampling adequacy, as an indicator of appropriateness of 
performing a factor analysis, was great (KMO = .84), indicating that performing a factor analysis 
should yield a distinct and reliable factor (Field, Miles, & Field, 2012). Bartlett’s test of sphericity 
indicated that correlations were large enough to perform a PCA (X2 (6) = 681.83, p < .001). The 
PCA, using Kaiser’s criterion to retain only factors with an eigenvalue greater than 1, yielded a 
one-factor solution that explained 76% of the variance. All four reading comprehension tests 
loaded highly on the reading comprehension skills component (eigenvalue = 3.05). The factor 
loadings were as follows: short passage comprehension = 0.85; Cito reading comprehension 
scale = 0.89; narrative text reading comprehension = 0.88; and expository text reading 
comprehension = 0.88. Standardized test scores were combined to generate one composite 
score for reading comprehension. In addition, the same procedure was followed with the word 
reading and non-word reading task to create a composite score for decoding skills as well as 
with the two short-term memory tasks to create a composite score for short-term memory 
skills. 
To assess the unique impact of the different dimensions of vocabulary on fourth graders’ reading 
comprehension skills, a complete regression model including all predictors was compared to 
four reduced regression models. In each reduced model, one of the four predictors of semantic 
LEXICAL PREDICTORS OF READING COMPREHENSION
64
quality was left out to calculate variance explained in predicting reading comprehension by 
each predictor. In the first reduced model, the measure of written vocabulary breadth was left 
out; in the second reduced model, the measure of oral vocabulary breadth was left out; in the 
third reduced model, the measure of vocabulary depth was left out; and in the fourth reduced 
model, the measure of semantic relatedness was left out. 
3.3 RESULTS
Descriptive statistics and correlations among the 13 measures are presented in Table 3.1. 
Strong correlations were found between the four reading comprehension measures (all 
r’s > .66, p <.001), between word and non-word reading tasks (r = .85, p < .001), and between 
the two measures of short-term memory (r = .55, p < .001). As previously described, composite 
scores were calculated for reading comprehension skills, decoding skills, and short-term 
memory skills. Correlations between the vocabulary tasks were medium to high.  
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3.3.1 Predictors of reading comprehension 
A hierarchical regression analysis (HRA), using the lm function in R (R Core Team, 2016), was 
carried out to gain insight into the impact of vocabulary on reading comprehension skills. Table 
3.2 shows the results of the HRA. In the first step, two general cognitive control measures 
(nonverbal reasoning and short-term memory) were included to ensure that subsequent 
effects were not due to differences in these measures: F(2,289) = 58.16, p < .001, Radj 2 = .28. In 
the second step, decoding was included to control for the well-established effect of decoding 
skills on reading comprehension skills: F(3,288) = 52.27, p < .001, rRadj 2 = .06. In the third step, 
all the vocabulary variables were included: F(7,384) = 76.64, p < .001, rRadj2 = .30. The results 
of the final step indicated significant effects for all predictors (nonverbal reasoning, short-
term memory, decoding, written vocabulary breadth, oral vocabulary breadth, vocabulary 
depth, and connection strength); higher scores on each of these predictors resulted in higher 
scores on the reading comprehension tests. Relatively large standardized coefficients were 
found for nonverbal reasoning (β = .24) and written vocabulary breadth (β = .38), indicating 
stronger effects for these variables compared to the other predictors. All four measures of 
vocabulary were significantly related to reading comprehension skills (all p’s < .04), with written 
vocabulary breadth having the largest standardized coefficient (β = .38) and oral vocabulary 
breadth the smallest (β = .10). Additional analyses were conducted to examine the relative 
individual contribution of each of these vocabulary tasks. Together, all predictors explained 
65% of the variance in reading comprehension skill.
3.3.2 Individual effect of vocabulary measures on reading comprehension 
scores
To gain insight into the individual predictive quality of each semantic measure, additional 
analyses were conducted. To understand the predictive quality of a single predictor, two 
regression models have to be compared: a complete model in which all predictors are present 
and a reduced model in which the predictor of interest is left out. This procedure was adopted 
to examine the unique contribution of each lexical predictor in explaining individual differences 
in reading comprehension. The complete model was tested in the previous part of this results 
section. Four reduced models were fitted, one for each of the lexical predictors. These reduced 
models were compared to the complete model including all predictors in order to examine 
the unique contribution of each lexical predictor in explaining individual differences in reading 
comprehension. 
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Table 3.2 Hierarchical Regression Analysis Predicting Reading Comprehension Skills from Nonverbal 
Reasoning, Short-Term Memory, Decoding, Vocabulary Breadth, Vocabulary Depth, and Connection 
Strength
Predictor � R2adj B SE B β
Step 1 .282***
Constant -3.10 0.74 -
Nonverbal reasoning 1.56 0.18 0.45***
Short-term memory 0.28 0.07 0.22***
Step 2 .064***
Constant -2.08 0.73 -
Nonverbal reasoning 1.46 0.17 0.42***
Short-term memory 0.19 0.06 0.15**
Decoding 0.49 0.09 0.27***
Step 3 .30***
Constant -1.51 0.54 -
Nonverbal reasoning 0.85 0.13 0.24***
Short-term memory 0.14 0.05 0.11**
Decoding 0.23 0.07 0.12**
Vocabulary breadth (oral) 0.33 0.16 0.10*
Vocabulary breadth (written) 1.31 0.17 0.38***
Vocabulary depth 0.60 0.15 0.17***
Connection strength 0.45 0.13 0.13***
Total adjusted R2 .645
Note. * p < .05, ** p < .01, *** p < .001
The results indicated that each lexical predictor explained unique variance in predicting 
reading comprehension. Written vocabulary breadth explained 8% of the variance in reading 
comprehension, after controlling for nonverbal reasoning, short-term memory, decoding, and the 
other three vocabulary measures: F(1,284) = 60.95, p < .001, rRadj2 = .08. In addition, vocabulary 
depth explained an extra 2% of the variance in reading comprehension, after controlling for the 
other variables: F(1,283) = 15.81, p < .001, rRadj2 = .02. Furthermore, after controlling for the 
other variables, differences in connection strength explained an extra 1% of variance in reading 
comprehension: F(1,284) = 12.08, p < .001, rRadj2 = .01. Finally, a small portion of the variance in 
reading comprehension (0.4%) can be explained by differences in oral vocabulary breadth, after 
controlling for the other variables: F(1, 284) = 4.38, p = .04, rRadj2 = .004. 
Taken together, these results indicated that reading comprehension skills were better 
developed in children who knew more words, had a deeper understanding of word meanings, 
and had stronger connections between words. Together, the four measures predicted 30% 
of the variance in reading comprehension. Of this 30%, 18.6% was shared between the four 
indicators of semantic quality. Each measure also uniquely explained some additional variance 
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in predicting reading comprehension. Although these effects were relatively small, all effects 
were (highly) significant. Of the four lexical measures, written vocabulary breadth was the 
strongest lexical predictor of individual differences in reading comprehension skill.
3.4 DISCUSSION
The general aim of the present study was to examine more closely the relationship between the 
mental lexicon and reading comprehension skills in fourth graders. The question we answered 
with the current study was: How are individual differences in the mental lexicon related to 
individual differences in reading comprehension skills? Two tests were used to assess the 
number of lexical entries (vocabulary breadth): one based on oral language and one based on 
written language. The quality of semantic knowledge (vocabulary depth) was measured with a 
definition task. Finally, the strength of connections between representations was determined 
with a word association task. We hypothesized that individual differences in each of these 
lexical aspects would be related to individual differences in reading comprehension skills. The 
results supported our hypotheses; all four measures explained unique variance in reading 
comprehension skills.
Lexical knowledge was a significant predictor of reading comprehension skills while controlling 
for general reasoning, short-term memory, and decoding. These results line up with previous 
research (e.g., Cutting & Scarborough, 2006; Ricketts et al., 2007; Verhoeven et al., 2011). Of the 
total 65% of explained variance in the current study, the four vocabulary measures combined 
explained 30% of the variance in reading comprehension skills. Compared to previous studies, 
this is a relatively large amount. Ouellette (2006), for example, concluded that vocabulary 
explained 15% of the variance in reading comprehension among fourth-grade students. Our 
design might be the reason why, when compared to other studies, a relatively large amount 
of variance is explained by the vocabulary measures. Although it has been suggested that the 
mental lexicon plays an important role in reading comprehension (e.g., Perfetti & Stafura, 2014), 
the complex nature of this storage component is not often considered when examining the 
role of vocabulary in reading comprehension. In the present study, we used a multicomponent 
approach in which different aspects of the lexicon were measured. The current results imply 
that testing only one dimension of the lexicon might bias the interpretation of the relationship 
between vocabulary and reading comprehension. The size of this relationship could be 
underestimated when using one or a limited number of measures. 
Previous research has suggested that a relationship exists between size of the lexicon, depth 
of lexical knowledge, and strength of connections between representations, on the one hand, 
and reading comprehension, on the other hand (Betjemann & Keenan, 2008; Braze et al., 2007; 
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Hall, Greenberg, Laures-Gore, & Pae, 2014; Landi, 2010; Ouellette & Beers, 2010; Ricketts 
et al., 2007; Tilstra et al., 2009; Van Steensel, Oostdam, Van Gelderen, & Van Schooten, 2014; 
Veenendaal, Groen, & Verhoeven, 2015). The current study, however, was one of the first to 
combine these different lexical aspects into one design and examine each individual contribution 
in explaining individual differences in reading comprehension. As hypothesized, individual 
differences in reading comprehension skill could be predicted by individual differences in 
size of the lexicon, depth of lexical knowledge, and strength of connections while controlling 
for decoding skills, short-term memory capacity, and general reasoning. The results from 
the multiple regression analyses indicated that all lexical aspects contributed uniquely in 
explaining individual differences in reading comprehension skills. These results are in line 
with the complexity and centrality of the lexicon as proposed by Perfetti and Stafura (2014). Of 
the four semantic quality measures, the written vocabulary breadth test explained the most 
unique variance in predicting fourth graders’ reading comprehension skills (8%). According to 
the LQH (Perfetti & Hart, 2002), representations consists of three chunks of information (i.e., 
orthographic, phonological, and semantic). The task measuring written vocabulary breadth 
and the reading comprehension tasks rely on all three constituents: the orthographic and 
phonological constituents in decoding and the semantic constituent for retrieving meaning. 
The overlap between the two tasks might be why the written vocabulary breadth task, of the 
four semantic quality measures, was best predictive of reading comprehension. 
Although all lexical predictors explained unique variance in predicting reading comprehension, 
it should be noted that almost two-thirds of the total variance in predicting reading 
comprehension explained by the lexical measures was shared. Based on these results, we 
conclude that the various lexical components measured in the present study show overlap and 
can be considered to be part of the same construct. However, the additional unique variance 
explained in reading comprehension by each individual predictor suggests that, in addition to 
this shared construct, each component also has something unique to offer. 
The results of the current study need to be interpreted with some caution. In the current 
study, no measure of listening comprehension was included. It has been very well established 
that listening comprehension is strongly related to reading comprehension (SVR; Hoover & 
Gough, 1990). Previous work has indicated that, in contrast to the original theory, the listening 
comprehension components of the SVR should be regarded as a more general linguistic 
component including vocabulary knowledge (e.g., Tilstra et al., 2009; Verhoeven & Van Leeuwe, 
2008). Therefore, listening comprehension and vocabulary might share variance in predicting 
reading comprehension skills. Future research on the unique contributions of different 
dimensions of vocabulary in explaining differences in reading comprehension could benefit 
from including a measure of listening comprehension. 
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As suggested by previous research, reading comprehension tests differ in the underlying skills 
they assess (e.g., Keenan et al., 2008; Kintsch, 2012; Nation & Snowling, 1997). Therefore, 
in the current study, we used four different tests covering different text types, different text 
lengths, and different types of questions. The purpose of the current study was to examine the 
relative contributions of the various aspects of semantic quality to reading comprehension in 
general. Future research exploring whether the relative contribution of the various aspects of 
semantic quality to various dimensions of reading comprehension (e.g., text length and text 
type) would be highly interesting, and the results might have important implications for both 
education and research. 
The combination of findings presented in this paper offer important implications. Given that 
lexical measures related to lexical size, lexical depth, and strength of connections each 
explained unique variance in reading comprehension skill, future research on the role of 
vocabulary in reading comprehension should consider the complex nature of this relationship 
and include measures of these different dimensions of vocabulary. For educational purposes, 
the current results indicate that difficulties in reading comprehension might originate from a 
variety of lexical problems. Accordingly, vocabulary instruction in education should focus not 
only on increasing the number of lexical entries in the lexicon, but also on depth of knowledge 
and on the connections between words. Enhancing all these aspects of the lexicon may lead to 
an increase in reading comprehension skills. However, intervention studies on these different 
aspects of the lexicon and their relationship to reading comprehension are warranted. Finally, 
in order to make causal claims, future research could benefit from adopting a longitudinal 
perspective in which developmental trajectories are examined.
3.5 CONCLUSION
The results of the current study suggest that various aspects of lexical knowledge might be 
related to reading comprehension skills in different ways. Individual differences in fourth-
grade reading comprehension skills can be explained by differences in the number of lexical 
entries (vocabulary breadth), semantic quality of these entries (vocabulary depth), and 
connection strength between lexical representations. In research, this complex relationship 
between the lexicon and reading comprehension should be taken into account. For education, 
vocabulary instruction should focus on enhancing the lexicon by increasing the number of 
representations stored in the lexicon and enhancing the quality and connection strengths of 
these representations. 
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CHAPTER 4
Cognitive precursors of the developmental relation 
between lexical quality and reading comprehension in the 
intermediate elementary grades
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ABSTRACT
In a longitudinal study, we investigated how cognitive precursors (short-term memory, working 
memory, and nonverbal reasoning) influence the developmental relation between lexical 
quality (decoding and vocabulary) and reading comprehension skill in 282 Dutch students 
in the intermediate elementary grades (mean age at start Grade 4 was 9;7 years) as these 
grades mark an important transition point in the development of reading comprehension 
skill. Analyses revealed strong autoregressive effects for the linguistic measures. Moreover, 
evidence was found for a reciprocal relation between vocabulary and reading comprehension. 
Direct concurrent relations were evidenced between short-term memory and decoding. In 
addition, direct concurrent relations were evidenced between working memory and reasoning, 
on the one hand, and reading comprehension and vocabulary, on the other hand. Finally, we 
found direct and indirect influences of nonverbal reasoning and working memory capacity on 
reading comprehension and vocabulary development. The results highlight the importance of 
both lexical and cognitive factors in reading comprehension development.
79
4
4.1 INTRODUCTION
Comprehending written text is a complex process, drawing on many different underlying skills. 
The Lexical Quality Hypothesis (Perfetti & Hart, 2002) states that reading comprehension 
development is highly determined by levels of word decoding and vocabulary (Perfetti, Landi, 
& Oakhill, 2005). Various studies indeed have evidenced longitudinal relations between 
decoding, vocabulary, and reading comprehension (De Jong & Van der Leij, 2002; Oakhill & 
Cain, 2012; Torgesen, Wagner, Rashotte, Burgess, & Hecht, 1997; Verhoeven & Van Leeuwe, 
2008; Verhoeven, Van Leeuwe, & Vermeer, 2011). Additional research has shown that cognitive 
skills, such as memory capacity and reasoning, also account for individual differences in 
reading comprehension skill (e.g., Fuchs et al., 2012; Nouwens, Groen, & Verhoeven, 2016). 
With respect to reading, the intermediate elementary grades mark a critical transition point: in 
contrast to the focus on learning to read, students now are required to extract knowledge from 
increasingly complex texts (McMaster, Espin, & Van den Broek, 2014). Longitudinal studies 
on the development of reading comprehension in this critical transition phase, including both 
lexical quality markers and cognitive factors, are warranted. Therefore, in the current study 
we examined (1) the developmental relations between markers of lexical quality (decoding and 
vocabulary) and reading comprehension skill in Dutch students in the intermediate elementary 
grades (mean age at start of Grade 4: 9 years and 7 months) and (2) to what extent cognitive 
factors (memory and reasoning) influence these developmental relations. 
4.1.1 Decoding and vocabulary as predictors of reading comprehension
Individual differences in reading comprehension have proven to be stable over time (De Jong 
& Van der Leij, 2002; Oakhill & Cain, 2012; Verhoeven & Van Leeuwe, 2008). Results from 
various longitudinal studies have shown that early levels are predictive of later levels of reading 
comprehension skill. Although the stability of reading comprehension development is high in 
elementary school (standardized path coefficients > .90 are not uncommon), additional factors 
affecting reading comprehension have been identified. 
One of the most influential theories on reading comprehension is the Simple View of Reading 
(Hoover & Gough, 1990) which states that reading comprehension is the product of word decoding 
and linguistic comprehension. Word decoding refers to the ability to identify single words; 
linguistic comprehension refers to the ability to process and comprehend orally presented 
information. To be able to understand written text, both skills are necessary. Within the Simple 
View of Reading, the role of vocabulary has been underexposed: different studies have shown 
that vocabulary affects reading comprehension above and beyond the effect of other linguistic 
comprehension skills (e.g., Ouellette & Beers, 2010), especially when students become older. 
A theory that places more emphasis on word knowledge is the Lexical Quality Hypothesis 
(Perfetti & Hart, 2002), which assumes, more specifically, that decoding and vocabulary are 
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two critical determinants of reading comprehension. When children start to learn to read, 
decoding is a cognitively effortful and time-consuming process in which each grapheme 
has to be translated to its corresponding phoneme and these phonemes have to be blended 
into (meaningful) words. The attainment of fluent reading skills has been characterized as 
essential in developing reading comprehension skills (e.g., Perfetti, 1992). As children become 
more experienced, decoding becomes less cognitively effortful and more automated, freeing 
mental resources which then can be used for other processes, such as text comprehension 
(e.g., National Reading Panel, 2000; Perfetti, 1998). Various cross-sectional studies have shown 
that individual differences in decoding skill accounted for individual differences in reading 
comprehension skill (e.g., Cutting & Scarborough, 2006; Ouellette, 2006; Swart et al., 2017). 
Longitudinal studies, in addition, have shown that, although students showed development in 
decoding skills, individual differences, both in accuracy and speed, remained stable over time 
(e.g., De Jong & Van der Leij, 2002; Oakhill & Cain, 2012; Torgesen et al., 1997; Verhoeven & 
Van Leeuwe, 2008; Wagner et al., 1997) and that early decoding skills predict later reading 
comprehension ability (e.g., Oakhill, Cain, & Bryant, 2003; Fuchs et al., 2012). However, without 
taking autoregressive effects into account in longitudinal studies, it is possible that observed 
relations between word decoding and reading comprehension at a later time point can be 
attributed to the relation between word decoding and reading comprehension at an earlier time 
point. Only few studies examining the relation between decoding and reading comprehension 
included these autoregressive effects. In their longitudinal study, De Jong and Van der Leij 
(2002) examined how linguistic abilities affect decoding and reading comprehension in Dutch 
children in the early elementary grades. They concluded that word decoding speed measured 
in first grade influenced the development of reading comprehension skills from first through 
third grade, after controlling for the autoregressive effect of reading comprehension from first 
to third grade. Additionally, Verhoeven and Van Leeuwe (2008) concluded that, after controlling 
for autoregressive effects, first grade decoding skills substantially influenced second grade 
reading comprehension skills and that, in addition, there was also a small positive influence 
of fifth grade decoding skill on sixth grade reading comprehension. Taking together, these 
studies suggested that there is an association between decoding and reading comprehension 
and that decoding skills influence reading comprehension development.
Although automated decoding skills are clearly crucial, they are by no means sufficient to arrive 
at comprehending written text. According to the Lexical Quality Hypothesis, word knowledge, or 
in other words, vocabulary, is a second crucial determinant of reading comprehension (Perfetti 
& Hart, 2002). Quality of word representations is based on the precision and extensiveness of 
orthographic, phonological, and semantic knowledge and it has been argued that individual 
differences in reading comprehension can be brought back to individual differences in the 
quantity and quality of these lexical representations (Perfetti, 2007). Cross-sectional studies 
have shown that individual differences in reading comprehension ability can be predicted by 
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both the number of available representations (e.g., Ouellette, 2006; Ouellette & Beers, 2010) 
and the quality of these representations (Brinchmann, Hjetland, & Lyster, 2015; Perfetti & 
Hart, 2002; Richter, Isberner, Naumann, & Neeb, 2013; Verhoeven & Van Leeuwe, 2008). As 
with the development of reading comprehension and decoding skill, longitudinal studies have 
shown that individual differences in vocabulary are stable over time and that, after controlling 
for autoregressive effects, vocabulary influences reading comprehension development (e.g., 
De Jong & Van der Leij, 2002; Oakhill & Cain, 2012; Torgesen et al., 1997). In contrast to the 
unidirectional relation between decoding and reading comprehension, however, Verhoeven 
et al. (2011) have shown that the relation between vocabulary and reading comprehension is 
reciprocal. In other words, in addition to the influence of vocabulary on reading comprehension 
development, results showed that reading comprehension skill also influenced vocabulary 
development. 
Magnitude of the impact and influence of decoding and vocabulary on reading comprehension 
and its development is dependent on age and language. Ouellette and Beers (2010) in a cross-
sectional study, have shown that the predictive power of decoding decreases as children 
become older, suggesting that the impact of decoding on reading comprehension becomes 
smaller. In addition, Verhoeven and Van Leeuwe (2008) have shown that the influence of 
decoding on reading comprehension development decreases when children become older. In 
the early grades (grade 1) decoding exerted a substantial influence on reading comprehension 
development (path coefficient was .44). Later in development (Grade 5), this influence became 
much smaller (path coefficient of .04). With respect to vocabulary, Ouellette and Beers (2010) 
have shown that it did not explain any variance in reading comprehension in Grade 1, but that it 
did in Grade 6. Verhoeven and Van Leeuwe (2008) have shown that the influence of vocabulary 
on reading comprehension development remained relatively stable over time and that, as 
compared to decoding, it influenced reading comprehension development (path coefficients 
between .33 and .57). So, as children become older, the impact and influence of decoding seems 
to decrease, while the impact and influence of vocabulary remains stable or even increases. 
With respect to language, transparent languages have the benefit of having consistent 
grapheme to phoneme correspondences. In these languages (e.g., Dutch) most graphemes 
correspond to only one phoneme, making it easier to acquire automatized decoding skills as 
compared to more opaque languages (e.g., English) in which graphemes can correspond with 
different phonemes. It can be argued that in transparent language the impact and influence of 
decoding skills becomes smaller at an earlier age, since decoding skills become automated 
faster as compared to opaque languages.
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4.1.2 Cognitive Precursors of Reading Development
Not all variation in reading comprehension development can be explained by individual 
differences in lexical quality. In addition to linguistic skills, cognitive factors, such as short-
term memory, working memory, and reasoning skills, have been shown to predict reading 
comprehension skill (e.g., Cain, 2006; Fuchs et al., 2012). 
Short-term memory has been referred to as the ability to maintain information active for a 
short period of time. Associations between short-term memory, on the one hand, and decoding 
(e.g., De Jonge & De Jong, 1996; Van den Boer, Van Bergen, & De Jong, 2014, but also see 
Georgiou, Parilla, & Papadopoulos, 2008) and vocabulary (e.g., Gathercole & Baddeley, 1989, 
1990, 1993; Leclercq & Majerus, 2010; Majerus, Poncelet, Greffe, & Van der Linden, 2006), on 
the other hand, have often been evidenced. Word representations, according to the Lexical 
Quality Hypothesis, consist of three chunks of information: orthographic, phonological, and 
semantic. Decoding requires both orthographic and phonological information, while word 
meanings are stored in the semantic chunk. In order to store word representations in long-
term memory, these representations first have to go through short-term memory. The better 
the quality of these representations in short-term memory the more likely it is that stable 
representations are formed in long-term memory (Baddeley, 2003). 
Where short-term memory refers to the ability to maintain information active, working memory 
has been defined as the ability to store information, while other processes are carried out. 
Carretti, Borella, Cornoldi, and De Beni (2009) showed with their meta-analysis that complex 
span tasks (used to measure working memory) are better predictors of reading comprehension 
skill as compared to simple span tasks (used to measure short-term memory). They concluded 
that deficits in reading comprehension can be partly attributed to inefficiencies in working 
memory control mechanisms. Previous research, indeed, has shown that individual variation in 
reading comprehension (and vocabulary) can be predicted by individual differences in working 
memory (Cain, 2006; Cain, Oakhill, & Bryant, 2003; Daneman & Carpenter, 1980; De Jonge & 
De Jong, 1996; Gathercole & Baddeley, 1993; Nouwens et al., 2016). Cain (2006) has argued 
that different skills important for vocabulary development and understanding written text – 
such as linking individual sentences to create a coherent representation of the text, integrating 
relevant background knowledge, inference making, and comprehension monitoring – are 
dependent on working memory, since they all require the simultaneous storing and processing 
of information. 
A third cognitive factor involved in reading comprehension is reasoning. It has been suggested 
that these skills might be used to “analyze relations among and draw inferences about 
characters or actions in narrative text and to decipher challenging expository material” (Fuchs 
et al., 2012, pp. 218). Although measures of (nonverbal) reasoning are often administered in 
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studies examining decoding, vocabulary, and reading comprehension, results of these tests 
are mostly used as control variables (e.g., Fuchs et al., 2012; McBride-Chang et al., 2008; 
Ricketts, Nation, & Bishop, 2007; Swart et al., 2017). Few studies, however, have examined the 
role of reasoning skills in decoding, vocabulary, and reading comprehension more extensively. 
For example, De Jonge and De Jong (1996) examined the relation between reasoning, on the 
one hand, and reading speed and reading comprehension, on the other hand, and concluded 
that reasoning skills were strongly related to reading comprehension skill, but less so to 
reading speed. In a similar vein, Segers and Verhoeven (2016) concluded that reasoning was 
uniquely related to reading comprehension skill, after lexical quality was controlled for. To gain 
more insight in the role of reasoning skills in reading comprehension development, students 
completed a test to measure nonverbal reasoning. We deliberately chose for a nonverbal task, 
to be as independent of language/reading skills as possible (but see Lohman, Korb, & Lakin 
(2008) for evidence that the Raven might not be independent of verbal skills). 
4.1.3 Present study
During the intermediate elementary grades, reading comprehension skills become increasingly 
important because children are more and more required to extract knowledge from gradually 
more difficult texts. Previous studies have evidenced a developmental relation between lexical 
quality and reading comprehension skill. In addition, it has been shown that short-term 
memory predicts individual variation in decoding and vocabulary and that working memory 
and nonverbal reasoning predict individual variation in vocabulary and reading comprehension. 
However, research on how these cognitive factors might influence decoding, vocabulary, and 
reading comprehension development (both directly and indirectly through linguistic factors) 
is lacking. From both a theoretical and practical viewpoint, it is crucial to understand these 
relations in this critical transition point. Therefore, with the longitudinal study presented in the 
current paper, we aimed at answering the following two research questions:
1.  How are lexical quality (decoding and vocabulary) and reading comprehension skill 
developmentally related in Dutch students in the intermediate elementary grades?
2.  To what extent do cognitive factors (memory and reasoning) measured at the start of Grade 
4 (Time 1) influence lexical quality (decoding and vocabulary) and reading comprehension 
skills of Dutch students in the intermediate elementary grades?
With respect to the first question, we controlled for strong hypothesized autoregressive effects 
for decoding, vocabulary, and reading comprehension. Secondly, we hypothesized that, in 
line with the Lexical Quality Hypothesis, both decoding and vocabulary influenced reading 
comprehension development. Due to the fact that Dutch is a transparent orthography and 
students in the intermediate grades usually have already acquired automatized decoding skills, 
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we expected that the influence of vocabulary on the development of reading comprehension 
skill would be larger as compared to the influence of decoding skill. Thirdly, based on previous 
longitudinal studies involving Dutch students, we also expected reading comprehension skill to 
influence vocabulary development (Verhoeven & Van Leeuwe, 2008). 
Regarding the second research question, both direct and indirect effects were hypothesized 
between the cognitive factors on the one hand and lexical quality and reading comprehension on 
the other hand. More specifically, we expected direct concurrent effects of short-term memory 
on decoding and vocabulary, and direct concurrent effects of working memory and nonverbal 
reasoning on vocabulary and reading comprehension. Due to the expected reciprocal relation 
between vocabulary and reading comprehension, we also expected that the cognitive factors 
would have an effect on reading comprehension development though vocabulary and decoding 
and that vocabulary development would be influenced by the cognitive factors through reading 
comprehension. Figure 4.1 shows the hypothesized model. 
Short -Term
Memory
Start Grade4
Decoding
Start Grade 4
Decoding
Mid Grade 5
Working
Memory
Start Grade 4
Reading
Comprehension
Start Grade 4
Reading
Comprehension
Mid Grade 5 
Reading
Comprehension
End Grade 5
Nonverbal
Reasoning
Start Grade 4
Vocabulary
Start Grade 4
Vocabulary
Mid Grade 5 
Figure 4.1 Conceptual model of the hypothesized developmental relations between lexical quality and 
reading comprehension in children in the intermediate elementary grades and the influence of the 
cognitive factors on these relations.
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4.2 METHOD
4.2.1 Participants
Participants in the current study were recruited from twelve schools located throughout the 
Netherlands, in both urban and rural parts of the country. Upon initial measurement, the sample 
consisted of 312 students (156 girls and 156 boys) between the ages of 8 years and 4 months 
and 10 years and 10 months (Mage start grade four = 9;7 years, SD = 5.61 months) starting grade 
four. However, because of dropout throughout grade four and five (e.g., due to movement or 
repeating a class), the sample used to conduct the analyses consisted of 282 students (140 
girls and 142 boys) between the ages of 8 years and 4 months and 10 years and 10 months (Mage 
start grade four = 9;7 years, SD = 5.48 months). With respect to language background, only 5% 
of the students were born outside the Netherlands and 98% of the students spoke Dutch at 
home with one or both parents. Students were tested three times: start Grade 4 (Time 1), mid 
Grade 5 (Time 2), and end Grade 5 (Time 3). Prior to testing and in accordance with institutional 
guidelines, informed consent was obtained from the parents of the participating students. 
4.2.2 Materials
4.2.2.1 Reading comprehension. 
To fully capture the complex nature of reading comprehension, multiple tests were used to 
measure reading comprehension skill. At Time 1, Time 2, and Time 3, students completed 
a test assessing narrative reading comprehension skill, a test assessing expository reading 
comprehension skill, and a standardized test with short narrative and expository texts. 
For narrative and expository reading comprehension, different subtests of the Progress in 
International Reading Literacy Studies (PIRLS) Reading Literacy Test-2011 (International 
Association for the Evaluation of Educational Achievement (IEA), 2011) were used. Each test 
consisted of one text, with both open-ended questions (worth either one, two, or three points 
depending on the difficulty of the answer and complexity of the question) and multiple choice 
questions (worth one point). Questions were literal (to assess understanding of information 
explicitly stated in the text), inferential (to assess inference skills), or evaluative (to examine 
how well students were able to evaluate information stated in the text). Existing guidelines 
were used by trained research-assistants for Time 1 and Time 2 and by the first and second 
author for Time 3 to score the open-ended questions. Interrater reliability for subtests of the 
PIRLS at all three measurement occasions was good (Cronbach’s alpha > .90). To measure 
expository reading comprehension at Time 1 and Time 3, students read the text ‘The giant 
tooth mystery’ (text length: 884 words, sample-based test reliability: Cronbach’s alpha = .77) 
and answered six open-ended and eight multiple choice questions. The maximum score of this 
subtest was 18. At Time 2, students read the text ‘Antarctica: The land of ice’ (text length: 530 
words, sample-based test reliability: Cronbach’s alpha = .64) and completed 11 open-ended and 
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four multiple choice items. Maximum score of this subtest was 16. To measure narrative text 
comprehension, students completed ‘Enemy pie’ (text length: 832 words, sample-based test 
reliability: Cronbach’s alpha = .76) at Time 1. This text was accompanied by nine open-ended 
and seven multiple choice items. Maximum score was 19. At Time 2 and Time 3, students read 
the text ‘Little lump of clay’ (text length: 798 words, sample-based test reliability: Cronbach’s 
alpha = .78) and answered seven open-ended and six multiple choice items. Maximum score 
was 18. 
As a standardized measure of reading comprehension, we used two subtests of a test battery 
developed to examine reading comprehension skills throughout primary school (Begrijpend 
lezen 345678 [Reading comprehension grade 123456], Aarnoutse & Kapinga, 2005). At Time 1 
and Time 2, students completed the test suitable for students in grades 4, 5, and 6 (from now 
on RC456). The test consisted of three narrative and four expository passages, containing 123 
to 288 words (mean text length: 192 words) and students were asked to answer six or seven 
multiple choice questions per text, with a total of 44 questions (22 true / false; 22 four options). 
At Time 3, students completed the test suitable for students in grades 5 and 6 (from now on 
RC56), consisting of two narrative and five expository texts, containing 146 to 257 words (mean 
text length: 184 words). Again, students were asked to complete six or seven questions per text, 
with a total of 40 questions (19 true / false; 21 four options). Questions for both subtests related 
to the meaning of single words, single sentences, complete passages, and relations between 
sentences. The number of correct answers equaled the test score. The Cronbach’s alpha, as 
provided by the test-developers, was .86 for RC456 and .82 for RC56.
4.2.2.2 Vocabulary
Vocabulary was assessed using three standardized tests: a written receptive test, an oral 
receptive test, and an oral productive test. All three tests were administered at Time 1 and 
Time 2. To measure knowledge of written words, the reading vocabulary subtest from the 
Taaltoets Allochtone Kinderen [Language Test for Foreign Children] (Verhoeven & Vermeer, 
1986) was used. For each item (50 in total) students were presented with a single sentence in 
which one word was underlined. Students were asked to select, out of four options, the correct 
meaning of that underlined word. Although the test-name implies differently, the test was used 
for all students. Test score was equal to the number of correct answers. The sample-based 
Cronbach’s alpha was .82. 
Oral receptive vocabulary was measured with the Dutch version of the Peabody Picture 
Vocabulary Test (PPVT-III NL; Dunn, Dunn, & Schlichting, 2005). We used an adapted version in 
which the four picture-alternatives were presented next to each other in a booklet and students 
were asked to underline the correct picture after the experimenter read out the target word. 
With this adaption of the original test, we were able to administer the test group-wise instead 
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of individually. The items from sets eight until thirteen were used (72 items in total) and the 
test score was equal to the number of correct answers. The sample-based Cronbach’s alpha 
was .79.
To measure productive vocabulary, the vocabulary subtest of the Dutch version of the Wechsler 
Intelligence Scale for Children, third edition (WISC-III NL; Kort et al., 2005) was administered. 
Students were asked to provide definitional information for single target words increasing 
in difficulty (with a maximum of 35 items). Testing and scoring occurred using the official 
guidelines; for each item a score of zero, one, or two could be awarded and testing was 
terminated after four consecutive item scores of zero. 
4.2.2.3 Decoding 
Decoding was measured at both Time 1 and Time 2 using two standardized tests: a word 
reading task (Een Minuut Test (EMT) [One Minute Test]; Brus & Voeten, 1999) and a non-word 
reading task (Klepel; Van den Bos, Lutje Spelberg, Scheepstra, & De Vries, 1994). Two lists 
were presented to the students, one with 116 words and one with 116 non-words. Students 
were instructed to read the words and non-word as quickly and accurately as possible. After 
one minute for the word list and two minutes for the non-word list testing was terminated 
and test score was equal to the number of (non)words read correctly. Difficulty of the items on 
the word and non-word list gradually increased starting with simple CVC structured to more 
complex multi-syllable items. Cronbach’s alpha, as established by the test developers, was 
respectively .89 for the word reading task and .93 for the non-word reading task.   
4.2.2.4 Short-term memory 
Two tasks were used to measure short-term memory capacity at Time 1: one using high 
frequency one-syllable words and one using digits. In both span tasks, students were orally 
presented with a sequence of units (either words or digits) and were asked to remember the 
sequence and reproduce it. The words and digits were read to the students with a pace of one 
unit per second and a pause of one second between each unit. Difficulty of both tasks increased 
gradually from only two units per sequence to nine units per sequence. For each difficulty 
level students received three attempts and testing was terminated when all three attempts of 
one difficulty level were incorrect. The number of correctly recalled sequences comprised the 
scores for both tasks. Cronbach’s alpha was respectively .86 for the wordspan task and .74 for 
the digit span task, given that the missing scores were coded as incorrect.
4.2.2.5 Working memory
Working memory was assessed at Time 1 using two subtests: a listening span task and a 
reading span task. The span tasks used in the present study were developed by the second 
author and were also used in other studies (e.g., Muijselaar et al., 2017a, 2017b). The tasks 
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were an adaptation of the procedure proposed by Daneman and Carpenter (1980). For the 
listening task, series of simple semantically unrelated sentences were orally presented to 
students and students were asked to (1) semantically judge each sentence by, directly after 
reading or hearing the sentence, indicating whether it was true or false (example true: a car 
has a steering wheel; example false: you drive with a pen) and (2) remember the last word 
of each sentence. After the final sentence of each series, students were asked to repeat the 
remembered words in the correct order (e.g., wheel, pen). Testing started out relatively easy 
with only two sentences per series, but gradually increased to five sentences per series. For 
each level of difficulty, students received four attempts and testing was terminated after an 
incorrect response to all four attempts of one difficulty level. Test score was equal to the 
number of correctly recalled word-series. Cronbach’s alpha was .76, given that the missing 
scores were coded as incorrect.
The procedure of the reading span task was equal to that of the listening span task, with the 
difference that sentences were not orally presented to the students, but students had a booklet 
with written sentences in it and were asked to read those sentences aloud. After reading each 
sentence students again were asked to semantically judge it, remember the final word of each 
sentence, and recall these final words in the correct order after judging the final sentence of 
each series. During the semantic judgement, the sentence was visible for the participants, 
but during the recall of the words, the sentences were not visible anymore. Difficulty again 
increased from only two sentences to five sentences per series and again students received 
four attempts for each difficulty level. Testing was terminated after an incorrect response to 
all attempts of one difficulty level and test score was equal to the number of correctly recalled 
word-series. Cronbach’s alpha was .74, given that the missing scores were coded as incorrect.
4.2.2.6 Nonverbal reasoning
To measure nonverbal reasoning, students completed the Raven Standard Progressive 
Matrices (SPM; Raven, 1960) at Time 1. The SPM is a test in which incomplete visual patterns 
have to be completed by selecting the correct missing piece out of six or eight options. In total, 
the test consists of 60 visual patterns divided over five sets of increasing difficulty. Test score 
was equal to the number of correct answers. Cronbach’s alpha was .83.
4.2.3 Procedure
At Time 1 (start of Grade 4) tests (reading comprehension, vocabulary, decoding, short-term 
memory, working memory, and nonverbal reasoning) were divided over three group-wise and 
two individual sessions. At Time 2 (mid Grade 5), tests (reading comprehension, vocabulary, 
and decoding) were administered during two group-wise sessions and one individual session. 
Finally, at Time 3 (end Grade 5), tests (reading comprehension) were divided over two group-
wise sessions. Each test administered during the group-wise sessions took between 30 and 
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40 minutes, with a short break between the tests administered during the same session. Tests 
were administered by the first and second author and by trained research assistants. Group-
wise sessions took place in the students’ own classrooms; individual testing was carried out in 
a quiet separate room in the school. 
4.2.4 Data analyses 
All analyses reported in the current study were performed using the open source statistical 
program R (R Core Team, 2016). To answer the research questions, three steps were 
undertaken. First two Confirmatory Factor Analyses (CFA’s), using the lavaan function of the 
lavaan package (Rosseel, 2012), were performed to confirm the measurement model for Time 
1 and Time 2. Results of these CFAs are presented in the results-section. Second, to examine 
to what extent lexical quality (decoding and vocabulary) influenced reading comprehension 
development, a structural path analysis was conducted using the lavaan function of the lavaan 
package (Rosseel, 2012). Finally, to examine to what extent cognitive factors influence reading 
comprehension development above and beyond the linguistic determinants, a second path 
analysis was performed including the lexical quality measures and measures of short-term 
memory, working memory, and nonverbal reasoning. 
Prior to the analyses, a missing data analysis was performed. Only 0.8% of the data (55 out of the 
total 6713 test scores) were missing. Visual inspection of the missing value patterns indicated 
that data are missing completely at random. Results of Little’s MCAR test (performed using 
the LittleMCAR function from the BaylorEdPsych package; Beaujean 2012) support this claim: 
χ2 (286) = 310.77, p = .15. By default, missing data are deleted listwise when using the lavaan 
function, however, since data are missing at random we used case-wise (i.e., full information) 
maximum likelihood estimation. In addition, a robust estimator (maximum likelihood estimation 
with standard errors based on the first-order derivatives and a conventional test statistic) was 
used. Model fit of the CFA’s and the path models were evaluated using the following fit indices: 
χ 2 (non-significant values indicate satisfactory fit), RMSEA (< .06 indicates satisfactory fit), GFI 
( > .90 indicates satisfactory fit), NFI ( > .90 indicates satisfactory fit), CFI ( > .90 indicates 
satisfactory fit), AGFI ( > .90 indicates satisfactory fit) (Hu & Bentler, 1999).  
4.3 RESULTS
Descriptive statistics on the linguistic and cognitive measures assessed at Time 1, Time 2, 
and Time 3 are presented in Table 4.1. Multiple paired t-tests with Holm-Bonferroni correction 
showed that between Time 1 and Time 2 students’ decoding abilities (respectively t(281) = 20.04, 
p < .001 for words and t(281) = 15.93, p < .001 for non-words), written receptive vocabulary (t(278) 
= 26.08, p < .001), oral receptive vocabulary (t(273) = 23.32, p < .001), oral productive vocabulary 
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(t(275) = 16.87, p < .001), and reading comprehension as measured with a standardized test 
(t(278) = 15.22, p < .001) significantly improved. Due to the fact that tests used to assess 
expository and narrative reading comprehension only partly overlapped for each measurement 
occasion, it can only be concluded that, with respect to expository reading comprehension 
students showed a significant growth between Time 1 and Time 3 (t(272) = 12.83, p < .001) and 
that with respect to narrative reading comprehension, no significant growth was evidenced 
between Time 2 and Time 3 (
(274) = -0.58, p = .57).  
4.3.1 Correlations and CFA’s
Table 4.2 presents correlations between all linguistic and cognitive measures administered at 
Time 1, Time 2, and Time 3. Correlation coefficients indicated moderate to strong correlations 
between the reading comprehension measures (r’s > .41), strong correlations between the 
vocabulary measures (r’s > .51), strong correlations between the decoding measures (r’s > .63), 
a strong correlation between the two short-term memory measures (r = .55), and a moderate 
correlation between the two working-memory measures (r = .42). 
First step in answering the research questions was to confirm the factor structure at Time 
1 and Time 2. Therefore, two CFA’s were performed (Figure 4.2). Results indicated that the 
Time 1 model – with the three Time 1 measures of reading comprehension comprising the 
reading comprehension factor, the three Time 1 measures of vocabulary comprising the 
vocabulary factor, the two Time 1 decoding measures comprising the decoding factor, the two 
short-term memory measures comprising the short-term memory factor, the two working 
memory measures comprising the working memory factor, and correlations between all 
factors – fitted the data very well (χ 2 (45) = 57.77, p = .10, RMSEA = .03, GFI = .97, NFI = .97, CFI 
= 0.99, AGFI = .93). The correlation between the reading comprehension and the vocabulary 
factors and the correlation between the short-term memory and working memory factors was 
very high (respectively .88 and .90). The model with the three Time 2 measures of reading 
comprehension comprising the reading comprehension factor, the three Time 2 measures of 
vocabulary comprising the vocabulary factor, the two Time 2 decoding measures comprising 
the decoding factor, and correlations between all factors also fitted the data very well (χ 2 (17) 
= 30.26, p = .03, RMSEA = .05, GFI = .97, NFI = .97, CFI = .99, AGFI = .93). Again, the correlation 
between the reading comprehension and vocabulary factor was high (.94). 
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Table 4.1 Descriptive Statistics for All Measures Administered at Time 1, Time 2, and Time 3
N Mean (SD) Skewness Kurtosis
Expository reading comprehension Time 1 (GT) 280 8.14 (3.50) -0.05 -0.71
Time 2 (AA) 280 12.92 (2.37) 0.00 -0.55
Time 3 (GT) 282 10.55 (3.71) -0.08 -0.23
Narrative reading comprehension Time 1 (EP) 282 11.08 (3.99) -0.48 -0.44
Time 2 (LC) 280 12.00 (3.27) -0.05 -0.71
Time 3 (LC) 280 11.93 (3.21) 0.00 -0.55
Standardized reading comprehension Time 1 (456) 280 26.22 (6.14) 0.00 -0.55
Time 2 (456) 282 30.55 (6.66) -0.08 -0.23
Time 3 (56) 280 25.70 (6.63) -0.15 -0.32
Written receptive vocabulary Time 1 280 26.92 (7.01) -0.15 -0.32
Time 2 281 34.55 (7.62) -1.32  4.37
Oral receptive vocabulary Time 1 282 34.71 (6.02) -0.08 -0.23
Time 2 280 42.00 (6.51) -0.15 -0.32
Oral productive vocabulary Time 1 278 31.38 (5.83) -0.48 1.43
Time 2 282 36.95 (6.39) 0.34 0.17
Word decoding Time 1 282 61.23 (13.13) 0.03 -0.27
Time 2 282 72.95 (15.62) 0.28 -0.38
Non-word decoding Time 1 282 52.48 (16.30) 0.28 -0.38
Time 2 278 63.56 (18.07) -0.48 1.43
Working Memory: Listening Time1 282 4.90 (2.25) 0.34 0.17
Working Memory: Reading Time 1 278 6.62 (2.08) -0.23 0.19
Short-term memory: Words Time 1 282 9.75 (1.64) 0.53 0.40
Short-term memory: digits Time 1 278 11.09 (2.06) 0.41 -0.28
Nonverbal reasoning Time 1 280 42.05 (6.13) -0.82 1.35
Note. GT = The giant tooth mystery, AA = Antarctica: The Land of Ice, EP = Enemy Pie, LC = Little Lump of 
Clay, 456 = standardized reading test for students in grade 4, 5, and 6, 56 = standardized test for students 
in grade 5 and 6
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4.3.2 Developmental relation between lexical quality and reading 
comprehension
Structural path modeling, using factor scores, was used to examine the extent to which 
lexical quality influences reading comprehension development. The initial model included 
(1) autoregressive and cross-lagged paths between decoding, vocabulary, and reading 
comprehension Time 1 and Time 2; (2) paths from decoding, vocabulary, and reading 
comprehension Time 2 to reading comprehension Time 3; and (3) (residual) covariances 
between the factors at Time 1 and Time 2. Results indicated that this initial model did not 
adequately fit the data (χ 2 (3) = 31.28, p < .001, RMSEA = .18, GFI = .96, NFI = .98, CFI = .98, 
AGFI = .51). To improve the model, a direct path from reading comprehension Time 1 to reading 
comprehension Time 3 was added. Adding this path was a significant improvement (∆χ 2 (1) = 
30.67, p < .001) and this model adequately fitted the data (χ 2 (2) = 0.607, p = .74, RMSEA = .00, 
GFI = .99, NFI = 1.00, CFI = 1.00, AGFI = .90). See Figure 4.3 (panel a) for the final model. 
The autoregressive paths for decoding, vocabulary, and reading comprehension were all 
significant, and the large path coefficients all indicated that individual differences at the start 
of fourth grade prevailed throughout fourth and fifth grade. The direct path from reading 
comprehension Time 1 to reading comprehension Time 3, in addition to the path from Time 
1 to Time 2 and the path from Time 2 to Time 3, indicated that reading comprehension skill 
measured at times 1 influences performance on reading comprehension Time 3.  The cross-
lagged paths between vocabulary and reading comprehension were all significant, indicating 
that the relation between vocabulary and reading comprehension is reciprocal. In other words, 
vocabulary influences reading comprehension development and reading comprehension 
influences vocabulary development. The cross-lagged paths to and from decoding were 
not significant, indicating that decoding skills did not influence vocabulary and reading 
comprehension development and that vocabulary and reading comprehension did not influence 
decoding development. Covariances between the factors at Time 1 were all significant. In 
addition, the residual covariance between vocabulary and reading comprehension at Time 2 
was also significant. 
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Figure 4.2 Results of the CFA’s performed to confirm the factor structure at the start Grade 4 (Time 1; left 
panel) and mid through Grade 5 (Time 2; right panel).
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4.3.3 Cognitive precursors 
A second path model was fitted to examine to which extent the cognitive factors influence 
the development of the lexical quality markers (decoding and vocabulary) and reading 
comprehension skill. The model included: (1) autoregressive and cross-lagged paths between 
decoding, vocabulary, and reading comprehension Time 1 and Time 2; (2) paths from decoding, 
vocabulary, and reading comprehension Time 2 to reading comprehension Time 3; (3) path 
from reading comprehension Time 1 to reading comprehension Time 3; (4) paths from short-
term memory, working memory, and nonverbal reasoning to decoding, vocabulary, and reading 
comprehension at Time 1; (5) paths from short-term memory, working memory, and nonverbal 
reasoning to vocabulary and reading comprehension Time 2; and (6) (residual) covariances 
between the factors at Time 1 and Time 2. Results indicated that this model adequately fitted 
the data (χ 2 (11) = 7.18, p = .52, RMSEA = .00, GFI = .99, NFI = 1.00, CFI = 1.00, AGFI = .92). See 
Figure 4.3 (panel b) for the final model.
All paths significant in the first model, examining the influence of lexical quality on reading 
comprehension development, remained significant. In addition, results indicated that 
working memory capacity and nonverbal reasoning skills predicted vocabulary and reading 
comprehension skills at Time 1. In combination with the significant reciprocal relations 
between reading comprehension and vocabulary, it can be assumed that working memory 
and nonverbal reasoning skills indirectly affected reading comprehension through vocabulary 
and vice versa. In addition, a direct path from nonverbal reasoning to reading comprehension 
Time 2 was also significant, indicating that nonverbal reasoning skills influenced reading 
comprehension development directly. Short-term memory capacity did not predict vocabulary 
and reading comprehension at Time 1, but it did, however, predict decoding skills at Time 1. 
Other paths from the cognitive factors to Time 1 and Time 2 measures of lexical quality and 
reading comprehension were not significant. 
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Figure 4.3 Path models with standardized path coefficients. The top panel presents results of the first path 
analysis, examining the influence of lexical quality on reading comprehension development. The bottom 
panel presents results of the second path analysis, examining to what extent reading comprehension 
development can be predicted by cognitive factors, on top of lexical quality.
Note. Only significant paths and (residual) covariances between factors are presented.
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4.4 DISCUSSION
The aim of the present study was twofold. First, we were interested in the developmental relations 
between markers of lexical quality and reading comprehension skills of Dutch students in the 
intermediate elementary grades. Second, we were interested in the effects of cognitive factors 
(short-term memory, working memory, and nonverbal reasoning) on the development of lexical 
quality and reading comprehension. Results clearly indicate a reciprocal relation between 
reading comprehension and vocabulary development. In addition, direct effects of working 
memory and nonverbal reasoning on concurrent vocabulary and reading comprehension were 
evidenced and nonverbal reasoning directly influenced reading comprehension development. 
Finally, indirect effects of working memory and nonverbal reasoning on the development of 
reading comprehension and vocabulary were also present. 
Consistent with previous studies (e.g., Verhoeven et al., 2011; Verhoeven & Van Leeuwe, 2008), 
we found that individual differences in decoding, vocabulary, and reading comprehension 
prevailed throughout fourth and fifth grade, demonstrating that, although students did show 
absolute growth, these skills remain relatively stable. For reading comprehension both the 
direct autoregressive effects (Time 1 to Time 2 and Time 2 to Time 3) were significant, as 
well as the effect from Time 1 to Time 3, indicating that individual differences in reading 
comprehension skill had a high degree of stability over time. Significant covariations between 
decoding and reading comprehension and between vocabulary and reading comprehension at 
Time 1 support the Lexical Quality Hypothesis and demonstrate that reading comprehension 
skill is affected by both decoding and vocabulary skills for students in Grade 4. However, at 
Time 2 (halfway through Grade 5), reading comprehension was only affected by vocabulary 
skills; the covariance between decoding and reading comprehension was not significant. Both 
skills will be discussed in more detail below. 
In the current study, we provided evidence for a reciprocal relation between vocabulary 
and reading comprehension skill. These results are consistent with previous studies (e.g., 
Verhoeven et al., 2011; Verhoeven & Van Leeuwe, 2008) and demonstrate that, on the one 
hand, vocabulary influences reading comprehension development and that, on the other hand, 
reading comprehension also influences vocabulary development. Reading comprehension 
is facilitated by knowledge of words in the text (Perfetti & Hart, 2002). Understanding of a 
text improves as vocabulary size and quality of stored word representations increases (e.g., 
Brinchmann et al., 2015; Ouellette, 2006; Ouellette & Beers, 2010; Richter et al., 2013). With 
respect to vocabulary, Wagner, Muse, and Tannenbaum (2007) have suggested that, especially 
beyond the primary elementary grades, incidental word learning provides the primary means of 
vocabulary development. Incidental word learning refers to the process in which students learn 
new word meanings through the context in which a novel word is encountered. Well-developed 
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reading comprehension skills therefore seem to be important in learning new words. In their 
study, Cain, Oakhill, and Lemmon (2004) have evidenced that poor comprehenders show more 
difficulties with inferring new word meanings from context as compared to readers with good 
reading comprehension skills. 
We found that decoding, as a second critical determinant of reading comprehension according 
to the Lexical Quality Hypothesis, was related to reading comprehension skill, as evidenced by 
the significant residual covariance at the start of Grade 4. However, halfway through Grade 5, 
the covariance between decoding and reading comprehension did not longer reach significance, 
indicating that decoding did not longer affect reading comprehension skills. In contrast to 
what was predicted, results of the current study suggest that decoding does not influence 
reading comprehension development of Dutch children in the intermediate grades. Although 
these results contradict the Simple View of Reading (Hoover & Gough, 1990), which states that 
reading comprehension is the product of decoding and language comprehension, these results 
fit with the notion that as children develop better decoding skills, reading comprehension is 
more constrained by vocabulary skill (Verhoeven & Van Leeuwe, 2008), especially for languages 
with a transparent orthography such as Dutch. More research is warranted to explore different 
theories on reading comprehension (development) (e.g., Simple View of Reading and Lexical 
Quality Hypothesis) and examine which factors affect reading comprehension at which stages 
in the development and what differences might be present for studies using transparent and 
opaque languages.  
With respect to the cognitive factors, nonverbal reasoning and working memory directly 
predicted concurrent reading comprehension skill and vocabulary, indicating that children with 
more working memory capacity and better developed nonverbal reasoning skills are better 
able to comprehend written texts and have better developed vocabularies as compared to 
children with less working memory capacity and less developed nonverbal reasoning skills. 
These results are in line with results from previous studies (e.g., Cain, 2006; Fuchs et al., 
2012). Short-term memory only predicted concurrent decoding skills (in line with e.g., Van 
den Boer et al., 2014), but not concurrent vocabulary as we had hypothesized. This second, 
not significant result, is in contrast with those of for instance Gathercole and Baddeley (1989, 
1990, 1993). Future research should shed more light on these contrasting results and on how 
short-term memory does (or does not) predict individual variation in reading comprehension 
skill. The observation that working memory did predict concurrent reading comprehension, but 
short-term memory did not is in line with the results of Carretti et al. (2009). They concluded, 
based on their meta-analysis, that complex span tasks were more strongly related to reading 
comprehension skill as compared to simple span tasks. More interesting, however, is the 
finding that nonverbal reasoning skills directly influence reading comprehension development. 
In addition, due to the reciprocal relation between vocabulary and reading comprehension, 
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there was also evidence for indirect effects of working memory and nonverbal reasoning on 
reading comprehension and vocabulary development through respectively vocabulary and 
reading comprehension. These results indicate that the development of reading comprehension 
and vocabulary is indirectly influenced by working memory capacity and nonverbal reasoning. 
Fuchs et al. (2012) have suggested that these skills might be involved in drawing inferences. 
Drawing accurate inferences is crucial for comprehension, since not all information needed to 
come to the true meaning can be explicitly stated in the text. Previous studies have shown that 
inference skills are positively related to reading comprehension (Oakhill et al., 2003) and that 
inference skills influence reading comprehension development and vice versa (Oakhill & Cain, 
2012). More longitudinal research including measures of (nonverbal) reasoning (or deductive 
skills), inference generating, and lexical quality is warranted to examine their influence on 
reading comprehension development in more detail. 
On a more theoretical note, research on different entities of reasoning in relation to reading 
comprehension would be insightful. Some indicate that reasoning is not a single entity and 
that distinctions can be made between sequential, quantitative, and inductive reasoning with 
joint variance between them (see Lohman & Lakin, 2011 for a summary). Raven typically has 
been considered as a test measuring inductive skills. However, it seems likely that sequential 
reasoning skill (the ability to mentally process and organize information usually measured 
using verbal tasks) might impact and influence reading comprehension as well. More research 
on the impact of both sequential and inductive reasoning and how they differ or overlap is 
warranted to better understand the relation between reasoning and reading skills. 
The results of the current study have some theoretical and practical implications. Theoretically, 
we have shown that reading comprehension development does not only rely on lexical quality, 
but also on cognitive factors such as reasoning and working memory. Future research on the 
development of reading comprehension would benefit from including both lexical and cognitive 
measures. As to the question how reading comprehension difficulties develop, findings from the 
current study indicate that not only linguistic factors should be examined (as often is done now, 
both in research and practice), but that cognitive factors might also play a role in the development 
of these problems. More practically, the current study again shows the influence of lexical 
quality (especially vocabulary) on reading comprehension development. In classroom settings, 
children should be stimulated to improve their vocabulary knowledge in order to improve their 
reading comprehension skills and vice versa. Finally, results showed that reasoning skills both 
directly and indirectly (through vocabulary) influence reading comprehension development. 
Previous research has suggested that reasoning plays a role in generating inferences, which 
is important in reading comprehension, especially when texts become more complex. In the 
current study, we used a nonverbal task. Interventions stimulating deductive skills (both verbal 
and nonverbal), therefore, might improve reading comprehension skill. Studies examining 
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how this can be accomplished are warranted. For educational purposes, poor comprehenders 
would benefit from situations in which the demand on deductive skills would be decreased. 
Using texts in which relations are stated more explicitly or the use of for example visual display 
of the content might benefit the poor comprehenders. Studies examining how this can be 
accomplished, again, are warranted.
The findings of this study must be placed in the context of some limitations and future research 
is necessary to gain more insight in how cognitive factors influence reading comprehension 
development. First, although we administered different tests to capture the complex nature 
of reading comprehension, we used component scores for the analyses. More fine-grained 
research is necessary to examine whether the same pattern of results holds for different types 
of reading comprehension. Expository and narrative texts, for instance, differ in information 
presented in the text (more daily life events in narrative and more information providing in 
expository), number of unknown words (larger in expository), and types of inferences that have 
to be generated to understand the text (Gardner, 2004; Graesser, McNamara, & Louwerse, 2003; 
Graesser, Singer, & Trabasso, 1994). Second, although we used a longitudinal design with three 
measurement occasions, the time between measurement 1 (start Grade 4) and 2 (mid Grade 
5) was substantially longer as compared to the time between measurement occasion 2 (mid 
Grade 5) and 3 (end Grade 5). This difference might have influenced our results. A replication 
of the present study, with equal gaps between measurement occasions and preferably final 
measures in Grade 6 (final grade of elementary school in the Netherlands), is warranted. 
Related, we have chosen to examine the development of reading comprehension of students 
in the intermediate elementary grades because this period marks a critical transition point. 
To gain more insights in how linguistic and cognitive factors influence reading comprehension 
development and how reading comprehension and the cognitive factors influence decoding 
and vocabulary development in different stages of development (before and after the transition 
point), longitudinal research following children from the start of elementary school all the way 
through sixth grade (or even longer) is warranted. Previous research has shown that in early 
years, reading comprehension is very constrained by decoding, but that later on vocabulary 
becomes the primary constraining factor, as decoding becomes an automated skill (e.g., 
Verhoeven & Van Leeuwe, 2008). Both from a theoretical and practical point of view, it would be 
helpful to know which factors influence each other in which stages of the development. Finally, 
previous research has shown that structural relations might differ between linguistically and 
culturally diverse groups (cf. Droop & Verhoeven, 2003). Research examining these differences 
in structural relations is warranted in order to improve our understanding of developmental 
differences and consequently improve education.  
To conclude, the current study has shown that for Dutch children in the intermediate elementary 
grades, vocabulary, but not decoding, influences reading comprehension development. 
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Additionally, it can also be concluded that reading comprehension skill influences vocabulary 
development. With respect to the cognitive factors, we argued that both working memory and 
nonverbal reasoning influence reading comprehension and vocabulary and the development 
of these skills, either directly or indirectly. Especially nonverbal reasoning plays an important 
role. These results highlight the importance of both lexical and cognitive factors in reading 
comprehension development. 
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CHAPTER 5
Word-to-text integration intervention effects on 
reading comprehension and reading vocabulary in the 
intermediate elementary grades
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ABSTRACT
In the current study, the effects of a word-to-text integration intervention on reading 
comprehension and vocabulary achievements of students in the intermediate elementary 
grades were examined using a randomized controlled trial pretest posttest follow-up design. 
During the 18-week intervention, 198 fourth grade students were, each week, first familiarized 
with the difficult words in the text and then completed assignments aimed at actively 
integrating single words into text propositions and a representation of the text (i.e., word-to-
text integration); 288 students in the control condition continued with their business as usual. 
By means of a linear mixed-effects approach, effects on vocabulary (intervention based and 
standardized) and reading comprehension (expository and narrative) were examined. We 
found that directly after the intervention, students who received the intervention outperformed 
students in the control condition on intervention based reading vocabulary and expository 
reading comprehension. Six months later, the effect on intervention based reading vocabulary 
still prevailed. It is concluded that the intervention is an effective tool for prolonged vocabulary 
learning and in enhancing expository reading comprehension on the short-term. Implications 
of the current study are discussed. 
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5.1 INTRODUCTION
Reading comprehension interventions have generally focused on top-down strategy skills (e.g., 
National Reading Panel, 2000; Palincsar & Brown, 1984; Spörer & Brunstein, 2009). However, 
in order to be successful in applying most of these strategies, readers first have to be capable 
of identifying single words and integrating these words into a continuously updated mental 
model of the text. These integration processes are commonly referred to as word-to-text 
integration (Perfetti & Stafura, 2014). Although word-to-text integration interventions focusing 
on integrating text elements in perspective of constructing text models can be seen as very 
promising, the effects of such interventions have seldom been studied. In the present study, we 
examined the effectiveness of a word-to-text integration intervention developed for students in 
the intermediate elementary grades.
5.1.1 Reading comprehension processes                
To understand the basics of reading comprehension, different theories have been proposed. 
Probably the most influential is the Simple View of Reading (SVR), which is a product oriented 
model, in which the outcome of the reading process has a central role (e.g., Hoover & Gough, 
1990; Tilstra, McMaster, van den Broek, Kendeou, & Rapp, 2009; Verhoeven & Perfetti, 2008). 
According to the SVR, reading comprehension is the product of word decoding, the ability to 
convert graphemes into phonemes, and linguistic comprehension, the ability to process and 
comprehend orally presented information. Although the SVR is widely used in both research 
and practical settings, it ignores the process of how readers go from reading single words to 
comprehending the text as a whole. Considering the process, reading comprehension requires 
different bottom-up and top-down skills, acting both incrementally and in parallel (Kintsch, 
1988; Ouellette & Beers, 2010; Perfetti & Stafura, 2014; Verhoeven & Perfetti, 2008). 
The first step in comprehending written text is word identification, a process that requires the 
reader to decode words and retrieve semantic information from memory. Fast and accurate 
identification of words reduces cognitive load which can then be used for comprehension 
processes (e.g., De Jong & Van der Leij, 2002; LaBerge & Samuels, 1974; Perfetti, 1992; 
Stanovich, 2000; Verhoeven & Van Leeuwe, 2008) and is dependent on how well word 
representations are specified. According to the Lexical Quality Hypothesis (LQH; Perfetti, 2007; 
Perfetti & Hart, 2002), each lexical representation consists of three chunks of information: 
orthography (how to write), phonology (how to pronounce), and semantics (meaning). Quality of 
a representation is high when these constituents are well specified (e.g., when someone knows 
very well how to write and pronounce a word and knows what its meaning is) and when these 
constituents are tightly bound together. Numerous studies have indicated a strong association 
between reading comprehension on the one hand and the number of available representations 
(cf. Ouellette, 2006; Ouellette & Beers, 2010; Verhoeven & Van Leeuwe, 2008) and quality of 
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these representations on the other hand (Brinchmann, Hjetland, & Lyster, 2015; Perfetti & 
Hart, 2002; Richter, Isberner, Naumann, & Neeb, 2013; Verhoeven & Van Leeuwe, 2008; Swart 
et al., 2017). 
The ability to identify single words is not enough to understand a written text. To arrive at 
comprehension, different elements – such as text propositions and relevant prior knowledge 
– need to be integrated into sentences and subsequently integrated in a continuously updated 
model of the text (Perfetti & Stafura, 2014; Perfetti, Yang, & Schmalhofer, 2008; Stafura & 
Perfetti, 2014; Verhoeven & Perfetti, 2008). This text model reflects how text elements (i.e., 
propositions) are organized and related to each other. However, not all information needed to 
truly understand the text can be stated in the text. Integration of prior knowledge into this text-
model is required to go from shallow comprehension solely based on information stated in the 
text, to deeper understanding of the message conveyed in the text (Gerrig & McKoon, 1998; 
Kintsch & Van Dijk, 1978; Van den Broek, Risden, Fletcher, & Thurlow, 1996). Word-to-text 
integration, or in other words the process of connecting a word’s meaning to a representation 
of the text, is crucial in creating such a text model (Perfetti et al., 2008). Previous research 
with adults has shown that skilled readers are better able to accurately complete these word-
to-text integration processes as compared to less skilled readers (Guthrie, 2004; Perfetti et 
al., 2008; Yang, Perfetti, & Schmalhofer, 2005, 2007). It has been suggested that deficits in 
integration processes can be linked to low lexical quality (Perfetti et al., 2008). Information from 
the semantic constituent is used during integration, enabling readers to connect a word to a 
previously constructed text representation. Readers with many high-quality representations 
are able to activate more semantic knowledge, making it easier to integrate and update 
the text model. Without continuously integrating relevant prior knowledge – including topic 
specific information and knowledge on text structures – with the text-model build up thus far, 
understanding of the text will be shallow (e.g., Graesser, Singer, & Trabasso, 1994). These 
identification and integration processes require domain-general abilities, such as short-
term memory and nonverbal reasoning (Fuchs et al., 2012; Nation, Adams, Bowyer-Crane, & 
Snowling, 1999).
To summarize, comprehending written text is a complex incremental process involving (1) word 
identification, (2) the integration of information stated in the text to come to a coherent and 
adequate text-model, and (3) the integration of relevant prior knowledge to come to a situation 
model. Reading comprehension is therefore not only dependent on the availability of single 
word meanings but also on the skills readers possess to integrate these single words into text 
propositions and combine these text propositions into a coherent mental representation of 
the text. When a reader fails in one or more of these steps, comprehension of the text will be 
shallow or not present at all. 
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5.1.2 Reading comprehension interventions
Intervention studies on improving reading comprehension skills, often include top-down 
strategy instruction or bottom-up vocabulary enhancing activities (e.g., National Reading 
Panel, 2000). Different studies showed that interventions teaching multiple comprehension 
strategies (such as predicting, clarifying, summarizing, and questioning) to students in the 
elementary grades can be effective in enhancing text comprehension (e.g., Droop, Van Elsäcker, 
Voeten, & Verhoeven, 2016; National Reading Panel, 2000; Spörer, Brunstein, & Kieschke, 
2009). However, to be able to use most of these strategies, single word meanings have to be 
known and at least some kind of mental representation has to be present. It can therefore be 
argued that interventions focusing on vocabulary and integration processes might be effective 
in enhancing the ability to comprehend written text as well.   
Vocabulary knowledge is essential for reading comprehension and although teaching word 
meanings can be achieved via a variety of relatively easy instructional strategies (e.g., 
providing definitions and “drill and practice” methods), not all vocabulary instruction programs 
are effective in enhancing reading comprehension (Baumann, 2009; Nagy, 1988). Stahl and 
Fairbanks (1986) suggested that vocabulary instructions should include three aspects in 
order to be effective in promoting passage comprehension: (1) instruction should provide both 
definitional and contextual information, (2) instruction should include more than one encounter 
with the target word, and (3) instruction should include high levels of word processing, such as 
generative processing, or the production of novel responses. 
Different attempts have been made to enhance reading comprehension via vocabulary 
instruction. Systematic reviews, examining vocabulary interventions with reading 
comprehension outcomes, indicated that there is little evidence that vocabulary interventions 
(both direct teaching of word meanings and teaching of word-learning strategies) improve 
generalized reading comprehension (Elleman, Lindo, Morphy, & Compton, 2009; Wright & 
Cervetti, 2016). Few studies did succeed in enhancing comprehension ability through vocabulary 
(related) instruction. Both Lesaux, Kieffer, Faller, and Kelley (2010) and Brinchmann et al. 
(2015) developed interventions in which vocabulary instruction was embedded in a meaningful 
context (expository texts) and activities required higher levels of processing (e.g., reading 
articles and discussing target words, creating definitions, answering text-based questions, and 
writing paragraphs using the specific target words). Significant program effects were found for 
standardized measures of reading comprehension in both studies. Both Lesaux et al. (2010) 
and Brinchmann et al. (2015) indicated that, amongst others, discussion of the text-activities 
(including discussion on how words were related) not only resulted in vocabulary growth 
but that it also resulted in a more meaning-oriented way of reading. Although these more 
integration-oriented approaches seem promising, to our knowledge, interventions explicitly 
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training these word-to-text integration skills have not been carried out, or at least have not 
been documented.  
In sum, results from previous attempts to enhance reading comprehension showed that 
vocabulary oriented interventions should be embedded in a meaningful context with high 
levels of word-processing. Although it has been evidenced that knowing words is not enough 
to understand a text and that to arrive at text comprehension readers actively have to use 
word-to-text integration skills, this phase in comprehending written text has been neglected in 
intervention research. Where students are directly taught how to decode words and how to use 
word-solving strategies, students often do not receive instruction on how to apply word-to-text 
integration skills, or to be more explicit, how to connect the meaning of a word, as it is read, 
to a representation of the text. This phase seems crucial in comprehending written text and 
might explain why solely teaching vocabulary often does not enhance reading comprehension 
skill. With the intervention presented in the current study we aimed at enhancing reading 
comprehension skill by explicitly training word-to-text integration skills.  
5.1.3 Present study
The present study evaluated a newly designed reading comprehension intervention, aimed 
at improving word-to-text integration skills. Word-to-text integration refers to the process of 
actively integrating single word meanings into text propositions and a representation of the text 
as a whole. A clustered randomized controlled trial pretest posttest follow-up design was used. 
The word-to-text integration intervention (from now on WTTI intervention) was designed for 
students in the intermediate grades of elementary school, the phase in which students normally 
have acquired automatized word decoding skills. Students in the experimental condition 
completed (1) assignments to familiarize them with difficult words they encountered in the texts 
used in the intervention and (2) assignments aimed at improving reading comprehension skills 
by focusing on word-to-text integration processes. Students in the control condition continued 
with their business as usual. Both before (pretest), directly after (posttest), and six months 
after finishing the intervention (follow-up), students completed an expository and narrative 
reading comprehension test, and both a WTTI intervention-based and standardized vocabulary 
test to examine the impact of the WTTI intervention. To be able to control for some well-known 
predictors of reading comprehension skill, measures of decoding, short-term memory, and 
nonverbal reasoning skill were also administered during pretest. 
With respect to the impact of interventions, Lesaux, Kieffer, Kelley, & Harris (2014) have 
suggested that “while an overall estimation of a treatment’s effect provides an indication of 
its effectiveness at the population level, it does not shed light on the relative efficacy of the 
approach. Investigating its effect as a function of variability in students’ skills … is essential to 
improving the match between instruction and students’ needs” (pp. 7). Therefore, additional 
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analyses were performed to examine whether the impact of the WTTI intervention differed 
for students with different levels of pretest decoding skill, vocabulary size, and generalized 
reading comprehension ability. The present study was carried out to answer the following 
research questions:
1.  (a)  What is the effect of the WTTI intervention on an intervention-based reading vocabulary 
test and a standardized vocabulary test?
     (b)  What is the effect of the WTTI intervention on standardized tests of expository and narrative 
reading comprehension?
2.  Are there differential effects of the WTTI intervention due to individual differences in decoding, 
vocabulary, and reading comprehension measured at pretest?
With respect to question one, we expected that students in the experimental condition would 
know more words taught during the WTTI intervention as compared to students in the control 
condition both on the short term and long term. Performance on the standardized measure 
will inform us whether the WTTI intervention also enhances incidental word learning. It has 
been suggested that, especially beyond the primary grades, vocabulary growth mainly occurs 
through incidental word learning (Wagner, Muse, & Tannenbaum, 2007). Although incidental 
word learning was not part of the intervention itself, it could be the case that changes in 
reading behavior resulted in enhanced incidental word learning and that students in the 
experimental condition showed more progress on the standardized measure of vocabulary as 
compared to students in the control condition. Regarding reading comprehension, we expected 
to find differences between the experimental and control condition (in favor of the experimental 
condition) on expository reading comprehension, but not on narrative reading comprehension, 
because the entire WTTI intervention only uses expository texts. Finally, with respect to question 
two, we expected that, since the intervention was adapted to individual needs (see method 
section), the impact of the intervention effects would not differ for students irrespective of 
individual differences in decoding skill, vocabulary size, and reading comprehension skill 
measured at pretest. 
5.2 METHOD
5.2.1 Participants 
The participant group consisted of 22 school classes, with in total 486 students (255 boys and 
231 girls). Schools were located throughout the Netherlands, in both urban and more rural 
areas. Mean age of all students was 9;7 years (SD = 5.27 months). In total, nine classes were 
randomly assigned (see below for information on randomization procedure) to the experimental 
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condition (198 students; 89 girls) and 13 classes were assigned to the control condition (288 
students; 142 girls). Only 4% of the students were born outside the Netherlands. 
Stratified randomization was used to assign schools to either the experimental or control 
condition. Since the schools assigned to the control condition would also participate in a 
longitudinal study on reading comprehension development, slightly more schools were 
assigned to the control condition. With respect to the randomization, clusters of two or three 
schools were created with schools within a cluster being matched on percentage of students 
born outside the Netherlands, the average level of parental education, and the school’s 
language score on the language part of the Final Test for primary education (Cito, 2012; 
Centraal Instituut Toetsontwikkeling, [Dutch National Institute for Assessment in Education]). 
Within each cluster, schools were randomly assigned to the experimental or control condition 
(for clusters with three schools, two schools were assigned to the control condition). Checks 
performed after randomization indicated that there were no differences between the groups 
concerning the program classes used for their reading comprehension instruction, the amount 
of time spent on reading comprehension instruction on a weekly basis, the region in which the 
school was located (north, mid, south), and the number of children per class. 
5.2.2 Materials
Different tests were used to measure reading comprehension skill, vocabulary, decoding skill, 
short-term memory capacity, and nonverbal reasoning skill. Not all tests were administered 
at all three measurement occasions. Table 5.1 gives an overview of the administered tests 
for each measurement occasion. For all measures, internal consistency is reported. Where 
possible, consistencies were obtained from the information provided by the test developers. 
When no reliability information was provided in test manuals, sample-based consistencies 
were calculated. 
5.2.2.1 Reading comprehension
It has been shown that comprehension of texts of different structures (i.e., expository vs 
narrative) require different skills (e.g., Best, Floyd, & McNamara, 2008; Saenz & Fuchs, 2002). 
In the intervention only expository texts were used. Therefore, we measured expository reading 
comprehension to examine the impact of the WTTI intervention. However, to gain insight in 
whether effects of the WTTI intervention transferred to narrative reading comprehension, 
students also completed measures of narrative reading comprehension. To control for pretest 
reading comprehension skills, students also completed a standardized short-text reading 
comprehension test.
To measure expository and narrative comprehension, different subtests from the Progress 
in International Reading Literacy Studies (PIRLS) Reading Literacy Test-2011 (International 
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Association for the Evaluation of Educational Achievement (IEA), 2011) were used. Each 
test consisted of one text, with both open-ended and multiple-choice questions. Open-
ended questions were worth either one, two, or three points based on the difficulty of the 
questions and quality of the answer and were scored by trained research assistants. Intraclass 
correlation, as a measure for interrater reliability, for all PIRLS subtests at each measurement 
occasion was > .87. Existing guidelines were used to score these questions. For each correct 
multiple-choice question, students received one point. Three types of questions were included: 
(1) literal to assess understanding of information explicitly stated in the text, (2) inferential to 
assess inference skills, (3) and evaluative to examine how well students were able to evaluate 
information stated in the text.
Table 5.1  Overview of Test Used at Pretest, Posttest, and Follow-Up
Pretest Posttest Follow-up
Reading comprehension
Expository GT AA AA
Narrative EP EP LC
General X
Vocabulary
General vocabulary X X X
Intervention based reading vocabulary X X
Short-term memory X
Decoding
Word reading X
Non-word reading X
Nonverbal Reasoning X
Note. GT = The Giant Tooth Mystery, AA = Antarctica: Land of Ice, EP = Enemy Pie, LC = Little Lump of Clay. 
To measure expository text comprehension students read the ‘The giant tooth mystery’ text at 
pretest. This text consisted of 884 words and was accompanied by ten open-ended and seven 
multiple choice items. Maximum score was 18. At posttest and follow-up students completed 
‘Antarctica: The land of ice’. This text consisted of 530 words and was accompanied by 11 
open-ended and four multiple choice items. Maximum score was 16. To measure narrative text 
comprehension, students completed ‘Enemy pie’ at pre- and posttest. This text consisted of 832 
words and was accompanied by nine open-ended and seven multiple choice items. Maximum 
score was 19. At follow-up, students completed ‘Little lump of clay’. The text consisted of 798 
words and was accompanied by seven open-ended and six multiple choice items. Maximum 
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score was 18. Sample-based examination of the test reliability revealed that Cronbach’s alphas 
were respectively .77 (‘The giant tooth mystery’) and .64 (‘Antarctica: Land of ice’) for the 
expository texts and .76 (‘Enemy pie’) and .68 (‘Little lump of clay’) for the narrative texts. 
As a general measure for reading comprehension skill, one standardized test from a test 
battery developed to examine reading comprehension skills throughout primary school 
(Begrijpend lezen 345678 [Reading comprehension 123456], Aarnoutse & Kapinga, 2005) was 
used. At pretest students completed a test suitable for students in grades 4, 5, and 6. The test 
was composed of 7 texts with a mean length of 191 words per text (range: 123 – 288). Students 
completed six or seven multiple choice questions about each text, with a total of 22 items with 
two options (true / false) and 22 items with four options. Test score was equal to the number 
of questions answered correctly. Questions related to the meaning of single words, single 
sentences, complete passages, and relations between sentences. The Cronbach’s alpha, 
provided by the test-developers, was .86.
5.2.2.2 Intervention based reading vocabulary
To measure whether students learned the target words taught during the WTTI intervention, 
students completed a vocabulary test in which they had to choose the correct word meaning 
from three alternatives. Items selected for the test all had been target words in the WTTI 
intervention. In total, twenty items were selected. Test score was equal to the number of 
correct items. Pretest could not be administered, since the WTTI intervention used texts on 
current affairs and topics and target words were not known yet during the pretest phase. The 
sample-based Cronbach’s alpha, was .67.
5.2.2.3 General vocabulary
During all measurement occasions, general vocabulary was assessed with an adapted version 
of the Peabody Picture Vocabulary Test (PPVT-III NL; Dunn, Dunn, & Schlichting, 2005). The 
PPVT-III NL is an oral based receptive vocabulary test in which students have to match an 
orally presented target word with one of four visually presented pictures by pointing towards 
the correct picture. We adapted the test in a way that all students from one class could be 
tested simultaneously. We used the items from set eight until thirteen (72 items in total). For 
each item, the four picture-alternatives were presented next to each other in a booklet and 
students were asked to underline the correct picture after the experimenter read out the target 
word. Test score was equal to the number of correct items. Sample-based Cronbach’s alpha 
was .76.
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5.2.2.4 Decoding
At pretest, students completed a standardized word reading (Een Minuut Test (EMT) [One 
Minute Test]; Brus & Voeten, 1999) and a standardized non-word decoding test (Klepel; Van 
den Bos, Lutje Spelberg, Scheepstra, & de Vries, 1994). Students were presented with a card 
with 116 words or non-words and were asked to read them aloud as quickly and accurately 
as possible. Words and non-words increased in length, starting with simple CVC structures 
and finishing with multi-syllable units. Testing was terminated after one minute for the word 
reading test and two minutes for the non-word reading test. Test scores were equal to the 
number of (non)words read correctly. Scores for the word and non-word decoding tests were 
standardized and summed to obtain one score for decoding. Cronbach’s alpha, as established 
by the test developers, was respectively .89 for the word reading task and .93 for the non-word 
reading task.
5.2.2.5 Short-term memory
To measure short-term memory capacity, students completed a word span task at pretest. 
Students were orally presented with sequences of simple single syllable high frequency words 
(e.g., pen [pen], melk [milk], deur [door]) with a pace of one word per second and a one second 
pause between words. Students were asked to remember the sequences and repeat the words 
in the same order. The task started with sequences of two words and gradually increased to 
sequences of nine units. For each difficulty level, students received three attempts. Testing was 
terminated when all three attempts of one level were incorrect. Test score was equal to the 
number of correct repeated sequences. Sample-based Cronbach’s alpha was .86.
5.2.2.6 Nonverbal reasoning
As a measure for nonverbal cognitive reasoning, students completed the Raven Standard 
Progressive Matrices (SPM; Raven, 1960). This measure consists of 60 visual patterns divided 
over five sets, with each set of increasing difficulty. Out of each visual pattern, one part with a 
puzzle-piece shape was missing. Below the pattern, six (for sets one and two) or eight (for sets 
three through five) puzzle-pieces were presented, out of which one was the correct answer. 
Students were asked to indicate which option would complete the visual pattern. Test score 
was equal to the number of correct items. Cronbach’s alpha, as a measure for test reliability, 
was .83.  
5.2.3 Word-to-text integration intervention 
The general aim of the WTTI intervention was to enhance reading comprehension skill, by 
focusing on skills needed to create a coherent and adequate text model (Verhoeven & Perfetti, 
2008). In a coherent and adequate text model, text propositions are organized and related in 
such a way that the mental representation of the text accurately represent the intended meaning 
of the text. Word-to-text integration processes are essential in creating such a text model. 
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For a period of 18 weeks, with two sessions a week, students in the experimental condition 
received extra reading comprehension instruction. The intermediate grades mark an important 
phase in which evidence-based reading programs are needed. Therefore, on ethical grounds, 
students also completed (part of) their regular reading comprehension program. The regular 
reading comprehension programs most often divided their program into two phases: (1) direct 
instruction, in which students receive instruction, mostly focused at reading comprehension 
strategies; and (2) processing, in which students practice what is taught during the direct 
instruction phase by reading a text and answering content related questions. Instruction is 
most often offered to the whole-class; during processing, students usually work individually. 
Before turning to the intervention content in more detail, the instructional principles used in 
the current study will be briefly highlighted. 
Previous research has shown that programs designed to change daily teaching techniques 
in combination with changes of curriculum are more effective, as compared to programs 
focused on changing techniques or curriculum alone (Slavin, Cheung, Groff, & Lake, 2008). 
Differentiated instruction (e.g., Tomlinson, 2000), cooperative learning (e.g., Slavin et al., 2008), 
and modeling (e.g., Duke & Pearson, 2008) have all proven to be effective teaching techniques 
and were therefore incorporated in the current study. 
In differentiated instruction, instruction is adapted to meet the needs of all students (see, 
Duke, Pearson, Strachan, & Billman, 2011; Tomlinson, 2005). It includes learning processes 
that are both safe and challenging for each student and routines that include whole class, 
small group, and individual attention. Two classroom elements were differentiated to meet 
students’ individual needs: text difficulty and amount of instruction.
First of all, texts and assignments were offered at two levels. Good comprehenders (standardized 
score at the Cito reading comprehension test midway grade 3 > 43) received text level B; 
average and poor comprehenders (standardized score at the Cito Reading Comprehension test 
Midway grade 3 < 43) received text level A. The main topic of both texts was the same, but level 
B texts were more difficult as compared to level A texts based on a number of linguistic aspects 
(e.g., the inclusion of words of lower frequency, the use of longer sentences, more complex 
text structures, and more words per text (A, 300 to 400 words; B, 400 to 500 words)). Types of 
assignments were the same for students in both text-levels and differed only based on texts 
characteristics. 
Secondly, differentiation took place by varying the amount of instruction students received. In 
each class, the approximately six best comprehenders (Level 1 students) received the instruction 
and a small portion of the modeling after which these students worked in their groups of 
three or four on the assignments. All other students received additional teacher modeling and 
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completed part of the assignments together with their teacher. After this extended modeling 
phase, these students (Level 2 students) started working in their groups of three or four to 
complete the remainder of the assignments, while the 5 or 6 poorest comprehenders (Level 3 
students) worked together with their teacher on completing the assignments.
Cooperative learning is an instructional approach which refers to a set of strategies in which 
students work together in small groups and help one another master academic content (Slavin 
et al., 2008). During the intervention, the relatively homogeneous Level 1 and Level 2 groups 
were divided in small relatively heterogeneous groups of three or four students to complete 
the assignments. 
Finally, modeling principles were used by the teacher and students during instruction and 
the completion of the assignment. Modeling refers to “the process of offering behavior for 
imitation” (Tharp & Gallimore, 1988, p.47). A common way to do so is by using thinking aloud 
procedures. Thinking aloud involves the process of making thoughts audible by saying what one 
is thinking while performing an action. More details on how teachers and students modeled 
their behavior is provided below, in the description of the intervention content. 
5.2.3.1 Intervention content
Each week, two sessions of approximately 45 minutes were completed by the schools in 
the experimental condition (Figure 5.1). Both sessions addressed the same text, which was 
always of an expository nature and on current affairs (e.g., around the time a new pope was 
elected, the theme of the text was the papal conclave), and were focused on improving word-
to-text integration skills. Each week, sessions followed the same structure and difficulty of the 
assignments gradually improved over the course of time. Session one always consisted of four 
parts:
 1.   Topic introduction: The first session always started with a five-minute plenary 
discussion on the topic of that week’s text. Main goal of the group-discussion was 
to activate prior knowledge and create a basis from which the text model could be 
created. 
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1. Topic introduction
Session 1: approx. 45 m
in
Session 2: approx. 45 m
in
5. Review session 1
7. Video assignment
2. Tagret word familiarization
6. Word-to-text integration (2):
Text representation
3. Word-to-tekst integration (1):
Text propositions
4. Group discussion
8. Group discussion
9. Extra assignment: Creativity
Figure 5.1 Overview of one week-cycle of the WTTI intervention. Each week, students completed several 
assignments divided over two sessions.
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 2.  Target word familiarization: Word-to-text integration requires students to integrate 
words and text propositions into a continuously updated text representation. 
However, to be able to do so, readers need to know the meaning of those words. 
Main goal of the target word assignment, therefore, was to familiarize students 
with the target words of that week. Target words were selected by the first author 
using guidelines provided by Beck, McKeown, and Kucan (2013). Target words were 
always crucial for understanding the text and often included Tier 2 words, which 
can be described as words that are known to mature language users, can be used 
in a wide variety of domains, have instructional potential (can be worked with), 
and relate to knowledge students already have. Level 1 students worked on this 
assignment in their own small groups; Level 2 students completed this assignment 
partly under supervision of the teacher (first two or three words) and partly in their 
own groups; Level 3 students completed the whole assignment under supervision 
of the teacher. 
 3.  Word-to-text integration (1), text propositions: The first word-to-text integration 
assignment was aimed at improving the ability to integrate single words into text 
propositions. Students completed assignments in which explicit associations were 
created between the target words and other words important for understanding the 
text. Thinking aloud procedures were used by the teacher during the instruction 
to model how to complete these assignments. Students were also encouraged 
to use these thinking aloud procedures while completing the assignment. Levels 
1 students completed this assignment in their own groups; Level 2 students 
completed this assignment partly under supervision of the teacher and partly in 
their own groups; Level 3 students completed this assignment under supervision 
of the teacher. 
 4.  Group discussion: The first session ended with a plenary group discussion. Target 
words and text content were briefly discussed. In addition, teachers also talked with 
students about the collaboration and, if there were any, teachers tried to resolve 
the collaboration problems.   
The second session also consisted of four parts: 
 5.  Recap sessions one: To start the second session, the teacher briefly discussed the 
outcomes of the first session with the students by asking them whether they could 
remember the target words and by briefly discussing what the text was about. Main 
goal of this assignment was to activate prior knowledge. 
 6.  Word-to-text integration (2), text representation: Integrating single words into 
text propositions is not enough to come to the true meaning of the text. Text 
propositions have to be combined into a coherent and accurate representation of 
the text. Students completed assignments in which they created such a text model. 
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Main goal of this assignment was to activate students to consciously think about 
the structure of the text, to consciously relate the different pieces of information 
stated in the text to each other, and to consciously integrate these propositions 
into a coherent representation of the text. Again, thinking aloud procedures were 
used by the teacher during instruction. Students were also encouraged to use 
these thinking aloud procedures in completing the assignments. Level 1 students 
completed this assignment in their own groups; Level 2 students completed this 
assignment partly under supervision of the teacher and partly in their own groups; 
Level 3 students completed this assignment under supervision of the teacher.
 7.  Video assignment: To keep students motivated and reward them for their work, 
students watched a 10-minute video clip on the topic of that week and answered a 
few written questions. Answers were discussed with the whole class. 
 8.  Group discussion: In a plenary whole-group discussion, teacher and students looked 
back on what they had learned that week, both in terms of content (word knowledge 
and information stated in the text) and in terms of word-to-text integration skills. 
In addition, teachers also talked with the students about the collaboration and, if 
there were any, teachers tried to resolve the collaboration problems.   
 9.  For students who finished early during the first or second session, an extra 
assignment was provided. These extra assignments were of a creative nature (e.g., 
create a drawing) and did not involve extra reading comprehension exercises. 
Texts and video-clips were provided to the research team by the developers of Newswise (CED-
groep, 2012). Assignments were created by the first author in cooperation with the second and 
third author. Each week, in addition to the texts and assignments, teachers also received a 
teacher’s manual in which the assignments of that week were explained, (examples of) correct 
answers were provided, and examples of possible thinking aloud phrases were given. Teachers 
were encouraged to use these phrases in their instruction.
5.2.4 Procedure
At the start of Grade 4, students completed the pretest measures during three plenary sessions 
(reading comprehension, general vocabulary, and nonverbal reasoning) and one individual 
session (short-term memory and decoding). In the two months before the Christmas break, 
teachers completed the teacher training (see below) and immediately after the Christmas break, 
the intervention period started. Halfway through the intervention, the first author visited the 
schools and observed and video-taped one lesson for feedback and fidelity analyses purposes 
(see below). At the end of Grade 4, the posttest measures (reading comprehension, general 
vocabulary, and experimental vocabulary) were administered during two sessions. Finally, 
halfway through Grade 5, students completed the follow-up tests (reading comprehension, 
general vocabulary, and experimental vocabulary) during two sessions. 
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5.2.4.1 Teacher training
Teachers received a training in which they were familiarized with the WTTI intervention. 
Training consisted of five phases, four of which took place before the start of the intervention 
and one halfway through. During the first phase, teachers were introduced to the principles of 
teacher modeling and cooperative learning. In addition, information was provided on how to 
divide students in Level 1, Level 2, and Level 3 students, on how to create the groups of three 
or four, and on how to assess whether students should receive the level A or level B texts and 
assignments. During the second phase, teachers completed one WTTI intervention session in 
which they could practice the modeling procedures. For the third phase, teachers completed 
a second practice session that was observed by the first author and discussed afterwards. 
During the fourth phase, teachers practiced with a regular intervention week of two sessions. 
Afterwards, teachers filled in a questionnaire with items asking them to explain (1) which 
problems they ran into, (2) what went well, (3) what elements they thought were valuable, and 
(4) how students experienced the sessions. Answers on these questions were discussed by 
phone with the first author. Halfway through the intervention, the first author observed and 
videotaped one session that was discussed afterwards.
5.2.4.2 Fidelity of implementation
Based on a review of public health literature, Dane and Schneider (1998) proposed a five-
dimension model to examine treatment fidelity: (1) adherence (are elements carried out as 
intended), (2) dosage (amount of reading comprehension instruction), (3) quality of delivery 
(how well is the program implemented), (4) participant responsiveness (engagement of 
participants), and (5) program differentiation (how different is the program from business 
as usual). This model has successfully been used in reading comprehension research (e.g., 
Fogarty et al., 2014). For the current study we looked at adherence, dosage, quality, and 
program differentiation. 
Adherence (1) and quality (3) were assessed by means of the observation halfway through the 
intervention. Video recordings were coded by two trained research assistants on presence of 
features of the intervention (e.g., cooperative learning, teacher modeling, and word-to-text 
integration assignments) and quality of teacher modeling and group differentiation. Presence 
of features was used as a measure of adherence and entailed eleven items which were scored 
on a three-point scale (0: not present, 1: present but not as intended, 2: present as intended). 
Quality of teacher modeling (eight items) and group differentiation (seven items) were used as 
measures for quality. Again, a three-point scale was used (0: not present, 1: present, but poor 
execution, 2: present and good execution). In order to gain insight in how the WTTI intervention 
differed from business as usual (5), reading comprehension sessions of the control group 
were also videotaped and observation scores were compared to those of the experimental 
group. Finally, to evaluate the amount of reading comprehension instruction students received 
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(3), teachers were asked to keep track of how many sessions they completed. Teachers were 
encouraged to complete all possible sessions, however teachers reported that they had to 
skip some sessions, e.g., when they were ill. Finally, information on the time spend on reading 
comprehension (both on the WTTI intervention and regular reading comprehension instruction) 
was provided by teachers from both the experimental and control group.  
 
Descriptive information on adherence, quality (both teacher modeling and group 
differentiation), and dosage (both number of lessons completed by the experimental group 
and time spend on reading comprehension for both groups) is presented in Table 5.2. With 
respect to adherence (range 0.82 to 1.55), teachers in the experimental condition incorporated 
at least some of the features of the WTTI intervention, however, not all features were 
present for all teachers and when present, features were not always carried out as intended. 
Table 5.2 Descriptive Statistics of Treatment Fidelity Aspects for the Experimental and Control Conditions
Experimental Control
Mean (SD) Min Max Mean (SD) Min Max t
Adherence 1.24 (0.28) 0.82 1.55 0.28 (0.18) 0.00 0.55 8.59***
Quality
Teacher modeling 1.65 (0.23) 1.38 1.88 0.16 (0.53) 0.00 1.75 4.14***
Group differentiation 1.60 (0.21) 1.29 1.86 1.03 (0.34) 0.57 1.71 3.73**
Dosage
Number of lessons 31.22 (2.86) 26 34 a a a
Time (in min.)
Regular 60.00 (10.61) 45 75 76.43 (23.65) 60 120 -1.95
Intervention 72.22 (9.72) 60 90 a a a
Total 132.22 (14.39) 105 155 76.43 (23.65) 60 120 6.33***
Note. Item scores were summed and divided by the number of items of each scale. A score of 0 therefore 
refers to no adherence / quality aspects present and a score of 2 reflected perfect adherence / quality. 
a Students in the control condition did not complete the WTTI program.
*p < .05, ** p < .01, *** p < .001
Quality was determined using two subcategories: quality of teacher modeling and quality of 
group differentiation. With respect to teacher modeling (range 1.38 to 1.88), teachers clearly 
incorporated some of the teacher modeling aspects. Finally, regarding group differentiation 
(range 1.29 to 1.86), again teachers adhered to the principles we proposed. In order to gain 
insight into how the WTTI intervention differed from business as usual, observation scores of 
the teachers in the experimental condition were compared with those of the teachers in the 
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control condition. Independent samples t-tests were performed and results indicated that the 
WTTI intervention included more experimental features (t(15) = 8.59, p < .001) as compared to 
business as usual, and that teachers in the experimental condition incorporated more teacher 
modeling (t(15) = 4.14, p < .001) and group differentiation (t(15) = 3.73, p = .002) as compared to 
teachers in the control condition. In terms of dosage, teachers in the experimental condition 
completed overall 32 out of 36 lessons, with a range of 26 to 34 sessions. Finally, the average 
time spent on reading comprehension in class was compared for the experimental and 
control groups (see Table 5.2). Taken the time spent on their regular program and on the WTTI 
intervention together, students in the experimental group (132.22 minutes) received more 
reading comprehension education as compared to the students in the control condition (76.43 
minutes), with t(21) = 6.33, p < .001. 
5.2.5 Data analyses
A clear hierarchical structure with three levels (measurement, student, and school) was 
present within the current data set: measurement occasions (level-one) were clustered within 
students (level-two), who in turn were nested within schools (level-three). Therefore, data were 
analyzed following a linear mixed-effects model approach. Using a mixed-effects modeling 
approach has several advantages. Traditional statistical approaches, such as Repeated 
Measures Analysis of Variance or Analysis of Covariance, require the aggregation of information 
(in this case observations from different classes) resulting in a loss of information. With linear 
mixed-effects modeling, on the contrary, class-effects were accounted for. In addition, mixed-
effects modeling is superior to traditional approaches when it comes to handling missing and 
unbalanced data (Baayen, Davidson, & Bates, 2008). As we had clear hypotheses, a confirmatory 
approach was chosen to examine the effectiveness of the WTTI intervention with respect to 
reading comprehension skill, general vocabulary, and experimental vocabulary. 
All results reported in the current paper were analyzed using the open source statistical program 
R (R Core Team, 2016). Linear mixed effects models were fitted using the lmer function from the 
lme4 package (version 1.1.10 Bates; Maechler, Bolker, & Walker, 2015). Following the advice 
of Barr, Levy, Scheepers, and Tily (2013), where possible, a maximal random-effects structure 
was used. Significance of overall effects (p-value) was determined using conditional F tests 
with denominator degrees of freedom calculated based on Satterthwaite’s approximation, 
as implemented in the anova function. P-values for differences between levels of categorical 
predictors were determined using the lmerTest package (version 2.0-29; Kuznetsova, 
Brockhoff, & Christensen 2013). In addition to these p-values, confidence intervals will be 
provided. Confidence intervals, together with standardized regression coefficients, provide 
information about the magnitude and precision of the effect (i.e., estimation of effect size): 
larger standardized regression coefficients indicate larger effects, and narrower confidence 
intervals suggest more precision. Confidence intervals were determined using parametric 
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bootstrapping as implemented in lme4’s bootMer function (with 100 simulations) and were 
derived using the boot.ci function of the boot package (version 1.3.17; Canty & Ripley, 2015; 
Davidson & Hinkley, 1997). 
Prior to the actual analyses, a missing value analysis was conducted. Only 0.7% of the data 
was missing and additional results using the LittleMCAR function of the BaylorEdPsych 
package (version 0.5; Beaujean, 2012) indicated that these missing data could be characterized 
as missing completely at random. Since we used a linear mixed-effects approach, no data 
imputation was necessary. Data were screened for multivariate outliers using the mahalanobis 
function of the stats package (R Core Team, 2016), using a cutoff of three standard deviations. 
Two students (two boys; one in the experimental group and one in the control group) were 
identified as being a multivariate outlier and were removed from the dataset. All variables were 
screened for normality using frequency plots and absolute values of skewness and kurtosis. 
Due to the large number of students, formal significance tests for skewness and kurtosis 
are not informative (Tabachnick & Fidell, 2007). Visual inspection of the frequency plots and 
interpretation of the absolute values for skewness and kurtosis confirmed the assumption of 
normality for all variables for both the intervention and control group (all absolute skewness 
values < 2 and all absolute kurtosis values < 7; see Table 5.3). 
5.3 RESULTS
On the school-level, there were no differences between the schools in the experimental 
and schools in the control condition on any of the baseline (pretest) measures (all p’s > 
.10). Descriptive statistics on the student level are presented in Table 5.3. Students in the 
experimental condition did not differ from students in the control condition on pretest measures 
of decoding skills, short-term memory capacity, nonverbal reasoning skills, general reading 
comprehension skills, narrative text comprehension, and expository text comprehension (all 
p’s > .07). Students in the experimental condition, however, had higher general vocabulary 
levels as compared to students in the control condition (t(481) = 2.95, p =.003, d = 0.27) at 
pretest. Correlations for all measures are presented in Table 5.4. 
Several linear mixed-effects models were fitted to the data in order to examine the effects of 
the WTTI intervention. Means presented in text are based on the fitted linear mixed-effects 
models, therefore considering the effect of the random structures. 
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5.3.1 Vocabulary
Separate analyses were conducted for the WTTI intervention based and standardized vocabulary 
tests.
5.3.1.1 Intervention based reading vocabulary  
Due to the use of texts on current affairs, administering a pretest was not possible. Posttest and 
follow-up scores were analyzed separately. For both tests, a regression model – including the 
fixed effect of Condition (two levels; experimental, control), fixed effects for all control predictors 
(pretest measures of decoding, generalized reading comprehension, short-term memory, and 
nonverbal reasoning), a random per-school adjustment to the intercept, a random per-school 
adjustment to the fixed effect of Condition, and all possible random correlations among the 
random effects – was fitted to the data. Adding a per-participant random adjustment to the 
fixed intercept was not possible because we only had one observation (total test-score) for each 
participant. 
Results are presented in Table 5.5. After controlling for pretest measures of decoding, general 
vocabulary, general reading comprehension, short-term memory, and nonverbal reasoning, 
Condition was a significant predictor of intervention based reading vocabulary scores at 
posttest (F(1,18.48) = 138.04, p < .001) and follow-up (F(1,21.65) = 45.53, p < .001). In line with 
our hypothesis, results showed that students who received the WTTI intervention knew more 
words taught during the intervention as compared to students in the control condition (MWTTI 
= 15.97; Mcontrol = 12.67), Estimate 0.50 (0.04), p < .001, 95% CI [0.42, 0.59]. These differences 
remained significant at follow-up (MWTTI = 16.22 Mcontrol = 13.97), Estimate 0.36 (0.05), p < .001, 
95% CI [0.26, 0.47].
To gain insight in whether new word representations were stable over time, we checked whether, 
for students in the experimental condition, known words at posttest were still known at follow-
up. Overall, 88% of the words known at posttest were still known at follow-up. To examine 
whether the impact of WTTI intervention on intervention specific word knowledge differed for 
students with different pretest language profiles, we added the interactions between Condition 
and respectively decoding, vocabulary size, and general reading comprehension skill measured 
at pretest to the posttest and follow-up models. No interactions were significant (all p’s > .13), 
indicating that the impact of the intervention on both the posttest and follow-up measure of 
intervention specific vocabulary did not differ for students with different levels of decoding skill, 
vocabulary size, and reading comprehension skill as measured at pretest.
WORD-TO-TEXT INTEGRATION INTERVENTION EFFECTS
132
Table 5.5  Results for the Linear Mixed-Effects Regression Models Predicting Intervention Based Reading 
Vocabulary Scores at Posttest and Follow-up
s² B SE 95% CI
Posttest
Random Class Intercept 0.00
Condition 0.02
Fixed
Condition 0.50*** 0.04 [0.42, 0.59]
General RC 0.32*** 0.04 [0.24, 0.40]
General vocabulary 0.20*** 0.04 [0.13, 0.27]
Decoding 0.02 0.02 [-0.01, 0.06]
Short-term memory 0.01 0.02 [-0.03, 0.04]
Nonverbal reasoning 0.03 0.04 [-0.04, 0.10]
Intercept 0.03 0.18
Follow-up
Random Class Intercept 0.02
Condition 0.02
Fixed
Condition 0.36*** 0.05 [0.26, 0.47]
General RC 0.29*** 0.05 [0.21, 0.38]
General vocabulary 0.21*** 0.04 [0.13, 0.29]
Decoding 0.02 0.02 [-0.02, 0.06]
Short-term memory -0.01 0.02 [-0.05, 0.03]
Nonverbal reasoning 0.15*** 0.04 [0.08, 0.23]
Intercept 0.14 0.20
*p < .05, ** p < .01, *** p < .001
5.3.1.2 General vocabulary
To examine the effect of the WTTI intervention on general vocabulary, a regression model 
– including the fixed effect of Time (three levels; pretest, posttest, follow-up), fixed effect of 
Condition (two levels; experimental, control), a fixed interaction effect between Time and 
Condition, fixed effects for all control predictors (pretest measures of decoding, generalized 
reading comprehension, short-term memory, and nonverbal reasoning), a random per-school 
adjustment to the intercept, a random per-school adjustment to the fixed effect of Condition, 
a random per-school adjustment to the fixed effect of Time, a random per-student adjustment 
to the intercept, and all possible random correlations among the random effects – was fitted 
to the data.
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The interaction between Condition and Time was not significant (F(2,24.43) = 0.20, p = .82), 
neither was the main effect of Condition (F(1,20.96) = 0.94, p = .34). The main effect of Time was 
significant (F(2,24.94) = 164.67, p < .001). 
To examine the main effect of time in more detail two additional models were tested: one 
examining growth between pretest and posttest and one examining growth between posttest 
and follow-up scores. Both models included fixed effects for Time (two levels: pretest, posttest), 
the control predictors, a random per-school adjustment to the intercept, a random per-school 
adjustment to the fixed effect of Time, a per-student random adjustment to the intercept, and all 
possible random correlations among the random effects. Since Condition did not significantly 
explain variation in the first model, Condition was not included in the two subsequently tested 
models. Results are presented in Table 5.6. Results indicated that students knew more words 
at posttest as compared to pretest (Mpretest = 35.46; Mposttest = 39.56), Estimate 0.29 (0.02), p < .001, 
95% CI [0.25, 0.33] and more at follow-up as compared to posttest (Mposttest = 39.53; Mfollow-up = 
42.49), Estimate 0.21 (0.02), p < .001, 95% CI [0.17, 0.25]. 
To examine whether the effect of the WTTI intervention differed for students with 
differing levels of decoding, vocabulary, and reading comprehension measured at 
pretest, interactions between Condition and these three measures were added to the 
initial model. No interactions were significant (all p’s > .11), indicating that there were 
no differences between students with different levels of decoding skill, vocabulary 
size, and reading comprehension skill as measured at pretest.
5.3.2 Reading comprehension
Separate analyses were conducted for the expository and narrative reading comprehension 
tests. To examine the effect of the WTTI intervention, regression models – including the fixed 
effect of Time (three levels; pretest, posttest, follow-up), fixed effect of Condition (two levels; 
experimental, control), a fixed interaction effect between Time and Condition, fixed effects for all 
control predictors (pretest measures of decoding, generalized reading comprehension, short-
term memory, and nonverbal reasoning), a random per-school adjustment to the intercept, a 
random per-school adjustment to the fixed effect of Condition, a random per-school adjustment 
to the fixed effect of Time, a random per-student adjustment to the intercept, and all possible 
random correlations among the random effects – were fitted to the data. Since different tests 
were used at pretest, posttest, and follow-up, raw scores could not be used in the analyses. 
Therefore, we decided to use scaled and standardized test scores as the dependent variable.
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Table 5.6  Results for the Linear Mixed-Effects Regression Models Predicting General Vocabulary Scores, 
Comparing Pretest to Posttest and Posttest to Follow-up
s² B SE 95% CI
Pretest vs 
posttest
Random Class Intercept 0.08
Time 0.00
Participant Intercept 0.28
Fixed
Time 0.29*** 0.02 [0.25, 0.33]
General RC 0.38*** 0.04 [0.31, 0.45]
Decoding 0.04* 0.02 [0.01, 0.07]
Short-term memory 0.00 0.02 [-0.03, 0.04]
Nonverbal reasoning 0.10** 0.03 [0.04, 0.17]
Intercept 0.27 0.18
Posttest vs 
follow up
Random Class Intercept 0.05
Time 0.00
Participant Intercept 0.35
Fixed
Time 0.21*** 0.02 [0.17, 0.25]
General RC 0.39*** 0.04 [0.32, 0.47]
Decoding 0.04* 0.02 [0.01, 0.07]
Short-term memory 0.00 0.02 [-0.04, 0.04]
Nonverbal reasoning 0.14*** 0.04 [0.07, 0.21]
Intercept 0.26 0.19
*p < .05, ** p < .01, *** p < .001
5.3.2.1 Expository reading comprehension 
Results indicated a significant interaction effect between Condition and Time (F(2,17.14) = 4.54, 
p = .03; Figure 5.2). To examine the interaction in more detail, separate linear mixed-effects 
models were fitted for each measurement occasion (pretest, posttest, and follow-up), with 
fixed effects for Condition 
and the control variables (pretest measures of decoding, general vocabulary, generalized 
reading comprehension, short-term memory, and nonverbal reasoning), a random per-class 
adjustment to the fixed effect of Condition, a random per-class adjustment to the intercept, 
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and all possible random correlations. Adding a per-participant random adjustment to the 
intercept was not possible, due to having only one observation per participant. Since scaled 
and standardized scores were used, a significant effect of Condition would indicate a difference 
in ability between the students in the experimental and control group. Results are presented in 
Table 5.7. At pretest, no significant difference between both conditions was present (Mintervention 
= -0.03; Mcontrol = 0.04), Estimate -0.03 (0.03), p = .34, 95% CI [-0.10, -0.03]. At posttest, however, 
students in the intervention condition performed better as compared to students in the control 
condition (Mintervention = 0.20; Mcontrol = -0.14), Estimate 0.17 (0.04), p = .002, 95% CI [0.06, 0.27]. At 
follow-up, the difference between students in the intervention and control condition, was not 
significant anymore (Mintervention = 0.10; Mcontrol = -0.06), Estimate 0.08 (0.06), p = .19, 95% CI [-0.04, 
0.20]. 
To examine whether the effect of Condition was different for students with different pretest 
levels of decoding, general vocabulary, and reading comprehension, interactions between 
Condition, Time, and respectively decoding, vocabulary, and general reading comprehension 
measured at pretest were added to the initial model. None of the interactions were significant 
(all p’s > .10), indicating no differences in impact of the WTTI intervention on expository reading 
comprehension for students with differing levels of decoding, vocabulary size, and reading 
comprehension.  
Figure 5.2 Visual representation of the significant interaction effect between the factors Condition and 
Time for expository reading comprehension.
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Table 5.7 Results for the Linear Mixed-Effects Regression Models Predicting Expository Reading 
Comprehension Scores at Pretest, Posttest, and Follow-up
s² B SE 95% CI
Pretest
Random Class Intercept 0.00
Condition 0.00
Fixed
Condition -0.03 0.03 [-0.10, 0.03]
General RC 0.47*** 0.04 [0.38, 0.55]
General vocabulary 0.15*** 0.04 [0.08, 0.23]
Decoding 0.07*** 0.02 [0.03, 0.10]
Short-term memory 0.02 0.02 [-0.01, 0.06]
Nonverbal reasoning 0.17*** 0.04 [0.10, 0.24]
Intercept -0.23 0.18
Posttest
Random Class Intercept 0.01
Condition 0.01
Fixed
Condition 0.17** 0.04 [0.06, 0.27]
General RC 0.25*** 0.05 [0.14, 0.35]
General vocabulary 0.11* 0.05 [0.02, 0.19]
Decoding 0.04* 0.02 [0.01, 0.09]
Short-term memory 0.01 0.02 [-0.04, 0.05]
Nonverbal reasoning 0.17*** 0.04 [0.09, 0.27]
Intercept -0.07 0.23
Follow-up
Random Class Intercept 0.00
Condition 0.04
Fixed
Condition 0.08 0.06 [-0.04, 0.20]
General RC 0.28*** 0.05 [0.17, 0.39]
General vocabulary 0.04 0.05 [0.06, 0.14]
Decoding 0.06** 0.02 [0.02, 0.10]
Short-term memory -0.02 0.02 [-0.07, 0.03]
Nonverbal reasoning 0.15** 0.05 [0.06, 0.24]
Intercept 0.20 0.24
*p < .05, ** p < .01, *** p < .001
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5.3.2.2 Narrative reading comprehension
Results showed that neither the interaction between Time and Condition (F(2,35.53) = 0.44, p 
= .65) , nor the main effect of Condition (F(1,18.47) = 0.44, p = .45), nor the main effect of Time 
(F(2,35.52) = 0.01, p = .99) was significant. To examine whether individual differences in the 
control measures had an effect on the impact of the WTTI intervention, interactions between 
Condition, Time and respectively decoding, vocabulary, and general reading comprehension 
measured at pretest were added to the model. No interactions were significant (all p’s > .57), 
indicating no differences in impact of the WTTI intervention on narrative reading comprehension 
for students with differing levels of decoding, vocabulary size, and reading comprehension.
5.4 DISCUSSION
In the present study, we evaluated a word-to-text integration intervention aimed at improving 
reading comprehension skills of students in the intermediate elementary grades. Reading 
comprehension is an incremental process in which first single words have to be identified and 
secondly activated word meanings together with world knowledge have to be integrated to 
create a coherent representation of the text. With the WTTI intervention, we are one of the first 
to combine these two processes in one intervention. Sessions in the WTTI intervention were 
developed around expository texts and designed to be taught to the whole group. Instruction 
principles proven to be effective - such as teacher modeling, cooperative learning, and 
differentiated instruction – were incorporated in the design of the intervention.
With respect to intervention based reading vocabulary, we found that students who received the 
WTTI intervention knew more words taught in the intervention as compared to students in the 
control condition, both directly after finishing the intervention and later on. For interventions 
to be effective in teaching new vocabulary, it has been suggested that (1) it should include 
definitional information of the words to be taught, (2) that target words should be encountered 
multiple times, and that (3) assignments required high levels of processing (Stahl & Fairbanks, 
1986). With including a familiarization assignment, we ensured that students were presented 
with the correct definition of the target words before reading the text. In addition, by having 
multiple word-to-text integration assignments, students encountered target words multiple 
times and the demand for high levels of processing were met. During the integration 
assignments, students actively constructed meaningful relations between the target words 
and other related concepts, by which they expanded their (semantic) knowledge of the target 
words and improved the quality of these word representations. It can be concluded that the 
WTTI intervention is an effective tool for direct vocabulary instruction.  
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Concerning general vocabulary, both groups showed an increase in known words over time, but 
no condition effect was present, both on the short and long term. It has been suggested that, to 
improve on a standardized test, incidental word learning has to take place. Although incidental 
word learning was beyond the scope of the WTTI intervention, changes in reading behaviors 
due to the intervention could have led to enhanced incidental word learning. Since there was 
no effect of intervention, we believe this was not the case. However, in previous work, it has 
been suggested that standardized measures of vocabulary are not sensitive enough to detect 
small changes in vocabulary size (Pearson, Hiebert, & Kamil, 2007). In addition, as suggested 
by Lesaux et al. (2010), it could be that the words used in the standardized test are sampled 
from a different domain as compared to the words used in the WTTI intervention. Words used 
in the WTTI intervention all came from expository texts on current affairs, unlike words used in 
the PPVT-III NL for which societal relevance was a key criterion for sampling the words. Future 
research on the effects of word-to-text integration interventions on incidental word learning 
is warranted. 
Regarding expository reading comprehension skills, a promising positive effect of the 
WTTI intervention was evidenced. Different meta-studies have shown that most reading 
comprehension intervention studies involving vocabulary components do not result in an 
increase in reading comprehension skills when measured with standardized tests (e.g., 
Edmonds et al., 2009; Elleman et al., 2009; Stahl & Fairbanks, 1986). Results from the current 
study, however, did show that students in the experimental condition outperformed students 
in the control condition. Based on previous research, it has been suggested that, for a more 
vocabulary focused intervention to be effective in enhancing reading comprehension skills, the 
activities should be embedded in a meaningful context containing more in-depth reading and 
discussion of the role of words in the text (e.g., Elleman et al., 2009). In the current study, we 
tried to close the gap between vocabulary growth and reading comprehension improvement 
by not only including meaning oriented activities (teaching new words and embedding them 
into a context), but also by actively and consciously integrating words into text propositions 
and combining these propositions into coherent and adequate text models. The positive effect 
evidenced in the current study, however, did not hold after the intervention was finished: 
after six months, performances on the expository reading comprehension test of students 
who received the WTTI intervention did not differ from students in the control condition. 
Presumably, students need more practice to ensure that assumed changes in reading behavior 
become persistent. A recent two-year intervention study by Droop et al. (2016) has shown that 
only after two years of intervention, an effect of their strategy intervention was detected on a 
standardized measure of reading comprehension, implying that generally, interventions need 
time to become persistent. 
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With respect to narrative reading comprehension, no differences between the two groups 
were found, both on the short and long term. There are a number of substantial differences 
between narrative and expository reading comprehension. Overall, expository texts are 
thought of to be more difficult and require different reading skills. As compared to information 
stated in expository texts, the information presented in narrative stories often resembles 
experiences students have in everyday life (Graesser et al., 1994). These experiences include 
word knowledge, world knowledge, and experiences with inferences typical for narrative texts. 
Information stated in expository texts often does not resemble everyday life events. These 
texts have a larger number of unknown words, students have less world knowledge which 
they can use in integrating new information, and understanding these expository texts often 
requires different, more difficult, types of inferences (Graesser, McNamara, & Louwerse, 
2003). In comparing words used in narrative and expository texts, Gardner (2004) concluded 
that in expository texts a greater proportion of words at the more specialized vocabulary levels 
(i.e., academic vocabulary) is utilized and that as a result of that, these expository texts place 
more lexical demands on students in general. Through the WTTI intervention, including several 
lexical assignments, students in the experimental group received more training in how to read 
expository texts for comprehension and how to handle these lexical demands. Based on the 
results of the present study, we can argue that training word-to-text integration skills and 
subsequently creating a visual representation of the text especially benefits expository reading 
comprehension. Future research, however, is warranted to adequately support this statement. 
Finally, additional analyses showed that the effects of the WTTI intervention were equal for all 
students, irrespective of pretest levels of decoding, vocabulary, and reading comprehension. 
Based on these results, we can conclude that the WTTI intervention is effective in improving 
intervention based reading vocabulary and expository reading comprehension skill for a broad 
range of students. 
Results from the present study have several important implications for both education 
and research. First of all, with the current study we showed that vocabulary and reading 
comprehension go hand in hand. One intervention, with a focus on word-to-text integration, 
can be implemented in the school curriculum to improve both (specialized) reading vocabulary 
and expository reading comprehension skill. Expository texts are often used in school settings 
when teaching students for example about history, geography, or science. Incorporating 
a word-to-text integration focused approach during these sessions, might not only lead to 
an increase in knowledge on these specific subjects, but also to an increase in vocabulary 
and comprehension skill in general. Word representations created during these sessions are 
proven to be stable and long-lasting. Secondly, we have shown that the WTTI intervention 
can be implemented in classrooms relatively easy. With only a short training and some 
additional coaching, teachers were able to implement the intervention and improve students’ 
vocabulary and reading comprehension skill. Finally, results have shown that the intervention 
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is appropriate for a broad range of students and can therefore be implemented as a whole-
class based approach. 
In future research the current results should be elaborated on in a number of ways. In the 
present study, teachers in the experimental condition were trained and coached in the use 
of think aloud procedures, cooperative learning, and student differentiation. The additional 
professional development might have contributed to the treatment effects, especially if the 
training has led to differences in teaching behaviors throughout the day. Slavin et al. (2008) 
have shown that programs designed to change daily teaching techniques in combination with 
change of the curriculum are more effective, as compared to programs focused on changing 
techniques or curriculum alone. Future research on the effects of word-to-text integration 
interventions would benefit from including a control group in which these teaching techniques 
are trained but changes in the curriculum are not implemented and a control group in which 
changes in the curriculum are implemented without training these teaching techniques.
Regarding the stable enhancement of intervention based reading vocabulary, the results of the 
present study raise a number of questions. First, with the current study, we have shown that 
students in the experimental condition improved their reading vocabulary breadth. However, 
no measures of depth were administered. In the future, it would be interesting to examine 
the effects of the WTTI intervention on intervention based vocabulary depth. In addition, more 
from an experimental angle, insights in how often students have to encounter a specific word 
in order to learn it, would be highly relevant, especially in improving the WTTI intervention. 
Second, based on previous research, it has been suggested that incidental word learning 
provides the primary means of vocabulary acquisition, especially beyond the primary grades 
of elementary school when students have acquired decoding skills and start to read more 
independently (Wagner et al., 2007). In the current study, we did not incorporate any incidental 
word learning strategies in the intervention. Future research would benefit from examining the 
possibility of including these strategies in the WTTI intervention, in order to improve, in addition 
to specific reading vocabulary, generalized vocabulary. 
With respect to reading comprehension, we have shown that the WTTI intervention has a positive 
effect on short-term expository reading comprehension skill. It is important to keep in mind 
that the expository reading comprehension test included only one reading passage at each time 
point and that for one passage test reliability was questionable. Future research, examining the 
impact of word-to-text integrating intervention, would benefit from including more expository 
and narrative passages per time point with better test reliability. Based on results from the 
current study, it remains unclear how students in the experimental condition changed their 
reading behavior as compared to students in the control condition. To answer this question, 
more experimental research is warranted. In addition, due to ethical reasons, students in the 
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experimental condition completed the WTTI intervention on top of their regular business as 
usual. Previous research has clearly indicated that there is a high correlation between reading 
skills and the amount students read both at home and school (e.g., Donahue, Finnegan, Lutkus, 
Allen, & Campbell, 2001; Taylor, Pearson, Clark, & Walpole, 2000). Theoretically therefore, the 
impact of the WTTI intervention on expository reading comprehension, could be the result of 
extra reading in general instead of the training of word-to-text integration skills. Additional 
analyses with total amount of time spent on reading comprehension as an extra predictor 
showed that including this variable did not change the results; significant effects remained 
significant, non-significant results remained non-significant, and the time-variable itself was 
not significant either in all analyses (intervention specific vocabulary, general vocabulary, 
expository reading comprehension, and narrative reading comprehension). Schools in the 
intervention condition reported that the WTTI intervention often replaced other language-
related activities, such as free-reading or additional reading comprehension lessons (above 
and beyond their regular program). We therefore think that it is unlikely that the impact of the 
WTTI intervention can solely be attributed to the fact that students in the experimental condition 
received both (part of) the regular program and the WTTI intervention. Future research would, 
however, benefit from including a control group in which students complete additional language 
activities, such as individual reading of the texts used in the WTTI intervention and compare 
their results to those of the experimental group. With respect to the persistence of the effect 
of the WTTI intervention, future research should focus on how to achieve prolonged effects: is 
it enough to just extend the intervention to obtain prolonged effects or should different types 
of assignments be considered? In all, future research is necessary to improve the intervention 
and get a better understanding of how students in the experimental condition changed their 
reading behavior. 
To conclude, the present study is one of the first to examine the effectiveness of a word-
to-text integration intervention on both vocabulary and reading comprehension skills. As 
indicated by the results, the WTTI intervention is effective in creating strong, long-lasting word 
representations and resulted in enhanced expository reading comprehension skills. These 
results suggest that students can benefit from a meaning-oriented reading comprehension 
intervention that focuses on both single words and how these words should be integrated in 
sentences and texts.
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Reading comprehension is one of the most essential skills students develop during the 
elementary school years. Being able to understand written texts does not only enable students 
to gain knowledge in almost all school domains, it is also a prerequisite to be able to participate 
in our modern literate society (Spörer & Brunstein, 2009). Comprehending written text is a 
complex process, involving various bottom-up and top-down processes. These processes 
are influenced by the quantity and quality of the lexical representations stored in the mental 
lexicon. The general aim of the present dissertation was to gain more insight in the role of 
lexical quality in reading comprehension and the development of such in the intermediate 
elementary grades (Grade 4 and 5). In the first part of this dissertation (Chapters 2 and 3), the 
relation between lexical quality and reading comprehension was examined. Two studies were 
conducted, one using an experimental design and one using a more naturalistic correlational 
design. In the second part (Chapter 4), we adopted a developmental perspective to examine 
causal relationships. In a longitudinal study, we examined the relation between lexical quality 
(i.e., decoding and vocabulary) and reading comprehension and how cognitive precursors 
influence this relation in students in the intermediate elementary grades. These grades mark 
a critical transition point in development, as students go from learning to read to reading for 
learning. In the third and final part (Chapter 5), we focused on changing reading behaviors and 
improving lexical quality and reading comprehension skills. In an intervention study, it was 
examined to what extent lexical quality and reading comprehension benefit from a reading 
comprehension intervention aimed at enhancing word-to-text integration skills. This final 
chapter gives a summary of the main findings and provides answers to the three research 
questions addressed in the introduction of the present dissertation. In addition, theoretical 
implications, limitations, and suggestions for future research and educational implications will 
be discussed. 
6.1 LEXICAL QUALITY EFFECTS IN READING COMPREHENSION
In the first part of the present dissertation, we have demonstrated that there is a strong relation 
between lexical quality (i.e., decoding and vocabulary) and reading comprehension, which is 
in line with other studies examining this relation (e.g., Ouellette & Beers, 2010). As set out 
throughout this dissertation, lexical quality is dependent on the number of representations 
stored in the mental lexicon and the quality of these stored representations. Throughout 
the present dissertation lexical quality was measured using decoding and vocabulary 
tasks. Decoding tasks were used to assess the grapheme and phoneme constituents and 
their interconnections; Various vocabulary measures were used to assess the complexity 
of the mental lexicon and to account for the phoneme and semantic constituents and their 
interconnections (oral vocabulary) and the grapheme, phoneme, and semantic constituents 
and their interconnections (written vocabulary). Although previous studies on reading 
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comprehension generally have accounted for individual differences in decoding, the complex 
structure of the mental lexicon has been largely ignored, underexposing the relation between 
lexical quality and reading comprehension. In the first part of the present dissertation we 
have shown that both decoding skills and various aspects of the lexicon uniquely contribute 
to explaining individual differences in reading comprehension skill. Moreover, we have shown 
that lexical semantic network knowledge (as one aspect of the mental lexicon) is also indirectly 
related to reading comprehension via its impact on word identification skills, one of the core 
skills in reading comprehension.
In Chapter 2, fourth-grade students completed an experimental visual primed lexical decision 
task. Results of this experimental study indicated that students were faster in identifying a 
word when it was preceded by a related word as compared to when it was preceded by an 
unrelated word. These results are in line with other studies examining lexical semantic network 
knowledge in students (e.g., Assink, Van Bergen, Van Teeseling, & Knuijt, 2004; Holcomb & 
Neville, 1990). This priming effect was found for categorically, functionally, and part-whole 
related words indicating that the nature of these priming effects is universal across tasks. In 
addition, it was shown that priming effects were not related to reading abilities (both decoding 
and reading comprehension), suggesting that children varying in reading ability all benefit from 
residual co-activation of related words in reading and understanding written text. Together the 
results indicate that priming effects are robust and universal across tasks and children varying 
in reading ability. 
In Chapter 3, we adopted a multicomponent approach in order to account for the complex 
structure of the mental lexicon. Together a variety of operators to measure vocabulary 
explained up to 30% of the variance in reading comprehension. This amount is substantially 
larger as compared to other studies examining this relation using only one vocabulary measure. 
Ouellette (2006), for example, indicated that in Grade 4 only 15% of the variance in reading 
comprehension could be explained by individual differences in vocabulary. In addition to more 
conventional breadth and depth measures, students in our study also completed an offline 
word association task to measure lexical semantic network knowledge. Performance on this 
task uniquely explained individual differences in reading comprehension, after accounting for 
individual differences in decoding and other aspects of the mental lexicon. This result indicates 
that students with stronger and more meaningful connections between words, were more 
likely to have better developed reading comprehension skills as compared to students with 
weaker and less meaningful connections between words. 
Based on the studies presented in the first part of this dissertation, it can be concluded that 
lexical quality is a complex construct, involving various aspects and that research should 
consider this complex nature. In Chapter 3 we have evidenced that various vocabulary measures 
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all contribute uniquely to explaining individual differences in reading comprehension. However, 
there is a large variation in the amount of variance explained by each operator. The written 
breadth measure explained far more variance in reading comprehension as compared to the 
oral breadth measure. In the written breadth measure, due to the decoding component of 
the test, all three lexical quality constituents and their interrelations play a role. In the oral 
breadth measure only the phonological and semantic constituent play a role. These results 
imply that the choice of vocabulary measures do have an impact on the interpretation of the 
relation between lexical quality and reading comprehension. Various studies on the role of 
lexical quality in reading comprehension only used an oral breadth test to measure vocabulary 
(e.g., Daugaard, Cain, & Elbro, 2017; Ouellette & Shaw, 2014; Stanley, Petscher, & Catts, 
2018). Based on the result of the present dissertation, using only an oral breadth test might 
underestimate the relation between lexical quality and reading comprehension. 
Moreover, we have shown that, although effects were small, lexical semantic network 
knowledge is related to reading comprehension skills. Why do students with better developed 
lexical semantic network knowledge perform better in comprehending written texts? It can be 
argued that for students with better developed lexical semantic network knowledge, it is easier 
to integrate information stated in the text (both explicitly and implicitly) with the previously 
created model of the text. As texts become more complex, not all connections necessary to 
come to a deeper understanding of the text can be stated explicitly and students are required 
to make these connections themselves. Automatic activation of related words might aid 
this process. Perfetti (2007) indeed has argued that readers with many high-quality lexical 
representations can activate more semantic knowledge, making it easier to integrate words 
into the text model and update it, resulting in a better understanding of the text. 
To conclude, in the first part of this dissertation we have demonstrated that there is a strong 
relation between lexical quality, both in terms of decoding and vocabulary, and reading 
comprehension. It was shown that the number and quality of representations stored in the 
mental lexicon and the availability and quality of connections between lexical representations 
were related to reading comprehension.
6.2 A DEVELOPMENTAL PERSPECTIVE
In the second part of this dissertation, we have adopted a developmental perspective in order to 
examine how lexical quality and reading comprehension skills develop during the intermediate 
elementary grades and to examine how cognitive factors influence this developmental relation. 
In Chapter 4 we have evidenced a developmental relation between lexical quality and reading 
comprehension and, in addition, have shown that cognitive factors have an impact on this 
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developmental relation. Although results indicated that individual differences in reading 
comprehension skills prevailed throughout fourth and fifth grade, not all variation in development 
was explained by the autoregressive effect. With the cross-sectional studies presented in 
Chapters 2 and 3, it was shown that both decoding skills and vocabulary, as indicators of lexical 
quality, have an impact on concurrent reading comprehension in Grade 4. In the longitudinal 
study, however, it was shown that vocabulary, but not decoding, has an impact on reading 
comprehension development in the intermediate elementary grades. These results are in 
line with previous studies examining the development of reading comprehension (Nouwens, 
Groen, Kleemans, & Verhoeven, 2017; Ouellette & Beers, 2010, but also see Verhoeven & Van 
Leeuwe, 2008). When students start to learn to read, decoding processes put a large demand 
on cognitive capacity. However, when students become more experienced and the alphabetic 
principle (i.e., grapheme to phoneme conversion) has been mastered, decoding becomes more 
automated, reducing cognitive load, leaving more capacity for comprehension processes (e.g., 
De Jong & Van der Leij, 2002; Perfetti, 1992; Stanovich, 2000; Verhoeven & Van Leeuwe, 2008). 
Due to this reduction in cognitive load, vocabulary becomes the primary constraining factor in 
reading comprehension development. This is especially true for languages with a transparent 
orthography, such as Dutch, for which it is relatively easy to master the alphabetic principles. 
An important finding was that the developmental relation between reading comprehension 
and vocabulary is reciprocal. Not only does vocabulary influence reading comprehension 
development, reading comprehension also influences vocabulary development. These results 
replicate previous studies in which a positive relation was evidenced between semantic 
knowledge and reading comprehension (e.g., Ouellette & Beers, 2010; Ouellette & Shaw, 2014; 
Stanley et al., 2018) and studies in which semantic knowledge has been shown to influence 
reading comprehension development (e.g., Nouwens et al., 2017; Verhoeven & Van Leeuwe, 
2008). Where the longitudinal study presented in Chapter 4 and the study by Verhoeven and Van 
Leeuwe (2008) both evidenced a reciprocal relation between semantic knowledge and reading 
comprehension, Nouwens et al. (2017) did not. This may be due to the fact that both in the 
current dissertation and the study by Verhoeven and Van Leeuwe (2008) a written vocabulary 
breadth test was used to measure vocabulary; Nouwens et al., (2017) in contrast, only used 
an oral vocabulary breadth measure. As shown in Chapter 3 of the present dissertation, the 
predictive value of a written vocabulary breadth test is larger as compared to the predictive 
value of oral breadth measure.  
As evidenced in the studies presented in Chapter 2 and 3, cognitive factors (such as short-term 
memory, working memory, and nonverbal reasoning) have an impact on reading comprehension 
above and beyond the impact of lexical quality (i.e., decoding and vocabulary). These results 
are in line with previous studies examining the relation between lexical quality and reading 
comprehension and the role of cognitive factors (e.g., Cain, 2006; Fuchs et al., 2012). In Chapter 
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4, it was evidenced that cognitive factors influence the developmental relation between lexical 
quality and reading comprehension. First, working memory and nonverbal reasoning indirectly 
influenced vocabulary and reading comprehension development through their direct effects 
on concurrent vocabulary and reading comprehension skills and their developmental relation. 
Second, nonverbal reasoning directly influenced reading comprehension development. Due to 
both the direct and indirect effects, especially reasoning skills seem to contribute to reading 
comprehension development. Fuchs et al. (2012) have suggested that reasoning skills might be 
involved in drawing inferences, one of the higher-order subprocesses in reading comprehension. 
Kendeou, Van den Broek, Helder, and Karlsson (2014) have suggested that readers without 
well-developed inference making skills, inevitably will fail to comprehend almost all written 
texts because “they are unable to identify important connections that lend coherence to their 
text representations” (pp. 12). As the texts become more complex, readers rely more on these 
inference skills, because not all connections can be stated directly in the text. Well-developed 
reasoning skills might aid students in creating coherent inferences, resulting in better text 
comprehension.
In conclusion, while taking a developmental perspective, we have shown that the impact 
of decoding on reading comprehension skills becomes smaller as students gain more 
automatized decoding skills so that vocabulary knowledge becomes the primary constraining 
factor. We found cognitive factors to play a role in reading comprehension development as well. 
Both working memory and nonverbal reasoning indirectly influenced reading comprehension 
development through their relation with vocabulary, whereas nonverbal reasoning also shows 
a direct impact on reading comprehension development.
6.3 WORD-TO-TEXT INTEGRATION INTERVENTION EFFECTS 
Integrative models of reading comprehension suggest that reading comprehension starts with 
the identification of single words. After single word meanings have been activated, word-to-
text integration processes are required to go from single words to a representation of the 
text (Perfetti & Stafura, 2014; Verhoeven & Perfetti, 2008). To arrive at text comprehension, 
sentence representations need to be integrated into a continuously updated model of the text. 
This text model reflects how linguistic elements are organized and how these elements are 
related to each other. Word-to-text integration processes are crucial in reading comprehension 
since they recur with each subsequent phrase. Since these integration processes facilitate 
vocabulary learning, it is crucial that students develop these word-to-text integration skills to 
the best of their abilities. 
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In Chapters 2 and 3, it was evidenced that students with better developed semantic network 
knowledge are better able to understand written text as compared to students with fewer and 
weaker connections. It was argued that semantic network knowledge might aid word-to-text 
integration processes in that it is easier to integrate words into sentences and a previously 
constructed model of the text when a word has more and stronger connections to other words 
(Perfetti, Yang & Schmalhofer, 2008). In Chapter 4, it was evidenced that vocabulary is the 
primary constraining factor in reading comprehension development. Interventions with a focus 
on vocabulary might therefore be effective in enhancing reading comprehension skills. Thus, in 
the third and final part of the present dissertation, we conducted an intervention study aimed at 
improving word-to-text integration skills by focusing on vocabulary in order to improve reading 
comprehension skills. In the study presented in Chapter 5, Grade 4 students participated in 
a whole-class intervention aimed at improving lexical quality and reading comprehension 
by enhancing word-to-text integration skills. The intervention lasted for 18 weeks. Previous 
research has indicated that, for a more semantically focused intervention to be effective in 
enhancing reading comprehension, instruction should (1) provide both definitional and 
contextual information, (2) include more than one encounter with the target word, and (3) 
include high levels of word processing, such as generative processing, or the production of 
novel responses (Brinchmann, Hjetland, & Lyster, 2015; Lesaux, Kieffer, Faller, & Kelley, 2010; 
Stahl & Fairbanks, 1986). Each week, Grade 4 students completed assignments aimed at (1) 
creating strong word representations and connections between target words (words important 
for understanding the meaning conveyed in the text) and (2) integrating these words into 
a text model, taking the three effective principles in mind. After the intervention, students 
who participated in the intervention knew more intervention-specific words and performed 
better on a measure for expository reading comprehension as compared to students who did 
not participate in the intervention. There were no differences between the two groups on a 
standardized measure of vocabulary and narrative reading comprehension. 
In the intervention, the focus was on consciously integrating words into sentences and into the 
text model created thus far. In comparing expository and narrative reading comprehension, 
it can be argued that expository texts are more difficult and require different reading skills. 
First of all, as compared to information stated in expository texts, the information presented 
in narrative stories often resembles experiences students have in everyday life (Graesser, 
Singer, & Tabasso, 1994). These experiences include word knowledge, world knowledge, and 
experiences with inferences typical for narrative texts. Information stated in expository texts 
often does not resemble everyday life. These texts have a larger number of unknown words, 
students have less world knowledge which they can use in integrating new information, and 
understanding these expository texts often requires different, more difficult, types of inferences 
(Graesser, McNamara, & Louwerse, 2003). It is possible that understanding expository texts 
requires more explicit word-to-text integration. Especially in expository texts (which are 
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usually more complex as compared to narrative texts), not all connections needed to come to a 
deeper understanding of a text are explicitly stated. Students have to create these connections 
themselves. It could be that training in word-to-text integration skills therefore only has an 
impact on expository reading comprehension.
In all, it can be concluded that an intervention focused on word-to-text integration can be 
an effective tool in creating strong, long lasting word representations and in enhancing 
(expository) reading comprehension skills. These results suggest that students can benefit 
from a meaning-oriented reading comprehension intervention that focuses on both single 
words and how these words should be integrated in sentences and texts.
6.4 THE ROLE OF LEXICAL QUALITY IN READING COMPREHENSION 
REVISITED
The results of the present dissertation are fully commensurate with neurobiological theories of 
language processing. According to the MUC-model, three functional components are involved 
in processing language: Memory, Unification, and Control (see Hagoort, 2005, 2007, 2013). 
First, the Memory component is involved in retrieving information from long-term memory. 
With respect to vocabulary and reading comprehension, we have seen throughout the present 
dissertation that the quantity and quality of word knowledge stored in the mental lexicon 
is related to reading comprehension and the development of such. Second, the Unification 
component facilitates processes involved in integrating information retrieved from long-term 
memory. With respect to vocabulary and reading comprehension, we have highlighted the 
importance of well-developed word-to-text integration skills. Third, the control component 
ensures that the intended actions are carried out. With the longitudinal study presented in the 
present dissertation, we have shown that working memory capacity and nonverbal reasoning 
skills (as indicators of the Control component) are directly and indirectly related to vocabulary 
and reading comprehension and the development of these skills. 
The findings of the present dissertation highlight the importance of lexical quality in children’s 
reading comprehension in the intermediate elementary grades. Lexical quality refers to both 
how many words are known (quantity or breadth) and how well these words are known (quality 
or depth). According to the Lexical Quality Hypothesis, both bottom-up word identification 
and top-down comprehension processes are dependent on the quantity and quality of these 
representations (Perfetti & Hart, 2002; Perfetti, 2007). This is in line with Interactive models of 
reading comprehension indicating that orthographic and semantic aspects of word knowledge 
are extremely crucial in reading comprehension (See Figure 6.1; Kintsch, 1988, 2012; Perfetti & 
Stafura, 2014; Verhoeven & Perfetti, 2008). After identifying single words, semantic information 
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is used to construct sentence representations, which in turn are integrated into a continuously 
updated model of the text. Together with the integration of relevant background information, 
the ultimate goal is to construct a coherent and adequate situation model, incorporating 
semantic relations between text propositions and relations between text propositions and 
background knowledge (Van den Broek & Espin, 2012). Constructing such models is hindered by 
insufficient semantic and background knowledge. Semantic knowledge, therefore, constitutes 
the foundation for text comprehension. 
WRITTEN 
TEXT
Word
identification
Word-to-text
integration
Text model
Orthographic units Phonological units
Situation model
Prior knowledge
Sentence
representations
Semantic units
Figure 6.1 Blueprint of an interactive model of the reading comprehension process in which the central 
role of semantic knowledge is highlighted.
The present dissertation was broadly divided into three parts in which (1) the relation between 
lexical quality and reading comprehension was explored, (2) the development of lexical quality 
and reading comprehension were examined, and (3) the effects of a word-to-text integration 
intervention were examined. In part one, we first have shown that lexical semantic network 
knowledge has an impact on word identification skills, one of the core skills in comprehending 
written text. Creating strong and stable word representations (in terms of phonology, 
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orthography, and semantics) and strong connections between these representations will 
lead to enhanced reading skills. Second, we have shown that various aspects of the mental 
lexicon contribute uniquely in explaining individual differences in reading comprehension. 
Based on these results, it can be argued that using only one vocabulary measure might under-
estimate the multidimensional nature of the mental lexicon and bias the interpretation of 
the relationship between vocabulary and reading comprehension. In addition, the choice of 
vocabulary measures may also have an impact on the interpretation of the relation between 
lexical quality and reading comprehension. In the present dissertation, we have seen that 
written vocabulary is more strongly related to reading comprehension than oral vocabulary. 
We have argued that written vocabulary has a stronger overlap with reading comprehension, 
as compared to oral vocabulary, because of overlap in underlying constituents and overlap 
in type of words assessed. In various previous studies only oral vocabulary was measured to 
examine the relation between vocabulary and reading comprehension (e.g., Daugaard et al., 
2017; Ouellette & Shaw, 2014; Stanley, et al., 2018). Using only an oral breadth measure might 
have underestimated the relation between lexical quality and reading comprehension in these 
studies. 
In the second part of the present dissertation we have shown that the relation between vocabulary 
and reading comprehension is reciprocal and that vocabulary and not decoding is the most 
constraining factor in reading comprehension when students become older. These results are 
in line with previous research outcomes (e.g., De Jong & Van der Leij, 2002; Perfetti, 1992; 
Verhoeven & Van Leeuwe, 2008). Moreover, our findings show that cognitive factors directly and 
indirectly influence vocabulary and reading comprehension and the development of such. It can 
be argued that in the development of reading comprehension reasoning skills play a significant 
role. It has been suggested that these skills might be used to analyze relations among and 
draw inferences about characters or actions in narrative text and to decipher challenging 
expository material and that therefore these skills are important in reading comprehension 
and the development of such (Fuchs et al., 2012, pp. 218). These reasoning skills should be 
considered more in research. 
Finally, in the third part, we have seen that an intervention focusing at improving word 
knowledge and enhancing word-to-text integration skills improves both lexical quality and 
reading comprehension skills. These results are in line with interactive models of reading 
comprehension. As shown in Figure 6.1, it is especially the semantic constituent that is 
important in reading comprehension, since information from the semantic constituents 
is used in creating sentence representations. In addition, coherent and adequate sentence 
representations enable students to learn new words. A focus on semantic knowledge in 
combination with teaching how to integrate activated semantic information into sentences 
therefore seems promising in enhancing both lexical quality and reading comprehension skills. 
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To summarize, results of the present dissertation expand our knowledge of how lexical quality 
plays a role in reading comprehension and fit with interactive models of reading comprehension 
and the more general MUC-model of language processing. Based on the present dissertation 
it can be argued that (1) multiple aspects of the mental lexicon have an impact on reading 
comprehension and consequently the development of such (Memory), (2) a focus on word-
to-text integration skills thus not only enhances reading comprehension skills directly but 
also indirectly via enhancing lexical quality (Unification), and (3) cognitive factors do not only 
influence concurrent lexical quality and reading comprehension but also the developmental 
relation between the two (Control). 
6.5 LIMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH
Although the studies presented in the present dissertation shed more light on the role of lexical 
quality in reading comprehension, the results should be evaluated in light of a few limitations. 
First, all measurements presented here used paper-and-pencil reading comprehension tasks 
in which students were asked to read one or more texts and answer open-ended or multiple-
choice questions. In order to examine the reading comprehension process in more detail, future 
research would benefit from studies including online measures using for example eye-tracking 
or neuroimaging techniques (e.g., EEG or fMRI). These methodologies allow researchers to 
examine the reading comprehension process in more detail. In addition, using these online 
techniques, changes in reading behaviors due to for instance new interventions or programs 
can be detected and changes in neural networks can be examined.
Second, the present dissertation has focused on linear text comprehension. In a linear text, 
there is a fixed structure, with a fixed reading path. However, with increasing availability of 
ICT resources, students are more and more presented with hypertexts. Hypertexts can 
be characterized as a collection of documents which are connected to each other through 
links. In reading a hypertext, readers create their own reading path, relying more on cognitive 
capacities. Reading hypertexts therefore is different from linear texts. Although some studies 
have suggested that understanding a hypertext is more difficult as compared to understanding 
a linear text (e.g., Bezdan, Kester & Kirschner, 2013; Wells & McCrory, 2011), other studies did 
not find differences in difficulty (Blom, Segers, Hermans, Knoors, & Verhoeven, 2017; Salmerón 
& García, 2012). However, due to the features of a hypertext, (cognitive) factors might play 
a different role in reading comprehension. DeStefano and LeFevre (2007), for instance, have 
shown that readers with less working memory capacity and background knowledge tend to 
show more problems in understanding a hypertext as compared to understanding a linear text. 
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More understanding of how cognitive factors play a role in understanding written hypertexts 
and the development of such is warranted.
Third, previous studies repeatedly have shown that executive functions have an impact on 
reading comprehension and its development (e.g., Cain, Oakhill, & Bryant, 2004; Nouwens, 
2017; Potocki, Sanchez, Ecalle, & Magnan, 2017). Executive functions refer to cognitive 
processes that regulate and control our behavior while performing a particular task (Diamond, 
2013; Miyake, Friedman, Emerson, WItzki, & Howerter, 2000). Regarding the role of executive 
functions in reading comprehension, main focus has been on the role of working memory (e.g., 
Daneman & Merikle, 1996). More recently, however, other executive functions (e.g., inhibition, 
cognitive flexibility, and planning) have been identified and linked to reading comprehension 
and the development of such (e.g., Cartwright, 2015; Colé, Duncan, & Blayne, 2014; Diamond, 
2013; Georgiou & Das, 2016; Nouwens, 2017). Although we did control for working memory and 
nonverbal reasoning, other executive functions were not included in the present dissertation. 
Future work should examine how these other executive functions have an impact on lexical 
quality, reading comprehension, and the developmental relation between the two. Future 
intervention studies would benefit from taking individual differences in executive functions into 
account, since not all interventions fit with the needs of students with and without difficulties 
in these executive functions (e.g., Kendeou et al., 2012).  
6.5 IMPLICATIONS FOR EDUCATION
Acquiring well-developed reading comprehension skills is one of the main goals of elementary 
education. Findings of the present dissertation provide useful insights for educational 
professionals. First, with the present dissertation we elaborated on studies providing evidence 
for a strong relation between lexical quality and reading comprehension. For assessment 
purposes, it is important to not only keep track of reading comprehension development, but to 
also map the development of underlying skills such as decoding and vocabulary. With respect 
to vocabulary, we have seen that various components of the mental lexicon individually impact 
reading comprehension. It is therefore important to include measures of both vocabulary 
breadth and depth in mapping vocabulary development. With respect to comprehension 
programs, programs used in schools generally put a great emphasis on teaching reading 
comprehension strategies (such as summarizing, clarifying, and asking questions), largely 
ignoring the impact of semantic knowledge and integration skills. It has been suggested that 
vocabulary is a prerequisite for the successful application of reading comprehension strategies 
(Lesaux, 2012; Okkinga, 2018). Recently, Okkinga (2018) has shown that vocabulary knowledge 
moderates the effect of strategy instruction in low achieving adolescents. Given the large 
variety in vocabulary in students in the elementary grades, more attention for the complex 
nature of the mental lexicon and more attention for the impact of semantic knowledge on 
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reading comprehension is warranted. Language programs may benefit, for example, from 
including activities in which various aspects of the mental lexicon (breadth, depth, and lexical 
semantic network knowledge) are addressed. 
Second, comprehension programs should focus on explicitly teaching students how to 
integrate newly read words into the text model and involve components that are aimed at 
enhancing lexical quality. In the present dissertation, we examined the effects of a word-to-
text integration intervention. For word-to-text integration processes to be successful, lexical 
quality (and especially information from the semantic constituent) needs to be well-developed. 
For interventions to be effective in teaching new vocabulary and consequently enhancing 
reading comprehension, it has been suggested that (1) interventions should include definitional 
information of the words to be taught (to enhance lexical quality), (2) target words should be 
encountered multiple times, and (3) assignments should require high levels of processing 
(Stahl & Fairbanks, 1986). These principles were incorporated in the intervention presented 
in Chapter 5. With including a familiarization assignment, it was ensured that students were 
presented with the correct definition of the target words before reading the text. In addition, 
by having multiple word-to-text integration assignments, students encountered target words 
multiple times and the demand for high levels of processing were met. During the integration 
assignments, students actively constructed meaningful relations between the target words and 
other related concepts, by which they expanded their (semantic) knowledge of the target words 
and improved the quality of these word representations. Results indicated that vocabulary 
and reading comprehension go hand in hand. One intervention, with a focus on lexical quality 
and word-to-text integration, can be implemented in the school curriculum to improve both 
(specialized) reading vocabulary and expository reading comprehension skill. This approach 
can also be used in other school subjects. Expository texts, for example, are often used in 
school settings when teaching history, geography, or science. Incorporating a word-to-text 
integration focused approach during these sessions, might not only lead to an increase in 
knowledge of these specific subjects, but also to an increase in vocabulary and comprehension 
skill in general. 
Finally, various cognitively related intervention programs have claimed to lead to long-term 
improvement in for example working memory or inhibition (e.g., CogMed, 2011). Convincing 
empirical evidence, however, is lacking (e.g., Melby-Lervåg & Hulme, 2013) and reading 
comprehension programs might not benefit from including such training interventions. We 
recommend that reading comprehension programs, especially those aimed at struggling 
readers, are designed in a way that they put as little as possible demand on cognitive capacities. 
By doing so, students are able to enhance their lexical quality and reading comprehension skills, 
without being hindered by their less-developed cognitive capacities. Programs for struggling 
readers could, for instance, benefit from texts in which relations between text elements are 
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made explicit. By doing so, less cognitive capacity is needed to integrate these text elements 
and more capacity can be used for understanding the text. 
6.6 CONCLUSION
The present dissertation highlights the importance of lexical quality in reading comprehension in 
the intermediate elementary grades. First, there is universal semantic priming in children both 
across tasks (various types of relations) and across reading levels. Children varying in decoding 
and reading comprehension levels all benefit from semantic activation, due to relations between 
words. Second, in addition to word decoding, not only vocabulary breadth but also vocabulary 
depth and connections between words have an impact on reading comprehension skill. Third, a 
reciprocal relation between vocabulary and reading comprehension was evidenced: vocabulary 
influences reading comprehension development and vice versa. In addition, cognitive factors 
play a role in reading development. Decoding skills did not influence reading comprehension 
development, suggesting that vocabulary becomes the primary constraining factors as students 
become older and decoding skills become automatized. Finally, an intervention focusing on 
vocabulary breadth, vocabulary depth and connections between words all fostering word-to-
text integration skills, is effective in enhancing reading comprehension skills. 
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Education is the most powerful weapon which you can use to change the world. 
~Nelson Mandela
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Begrijpend lezen kan worden omschreven als het kunnen achterhalen van de betekenis van een 
geschreven tekst. Het kunnen begrijpen van een geschreven tekst is niet alleen belangrijk voor 
het volgen van vervolgonderwijs, waar leerlingen zich veel kennis eigen moeten maken door het 
lezen van teksten, maar ook om goed te kunnen functioneren in onze geletterde maatschappij. 
Veel informatie-uitwisseling vanuit bijvoorbeeld overheids- en gezondheidsinstellingen verloopt 
via geschreven tekst, zoals brieven van de belastingdienst of bijsluiters bij medicijnen. Ook op 
sociaal niveau wordt steeds vaker gebruik gemaakt van geschreven teksten via bijvoorbeeld 
sociale media. Het ontwikkelen van goede begrijpend leesvaardigheden is daarmee een van de 
belangrijkste kerntaken van het basisonderwijs. 
Begrijpend lezen is een complex proces waarbij verschillende vaardigheden een rol spelen. 
Allereerst is het van belang dat leerlingen goed leren decoderen. Decoderen is het proces 
waarbij losse letters verklankt worden en samengevoegd worden tot een woord. Dit proces 
wordt in de onderwijspraktijk ook vaak aangeduid met de term technisch lezen. Daarnaast is 
het belangrijk dat leerlingen een voldoende woordenschat hebben. Om een tekst echt goed te 
begrijpen, moet de betekenis van minimaal 90% van de woorden bekend zijn. Hoewel beide 
vaardigheden van belang zijn, verschuift het relatieve belang naarmate leerlingen ouder 
worden. Wanneer leerlingen net leren lezen, kost het decoderen van woorden erg veel moeite 
en houden leerlingen weinig cognitieve capaciteit over voor de begripsprocessen. Decoderen 
bepaalt in de eerste periode dan ook sterk in welke mate een leerling in staat is om een tekst 
te begrijpen. Wanneer leerlingen echter meer leeservaring opdoen en het decoderen van 
woorden een geautomatiseerd proces wordt, blijft er meer cognitieve capaciteit over voor de 
begripsprocessen. Op dit punt in de ontwikkeling wordt de invloed van woordenschat groter. 
Het belang van een goed ontwikkelde woordenschat wordt daarmee steeds belangrijker. 
Woordkennis wordt opgeslagen in het mentale lexicon, met voor ieder bekend woord een 
aparte representatie. Ieder lexicale representatie bestaat uit drie informatieaspecten: 
orthografie (hoe een woord geschreven wordt), fonologie (hoe een woord uitgesproken wordt) 
en semantiek (hoe een woord gedefinieerd wordt). De kwantiteit van het lexicon is hoog wanneer 
een leerling veel woorden kent en dus veel representaties heeft opgeslagen. De kwaliteit van 
het mentale lexicon is hoog wanneer een leerling veel representaties van hoge kwaliteit heeft 
opgeslagen. De kwaliteit van een representatie is hoog wanneer je goed weet hoe je een woord 
schrijft, uitspreekt en definieert. Gezien de drie informatieaspecten, speelt lexicale kwaliteit 
een belangrijke rol bij zowel het kunnen decoderen van woorden, als bij het ophalen van 
betekenissen van woorden en het begrijpen van geschreven teksten. In dit proefschrift is de rol 
van lexicale kwaliteit in begrijpend lezen bij leerlingen in het basisonderwijs verder onderzocht. 
Hierbij stonden de volgende drie onderzoeksvragen centraal:
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1.  Hoe is lexicale kwaliteit gerelateerd aan begrijpend leesvaardigheden?
2.  Hoe zijn cognitieve factoren van invloed op de ontwikkeling van lexicale kwaliteit en begrijpend 
leesvaardigheden?
3.  In welke mate worden lexicale kwaliteit en begrijpend leesvaardigheden beïnvloed door een 
interventie gericht op woord-in-tekst integratie? 
Lexicale kwaliteit en begrijpend lezen
In het eerste deel van dit proefschrift is de relatie tussen lexicale kwaliteit en begrijpend lezen 
onderzocht. Hiervoor zijn twee onderzoeken uitgevoerd. In hoofdstuk 2 is een experimentele 
priming studie beschreven. Leerlingen uit groep 6 hebben onder andere een visuele priming taak 
uitgevoerd. In deze taak kregen leerlingen steeds losse letterseries op een computerscherm 
te zien en werd hen gevraagd om aan te geven of de gepresenteerde letterserie een bestaand 
Nederlands woord was of niet. Een voorbeeld van een bestaand woord gebruikt in de studie 
is potlood; een voorbeeld van een niet-bestaand woord (pseudowoord) gebruikt in de studie is 
wamspek. Allereerst lieten de resultaten zien dat leerlingen sneller waren in het aangeven dat 
een letterserie een bestaand woord was in vergelijking met het aangeven dat een letterserie 
niet een bestaand woord was. We waren echter voornamelijk geïnteresseerd in de reactietijd 
op de bestaand woorden. In de helft van de gevallen werd het bestaande woord voorafgegaan 
door een semantisch gerelateerd woord (bord en ontbijt), in de andere helft was dit niet het 
geval (draak en ontbijt). Resultaten lieten zien dat leerlingen sneller zijn in het aangeven of 
een woord een wel of niet-bestaand woord is wanneer deze voorafgegaan wordt door een 
gerelateerd woord. Met andere woorden, leerlingen beslissen sneller dat het woord ontbijt 
een bestaand woord is wanneer ze eerst eenzelfde beslissing hebben moeten nemen voor 
het woord bord vergeleken met wanneer ze eerst een beslissing hebben moeten nemen voor 
het woord draak. Dit effect werd gevonden voor woorden die qua categorie, qua functie en 
middels een deel-geheel relatie aan elkaar gerelateerd waren. Daarnaast waren deze effecten 
hetzelfde voor leerlingen die verschilden in zowel technisch- als begrijpend lezen. 
In hoofdstuk 3 hebben we onderzocht hoe verschillende woordenschat-aspecten gerelateerd 
zijn aan begrijpend lezen. Leerlingen uit groep 6 hebben hiervoor verschillende begrijpend lees- 
en woordenschattoetsen gemaakt. Resultaten lieten zien dat zowel woordenschat breedte (het 
aantal woorden dat iemand kent) als woordenschat diepte (hoe goed iemand de woorden kent) 
een impact hebben op het begrijpend leesniveau: leerlingen met een grote woordenschat en 
veel kennis over deze woorden zijn beter in staat om een geschreven tekst te begrijpen dan 
leerlingen met een kleinere woordenschat en minder kennis over deze woorden. Daarnaast is 
ook aangetoond dat leerlingen met veel sterke verbindingen tussen woorden, beter waren in 
begrijpend lezen dan leerlingen met minder sterke verbindingen. 
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Met de studies gepresenteerd in dit eerste deel is aangetoond dat een goede lexicale kwaliteit 
– in termen van het kennen van veel woorden, het hebben van veel kennis over de woorden en 
het hebben van sterke verbindingen – bijdraagt aan het goed kunnen begrijpen van geschreven 
teksten. Leerlingen met veel woordkennis (in termen van breedte en diepte) zijn beter in staat een 
geschreven tekst te begrijpen. Waarom is het echter belangrijk om veel en sterke verbindingen 
tussen woorden te hebben? Het mentale lexicon, de plek waar woordkennis wordt opgeslagen, 
kan vergeleken worden met een groot web waarin lexicale representaties met elkaar verbonden 
zijn op basis van onder andere betekenis. Deze verbindingen worden opgebouwd doordat 
woorden bijvoorbeeld vaak in dezelfde context met elkaar voorkomen (bijvoorbeeld bord en 
ontbijt), doordat ze qua functie bij elkaar horen (bijvoorbeeld pijl en boog) of doordat ze een 
deel-geheel relatie vormen (bijvoorbeeld tak en boom). Deze verbindingen zorgen ervoor dat 
woorden sneller geactiveerd kunnen worden. Wanneer een leerling bijvoorbeeld het woord tak 
leest, is kans erg groot dat hij ook het woord boom activeert en dat deze tijdelijk actief blijft 
in het geheugen. Wanneer verderop in de zin het woord boom terugkomt, kost het de leerling 
weinig cognitieve inspanningen om dit woord te herkennen en de betekenis te activeren, omdat 
dit woord nog actief is. Hierdoor blijft er meer capaciteit over die weer gebruikt kan worden voor 
de begripsprocessen. Ten tweede zorgen sterke verbindingen er waarschijnlijk voor dat het 
gemakkelijker is om een model van de tekst te vormen. Wanneer een leerling een tekst leest, 
gebruikt hij niet alleen de kennis die expliciet in de tekst staat om een model van de tekst op te 
bouwen, maar gebruikt hij ook kennis die al eerder is opgedaan. De integratie van deze extra 
informatie zorgt voor een compleet model. Hoe dit werkt, kan mooi geïllustreerd worden met 
het volgende voorbeeld: Terwijl Lotte op haar fiets naar huis reed, begonnen donkere wolken 
zich samen te pakken. Toen ze thuiskwam trok ze eerst een droge trui aan. Wanneer een lezer 
een sterke verbinding heeft tussen de woorden wolk en regen, activeert deze lezer het woord 
regen automatisch wanneer hij het woord wolk leest. Deze activatie maakt het gemakkelijker 
om te begrijpen waarom Lotte in de volgende zin een droge trui moet aantrekken dan wanneer 
het woord regen, dat in de tekst niet expliciet voorkomt, niet geactiveerd wordt. 
Ontwikkeling van lexicale kwaliteit en begrijpend lezen en de invloed van 
cognitieve factoren
In het tweede deel van dit proefschrift is een ontwikkelingsperspectief aangenomen. Voor een 
periode van twee jaar is een grote groep leerlingen gevolgd terwijl zij in groep 6 en 7 zaten. 
Resultaten van dit onderzoek zijn gepresenteerd in hoofdstuk 4. Allereerst is aangetoond dat 
er een wederkerige ontwikkelingsrelatie bestaat tussen woordenschat en begrijpend lezen. 
Leerlingen die een grote woordenschat hadden, ontwikkelden zich beter op het gebied van 
begrijpend lezen dan leerlingen met een kleine woordenschat. Vergelijkbaar toonden de 
resultaten ook aan dat leerlingen met goed ontwikkelde begrijpend leesvaardigheden een 
sterkere groei op het gebied van woordenschat lieten zien dan leerlingen met zwakkere 
begrijpend leesvaardigheden. Voor technisch lezen werd geen ontwikkelingsrelatie 
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gevonden. Het ontbreken van deze relatie suggereert dat, wanneer leerlingen de technisch 
leesvaardigheden hebben geautomatiseerd, vooral woordenschat een sterke invloed heeft op 
de ontwikkeling van begrijpend leesvaardigheden en dat de rol van technisch lezen nog maar 
erg klein is. 
In hoofdstuk 4 is ook de invloed van cognitieve factoren op de ontwikkeling van lexicale 
kwaliteit en begrijpend lezen onderzocht. Resultaten toonden aan dat er een relatie was 
tussen de capaciteit van het korte-termijn geheugen en technisch lezen. Leerlingen met 
een groter korte-termijn geheugen waren beter in het decoderen van losse woorden dan 
leerlingen met een kleiner korte-termijn geheugen. Er was echter geen invloed van het 
korte-termijn geheugen op de ontwikkeling van technisch lezen. De werkgeheugencapaciteit 
en het redeneervermogen  waren beiden gerelateerd aan woordenschat en begrijpend 
lezen. Leerlingen met meer werkgeheugencapaciteit en sterkere redeneervaardigheden 
waren beter in begrijpend lezen dan leerlingen met minder werkgeheugencapaciteit en 
zwakkere redeneervaardigheden en hadden ook een grotere woordenschat. Daarnaast 
toonden de resultaten aan dat redeneervaardigheden ook van invloed waren op de begrijpend 
leesontwikkeling. Leerlingen met sterkere redeneervaardigheden ontwikkelden zich beter op 
het gebied van begrijpend lezen dan leerlingen met zwakkere redeneervaardigheden. Waarom 
zijn juist deze redeneervaardigheden van belang? Een mogelijke verklaring is te vinden in het 
feit dat in geschreven teksten er, zeker wanneer de teksten complexer worden, niet voldoende 
ruimte is om alle verbanden die een lezer nodig heeft om een tekst te begrijpen expliciet te 
benoemen. De lezer moet deze verbanden zelf leggen op basis van datgene wat in de tekst 
staat en wat hij al weet. Verondersteld kan worden dat juist redeneervaardigheden, oftewel 
de vaardigheid om relaties te kunnen analyseren, daarvoor belangrijk zijn en dat daarmee het 
redeneervermogen van invloed is op het begrijpend leesniveau en de ontwikkeling ervan. 
De resultaten van een woord-in-tekst integratie lesprogramma
Het derde en laatste deel van dit proefschrift was gefocust op het veranderen van leesgedrag en 
het verbeteren van lexicale kwaliteit en begrijpend leesvaardigheden. Een belangrijk onderdeel 
van het begrijpend leesproces is het creëren van een mentaal model van de tekst. Tijdens het 
lezen maakt de lezer een mentale representatie van datgene wat hij leest, gecombineerd met 
datgene wat hij al weet. Het creëren van dit model is een continu proces. Zodra de lezer een 
nieuw stukje informatie heeft, voegt hij dit toe aan het model zodat dit model steeds beter de 
boodschap van de schrijver weergeeft. Het continu invoegen van nieuwe informatie noemen we 
woord-in-tekst integratie. Goed ontwikkelde integratie vaardigheden zijn niet alleen cruciaal 
om een tekst goed te begrijpen, ze zorgen er ook voor dat een lezer in staat is om de betekenis 
van onbekende woorden te achterhalen en nieuwe woordkennis op te doen. Lexicale kwaliteit 
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speelt een belangrijke rol in dit integratieproces en het opbouwen van een mentaal model en 
een op lexicale kwaliteit gerichte interventie lijkt daarmee veelbelovend. 
In hoofdstuk 5 is onderzocht wat het effect was van een voor deze studie ontwikkeld 
lesprogramma voor begrijpend lezen. Binnen dit programma lag de focus op lexicale 
kwaliteit en het ontwikkelen van woord-in-tekst integratievaardigheden. Gedurende 18 weken 
maakten leerlingen twee keer per week verschillende opdrachten rondom lexicale kwaliteit 
en woord-in-tekst integratie. Zowel voor als na de inzet van het programma hebben de 
leerlingen verschillende begrijpend lees- en woordenschattoetsen gemaakt. De prestaties op 
deze toetsen zijn vergeleken met een groep leerlingen die het reguliere programma volgde. 
Resultaten toonden aan dat leerlingen in de experimentele groep beter presteerden op zowel 
woordenschat als begrijpend lezen dan leerlingen in de controlegroep. Deze resultaten 
suggereren dat een lesprogramma met een focus op woordenschat en woord-in-tekst 
integratie gunstig kan zijn om op een effectieve manier te werken aan zowel woordenschat- 
als begrijpend leesontwikkeling. 
Conclusies en implicaties
Met de onderzoeken in dit proefschrift is aangetoond dat er een sterke relatie bestaat 
tussen lexicale kwaliteit en begrijpend lezen. Leerlingen met een bredere woordenschat, 
meer woordkennis en meer en sterkere relaties tussen woorden zijn beter in staat om een 
geschreven tekst te begrijpen dan leerlingen bij wie deze kennis minder goed ontwikkeld is. 
Leerlingen met een goede woordenschat en goede redeneervermogens laten daarnaast ook 
een sterkere begrijpend leesontwikkeling zien dan leerlingen met een zwakkere woordenschat 
en zwakkere redeneervermogens. Een sterke focus op woordenschat binnen het onderwijs lijkt 
daarmee veelbelovend. Met de interventiestudie in dit proefschrift is inderdaad aangetoond 
dat een lesprogramma met een focus op woordenschat en woord-in-tekst integratie, 
effectief is in zowel het vergroten van de woordenschat als het versterken van de begrijpend 
leesvaardigheden. In begrijpend leesprogramma’s die op dit moment veelvuldig gebruikt 
worden ligt de nadruk echter vaak op het inslijpen en toepassen van leesstrategieën en minder 
op de rol die woordenschat in begrijpend lezen speelt. Hoewel strategieën, zoals het bepalen 
van de hoofdgedachte en samenvatten, inderdaad kunnen helpen bij het beter begrijpen en 
onthouden van de tekst, kunnen ze voornamelijk alleen ingezet worden wanneer de lezer 
al een model van de tekst heeft gemaakt. Om dit idee te creëren is een goed ontwikkelde 
woordenschat en kennis over hoe losse woorden samen een tekst vormen van belang. Lees- 
en taalprogramma’s zouden dus kunnen profiteren van een sterkere nadruk op woordenschat 
(zowel breedte als diepte en de relaties tussen woorden) en de rol die woordenschat speelt in 
begrijpend lezen. Tenslotte kan het onderwijs profiteren van de kennis die op is gedaan over 
de rol van cognitieve factoren in (de ontwikkeling van) het begrijpend leesproces. Zo kunnen 
leerlingen met zwakkere redeneervaardigheden wellicht profiteren van teksten waarin relaties 
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expliciet door de schrijver worden uitgeschreven of opdrachten waarin leerlingen begeleid 
worden bij het zelf expliciteren van de impliciete relaties in de tekst. Ook kunnen lezers met 
weinig geheugencapaciteit baat hebben bij het visueel weergeven van informatie uit de tekst. 
Op deze manier hoeven ze minder beroep te doen op hun geheugen.
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Ik heb het nog nooit gedaan, dus ik denk dat ik het wel kan.
~Pippi Langkous
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academisch gebied als daarbuiten. Dankzij jouw fijne begeleiding en vertrouwen sta ik waar ik 
nu ben. Yes! Bedankt voor je grenzeloos inspiratie, kritisch blik, open houding, vrolijke lach en 
je oprechte interesse in mijn privéleven en mijn gezin. Mienke, bedankt voor het vertrouwen 
dat je me hebt gegeven. De rust die jij bracht in onze afspraken was heel erg prettig. Wat fijn 
dat ik altijd bij je binnen kon lopen met mijn vragen en wat fijn dat ik dat nu nog steeds kan. 
Ook jij bedankt voor je oprechte interesse in mij als persoon en mijn gezin. Ik hoop dat we in 
de komende jaren nog veel mooie dingen samen kunnen doen: erg leerzaam, maar vooral ook 
erg gezellig.
Mijn onderzoeken waren onderdeel van een groter onderzoek naar de ontwikkeling van 
begrijpend leesvaardigheden in het basisonderwijs. Esther, als de post-doc op dit project was 
jij zeker in de beginperiode voor mij de persoon bij wie ik terecht kon met al mijn vragen. Ik 
blijf het bijzonder vinden dat Siem en Jochem zo vlak na elkaar zijn geboren en dat we onze 
zwangerschappen samen hebben kunnen delen. Marloes, ‘de aio uit Amsterdam’, bedankt 
voor de fijne, goede en bovenal gezellige samenwerking. Terugkijkend hebben we er met z’n 
drieën echt een prachtig project van gemaakt, met mooie onderzoeken en betekenisvolle en 
praktijk-relevante resultaten. Peter, bedankt voor al je goede adviezen, je kritische blik, en je 
oprechtheid. Mede dankzij jouw input is dit project voor mij zo leerzaam geweest. 
Graag wil ik ook ‘mijn’ manuscriptcommissie – Prof. dr. Peter-Arno Coppen, Prof. dr. Evelyn 
Kroesbergen en Prof. dr. Christine Espin – bedanken voor het lezen en beoordelen van mijn 
proefschrift. Bedankt dat jullie mij op deze, voor mij bijzondere en mooie dag, het vuur aan de 
schenen willen leggen. Voor dit laatste wil ook de ook andere leden van mijn promotiecommissie 
-Prof. dr. Eliane Segers, dr. Thoni Houtveen en dr. Femke Scheltinga- bedanken.
Eliane, hoewel ik een van de weinige aio’s ben die in de afgelopen jaren niet door jou en Ludo is 
begeleid, wil ik jou ook graag bedanken. In mijn eerste jaar op de universiteit en later ook tijdens 
de Research Master, heb je me enthousiast gemaakt voor alles wat met wetenschappelijk 
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onderzoek te maken heeft. Bedankt voor alle leerzame, maar vooral ook gezellig en leuke 
momenten samen. Ik hoop dat er nog veel gezamenlijke projecten (en biertjes) mogen volgen.
Een groot woord van dank gaat uit naar alle scholen, leerkrachten en leerlingen die hebben 
deelgenomen aan dit grootschalige tweejarige project. Zonder jullie inzet en betrokkenheid 
hadden we dit project nooit tot een goed einde kunnen brengen. Ook de studenten en 
assistenten die betrokken zijn geweest bij de dataverzameling ben ik dank verschuldigd, alleen 
was het met nooit gelukt. 
Lieve paranimfen, waar te beginnen. Joyce, great minds think alike ;-). Wat ben jij een fijne 
collega! Het is zo’n fijn gevoel om te weten dat ik altijd even bij je terecht kan met een vraag, 
probleem, om iets te vieren of om even ongegeneerd te kunnen klagen. Ook buiten het werk 
ben ik blij dat je er bent. Of het nu een ijsje in het ziekenhuis of bij Clevers (Choco Monkey van 
me ;-)) is, even samen naar de bloedbank (of we ook echt bloed mogen doneren is altijd een 
verrassing), een hapje eten (want he, al die tentjes moeten geprobeerd worden), een biertje 
(want ook de biertjes moeten getest worden), het is altijd gezellig. Je humor ligt mij zo goed. 
Juist vanwege die combinatie van werk en privé waardeer ik je denk ik zo erg. No troubles with 
Bubbels. Arjan, wat ben jij belangrijk geweest voor me in de afgelopen jaren. Onze projecten 
liepen parallel aan elkaar waardoor we samen zowel de hoogte- als dieptepunten hebben 
meegemaakt. Maar waarschijnlijk nog belangrijker waren de momenten waarbij het niet 
over het werk ging: de fijne koffiemomenten in de ochtend (en ook zo rond de lunch en in de 
middag), de flauwe grapjes, het samen zeuren en klagen over onder andere onze Scorito-
scores, de verschrikkelijk slechte unibetjes en zeker ook onze bezoekjes aan de bloedbank 
(“Mevrouw Swart”) met roze koeken en beertjes, waar het eigenlijk allemaal begon. Hoewel we 
elkaar de afgelopen twee jaar minder zijn gaan zien, blijf je voor mij erg belangrijk. 
Mijn promotietijd was een stuk minder leuk geweest zonder mijn lieve (oud)collega’s van de 
RU. Ik wil jullie daarvoor allemaal heel erg bedanken. Ik ben altijd met veel plezier naar de RU 
gekomen, mede dankzij jullie. Helen, Sanne, Liza, Moniek en Evelien (Muldertje), lieve meiden 
van de consumptieclub, bedankt voor alle gezelligheid en de leuke en lekkere etentjes. Zonder 
jullie positiviteit, fijne klets, luisterend oor, flauwe grapjes en goede adviezen zou ik niet zijn 
waar ik nu ben. Super-dankjewel vast/los/dus/dan!!! Lieve Helen, ik heb genoten van mijn 
laatste jaar op de RU samen met jou op een kamer, bedankt hiervoor. Bedankt ook dat je me 
geleerd hebt om mijn handen op een nuttige manier te gebruiken tijdens het praten in plaats 
van maar gewoon wat wapperen. Brigitte, bedankt voor gezellige lunch- en koffiemomentjes op 
het werk en wat fijn dat ik in mijn laatste loodjes bij je terecht kon voor praktisch advies. Roy, ik 
vind het zo bijzonder dat we elkaar al vanaf de introductie in 2005 kennen en dat we nu, 13 jaar 
later, zo vlak na elkaar promoveren. Fijn om te zien dat we allebei via onze eigen wegen op de 
juiste plek terecht zijn gekomen. Stijn, bedankt voor de gezelligheid en de mannelijkheid die jij, 
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samen met Roy en Arjan, de afgelopen jaren hebt toegevoegd aan mijn toch vooral vrouwelijke 
werkomgeving. Bedankt voor jullie voetbalpraat, lompe humor en de vele bakjes koffie op de 
zwarte bankjes. Henriette, bedankt voor de leuke en leerzame tijd op de congressen waar we 
samen zijn geweest. Eva, bedankt voor de fijne tijd als collega’s. Fijn dat ik altijd even bij je 
binnen kon lopen om het even over het werk of thuis te hebben. Karly, Frauke, Linda en Evelien, 
bedankt voor jullie kennis en gezelligheid (“knalle in Halle”). Christel, Lanneke, Lonneke en 
Katje, bedankt voor alle ondersteuning en het feit dat jullie deur altijd open stond en nog steeds 
staat. Lieve Kitty en Jo, er gaat niets boven de door jullie met liefde gezette koffie. 
Ook mijn ‘nieuwe’ collega’s wil ik graag bedanken. Lieve EN’ers, bedankt voor jullie vertrouwen 
in mij. Ik heb al ontzettend veel geleerd in de afgelopen twee jaar en ik hoop nog heel veel van 
jullie te mogen leren. 
Lieve meiden van het waterpolo (en natuurlijk ook Bob, Hans en Gerby), jullie hebben mij met 
regelmaat de afleiding en mogelijkheid tot stoom-afblazen geboden die ik nodig had. Wat is het 
fijn om met jullie samen in het koude water te liggen: dit is je hobby, dit vind je leuk. 
Sas, wat hebben we samen toch al veel meegemaakt en wat ben ik blij dat jij degene bent met 
wie ik dit alles meemaak. Er zijn maar weinig mensen met wie ik zoveel plezier kan hebben 
als met jou. Bedankt dat je me altijd een fijne en veilige plek geeft. Samen kunnen wij de hele 
wereld aan! Wat geniet ik van de momenten met jou, Jasmijn, Boris en Peter, gewoon omdat 
ze zo normaal zijn. Over 10 jaar nemen we onze meiden mee naar Ibiza, ik kijk er nu al naar uit. 
Marja, Lins, Romee en Sven bedankt dat jullie altijd voor ons en voor de kinderen klaar staan. 
Waar we bijna allemaal vanuit Eindhoven een andere kant van het land zijn opgegaan, komen 
we nu allemaal langzaam weer terug. Fijn om familie zo dichtbij te hebben. 
Lieve Veer, ik zeg het veel te weinig, maar ik ben zo trots op je! Je bent zo’n ontzettende 
doorzetter. Mijn eerste ‘wetenschappelijke’ studie was bij jou, een profielwerkstuk naar het 
effect van het voelen van letters op technisch leesvaardigheid. Geblinddoekt zat jij letters te 
voelen en ik maar denken dat jij daardoor wellicht beter ging lezen. Ik weet niet eens meer 
wat eruit kwam, maar ik weet wel dat het (nu zo terugkijkend) niet heel wetenschappelijk 
verantwoord was. Het is maar goed dat ik daarna ben gaan leren hoe je nu echt een onderzoek 
uitvoert. Sis, heerlijk dat we nu weer dichterbij elkaar wonen. Joost en Julia, bedankt dat jullie 
mijn zusje zo gelukkig maken en dat we altijd welkom zijn bij jullie. 
Papa en mama, waar zou ik zijn zonder jullie. Bedankt dat jullie ervoor hebben gezorgd dat ik 
zo zorgeloos kon opgroeien. Bedankt voor alles wat jullie mogelijk hebben gemaakt. Bedankt 
voor jullie eindeloze vertrouwen en dat jullie altijd voor mij, Nick en de kinderen klaarstaan. 
You’re the best parents ever!
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Lieve Siem en Annelynn, bedankt dat jullie thuis voor de nodige afleiding hebben gezorgd! Van 
de ene kant groeien jullie veel te snel op, van de andere kant kan ik niet wachten om jullie 
groter te zien worden. Ik ben zo benieuwd wat het leven voor ons in petto heeft! Lieve Nick, 
de allerlaatste woorden die ik schrijf zijn voor jou. Misschien wel de moeilijkste woorden van 
allemaal, want hoe kan ik nou in woorden opschrijven wat jij voor mij betekent. Samen zijn we 
op ons sterkst. Thuiskomen bij jou en de kinderen is het fijnste wat er is. Als ik samen met jou 
ben, weet ik dat het goed is. Home is wherever I’m with you. Ik hou van jou.
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