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ABSTRACT
In this paper, we consider linear state-space models with com-
pressible innovations and convergent transition matrices in order
to model spatiotemporally sparse transient events. We perform
parameter and state estimation using a dynamic compressed sensing
framework and develop an efficient solution consisting of two nested
Expectation-Maximization (EM) algorithms. Under suitable sparsity
assumptions on the innovations, we prove recovery guarantees
and derive confidence bounds for the state estimates. We provide
simulation studies as well as application to spike deconvolution
from calcium imaging data which verify our theoretical results and
show significant improvement over existing algorithms.
Index Terms—state-space models, compressed sensing, signal decon-
volution, calcium imaging
I. INTRODUCTION
In many signal processing applications such as estimation of
brain activity from MEG time-series [1], estimation of time-varying
networks [2], electroencephalogram (EEG) analysis [3], calcium
imaging [4], functional magnetic resonance imaging (fMRI) [5],
and video compression [6], the signals often exhibit abrupt changes
which are blurred through convolution with unknown kernels due
to the intrinsic measurements constraints. Traditionally, state-space
models have been used for estimating the underlying signal given
the blurred and noisy observations. Gaussian state-space models in
particular are widely used to model smooth state transitions. Under
normality assumptions, posterior mean filters and smoothers are
optimal estimators, where the analytical solution is given respectively
by the Kalman filter and the fixed interval smoother [7].
When applied to observations from abruptly changing states,
Gaussian state-space models exhibit poor performance in recovering
sharp transitions of the states due to their underlying smoothing prop-
erty. Although filtering and smoothing recursions can be obtained
in principle for non-Gaussian state-space models, exact calculations
are no longer possible [8]. Apart from crude approximations like
the extended Kalman filter, several methods have been proposed for
state estimation including numerical methods for low-dimensional
states [9], Monte Carlo filters [9], [10], posterior mode estimation
[11], [12], and fully Bayesian smoothing using Markov chain Monte
Carlo simulation [8], [13], [14]. In order to exploit sparsity, several
dynamic compressed sensing (CS) techniques, such as the Kalman
filtered CS algorithm, have been proposed which typically assume
partial information about the sparse support or estimate it in a
greedy and online fashion [15]–[19]. However, little is known about
the theoretical performance guarantees of these algorithms.
In this paper, we consider the problem of estimating state
dynamics from noisy observations, where the state transitions are
governed by autoregressive models with compressible innovations.
Motivated by the theory of CS, we employ an objective function
formed by the `1-norm of the state innovations [20]. Unlike the
traditional compressed sensing setting, the sparsity is associated
with the dynamics and not the states themselves. In the absence of
observation noise, the CS recovery guarantees are shown to extend
to this problem [20]. However, in a realistic setting in presence of
observation noise, it is unclear how the CS recovery guarantees
generalize to this estimation problem.
We will present stability guarantees for this estimator under
a convergent state transition matrix, which confirm that the CS
recovery guarantees can be extended to this problem. The cor-
responding optimization problem in its Lagrangian form is akin
to the MAP estimator of the states in a linear state-space model
where the innovations are Laplace distributed. This allows us to
integrate methods from Expectation-Maximization (EM) theory and
Gaussian state-space estimation to derive efficient algorithms for
the estimation of states as well as the state transition matrix, which
is usually unknown in practice. To this end, we construct two
nested EM algorithms in order to jointly estimate the states and
the transition matrix. The outer EM algorithm for state estimation
is akin to the fixed interval smoother, and the inner EM algorithm
uses the state estimates to update the state transition matrix [21].
The resulting EM algorithm is recursive in time, which makes the
computational complexity of our method scale linearly with temporal
dimension of the problem. This provides an advantage over existing
methods based on convex optimization, which typically scale super-
linearly with the temporal dimension. Finally, we provide simulation
results which reveal that the sparse estimates of the compressible
state-space models significantly outperform the traditional basis
pursuit estimator. We further apply our estimator to two-photon
imaging data for deconvolution of spikes from calcium traces, which
confirms the superior performance of our estimator.
The rest of this paper is organized as follows. In Section II, we
introduce our notation and describe the problem formulation. In
Section III, we present our main theoretical result and develop a fast
estimator using two nested EM algorithms. We provide simulation
studies and application to two-photon imaging data in Section IV,
followed by concluding remarks in Section V.
II. NOTATION AND PROBLEM FORMULATION
Throughout the paper we use bold lower and upper case letters for
denoting vectors and matrices, respectively. We denote the support
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of a vector xt ∈ Rp by supp(xt) and its jth element by (xt)j .
We use the notation [p] := {1, 2, · · · , p}, and us to denote the
best s-term approximation to u in the `1-sense. A vector u of length
p is called s-sparse (resp. (s, ξ)–compressible), if is has s non-zero
elements (resp. if ‖u−us‖1∼ O(s
1
2
− 1
ξ ) for some ξ ∈ (0, 1)). We
assume the state innovations to be sparse (resp. compressible), i.e.
xt − θxt−1 is st-sparse (resp. (st, ξ)–compressible) with s1  st
for t ∈ [T ]\{1}. In the compressive regime that we are interested
in, st < nt  p. For simplicity of notation, we let x0 to be the
all-zero vector in Rp. For an arbitrary setM⊂ [p], (xt)M denotes
the vector xt restricted to M, i.e. all the components outside M
set to zero. Given a sparsity level s and a vector x, we denote
the set of its s largest magnitude entries by S, and its best s-term
approximation error by σs(x) := ‖x− xs‖1.
We consider a linear state-space model given by
xt = θxt−1 + wt,
yt = Atxt + vt, vt ∼ N (0, σ2I) , (1)
where (xt)Tt=1 ∈ Rp denote states to be estimated, θ is the state
transition parameter satisfying |θ|< 1, wt ∈ Rp is the innovation
sequence, (yt)Tt=1 ∈ Rnt are the linear observations, At ∈ Rnt×p
denotes the measurement matrix, and et ∈ Rnt denotes the Gaussian
measurement noise of known covariance matrix σ2I. We assume
that the innovation wt is (st, ξ)-compressible, and we call this
model a compressible state-space model to highlight this fact.
For a matrix A, we denote restriction of A to its first n rows by
(A)n . We say that the matrix A ∈ Rn×p satisfies the restricted
isometry property (RIP) of order s, if for all s-sparse x ∈ Rp, we
have
(1− δs)‖x‖22≤ ‖Ax‖22≤ (1 + δs)‖x‖22, (2)
where δs ∈ (0, 1) is the smallest constant for which Eq. (2) holds
[22]. In order to avoid prohibitive storage we assume the rows
of At are a subset of rows of A1, i.e. At = (A1)nt , and define
A˜t =
√
n1
nt
At. In order to promote sparsity of the state dynamics,
we consider the dynamic `1-regularization (dynamic CS from now
on) problem given by
minimize
x1,x2,···,xT ,θ
T∑
t=1
‖xt − θxt−1‖1√
st
s. t. ‖yt−Atxt‖2≤
√
nt
n1
.
(3)
Note that this is a variant of the model used in [20]. We also
consider the (modified) dual form of (3) given by
minimize
x1,x2,···,xT ,θ
λ
T∑
t=1
‖xt − θxt−1‖1√
st
+
1
nt
‖yt −Atxt‖22
2σ2
. (4)
Note that Eq. (4) is equivalent to the MAP estimator of the states
in (1) if the innovations are given by i.i.d Laplace random variables
with parameter λ. We will next describe the main theoretical results
of our paper for stable recovery of the dynamic CS problem.
III. THEORETICAL RESULTS AND ALGORITHM
DEVELOPMENT
In this section, we state the main theoretical result of our paper
regarding the stability of the estimator in 4 and use the EM theory
and state-space estimation, to obtain a fast solution to (4), which
jointly estimates the states as well as their transitions.
III-A. Stability Guarantees
Uniqueness and exact recovery of the sequence (xt)Tt=1 in the
absence of noise was proved in [20] for θ = 1, by an inductive
construction of dual certificates. Our main result on stability of the
solution of 3 is given in the following Theorem
Theorem 1 (Stable Recovery in the Presence of Noise). Let
(xt)
T
t=1 ∈ Rp be a sequence of states such, A1 and A˜t, t ≥ 2
satisfy RIP of order 4s with δ4s < 1/3, then for fixed known θ, any
solution (x̂t)Tt=1 to (3) satisfies
1
T
T∑
t=1
‖xt − x̂t‖2≤ 1− θ
T
1− θ
(
12.6
(
1 +
√
n1 −√n2
T
√
n2
)
+
3
T
T∑
t=1
σst(xt − θxt−1)√
st
)
.
Remarks: The first term on the right hand side of Theorem 1 implies
that the average reconstruction error of the sequence (xt)Tt=1 is
upper bounded proportional to the noise level , which implies
the stability of the estimate. The second term is a measure of
compressibility of the innovation sequence and vanishes when the
sparsity condition is exactly met.
Proof Sketch. The proof of Theorem 1 is based on establishing
a modified cone and tube constraint for the dynamic CS problem
and using the boundedness of the Frobenius operator norm of the
inverse differencing operator. A full proof can be found in [23].
III-B. Fast Iterative Solution via the EM Algorithm
In order to obtain a fast solution, we use two nested instances of
the EM algorithm. The full details of the algorithm development are
given in [23], of which we will present a summary in this paper. The
outer EM algorithm is also known as the Iteratively Re-weighted
Least Squares (IRLS) method [24], which aims at estimating the
solution to (4) in a recursive fashion and is described by iteratively
alternating between the following two steps:
Outer E-Step: In the (l+1)-st iteration, given the observed values
(yt)
T
t=1, an estimate (x
(l)
t )
T
t=1, θ
(l) and a small threshold  the EM
algorithm finds the solution to (4) as a recursion of
minimize
x1,x2,···,xT ,θ
λ
2
p∑
j=1
T∑
t=1
((xt)j − θ(xt−1)j)2 + 2
√
st
√(
(x
(l)
t )j − θ(l)(x(l)t−1)j
)2
+ 2
(5)
+
T∑
t=1
1
nt
‖yt −Atx(l)t ‖22
2σ2
.
Outer M-Step: Given an estimate (x(l)t )
T
t=1, θ
(l), the maximization
step of (5) involves another instance of EM algorithm index by m
as follows:
Inner E-Step: The main difference between (5) and (4) is the
quadratic form of (5). Given an update θ(l,m), equation (5) can be
thought of the MAP solution to the Gaussian state-space model
given by
xt = θ
(l,m)xt−1 + wt,
wt ∼ N
0, diag

√
st
√(
(x
(l)
t )j−θ(l)(x
(l)
t−1)j
)2
+2
λ

p
j=1
 ,
yt = Atxt + vt, vt ∼ N (0, ntσ2I).
(6)
The inner E-step involves calculation of
E
{
log p
(
(yt)
T
t=1, (x
(l,m+1)
t )
T
t=1|θ
) ∣∣∣(yt)Tt=1, θ(l,m)} , (7)
which can be done by a fixed interval smoother as a fast solution
(6). We denote the outputs of the smoother in the IRLS algorithm
by
x
(l,m+1)
t|T = E
{
xt
∣∣∣(yt)Tt=1, θ(l,m)} ,
Σ
(l,m+1)
t|T = E
{
xtx
′
t
∣∣∣(yt)Tt=1, θ(l,m)} ,
and
Σ
(l,m+1)
t−1,t|T = Σ
(l,m+1)
t,t−1|T = E
{
xt−1x
′
t
∣∣∣(yt)Tt=1, θ(l,m)} .
The new estimate (x(l,m+1)t )
T
t=1 will then replace the estimate of
the smoother, that is,
x
(l,m+1)
t ← x(l,m+1)t|T . (8)
The first and second moments in (5) are also replaced using these
estimates.
Inner M-Step: The inner M-step involves maximizing the estimated
expectation in (7) with respect to θ. Given the observed values
(yt)
T
t=1, and an estimate of unobserved values (x
(l,m+1)
t )
T
t=1 and
θ(l,m) the update is given by [23]:
θ(l,m+1) =
T,p∑
t,j=1
(xt−1|T )j(xt|T )j+
(
Σ
(l,m+1)
t−1,t|T
)
(j,j)
√
st
√(
(x
(l)
t )j−θ(l)(x
(l)
t−1)j
)2
+2
T,p∑
t,j=1
(xt−1|T )2j+
(
Σ
(l,m+1)
t−1|T
)
(j,j)
√
st
√(
(x
(l)
t )j−θ(l)(x
(l)
t−1)j
)2
+2
. (9)
This process is repeated for M iterations of the inner loop and L
iterations of the outer loop at which a convergence criterion is met.
We then have:
θ(l+1) ← θ(l,M), (x(l+1)t )Tt=1 ← (x(l,M)t )Tt=1.
θ̂ ← θ(L), (x̂t)Tt=1 ← (x(L)t )Tt=1.
IV. SIMULATIONS AND APPLICATION TO CALCIUM
IMAGING DATA
IV-A. Application to Simulated Data
In this section, we apply the dynamic CS algorithm to simulated
data and compare its performance with basis pursuit [25]. We used
p = 200, T = 200, s1 = 8, s2 = 4,  = 10
−10, and θ = 0.95.
We choose s
n
=
∑T
t=1 st∑T
t=1 nt
= st
nt
, which is justified by the choice
of nt = Cst log p for satisfying the RIP. Theory of LASSO and
in general M-estimators [26], suggests that a good choice for λ
is given by λ ≥ 2√2σ
√
s log p
n
. We have tuned the choice of λ
around its theoretical value by cross validation. Moreover we have
used estimated the innovation sequence (spikes) from x̂t − θ̂x̂t−1,
by thresholding. The thresholding level was chosen using the 90%
confidence bounds, such that for the resulting spikes the lower
confidence bound of the peaks are higher than the upper confidence
bound of preceding troughs.
Figure 1 shows 800 samples of (xt)1 (black trace) and its
denoised version (red trace) for an SNR value of 5 dB. The denoised
signal tracks the jumps in the state sequence which significantly
denoising the trace. Figure 2 shows the simulated and estimated
states across time. The estimated states are significantly denoised
while the sparsity structure is preserved.
Figures 3(a) and 3(b) show respectively the denoised traces and
the detected spikes for varying compression levels of 1− n/p =
6
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Fig. 1. Performance of Dynamic CS on simulated data.
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Fig. 2. Performance of Dynamic CS: noisy (left) vs. denoised (right)
data
0, 0.25, 0.5, and 0.75. As the compression level increases, the
performance of the algorithm degrades, but strikingly the significant
spikes can still be detected at a compression level of 0.75.
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Fig. 3. Reconstructed states (left) and spikes (right) using Dynamic
CS with varying compression level.
IV-B. Application to Calcium Imaging Data of Neural Spiking
Activities
In this section we apply the dynamic CS algorithm to real data
recordings of calcium traces of neuronal activity. Calcium imaging
takes advantage of intracellular calcium flux to directly visualize
calcium signaling in living neurons. This is done by using Calcium
indicators, fluorescent molecules that can respond to the binding of
Calcium ions by changing their fluorescence properties and using a
fluorescence microscope and a CCD camera to capture record the
visual patterns [27], [28]. The data was recorded from 219 neurons
at a rate of 30 frames per second for a total time of 22 minutes from
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Fig. 4. Performance of Dynamic CS on calcium imaging data
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
8
4
0  
6
4
2
0  
12
8
4
0  
4
2
0  
10-3
10-3
10-3
10-3
Neuron 1
Neuron 2
Neuron 3
Neuron 4
(a) Estimated spikes from constrained
f-oopsi algorithm
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0.03
0.02
0.01
0  
0.04
0.02
0  
0.04
0.02
0  
0.02
0.01
0  
Neuron 1
Neuron 2
Neuron 3
Neuron 4
(b) Estimated spikes from Dynamic CS
after denoising
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0        400       800        1200           1600              2000
0.03
0.02
0.01
0  
0.04
0.02
0  
0.04
0.02
0  
0.02
0.01
0  
Neuron 1
Neuron 2
Neuron 3
Neuron 4
(c) Estimated spikes from Dynamic
CS after denoising and compression
n/p = 2/3
Fig. 5. Reconstructed spikes of Dynamic CS from calcium imaging data
the mouse’s auditory cortex using a two-photon microscope. We
chose T = 2000 samples corresponding to 1 minute for analysis. In
order to suppress the neuropil effects, the data were spatially filtered.
We chose p = 108 spatially separated neurons by visual inspection.
We estimate the measurement noise variance from an inactive period
of spiking activities to be σ2 = 10−5 and use a value of  = 10−10.
Figure 4 shows the denoised states for four sample neurons with
90% confidence bounds. The output is significantly denoised while
preserving the dynamics of the data.
Figure 5 shows the reconstruction of the spikes in comparison to
the constrained f-oopsi algorithm [4], which assumes an inhomoge-
neous Poisson model for spiking with an exponential approximation.
Similar to the simulated data, the thresholding level was chosen
using the confidence bounds. Note that the performance of our
algorithm remains largely the same when 2/3 of the observations
are used. Figure 6 shows the corresponding raster plot of the detected
spikes. By comparing the performance of f-oopsi to our algorithm,
two observations can be made. First, the f-oopsi algorithm outputs
a large number of small spikes, whereas our algorithm rejects them.
Second, the detected events of f-oopsi are in the form of spike
clusters, whereas our algorithm outputs correspondingly separated
spikes. This difference in performance is due to the fact that we
explicitly model the sparse nature of the spiking activity by going
beyond the Gaussian state-space modeling paradigm. In contrast, the
constrained f-oopsi algorithm assumes an exponential approximation
with a log-barrier to a Poisson model of spiking activities, which
results in losing the temporal resolution of the jumps. In addition,
we are able to form precise confidence bounds for our estimates,
whereas the f-oopsi algorithm does not produce statistical confidence
bounds. Our thresholding method is based on these confidence
bounds which results in a systematic detection and rejection of the
spikes.
Constrained f-oopsi 75% Compression Denoised
  0              2000   0              2000   0              2000
Fig. 6. Raster plot of the estimated spikes.
V. CONCLUSIONS
In this paper, we considered compressible state-space models,
where the state innovations are modeled by a sequence of com-
pressible vectors. The traditional results of CS theory do not readily
generalize to this cases where the sparsity lies in the dynamics
and not the state itself, as the overall linear measurement operator
does not satisfy regularity conditions such as the RIP [20]. We
showed that the guarantees of CS can indeed be extended to the
state estimation problem. Hence, using the state-space model, one
can infer temporally global information from local measurements.
We also developed a scalable, low-complexity algorithm using
two nested EM algorithms for the estimation of the states as well
as the transition parameter. We further verified the validity of our
theoretical results through simulation studies as well as application
to real data recordings of calcium traces of neuronal activity. In
addition to scalability and the ability to track the rapid dynamics in
the states and in comparison to the widely used spike deconvolution
algorithm f-oopsi, our algorithm provides a systematic way to detect
the spike events by forming statistical confidence intervals for
the state estimates. Our results suggest the possibility of using
compressive measurements for reconstruction and denoising of
calcium traces, which from a practical point of view, can allow
faster data acquisition by undersampling the field of view . We
consider joint spike sorting and deconvolution as future work.
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