Abstract. In this paper, a strongly nonlinear coupled elliptic-parabolic system modelling a class of engineering problems with heat effect is studied. Existence of a weak solution is first Mathematical subject classification: 35J60, 35K55. 
Introduction
In many engineering problems, cf. [1, 2, 3] , and the references therein, we encounter an incompressible quasi Newtonian flows with viscous heating which Problems of this type have received especial attention recently, cf. [2, 4, 5] . Very similar problems can be found in modelling turbulent flows, cf. [6, 7] , thermistor problems, cf. [9, 10, 12, 15, 13, 14, 16, 19, 23, 22, 24, 26, 29, 31, 32] , semiconductor devices, cf. [30, 17, 28] , electromagnetic "induction heating" problems, cf. [11] , and so on. The main difficulties in analysis of the system (1) come from the strongly coupled nonlinearity and the incompressibility (from numerical point of view). In this paper, we focus the first difficulty and consider its simplified scalar model: Following the works by Antontsev-Chipot [10] and Elliott-Larsson [16] for thermistor problem, we give in this paper a complete analysis such as existence, uniqueness, regularity and blow-up of the problem (2) . While in [24] the authors assumed f ∈ L 2 ( ) to get the existence of the solution, we establish similar results with a weaker assumption on it (see Theorem 1 below), which also extends results in [10, 16] , where simply f = 0 is involved in the partial differential equation. By applying Meyers' estimate from [21] , regularity assumptions on the solution such that
and
etc. in [10] are not needed to reach the uniqueness of the solution. And a non-trivial extension of the blow-up analysis in [10] to the case of diffusionconvection-reaction is presented following the idea from [8] . The paper is constructed as follows. In section 2 we formulate the variational form of the problem. And the following two sections are devoted to analyze the existence and uniqueness of the weak solution. Then we study the regularity of the solution. Finally, we discuss the blow-up.
Variational formulation
We will use standard notation for the spaces and corresponding norms. 
we define the space L r (0, T ; X )(1 ≤ r < ∞) (where X is a Sobolev space on ) as:
In a similar way we can define L ∞ (0, T ; X ) and C(0, T ; X ). Vector variables are, in general, denoted with bold face.
NONSTATIONARY NONLINEAR COUPLED SYSTEM
We assume that θ 0 ∈ L 2 ( ), and let
, the variational formulation of the problem (2) can be defined as:
where
, s is the dual number of s.
Existence of a weak solution
We assume that σ, k ∈ C(R) satisfying
where σ i , k i are positive constants. C denotes a generic constant depending on , d and σ i , k i . It is easy to see that, for any given θ , and
where ∇ • L 2 is equivalent to the norm • V by Poincaré inequality (cf. p. 11 in [25] ).
To symmetrize the trial and test function spaces of (3.ii), we note that in [24, 32, 33] Meyer's estimate was applied and some regularity assumption in 3D case was needed. Here we are doing in a different way which is based on the Maximum principle and that regularity assumption is then unnecessary.
Lemma 1.
For any given θ , the solution to (3.i) u satisfies that
Proof. Let v = u in (3.i), and notice that (7), we can get (9) . (10) is a consequence of Theorem 8.16 in [20] .
By (2.i), the right-hand side of (2.ii) can be written as
Then, for any η ∈ V , we have
. Thus, we can rewrite (3) equivalently as:
Problem (13) is easier to study since its trial and test function spaces are same. Since
So, if
where λ min denotes the smallest eigenvalue of − in , p > 0 and if
we have, for any ξ, θ,
Then we can prove the following:
and b, c functions satisfying (15) , then there exists a weak solution {u, θ } to problem (13) such that (7), (8) hold, we denote by
in view of the Lax-Milgram Theorem.
According the Theorem 2.1 in [10] , there exists a unique
together with k = k(ξ ). Let us consider the map
This map carries (15) holds, by (6) and (17), if choosing η = θ ξ in (23) and integrating in t, we have
By Hölder, Young's inequalities, the first two terms of the right-hand side of the last equation follows,
Hence, (25) follows
And again,
Therefore, provided we take R large enough, ξ → θ ξ maps the ball B R of center 0 and radius R in
, and this mapping will be carried into a relatively compact set by (28), (29) . We are then going to show that this map is continuous, it will be done by the Schauder fixed point theorem. We consider a sequence
defines u ξ n as in (22) and θ ξ n = J (ξ n ). We will show that
For that, subtracting the equation satisfied by θ ξ from the one satisfied by θ ξ n with η = θ ξ n − θ ξ , we get
By (6), (14), (15) and (17) , if integrating in t, we have, 
then by Hölder inequality and Poincaré inequality, we get
Thus, taking into account the Definition of I 4 , we have
Since θ ξ n is in a relatively compact set of B R , it is enough to show that θ ξ is the only limit point for θ ξ n . Let θ ξ be such limit point, i.e.
provided that we have extracted another sequence of n m that still denoted by n m we can assume
526
, and by (6), we know almost everywhere by the Lebesgue theorem,
Next, for n = n m the second integral in the right-hand side of (35) reads
It is clear that
By (36), (6) and Lemma 1, together with the Lebesgue theorem we can obtain
which implies, for every t, Thus,
as above for I I I . By the Poincaré inequality, this implies
and up to an extracted subsequence we can assume
then the Lebesgue convergence theorem gives I I → 0, which also implies the third integral in the right-hand side of (35) approaches to zero almost everywhere in 
It is easy to see that M 2 = 1 and
then, for any θ , we have
Similarly to [24, 32] , we have 
where γ is defined by (43).
Lemma 4. Under the assumptions of Lemma 3, if b, c are bounded continuous functions
, then solution to (13.ii) θ ∈ W r with θ (0) = θ 0 , where
. Following the idea of Theorem 1 and Remark 5 in [21] , and the similar proof in Chapter 4 of [18] we can complete the proof.
To study the uniqueness of problem (13), we need to assume that: σ, k are Lipschitz continuous, i.e. there is a Lipschitz constant L, for any ξ 1 , ξ 2 ∈ R such that,
Let (u i , θ i ), i = 1, 2, two weak solutions to problem (13) , and setθ
Therefore, letting v =ū, by (7) and (45), we have On the other hand, subtracting the equation satisfied by θ 1 from the one satisfied by θ 2 , we get, for any η ∈ V ,
Let η =θ , and noticing (17), we have
By Hölder and Young inequalities, we easily can deduce that
Combining the above estimates and (46), choosing ε = α 4
, (47) follows
By the Galiardo-Nirenberg interpolation inequality, (48) becomes , and by the estimates in Lemma 3, 4, and by Sobolev inequality that
Thus, by (46) 
Remark 2.
Here the uniqueness result is obtained without additional regularity assumptions on the solution as those required in [10] .
Regularity of the solution
In this section we study the regularity of the solution to the problem (2) only on the dimension of space d ≤ 2( in [33] we considered a simplified case of k(θ) ≡ 1). For our regularity estimates, we need to assume that
for all s ∈ R, where L is some positive constant.
Then we have:
Moreover, there is a constant C, depending on T, θ 0 , f, and on σ, k through the constants σ i , k i in (6) , such that for every t ∈ [0, T ], we have
where u(t) is determined by the linear elliptic problem
we are now to analyze the regularity of the solution.
Step 1. We first show some estimates of u. By (10), we know
for some q > d/2. Next, by Lemma 3, there existes a 2 < r < r * such that
This implies that for every t,
We note that we should consider mostly the derivatives of σ (θ ) to obtain further estimates of u. First, equation (51) implies that −σ (θ) u−∇σ (θ )•∇u = f , so that by Hölder inequality,
Hence, by Gagliardo-Nirenberg interpolation inequality and estimate (53), we will get
In the last step we also used Young's inequality
For the above estimates of ∇θ L r 1 ( ) to hold, it is required that r 1 < ∞, which in its turn is equivalent to δ < 1. Thus, we have proved the preliminary estimate
where C is independent of δ. Next, arguing as [16] treats, we get
Step 2. We now estimates θ H 2 ( ) and θ t L 2 ( ) . First, without lost of generality, we assume that θ W 1,4 ( ) ≤ C (see Lemma 4) . We note that it suffices to estimate θ t L 2 ( ) . In fact, equation (50) 
, where P denotes the orthogonal projection onto V . Hence,
By the interpolation inequality, we know the two terms in the last inequality can be estimaed by θ H 2 ( ) , and in view of the estimate (55), so we can get
For the further estimates of θ t , we differentiate equations (50) and (51) with respect to t. Beginning with (51), we have
Because σ (θ) is continuous in C(R), and in view of (55), we have 
for each η ∈ V , where (k(θ )∇θ ) t = k (θ)θ t ∇θ + k(θ )∇θ t . Similarly, if condition (15) is satisfied, with η = θ t in above equation, we would get
. By Sobolev's inequality and known bounds for u and u t in (52), (53), (55), (58), we get
Since θ (0) = P(θ 0 ), thus
then by (55),
Therefore, integrating (61) in t, we get
By Gronwall's lemma, we obtain
We are now to establish the estimates of the right hand side of the above inequality. Taking η = θ t in (50),
In view of (56) and Sobolev inbedding inequality, if integrating in t, we arrive at
since θ (0) = P(θ 0 ), where P is bounded with respect to the norm ∇ • L 2 ( ) , which implies (62) is bounded by C. Substituting this result into (54),(55), (56), (58), we may conclude that
Step 3. We next to estimate t θ t (t) H 2 ( ) and t θ tt (t) L 2 ( ) . We note that so it is easy to get the following estimates by (65),
In order to obtain estimate of t θ tt (t) L 2 ( ) , we differentiate (50) with respect to t and let η = θ tt , similar disposal like before, and in view of (66) and (67), we get
if multiplying by t and integrating in t, it follows
by virtue of (62) and (64). We then differentiate (59) with respect to t and let η = θ tt to have
we could use similar method as above to treat them separately, then, if condition (15) is satisfied, we obtain
Differentiating (57) with respect to t, we have
with v = u tt , it follows we estimate similarly to [16] to get (σ (θ )u∇u) tt L 2 ( ) ≤ C(1 + θ tt L 2 ( ) ), together with (70) show (69) could be estimated by
If we multiply by t 2 and integrate, and in view of (68), it follows
which completes the proof. 
where ∂/∂ν is the outward normal derivative of ∂ .
We note that our difficulty to treat problem (71) compared to general considered problem lies in the convection term b • ∇θ and reaction term cθ . From the physical point of view in [8] , any solution θ to (71) can be written as θ (x, t) =θ (x − t b, t), by a variable transformation, we can obtain the (ii)θ t − ∇ •(k(θ)∇θ ) + cθ = σ (θ )|∇ũ| 2 in t × {t > 0}
(iii)ũ =ũ 0 = u 0 (x − t b, t), x ∈ , t > 0 (iv) ∂θ/∂ν = 0, x ∈ , t > 0
where we still write x, t if not causing any confusion and t = − t b. We note that this transformation does not change the shape of the boundary of and initial value θ 0 . In this case we see that ifθ blow up so does θ and vise versa, thus the convection term has no effect on whether solution is blow-up in finite time. So we turn our attention to problem (72). We assume that achieves its minimum value for
thus, if we set u t = 1 | t | t ud x, we have for some constant C, |u −ū|dγ (x) ≤ |u − u t |dγ (x)
