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Introduction
The binary de Bruijn graph of span n, B, is a directed graph of 2" nodes and 2 '+I arcs 3r directed edges. The nodes are labelled by the 2" binary n-tuples. The graph is regular of degree 2 with two edges into and out of each node. There is an edge from x1x2.. . x, to yry2...yn if and only if ~~...x,=yr...y~_~.
The k-ary de Bruijn graph is defined similarly.
The graph was constructed by de Bruijn [I] and independently by Good [6] while exhibiting a sequence of length 2" bits containing all 2" n-tuples of zeros and ones. Such sequences are defined as Hamiltonian paths through all of the nodes of B,.
In Fig. 1 we exhibit the gra hs B3 and B4. We can label the edge from x1x2.. . x,, to . Yl Y2*.* Y,~ with the (n + I)-tuple xlx2...x,, y,, =x1 yl y2... _Y,, since &..X,, =_I+ . . . y,,_ IThus the (n -I)-tuple x, .*. x,, determines an adjacency quadruple with two predecessors determined by xl =0 and x1 = 1 and two successors determined by y,, = 0 and Y,~ = 1. W e can imagine the (n + I)-tuple labels on the edges of B, as playing the role of the (n + I)-tuple labels cn the nodes of B,,, , . Thus, an Eulerian circuit through all of the edges of B,,, which is guaranteed by the nature of the graph B,I, determines a Hamiltonian circuit through all of the nodes of B,,, , . Therefore, by interpreting the edges of B,* as nodes in B,: + l and adding the appropriate edges in &+I, the successively !arger graphs can be obtained. Hamiltonian paths therefore exist through B,# for all n > 1 and the sequence 01 is a Hamiltonian path through B, .
The graphs become increasingly more difficult to draw as n increases, perhaps because the graphs B,, are nonplanar for ti > 3. In fact, if Bf is the k-ary de Bruijn graph of span n containing k" nodes and k" + ' edges, Bt is only planar for B,', , Bf , Bi, Bi, Bf , B: and B: [7] . The genus of Bt is still an open question.
There have been several attempts to give an alternative description of the de Bruijn graph. For example, to resolve some of the difficulties with the planar property of &I the graph has been displayed on/in a sphere as in Fig. 2 . There are two . arcs trom the node xlx2...x,,. We call the arc x1x2 . . . x,, +x2 . . . x,,x, the pure cycle transition and X,.Q . . . x,, --)x2 . . . x,& the jump cycle transition. The pure cycle transition determines cycles of nodes of length d for each d dividing n.
These cycles can be constructed in an efficient fashion using the 8 operation defined as follows. Let (ala2. . . a,) be a cycle of length n. Then the n different nodes ala2... a,, a2a3 . . . anal, a3 . . . a,ala2, . . . , anal . . . a,_, are all on the cycle of length n. -We pick a representative for r:be cycle as the "largest" node on the cycle. That is, qaZ... a,, is the representative of its cycle if for every i there is some j such that a1 zai, a2=ai+l,...,aj-,=ai+j_2, and aj= 1 while ai+j_r =O where all of the subscripts bigger than n are reduced by n. Also the representation of ala2... a,, by the integer CT=, aj2" --I' is the largest integer appearing on the cycle of integers. Now if a,a2_..i atI is the representative of its cycle generated by the pure cycle transition, then the next cycle is given as (11100) which is the representative of its cycle. Finally we produce the representatives (1 lOlO), (1 lOOO), (lOlOO), (10000) and (00000) in order, at which point the process ends. After forming the cycle sets by the pure cycle transition we display the pure cycles on/in the sphere.
At successively lower latitudes from the north pole to the south pole we display cycles of successively greater weight from weight 0 to weight n where by the weight of a cycle we mean the number of ones in n/d copies of the pure cycle of length d.
For weights 1~ with 2 I ~VC n -2 there is more thzn one cycle of weight w for n > 3. We display on the surface of the sphere the cycle of weight w which has all of its ones contiguous in the cycle. Other cycles of weight w are displayed in the interior of the sphere at the same latitude. The cycles with fewest contiguous ones are the cycles most near the diameter of the sphere which runs from the north pole to the south pole. In Fig. 2 we show the pure cycle transitions for the graph B6 where the decimal representations of the binary n-tuples are given. We suppress drawing the jump cycle transition edge for each node as they make the figure impossibly difficult to understand. Though this makes the graph easier to view, the resulting graph displayed on a sphere is still nonplanar.
The result of Golomb. Lempel and Mykkeltveit
One of the problems considered for the de Bruijn graph is the maximum number of simultaneous, node-disjoint cycles into which the graph can be decomposed. Under the pure cycle mapping x1 . . . x,, + x2 . . . x,,xI the graph is decomposed into _Zn cycles where
Here the summation is over all divisors d of n and @ is Euler's totient function. The cycles in the decomposition are tll the cycles of length d for any d dividing n. In the decimal representation, the elements of a pure cycle are the numbers i,2-i,2"-i, . . . ,2" -' l i all red uced modulo 2" -1.
Goiomb [5, p. 1741 conjectured that it was never possible to decompose B,, into more cycles than Z,] . Lempel [9] , twing to prove Golomb's conjecture made a conjecture of his own which implied Golomb's. Lempel conjectured that the minimal number of nodes (and all edges incident on those nodes) which could be removed from B, and leave the resulting graph acyclic is Z,].
The remaining problem was to find a set of Z,, nodes to be removed from B,, to leave the resulting graph acyclic for each n. Clearly, no fewer than Zn nodes would do as the pure cycle mapping shows. One node surely must be removed from every cycle of the pure cycle map if the conjecture is valid. Mykkeltveit [lo] gave an algorithm co find a node for each cycle of the pure cycle map which when removed would leave the graph without cycles. This result proves Lempel's conjecture and thereby Golomb's conjecture. We call such a minimal set of nodes a decycling set, D.
Another version of the de Bmijn graph
The decycling set of the previ,us paragraph can be used to generate a new depiction of the de Bruijn graph. It is this version of the graph that the current author most. favors. Using the decycling set D we determine the cycle adjacency array. 17  3  3  6  6  6  12  12  12  12  12 24  24  24  24  17   18  18  5  5  10  10  10  10  10  IO  10  10  20  9  18  18   19  19  19  7  7  7  7  14  14  28  25  25  25  25  19  19   21  21  21  21  11  22  13  13  13  13  26  26  21  21  21  21   27  27  27  27  2-1 23  23  15  30  29  27  27  k7  27  27  27   31  31  31  31  31  31  31  31  31  31  31  31  31  31 An example is given of a cycle adjacency array for n = 5 in Fig. 3(a) . Any decycling set defines a cycle adjacency array: and any column of the cycle adjacency array is a decycling set for the graph. For emphasis, only the elements of D which change in D' are inc!uded in Fig. 3(b) . In Fig. 3(b) , it is sometimes possible to exchange both the pair i and 2"+i and the pair j and 2"-'+j at the same time. The order chosen is of no importance. In fact, both changes can be made simultaneously if no confusion results.
In Figs. 4(a) and 4(b), the n = 7 graph is depicted. In Fig. 4 (a) only one change is made in each column while in Fig. 4(b) all possible changes are taken simultaneously in the same column. No essential confusion results as the reader can observe.
One may view the cycle adjacency array as written on a cyclinder. Then the cycle adjacency array as described in Fig. 3(b) 2" nodes of the graph. The two edges from any elernent j in the graph are shown in the array as the "next" element in the same row, (2j (modulo 2"-1)) and the "other" element (2j+ 1 (zodulo 2" -I)) which is the unique other element appearing in ;he same column as the "next" element. The element 2j+ I (modulo 2"-I) appears in the yame row as the other predecessor clement 2" ' + j. The edges of the graph to successor nodes are thus weli enough defined in the array that we need not even draw them on the array. Their appearing only clutters the picture.
By its definition this description of the graph shows up the cycles of the pure cycle map in a much better way than that of the descrip:ion of the graph in Fig. 1 . Also, the cycle adjacency description of B,, yields a relatively easy way to describe a de Bruijn cycle.
De Bruijn cycles are Hamiltonian paths in the graph. It was a desire to produce such a cycle that spurred the work of Good and de Bruijn to study the original graph. For more information on de Bruijn sequences the reader is referred to the survey paper [3] . In the original depiction of the de Bruijn graph, cycles are relatively easy to discover. A disadvantage to the current description of the de Bruijn graph is that it is difficult to find the cycles of length 2, 3, 4, etc. However the cyclts of lengths d for d a divisor of n are still relatively easy to see in this description. These cycles show up very readily in the original Good-de Bruijn graph. Their location is somewhat further pinpointed by a result of Jump and Marathe [8] . They show the dimension n of the graph satisfies n < /, + lz if there is a node in B,, which lies on both a cycle of length /, and a cycle of length iz . In other words, short cycles are physically far apart in the original Good-de Bruijn graph for large enough n. It is not so easy to detect these distances in the other descriptions of the de Bruijn graph.
In Table 1 we list a decycling set of B, for n = 1,2, . . . ,10. These sets are not necessarily the sets formed by Mykkeltveit's algorithm. For n =8, 9 and 10 the dash -indicates that all of the intervening integers are to be included as well.
There is no limit on how big a picture of the array describing the de Bruijn graph can be constructed by this method given sufficient stamina and a large enough piece of paper.
In particular the de Bruijn graph defined using the cycle adjacency array for n = 7 is shown in Figs. 4(a) and 4(b) . For each nodej in the graph, the pair of successors, 2j and 2j+ 1 appear in their own column in Fig. 4(a) . Note also that 2"-' + j is found by reading back along the row from 2j+ 1. In Fig. 4(b) , thz same graph is drawn more compactly with more than a single pair appearing in a given column. It is not difficult to differentiate two successors of a given pair j and 2"-' + j. The graph for n = 9 is shown in Fig. 5 , again with overlapping columns.
The choice of decycling set is not unique for every span n. In particular, the decycling sets given in Table 1 are not (necessarily) the decycling sets chosen by Mykkeltveit and do not determine the same cycle adjacency array as his decycling sets. For example, we see in Figs. 6(a) and 6(b) two cycle adjacency arrays for n = 4. The first cycle adjacency array has period 6 and the second has period 8. The first is "symmetric" in that the it h column is the complement (modulo 23 -1 = 15) of the (i+ 3)rd column. Precisely stated, the first column of the cycle adjacency array of Fig. 6(a) contains the elements 0, 8, 9, 10, 11 and 15. The elements which can change to produce the next decycling set are 0 and 8 which change to 0 and 1, respectively. In the fourth column appear the elements 0, 4, 5, 6, 7 and 15. The elements which can change are 7 and 15 to produce 14 and 15 in the next decycling set. The elements 0 and 8 are the complements of the elements 7 and 15 which appear three columns later in the array. As three is half the period of six, the array is called symmetric. The second array is not symmetric. In Table 2 some periods of cycle adjacency arrays are given. The examples leading to symmetric cycle adjacency arrays are underlined. 
