In many applications, including the early detection and prevention of diseases and performance evaluation of airplanes and other durable products, we need to sequentially monitor the longitudinal pattern of certain performance variables of a subject. A signal should be given as soon as possible after the pattern has become abnormal. Recently, a new statistical method, called a dynamic screening system (DySS), was proposed to solve this problem. It is a combination of longitudinal data analysis and statistical process control. However, the current DySS method can only handle cases where the observations are normally distributed and within-subject observations are independent or follow a specific time series model (e.g., AR(1) model). In this article, we propose a new nonparametric DySS method that can handle cases where the observation distribution and the correlation among within-subject observations are arbitrary. Therefore, it significantly broadens the application area of the DySS method. Numerical studies show that the new method works well in practice.
Introduction
In practice, we often need to detect significant differences between the longitudinal pattern of some performance variables of a given subject and the regular longitudinal pattern of some well-functioning subjects as soon as possible, so that unpleasant consequences can be avoided. This Dynamic Screening (DS) problem is common in our daily life. For instance, individual people's medical indices (e.g., blood pressure and cholesterol level) need to be regularly checked. If their observations are significantly worse than the values of a typical healthy person of the same age, then proper treatments or interventions should be made to avoid a stroke or potentially fatal cardiovascular disease. This article proposes a flexible and efficient method to solve the DS problem.
In the literature, there are two types of methods that are relevant to the DS problem. The first type belongs to the research area of Longitudinal Data Analysis (LDA). Using the LDA method, we can construct confidence intervals for a performance variable at different time points based on an observed data set of well-functioning subjects. Then, a new subject can be identified as the one that has an irregular longitudinal pattern if its observed values of the performance variable fall outside the confidence intervals. Some existing methods to construct confidence intervals include those proposed by Liang and Zeger (1986) , Wang (2003) , Chen and Jin (2005) , Zhao and Wu (2008) , Li (2011) , Ma et al. (2012) , and Xiang et al. (2013) . The confidence interval approach is inefficient in handling the DS problem, due to (i) not making use of all the historical data available for the subject in question when making decisions about its performance at the current time point; and (ii) not monitoring a subject sequentially over time. The second type of statistical methods relevant to the DS problem belongs to the CONTACT Jun Li jun.li@ucr.edu Color versions of one or more of the figures in this article can be found online at www.tandfonline.com/uiie. research area of Statistical Process Control (SPC). Using a SPC control chart, we can sequentially monitor each subject, and a signal is given as soon as the chart detects a shift in the longitudinal pattern of the performance variable from an In-Control (IC) state to an Out-of-Control (OC) state (Hawkins and Olwell, 1998; Montgomery, 2009; Qiu, 2014) . However, a conventional SPC chart is designed to monitor a single sequence of observations collected over time (a so-called single process here), and the distribution of the process observations is assumed to remain unchanged when the process is IC. In the DS problem, however, if the longitudinal pattern of the performance variable of each subject is regarded as a process, then there are many processes involved. Also, the distribution of observations can change over time, even for a well-functioning subject (e.g., the mean cholesterol level of a healthy person changes with age).
Recently, Qiu and Xiang (2014) suggested a so-called Dynamic Screening System (DySS) that can be used to solve the DS problem. That method combines the strengths of the LDA and SPC methods. It consists of three main steps:
1. A regular longitudinal pattern is estimated from an observed data set (called the IC dataset hereafter) of a number of well-functioning subjects. 2. Observations of a new subject under study are standardized using the estimated regular longitudinal pattern.
article, we propose a novel nonparametric DySS method that can be used to solve the DS problem without the mentioned restrictive assumptions. The major idea behind this method is that observations of a new subject are sequentially decorrelated each time a new observation is obtained based on the covariance function estimated from the IC dataset. These decorrelated data are also asymptotically normally distributed. This article is organized as follows. Our proposed new methodology is described in detail in Section 2. A numerical study is presented in Section 3. Then, the proposed method is demonstrated using a real data example in Section 4. Concluding remarks are presented in Section 5. Some technical details are presented in the Appendix.
Methodology
Our proposed nonparametric DySS method consists of three main steps. In the first step, the regular longitudinal pattern of the performance variables needs to be estimated from an IC data set. In this step, we still use the nonparametric modeling approach described in Qiu and Xiang (2014) to analyze the Phase I longitudinal data. That approach is briefly described in Section 2.1. Then, the remaining two steps that standardize and monitor the observations of a new subject are discussed in Section 2.2.
Phase I modeling of longitudinal data
Assume that we have m well-functioning subjects in the IC data set. For the ith (i = 1, . . . , m) subject, the measurements are taken at times t i1 , . . . , t in i in the time period [0, T ] , and the corresponding measurements at those times are denoted by y(t i j ), for j = 1, . . . , n i . The following model has been extensively used in the literature to model longitudinal data:
where μ(·) is a smooth function that models the population mean curve, (·) is the error term with the covariance function
Following the estimation procedure in Qiu and Xiang (2014) , we can obtain the estimates of μ(t ) and V (s, t ) using the following algorithm.
Step 1: Let i be the covariance matrix of
T , for i = 1, . . . m. In this step, we assume i = I n i , where I n i is the n i -dimensional identity matrix. Define
and
is a kernel function and h > 0 is a bandwidth. Let J i = diag(I {|t i1 −t|≤h} , . . . , I {|t in i −t|≤h} ), where I {A} is the indicator function and takes the value of one if A is true and zero otherwise. Then an initial pth-order local polynomial kernel estimator of μ(t ) is given
where e 1 is a (p + 1)-dimensional vector with one at the first component and zero anywhere else,
Step 2: Based on the initial estimateμ(t ), calculate the residuals:
For l 1 , l 2 = 0, 1, 2, define:
where
Step 3: Since V (t, t ), the variance of y(t ), can be considered as the mean function of 2 (t ), it can be estimated similarly by using Equation (2). An estimate of V (t, t ) iŝ
T , and the W i are the same as those used in Step 1.
Step 4: Since
based on the estimate of V (s, t ) from Steps 2 and 3, we can obtain the estimate of i , denoted byˆ i . Then, an updated and final estimate of μ(t ) iŝ
In all of our numerical examples presented later, we choose p = 1, K(t ) = 0.75(1 − t 2 )I {|t|≤1} , and the bandwidth h in the above four steps is selected separately by the conventional crossvalidation method.
Phase II monitoring of longitudinal data
In Phase II, the measurements of a new subject are sequentially collected. The task of Phase II monitoring is to determine whether the new individual's measurements are following the estimated regular longitudinal pattern of the well-functioning subjects, described by the estimated mean functionμ(t ) and the estimated covariance functionV (s, t ). If not, then a signal should be given as early as possible. Denote the times when the measurements are taken from the new subject by {t * j , j = 1, 2, . . .} and the corresponding measurements by {y(t *
For monitoring purposes, Qiu and Xiang (2014) further assumed that {y(t * j ), j = 1, 2, . . .} are independent of each other. Under this independence assumption, they defined the following standardized values:
which are then asymptotically independent and identically distributed (i.i.d.) random variables. Theˆ (t * j ) are then used in a conventional control chart, such as a Cumulative Sum (CUSUM) or exponentially weighted moving average (EWMA) chart.
From the above description, we can see that, in order for the procedure in Qiu and Xiang (2014) to work, the independence among {y(t * j ), j = 1, 2, . . .} is a necessary assumption. However, if the measurements from the new subject are IC, {y(t * j ), j = 1, 2, . . .} should follow the same IC model as in Equation (1). In other words, for j = 1, 2, . . .,
and the covariance matrix of the (t * j ) is V (s, t ), which implies that the y(t * j ) are correlated. Under this situation, results obtained using the procedure in Qiu and Xiang (2014) may not be reliable, as the required independence assumption can be violated. In the following, we introduce a new method to standardize the data, and the resulting standardized values are shown to be uncorrelated.
... Standardization procedure
To facilitate the exposition, we treat μ(t ) and V (s, t ) as known by using their respective estimatesμ(t ) andV (s, t ) from the Phase I study described in the previous section. We start from the first measurement y(t * 1 ). We calculate (t * 
Then {e * (t 1 , and 
which is uncorrelated with {e * (t Following the same procedure we can sequentially define the standardized value after a new measurement is collected from the new subject. More specifically, at the jth measurement, we
where j−1 is the residual vector from the first j − 1 mea-
. It can be shown that the Cholesky decomposition of j j is given by
,
and cov(e j ) = D j . This implies that, if we define the standardized value of the jth measurement by 
where S + 0 = 0 and k > 0 is the allowance constant. The corresponding CUSUM chart is to monitor S + j and it triggers an alarm when S + j exceeds some control limit l. To detect downward mean shifts, we can define the CUSUM charting statistic by
where S − 0 = 0 and k > 0 is the allowance constant. The corresponding CUSUM chart is to monitor S − j and it triggers an alarm when S − j < −l. To detect an arbitrary mean shift, we can combine S + j and S − j , and the procedure triggers an alarm when S
For simplicity, henceforth we use the CUSUM charting statistic in Equation (5) as an example of our general CUSUM charting statistic.
Remark 1:
In the standardization procedure we propose above, at the jth measurement, we need to calculate −1 j−1, j−1 . To avoid calculating the inverse matrix directly, we suggest using the following recursive formula:
T . This result provides us a convenient way to calculate
j−1, j−1 recursively to simplify the computation.
Remark 2: Based on Remark 1, the computation associated with our proposed procedure should not be a big problem when j is relatively small. In practice, the ATS 0 value (see its definition in the next section) is often chosen to be a relatively small number (e.g., 50). In such cases, the control chart usually gives a signal at a time that is smaller than three or four times the chosen ATS 0 value. Thus, the computation and storage of
should not be a problem. However, in certain applications with very stable processes, j could be potentially large. In such situations, the computation and storage of −1 j−1, j−1 could be a problem because −1 j−1, j−1 is a large matrix, even after the recursive formula in Remark 1 is used. In such cases, we suggest the strategy briefly described below. First, we notice that the uncorrelated residuals e(t * j ), for j ≥ 2, can also be computed recursively by
, and the standardized residuals e
In practice, the correlation between (t * i ) and (t * j ) would become weaker when t * i and t * j are farther apart. Therefore, when j is large, we can set σ * jk to be zero for those t * k that are much smaller than t * j . As a result, we only need to calculate the summation in the above formula over the e(t * k )'s that are relatively close to t * j , which makes the computation and data storage feasable and convenient.
As we can see from the above, our proposed CUSUM chart is capable of dealing with any covariance structure. Next, we will show that, when the error term follows an AR(1) model, our proposed CUSUM chart is similar to the second CUSUM chart proposed in Qiu and Xiang (2014) . More specifically, under the AR(1) model, the (t i j ) ( j = 1, . . . , n i ) in the model (1) are assumed to follow:
where ω is the basic time unit defined in Qiu and Xiang (2014), which is the largest time unit that the observation times {t i j } are all of its integer multiples, e(t i j ) is a white noise process with mean 0 and variance σ 2 e . Under this AR(1) model, the standardization procedure in Equation (3) is not efficient. Therefore, they proposed another CUSUM chart in order to take into account the AR(1) error structure. Their proposed CUSUM charting statistic is defined by
where (6), e * (t * j ) in our proposed CUSUM charting statistic in Equation (5) is equal to (
Proposition 1. Under the AR(1) model in Equation
* (t * j ) − φ * j−1, j * (t * j−1 ))/ 1−φ 2 * j−1, j in the CUSUM charting statistic in Equation (7) for j ≥ 2.
... Determining the control limit
As pointed out in Qiu and Xiang (2014) , in most longitudinal data studies, the observation times {t * j , j = 1, 2, . . .} may not be equally spaced. Under this situation, the Average Run Length (ARL) commonly used in the SPC applications to evaluate the performance of control charts may not be appropriate. Instead, Qiu and Xiang (2014) proposed using the concept of AverageTime-to-Signal (ATS) when evaluating the performance of control charts on longitudinal data. To calculate the ATS, the observation times t * j are expressed in terms of the basic time unit ω by n * j = t * j /ω. The ATS is then defined as the expected time to a signal in the basic time unit ω. In this article, we also follow this idea and use ATS to evaluate the performance of our proposed control chart.
In the following we discuss how to determine the control limit l such that the IC ATS (denoted by ATS 0 ) of our CUSUM procedure in Equation (5) is controlled at the desired level. From the development of our proposed procedure in Section 2.2.1, we know that {e * (t * j ), j = 1, 2, . . .} in Equation (5) are uncorrelated. If it is reasonable to assume that the error term (·) in Equation (1) follows a normal distribution, then {e * (t * j ), j = 1, 2, . . .} are a sequence of i.i.d. standard normal random variables if the observations are IC. Therefore, determining the control limit l in our proposed CUSUM procedure can be achieved by simulating data from the standard normal distribution as {e * (t * j ), j = 1, 2, . . .} and finding l to obtain the desired ATS 0 for any given k through a bi-section search. The bi-section search algorithm runs as follows:
Step 1: For any control limit l, we simulate 10 000 IC sample paths. In each of the IC sample paths, {e * (t * j ), j = 1, 2, . . .} are simulated from the standard normal distribution. The corresponding ATS l 0 for the given l is determined by averaging out the time to a signal in the basic time unit ω from these 10 000 sample paths. Based on this approach, we first find l 1 such that ATS l 1 0 < ATS 0 and l 2 such that ATS
Step 2: Find ATS l 3 0 where l 3 is the midpoint of l 1 and l 2 .
Step 3: If ATS 
Step 4: Repeat Steps 2 and 3 until ATS l 3 0 is sufficiently close to ATS 0 .
Step 5: Use l 3 as the control limit. As mentioned earlier, the observation times in most longitudinal data studies may not be equally spaced. Following Qiu and Xiang (2014) , we specify the distribution of the observation times by the sampling rate d, which is defined to be the number of observation times every 10 basic time units here. The calculated control limits l using the above bi-section search algorithm for various values of d and k in our proposed CUSUM procedure (5) with ATS 0 = 25 or 50 are given in Table 1 .
If the distribution of the error term (t ) in Equation (1) is unknown but the number of observations for each subject is large, we can still use the above method to determine the control limit, as the standardized residual, e * (t * j ), is simply a linear combination of observations and its distribution is asymptotically normal. If the distribution of the error term (t ) is unknown and the number of observations for each subject is not large, e * (t * j ) might not be asymptotically normally distributed. In this case, we can resort to the bootstrap procedure to determine the control limit. More specifically, we assume that the IC data set consists of m well-functioning subjects. We first use the observations from m 1 (m 1 < m) subjects in the IC data set to obtain the estimates of the mean function and covariance function,μ(t ) andV (s, t ), as discussed in Section 2.1. Based on theseμ(t ) andV (s, t ), we apply the standardization procedure described in Section 2.2.1 to the remaining m − m 1 subjects in the IC dataset and obtain the standardized residuals {e
Those residuals are asymptotically uncorrelated and can be used to approximate the distribution of e * (t * j ) in our proposed CUSUM procedure in Equation (5). Therefore, to determine the control limit l to achieve the desired ATS 0 for any given k and d, we can follow the same bi-section search algorithm as above except that, in each of the IC sample paths, {e * (t * j ), j = 1, 2, . . .} are now drawn from the bootstrap resamples of {e
Numerical study
In this section, we report the results obtained in simulation studies to evaluate the performance of our proposed CUSUM procedure. Our first study considered cases when the IC mean function μ(t ) and the IC covariance function V (s, t ) were both known. In particular, we assumed that μ(t ) = sin(2πt ). For V (s, t ), we considered two scenarios. In the first scenario, V (s, t ) was the covariance function of (t i j ) generated from the following mixed-effect model:
where ξ 0,i j and the ξ l,i are independent random variables from N(0, 0.3), and φ 1 (t ) = t 2 + 0.5, φ 2 (t ) = sin(3πt ), φ 3 (t ) = cos(3πt ). The above mixed-effect model was used in the simulation study of Li (2011) . In the second scenario, V (s, t ) was the covariance function of (t i j ) generated from the following ARMA(2, 1) model:
where ω is the basic time unit, and e(t i j ) is the white noise from N(0, 0.25).
As described earlier, the observation times for each new individual were specified by the sampling rate d. Throughout all of the simulation studies presented in this section we chose the basic time unit ω to be 0.01 and d to be two, five, or ten. For our proposed CUSUM procedure (5), we fixed the nominal ATS 0 value at 25 or 50, and the allowance constant k was chosen to be 0.1, 0.2, or 0.5.
Using the control limits reported in Table 1 , we applied our proposed CUSUM procedure (5) to the new subject's observations generated from the IC mean function μ(t ) and the IC covariance function V (s, t ) described above (the two scenarios for generating V (s, t ) are denoted by mixed-effect model and ARMA(2, 1), respectively) and obtained the time-to-signal. This was repeated 1000 times and the average of the 1000 time-tosignal values is the simulated ATS 0 of our proposed CUSUM procedure. We repeated this simulation 100 times. Table 2 shows the average simulated ATS 0 of our proposed CUSUM procedure along with their corresponding standard errors (in parentheses) under different settings over the 100 replications. From Table 2, we can see that all of the simulated ATS 0 can achieve the nominal level, which indicates that our standardization procedure can successfully decorrelate the data.
As a comparison, we also applied the three CUSUM procedures proposed by Qiu and Xiang (2014) to the new subject's observations generated in the same way as in Table 2 . Their first CUSUM procedure assumes independence among the standardized values in Equation (3), the second one assumes an AR(1) model for those standardized values, and the third one does not assume any particular error structure and uses a block bootstrap to determine the control limit. When the true covariance structure of within-subject observations follows the mixedeffect model, the first two CUSUM procedures in Qiu and Xiang (2014) sometimes do not generate an alarm. To make the calculation of ATS still feasible in this situation, we set AT S = 200 in those situations. The simulated ATS 0 values for the different CUSUM procedures in Qiu and Xiang (2014) are reported in Tables 3 to 5. All of the values were calculated based on 100 replicated simulations. As we can see from those tables, the simulated ATS 0 values for their first two procedures are far away from the nominal levels. This is not surprising since it has been demonstrated in the literature that the actual control chart performance is quite different from the expected performance if data correlation is not properly accommodated (Runger and Willemain, 1995; Kim et al., 2007) . This example demonstrates that the first two methods proposed by Qiu and Xiang (2014) may not be reliable for use in cases when the within-subject observations are correlated and the correlation is not properly accommodated; however, our proposed method in this article is reliable in such cases.
As expected, Qiu and Xiang's third CUSUM procedure can achieve the desired nominal ATS 0 as seen in Table 5 , as this procedure does not assume any particular error structure. In addition to being more computationally intensive than our proposed method, this procedure also requires that the sampling scheme in Phase I should be exactly the same as the Table 6 . As we can see from the results, even when d1 and d2 are slightly different, the simulated ATS 0 can be far away from the nominal level. In contrast, our proposed method does not have this sampling scheme requirement, and the sampling scheme in Phase I can be totally different from that in Phase II for our method. This makes our method more broadly applicable in many real applications, since the Phase I data and Phase II data in many situations might not follow the same sampling scheme (for example, see our real application in Section 4). Next, we consider the situation when the IC mean function μ(t ) and the IC covariance function V (s, t ) are both unknown and they need to be estimated from an IC data set. We assumed that we have m = 1000 subjects in the IC dataset and their observations were generated from the IC mean function μ(t ) and the IC covariance function V (s, t ) described above with the same sampling rate d as that of the new subject for online monitoring. IC data usually have a fixed time frame. Without loss of generality, we assumed that the domain of the observation times {t i j } for the IC data was [0, 1]. Therefore, the IC mean function and the IC covariance function estimated from the IC data were only appropriate for use within the domain [0, 1]. As a consequence, when using those estimates in our proposed CUSUM procedure to monitor the observations from a new subject, even if our CUSUM procedure has not signaled when we reach the last observation of the individual within the domain [0, 1], we cannot continue to monitor. When this happens, we can only know that the actual time to signal is greater than 1/ω, and we would not know the exact time to signal. To make the calculation of ATS still feasible in this situation, we let the time to signal be 1/ω when our CUSUM procedure had not signaled at the last observation of the individual within the domain [0, 1]. In other words, the time to signal in this simulation study was right-truncated at 1/ω. Using this truncated time-to-signal, we also adjusted the control limits l in our CUSUM procedure accordingly for various d and k values and they are listed in Table 7 .
Mixed-effect model ARMA(, )
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We applied the estimation procedure described in Section 2.1 to the IC data set and obtained the estimated IC mean and IC covariance functions,μ(t ) andV (s, t ) . Throughout the simulation study, the bandwidths we used in our estimation procedure were h = 0.1 when d = 2, h = 0.05 when d = 5, and h = 0.02 when d = 10. Using thoseμ(t ) andV (s, t ) in our proposed CUSUM procedure (5), we performed online monitoring for the new subject. We first applied the CUSUM procedure using the control limits in Table 7 to the 1000 new subjects generated from the IC mean function μ(t ) and the IC covariance function V (s, t ) and obtained the ATS value from these 1000 new subjects. The ATS is the simulated ATS 0 of our proposed CUSUM procedure from one single IC data set. We repeated this simulation with 100 different IC data sets. Table 8 shows the average simulated ATS 0 of our proposed CUSUM procedure along with their corresponding standard errors (in the parentheses) under different settings over the 100 IC data sets. As we can see from Table 8 , all of the simulated ATS 0 are within 10% of the nominal ATS 0 value. This indicates that the estimation procedure described in Section 2.1 provides reliable estimates of the IC mean and covariance functions. We next applied our CUSUM procedure withμ(t ) and V (s, t ) estimated from the IC data set to the 1000 new subjects whose observations were generated from the same IC covariance function V (s, t ) but different mean functions. Following Qiu and Xiang (2014) , we considered two cases for the mean functions. In the first case, the mean function of the 1000 new subjects was μ 1 (t ) = μ(t ) + δ, which represents a step change of size δ. In the second case, the mean function of the 1000 new subjects was μ 2 (t ) = μ(t ) + δ(1 − exp(−10t )), which represents a nonlinear drift from μ(t ). In both cases, we chose δ to be 0.25, 0.5, 0.75, and 1. We applied our CUSUM procedure to those 1000 new subjects and obtained their ATS. The ATS is the simulated ATS 1 of our proposed CUSUM procedure from one single IC data set. We repeated this simulation with 100 different IC data sets. Tables 9 and 10 show the average simulated AT S 1 values of our proposed CUSUM procedure along with their corresponding standard errors (in the parentheses) under different settings over the 100 IC datasets. As can be seen from those tables, as δ increases, the AT S 1 value of our proposed CUSUM procedure quickly decreases, which indicates that our CUSUM procedure has a good detection power.
It is easy to see that the performance of our proposed method depends on the accuracy of the estimated IC mean and IC covariance functions,μ(t ) andV (s, t ). In general, the larger the IC sample size of m, the better those estimates. In our previous simulation setting, we set m = 1000. As we can see from the above results, our proposed procedure performs well based on this choice of m. To further investigate how large m has to be in order to ensure reliable performance of our proposed procedure, we ran another simulation to evaluate the simulated AT S 0 of our procedure when m = 500, and the results are listed in Table 11 . As we can see from the table, some of the results are slightly worse than those reported in Table 8 , but the majority of them are still within 10% of the nominal AT S 0 value. This allows us to conclude that our proposed procedure can still perform well when m = 500. In Section 2.2.2, when the distribution of the error term is unknown, we proposed a bootstrap procedure to determine the control limit. In the following, we report the results of simulation studies performed to evaluate the performance of our bootstrap procedure. More specifically, for each simulation we first generated an IC data set with m = 1000 subjects from the mixed-effect model in Equation (8) with ξ 0,i j and the ξ l,i being independent random variables from the t distribution with three degrees of freedom and with variance 0.3. We then used the data from the first 800 subjects to obtain the estimates of the IC mean and covariance functions,μ(t ) andV (s, t ). Based on theseμ(t ) andV (s, t ), we calculated the standardized residuals from the remaining 200 subjects. The control limit was then determined using the bootstrap resamples of those standardized residuals as described in Section 2.2.2. We applied our CUSUM procedure with this determined control limit to the 1000 new subjects generated from the mean function μ 1 (t ) or μ 2 (t ) (as in previous simulation study) and the IC covariance functions V (s, t ). The ATS from these 1000 new subjects is the simulated value of ATS. We repeated this simulation 100 times. Table 12 shows the average simulated ATS along with its standard errors (in parentheses) under different settings over the 100 simulations. When δ = 0 in μ 1 (t ) or μ 2 (t ), the new 1000 subjects were generated from the IC mean and covariance functions. Therefore, the column corresponding to "δ = 0" in Table 12 represents the simulated AT S 0 . When δ = 0, the values in Table 12 represents the simulated AT S 1 . As we can see from the table, all of the simulated AT S 0 are close to their nominal values, which indicates the validity of our bootstrap procedure. When δ increases, the AT S 1 value decreases quickly, which indicates a good detection power of our bootstrap procedure. 
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Real application
In this section we use a data set from the SHARe Framingham Heart Study of the National Heart, Lung and Blood Institute to demonstrate the application of our proposed CUSUM procedure. The data set consists of the systolic blood pressure (mmHg) of 1028 non-stroke patients and 27 stroke patients. The systolic blood pressure of each patient was measured at seven different times. Figure 1 shows the data from 10 randomly selected non-stroke patients (thin solid line) and 10 randomly selected stroke patients (dashed line). It seems that the stroke patients have higher systolic blood pressure than the non-stroke patients.
To develop a control chart that can monitor a patient's systolic blood pressure, we used the data of the 1028 non-stroke patients as the IC data and then applied the estimation procedure described in Section 2.1 to the first 800 non-stroke patients to obtain the estimated IC mean functionμ(t ) and the estimated IC covariance functionV (s, t ). In our estimation, we set the bandwidth to be h = 0.15. The estimated IC mean functionμ(t ) is shown as the dark solid curve in Fig. 1 . Based on 
We also applied the three CUSUM procedures proposed in Qiu and Xiang (2014) to this systolic blood pressure data set. We first ran the Box-Pierce test of independence on the standardized values defined in Equation (3) and the residuals after fitting an AR(1) model on those standardized values, respectively. Both tests yielded significant p-values, indicating that the standardized values defined in Equation (3) are significantly associated and the AR(1) model cannot describe the association in this dataset. Therefore, to accommodate this arbitrary error structure, we could only apply the block bootstrap CUSUM procedure in Qiu and Xiang (2014) to the systolic blood pressure data. The obtained results are presented in Fig. 3 . The control limit l of their block bootstrap CUSUM procedure is 4.675. As we can see from the figure, this CUSUM procedure can only detect 10 out of 27 stroke patients. The signal times of the 10 stroke patients are reported in Table 14 , and they are much larger than obtained using by our CUSUM procedure, reported in Table 13 .
The reason why Qiu and Xiang's block bootstrap CUSUM procedure does not perform well can be explained by the following argument. As mentioned in our numerical study in Section 3, to ensure that the block bootstrap CUSUM procedure achieves the desired nominal AT S 0 , the sampling scheme in Phase I has to be the same as the sampling scheme in Figure  . The CUSUM chart for monitoring the  stroke patients using the block bootstrap method proposed in Qiu and Xiang (). The dashed horizontal lines denote the control limit of l = 4.675. Phase II. To investigate the sampling schemes in both nonstroke patients (Phase I) and stroke patients (Phase II), we plotted the histograms of the times (in years of age) when the seven measurements of systolic blood pressure were taken from the non-stroke patients and stroke patients (see Fig. 4 ). The average times when the seven measurements were taken from the non-stroke patients and stroke patients are reported in Table 15 . As can be from those results, the stroke patients tend to be observed at later ages, compared with the nonstroke patients, indicating that the sampling scheme for the non-stroke patients (Phase I) is indeed quite different from that for the stroke patients (Phase II). This might explain why the block bootstrap CUSUM procedure does not work well in this situation.
Concluding remarks
In practice, there are many applications where our main concern is to detect irregular longitudinal patterns of certain performance variables of a subject as soon as possible, so that unpleasant consequences can be avoided. To solve this problem effectively, statisticians have developed a new statistical method called the DySS. This method combines a cross-sectional comparison with sequential monitoring, and it tries to make use of all available data on the subject in question, including those observed at the current time and all historical data. However, the current DySS method can only handle cases where the observations are normally distributed and within-subject observations are independent or follow a specific time series model. In this article, a novel nonparametric DySS method was proposed that does not require restrictive assumptions on the observation distribution, and it allows arbitrary correlation among within-subject observations. A major feature of the method is the use of the Cholesky decomposition in data standardization (see, Section 2.2.1). After this step, within-subject observations are decorrelated and the decorrelated observations are asymptotically normally distributed. It was demonstrated that this new method performs well in various different cases.
In this article, we only considered cases where the observations were univariate. In many applications, multivariate performance variables are involved. In multivariate cases, the model for describing the IC data can be defined as follows. Let y(t i j ) = (y 1 (t i j ), y 2 (t i j ) . . . , y q (t i j ))
T denote the q-dimensional measurement collected at time t i j . Then, the natural multivariate extension of the nonparametric model in (1) is y(t i j ) = μ(t i j ) + (t i j ), i = 1, . . . , m, j = 1, . . . , n i , where μ(·) = (μ 1 (t i j ), μ 2 (t i j ), . . . , μ 3 (t i j ))
T is the population mean function of y(t i j ). Estimation of this multivariate model was discussed in Xiang et al. (2013) , and a multivariate EWMA chart was proposed by Qiu and Xiang (2015) that can be used to solve the multivariate DS problem. As in the univariate cases discussed by Qiu and Xiang (2014) , this multivariate EWMA chart determines its control limit using the block bootstrap procedure. We believe that the proposed method in this article can be generalized to multivariate cases and the resulting method can improve the performance of the multivariate EWMA chart of Qiu and Xiang (2015) , which will be investigated in our future research. 
