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Abstract
Development plays a signiﬁcant role in biological evolution,
and is likely to prove an effective route to overcoming the
limitations of direct genotype-phenotype mappings in artiﬁ-
cial evolution. Nonetheless, the relationship between devel-
opment and evolution is complex and still poorly understood.
One question of current interest concerns the possible role
that developmental processes may play in orienting evolu-
tion. A ﬁrst step towards exploring this issue from a theoret-
ical perspective is understanding the structure of ontogenetic
space: the space of possible genotype-phenotype mappings.
Using a quantitative model of development that enables onto-
genetic space to be characterised in terms of complexity, we
show that ontogenetic landscapes have a characteristic struc-
ture that varies with genotypic properties.
Introduction
Development – and its relationship to evolution – is of in-
creasing interest to researchers in both artiﬁcial life and bi-
ology. Developmental encodings in artiﬁcial evolution sim-
ulations have been shown to result in more compact, robust
and evolvable representations (Stanley and Miikkulainen,
2003). Recent theories in evolutionary developmental bi-
ology suggest that reprogramming of developmental path-
ways is likely to be an important mechanism in morpholog-
ical evolution (Arthur, 2004).
Development is the transformation of a genotype into a
phenotype. Because evolutionary change operates on geno-
types, while evolutionary selection operates on phenotypes,
the nature of this mapping has the potential to inﬂuence evo-
lution. A particular genotype-phenotype mapping can be
considered as a point in ontogenetic space. Evolution via
developmental reprogramming may therefore be regarded
as movement through this ontogenetic space. An important
implication of developmental reprogramming is that, by im-
posing structure on the variation available for natural selec-
tion to act on, development may bias the direction of evolu-
tion (Arthur, 2004).
Developmental systems are complex – while numerous
models have been developed, few of these are amenable to
quantitative measurement of robustness, variability, evolv-
ability and complexity: all of which need to be investigated
if we are to understand both how development interacts with
evolution in biological systems, and how developmental en-
codings can be of use in artiﬁcial evolution.
In this paper we propose a general model for simulating
developmental systems that enables questions about robust-
ness, variability and evolvability to be addressed. Speciﬁ-
cally, it features: a computationally efﬁcient mapping from
genotype to phenotype; an intuitive metric for describing
the degree of phenotypic similarity, enabling robustness and
variability to be quantiﬁed; a cell lineage representation of
the developmental process, to which ontogenetic complex-
ity metrics can be applied; and tools for the visualization of
ontogenetic space. The aim of this study was to explore the
behaviour of this model.
The next section of this paper provides background on
biological development and the use of cell lineages to repre-
sent ontogeny. The developmental lineage modelling frame-
work and ontogenetic complexity measure are then intro-
duced. Ensemble studies are used to characterize the effect
of genotype size and connectivity on the composition of on-
togenetic space, measured in terms of complexity, and its
local structure, measured in terms of robustness and vari-
ability. Finally, TreeView, a tool for visualizing ontogenetic
space that supports the results of the quantitative studies, is
introduced.
Development and Cell Lineages
In biological development, a single egg cell in a suitable en-
vironment transforms into a complex, multicellular organ-
ism. While contextual information from the environment
plays a role in this process, the key locus of ontogenetic
control is the information encoded in an organism’s genome
– speciﬁcally, in the network of regulatory interactions be-
tween its genes (Davidson et al., 2003). As development
proceeds, these genes are expressed in a complex fashion,
giving rise to temporal and spatial patterns of cell division
and differentiation.
In several species, these patterns of division and differen-
tiation are highly stereotyped and have been precisely mea-
sured, providing a detailed insight into the types of controldecision that occur during development. The ontogeny of an
organism can be represented by a cell lineage diagram: a bi-
nary tree in which the root node represents the initial egg
cell, terminal nodes represent the cells that constitute the
ﬁnal phenotype and non-terminal nodes represent interme-
diate developmental states (Stent, 1998; Geard and Wiles,
2005).
Cell lineages are useful representations of developmental
mappings because they describe not only the identities of
the cells constituting the ﬁnal phenotype, but also their in-
dividual ontogenies. This record facilitates insight into both
the nature of converging developmental pathways and the
relationship between genotypic change and phenotypic vari-
ability.
The Developmental Lineage Model
Network genotype: A dynamic recurrent gene network
(DRGN) model was used as a genotypic representa-
tion (Geard and Wiles, 2005). A DRGN is essentially a par-
tially recurrent neural network containing three classes of
nodes: input nodes, which receive information in the form
of intercellular or environmental signals; regulatory nodes,
which generate the complex dynamics from which control
emerges; and output nodes, which trigger downstream de-
velopmental events such as division and differentiation, but
have no direct effect on the regulatory core. The activation
of each node is a real-value in the range [0,1]. Connections
between nodes also have a real-valued strength, with posi-
tive and negative values indicating excitatory and inhibitory
relationships respectively and a zero value indicating no in-
teraction. Each network update represents a single cell di-
vision cycle, after which the activation levels of each node
are updated synchronously according to the logistic sigmoid
function.
For the studies reported in this paper, two input nodes
were used to specify differences in regulatory input received
by each daughter cell due to varying cellular context and/or
asymmetric cell division; the number of regulatory nodes
(N) was varied between one and 32; ﬁve output nodes were
used – one controlling whether a cell was dividing or quies-
cent, the remaining four competing to determine the a cell’s
fate upon differentiation. In all cases, connections existed
between every input node and every regulatory node, and
between every regulatory node and every output node (al-
though it was possible for the strength of any of these con-
nections to be zero). Connectivity between regulatory nodes
(K) was varied from a single input per node to fully con-
nected.
Development: The developmental process was initialized
with a single cell containing a DRGN with all node activa-
tions set to zero; after a single network update, if the divi-
sion output was below a given threshold, division occurred
and two new cells were created, each containing an identical
copy of the original network; the two input nodes of the left
daughter cell were set to one and zero respectively, those of
the right daughter cell were set to zero and one; the previous
steps were repeated until either all cells were quiescent or a
maximum of six cell divisions had occurred. The division
threshold was increased exponentially after each division.
Ontogeny can be represented by a cell lineage diagram, with
each cell identiﬁed by the subset of fates to which itself or
its dependents is restricted (Figure 1).
Figure 1: An example cell lineage generated by
a DRGN with eight regulatory nodes. Shading of
terminal nodes indicates different cell fates. Non-
terminal nodes are colored to represent the subset of
cell fates they will differentiate into. Color ver-
sions of this and other images are available online at
http://www.itee.uq.edu.au/∼nic/ treeview
Phenotype: A phenotype can be described in several dif-
ferent ways. The simplest description consists of the number
of cells of each fate present at the end of development (i.e.,
the terminal nodes of the lineage). More complex descrip-
tions are also possible, incorporating the spatial position of
each fate, and the developmental stage at which it appeared
(its depth in the lineage). For this study, the phenotype was
deﬁned as the ordered set of terminal cell fates. For exam-
ple, the lineage shown in Figure 1 produces the phenotype
AAAAABADABCADDABADABAC (where A = white, B
= light gray, C = dark gray and D = black).
Ontogenetic complexity: Characterizing ontogenetic
space required a metric for comparing different lineages.
One possible metric for comparing developmental mappings
is ontogenetic complexity. It has been suggested that the
complexity of a developmental mapping may be under
selective pressure both to increase and decrease in different
evolutionary scenarios (Houthoofd et al., 2003). By char-
acterizing an ontogenetic space in terms of complexity we
obtain both insight into one of the gradients across whicha population may move during evolution and a platform
from which to assess the balance between robustness and
variability that is independent of a speciﬁc evolutionary
target.
Numerous indicators have been proposed for measuring
biological complexity. These measures generally focus ei-
ther on phenotypic properties, such as organism size, num-
ber of cell types and hierarchical levels of organization (Mc-
Shea, 1996) or ontogenetic properties, based on the no-
tions of entropy and algorithmic complexity (Braun et al.,
2003; Azevedo et al., 2005). No single deﬁnition or mea-
sure of complexity has achieved consensus; rather, different
approaches have been applied in a pragmatic fashion.
For these studies we employed an algorithmic approach in
which a lineage is transformed into the minimal set of pro-
duction rules capable of describing it (Azevedo et al., 2005).
These rules are of the form X → {Y, Z}, where cell X is a
non-terminal cell, and cells Y and Z may either be differenti-
ated terminal cells or further non-terminals. Equivalent rules
are then collapsed to produce a non-redundant set. Lineage
complexity is deﬁned as the size of this rule set expressed as
a proportion of the total number of cell division events.
Using Complexity to Characterize
Ontogenetic Space
Dynamic recurrent networks, as a class of computational de-
vices, are known to be capable of a highly ﬂexible range of
behaviours. They also display characteristic dynamic prop-
erties, such as cyclic and chaotic behaviour, that may bias
the distribution of cell lineages they generate. Therefore,
it is likely that the probability distribution over the space
of possible lineages will be different when the generating
function is a recurrent network rather than, for example, a
stochastic process.
To obtain an overview of the composition of ontogenetic
space, we generated an ensemble of 50,000 DRGNs (eight
fully connected regulatory nodes with connection strengths
randomly drawn from a Gaussian distribution G(0,2)), al-
lowed them to develop and computed their lineage complex-
ity (Figure 2, circles).
Inspection of the lineages generated by this ensemble re-
vealed that a large portion of ontogenetic space consists of
two uninteresting cases: (1) the initial cell fails to divide
and no development occurs; or (2) the system fails to stop
dividing and no differentiation occurs. In between these two
extremes a diverse range of systematic and quasi-systematic
structures occur (e.g., Figure 1).
This observation revealed an issue with the lineage com-
plexity measure described above – it does not necessarily
accord with intuitive notions of what makes an “interesting”
lineage. Speciﬁcally, the large region of the space inhab-
ited by the uninteresting lineages described above is not re-
ﬂected by the shape of the lower end of the distribution. For
example, a cell that divides once and then stops has, by def-
Figure 2: Distributions of differentiated cell number,
Azevedo’s lineage complexity, and weighted complexity.
Note that the x-axis for each of these distributions is scaled
as follows: differentiated cell number, [0,64]; lineage com-
plexity, [0, 1]; and weighted complexity, [0,40].
inition, maximal lineage complexity (i.e., it’s one division
event has a unique rule, giving a lineage complexity of 1.0)
– an anomaly evidenced by the small spike in the upper end
of the distribution (Figure 2, circles). As the lineage com-
plexity measure was originally developed for comparing rel-
atively large lineages of equivalent size, this unusual behav-
ior was not previously an issue (Azevedo et al., 2005). How-
ever, we were interested in characterizing the entire class of
lineages that could be produced by a given system, which in-
cludes individual lineages of widely varying sizes. In order
to be able to make more principled comparisons, we deﬁned
weighted complexity as the product of lineage complexity
and the number of differentiated cells (Figure 2, crosses).
The resulting distribution accords more closely with intu-
itions about complexity distribution: Uninteresting lineages
with a weighted complexity close to zero occupy the lower
end of the distribution, the bulk of the landscape consists of
moderately complex lineages, and relatively rare high com-
plexity lineages occupy the tail of the distribution.
Global Composition: The Effect of Regulatory
Properties on Ontogenetic Space
In order to examine how genotypic properties – size, con-
nectivity and connectivity distribution – affected the com-
position of ontogenetic space, three sets of random ensem-
bles (Kauffman, 2004) were used:
• Size: the size of the regulatory layer was varied (N =
{1,2,4,8,16,32}) for each ensemble, with all samples
having full connectivity (each node had N inputs).
• Connectivity: the connectivity of the regulatory layer was
varied (K = {1,2,4,8,16,32}) for each ensemble (each
node had K inputs), with the size ﬁxed (N = 32).• Connectivity Distribution: regulatory size and mean in-
put connectivity were ﬁxed (N = 32;Kin = 4), but the dis-
tribution was varied for each ensemble. Four connectiv-
ity distributions were tested: ﬂat – all nodes had exactly
K inputs; Poisson – all nodes had on average K inputs;
exponential – input connectivity was exponentially dis-
tributed with λ = 2; duplication-divergence (DD) – net-
work structure was “grown” via successive node duplica-
tion and rewiring events (Sol´ e et al., 2002).
Each ensemble consisted of 20,000 DRGNs with connec-
tion strengths drawn from a Gaussian distribution G(0,2).
The weighted complexity of each lineage was recorded. The
number of unique phenotypic sequences generated by each
ensemble was also recorded.
Figure 3: Complexity distributions for the size ensembles.
Shown here are the maximum value (bar), and mean and
standard deviation for the top 1% (triangle), next 5% (cir-
cle), next 10% (square) and whole distribution (diamond).
Due to the skewed nature of the distribution, mean land-
scape complexity was not the most suitable measure for
comparison. Therefore, several additional measures were
also calculated: the maximum complexity found and the
mean and standard deviation of the top 1% of networks, the
next 5% and the next 10%. These values provide a more
descriptive indication of how the upper end of the distribu-
tion varies. The size ensembles (Figure 3) revealed a sharp
increase in all measures as regulatory size increased up to
N = 8, after which the maximum complexity continued to
increase slightly, while the mean complexities began to de-
crease. In the connectivity ensembles (not shown), average
complexities increased rapidly up to K = 4, after which they
continued to increase, but at a reduced rate. In the distri-
bution ensembles (not shown) little difference was observed
between different ensembles, although average complexities
for all three of the non-uniform distributions were slightly
higher than for the ﬂat case.
Variability – measured by the number of unique pheno-
types found in each ensemble – followed a similar trend (Ta-
ble 1). The number of unique phenotypes found peaked at
N = 8 in the size ensembles and K = 8 in the connectivity
ensembles (i.e., a regulatory connectivity density of approx-
imately 0.25). Again, little difference was observed between
the distribution ensembles (not shown).
Table 1: Phenotypic variation
Size Unique Conn. Unique
(K=Full) Phens. (N=32) Phens
1 1704 1 7639
2 9920 2 12458
4 18112 4 14877
8 19350 8 15235
16 16820 16 13736
32 11952 32 11952
Theresultsoftheseensemblestudiessupportpreviousob-
servations that, once a certain minimum level of regulatory
complexity has been achieved, a wide variety of possible
phenotypes becomes accessible (Sol´ e et al., 2003). Further-
more, beyond this level, additional increases to regulatory
complexity do not lead to corresponding increases in onto-
genetic complexity or phenotypic variability and may actu-
ally reduce variability.
Local Structure: The Robustness and
Variability of Developmental Lineages
The ensemble studies in the previous section provide a ba-
sic view of the composition of the ontogenetic and pheno-
typic spaces for different regulatory sizes and connectivities.
What they don’t provide is a picture of the local structure of
these spaces – the scale at which much evolutionary change
is likely to occur. In this section we use perturbation stud-
ies to characterize local structure in terms of robustness –
the ability to buffer the negative effects of perturbation; and
variability – the ability to generate variation in response to
perturbation.
A developmental system may experience perturba-
tion from two different sources: environmental and ge-
netic (Wagner and Altenberg, 1996). We measured response
to perturbation in terms of robustness and variability for the
three sets of ensembles described above. Each ensembles
consisted of 20,000 samples: these were created by generat-
ing 200 random DRGNs and developing 100 perturbed lin-
eages, as described below, for each network. To focus effort
on the more interesting regions of ontogenetic space, candi-
date networks were rejected if the weighted complexity of
their unperturbed lineage was below eight (eliminating the
uninteresting lineage cases described above). Perturbed lin-
eages were generated in two different ways:• Environmental Stability: Environmental perturbation dur-
ing development was simulated by adding probabilistic
noise to a subset of node activations. After each cell di-
vision, each node activation had a 10% chance of being
perturbed by Gaussian noise with distribution G(0,0.05).
Each DRGN was developed 100 times under these condi-
tions and the phenotype generated by the perturbed sys-
tem was compared to that of the original network.
• Genetic Stability: Robustness to mutation was tested by
perturbing the connection strengths between nodes. Each
mutant was generated by adding Gaussian noise with dis-
tribution G(0,0.1) to each connection in the DRGN. As
above, 100 mutants were generated from each network
and their phenotypes were compared.
The degree of similarity between two phenotypes was
deﬁned as the Levenshtein distance (Sankoff and Kruskal,
1983) between the unperturbed fate sequenceU and the per-
turbed fate sequence P, divided by the length of U. Leven-
shtein distance is deﬁned in terms of the minimum number
of transformations required to change U into P, where pos-
sible transformations are the insertion, deletion and substi-
tution of fates. A similarity of 1.0 indicated a perfect match.
Two measurements of robustness were calculated: the per-
centage of the 20,000 perturbed systems in each ensemble
with a degree of similarity of 1.0, indicating identical lin-
eages (neutral variation); and the percentage of systems with
a degree of similarity above 0.9 (nearly neutral variation). In
addition, to give an indication of the potential variability that
could be unlocked by environmental or genetic perturbation,
the number of unique phenotypes generated from each start-
ing point was recorded.
Table 2: Robustness to perturbation
Environmental Genetic
Ensemble 1.0 > 0.9 1.0 > 0.9
N = 4 74.97% 99.90% 14.23% 59.45%
N = 8 66.12% 96.87% 7.74% 47.62%
N = 16 55.70% 90.75% 7.27% 37.77%
N = 32 48.52% 81.40% 6.55% 24.51%
K = 2 82.61% 98.04% 23.99% 47.97%
K = 4 78.27% 95.81% 23.50% 45.97%
K = 8 74.10% 93.71% 16.98% 39.73%
K = 16 65.33% 89.48% 13.58% 34.70%
K = 32 48.52% 81.40% 10.55% 24.51%
Flat 78.27% 95.81% 23.50% 45.97%
Pois 76.71% 96.03% 20.08% 44.94%
Exp 84.98% 98.86% 30.09% 55.07%
DD 76.63% 96.78% 20.17% 46.10%
Table 2 summarizes the results of the ensemble simu-
lations. The three most noticeable trends in these results
are: robustness increases as regulatory size decreases; ro-
bustness increases as as regulatory connectivity decreases;
and robustness is greater for systems with exponentially dis-
tributed regulatory inputs. One possible explanation for the
ﬁrst observation is that the perturbations were performed on
a “per gene” or “per connection” basis, therefore the total
number of perturbations per network increased with the size
or connectivity of the network. We ran additional simula-
tions in which perturbations occurred on a “per genome”
basis – that is, a ﬁxed number of perturbations were applied
across each of the ensembles. As the size and connectivity
increased, the relative proportion of nodes and connections
that were perturbed decreased, and robustness increased.
To explore the connection between robustness and lineage
complexity, we calculated individual robustness values for
each starting point in an ensemble and plotted them against
the complexity value of the original lineage (Figure 4 shows
the results for N = 16, full connectivity – other ensembles
displayed similar trends). While it was expected that more
complex lineages would be signiﬁcantly less robust, the cor-
relation was weaker than anticipated.
Figure 4: Robustness (proportion of mutants with similarity
> 0.9) plotted against weighted complexity for the N = 16
ensemble. Each point represents a single network perturbed
100 times. The regression line indicates a very weak nega-
tive correlation.
In one sense, variability is the ﬂip-side of robustness: any
perturbation whose effect is not buffered by development
produces phenotypic variation that can be selected for. The
extent to which variability is useful can be estimated by the
likelihood that a novel phenotype will confer some adap-
tive advantage on the evolving system. In the absence of an
explicit measure of ﬁtness, we considered that novel phe-
notypes were more likely to be adaptive if the phenotypic
effects of perturbation were small in relation to the size of
the system.Figure 5: Variability (number of unique phenotypes) plotted
against weighted complexity for the N =16 ensemble. Each
point represents a single unperturbed network. The regres-
sion line indicates a positive correlation.
Our initial expectations, based upon the global compo-
sition of the landscape, were that: (a) networks producing
more complex lineages would be less robust and more likely
to generate variation in response to mutation; and (b) net-
works producing less complex lineages would be more ro-
bust and hence less likely to generate variation in response
to mutation. While these intuitions were borne out by the
ensembles (Figures 4 and 5), we observed two additional
classes of behaviour: (c) robust lineages that also displayed
high variability – while seemingly counter-intuitive, because
robustness was based on lineages being very similar rather
thanidentical, itwas possibleformutationtoresultinawide
variety of very similar lineages; and (d) less robust lineages
with low variability, suggesting the existence of local peaks
in otherwise ﬂat regions of space, from which most muta-
tions lead to a restricted set of possible variant lineages.
These ﬁnal two characteristics have implications for on-
togenetic evolution. High robustness with high variability
suggests that in addition to complex peaks in the ontoge-
netic landscape, there are also complexity plateaus: regions
in which a large number of complex lineages with a high de-
gree of similarity are clustered together. Such regions could
facilitate reﬁnement and incremental modiﬁcation. Con-
versely, regions of low robustness and low variability sug-
gest the possibility of a complexity ﬂoor: large regions of
simple but unstable lineages with little variation available
for selection to act on.
Visualizing Ontogenetic Space
One difﬁculty with complex developmental systems is that
the combinatorial explosion of parameters and variables re-
sults in a high-dimensional ontogenetic space that is rather
difﬁcult to visualize. To assist in understanding the structure
of lineage space, we have developed a visualization tool,
TreeView, that enables parameterized slices of space to be
represented in a comprehensible format 1. Figure 6 shows
an example of a parameterized slice: to generate this im-
age, asingleDRGN(eightfullyconnectedregulatorynodes)
was randomly generated and the interaction strengths of this
DRGN were modiﬁed by a constant scaling factor ranging
between 0.1 and 3.5 (the x-axis); a series of lineages were
then generated for each value of the scaling factor with the
slope of the division threshold value being varied between
zero and one (the y-axis).
This heatmap view of a slice of the ontogenetic landscape
supports several of the intuitions developed via the quanti-
tative studies: the large black region in the lower left cor-
responds to lineages which proliferate indeﬁnitely and fail
to differentiate (example (a) in Figure 6); lighter regions in
the center of the map corresponds to clusters of moderate to
high complexity lineages; darker regions in the top right of
the map correspond to lineages that only divide a small num-
ber of times; the landscape consists of both broad regions of
equivalent behaviour and transitional regions in which be-
haviour changes rapidly.
Conclusions
An evolutionary developmental system consists of a geno-
typic space, whose structure is determined by the mutation
operators used; a phenotypic space, which can be associated
with a selective ﬁtness gradient; and an ontogenetic map-
ping, the properties of which determine how mutations in
genotypic space are transformed into phenotypic change.
Our investigations using a DRGN genotype and a cell lin-
eage phenotype suggest that genotypic properties such as
regulatory size and connectivity can affect the complexity
of the lineages that constitute ontogenetic space, as well as
the robustness and variability of these lineages. Further sim-
ulations are required to ascertain how these properties inﬂu-
ence behaviour in an evolutionary context – speciﬁcally, the
extent to which the ontogenetic bias arising from the net-
work nature of the genotype can act as an orienting force
in evolution. These studies demonstrate that cell lineages,
whilst being a minimalist description of ontogeny, can be
an elegant and valuable contribution to investigations of de-
velopment and evolution. They are biologically plausible,
computationally simple, quantiﬁable by several metrics and
amenable to visualization.
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