Visibility level is a standard quality index in road lighting design. Three photometric values are needed to compute the visibility level of a target: its luminance, the luminance of its near background and the adaptation luminance. We discuss the consequences of how these parameters are set on the ability to predict the performance of a driver at target detection. An experiment was designed using a closed-road circuit. Sixteen targets were presented twice to 34 subjects. Six visibility level assessment methods were compared. The background luminance was set as the luminance at the bottom of the target, as the mean luminance around the target, or as the luminance associated with the maximum target contrast. The adaptation luminance was set either to the background luminance or to the mean luminance. The best non-linear fit between computed visibility level and target detection performance was found using the maximum contrast over the four sides of the square target, and setting the adaptation luminance to a unique estimated road luminance instead of the local background luminance. Even so, the variability of the visibility level data suggests great caution when using it as an index of road visibility.
Introduction
A number of studies have emphasised the contribution of road lighting to road safety, 1, 2 with the warning that a poor lighting design may be worse than no lighting at all. 3, 4 Thus, road lighting may be seen as an accident countermeasure, in addition to automobile lighting.
Twenty years ago, Adrian 5-7 gathered psychophysical data in order to compute the visibility of a small target on the road and proposed that the visibility level (VL) could be a reference value for road lighting design. His work followed Blackwell's definition of the VL 8 as the ratio between a target luminance contrast ÁL/L b and a threshold luminance contrast ÁL t /L b (L b is for the background luminance). When compared to the usual indexes such as illuminance and luminance, the VL approach is more relevant because it addresses a visual performance (target detection), which is part of the driving activity. VL is proposed as a quality assessment index in the American standard 9 but not in the European standard. 10 The American standard uses the small target visibility reference scenario: Road lighting should improve drivers' performance for the detection of a small target at a distance where they usually pick up information. Based on this scenario, Adrian's model can be used to compute VL values in a reference situation: A 50% reflectance, square target of 0.18 m side, situated 83 m ahead of a 60-year-old driver. Then, thresholds for the mean VL make it possible to compute a quality index from the photometric measurements of the targets and background (road surface) luminance values. In the French guidelines, the VL index is also mentioned, with a threshold set to 7, 11, 12 however, without averaging the VL values.
Some authors have used the VL or similar visibility indexes (VI) in order to compute target visibility at the time of detection, either for road lighting 13 or automobile lighting. 14, 15 They make the implicit hypothesis that such a VI (computed from laboratory psychophysical data) may be relevant to the visibility of targets on the road, that is, the road visibility is well enough described by the VL, even though factors such as the target shape, colour, location in the field of view, etc. are not taken into account in the model.
12,16
Although a number of authors have emphasised some drawbacks of the VL model, 17 in this paper, we accept the model hypotheses and focus on metrological issues. Adrian 6 linked a reference driving scenario to reference psychophysical laboratory data, 18 taking into account the target's angular size and contrast polarity, the driver's age, the presentation time and possible glare. The laboratory data were, however, collected in conditions quite different from a driving situation: Uniform background luminance, flat uniform luminance target, 12 simple versus complex tasks 19 and static versus dynamic situation. 20 In the following, we discuss an important difference between the psychophysical data and the reference driving situation: Road surfaces are not uniform in luminance. In order to compare the relevance of various measurement methods for the background luminance, an experiment was conducted on a closed-road circuit. 21 Thirty-four subjects each drove 32 laps of the circuit (half as driver and half as a passenger), and had to detect targets situated on the illuminated section of the circuit. Sixteen target positions were chosen, leading to 16 VL values, computed for a target with an angular size of 10 0 (which means, for a square target of 20 cm side, a distance of 69 m). The experimental design made it possible to compare the correlation between the detection distance (DD) (dependent variable) and the VL (independent variable) computed using various methods for setting the input parameters (background and adaptation luminances). The rest of this paper addresses two issues as follows:
How to set the background luminance and adaptation luminance so as to get the best correlation between the VL and the visibility distance? The purpose of this issue is to select, among those tested, the best photometric measurement method for VL computation, in terms of relevance to road visibility. Compute the VL at the moment of target detection (instead of using the conventional angular size of 10 0 ). A given percentile of this VL d distribution (d is for detection) may be used for the selection of VL threshold values in road lighting design.
Material and method

Experimental setup
Thirty-four adults (11 women and 23 men) with a mean age of 36 years served as subjects. None of them was familiar with the hypotheses under investigation. They were required to have owned a valid driving licence for at least 5 years. All subjects had at least 8/10 corrected binocular acuity and wore the optical correction that they would normally wear while driving, if any. The subjects were randomly assigned to one of two groups; no statistical difference was observed between these two groups neither in terms of acuity nor in terms of age.
The experiment was conducted under night-time conditions on a closed road circuit, 1.2 km long ( Figure 1 ). This circuit is a full-scale research facility to test roadway lighting. 22 The experiment was restricted to dry weather conditions (no rain, dry pavement). The circuit is free of road markings and was free of other vehicles during the experiment. The pavement on this section is classified as R2 in the CIE road surface classification system, 23 with an average luminance coefficient (Qo) of 0.1 (R1 is for diffuse surfaces, R4 for specular surfaces).
The lighting installation was a one-side arrangement of four aluminium poles, with adjustable spacing. A 45 m spacing was chosen, and the mounting height of the luminaires was adjusted to 8 m. Each luminaire contained a 150 W high-pressure sodium lamp provided by Thorn Lighting. Light output was controlled by potentiometers, which allowed the light power to be modulated down to 50% of the nominal value. This design was not intended to mimic a high quality road lighting installation but to produce both dark and light areas on the roadway. One 20-cm-side square target with a 60% reflectance was used. The luminance contrast was modified by physically displacing the target on the non-uniformly illuminated pavement. In the portion of the circuit equipped with road lighting, a small white point was painted every metre on the two sides of the road, allowing the experimenters to position the target accurately.
Eleven pairs of traffic cones were positioned on the first section of the circuit (Section 1 in Figure 1 ). The gap between the cones (4 m) was wide enough for the drivers to pass through at around 30 km/hour. Such traffic cones had already been used in a field experiment by Van Bommel and Tekelenburg 3 in order to increase the workload. The drivers were instructed to pass between the cones in the first part of the circuit and to drive straight in the second part. The first target position was 77 m after the last cone. The target positions were selected in order to get a large range of DD; they were situated on one of two lines, either on the right or on the left side of the road.
The speed and the position along the circuit were measured using a Global Positioning System in the vehicle. The participants were asked to press a button as soon as they had detected a target. The distance between the vehicle and the target at that moment was considered as the DD. Low-beam headlights were used at all times to ensure safety and to match reality.
Subjects were split into two groups (A and B) and completed 32 laps in two phases (1 and 2). Phases 1 and 2 were counterbalanced within groups (A and B). Two status conditions were defined as follows: passenger (P) and driver (D). For the driver, the button to be pressed was located on the steering wheel. For the passenger, the same subjects had to detect the target stimulus while the experimenter was driving. 21 In the rest of this paper, we focus on the link between a visual performance (target detection) and VL.
Photometric measurements
Luminance measurements
Photometric measurements were performed with a Pritchard 1980A photometer in order to compute the target contrast and the VL for a standard observer. The measurements were made from a distance of 30 m and at a height of 1.20 m above the road surface. For each target location, five points were measured: one on the target and four on the road surface (top, bottom, left and right of the target), with a 2 0 aperture. All measurements were performed without taking the vehicle headlights into account. Supplementary illuminance measurements were made in order to check for changes in target contrast and VL in the presence of the headlamps, which were tuned to low power, and dipped as low as possible. These measurements showed that the changes in contrast did not alter the target visibility for distances greater than 35 m; for smaller distances, depending on the target position, the headlights may have impacted the luminance contrast.
VL computation
From the target and background luminance values, the VL values were computed using Adrian's model, for a 25-year-old subject, 0.2 seconds of observation time and 10 0 of angular size as in the original paper. 6 Three methods were tested for setting the background luminance: Using the luminance of the pavement at the bottom of the target (method A), the mean luminance around the target (mean of the four points: top, bottom, left and right, method B) and the luminance that leads to the maximum contrast for the target (method C). Table 1 shows the background luminance values computed for the 16 target locations for methods A, B and C. The luminances are quite low because the lighting installation was designed to produce target DDs between 30 m and 200 m. Note that the differences between the luminance contrast values are due to the fact that the illumination of the pavement is not homogeneous, whereas in Adrian's model, the 'background' luminance is assumed to be uniform.
In addition, we compared two methods for setting the adaptation luminance. The first method was to compute the detection threshold ÁL t using the target background luminance as usual (this value depends on the measurement methods A, B or C, see the luminance values in Table 1 ). This leads to three VL computation methods (M1, M2 and M3 in Table 2 ). The second method was to estimate the adaptation luminance as the mean background luminance over the 16 target locations (mean of the 16 Â 4 luminance measurements on the road surface). This leads to methods M4, M5 and M6 in Table 2 . The rationale of this second method was to set the adaptation luminance to a unique value (L a ¼ 0.40 cd/m 2 ) for all targets, even if the adaptation value is known to be difficult to estimate.
The first striking result, prior to any comparison with performance data, is the very strong dependence of VL on the measurement method and on the adaptation luminance estimation method. The deviation between methods, given by Á ¼ ðVL max ÀVL minÞ=VL max , would have always been zero with a uniform background. The last column of shows that the deviation ranges between 48% and 91%, depending on the target position, showing that these choices are of great importance for practical applications. Even if the lighting installation was not representative of illumination standards, this raises some questions.
As the various methods lead to various mean VL values (last row of Table 2 ), one may argue that the deviation between methods may be due to a scale factor. This idea was tested by normalising the results of each method (M1-M6) so that all methods lead to the same mean VL over the 16 target positions. After correction by such a scale factor for each method, the average deviation drops from 71% to 58%, which is still high.
Results
The statistical effects of the independent variables and co-variables in this experiment are analysed in more detail elsewhere using an ANOVA. 21 The main points are the practice effect (performance is higher in the second phase than in the first phase, with a statistically significant difference) and the status effect (subjects perform better as passengers than as drivers). A statistically significant influence of the VL was found (F(15, 465) ¼ 29.12, p50.0001) with a medium effect size, ! 2 ¼ 0.13. Table 3 shows the mean DD for each target location. We have compared the ability of the VL to predict the target detection performance, using the six VL computation methods (M1-M6) proposed in Section 2. The justification for this comparison was that using the VL for road lighting design makes the implicit assumption that VL is an index of visual performance (target detection) while driving.
Effect of measurement method
The comparison was first made by assessing a linear relation between the VL and the DD of a target, the latter being taken as an index of driving performance. Then, a nonlinear increasing relation was tested. The Pearson correlation coefficient (r) rates the The mean DD values are computed over 68 detections (34 subjects Â 2 trials). The SD/mean ratio gives an index of the variation of the visual performance across subjects.
Visibility level measurements 123 extent to which the relation between the DD and the VL is linear. Table 4 shows r values computed with our detection performance data, depending on the methods (M1-M6) for computing the VL. In order to control the robustness of these results, we also computed the r-value (r 2 in Table 4 ) based on the median of the DD instead of the mean. One advantage of the median is that it does not depend on extreme values, such as detection at distances lower than 35 m where the vehicle headlamps may have biased the performance. From Table 4 , methods M2 and M5 lead to the highest values for both r and r 2 , whatever the method to compute the distance. Recall that both M2 and M5 use the 'mean of four points' method to compute the background luminance, and only differ in the choice of the adaptation luminance. The results also suggest that M2 gives better results than M5. That is, using the 'mean of four points' measurement method for the background luminance, the adaptation luminance had better be set to the local background luminance, rather than to a unique luminance value for the whole road section. Although these results are in favour of a 'four points' computation of the background luminance for VL computations, the linear hypothesis is not strongly supported by our data: even the best method leads to r ¼ 0.699 (r 2 ¼ 0.704), which means that 48.9% of the variance is explained by the linear model. Looking at Figure 2 , it appears that a nonlinear model is more relevant given the shape of the data. Thus, a non-linear increasing relation was tested with the Spearman correlation coefficient , which uses the ranks instead of the actual values. Table 4 also shows the results of this analysis ( 2 is for the Spearman coefficient computed with the median DD). The results are quite different in terms of the preferred method: the M6 method gives the best results.
As the DD does not result from the photometric inputs only, the VL cannot fully explain the detection performance. [19] [20] [21] Still, The Pearson correlation coefficient quantifies the linearity of the relation between DD and VL, whereas the Spearman correlation coefficient quantifies a possible increasing function for the relation between DD and VL. Cochran-Hotelling test, with p-values always above 0.13. This result is consistent with the statement that the DD cannot easily be predicted based on photometric measurements alone. The only recommendation one can propose at this stage is based on a rule of thumb: We prefer a VI built on a method, which leads to the highest Spearman correlation coefficient, given the available data; moreover, choosing M6 leads to the smallest p-value (p ¼ 0.00057) when testing the hypothesis that 2 ¼ 0. Thus, we recommend at this stage the M6 method for VL computation, with the background luminance set to the value that maximises the target contrast, and adaptation luminance set to a unique luminance value, representative of the road illumination, rather than a local background luminance. More data is needed in order to discriminate between the proposed methods on a statistical basis. Several biases may be responsible for the unexplained variance. First, the DD was slightly underestimated in our methodology because the reaction time between the visual detection and the motor response (pushing a button) was not taken into account. Given the mean speed at the moment of target detection, the order of magnitude of this bias is 5 m. More important, the luminance measurements were performed with a unique geometry (30 m from the target, 1.20 m high), while this geometry obviously varies with the distance to target. Thus, the background luminance measurements are not set to the true background luminance at the moment of detection.
However, a question remains: Is the VL computed for a 10 0 target a good index of the target detection performance on the road? And if not, what could be the alternative? Answering these questions is beyond the scope of this paper; however, looking at individual performance may give some insights. Table 3 shows the mean and standard deviation (SD) of the DDs for the 16 target positions. The high values of the ratio mean/SD serves to emphasise, again, the idea that a true predictor of the individual performance cannot be based on photometric data alone.
VL at the time of target detection
In the previous section, the VL was computed following Adrian's method, assuming that the angular size of the target was 10 0 . This hypothesis is suited for a measurement scenario but does not correspond to the actual angular size of the target at the moment of detection. Our data, however, also allows us to compute this angular size for each target detection, leading to the actual VL at the moment of target detection. In the following, the VL at the moment of detection is denoted as VL d (d is for detection).
These data are interesting for several reasons. First, Gallagher and Meguire used a percentile of VL d as a criterion, arguing that roadway lighting should allow 85% (or 95%) of the drivers to detect the targets at a safe distance. 13 Based on our data, this leads to various VL thresholds, depending on the computational method. These thresholds are the field factors to be applied to laboratory thresholds for road lighting applications. Table 5 shows three percentiles of VL d (85%, 95% and 99%) for the six methods M1-M6.
Direct comparisons with the data from Gallagher and Meguire is difficult because their percentiles were computed from a VI that is different from Blackwell's VL. However, partial data allows us to infer a corresponding value for VL of 8.3 for the 95th percentile at 40 km/hour, which was the average speed in our experiment. This value may be compared to VL ¼ 9.4 for method M2 and VL ¼ 9.2 for method M6.
Another interesting issue that may be tested with the VL d data is the following. One may argue that the previous comparison between methods M1-M6 is unfair, as the Visibility level measurements 125 computed VL did not take into account the true target angular size at the time when it was detected (a conventional value of 10 0 was preferred). Even if it is irrelevant for road lighting quality assessment, one may check if the previously preferred method still appears relevant with the VL d data. The answer to this question is not straightforward because the VL hypothesis would, ideally, state that the VL d should be the same at the moment of target detection, whatever the target size, luminance and contrast. Of course, this is not what we found in our data, and one way to test the relevance of a given computation method is to rate the SD of VL d over the mean VL d . This is shown in Table 6 .
Rating the method consistency by the SD/ mean ratio of the VL d values, the M6 method is, once again, first among the six proposed methods. However, the most interesting (and worrying) results are the very high SD values with respect to the mean VL d . It suggests that care should be taken whenever using the VL as an index of target detection on the road.
Conclusions
Evidence has been given, using a field experiment, that the photometric measurement method used strongly impacts the VL value. Moreover, it has been shown that some methods are more relevant than others, in the sense that they lead to a better fit, based on the Spearman correlation coefficient, between the VL and a measure of visual performance, the target DD. Our data suggest that the 'maximum contrast' method should be preferred (leading to a monotonic, non-linear relation between VL and DD), and that the adaptation luminance should be set to the same value for all targets rather than to the local background luminance values. However, these conclusions were not supported by a statistical comparison between the six tested methods as the available data lead to quite large confidence intervals about the correlation coefficients. Thus, our recommendations are subject to reevaluation with more data.
Finally, the experimental data suggest that VL should be used with caution when looking for a prediction of a target detection performance, as the variability in the performance has the same order of magnitude as the performance itself. New experiments may still be useful, using an onboard video photometer in order to be able to compute VLs with luminances taken from the point of view of the driver at the moment of target detection, to see if these new data improve the quality of the relation between VL and DD.
Field experiments have been conducted to extend findings about visual performance under mesopic light levels to a driving context. Very few studies have focused on the VL in a dynamic driving situation. Thirty-five years ago, Gallagher and Meguire 13 explored the empirical relationship between a measure of driver visual performance under road lighting (time to target) and several methods of quantifying the visibility. They analysed the field measurements of visual performance of 941 drivers and found VL d values between 4 and 12 at the moment of detection. The visibility of a pedestrian dummy and of discs of varying size and contrasts were also measured under dynamic night driving conditions by Hills. 24 The three subjects of the study were driving at 32 km/hour. They had to press a button when the target was just visible and gave a verbal answer about the nature of the object. Hills found that a VL of 4 was required as a 'just visible criterion'. More recently, Ising et al.
14,15 used experimental data from Olson et al. 25 to compute VL d values with Adrian's model but without road lighting. They found that with headlights only, the 50th percentile VL d ranges between 1 and 23. The rationale for these studies was to recommend a threshold value for the VL (or mean VL in the IESNA standard 9 ), taken as a 'field factor'. Our results are in good agreement with the Gallagher and Meguire data. However, they emphasise the fact that the field factor value depends on the measurement method.
