Abstract. We give a direct rigorous proof of the Kearns-Saul inequality which bounds the Laplace transform of a generalised Bernoulli random variable. We extend the arguments to generalised Poisson-binomial distributions and characterise the set of parameters such that an analogous inequality holds for the sum of two generalised Bernoulli random variables.
Introduction and main results
A generalised Bernoulli random variable X ∼ Ber(p) with parameter p ∈ [0, 1] is defined by its distribution function P(X = 1 − p) = 1 − P(X = −p) = p. It differs from a classical Bernoulli random variable in that it is shifted so as to have mean zero. In [3] the Laplace transform Ee tX of a generalised Bernoulli random variable X ∼ Ber(p) was bounded by A rigorous proof of this inequality was provided in [1] , where the function g p (t) = 1 t 2 log pe t(1−p) + (1 − p)e −tp , t ∈ R, (1.2) was analysed using convexity arguments. In the same paper, the task of proving that the function g p is strictly unimodal with a unique maximum at t = t * p = 2 log[(1 − p)/p] was classified as an "intriguing open problem". Here, a differentiable real-valued function f on R is said to be strictly unimodal if there exists an x such that the derivative f is positive on (−∞, x) and negative on (x, ∞). In the next section we provide a proof of the following solution to this problem. A natural extension of generalised Bernoulli random variables is the family of Poisson-binomial distributions [2] . For a positive integer n and a parameter vector p = (p 1 , . . . , p n ) ∈ [0, 1] n , the PoiBin n (p) distribution is defined as the distribution of the random variable X 1 + . . . + X n , where the X i ∼ Ber(p i ) are independent generalised Bernoulli random variables. In the following we will be interested in the case n = 2 and provide a generalisation of Eq. (1.1). The statement and proof of this generalisation, as well as Corollary 1.4, are the main results of this paper. The analogue of the function g p , defined in Eq. (1.2), which occupies a central role in the proof of the Kearns-Saul inequality, is g p 1 ,p 2 (t) = g p 1 (t) + g p 2 (t) = 1 t 2 log e −t(p 1 +p 2 ) 1 + p 1 e t − 1 1 + p 2 e t − 1 .
By x, y we denote an ordered pair of real numbers x and y. ∈ A, the region with the green solid boundary, the derivative g p 1 ,p 2 is positive on the interval (−∞, 0). For p 1 , p 2 ∈ B, the region with the red dot-dashed boundary, the derivative g p 1 ,p 2 is negative on the interval t * p 1 ,p 2 , ∞ . For p 1 , p 2 ∈ C, the region with the blue dash-dotted boundary, the derivative g p 1 ,p 2 is positive on the interval 0, t * p 1 ,p 2 . For p 1 , p 2 ∈ D, the region with the purple dotted boundary, the function g p 1 ,p 2 has only two inflection points and is unimodal by Theorem 1.3. The triangular region ∆, to which attention is restricted in the proof of Theorem 1.2, is bounded by black lines.
if and only if p 1 , p 2 ∈ C. In particular, g p 1 ,p 2 is unimodal if and only if p 1 , p 2 ∈ C.
The closed, convex sets A and B are given explicitly by Eqs. (3.3) and (3.7). The boundary of the set C can be determined numerically by solving the differential equation (3.10). The following result gives an explicit sufficient condition for g p 1 ,p 2 to be unimodal. Theorem 1.3. A sufficient condition for g p 1 ,p 2 to be unimodal is p 1 , p 2 ∈ D, where
is a closed convex subset of C.
The sets A, B, C and D are depicted in Fig. 1 . One can see that B\D is fairly small and that the inclusion D ⊂ C ⊂ B thus contains a considerable amount of information about the shape of C. As a corollary to Theorem 1.2 we obtain the following result, a direct generalisation of the Kearns-Saul inequality for Poisson-binomial random variables.
2 , the Laplace transform of the generalised Poisson-binomial random variable X ∼ PoiBin 2 (p 1 , p 2 ) satisfies
Proof. The distribution function of a PoiBin 2 (p 1 , p 2 )-distributed random variable X is given by
and its Laplace transform therefore takes the form , and therefore satisfies
The claim follows.
We conclude this section with a some remarks and open problems. We have seen that the sets A, B and D are convex and from Fig. 1 it appears that the same true for the set C. Problem 1. Show that the set C appearing in the statement of Theorem 1.2 is convex.
Based on numerical computations, we conjecture that inequality (1.6) does, in fact, hold for a parameter region C slightly larger than C, even though g p 1 ,p 2 would not be unimodal for p 1 , p 2 ∈ C \C. Problem 2. Characterise the set of parameters p 1 , p 2 such that inequality (1.6) holds.
An extension of our results to PoiBin n -distributions with n larger than two appears to be very difficult. One reason is that, as n increases, the number of critical points of the analogue of the function g p 1 ,p 2 increases and we do not know, in general, how to find the abscissa of the critical point corresponding to the global maximum.
Proof for generalised Bernoulli random variables
In this section we prove Theorem 1.1 about the unimodality of the function g p , defined in Eq. (1.2). In the following, by unimodality, concavity and convexity, we always mean strict unimodality, strict concavity and strict convexity. The derivative of the function g p is given by
and g p (t) vanishes for t = t * p = 2 log[(1 − p)/p]. In order to prove unimodality we will, without loss of generality, assume that p is less than 1/2 and t * p thus positive. If p > 1/2, one may consider instead the random variable −X, which is Ber(1 − p)-distributed. The boundary case p = 1/2 is best dealt with separately: in this case the function g 1/2 is symmetrical with a maximum at t = 0, and is easily seen to be unimodal. We first record the following easy properties of the function f p : t → t 3 g p (t) for later reference.
Lemma 2.1. For every p < 1/2, the function f p has exactly two inflection points; their abscissas are t = 0 and t = t *
Proof. To prove the lemma, we first compute the second derivative of f p which equals
This expression vanishes exactly for t = 0 and t = t * p /2. To conclude that these are indeed the abscissas of reflection points we need to verify that the third derivative of f p does not vanish there. We find that f (3)
, which are manifestly positive and negative, respectively, for p < 1/2.
We can now give a proof of our first main result.
Proof of Theorem 1.1. We will show that g p (t) is positive for t < t * p and negative for t > t * p by analysing the sign of f p (t) = t 3 g p (t) in the three intervals (−∞, 0), 0, t * p and t * p , ∞ . We first show that f p (t) < 0 for t < 0. Since f p itself as well as its first derivative vanish at t = 0, the claim follows from the concavity of
This follows from the observation that r is monotonely increasing with derivative r (p) = 2(1 − 2p) log[(1 − p)/p] > 0 and the fact that r(1/2) = 0. Lastly, we verify that f p (t) > 0 for 0 < t < t * p . This is a direct consequence of the facts that
and that f p has exactly one inflection point in the interval 0, t * p .
Proof in the Poisson-Binomial case
In this section we extend the previous arguments to the case of Poisson-binomial random variables. The derivative of the function g p 1 ,p 2 defined in Eq. (1.3) is given by
and this expression vanishes for
. In order to prove unimodality we will, without loss of generality, assume that p 1 + p 2 is less than or equal to one and t * thus non-negative, and that p 1 p 2 . This can always be guaranteed by considering −X i instead of X i and/or renaming the variables X 1 , X 2 . We thus concentrate on the triangular region { p 1 , p 2 :
2 . Here and in the following, (x, y) − denotes the minimum of two real numbers x and y. As before, the boundary cases
− are dealt with first. Instead of g p 1 ,p 2 we will often analyse the function
which is better behaved at t = 0. We also introduce the notation p ± = (3 ± √ 3)/6. 
We now return to the general case and denote by ∆ the triangle
As in the generalised Bernoulli case, a large part of the proof of Theorem 1.2 hinges on the convexity properties of the function f p 1 ,p 2 . For the statement of the next result we introduce the notation
and
2) which will also be used later on. We will also use the fact that the inclusion
holds, which follows from simple algebra. , and f p 1 ,p 2 is concave on −∞, t
, +∞ and convex on t
, and f p 1 ,p 2 is concave on (−∞, 0) ∪ t
, +∞ and convex on 0, t
Proof. Direct calculation shows that the second derivative of f p 1 ,p 2 vanishes for t = 0 and t = t * p 1 ,p 2 /2 and that f p 1 ,p 2 (t) itself can be written as
where
is a polynomial of degree two. For the existence of at least one additional inflection point it is thus necessary that the discriminant D(p 1 , p 2 ) of p p 1 ,p 2 , which is given by Eq. (3.1) , is non-negative. If the discriminant is zero, however, the only real root of the polynomial p p 1 ,p 2 equals exp t * p 1 ,p 2 /2 , which we we have found before, and so no additional inflection point exists in this case; this proves part i).
If D(p 1 , p 2 ) is positive, the roots of p p 1 p 2 are given by
. (proving ii)).
It is not difficult to check that
To complete the proof it remains to check the sign of the third derivative of f p 1 ,p 2 at the (maximal) four inflection points; details of these straightforward computations are again omitted.
Typical graphs of t → f p 1 ,p 2 (t) for different values of p 1 , p 2 , illustrating the convexity properties obtained in Lemma 3.2, are depicted in Fig. 3 . In particular, part i) is illustrated in Figs. 3(i) and 3(j); part ii) in Fig. 3(c) ; part iii-a) in Fig. 3(b) ; and part iii-b) in Figs. 
3(d) to 3(h).
As in the generalised Bernoulli case we will establish necessary and sufficient conditions for g p 1 ,p 2 to be unimodal by analysing the sign of the function f p 1 ,p 2 on the three intervals (−∞, 0), 0, t * p 1 ,p 2 and t * p 1 ,p 2 , ∞ , which is done in Propositions 3.3, 3.4 and 3.6 below. ii) the third derivative of f p 1 ,p 2 is non-negative at t = 0; iii) p 1 < p + and p 2 α(p 1 ), where α :
Proof. In order to show that i) implies ii), we observe that, for t < 0, g p 1 ,p 2 (t) being positive is equivalent to f p 1 ,p 2 (t) being negative. Since all three of f p 1 ,p 2 (0), f p 1 ,p 2 (0) and f p 1 ,p 2 (0) are equal to zero, this implies that f
p 1 ,p 2 (0) is non-negative. The equivalence between ii) and iii) follows from the fact that
and an easy computation. Finally, for p 1 , p 2 such that p 2 α(p 1 ) and A(p 1 , p 2 ) thus non-negative, Lemma 3.2 shows that the function f p 1 ,p 2 is concave on R − . In conjunction with the fact that f p 1 ,p 2 (0) = f p 1 ,p 2 (0) = 0, implies that f p 1 ,p 2 (t) is negative for t < 0, and thus proves i).
The condition p 2 α(p 1 ), together with analogous inequalities for p 1 + p 2 > 1 and p 1 < p 2 , is an alternative characterisation of the set A from Eq. (3.3) that features in the statement of Theorem 1.2. Since the function α is convex and α (p + ) is equal to one, the set A is convex. The next result gives a necessary and sufficient condition for the derivative of g p 1 ,p 2 to be negative on the interval t * p 1 ,p 2 , ∞ .
Proposition 3.4. For every p 1 , p 2 ∈ ∆, the following are equivalent:
i) the derivative of the function g p 1 ,p 2 is negative for t > t * p 1 ,p 2 ; ii) the first derivative of f p 1 ,p 2 is non-positive at t = t * p 1 ,p 2 ; iii) p 1 < p + and p 2 β(p 1 ), where α(p 1 ) < β(p 1 ) < (p 1 , 1 − p 1 ) − is the unique solution to
Proof. We recall that the negativity of g p 1 ,p 2 on t * p 1 ,p 2 , ∞ is equivalent to the negativity of f p 1 ,p 2 on that interval. As in the proof of Proposition 3.3 we thus see that i) implies ii) because f p 1 ,p 2 vanishes at t = t * p 1 ,p 2 . We next prove the equivalence of ii) and iii). Direct calculation informs us that
and d dp 2 h
2 is a polynomial of degree two. We will show that, for each p 1 ∈ (0, p + ), the function h p 1 has a unique root β(p 1 ) < (p 1 , 1 − p 1 )
− and that h p 1 (p 2 ) is positive for p 2 < β(p 1 ) and negative for p 2 > β(p 1 ). To this end we first observe that lim p 2 →0 h p 1 (p 2 ) = +∞ and lim p 2 →0 h p 1 (p 2 ) = −∞ and that the derivative h p 1 is, up to positive factors, a quadratic polynomial in p 2 . For p 1 < 1/2, the upper boundary of ∆ is given by p 2 = p 1 and we thus compute
The former expression is negative because it vanishes for p 1 = 1/2 and has a positive p 1 -derivative equal
; the latter expression is manifestly positive. The existence of a unique root β(p 1 ) with the claimed property thus follows from the intermediate value theorem. For p 1 > 1/2 the upper boundary is given by p 2 = 1 − p 1 ; in this case we compute
If p 1 is less than p + , the last expression is positive and the intermediate value theorem guarantees the existence of a unique root β(p 1 ) as before. If p 1 exceeds p + , there is no such root. To see this, it is enough to compute the smallest stationary point of the function p 2 → q p 1 (p 2 ), which is given by x = 1 + p 1 + 2p 1 (1 − p 1 ) + 1 /3. and observe that it exceeds 1 − p 1 if and only if p 1 is greater than p + . The claim that β(p 1 ) exceeds α(p 1 ) follows from the fact that h p 1 (α(p 1 )) is positive for 0 < p 1 < p + , which is a tedious, but not difficult, calculation, the details of which we omit.
Lastly, we prove the implication ii) One checks directly that an explicit parametrisation of the graph of β is given by
and that b(t) is a saddle point of the function p 1 , p 2 → f p 1 ,p 2 (t). In particular, letting τ → 0, we find that
The parametrisation can also be used to show that β is monotonely increasing and convex. The inequality p 2 β(p 1 ), together with analogous inequalities for p 1 + p 2 > 1 and p 1 < p 2 define the set B from the statement of Theorem 1.2. Equivalently,
The fact that β(p 1 ) exceeds α(p 1 ) for all p 1 ∈ (0, p + ) translates directly into the inclusion B ⊂ A. The set B is convex because the function β is convex and β (p + ) = 1. It remains to analyse the interval 0, t * p 1 ,p 2
. Before we prove, in Proposition 3.6, that there exists a function γ such that f p 1 ,p 2 is positive on that interval if and only if p 2 > γ(p 1 ), we give a proof of Theorem 1.3. Figure 2 . Illustration of the notation used in Lemma 3.5 and Proposition 3.6. The shaded region represents the set { f p 1 ,p 2 (t) > 0}. The solid green curve is the graph of the function α defined in Eq. (3.4) and represents the boundary for g p 1 ,p 2 (t) to be positive for t < 0. The red dashed curve, visualising the function β defined parametrically in Eq. (3.6), represents the boundary for g p 1 ,p 2 (t) to be negative for t > t * p 1 ,p 2
. The blue dash-dotted curve represents the boundary for g p 1 ,p 2 (t) to be positive for 0 < t < t that f p 1 ,0 (t) is positive for 0 < p 1 < p t , we observe that it vanishes for p 1 = 0 and p 1 = p t , that 0all p 2 < p 1 . If p t p 1 < u(t), we observe that, by Eq. (3.9), the condition t * p 1 ,p 2 > t is equivalent to the condition p 2 < s t (p 1 ) and that Lemma 3.5, ii) shows that f p 1 ,p 2 is positive for all p 2 ∈ (r t (p 1 ), s t (p 1 )). It thus remains to show that r t (p 1 ) γ(p 1 ), which follows from the fact that f p 1 ,γ(p 1 ) (t) is positive. Finally, if p 1 u(t), then γ(p 1 ) β(p 1 ) s t (p 1 ), and there is thus nothing to prove.
In the proof of Proposition 3.6, the boundary γ has been defined only implicitly. The argument showed, however, that the set C, which for p 2 < (p 1 , 1 − p 1 ) − is characterised by the condition p 2 > γ(p 1 ) and for other parts of [0, 1] 2 by symmetry, is a non-empty subset of B. The inclusion D ⊂ C follows from Theorem 1.3 and the fact that Proposition 3.6 is an if-and-only-if statement. The proof also showed that the triple p 1 , γ(p 1 ),t(p 1 ) satisfies the equations f p 1 ,γ(p 1 ) t (p 1 ) = f p 1 ,γ(p 1 ) t (p 1 ) = 0, t * p 1 ,γ(p 1 ) /2 < γ(p 1 ) < t * p 1 ,γ(p 1 ) , (3.10) and this can be used to solve for the boundary curve numerically. Alternatively, one might differentiate these equations implicitly and obtain a fairly complex system of differential equations for the functions γ(·),t(·) which can be integrated numerically. Finally, we can give a proof of our main result. 
