Abstract-In this paper, we study two important quality of service (QoS) parameters of dynamic spectrum access (DSA) networks with multiple primary and secondary users. We assume that the secondary users (SUs) are delay tolerant and model the primary user (PU) and SU activity as Markov chains with ON and OFF states. We derive a closed form expression for the probability distribution of buffer occupancy for secondary networks under steady state conditions and formulate an expression for the effective bandwidth under buffer overflow constraints. Extensive simulations are used to validate our analysis.
I. INTRODUCTION
I N this paper we address two important QoS parameters of DSA networks: (1) the effective bandwidth and, (2) the tail behavior of the transmission buffer. Effective bandwidth is defined as the maximum reliable bandwidth that a network can provide under some predefined QoS constraints [1] and reflects the efficiency of resource allocation in the network [2] . Here, we investigate the effective bandwidth available to SUs subject to some maximum buffer overflow probability. We assume delay tolerant secondary network traffic, where the traffic generated by SUs is buffered for future service when no networks are available (due to primary network activity or otherwise). We also study the tail behavior of queued traffic, since it can be an indicator of network performance. For eg., a heavy tailed distribution of the queue length, can lead to network performance degradation [3] .
Our work proposes an analytically tractable finite-state Markov model to jointly describe the PU and SU network. We model the cognitive radio network (CRN) consisting of an arbitrary number of SUs and PUs as a continuous time Markov model, where network users can switch ON and OFF at any time [4] - [6] . Also, when a PU turns ON, the channel associated with that PU (primarily licensed to it) is unavailable to SUs. We assume that SUs can dynamically move to another band upon the return of the PU. The buffer behavior for this system is formulated as a stochastic fluid flow model [7] - [16] .
A. Related Work
Although DSA networks have been well studied in the past decade, the performance of these networks under QoS constraints are just beginning to be studied [4] - [7] , [17] - [20] . Examples of studies on effective bandwidth for wireless networks can be found in [5] , [17] , [21] - [23] . Studies on QoS parameters of CRN include [5] , [7] , [10] , [24] . Some of these works use a priority model for the PU and SU activity; however, these models don't capture some nuances of DSA networks. For eg.
, they do not allow for the fact that a lower priority SU can still transmit when a PU switches ON, by switching to another unoccupied channel. Our current model is able to address this deficiency.
The effective bandwidth and asymptotic tail behavior of delay distribution for SUs in single-channel DSA networks was analyzed using the law of large numbers in [6] . A large deviation approximation of the queue length distribution as a function of the PU and SU traffic was investigated in [4] . Both concluded that the delay and buffer occupancy distributions for the single-PU networks are light-tailed if the busy period is light-tailed. The asymptotic analysis of the steadystate queue length distribution of SUs for a single PU channel under heavy-tailed network environment is considered in [18] . Unlike [4] and [6] which derive approximations for the tail end of the distribution in single-PU networks, we derive the exact closed-form expression of the buffer occupancy for a general secondary network comprising multiple channels over the entire range. We also analyze the asymptotic tail behavior of buffer occupancy distribution of general multi-channel DSA networks and show that if the busy period distribution for PUs are light-tailed, then the buffer occupancy for multi-SU, multi-PU network is also a light-tailed distribution.
In [25] , the effective capacity for pre-assumed light-tailed distribution of the queue occupancy is analyzed where a single channel is shared among PUs and the SU. In contrast to [25] , we analytically derive the distribution of the buffer occupancy for the CRN and also analyze the effective bandwidth available to cognitive users that have access to an arbitrary number of channels. The effective capacity for the coexisting CRNs in Nakagami wireless fading channels with respect to some 2332-7731 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. delay constraints is addressed in [26] . In [27] , the capacity of opportunistic secondary communication for a network of two independent channels is explored. The achievable rate region for CRNs is studied in [28] . The Gaussian throughput for a CRN coexisting with a primary network is investigated in [22] . The effective capacity for an underlay CRN with a single primary and secondary link subject to the average interference and delay constraints is addressed in [23] , which calculates some bounds on the effective capacity of the model.
Effective bandwidth for a general multi-SU multi-PU DSA networks
has not yet been fully explored for dynamic spectrum enabled CRNs. This work studies the effective bandwidth performance for such networks under certain QoS provisioning. More specifically, the contributions of this paper are (1) closed-form expression for the probability distribution of the buffer occupancy for secondary networks under steady state conditions, (2) formulation and expression for the effective bandwidth under buffer overflow constraints, (3) analysis of sufficient conditions for light-tailed buffer occupancy distributions for CRNs with multiple SUs and multiple PUs.
II. SYSTEM MODEL Our system model comprises of an arbitrary number, N s , of homogeneous SUs that independently switch between active and idle states. The SU generates data at rate c s bits per second (bps) during the active periods, whether or not it has access to a channel for transmission. The transmission activities of SUs are modeled as independent identically-distributed (i.i.d.) Poisson processes, where the intervals between consecutive events (active and idle states) are i.i.d. exponentially distributed. This model captures the burstiness of the data stream [14] .
Since a given channel is essentially unavailable to the CRN upon the return of the PU, channels can also be modeled as ON-OFF processes. We model the PU network, comprising N p homogenous PUs as a continuous time Markov chain (CTMC). Each channel can exist in one of two states: free (when the associated PU is OFF) or busy (when the associated PU is ON). Each channel has c p bps capacity. The channel free/busy period is shown in Fig. 1 . To make the model analytically tractable and still capture the characteristics of real applications in typical environments, the channel busy and free periods are modeled as i.i.d. exponential random variables [29] - [31] . Other measured PU traffic duration distributions on different channel bands are possible [32] ; analysis of effective bandwidth for these distributions is deferred for future work.
The channel is busy for a random time period T b ∝ exp (λ p ) and is free for a random time period T f ∝ exp (μ p ). The summary of system parameters are identified in Table I .
We assume that there exists a spectrum availability database through which the spectrum availability is perfectly known. This assumption is reasonable since as per the US President Council of Advisors on Science and Technology's report, there is a shift towards a database approach for deciding spectrum availability (away from the spectrum sensing approach) [33] . When sensing based dynamic spectrum access is the predominant alternative, there can be imperfections in the sensing mechanisms leading to imperfect knowledge about spectrum bands. We leave this case for future work.
For a fixed access policy π , let Q π (t) denote the queue size of the tagged SU at time t. Then, the buffer content of the SU for the next t seconds can be modeled as a Lindley process [34] satisfying the following equation [4] :
where d π (·) shows the buffer depletion rate for the tagged SU at a given time given by:
and (·) + shows the positive portion, max(·, 0). At given time t, the aggregate buffer occupancy, Q π (t) is a measure of the performance of the secondary network. In our study, we are interested in characterizing the queue performance of the first-in first-out (FIFO) channel access policy when there is perfect knowledge about spectrum bands for SUs determined by the spectrum availability database. From now on, we shall omit the superscript π .
A. Effective Bandwidth and Capacity
In the multi-user dynamic spectrum access network literature, the stochastic behavior of a data arrival process is asymptotically modeled by its effective bandwidth 1 . The effective bandwidth is defined as the minimum constant service rate required to guarantee a given QoS, θ , which characterizes the decay rate of the buffer overflow probability for the arrival process. We can use large deviations to analyze the asymptotic probability distribution of the buffer and decay rate [36] , [37] .
For the accumulated arrival process, {A(t) : t ≥ 0}, which shows the amount of data until time t, the asymptotic logmoment generating function of the arrival process is defined as, B (θ ) = lim t→∞ θ , ∀θ > 0. 1 The effective bandwidth is referred to as the effective capacity as well in [4] , [35] . In this paper we use effective bandwidth for the arrival service and effective capacity for the service process. Effective capacity is the dual of effective bandwidth and for a given cumulative service process, {S(t) : t ≥ 0}, the effective capacity of the service process can be expressed as rate function with respect to θ defined as, a c (θ ) = −
where C (·) is the G ·· artner-Ellis limit of the service process,
The effective capacity, a C (θ ) is the maximum constant arrival rate that can be supported for the QoS decay rate θ [1] .
The effective bandwidth theory is a powerful approach to evaluate the capability of a wireless networks to support data traffic with diverse statistical QoS guarantees [35] , [38] - [40] .
Typical effective bandwidth and effective capacity functions for a queueing system of infinite buffer size is shown in Fig 2. In Fig. 2a , the average data generation rate of the source is a(0), while a(∞) denotes the peak data generation rate. Fig. 2b shows that increasing QoS decay rate decreases the effective capacity that is, as the QoS requirement becomes more stringent, the source rate that a network can support with this QoS guarantee, decreases. Fig. 2 illustrates the duality between the effective bandwidth and effective capacity [35] .
Practically, the QoS decay rate, θ depends on the statistical characterization of the arrival and service processes establishing QoS constraint on the buffer overflow probability. The following lemma characterizes the QoS decay rate.
Lemma 2.1: When the G ·· artner-Ellis limit for the stable queue exists, and there is a unique positive solution, θ * , for:
then the buffer overflow probability of a given buffer value q is independent of time index, t, and has the following form:
where O(·) denotes the Big-O asymptotic notation, a is the maximum sustainable arrival rate (the effective bandwidth), and θ * = θ * (a) is the decay rate of the overflow probability which is the inverse function of the effective bandwidth of the arrival process (i.e. a c (θ * ) = a) [4] . Eq. (3) in Lemma 2.1 indicates the equilibrium state of a stable system when the effective bandwidth for the arrival process equals to the effective capacity of the service process. From Eq. (4), we can see that a larger θ * implies lower buffer overflow probability, which means a more strict QoS constraint for the arrival process whereas lower values of θ * represent looser QoS constraint for the arrival process constraint. Fig. 3 . Each channel is associated with a PU and is available to SUs only when the channel is unused by the corresponding PU. The data generated by each SU is placed in its own buffer. If a PU returns to the system, the SU can switch to the other available channels.
Throughout this paper, we model the CRN as a queue system where the channel assignment is modeled as service process where the data generated by SUs is served by assigning one channel for transmission (see Fig. 3 and Sec. II-C for more detail on the system model). Therefore, the effective bandwidth for such model indicate the maximum data rate generated by SUs that can be served for the given channel assignment policy. For example, in the CRN with a single primary channel that we analyze in the Section II-B, A(t) is the arrival process for a data source with fix data generation rate which is buffered in the queue and S(t) is the service process for an ON-OFF server illustrated in Fig. 1 (See Section II-B for the detailed analysis).
In CRNs, due to the dependence between arrival and service processes through the sensing mechanism, the effective bandwidth is a function of both the arrival and service processes. In the following, we use the buffer overflow probability of the dependent system as the QoS indicator to evaluate the effective bandwidth. The key point is that for the service process modeled by θ * = θ * (a) at given buffer bound q 1, and QoS constraint 1, the effective bandwidth a should satisfy the approximation ≈ e −qθ * (a) .
The objective of this paper is to obtain the maximum sustainable arrival rate a * ( ) which, by definition, is the effective bandwidth of the system, calculated for a given value of buffer size, q, and QoS constraint:
The effective bandwidths of a network can determine a CRN's spare capacity to accept more SUs at any time. For instance, say we want to determine if a SU with a new QoS constraint can be accommodated in a CRN that is currently being used by N s SUs with the network inherent QoS constraint. Through effective bandwidth analysis, we can determine if by accepting the new SU to the CRN, the new QoS constraint is met or not. The concept of effective bandwidth has been used for resource allocation problems in LTE CRNs in [41] .
In the following section, we model the arrival and service processes in the CRN. Later, we find the closed-form expression for the probability distribution function (pdf) of the buffer occupancy, to evaluate the effective bandwidth.
B. Cognitive Radio Network With Single Primary Channel
Before proceeding with a general network to explain the method, we consider a simple network consisting of a single SU and a single PU, where the SU is active and always generates data. Let P f (q, t) be the cumulative distribution function (CDF) of the buffer occupancy at given time t when the channel is in the free state, that is P f (q, t) = Pr {Q(t) ≤ q, T f }, where Q(t) denotes the buffer content at time t and T f is the channel free period, as defined earlier. The CDF when the channel is busy, P b (q, t), also can be defined in the same way. The distribution parameters for active and idle periods for the PU are λ p and μ p , respectively. Therefore, the probability that the PU switches from the idle state to the busy state (channel state switches from free to busy) in the next infinitesimally small t seconds is μ p t [31] . The probability that no transition happens is 1 − μ p t. In this case, the amount of depletion of the buffer content is (c p − c s ) t. Thus, the buffer occupancy CDF for the next t sec., P f (q, t + t), is:
Similar equation can be written for the buffer occupancy CDF when the PU is in the busy state. Here due to the lack of the channel access, the buffer content increase is c s t, therefore
Solving Eq. (6) and (7) for infinitesimally small t, we have:
and
In our analysis, we are interested in steady state behavior, hence the probability distribution has no time variation and we can drop time dependency index. To uniquely determine the solution for the set of first order differential equations in Eq. (8) and (9), the knowledge of boundary condition is necessary. When there is no constraint on the buffer content (i.e. q = ∞), the probability of being in the free or busy states is
. In addition, in the busy state, when no channel is available, the buffer should always be non-empty, i.e. P b (0) = 0.
Using the boundary conditions, the buffer occupancy CDF in free and busy states are the summation of exponentials P f (q) = α 1 e −θq + α 2 and P b (q) = β 1 e −θq + β 2 , where:
and α 1 = The buffer overflow probability is Pr(Q > q) = 1 − P(q). Hence, we have: 
. Therefore, the maximum rate that the SU can use to transmit its data with the buffer size q at the maximum buffer overflow probability is when c s = a * . However, for a large buffer size, q 1, the effective bandwidth is the maximum possible transmit rate for the stable system i.e.,
In what follows, we extend our analysis to the general case when N s , N p ≥ 1 and SUs can also switch between active and idle states.
C. General Cognitive Radio Network
We again model the system as a CTMC. Let the number of SUs in the active state, at time t, be i and the number of idle channels be j; the network system state is represented by the two-tuple s = (i, j). The state space is,
The total number of states is |S| = (N s + 1) × (N p + 1). The corresponding distribution parameters for active and idle periods for SUs are λ s and μ s , respectively. Therefore, the average time for the active and idle periods for an SU are λ −1 s and μ −1 s , respectively. When the PU turns active, the corresponding channel (licensed to the PU) is unavailable for use by any SU. However, an SU in that band can look for and occupy any vacant channel upon the return of the PU to its current channel. If any SU generates data when there is no available channel, the data traffic goes into a buffer associated with that SU (see Fig. 3 ).
Each SU buffers its data stream until it gains access to the transmission channel in accordance with the FIFO rule i.e., each SU should wait until all prior channel requests are processed. Therefore, we can model the entire system of buffers as a single virtual aggregate buffer, Q(·), where the content of the aggregate buffer is the summation over the content of all individual SU buffers (see Fig. 3 ). The aggregate buffer depletion rate at any state, d i, j depends on the number of free channels and active SUs. The buffer depletion rate at any state and time is: = (i, j) . For eg., the special case of no channel aggregation can be studied by assuming f (1) (s) = min(i, j) and f (2) (s) = i. Throughout this paper, we use Eq. (12) for our analysis. The study of the generalized buffer depletion rate when there is no channel fragmentation or aggregation is left for future work.
and t, q ≥ 0, be the CDF of the probability that the total content of all SU buffers does not exceed q at the time t when i SUs are in active and j PUs are in idle states i.e., P i, j (q, t) = Pr{Q(t) < q and s = (i, j)}. As long as the buffer is not empty, the aggregate buffer is depleted at the instantaneous rate d i, j . Once all buffers are empty, they stay in the empty state as long as the combined data rate of all SUs is less than the available channel capacity, that is ic s < jc p . The CDF of aggregate buffer occupancy, P(·), can be expressed as a summation of P i, j 's:
We assume an infinite buffer for all SUs. For such a system, the stability condition is satisfied if the long-time average arrival rate, D in , for the entire secondary network is less than the long-time average service rate, D out . It is easy to show that the network average arrival rate is D in = N . The system is said to be stable if the traffic load factor, ρ is less than unity.
The assumption of the CTMC system model allows us to characterize the aggregate buffer occupancy probability distribution using Kolmogorov's backward equations. Since the periods of idle and active states for the SUs are exponentially distributed, the probability that for the next t time slot, an SU turns ON or OFF can be written as (N s − i)μ s t + O( t 2 ) and iλ s t + O( t 2 ), respectively, where O(·) is the Big-O asymptotic notation. Similarly, for the PUs, these probabilities are jμ p t + O( t 2 ) and (N p − j)λ p t + O( t 2 ), respectively. The probability of any compound event is O( t 2 ). The probability that there is no change in the states of the PU or SU is given by 1
Assuming t is infinitesimally small, we can ignore higher order terms, O( t 2 ), and use CTMC to derive the following partial differential equations [9] .
where P i, j = P i, j (q, t). At steady state, the probability distribution does not change with respect to time (∂ P i, j /∂t → 0). Therefore, the first LHS term in Eq. (14) will vanish at steady state, and hereafter, we can drop the time index t, for probability functions. The state transition diagram is shown in Fig. 4 . Using matrix notation, we can reformulate Eq. (14) as:
where vector P(·)
, and its length is the same as the state-space size, Fig. 4 . Let z be an eigenvalue of A −1 B and φ be the associated right eigenvector i.e., zAφ = Bφ. Since the primary and the secondary network are independent of each other, φ, the system eigenvector, has Kronecker decomposition of the form φ s ⊗ φ p , where ⊗ denotes the Kronecker-product, and φ s and φ p are eigenvectors of the corresponding independent secondary and primary networks and can be explicitly found using generating polynomials [9] . In general, the transition rate matrix can be written as, B = B s ⊕ B p , where B s and B p are transition rate matrix of the corresponding independent secondary and primary networks, respectively and ⊕ denotes the Kronecker sum [9] . Although we assume homogeneous SUs and PUs in this paper, the analysis presented here can easily be extended to non-homogenous networks as well by categorizing SUs to K s and PUs to K p different classes. In such cases the transition rate matrix for SUs and PUs can be substituted with
p denote the transition rate matrix for a given class of SUs or PUs, respectively. For example, a class-based approach has been used to analyze network capacity and resource management of wireless home networks in [14] .
The bounded solution of the stable system characterized by the equation in Eq. (15) can be expressed as:
a l e z l q φ l (16) in which z l 's and φ l 's are eigenvalues and eigenvectors of matrix A −1 B. The corresponding coefficient is denoted by a l .
To uniquely determine the solution of Eq. (15), initial conditions should be specified. If d i, j ≥ 0 then the depletion rate in aggregate buffer content is positive and therefore, at steady state, the buffer should be empty. In other words, the conditional probability of empty buffer content, given s = (i, j) is Pr{q = 0|s = (i, j)} = 1. Therefore, the stationary probability is:
where π su i is the probability i out of N s SUs are simultaneously in the active state and π pu j is the probability that j out of N p channels are free and can be calculated as:
where N s i is the total number of i-combinations of N s objects. On the other hand, if the data rate of the active SUs exceeds the available channel capacity, under steady state, the buffer content increases and the buffer cannot stay empty i.e.,
The other boundary condition that can be used to determine the solution to Eq. (15) is infinitely large buffer size (q = ∞) where, there is no constraint on the buffer content. In this case, the only non-zero term in Eq. (16) is P(∞) = a 0 φ 0 . For this asymptotic case, P i, j (∞)'s can easily be determined as,
Therefore, the total number of unknown equals the number of equations in Eq. (17) and (19) , which will enable us to uniquely determine coefficients, a l 's.
Solving Eq. (16), the aggregate buffer occupancy CDF can be found from Eq. (13) and expressed as, P(q) = 1 − l a l e z l q , where a l = −a l (1 · φ l ) and 1 denotes the unit vector and · is the inner product operator.
Result 2.2:
The aggregate buffer overflow probability is a weighted summation of exponentials for different systems and can be expressed as: (20) Eq. (20) shows that the dominant decay rates, θ * , can be determined using the system eigenvalues as:
Formulation in Eq. (20) is one of the main contributions of this paper and gives the closed-form expression for the probability distribution of the secondary network buffer occupancy.
III. ASYMPTOTIC ANALYSIS OF BUFFER OCCUPANCY DISTRIBUTION
In this section, we provide some insight into the asymptotic behavior of the secondary network buffer occupancy and analyze the tail of distribution.
Result 3.1: The buffer occupancy distribution is light-tailed 2 if the channel busy period distribution is light-tailed.
This can be seen by using the following argument. For the secondary network, we consider the worst case scenario when all SUs are always active by letting λ s → 0. The network buffer overflow probability for any other type of SU activity is smaller for any buffer content value, q.
For a system with the same busy state distribution, the probability that the channel is free for a longer time, is greater for the system with a heavy tailed distribution (T HT f ) for the free periods compared to a system with a light tailed distribution (T LT f ) for the free periods. Therefore, the system with T HT f can transmit more often and has less content in the buffer compared to the system with T LT f . That is, when the means are the same:
Based on the definition, for any light-tailed free period distribution, T LT f , we have:
For any light-tailed busy period distribution, we can also find an exponential distribution which satisfies:
Therefore, from Eq. (22), (23) and (24), for any queue system with light-tailed busy period distribution and a given free period distribution, there is a queue system with exponentially distributed busy and free periods such that the former queue system outperforms the latter system. Then, we have:
We already showed in Sec. II-C that for any system with free and busy periods distributed exponentially, the network buffer overflow probability is a summation of exponentials which is a light-tailed distribution. Substituting Eq. (20) in Eq. (25), we have the following inequality:
The RHS expression in Eq. (26) is zero for any θ < θ * (where θ * is given in Eq. (21)), which implies that the buffer occupancy has a light-tailed distribution as long as the channel busy state is light-tailed distributed.
IV. EFFECTIVE BANDWIDTH
In general, finding closed-form expression for the effective bandwidth in Eq. (5) is difficult and the overflow probability in Eq. (20) should be numerically evaluated. However, in some special cases good approximations can be made.
A. Effective Bandwidth for Single Channel and Multiple SUs
In the following, we consider the single channel case when the channel is always available (μ p → 0). The dominant decay power in this case can be calculated analytically and is:
This can be seen from the following argument. Any eigenvalue z and eigenvector φ = (φ 1 , · · · , φ N s ) for the system described in Sec. II should satisfy the following equation [8] :
The eigenvector generating power series can be defined as φ(x) = i φ i x i . Eq. (28) can be written in differential form,
The solution to the differential Eq. (29) can be expressed as:
where k ≤ N s is an integer, and
The dominant decay power is the solution to zc p − N s μ s + N s μ s x 1 = 0, which results in the following equation:
The solution to the Eq. (32) gives the smallest eigenvalue. Then, the dominant decay rate is z = . The probability distribution in Eq. (20) can be reformulated as:
where a θ * is the coefficient corresponding to the dominant decay rate. To have a closed-form expression for the effective bandwidth, we can approximate this coefficient as a θ * ≈ 1 [45] . When q 1, we can also ignore the RHS summation in Eq. (33) . Using Eq. (4), for the QoS constraint and buffer size q, the effective bandwidth can be approximated as:
Eq. (34) shows that the effective bandwidth is a *
when q → ∞, which is the maximum data generation rate for the stable system when the load factor is unity, ρ = 1.
B. Effective Bandwidth for Single SU and Multiple Channel
This case is the dual of the problem considered in Sec. IV-A. When there are N p channels and the SU is always active (λ s → 0), using the same approach as Sec. IV-A, the dominant decay rate is:
This can be seen from the following argument. Using the same method as Sec. IV-A, the generating power series can be written in the form of Eq. (30) , where x 1,2 are
In this case, the dominant decay power is the solution to zc s − N p λ p + N p λ p x 1 = 0. By substitution x 1 , the dominant decay power can be found as:
For N p = 1, the decay rate can be simplified to θ
, which was also calculated in Eq. (10) . Using the Eq. (33), the effective bandwidth can be approximated as:
It can be easily verified that for large buffer size (q → ∞) the effective bandwidth will be:
Note that the asymptotic effective bandwidth for the network with single SU and single PU with the channel capacity c p = N p c p is equal to Eq. (39); however, the decay rate is N p times slower and using Eq. (35) , it can be expressed as
This is also the case for the decay rate of a network comprising a single PU and a single SU with a generation rate c s = N s c s ,
For the general case, finding a closed-form expression for the effective bandwidth is very difficult. However, the dominant decay rate is a root of equation [9] ,
where
After finding θ * , we use the same approximation as Section IV-A and IV-B. Therefore, Eq. (33) and (41) implicitly express the relationship between the effective bandwidth and the overflow probability, which must be evaluated numerically. For the special case of large buffer size (q → ∞), the maximum sustainable rate happens when ρ = 
V. NUMERICAL RESULTS
The simulation parameters are identified in Table II . Fig. 5 shows that the experimental and theoretical values for buffer overflow probability Pr{Q > q}, match. Fig. 6a shows the dominant decay rate of the buffer overflow probability for single SU single PU network analyzed in Sec. II-B for fixed packet generation rate (ρ = 0.7). It demonstrates that log Pr(Q > q)/q converges to −θ * as the buffer size increases. It can be seen that the approximation of the asymptotic decay in Eq. (35) is true even for moderate buffer sizes.
The plot in Fig. 6b shows the effective capacity of the stable system Eq. (3) versus the QoS exponent, −log /q, which is similar to the typical effective capacity plot in Fig. 2b . In [4] , the system of a single (always ON) SU with two-state channels is modeled as Markov chain with transition probabilities, p 11 = [4] . In Fig. 6b , transition probabilities for the Markov chain are p 11 = 0.65 and p 10 = 0.35. In [4] , using the approximation Pr(Q > q) ≈ e −θ * q , the asymptotic effective bandwidth has been provided. From Fig. 6b , it can be seen that the approximation provided in [4] follows the analytical results however, the approximation error increases as the QoS exponent increases.
The dominant decay rate for the single-SU network with different simulation setups are shown in Fig 7. Fig. 7a shows the dominant decay rate for the system of two PUs with active and idle rates λ p = 0.4 and μ p = 0.6, respectively. To compare results with the study in [4] , we set λ s → ∞ (always active SU) and set the transition probabilities p 11 = 0.4 and p 01 = 0.6. Fig. 7b shows the decay rate for the network with transition probabilities p 11 = 0.8 and p 01 = 0.2. Fig. 7 verifies our results and shows that our analytical formulations perfectly fit the bounds derived in [4] .
In Fig. 8a , the effective bandwidth available to each SU for the system of always available single channel with three SUs is plotted. As it can be seen from Fig. 8a , the available effective bandwidth for the zero-size buffer is a * q=0 = 0.43 which is the ratio of the channel capacity to the number of SUs, c p /N s . However, in Fig. 8b , for the system of multiple PUs where channels alternate between free and busy states, the zero-size buffer effective bandwidth is zero, implying that to have a constant data rate, a non-zero buffer is necessary. Fig. 8b shows the effective bandwidth for the network of a single SU with five PUs. Fig. 8 shows that effective bandwidth formulation in Eq. (27) and (38) are very good approximations (less than 2% error for large buffer sizes).
The effective bandwidth for a general network consisting of multiple SUs and multiple PUs (5 SUs and 3 PUs) is shown in Fig. 9a which depicts the impact of increasing the QoS constraint on the effective bandwidth for = 10 −i , i = {1, 2, 3, 4}. As we expect, the more strict QoS constraint, the lower effective bandwidth for the same buffer size. However, as it can be seen, all curves converge to the asymptotic effective bandwidth value for large buffer sizes. Fig. 9b shows effective bandwidth for different buffer sizes ( = 10 −3 , c p = 1). Table III shows the simulation parameters. In System II, the average channel free period (T f = 1/μ p ) is doubled, and as we expect, the effective bandwidth for SUs increases, however, in System III, where the average channel busy period (T b = 1/μ p ) is doubled, the effective bandwidth decreases. The opposite argument holds for the activity periods of SUs i.e., in the System IV where the average SU active time is doubled, the effective bandwidth decreases while, doubling the average SU idle time in System V, increases the effective bandwidth. System VI and VII show the impact of decreasing number of SUs (N s ) and increasing number of PUs (N p ), respectively, on the effective bandwidth. Note rate of convergence to the asymptotic values are different for the different systems. For example, the the fastest System (System II) reaches 95% of its asymptotic value for buffer size q = 5.7 while, the slowest System (System III) reaches that value at buffer size (q = 11.8).
VI. CONCLUSION AND FUTURE WORK
We analyzed the effective bandwidth for a general CRN consisting of multiple PUs and multiple SUs, by defining a stochastic fluid flow model for the SU buffer occupancy and a CTMC to capture the dynamic nature of the PU and SU activities. We obtained the first ever closed-form expression for the effective bandwidth for general DSA networks. We also provided the asymptotic tail distribution analysis for this type of network, where we showed the buffer occupancy is a light-tailed distribution if the busy period for channels are light-tail distributed. This work can be extended to cases where fragmentation and aggregation are not supported as well as different distribution of PU traffic developed recently [32] .
