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The idea of wave-particle duality has been in existence for centuries. In the
1600’s, a major contributor to the wave nature of light was Christiaan Huygens
through his manuscript “Treatise on Light”. This work explained light as a wave
propagating in the ether and derived formulas for reflection and refraction1. Around
the same time, Isaac Newton developed a theory that light was made up of discrete
particles called “corpusculs”2. Due to Newton’s fame, “The Corpuscular Theory”
was the belief until the early 1800’s. In 1801 Thomas Young performed experiments
with light entering a double slit which produced an interference pattern3. These ex-
periments verified the theories of Huygens, that light was a wave. A century later,
Einstein explained the photoelectric effect, where a metallic object was exposed to
photons at a certain threshold frequency. This caused electrons to be ejected from
the object and produced a current.4. In Einstein’s theory the energy of a photon was
related to its frequency, ν, by E = hν, where h was Planck’s constant. Einstein was
awarded the Nobel Prize for the details of the photoelectric effect in 1921. Three






where p is the momentum of the matter. The wave nature of particles was observed in
1927 by Davisson and Germer6 using electron diffraction from a single nickel crystal.
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This was experimental verification that wave-particle duality included matter as well
as light.
In 1933 Kapitza and Dirac predicted that electrons could be diffracted by a
standing light wave7. Later, in 1966 Altshuler8 extended the idea to include any
particle with the ability to scatter photons, even neutral atoms. Using the ideas of
Kapitza and Dirac and the wave nature of particles, this type of interaction was first
observed in 1983 using a sodium atomic beam sent through a near-resonant standing
wave9,10. These experiments were performed with fast atoms (velocities ∼ 103cm/s)
and consequently, the diffracted angles were very small. Instead of using high velocity
atomic beams, atoms could be slowed down by having their temperature lowered. This
would increase both the flux of atoms available for diffraction as well as the diffraction
angles.
The idea of laser cooling atoms was introduced in 1975 by Hänsch and Schawlow11.
Atoms moving in a near-resonant standing wave light field would (depending on their
direction of motion) see the light frequency Doppler shifted closer or further away
from resonance. When the light frequency was tuned slightly below resonance, atoms
would absorb photons propagating in a direction opposite to their motion. Subse-
quently the atoms would emit photons in random directions. Over many cycles, the
atom would feel a pressure in the direction of the absorbed photon. The first observa-
tion of this was in 1985 by S. Chu12 et al. and was given the name “Optical Molasses”
(due to the atoms being in a viscous “fluid” of photons). A spatially dependent force
could also be realized in a modified version of the optical molasses by applying a linear
inhomogeneous magnetic field to atoms with several Zeeman sublevels. If the laser
light was detuned below an atomic resonance, the light interacted with the atoms
such that it pushed them towards where the magnetic field was zero. The combina-
tion of the laser light pressure and the inhomogeneous magnetic field led to the first
observation of the magneto-optical trap (MOT) in 1987 by Raab13 et al.
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The advent of laser cooling and trapping of atoms has led to the creation
of new fields of physics such as nano-fabrication (atom lithography14), and atom
interferometers15 (atoms optics) and has given researchers tools to carry out precise
measurements of fundamental physical constants. Also, a new form of matter, a Bose-
Einstein Condensate (BEC), was observed16–18 opening up entirely new avenues of
investigation.
The ability to manipulate laser cooled atoms is of great interest in developing
atom lasers19, atom interferometers15, and for studying quantum chaos20. This thesis
presents details of an experiment for transferring large amounts of momentum to a
sample of laser cooled neutral atoms. A source of cold atoms was created using a
MOT. The cold atoms were subjected to short pulses by an off-resonant standing
wave of light10,21 in the vertical direction. Treating the atoms as atomic deBroglie
waves, it was possible to see the standing wave potential as a thin phase grating
which diffracted the atom into a series of momentum states. With the proper initial
conditions, atoms could receive a gain in momentum each time a pulse of this grating
was applied. A linear increase in momentum of some of the atoms with each pulse
defined a quantum accelerator mode22 (QAM). The classical dynamics of this system
were quite similar to the δ-kicked rotor23, but the quantum dynamics were markedly
different near the primary quantum resonances24. These resonances occurred at half-
integer multiples of the Talbot time22 and represent a ballistic growth with a quadratic
increase in kinetic energy of the atoms. Gravity introduced an additional phase
to the atoms in between the pulses, a necessity for obtaining QAM’s. The initial
velocities of the atoms needed to be on the order of a recoil velocity from a photon
in the standing wave. Laser cooling was required to slow the atoms down to meet
this condition. Although the QAM’s are a beautiful demonstration of fundamental
quantum mechanics, they may also provide some of the tools necessary to build an
atom beamsplitter and ultimately an atom interferometer.
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1.2 Outline of Thesis
This section will give an overview of the organization of my thesis. Since it
was necessary to establish a detailed theoretical background before experimenting on
laser cooled atoms, in Chapter 2, the theory necessary to understand laser cooling
and trapping of neutral atoms is developed. This is achieved by first defining an
optical force on an atom in order to cool the atoms. Then, by applying a linear
inhomogeneous magnetic field to the system under study, it is shown how a MOT
can be formed. Chapter 2 also covers the theory for QAMs. A phase model25 is
introduced, which relies on the phase evolution of an atom between each pulse. Then
we move to an ε-classical theory22 which is able to describe higher order accelerator
modes. In both cases, a momentum equation is derived which will be compared to
the experimental data in Chapter 4.
A vacuum system was needed to minimize the collision of background gases with
the rubidium atoms. The lasers, acousto-optical modulators (AOM), waveplates, and
many more components were part of the optical system to provide the proper frequen-
cies and polarizations of light. All of these component are discussed in Chapter 3.
Appendix A gives details of the amount of programming code required to perform
the experiments.
The kicking experiments we have performed using laser cooled atoms are pre-
sented in Chapter 4. By applying an off-resonant standing wave of light in pulses
separated by near integer multiples of the half-Talbot time, some of the laser cooled
atoms could receive a linear gain in momentum with each pulse. This is the signature
of QAMs. The observation of quantum accelerator modes (QAM) and a compari-
son to previous experiments26 with a different atomic species will be presented. It
will be seen that the experimental data agrees with the theory presented in Chap-
ter 2, although there are some significant differences between QAMs in rubidium and
cesium.
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In particular new dynamics were seen away from the quantum resonances at
half-integer multiples of the Talbot time. This was an important observation since
much of the recent work on quantum chaos has only concentrated on understanding
the behavior of systems near such primary resonances. Other higher order resonances
have just started to be investigated in the δ-kicked rotor27. These results have only
touched the surface of the intricate dynamics of the higher order resonances. We
expect that the new QAM dynamics seen in our experiments are also the result
of higher order quantum resonances. Normally, QAMs are asymptotically centered
around the primary resonances, but our observations include resonances centered far
from the primary resonances. Furthermore, the detailed theory (ε-classical) is only
capable of treating QAMs that occur near the primary quantum resonances. Thus
there is a wide discrepancy between our results and theoretical predictions. A recent
publication by Bach28et al. gives some theoretical insight to this new type of QAM
dynamics, although this work is still very preliminary. It is anticipated that our
results will give impetus for further developments to theory.
The thesis concludes with a summary of the main achievements of this work
and some suggestions for the future directions of the research. Appendix B contains
my publications17,18 which were performed on the BEC chamber.
CHAPTER 2
OPTICAL FORCES ON ATOMS: FROM LASER
COOLING TO QUANTUM ACCELERATOR
MODES
The first part of this chapter covers the theory of a magneto-optical trap (MOT).
A MOT, as the name implies, has a magnetic component and an optical component.
The optical component uses an optical force to cool down the atoms. This force arises
due to the induced dipole moment on the atom from the spatially varying light field.
With the light frequency near the atomic transition of the atom, the absorption of light
in one direction, followed by spontaneous emission in random directions, averages to a
net force in the direction of the light. If the atom has an internal structure with several
Zeeman magnetic substates, the application of a linear, inhomogeneous magnetic field
can produce a spatially dependent force. The combination of the optical force and
the magnetic field induced Zeeman shift allows for the trapping of atoms in a MOT.
Atoms trapped in a MOT give us a source of cold atoms for experiments.
The theory for quantum accelerator modes (QAM) is presented in the second
part of the chapter. A phase model for QAM’s from Godun25 is discussed as well as an
ε-classical theory22. The phase model looks at the phase evolution of the atoms from
pulse-to-pulse and leads to the derivation of an equation describing the momentum of
the QAM’s. This model works well, but fails to explain higher order QAM’s29. The
ε-classical theory also provides a method of calculating the momentum of the high
order QAM’s, but this theory can be used under a wider range of circumstances.
6
7
2.1 Light Force on a Two Level Atom





where Ĥ is the total Hamiltonian of the system. Taking the expectation value of F̂
gives,
< F̂ >= Tr(ρ̂F̂ ), (2.2)






To calculate the force in our particular case we first need to see what interactions
are involved with an atom in a light field. We can write the Hamiltonian, Ĥ , for our
system as the sum of a field-free time independent operator, Ĥ0 and a time dependent
radiation field operator, Ĥ ′(t). Thus
Ĥ(t) = Ĥ0 + Ĥ
′(t). (2.4)
where the Ĥ0 operator has eigenvalues En = ωn and eigenfunctions φn. So,
Ĥ0φn(r) = Enφn(r) and the eigenfunctions are linearly independent and form a
complete set. Therefore, the solution for the time dependent Schrödinger equation
Ĥψ(r, t) = i∂ψ(r,t)
∂t
can be expanded in terms of φn(r)






Applying this solution to the Schrödinger equation, multiplying by φ∗j(r), and inte-










whereĤ ′jk(t) ≡ 〈φj|Ĥ ′(t)|φk〉. For a two level atom, the sum in Eq. (2.6) is just two
terms, a ground state term and an excited state term labeled g and e, respectively.
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where Ĥ ′ge = Ĥ
′∗
eg.
We would now like to evaluate the interaction term, Ĥ ′eg(t). We can use the fact
that a spatially varying electric field induces a dipole moment on the atom. Then the
interaction term becomes31,
Ĥ ′eg(t) = −μE(r, t) (2.9)
where E(r, t) is the electric field and μ = q〈e|ε ·r|g〉, is the induced dipole moment in
the direction of E(r, t) of an electron with charge q at position r, and ε is the light
polarization unit vector. For our two-level atom, the dipole moment is parallel to the
polarization ε̂. A discussion on the light’s polarization will be given later. Due to the
odd parity of Ĥ ′ only opposite parity atomic states can couple through the dipole
interaction. Therefore, this sets the matrix elements Ĥ ′gg(t) and Ĥ
′
ee(t) to zero. Also,










= ce(t)ωe − cg(t)μE(r, t). (2.11)
Now we can get the final Hamiltonian from Eq. (2.4) by forming a matrix of the c
coefficients. The result is
Ĥ =
⎛




This matrix is also used in developing the force on the atoms in the off-resonant
standing wave in the next section. Now that we have the total Hamiltonian for the
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system, we can find the force in Eq. (2.1). But first let us apply Eq. (2.12) to Eq. (2.3)







⎝ Ω∗(r, t)ρeg − Ω(r, t)ρ∗eg ωeρ∗eg − Ω∗(r, t)w
−ωeρeg + Ω(r, t)w −Ω∗(r, t)ρeg + Ω(r, t)ρ∗eg
⎞
⎠ , (2.13)
where ρge = ρ
∗
eg, w = (ρgg − ρee) is the population difference, and Ω(r, t) = μE(r, t)/




ρeg − iωeρeg + iΩ(r, t)w (2.14)
and
ẇ = γ(1 − w) + i2(Ω∗(r, t)ρeg − Ω(r, t)ρ∗eg) (2.15)
where γ is the spontaneous emission rate (see Metcalf 32). From here we can apply
a form for the electric field in Ω(r, t) such that it has a spatial part and a time
dependant harmonic part. That is,
E(r, t) = E(r) cos(ωlt) = E(r)
2
(eiωlt + e−iωlt), (2.16)
where ωl is the on resonant laser frequency. As mentioned before, the force is from
photon absorption followed by spontaneous emission. With no electric field, Eq. 2.14
would have slowly varying solutions with ωl ≈ ωe. Thus, a transformation to remove
















ẇ = γ(1 − w) + i(Ω∗(r)σeg − Ω(r)σ∗eg), (2.19)
10
where δ = ωl − ωe is the laser frequency detuning from the atomic resonance. The
rotating wave approximation33 (RWA), which neglects terms oscillating at 2ωl, as well
as the conservation of the population was used to find Eqs. (2.18) and (2.19). We
find the steady state solutions of Eqs. (2.18) and (2.19) by setting their respective























where Ω = Ω(r) = μE(r)/ is the Rabi frequency. Using the conservation of popu-
lation in Eq. (2.21), we can find the individual populations of ρee and ρgg. Here we
can use a special case of a traveling wave in the z-direction for the electric field E(r).
Using
E(z) = E0 cos(kz − ωlt) = E0
2
(ei(kz−ωlt) + c.c) (2.22)











Now we are ready to find the force on an atom in a traveling wave light field. Using







−iωlt. After substitution of







where s = 2Ω2/γ2 = I/I0 is the on-resonant saturation parameter defining the ratio
of laser light intensity, I, to saturation intensity, I0. Now we have the spontaneous
force on a stationary atom. We can see that k is the momentum of the absorbed
photon, γ is the rate of spontaneous emission, and the other factor is the upper state
population, ρee. Since the emission process is averaged over many cycles, the net
average force would be in the direction of the absorbed photon.
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Now we can expand the possibilities of Eq. (2.24) to moving atoms. An atom
moving in the direction of propagation of the light field would see a Doppler shift in
the frequency of −kv. Thus, the atom would see the light detuned by δ − kv. An
opposite effect for an atom moving against the light field would occur so that it would
see the detuning as δ + kv. We can write the force equation for a moving atom as





where the plus (minus) sign refers to the force on the atom moving with (against)
the light field. A MOT contains counterpropagating beams so we can generalize the
force on a moving atom in this situation as F = F+ + F−. The result is a velocity









This is a damping force because mv̇ = −βv has solutions v = v0e−(β/m)t. Thus,
with light detuned below resonance, δ < 0, atoms moving toward the laser beam see
the light Doppler shifted closer to resonance. For the counterpropagating beam the
light is shifted further out of resonance. Therefore, atoms moving against the light
scatter more photons and their velocity will be decreased. Ultimately a large negative
detuning or positive velocity results in a large dissipative force. This is important
during the final cooling phase of the experiment where we set the detuning to be
much larger than is typically used to trap atoms in the MOT. Now we have found
the force on the atoms in a standing light wave, it should be possible to extend this
analysis to three orthogonal directions so that atoms can be slowed no matter the
direction of their velocity. This 3-dimensional (3D) cooling was done by Chu and co-
workers12 and was given the name optical molasses (OM) to describe the atoms being
in a viscous fluid of photons. With this damping force, one would think of obtaining
a velocity of zero and violating the third law of thermodynamics. Of course, this can
not be true so there are limits to which atoms can be cooled using laser light. A
12
Doppler temperature, TD, corresponding to the energy associated with the natural
linewidth of the cooling transition, γ, arises from the heating due to the recoil effect
from the absorption and emission process. We look at the rate of the kinetic energy
lost from the atom due to the damping force and the rate of kinetic energy gained by
the recoil effect. For the kinetic energy loss rate, we have






The atomic momentum changes by k during the process and leads to an average
kinetic energy change by at least the recoil energy, Er = (k)
2/2m. This energy
change occurs at a rate of 2γρee, where the 2 factor accounts for the use of two beams
and ρee is found from Eq. (2.21) using the conservation of population. Taking the







In steady state Eqs. (2.27) and (2.28) are equal so that a value for the velocity squared







Substituting Eq. (2.29) into kBT = mv













The Doppler limit is about 140 μK for rubidium 87. Surprisingly, the initial laser
cooling experiments produced temperatures considerably lower than was thought to
be possible from the theory of the Doppler temperature. The first observation of laser
cooling below the Doppler limit was made by Lett34 using a different method35 than
what was proposed36,37 at the time. In fact, a lower limit than the Doppler limit is the
13
so-called recoil limit. The recoil limit is associated with the emission or absorption
of a single recoil photon from an atom. Thereby, the atom receives a recoil velocity






The recoil temperature for rubidium 87 is 400 nK.
2.2 Magneto-optic Trap
The previous section detailed a method of cooling a sample of neutral atoms
using laser light. Now the method used to produce a magneto-optic trap (MOT) to
collect the cold atoms will be discussed. A MOT is formed by placing the slowly
moving atoms in a linear inhomogeneous magnetic field. For simplicity, consider
atomic transitions where Jg = 0 and Je = 1 so that the transition will split into three
Zeeman components in the magnetic field. Figure 2.1 shows two counterpropagating
opposite circularly polarized, σ+−σ− configuration38, laser beams detuned below the
atomic resonance and the Zeeman sub-levels. Due to the Zeeman shift, for a positive
magnetic field the Me = +1 state is shifted up and the Mg = −1 is shifted down.
Therefore an atom at position z in Figure 2.1 will be pushed toward the center of the
trap by scattering more light from the σ− beam. A force in the opposite direction
occurs with a negative magnetic field, that is on the left side of Fig. 2.1.
2.3 Quantum Accelerator Mode Theory
We want to subject the laser cooled rubidium 87 atoms to pulses of a standing
wave of off-resonant light. The standing wave has a spatially varying intensity, and
consequently the atom-field interaction energy depends upon the position. When
the standing wave is turned on, atoms can have their momentum changed due to
the gradient in this energy. With an additional gravitational potential and the right
















Figure 2.1. A one-dimensional (1D) MOT scheme. Where the horizontal dashed line
is the laser frequency seen by a stationary atom in the center of the
trap (i.e. where B=0).
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given the same gain in momentum with each pulse. For such a case, a linear increase
in the momentum of the atoms is seen and the atoms are in what is known as an
accelerator mode22. We now examine this situation in detail.









δ(t − NpT ), (2.33)
where m is the particles mass, x̂ and p̂ are the position and momentum operators
respectively, g is the acceleration due to gravity, t is the continuous time variable,
T is the pulse period, G = 2π/λspat, where λspat is the spatial period of the applied
potential, Umax is the maximum value of the potential due to the standing wave and
was calculated by finding the energy eigenvalues of Eq. (2.12) for a standing wave.
















where Ω0 = μE0/ with E0 being the electric field amplitude of the light field. The
limit of Ω0  δ was used in defining Eqs. (2.34) and (2.35). These equations are
known as the light shift, since they scale with Ω20, which is proportional to the light
intensity. Figure 2.2 shows a graphical representation of the light shift.
In practice, the 1+cos(Gx̂) term in Eq. (2.33) can often be written as cos(Gx̂),
since the 1 only leads to a constant phase shift of the wavefunction, which in most
experiments is not detected. All further calculations in this thesis will omit the 1.
Further simplification can be achieved if the position and momentum operators are
rescaled to dimensionless quantities. We rescale the momentum p̂ in units of G, the
position x̂ in units of G−1, and the mass in units of m. The resulting dimensionless






x̂ + k cos(x̂)
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Field Off Field On
(- + ) /2  h
(- - ) /2  h
Figure 2.2. Energies of the coupled states with the light field off (bare states) and with
the light field on (shifted states) with δ<0 and Ω′ =
√
δ2 + Ω20 cos
2(kz).
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where k = Umax/2, τ = TG
2/m, and η = mgT/G. The dynamics of the system
are fully characterized by the dimensionless quantities k, τ , and η.
Next we look at the evolution of a particle through a pulse and the free evolution
to the next pulse by substituting Eq. (2.36) into the time dependent Schrödinger
equation. Gravity and kinetic energy have little effect during a pulse, since the
interaction time, Δt, is short. The atoms are said to be in the Raman-Nath regime.
Therefore, the corrugated potential of the standing light wave acts on the atoms as a
thin phase grating. We let |Ψn〉 be the wavefunction before a pulse and |Ψ′n〉 be the
wavefunction immediately after the pulse. The result is
|Ψ′n〉 = e−iφd[cos(x̂)]|Ψn〉, (2.37)
where φd is the phase modulation depth of the potential,
φd = kΔt. (2.38)
Figure 2.3 shows a graphical representation of the diffraction of atoms due to
the standing light wave. Mathematically, the fact that the standing light wave acts
as a diffraction grating can be seen when we expand Eq. (2.37) as a series of Bessel









where Jl is the lth order Bessel function of the first kind and |pl〉 represents a momen-
tum state with momentum in the grating direction of p = lG. The Bessel function
Jl(φd) has a maximum at φd ∼ l + 1.
Using the first two terms of Eq. (2.36) in the Schrödinger equation gives the
free evolution with gravity of the particle from just after a pulse to the start of the
next pulse. We let |Ψn+1〉 denote the wavefunction just after the free evolution. The
result is

















Figure 2.3. Diffraction of atomic deBroglie waves from a standing wave. This spatially




We need to find the conditions for the initial velocity vi of the atoms and
the pulse separation time T that produce an accelerator mode. We suggest that the
condition for an accelerator mode is that the atomic wave needs to replicate itself from
pulse to pulse. For an accelerator mode that maintains its form over time, the atomic
wave should have a fixed phase relationship between its constituent momentum states
as the pulse number increases. To simplify the labeling of diffraction orders and the
momentum gained with each pulse, a new parameter q is introduced which represents
the total number of grating recoils, G, that the accelerator mode has gained through
the Npth pulse. Therefore, the phase accumulated by an accelerator mode during the







q + ητNpq, (2.42)
where the first term is due to the recoil frequency shift. The second term represents
the phase change due to the initial velocity, given by the Doppler frequency shift,
G ·pi/m, times the scaled pulse period. The third term is the Doppler frequency shift
due to the acceleration of gravity, gGT 2 = ητ .
The phase difference between adjacent momentum states within the accelerator
mode is
φq − φq−1 = τ
2
(2q − 1) + vimτ
G
+ ητNp. (2.43)
It is postulated that, in order for the accelerator mode to replicate itself from pulse
to pulse, this phase difference needs to be equal to or close to integer multiples of 2π.
We can separate Eq. (2.43) into an equation containing terms which depend on q and
Np and an equation independent of these quantities. Once again, we postulate that
each of these components must individually be an integer multiple of 2π. The result
is









where l and l′ are integers. The initial velocity condition can be found from Eq. (2.45)
once a pulse separation time is found from Eq. (2.44). This rephasing condition is
analogous to the Talbot effect39 in optics, where self-imaging of a diffraction grating
occurs at distinct distances from the grating. In the case of atoms without gravity,
this rephasing can be exact and happen simultaneously for all momentum states, since
the velocity of the atom along the grating does not change between pulses. In the
case of accelerator modes, the gravitational acceleration only allows a few momentum
states to approximately rephase. The Talbot formalism can still provide an important
guide for treating this problem, as these times, integer half multiples of the Talbot
time are the quantum resonances. Therefore we scale the time by the half-Talbot
time, T1/2 = 2πm/G
2, where T1/2 is about 33μs for rubidium 87 at λspat = 390 nm.
For the scaled half-Talbot time, we have
τ = ατ1/2. (2.46)
The substitution of Eq. (2.46) into Eqs. (2.44) and (2.45) results in
(α − l′)q + ηαNp = 0, (2.47)
and











(l′ − α) . (2.49)
From this one can readily see that without gravity, i.e. η = 0, the accelerator mode
has no momentum. Figure 2.4 graphically represents Eq. (2.49).
21













Figure 2.4. The momentum of the accelerator mode per pulse versus scaled pulse
period for l′=1. Note the discontinuity which occurs exactly at the





In the previous section, we discussed a phase model approach to understanding
the theory of QAM’s. While this model was accurate in accounting for the existence of
QAM’s when l′ = 1, there was an issue of higher order QAM’s with l′ > 1 where these
ideas proved not to work so well. In what follows we discuss a different approach which
can successfully treat higher order modes. To begin we transform the Hamiltonian



















′ − Npτ). (2.50)
This Hamiltonian is related to Eq. (2.36) by the gauge transformation eiηx̂t
′
/τ . Now
x̂ only appears in the cosine term and the Hamiltonian resembles that of the famous
kicked rotor system23. Throughout the rest of the thesis, time is a discrete variable





term is the fractional quasimomentum.
The atoms can have initial momentum that is a fraction of the momentum gained
with a pulse. Since the grating only transfers integer G multiples of momentum,
the fractional quasi-momentum is conserved. Thus, we separate the momentum into
integer and fractional parts by putting p = n+β. Where n and β are the integer and
fractional parts, respectively. Since β, fractional quasimomentum, is conserved, only
n varies throughout the dynamics of the system, and the evolution can be described
as a superposition of individual pulsed states, each with a separate value for β. These
states are typically called β rotors22. Now, the step evolution operator is found from
Eq. (2.50) by Û = e−i
R
Ĥ(t′)dt′ with  = 1 and limits from just after the Npth pulse






where θ = x mod(2π) and the momentum operator is N̂ = −i d
dθ
. With no gravity,
η = 0, and Eq. (2.50) reduces to the normal kicked rotor Hamiltonian, giving a
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classical standard mapping with stochasticity parameter K = kτ . For K > Kc ≈
0.9716 diffusion in momentum occurs 40.
With gravity present, η 	= 0, resonances occur around integer multiples of 2π
and thus we restrict our discussion to τ close to these values. In particular we let
τ = 2πl + ε and k = k̃/|ε|, with ε small and use the identity e−iπln2 = e−iπln when l
and n are integers. Now, the evolution operator takes on the form:
Ûβ(Np) = e
(−i/|ε|)k̃cos(θ̂)e−(i/|ε|)Ĥβ(Î ,Np), (2.52)
where the angular momentum operator




Ĥβ(Î , Np) =
1
2




As seen in Eq. (2.53), |ε| must take the role of Planck’s constant because of the
angular momentum operator definition of Î. Now Ûβ and Ĥβ lead to the following
time-dependent maps,
INp+1 = INp + k̃sin(θNp+1) (2.55)
θNp+1 = θNp ± INp + πl + τ(β + Npη + η/2) mod(2π),
where ± is chosen according to the sign of ε. Since ε behaves as Planck’s constant, the
“classical” dynamics will occur in the limit of ε → 0 and not  → 0. Taking  → 0
would set the dimensionless parameters, k → ∞, τ → ∞, ητ > 0 and would arrive at
the “classical” limit only if l = 0 in Eq. (2.55). We let JNp = INp±πl±τ(β+ηNp+η/2),
to remove the explicit time dependance of the mapping. This results in,
JNp+1 = JNp + k̃sin(θNp+1) ± τη (2.56)
θNp+1 = θNp ± JNp.
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If J, θ are both mod(2π) and J0, θ0 is a period p-fixed point of either map, then the
iteration of Eq. (2.56) at Np = p gives,
Jp = J0 + 2πj (2.57)
θp = θ0 + 2πm,
where j, m are integers. Reverting back to the original dynamics in Eq. (2.55), any
integer Np, gives a family of orbits,
Itp = I0 + aNpp, θtp = θ0 = ϑ0 mod(2π), (2.58)
where a = ∓τη + 2πj/p and I0 = J0 ∓ πl ∓ τ(β + η/2) + 2πm′ with m′ any integer.
Therefore, the primitive periodic orbits of Eq. (2.56) correspond to accelerator
orbits of Eq. (2.55) with a linear average growth of momentum with time. This
momentum growth with time is the signature of the accelerator modes. Each is
characterized by an order (p) and a jumping index (j). The order p represents how
many pulse periods it takes before cycling back to the initial point in phase space.
The jumping index is related to how many units of the grating momentum are given
per cycle.
Modes of order 1 give J0 = 0 and θ0 = θj and are fixed points of the map
Eq. (2.56). This gives
sin(θj) = (2πj∓ τη)/k̃, (2.59)
where j is any integer, such that the result is not greater than ±1. We can restructure
Eq. (2.59) as an inequality,
|2πj∓ τη| < k̃ <
√
16 + (2πj∓ τη)2. (2.60)
This gives bounds on the stability of the mapping of Eq. (2.56). As k̃ moves out
of these bounds bifurcations occur. As k̃ gets small, higher order accelerator modes
appear, with higher period primary orbits. This leads us to find the higher order
accelerator mode momentum. If there are enough atoms meeting the necessary ini-
tial conditions then an accelerator mode will be observed which is governed by a
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Figure 2.5. Phase space plot of the mapping Eq. (2.56) on the 2-torus, with τ = 5.86,











Notice for the (1,0) accelerator modes that the second term is zero. Although one
would think an infinite number of accelerator modes could be seen, the inequality of
Eq. (2.60) must have the proper τ , k̃, and jumping index, j. Higher order accelerator
modes, as will be observed, are more prominent closer to the resonances and have a
much smaller momentum gain per pulse.
CHAPTER 3
EXPERIMENTAL APPARATUS
This chapter gives a detailed description of the components used in the exper-
iments and their purpose(s). Two optical tables, one with the vacuum chamber and
one with the lasers, were used to mount the components described in this chapter.
Laser light was transferred to the optical table with the vacuum chamber using optical
fibers. One advantage of this arrangement was the beam profile exiting the optical
fiber was cleaner than the one exiting the laser. Another purpose was to simplify the
optical alignment procedure. We could adjust the optical components on the laser-
optical table without disturbing the optics on the table on which the vacuum system
was mounted.
The optical arrangement from the lasers to the vacuum chamber used for achiev-
ing a MOT, performing the kicking experiments, and getting the TOF signal is also
described in detail. The light in these parts of the experiment traveled through vari-
ous optical components such as, acousto-optical modulators (AOMs), polarizing beam
splitting cubes (PBSCs), half waveplates (HWPs), and quarter waveplates (QWPs).
All of these components were used to adjust the laser light to the proper frequencies
and polarizations for creating the many aspects of the experiment. The AOMs and
many of the electronic components were controlled through Labview interfaced with
data acquisition cards (DAQs). A description of the DAQs is given in this chapter.
The engineering and design of the ultra-high vacuum system is detailed along
with the vacuum components. Since the temperature of atoms released from a MOT is
typically in the μK range, interactions with background gas become a major problem.
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Thus, an ultra-high vacuum system was needed to prevent these background gases
from significantly interacting with the cold atoms.
3.1 Computer Control and Automation
National Instruments Labview 6.1 was used for experimental control and data
acquisition, while Matlab was used for the data analysis. Labview’s graphical pro-
gramming architecture was more suited for the task of controlling the experimental
enviornment, whereas, Matlab’s array based programming formalism was more pro-
ficient at data manipulation, file input/output, and graphing. The programs were
installed on separate computers to perform the tasks of experimental control and
data analysis independently. An overview of the Labview and Matlab code is given
in Appendix A.
Labview interfaced with a National Instruments PCI-6023E analog input(AI)-
digital input/output(DIO) data acquisition card(DAQ) and a National Instruments
PCI-6711 analog output(AO) DAQ. The two DAQ cards were used to control various
parameters of the system and acquire data as described in this thesis. Also, Labview
was used to program an HP8770A arbitrary waveform generator through a general
purpose interface bus (GPIB) for operation of the pulsing AOM.
3.2 Vacuum System
The vacuum system needed to be able to attain an ultra-high vacuum and have
good optical access. A vacuum chamber and pump were chosen with these parameters
in mind. The vacuum chamber, shown in Fig. 3.1, consisted of a Kimball Physics
model MCF275-SC600-A 304 stainless steel spherical cube with a 2.6 inch inside
diameter. Each cube side had a 1.5 inch clearance hole with a 2.75 inch Conflat (CF)
flange sealing surface. The cube was bolted on top of an MDC Vacuum Products 1.5
inch diameter 304 stainless steel 6-way cross tube with 2.75 inch CF flanges on each












Figure 3.1. The major components of the vacuum system were the spherical cube,
an ion pump, viewports, and an electrical feed through.
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tube. This allowed for the connection of the SAES Getter rubidium sources. Inside
the chamber, two independant rubidium sources were pressed onto wires leading to the
spherical cube. When one source was depleted the other could be wired to supply the
rubidium instead. A two port generic “Varian style” 8 liter/s ion pump was connected
to the six-way cross tube through a 6 inch extension and maintained vacuum at 10−9
Torr. At this pressure, collisions between background gas molecules and rubidium
atoms were negligible. The ion pump was powered by a Terrenova 751 Controller. A
1.5 inch manual angle valve was connected to the second port of the ion pump to close
off the system. It was very important to reduce stray magnetic fields in the region
of the MOT. Thus the 6 inch extension was employed to position the ion pump’s
1200 Gauss permanent magnet further away from the cube. Also, four 0.0625 inch
thick magnetic shields were placed between the magnet and cube to further reduce
the effect of the magnet at the cube. The remaining ports in the vacuum system were
closed off with quartz viewports.
The viewport windows were 2.0 inch diameter, 0.25 inch thick, anti-reflection
coated, quartz flats. The quartz flats were attached to five sides of the cube with 2.75
inch oxygen free copper gaskets from MDC Vacuum Products. The copper gaskets
were sealed per reference41 which consisted of machining a raised knife edge on one
side of the copper gasket. Figure 3.2 shows the attachment of the copper gaskets and
windows to the vacuum chamber. The copper gaskets were annealed in a bakeout
chamber at 500◦C for two hours to soften the copper so as to provide a more efficient
seal. The flat side of the copper gasket was placed on the spherical cubes CF flange
sealing surface, the quartz window was placed on top of the machined knife edge,
and a 2.75 inch clearance flange with a clearance hole of 1.5 inches was placed on
top of the quartz window with a soft copper ring. The ring prevented the clearance
flange’s knife edge from contacting the viewport and in addition provided a cushion
for the viewport. The clearance flange was bolted to the spherical cube with six bolts.
Applying torque on the viewports was a very time consuming process. As can be seen
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in Fig. 3.2, the contact point of the gasket on the viewport was very small. Thus,
the torque was applied in a cross bolt pattern in increments of 0.25 ft-lbs until no
leaks were found in the initial pump down (described below). The final torque on the
viewports was 1.5-2.0 ft-lbs. A quartz window was bolted to the bottom of the six-
way cross for additional optical access to the spherical cube. Two other windows were
bolted on opposite sides to the six-way cross tube for time of flight measurements.
Prior to assembling the vacuum system, all parts were cleaned with methanol
to remove any foreign material. Also, gloves were worn to handle the clean compo-
nents to prevent contamination. During the assembly of the viewports, argon gas was
pumped into the system to minimize the build up of normal atmospheric gas (par-
ticularly water vapor) on the vacuum walls. During initial pump down and bakeout,
a Leybold Turbovac 50 turbo pump was connected to the angle valve. A Leybold
Trivac B model D1.6B rotary vane roughing pump maintained proper inlet pressure
for the turbo pump. The turbo pump maintained a minimum pressure of 8x10−9
Torr with an inlet pressure of 10−3 Torr. A Varian type 0351 vacuum gauge was
installed to indicate pressures in the range of atmospheric down to 10−4 Torr. An
initial pump down was performed to find any major leaks in the system. Leak checks
were performed by applying either helium or acetone to the CF flanges and viewport
seals. A leak was indicated by a rapid rise in pressure on the vacuum gauge. Great
care was taken in applying additional torque to the viewport bolts if a leak was found
in one of the viewport seals. After removing all leaks, the system was prepared for a
bakeout. The purpose of the bakeout was to remove any foreign material, such as oil
or water, from the system which was not removed with methanol. Also, it reduced
the outgassing of impurities in the metal during the final experiments. The procedure
started by installing ceramic heaters, powered by variable transformers (variac), near
the vacuum chamber. Two J-type thermocouples were attached to the system with
heat conducting adhesive for temperature indication. Each end of the thermocouples
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was plugged into a separate AI port on the PCI-6023E DAQ card. An insulated blan-
ket covered the system. With the turbo and roughing pumps running and ion pump
off, a slow heat-up began by increasing the varaic’s voltage. The temperature was
increased in 20◦C increments and allowed to stabilize at each increment. The tem-
perature was raised to a maximum of 200◦C over a time period of about eight hours,
that is, a heat up rate of about 25◦C/hr. The slow heat-up was used to ensure that
the system was not thermally stressed. The maximum temperature was determined
by the specifications of the magnet as well as the vacuum seals. The system was
maintained at 200◦C for about a week. A sudden rise in pressure was an indication
of outgassing. When a pressure of 10−6 Torr was reached during the bakeout the ion
pump was started and pressure was read from the ion pump controller. Also, foreign
material was burnt off of the rubidium sources by supplying each source with 4 to 5
Amps of current for an hour. This was done periodically until no change in pressure
was seen when applying normal operating currents of 2.5 to 3.0 Amps. When the
pressure stabilized to 10−9 Torr after a week, a cool down commenced by lowering
the voltage in the variac. After the cool down, a final leak check was performed.
The angle valve was shut and the turbo and roughing pumps were removed. A 0.25
inch needle valve was installed on the input angle valve’s CF flange and a small vac-
uum was created in the space between the angle valve and needle valve to lower the
differential pressure across the angle valve. The vacuum system was now ready for
experiments.
3.3 Laser and Optical System
3.3.1 Lasers
The lasers were chosen according to several important characteristics. They
needed to have the proper wavelength, high power, the ability to lock and stay locked
to < 1 MHz of a specific spectral line, and be mechanically stable. Laser diodes were
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chosen as the light source, since they met the wavelength and power requirements.
The optical table and a large base attached to the laser provided the mechanical
stability. In order to form a MOT and reproduce the same MOT, the lasers needed
to be locked near a spectral line. This was done using an external cavity diode laser
(ECDL) setup in a Littrow42 configuration, where the light was diffracted from a
grating and the first order diffraction was sent back into the diode as optical feedback.
The zeroth order exited the cavity housing and was available for experiments. Initial
adjustments of the laser required that the first order be aligned back to the diode.
This was done by finding the lasing threshold of the laser by lowering the current
through the diode until the lasing stopped. The horizontal and vertical position of
the grating was then adjusted to find the minimum current at which the laser was
lasing. A rubidium vapor cell was used for saturated absorption spectroscopy, where
the master laser scanned across the F = 2 → F ′ = 1, 2, 3 transitions and the repump
scanned across F = 1 → F ′ = 0, 1, 2 transitions. This gave us the spectral lines to lock
the lasers. Also, to minimize thermal drift in the laser frequency, a thermoelectric
cooler provided a heat sink for the laser diode. The power output of the master
laser was not sufficient at producing a MOT, therefore two other lasers were built
as amplifiers to provide increased power. These lasers were free running diode lasers
injection locked43 to the master laser. This was done by supplying a small amount of
power from the master and aligning it into the cavity of the primary slave laser. A
portion of the primary slave laser light went through a vapor cell for an absorption
profile. With the proper current and temperature set, the primary slave would be at
the same frequency as the master laser. The other part of the primary slave’s light
was injected into two secondary slaves (characteristics similar to the primary slave),
one for the laser cooling experiments and one for the BEC experiments. The light
from our secondary slave was used for the laser cooling and TOF measurements.
Figure 3.3 shows the optical setup for the lasers and the optical components.
The master and repump lasers were Toptica Model DL100 extended-cavity diode
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lasers (ECDLs) with a maximum output power of approximately 25 mW and a wave-
length of 780 nm. A DC100 current control in the laser supply rack powered the
diode laser. A thermoelectric cooler maintained the diode laser temperature and was
controlled by the DTC100 temperature controller also in the supply rack. The laser
light passed through a collimating lens to the grating and out the laser housing. The
micrometer screws on the grating mount allowed for feedback and wavelength adjust-
ments. The horizontal grating position was adjusted when the laser was operating in
a bad mode. This was seen as a poor saturated absorption profile on the oscilliscope
with numerous discontinuities. A piezo actuator was attached to the grating mount
and provided fine tuning of the wavelength through the SC100 scan control in the
supply rack. The primary and secondary slaves were Sharp Microelectronics 784 nm
wavelength diode lasers with a 120 mW maximum output power. These lasers were
powered by Thorlabs LDC500 current controllers and the temperature was maintained
with a thermoelectric cooler (TEC) driven by a Thorlabs TEC2000 Thermoelectric
Temperature Driver. These diode lasers, shown in Fig. 3.4, were housed in aluminum
mounts built in-house.
3.3.2 Doppler Broadening and Saturated Absorption Spectroscopy
In order to lock the lasers, a signal was needed for input to the laser circuitry.
We chose a saturated absorption spectroscopy signal, because it was robust and easy
to setup. We also monitored the absorption of a low intensity beam from the slave
through a vapor cell in order to give an indication of its lock to the master laser.
Broadening of the atomic line occurs in a vapor cell due to a Doppler shift in
the laser frequency seen by the atoms. This results in a doppler-broadened linewidth







where ω0 is the transition frequency, kB is the Boltzmann’s constant, T is the tem-
perature, m is the atoms mass, and c is the speed of light. Figure 3.5 shows the
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absorption profile for the slave lasers. The linewidth was about 500 MHz for rubid-
ium 87 at 300 K. This was a large linewidth so that in order to resolve the hyperfine
levels in Fig. 3.10 it was necessary to perform saturated absorption spectroscopy.
The technique of saturated absorption spectroscopy involved splitting the light
exiting the laser into a low power “probe” beam and high power “saturating” beam.
Here, low power was well below the saturation intensity (≈ 25% of saturation in-
tensity) and high power was above saturation (≈ 1.5 times saturation intensity).
The two beams were approximately counterpropagating through a vapor cell with
the probe beam incident onto a photodiode after the cell as shown in the upper
left corner of Fig. 3.3. For the master laser, We scanned the frequency across the
F = 2 → F ′ = 3, 2, 1 transitions. When the frequency was close to a transition, only
those atoms with zero velocity with respect to the probe and saturating beam’s di-
rections would be on-resonant. The saturating beam would equalize the populations
between excited and ground state (saturation). Therefore, the probe beam had fewer
atoms to excite resulting in an intensity increase on the photodiode ((a), (c), and (f)
labels in Fig. 3.6). The crossover peaks, labels (b), (d), and (e) in Fig. 3.6, are not
transitions. These were the result of the laser frequency being halfway between the
resonant frequency of two lines. For atoms with certain velocities the Doppler shift
allows the probe and saturating beam to be on-resonant with two different excited
states. This has the effect of lowering the population in the ground state to an even
greater extent. Thus, the probe beam intensity was increased even more than for the
regular saturated absorption peaks.
3.3.3 Laser Locking Techniques
Laser locking was required to recreate the experiments with the same frequency
of light. Our requirement, stated above, that the laser must be able to stay locked to
<1 MHz of an atomic line was met by locking to a peak in the saturated absorption
spectroscopy45,46 signal. When we first began building the experiments, two other
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methods were also considered as candidates for laser locking. These were dichroic-
atomic-vapor laser lock47 (DAVLL), and locking to a polarization spectroscopy48 sig-
nal.
The DAVLL technique uses a weak magnetic field to split the Zeeman com-
ponents of an atomic Doppler broadened absorption signal. Laser light exiting the
laser passes through a linear polarizer. After the polarizer, the lights polarization
is equivalent to two equal amounts of circular polarizations (σ+ and σ−). The light
then passes through a vapor cell, a quarter waveplate to convert the two circular
polarizations to two orthogonal linear polarizations, and through a polarizing beam
splitting cube to split the two polarizations. Each beam enters a separate photodi-
ode for an absorption profile. The absorption of σ+ (σ−) polarized light shifts the
Doppler-broadened absorption signal to a positive (negative) frequency in reference to
a Doppler-broadened absorption signal with no magnetic field. Therefore subtract-
ing the two signals produces a dispersion signal which is fed into a locking circuit
controlling the laser grating.
Polarization spectroscopy on the other hand, signal uses light-induced birefrin-
gence and dichroism of the alkali gas. The setup is similar to our system described
below (weak probe beam counterpropagating a saturating beam)) except that the
saturating beam is replaced by a polarizing beam. The polarizing beam is circularly
polarized and induces a different saturation and index of refraction. The probe beam
passes through a crossed polarizer and a polarizing beam splitting cube to separate
the different polarizations. As in the DAVLL, the two signals are subtracted and the
laser is locked to a zero crossing. The two methods described needed more equipment
and required more time in setting up the apparatus. Thus, the technique of lock-
ing to a saturated absorption spectroscopy signal was utilized for our laser locking
requirements.
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The saturated absorption signal in Fig. 3.6 was used as input to the the lock-in
regulator LIR100 in the master laser’s supply rack. The laser frequency was modu-
lated with a 17 kHz sine wave. This wave was mixed with the absorption signal to
create a dispersion signal. The dispersion signal as well as the absorption signal was
observed on an oscilloscope. The scan through the laser frequencies was reduced to
the F = 2 → F ′ = 3 crossover peak (label (e) in Fig. 3.6) and the laser was locked.
3.3.4 Acousto-optical Modulator(AOM)
The different stages of the experiment necessitated that the laser light frequency
was switched through three different values, one for the MOT, one for the optical
molasses, and one for the TOF. This required the use of an acousto-optical modulator
(AOM) with the proper bandwidth to shift the frequency of the laser light over a wide
range. Another advantage of an AOM was its fast switching time. The beam size
through the AOM had a significant impact on the switching times. Therefore, all of
the AOM’s were positioned at the focus of an approximately one-to-one telescope.
Our AOM’s were made up of a piezoelectric transducer attached to a lead
molybdate (PbMoO4) crystal. A radio frequency (RF) voltage was applied to the
piezoelectric transducer to generate an acoustic wave which was driven through the
crystal. As shown in Fig. 3.7, laser light of frequency f0 entered the AOM crystal at
the Bragg angle, ΦB, causing the light to diffract from the standing wave in the crystal.
The laser light exited the AOM with a zeroth order beam (frequency unchanged) and
a first order beam of frequency, f1, which was Doppler shifted up by the acoustic
wave frequency, F . The first order beam angle, Φ, was twice the Bragg angle. The
frequency of the first order light could also be Doppler shifted down if the original
beam entered the crystal at −ΦB . The AOM’s were able to shift the frequency of
laser light within the range of frequencies that could be produced by their driver.
The amount of frequency shift depended on the voltage applied to the driver.
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Three Isomet Model 1205C-2 AOM’s and one Isomet Model 1201E-2 were used
in the entire optical setup. The AOM for the repump light was driven by an Isomet
Model 301B voltage-tunable RF driver. This driver allowed for frequency control in
the range of 60-100 MHz with an applied voltage of 4.2-15.4 VDC. The master AOM
was driven by an Isomet Model 322B-805 voltage-tunable RF driver with digital
modulation. The digital modulation provided fast switching of the AOM using a
digital output (DO) signal from the PCI 6023E DAQ card. The frequency range of
the 322B-805 was 60-100 MHz with an applied voltage of 4.2-15.4 VDC. The slave
AOM was driven by an Isomet Model 302B voltage-tunable RF driver with a frequency
range of 80-150 MHz with an applied voltage of 4.7-15.3 VDC. Finally, the pulsing
AOM was driven by an HP8770A arbitrary waveform generator in combination with
an Isomet Model RFA-1108 amplifier. The overall configuration of the AOM’s, with
their different frequency ranges and digital modulations, were chosen such that all of
the frequencies necessary to create a sample of cold atoms could be produced. The
repump and slave AOM drivers were voltage controlled through the PCI-6711 DAQ
cards AO’s. During the experiments, the master AOM driver was cycled through
several different frequencies for trapping and cooling the atoms in addition to the
on-resonant frequency needed for time of flight measurements. This required more
voltage than the 10 VDC maximum limit of the PCI-6711 DAQ card AO, so an
amplifier circuit was built in order to double the voltage of the AO to the driver.
3.3.5 Shutters
Shutters were required to block the laser light during various parts of the ex-
periment. The shutters in the optical system were designed from scratch and cost
about $30.00 to build. The opening/closing time was about the same as a commer-
cial shutter, which cost about $800.00 for the shutter and driver. One undesirable
aspect of our shutters was that they did not block 100% of the light. To alleviate
this problem the laser beams were focused onto the shutters. This also improved the
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opening/closing times. The electronics in Fig. 3.9 were designed using “Electronic
Workbench’s Multisim”. This program was very easy to use and was essential in
designing all of the circuits used in the experiments.
The main, TOF, and pulsed light each had a shutter, as shown in Fig. 3.3, and
were positioned such that no light entered the vacuum chamber when the shutters
were closed. Although the shutters were not capable of blocking all the light under
normal circumstances, they did block close to 100% of the light passing through the
optical fibers if the shutters were placed before the optical fiber. Therefore, the main
and TOF shutters were placed before their respective optical fiber. This could not
be done with the pulsing shutter, as its purpose was not to actually block the pulsed
light. Its purpose was to block that portion of TOF light not passing through the
PBSC after the fiber in Fig. 3.13. The pulsing shutter did not block 100% of the this
light, but the leakage was minimal. Also, since the pulsed beam was orientated at
an angle relative to the vertical, the atoms had fallen out of the pulsed beam path
by the time the TOF light was turned on. The repump light initially had a shutter,
however it was found to be unnecessary since applying zero voltage to the repump
AOM resulted in no light traveling down the fiber. Thus, the repump AOM was used
as a shutter. At a later point in time we had to replace the laser diode in the repump
laser. This meant realigning the repump light with the repump AOM as well as the
optical fiber. After this procedure the experiments did not work and it was found that
a small amount of repump light was entering the vacuum chamber. This necessitated
the reinstallation of a repump shutter. Since the majority of the experimental data
were taken without a repump shutter, it is omitted from Fig. 3.3. However it is worth
mentioning that its placement was before the PBSC, at the entrance to the fiber.
The shutters in Fig. 3.8 as well as the electronics in Fig. 3.9 were all built
“in-house”. The shutters were an off-the-shelf 9 VDC solenoid housed in a 2 inch2
aluminum case for heat dissipation. Each shutter was controlled by a separate +5
VDC TTL signal from the PCI-6023E digital output. The original circuit contained a
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TL084 quad operational amplifier (op-amp) powered by a ±12 VDC power supply. A
+5 VDC TTL signal was sensed on op-amp 1 which turned on the TIP 111A transistor
to allow current flow from the +5 VDC power supply through the LM675T high
power op-amp. This supplied the shutter (solenoid) with 9 VDC to close the shutter.
Immediately after the shutter was closed op-amp 2 output a voltage difference which
lowered the voltage across the solenoid to 5.5 VDC for holding the shutter closed. The
different voltages, one for energizing and one for holding, were necessary due to the
fact that the force required to activate a solenoid is greater than the force required to
keep one closed. This last step of lowering to a holding voltage caused the operating
time of the shutter to be too long for our experiments (on the order of 100 ms from
open to shut). Thus, we removed op-amp 2 and 3, reducing the operating time to 15
ms.
3.4 Laser Cooled Rubidium-87 Atoms
This section gives details of the optical paths in Fig. 3.3. The layout of the
components on the optical tables was created to allow us to perform experiments
discussed in this thesis while still leaving space for future experiments. As this was
not easy, many revisions were made and table space was used up very quickly.
3.4.1 Cooling Light
The master laser light was used for cooling the atoms as discussed in Chapter 2
and was injected into the primary slave which provided light for both experimental
apparati (kicking and BEC17,18) in the laboratory. The details of the master laser’s
and the slave laser’s optical paths and frequencies were as follows.
The master laser light exited the laser and was split. One part, 15 mW, was used
to inject the primary slave laser and 0.5 mW was passed through a rubidium vapor
cell for saturated absorption spectroscopy. Figure 3.6 shows a saturated absorption
spectrum of the F = 2 → F ′ = 1, 2, 3 transitions and crossover peaks. The master
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laser used this saturated absorption signal as input to the Lock-in Regulator LIR100
in the laser supply rack. The excited state hyperfine values in Fig. 3.10 were taken
from Ye49 and the ground state values were taken from Bize50. The master laser
was locked to the crossover peak between F = 2 → F ′ = 3 (label (e) in Fig. 3.6)
and F = 2 → F ′ = 2 (label (c) in Fig. 3.6) of the D2 line (-133.5 MHz below the
F = 2 → F ′ = 3 transition). After injection, the primary slave’s light output was at
the same frequency as the master. This light exited the primary slave laser and the
power was split in half by a PBSC. One half went to the BEC apparatus, and the
other half was sent through the primary slave AOM in a double pass configuration
for our experiments. The primary slave AOM’s frequency could be switched between
the three different frequencies necessary for the experiments (this will be discussed
in more detail later). From the AOM, the laser light injected the secondary slave
laser, the output of which passed through the secondary slave AOM. This AOM was
set at a constant +97 MHz. Henceforth, the light out of the slave AOM will be
called the “MOT light”. The MOT light, with a power of 70 mW, passed over the
main shutter, through a polarizing beam splitting cube, and was coupled into an
optical fiber. The MOT light exited the fiber (as shown in Fig. 3.11) at a power of 40
mW corresponding to a coupling efficiency of 60 percent. After the fiber, the MOT
light was split into three separate beams and expanded to 0.5 inches in diameter.
These beams were passed through quarter waveplates in order to circularly polarize
the light. In the vacuum chamber, the beam configuration was such that one of the
beams was vertical and the other two were horizontal as in Fig. 3.12. The three
beams were orthogonal and were retroreflected through another quarter waveplate to
reverse the circular polarization. The next section provides the details of the MOT
light polarization orientation. Originally, we had planned on having two of the beams
enter the chamber through the same horizontal viewport. This would have given
greater optical access for the pulsed beam but required that these beams be at a
reduced angle to one another. This angle was so small that it was found that the
42
cooling process was inefficient due to the small vertical force. The greater force in
the horizontal plane during the optical molasses stage led to a force imbalance which
increased the temperature of the atoms.
3.4.2 Polarization
As discussed in Chapter 2, the polarization of the cooling light was very impor-
tant in the interaction with the atoms. The circular polarizations were checked and
set through a polarization analyzer. The polarization analyzer consisted of a quarter
waveplate (QWP) and a polarizing beam splitting cube (PBSC). By placing the an-
alyzer in the beam path after the QWPs in Fig. 3.11, the polarization was adjusted
by rotating the QWPs to maximize the light reflected or transmited by the PBSC in
the analyzer. When the analyzer was removed, the light was such that σ+ (σ−) circu-
larly polarized light entered the vacuum chamber and reflected back through another
QWP. The retroreflected light was opposite circularly polarized, i.e. σ− (σ+). Thus,
a σ+ − σ− circularly polarized standing wave resulted. The analyzer only supplied
the relative polarizations of each beam and not the absolute direction of the rotating
polarization. The relative polarizations of the beams was important and needed to
be set correctly with respect to the magnetic field gradient.
The orientation of the polarizations in the three MOT light beams was extremely
important and was set such that the vertical beam and the horizontal beam, propa-
gating perpendicular to the main coils, had the same circular polarization. Therefore,
the horizontal beam in the direction of the magnetic field gradient had the opposite
circular polarization. This was necessary because of the quadrupole magnetic field’s
direction as shown in Fig. 3.15. In order to observe the MOT, the direction of the
magnetic field gradient had to match the correct beam polarization as discussed in
Chapter 2.2. In the initial stages of observing a MOT, either the current in the main
coils or the light polarizations needed to be switched. We switched the direction of
current, since this was easier to do.
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3.4.3 Repump Light
A probability existed for the atoms to decay to the ground state F = 1 through
spontaneous emission from the F ′ = 1 or F ′ = 2 state. Without further intervention
this would rapidly place all of the atoms in the F = 1 ground state and the MOT
would disappear. Thus an extra laser was required to depopulate the F = 1 state
and maintain the cycling transition of the MOT light. The repump laser achieved
this objective by exciting the F = 1 → F ′ = 2 transition and ultimately optically
pumping atoms in the F = 1 state into the F = 2 state.
The repump laser light exited the laser and passed through the repump AOM
in a double pass configuration, where the first order light was sent back through the
AOM as in Fig. 3.3. Approximately 1 mW of light was sent through a vapor cell used
for the saturated absorption spectroscopy similar to the setup used for the master
laser. The repump light was locked to the crossover peak between F = 1 → F ′ = 2
and F = 1 → F ′ = 1. The repump light was then sent through the same optical
fiber as the trapping light by reflecting off of the polarizing beam splitting cube in
front of the fiber as shown in Fig. 3.3. There was approximately 1 mW of repump
light at the exit of the optical fiber. The repump beam was expanded to be roughly
0.5 inches in diameter and directed through the chamber in the vertical direction. As
will be shown later, having the repump light in the vertical direction was critical for
the kicking experiments.
3.4.4 TOF and Pulsed Light
Measuring the momentum distribution of the atoms was very important in
determining the temperature of the atoms as well for observing QAMs. There were
several methods available to us in which to capture the momentum distribution. A
charge-couple device (CCD) camera could have been used to take an image of the
MOT. These systems were bulky and required another laser beam to enter through
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the horizontal viewports. With the MOT light taking up the majority of the optical
access, this method was not an option. We chose to have a system where the atoms
fell through an on-resonant beam configured into a thin “light sheet”. A photodiode
was used to measure the light absorbed by the atoms as they fell through the beam.
The TOF light in Fig. 3.3 was taken from a beamsplitter (BS) after the slave
AOM. The light passed through a shutter and a polarizing beam splitting cube
(PBSC), before being coupled through an optical fiber. As shown in Fig. 3.13, the
TOF light exited the fiber on the optical table with the vacuum chamber and passed
through a PBSC, a half waveplate (HWP), and was reflected off another PBSC be-
fore entering the vacuum chamber. The HWP was set to provide 80 μW of power
reflecting from the PBSC. The beam then entered a cylindrical lens pair which ex-
panded the beam dimensions to a size of 6 mm wide by 1.5 mm high. With these
beam dimensions and 80 μW of power, the intensity of the TOF beam on the atoms
was 0.8 mW/cm2 or about half the saturation intensity Is. This prevented saturation
and consequently improved the signal to noise ratio. The TOF light passed through
a QWP to circularly polarize the light and was retroreflected onto the signal photo-
diode to maximize the amount of absorption and to prevent the atoms from being
pushed aside as would occur with a single beam. A reference TOF signal passed
through the PBSC, shown at the top of Fig. 3.13, and into the reference photodiode.
The reference and signal photodiode voltages were sent to a differential circuit which
subtracted the two voltages. The output of the differential circuit provided input to
an EG&G lock-in amplifier. The lock-in amplifier increased the signal to noise ratio
by only measuring the signal in a narrow bandwidth around a certain modulation
frequency. The reference for the lock-in was provided by a 4 kHz sine wave dither on
the secondary slave AOM. The dither signal was added to the constant DC voltage
applied to the AOM driver. The output from the lock-in amplifier was read into the
computer via one of the PCI-6023E AI’s and a temperature was then calculated using
the width of the TOF absorption signal. The temperature of the atoms was found
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using the full width at half maximum (FWHM) of a gaussian fit to the absorption






Where g is the Earth’s gravitational acceleration, m is the atom’s mass, and σt is the
standard deviation of the time. In deriving this equation, we assumed that the atomic
cloud was in thermal equilibrium and hence had a gaussian velocity distribution.
The relationship between the standard deviation of the velocity distribution and the
observed temporal signal was σv = σtg. Therefore we could find σv by simply fitting
a gaussian function of the form ft = Ae−(t−t0)
2/2σ2t to the TOF peak. Figure 3.14
shows a typical TOF absorption signal.
Due to the short pulse duration of the pulses, it was very important to have the
pulsed light focused at the pulsing AOM to achieve the fastest possible switch on/off
time. The pulse lengths used in the experiment were on the order of a 1 μs, so that
the AOM needed to turn on in a duration considerably faster. We found with a beam
diameter of 1 mm that the AOM’s rise time was about 300 ns. While this was faster
than the typical pulse length, it resulted in very poor data. By focusing the beam
diameter to <0.5 mm, a rise time of 90 ns was seen, producing much better data.
The pulsing AOM’s cover was removed for two purposes: firstly, it allowed for more
heat to dissipate (therefore a more stable pulse and better efficiency), and secondly
a 5-10% increase in efficiency was noted with the beam centered along the crystal’s
width. The AOM manufacturers machined an aperture in the cover that placed the
beam as close as possible to the radio frequency (RF) applied to the crystal (near the
crystal’s edge).
The pulsed light in Fig. 3.3 was comprised of the zeroth order light from the
primary slave AOM. This light passed through a f = 250 mm lens in order to focus the
beam at the center of the pulsing AOM. The zeroth and first order AOM beams exited
the pulsing AOM and passed through another f = 250 mm lens. The zeroth order
beam was then blocked and the first order beam passed through a half waveplate
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(HWP). The HWP was adjusted such that all of the first order pulsed light was
reflected off of the TOF PBSC. The pulsed light (with a power of 60 mW) was
coupled through the same fiber as the TOF light. The light then exited the fiber
onto the optical table with the vacuum chamber (as shown in Fig. 3.13) with 35 mW
of power, reflected from a PBSC, and the finally had its diameter doubled (using a
beam expander) to a size of 1.5 mm. The light entered the chamber near vertically
by reflecting off of the lower vertical MOT beam mirror. It was then retroreflected
to create the standing wave. The angle of the pulsed beam to the vertical was set to
a minimum by placing the pulsed beams retroreflecting mirror as close as possible to
the vertical MOT beam’s retroreflecting mirror as shown in Fig. 3.11.
3.4.5 Magnetic Coils
In section 2.2, we discussed the possible trapping effect of a magnetic field on
the atoms. Since the MOT was the basis of the experiment we had to build a set of
current carrying coils to perform this function. These coils were to be placed near the
vacuum chamber and dissipated a considerable amount of power. Thus their effect
on the temperature of the chamber had to be taken into account. Although the coils
had to produce only a modest field gradient of about 10 Gauss/cm, because of their
small diameter a high current was required.
The coils were 3 inches in diameter, had 150 turns of wire per coil, and were
setup in a near anti-Helmholtz configuration (the separation between the coils equals
the diameter of the coils) as shown in Fig. 3.15. The coils were centered on opposite
sides of the cube (as shown in Fig. 3.12) and attached to the cube by thin metal
strips. The only contact between the coils and the cube was through the strips. The
strips allowed the coils to dissipate heat to the cube and provided good structural
support. The main coil DC power supply provided 10 Amps to the coils and produced
an inhomogenous magnetic field with a gradient of 20 Gauss/cm with a zero field in
the center. Since the main coils had to be turned off and on during the experiment, a
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solid state relay (SSR) was installed on the output of the power supply. This gave us
the ability to switch the main coils by applying a TTL pulse through the PCI-6711
DO’s to the SSR.
Three pairs of nulling coils were positioned on all six sides of the trapping
chamber to counteract the Earth’s magnetic field and any stray fields produced by
other sources. Each pair was controlled by a different DC power supply. The nulling
coils were very important in the cooling part of the experiment. Adjustment of the
nulling coils’ current lead to a change in the position of the zero of the magnetic
field produced by the main coils. Therefore, the atoms in the trap could be moved
in any direction. By taking TOF signals, the temperature was determined and the
current in the nulling coils was adjusted for the lowest possible temperature. This
was a very sensitive process as even the smallest change in current would increase
the temperature by 5 or 10 μK. This was a task that was essential to perform at the
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Figure 3.2. A side view of half the viewport vacuum seal. The soft copper cush-
ion provided a gap between the clearance CF flanges’ knife edge and
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Polarizing Beam Splitting Cube (PBSC)
Quarter Waveplate (QWP)
Half Waveplate (HWP)
Anamorphic Prism (AP) Pair
Figure 3.3. Optical table setup of the lasers showing the optical paths for repump,
cooling, time of flight (TOF), and pulsed laser light. Each laser’s out-
put went through an anamorphic prism (AP) pair to create a circular
beam. Also, optical isolators at the laser’s output eliminated back re-
flections to the lasers. All of the beam splitting cubes were polarizing
beam splitting cubes (PBSCs). The angles of the first order light from
the acousto-optical modulators (AOMs) are exaggerated to show detail.
The cooling light and repump light both shared a common PBSC and
optical fiber. The TOF light and the pulsed light also shared a com-
mon fiber. In both cases the polarizations of the beam were adjusted







Figure 3.4. Front view of the primary and secondary slave lasers. The laser diode
was housed in an aluminum mount and was secured to the aluminum
base by Teflon screws. The thermoelectric cooler (TEC) was mounted
between the diode housing and the base. The large base provided a
heat sink for the TEC as well as a stable platform. A thermistor was
installed in the laser diode housing to provide input to the driver for
temperature control.
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Figure 3.5. The Doppler absorption profile for the slave lasers.
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Figure 3.6. Rubidium 87 F = 2 → F ′ = 3, 2, 1 saturated absorption lines: (a) F ′ = 1
transition, (b) F ′ = 1−2 crossover, (c) F ′ = 2 transition, (d) F ′ = 1−3
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Figure 3.7. The incoming light at frequency, f0, entered the AOM at the Bragg angle,
ΦB. The acoustic wave velocity was in the direction of the applied radio
frequency (RF) wave. The zeroth order light passed through the AOM
with its frequency unchanged. The first order light exited the AOM at
twice the Bragg angle with a frequency of f1. The angle was important






Figure 3.8. The main, TOF, and pulsing shutters were designed to use an off-the-shelf
linear plunger type 9 VDC solenoid. A black Teflon tip increased the





















Figure 3.9. Shutter Electronics: The labels 1-3 correspond to components on a
TL084 quad operational amplifier (op-amp). A transistor-transistor
logic (TTL) high pulse was sensed at the TIP 111A’s base and allowed
current to flow from the LM675T to the TIP 111A’s collector then















780.241 209 686(13) nm
6.834 682 610 904 29(9) GHz
2.563 005 979 089 11(4) GHz
4.271 676 631 815 19(6) GHz








Figure 3.10. Hyperfine splitting of rubidium 87 D2 line49,50. The cooling light and
pulsed light was on-resonant with F = 2 → F ′ = 3 and repump was
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fiber from Laser table
horizontal beams
to vacuum chamber
Figure 3.11. Optical arrangement used for creating the trapping beams on the optical
table with the vacuum chamber. First, the MOT light exited the fiber
from the laser optical table. The MOT beams were then split using the
polarizing beam splitting cubes (PBSCs) and were circularly polarized
using the quarter waveplates (QWPs). The PBSC after the fiber split











Figure 3.12. A side view of the vacuum chamber. The cooling light beams entered
through orthogonal viewports and were retroreflected through quarter
waveplates (QWPs). TOF light entered through the bottom viewport
and was retroreflected. The pulsed light (blue arrows) entered at a




















Figure 3.13. TOF and Pulsed light paths to the vacuum chamber. The pulsed light
and that portion of TOF light not passing through the polarizing beam
splitting cube (PBSC) was focused on the pulsing shutter for a faster
closing time and for better beam blockage. The pulsed light was sent
through a beam expander and to the vacuum chamber.
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Figure 3.14. TOF absorption signal from the lock-in amplifier. Labview code was
written to fit a gaussian to the signal and calculate a temperature.
These atoms had a temperature of 15 μK.
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Figure 3.15. The magnetic coil configuration used to create the magnetic field for the
MOT. The coils had 150 turns per coil and provided a magnetic field
gradient of 20 Gauss/cm with 10 Amps of current. A zero magnetic





In this chapter we explain in detail the experiments on kicking rubidium 87
atoms. The theory has already been explored in Chapter 2, so we are now in a
position to examine how well this work matches a real system. The experiments done
with rubidium 87 are compared and contrasted with previous experiments26 with
cesium 133. As will be seen, there are signifficant differences between the two atomic
species. The sample of laser cooled rubidium 87 atoms needed for the experiment
was produced using the methods explained in Chapter 3. The sample of atoms was
suspended in a MOT, released by switching off the magnetic field, and then kicked
with pulses of off-resonant light. A time line of the experiments is given in Fig. 4.1
and a detailed explanation of the Labview code to perform these functions is given
in Appendix A.
To commence an experiment the magnetic coils were turned off and the atoms
were placed in an optical molasses. To allow for further cooling, the primary slave
AOM was adjusted to provide cooling light at -70 MHz detuning. During this cooling
stage, the amount of light was reduced by adjusting the secondary slave AOM’s
frequency to 91 MHz in order to misalign the light with the fiber. After an 18
ms cooling period, the repump light intensity was set to zero by switching off the
repump AOM driver with the cooling light staying on for an additional 5 ms. With
no repump light the atoms decayed into the F = 1 ground state, the state required



































































Figure 4.1. Time line showing the values of the parameters important for a successful
kicking experiment.
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fall. The pulsed light frequency was on-resonant with the D2 line F = 2→F ′ = 3
transition. Therefore, the pulsed light was detuned by 6.8 GHz for atoms in the
F = 1 ground state. At this point several different experiments were performed
(which will be described shortly) by adjusting the pulsing parameters programmed
into the arbitrary waveform generator. After the atoms received the pulses, repump
light was turned on so as to optically pump the atoms into the F = 2 level so that
they could absorb the TOF light. The repump light, as stated earlier, was directed
into the vacuum chamber in the vertical direction. This made it possible to optically
pump the atoms into the F = 2 state, since in any other configuration the atoms
would have fallen out of the region where the light was present.
The major parameters changed during the experiments were number of pulses,
time between pulses, polarization, pulse length, and pulsed beam diameter. By chang-
ing the number of pulses, it was possible to observe the momentum gained with
each pulse and verify the predicted linear increase in momentum with pulse number.
Changing the time between pulses across the half-Talbot time and the Talbot time
gave us a view of the dynamics across a resonance and allowed us to resolve the details
set out in the theory in Chapter 2. Polarization effects were examined through cir-
cularly polarizing the pulsed beam and then scanning across the time between pulses
across the resonances. The pulse length and pulsed beam diameter were varied to
change φd. The role of φd was to determine the relative population of the diffraction
orders as can be seen in Eq. (2.39).
4.1.1 Changing Number of Pulses
In this experiment, we changed the number of pulses and kept all other pa-
rameters (time between pulses, power, and pulse length) constant. A linear increase
in the atoms’ momentum can be seen as a linear trace with positive momentum at
an angle to the bulk thermal cloud referenced at zero momentum in Fig. 4.2. This
characteristic is indicative of a QAM. The plot in the lower left corner of Fig. 4.2 is
65
one slice of the color plot. The pulsed beam power was approximately 25 mW with
a 1/e beam diameter of 1.5 mm. Using Eq. (2.38) and 0.6 μs for the pulse length
gives φd=2.2. At each value of the pulse number ten shots were taken and averaged
in order to improve signal to noise. A TOF absorption profile for the experiment
with 61 pulses is shown in the lower left corner of Fig. 4.2. The profile has been
rotated 90 degrees clockwise with respect to the actual absorption profile seen on the
computer. Thus, time is on the vertical axis and voltage is on the horizontal. The
QAM’s with positive/negative momentum were those reaching the TOF absorption
beam before/after the bulk atoms referenced at zero momentum. That is, all of the
figures presented in this chapter plot momentum measured relative to a freely falling
reference frame. As we see in Fig. 4.2 not all of the atoms were accelerated. This was
due to the initial velocity condition as discussed in Chapter 2.
4.1.2 Changing Time between Pulses
The time between pulses was scanned across the Talbot time and half-Talbot
time resonances. Figure 4.3 shows an experimental scan across the half-Talbot time
at 33 μs with φd=2.2 and the number of pulses equal to 60. A comparison of Fig. 4.3
with the phase model presented in Fig. 2.4 shows similarities for the momentum
of the accelerator modes. Figure 4.4 shows a numerical simulation using the same
parameters as found in the experiments of Fig. 4.3. The theoretical data was created
by applying the Bessel function Eq. (2.39) with a φd = 2.2 and 60 pulses to an initial
gaussian distribution of atoms. The white trace in Figs. 4.3 and 4.4 was generated
from the ε-classical theory Eq. (2.61) for (1,0) QAMs. Similarities exist between
the theory and the experiment such as the momentum gain in the QAMs. The
experimental data shows a smaller number of negative momentum QAM’s, something
that is also seen in the theoretical scan. The secondary jets centered closer to the
half-Talbot resonance in Figs. 4.3 and 4.4 were higher order accelerator modes which
were explained through the ε-classical theory in Chapter 2 and are described below.
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Figure 4.2. Experimental momentum distributions obtained by changing the number
of pulses in 1 pulse increments where the vertical dashed line represents
a single experiment performed with 61 pulses as shown by the absorp-
tion profile in the lower left corner of the figure. The time between
pulses was 29.5 μs and φd was 2.2
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Figure 4.3. Experimental momentum distributions as a function of the pulse interval
with an ε-classical fit. The half-Talbot time is located at approximately
33 μs. The white curve is the (1,0) accelerator mode from Eq. (2.61)
and the vertical white line is the half-Talbot time. The data was ob-
tained using 60 pulses and φd=2.2.
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(1,0) 
(1,0) 
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Higher order modes 
Figure 4.4. Theoretical result of changing the pulse interval, with 60 pulses and
φd=2.2. The theoretical data was obtained by iterating Eq. (2.39).
The white curve is the (1,0) accelerator mode from Eq. (2.61).
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One significant difference between the experiment and theory was that the density
of accelerated atoms in the theory was higher than in the experiment. This could
be due to a smaller number of atoms meeting the initial velocity condition in the
experiment. Also, the pulsed beam size was about the same size as the atoms. This
lead to a larger gradient of φd over the atoms, and the likelyhood that a significant
number of atoms experienced an insufficient φd.
This experiment could be used as an atomic beamsplitter making up the first
part of an atom interferometer15 as shown in Fig. 4.5. This is an important part of the
interferometer. If the atoms are given a large spatial splitting (separation angle) with
a beamsplitter, a large area enclosed by the interferometer arms could be created.
The phase shift caused by an acceleration is proportional to the area enclosed by the




A · Ω, (4.1)
where m is the atomic mass of the atom, A is the area enclosed by the arms of
the interferometer, and Ω is the rotation rate of the interferometer in the plane
of the interferometer. Thus, a larger area would produce a larger phase shift in
Eq. (4.1) and ultimately improve the sensitivity of an atom interferometer to such
phase shifts. The QAM’s described in this thesis have the ability to produce a large
spatial splitting depending on the number of pulses. As an example, we can provide
approximately 3 mm spatial splitting with a momentum of 25 G per Fig. 4.3. One
type of atom interferometer in use at MIT51 uses atomic beam diffraction from 3
200-nm-period gratings52 for the mirrors and beamsplitters. The spatial splitting is
inversely proportional to the grating period. Thus, the spatial splitting is small and
the area is made large by a large separation of the gratings. Another type of atom
interferometer is a fountain type53 and uses 3 pulses of light separated by a certain
time. This only delivers 2k units of momentum in the initial pulse and the remaining
pulses are applied at specific time intervals to complete the area of the interferometer.
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Quantum accelerator modes in our theoretical scans can deliver as much as 60 G
units of momentum, thus presenting the possibility of a very large spatial splitting.
With the addition of another acousto-optical modulator the standing wave could
be accelerated and one could relate the total acceleration (Earth’s gravitational ac-
celeration plus standing wave acceleration) to h/m by manipulating Eq. (2.56) and


















where gtot is the total acceleration. The total acceleration can be tuned to make
Eq. (4.3) an equality for a known j and p accelerator mode, the standing wave ac-
celeration can be subtracted out to find the gravitational acceleration. This type of
experiment was performed with cesium 13354 by kicking a thermal cloud of cesium
atoms (similar to the experiments in this thesis) with the retroreflecting pulsed beam
passing through a crystal phase modulator to shift its phase. This enabled the cre-
ation an accelerated standing wave with respect to the atoms. For example, if the
modulator was adjusted to provide a standing wave acceleration equal in magnitude
but opposite in direction to the Earth’s gravity, quantum accelerator modes would
cease to exist25. The authors of the gravity measurement experiment54 concluded
that the precision of the experiment could be greatly improved by controlling the
frequency difference of the two retroreflecting beams. This could easily be done in
the laser cooling vacuum chamber by splitting the pulsed beam, passing each compo-
nent through an independent, frequency adjustable acousto-optical modulator, and
directing the beams so that they counterpropagated through the vacuum chamber.
This is one possible direction for the OSU experiment.
Figure 4.6 shows a scan across the Talbot time. In this case even less atoms
contribute to the major accelerator modes. This may be due to the vibrations in the
vertical pulsed beam mirrors. This could cause a loss of phase coherence and thus
71
a loss of accelerator modes. Also, since the pulsed beam was at an angle and the
atoms fell further during an experiment conducted at the Talbot time some of the
atoms failed to see a pulse. This could be prevented by better alignment or making
the pulsed beam diameter bigger.
4.1.3 Higher Order Accelerator Modes
The ε-classical theory discussed in Chapter 2 labels the QAMs as an order (p)
and a jumping index (j). The experimental data and theory data were fitted by
adjusting p and j in Eq. (2.61) as shown in Fig. 4.8 and Fig. 4.9. The higher order
modes accelerate much slower than the zeroth order. Therefore, we need to look
closer to the resonance as shown in Fig. 4.8 and Fig. 4.9 where the rate of momentum
change increases.
Experimental and theoretical data is shown in Figs. 4.8 and 4.9 with various
curves generated using Eq. (2.61) overlayed. Both sets of data contain the same
parameters (φd = π and 45 pulses) and were scanned across the same pulse interval.
We were able to identify two higher order modes (35,-4) and (8,-1). The other higher
order modes were fitted with the theory but were not seen in the experiments. The
zeroth order QAMs, (1,0), in the experimental data were not seen in the pulse interval
range. This was possibly due to an alignment issue as describe in the previous section.
A phase mapping of Eq. (2.56) is shown in Fig. 4.11 with the same parameters
as the experiment and with the time between pulses set to 65 μs. The vertical axis
J0 = 0 is the QAM’s momentum and the horizontal axis θ0 is the QAM’s displacement
along the standing wave. The (j,p) labels are the known QAM’s in the experiment
and were found from the stable fixed point (J0, θ0). These are stable point islands in
a sea of chaos.
We have seen dynamics not explained by the ε-classical theory as shown by
the jet (labeled (A) in Fig. 4.10) extending out with negative momentum from the
bulk cloud referenced at zero momentum. These dynamics were not observed at
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Oxford55 but were hinted at in the theoretical momentum distributions. This was an
interesting observation since theory22 suggests primary resonances close to integer-
half multiples of the Talbot time. Other higher order resonances have just started to
be investigated in the δ-kicked rotor27. This δ-kicked rotor experiment observed the
higher order resonances at 3/4 and 1/3 of the Talbot time. In our case the dynamics
appear close to 63 μs (Fig. 4.10) which is approximately 3.5 μs before the Talbot time
(95% of the Talbot time). This results in a large ε of approximately -0.3 as compared
to the (35,-4) higher order mode (Fig. 4.10) with an ε of -0.06. A recent publication
by Bach28et al. gives some theoretical insight to this type of new QAM dynamics
which allows ε to be of order unity, although this work is still very preliminary. It is
anticipated that our results will give impetus for further developments to theory.
These experiments could prove useful in studying quantum chaos. One possible
study is ”dynamical tunneling” from one dynamical state to the other. If the system
is of a Kolmogorov-Arnold-Moser (KAM)40 type (KAM dynamics are characterized
by the gradual destruction of stable orbits in phase space as the pulse strength is
increased), then classically, trajectories remain trapped in the stable islands since
they can not move through the KAM boundaries surrounding the stable islands. In
Fig. 4.9, we see two higher order modes existing at the same pulse interval of 67
μs. These would correspond to stable fixed points in Fig. 4.11. In the quantum
regime the two dynamical states could tunnel from one state to the other. Dynamical
tunneling has been observed56,57 with quantum chaotic systems, but has not probed
the quantum-classical boundary because the effective Planck’s constant was of the
order of unity. With QAMs we can tune the effective Planck’s constant ε to at least




For the theory and experiments discussed to this point, the pulsed light was
linear polarized. Polarization can affect atoms in an accelerator mode because there
are several different hyperfine sublevels of the ground state F = 1 which, in general,
interact with the laser light differently. The rubidium 87 D2 line, shown in Fig. 3.10,
has three upper levels F ′=0,1, and 2 with mF =-1, 0, and 1 for the ground F = 1
state. The pulsed potential will be the sum (weighted by the population) of the light
shifts from each of these three magnetic substates. Figures 4.15 and 4.16 show the
hyperfine transition strengths for rubidium and cesium32. The numbers represent the
relative strengths of the transitions and are taken from squaring the dipole matrix
operator, μ = e〈e|ε̂ · r|g〉. Recall from Chapter 2 that this is proportional to the light
shift. In Fig. 4.13 the top two graphs represent the light shift for linear polarized
light for rubidium (left) and cesium (right). Each magnetic sublevel has the same
light shift. Therefore all atoms irrespective of their internal state saw the same light
shift and hence φd. In the case of circularly polarized light (bottom two graphs of
Fig. 4.13), the sum of the light shifts had different values (or φd’s) for the different
magnetic sublevels. The plots in Fig. 4.13 were generated by summing the transition
strengths for each ground magnetic sublevel. For example, The F = 1 mF = −1
magnetic sublevel has three possible transitions for F ′ = 1, 2, 3 in Fig. 4.15 with
transitions strengths 20, 25, and 5 respectively. We sum the strengths and arrive at
50 which is shown in the lower left plot of Fig. 4.13. Figure 4.12 is experimental data
for circularly polarized pulsed light across the half Talbot time. The main features
in the linear polarized pulsed light in Fig. 4.3 were still seen in Fig. 4.12 but with a
lower number of atoms in an accelerator mode. We postulate that this was because
the atoms in different sublevels see different φd’s and thus different potential maxima.
These experiments contrasted markedly to those carried out with cesium 133
in Oxford25. For cesium, nine different magnetic sublevels of the ground state F = 4
the D1 transition, F = 4 → F ′ = 3, 4 had two upper levels, F ′ = 3 and F ′ =
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4. Figure 4.14 shows the hyperfine splitting of cesium D1 line where the excited
state values were taken from Rafac and Tanner59 and the ground state values are
exact60. Therefore φd varied by over a factor of six for atoms in the different substates.
Although, QAMs existed, the populations within the different diffraction orders was






Figure 4.5. Mach-Zehnder15 type atom interferometer showing the spatial splitting
of the atomic source from the grating represented as a beamsplitter in
the figure. The two beams reflect from another grating to recombine
the two beams at the final grating. The interference pattern is then
detected.
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Figure 4.6. Experimental momentum distributions as a function of the pulse interval
across the Talbot time, with 30 pulses and φd=π.
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Figure 4.7. Theoretical momentum distributions as a function of the pulse inter-
val across the Talbot time, with 30 pulses and φd=π. (A) represents
dynamics not explained by the ε-classical theory.
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Figure 4.8. Experimental results of changing the pulse interval across the Talbot
time, with 45 pulses and φd=π. The colored curves are Eq. (2.61) and
represent the different orders of the QAMs as (p, j).
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Figure 4.9. Theoretical results of changing the pulse interval across the Talbot time,
with 45 pulses and φd=π. The colored curves are Eq. (2.61) and
represent the different orders of the QAMs as (p, j).
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Figure 4.10. Experimental momentum distribution as a function of the pulse inter-
val across the Talbot time, with 60 pulses and φd=π. (A) represents
dynamics not explained by the ε-classical theory.
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Figure 4.11. A phase mapping using Eq. (2.56) with 45 pulses, φd = π, and time
between pulses of 65 μs. Labeled are the most prominent higher order
modes shown in Fig. 4.8.
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Figure 4.12. Experimental momentum distributions as a function of time between
pulses across the Talbot time with circularly polarized pulsed light with
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Figure 4.13. Light shifts of the different ground magnetic sublevels for rubidium













894.592 959 86(11) nm




4.021 776 399 375 GHz (exact)
5.170 855 370 625 GHz (exact)




















20 1525 5 30
circular polarization
25
Figure 4.15. Rubidium 87 D2 line F = 1 → F ′ = 0, 1, 2 transition strengths32.
Linear polarized light follows the ΔM = 0 selection rule and circularly
polarized light follows the ΔM = ±1 selection rule.
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In summary, we were able to observe quantum accelerator modes for the first
time in rubidium 87 atoms using a newly constructed laser cooling apparatus. The
cooling was required to fulfill an initial condition on the velocity of the atoms for the
quantum accelerator modes. The dynamics of cold atoms in an off-resonant pulsed
standing wave was studied through the phase model and the ε-classical theory. Both
the phase model and the ε-classical theory explained the dynamics of a QAM, the
later gave a more rigorous treatment and explained higher order QAMs as well.
A system for laser cooling rubidium 87 atoms was designed and built for the
purpose of experimenting with the laser light interaction with atoms. This required
an ultra-high vacuum system with sufficient optical access to perform the experi-
ments which used multiple laser beams from several different directions. Due to the
insufficient power of the master laser, a primary slave was injection locked to the
master’s frequency which in turn injection locked a secondary slave. The secondary
slave provided approximately 40 mW of light for the experiment. A change in the
light’s frequency was needed in several parts of the experiment and was adjusted us-
ing acousto-optical modulators (AOMs). Optical fibers were used as light disconnects
from the laser optical table to the vacuum chamber optical table for a good exper-
iment beam quality and for alignment purposes. The time-of-flight (TOF) system
used for detecting momentum distribution was a sheet of on-resonant light positioned
approximately 4.5 inches below the trapped atoms. This measured the momentum
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distribution of the atoms as they fell. The kicking experiments were performed us-
ing an off-resonant light pulse from the pulsing AOM. This light passed through the
vacuum chamber and was retroreflected to produce the standing wave. The pulse
length, light power, and time between pulses was adjusted through the arbitrary
waveform generator controlling the pulsing AOM. The arbitrary waveform generator
was programmed in Labview as were most other vital aspects of the experiment.
Extensive code was written using Labview for the instrumentation controls and
data acquisition (portions of the code are included as an appendix). Finding the cor-
rect sequence of operations for the experiments was a time intensive task. However
when finished, the experiments ran with very little trouble or human intervention.
The automatic features written to perform the experiments continuously were very
robust and allowed us to perform other tasks, such as data analysis, while an ex-
periment was running. Creating Matlab code for the data analysis was an involved
process as well. A graphical user interface (GUI) was written and required very little
input to execute. Since in Labview, a parent file, consisting of all the experimental
parameters, was saved. This file referenced thousands of data files which were loaded,
averaged, plotted, and the plot was saved for later analysis.
The analysis of the experimental data verified the realization of quantum ac-
celerator modes (QAM). This was shown in Fig. 4.2 for the experiment on changing
the number of pulses. The right initial conditions were produced through achieving
a cold sample of atoms for the initial velocity condition and programming the timing
sequence for the pulse interval. With these initial conditions and gravitational poten-
tial energy, a linear increase in the atoms momentum was observed. Large amounts
of momentum were imparted on the atoms (Fig. 4.3) which gives a large spatial split-
ting of the atoms. This could be used as a beamsplitter in an atom interferometer.
A small number of higher order QAMs were observed. These higher order modes
could prove useful in studying the dynamics of the quantum-classical boundary by
tuning ε to near zero. The new dynamics observed far from the Talbot time were
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very interesting. This was an important observation since much of the recent work
on quantum chaos has only concentrated on understanding the behavior of systems
near such primary resonances. Polarization effects were shown and resulted in a lower
number of QAMs. This was due to the atoms interaction with different light shifts.
Overall, the differences in the theory and experimental plots in Chapter 4 could be
due to the initial velocity condition, pulsed beam size, and/or the angle of the pulsed
beam.
5.2 Future Work
The future work involves resolving the higher order QAMs better, especially
the new dynamics. The theory shows many more higher order modes than were
seen experimentally. This in part was due to alignment issues, beam size, and initial
velocity condition. A paper is being written on the experiments performed in this
thesis.
Pulsing the atoms in a Bose-Einstein Condensate should populate more atoms
in a QAM because more atoms will be at a more exact initial velocity condition.
Also, this should help in resolving the higher order QAMs and the other dynamics
far from the Talbot time. This proposed increase in QAM population will help us to
understand the dynamics of quantum chaos.
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45. T. W. Hänsch, M. H. Nayfeh, S. A. Lee, S. M. Curry, and I. S. Shahin, Precision
Measurement of the Rydberg Constant by Laser Saturation Spectroscopy of the
Balmer α Line in Hydrogen and Deuterium, Phys. Rev. Lett., 32, 1336 (1974).
46. B. W. Petley, K. Morris, and R. E. Shawyer, A saturated absorption spectroscopy
measurement of the Rydberg constant, J. Phys. B: At. Mol. Opt. Phys., 13,
3099 (1980).
47. Kristan L. Corwin, Zheng-Tian Lu, Carter F. Hand, Ryan J. Epstein, and Carl E.
Wieman, Frequency-stabilized diode laser with the Zeeman shift in an atomic
vapor, Appl. Opt., 37, 3295 (1998).
48. C. P. Pearman, C. S. Adams, S. G. Cox, P. F. Griffin, D. A. Smith, and I. G.
Hughes, Polarization spectroscopy of a closed atomic transition: applications
to laser frequency locking, J. Phys. B: At. Mol. Opt. Phys., 35, 5141 (2002).
49. Jun Ye, Steve Swartz, Peter Jungner, and John L. Hall, Hyperfine structure and
absolute frequency of the 87Rb 5P3/2 state, Opt. Lett. 21, 1280 (1996).
94
50. S. Bize, Y. Sortais, M. S. Santos, and C. Mandache, High-accuracy measurement
of the 87Rb ground-state hyperfine splitting in an atomic fountain, Europhys.
Lett. 45, 558 (1999).
51. Alan Lenef, Troy D. Hammond, Edward T. Smith, Michael S. Chapman, Richard
A. Rubenstein, and David E. Pritchard, Rotation Sensing with an Atom In-
terferometer, Phys. Rev. Lett. 78 164101 (1997).
52. David W. Keith, Christopher R. Ekstrom, Quentin A. Turchette, and David E.
Pritchard, An Interferometer for Atoms, Phys. Rev. Lett. 66 2693 (1991).
53. A. Peters, K. Y. Chung, and S. Chu, High-precision gravity measurements using
atom interferometry, Metrologia 38, 25 (2001).
54. Z.-Y. Ma, M. B. d’Arcy, and S. A. Gardiner, Gravity-Sensitive Quantum Dynam-
ics in Cold Atoms, Phys. Rev. Lett. 93 164101 (2004).
55. Sophie Schlunk, Cold Atoms in a Periodic Optical Potential- A System for Study-
ing Quantum Chaos, Thesis
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PROGRAMMING CODE FOR DATA ACQUISITION AND DATA ANALYSIS
This appendix gives details of the coding required to perform the acquisition and
analysis of the experimental data. Several months were devoted to developing code
for this purpose. Labview was used for the experimental control and data acquisition
procedures, while Matlab was employed on a dedicated computer for data analysis.
This allowed us to run the experiments and perform the data analysis independently.
Due to the different programming architectures, it was found that Matlab was better
suited for the data analysis.
A.1 Labview Code for Data Acquisition
Labview is a graphical programming language using virtual instruments (VI) as
an interface. Some VI’s are provided with the software, and allow for the interfacing
with specific data acquisition (DAQ) cards . Other VI’s created by the user are called
sub-VI’s. A Labview program consists of two main windows, a front panel and a
wiring diagram. The front panel contains the parameters which are used as inputs
and outputs from the wiring diagram. An example of a front panel is shown in Fig.
A.1. This is the main front panel used to run all of the laser cooling experiments and




Figure A.1. The Labview front panel of the main laser cooling program. This panel
provided a graphical interface for all of the experiments and proce-
dures carried out in this thesis. The tabs at the top, “Trap”, “TOF”,
“TOF Automated”, etc., were used to interface to the various CASE
structures within the wiring diagram of Fig. A.2, with each CASE
representing a different procedure or experiment. The tab selected in
this particular screen shot is that of “TOF Automated”. Within the
“TOF Automated” tab front panel were other tabs which refer to the
different possible experiments which could be run. By clicking on an
experiment tab and pressing “Run” that experiment was executed with
the parameters loaded in the front panel. The results of the experiments
are shown in Chapter 4.
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Figure A.2. The TOF Automated CASE structure in the main program wiring dia-
gram. The wiring diagram took information entered on the front panel
and then executed those parameters.
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An example of how to run the “Change T b/w Pulses” experiment (shown in
Fig A.1) will now be given. The initial parameters, “Start File #”, “# of Data Sets to
Avg.”, and “# of Sines” are entered and set to 0, 5, and 4 respectively. Note that the
later parameter represents a pulse length of 0.6 μs. Then the experimental parameters,
“Start Time b/w Pulses” =27 μs, “End Time b/w Pulses” =39 μs, “Increments of
Time” =0.1 μs, “No. of Kicks” =60, “Amp. Mult.” =0.75 (represents pulsing beam
power 25 mW), and “Time b4 Kicking” =2 ms are entered. The run button (not
shown) is pushed and the program executes. The first part of the program saves a
parent file (PF), through the “Create PF” sub-VI in the lower left of Fig. A.2, of all
parameters used for the experimental run. This file is used later for data analysis and
as a log of the parameters used. The program then enters a FOR loop. Inside the
FOR loop is a SEQUENCE structure, represented by a box that looks like a piece
of 35 mm camera film. The pulsing parameters are loaded into the kicking sub-VI,
Fig. A.3, in the first frame of the sequence. One of these parameters is the 40 MHz
waveform created in the “X MHz Calc’d Sine” sub-VI (shown in Fig. A.4) to program
the waveform generator. The second frame of the sequence contains the TOF sub-VI.
The TOF sub-VI, shown in Fig. A.5 and A.6, is repeated inside a FOR loop, each
iteration of the loop acquiring a new data set with the same parameters for use in
determining an averaged TOF signal. At the end of the TOF FOR loop, the outer
FOR loop returns to the kicking SEQUENCE frame. The “Time b/w Pulses” has
now been incremented to 27.1 μs, a value that is loaded into the kicking sub-VI for
the next loop. The process is repeated until “End Time b/w Pulses” is 39 μs.
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Figure A.3. The kicking sub-VI diagram was written to supply the appropriate syntax
for the HP8770A arbitrary waveform generator. A 40 MHz waveform
was created in the “X MHz Calc’d Sine” sub-VI in the upper left. Also,
a waveform of zeroes was created and the length of the zero waveform
depended on the “Time b/w Pulses” entered in the front panel of Fig.
A.1. The zero waveform was appended to the 40 MHz sine to create a
pulsed waveform. The pulsed waveform was loaded into the HP8770A
and set for external TTL trigger.
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Figure A.4. “40 MHz generator” sub-VI diagram. This was used to create a 40
MHz waveform for loading into the kicking sub-VI. The “No. of Sines
Periods” was an input on the main VI of Fig. A.1 and represented
the pulse length. Due to the restrictions of the HP8770A, the number
of elements in the waveform needed to be a multiple of 8. This was
the “Mult. of 8” sub-VI. The FOR loop generated the appropriate
number of elements for the input parameters “Frequency(MHz)” and
“No. of Sine Periods”. The “Conv. HP8770 Nos.” sub-VI converted
the waveform to numbers readable by the HP8770A. The “Amplitude
Multiplier” determined the power applied to the pulsing AOM and was
a number between 0 and 1.
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Figure A.5. The first four steps in the TOF sub-VI. A detailed explanation was given
in Chapter 4. Note the center sequence structure in this figure with its
multiple internal SEQUENCE structures. The timing in this sub-VI
was crucial as this controls the detuning and power in the laser beam
as the laser cooling process proceeded.
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Figure A.6. The last four steps in the TOF sub VI. Here the HP8770A was triggered
to pulse the atoms and the TOF signal was saved.
104
Figure A.7. The “QAM” graphical user interface (GUI) shows a typical experimental
analysis. The “Get Data Path” when pushed allowed the user to choose
a file for analysis. The parameters of the experiments were shown in




















Figure A.8. A flow chart of the data analysis program written in Matlab. The arrows
pointing from the save data boxes to the “Add Files” and “Old Data”
boxes means the “Get Data” should be executed before “Add Files”
and the “Add Files” should executed before “Old Data”.
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A.2 Matlab Code for Data Analysis
A large amount of effort was spent creating a robust, user friendly data analysis
program. Matlab was chosen due to the extensive calculations and large number of
data files involved. These calculations were not straightforward using the graphical
interface and wiring architecture of Labview. Figure A.8 shows schematic diagram
of the data analysis program. The main program name was “QAM”, which when
executed, opened a graphical user interface (GUI) shown in Fig. A.7. The GUI had
three push buttons, “Get Data”, “Add Files”, and “Old Files”. The “Get Data” push
button when selected prompted the user to open the PF created in Labview. The PF
had the parameter information of the TOF files saved during the experiment. The
program took this information and searched the current directory for the appropriate
TOF files. The TOF files were loaded and averaged. The averaged files were combined
and plotted as shown in Fig. A.7. The averaged files were saved and were used in the
“Add Files” routine.
The experiments were all automated and could take as long as 3 hours to com-
plete. Thus it was important to be able to walk away and perform other tasks. One
problem with this approach, was that on occasions the experimentalist would come
back to find no data, typically caused by a laser malfunction at some point during
the experimental run. Therefore, an “Add Files” routine was added to the program
to analyze the experiments in steps. When the “Add Files” push button was pushed
it prompted the user to enter the number of files to add. The files were then selected
by the user through prompts. The program took those files and appended the files to
create the plot. The experimental data was plotted and saved for reviewing later with
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the “Old File” routine. The “Old File” routine, when pushed, prompted the user to
open a file and then plotted the data in the file.
APPENDIX B
PUBLICATIONS
This appendix shows a reproduction of my publications. The research was done on
the BEC chamber during a maintenance period on the laser cooling chamber.
Figures B.1-B.10 studied the evolution of a trapped atomic cloud subjected
to a trapping frequency jump for two cases: stationary and moving center of mass.
In the first case, the frequency jump initiated oscillations in the cloud’s momentum
and size. At certain times we found the temperature was significantly reduced. When
the oscillation amplitude became large enough, local density increases induced by
the anharmonicity of the trapping potential were observed. In the second case, the
oscillations were coupled to the center-of-mass motion through the anharmonicity
of the potential. This induced oscillations with even larger amplitudes, enhanced the
temperature reduction and led to nonisotropic expansion rates while expanding freely.
Figures B.11-B.16 studied methods of loading atoms from a magneto-optic trap
into an optical trap formed at the focus of a CO2 laser. We showed that while the
loading efficiency was very sensitive to the volume of the optical trap, it was insen-
sitive to the total laser power once a certain threshold was reached. Based on these
observations a time-averaged optical atom trap was realized to compensate for the
small capture volume of tight traps which were required for efficient evaporative cool-
ing. Up to a 100% increase in the trap population was observed for the time-averaged
traps. We also studied the effect on temperature and trap population of changing
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a time-averaged optical trap back to a static trap. Our results provided a basis for
increasing the number of atoms in Bose-Einstein condensates produced using all-
optical techniques and showed the a high-power laser was not a prerequisite for such
an increase.
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Figure B.1. Journal of Physics: Page 1.
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Figure B.2. Journal of Physics: Page 2.
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Figure B.3. Journal of Physics: Page 3.
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Figure B.4. Journal of Physics: Page 4.
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Figure B.5. Journal of Physics: Page 5.
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Figure B.6. Journal of Physics: Page 6.
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Figure B.7. Journal of Physics: Page 7.
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Figure B.8. Journal of Physics: Page 8.
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Figure B.9. Journal of Physics: Page 9.
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Figure B.10. Journal of Physics: Page 10.
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Figure B.11. Physical Review A: Page 1.
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Figure B.12. Physical Review A: Page 2.
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Figure B.13. Physical Review A: Page 3.
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Figure B.14. Physical Review A: Page 4.
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Figure B.15. Physical Review A: Page 5.
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Figure B.16. Physical Review A: Page 6.
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