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Abstract
We formulate and solve a finite horizon full balance sheet two-
modes optimal switching problem related to trade-off strategies be-
tween expected profit and cost yields. Given the current mode, this
model allows for either a switch to the other mode or termination of
the project, and this happens for both sides of the balance sheet. A
novelty in this model is that the related obstacles are nonlinear in
the underlying yields, whereas, they are linear in the standard opti-
mal switching problem. The optimal switching problem is formulated
in terms of a system of Snell envelopes for the profit and cost yields
which act as obstacles to each other. We prove existence of a contin-
uous minimal solution of this system using an approximation scheme
and fully characterize the optimal switching strategy.
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1 Introduction
Optimal switching can relate to many practical applications. One may think
for example of the problem one faces when there are a number of profit
generating companies or investment projects in a conglomerate, and one
wishes to switch the resource allocation between them in order to maximize
the expected profit yield, J , depending on the random performance of the
companies. The functional J is the expectation of an integral over running
profits (which can represent the profits per unit time in the different modes),
minus the switching costs.
Consider the case where there is only one company, and the only two
modes of switching are active (mode 1) and inactive (mode 2). Then the
problem reduces to finding an optimal strategy for starting and stopping
production in this company. This problem is commonly known as the start-
ing and stopping problem and amounts to finding an optimal sequence of
stopping times δ∗ = {τ∗n}n≥1, at which a switch between the two modes is
made, to maximize J .
This formulation of the starting and stopping problem is studied in [16],
where the problem is completely solved in finite horizon when the driving
process (e.g. price of some commodity) is adapted to the Brownian filtra-
tion. By the Dynamic Programming Principle, the problem is shown to be
equivalent to the existence of a pair of adapted processes
(
Y 1, Y 2
)
, which
satisfies a system of Snell envelopes of the form
Y 1t = ess sup
τ≥t
E
[
Profit over [t, τ ] given mode 1 at time t
and switch to mode 2 at time τ
]
Y 2t = ess sup
τ≥t
E
[
Profit over [t, τ ] given mode 2 at time t
and switch to mode 1 at time τ
]
.
Hence, Y 1t can be interpreted as the maximal expected profit given that
at time t mode 1 is activated, and Y 2t can be interpreted as the same given
that at time t mode 2 is activated. Furthermore, the existence of the pair(
Y 1, Y 2
)
gives the optimal strategy of the problem as a sequence of stopping
times where a switch between the two modes is made.
This class of switching problems and various extensions to multiple modes
has recently attracted a lot of interest. In the following non-exhaustive list of
references [2, 25, 4, 3, 14, 1, 10, 9, 12, 18, 17, 20, 24, 27, 26, 30, 21, 35, 31, 34]
the authors consider various aspects of the multiple modes switching prob-
lem, where only switching between the different modes is allowed until the
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end of the time horizon. Roughly, the setting assumes only that the state
process, including the switching costs, are general processes adapted to the
Brownian filtration. The solution to the problem is found in a manner sim-
ilar to [16], namely using systems of Snell envelopes and their connection to
a system of RBSDEs with interconnected obstacles. The findings include ex-
istence, uniqueness, stability and numerics of the solution of these RBSDE,
approximations of the optimal switching strategies as well as filtering and
partial information. In [18] (see also the references therein), the authors con-
sider the optimal switching problem with multiple modes under Knightian
uncertainty and with recursive utilities. The setup is equivalent to the solu-
tion of a system of RBSDEs with interconnected generators and obstacles.
When the state process is Markovian, it is shown that the associated vector
of value functions provides a viscosity solution to a system of variational
inequalities with interconnected generators and obstacles. Common to these
papers is that the obstacles are linear in the underlying yields. Moreover,
their structure point only to one direction i.e. they are either upper or lower
barriers. An extension of the above mentioned switching mechanism to in-
clude e.g. abandonment, is discussed, in the two-modes case, in [8], where
the finite horizon starting and stopping problem with risk of abandonment
is studied. Abandonment here refers to the risk that the investment project
may be abandoned or definitely closed, if it is found to be unprofitable. In
that paper the yield of a strategy is also defined by means of a functional
J (δ), with the addition of costs emerging from a possible abandonment of the
project. The authors show that this formulation of the problem is also equiv-
alent to the existence of a system of Snell envelopes
(
Y 1, Y 2
)
. Moreover, this
system provides an optimal strategy δ∗ by proving that if the system exists,
it is unique. Furthermore, it holds that Y 10 = J (δ
∗). Hence, one of the main
results in [8] is the proof of existence and uniqueness of
(
Y 1, Y 2
)
. However,
as it is noted in the article, the addition of the risk of abandonment makes
it very difficult and highly nonlinear to find this strategy, though there are
numerical methods of finding appropriate approximations. A further exten-
sion related to this paper is considered in [9]. Instead of only maximizing the
expected profit yield with respect to a family of admissible stopping times,
the optimal stopping problem is related to trade-off strategies between the
expected profit yield (to be maximized) and the expected cost yield (to be
minimized). Hence, the expected profit and cost yield processes will act as
obstacles to each other. Moreover, the optimal stopping time is shown to be
the first time that the two meet (minus termination costs). Like in the pa-
pers mentioned above, the connection of this system of Snell envelopes with
a system of RBSDEs with interconnected obstacles is used to obtain both
3
a minimal and a maximal solution to the problem via appropriate approxi-
mation schemes. Moreover, counter-examples are provided to show that the
system of RBSDEs does not have a unique solution.
2 Problem formulation
In this paper we study a two-modes optimal switching problem for the full
balance sheet i.e. we take into account the trade-off strategies between ex-
pected profit and expected cost yields. It is a combination of ideas and
techniques for the two-modes starting and stopping problem developed in
[16] and [8], and optimal stopping involving the full balance sheet motivated
by problems occurring in merger and acquisition operations introduced in
[9]. This problem is a natural extension of [8] and [9] since it incorporates
both the action of switching between modes and the action of terminating
a project, if it is found to be unprofitable. For example, being in mode 1,
one may want to switch to mode 2 at time t, if the expected profit yield,
Y +,1, in this mode falls below the maximum of the expected profit yield
in mode 2, Y +,2, minus a switching cost ℓ1 from mode 1 to mode 2, and
the expected cost yield in mode 1, Y −,1 minus the cost a1 incurred when
exiting/terminating the production while in mode 1, i.e.
Y
+,1
t ≤ (Y
+,2
t − ℓ1(t)) ∨ (Y
−,1
t − a1(t)),
or, if the expected cost yield in mode 1, Y −,1, rises above the minimum of
the expected cost yield in mode 2, Y −,2, plus the switching cost ℓ1 from
mode 1 to mode 2, and the expected profit yield in mode 1, Y +,1 plus the
benefit b1 incurred when exiting/terminating the production while in mode
1, i.e.
Y
−,1
t ≥ (Y
−,2
t + ℓ1(t)) ∧ (Y
+,1
t + b1(t)).
A similar switching criterion holds from mode 2 to mode 1. Hence, the
problem formulation in this paper allows for two possible actions, on both
sides of the balance sheet, given the current mode, a switch to the other
mode or the termination of the project. A novelty in this model is that the
related obstacles are nonlinear in the underlying yields, whereas they are
linear in the standard optimal switching problem.
If Ft denotes the history of the production up to time t, and ψ
+
i and ψ
−
i
denote respectively the running profit and cost per unit time dt and ξ+i and
ξ−i are the profit and cost yields at the horizon T , while in mode i = 1, 2,
the expected profit yield, while in mode 1, can be expressed in terms of a
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Snell envelope as follows:
Y
+,1
t = ess sup
τ≥t
lE
[ ∫ τ
t
ψ+1 (s)ds + S
+,1
τ 1{τ<T} + ξ
+
1 1{τ=T}
∣∣∣∣Ft]
S+,1τ =
(
(Y +,2τ − ℓ1(τ)) ∨ (Y
−,1
τ − a1(τ))
)
,
(2.1)
where, the supremum is taken over exit times from the production in mode
1. Hence, a plausible guess of an optimal switching strategy would be at the
following random time
τ
+,1
t = inf {s ≥ t, Y
+,1
s = (Y
+,2
s − ℓ1(s)) ∨ (Y
−,1
s − a1(s))} ∧ T, (2.2)
in which case we would obtain
Y
+,1
t = lE
[ ∫ τ+,1t
t
ψ+1 (s)ds + S
+,1
τ+,1t
1
{τ+,1t <T}
+ ξ+1 1{τ+,1t =T}
∣∣∣∣Ft]. (2.3)
Furthermore, the Snell envelope expression of the expected cost yield, while
in mode 1, reads
Y
−,1
t = ess inf
σ≥t
lE
[ ∫ σ
t
ψ−1 (s)ds+ S
−,1
σ 1{σ<T} + ξ
−
1 1{σ=T}
∣∣∣∣Ft]
S−,1σ =
(
(Y −,2σ + ℓ1(σ)) ∧ (Y
+,1
σ + b1(σ))
)
,
(2.4)
where, the infimum is taken over exit times from the production in mode 1.
Again, for any t ≤ T , the random time
σ
−,1
t = inf {s ≥ t, Y
−,1
s = (Y
−,2
s + ℓ1(s)) ∧ (Y
+,1
s + b1(s))} ∧ T, (2.5)
would be a plausible optimal switching time, in which case we would obtain
Y
−,1
t = lE
[ ∫ σ−,1t
t
ψ−1 (s)ds + S
−,1
σ−,1t
1{σ−,1t <T}
+ ξ−1 1{σ−,1t =T}
∣∣∣∣Ft]. (2.6)
The expected profit and cost yields Y +,2 and Y −,2, when the production is in
mode 2, satisfy a similar set of Snell envelopes. As above, the corresponding
optimal switching times would then be
τ
+,2
t = inf {s ≥ t, Y
+,2
s = (Y
+,1
s − ℓ2(s)) ∨ (Y
−,2
s − a2(s))} ∧ T, (2.7)
and
σ
−,2
t = inf {s ≥ t, Y
−,2
s = (Y
−,1
s + ℓ2(s)) ∧ (Y
+,2
s + b2(s))} ∧ T. (2.8)
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Summing up, a full balance sheet switching problem amounts to estab-
lishing existence and uniqueness of the processes
(
Y +,1, Y −,1, Y +,2, Y −,2
)
that satisfy the following system of Snell envelopes with interconnected ob-
stacles:

Y
+,1
t = ess sup
τ≥t
lE
[ ∫ τ
t ψ
+
1 (s)ds+ S
+,1
τ 1{τ<T} + ξ
+
1 1{τ=T}
∣∣∣Ft],
Y
+,2
t = ess sup
τ≥t
lE
[ ∫ τ
t ψ
+
2 (s)ds+ S
+,2
τ 1{τ<T} + ξ
+
2 1{τ=T}
∣∣∣Ft],
Y
−,1
t = ess inf
σ≥t
lE
[ ∫ σ
t ψ
−
1 (s)ds + S
−,1
σ 1{σ<T} + ξ
−
1 1{τ=T}
∣∣∣Ft],
Y
−,2
t = ess inf
σ≥t
lE
[ ∫ σ
t ψ
−
2 (s)ds + S
−,2
σ 1{σ<T} + ξ
−
2 1{τ=T}
∣∣∣Ft],
(2.9)
where, the suprema and infima are taken over random times τ and σ and
where the obstacles are defined as

S
+,1
t =
(
Y
+,2
t − ℓ1(t)
)
∨
(
Y
−,1
t − a1(t)
)
,
S
+,2
t =
(
Y
+,1
t − ℓ2(t)
)
∨
(
Y
−,2
t − a2(t)
)
,
S
−,1
t =
(
Y
−,2
t + ℓ1(t)
)
∧
(
Y
+,1
t + b1(t)
)
,
S
−,2
t =
(
Y
−,1
t + ℓ2(t)
)
∧
(
Y
+,2
t + b2(t)
)
.
(2.10)
In this paper we show existence of a solution of the system of Snell
envelopes (2.9) and also prove that the random times displayed in (2.2),
(2.5), (2.7), and (2.8) are optimal, when the history (Ft, 0 ≤ t ≤ T ) of
the production is generated by the filtration of a given Brownian motion
B. Hence, using the relation between Snell envelopes and reflected BS-
DEs, this amounts to proving existence and continuity in time (needed to
obtain optimality of the random times given above) of solutions of the fol-
lowing system of RBSDEs with interconnected obstacles: Find processes
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(
Y ±,i, Z±,i,K±,i
)
, i = 1, 2, in some appropriate spaces, such that
Y
+,i
t = ξ
+
i +
∫ T
t
ψ+i (s)ds + (K
+,i
T −K
+,i
t )−
∫ T
t
Z+,is dBs,
Y
−,i
t = ξ
−
i +
∫ T
t
ψ−i (s)ds − (K
−,i
T −K
−,i
t )−
∫ T
t
Z−,is dBs,
Y
+,1
t ≥ (Y
+,2
t − ℓ1(t)) ∨ (Y
−,1
t − a1(t)),
Y
−,1
t ≤ (Y
−,2
t + ℓ1(t)) ∧ (Y
+,1
t + b1(t)),
Y
+,2
t ≥ (Y
+,1
t − ℓ2(t)) ∨ (Y
−,2
t − a2(t)),
Y
−,2
t ≤ (Y
−,1
t + ℓ2(t)) ∧ (Y
+,2
t + b2(t)),∫ T
0 [Y
+,1
t − (Y
+,2
t − ℓ1(t)) ∨ (Y
−,1
t − a1(t))]dK
+,1
t = 0,∫ T
0 [(Y
−,2
t + ℓ1(t)) ∧ (Y
+,1
t + b1(t))− Y
−,1
t ]dK
−,1
t = 0,∫ T
0 [Y
+,2
t − (Y
+,1
t − ℓ2(t)) ∨ (Y
−,2
t − a2(t))]dK
+,2
t = 0,∫ T
0 [(Y
−,1
t + ℓ2(t)) ∧ (Y
+,2
t + b2(t))− Y
−,2
s ]dK
−,2
t = 0.
(2.11)
The main result of this paper is existence of a minimal solution to
the system (2.11) when the drivers ψ+i and ψ
−
i take the form ψ
+
i (t) =
ψ+i (t, ω, Y
+,i
t , Z
+,i
t ) and ψ
−
i (t) = ψ
−
i (t, ω, Y
−,i
t , Z
−,i
t ). A maximal solution
may be proven to exist in an analogous way. Furthermore, we provide a
counter-example showing that uniqueness of the solutions does not hold.
The proof of the main result uses a monotone sequence of processes ap-
proximating the system
(
Y +,1, Y −,1, Y +,2, Y −,2
)
. The main estimates used
to derive convergence of this approximating sequence make use of the Itô-
Tanaka formula, which makes it difficult to extend the problem formulation
to a multi-mode setting. Extension to the multiple-mode case does not seem
impossible, but technically very challenging. By imposing some restrictions
on some of the switching costs (they need to be Itô-processes), we obtain
continuity in time of the solutions. If this restrictions are not made, then a
càdlàg solution can still be proven to exist. However, the continuity is im-
portant to show optimality of the strategies (τ+,1, σ−,1, τ+,2, σ−,2) defined
in (2.2), (2.5), (2.7) and (2.8) above.
When the drivers ψ±i depend explicitly of a diffusion process with in-
finitesimal generator A, unique solutions of systems of RBSDEs are related
to viscosity solutions of systems of variational inequalities (see [13] for de-
tails). Unfortunately, we are unable to establish this relation due to lack of
uniqueness of the solutions of the system of RBSDEs (2.11).
An extension of this model which includes a "mean-field" type interac-
tion, prepared several months after the present paper, has appeared in [11],
while this paper was still under review. To minimize eventual repetition, we
will refer to [11] whenever similar arguments and proof are called upon.
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The paper is organized in the following way. Section 3 gives the nec-
essary notation and preliminaries. In Section 4, we introduce the system
of RBSDEs associated with the problem, state the main result and give a
counter-example showing lack of of uniqueness of the solutions of the system
of RBSDEs. Finally, a proof of the main result is displayed in Section 5.
3 Notation and preliminaries
Throughout this paper (Ω,F , lP) will be a fixed probability space on which
is defined a standard d-dimensional Brownian motion B = (Bt)0≤t≤T whose
natural filtration is (F0t := σ{Bs, s ≤ t})0≤t≤T . Let lF = (Ft)0≤t≤T be
the completed filtration of (F0t )0≤t≤T with the lP-null sets of F . Hence lF
satisfies the usual conditions, i.e. it is right continuous and complete.
We introduce the following spaces of processes:
• P is the σ-algebra on [0, T ]×Ω of lF-progressively measurable processes;
• Md,2 is the set of P-measurable and lRd-valued processes w = (wt)t≤T
such that
‖w‖Md,2 := lE
[∫ T
0
|ws|
2ds
]1/2
<∞;
• S2 (resp. S2c ) is the set of P-measurable and càdlàg (resp. continuous),
lR-valued processes w = (wt)t≤T such that
‖w‖S2 := lE
[
sup
0≤t≤T
|wt|
2
]1/2
<∞;
• K2 (resp. K2c) is a subset of S
2 (resp. S2c ) of nondecreasing càdlàg (resp.
continuous) processes (Kt)0≤t≤T such that K0 = 0.
In the sequel we will frequently use the following results on reflected
BSDEs which are by now well known. For a proof, the reader is referred
to e.g. [13] for the continuous case and to [15] or [23] for the càdlàg case.
A solution of the reflected BSDE associated with a triple (f, ξ, S), where
f : (t, ω, y, z) 7→ f(t, ω, y, z) (lR-valued) is the generator, ξ is the terminal
condition and S := (St)t≤T is the lower barrier, is a triple (Yt, Zt,Kt)0≤t≤T
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of lF-adapted stochastic processes that satisfies:
Y ∈ S2, K ∈ K2 and Z ∈ Md,2,
Yt = ξ +
∫ T
t f(s, ω, Ys, Zs)ds+ (KT −Kt)−
∫ T
t ZsdBs,
Yt ≥ St, 0 ≤ t ≤ T,∫ T
0 (St− − Yt−)dKt = 0.
(3.1)
The RBSDE(f, ξ, S) is said standard if the following conditions are sat-
isfied:
(H1) The generator f is Lipschitz with respect to (y, z) uniformly in (t, ω) ;
(H2) The process (f(t, ω, 0, 0))0≤t≤T is lF-progressively measurable and dt⊗
dP-square integrable ;
(H3) The random variable ξ is in L2 (Ω,FT , lP);
(H4) The barrier S is càdlàg , lF-adapted and satisfies: lE[sup0≤s≤T |S
+
s |
2] <
∞ and ST ≤ ξ, lP-a.s.
Theorem 3.1. (see [15] or [23]) Let the coefficients (f, ξ, S) satisfy assump-
tions ((H1)-(H4). Then the RBSDE (3.1) associated with (f, ξ, S) has
a unique lF-progressively measurable solution (Y,Z,K) which belongs to
S2×Md,2×K2. Moreover the process Y enjoys the following representation
property as a Snell envelope: for all t ≤ T ,
Yt = ess sup
τ≥t
E
[ ∫ τ
t
f(s, Ys, Zs)ds+ Sτ1{[τ<T ]} + ξ1{[τ=T ]}
∣∣∣∣Ft]. (3.2)
The proof of Theorem 3.1 is related to the following, by now standard,
estimates and comparison results for RBSDEs. For the proof see [13] for the
continuous case and [15] or [23] for the càdlàg case.
Lemma 3.1. Let (Y,Z,K) be a solution of the RBSDE (f, ξ, S). Then
there exists a constant C depending only on the time horizon T and on the
Lipschitz constant of f such that:
lE
(
sup
0≤t≤T
|Yt|
2 +
∫ T
0
|Zs|
2ds+ |KT |
2
)
≤ ClE
(∫ T
0
|f(s, 0, 0)|2ds+ |ξ|2 + sup
0≤t≤T
|S+t |
2
)
.
(3.3)
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Lemma 3.2. (Comparison Theorem) Assume that (Y,Z,K) and (Y ′, Z ′,K ′)
are solutions of the reflected BSDEs associated with (f, ξ, S) and (f ′, ξ′, S′)
respectively, where only one of the two generators f or f ′ is assumed to be
Lipschitz continuous. If
• ξ ≤ ξ′, lP− a.s. ,
• f(t, y, z) ≤ f ′(t, y, z), dP⊗ dt-a.s. and for all (y, z),
• lP− a.s. for all 0 ≤ t ≤ T , St ≤ S
′
t,
then
lP− a.s. for all 0 ≤ t ≤ T, Yt ≤ Y
′
t . (3.4)
We finish this section by introducing a key ingredient in our problem,
namely the notion of Snell envelope and some of its properties. We refer to
[5], Appendix D in [22] or [15] for further details.
In what follows we let Tθ denote the class of F-stopping times τ such that
τ ≥ θ, for some F-stopping time θ.
Lemma 3.3. Let U = (Ut)0≤t≤T be an lF-adapted lR-valued càdlàg process
that belongs to the class [D]; i.e. the set of random variables {Uτ , τ ∈ T0} is
uniformly integrable. Then, there exists an lF-adapted lR-valued càdlàg pro-
cess Z := (Zt)0≤t≤T such that Z is the smallest supermartingale which dom-
inates U ; i.e. if (Z¯t)0≤t≤T is another càdlàg supermartingale of class [D]
such that for all 0 ≤ t ≤ T , Z¯t ≥ Ut, then Z¯t ≥ Zt for any 0 ≤ t ≤ T . The
process Z is called the Snell envelope of U . Moreover, it enjoys the following
properties:
(i) For any lF-stopping time θ we have
Zθ = ess sup
τ∈Tθ
E[Uτ |Fθ] (and then ZT = UT ). (3.5)
(ii) The Doob-Meyer decomposition of Z implies the existence of a martin-
gale (Mt)0≤t≤T and two nondecreasing processes (At)0≤t≤T and (Bt)0≤t≤T
which are, respectively, continuous and purely discontinuous predictable
such that for all 0 ≤ t ≤ T ,
Zt = Mt −At −Bt (with A0 = B0 = 0).
Moreover, for any 0 ≤ t ≤ T ,
{∆Bt > 0} ⊂ {∆Ut < 0} ∩ {Zt− = Ut−}. (3.6)
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(iii) If U has only positive jumps, then Z is a continuous process. Further-
more, if θ is an lF-stopping time and τ∗θ = inf {s ≥ θ, Zs = Us} ∧ T ,
then τ∗θ is optimal after θ, i.e.,
Zθ = E[Zτ∗
θ
|Fθ] = E[Uτ∗
θ
|Fθ] = ess sup
τ≥θ
E[Uτ |Fθ]. (3.7)
4 A related system of reflected BSDEs
Consider the following system of reflected BSDEs, for 0 ≤ t ≤ T ,
(
Y ±,i, Z±,i,K±,i
)
∈ S2c ×M
d,2 ×K2c , i = 1, 2,
Y
+,i
t = ξ
+
i +
∫ T
t
ψ+i (s, ω, Y
+,i
s , Z
+,i
s )ds+ (K
+,i
T −K
+,i
t )−
∫ T
t
Z+,is dBs,
Y
−,i
t = ξ
−
i +
∫ T
t
ψ−i (s, ω, Y
−,i
s , Z
−,i
s )ds− (K
−,i
T −K
−,i
t )−
∫ T
t
Z−,is dBs,
Y
+,1
t ≥ (Y
+,2
t − ℓ1(t)) ∨ (Y
−,1
t − a1(t)),
Y
−,1
t ≤ (Y
−,2
t + ℓ1(t)) ∧ (Y
+,1
t + b1(t)),
Y
+,2
t ≥ (Y
+,1
t − ℓ2(t)) ∨ (Y
−,2
t − a2(t)),
Y
−,2
t ≤ (Y
−,1
t + ℓ2(t)) ∧ (Y
+,2
t + b2(t)),∫ T
0 [Y
+,1
t − (Y
+,2
t − ℓ1(t)) ∨ (Y
−,1
t − a1(t))]dK
+,1
t = 0,∫ T
0 [(Y
−,2
t + ℓ1(t)) ∧ (Y
+,1
t + b1(t))− Y
−,1
t ]dK
−,1
t = 0,∫ T
0 [Y
+,2
t − (Y
+,1
t − ℓ2(t)) ∨ (Y
−,2
t − a2(t))]dK
+,2
t = 0,∫ T
0 [(Y
−,1
t + ℓ2(t)) ∧ (Y
+,2
t + b2(t))− Y
−,2
s ]dK
−,2
t = 0.
(4.1)
Assumptions A
(A1) For each i =, 1, 2, ψ±i are Lipschitz in (y, z) uniformly in (t, ω) meaning
that there exists C > 0 such that, for any (t, ω) ∈ [0, T ]× Ω,
|ψ±i (t, ω, y, z) − ψ
±
i (t, ω, y
′, z′)| ≤ C(|y − y′|+ |z − z′|).
Moreover, the processes ψ±,0i (t) := ψ
±
i (t, ω, 0, 0) are F-progressively
measurable and dt⊗ dlP-square integrable ;
(A2) The processes (ai(t, ω))0≤t≤T , bi(t, ω))0≤t≤T and (ℓi(t, ω))0≤t≤T , be-
long to S2c . Moreover, ℓi(t) > 0 almost surely;
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(A3) The random variables ξ±i are FT -measurable and square integrable.
Furthermore, we assume that lP− a.s.
ξ+1 ≥ (ξ
+
2 − ℓ1(T )) ∨ (ξ
−
1 − a1(T )),
ξ+2 ≥ (ξ
+
1 − ℓ2(T )) ∨ (ξ
−
2 − a2(T )),
ξ−1 ≤ (ξ
−
2 + ℓ1(T )) ∧ (ξ
+
1 + b1(T )),
ξ−2 ≤ (ξ
−
1 + ℓ2(T )) ∧ (ξ
+
2 + b2(T )).
(4.2)
(A4) The processes (bi(t))0≤t≤T and (ℓi(t, ω))0≤t≤T , are of Itô type, i.e., for
any t ≤ T ,
bi(t) = bi(0) +
∫ t
0
Ui(s)ds+
∫ t
0
Vi(s)dBs, (4.3)
and
ℓi(t) = ℓi(0) +
∫ t
0
U¯i(s)ds+
∫ t
0
V¯i(s)dBs, (4.4)
for some lF-progressively measurable processes (U, U¯ ) and (V, V¯ ) which
are dt⊗ lP-square integrable.
Remark 4.1. (1) The set of solutions of system of inequalities (4.2) is
nonempty. Indeed, ξ+i = ξ
−
i = 1, i = 1, 2 satisfy (4.2), for
ℓi(T ) = e
−4T and ai(T ) = bi(T ) = 0, i = 1, 2.
(2) Noting that while Y +,it is a supermartingale, Y
−,i
t is a submartingale,
we need Assumptions (A4) to prove the continuity of the increasing process
K−,i. This in turn is used to derive the continuity of Y −,i and then of the
process Y +,i.
We state the main result of the paper.
Theorem 4.1. Under Assumptions A, the system of BSDEs (4.1) admits a
minimal solution
(
Y ±,i, Z±,i,K±,i
)
∈ S2c ×M
d,2×K2c , i = 1, 2, in the sense
that if
(
Y¯ ±,i, Z¯±,i, K¯±,i
)
∈ S2c ×M
d,2 × K2c , i = 1, 2 is another solution of
the system (4.1), then it holds that
lP− a.s. , Y¯ ±,i ≥ Y ±,i, i = 1, 2.
Remark 4.2. Under Assumptions A, if in (A4), instead of the process
(bi(t))0≤t≤T , we assume that the process (ai(t))0≤t≤T is of Itô type, then it
can be shown that the system of BSDEs (4.1) admits a maximal solution.
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Remark 4.3. Besides its mathematical importance, the notion of minimal
(resp. maximal) solution enjoys the following interpretation from a man-
agement point of view: When operating between two modes, Y +,it and Y
−,i
t
constitute the minimal (resp. maximal) expected profit and cost, i.e. the
expected balance sheet, which constitute the basis for any decision to per-
form eventual switching operations. Thus, the choice of the approximating
schemes which lead to either minimal or maximal solutions is decisive. This
interpretation is in line with the one related to the pricing of American op-
tions, where the Snell envelop corresponds to the minimal capital required to
hedge the American option up to maturity.
4.1 Non-uniqueness: a counter-example
The following counter-example, shows that the system (4.1) may not have a
unique solution. Assume
ℓ(t) := ℓi(t) = e
−4t and ai(t) = bi(t) = 0, i = 1, 2, 0 ≤ t ≤ T.
and take ξ+i = ξ
−
i = 1, and
ψ+1 (t, ω, y) = y, ψ
+
2 (t, ω, y) = y + ℓ(t),
ψ−1 (t, ω, y) = 2y, ψ
−
2 (t, ω, y) = 2y + ℓ(t), 0 ≤ t ≤ T.
(4.5)
Then, it is easily checked that the following ’deterministic’ processes
Y
+,1
t = Y
−,1
t = e
T−t, Y
+,2
t = Y
−,2
t = e
T−t + 13
(
e−4t − e−3T−t
)
,
Z
+,i
t = Z
−,1
t = 0, i = 1, 2,
K
+,1
t = K
+,2
t = 0,
dK
−,1
t = e
T−tdt, dK
−,2
t =
[
eT−t + 13
(
e−4t − e−3T−t
) ]
dt.
and
Y
+,1
t = Y
−,1
t = e
2(T−t), Y
+,2
t = Y
−,2
t = e
2(T−t) + 12
(
e−4t − e−2(T+t)
)
,
Z
+,i
t = Z
−,1
t = 0, i = 1, 2,
K
−,1
t = K
−,2
t = 0,
dK
+,1
t = e
2(T−t)dt, dK
+,2
t =
[
e2(T−t) + 12
(
e−4t − e−2(T+t)
) ]
dt
are two different solutions of (4.1). Therefore, uniqueness may not hold for
the system (4.1).
5 Proof of Theorem 4.1
The proof is performed in several steps. First, we construct two increasing
approximation schemes (Y +,i,n, Z+,i,n,K+,i,n) and (Y −,i,n, Z−,i,n,K−,i,n) with
appropriate properties that allow them to converge to a limit (Y +,i, Z+,i,K+,i,)
and (Y −,i, Z−,i,K−,i) that solves (4.1). Then, we show that the positive mea-
sures dK−,i,nt associated with the increasing processes K
−,i,n
t , 0 ≤ t ≤ T are
absolutely continuous w.r.t. dt with square integrable densities. This will
yield the continuity of the limit processes Y −,i of Y −,i,n as n → ∞. Fi-
nally, applying the Doob-Meyer decomposition (see Lemma 3.3) to the Snell
envelop representation of Y +,i, we establish their continuity. Furthermore,
we show that the limit processes (Y +,i, Z+,i,K+,i,) and (Y −,i, Z−,i,K−,i)
constitute the minimal solution of (4.1). We will only account for the con-
struction of the approximating sequences and their properties, the needed
estimates and the absolute continuity of the increasing processes dK−,i,n.
The proofs of convergence to a continuous solution of (4.1) and the minimal-
ity of the solution of (4.1) are similar to the ones in the proof of Theorem 6
in [11], we therefore omit them.
Step 1. Construction of the approximating sequences and their
properties
Let us introduce an increasing approximation schemes (Y +,i,n, Z+,i,n,K+,i,n),
(Y −,i,n, Z−,i,n,K−,i,n) that we will show converge to the minimal solution
of (4.1). Consider the following system of BSDEs defined recursively, for
i = 1, 2, n ≥ 0 and 0 ≤ t ≤ T , as follows:
Start with the following standard BSDE:{
(Y +,i,0, Z+,i,0) ∈ S2c ×M
d,2,
Y
+,i,0
t = ξ
+
i +
∫ T
t ψ
+
i (s, Y
+,i,0
s , Z
+,i,0
s )ds −
∫ T
t Z
+,i,0
s dBs,
(5.1)
and denote
Lit := Y
+,i,0
t + bi(t), Z
i
t := Z
+,i,0
t + Vi(t),
ψi(t, L
i
t, Z
i
t) := ψ
+
i (t, L
i
t − bi(t), Z
i
t − Vi(t))− Ui(t).
(5.2)
In view of (A1)-(A4), the process (Li, Zi) ∈ S2c ×M
d,2 is the unique solution
of the BSDE
Lit = L
i
T +
∫ T
t
ψi(s, L
i
s, Z
i
s)ds−
∫ T
t
ZisdBs. (5.3)
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Let (Y˙ , Z˙) be the unique solution of the BSDE:
Y˙t = Y˙T +
∫ T
t
α(s, Y˙s, Z˙s)ds −
∫ T
t
Z˙sdBs, (5.4)
where,
α(t, ω, y, z) := (ψ1 ∧ ψ2 ∧ ψ
−
1 ∧ ψ
−
2 )(t, ω, y, z),
Y˙T := (ξ
+
1 + b1(T )) ∧ (ξ
+
2 + b2(T )) ∧ ξ
−
1 ∧ ξ
−
2 .
(5.5)
By (5.5), the Comparison Theorem yields that
lP− a.s. for all 0 ≤ t ≤ T, Y˙t ≤ L
i
t = Y
+,i,0
t + bi(t), i = 1, 2,
Hence,
lP− a.s. for all 0 ≤ t ≤ T,
Y˙t ≤ (Y
+,i,0
t + bi(t)) ∧ (Y˙t + ℓi(t)), i = 1, 2,
(5.6)
since, ℓi(t) > 0 almost surely.
Consider now, the processes

(Y ±,i,1, Z±,i,1,K±,i,1) ∈ S2c ×M
d,2 ×K2c ,
Y
−,i,1
t = Y˙T +
∫ T
t ψ
−
i (s, Y
−,i,1
s , Z
−,i,1
s )ds
−(K−,i,1T −K
−,i,1
t )−
∫ T
t Z
−,i,1
s dBs,
Y
−,i,1
t ≤ (Y
+,i,0
t + bi(t)) ∧ (Y˙t + ℓi(t)),∫ T
0 [(Y
+,i,0
t + bi(t)) ∧ (Y˙t + ℓi(t))− Y
−,i,1
t ]dK
−,i,1
t = 0
Y
+,i,1
t = ξ
+
i +
∫ T
t ψ
+
i (s, Y
+,i,1
s , Z
+,i,1
s )ds
+K+,i,1T −K
+,i,1
t −
∫ T
t Z
+,i,1
s dBs,
Y
+,1,1
t ≥ (Y
+,2,0
t − ℓ1(t)) ∨ (Y
−,1,1
t − a1(t)),
Y
+,2,1
t ≥ (Y
+,1,0 − ℓ2(t)) ∨ (Y
−,2,1
t − a2(t)),∫ T
0 [Y
+,1,1
t − (Y
+,2,0
t − ℓ1(t)) ∧ (Y
−,1,1
t − a1(t))]dK
+,1,1
t = 0,∫ T
0 [Y
+,2,1
t − (Y
+,1,0
t − ℓ2(t)) ∧ (Y
−,2,1
t − a2(t))]dK
+,2,1
t = 0,
(5.7)
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and, for n ≥ 1 and any t ≤ T , we consider the following system
Y
−,i,n+1
t = ξ
−
i +
∫ T
t ψ
−
i (s, Y
−,i,n+1
s , Z
−,i,n+1
s )ds
−(K−,i,n+1T −K
−,i,n+1
t )−
∫ T
t Z
−,i,n+1
s dBs,
Y
−,1,n+1
t ≤ (Y
−,2,n
t + ℓ1(t)) ∧ (Y
+,1,n
t + b1(t)),
Y
−,2,n+1
t ≤ (Y
−,1,n
t + ℓ2(t)) ∧ (Y
+,2,n
t + b2(t)),∫ T
0 [(Y
−,2,n
t + ℓ1(t)) ∧ (Y
+,1,n
t + b1(t))− Y
−,1,n+1
t ]dK
−,1,n+1
t = 0,∫ T
0 [(Y
−,1,n
t + ℓ2(t)) ∧ (Y
+,2,n
t + b2(t))− Y
−,2,n+1
t ]dK
−,2,n+1
t = 0,
Y
+,i,n+1
t = ξ
+
i +
∫ T
t ψ
+
i (s, Y
+,i,n+1
s , Z
+,i,n+1
s )ds
+K+,i,n+1T −K
+,i,n+1
t −
∫ T
t Z
+,i,n+1
s dBs,
Y
+,1,n+1
t ≥ (Y
+,2,n
t − ℓ1(t)) ∨ (Y
−,1,n+1
t − a1(t)),
Y
+,2,n+1
t ≥ (Y
+,1,n − ℓ2(t)) ∨ (Y
−,2,n+1
t − a2(t)),∫ T
0 [Y
+,1,n+1
t − (Y
+,2,n
t − ℓ1(t)) ∧ (Y
−,1,n+1
t − a1(t))]dK
+,1,n+1
t = 0,∫ T
0 [Y
+,2,n+1
t − (Y
+,1,n
t − ℓ2(t)) ∧ (Y
−,2,n+1
t − a2(t))]dK
+,2,n+1
t = 0.
(5.8)
The processes (Y +,i,0, Z+,i,0) being solution of the standard BSDE (5.1) and
(Y −,i,1, Z−,i,1,K−,i,1) being a solution of a reflected BSDE (5.7), in view of
Assumptions (A1)-(A3), these solutions exist and are unique. It is easily
shown by induction that for any n ≥ 1, the triples (Y +,i,n, Z+,i,n,K+,i,n)
and (Y −,i,n, Z−,i,n,K−,i,n) are well defined and belong to the space S2c ×
Md,2 × K2c . Moreover, by the Comparison Theorem (see Lemma 3.2), we
have lP − a.s. , for all 0 ≤ t ≤ T , Y +,i,0t ≤ Y
+,i,1
t , since the process K
+,i,1
is increasing and then K+,i,1T −K
+,i,1
t ≥ 0 for all t ≤ T . Moreover, by (5.6)
and the Comparison Theorem, we have
lP− a.s. for all 0 ≤ t ≤ T, Y˙t ≤ Y
−,i,1
t , i = 1, 2.
But, this implies the obvious inequalities
(Y˙t + ℓ1(t)) ∧ (Y
+,1,0
t + b1(t)) ≤ (Y
−,2,1
t + ℓ1(t)) ∧ (Y
+,1,1
t + b1(t))
and
(Y˙t + ℓ2(t)) ∧ (Y
+,2,0
t + b2(t)) ≤ (Y
−,1,1
t + ℓ2(t)) ∧ (Y
+,2,1
t + b2(t)),
lP− a.s. , which, in view of the Comparison Theorem, yield that
lP− a.s. for all 0 ≤ t ≤ T, Y −,i,1t ≤ Y
−,i,2
t , i = 1, 2.
Finally, a repeated use of the Comparison Theorem and an induction argu-
ment lead to the relation:
for all n ≥ 0, lP− a.s. for all t ≤ T,
Y
+,i,n
t ≤ Y
+,i,n+1
t and Y
−,i,n+1
t ≤ Y
−,i,n+2
t .
16
Step 2. Estimates
In this section we will establish the following uniform (in n) estimate.
Lemma 5.1. There exists a positive constant C such that, for all n ≥ 1,
maxi=1,2 lE
(
sup0≤t≤T |Y
i,n
t |
2 +
∫ T
0 |Z
i,n
s |2ds + (K
i,n
T )
2
)
≤ C. (5.9)
Proof. Consider the following standard BSDE:{
Y¯ ∈ S2c and Z¯ ∈ M
d,2,
Y¯t =
∑2
i=1 |ξ
−
i |+
∫ T
t
∑2
i=1 |ψ
−
i (s, Y¯s, Z¯s)|ds −
∫ T
t Z¯sdBs, t ≤ T.
(5.10)
The solution of this equation exists and the following estimate holds (see
[13]).
lE
(
sup
0≤t≤T
|Y¯t|
2 +
∫ T
0
|Z¯s|
2ds
)
≤ ClE
(∫ T
0
2∑
i=1
|ψ−i (s, 0, 0)|
2ds+
2∑
i=1
|ξ−i |
2
)
,
(5.11)
where, the constant C depending only on the time horizon T and on the
Lipschitz constant of ψ−i .
Furthermore, since, for i = 1, 2, the process K−,i,n is non-decreasing, then,
using the Comparison Theorem, we obtain
P− a.s., for all 0 ≤ t ≤ T, and all n, Y −,i,nt ≤ Y¯t, i = 1, 2. (5.12)
Finally, let (Y˜ , Z˜, K˜) be the solution of the following reflected BSDE defined,
for any t ≤ T , as follows
(Y˜ i, Z˜i, K˜i) ∈ S2c ×M
d,2 ×K2c , i = 1, 2,
Y˜ it =
∣∣ξ+i ∣∣+∑2i=1 ∣∣ξ−i ∣∣+ |ai(T )|
+
∫ T
t ψ
+
i (s, Y˜
i
s , Z˜
i
s)ds+ (K˜
i
T − K˜
i
t)−
∫ T
t Z˜
i
sdBs,
Y˜ it ≥ Y¯t − ai(t),∫ T
0 (Y˜
i
s − (Y¯s − ai(s))dK˜
i
s = 0,
(5.13)
for which, in view of (3.3) and (5.11), there exists a constant C depending
only on the time horizon T and on the Lipschitz constant of (ψ+i , ψ
−
i ), i =
1, 2, such that
lE
(
sup0≤t≤T |Y˜
i
t |
2 +
∫ T
0 |Z˜
i
s|
2ds+ |K˜iT |
2
)
≤ CM, (5.14)
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where,
M := lE
2∑
i=1
(
|ξ±i |
2 +
∫ T
0
|ψ±i (s, 0, 0)|
2ds+ sup
0≤t≤T
|ai(t)|
2
)
.
Again, since, for each 0 ≤ t ≤ T and i = 1, 2, ℓi(t) > 0, Y˜
i
t ≥ Y
+,i,0
t (by the
Comparison Theorem) and obviously, Y˜ it ≥ (Y˜
i
t − ℓi(t)) ∨ (Y¯t − ai(t)), using
the Comparison Theorem and relying on (5.12) we have
P− a.s., for all 0 ≤ t ≤ T, for all n, Y +,i,nt ≤ Y˜
i
t , i = 1, 2. (5.15)
In particular, by (5.12) and (5.15), and using (5.11) and (5.14) and the fact
that, for n ≥ 1, Y +,i,0t ≤ Y
+,i,n
t and Y
−,i,1
t ≤ Y
−,i,n
t a.s., it follows that the
process Y i,n := (Y +,i,n, Y −,i,n) satisfies
M̂ := max
i=1,2
lE
[
sup
n≥0
sup
0≤t≤T
|Y i,nt |
2
]
<∞, i = 1, 2. (5.16)
Therefore, in view of (3.3) and (5.16), it holds that, for all n ≥ 0,
maxi=1,2 lE
(
sup0≤t≤T |Y
i,n
t |
2 +
∫ T
0 |Z
i,n
s |2ds+ (K
i,n
T )
2
)
≤ C(M + M̂).
(5.17)
which is Estimate (5.9).
Let Y +,i and Y −,i, i = 1, 2, be two optional processes obtained as lP-a.s.
increasing limits of Y +,i,n and Y −,i,n:
Y
+,i
t = limn→∞
Y
+,i,n
t and Y
−,i
t = limn→∞
Y
−,i,n
t , 0 ≤ t ≤ T.
In the next steps we will show that Y +,i, Y −,i, i = 1, 2 are in fact continuous
and solve the system (4.1). Thanks to Assumption (A4), we shall derive the
continuity of Y −,i, by proving that the associated increasing process K−,i is
continuous. This will be done by showing that the measure associated with
the continuous increasing process K−,i,n is absolutely continuous w.r.t. dt,
with a square integrable density. This is done in the next section.
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Step 3. Absolute continuity of the increasing processes dK−,i,n
We have the following
Lemma 5.2. There exists a positive constant C such that, for all n ≥ 1,
lE
∫ T
0
(
dK
−,i,n
t
dt
)2
dt
 ≤ C, i = 1, 2, (5.18)
Proof. We first establish absolute continuity of dK−,i,1t w.r.t dt, for each
i = 1, 2. This together with an induction argument will then yield absolute
continuity of dK−,i,nt w.r.t. dt, for every n ≥ 1.
Let
Oit := L
i
t ∧ (Y˙t + ℓi(t)) = L
i
t − (L
i
t − Y˙t − ℓi(t))
+, i = 1, 2.
In view of (A4) and the Itô-Tanaka formula, we get
Oit = O
i
0 +
∫ t
0
fi(s)ds+
∫ t
0
gi(s)dBs −
1
2
Lit, (5.19)
where, Li is the local time at zero of the continuous semimartingale Li −
Y˙ − ℓi,
fi(t) := −ψi(t, L
i
t, Z
i
t) + 1{Lit>Y˙t+ℓi(t)}
(
ψi(t, L
i
t, Z
i
t)− α(t, Y˙t, Z˙t) + U¯i(t)
)
and
gi(t) := Z
i
t − 1{Lit>Y˙t+ℓi(t)}
(
Zit − Z˙t − V¯i(t)
)
,
where, in view (A1)-(A4) and (5.9), there exists a constant C > 0 such that
lE
[∫ T
0
(
|ψ−i (t, Y
−,i,1
t , Z
−,i,1
t )|
2 + |fi(t)|
2 + |gi(t)|
2
)
dt
]
≤ C, i = 1, 2.
(5.20)
Following the proof of Proposition 4.2 in ([13]), we obtain
0 ≤ dK−,i,1t ≤
(
|ψ−i (t, Y
−,i,1, Z−,i,1)|+ |fi(t)|
)
dt, i = 1, 2, (5.21)
which together with (5.20) yield that there exists a constant C > 0 such that
lE
∫ T
0
(
dK
−,i,1
t
dt
)2
dt
 ≤ C, i = 1, 2. (5.22)
19
By induction, assuming K−,i,nt satisfies the estimate (5.22), we will show that
K
−,i,n+1
t satisfies a similar estimate. We will only consider the case i = 1,
as the other case follows in a similar fashion.
Consider the obstacle process
Ont :=(Y
−,2,n
t + ℓ1(t)) ∧ (Y
+,1,n
t + b1(t))
=Y +,1,nt + b1(t)− (Y
+,1,n
t + b1(t)− Y
−,2,n
t − ℓ1(t))
+.
By (A4) and the Itô-Tanaka formula, we get
Ont = O
n
0 +
∫ t
0
fn(s)ds +
∫ t
0
gn(s)dBs
−
1
2
dLnt − 1{{Y +,1,nt +b1(t)≤Y
−,2,n
t +ℓ1(t)}}
dK
+,1,n
t ,
where, Ln is the local time at zero of the continuous semimartingale Y +,1,n+
b1 − Y
−,2,n − ℓ1,
fn(t) :=U1(t)− ψ
+
1 (t, Y
+,1,n
t , Z
+,1,n
t )
− 1{Y +,1,n(t)+b1(t)>Y −,2,n(t)+ℓ1(t)}
(
U1(t)− ψ
+
1 (t, Y
+,1,n
t , Z
+,1,n
t )
+ ψ−2 (Y
−,2,n
t , Z
−,2,n
t )− U¯1(t)−
dK
−,2,n
t
dt
)
,
and
gn(t) :=Z
+,1,n
t + V1(t)
− 1{Y +,1,n(t)+b1(t)>Y −,2,n(t)+ℓ1(t)}
(
Z
+,1,n
t + V1(t)− Z
−,2,n
t − V¯1(t)
)
,
where, in view (A1)-(A4), (5.9) and that K−,i,nt satisfies (5.22), there
exists a constant C > 0 independent of n such that
lE
[∫ T
0
(
|ψ−i (t, Y
−,1,n+1, Z−,1,n+1)|2 + |fn(t)|
2 + |gn(t)|
2
)
dt
]
≤ C. (5.23)
Again, following the proof of Proposition 4.2 in ([13]), we obtain
0 ≤ dK−,1,n+1t ≤
(
|ψ−i (t, Y
−,1,n+1, Z−,1,n+1)|+ |fn(t)|
)
dt, (5.24)
20
which together with (5.23) yield that there exists a constant C > 0 such that
lE
∫ T
0
(
dK
−,1,n+1
t
dt
)2
dt
 ≤ C.
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