I. INTRODUCTION
R ECENTLY, many research institutes and vehicle manufacturers have focused on the commercialization of autonomous driving systems. Safety and reliability are fundamental for self-driving cars on roads. Most car crashes are caused by human mistakes, and many of these occur during lane changes [1] , [2] . Furthermore, fewer than 50% of drivers use turn signals when they change lanes [3] . In order to guarantee the safety of driving, it is important for self-driving cars to estimate the driving behavior of surrounding vehicles and predict their intension of lane change before they cross lane lines. Fig. 1 illustrates the scenarios in highway driving. The selfdriving car is noted as the host vehicle in blue (Veh-h), the target vehicle is in red (Veh-t), the proceeding vehicle (Veh-p) is in front of the host vehicle, Veh-ft and Veh-rt represent the front and rear vehicles in the target lane. Assume that the red vehicle is following the leading vehicle and intends to merge. In this case, if the host vehicle cannot estimate the merge intention of the red vehicle, a sudden change of accelerations may occur, which leads to an uncomfortable or even dangerous situation. Human drivers predict the behavior of surrounding vehicles (merging into their lane or not) based on their observations and driving experiences. A self-driving car uses a computational model to mimic human beings and estimate the states of its own and surrounding vehicles. The cut-in intention of the target vehicle should be estimated to ensure a safe and comfort car-following for the host vehicle. The contextual information of the four surrounding vehicles is used to model the driving behavior of the target vehicle. In this paper, we need to recognize/classify the observations (vehicle positions, lateral accelerations, etc.) into lane change or lane keeping. It is a standard multivariate-time-series classification based on the observations, i.e., to assign a label to a complete sequence of lane change or lane keeping. This work aims at an even more challenging task of predicting such a label (i.e., intention) in advance for the intervention of control.
Although the Adaptive Cruise Control (ACC) systems have been in market since 1995 [4] , their performance in terms of smoothness is frequently interrupted by cut-in vehicles from adjacent lanes. More attention should be paid to the intention of other vehicles for a more reliable ACC. In this paper, an intention-based car-following control method is proposed by integrating the cut-in intention of surrounding vehicles. The framework of the proposed method is shown in Fig. 2 . First, a scenario extraction method is used to obtain two classes of driving sequences: lane change and lane keeping. Then, the continuous Hidden Markov Models (HMMs) integrated with the Gaussian Mixture Models (GMMs) are used to model the behavior of lane change and lane keeping, respectively. A likelihood function is employed to estimate the behavior in an online manner. Finally, a framework of model predictive control is proposed to consider the predicted cut-in intention.
The major contributions of this paper are as follows:
r To the best of our knowledge, this is the first work to fuse traffic contextual information into the driving behavior estimation of target vehicles by using continuous HMMs.
r A threshold-based method is used to estimate driving behavior of a target vehicle in a streaming fashion, which is able to predict the behavior of lane change before the target vehicle crosses the lane line.
r A novel car-following control method integrating the cutin intention estimation is proposed and achieves superior performance in terms of comfort and safety. The remainder of this paper is organized as follows. Related work is introduced in Section II. The proposed method is detailed in Section III. The experiments are carried out in Section IV. Conclusions and future work are presented in Section V.
II. RELATED WORK
The related work is divided into two parts: one is on the estimation and prediction of driving behavior by using various kinds of information, the other is on car-following control including mathematical models, control methods and ACC systems.
A. Driving Behavior Classification
Many researches focused on the classification and prediction of driving behavior. In [5] , the behavior of following and passing a vehicle was modeled and recognized using HMMs and Gaussian mixture model. In [6] , a maneuver-based method was proposed to estimate the driving state of a driver and to predict the future trajectory considering the information of its leading vehicle. In car-following scenarios, it is important to monitor the situation in the adjacent lanes to deal with the behavior of lane change.
The behavior estimation or intention recognition of Lane change can be classified into two categories based on its input signals. The first one uses internal information of a target vehicle such as throttle pedal pressure, brake pedal pressure and steering wheel angles to identify driving behavior. It is mainly used in advanced driver assistance systems. In [7] , an accuracy of 93.3% over the 47 recorded lane-change scenarios was achieved based on the data of vehicle accelerations, brakings and steerings. In [8] , lateral accelerations, steering wheel angles and steering angles were used to classify the maneuvers of lane keeping and lane change by continuous HMMs and the average recognition rate of lane change was over 90%. In [9] , lane change maneuvers were recognized by using the features extracted from vehicle states and driver operation signals. The dataset was recorded from different drivers under varying driving conditions and the recognition rate was 88.2%. In [10] , some additional features like eye movements and head dynamics were added to the behavior recognition for improved accuracy. In [11] , the signals of heart electrocardiogram, galvanic skin responses and respiration were utilized to train a multi-layer neural-network model. The prediction of lane change was achieved about 2 seconds before the target vehicle actually crossed lane lines.
The other category uses external information of a target vehicle, for example, vehicle speeds, lateral offsets, distances, etc. It is possible for self-driving cars to estimate the behavior of surrounding vehicles because all parameters are measurable by sensors on board. In [12] , lateral positions and relative heading angles were used as features to train a support vector machine (SVM) and a Bayesian filter was used to obtain the probability of driving behaviors. However, the effect of surrounding vehicles on the behavior of the target vehicle should not be ignored. More and more researchers have considered the surrounding traffics when studying driving behaviors. In [13] , the lane change intention was estimated based on the driver's head motions, internal signals and the information of the surrounding vehicles. The classifier was able to provide the intention of the driver more accurately.
The dataset of Next Generation SIMulation (NGSIM) have been adopted to explore the characteristics of the vigilant lanechange process. In [14] , a fuzzy inference system was used to make a decision of lane change based on distances and relative speeds. In [15] , a neural-network based learning method was applied to model the behavior of lane change. The SVM-based classification as a classical machine learning method can deal with high-dimensional input features. In [16] and [17] , SVMs were used to classify different situations of lane-change behavior, and different input features of surrounding vehicles were used to train the SVMs. In addition, a probabilistic classification method based on a Bayesian network was applied in [18] and [19] . The time-to-collision between a target vehicle and surrounding vehicles was used as an input feature to obtain the probability of lane-change behavior. An exponential probability model of lane-change was proposed in [20] by using NGSIM data. Various factors were claimed to affect the decision of lane change, including the relative speeds between the target and original lanes and the distances between the target vehicle and the surrounding ones.
B. Car-Following Control
The first work on car-following can be dated back to the 1950s. In [21] , a linear follow-the-leader model was proposed to calculate the desired acceleration by using the relative speeds between the following and the leading vehicles. Another widely-used linear model, knows as the Helly model, was proposed in [22] . Alternatively, a non-linear Gazis-HermanRothery model introduced the power operators of ranges and speeds [23] . An intelligent driver model was introduced in [24] to simulate freeway and urban traffics. In our recent work [25] , a human-like car-following controller was designed to mimic human driving behavior. These works are essentially feed-forward models that are more suitable for simulating car-following behavior than real-time control.
The ACC system as an upgration of cruise control improves the convenience and safety of driving. Many control methods have been applied to the ACC systems, e.g., proportionalintegral (PI) control [26] , fuzzy control [27] , and model predictive control (MPC) [28] , [29] . The MPC method can be used to deal with multiple objective optimizations of driving safety, fuel efficiency and ride comfort. In [30] , a scenario MPC method was proposed that enabled predictive and anticipatory driving in multi-lane and multi-vehicle scenarios. By using a stochastic modeling approach, the lane-change probability of surrounding traffic participants was determined and integrated into the optimization. Simulations illustrated the much smoother control of speeds and accelerations than PI control. In [31] , a car-following gap model generated from the data of highway naturalistic driving, and the cut-in probability was incorporated into the algorithm of MPC control. Simulated scenarios demonstrated the smoothness of vehicle driving. Although these methods have considered the behavior of vehicles in adjacent lanes, the methods of intention estimation were only tested by simulated data rather than real traffic data. In this work, the models of driving behavior are learned from the real data, and all the testings are conducted in real driving scenarios.
In summary, the smooth and reliable performance of ACC systems tends to be interrupted by cut-in vehicles from adjacent lanes. A model of behavior estimation is crucial for improving the performance of ACC systems. This paper focuses on predicting the cut-in intention at "any time" (i.e., an online fashion) from the external information of surrounding vehicles. The inferred cut-in probability is integrated into the framework of MPC control to efficiently deal with the sudden behavior change of target vehicles.
III. PROPOSED METHOD
In the NGSIM dataset, separated scenarios for each vehicle are extracted where surrounding vehicles remain the same. Two types of behavior models, i.e., lane keeping and lane change, are learned using GMM-HMMs. In the testing phase, the likelihood of sequences is computed using a forward algorithm and is compared with a threshold for the final recognition. The probability of lane-change is calculated and integrated into the MPC framework to control the car-following behavior of the host vehicle.
A. Scenario Definition and Extraction
In the folowing, the NGSIM dataset is described in detail and the scenarios used in this paper are defined.
1) Data Description: This paper uses the public datasets of individual vehicle trajectories from NGSIM [32] , a program funded by the U.S. Federal Highway Administration. These trajectory data are thus far unique in the history of traffic research and provide a valuable basis for the research of driving behavior on structured roads. All the experiments are performed on the datasets of I-80 and US-101. The road structures of both scenarios are shown in Fig. 3 . The labeled scenario data are open-sourced. r The segmented scenarios last at least two seconds to ensure complete lane-change or lane-keeping behavior. The summary of the segmented sequences in both datasets is shown in Table I . The average duration of each scenario segmentation is about 6 to 8 seconds. The highly imbalanced data, i.e., much higher proportion of lane keeping than lane change, pose another significant challenge to behavior recognition. However, the proportion of data is consistent with daily driving. According to [14] and [15] , the features listed in Table II are deemed relevant and are extracted.
B. Behavior Model
HMMs have been widely used to model driving behavior due to their powerful ability of describing dynamic processes and [5] , [33] . GMMs are used to model the probabilities of the continuous observations such as speeds.
1) GMM:
The variables in Table II can be classified into three categories as follows:
Note that ξ t is used to model the behaviors in this paper, and
T is used to build the model which only considers the information of target vehicles. In this paper, we assume that the distribution of the observation ξ is a weighted sum of multivariate Gaussian distribution functions:
where
are the parameters of the GMMs, N (ξ t ; μ k , Σ k ) is the multivariate Gaussian distribution with the mean center μ k ∈ R 11×1 and covariance matrix Σ k ∈ R 11×11 , and K is the number of GMM components which can be determined using the Bayesian information criterion (BIC) [34] . As ω k ∈ (0, 1] is the weight of the kth Gaussian component, we have
Given a data sequence ξ 1:n , the maximum-likelihood estimation method is used to find a θ that maximizes the likelihood of the GMM function:
The expectation-maximization algorithm is utilized in this paper to search for the optimal parameter
The estimation of θ at Step j is denoted byθ j . The iteration fromθ j toθ j +1 is achieved by the following E-step and Mstep [35] .
r E-step: For each iteration, the posterior probability for each component k is calculated by using the previous estimationθ j :
r M-step: The model parameters are then updated bŷ
In the end of each iteration, the log-likelihood
The iteration will continue until the likelihood difference between two consecutive estimated models is less than a threshold, which is set to 10 −10 in this paper. r π = {π i } is the initial state distribution where π i represents the probability of the state s i being the initial state. Readers can referred to [36] for a more detailed formulation and applications of HMM. HMM is a dual stochastic model: one is a Markov model for stochastic state transition, the other is the stochastic observation in each state. Three hidden states are chosen to represent the underlying dynamic processes of the lane-change and lane-keeping behavior. The continuous observation model B is defined by
The Baum-Welch algorithm [37] is used to estimate λ of the two HMMs. It is an approximate iterative optimization technique for maximizing the likelihood of the observations. A random set of initial parameters are chosen and improved by gradient updating.
3) Behavior Recognition: In the testing phase, a binary recognition, i.e., lane change or lane keeping, is achieved in a receding horizon manner. Assume that the sequence ξ 1:n is a complete period of lane change/keeping, where n is the length of the sequence. The shortest sequence with a size s implies the least information to distinguish two kinds of behavior. A prediction can be achieved if s < n. The streaming data ξ 1:t where t ≥ s is fed as the real-time input to λ lk and λ lc separately for likelihood computation. λ lk and λ lc respectively represent the HMM of lane keeping and lane change. P (ξ 1:t |λ i ) is obtained by a forward algorithm [36] :
As there is no prior acknowledge of the driving behavior of a specific driver, we assume the prior probabilities of each model are identical. After the calculation of P (ξ 1:t |λ lk ) and P (ξ 1:t |λ lc ), we are able to set a threshold to estimate the current behavior of the target vehicle:
where R indicates whether the classification is more likely to be lane change or keeping.
C. Model Predictive Control
Once the behavior model is built, a probability of lane change is calculated and integrated into the framework of model predictive control.
1) Intention Estimation:
The probability of the lane change intention is calculated as follows:
where R T is the threshold of the classification, R m is the maximum ratio obtained from the training data and ω c is a span parameter indicating the range of the ratio. The likelihood is thus normalized as a probability ranging from 0 to 1. The function "tanh" is selected because the values of random variable
in the training dataset follows such a distribution with the smallest fitting error.
2) Prediction Model: In this paper, the longitudinal motion of the vehicle is expressed by
where x, v, a are respectively the positions, speeds and accelerations of the host vehicle, and Δt is the sampling time. Then the following variables are defined:
r Distances: Δx = x f − x h where x f is the longitudinal position of the virtual leading vehicle, and x f = P c x t + (1 − P c )x p . Note that, if the probability P c is 1, then the host vehicle will assume the target vehicle to be the leading vehicle.
r Relative speeds: Δv = v f − v h where v f is the longitudinal speed of the virtual leading vehicle, and
r Accelerations: a h = j h Δt where j h is the jerk of the host vehicle. Due to the uncertainty of the vehicle motions, we assume that the accelerations of the surrounding vehicles remain the same in the prediction step as in [31] . Such an assumption is reasonable because the prediction window of the MPC is continuously receding to the next time point when the real status of the leading vehicles is updated.
3) Receding Horizon Optimization: The cost function of the MPC is designed to meet the following objectives:
r Tracking errors: The objective of car-following control is to follow the speed of the leading vehicle while keeping a safe distance. The distance is defined as a constant time headway policy [30] :
where d 0 denotes the desired distance at stand still, τ h1 , τ h2 are constant time headway parameters.
r Comfort and smoothness: The host vehicle should realize a comfortable and economic driving style by minimizing its accelerations and jerks.
where ω d , ω v , ω a and ω u are the weight values of the cost function. Considering the nonholonomic constraints of the vehicle and the car-following scenario, the following constraints should also be considered in the MPC design:
r The speed of the host vehicle is bounded by The optimization problem can now be write as:
where N p is the prediction step. The optimization problem is subject to the above constraints. Note that the optimal solution is a vector of control values with the length N p . The MPC method only takes the first value and then moves to the next time point and re-starts the optimization.
IV. EXPERIMENTAL RESULTS
The effectiveness of the proposed method is demonstrated by a 5-folder cross validation experiment. In order to balance the data proportion of lane change and keeping, an equal number of data, i.e., 538 sequences, are randomly chosen. First, the BICs are calculated to determine the number of GMM components, where n t is the length of training data andL is the maximum log-likelihood. When fitting GMMs, it is possible to increase the likelihood by increasing K, which may result in over-fitting. Moreover, the log-likelihood may have a large negative value and the two parts in this equation may not be of the same order of magnitude. A normalization step is set to make a trade-off between number of parameters and log-likelihood:
In this step, all the sequences in each dataset are used to calculate the BICs with K varying from 1 to 20. There is usually a reasonable range for the elbow-like parameter selection [38] . The final parameter K is chosen based on the minimal normalized BIC. Then K = 3 is selected for both lane change and lane keeping in the I-80 dataset; K = 4 is selected for lane change and K = 3 for lane keeping in the US-101 dataset.
A. Classification Evaluation
In order to highlight the effects of surrounding vehicles, the model only considering the information of target vehicles is also studied in the following experiments, which is designated "tgt" for only considering target vehicle. The proposed method is designated "srd" for considering surrounding vehicles.
A receiver-operating-characteristic curve is a standard analysis tool to score the performance of a binary classifier system with a varying threshold, i.e., R T in this paper. The area under the curve (AUC) is equal to the probability that a classifier will rank a randomly chosen positive instance higher than a negative one (assuming positives rank higher than negatives) [39] . In this paper, the AUC means the classification performance of the behavior estimation. The accuracy of behavior estimation is higher when AUC (ranging from 0 to 1) is larger. As shown in Table III , the AUCs of the "srd" method are higher than the "tgt" method, i.e., the classification results considering surrounding vehicles are more accurate than the results only considering the information of target vehicles.
Besides the AUC evaluation, the following quantitative metrics are also introduced for a comprehensive evaluation: Table IV ). The evaluation results show that the proposed method considering the information of surrounding vehicles achieves better performance than the method only considering the target vehicle. 
B. Lane Change Prediction
A further challenge is to predict lane change before the target vehicle crosses lane lines. In this paper, the prediction time is defined as
where t e represents the ending time of a scenario and t p is the first instant when a label of lane change is reached. In the testing dataset, t e is the time when the target vehicle crosses the lane lines and t p is the time when the behavior of lane change is estimated. When the ratio R changes across the threshold, the final driving behavior is estimated as lane change. In addition, if the final output behavior remains lane change until the end of the scenario, the prediction time is obtained as the period between t p and t e . Table V compares the average prediction time between "srd" and "tgt", which demonstrates that the proposed method is able to predict the intention of target vehicles earlier. Moreover, a comparison of lane change prediction using SVM [12] is conducted. The results of the proposed method using GMM-HMM are better because the driving behavior is a time series and previous states are related to current and future states. SVM is a classifier that can only input constant dimensions of variables and is thus unable to model the effects of time series effects. The comparison results are shown in Figs. 4 and 5 . The proposed method has an approximately 80% true positive rate of predicting the behavior of lane change 0.5 s in advance and retains a 60% true positive rate up to 4 s before the lane change occurs. Furthermore, the proposed method also has the lowest false positive rate while the SVM method produces over 20% false positive rate.
A detailed example in Fig. 6 shows that the driving behavior cannot be correctly estimated by only considering the information of the target vehicle. In Fig. 6(d) , lane keeping is 0 and lane change is 1. In the first second of this scenario, the target vehicle is shifting to the right, but it is not lane-change behavior because there is a vehicle in the lane to its right. If only the information of the target vehicle is considered, the algorithm may estimate that the target vehicle is changing lanes even though the target vehicle cannot do so. Therefore, accurate behavior estimation requires considering the traffic situation around the target vehicle. Moreover, due to the lack of modeling of the time-series sequences, the SVM is not stable and cannot make any estimation or prediction without filtering.
C. Car-Following Testing Results
The scenarios containing the host and target vehicles in the NGSIM dataset are extracted for the car-following control test. The information of the surrounding vehicles are used as the observation of the host vehicle. The parameters of the MPC are listed in Table VI . As shown in Table VII , five metrics are selected to evaluate the proposed method and three methods are compared to demonstrate the influences of the cut-in situations. The proposed method is denoted by "srd-MPC," which means the intention of the target vehicle is estimated by considering the information of all the surrounding vehicles. The method "tgt-MPC" represents the MPC controller with the intention estimated only using the information of the target vehicle. The method "Only-MPC" is the pure MPC method without considering the cut-in intentions of target vehicles. The speeds, accelerations and jerks listed in Table VII are the average value in each test. The hazard index is defined as
which represents the degree of a rear end collision [40] . The values of h 1 and h 2 are fitted by the highway naturalistic driving data in [31] . The collision rate (CR) represents the collision numbers in the simulation of the host vehicle. The results show that the average speed of the proposed method is close to the traditional MPC. With the intention estimation of the target vehicle, the effect of a sudden change of the leading vehicle is smoothed. Meanwhile, the hazard index and the collision rate of the proposed method is much lower than the other methods. Note that the trajectories of cut-in vehicles are used as real stochastic inputs, though fixed in the dataset, to experimentally demonstrate the collision avoidance control of the proposed method. The on-line interaction between host vehicles and cutin vehicles are omitted as a fundamental assumptions.
Two detailed examples from the testing data are illustrated to explain the advantage of the proposed method in Figs. 7 and 8 , where the real data is from human drivers in the dataset. The first example is a cut-in scenario in the I-80 dataset as shown in Fig. 7 . In this scenario, the cut-in behavior happens when the target vehicle is slow and wants to give way to a faster following vehicle. As shown in Fig. 7(d) , the lane change intention of the target vehicle is detected at 1.8 s by the proposed method, and the target vehicle crosses the lane lines at 7.3 s, where the sudden change of relative distance is shown in Fig. 7(b) . Such an intention is detected at 6.6 s using the target vehicle information only. By using the proposed method, the host vehicle is able to take an earlier intervention control of slowing down before the cut-in, therefore obtains smooth accelerations and avoids a hard brake.
Another example from the US-101 dataset is shown in Fig. 8 . The target vehicle in this scenarios is trying to merge into the lane of the host vehicle to speed up. The proposed method estimates the cut-in behavior at 1.1 s, while the target vehicle crosses the lane lines at 8.2 s. Similarly to the last scenarios, an earlier and smoother control can be seen in the acceleration subplot. Without the intention estimation, the host vehicle controlled by the pure MPC fails to avoid the collision due to the sudden cut-in.
V. CONCLUSION
This paper develops a car-following control method with the estimation of the lane-change behavior of other traffic participants. Multivariate time series data from the target vehicle and its surrounding vehicles are used to build two continuous HMMs representing the behavior of lane change and land keeping. A threshold-based classification method is used to estimate the target vehicle's behavior. In the meantime, a cut-in probability is calculated based on the behavior estimation and the MPC method is then applied to optimize the car-following behavior of the host vehicle. The behavior model of the target vehicle is able to achieve over 85% of the true positive rate and the lane change behavior is predicted about 4 seconds before the target vehicle crosses the lane lines. The proposed intention-based MPC achieves superior performance of safety and ride comfort.
In future, we will investigate the strategies based on intention prediction in more complicated scenarios like at intersections. The interpretation of the complicated model is also a research line. The insightful model like timed automaton would act as a promising alternative solution.
