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Machining workstation. Figure 1 illustrates how the RCS-3 system architecture can be applied to a specific machining workstation consisting of a part buffer, a machine tool, and a robot. RCS-3 produces a layered graph of processing nodes, each containing a sensory processing (SP), world modeling (WM), and task-decomposition (TD) module. These modules are richly interconnected by a communications system. At the lowest level, communications are typically implemented through common memory or message-passing between processes on a single computer board. At middle levels, communications are typically implemented between multiple processors on a backplane bus. At high levels, communications can be implemented through bus gateways and local area networks. (The global memory, or knowledge database, and operator interface3 do not appear in Figure 1 .) Figure 1 illustrates how RCS-3 can integrate discrete sensors like microswitches with such complex sensors as cameras and resolvers. Discrete-commands can be issued to valves and fixtures, while continuous signals are provided to servoed actuators. Note that in some branches of the control tree, nodes at some levels may be absent. For example, in the case of the part buffer, discrete commands at the equipment task
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May 1992 level can be directly executed by the servo level (the seven levels are discussed later). In the case of the part fixture, discrete commands issued from the robot elemental-move (e-move) level can be executed by the servo level. In these cases, the missing modules can be thought of as degenerate computing nodes that produce unity-gain passthrough of inputs to outputs.
The branching of the control tree (for example, between the camera and manipulator subsystems of the robot) depends on the particular algorithm chosen for decomposing a particular task. Branching specifications reside along with other task knowledge in the task frames that belong to the tasks concurrently executing in each T D module. The specifications for sharing information between WM modules within a level are also task-dependent and can be specified in the task frames. In Figure 1 , the horizontal curved lines represent the sharingof state information between subtrees. This process synchronizes interacting concurrent tasks.
Functionality of RCS levels.
The functionality of each level in the control hierarchy can be derived from the characteristic timing of that level, or vice versa. For example, in a manufacturing environment, the following hierarchical levels are becoming fairly standard. (Levels 7 and 6 are above those shown in Figure 1 .) Level 7: Shop. This level schedules and controls the activities of one or more manufacturing cells for about 24 hours. (The specific timing numbers given in this example are representative only and may vary from one application to another.) At the shop level, orders are sorted into batches, and commands are issued to the cell level to develop a production schedule for each batch. The world model symbolic database (accessed by the WM modules in Figure 1 ) contains names and attributes of orders and the inventory of tools and materials required to fill them. Maps describe the location of, and the routing between, manufacturing cells.
Level 6: Cell. This level schedules and controls the activities of several workstations for about a one-hour lookahead. Batches of parts and tools are scheduled into workstations, and commands are issued to workstations to perform machining, inspection, or material-handling operations on batches or trays of parts. The world model symbolic database contains names and attributes of batches of parts, and the tools and materials necessary to manufacture them. Maps describe the location of, and routing between, workstations. The cell-level output provides input to the workstation level. LevelS: Workstation, This level schedules tasks and controls the activities within each workstation for about a 5-minute planning horizon. A workstation can consist of a group of machines, such as one or more closely coupled machine tools, robots, inspection machines, materials transport devices, and part and tool buffers. To produce parts, plans are developed and commands are issued to equipment to operate on material, tools, and fixtures. The world model symbolic database contains names and attributes of parts, tools, and buffer trays in the workstation. Maps describe the location of parts, tools, and buffer trays.
Level 4: Equipment task. The equipment task level schedules tasks and controls the activities of machines within a workstation for about a 30-second planning horizon. (Longer tasks can be broken into several 30-second segments at the workstation level.) Level 4 decomposes each equipment task into elemental moves for the subsystems that make up each piece of equipment. Plans are developed that sequence elemental movements of tools and grippers, and commands are issued to move tools and grippers so as to approach, grasp, move, insert, cut, drill, mill, or measure parts. The world model symbolic database contains names and attributes of parts, such as their size and shape (dimensions and tolerances) and material characteristics (mass, color, hardness, etc. Level definition criteria. Levels in the RCS command hierarchy are defined by temporal and spatial decomposition of goals and tasks into levels of resolution, and by spatial and temporal integration of sensory data into levels of aggregation. Temporal resolution is manifested in terms of loop bandwidth, sampling rate, and state-change intervals. Temporal span is measured by the length of historical traces and planning horizons. Spatial resolution is manifested in the resolution of maps and the grouping of elements in subsystems. Spatial span is measured in map range and the span of control. At the servo and primitive levels, the command-output rate is perfectly regular. At the emove level and above, the commandoutput rates are typically irregular because they are event driven. Details of how RCS represents and uses task knowledge, states, entities, events, and maps have been published e l s e~h e r e .~ Applications. Systems based on the RCS architecture have been implemented for a variety of applications that include loading and unloading of parts and tools in machine tools, controlling machining workstations, and performing robotic deburring and chamfering. Other applications include the control of space station telerobots, multiple autonomous undersea vehicles, unmanned land vehicles, coal-mining automation systems, postal service mailhandling systems, and submarine operational automation systems.
An RCS design paradigm first analyzes tasks and goals, and then develops the control algorithms, data structures, and sensory information necessary to perform the tasks and accomplish the goals. Attempts are under way to formalize this methodology for engineering real-time intelligent control systems and analyzing their performance. Software developers accustomed to using RCS for building control systems have found that it provides a structured design approach that allows a great deal of software reuse, not only within a single system but also among systems designed for significantly different applications.
Critics of RCS have objected to its rigidity, saying that it forces a system to be built in a certain structure, even if it can be built more effectively in a different architecture. This, however, misses the point of a reference model architecture, which is a canonical form, not a system design specification. A canonical form does not force anything. It simply structures the problem so that designers can understand what they are attempting to do.
Reference models can be implemented in a variety of ways. For example, RCS could be implemented with neural networks (at least in principle). Many lower-level RCS features have been implemented by finite-state machines and motion controllers. Higher-level functions can be implemented by expert systems, Lisp machines, transputers, connection machines, or special-purpose processing engines. The RCS reference model integrates real-time motion planning and control with high-level task planning, problem solving, world modeling, recursive state estimation, tactile and visual image processing, and acoustic signature analysis. It integrates the neurosciences with machine intelligence and modern control.
The evolution of the RCS concept has been driven by an effort to include in a single reference model architecture the best properties and capabilities of most, if not all, the intelligent control systems currently known in the literature, from subsumption to Soar, from blackboards to object-oriented programming.
Do not assume that the regular form, recursive structure, and apparent simplicity of RCS reference model block diagrams indicate that all problems are solved and issues resolved. The opposite is true. The enormous scope and complexity of the many technologies contained within the RCS architecture should lead one to appreciate the difficulty of creatingintelligent systems. Not long ago, respected people were predicting that intelligent robots would duplicate human performance before the end of this century. A correct understanding of the RCS reference model should lead one to realize that creating intelligence may be more complex and scientifically challenging than controlling fusion or analyzing the genomeand possibly more rewarding as well. W James S. Albus is chief of the Robot Systems Division at the Center for Manufacturing Engineering, National Institute of Standards and Technology. He is responsible for robotics and automated manufacturing systems interface standards research at NIST. He previously worked at the NASA Goddard Space Flight Center, where he designed electro-optical systems for more than 15 spacecraft and served as program manager for the Artificial Intelligence Program.
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