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Let An, n ∈ N, be a sequence of k × kmatrices which converge to a
matrix A as n → ∞. It is shown that if xn, n ∈ N, is a sequence of
nonnegative nonzero vectors such that
xn+1 = Anxn, n ∈ N,
then ρ = limn→∞ n√‖xn‖ is an eigenvalue of the limiting matrix A
with a nonnegative eigenvector. This result implies the weak form
of the Perron–Frobenius theorem and for the class of nonnegative
solutions it improves the conclusion of a Perron type theorem for
difference equations.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and the main result
Let C and N denote the set of complex numbers and the set of nonnegative integers, respectively.
Given a positive integer k,Ck is the k-dimensional space of complex column vectors with any conve-
nient norm ‖ · ‖. Let Mk(C) be the space of k × k matrices with complex entries. By the norm of a
matrix A ∈ Mk(C), we mean its operator norm deﬁned by
‖A‖ = sup
0 /=x∈Ck
‖Ax‖
‖x‖ .

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A matrix A = (aij)ki,j=1 ∈ Mk(C) is called nonnegative if each aij, i, j = 1, . . . , k, is a nonnegative (real)
number. Similarly, a vector x = (x1, . . . , xk)T ∈ Ck is called nonnegative if xi  0, i = 1, . . . , k. Some-
times we will use the notation x  0 for nonnegative vectors x in Ck .
Perron andFrobeniusdiscovered some important properties of nonnegativematrices. The following
result is sometimes called as the weak form of the Perron–Frobenius theorem (see, e.g., [5, Chapter I,
Theorem 7.2]).
Theorem 1.1. Let A ∈ Mk(C) be a nonnegative matrix. Then its spectral radius
r(A) = max{ |λ||λ ∈ C is an eigenvalue of A }
is an eigenvalue of A with a nonnegative eigenvector.
Another important result due to Perron is related to the growth of the solutions of the difference
equation
xn+1 = Anxn, n ∈ N, (1.1)
where the coefﬁcients An ∈ Mk(C), n ∈ N, are asymptotically constant, that is,
lim
n→∞ An = A (1.2)
for some A ∈ Mk(C). Eq. (1.1) may be regarded as an iteration scheme. Solutions of (1.1) are generated
from their initial values x0 ∈ Ck . Perron showed that if the coefﬁcients An, n ∈ N, are invertible, then
Eq. (1.1) has k linearly independent solutions such that for each of them the quantity
ρ = lim sup
n→∞
n
√
‖xn‖ (1.3)
is equal to themodulus of someof the eigenvalues ofA (see [7, Satz 13] for details). Note thatρ describes
the growth of the solution. Its logarithm is the Liapunov exponent.
In [8] the author proved the following variant of Perron’s result (see [8, Theorem 1]).
Theorem 1.2. Suppose (1.2) holds. Let x = (xn)n∈N be a solution of (1.1). Then either
(i) xn = 0 for all large n, or
(ii) the limit
ρ(x) = lim
n→∞
n
√
‖xn‖ (1.4)
exists and is equal to the modulus of one of the eigenvalues of A.
In contrast with Perron’s result, Theorem 1.2 does not require the invertibility of the coefﬁcients
and shows that the limsup in (1.3) can be replaced with lim. For further related results, see, e.g., [2,
Chapter 8,3,6,9] and the references therein.
In this paper we are interested in those solutions of (1.1) which are nonnegative. A solution x =
(xn)n∈N of (1.1) is said to be nonnegative if xn  0 for all n ∈ N. Wewill show that if the solution in the
above Perron type theorem is nonnegative, then the following stronger conclusion holds.
Theorem 1.3. Suppose (1.2) holds. Let x = (xn)n∈N be a nonnegative solution of (1.1). Then either
(i) xn = 0 for all large n, or
(ii) the limit ρ(x) given by (1.4) is an eigenvalue of A with a nonnegative eigenvector.
The proof of Theorem 1.3 will be given in Section 3 after introducing some notations and prelimi-
naries in Section 2.
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Eq. (1.1) includes as a special case the equation with constant coefﬁcient
xn+1 = Axn, n ∈ N, (1.5)
when An = A for all n ∈ N. If A is a nonnegative matrix, then every nonnegative initial vector x0
generates a nonnegative solution of (1.5) given by xn = Anx0  0 for n ∈ N. (As usual,A0 = I, the k × k
identity matrix.) According to Theorem 1.3, the existence of a nonnegative nonvanishing solution of
(1.5) implies theexistenceofanonnegativeeigenvalue (givenby (1.4)) andacorrespondingnonnegative
eigenvector of A. It is therefore natural to expect that Theorem 1.1 can be deduced from Theorem 1.3.
Deduction of Theorem 1.1 from Theorem 1.3. First we prove the following simple lemma.
Lemma 1.4. Suppose that A ∈ Mk(C) is a nonnegative matrix. Let x = (xn)n∈N be the solution of (1.5)
with initial value
x0 = 1 = (1, 1, . . . , 1)T ∈ Ck. (1.6)
Then
xn = An1 0, n ∈ N, (1.7)
and
ρ(x) = lim
n→∞
n
√
‖xn‖ = r(A). (1.8)
Furthermore, if A is not nilpotent, then
xn /= 0 for all n ∈ N. (1.9)
Recall that A ∈ Mk(C) is nilpotent if As = 0 for some positive integer s.
Proof of Lemma 1.4. Since all norms onCk are equivalent, condition (1.8) is independent of the norm
used. Therefore, without loss of generality, we can restrict ourselves to the l∞-norm deﬁned by
‖x‖ = max
1 i k
|xi|, x = (x1, x2, . . . , xk)T ∈ Ck.
For any B = (bij)ki,j=1 ∈ Mk(C), we have
‖B1‖ = max
1 i k
∣∣∣∣∣∣
k∑
j=1
bij
∣∣∣∣∣∣
and the corresponding operator norm of B has the form
‖B‖ = max
1 i k
k∑
j=1
|bij|.
Consequently, if B is a nonnegative matrix, then
‖B1‖ = ‖B‖.
Since the nonnegativity of A implies that each power An, n ∈ N, is nonnegative, we ﬁnd that
‖xn‖ = ‖An1‖ = ‖An‖, n ∈ N. (1.10)
Conclusion (1.8) follows from (1.10) and the well-known spectral radius formula
r(A) = lim
n→∞
n
√
‖An‖. (1.11)
Finally, if A is not nilpotent, then An /= 0 for all n ∈ N. This, together with (1.10), yields
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‖xn‖ = ‖An‖ > 0, n ∈ N.
Thus, (1.9) holds. 
Using Lemma 1.4, we can easily deduce Theorem 1.1 from Theorem 1.3. Suppose that A is a nonneg-
ative matrix. Then two cases may occur depending on whether A is nilpotent or not.
Case 1. Suppose that A is nilpotent. There exists a positive integer s such that As = 0. Then An =
An−sAs = 0 for all n s. This, combined with the spectral radius formula (1.11), implies that r(A) = 0.
Since A01 = 1 /= 0 and As1 = 0, there exists p ∈ N, p < s, such that Ap1 /= 0 and Ap+11 = 0. If we
let u = Ap1, then 0 /= u 0 and Au = Ap+11 = 0. Thus, r(A) = 0 is an eigenvalue of A and u is a
corresponding nonnegative eigenvector.
Case 2. Suppose that A is not nilpotent. Let x = (xn)n∈N be the solution of (1.5) with initial value
(1.6). According to Lemma 1.4, this solution is nonnegative and relations (1.8) and (1.9) hold. By virtue
of (1.9), alternative (i) of Theorem 1.3 does not hold. Therefore alternative (ii) of Theorem 1.3 applies
and we conclude that ρ(x) = r(A) (see (1.8)) is an eigenvalue of Awith a nonnegative eigenvector.
Thus, Theorem 1.3 provides not only new information about the nonnegative solutions from the
Perron type theorem, but, moreover, it contains the weak form of the Perron–Frobenius theorem as a
special case.
2. Notations and preliminaries
In this section, we introduce the notations and recall some facts from the spectral theory of linear
operators (see, e.g., [5,10]) which will be used in our proofs.
Let A ∈ Mk(C). Recall that λ ∈ C is an eigenvalue of A if the equation
Ax = λx
has a solution x /= 0. The set of eigenvalues of A is denoted by σ(A) and is called the spectrum of A. The
same notions and notations will be used for arbitrary linear operators in a ﬁnite-dimensional complex
Banach space.
Let λ ∈ σ(A). The eigenspace corresponding to λ is the null-space
Nλ = ker(A − λI).
The eigenvectors corresponding to λ are the nonzero elements ofNλ. The generalized eigenspace corre-
sponding to λ is denoted byMλ and is deﬁned by
Mλ = ker ((A − λI)q) ,
where q = q(λ) is the index (ascent) of λ, the smallest positive integer for which
ker
(
(A − λI)q) = ker ((A − λI)q+1) .
It is known that the subspaceMλ is A-invariant, that is,
Ax ∈Mλ whenever x ∈Mλ.
Thus, A induces a linear operator AMλ :Mλ →Mλ deﬁned by AMλ(x) = Ax for x ∈Mλ. Operator
AMλ is called the part of A inMλ and the only eigenvalue of AMλ is λ, that is, σ
(
AMλ
) = {λ}.
It is well-known that Ck can be decomposed into the direct sum of the generalized eigenspaces,
Ck = ⊕
λ∈σ(A)
Mλ.
Thus, every x ∈ Ck can be written uniquely in the form
x = ∑
λ∈σ(A)
xλ,
where xλ ∈Mλ for every λ ∈ σ(A). For every λ ∈ σ(A), the component xλ ∈Mλ of x can be written
explicitly by
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xλ = Pλx,
where Pλ ∈ Mk(C) is the spectral projection corresponding to λ given by
Pλ = 1
2π i
∫
Γλ
(zI − A)−1 dz = Res
z=λ (zI − A)
−1,
where Γλ is a positively-oriented small circle enclosing z = λ but excluding all other eigenvalues of
A. Each Pλ, λ ∈ σ(A), is a projection which commutes with A, that is,
P2λ = Pλ, λ ∈ σ(A),
and
APλ = PλA, λ ∈ σ(A).
Furthermore, Pλ, λ ∈ σ(A), is a system of supplementary projections in the sense that their sum is I
and PλPμ = PμPλ = 0 whenever λ /= μ, λ,μ ∈ σ(A).
Let Λ ⊂ σ(A) be a nonempty set of eigenvalues. The generalized eigenspace associated with Λ is
denoted byMΛ and is deﬁned as the linear span of the generalized eigenspacesMλ with λ ∈ Λ. It is
easily seen thatMΛ is A-invariant and if AMΛ :MΛ →MΛ is the part of A inMΛ, then the spectrum
of AMΛ coincides with Λ, that is,
σ
(
AMΛ
) = Λ.
For any Λ ⊂ σ(A), we deﬁne the spectral projection associated with Λ by
PΛ =
{∑
λ∈Λ Pλ if Λ /= ∅
0 if Λ = ∅.
The above listed properties of the projections Pλ, λ ∈ σ(A), imply that
P2Λ = PΛ
and
APΛ = PΛA.
Finally, if
σ(A) = Λ1 ∪ Λ2 ∪ · · · ∪ ΛN
is a decomposition of σ(A) into pairwise disjoint subsets Λj , 1 jN, then the associated spectral
projections satisfy the relations
APΛj = PΛj A, 1 jN,
N∑
j=1
PΛj = I,
and
PΛi PΛj = PΛj PΛi = 0 whenever i /= j, i, j ∈ {1, 2, . . . , N}.
3. Proof of the main result
We will need the following result due to Henry (see [4, Theorem 2]).
Proposition 3.1. Let A ∈ Mk(C). Suppose that (xn)n∈N is a sequence inCk such that xn /= 0 for all n ∈ N
and
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lim
n→∞
‖xn+1 − Axn‖
‖xn‖ = 0. (3.1)
Let
σ(A) = Λ1 ∪ Λ2 (3.2)
be a decomposition of the spectrum σ(A) into nonempty subsets Λ1,Λ2 ⊂ σ(A) such that
max
λ∈Λ2
|λ| < min
λ∈Λ1
|λ|. (3.3)
If c is chosen such that
max
λ∈Λ2
|λ| < c < min
λ∈Λ1
|λ|, (3.4)
then either
lim
n→∞
‖PΛ2xn‖
‖PΛ1xn‖
= 0 and lim
n→∞
‖xn‖
cn
= ∞, (3.5)
or
lim
n→∞
‖PΛ1xn‖
‖PΛ2xn‖
= 0 and lim
n→∞
‖xn‖
cn
= 0, (3.6)
where PΛ1 and PΛ2 are the spectral projections associated with Λ1 and Λ2, respectively.
Let x = (xn)n∈N be a solution of (1.1) such that xn /= 0 for all n ∈ N. By the application of Theorem
1.2, we conclude that if ρ = ρ(x) is the value of the limit in (1.4), then the set of eigenvalues Λ(ρ)
deﬁned by
Λ(ρ) = { λ ∈ σ(A)||λ| = ρ } (3.7)
is nonempty. Deﬁne also
Λ−(ρ) = { λ ∈ σ(A)||λ| < ρ } (3.8)
and
Λ+(ρ) = { λ ∈ σ(A)||λ| > ρ } (3.9)
so that
σ(A) = Λ−(ρ) ∪ Λ(ρ) ∪ Λ+(ρ). (3.10)
As noted in Section 2, the spectral projections PΛ−(ρ), PΛ(ρ) and PΛ+(ρ) are supplementary projections
and therefore their sum is I. Hence
xn = PΛ−(ρ)xn + PΛ(ρ)xn + PΛ+(ρ)xn, n ∈ N. (3.11)
The following lemma shows that the components PΛ−(ρ)xn and PΛ+(ρ)xn are of order o(‖xn‖) as
n → ∞.
Lemma 3.2. Suppose (1.2) holds. Let x = (xn)n∈N be a solution of (1.1) such that xn /= 0 for all n ∈ N.
Let ρ = ρ(x) be the value of the limit in (1.4). Then
lim
n→∞
‖PΛ−(ρ)xn‖
‖xn‖ = 0 (3.12)
and
lim
n→∞
‖PΛ+(ρ)xn‖
‖xn‖ = 0. (3.13)
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Proof. If Λ−(ρ) = ∅, then PΛ−(ρ) = 0 and (3.12) obviously holds. Suppose now that Λ−(ρ) /= ∅.
Rewrite Eq. (1.1) in the form
xn+1 − Axn = (An − A)xn, n ∈ N.
From this, we ﬁnd for n ∈ N,
‖xn+1 − Axn‖ ‖An − A‖‖xn‖
and hence
‖xn+1 − Axn‖
‖xn‖  ‖An − A‖.
Letting n → ∞ in the last inequality and using (1.2), we see that hypothesis (3.1) of Proposition 3.1 is
satisﬁed. Consider the decomposition (3.2) with
Λ1 = Λ(ρ) ∪ Λ+(ρ) and Λ2 = Λ−(ρ).
From (3.7)–(3.9), we obtain
max
λ∈Λ2
|λ| < ρ = min
λ∈Λ1
|λ|
which shows that hypothesis (3.3) of Proposition 3.1 is also satisﬁed. By the application of Proposition
3.1, we conclude that if c is chosen such that
max
λ∈Λ2
|λ| < c < ρ = min
λ∈Λ1
|λ|,
then one of alternatives (3.5) and (3.6) holds. By virtue of (1.4), we have
lim
n→∞
n
√
cn
‖xn‖ =
c
ρ
< 1.
According to the root test, this implies that the series
∑∞
n=0 cn‖xn‖−1 is convergent. In particular,
lim
n→∞
cn
‖xn‖ = 0
and hence
lim
n→∞
‖xn‖
cn
= ∞.
This implies that alternative (3.5) holds. As a consequence of the ﬁrst limit relation in (3.5), we have
that ‖PΛ1xn‖ > 0 for all large n. Taking into account that
‖PΛ1xn‖ ‖PΛ1‖‖xn‖, n ∈ N,
we ﬁnd that
1
‖xn‖ 
‖PΛ1‖
‖PΛ1xn‖
and hence
‖PΛ2xn‖
‖xn‖ 
‖PΛ2xn‖
‖PΛ1xn‖
‖PΛ1‖
for all large n. Letting n → ∞ in the last inequality and using the ﬁrst limit relation in (3.5), we obtain
lim
n→∞
‖PΛ2xn‖
‖xn‖ = 0.
Since Λ2 = Λ−(ρ), this proves (3.12).
M. Pituk / Linear Algebra and its Applications 434 (2011) 490–500 497
Now we prove (3.13). If Λ+(ρ) = ∅, then PΛ+(ρ) = 0 and (3.13) holds. Consider the case when
Λ+(ρ) /= ∅. We will apply Proposition 3.1 again with
Λ1 = Λ+(ρ) and Λ2 = Λ−(ρ) ∪ Λ(ρ).
In this case
max
λ∈Λ2
|λ| = ρ < min
λ∈Λ1
|λ|.
According to Proposition 3.1, if c is chosen such that
max
λ∈Λ2
|λ| = ρ < c < min
λ∈Λ1
|λ|,
then one of alternatives (3.5) and (3.6) holds. Since
lim
n→∞
n
√
‖xn‖
cn
= ρ
c
< 1,
the series
∑∞
n=0 ‖xn‖c−n is convergent. In particular,
lim
n→∞
‖xn‖
cn
= 0.
Therefore alternative (3.6) holds. As a consequence of the ﬁrst limit relation in (3.6), we have that
‖PΛ2xn‖ > 0 for all large n. Taking into account that
‖PΛ2xn‖ ‖PΛ2‖‖xn‖, n ∈ N,
we ﬁnd that
1
‖xn‖ 
‖PΛ2‖
‖PΛ2xn‖
and hence
‖PΛ1xn‖
‖xn‖ 
‖PΛ1xn‖
‖PΛ2xn‖
‖PΛ2‖
for all large n. Letting n → ∞ in the last inequality and using the ﬁrst limit relation in (3.6), we obtain
lim
n→∞
‖PΛ1xn‖
‖xn‖ = 0.
Since Λ1 = Λ+(ρ), this proves (3.13). 
In the following lemma, we show that to every nonnegative nonvanishing solution x = (xn)n∈N of
Eq. (1.1), we can construct a nontrivial nonnegative solution of the limiting equation (1.5) which lies
in the generalized eigenspaceMΛ(ρ), where ρ = ρ(x) is given by (1.4). The lemma will play a key
role in the proof of Theorem 1.3. It will enable us to use a standard ﬁxed point argument to prove the
existence of the desired nonnegative eigenpair of the limiting matrix A.
Lemma 3.3. Suppose (1.2) holds. Let x = (xn)n∈N be a nonnegative solution of (1.1) such that xn /= 0
for all n ∈ N. Let ρ = ρ(x) be the value of the limit in (1.4) so that the set Λ(ρ) deﬁned by (3.7) is
nonempty. Then there exists v ∈MΛ(ρ) such that
‖v‖ = 1 and Anv  0, n ∈ N. (3.14)
Proof. From Eq. (1.1), we ﬁnd for n ∈ N,
‖xn+1‖ ‖An‖‖xn‖
and hence
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‖xn+1‖
‖xn‖  K, n ∈ N,
where K = supn∈N ‖An‖ < ∞ (see (1.2)). From this and the relation
‖xn+j‖
‖xn‖ =
n+j−1∏
i=n
‖xi+1‖
‖xi‖ , n, j ∈ N,
we obtain
‖xn+j‖
‖xn‖  K
j, n, j ∈ N. (3.15)
Now we show that there exists a strictly increasing sequence (di)i∈N in N such that the limits
yj = lim
i→∞
xdi+j
‖xdi‖
, j ∈ N, (3.16)
exist inCk . By virtue of (3.15), for every j ∈ N and for every strictly increasing sequence (ni)i∈N inN,
the sequence
xni+j
‖xni‖
, i ∈ N,
is bounded and therefore it has a convergent subsequence. By using this property, we can construct by
induction strictly increasing sequences (n
(j)
i )i∈N in N, j ∈ N, such that for each j ∈ N, j 1, (n(j)i )i∈N
is a subsequence of (n
(j−1)
i )i∈N, and the limits
yj = lim
i→∞
x
n
(j)
i +j
‖x
n
(j)
i
‖ , j ∈ N,
exist in Ck . Then the diagonal sequence di = n(i)i , i ∈ N, has the desired property (3.16). From (3.16)
and the nonnegativity of xn, n ∈ N, it follows that
‖y0‖ = 1 and yj  0, j ∈ N. (3.17)
Next we show that the limiting sequence (yj)j∈N from (3.16) is a solution of (1.5). Let j ∈ N be ﬁxed.
Writing n = di + j in Eq. (1.1) and dividing the resulting equation by ‖xdi‖, we obtain
xdi+j+1
‖xdi‖
= Adi+j
xdi+j
‖xdi‖
, i ∈ N.
Letting i → ∞ and using (1.2) and (3.16), we ﬁnd that yj+1 = Ayj . Since j ∈ N was arbitrary, this
implies
yj = Ajy0, j ∈ N,
which, together with (3.17), shows that (3.14) holds with v = y0. It remains to show that v = y0 ∈
MΛ(ρ). Applying the projection PΛ−(ρ) to Eq. (3.16) with j = 0, we obtain
PΛ−(ρ)y0 = lim
i→∞
PΛ−(ρ)xdi
‖xdi‖
.
This, together with conclusion (3.12) of Lemma 3.2, implies that PΛ−(ρ)y0 = 0. Conclusion (3.13) of
Lemma 3.2 implies in a similar manner that PΛ+(ρ)y0 = 0. Therefore
v = y0 = PΛ−(ρ)y0 + PΛ(ρ)y0 + PΛ+(ρ)y0 = PΛ(ρ)y0 ∈MΛ(ρ)
by the deﬁnition of the spectral projection PΛ(ρ). 
Now we are in a position to give a proof of Theorem 1.3.
Proof of Theorem 1.3. Let x = (xn)n∈N be a nonnegative solution of (1.1). If xn0 = 0 for some n0 ∈ N,
then (1.1) implies that xn = 0 for all n n0 and alternative (i) of Theorem 1.3 holds. From now on we
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assume that xn /= 0 for all n ∈ N. We will show that in this case alternative (ii) holds. Let ρ = ρ(x)
be the value of the limit in (1.4). Two cases may occur depending on whether ρ = 0 or ρ > 0.
Case 1. Suppose that ρ = 0. According to Theorem 1.2 (ii), we have
0 = ρ = |λ| for some λ ∈ σ(A).
This means that λ = 0 is an eigenvalue of A, moreover, Λ(ρ) = {0} and
MΛ(ρ) =M0 = ker(Aq),
where q is the index of the eigenvalue λ = 0. Lemma 3.3 guarantees the existence of v ∈M0 =
ker(Aq) such that (3.14) holds. Since v = A0v /= 0 and Aqv = 0, there exists p ∈ N, 0 p < q, such
that Apv /= 0 and Ap+1v = 0. Let u = Apv /= 0. By virtue of (3.14), u 0. Moreover, Au = Ap+1v = 0.
Thus, ρ = 0 is an eigenvalue of A and u is a corresponding nonnegative eigenvector.
Case 2. Now suppose that ρ > 0. As noted before, ρ = ρ(x) is independent of the norm used in
(1.4). Therefore, without loss of generality, we may consider the l1-norm deﬁned by
‖x‖ =
k∑
i=1
|xi|, x = (x1, x2, . . . , xk)T ∈ Ck.
Let
C = { x ∈MΛ(ρ)|‖x‖ = 1 and Anx  0 for all n ∈ N }.
Lemma 3.3 guarantees that the set C is nonempty. Note also that for n = 0 the last condition in the
deﬁnition of C implies that C consists of nonnegative vectors. It is easy to verify that C is a bounded,
closed and convex subset of the subspaceMΛ(ρ).
Deﬁne an operator T : C → Ck by
T(x) = Ax‖Ax‖ , x ∈ C.
As noted in Section 2,MΛ(ρ) is A-invariant and if AMΛ(ρ) is the part of A inMΛ(ρ), then the spectrum
of AMΛ(ρ) :MΛ(ρ) →MΛ(ρ) coincideswithΛ(ρ). Therefore all eigenvalues of AMΛ(ρ) havemodulus
ρ > 0. In particular, all eigenvalues of AMΛ(ρ) are nonzero and hence AMΛ(ρ) :MΛ(ρ) →MΛ(ρ) is
invertible. This implies that
Ax /= 0 whenever x ∈MΛ(ρ) \ {0}
and hence T is well-deﬁned. The A-invariance property ofMΛ(ρ) implies that T maps C intoMΛ(ρ).
Further, it is easy to verify that T : C →MΛ(ρ) is continuous and T(C) ⊂ C. By Brower’s ﬁxed point
theorem (see, e.g., [1, Chapter V, Corollary 9.2]), there exists u ∈ C such that T(u) = u. It follows from
the deﬁnition of C that u 0, ‖u‖ = 1 and u ∈MΛ(ρ). Further, T(u) = u yields
Au = λu, (3.18)
where λ = ‖Au‖ > 0. Taking into account that u ∈MΛ(ρ) \ {0}, Eq. (3.18) shows that λ is an eigen-
value of operator AMΛ(ρ) :MΛ(ρ) →MΛ(ρ). Hence
λ ∈ σ(AMΛ(ρ) ) = Λ(ρ)
and therefore |λ| = ρ . Since λ > 0, we have that λ = |λ| = ρ . This, together with (3.18), shows that
ρ is an eigenvalue of A and u is a corresponding nonnegative eigenvector. 
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