Many research areas have begun representing massive data sets as very large graphs. Thus, graph mining has been an active research area in recent years. Most of the graph mining research focuses on mining unweighted graphs. However, weighted graphs are actually more common. The weight on an edge may represent the likelihood or logarithmic transformation of likelihood of the existence of the edge or the strength of an edge, which is common in many biological networks. In this paper, a weighted subgraph pattern model is proposed to capture the importance of a subgraph pattern and our aim is to find these patterns in a large weighted graph. Two related problems are studied in this paper: (1) discovering all patterns with respect to a given minimum weight threshold and (2) finding k patterns with the highest weights. The weighted subgraph patterns do not possess the anti-monotonic property and in turn, most of existing subgraph mining methods could not be directly applied. Fortunately, the 1-extension property is identified so that a bounded search can be achieved. A novel weighted graph mining algorithm, namely WIGM, is devised based on the 1-extension property. Last but not least, real and synthetic data sets are used to show the effectiveness and efficiency of our proposed models and algorithms.
Introduction
With the emergence of areas like social informatics and bioinformatics where large pools of data are represented as graphs, a large amount of data mining research has been developed in analyzing these networks, e.g., subgraph pattern mining. These graph analysis tools can discover important inherent patterns or characteristics of the graph. Many of these tools have been proven very useful in various application domains. However, most of current research has focused on unweighted graphs. In reality, weighted graphs are common in many applications. The following are a couple of example applications.
• Biological Networks. Among the most common uses of weighted graphs in biology is for constructing what are called "functional networks", weighted graphs that endeavor to capture and help explain genomic interactions of an organism [12, 3] . Each vertex in a functional genomic network represents a gene, and an edge weight is the likelihood or logarithmic transformation of likelihood that the two genes are functionally related. The likelihood can be obtained through the integration of experimental, textual, and electronically inferred information that indicates two genes are functionally related. A motif, in this scenario, might be some fragment or complete metabolic pathway, i.e., a series of metabolic reactions [10] (a subgraph) that are so commonly observed among most organisms that the subgraph becomes identified as such. Metabolic pathways are idealized subgraphs. Questions about what genes play roles in pathways and the roles they play can be answered with motif discovery.
• Social Networks. Each vertex in the social network represents a person while an edge indicates the relationship between two persons. A weight on an edge may represent the degree or strength on the relationship. For instance, a parent-child relationship may be stronger than a coworker relationship. A social scientist may be interested in finding groups of people involved in strong relationships.
To solve these problems, a weighted subgraph pattern model is necessary. In many applications, the weight of an edge represents the interestingness of the edge or the probability of the existence of the edge. In general, the importance of a pattern g should be proportional to the weights of the occurrences of g. In a large graph, there are two difficulties in defining the model.
(1) When a pattern has more edges, the occurrences of this pattern will have a larger number of edges and in turn, the occurrences would carry a larger weight. This could exaggerate the importance of a pattern with more edges. There may exist applications in which patterns with more edges are more desirable. However, in this paper, we do not focus on these patterns. (2) In a large graph, the matches or occurrences of a pattern may heavily overlap with each other. For instance, in Figure 1 , the pattern g has three edges. g occurs three times and all these occurrences only differ at one edge. Thus, two edges are shared by all three occurrences. For example, the edge (u 2 , u 4 ) and (u 4 , u 5 ) in G will be counted three times. As a result, the weights of these overlapping edge occurrences would be over-counted.
Several methods [15, 2, 4, 14, 8] have been proposed to address the problem of quantifying the importance (support) of a pattern in a single graph or a set of weighted graphs. However, since they are not designed for a single weighted graph, these models may not be directly applicable to the problem studied in this paper. Inspired by these existing models, we design a new model, called normalized weight model. The motivations and characteristics of the new model are explained in Section 3. The goal of this paper is to discover subgraph patterns with high overall weight. There are two ways to qualify a pattern. The first one is to find patterns with the weight above some user given threshold. However, for an end user, it is very difficult to choose the threshold. Thus, an alternative approach is to find top k subgraph patterns with the highest overall weights. In this model, a user only needs to specify the number of patterns that he wants to find, which is much easier to specify.
Although this weighted subgraph pattern model is meaningful, it does not possess the useful antimonotonic property. Therefore, many existing subgraph mining algorithms utilizing the anti-monotonic property cannot be directly applied to this problem. Fortunately, we are able to identify another weaker property: 1-extension property. We denote a pattern with weight over a given threshold as a strong pattern. In contrast to the anti-monotonic property, the 1-extension property states that a strong subgraph pattern can be partitioned into two patterns one of which is strong and the other is either a strong pattern or a 1-extension subgraph pattern. A 1-extension subgraph pattern can be obtained by adding an edge to a strong pattern.
This newly discovered property can be used to prune the search space and guide the mining process.
In this paper, we devise a novel algorithm, called WIGM, to mine the weighted subgraph patterns. Since two problems are studied in this paper, there are two versions of WIGM: threshold-WIGM (t-WIGM for short) for mining patterns with weights above a usergiven threshold and top-k-WIGM (k-WIGM for short) to discover k patterns with the highest weights. WIGM employs a bottom-up dynamic programming algorithm.
The remainder of this paper is organized as follows. Some related work is discussed in Section 2. Section 3 presents the preliminaries and the problem statement. We formally describe the 1-extension property in Section 4. The k-WIGM and t-WIGM algorithms are presented in Section 5 and 6, respectively. The experimental results are analyzed in Section 7. Finally, we draw conclusions in Section 8.
Related Work
There are three categories of work related to the problem studied in this paper: (1) subgraph mining from a set of graphs, (2) important subgraph pattern discovery in a single graph, and (3) subgraph pattern mining in weighted graphs. In recent years, a large number of algorithms have been proposed for frequent subgraph mining (e.g., [16, 7, 1, 13, 11] ). These algorithms focus on mining frequent subgraph patterns, not finding weighted patterns. Since there are a large number of subgraph mining algorithms, we will not elaborate on these work in this category.
The second category of the related work is on mining frequent subgraph patterns from a single large graph. The main challenge relies on computing the support of a pattern. Support measures that simply count the occurrences of a pattern may violate the antimonotonic property (i.e. Apriori property) since occurrences of the pattern may overlap with each other. In [9] , a support measure called maximum independent set support measure (MIS) is proposed. In this model, the support of a subgraph pattern g is the maximum number of non-overlapping occurrences of g. It has been proven in [15] that this support measure possesses the anti-monotonic property. The authors of [4] propose a variant of MIS support measure. The only difference is the definition of occurrence overlapping. Two occurrences of a pattern is defined as overlapped if they share any common vertex. In [15] , the authors provide a tentative support measure to count each occurrence partially depending on how many overlaps it has with other occurrences. An overlapping graph is built based on the overlap of occurrences. Each node in the overlapping graph represents the occurrence of a pattern. If two occurrences of a pattern overlaps in G, there will be an edge in the overlapping graph between the respective occurrences (nodes). The weight of each node is a reciprocal of its degree. The support of a pattern is the total weight on all nodes in the overlapping graph for the pattern. In this model, the degree of overlap (the number of edges in the overlap and the weight on these edges) is not considered. In [2] , for each vertex v in g, let M (v) be the number of distinct vertices that vertex v is mapped to. The support of g is the minimum M (v) for all v in g. Although several of these models have been shown useful and hold the anti-monotone property, they may not work well in the domain of a single weighted graph due to the following two reasons. (1) The overlapping may have different degree. Some occurrences may overlap on one edge or vertex while others may overlap on many vertices and edges. Most of the algorithms don't take this into account. (2) Edges have different weights and overlapping may occur on edges with different weights. None of these models can be applied to that scenario.
Recently, researchers have been working in the area of mining subgraph patterns from a set of weighted graphs. In [14] , each database graph has internal weights associated with each vertex and an external weight representing the importance of the graph itself. Accordingly, a pattern g has an external weight defined as the accumulated external weights of database graphs that are subgraph isomorphic to g and an internal weight which is generated by counting only the occurrences with highest aggregated internal weights. The weighted support of a pattern g is either weighted sum of the two weights or its external weight under an internal weight constraint. In [8] , the weight of a pattern g is defined as the sum of the weights of graphs containing g. These methods are proposed for computing the weighted support of a pattern in a set of weighted graphs. However, they cannot be applied directly to the context of a single large weighted graph since they do not consider overlapping occurrences.
Overall, there exists research work on mining subgraph patterns in a single graph or in a set of weighted graphs. However, not much has been done on discovering subgraph patterns in a single weighted graph, which is the focus of this paper. Due to the difficulty of this problem, we develop a new model and algorithm.
Preliminaries
In this section, we present some preliminaries and the formal problem statement. Without the loss of generality, the graphs are assumed to be undirected since it is very easy to extend the problem setting to the directed graphs. In addition, we focus on the discovery of connected patterns since in most applications, only the connected subgraph patterns are interesting to the users. A weighted labeled graph is same as a labeled graph with one addition: there is a real number weight w e associated with each edge e in G. In some real applications e.g. biological networks, the weight of an edge may be the logarithmic transformation of the likelihood of the existence of an edge. Thus, when computing the likelihood of the existence of two edges, instead of using the product of the weights, the sum of the weights can be used, which is a simpler operation. The weight of a weighted labeled graph G, denoted as W (G), is equal to the sum of all weights on every edge in G.
In a similar way, a labeled graph can be defined isomorphic (or subgraph isomorphic) to a weighted labeled graph by ignoring the weights in the weighted labeled graph. For example, in the Figure 1 , the graph g is subgraph isomorphic to the graph G.
The most straightforward and traditionally used support measure of a subgraph pattern g is the number of occurrences of g in G. However, many occurrences of g may overlap. This could cause a problem if the overlapping is high. As in Figure 1 , the edge (u 2 , u 4 ) and (u 4 , u 5 ) may be counted three times and their weights could be over-amplified. As discussed in the previous section, although several models were proposed to quantify the support of a pattern in a single graph, none of them can be applied directly to the scenario of a single large weighted graph. Thus in this paper, a new support model is proposed. The union of all edges in all occurrences of a pattern g forms a support set for g. Therefore, the weight of every edge e in all occurrences has the same contribution to the overall importance of a subgraph pattern, regardless how many occurrences e participates in. Notice that the subgraph pattern g is not weighted, i.e., there is no weight associated with any edge in g while the large graph G is weighted. In the example of Figure 1 , Sup(G, g 1 ) consists of three occurrences of g while Sup edge(G, g 1 ) consists of five edges:
, and (u 4 , u 5 ).
Definition 4. Given a weighted labeled graph G and a connected labeled graph g, the weighted support of g in G, denoted as W Sup(G, g), is the sum of weights of all edges in Sup edge(G, g), i.e., Σ e∈Sup edge(G,g) W (e).
For example, in Figure 1 , the weighted support of g in G is 5.7. However, with the definition of weighted support, we may give unreasonably high weights to patterns with more edges. For example, if a pattern with one edge occurs 100 times, then the edge support set has 100 edges at most. On the other hand, if a pattern with two edges occurs 100 times, then the edge support set may have 200 edges. As a result, the pattern with more edges could have a higher weighted support than patterns with fewer edges. Thus, the overall weighted support of a pattern should be normalized by the number of edges in the pattern. Looking ahead, we empirically compare the normalized weighted support model with other alternative models on some real data sets in Section 7.
Definition 5. Given a weighted labeled graph G and a connected labeled graph g, the normalized weighted support of g in G (N W Sup(G, g)), is equal to
W Sup(G,g) |E(g)|
where |E(g)| is the number of edges in g.
In Figure 1 , the normalized weighted support of g is 5.7/3=1.9 in G. Intuitively, the normalized weight of a pattern can be viewed as the average aggregated weight of the distinct matches for each edge in the pattern.
Problem Statement:
In this paper, we aim to solve the following two problems. Given a weighted labeled graph G, the first problem is to find all connected labeled subgraphs whose normalized weighted support in G is larger than or equal to some user specified threshold t. Since it may be difficult to specify the threshold t in some applications, the alternative problem formulation is provided as follows. Given an integer k, we want 
Property
The anti-monotonic property (i.e., Apriori property) has been one of the most widely applied properties to guide data mining algorithms. It provides the pruning of the search space. Unfortunately, the normalized weighted support model does not possess this property. For example, in Figure 2 , g 1 is a supergraph of g 2 . g 1 occurs four times and W Sup(G, g 1 ) = 13.6 while g 2 occurs twice and W Sup(G, g 2 ) = 3.6. Since g 1 has two edges and g 2 has one edge, N W Sup(G, g 1 ) = 6.8 and N W sup(G, g 2 ) = 3.6. This violates the anti-monotonic property.
Fortunately, the weighted support model possesses another weaker property, which is called 1-extension property. Before presenting the property, some terminology is defined first.
Definition 6. Given a weighted labeled graph G and a normalized weight support threshold t, a connected labeled subgraph pattern g is called strong if N W Sup(G, g) ≥ t. Otherwise, g is called a weak pattern. g (with at least two edges) is called a 1-extension strong pattern (1-extension pattern for short) if (1) g is a weak pattern and (2) there exists a connected subgraph g of g where g has one less edge than g and g is a strong pattern. Any weak graph pattern with a single edge is defined as a 1-extension pattern.
In other words, an 1-extension strong pattern can be obtained by adding one edge into a strong pattern. For example, in Figure 2 , with threshold t = 8, g 3 is a strong pattern because N W Sup(G, g 3 ) = 10. g 2 is a 1-extension pattern since it consists of only one edge and it is a weak pattern. g 1 is also a 1-extension pattern because it can be obtained by adding edge (b, d) to g 3 .
Let Cont(G, g, E) be the sum of weights of all edges in E where E ⊆ E(g) and we only count the weight of an occurrence of an edge e if the occurrence of e is in an occurrence of g. For example, in Figure 2 , let e be the edge connecting vertices with label b and d 
Proof:
Let S and S be the edge support set of g and g in G, respectively. The set of matched occurrences of E in S is a subset of these in S since each occurrence of g has to contain an occurrence of g . Therefore, • there is no overlapping edge between g 1 and g 2 ,
• the set of edges in g is equal to the union of the edges in g 1 and g 2 , and
• either g 1 and g 2 are both strong patterns, or one is a strong pattern and the other is a 1-extension pattern.
Proof: The proof of this property is a little bit tedious. Thus, we will give a formal proof for g being a tree and give a sketch proof for the case where g is a general graph. Let g be a tree and v be the root of g. g can be partitioned into x disjoint branches (patterns) where
. Now we partition g into two patterns: g i and g = g − g i . Figure 3 shows an example of g i and g for a tree g T . Both g i and g are connected. We have
The property holds since condition (1) is satisfied. Otherwise, g i is a weak pattern while g is a strong pattern and we travel down the g i branch from the root and recursively divide g i .
Let u be the root of g i and v is the firstly reached vertex after the root. Example of partition is a strong pattern and g i is an 1-extension pattern by definition. Therefore, the property holds. When deg(v) = 2, we can move the edge (u, v) from g i to g . If g i is strong now, then g is either a strong or an 1-extension pattern since g is strong before adding the edge (u, v). In the case that g i is still weak, g has to be strong because g is strong. Then, we traverse down the branch again from v. For deg(v) > 2, there are at least two downward branches starting at vertex v in addition to the edge (u, v). First the edge (u, v) is moved from g i to g . In the case that g i becomes strong, the property holds. Otherwise, g i is partitioned based on its downward branches, the branch with the lowest normalized weighted support remains in g i while other branches are moved to g . The procedure continues.
In this procedure, both g i and g are always connected and one of two termination conditions will occur: (1) g i becomes strong or (2) deg(v) = 1. In case (1), g is either strong or 1-extension strong and g i is strong. Thus, the property holds. In case (2), g i has one single edge which is an 1-extension pattern by definition. Thus, the property also holds.
For the situation of g being a general connected graph, the proof is more tedious and complicated. Due to space limitations, we will not present the formal proof, but rather give a sketch in this paper. Let g T be a spanning tree of g. Then a similar partition process as the one for the tree is performed on g T . There are three modifications for the partitioning process to make g and g i as connected subgraphs. (1) g i and g are graphs instead of trees. (2) When taking one branch of the pattern, we need to take both the branch in the spanning tree and the edges having both ending points are in the branch. The edges between g i and g are assigned to g . (3) After moving edge (u, v) from g i to g , we need to move all edges between u and vertices in g i from the subgraph g i to the subgraph g one at a time before traveling downward.
During this procedure, when one edge is moved from g i to g , if g changes from strong to weak, then g i has to be strong and g is a 1-extension pattern. Otherwise, when g i only contains one edge, it is a 1-extension pattern. Therefore, the property holds.
It is possible that a strong pattern S can be partitioned into two sub-patterns in which one subpattern is neither strong nor 1-extension. However, there must exist a partition of S (i.e., S is partitioned to S 1 and S 2 ) such that one of the sub-pattern is strong while the other is either strong or 1-extension. Therefore, we should be able to reach S if we only focus on strong and 1-extension patterns since S 1 and S 2 would be generated first. Based on the 1-extension property, we devise a bottom-up approach that only focuses on strong and 1-extension patterns. The 1-extension property can be directly used to find subgraph patterns with normalized weighted support of at least t. On the other hand, more is needed for the top k patterns discovery since the weight threshold t is unknown. In this case, a weight threshold is dynamically maintained. The algorithms for solving these two problems are discussed in details in the next two sections.
Threshold-WIGM: Mining with Weighted Support
To find patterns whose normalized weighted support above a user-specified threshold t, one of the straightforward methods is to start from a small pattern and grow by adding one edge at a time. Due to the lack of the anti-monotonic property, it is possible that the normalized weighted support of a connected pattern with m edges may be larger than any of its connected sub-patterns with m − 1 edges, which does not provide any termination condition on the search. For example, in Figure 1 , N W Sup(g) = 1.9 and g has two connected subgraphs with 2 edges. The normalized weighted support of these two sub-patterns are 1.6 and 1.3. In fact, we can only say that for a connected pattern P with m edges, there exists a connected sub-pattern P with [m/2] edges, the normalized weighted support of P is larger than or equal to that of P . In order to use the existing depth-first subgraph mining methods, the following modification has to be made. When a strong connected pattern with m edge is found, it has to grow one edge at a time and the search on this pattern can terminate only if none of its connected super-pattern with up to 2m edges is strong. We name this method the base algorithm (t-base). It is obviously that tbase is an inefficient algorithm. Looking ahead, the base algorithms are compared with our proposed WIGM algorithms empirically in a later section. In this section, the algorithm with the minimum normalized weighted support t is presented, which is referred to as the threshold-WIGM (t-WIGM for short). The formal description of this algorithm is presented in Algorithm 1.
Main Algorithm
Since all strong patterns can be generated by combining two strong patterns or combining a strong pattern with a 1-extension pattern, the following procedure is employed. The t-WIGM proceeds iteratively. The main data structure in this algorithm consists of four sets: S, W, S N , and W N . S stores all strong patterns while W stores all 1-extension patterns discovered so far. S N and W N store the newly generated strong and 1-extension patterns discovered in the previous round, respectively.
Algorithm 1 Threshold-WIGM
Input: Graph G, minimum normalized weighted support t Output: A set S of patterns with normalized weighted support in G greater than or equal to t.
for each unique edge e in G do 3: Calculate NW Sup(G, e) 4: if NW Sup(G, e) ≥ t then 5: Add e into S and SN 6:
Add e into W and WN 
for each pair of patterns (p1, p2) in (S, WN ) and (SN , W) do 13: CP ← combine(p1,p2) 14: for each candidate pattern g in CP do 15: if g is not in S and NW Sup(G, g) ≥ t then 16 In each of later rounds, we first generate new strong patterns. A strong pattern may be obtained in two ways: (1) combining two strong patterns or (2) combining a 1-extension pattern and another strong pattern. The first case is equivalent to combining a pattern in S N with a pattern in S, while the second case is to combine a pattern in S with a pattern in W N or combine a pattern in S N with a pattern in W. The combination procedure is described in a later subsection.
For each of these newly generated candidate patterns g, we first test whether g is already in S, which can be done by using the canonical form of g. There are many types of canonical forms and any canonical form would work here. Without a loss of generality, the canonical form in [7] 
is chosen. If g does not exist in S, N W Sup(G, g) is calculated. If N W Sup(G, g) < t, then
g is discarded. Otherwise, it is added into S N for the next round.
Next, new 1-extension patterns are generated. By definition, an 1-extension can be obtained by adding one edge to a strong pattern. It is unnecessary to extend all patterns in S since many of these patterns have been extended in previous rounds. Thus, only patterns in S N are extended. For every pattern g in S N , one more edge is added to g. The new edge may connect two vertices in g or connect one vertex in g and a vertex outside g. For each newly extended pattern g , we check whether
The final step in each round is to replace W N and S N with the newly generated W N and S N , respectively. In addition, S and W are updated to include these new patterns. The process terminates when W N = S N = ∅.
Subgraph Pattern Combination
One of the main difficulties in t-WIGM is how to combine two subgraphs g 1 and g 2 . Since we require the resulting patterns be connected, at least one vertex from each subgraph should have the same label. If all vertex labels in g 1 do not appear in g 2 , then the results of the combination is a null set. Otherwise, for each vertex v in g 1 , we find the vertices u in g 2 which have the same label as v. The vertices of u and v can be combined into one vertex in the new pattern. A data structure M is used to maintain the mapping of all pairs of vertices in g 1 and g 2 that have the same label.
Let's assume that g 1 has three vertices v 0 , v 1 , and v 2 with labels A, A, and C while g 2 consists of three vertices u 0 , u 1 , and u 2 with labels A, B, and C as shown in Figure 4(a) . The mapping includes the following pairs  (v 0 , u 0 ), (v 1 , u 0 ), and (v 2 , u 2 ) .
A new combined pattern g includes one or more combined vertices. We first generate new patterns with one combined vertices, then two combined vertices, and so on. The maximum number of combined vertices in the new pattern is equal to the number of disjoint pairs in M , which can be determined by the maximum match in a bipartite graph. Vertices in g 1 are one set while vertices in g 2 are another set. If there is a match (u, v) in M , there is an edge between u and v in the bipartite graph. The known max-flow algorithm can be used to determine the maximum match. There are three new patterns with one combined vertex g 1 , g 2 , and g 3 in Figure 4 (b). Also, there are two patterns g 4 and g 5 with two combined vertices. The formal description of the combination algorithm is in Algorithm 2. In the worst case, the algorithm is exponential. But in the experimental results, we show that in real applications, the algorithm is much more efficient on average. 
Support Computation
The computation of the normalized weighted support of a pattern g is at the heart of the t-WIGM. Since it is invoked many times, it is essential that this computation is performed efficiently. The main difficulty is to locate all occurrences of a subgraph pattern. Subgraph indexing is used to
Algorithm 2 Combining Two Patterns
Input: Pattern g1 and g2. Output: A set of new combined patterns CP .
1: for each vertex v in g1 do

2:
Find a set of vertices SV in g2 having the same label as v. 3: for each vertex u in SV do 4: Add (v, u) into M 5: end for 6: end for 7: l ← max flow(g1, g2, M) 8: i ← 1 9: while i ≤ l do 10: for each i vertices SU in g1 do 11: if there exist i distinct vertices SV in g2 that are mapped from SU then 12: p ← pattern with combining SV and SU
13:
CP ← CP ∪ p 14: end if 15: end for 16: i ← i + 1 17: end while 18: return CP find occurrences of a pattern since it has been shown to accelerate the match process dramatically. Without a loss of generality, GADDI [18] is chosen as the indexing structure for the large weighted graph. After matches of a subgraph pattern is discovered, the weight of matched edges are obtained and the normalized weight of the pattern is computed based on the definition.
Algorithm Analysis
In this subsection, the correctness of the t-WIGM algorithm is first proven, then the time complexity of this algorithm is shown. To prove the correctness of the algorithm, we show that every strong pattern is enumerated in the algorithm by induction. Any single edge strong and 1-extension patterns are generated in the initialization step. Assume that all 1-extension patterns and strong patterns with i or less edges have been enumerated. A strong pattern p with i+1 edges can be constructed by combining 2 connected strong patterns with i or less edges or a strong pattern and a 1-extension pattern with i or less edges. Therefore, p will be enumerated. In addition, a 1-extension subgraph with i+1 edges is generated by extending from a strong pattern with i edges. Since all i edge strong patterns are enumerated, all i+1 edges 1-extension patterns are also enumerated. Thus the threshold-WIGM algorithm can find all strong patterns.
The complexity of the basic algorithm is highly depended on the number of discovered patterns. Let n be the total number of strong patterns and l be the number of distinct edges in G. Therefore, the total number of 1-extension patterns is at most n × l. Since every strong pattern needs to be combined with any strong pattern and 1-extension pattern, there are O(n 2 l) possible combinations. The complexity of combining two patterns is highly depended on the number of vertices sharing the same label in these two patterns. Due to space limitations, we will not show the theoretical complexity bound of pattern combination. Instead, we will empirically characterize the efficiency of the algorithm in Section 7.
T-WIGM mainly has two shortcomings. First the threshold is too difficult to set for an end user. Secondly, the algorithm may not be efficient since it has to keep all discovered strong patterns and 1-extension in memory and there does not exist a bound on the number of strong patterns and 1-extension patterns. As a result, in this paper, we propose another alternative model: top-k patterns to address these problems.
Top-K-WIGM: Mining for Top-k Patterns
Algorithm 3 k-WIGM-Addition
Input:
Graph G, the number k, pattern sets S, W, SN , WN . Output: None.
1: t is set to kth normalized weighted support in S 2: Remove patterns with normalized weighted support less than t from S and SN 3: W ← ∅, WN ← ∅ 4: for each pattern p in SN do 5: for each edge e in G do 6: Initialize a candidate pattern set CP ← ∅
7:
CP ← combine(p,e) 8: for each candidate pattern g in CP do 9: if NW Sup(G, g) < t then 10: Add g into W and WN 11: end if 12: end for 13: end for 14: end for 15: for each pattern p in S and not in SN do 16: for each edge e adjacent to a vertex in p do 17: CP ← combine(p,e) 18: for each candidate pattern g in CP do same as t-WIGM with one modification: the minimum normalized weighted support threshold is updated at the end of each round. At the end of ith round, S contains a set of strong patterns. The normalized weighted support of the kth pattern is computed and it is chosen as the minimum support threshold t i for the next round. Patterns with support less than t i are pruned from S and S N . W and W N are updated based on the new S and S N . First, both of W and W N are set to empty. Next, for each pattern p in S N , p is extended by one edge and the new extended patterns are put into W N and W if they are not strong. For any subgraph pattern q in S but not in S N , q is also extended by adding a new edge and the new extended patterns are included in W if they are not strong. Since there are at most k distinctive patterns in S and S N together, the computation time to generate patterns in W N and W is not significant. The k-WIGM is the same as t-WIGM with one exception: the k-WIGM-Addition procedure is invoked between line 36 and 37 in Algorithm 1. The formal description of the k-WIGM-Addition procedure is in Algorithm 3.
In each round, with newly discovered strong and 1-extension patterns, the minimum support threshold t i increases monotonically. As a result, the number of patterns in S is controlled to be k. (S may have more than k patterns if multiple patterns have the same normalized weighted support.) Due to this fact, the memory requirement of k-WIGM is quite small. When the algorithm terminates (i.e., S N is empty), the patterns in S are returned. k-WIGM is correct because all potential strong patterns are combined with potential strong patterns and potential 1-extension patterns. Therefore, no strong pattern will be missed. For example, for a strong subgraph pattern P with normalized weighted support more than t, there exist two subgraphs patterns P 1 and P 2 such that one pattern is a strong (support greater than t) and the other is a strong pattern or a 1-extension pattern. P 1 and P 2 will be discovered and put into S and/or W in previous rounds since the threshold in previous rounds is less than or equal to t. Therefore, P would be discovered.
Since S has k patterns and W has k × l patterns at most in each round. The total number of combinations is O(k 2 l) at each round. Assuming that there are r rounds, the overall number of pattern combinations is O(k 2 lr). The complexity of combining two patterns is highly depended on the number of shared vertex labels in the two subgraphs. We will show the efficiency of the algorithm empirically in next section.
Experimental Results
We analyze the effectiveness and efficiency of the weighted subgraph mining models and methods in this section. The WIGM algorithms deal with weighted graphs. To the best of our knowledge, although much work has been proposed to mine patterns in a set of weighted graphs and patterns in a single non-weighted graph, there does not exist any prior work on discovering subgraph patterns in a single large weighted graph. Thus, we could not compare our methods with other existing alternative models. Therefore, we compare WIGM with a baseline algorithm. In the baseline algorithm, the 1-extension property is not employed. Instead, in each round, one more edge is added into existing patterns as described in Section 5. The two versions of WIGM and two version of the baseline algorithm (t-base and k-base) are implemented with the C++ programming language. All experiments are conducted on a Dell PowerEdge 2950, with two 3.33GHZ quad-core CPUs and 32GB main memory, using Linux 2.6.18-92.e15-smp.
Biological Networks The biological network used in this experiment
are constructed from the experimental data from [3] denote as G fly (Drosphila melanogaster); specifically, G bio is constructed from the protein-protein interaction data which gives us an easier way of validating motifs. V bio is a set of fly genes. An edge in G fly is a possible (potential) interaction between two genes. The weight on an edge is the sum of likelihoods of multi-model experimental data supporting a functional relationship between two genes, which represents the probability of the interaction between the two proteins. An edge exists if the sum is above a determined threshold. The vertex labels are GO Biological Process Terms [5] (GO:BP).
In summary, there are 7496 vertices (|V bio | = 7496) with 515 distinct labels and 25408 edges (|E bio | = 25408). The average degree of vertices is 6.78. We apply both WIGM algorithms on this data set with different thresholds. The t value is chosen so that the same number of patterns will be discovered by all methods. Table 1 shows the execution time of t-WIGM, k-WIGM, t-base, and k-base algorithms.
It is clear that the t-WIGM saves about 5% to 10% execution time compared to k-WIGM since k-WIGM needs to estimate the minimum weight threshold dynamically. At each round, k-WIGM sets the minimum weight threshold t as the kth normalized weight support in the set of strong patterns generated. Thus, in the earlier rounds, t is set as a small value and more weak patterns are generated by k-WIGM, which leads to the 4  176  23  23  47  44  8  167  67  65  159  149  16 126  158  149  468  451  32 115  389  359  1332  1287  50 107  723  668  3345  3192  100 100  1854  1715  11081 10454 prolonged execution time. It takes about 6.5 minutes to find 32 patterns with the highest weights. Comparing to t-base and k-base methods, the execution time of WIGM algorithms is about 1/2 to 1/6 because the base algorithms have the following two shortcomings: (1) the termination condition is loose, thus more iterations are needed and (2) edges are inserted one at a time, more candidate patterns are generated. (However, there is one advantage of the base algorithms: adding one edge into a pattern can be done more efficiently than combining two patterns.) Overall, a longer execution time is needed for the base algorithms. Based on this, the pruning power of the 1-extension property is evident. The following method is used to infer (represent) the biological importance of a graph motif. A graph motif consists of a set of genes. Each gene is associated with some words or terms. The terms may include gene names, gene ids, function annotations (e.g., gene ontology terms), etc. GeneList Analyzer [6] collects a large amount of biological literature that includes research articles, experiments notes, etc. An over-represented term is a term whose number of occurrences is above a level of statistically significance, e.g., p < 0.05, assuming that the terms follow a normal distribution. Thus, the biological importance of a gene can be represented by the number of over-represented terms associated with this gene. In turn, the importance of a graph pattern can be represented by the number of over-represented terms associated with all genes in the pattern. Table 2 shows some examples of discovered motifs. The left column k is the rank of the motif based on the normalized weighted support; the middle is the FBGN motif; the right column is the number of overrepresented terms determined by GeneList Analyzer [6] . The motif is encoded as a regular expression where '.' is concatenation. The discovered patterns are biologically interesting. Using GeneList Analyzer, an application that detects statistical significance (p < 0.05) of gene lists and respective terms (GO:BP, for example), we find that the top 100 motifs discovered by k-WIGM are associated with a large number of over-represented terms.
In Fig. 5 we provide a smoothed plot of the results, k-WIGM motif vs. number of significant terms. The straight line is the linear regression. We do observe the intuitive relationship. As the motif becomes less important (smaller normalized weighted support), the number of significant terms decreases. To show the usefulness of the normalized weighted support model, we compare the patterns discovered by this model with three other models: frequently occurring model, occurrence weight model, and overall weight model. In the frequently occurring model, the weights on the edges are discarded and the goal is to find the frequently repeated patterns as in [9] . In the occurrence weight model, if an edge is in x occurrences of a pattern, then its weight will be counted x times instead of once for this pattern. In this model, when an edge is in more occurrences, its weight will contribute more for the overall importance of the pattern. In the overall weight model, we do not normalize the weight according to the number of edges in the pattern. In this case, larger patterns may have a higher weight. The number of over-represented terms contained by top 100 patterns according to these three models are much smaller, between 0 and 10. The average number of overrepresented terms of each of these models are shown in Table 3 .
Synthetic Graphs
To better analyze the performance of the WIGM algorithms with respect to different aspects of the input data, a set of synthetic graphs are In all experiments, we assume that the weight on an edge follows a normal distribution and the average weight of edges is 10. Table 4 shows the default values of these parameters. The degree of a vertex in the input graph G follows an exponential distribution with the rate parameter λ set to 1/d where d is the average degree. There are two extra parameters in this set of experiments, which are the thresholds of the number of patterns (k) in k-WIGM and the minimum normalized weighted support (t) in t-WIGM. To make fair comparisons, the value t is set according to k such that all methods will discover the same number of patterns. The default value of k is also shown in Table 4 . In this section, these parameters are varied one at a time to show the effects on all methods. In all experiments, we find that t-WIGM takes 5% to 10% less time than k-WIGM to find the same set of patterns. At the beginning, the threshold used in k-WIGM may be much lower than the true threshold. As a result, many "useless" patterns will be discovered by k-WIGM at early rounds that will be discarded by higher thresholds in later rounds. In addition, the WIGM algorithms outperform the base algorithms due to the pruning power of the 1-extension property, which reduces the candidate patterns and the number of iterations. When the number of vertices varies from 1000 to 10000, as shown in Figure 6 (a), the execution time of both versions of WIGM increases with the number of vertices at a linear pace while the execution time of base methods increases at an exponential pace because the number of potential patterns is larger with more the number of vertices and thus, the pruning power of the 1-extension property is more evident. When the average degree of G increases, the execution time of WIGM increases exponentially as shown in Figure 6 (b). The main reason is that with higher degree in G, the discovered patterns will also have a higher average degree. In such a case, the cost of combining patterns is higher, which leads to a higher execution time. As with the previous figure, when the degree is higher, the number of potential candidate patterns is larger. Thus, the 1-extension property can prune more patterns and it leads to more execution time saving over the base algorithms.
With more distinct label types, the execution time also increases as illustrated in Figure 6 (c). In each round, more candidate patterns will be generated. As a result, the overall time for discovering patterns increases. On the other hand, for the base methods, although the number of patterns increases, the increases pace is not high. Therefore, the improvement of WIGM over base algorithms remain more or less constant with different number of label types.
In Figure 6 (d), the execution time increases when more patterns are needed. In this case, all four methods will take more rounds and the mining process takes more time. With more iterations, the pruning power of the 1-extension property is more significant and the disparity between WIGM and base methods is larger.
On average, the discovered patterns in synthetic graphs consist of around seven vertices and 15 edges. Overall, our proposed WIGM algorithms can efficiently discover strong patterns in graphs with hundreds of thousands of edges. The average degree of the graph can be in the range of 30 or 40. Some very large social networks may have millions of vertices and edges, WIGM algorithms may not be able to handle these graphs. On the other hand, many real data sets, e.g., biological networks, small social networks, fall into this range. Therefore, our WIGM algorithms can be used to find important patterns for these graphs with a manageable execution time.
Conclusion
In this paper, we study the problem of mining important patterns from a large weighted graph. First a weighted subgraph pattern model is proposed. Although the anti-monotonic property no longer holds for the model, we are able to identify a weaker property, namely the 1-extension property. Based on this property, two algorithms (t-WIGM and k-WIGM) are proposed to find patterns with respect to a threshold t and top k patterns. With real and synthetic data sets, we show that WIGM is capable of finding not only important patterns, but also achieving it in an efficient manner.
