Abstract. We develop a convolution theory for quasianalytic ultradistributions of Gelfand-Shilov type. We also construct a special class of ultrapolynomials, and use it as a base for the parametrix method in the study of new topological and structural properties of several quasianalytic spaces of functions and ultradistributions. In particular, our results apply to Fourier hyperfunctions and Fourier ultra-hyperfunctions.
Introduction
Convolution is among the most important operations in mathematical analysis. In the case of distributions, this a classical and much studied topic within Schwartz' theory [12, 35, 36, 34, 38] (see also the relevant references [5, 6, 13, 39] ). Although many central problems concerning the convolution of Schwartz distributions were solved long time ago, one may still find many interesting results in the recent literature [1, 7, 25, 26] . In the case of non-quasianalytic ultradistributions, the existence and characterizations of the convolution of Beurling ultradistributions was established in [14, 28] . The long-standing problem of extending such theory to Roumieu ultradistributions, or even to classical Gelfand-Shilov spaces [24] , of non-quasianalytic type was solved only until recently in our paper [30] and substantially improved in [8] . A key ingredient for the improvements in the latter paper is the use of the so-called parametrix method, based there on parametrices for ultradifferential operators constructed by Komatsu in [19] .
In this article we develop a convolution theory for quasianalytic ultradistributions. The problems that we consider in this paper significantly differ from the non-quasianalytic case and require the development of new methods for their analysis. In fact, we shall establish here a number of new topological and structural properties for spaces of quasianalytic functions and ultradistributions that, to the best of our knowledge, have been lacking in the literature for quite long time. An important technical tool in this work is the construction suitable ultrapolynomials with respect to a class of quasianalytic sequences and their use as a base for the parametrix method.
Our interest lies in the spaces S (Mp) (Ap) (R d ) (Beurling case) and S {Mp} {Ap} (R d ) (Roumieu case) of Gelfand-Shilov mixed type and their duals, where the weight sequences satisfy suitable conditions (see Section 1) but may be quasianalytic, namely, they do not necessarily satisfy the so-called (M.3 ′ ) condition [16] . We employ the common notation S * † (R d ) to treat the Beurling and Roumieu cases simultaneaously. We remark that all of our results cover the important cases of Fourier hyperfunctions and ultra-hyperfunctions as particular instances; in fact, they correspond to the symmetric choice A p = M p = p! (see [22, 23, 41] for hyperfunctions and ultrahyperfunctions). However, it should also be emphasized that we go beyond (ultra)-hyperfunctions, as the weight sequence M p may satisfy M p ⊂ p!.
The paper is organized as follows. In Section 1 we fix the assumptions on the weight sequences and discuss some preliminary notions. We set the ground for the parametrix method in Section 2, where we also deduce various topological and structural properties of S * † (R d ) and their duals S ′ * † (R d ). Indeed, we provide a structural characterization for S ′ * † (R d ) and establish the nuclearity of these spaces. As a preparation for our study of the general convolution of quasianalytic ultradistributions, we collect and explain in Section 3 a number of results concerning the class of ultradistribution spaces associated to translation-invariant Banach spaces recently introduced and studied by us and Dimovski in [7, 8, 9] . The main concern in the rest of the paper is the convolution. Naturally, a good understanding of the topological properties of the spacesḂ * (ultradistribution weighted extensions of the corresponding Schwartz spaces [34, 35] ) should play an essential role in such study. In Section 4 we study the ε tensor product ofḂ
and D ′ * L 1 η are isomorphic as l.c.s.; such investigations are new and of independent interest. All these topological results are then used for the analysis and characterization of the convolution in Theorem 5.8.
Preliminaries
Let {M p } p∈N and {A p } p∈N be sequences of positive numbers, M 0 = M 1 = A 0 = A 1 = 1. Throughout the article, we impose the following assumptions over these weight sequences. The sequence M p satisfies: We assume that A p also satisfies (M.1) and (M.2). Without any loss of generality, we can assume that the constants c 0 and H from (M.2) are the same for M p and A p . Moreover, we assume that A p satisfies: (M.6) p! ⊂ A p ; i.e., there exist c 0 , L 0 ≥ 1 such that p! ≤ c 0 L p 0 A p , p ∈ N. Note that (M.5) implies that there exists κ > 0 such that p! κ ⊂ M p , i.e., there exist c 0 , L 0 > 0 such that p! κ ≤ c 0 L p 0 M p , p ∈ N (cf. [16, Lemma 4.1] ). Naturally, by enlarging it if necessary, we may assume that q ∈ Z + , q ≥ 2, in (M.5). Following [16] , for p ∈ Z + , we denote m p = M p /M p−1 and for ρ ≥ 0 let m(ρ) be the number of indices p with m p ≤ ρ. As a consequence of [ A sufficient condition for M p to satisfy (M.5) is obtained if the sequence m p /p λ is eventually quasi-increasing for some λ > 0, namely, there is c such that m p+1 /m p ≥ c(1 + 1/p) λ for p ≥ 1. Although it is not part of our assumptions, we are primary interested in the quasianalytic case, i.e.,
We denote by M(·) and A(·) the associated functions [16] of M p and A p , respectively, and byM (·) the associated function forM p := M q p . Clearly, M (ρ q ) = qM(ρ), ρ > 0. Denote by R the set of all positive sequences which increase to ∞. For (l p ) ∈ R, denote as N lp (·) and B lp (·) the associated functions for the sequences M p p j=1 l j and A p p j=1 l j , respectively. In the sequel we will often use the following technical result. In particular they are both Montel spaces. In the sequel we shall employ S * † (R d ) as a common notation for S We will often make use of weighted L p spaces. We fix the notation. Let η : R d → (0, ∞) be a measurable function. For 1 ≤ p < ∞ we denote as L p η the spaces of measurable functions g such that g| p,η := ηg p < ∞. On the other hand, we make an exception and define L ∞ η via the norm g ∞,η := g/η ∞ . As usual, if η = 1, we drop it from the notation.
Following Komatsu [18] we will use the ensuing terminology. For a subset A of a locally convex space F (from now on always abbreviated as l.c.s.), we say that f ∈ F is a sequential limit point (resp. a bounding limit point) of A if there exists a sequence in A (resp. a bounded net in A) which converges to F . We say that A is sequentially closed (resp. boundedly closed) if it coincides with the set of all sequential limit points (resp. the set of all bounding limit points) of A. Since the intersection of sequentially closed sets (resp. boundedly closed sets) is sequentially closed (resp. boundedly closed) there exists smallest sequentially closed set (resp. smallest boundedly closed set) which contains A. We will call this set the sequential closure (resp. the bounding closure) of A in F .
As usual, a subset A of F will be called sequentially complete if every Cauchy sequence in A is convergent in A. Moreover, A is said to be quasicomplete (Komatsu [18] uses the term boundedly complete) if every bounded Cauchy net in A is convergent in A. The sequential completion of A ⊆ F (resp. quasi-completion) is the sequential closure (resp. the bounding closure) of A in the completion of F .
For X and Y two l.c.s., we denote by L(X, Y ) the space of all continuous linear mappings from X to Y . When we want to indicate a specific topology on this space we will use the following indices: b for the strong topology, σ for the weak topology, p for the topology of precompact convergence, c for the topology of compact convex circled convergence. If X is quasi-complete then clearly L p (X, Y ) is isomorphic to L c (X, Y ). We use the same indices as above for denoting the corresponding topologies on the dual X ′ of the l.c.s. X. If t is any of these indices we denote by
with the topology of uniform convergence on all equicontinuous subsets of X ′ . Following Schwartz [36] and Komatsu [18] for two l.c.s. X and Y we denote by XεY (the ε product of X and Y ) the space of all bilinear functionals on X ′ c × Y ′ c which are hypocontinuous with the respect to the equicontinuous subsets of X ′ and Y ′ and equipped with the topology of uniform convergence on the products of equicontinuous subsets of X ′ and Y ′ . The tensor product X ⊗ Y is canonically embedded into XεY via (x ⊗ y)(
Clearly, the topology induced by XεY on X ⊗ Y is the ǫ topology. As pointed in [18, p. 657] , we have the following canonical isomorphisms of l.c.s. [11] first introduced the approximation property for a l.c.s. X:
X is said to have the approximation property if the identity mapping Id ∈ L(X, X) is in the closure of X ′ ⊗ X in L p (X, X). Later Schwartz [36] introduced the following weaker version:
X is said to have the weak approximation property if Id is in the closure of X ′ ⊗ X in L c (X, X). If X is quasi-complete the above two definitions are equivalent. We also need the following notion [18, 36] :
We say that X satisfies the weak sequential approximation property (resp. the weak bounded approximation property) if Id is in the sequential closure (resp. the bounding closure) of X ′ ⊗ X in L c (X, X). Every nuclear space has the weak approximation property.
Structural and topological properties of S
2.1. Parametrix. The construction of ultradifferential operators for the parametrix method is a basic result for accomplishing the main results of the paper.
. There exists an ultrapolynomial P (z) of class (M p ) (resp. of class {M p }) such P does not vanish on R d and satisfies the following estimate:
, for all j ≥ j 0 , j ∈ Z + ; such j 0 exists since m j → ∞ and (l p ) ∈ R. Observe the functioñ
where
, is an entire function. One easily verifies that the function of one complex variable ζ →P l (ζ, 0, ..., 0) (resp. ζ →P lp (ζ, 0, ..., 0)) satisfies the condition of [16, Proposition 4.6] . Denote briefly this function byP l (resp. byP lp ). HenceP l (resp.P lp ), satisfies the equivalent conditions of [16, Proposition 4.5] , i.e., there exist h, C > 0 (resp. for every h > 0 there exists
In the Beurling case, observe that
for some h, C > 0. Similarly, in the Roumieu case, one obtains the same inequality withP lp for each h and the corresponding C = C(h). ThusP l (resp.P lp ) is an ultrapolynomial of (M p ) class (resp. of {M p } class). Define
. Then, if we use that M (ρ q ) = qM(ρ) and [16, Proposition 3.6] for M p , we have that there are h, C > 0 (resp. for every h > 0 there exists
i.e., P l does not have zeros in W when |x| ≤ 2 q+4 d q r ′ . Similarly, P lp doesn't have zeroes when z ∈ W and |x| ≤ 2
On the other hand, we have
Thus P l , resp. P lp , does vanish on W . Moreover, by the above estimates for z = x + iy ∈ W and |x| ≥ 2 q+4 d q r ′ in the Roumieu case, we have
and similarly |P l (x)| ≥ C ′ e M (2k|z|) in the Beurling case. As P l (z) and P lp (z) don't have zeroes on W , the same inequalities hold on W , possibly with another C ′ . Hence, for x ∈ R d , by Cauchy integral formula applied on the distinguished boundary of the polydisc
, one easily verifies that |w| ≥ |x|/2, hence
This yields (2.2) for |x| ≥ 2r 
Ap,(tp) ) and an ultradifferential operator
Proof. Without loss of generality, we may assume t ≥ 1 in the Beurling case. Let k = (2L 0 dt) 2 and r ′ = 2L 0 dt in the Beurling case. In the Roumieu case, let r ′ = 2 and take (k p ) ∈ R such that k p ≤ t p /d, p ∈ Z + , and
k j for all p, q ∈ Z + (such a sequence exists by Lemma 1.1). In view of Lemma 2.1, we can find an ultrapolynomial P (z) of class (M p ), resp. {M p }, such that
We have
In the Roumieu case we have
and similarly, in the Beurling case, we obtain
Observe that, for |ξ| ≥ 1, in the Roumieu case we have (recall r ′ = 2)
and for |ξ| ≤ 1, we obtain
Thus, by using
For |ξ| ≤ 1 we have
It remains to prove that
i.e., P (D)G = δ, which completes the proof.
Example 2.3. Using Proposition 2.2, one can construct and entire function f of exponential decay such that P (D)f is continuous but nowhere differentiable. More precisely, let M p ⊂ p! (e.g., M p = p! σ with 0 < σ < 1) and A p = p!. By considering the Weierstrass continuous nowhere differentiable function on R, Proposition 2.2 implies that, for each fixed τ, r > 0, one can find an entire function f satisfying |f
Proof. We give the proof for the Roumieu case. The Beurling case is similar. To see that χ * (ϕψ) ∈ S {Mp} {Ap} (R d ) let (l p ) ∈ R be arbitrary but fixed. Set
which completes the proof of i).
We will prove ii) in the Roumieu case. The Beurling case is similar. Let (r p ) ∈ R be fixed. By Lemma 1.1 one can find (k
We will prove that (k p ) satisfies the required conditions. For
Ap,(kp) denote ψ n = ϕ n ψ and proceed as follows
Denote the first term as S 
. We prove that a n → 0. Let ε > 0.
Since ϕ(0) = 1 and ϕ is continuous there exists n 0 ∈ Z + such that for all n ≥ n 0 ,
and n ≥ n 0 , which proves a n → 0. We obtain
Observe that
Ap,(rp) , which completes the proof.
Structure theorems for S
Ap,(kp) ) is a continuous bilinear mapping. Furthermore, there exist an ultradifferential operator P (D) of class * and u ∈ S Mp,l Ap,l (resp. u ∈ S Mp,(lp) Ap,(lp) ) such that P (D)u = δ and f = (P (D)u) * f = P (D)(u * f) for each f ∈ B, where u * f is the image off under the transpose of the continuous mapping ϕ →ǔ * ϕ, S
Proof. We give the proof in the Roumieu case. The Beurling case is analogous. For brevity in notation for
, it is equicontinuous. Hence, there exist (r p ) ∈ R and C > 0 such that | f, ϕ | ≤ Cσ (rp) (ϕ) for all f ∈ B, i.e., each f can be extended to a continuous linear functional on X (rp) and if we denote this extension of f ∈ B byf , then the setB = {f ∈ X
For n ∈ Z + , let χ n and ϕ n be as in ii) of Lemma 2.4. One easily verifies that the mapping
for all n ∈ Z + . For this (r p ), Lemma 2.4 implies that there exists (k p ) ∈ R with (k p ) ≤ (r p /(2H)) for which the operatorsQ n : ψ → χ n * (ϕ n ψ), are continuous as mappings from S Mp,(kp)
To prove this one estimates
by Taylor expanding D α v at x + h 0 similarly as in the proof of ii) of Lemma 2.4. Also one readily verifies that for this (l p ) and v, v
On the other hand, since
The right hand side tends to X ′ (kp) f ,ǔ * ϕ X (kp) where we used the same notation forf ∈ X ′ (rp) and its restriction to X (kp) . Now, observe that
is well defined function which we denote by F f . By the estimates for
it follows that there exists
is exactly the image off under the transpose of the mapping ϕ →ǔ * ϕ,
, which completes the proof of the proposition.
Remark 2.6. From the proof of this proposition it is clear that the numbers k and l in the Beurling case can be chosen arbitrary large (resp. the sequence (k p ), (l p ) ∈ R in the Roumieu case can be chosen arbitrary small) in the following sense:
Given t > 0 (resp. (t p ) ∈ R) one can choose the numbers k and l (resp. the sequences (
The following are equivalent:
Proof.
C . An analogous conclusion holds for the set of mappings
We will continue the proof in the Roumieu case. The Beurling case is similar.
B rp /2 (|·|) we obtain that the bilinear mappings
, are well defined and continuous and the set {T f | f ∈ B} is equicontinuous. Set r
. The estimate (2.7) implies that T f can be extended by continuity to X (r ′ p ) × X (r ′ p ) and if we denote this extensions bỹ
Ap,(lp) ⊆ X (kp) , the convolution is a continuous bilinear mapping
Ap,(lp) to X (kp) and there exists u ∈ X (lp) and P (D) of class
The right hand side tends toT f (u, P (D)ϕ) and consequently
But the elements of B ϕ are continuous functions hence iii) holds. Next we prove iii)
We give the proof in the Roumieu case, the Beurling case is similar. There exist (r p ) ∈ R and C ′ > 0
It is interesting to note that the property iv) turns out to characterize the space S
Proof. The direct implication follows by Lemma 2.7. We prove the converse implication only in the Roumieu case, as the Beurling case is similar. For
Ap,(rp) . Also, for brevity in notation, we denote byX (rp) the closure of
Since the latter space is continuously injected into S 
wheref is the extension of f toX (kp) . Of course, we can take
2.3. Nuclearity. We shall now establish the nuclearity of S * † (R d ). We first need to introduce some notation. Given a positive function Ψ ∈ C(R d ) and 
Proof. Consider the function f :
It is a diffeomorphism between (−1, 1) and R with inverse f −1 (t) = ( t − 1)/t (notice that f −1 is analytic on a strip along the real axis since the singularity at 0 is removable). Denote by g :
where |β| ≤ |α|,
= 1 and lim
For y j ≥ ε we have |y j − y j + 1| = y j +1− y j ≥ ε/(2 y j ) and |y j + y j − 1| ≥ ε. Similarly, for y j ≤ −ε, we have |y j − y j + 1| ≥ ε and |y j + y j − 1| ≥ ε/(2 y j ). Thus, for k ∈ Z + ,
for all y j ∈ R, where c = 2(1 + ε −1 ). We obtain
Now, we estimate as follows 
The above estimate implies that for each β, γ ∈ N d and ε > 0 there exists 0 < l < 1 such that
Hence ϕ • g can be extended to a periodic function on R d with period I and this extension is an element of C 
To prove that it is well defined and continuous, observe that ϕ • g −1 is continuous and
for all y ∈ R d . Now, notice that the inclusion mapping ι :
, which, by the above observation, proves its nuclearity.
In the rest of this subsection, we are interested in the special case Ψ(x) = e A(h|x|) , h > 0. We recall ([27, Definition 3.2.3, p. 56]) that a continuous mapping T : E → F , E and F being normed spaces, is called quasi-nuclear if there exists a sequence of functionals 
→ S
, is the composition of two inclusions of the same type, it is enough to prove that it is quasi-nuclear. For ease of writing, set
Indeed, choose a even non-negative φ ∈ D(R d ) and set F (x) = (φ * e A(2| · |) )(x); then, from the elementary inequality e A(ρ+λ) ≤ 2e A(2ρ) e A(2λ) , we obtain (2.10) and (2.11) with c 1 = (1/2)
Let h > 0. For the proof of i) define F h (z) = F (hz), resp. for the proof of
First we prove i). Take h 1 = 4Hh. We prove that the inclusion X h 1 → X h is quasi-nuclear. By Lemma 2.9, there exists
where, in the third inequality, we have used e 2A(4h|x|) ≤ c 0 e A(4Hh|x|) = c 0 e 
Denote by T α,j the linear functional on
< ∞ and together with the inequality
proves the desired quasi-nuclearity.
For ii), take h 1 = h/(4H) and show that the inclusion X h → X h 1 is quasi-nuclear. By Lemma 2.9, there exists
Similarly as above one verifies that
, i.e., j,α T α,j X ′ h < ∞ and ϕ X h 1 ≤ j,α |T α,j (ϕ)| which proves the quasi nuclearity of the inclusion X h → X h 1 .
In particular we obtain:
is also nuclear. As a consequence of the nuclearity of S * † (R d ) we have the following proposition. We will often tacitly apply it through the rest of the article.
Proposition 2.12. The following canonical isomorphisms of l.c.s. holds:
Proof. For brevity in the notation set
, with a similar argument as in the proof of Lemma 2.4, one readily verifies that (χ n ⊗χ n ) * ψ → ψ in S * † (R d ). Hence it is enough to prove that for arbitrary but fixed
. We give the proof for the Roumieu case, as the Beurling case is is similar. Set 
Translation-invariant spaces of ultradistributions
This section collects and explains various results about some classes of translation-invariant spaces of ultradistributions that we shall apply in the next two sections in our study of the convolution. See [8] for the non-quasianalytic case and [9] for the quasianalytic one (see also [7] for the distribution case). We employ the notation T h for the translation operator
3.1. Translation-invariant Banach spaces of ultradistribution. We start by defining the following class of Banach spaces:
-space E is said to be a translation-invariant (B)-space of ultradistributions of class * − † if it satisfies the following three axioms:
, E is translation-invariant). (III)
There exist τ, C > 0 (for every τ > 0 there exists C > 0), such that
The function ω : R d → (0, ∞) is called the weight (or growth) function of E.
These axioms imply [8, 9] the following important property: ( II) The mappings h → T h g are continuous for each g ∈ E, i.e., the translation group of E is a C 0 -group; moreover, E is separable.
In the rest of the section we assume that E and ω are as in Definition 3.1. It should be noticed that the weight function of E is measurable, ω(0) = 1, and log ω is subadditive. We associate to E the Beurling algebra L 1 ω , this convolution algebra is very important to understand the properties of E. The 1 Applying the closed graph theorem, the axioms (I) and (II) yield T h ∈ L(E) for every h ∈ R d , see [9, Lemma 3.1] next proposition collects some useful results from [9] concerning the natural convolution structure on E.
Proposition 3.2 ([9]). The (B)-space E satisfies: a) The convolution mapping S
The dual space E ′ carries a convolution structure as well. Indeed, we can associate the Beurling algebra L 1 ω to E ′ (hereω(x) = ω(−x)) and the convolution of f ∈ E ′ and u ∈ L 1 ω is defined via transposition: u * f, g := f,ǔ * g , g ∈ E. The space E ′ then becomes a Banach module over L 1 ω . It is important to notice that, in general, E ′ is not a translation-invariant (B)-space of ultradistributions of class * − †. Indeed, the properties (I) and ( II) may fail for E ′ (e.g., take E = L 1 ). We have introduced in [7, 8, 9] the space E
Since the Beurling algebra L 1 ω admits bounded approximation unities, it follows from the celebrated Cohen-Hewitt factorization theorem [15] that E ′ * is actually a closed linear subspace of E ′ . Thus, E ′ * inheres the Banach module structure over L 
. When E is reflexive, we have proved [8, 9 ] that E ′ is also a translation-invariant Banach space of ultradistributions of class * − † and in fact E ′ = E ′ * . We now give some typical examples of E. 
where q is the conjugate index to p. On the other hand, E 
We define the (Hausdorff) l.c.s.
An important result from [8, 9] is the alternative description of the Roumieu case via the projective family of (B)-spaces (3.3)
with (r p ) ∈ R; we have the (topological) equality
We recall some properties of D * E that are shown in [9] . We have shown that the elements of D * E are actually of ultradifferentiable functions, namely,
In fact, one has the dense embeddings 
′ is justified by the next structural theorem from [9] . The spaces UC ω and C ω are those closed subspaces of L 
There exists a bounded subset B 1 of E ′ and an ultradifferential operator P (D) of class * such that each f ∈ B can be expressed as f = P (D)g with g ∈ B 1 . (v) There exists B 2 ⊆ E ′ * ∩ UC ω which is bounded in E ′ * and in UC ω and an ultradifferential operator P (D) of class * such that each f ∈ B can be expressed as f = P (D)g with g ∈ B 2 . Moreover, if E is reflexive, we may choose B 2 ⊆ E ′ * ∩ C ω . We shall also need the ensuing characterization of precompact subsets of
. The following statements are equivalent:
(ii) There exists a precompact set B 1 in E ′ and an ultradifferential operator P (D) of class * such that f = P (D)g for some g ∈ B 1 . (iii) There exists a set B 2 ⊆ E ′ * ∩ UC ω which is precompact in E ′ * and in UC ω and an ultradifferential operator P (D) of class * such that each f ∈ B is of the form f = P (D)g for some g ∈ B 2 ; if E is reflexive one may choose B 2 ⊆ E ′ * ∩ C ω .
Proof. We consider the Roumieu case as the Beurling case is similar. Let (i) hold. For f ∈ D ′{Mp} E ′ * we define the linear operator ι(f )(ϕ) = f * φ,
is well defined by Theorem 3.4). One easily verifies that ι(f ) is continuous and the mapping
is continuous (see the discussion after [9, Corollary 4.11] for details). Since B is precompact, so is ι(B). As S
Hence there exists (r p ) ∈ R such that the elements of ι(B) can be extended to a bounded subset
′ * is a l.c.s. (the index G stands for the topology of uniform convergence on all sets in G). The topology induced on ι(B) by L G X (rp) , E ′ * is the same as the topology induced on it by
′ * . Now one can use exactly the same technique as in the proof of (ii) ⇒ (iv) of Theorem 3.4 to conclude (ii) and as in the proof of (ii) ⇒ (v) of Theorem 3.4 to conclude (iii) (see [9] for details). The implications (ii) ⇒ (i) and (iii) ⇒ (i) are obvious.
We now specialized our discussion to weighted L p spaces of ultradistributions. Let η be a ultrapolynomially bounded weight function of class † (cf. Example 3.3). As usual, we write q for the conjugate index of p ∈ [1, ∞]. For 1 < q < ∞, the choice E = L is regular and complete [9] . We have shown in [9] the following result:Ḃ * η is (as l.c.s.) the closure of
(This assertion is non-trivial in the Roumieu case). We will make use of the following result in the next section. Proof. To prove i), let {e n } n∈Z + be a normalized Schauder basis for E, i.e., for each e ∈ E, there exists a unique sequence of complex number {t n } n∈Z + such that e = lim n→∞ n j=1 t n e n . The linear forms g n : e → t n form an equicontinuous subset of E ′ and e = ∞ j=1 g n (e)e n converges uniformly on compact subsets of E (cf. [33, Theorem 9.6, p. 115 
E is barreled, the Banach-Steinhaus theorem will imply that these convergence also hold in L c (D * E , D * E ) and i) will be proved. In fact, every weakly convergent sequence is weakly bounded hence equicontinuous since D * E is barreled and the Banach-Steinhaus theorem implies uniform convergence on precompact subsets. Thus, fix m ∈ Z + and ϕ ∈ D * E . By a) of Proposition 3.2,
which proves that D * E satisfies the weak approximation property. Conversely, let D * E satisfies the weak approximation property. Since D * E is continuously injected into E, if we prove that Id ∈ L c (E, E) is in the closure of the subspace [36, Proposition 2, p. 7] will imply that E also satisfies the weak approximation property. Let χ n ∈ S * † (R d ), n ∈ Z + , be as in ii) of Lemma 2.4. Define G n : E → D * E , e → χ n * e. Proposition 3.2, a) implies that G n is well defined and continuous for each n ∈ Z + and c) from the same proposition verifies G n → Id in L σ (E, E). Now, the Banach-Steinhaus theorem yields that the convergence also holds in L c (E, E). 
are isometric isomorphisms between the corresponding spaces. In particular, the above proposition is applicable when E is any of the aforementioned spaces.
Remark 4.3. Enflo, in his seminal paper [10] , gave an example of a separable (B)-space which does not possess the (weak) approximation property. Later Davie [4] and Szankowski [40] , using Enflo's ideas, proved that l p has a closed subspace which does not have the approximation property for each p ∈ [1, 2) and p ∈ (2, ∞). It is an interesting problem to find out whether there exists a translation invariant (B)-space of ultradistributions which does not possess the (weak) approximation property.
Since D * E is complete, if F is sequentially complete, resp. quasi-complete, resp. complete, l.c.s. then the same holds for D * E εF (cf. [18, Proposition 1.1], [36, Chapter I, p. 29] ). By Proposition 4.1, if E has a Schauder basis and F is sequentially complete, resp. quasi-complete, then D * E εF is canonically isomorphic to the sequential closure, resp. bounding closure, of D *
[18, Proposition 1.4]) and if E satisfies the weak approximation property and F is complete then D * E εF is canonically isomorphic to the closure of D *
From now on we will be particularly interested in the case E = C η . Since C η has a Schauder basis,Ḃ * η satisfies the weak sequential approximation property. Given (r p ) ∈ R, we write below R α = |α| j=1 r j . and for every ε > 0 and r > 0 (resp. (r p ) ∈ R), there exists a compact set K ⊆ R d such that
consisting of all such ψ; F is closed. Let ϕ n ∈ S * † (R d ), n ∈ Z + , be as in ii) of Lemma 2.4. For fixed ψ ∈ F , similarly as in the proof of Lemma 2.4, one verifies that ϕ n ψ ∈ S * † (R d ) and
Lemma 4.5. B is a precompact subset ofḂ * η if and only if B is bounded iṅ B * η and for every ε > 0 and r > 0 (resp. (r p ) ∈ R), there exists a compact set
Proof. ⇒. Let ε > 0 and r > 0 (resp. (r p ) ∈ R) and
There exist ϕ 1 , ..., ϕ n ∈ B such that for each ϕ ∈ B there exists j ∈ {1, ..., n}
, in the Roumieu case. ⇐. Let V r (resp. V (rp) ) be the neighborhood of zero defined as above but with ε instead of ε/2. Set k = 2r (resp. (k p ) = (r p /2)). Since B is bounded, there exists
For ε/2 and r (resp. (r p ) ∈ R), pick a compact set K ⊆ R d as in the condition of the lemma. Obviously, B is bounded in C ∞ (R d ) and since the latter space is Montel it must be precompact in C ∞ (R d ). Thus, there exists a finite subset B 0 = {ϕ 1 , ..., ϕ n } of B such that for each ϕ ∈ B there exists j ∈ {1, ..., n} such that (η is continuous and positive)
For ϕ ∈ B take ϕ j ∈ B 0 such that (4.1) (resp. (4.2)) holds. When x ∈ K and |α| ≥ p 0 
which proves the desired convergence.
Definition 4.7. Let F be a sequentially complete, resp. quasi-complete, resp. complete, l.c.s. We defineḂ * η (R d ; F ) to be the space of all F -valued smooth functions ϕ defined on R d such that:
i) for each r > 0 (resp. (r p ) ∈ R) and each continuous seminorm q on F , we have
ii) for every ε > 0, q a continuous seminorm on F and r > 0 (resp. (r p ) ∈ R), there exists a compact set
Equipped with the seminorms q r (resp. q (rp) ), where q varies through the continuous seminorms of F and r > 0 (resp. (r p ) ∈ R),Ḃ *
We need the following technical lemma.
Proof. Let r > 0 (resp. (r p ) ∈ R). Let q 1 , ..., q n be continuous seminorms on F and ε > 0 and fix a neighborhood of zero
is compact in F . Thus, there exists a finite setB 0,r ⊆B r (resp. a finite setB 0,(rp) ⊆B (rp) ) such thatB r ⊆B 0,r + V (resp.B (rp) ⊆B 0,(rp) + V ). Fix x 0 ∈ R d \K and |β| > p 0 and denote
We prove that B r ⊆B 1,r +V (resp. B (rp) ⊆B 1,(rp) +V ), which will complete the proof of the lemma. For x ∈ R d \K and α ∈ N d , in the Beurling case, by construction
Proposition 4.9. Let F be a sequentially complete l.c.s.. The spaceḂ *
By Lemma 4.6 and [18, Theorem
Thus, Lemma 4.5 implies Φ is precompact inḂ *
be the function which satisfies a) and b) that generates G, i.e.,
[34, Appendix, Lemma II] and the remark after it). Let q be a continuous seminorm on F and r > 0 (resp.
η and by Lemma 4.5, using B
• = U (U is convex, circled and closed), one easily verifies that g satisfies the conditions of Definition 4.7, i.e., g ∈Ḃ *
. We obtain that the linear
, is a bijection. It remains to prove that it is a topological isomorphism.
To prove that it is continuous, let B be equicontinuous subset of F ′ and
. Consider the neighborhoods of zero
Of course, without losing generality, we can assume that B = U • for a convex circled closed neighborhood of zero U = {f ∈ F | q 1 (f ) ≤ 1, ..., q n (f ) ≤ 1} in F . Consider the neighborhoods of zero
.., n and
, for all f ′ ∈ B which proves the continuity of ϕ → G ϕ . Conversely, for the neighborhoods of zero W r,ε inḂ
, where W r,ε and W (rp),ε are defined as above, con- 
SinceḂ * η is complete and satisfies the weak sequential approximation property, the above proposition together with [18, Proposition 1.4] implies that if F is a sequentially complete, resp. quasi-complete, resp. complete, l.c.s. the spaceḂ *
is canonically isomorphic to the sequential completion, resp quasi-completion, resp. completion, ofḂ * η ⊗ ǫ F . Thus, by taking F =Ḃ * η 1 (R m ) where η 1 is continuous positive ultrapolynomially bounded weight of class †, we have the canonical isomorphism of l.c.s.
The above results allows us to prove the following proposition which will be essential for the proof of the main result from the following section. 
Proof. That η is a continuous positive ultrapolynomially bounded weight of class † on R d 1 +d 2 is obvious. By the above discussion, it is enough to provė
; but the proof of this fact is analogous to that of [30, Proposition 4] and we omit it.
Existence of convolution of two ultradistributions
Denote by C 0 the set of all g ∈ C 0 (R d ) such that g(x) > 0 for all x ∈ R d . For g ∈ C 0 and r > 0 (resp. (r p ) ∈ R and denote R α = |α| j=1 r j ), we define
One easily obtains thatD
) becomes a (B)-space when equipped with the norm p q,r (resp. p g,(rp) ).
η ,g is a complete l.c.s. We define an order on C 0 as follows:
have the same bounded sets.
Proof. It is easy to verify that the inclusion mapping
is a welldefined and continuous injection. We prove the surjectivity in the Roumieu case as the Beurling case is analogous. Let ϕ ∈D
linearly on the intervals (ρ j , ρ j+1 ) and by the constant 1 on [0, ρ 1 ). Then g 0 is continuous monotonically decreasing and tends to 0 when ρ → ∞. Let g(x) = g 0 (|x|) for x ∈ R d . It is easy to verify that g ∈ C 0 . Observe that
i.e., p g,(rp) (ϕ) = ∞ which is a contradiction. It remains to prove that
have the same bounded sets. Clearly, each bounded set in the former space is bounded in the latter. We prove the converse in the Roumieu case, the Beurling case being similar. Let B be a bounded subset ofD
Similarly as in the proof of the surjectivity, we can find
for all j ∈ Z + . By defining g ∈ C 0 as above, one obtains
i.e., sup ϕ∈B p g,(rp) (ϕ) = ∞ which is a contradiction.
Lemma 5.2. For each g ∈ C 0 and r > 0 (resp (r p ) ∈ R), the set
Proof. Let B be a bounded subset ofḂ * η and consider the neighborhood of zero
In the Beurling case, for r ′ = 2r,
and in the Roumieu case, for (r
Since g ∈ C 0 there exists c ≥ 1 such that g(x) ≤ 1/(2C) for all |x| ≥ c. Now, observe that the set
and since the latter space is Montel it must be pre-
Hence there exists a finite subset
equipped with the topology of compact convex circled convergence from the duality D
are isomorphic as l.c.s.
Proof. Lemma 5.1 states that these spaces are algebraically isomorphic. Let ε > 0, g ∈ C 0 , r > 0, resp. (r p ) ∈ R and consider the neighborhood of
For these g and r (resp. (r p )), defineB as in the statement of Lemma 
η , we conclude that for each n ∈ Z + there exists k n ≥ 1 such that sup
−n . Without losing generality we can assume that k n+1 ≥ k n + 1, ∀n ∈ Z + . Define g 0 : [0, ∞) → (0, ∞) by g 0 (k n ) = 1/n and linearly on (k n , k n+1 ) to be continuous. Furthermore, define
and f ∈ B, in the Roumieu case, we have
and similarly, in the Beurling case, sup
is complete l.c.s., the above proposition implies that D * L ∞ η ,c is complete l.c.s. and its topology is generated by the system of seminorms p g,r , g ∈ C 0 , r > 0, resp. p g,(rp) , g ∈ C 0 , (r p ) ∈ R. Now, it is easy to verify that
. In fact, one can prove by a similar technique as in the proof of ii) of Lemma 2.
. Moreover, we have the following
Proof. If X is a l.c.s. with X ′ being its dual, the topology c of compact convex circled convergence on X ′ is clearly stronger than the weak topology. Moreover, every compact convex circled subset of X is clearly weakly compact, thus X ′ c has weaker topology than the Mackey topology on We need the following technical lemma whose proof is simple and we therefore omit it.
Lemma 5.6. The multiplication (ϕ, ψ) → ϕψ is continuous bilinear mapping in the following cases · :
To consider the problem on the existence of convolution of two ultradistributions with restrict our attention to the case η(x) = 1.
We say that the convolution of f 1 and
) and we define their convolution by
where 1 x,y is the functions that is identically equal to 1; from now on denoted only by 1.
A priori it is not clear that if f 1 and f 2 are as in this definition, the convolution f 1 * f 2 is a well defined element of S ′ * † (R d ). To prove this, consider the linear mapping F :
) it is clearly continuous, hence it has closed graph. But since for each 
Proof. i) ⇒ ii). Let θ, ψ, χ ∈ S * † (R d ). Clearly ψ(x + y)(χ * ϕ)(y) ∈ S * † (R 2d ). We have (ψ * f 1 )f 2 * χ, θ = f 1 ⊗ f 2 , ψ(x + y)(χ * θ)(y) .
Let ϕ n ∈ S * † (R d ), n ∈ Z + , be as in ii) of Lemma 2.4. One easily verifies that ψ(x + y)ϕ n (x)(χ * θ)(y) → ψ(x + y)(χ * θ)(y) in S * † (R 2d ) (cf. the proof of ii) of Lemma 2.4) and ϕ n (x)(χ * θ)(y) → 1 x ⊗(χ * θ)(y) in D * L ∞ ,c (R 2d ). Hence f 1 ⊗ f 2 , ψ(x + y)(χ * θ)(y) = lim n→∞ f 1 ⊗ f 2 , ψ(x + y)ϕ n (x)(χ * θ)(y) = lim n→∞ (f 1 ⊗ f 2 )ψ ∆ , ϕ n (x)(χ * θ)(y)
where the last equality follows by i) and Proposition 5.4. Thus (ψ * f 1 )f 2 * χ, θ = (f 1 ⊗ f 2 )ψ ∆ , 1 x ⊗ (χ * θ)(y) . Again, i) and Proposition 5.4 imply that there exist C > 0, g ∈ C 0 and r > 0, resp. (r p ) ∈ R, such that (f 1 ⊗ f 2 )ψ ∆ , 1 x ⊗ (χ * θ)(y) ≤ Cp g,r (1 x ⊗ (χ * θ)(y)) ≤ C 1 θ L ∞ , resp.
(f 1 ⊗ f 2 )ψ ∆ , 1 x ⊗ (χ * θ)(y) ≤ Cp g,(rp) (1 x ⊗ (χ * θ)(y)) ≤ C 1 θ L ∞ .
Since S We continue the proof in the Roumieu case, since the Beurling case is similar. By Lemma 1.1, we can assume that (r p ) is such that R p+q ≤ 2 p+q R p R q for all p, q ∈ Z + . Let (r F ϕ,ψ (χ) = tΘ (f 1 ⊗ f 2 ), χ ϕ,ψ = f 1 ⊗ f 2 ⊗ 1 t , ϕ(x + t)ψ(t − y)χ(t) = (ϕ * f 1 )(ψ * f 2 ), χ .
Thus (ϕ * f 1 )(ψ * f 2 ) ∈ M 1 (R d ). But (ϕ * f 1 )(ψ * f 2 ) is a continuous function, hence (ϕ * f 1 )(ψ * f 2 ) ∈ L 1 (R d ). The proof of iii) ⇒ iv) is similar. iv) ⇒ i). By similar arguments as in the discussion after Definition 5.7, using De Wilde closed graph theorem, one verifies that the bilinear mapping G : is a barreled (DF )-space. Kepping in mind S * † (R 2d ) = S * † (R d )⊗S * † (R d ) where the topology on the tensor product is π = ǫ (S * † (R d ) is nuclear), G extends to a continuous mappingG :
Denote by V the continuous mapping 
is bornological (cf. Theorem 3.6 for the Beurling case), Theorem 3.4 implies that the mapping f → f * χ, D ′ *
) is continuous. Hence the bilinear mapping Q χ : S of class * , then the convolution of f 1 and P (D)f 2 exists and the convolution of P (D)f 1 and f 2 also exists and P (D)(f 1 * f 2 ) = f 1 * P (D)f 2 = P (D)f 1 * f 2 .
