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7. ? Огпглаі ¿n&iodu.cXÁ-on 
The purpose of this thesis is to present an application of modern estimation 
theory, viewed as a part of system theory [6], in analytical chemistry. 
Much effort in quantitative analytical chemistry is devoted to the estima-
tion of quantities of chemical components in single- and mul ti component 
samples. These samples may be industrial samples (oil refinery, steel-
fabrication process, chemical process), environmental samples (air- and 
water pollution control) or clinical samples. Some analytical measurement 
method - e.g. ultra-biolet visible spectroscopy, Atomic Absorption spectros-
copy, Acid-Base Titration - is applied to the sample, which produces data -
measurements - containing information about the composition of the sample. 
A general characteristic, which is of particular importance from the point 
of view of estimation theory, is that the dataset, produced by the analytical 
method is always limited. 
What is the motivation for this research? Traditionally the data, produced 
by an analytical measurement method, are collected and subsequently 
computations are performed on the collected data to estimate the composition 
of the sample. The advent of - mini - computers in analytical instrumentation, 
i.e. the direct coupling of an analytical measurement method and a computer, 
has offered the possibility to process an analytical measurement as soon as 
it is available. In this way the calculations may be performed much more 
effectively. Moreover this procedure may be time-saving with respect to the 
traditional approach. Another point is that relatively little attention has 
been paid to the question how these data, produced by analytical measurement 
methods are generated, i.e. what mechanism has generated the data. Knowledge 
about these mechanisms will provide deeper insight in analytical methods, 
e.g. the possible change of the composition of the sample during the 
experiment can be studied. Furthermore it will offer the possibility to 
investigate interactive effects (and their consequences on the estimation 
results) between components during the experiment. Modern estimation theory 
occupies itself with the problem of finding estimates of quantities of 
interest by using dynamical systems as models, generating the data. Modern 
estimation theory gives algorithms to recursively estimate quantities of 
interest, i.e. measurements can be processed by these algorithms as soon as 
they come available. 
So the problem is then to give an application of modern estimation theory in 
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analytical chemistry. This linking together of modern estimation theory and 
analytical chemistry should provide deeper insights in the working of 
analytical methods and should provide algorithms to recursively calculate 
estimates of quantities of analytical interest. 
Modern estimation theory is a well developed research area, see e.g. [1-3> 
6, 7]· In particular the Kalman filter [Ц] can be most effectively employed 
to obtain recursive estimates by using dynamical systems as models. The 
combination of modern estimation theory and analytical chemistry has received 
very little attention in the literature. In fact, only one paper had appeared 
on this subject at the beginning of the research reported in this thesis: in 
1976 Seel ig and Blount [8] described an application of Kalman filtering in 
analytical chemistry. 
For a particular analytical measurement method, viz. anodic stripping vol-
tammetry, Seel¡g and Blount [8] proposed a model and subsequently designed 
a Kalman filter, which produced recursive estimates of the quantities of 
i nterest. 
The application of modern estimation theory to analytical chemistry is 
demonstrated in this thesis by considering an important class of analytical 
experiments, namely mul ti component analysis, from the modern estimation point 
of view. Different experimental situations are considered, various dynamical 
system representations are provided and different aspects from estimation 
theory are treated. Special emphasis is given to the state space approach. 
Some considerations about systems and models are discussed in chapter 2. 
Chapter 3 gives an exposition of the derivation of the Kalman filter as 
originally given by Kalman [4]. Chapter 't brings modern estimation theory 
and analytical chemistry together by applying modern estimation theory to 
mul ti component analysis. Dynamical systems are given describing mul ti component 
analysis. Kalman filters are designed, which give recursive estimates of the 
quantities of interest by processing the measurements. Some implementation 
considerations of the Kalman filter are given. Having accomplished this 
synthesis between modern estimation theory and analytical chemistry, a more 
formal treatment is given in chapters 5 " 7 on different subjects in this 
context. In chapter 5 error- and sensitivity results are derived for general 
linear dynamical systems, which enable us to investigate the performance 
degradation of a Kalman filter in the presence of modeling uncertainties; 
an application is given to multicomponent analysis. Various types of baseline 
disturbances, corrupting analytically spectral measurements in mul ti component 
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analysis are considered in chapter 6. Different interpretations of the 
various types of baseline disturbances are given, as well as effective 
methods for on-line compensation, i.e. during the analytical experiment, of 
these disturbances are described. Consistency of estimates in mul ti component 
analysis in the presence of white, as well as in the presence of coloured 
measurement noise, is the subject of chapter 7. Estimation of analytical 
parameters (calibration) and estimation of the concentration of a component 
in a sample are separated problems in classical analytical chemistry. Finally 
in chapter 8 a simultaneous calibration and estimation is described for a 
"degenerate" mul ti component analysis, viz. a single component analysis. The 
simultaneous calibration and estimation problem is reformulated as a 
simultaneous parameter and state estimation problem in modern estimation 
theory terms. 
1.2 Ьхсг o¡í ікіл кигалск 
The scientific discipline, within which this research falls is called 
chemometrics. Very roughly speaking chemometrics is an outgrowth of clas­
sical analytical chemistry. It is a relatively young branch of science. The 
word chemometrics has been introduced by B.R. Kowalski [5]. 
There are differences in opinion how to give shape to this new scientific 
discipline. The most current opinion is to use results from, say system 
theory, and implement these results in an analytical context. In practice 
this generally means that a computational procedure, an algorithm is 
developed and this algorithm is used as a chemometrical tool. This is not 
the point of view in this thesis. It is felt that it is preferable to 
introduce particularly the formalism that goes along with these results. 
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2.1 Sijitem: not a {¡ancy woKd, but a. m&thvncuticxiX. concepì 
Let's describe a number of problems, in which we shall be particularly 
interested in this report. Suppose a chemical sample is available, con-
sisting of a number of components. We might be interested in estimating 
the concentrations of the components in the sample, or in estimating the 
number of components in the sample under various "circumstances" - the 
concentrations may or may not be changing in time; all sorts of uncon-
trollable disturbances from the environment may influence the experiment 
- and using some "convenient measurement method", e.g. an ultraviolet -
visible spectrophotometer or an atomic absorption spectrophotometer. In 
all cases we shall call the chemical sample, the "circumstances" and the 
"convenient measurement method", taken together, the - analytical -
system. The reason is not, that we are so eager to use fancy words, but 
merely to emphasize that we shall look at an analytical experiment as "a 
structure into which something (matter, energy, or information) may be 
put at certain times and which itself puts out something at certain times" 
- quotation from Kaiman, Falb and Arbib [6]. So we shall not describe an 
analytical experiment by giving chemical specifications - type of instru-
ment, solvent used and things like that. It should be stressed that we 
certainly do not contend that these chemical specifications are not im-
portant; the only thing is that we want to concentrate in this report on 
the systems point of view of an analytical experiment. 
Because the analytical systems we shall encounter in this report are sub-
jected to inputs beyond our own direct control, i.e. "noise processes", 
we shall have to deal with stochastic analytical systems. As far as we 
are concerned the "thing" which puts the stochastic analytical system out 
at certain times is a scalar discrete stochastic process, denoted by z. 
It should be noted that we tacitly assume here that a possible sampling 
unit is part of the system. Because this process z, which shall be iden-
tified as the output process or observation process, will play a crucial 
role throughout this report, a formal definition of ζ is warranted. 
DEFINITION 1: Let the triple (Ω, F, P) be a complete probability space, 
where Ω is the sample space, F the sigma algebra associated with Ω and Ρ 
the probability measure - see e.g. Burri 11 [2], Milton and Tsokos [13]. 
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Let J be the socalled index set J = {0, 1, 2 m}. A discrete 
stochastic process ζ is defined to be a function ζ: Ω χ Τ -*• R, where R 
i s the real 1 i ne. ι-· 
A few comments on this definition are in order: 
- In practical applications the index set J will be finite - a finite 
number of measurements are made. In theoretical considerations m can be 
infinitely large when investigating limits. 
- We have avoided to speak about the TIME index set J and hence we have 
also avoided to speak about the discrete TIME stochastic process. The 
reason for this is that in many problems in analytical chemistry the 
index set J may be more conveniently associated with a number of wave­
lengths - or whichever physical quantity is appropriate in a specific 
problem - instead of associating J with time. 
- The fact that ζ is both a function of j € J and of ω € Ω can be expressed 
by writing z(j, ω) for the process z. If ω = ω is fixed, we call ζ(],ω ) 
a REALIZATION. In analytical terms different values of ω can be inter­
preted as different runs of a certain analytical experiment. We shall 
suppress the explicit dependence of ζ on ω in this report. 
- The sample space Ω is a collection of points - elementary outcomes [2, 
12, 13]; the sigma algebra F ¡s a collection of sets - events; one of the 
sets of F is Ω itself. In this report the sample space Ω will be a set of 
points on the real 1 i ne R and F wi11 be the class of sets generated by 
sets A of the form 
A = {ω: ω < a, ω £ Ω} (1) 
and their complements, unions and intersections. This particular sigma 
algebra is called a Borel-field. The discrete stochastic process ζ is a 
function with the product space J χ Ω as its domain and R as it range. 
Because of its importance in this report, we shall give a formal definition 
of a Gaussian stochastic dynamical analytical system. The definition of a 
deterministic dynamical system is given in [6]. 
DEFINITION 2: A GAUSSIAN STOCHASTIC DYNAMICAL ANALYTICAL SYSTEM is a 
collection {Ω, F, P, J, Rn, Bn, R, B, F, H, R, 1 ) , where J = {0, 1,2 m}, 
η a positive integer, R the η dimensional Euclidean space with it associated 
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Borei sigma algebra Bn, R the one-dimensional Euclidean space with its 
Borei sigma algebra B, F : J •* Л П Х П , H : J ->· Rn, R : J ->• R, П : J + Д П Х П 
such that for all j € J (l(j) = Q(j) > 0 (the superscript Τ means trans­
position; if A is any square matrix then A >, 0 means A positive semidefinite) 
and R(j) > 0. If (Ω , F, P) is a complete probability space and ν : Ω χ J -> R 
a Gaussian white noise process with intensity R and U/ : Ω χ J -*• R a 
Guassian white noise proces with intensity Q, then define χ : Ω χ J -»• R , 
ζ : Ω χ J •+ R 
x(j+l) = F(j)x(j) + w(j) (2) 
z(j) = HT(j)x(j) + v(j) (3) 
The process χ wi11 be called the STATE process and ζ the OUTPUT process. A 
constant Gaussian dynamical analytical system is a system where F, H, V and 
Q do not depend on j . r-i 
We may note the following: 
- The above given definition ¡s a minor adaptation of the definition of a 
Gaussian stochastic dynamical system, as given in Van der Bij and 
Van Schuppen [1]. It should also be noted that the above given definition 
has been given for systems without control inputs. The reason for this is 
that all systems in the state framework we shall encounter in this report, 
are systems without control inputs. Furthermore the state process will 
always be finite dimensional in this report. Recently a much more general 
definition of a stochastic dynamical system has been proposed by Van 
Schuppen [l'i] - for instance finite dimensional state systems are a 
special case; the Gaussian assumption is not made. However, the above 
given definition amply meets the requirements of this report. 
- The state vector is a set of η variables x. (i = 1, 2, ..., η), the 
elements of the state vector. The values of these π state variables are 
sufficient to describe the system behaviour completely. The state for any 
j 6 J isa minimum set of values x. (j) , ... , χ (j) whi eh, in the absence of i mput s 
to the system, is sufficient to determine the condì tional distribution of future 
states and further outputs. In view of the applications which are 
of interest in this report, usually some of the elements of the state 
vector and many times all elements of the state vector will represent the 
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concentrations of the components ¡π some chemical sample, which are to be 
estimated. We might as well add here that the above given heuristic des­
cription of the state may look somewhat artificial when in an analytical 
experiment the state remains constant, while Η is a function of j. 
- The importance of the Gaussian distribution in practical applications is 
well known - see e.g. Maybeck [12] - and will be further discussed in 
chapter 3. 
Of course the important question now is that given the time series 
{z(j), j € J} will there exist a "realization" of the form (2, 3). The 
affirmative answer to this quenstion has been given e.g. by Faurre ['t] -under 
a restriction which need not worry us at all for the applications we have 
in mind. We shall not go through with this more formal approach. Instead 
we shall adopt the idea that given a time series {z(j), j € J } , some "thing" 
has to be found and used, which in some sense "best" explains the time 
series {z(j), j € J}. Such a "thing" is called a MODEL. 
However, in order to conveniently arrive at the model concept, we shall 
first return to our discussion about systems, although in more general 
but less technical terms, based upon the work of Lennart Ljung [8 - 11]. 
Def i ne 
z j = (z(j), z(j-l), .... z(0)) (4) 
We shall come across situations in which there will be an input signal, 
denoted by u(j), working on the system. 
Define 
uJ = (u(j·), u(j-1) u(0)) (5) 
We shall assume that the systems which will be investigated in this report 
can be described as 
z(j) = f(j, zJ'"1,uj) + v(j·); z(0) = v(0) (6) 
S 
where f( ) is some deterministic function, the symbol 5 refers to 
system and v i s a stochastic process such that 
Π 
EMjJ/vJ"1} = О (7) 
where ν = (v(j-l), ..., v(0)) and E{./.} means conditional expectation 
[2]. 
Whenever we have to deal with input signals in this report, the input signals 
will be given signals; this means that feedback signals will not be con­
sidered in this report, although many results essentially hold true in the 
stochastic feedback situation. In view of equation (6) it follows that, 
loosely speaking, a model is some operation on the input and output, such 
that it produces a quantity which "resembles" z(j) as good as possible in 
some sense. Models are the subject of the next paragraph. 
2.2 QuaJLvtautLve. Кталкл about modzii 
The type of models we have arrived at in the preceding paragraph are called 
MATHEMATICAL MODELS, as opposed to PHYSICAL MODELS [3]. A physical model is 
either a reduced size copy of the original or an analogy; a mathematical 
model can be defined as a mapping of the relationships between the physical 
variables in the system to be modeled onto mathematical structures (like 
algebraic equations, sets of difference equations etc.) [3]. When the 
mathematical model is derived purely theoretically by using the appropriate 
physical relationships, we talk about 'white box modeling'; when the 
mathematical model is derived purely empirically by experiments on the 
system we talk about 'black box modeling' and finally about grey box 
modeling when combining the information from experiments with the physics 
of the problem [5]. 
Let us assume that the models are parameterized by a finite dimensional 
vector 0 (Θ £ R ). The parameter vector Θ can vary over some set D,.. Denote 
a given model by M(Q). If Θ varies over the set D
w
 a set of models will be 
generated: 
V = {7(о)/ е D^} (8) 
A model М( ) can be viewed as a rule to compute a quantity %, (j/ ) from 
the input and output data, which hopefully equals z(j) in some appropriate 
Π 
sense. This rule is given by some deterministic function g,, (. ; ., ., .) 
[Ill: 
2., (J/0) = Чц {0' J' z J " 1 u J ) ( 9 ) 
Different choices for the deterministic function g (.; ) will gener­
ate different classes of models [7]. It should be noted that (9) contains 
the class of linear state space models, having the structure (2, 3) [11]. 
Following Ljung [8 - 11] define the set D (5, V) : 
D(5 ( 4) = {0/z,.(j/0) best approximates z(j) in some appropriate sence; 
e y (10) 
Now usually ¡η practice a certain class of models is chosen a priori - a 
specific function g (.; ., ., . ) . Having chosen this class of models, it is 
often assumed that 0(5, M) is not empty, i.e. it is assumed that there is a 
"very good model'1 available among the set of models H. In [I1»] the case is 
treated in which D(S, if) is empty; see also [I5]. 
In the above situations we try to find the "best" model for an existing 
physical system. This should be distinguished from the situation, in which 
we try to find a model for an imaginary system. In that case the system 
should be a member of the model set 4. 
2.3 Some analytical. n.z^Ze.cJxoni 
We have considered an analytical experiment as a system. To extract the 
information, hidden in the output process ζ of the system, about some 
chemical sample, we shall use models, which hopefull> "optimally" describe 
the behaviour of the system, where "optimally" is to be understood in the 
sense that the specifications of some criterion are met, like the differ­
ence between the output ζ and the output predicted by the model is minimal 
in the mean square sense [9 - 11]. 
The choice of the class of models ¡s extremely important. To be more spe-
cific let us give a few examples: 
- Suppose we investigate a mul ti component analysis problem - see chapter 
З. if there are interactions between the components in the sample during 
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the experiment it is important to know whether these interactions cause 
a variation of the parameters within the chosen class of models, or may 
these interactions even force us to consider a class of model, which is 
different from the class assuming no interactions. 
- Suppose we investigate a chemical reaction, assuming that the relations 
between the quantities involved are linear, but in fact the describing 
relations of the system are non-linear. The parameter vector О С 0(3, M) 
of our linear model may result in a best approximation of the non-linear 
system by a linear model. 
- We can also be in trouble when the set D(5, Vf) contains more than one 
element 0 - as it usually does. Because we are generally interested in 
estimating concentrations, our estimated quantités must have a specific 
physical meaning. Generally a particular parametrization goes along with 
such a physically interpretable model. So the question then is: how can 
we be sure that we have found a meaningful 0, i.e. the one giving a 
physi cal ly interpretable model. Thi s non-uniqueness problem has not received 
any attention in the analyti cal 1 i te ra tu re. Some discussion is g i ven in chapter 6. 
- Many researchers in analytical chemistry, especially those not working in 
the field of chemcxnetrics, still feel a certain reservedness for using 
mathematical models, perhaps because they should be handled with so much 
care as follows from the above. However, unawareness of system and model 
concepts may lead to serious errors. Take for instance the assumption, 
which is some times made, that a maximised signal to noise ratio 
- maximised by "turning the knowbs of the instrument" - is in itself a 
guarantee that some indirectly observed quantities can be estimated. 
We shall see that finding an answer to the question whether the SYSTEM 
is OBSERVABLE comes first. 
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CHAPTER 3 THE DISCRETE KALMAN FILTER 
3.1 kppLLccution 0($ Kalman {¡¿Itziing Xi not ¡uAt 
iticbing numbzu ¿wto ^онтиЛаг 
3.2 Recoti-cve ioùvtÌon od the. ducA&te. w¿zncA 
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3.3 ІЦіілгпі >ie.p>iU(Lntatiom o¿ thz силтеЛг 
КаЫап {¡ilteA 
3.4 StabiLüty, KnackabiZitij, obi>e.nvab¿Lcty 
3.5 Some analyticcLt tizfjlzctiom 
3.6 ЧЦглгпсгл 
3./ AppLLccLtion. 0({ Kaiman j-LttzsUng ¿s not juat ¿ticking птЬси into 
^оптиЛал 
We have seen in chapter 2 that we are often confronted with the problem of 
estimating a process, while only a process related to the process to be 
estimated is available. We have also agreed on looking at an analytical 
experiment as a stochastic system. More specifically we shall regard an 
analytical experiment as a Gaussian stochastic dynamical analytical system, 
which has been formally defined in chapter 2. Hence with reference to 
chapter 2, we shall assume that we can describe an analytical experiment 
with a state space model: 
x(j + 1) = F(j)x(j) + w(j) (1) 
Z(j) = HT(j)x(j·) + v(j) (2) 
where the quantities in (1, 2) have been defined in chapter 2. A class of 
analytical experiments, which can be described by state space models (1, 2) 
are the extremely important mul ti component analysis experiments: Let the 
coefficients of the state vector χ represent the unknown concentrations of 
the components in the chemical sample, let the coefficients of the vector 
Η represent e.g. molar absorptivi ties, relate the index j with the wave­
lengths in e.g. the UV-VIS spectrum and take F(j) to be the identity matrix. 
Estimates of the unknown state vector χ can be obtained by processing the 
with χ related process ζ with a Kalman filter [l'i]. The formalism, that 
goes along with the Kalman filter, combined with the results described in 
this report, hopefully provide sufficient motivation for a widespread 
application of Kalman filtering in chemometrics. The purpose of this 
chapter is to pay attention to the derivation of the discrete Kalman 
filter [lA, 17]. It has been noted by Balakri shnan [3] that application of 
Kalman filtering is in many cases basically considered as sticking numbers 
into formulae. There appears to be a tendency to view the Kalman filter as 
a magic black box [3]. Just make some ad hoc adaptations in a particular 
application and forget about the theory. The next paragraph hopefully shows 
the way back to where it all began [l'i]. Of course only a brief outline 
will be given since there is no point in copying these papers. 
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Furthermore there have appeared many survey papers and many textbooks about 
Kalman filtering. In particular we would like to mention the survey papers 
of Sorenson [ЗІ]. Moore [25] and Willems [35] and of the many textbooks 
which are available we would like to mention Jazwinski [11], Anderson and 
Moore [2] and Maybeck [23]. A historical account is given by Sorenson [32]. 
3.2 Recatole ioùition о^ the. (ИлслеЛг ілітгп. {¡Altiilng ріоЫгт 
Very roughly we could say that in a filtering problem we try to estimate a 
signal y(j) from the observation z(j) of the signal y(j) in additive noise 
n(j), i.e. 
z(j) = y(j) + n(j) 
So heuristically we could say that in a filtering problem we try to filter 
the noise out of the observation z(i). When Kalman published his famous 
paper in March I960, a solution to the filtering problem had been given by 
Wiener [3Ό and Kolmogorov. Crucial assumptions were that the stochastic 
processes z(j) and у(j) were gaussian and stationary. Wiener described the 
stochastic processes by their power spectral densities or covariance 
functions. The solution of the filtering problem was given by the Wiener-
Hopf equation [Ik]. Wiener also gave a method for solution of the Wiener-
Hopf equation, called spectral factorization. However, it soon turned out 
that from the point of view of applications, the Wiener filter had a fatal 
disadvantage: the actual computation of the Wiener filter was restricted 
to a very small number of situations. Moreover these situations appeared 
to be of little, in fact no practical significance. 
While Wiener assumed that the stochastic processes could be described by 
their power spectral densities [Ik], Kalman assumed slightly more [1^], 
viz. that the stochastic process z(j) is the output of a discrete linear 
dynamic system, given by the following system of difference equations: 
x(j + 1) = F(j)x(j) + w(j) (1) 
z(j) = y(j) + v(J) = HT(j)x(j·) + v(j) (2) 
13 
where w(j) ¡s an n-dimensiona) independent gaussian random process, v(j) a 
scalar independent gaussian random process, x(j) the n-dimensional state 
process and z(j) the scalar observation process. F(j) is an η by η matrix 
and H(j) an n-dimenslonal vector. The elements of F(j) and H(j) are non-
random functions in the independent variable j. The initial state is a 
zero mean, gaussian randan vector and uncorrelated with w(j) and with v(j). 
It should be emphasized that Kalman settled with Wiener's stationarity 
assumption. It is the formulation of this discrete linear dynamical system 
(1, 2) which makes all the difference with respect to the Wiener filter. 
Hence it goes without saying that we shall pay some more attention to (1, 
2). The central role in Kalman's approach is played by the state process 
x(j). It might as well be noted here that in all historical contemplations 
about the Kalman filter - see e.g. [32] - it is always overlooked that 
Kalman already emphasized the importance of the state concept in his 
doctoral thesis [13], which was published in 1957. In his original paper 
[1Ί], Kalman considers the situation in which there is no system noise; 
in [17] a derivation of the Kalman filter is given for the situation, where 
the system noise w(j) and the observation noise ν (j) are correlated. We 
shall always assume that w(j) and v(j) are uncorrelated, because we shall 
never encounter situations in this report, in which this assumption is 
violated. At first sight, it may seem that Kalman's assumptions are overly 
restrictive and unrealistic. The following 'second thoughts' may settle 
with these misjudgements: The linearity of the state space model can be 
justified for a number of reasons. Apart from the fact that in many situa­
tions a linear model is adequate for the particular application at hand, 
existing non-linearities are typically linearized about some nominal point 
or about some nominal "course" of the state process - such a nomi nal'tourse" 
is called a nominal trajectory [23]. Furthermore the linear theory is far 
more easy to handle - although in many cases difficult enough - than the 
non-linear theory. We have stated above, following Kalman's formulation 
[I1*] that the noise processes {w(j)} and {v(j)} are independent gaussian 
random processes. It has become common practice to assume that {w(j)} and 
{v(j)} are indivi dually white processes, i.e. {w(j)} and {v(j)} are uncorre­
lated in the independent variable j and to assume separately that {w(j)} 
and {v(j)} are also individually zero mean gaussian processes [2]. Note 
that in the gaussian case uncorrelatedness and indépendance are equivalent. 
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We shall first concentrate on the whiteness assumption. Although white noise 
does not even exist physically, it is still a very useful concept in analy­
sis. Futhermore many systems in practice do have a limited band pass, i.e. 
a frequency range of inputs to which it can respond. The noise processes 
{w(j)} and {v(j)} will in many cases be wide band noises. Hence within the 
band pass of the system, the real, physical noise will behave like white 
noise [23]. Of course there are exeptions and we shall discuss some of them 
in this report. Getting ahead of these results it might as well be stated 
here that in many situations the correlated noise case can be handled with 
models, which in fact possess the same structure as the basic state space 
model (1, 2 ) . About the gaussian assumption we note that the noise processes 
are typically caused by a large number of "small" sources, possibly non-
gaussian. However, the central limit theorem of probability theory [5] 
suggests that the summed effect of these sources will be - approximately -
gaussian. Futhermore at best the first and second order statistics of a 
noise process will be known in practice. If higher order statistics are 
not available, there is no better form to assume than the gaussian density 
[23]. In fact, Kalman [17] has emphasized the point that given any random 
process with prescribed means and covariances, there is a unique gaussian 
process with the same mean and covariances. This observation will be used 
to give an interpretation of the Kalman filter estimates of the state 
process when dropping the gaussian assumption [17]. 
Kalman [Ht, I?] assumed that the initial state x(0) is zero mean. Of course 
theoretically there is not any loss in generality to assume that the initial 
state has mean zero instead of some arbitrary vector m . Furthermore Kalman 
' о 
[ΐΊ, 17] assumed that the initial state has some finite variance Ρ . Kalman 
considered the statistics of the initial state, as well as the statistics 
of the noise processes as part of the problem statement. In practice these 
statistics are usually unknown. So although it is quite natural to assume 
knowledge of these statistics from a mathematical point of view, it is not 
from an applications point of view. In this report we shall also pay atten­
tion to the problem of "finding" these statistics. 
As for the elements in the matrix F(j) and the vector Η(j) in the discrete 
linear dynamical system (1, 2) - the parameters of the system - Kalman made 
the following statement [1Ί]: "The question of how the numbers specifying 
the model are obtained from experimental data will not be considered". 
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Again, when dealing with a filtering problem, quite natural from a mathe­
matical point of view, but sometimes a major source of difficulties for 
those working on applications of Kalman filtering. Attention will also be 
given to parameter estimation in this report. 
The state space model (1, 2) is often represented in the form of a block 
diagram [2] as shown in figure 1. 
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We are now ready to give an outline of the derivation of the Kalman filter. 
In particular the original derivation given in [14] will be considered. 
Just as with the Wiener filter, we try to estimate the signal y(¡) from 
observations. But because we have assumed that there is a non random linear 
relationship between the signal y(j) and the state x(j) - equation (2) -
we might as well say that we try to estimate the state x(j) from the obser-
vations. The assumption that there is a non random linear relation between 
signal and state would in itself not be very helpful in finding an alter-
native solution of the Wiener filtering problem, but this assumption com-
bined with the assumption that the state χ(j) is generated by a linear 
discrete dynamical system - equation 1 - most certainly is very helpful. 
We shall see that this will give us the possibility to find a RECURSIVE 
solution of the Wiener filtering problem. In the context of state estima­
tion recursiveness means in heuristic terms: 
NEW ESTIMATE 
" { KNOWN FUNCTION 0 OLD ESTIMATE F M CORRECTION, BASED UPON LATEST INFORMATION 
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We could say that the information from the past is condensed in the "old 
estimate". The "known function of old estimate" will in many cases have 
the task to transform the old estimate to the index j, at which we want 
to calculate or investigate the new estimate. So in many cases this "known 
function of old estimate" will in fact be a prediction. The "latest infor­
mation" will usually be the latest - current - measurement which is availa­
ble. This prediction with an old estimate and this correction based upon 
the latest information are parts of the filtering algorithm. It is high 
time to give a more precise definition of the filtering problem. We start 
with a general definition. 
DEFINITION GENERAL FILTERING PROBLEM (Kalman [17]): Given the actually 
observed values of a random process for some j £ J, find the conditional 
probabilities of all values of another, related random process. 
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Of course in view of the assumptions we have already made, this definition 
is much too general. 
DEFINITION SPECIAL FILTERING PROBLEM (Kalman [17]): Consider the linear 
discrete dynamical system 
x(j + 1) = F(j)x(j·) + w(j) (1) 
z(J) = y(j) + v(J) = H T(j)x(j) + v(j) (2) 
where w and ν are guassian white noise sequences. 
E{v(j)} = 0 Vj (3) 
E{v(j)v(k)} = R(j)ö(j,k) W 
E{w(j)} = 0 Vj (5) 
E{w(j)wT(k)} = <l(j)5(j,k) (6) 
E{w(j)v(k)} = 0 Vj.k (7) 
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where 
5(j,k) = 1 j = к 
= 0 j ji к 
the Kronecker delta function and E{ } means expectation. The initial state 
x(0) = x« is a gaussian random vector, zero mean with arbitrary variance 
matrix and x. is independet of w(j) and v(j) for all j. Suppose we have 
obaserved z(i) (0 < i < j). The solution of the - special - filterinq 
problem is the computation of the conditional mean of the state x(j), where 
the conditioning Is on the observed z(i) (0 < i < j) and the computation of 
the conditional covariance matrix of the state. р 
Since we shall only consider stochastic processes (and random variables) 
with finite second order moments, the natural setting, in particular from 
an applications point of view, for problems like the one defined above is 
a real Hilbert space, with the norm 
||u(j)|| = {E{(u(j) - E{u(j)})T(u(j) - Eíuíj)})}}* 
for some stochastic process u(j) defined on the appropriate probability 
space. The solution of the special filtering problem can now be given [\k]: 
Remember that we have observed values of z(0), z(l) z(j). We consider 
the collection <z(j)> = {z(0), z(l), ..., z(j)} as a subset of the Hilbert 
space H. H may be conveniently taken the Hilbert space of all possible 
observations. Associated with <z(j)> there is a unique closed subspace 
Z(j) of H [18]. We may think of Z(j) as the closure of the set of all 
finite linear combinations of members of <z(j)>. We call Z(j) the closed 
subspace or closed linear manifold generated by <z(j)> or spanned by 
<z(j)>. Likewise Z(j-l) is the closed linear manifold spanned by <z(j-l)>. 
Obviously Z(j-l) is a closed subspace of Z(j). Consider the situation 
where we have Z(j), Z(j-l) and the latest observation z(j). We have the 
fol lowing result: 
THEOREM 1: Consider the closed subspace Z(j-l) of the Hilbert space Z(j). 
Then for the latest measurement z(j) £ Z(j), there ¡s some z(j/j-l) 6 Z(j-l) 
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such t h a t | | z ( j ) - z ( j 7 j - 1 ) | | = i n f { | | z ( j ) - z | | V z £ Z ( j - 1 ) } . Furthermore 
( z ( j ) - z( j / j - 1 ) ) Χ ζ V ζ € Z ( j - 1 ) , where X means "or thogonal wi t h " , i . e . 
E { ( z ( j ) - z ( j / j - 1 ) ) z } = 0 V z e Z ( j - 1 ) . 
Proof: see Burnii [5], Kreyszîg [ 18]. 
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De f ¡ ne 
i(j7j-1) = z(j) - z(j7j-1) (8) 
z(j7j"l) generates a closed linear manifold, denoted by Ζ (j-1), where this 
suggestive notation serves as a reminder for the fact that every number of 
Ζ (j-1) is orthogonal with all members of Z(j-1). Ζ (j-l) is called the 
orthogonal complement of Z(j-l). We now have the famous projection theorem: 
THEOREM 2: Z(j)= Z(j-l) © Z1(j-1 ) (9) 
where © means "the direct sum", i.e. every element a £ Z(j) has a unique 
representation a = b + c, where b € Z(j-l) and с € Zlj-1). 
Proof: see Burrill [5], Kreyszig [l8]. р 
From our previous analysis we know that the optimal estimate of the state 
is the conditional mean - see definition of special filtering problem. We 
have 
x(j+l/j) Δ E{x(j + 1)/Z(j)} (10) 
Now it is well-known - see Burrill [5], Doob [8] - that the conditional 
expectation E{x(j+1)/Z(j)} can be considered as the orthogonal projection 
of states onto the subspace Z(j) - alternatively, the orthogonal projection 
is only a conditional expectation in the gaussian case. This means that the 
x¡(j+1/j) (i = 1, 2, ..., n) can be expressed as a linear combination of 
members of an orthonormal basis of Z(j). We know from our previous analysis 
that one of the members of this orthonormal basis must lie in Ζ (j-1). Hence 
from (9) 
x(j + l/j) = E{x(j + 1)/Z(j-1)} + E{x(j + 1)/Z-L(j-1)} (11) 
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From equat ion ( 1 ) , the f a c t t h a t F ( j ) is d e t e r m i n i s t i c and moreover using 
the assumptions on the system noise w, i t f o l l o w s t h a t the f i r s t term on the 
r i g h t hand s ide of (11) can be r e w r i t t e n in the f o l l o w i n g way: 
Eix(J + 1 ) / Z ( J - 1 ) } = E { F ( j ) x ( j ) + w ( j ) / Z ( j - 1 ) } 
= E { F ( J ) x ( J ) / Z ( j - 1 ) } + E { w ( j ) / Z ( j - 1 ) } = F ( j ) x ( j / j - 1 ) (12) 
The quantity E{z(j)/Z(j-1)} represents the orthogonal projection of z(j) 
onto the closed linear manifold Z(j-l). From the measurement equation (2), 
the fact that H(j) is deterministic and furthermore from the assumptions 
on the measurement noise v, it follows that 
E{2(j)/Z(j-1)} = E{HT(j)x(j·) + v(j)/Z(j-l)} = HT(j)x(j/j-l) (13) 
Note that equation (13) gives the quantity z(j/j-l) used in theorem 1: 
z(j/j-l) = E{z(j)/Z(j-1)} (li*) 
Hence the component of z(j) lying in Ζ (j-1) is given by equation (8). 
E{x.(j + 1)/Z (j-1)}, being the orthogonal projection of x.(j + l) onto Z"^(j-1), 
can be represented as a linear operation on z(j/j-1): 
E{x(j+1)/r-(j-l)} = K*(j) 5(j/j-1) (15) 
where K*(j) ¡s a deterministic vector still to be found. 
From (11, 12, 15) we have 
x(j + 1/j) = F(j)x(j/j-1) + K*(j)i(j/j-l) 
= (F(j) - K*(j)HT(j))x(j/j-1) + K*(j)z(j) (16) 
') The reason for the notation K*(j) instead of K(j) will become clear in 
the next paragraph. 
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Define the es t ima t i on e r r o r 
x ( j + 1) - x ( j + 1 / j ) = i ( j + 1 / j ) (17) 
From ( l ) and (16) we can f i n d a recurs ion f o r the es t ima t ion e r r o r 
ï ( J + 1 / j ) = (F(J) - K * ( j ) H T ( j ) ) i ( j / j - 1 ) + w ( j ) (18) 
De f i ne 
P( j + 1/ j ) = E { í ( j + 1 / j ) i T ( j - + 1 / j ) } (19) 
i.e. P(j+1/j) is the error covariance matrix of the estimation error. A 
recursion for P(j + 1/j) immediately follows from (18): 
P(J + 1/J) = F*(j)P(j7J-1)F*T(j) + tl(j·) (20) 
where 
F*(J) = F(j) - K*(j)HT(j) (21) 
We know from our previous analysis that [x(j + l) - E{x(j+1)/Z (j-1)}] is 
orthogonal with the component of z(j) lying in the closed subspace Ζ (j-1), 
given by equation (8). 
Hence 
0 = E{[x(j + 1) - K*(j)z(j/J-1)]z(j7J-1)} (22) 
The analysis given above and the assumptions we have made give: 
K*(j) = F(j)P(j7j-l)H(j)[HT(j)P(j/j-l)H(j) + R(j·)]"1 (23) 
Hence we explicitely assume that R(j) > 0 for all j, i.e. we demand that the 
measurements are noisy. Since P(j7j-1) as an error variance matrix is always 
non negative definite (see e.g. Doob [8]), there will arise no trouble when 
calculating [HT(j)P(j7j-l)H(j) + R(j)]"1 in (23) 
The first observation is z(0); we set x(0/-1) equal to Ε{χ(θ)}. The compu-
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tation of the error variance matrix is initiated with P(0/-1) = 
E{(x(0) - E{x(0)}) (x(0) - E{x(0)}) }. This completes the derivation as given 
by Kalman [14]. 
We note in passing that the sequence {z(i/i-l)} forms an orthogonal basis 
for Z(j). Hence the Kalman filter itself produces an orthogonal basis for 
Z(j). The computation of the sequence {z(i/i-l)} can be viewed as an ortho-
gonalization procedure applied on {2(1)}. Kailath called the sequence 
{ζ(ί/ί-1)} the innovations sequence in a paper which was published in 1968 
[12]. This was the beginning of the important innovations approach to least-
squares estimation. The innovations sequence plays a centrale role in linear 
estimation theory, as evidenced on several occasions in this report. 
The equations which Kalman obtained in [14] are actually the equations for 
the one step a head predictor: x(j+1/j) can obviously be considered as a 
prediction. The filtering equations can be obtained straight-forwardly from 
the prediction equations. The filtering equations are tabulated in the next 
paragraph. There are several other derivations possible of the Kalman filter. 
In [17] Kalman gives an alternative derivation; still other derivations can 
be found in e.g. Jaswinski [11] and Anderson and Moore [2]. Kalman has given 
the derivation of an algorithm to actually calculate an estimate - it pro­
duces numbers. However, the filter can also be thought of as a set of 
equations yielding the estimator, i.e. the rule passing from any sequence 
{z(j)} to the associated conditional mean estimate [2]. The conditioning is 
in that case on the sigma algebra, generated by the measurements {z(j)}. 
There will be a few occasions in this report, in which we shall consider 
the filter as an estimator. Also note that P(j/j-l) is independent of Z(j-1). 
So no one set of measurements helps any more than any other to eliminate 
some uncertainty about x(j) [2]. This means that P(j/j-1) is not only the 
covariance matrix associated with a particular estimate, obtained from a 
particular realisation of the measurements, but it is also associated with 
the estimator. The independence of P(j/j-1) from Z(j-1) is typical for the 
gaussian density; this behaviour is not observed in non-gaussian circum­
stances. 
Because x(0/-l) is set equal to E{x(0)} - this expectation is known in 
Kalman's formulation, as discussed earlier - it follows from equation (l8) 
that E{x(j+1/j)} = 0 for all j, and hence that the estimate x(j+1/j) is 
unbiased. The importance of this fact is purely academic. First of all we 
shall in practice always introduce a bias with an initial estimate, because 
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we only know the expectation of the initial state in simulation experiments. 
Secondly we shall never have the opportunity in practice to perform an ex­
pectation operation E{ }, i.e. it is usually not that interesting in prac­
tice that some ensemble average is known to be zero. We shall have much 
more to say about the situation where there is uncertainty about the initial 
estimate further on in this report. 
We have seen in the course of our derivation of the Kalman filter that the 
conditional mean is the orthogonal projection. It also follows from theorem 
1 that the orthogonal projection minimizes the norm of the difference 
between the latest measurement z(j) and any member of the closed linear 
manifold Z(j-l). In fact, we found this minimum to be equal to 
||z(j) - z(j/j-l)||. We now have 
||z(j) - z(j/j-l)|| 2 = E{[z(j) - z(j/j-l)]T[z(j) - 2(J/J-T)]} 
= HT(j)P(j7j-1)H(j) + R(j) (24) 
H(j) and R(j) are system specifications, we cannot influence these quantities. 
P(j/j"1) is the error variance matrix. This is just a demonstration of the 
MINIMUM VARIANCE property of the Kalman filter. Hence the conditional mean 
minimizes the norm of the estimation error: 
L[x(j7J-1)] = ||x(j) - S(j/j-l)|| 2 = trace{P(J/J-1)} (25) 
We call this function L the loss function [1Ί]. Kalman has pointed out that 
the loss function (25) is certainly not the only type of loss function which 
is minimized by the conditional mean [14]. However, perhaps more importantly, 
certainly from the applications point of view, are the following considera­
tions. If we drop the gaussian assumption, we can still calculate the ortho­
gonal projections i.e. the equations remain unchanged and hence minimize the 
quadratic loss function (25). Because we calculate our estimates as orthogo­
nal projections onto the closed linear manifolds, generated by the observa­
tions, this implies that the estimates will be a linear function of the ob­
servations. The conditional mean interpretation of the orthogonal projection 
is lost in the non-gaussian case, but as noted above the minimum variance 
property is retained. Hence in the non-gaussian case the Kalman filter is a 
linear minimun variance (unbiased) estimator. Within the restricted class of 
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l i nea r es t ima to rs , the Kalman f i l t e r is s t i l l opt imal in the non-gauss¡an 
case. Sometimes t h i s best l i n e a r f i l t e r i s not good enough and are we forced 
to consider a non - l i nea r f i l t e r . There are not many papers t r e a t i n g the non-
gaussian s i t u a t i o n . We sha l l not discuss t h i s problem in t h i s r epo r t . A few 
references in t h i s research area are the papers of e . g . Fr ied land and 
Bernste in [ 9 ] , Sorenson and Alspach [ 3 3 ] , Park and L a i n i o t i s [ 2 7 ] , Masrel iez 
[21 ] and Masre l iez and Mar t i n [ 2 2 ] . 
Returning to the l i n e a r f i l t e r we f i n a l l y note t ha t in the non-gaussian case 
the mat r ix P ( j / j - 1 ) is s t i l l the uncond i t iona l e r r o r covariance m a t r i x , but 
genera l l y not a lso the cond i t i ona l e r r o r covar iance mat r i x as in the gaussian 
case. 
3.3 VidfiZiznt ntpnumtcrflonA о^ thz dLucAztt Kaùnan {¡-iltzi 
Several representa t ions o f the Kalman f i l t e r equat ions are found in the 
l i t e r a t u r e . This may lead to con fus ion . A very n ice summary of a l l poss ib le 
appearances of the d i s c r e t e Kalman f i l t e r has been given recent l y by Simkin 
[ 3 0 ] . The mate r ia l in t h i s paragraph is based upon h is paper. 
Let us f i r s t repeat the system equat ions f o r easy re fe rence . 
x ( j + 1) = F ( j ) x ( J ) + w ( j ) (26) 
z(J) = H T ( j ) x ( j · ) + v ( j ) (27) 
J - 0, 1 , 2, . . . (28) 
E {x (0 ) } = ¿ ( 0 ) ; E{ (x (0 ) - ; ( 0 ) ) ( x ( 0 ) - i ( 0 ) ) T } = P(0) > 0 (29) 
where P(0) > 0 means that the matrix P(0) is positive definite. 
E{w(j)} = 0; EMj)w(k) T} = Q(j)fi(j,k); 0.(j) > 0 • (30) 
where ( l ( j ) > means tha t the mat r i x Q,(j) is non-negat ive d e f i n i t e . 
E { v ( j ) } = 0; E { v ( j ) v ( k ) } = R ( j ) 6 ( j , k ) ; R( j ) > 0 (31) 
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E { x ( 0 ) w T ( j ) } = 0; E {x (0 )v ( j · ) } = 0; E { w ( j ) v ( k ) } = 0; j ,k = 0, 1 , 2 , . . . 
(32) 
Representat ions of d i s c r e t e Kalman f i l t e r a l g o r i t h m s : 
* ( j / J ) = Ä ( J / j - 1 ) + K ( j ) ( z ( j ) - H T ( j ) x ( j / j - l ) ) (33) 
Ä ( j + 1/ j ) = F ( J ) Ä ( j 7 j ) (ЗМ 
K ( j ) = P ( j / j - l ) H ( j ) [ H T ( j ) P ( j / j - l ) H ( j ) + R ( j ) ] " 1 = P ( j 7 j ) H ( j ) R _ 1 ( j ) (35) 
P( j7J) = [ P ^ U / j - O + H ( j ) R " 1 ( j ) H T ( j ) ] " 1 = 
P ( j / J - 1 ) - P ( j 7 J - 1 ) H { j ) [ H T ( J ) P ( J / J - 1 ) H ( j ) + R ( J ) ] " 1 H T ( j ) P ( j 7 J - 1 ) = 
t l - K ( j ) H T ( j ) ] P ( j / j - 1 ) = 
P ( j 7 J - l ) [ I - K ( J ) H T ( j ) ] T = 
P ( j / j - l ) - K ( j ) [ H T ( j ) P ( j / j - l ) H ( j ) + R ( j ) ] K T ( j ) = 
[ I - K ( j ) H T ( j ) ] P ( j 7 j - l ) [ l - K ( j ) H T ( j ) ] T + K ( j ) R ( j ) K T ( j ) -
[ I - K ( j ) H T ( j ) ] 2 P ( j 7 j - l ) + K ( j ) R ( j ) K T ( j · ) (36) 
P(J + 1/J) = F(j)P(j/j)FT(j·) + (Kj) (37) 
We have not defined P(j7j): 
P(j/j) = E{(x(J) - x(j7j))(x(j) - x(j7j)T} (38) 
From (3Ό and (35) we can obtain: 
x(j/j) = F(j-l)x(j-l/j-l) + K(j)(z(j) - HT(j)F(j-l)x(j-1/j-l) (39) 
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x(j + 1/j) = F(j)x(j/j-1) + K*(j)(z(j·) - HT(j)x(j/j-l) (itO) 
where 
K*(j) = F(j)K(j·) 
Equation (ΊΟ) ¡s the form originally introduced by Kalman [I**]. The formal 
definition of the initial conditions is also not always very clear. The 
choice of the initial conditions is not unique, but depends on the form of 
the filter equations. If we concentrate on equation (3*0 , it would be 
necessary to assign values to x(0/0) and then also of course to its associ-
ated covariance matrix P(0/0). In view of the unbiasedness condition and 
with reference to equation (29) this problem can be solved in the following 
way: 
x(0/0) = x(0); P(0/0) = P(0) (Ή) 
Equation (Ή) contradicts (33) by requiring that x(0/0) be independent of 
the measurement z(0). This can be rectified by dropping the measurement 
z(0); z(l) is then the first measurement processed by the filter. However, 
it is not very opportune to skip measurements. We can use all the measure­
ments, including z(0) when employing (8, 9) by taking 
x(0/-1) = x(0); P(0/-1) = P(0) (42) 
The unbiasedness condition is retained by the choice (42). Turning now to 
equation (39) we have 
x(-1/-1) - x(0); P(-1/-1) = P(0) (1)3) 
However, note that we also have to know F(-l) and 0(-l) to start equation 
(39)· This is a nasty problem. The only way out seems to skip the measure­
ment z(0) and hence take z(l) to be the first measurement which is processed 
by the algorithm, while choosing the initial conditions (Ό). Equation (40) 
does not give us much trouble: equation (42) should be chosen for the initial 
condì tions. 
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We have just seen several situations, in which there is a question of 
dropping the measurement z(0). However, sometimes the measurement z(0) is 
not defined at the outset: 
x(j + 1) = F(j)x(j) + w(j) 
z(j) = HT(j)x(j·) + v(J) 
j = 0, 1, 2, 
j = 1, 2, ... 
x(j) = F(j-1)x(j-1) +w(j-l) j = 1, 2, .. 
z(j) = HT(j)x(j) + v(j) j = 1, 2, .. 
x(j + 1) = F(j)x(j) + w(j) j = 0, 1, 2, 
z(j + 1) = H (j + 1)x(j + 1) + v(j + 1) j = 0, 1, 2, 
(.1*5) 
(Ί7) 
(W) 
(Ί9) 
Equations ('ίΊ, ^5) are used in Buey and Joseph [4], Lee [19], Jazwinski [11] 
and Sage and Melsa [28]. Equations {hè, kj) are used in Sorenson [31] and 
Gelb [10]. Equations (k8, 49) are used in Meditch [2Ц] and McGarty [20]. 
There are also several block diagram representations possible. We only give 
here the block diagram corresponding with (39)· 
li-tgu/te 3-2 Block dlaqiam ofr diAcACtz Kalman ^WtdA. accoicUng to equation 
(39) 
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3.4 Stabititij, K&achabLUXy, obieAvabttvty 
Without having d e f i n e d the n o t i o n s t a b i l i t y , i t w i l l be i n t u i t i v e l y appealing 
t h a t t h i s concept w i l l have something t o do w i t h the behaviour of the s t a t e 
e s t i m a t e s . So l e t ' s consider the f i l t e r equat ion (39) and r e w r i t e i t in the 
f o l lowing way: 
* ( j / j ) = [ F ( J - 1 ) - K ( j ) H T ( j ) F ( j - l ) ] x ( j - 1 / j - l ) + K ( j ) z ( J ) (50) 
In t h i s r e p r e s e n t a t i o n the o b s e r v a t i o n z ( j ) is considered t o be a d r i v i n g 
i n p u t . The dynamics o f the f i l t e r equat ion (49) are governed by the s o - c a l l e d 
t r a n s i t i o n m a t r i x Ψ ( ) " , ] - 1 ) , d e f i n e d by 
" K t j . j - D A [ F ( J - 1 ) - K ( j ) H T ( j ) F ( j - l ) ] (51) 
In stabi 1 i ty cons i derations, we investigate the autonomous system, i.e. the 
system without driving inputs. Hence from (50) and (51) this means that we 
shall look at the following autonomous system: 
u(j) = ¥(j,j-1) . u(j-1) (52) 
Furthermore we have 
Ψ ϋ , Ο = [ F ( j - 1 ) - K ( j ) H T ( j ) F ( j - l ) ] . . . [ F ( i ) - K ( i + l ) H T ( i + l ) F ( i ) ] (53) 
( j - i ) > 1 
Types of stability and stability theory in general can be found in Kalman 
and Bertram [15, 16]. 
DEFINITION [11]: The linear discrete system (52) is stable if 
I IVij.O) | | < С, for all j > 1 (SO 
where ||4Ό,0)|| is some appropriate matrix norm, e.g. the spectral norm C. 
is a positive constant. 
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The linear system (52) is asymptotically stable if in addition 
| H j . O ) | ] -• 0 as j ->· » (55) 
The linear system (52) is uniformly asymptotically stable if 
| | Η Ό , 0 ) | | < C 2 exp(-C3j·) for all j > 1 (56) 
where C, and C, are positive constants. 
L i
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It may sound strange, but optimality of the Kalman filter does not guarantee 
its stability, i.e. the filter can be optimal and at the same time not sta­
ble. Stability of the discrete Kalman filter has been investigated by many 
authors, notably Deyst and Price [6], Deyst [7], Jazwinski [11] and McGarty 
[20]. In all these references conditions are given for uniform asymptotic 
statiblity. However, these conditions are not always met for the problems 
we shall encounter in this report. In particular the so-called controlla­
bility condition [11, I?] is in many times not satisfied in this report. 
By exchanging the uniform asymptotic stability for asymptotic stability, 
Anderson [1] obtained results under more general conditions. Very recently 
Moore and Anderson [26] considerably extended the results of [1]. We shall 
very briefly review results of Moore and Anderson, which are of interest 
to us. First of all we need the following definitions: 
DEFINITION COMPLETE REACHABILITY [26]: Given the linear discrete system 
x(j + 1) = F(j)x(j·) + w(j); j - 0, 1, 2, ... 
E{w(j·)} = 0; E{w(j)w T(k)} = <l(j)á(j,k); %(}) >Q 
Let D(j) be any matrix, such that 
D(j)DT(j) = <l(j) 
We say that the pair [F(j), D(j)] is uniform with respect to complete 
reachability if the reachability Gramian, defined by 
З
1
* 
J τ τ 
R ( j , j - s ) = Σ Ф ( ] + 1
>
і + 1 ) 0 ( і ) 0 ' ( і ) Ф І ( ] + 1
>
і + 1) (57) 
i = j - s 
where 
* ( j , l ) = F ( j - 1 ) F ( j ) . . . F ( l ) (58) 
Ф ( і , і ) = I 
s a t i s f i e s 
R(j , j - s ) > α I (59) 
f o r some s > 0, α > 0 and f o r a l l j . 
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DEFINITION COMPLETE OBSERVABILITY [ 2 6 1 : Given the l i n e a r d i s c r e t e s t a t e 
system 
x ( j + l ) = F ( j ) x ( j ) + w ( j ) 
j = 0, 1 , 2, . . . 
z ( j ) = H T ( j ) x ( j ) + v ( j ) 
We say that the pair [F(j)H (j)] is uniform with respect to complete obser­
vability if the observability Gramian, defined by 
j+t _ 
M(j+t,j) = Σ í'd.JlHCDH'tiiíd.J) (60) 
i=j 
satisfies 
M(j-+t,j) > $ I 
for some t > 0, В > 0 and all j. 
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We now have the following results: 
LEMMA 1: With F ( j ) , H(j), 0_(j), Rij) and «"ν.!') bounded above (with F(j), 
H(j), Q(j) bounded above we mean that their respective norms are bounded 
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above) and [ F ( j ) H ( j ) ] u n i f o r m w i t h respect t o complete o b s e r v a b i l i t y , then 
f o r the Kalman f i l t e r and the one-step ahead p r e d i c t o r the e r r o r var iances 
P ( j / j ) and P ( j / j - 1 ) and the Kalman g a i n K ( j ) are bounded above. 
Proof: see Moore and Anderson [ 2 6 ] . 
D 
LEMMA 2: With F(j), H(j), (Hj) , R(j) and R - 1 (j) bounded above, [F(j)HT(j)] 
uniform with respect to complete observability and [F(j) , D(j)] uniform with 
respect to complete reachability, Ρ (j/j) exists for j > N for some finite 
N and Ρ (j/j) is bounded above. 
Proof: see Moore and Anderson [26]. |-i 
LEMMA 3: With F(j), H(j), K(j) bounded above, the Kalman filter is 
asymptotically stable [uniformly asymptotically stable] if and only 
if the corresponding one-step ahead predictor is asymptotically stable 
[uniformly asymptotically stable]. 
Proof: see Moore and Anderson [26]. ¡-, 
LEMMA k: With F(j), Hij), R(j), R" 1 (j) bounded above and with [F(j)HT(j)] 
uniform with respect to complete observability, the optimal linear filter is 
asymptotically stable. If in addition P(j/j) - where P(j/j) is the pseudo-
inverse of P(j/j) [2] - is bounded above for all j > N and some finite N 
(see Lemma 2) then uniform asymptotic stability follows. 
Proof: see Moore and Anderson [26].
 π 
An immediate consequence of the Kalman filter is that the effect of the 
initial condition for computation of the error covariance matrix is forgotten 
as more and more data are processed. This is important, because in applica­
tions we are many times forced to make a rather arbitrary choice for the 
initial error covariance matrix. 
3.5 Some analytical Kz^izcttOYii 
It is important to keep in mind that the measurements {z(j)} are in this 
report always measurements obtained in analytical experiments, and moreover 
that the elements of F(j) and H(j) are related to physical quantities of an 
analytical system, e.g. the elements of H(j) may be molar absorptivi ties. 
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We have also seen that the Kalman filter in fact contains a copy of the 
state space description, which is a model of an analytical system. The 
system description appears in the observability concept, the controllability 
concept and in the stability considerations. So every time something is said 
about an analytical system. Questions like observability and stability have 
never been raised before in this research area. 
The Kalman filter itself has only been recently introduced in this research 
area: in 1976 Paul Seelig and Henry Blount [29] published a paper, in which 
they introduced the Kalman filter in this research area. Seelig and Blount 
moreover described a very interesting application of Kalman filtering to 
Anodic Stripping Voltammetry [29]. In the next chapter we shall describe 
an application of Kalman filtering, which is from the point of view of 
system theory very straight forward. 
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4.1 ExpznAjnmfy, to -òee whaí poii¿b<Í¿¿t¿&o and mkat di^^icultÁzi mat) be. 
{¡O'iMicoining 
In chapter 2 and chapter 3 we have formulated a formalism, which is new in 
analytical chemistry. - The claim that this formalism is new in this research 
area is in fact obvious, since it is the first attempt to introduce a forma-
lism into this area - . This fact may be of some importance in itself, but it 
would be convenient when we can actually make this formalism operational. To 
achieve this, we first have to do some scouting. In this situation, it 
appears desirable to start off with a class of problems, which are straight-
forward from the system-theoretical point of view, and are yet important in 
analytical chemistry. Very appropriate candidates for this purpose are multi-
component analysis, to be described in the next paragraph. After we have 
worked out two examples, we shall blacklist all the assumptions we have been 
tacitly made as well as some consequences induced by these assumptions. 
Getting ahead of the contents of this blacklist, it will appear that 
dependent on the nature of the problem we are investigating, these assump-
tions may in turn be restrictive. That we shall next take a chance on 
specifying these assumptions and then possibly weaken, indeed in some cases 
even remove the restrictions associated with these assumptions will probably 
not really come as a surprise. On the other hand the contents of the rest of 
this report shall not be that predictable. To encourage further reading we 
want to stipulate here, that we shall not feel obliged to stick at the state 
framework at any price. In fact, our endeavour to square with a certain 
assumption will force us to courageously leave the state framework and 
develop an alternative model for mul ti component analysis. 
4.2 An important cZa&¿> 0& anaZyttcaZ zxpílÁjnínti 
Suppose we have a chemical sample, consisting of a known number of components 
- say η components, with known chemical identity. The composition of the 
sample is unknown. So we have to perform measurements using some suitable 
analytical procedure to estimate the unknown concentrations x. ( ¡ = 1 , 2 , 
.... n) in the sample. For many analytical procedures, the following relation 
exists between the signal y and the unknown concentrations x. ( ¡ = 1 , 2 , ...,n): 
<»2 
y(j) = Η,αίχ,Ο) + h2(j)x2(j) + ... + hn(j)xn(j) (ι) 
In (1) y(j) is the signal at measurement number j (or measurement number 
(j+1) if y(0) is the first measurement; see also paragraph 3.3). We could 
also say that y(j) is the signal at for instance the wavelength λ and ex­
press this fact by writing λ. instead of j. In any case j e {0, 1 , 2, 3> ..., m], 
or the set of indices is a finite set of real numbers-wavelengths, fre­
quencies, i.e. any physical quantity that is appropriate in a particular 
application - which can obviously be brought into a one-to-one correspond­
ence with {0, 1, 2 m}. The contribution of each component is for every 
j given by the product h.(j)x. (j). In this product h.(j) is some physical 
quantity, characterising the i-th component at the j-th measurement, e.g. 
when performing spectrophotometriс measurements h.(j) can be the molar 
absorptivity of component i at measurement j. x. (j) represents the concen­
tration of component i at measurement j. The contributions of all components 
add linearly. Many times the concentrations will remain constant during the 
experiment, or perhaps in some cases may change slowly under the influence 
of all sorts of disturbances. The signal y(j) will be observed in additive 
noise. Hence we have the following state model: 
DEFINITION 1: 
x(j + l) = x(j) + wij) (2) 
z(j) = y(j) + v(j) = HT(j)x(j·) + v(j) (3) 
where 
HT(j) = (Η,Ο) ... h
n
(j)) (i.) 
x
T(j) = (χ,Ο) ... x
n
(j·)) (5) 
Equations (2, 3) describe a mul ti component analysis. The block diagram of 
this mul ti component analysis is a simplification of the block diagram given 
in figure 3.1. D 
Many analytical procedures fall within this class and hence can be repre­
sented by the block diagram of figure 4.1, e.g. mul ti component analysis 
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using UV-VIS measurements, mul ti component analysis using AA measurements 
(see for mul11 component spectrophotometry Herschberg [4]). In short the 
Lambert-Beer type relation (l) appears, in many measurement experiments. 
Having formulated a state model for mul ti component analysis, we can process 
the measurements z(j) using a Kalman filter to estimate the unknown concen-
trations χ . Kalman filtering for mul ti component analysis problems has been 
used for the first time in [11]. In the next paragraph, we shall work out 
two examples, one simulation and one UV-VIS experiment. 
4.3 Two zxamptoA о ¡J maZtccomponínt апа&/4-сі computatLoni ил-спд Koùncrn 
і<і1Х.гАА.пд 
Figure 4.2 gives a block diagram of the mul ti component state model coupled 
with the Kalman filter which is used to process the measurements. 
We shall repeat the equations for the Kalman filter, choosing the repre­
sentation (39) in chapter 3 and keeping in mind that the dynamics matrix F 
in (39), chapter 3, is in this case the identity matrix: 
T,.·, 
x(j/j) = x(j-i/j-i) + K(j)(z(j) - H'UJaU-i/j-i)) 
K(J) = P(j/j-1)H(j)[HT(j)P(j7j-l)H(j) + R(j)]"1 
(6) 
(7) 
hk 
fytguAe 4-2 Block dlagfiam o^ muLticompontnt a.na¿yi¿i w-ùth couplzd Kaiman 
{¡¿IteA 
P ( J / j - i ) = P ( j - i / J - i ) + Q ( j - i ) 
P ( J / j ) = [ I - K ( j ) H T ( j ) ] P ( j / j - l ) 
(8) 
(9) 
x ( 0 / 0 ) ; P(0/0) i n i t i a l est imates (10) 
J 1. 2, (11) 
Remember from the discussion in paragraph 3-3 of chapter 3 that z(l) is in 
this representation the first measurement which will be processed. 
First some general remarks about (6 - 11). It should be noted - as was al-
ready done in the previous chapter - that the calculation of the error 
variance matrix and hence also of the Kalman gain is done independently 
from the measurements. Since the diagonal elements of P(j/j) should repre-
sent the variances in the estimates of the states, this would suggest that, 
depending on the desired accuracy, it would be possible to calculate the 
required number of measurements beforehand. After all we have seen from our 
stability considerations that the effect of the initial error covariance 
matrix is forgotten. It all seems too nice to be true. We shall have to 
wait and see. 
5^ 
Secondly we have seen in chapter 3 that the innovation (see also equation 
(6)) 
z(j/j-1) = z(J) - z(j/j-l) = z(J) - HT(j)x(j-1/j-1) (12) 
is lying in the closed linear manifold L (j-1), which is the orthogonal 
complement of Z(j-l), the closed linear manifold spanned by the 
observations {z(l), z(2), ..., z(j-l)}. Since according to the projection 
theorem - theorem 2 of chapter 3 - the closed linear manifold Z(j) is the 
direct sum of Z(j-l) and Ζ (j-1), it follows that heuristi cal ly v(j) is the 
new information in the latest measurement z(j), i.e. information not already 
contained in the previous measurements {z(l) z(j-l)}. 
Finally we note that it is assumed that a data set {H(j)}is available, which 
has been obtained by some standard procedure. However, we hasten to say, 
that this assumption will be found on our blacklist, which we shall make out 
at the end of this chapter. 
The examples are taken from [11]. 
EXAMPLE 1 
Figure ^.З shows a simulated spectrum of a mixture of two components with 
unknown concentrations x- and x», as well as the coefficients h- (j) and 
h-ij) in equation (3). It follows from figure ^.З that although h.(l9) and 
h^dS) are very small - remember that we have assumed that {rf(j)} is 
available in advance - y(l9) still has a significant value. When simulating 
the measurements, we have added a constant systematic error b to the signal 
h.G'Jx.O) + h2(j)x2(j). Hence we have 
y(j) = h^jix^j) + h2(j)x2(j) + 6 
= HT(j)x(j) (13) 
where 
HT(j) = (h^JJhjO)!) (lit) 
x
T(j) = (x1(J)x2(j)x3(j)) = Ц Ш х г ф б ) (15) 
We have moreover assumed that besides the systematic error b, also the con-
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cen t ra t i ons x . ( j ) and x 7 ( j ) w i l l remain constant dur ing the exper iment : 
x ( j + l ) = x ( j ) (16) 
Consequently (i(j) = 0 for all j ¡n equation (8). 
The noise v(j) in equation (3) is stationary, gaussian white noise, zero 
mean. The noise has been generated with a digital computer; the value 10 
has been inserted in the noise generator of the digital computer for the 
variance. So 
E{v(j)} = 0; E{v(j)v(k)} = 10"zS(j,k) (17) 
Note that we could equivalently have formulated this problem as: 
(j) = Η,Οίχ,Ο) + h2(j) + v*(j) (18) 
7^ 
where h.(j) and x. (j) are as before, but v*(j) is white gaussian noise with 
-2 
constant variance 10 and unknown constant mean b. The true value of χ i s 
chosen to be 
χ = (2.0 1.0 5.0) (19) 
Following e.g. Aidala [1], we speak in the present situation, where the 
state χ remains constant (equation (16)), sometimes about parameter estima­
tion rather than state estimation via the Kalman filter. 
Figure '•.'* and tables Ц. 1 and k.2 show some results when the following 
initial conditions are inserted: 
x(0/0) = 0 P(0/0) (20) 
table. 4-1 Eitbnatu xijij], т&аіилглпгпі coe^-tcxeníi h.Ij') U' = 7, 2) and 
obizfLvatiom ζ(/) ¿οι example /. h,[j) = Í ibi all j 
j 
0 
1 
2 
3 
17 
18 
19 
VJ/J) 
0 
0.3189 * 10 
0.2372 · 10 
0.2333 · 10 
0.2018 « 10 
0.2017 · 10 
0.2019 · 10 
S 2 (J / j ) 
0 
0.7799 · 10"1 
-0.1285 » IO1 
-0.2<.Ί1 
0.9962 
0.9960 
0.9963 
* j ( j / j ) 
0 
0.9666 
0.3875 · 10 
0.3878 » 10 
0.Ί923 · 10 
0.4919 » 10 
O.I1919 · 10 
h , ( j ) 
. 
0.3680 · io 1 
0.4990 * i o 1 
0.6410 > io' 
0.6200 
0.3500 
0.1900 
h 2 ( j ) 
. 
0.9000 · in" 1 
0.2701 
O.71OO 
0.7100 
0.2700 
0.9000 · io"1 
«(J) 
-
0.1262 « 10 
0.1527 · io2 
0.1870 · io2 
0.6942 · IO1 
0.5976 · IO1 
0.5276 « io' 
ta.b¿z 4-2 Kaùnan gain coe^-ccienió K-lj) and diagonal zlmzntb P-Aj'j 
0($ mafUx. Ptj ' / j) АЛ 
J 
17 
18 
19 
κ,ω 
0.2527 
0.5350 
-0.7287 · 
-0.2851 « 
-0.2376 . 
-0.2031 « 
io" 1 
IO"' 
IO"' 
IO"' 
K 2 ( j ) 
0.6181 · io" 2 
0.8923 
0.1946 . IO1 
-0.4015 · i o " 2 
-0.3714 · IO"2 
-0.J162 « IO"2 
KjlJ) 
0.6868 » 10"' 
-0.1970 « io 1 
0.5600 · i o " 2 
0.2498 
0.2085 
0.1767 
Ρ,,Ο/ϊ) 
1 
0.6992 « 10"' 
0.2176 · IO"1 
0.2109 * IO"' 
O.77O9 · IO"11 
0.7004 « 10 
0.6505 * 10 
P22 
1 
0.9994 
0.8654 
О.392О 
0.2716 
O.2689 
0.2676 
J/l) 
« in 
• 10 
• 10 
4 
4 
P J J U / J ) 
1 
0.9313 
0.2783 
0.2782 
0.2782 · io" 
0.2185 · io" 
0.1808 « io"2 
« 
Figure ^.3 also shows some results using, what will be called here, the 
Recursive Ordinary Squares (ROLS) algorithm. It is well known that the 
algorithm (6-11) can be derived from the non-recursive ordinary least 
squares algorithm via the so-calles matrix inversion lemma (see e.g. 
Jazwinski [5], Willsky [13]). Hence the ROLS algorithm is again given by 
(6-11), but we have inserted the value R(j) = 1 in equation (7) for all j. 
Alternatively we could say that this ROLS algorithm is again the Kalman 
filter algorithm, but with the wrong statistics inserted for the observation 
noise. When comparing the results obtained with the ROLS algorithm with 
those, obtained with the Kalman algorithm we have to be careful. As it will 
turn out the wrong noise statistics may influence the accuracy of the 
estimates and apparently from figure Ц.З the speed of convergence may also 
be influenced, but in general wrong noise statistics wil) not influence the 
consistency of the estimates - see e.g. Martin and Slubbered [7] . This is 
exactly the point, which demands so much care: consistency is a limit 
property, but we have a finite dataset here. Anyway, the availability of 
the noise statistics is certainly an i tern for our black list: since these 
noise statistics will usually be unknown, the question what the influence 
of wrong noise statistics arises as well as the question whether it will be 
possible to obtain estimates of the noise statistics announces itself. 
Now consider the state model: 
xKj+D = xKj) (21) 
zl(j) = H1T(j)xl(j) + v(j) (22) 
where 
x1T(j) = (x/JJxjiJ)) (23) 
H1T(j) = ( h ^ j ^ O ) ) (2k) 
The observability gramian for this state model follows from equation (59) in 
chapter 3: 
j+tl 
Ml(j + t1,j·) = Σ Н1(І)Н1 '(i) (25) 
49 
Assume that there ¡s indeed some tl > 0 and 01 > 0 such that 
M1(j+t1,j) > ßl I Vj (26) 
i.e. assume that the pair [I.HI (j)] is uniform with respect to complete 
observability. We have just bluntly augmented the state vector xl(j) to the 
state vector x(j) to cope with the systematic error, but will this influence 
the observability. The observability gramian, associated with the pair 
[I3HT(j)] is 
J+t f\,,T/., 
Mij + I.j) = Σ H(i)H,(¡) (27) 
If we have the situation that, no matter which t we choose we always have 
J+t f.\i2 j + t J+t j+t J+t {[ Σ ^(¡)Γ[ Σ h2£(i)]-2[ Σ h j O m Σ h2(i)][ Σ h^ijh^i)] 
i=j ¡=j i=j i=j i=j 
J+t
 7 j+t j+t j+t , j+t 
+ [ Σ h, (i)][ Σ h2(i)]
Z}{[ Σ ή,ίΐ)2]! Σ h2
Z(i)]-[ Σ h1(i)h2(i)]
2} 1 
i=j i=j ¡=j i=j i=j 
= (t+1) (28) 
( t h i s r e s u l t f o l l ows by cons ider ing the inverse o f the bordered mat r i x 
Ml ( j+ t ,J) 
j+ t 
Σ 
¡= j 
Σ h 2 ( i ) 
see e.g. F a d d e e v a [2]) then the o b s e r v a b i l i t y g r a m i a n is no n - s i n g u l a r and 
so in any case not po s i t i v e d e f i n i t e ; as a result the pair [I..H (j)] will 
not be uniform w i t h respect to complete o b s e r v a b i l i t y . The situati o n 
d e s c r i b e d by e q u a t i o n (28) is not likely to happen. Hence we will ASSUME 
that the pair [l«H (j)] is uniform w i t h respect to complete observabi 1 i ty i.e. 
50 
M(j+t,j) > ß ι (29) 
for some t > 0, 0 > 0 and for all j. 
The reason for raising this observability question is not, because we are 
so worried about the asymptotic stability of the filter, which would be 
strange anyway in view of the very limited dataset. - Although it is on the 
other hand always a soothing thought that the filter is at least on its way 
to forget the initial error covariance matrix. - The reason hopefully 
becomes clear when considering the following expression for the error 
covariance matrix P(j/j) [5]: 
P(j/j) = [PÍO/O)"1 + M U . I ) ] " 1 (30) 
We rewrite this in the following way 
P(j7j) = [Р'Чо/О) + M((t+1),1) + ... + M((it+i),(i-1)t+i)]"1 (31) 
assuming that j = it + i for symplicity. ti and ¡31 in (26) will usually be 
different from respectively t and В in (29). So the behaviour of the error 
variance of the estimates of the concentrations is influenced by the fact 
that we have augmented the state vector. With reference to the discussion 
about the observability, we might also say that we have influenced "the 
quality of observability" for the concentrations x. and x. by augmenting 
the state vector. In summary: the fact that the system will remain obser­
vable by augmenting the state is not obvious and moreover influences the 
degree of observability of the elements of the original state vector. We 
shall return to this point later in this report; we may note here that the 
"degree" of observability is discussed in the literature in a quit 
different context, see e.g. Johnson [6], Müller and Weber [10] and Mehra 
[8]. 
It is often thought in analytical chemistry that the possibility to estimate 
the concentrations in the sample is related to the height of the separate 
contributions x.h.(j) to the signal and moreover that for separation of the 
peaks in the spectrum geometrical (visual) criteria are important. 
From our results it follows that the possibility to estimate the concen-
tration in the sample and to separate the peaks in the spectrum is dictated 
41 
by the parameters in the state model: there is complete overlapping of the 
peaks which compose the spectrum in figure Ό · However, we can expect to 
be in trouble when t in (29) is relatively large and β relatively small, i.e. 
there is a small degree of observability. 
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The same f i n a l r e s u l t s as given in t a b l e s Ί . Ι and k.Z have been obta ined 
when an i n i t i a l e r r o r covariance m a t r i x 
P(0/0) = 50 I 3 (32) 
is chosen. Figure 't.5 shows the diagonal elements P^ij/j) and P 7 7(j/j) for 
the choice (20) and (32). We might say that the initial condition for the 
computation of the error variance matrix is indeed very quickly forgotten. 
And then the initial value for the state vector. The initial state is a 
random variable, as we stated in the previous chapter. What does this mean 
in the context of the simple mul ti component analysis problem. Let us forget 
for a moment the additional state x,, taking care of the systematic error. 
I f we do an experiment, the sample which is investigated has passed a number 
of chemical and physical manipulations (e.g. filtering!, but not the statis­
tical interpretation of this notion). Generally errors will be committed 
when performing these manipulations. This means that if we repeat the 
experiment with the intention to prepare a sample with exactly the same 
composition and if it would be possible to determine exactly the composition 
52 
we would generally find that the composition is different from the 
composition of the sample prepared earlier. The preparation of the 
sample is usually such, that no systematic errors are 
committed. Hence the concentrations x. in a mul ti component sample are random 
variables, i.e. x. is a measurable function from the sample space Ω to the 
real line R - see e.g. Milton and Tsokos [9] - while the events comprising 
the sample space Ω are independent repetitions of preparing a sample for 
a certain experiment. Many times the preparation of the components in the 
sample is not mutually independent; formually we should express this by 
choosing the off-diagonal elements in P(0/0) different from zero. Indeed 
formally, because in practice such detailed information is not available. 
Likewise the additional state x. is considered to be a random variable. The 
events in the sample space may in this case be the switching on of the 
instrument. 
Returning to the concentrations, x.(0/0) is formally our guess of the 
average concentration of component i, where the averaging is over independ­
ent repetitions of the sample preparation and P.. (0/0) is what we think the 
variance might be of the random variable x.. Since we are talking about 
experimental errors, the x. will usually be continuous random variables [9] 
and from our experience with experimental random errors the x. will 
generally have a gaussian distribution. The fact that this is the first time 
that such a formal description is given of the concentrations in a multi-
component analysis, merrits, in particular in view of its long history in 
analytical chemistry, we feel, note. 
With reference to the preceding discussion we can now confirm that the 
initial conditions inserted in the algorithm are quit arbitrary. In fact, 
from the physical point of view they are even inconsistent because if 
x.(0/0) = 0 and P..(0/0) = 50 we apparently admit NEGATIVE ABSOLUTE concen­
trations! - It may still take some time before this becomes pooular. 
Anyway, what can be learned from this is that the choice of the initial 
conditions is in practice may times dictated by things like numerical con­
siderations, customs. 
More important is the fact that we introduce a bias by our arbitrary choice 
of the initial conditions of the state. When the estimates are biased then, 
even in the gaussian situation, x(j/j) will not be the conditional mean. 
It follows from equation (6) that the state estimates can still be consid­
ered as projections on the closed linear manifolds, generated by the 
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observations, but not as orthogonal projections. The innovations sequence 
will no longer be orthogonal. It follows from figure 't.5 that the initial 
condition for calculating the error variance matrix is rapidly forgotten 
in this example. So we can assume that P(19/19) - z(l9) is the last 
observation - is indeed the error variance matrix. The calculation of the 
error variance matrix does not take account of the biasedness of the state 
estimates. Hence, particularly in view of the limited dataset, we should 
not be too surprised when x. - x.(19/19) does not fall within [P..(19/19)1 
irrespective of the fact whether P(j/j) is the conditional or unconditional 
error variance matrix. 
It goes without saying that bias and choice of initial condition are candi­
dates for our black list. 
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Figure Ί.6 shows the UV-spectrum - see e.g. Rao [12] - of a mixture of 
aniline (concentration x. , absorptivity h-ÍX)), nitrobenzene (x», h_ (λ) ) , 
azobenzene (x-, h.(X)) and azoxybenzene (x^, h.(X)). Suppose it is known 
from earlier experiments that the spectrophotometer produces a signal that 
is corrupted by stationary, zero-mean white noise with variance 10 . The 
UV-spectrum will be scanned from 210-350 nm; every 2 nm a measurement will 
be taken. 
The Kalman filter (6-11) has again been used to process the measurements. 
The initial condition for the state is again the zero vector: 
5Ь 
x(0/0) = О (33) 
In many textbooks, see for instance Graupe [3]. it ¡s recommended to choose 
for P(0/0) a diagonal matrix with very large diagonal elements. To motivate 
this, reference is sometimes made to a non-recursive expression for calcu-
lating P(j/j) [5] or (30), viz. 
P(j/j) = [Р'Чо/О) + Σ H(i)R"1(i)HT(i)]"1 (34) 
i=l 
Intuitively a P(0/0) with large diagonal elements expresses our lack of 
confidence in our choice x(0/0), so that we are always "on the save side" 
by choosing large P.. (0/0). In a respectable number of experiments in 
analytical chemistry, the variance of the measurement noise will be small, 
while the coefficients h.(j) in the measurement equation will be large with 
respect to the measurement noise variance. This is also the case in this 
example. - In fact, this has been the very reason for choosing this example. 
- The variance of the measurement noise is 10 , while the absorptivities 
+4 
are of order 10 . A P(0/0) with large diagonal elements wi11 have di sastrous 
results: the diagonal elements of P(j/j) will become negative, x.(j/j) may 
be very, very large in absolute value, and many times also negative. The 
reason for this behaviour is that if 
HT(j) P(j/j-l) H(j) + R = HT(j)P(j/j-l)H(j) (35) 
- which happens when R « Η (j)P (j/j-l)H (j) - then it straightforwardly 
follows that 
HT(j)P(j/j)H(j) = 0 (36) 
i.e. P(j/j) is no longer positive definite. In this particular problem we 
have chosen P..(0/0) such that 
Р
п
(0/0) = a . R/[HT(1)H(1)] for all i (37 
In particular a = 100 has been chosen. This choice is obviously motivated by 
the considerations in connection with (35)· 
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So we have 
12 P(0/0) = 10 1 (38) 
F i g u r e ' t . 7 A a n d B shows the r e s u l t s . Some numerical resul t s can be found in t a b l e Ί 
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In the algorithm (6-11) a diagonal matrix Q(j) has been chosen, with very 
small diagonal elements, i.e. 
Q U ) = I O - 1 7 І ^ for all j (39) 
Apart from possible physical considerations, which have been mentioned 
before, the main reason for doing this is that 0(j) provides a lower bound 
for P(j/j). In this way, the filter will remain susceptible for new infor­
mation, as follows from (see chapter 3): 
• \„-1 K(j) = P(j/j)H(j)R (ΊΟ) 
and the filter equation (6), i.e. if there is still some new information in 
the innovation 
z(j/j-1) = z(j) - zU/j-1) = z(j) - H TU)x(j-1/j-i) (1»1) 
there is less chance that this new information will be undone by extremely 
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small elements of the Kalman gain. However, (39) has to be chosen carefully; 
if the diagonal elements of n(¡) are too large, this may lead to meaningless 
results - large negative concentrations and all that. 
In figure !(.7Athe measurements have been processed from higher to lower 
wavelengths in the UV-spectrum, and in figure 't.? В from lower to higher 
wavelengths. Figures ^.7 A and k.7 В have to be considered in connection 
with figure 't.6. The final estimates are - fortunately - the same in k.7 A 
and Ί.7 B, but the course of the estimates is seen to be quite different. 
These results very clearly show that the high peaks in the spectrum are not 
necessarily the parts where "most of the information" for finding the 
unknown concentrations of the components is hidden. Again we must conclude 
like we did in example 1, that it is the observability which is important, 
and in particular the "quality of observability" as indicated by the 
quantités t and β in the observability definition in chapter 3. We shall 
return to this point later on. 
4.4 AiiumptLoni, conizqamcib and conbZdeAcutLoni 
We s hal 1 now black 1 ist some assumptions we have made, as wel 1 as the consequences, 
induced by these assumptions. Some considerations are also given. 
- The choice of the initial conditions x(0/0) and P(0/0). The wrong choice 
for x(0/0) - which is in mul ti component analysis always the case -
introduces bias. 
- Convergence of the estimates. Under what conditions are the estimates 
consistent and can we possibly translate these conditions to the 
experimental level. 
- The elements h.(j) in the measurement equation are assumed to be known. 
First of all, the h.(j) are usually found from Calibration experiments, 
using the pure components. In mul ti component samples, the h.(j) may change 
because of interactions between the components in the sample. What is the 
influence of these uncertainties in the h.(j). More generally what is the 
influence of uncertainties in system parameters and statistical parameters. 
- With reference to the above mentioned point, is it possible to estimate 
the calibration coefficients in a multicomponent sample. 
- Is it possible to compensate for modeling errors. 
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- The number of components has assumed to be known. What can we do ¡f this 
is not the case. 
- The constant systematic error, which we have seen in example 1 can be 
viewed as a baseline spectrum disturbance. The baseline in the spectrum 
can be disturbed by many other "mechanisms": drift, peaks from impurities 
(unknown components), sudden changes in the baseline. Is it possible to 
compensate for all this while processing the measurements. 
- The measurement noise has assumed to be zero mean and white with known 
variance. There are situations in which the whiteness assumption cannot 
be made. Furthermore, the statistical parameters - including those of the 
system noise - may be unknown. 
- Is it possible to perform a simultaneous calibration and estimation. 
It seems much too complex to answer all questions simultaneously, although 
many of them are in fact strongly connected. We shall try to answer some of 
these questions in the sequel of this report, or suggest possibilities for 
finding answers. 
4.5 Mew poii¿b¿Z¿tíeA 
We would like to point out that some new possibi1Ïties have come forward. 
First of all we have given a formal description of what is actually going 
on in a mul ti component analysis. Me must not forget that the i terns on the 
black list are as many new possibilities. And we have related the possi-
bility to find the estimates of the concentrations in the sample to the 
observability of our analytical system rather than to the heigh peaks in 
the spectrum, which is the usual point of view. 
4.6 И^глгпсгл 
[1] Vincent J. Aidala, Parameter Estimation via the Kalman Filter, IEEE 
Trans. Autom. Control, 1977, AC-22, pp. 471-It72. 
59 
[2] V.N. Faddeeva, Computational Methods of Linear Algebra, Dover 
Publications Inc., New York, 1959-
[3] Daniel Graupe, Identification of Systems, R.E. Krieger Pubi. Сотр., 
New York, second revised edition, 1976. 
[k] J.S. Herschberg, Overdetermined Linear Systems in Mul ti component 
Spectrophotometry, Ph.D. thesis, Eindhoven University of Technology, 
Eindhoven, 1966. 
[5] Andrew H. Jazwinski, Stochastic Processes and Filtering Theory, 
Academic Press, New York, 1970. 
[6] C D . Johnson, Optimization of a Certain Quality of Complete 
Controllability and Observability for Linear Dyanimical Systems, 
Trans. ASME, J. Basic Engin., I969, pp. 228-238. 
[7] W.C. Martin and A.R. Subberud, The Innovations Process with 
Applications to Identification. In: C T . Leondes (ed.), Control and 
Dynamic Systems. Advances in Theory and Applications, Volume 12, 
Academic Press, New York, 1976, pp. 173-258. 
[8] Raman K. Mehra, Optimization of Measurement Schedules and Sensor 
Designs for Linear Dynamic Systems, IEEE Trans. Autom. Control, 1976, 
AC-21, 1, pp. 55-64. 
[9] J. Susan Milton and Chris P. Tsokos, Probability Theory with the 
Essential Analysis, Addison Wesley Pubi. Сотр., Reading (Mass.), 1976. 
[10] P.C. Müller and H.I. Weber, Analysis and Optimization of Certain 
Qualities of Controllability and Observability for Linear Dynamical 
Systems, Automatica, 1972, 8, pp. 237-2'46. 
[11] Hennie N.J. Poulisse, Mult¡component Analysis Computations based on 
Kalman Filtering, Anal. Chim. Acta, 1979, 112, pp. 361-37!». 
60 
[12] C.N.R. Rao, Ultraviolet and Visible Spectroscopy, Butterworth, London, 
1961. 
[ІЗ] Alan S. Willsky, Digital Signal Processing and Control and Estimation 
Theory. Points of Tangency, Areas of Intersection and Parallel 
Directions, The MIT Press, Cambridge (Mass.), 1979-
¿1 
CHAPTER 5 ERROR- ANO SEMSITIl/ÍTV ANALYSTS 
5.1 Sitting the. itage. 
5.2 PlobZzm btcuLmcvit 
5.3 Еллол. <md OLnatiji-iÁ {¡OK дипикаЛ ¿іпгал ¡іисігіг 
dynamical, ¿yitem 
5.4 Зе.пл-(Хі <іХіед 
5.5 AnaJLyticat conbzqu.znceA>·· appticationi to α 
mittícompone.nt anaZyiLi 
5.6 Кгігігпсгл 
62 
5.1 Sztílng the. ¿tage. 
It is well known that in mul ti component analysis experiments the coefficients 
h. (j) in the measurement equation may differ from the value, obtained in a 
calibration experiment. The fact that the components in a mul ti component 
analysis may influence each other, makes the parameters h.(j) uncertain in 
some experiments. We have also noted in previous chapters that the 
variance of the measurement noise must be inserted in the Kalman filter. In 
many instances, the variance of the observation noise will be unknown, or 
only a crude estimate will be available. It is also possible that the concen-
trations change because of whatever causes, i.e. there may be uncertainties 
in the system dynamics matrix in the state equation. It is almost always 
impossible to explicitely formulate the source of the system noise, so it 
is certainly not surprising that information about its covariance is badly 
known. 
So there is considerable motivation to investigate the influence of 
uncertainties in the parameters on the estimates of the state. Only an 
analysis of the effect that these uncertainties might have, will be given. 
Error analysis in analytical chemistry has been discussed recently by 
Jochem et al. [19]. However, because these authors have a completely 
different point of view and moreover discuss a different situation. the 
results in this chapter are completely independent from those in [1?]. An 
important, more technical difference between the results given here and 
those in [19] is that our error and sensitivity equations are all recursive. 
We shall first give the equations for performing an error and sensitivity 
analysis for a general linear discrete dynamical system. Then we shall apply 
these results to a mul ti component analysis, and discuss the analytical 
possibilities and consequences, e.g. the influence that uncertainties in the 
molar absorptivity of component i might have on the estimated concentration 
of component j in the sample (i need not be equal to j ) . 
5.2 FfiobZm itatmznt 
As pointed out in the preceding paragraph the model, which is assumed to 
describe the system is often inexact. When a Kalman filter is used to 
estimate the state, such an inexact model, used in the filter equation will 
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degrade the performance of the filter. In this chapter, the effect on 
performance degradation caused by various uncertainties in the model speci­
fication will be evaluated. To be more soecific, error equation will be 
developed, describing the behaviour of the error variance matrix of the 
state estimates. 
Because in analytical chemistry the index set J - see chapter 2 - is gene­
rally finite, the effect of errors in the initial condition for the calcu­
lation of the state estimates, warrants special concern. Equations will be 
developed, which describe the behaviour of these so-called bias errors. 
What is the influence on the performance and on bias errors of uncertain­
ties in a particular parameter? This is investigated by developing sensi­
tivity equations, which follow straightforwardly f rom the error equations. 
The equations are developed for general dynamical discrete, stochastic 
systems. 
In chapter k we have argued that mul ti component analysis problems are very 
convenient to demonstrate the application of results from system theory in 
chemometri cs. 
In the last paragraph of this chapter we shall give an interpretation of the 
error and sensitivity analysis results in a chemometrical context. 
Hence in summary we shall investigate in this chapter the following 
PROBLEM: Evaluate the performance degradation of a Kalman filter, caused by 
uncertainties in the model, which is used to describe the system which is 
investigated and moreover describe the behaviour of the bias errors. Apply 
the developed results to a mul ti component analysis to demonstrate the use­
fulness of error and sensitivity analysis results in chemometrics. ρ 
5.3 Еккон. anaZy&ÁJí {¡on. дтелаі LLnzasi ώίλοΛζϊζ dynamical, iijit&mi 
The analysis of uncertainties in the system and statistical parameters in a 
Kalman filtering context has attracted the attention of many researchers 
over the past years [1-18, 20-22]. There seems no point in reviewing 
all contributions which have been made in this area. The 
interested reader may consult the references given at the end of this 
chapter. To our opinion the most complete error analysis has been given by 
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Brown and Sage [3] and Martin and Stubbered [12] because they seem to be the 
only researchers who consider modeling as well as bias errors. In all other 
references which have been studied, it is assumed that the initial estimate 
is unbiased. 
The results in this paragraph are particularly based upon the theory of 
Brown and Sage [3]i because their approach is intuitively appealing. We 
shal 1, however, at times give a somewhat different derivation than appears 
in [3]. 
DEFINITION 1: The true or actual linear discrete system is described by 
x(j + l) = F(J)x(J) + w(J) (1) 
z(j) = HT(j)x(j·) + v(j) (2) 
The first measurement which is processed is assumed to be z(l); with 
reference to chapter 3 j = 0 , 1, 2, ... in (l) and j = 1, 2, ... in (2). 
Alternatively the measurement equation 
z(j + 1) = HT(j)x(j + l) + v(j + l) (3) 
is used where, because z(l) is the first measurement, j = 0, 1, 2, ... in 
(3). 
D 
ASSUMPTION 1: It is assumed that the system and observation noises 
w(j) and v(j) are uncorrelated with the initial state x(0), and zero mean 
wi th 
EMjMk)} = R(J) бО.к) 
E{w(j)wT(j)} = Q(j) 6( j ( k) 
a 
ASSUMPTION 2: The mean and the variance of the initial state are given by 
Eix(O)} = u
x
(0)
 ( 6 ) 
E{(x(0) - w
x
(0))(x(0) - μ
χ
(0) Τ} = Ρ
χ
(θ)
 ( 7 ) 
D 
5^ 
The state ¡s assumed to be n-dimensional. 
ASSUMPTION 3: Suppose the model of the system which is investigated is 
described by: 
x(j + 1) = F(j)x(j) + w(j); j = 0, 1, 2, ... 
z(j) = HT(j)x(j·) + v(j); j = 1, 2, ... 
E{w(j)} = E{v(j)} = 0 Vj 
E{w(j)wT(k)} = Q(j)ö(j,k) 
E{v(j)v(k)} = R(J)6(j,k) 
E{w(j)x(0)T} = 0 Vj 
E{v(j)xT(0)} = 0 Vj 
E{w(j)v(k)} = 0 Vj.k 
E{x(0)} = μ
χ
(0) 
E{(x(0) - y
x
(0))(x(0) - y
x
(0))T} = Ρ
χ
(0) 
The overbar for the quantities in assumption 3 indicates uncertain parameters, 
i.e. the values actually used by the designer of the experiments these values 
possibly differ from the true values. 
The following proposition can be stated without proof - see chapter 3: 
PROPOSITION 1: Given the state space model of assumption 3 
x(j + l) = F(j)x(j) +w(j); x(0) initial state 
z(J) = HT(j)x(j) + v(j) 
then the filtering equations are given by: 
« • > 
x ( j + 1/ j) = F ( j ) x ( j 7 j ) 
x ( j + 1/j + 1) = x ( j + 1/ j ) + K( j + 1 ) ( z ( j + l ) - H T ( j 4 1 ) x ( j + 1/ j ) 
K(J) = P ( j / j - l ) H ( j ) ( H T ( j ) P ( j 7 j - l ) H ( j ) + R ( j ) ) " 1 
P(j + 1/ j) = F ( j ) P ( j 7 j ) F T ( j ) + Q(j·) 
• M j + l / j + O = t l - K ( j + 1 ) H T ( j + 1 ) ] P ( j + 1/ j ) 
x (0/0) = Ü x ( 0 ) ; P(0/0) = Ρ
χ
(0) 
The equations f o r the one-step ahead p r e d i c t o r are g iven by: 
» ( j + 1/j) = F ( j ) x ( j 7 j - 1 ) + K * ( J ) ( z ( j ) - H T ( j ) x ( J / j - 1 ) 
K*(j) = F ( j ) P ( j 7 j - l ) [ H T ( j ) P ( j 7 j - 1 ) H ( j · ) ч - К С ] ) ] " 1 
P ( j + 1/j) = [ F ( J ) - K * ( j ) H T ( j ) ] P ( j 7 j - l ) F T ( j ) + (i(j·) 
x(1/0) = μ
χ
( 0 ) ; P(1/0) = Ρ
χ
(0) 
PROPOSITION 2: Given the state space system of definition 1: 
x(j+1) = F(j)x(j) + w ( j ) ; x(0) initial state 
z(J) = HT(j)x(j) + v(J) 
and invoking assumptions 1 and 2, the optimal filtering equations a 
R
n
(j + 1/J + 1) = R0(J + 1/J) + K(j + I)(z(j+1) - HT(J + 1)x0(J + 1/j)) 
* 0(j + 1/J) - F(j)x 0(j7j-O + K*(j)(z(j) - HT(j)x0(j/j-l) 
K(J + 1) = P(j + 1/J)H(j41)[HT(J + 1)P(J + 1/jH(j41) + Rtj + i)]" 1 
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K*(j) = F(j)P(j/j-l)[HT(j)P(j7j-l)H(j) + R(j)] - 1 
5^1/0) = μ
χ
(0); P(1/0) = Ρ
χ
(0) 
jyo/O) = μ
χ
(0); P(0/0) = Ρ
χ
(0) 
DEFINITION 2: The optimal estimation error is given by 
X
n
 ( . / . ) = X ( . ) - Ä ( . / . ) 
О о 
PROPOSITION 3: 
X 0 ( j + 1/j+1) = t 1 - K ( j + l ) H T ( j 4 - l ) ] x 0 ( j + 1/j) - K ( j 4 1 ) v ( j + 1) 
ai»d.ftenr· (+)-aiTd(J0^ i t -M lew» t h a i 
x 0 ( j + 1/j) = [ F ( j ) - K * ( j ) H T ( j ) ] x 0 ( j / j - 1 ) + w ( j ) - K * ( J ) v ( j ) 
Proof: (2^) follows from (ig) and definition 2. (23) follows from ( 
and definition 2. 
PROPOSITION k: 
P(j + 1/j+1) - [I - K(J + l)HT(j+1)]P(j
+
l/j)[i - K(j
+
l)H T(j
+
1)] T 
+ K(J + 1)R(j- + 1)KT(J + 1) 
P(J + 1/j) = [F(J) - K*(j)HT(j)]P(j/j-l)(F(j) - K*(j)H T(j)] T + 0 
+ K*(j)R(j)K*T(j) 
Proof : Since - see chapter 3: 
P( j+1/ j+1) â E { 5 o ( j 4 1 / j + l ) 5 i o T ( j + 1 / j 4 1 ) } 
and 
P ( j + 1 / j ) Δ E { * 0 ( j + 1 / j ) x o T ( j + 1 / j ) } 
Equations (26) and (27) f o l l o w from (24) and (25) r e s p e c t i v e l y . 
iti 
COROLLARY 1 : 
p(j + 1/j+1) = [I - K(j41)HT(j41)]P(j+1/J) (28) 
P(J + 1/J) = [F(j) - K*(j)HT(j)]P(j/j-1)FT(j)
 + q(j) - K*(j)R(j)K*T(j) 
(29) 
Proof: (28) follows from (26) and (21). (29) follows from (27) and (21). 
U 
DEFINITION 3: The ac tua l es t ima t ion e r ro r s are def ined by 
ï ( j + 1/j + 1) = x ( j + 1) - x ( j + l / j + l ) (30) 
S ( j + 1/ j) = x ( j + 1) - x ( j + 1/j·) 
D 
PROPOSITION 5: 
x ( j + l / j + 1) = [ I - K ( j + l ) H T ( j + 1 ) ] i ( j - + 1/ j) 
- K(j- + 1)AH(j + 1)x(j- + 1) - K( j+ I )v ( j -+1) (31) 
x ( j + 1 / j ) = [ F ( j ) - R * ( j ) H T ( j ) ] 5 ( j 7 j - l ) 
+ [APO) - K * ( j ) A H T ( j ) ] x ( j ) + wO) - K * ( j ) v ( j ) (32) 
where: 
AF(j ) Δ F{J) - F ( j ) (33) 
AH(J) Δ H ( j ) - Η (J) (34) 
Proof: (31) f o l l o w s from ( 3 , 10) and d e f i n i t i o n 2; (32) f o l l o w s from ( 1 , 2, 
15) and d e f i n i t i o n 2. 
D 
The optimal estimation error will of course contribute to the actual 
estimation error, i.e. the optimal estimation error is hidden in the actual 
estimation error. Furthermore it can be expected that there is a contribution 
to the actual estimation error, induced by the bias and a contribution 
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induced by Che modeling uncertainties. To be more specific, the following 
decomposition for the actual estimation error can be defined: 
DEFINITION k: The actual estimation error is decomposed in the following way: 
x(./.) = ¡¡„(.A) + xj·/-) + V~(./.) (35) 
α 
The equations for the actual estimation erros are given by (31) and (32) 
respectively and those for the optimal estimation errors are given by (Z'O 
and (25) respectively. The non-zero mean portion of the estimation error is 
concentrated in the term μ~(./.) in the decomposition (35), i.e. 
E{x
n
(./.)} = E{x
m
(./.)} = 0 
о m 
Ε{μ~(./.)} ft О 
(35a) 
The portion of the estimation error, induced by modeling errors will be 
driven by quantities which are zero mean. These zero mean quantities will be 
amplified by error quantities, i.e. differences between quantities related 
to the true system and quantities related to the model description of the 
system. We shall first of all motivate an appropriate equation for 
* (j+l/j+1). To this end, we need the followinq definition. 
m ^ 
DEFINITION 5: The part of the optimal state estimate χ (./.) whose a priori 
mean (unconditional mean) is zero is given by 
x
e
(./.) = x
o
(./.) - u
x
(.) (36) 
D 
In (36) μ (.) is the unconditional mean of the state, i.e. 
W
x
(.) = E{x(.)} 
The recursion for μ (.) follows from 1 and assumption 1: 
P
x
(j+1) = F(j)y
x
(j) (37) 
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With reference to chapter 3, the innovation process is given by 
5(j+1/j) Δ H T(j + 1)x
o
(j+1/j) + v(j-+1) (38) 
Furthermore we introduce error quantities for the Kalman gains: 
AK(j + l) Δ K(j41) - K(j4l) 
(39) 
AK*(j) = K*(j) - K*(j) 
Motivated by equation (31) for the actual estimation error and equation {2k) 
for the optimal estimation error χ (j+l/j+1) and keeping in mind that 
* (j+l/j+1) will be driven by zero mean quantities, amplified by error 
quantities, we define the following equation for χ (j+l/j+1): 
DEFINITION 6: The part of the actual estimation error induced by modeling 
uncertainties χ (j+l/j+1) is given by: 
\ (J + l/j + 1) = [I - K(j+1)H T(j + l)]i
m
(j
+
1/j) 
- K(j+1)AH1(j+1)x
e
(j + 1/j) + AK(j + l)5(j+1/j·) (ΐ,ο) 
D 
Likewise, invoking (25) and (32) we have: 
DEFINITION 7: The part of the predicted actual estimation error induced by 
modeling uncertainties χ (j+1/j) is given by 
y j + l/j) = [F(j) - K*(J) H T(j)]i
m
(j/j-1) + 
[AF(j) - K*(j)AH T(j)]xe(j7j-l) + ûK*(j) 5(j/j-1) (in) 
D 
We have the following result: 
THEOREM 1: xm(j + 1/j) is orthogonal with χ (j + 1/j), i.e. 
E{i
m
(j + 1/j)5 0 T(j+1/j)} = 0 (/,2) 
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Proof: [AF(j) - K*(j)AH T(j)]x
e
(j/j-l) + AK*(j)z(j/j-1) £ Z{}) (ί»3) 
where Z(j) is the closed Hilbert space, spanned by the set of measurements 
{z(l) z(j)}. Equation (^ З) follows immediately from the fact that by 
the projection theorem 
z(j) = z(j-i) + z^Cj-i) m 
where Ζ (j-l) is the orthogonal complement of Z(j-1) and the fact that 
(see derivation Kalman filter in chapter 3): 
x
e
(j/j-1) e Z(j-l) 
i(j/j-i) e zJ-(j-i) 
while keeping in mind the definition of a closed linear manifold (see 
chapter 3)· We also know (see chapter 3) that 
x-, .(j+i/j) e r L(j) 
Equation (kl) now follows, because χ and x„ will be initially uncorrelated 
m и 
and x
n
(j/j-1) is zero mean for all j. 
U
 D 
In very much the same way we can prove: 
THEOREM 2: x (j + 1/j + l) is orthogonal with χ (j' + l/j+l). i.e. 
E{^
m
(j+1/j+1)x„ T(j+1/j+1)} = 0 (i)5) 
• 
Brown and Sage [3] also show the results (Ί2) and {k5) , but after rather 
lengthy algebraic manipulations. The proofs given here take full advantage 
of the derivation of the Kalman filter, as originally given by Kalman -
see chapter 3. 
The parts Uj(j+1/j) and p~(j+1/j+l) of the actual system errors x(j+1/j) 
and x(j+1/j+l) respectively, induced by the bias, i.e. induced by the fact 
that we cannot qive the correct initial state estimates. 
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PROPOSITION 6: 
U-U+l/j' + l) = [I - K(j- + l)HT(j+l)]u~(j + 1/j) - K(j+l)AHT(j + l)px(j + l) 
(46) 
yÄ(J+1/J) = [F(j) - K*(j)HT(j)]u;.(j/j-1) 
+ [AF(j) - K*(j)AHT(j)]ux(j) (i.7) 
Proof: (ί»6) follows from (24, 31, 35, 40). (4?) follows from (25, 32, 35, 4l). 
Π 
We comment that the recursions for V~(·/.) can be given as a proposition, 
because we have defined equations for χ (./.) - definitions 6 and 7· We note 
m 
that the procedure which has been followed is not unique. The resulting 
equations for χ (./.) and μ~(./.) are intuitively appealing. 
m χ 
It follows from equations (46, 47) that the uncertainties in the system are 
amplified by the mean of the state. Getting ahead of the discussion in the 
next paragraph, this observation means in analytical terms that given 
particular uncertainties in the system parameters in some experiment, the 
consequences of these uncertainties will generally be larger as the 
concentrations of the components in the sample is larger. 
The recursions for x
e
(j + 1/j·) and χ (j + l/j + 1) follow immediately from (19, in, 
37) and defini tion 5: 
*
e
(j + 1/j) = F(j)»
e
(J/j-1) + K*(j)i(j7j-1) 
(43) 
*
e
(J + 1/J + 1) = x
e
(j-
 +
 1/j) + K(j41)z(j41/j·) 
(49) 
DEFINITION 8: The a c t u a l e r r o r var iance is d e f i n e d by: 
P a ( j+1/j + l) Δ E í [x ( j + 1/j41) - u~(j + 1/j- + l ) ] r x ( j + 1/j + 1) - μ~ ( j41/j + 1 ) ] T } 
(50) 
α 
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PROPOSITION 7: 
P a ( j + 1/j + 1) = E { [ x 0 ( j + 1/j + 1) + i m ( j + 1 / j + 1 ) ] [ S 0 ( j 4 1 / j 4 l ) + x m ( j 4 1 / j 4 1 ) ] T } 
= E { ï 0 ( j + 1/j + l ) i 0 T ( j + 1 / j + l ) } + E { i m ( j + 1/j + 1 ) 5 m T ( j 4 l / j - + 1) } 
(51) 
Proof: (51) follows from (35) and theorem 2. 
D 
DEFINITION 9: the difference matrix of the actual error variance matrix and 
the optimal error variance matrix is given by: 
AP(j + 1/j + l) = E{ïm(j- + l/j+l)AmT(j + 1/j + l)} = 
Pa(j+1/j + 1) - P(j + 1/j + 1) (52) 
D 
DEFINITION 10: The actual predicted error variance is defined by: 
Pa(J + 1/J) Δ E{[x(j + 1/J) - v x(j + l/j)][x(j + 1/j) - y5(j + 1/j)] T (53) 
D 
DEFINITION 11: The difference matrix of the actual predicted error variance 
matrix and the predicted optimal error variancematrix is given by: 
AP(J + 1/j) = EixJj + l/jJxJO+l/j)} = P
a
(j + 1/J) - P(J + 1/J) №) 
D 
DEFINITION 12: The covar¡ance between χ (j/¡-l) and χ (i/i-l) is defined by: 
e m 
AP
c
(j/j-1) = E{x
e
(j/j-1)x
m
T(j/j-l)} (55) 
D 
PROPOSITION 8: Recursions for AP(j + 1/j + 1) and AP(j' + 1/j) are given by: 
7Α 
AP(j + 1/j + l) = [I - K(j + l)HT(j + 1)]AP(j- + 1/j)[l - R(j + l)HT(j- + l) ] T 
+ R(j+1)AHT(j + l)APx(j41/j)AH(j41)KT(j-+l) 
+ AK(j+l)[HT(j+1)P(j+1/j)H(j+l) + R(j + 1)]AKT(j + l) 
- K(j + l)AHT(j+l)AP
c
(j-+1/j)[l - K(j + l)HT(j-+l)]T 
- [I - K(j + 1)HT(j-+1)]AP
c
T(j+1/j)AH(j4-1)KT(j + l) (56) 
AP(j + 1/j) = [F(j)-K*(j)HT(j)]AP(j/j-1)[F(j) - K*(j)HT(j)]T 
+ [AF(j) - K*(j)AHT(j)]AP
c
(j7j-1)[F(j·) - K*(j)HT(j)]T 
+ [F(j) - K*(j)HT(j)]AP
c
T(j/j-1)[AF(j·) - K*(j)AHT(j)]T 
+ AK*(j)[HT(j)P(j/j-l)H(j) + R(j)]AK*T(j·) 
+ [AF(j) - K*(j)AHT(j)]APx(j/j-l)[AF(j) - K*(j)AHT(j·) ] T (57) 
Proof: (56) follows from (^ 0) and (52). (57) follows from ('tl) and (5k) . 
D 
PROPOSITION 9: ΔΡ (j/j-1) is given by: 
AP
c
(j+1/j) = F(j)AP
c
(j/j-l)[F(j·) - K*(j)HT(j)]T 
+ F(j)AP
x
(j/j-l)[AF(j) - K*(j)AHT(j)]T 
+ K*(j)[HT(j)P(jYj-l)H(j) + R(j)]AKT(j) 
Proof: (58) follows from (41) and CtS) . 
(58) 
D 
DEFINITION 13: The var iance m a t r i x of χ ( j + 1 / j ) ¡s def ined by: 
AP x ( j+1/ j · ) A E { x e ( j 4 - 1 / j ) x e T ( j + 1 ) j ) } ( 5 9 ) 
D 
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PROPOSITION IO: 
ÄPx(J + 1/j) = F(j)APx(j/j-1)FT(j) + K*(j)[HT(j)P(j/j-l)H(j·) + R(j)]K*T(j) 
(60) 
Proof: (60) follows from CtS) . 
D 
DEFINITION 1^: The covariance between the state and the actual estimation 
error is defined by: 
Pc(j) = E{x(j) - wx(j))(x(jVj-1) - У~(І/І-1))Т} (61) 
D 
PROPOSITION 11: The actual error variance Ρ (j+1/j+1) is given by the 
following equation: 
Pjj + l/j + 1) = [I - K(j- + 1)HT(j + 1)]P (j- + 1/j)[I - K(j + 1)HT(j41)]T 
+ K(j+l)R(j + l)KT(j- + l) 
- [I - K(j + l)HT(j-+l)]P
c
T(j + 1/j)AH(j4l)KT(j41) 
- K(j + l)AHT(j4l)P
c
(j + 1/j)[l - K(j- + l)HT(j + l)] T 
+ K(j + l)AHT(j + l)P
x
(j- + 1)AH 0 + 1)κτ0·+1) (62) 
Proof: A recursion for the unconditional error variance of the state 
PX(J) = E{(x(J) - vx(j))(x(j) - μ χΟ)) Τ} 
follows from 1 and assumption 1: 
P
x
(j + 1) = F(j)P
x
(j)FT(j) + (l(j) (63) 
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Furthermore we have 
APc(j/J-1) = E{[x(j) - yx(j) - x0(J/J-1)][x(j/J-1) - Ux(j7J-l) 
- x0(J/J-i)]T} = Pc(j) - P(j7j-1) (64) 
Equation (66) follows by noting that 
E{[x(J) - yx(J)]x0T(J/J-1)} = E{[x0(j/j-1) + x0(j7j-1)]xnT(j7j-l)} 
- Px(j)E{50T(j7j-l)} = P(j7j-1) (65) 
whi le 
Eíx0(j7J-i)[x(j7J-i) - P~(j7j-i)]T} = p(j/j-l) (66) 
folows from the decomposition (35) and an application of theorem 1. The 
recursion for Ρ (j + 1/j) follows from (1, 37, 40, 61): 
P
c
(j + 1/j) = F(j)P
c
(j7j-l)[F(j·) - K*(j)HT(j)]T 
+ F(j)Px(j)[AF(J) - K*(j) H T(j)] T + n(j·) (67) 
where use has been made of the fact that (see 25, 39, 41) and definition 5 : 
x0(j + 1/J) + * m(j + 1/j) = (F(J) - i<*(J)HT(j))(x0(j/j-l) + im(j/j-1) 
+ w(j) - K*(j)v(j) 
+ U F O ) - K*(j)AHT(j)][x(j·) - y
x
(j·)] (68) 
z(j7j-1) = HT(j)ï0(j/j-l) + v(j) 
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x(j) = Ä 0 ( J / J - I ) + x0 (J/J- i ) 
(62) then follows from (26, 52, 56). 
D 
After the same sort of algebraic manipulations it follows that 
PROPOSITION 12: 
Pa(j + 1/J) = [F(J) - K*(J) HT(J)]Pa(J/j-1)[F(j·) - K*(j)HT(j)]T 
+ [AF(j·) - K*(j)AHT(j)]Px(j)[AF(j) - K*(j)AHT(j)]T 
+ K*(j)R(j)K*T(j) + (Kj) 
+ [F(j) - K*(j)HT(j)]PcT(j/j-1)[AF(j) - K*(j)AHT(j)]T 
+ UF(j) - K*(j) HT(j)]Pc(j/j-l)[F(j) - K*(j)HT(j)]T (69) 
D 
Note that APa(j + 1/j+1) arid ΔΡ (j+1/j) are differences of the actual error 
variance matrices with respect to the optimal error variances. In pratice 
it may be more convenient to use the differences between the actual 
variances and the variances used by the designer of the experiment, i.e. 
DEFINITION 15: The difference matrices of the actual variances and variances 
used by the designer of the experiment are defined by: 
ÄPd(J+1/j+1) = Pa(J+1/J+l) - P(J+1/J+1) (70) 
APd(j+1/J) = Pa(J+1/J) - P(J+1/J) (71) 
D 
PROPOSITION 13: For the difference matrices ΔΡ. (j + l/j' + l) and ΔΡ (j' + l/j) we 
have the following results: 
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A P d ( j + 1/j + 1) = [ I - K ( j + l ) H T ( j - + l ) ] A P d ( j + 1 / j ) [ I - K ( j + l ) H T ( j - + 1 ) ] ' 
- [ I - K ( j + l ) H T ( j + 1 ) ] p / ( j + 1/ j )AH(j + l ) K T ( j + l ) 
K(j- + l )AH T ( j- + l ) P c ( j + 1 / j ) [ I - K ( j 4 l ) H T ( j 4 l ) ] T 
+ K ( j 4 i ) Δ Η Τ Ο + Ι ) ρ
χ
 ( j+1 ) дн ( j+1 ) R T ( j 4 i ; 
+ R(j+l)AR(j + 1)K'(j+l) (72) 
AP,(j41/j) = [F(J) - K*(j)HT(j)]AP,(j/j-1)[F(j·) - K*{J)HT(j·) 1 T 
+ [ÄF(j) - K*(j)AH T(j)]P x(j)[AF(¡) - K*(j)AH T(j)] T 
+ K*(j)AR(j)K*'(j) + Д Н О ) 
+ [F(J) - K*(j)H T(j)]P
c
T(j/j-l)[AF(j·) - K*(j)AH T(j)] T 
+ [AF(j) - K*(j)AH T(j)]P
c
(j/j-1)[F(j·) - i<*(j)AH T(j)] T (73) 
Proof: (72) follows from (62, 70) and an alternative relation for P(j+1/j+1) 
given in (13) · 
P(J + 1/J + 1) - [I" K(J + 1)H T(J+1)]P(J+1/J)[I - K(J+1)H T(j41)] T 
+ K(j + l)R(j + l)K T(j+l) (7lt) 
(73) f o l l o w s from (69, 71) and 
P ( j + 1/j) = [ F ( j ) - K * ( j ) H T ( j ) ] P ( j 7 j - 1 ) [ F ( j ) - K * ( j ) H T ( j ) ] T 
+ Q ( j ) + K * ( J ) R ( J ) K * ( j ) 
INITIAL CONDITIONS: 
P a (1/0) = P c (1/0) = P ( l / 0 ) = Ρ (0) 
ΔΡ(ΐ/0) = ЛР
с
(1/0) = Δ Ρ
χ
( ΐ / 0 ) = 0 ( 7 6 ) 
H Ä ( l / 0 ) = μ
χ
( 0 ) - ¡1
χ
(0) 
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(75) 
D 
Furthermore we must have (see equations ( l ' i , 1 8 ) ) : 
P v (0) + ΔΡ.(1/0) = P a (1/0) (77) 
χ d a
 D 
This completes the derivation of the error equations. 
We shall now look more closely at the behaviour of the bias error U~(j+1/j), 
as given by equation (^7): 
US(J + 1/J) = [F(j) - K*(j)HT(j)]y5.(j/j-l) 
+ [AF(j) - K*(j)AHT(j)]p
x
(j) (78) 
We note that the matrix 
*(j) = [F(j) - K*(j)HT(j)] (79) 
is the transition matrix of the one step ahead predictor - see e.g. equation 
(16), chapter 3· 
We now have the following result: 
THEOREM 3: If 
0 <. II Pjd/O) || <.a (80) 
for some positive finite constant a and if F(j), H(j), R(j) , R (j) are 
bounded above with the pair [F(j)H (j)] uniform with respect to complete 
observability, then 
lim || π Ф(і) μ~(ΐ/0)|| = 0 (81) 
j-MXJ ¡ =1 
If in addition the pseudo inverse of P(j/j) is bounded above for all j > N 
for some finite N, the convergence in (81) is asymptotically fast, where 
for some sequence of matrices {A(i)}: 
π A(¡) £ A(j)A(j-l) ... A(1) 
i=1 
on 
Proof: By choosing compatible matrix and vector norms - e.g. the spectral 
norm for a matrix and the inner product norm for a vector - we have 
|| π 5(¡) it. (i/o) И < Μ π Ф(і) И И μ-(i/o) || 
i = l x - i = l x 
The theorem immediately follows from Lemma 3 and Lemma 't in chapter 3· ,-, 
The following corolllaries to theorem 3 are obvious: 
COROLLARY 1: If the same conditions as in theorem 3 hold and moreover 
AH(j) = 0 Vj 
AF(j) = 0 Vj 
μ~(ΐ/0) = 0 (initial unbiasedness) 
then 
U;(j + 1/j) = 0 Vj (82) 
D 
COROLLARY 2: If the same conditions as in theorem 3 hold and moreover 
AH(j) = 0 Vj 
AF(j) = 0 Vj 
then 
lim || U;(j+l/j)|| = 0 (83) 
j-»- D 
The important point is that in corollories 1 and 2 no restrictions have been 
made with respect to AR(j) and A0.(j). So corollary 2 states that the norm in 
the bias error goes asymptotically to zero, despite initial unbiasedness and 
moreover despite possible errors in the inserted values for the measurement 
and system noise if the conditions of theorem 3 are met. 
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It should be noted that corollaries 1 and 2 provide necessary, but not 
sufficient conditions for the nullity of AH(j) and AF(j). The following 
results for u-(j+1/j+1) are formulated as a corollary to theorem 3: 
COROLLARY 3: If the same conditions hold as in theorem 3 a n d if (37) is 
stable - see chapter 3 - then: 
l!m || P~(j + 1/j + l)|| = 0 
if and only if 
lim | | K(j- + l)AHT(j + l) | | = 0 
j-хю D 
It should be emphasized that the limits in theorem 3 and corollaries 1, 2, 
and 3 are all deterministic limits. The assertion holds for ensemble 
averaged quantities. If we do an experiment, we only look at one 
realisation from the ensemble. Generally we have to deal with non-
stationary systems so there is no question of ergodicity. We have given no 
convergence results for one experiment - see, however, chapter 7. 
Furthermore it must be kept in mind that the results in Theorem 3 and 
corollaries 1-3 are asymptotic results, while in practice the independent 
variable j will be finite. Results related to theorem 3 and corollaries 1-3 
have been reported by Martin and Stubberud [12]. 
We now turn to the behaviour of the innovation process z(j/j-l) P given by 
equation (38). We know from chapter 3 that 
E{z(j/j-1)} = 0 Vj (84) 
E{z(j/J-1)z(l/i-1)} = [HT(j)P(j/j-1)H(j) + R(j·)] 6(j,i) (85) 
DEFINITION 16: The pseudo-innovations process is defined by: 
¡(j/j-1) Δ z(J) - HT(j)x(j/j-1) (86) 
D 
PROPERTIES OF THE PSEUDO INNOVATIONS PROCESS: Taking expectations in (36) 
it fol lows that: 
O n 
E{¡(j/j-1)} - HT(j)u~(j/j-1) + AHT(j)px(j·) (87) 
where we have used the fact that χ (j/j-1) is zero mean. 
Hence in any case the pseudo innovation process will not be zero mean. 
Its variance is given by 
P-(j/j-l) Δ E{[i(j/J-1) - E{i(j/j-l)}]2} 
= HT(j)P
a
(j/j-l)H(j·) + AHT(j)P
x
(j)AH(j) 
+ AHT(j)P
c
(j7j-1)H(j·) 
+ Η (J)P
c
T
( j / j. 1) AH( J·) + R(j) (88) 
where Ρ (j/j-1), Ρ (j) and Ρ (j) are given by the recursions (69), (63) 
and (67) respectively. Futhermore, the innovation sequence is no longer 
white. In fact, we have 
E{[z(j + 1/j) - E{5(J + 1/j)}][5(j/J-l) - E{¡(j/j-1)}]} 
- HT(j + l)[F(j) - K*(j)HT(j)]{Pa(j7j-l)H(j) + PcT(j7j-l)AH(j)} 
+ {HT(j + l)[AF(j) - K*(j)AHT(j·)] + AHT(j + l)F(j)}{Pc(j7j-1)H(j) 
+ PX(J)ÄH(J)} 
- HT(j+1)K*(j)R(j) (89) 
and even nicer expressions for the cross-covariance between z(j+i/j+i-1) 
and z(j7j-1) (i > 1)· Note that the cross-covariance in (89) equals zero if 
AF(j) = 0, AH(j) = 0 and AR(j) = 0.
 n 
This completes our treatment of the recursive error analysis equations. 
S3 
Non-zero mean measurement noise: 
We have assumed in the description of the true system as well as in the model 
description that the measurement noise is zero mean. In view of the applica-
tion of the error equations, which is discussed in paragraph 5.5, some 
attention should be paid to the situation where the measurement noise is not 
zero mean. 
In particular we shall briefly discuss the situation that the measurement 
noise has actually constant mean, different from zero, i.e. 
E{v(j)} = b JÉ 0 Vj 
but in the model it is assumed that the measurement noise is zero mean. By 
augmenting the state of the true system with the bias b, just as described in 
example 1 in chapter k - see also chapter 6 - the measurement noise in this 
new description of the true system is zero mean. 
However, now the dimension of the state in the true system description 
differs from the dimension of the state in the model description. To apply 
the error and sensitivity results of the preceding paragraph to this 
situation, zeros should be added to the parameters of the model description, 
i.e. zero should be added to F(j) and H(j). 
Furthermore zeros should be added to all initial conditions related to the 
model description, which are necessary in the different recursions. In this 
way the results of this paragraph can be straightforwardly applied in this 
si tuation. 
More generally it follows from this discussion that the effect of using a 
model which is of lower dimension than the true system, can be investigated 
using the results of this paragraph by adding the appropriate zeros to the 
model description to make the dimension of the system and the dimension of 
the model compatible. 
% 
5.4 SzWxctLviXy 
If we want to investigate the influence of a particular parameter, we shall 
have to perform a sensitivity analysis. To investigate the sensitivity of 
the actual error variance matrix with respect to the optimal error variance 
matrix for changes in one of the parameters, we can evaluate the so-called 
large scale sensitivity matrices - this name is due to Griffin and Sage [6]: 
DEFINITION 17: The large scale sensitivity matrices with respect to the 
optimal error variance matrices P(./.) are defined by: 
" 0 (j + l/J + 1) Δ AP a(j + 1/j + 1)M0. (90) 
Γ
Θ (j+l/j) Δ ΔΡ (j + 1/j)M0. (91) 
• — a ι 
ι 
where 
ΔΘ. = 0 . - 0. (92) 
I I I 
and 0. is one of the elements in H(.), F(.), 0(.) or R(.) and Θ. is the with 
0. corresnonding element in H(.), F(.), Q(.) or R(j) . r-, 
Likewise we can define the sensitivity of the actual error variance matrix 
with respect to the computer error variance matrix for changes in one of 
the parameters 
DEFINITION 18: The large scale sensitivity matrices with respect to the 
computed error variance P(./.) are defined by: 
f Q (j + l/j + 1) Δ AP d(j + 1/j + 1)M0. (93) 
i 
Γθ (J+1/J) Δ AP d(j + 1/j)/A0. №) 
i '-' 
We note that in passing that it is computationally attractive that the error 
matrices Δρ (./.) and ΔΡ (./.) are directly computed and not by subtracting 
two matrices. 
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If we only want to investigate very small changes in the parameters, then 
small scale sensitivity matrices may be appropriate, i.e. 
DEFINITION 19: The small scale sensitivity matrices are defined by: 
'J Ύ Θ (j + l/j + 1) = 3P a(j + 1/j + 1)/30. I (95) ' I Θ = 0 
Ye.(J + 1/J) = 3Pa(J + 1/J)/30 I I (96) 
J Θ = 0 
where the parameter vector 0 contains the true values of all parameters and 
Θ contains the values actually used in the filter. 
D 
Equations (90-96) follow straightforwardly from the appropriate formulaes 
in the preceding paragraph. Of course we can also investigate the sensiti­
vity of other quantities for changes in the parameters, e.g. we may inves­
tigate the sensitivity of the bias error for small changes in the para­
meter H.(.) (see equation (78): 
3lij.(J+1/J)/3H. = [F(j) - K*(j)HT(j)][3u~(j/j-l)/3H.] - К * Ш е . (97) 
where the i-th element of e. is 1 and the other elements are zero. 
Before discussing an application, note that the error and sensitivity 
analysis can be performed before the experiment is actually started! 
5.5 Analytical conAtqannczi·· apptica-tion to a multtzompomnt analtjA¿i 
We shall apply the error and sensitivity equations to the multicomponent 
analysis experiment, described in example 2 in chapter Ц. 
PROBLEM SPECIFICATION: We consider the UV-spectrum of the mixture of aniline 
(concentration x1 , molar absorptivity h.ij)), nitrobenzene (x., h-(j)), 
azobenzene (x,, h,(j)) and azoxybenzene (x. , h, (λ)) see figure 't.6 in chapter 
k). It is known that no system noise is present. The observation noise is 
36 
known to be zero mean, white and stationary. The true value of the measure-
ment noise variance R = 10 . Furthermore we have for a mul ti component 
analysî s : 
F(j) = I Vj (98) 
and hence 
AF(j) = 0 Vj (99) 
Because F(j) is the identity matrix and there is no system noise, all 
arguments of the type (j + 1/j) simplify to (j/j) in all equations in the 
preceding oaragraphs, Moreover K(j) = K*(j), K(j) = K*(j). 
Initial conditions used in the algorithms are 
xT(0/0) = ( 1 1 1 1 ) * 10"5 
Pa(1/0) = Pc(1/0) = Ρ
χ
(0) = io" 1 2 ik 
The unconditional mean of the state - true value of χ - is in this example 
μ
χ
( 0 ) Τ = (1.05 2.10 3.Ί0 5-6θ) * 1θ" 5 ^ 
The organization of this paragraph is as follows: 
1. After making an observability assumption, a theorem is stated and proved 
using the results of paragraph 5.3> which gives an explicit expression for 
the bias errors μ~(./.)» in case of constant relative errors in the molar 
absorptivi ties - the vector H(.) in the measurement equation - irrespective 
of possible errors in the specification of the measurement noise variance. 
When computing an actual example (figure 5-1), it seems, however, that the 
errors in the measurement noise variance do influence the bias errors. This 
seeming contradiction is considered in detail (figure 5-2) and an explana­
tion is given for the observed results. Subsequently a theorem is stated, 
which gives a bound on the mean squared error, when the only uncertainties 
are in the specification of the measurement noise variance and in the error 
variance of the initial state estimates (theorem 5)· 
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2. Subsequently the behaviour of the pseudo-innovation sequence, given in 
definition 16 in paragraph 5.3, is investigated (figure 5·3). A procedure 
is suggested to detect possible modeling erros by monitoring the pseudo-
innovation sequence. 
3. Different error bounds are given for the estimated concentration of nitro­
benzene (x-) in the presence of modeling errors (figure S-1*) · Although it is 
not possible to give an exact calculation of the bias errors, the results 
indicate that the main contribution to the error in the estimated concen­
tration is bias. 
4. Finally some sensitivity calculations are performed. To investigate what 
the influence of uncertainties in the molar absorptivity of one of the 
components in the sample, say Η (j), might be on the accuracy of the estimate 
of the concentration of another component in the sample, say χ., the large 
and small scale sensitivities are calculated, i.e. invoking definitions 17 
and 19 the (1,l)-9lements of the matrices Г
и
 (j+1/j+1) respectively 
3 
/Pu (j+l/j + 1) are calculated (figure 5-5). 
The conclusions following from these sensitivity calculations are verified 
(figure 5.6). 
The influence of uncertainties in the molar absorptivi ties of one of the 
components in the sample on the bias error in another component in the sample, 
is also investigated (figures 5-6 and 5-8). 
1) ASSUMPTION k: The pair [I H T(j)] as well as the pair [Ι Н Т(])] are 
uniform with respect to complete observability. 
α 
Note that this implies that: 
38 
and 
J τ 
M(j,1) = Σ H(i)H (i) -> » as j -* » (100) 
¡=1 
J
 - -T 
M(j,1) = Σ H(¡)H(i)+» as j ->· » (101) 
i=1 
Because 
P(J/J) = [P'^O/O) + Σ H(!)R"1HT(¡)]", (102) 
¡=1 
P(j7j) - [Р'Чо/О) + Σ Н(і)к"1НТ(!)]"1 (103) 
i-1 
it follows that ¡f (100) and (101) hold 
P(j7j) + 0 as j -»• » (10Ό 
P(j/j) •+ 0 as j - » (105) 
In practice, <*> (infinity) should always read: extremely large (with respect 
to the other quantities involved). By invloking the definition of complete 
observability, i.e. the matrices 
j + t
 T 
M(j+t, j) = Σ H(i)H'(i) (106) 
¡ri 
. . J+t . .τ 
M(j+t, j) = Σ Н С О Н ' О ) (107) 
¡-j 
satisfy 
M(j+t, j) > 0 I (108) 
M (j+t, j) > 0 I (109) 
for some t, t, β, β > 0 and all j we can see that M(j,1) and M(j,1) can, 
in view of the fact that our dataset is finite, only become "extremely 
large" (with respect to other quantités involved) if t (t) is small and 
3(6) is sufficiently large. 
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Also note that it is suggested in (107) and (109) that the uncertain­
ties in the parameters influence the "quality" (the size of the parameters t 
and β in the observability definition) of the observability. 
We have the following result: 
THEOREM I*: If in a mul ti component analysis, with molar absorptivi t ies {H(j)} 
and variance R of the zero-mean observation noise, the parameters {H(j)} 
and R are inserted in a Kalman filter used to process the measurements and 
i f [I H(j)]is uniform with respect to complete observability, such that 
there is a j where M(j,1) becomes "extremely large" and if it is moreover 
assumed that 
AH(j) = oiH(j) Vj (110) 
-1 < α < 1 
then 
U~(j+1/j+1)* - ay
x
 (111) 
for j sufficiently large 
Proof: Note that (see equation (Ίδ)): 
J - -τ - --1 
TT [ I - K O + D H ' O + I ) ] = P(j + 1/j + 1)P (0/0) (112) 
i=0 
Ρ (0/0) is finite, and that 
-κυ+1)ΔΗΤ0+1)μ
χ
 = -αΙμ
χ
 + α[ΐ - K(j+1)HT(j41) ]u
x
 (113) 
-» PïU+l/j+D = P(j+1/j+1)P '(О/ОНу-ЛО/О) + у } - сш 
Again we must be carefyl, because y~(j + 1/j+l) is an ensemble averaged 
quantity. Nothing has been stated about the difference between a true value 
and the estimate in a single experiment. Theorem Ц gives an explicit expres­
sion for the bias errors in case of constant relative errors in the vector 
H(j) in the measurement equation, but irrespective of errors in the specifi­
co 
cation of the measurement noise variance. 
Figure 5-1 shows some results. The measurements have been processed from 
higher to lower wavelengths. Although we know that we should be careful 
with theorem k when considering a single realisation, we still should be 
worried when looking at the results in figure 5-1. In fact, we may anxiously 
wonder whether errors in the measurement noise variance in secret do in­
fluence the bias errors, notwithstanding corollaries 1 and 2 and theorem k. 
To solve this seeming contradiction, we reason as follows: 
-"I •^т, 
Ρ (j/j) = Ρ (0/0) + Σ H(i)R H ' U ) 
¡=1 
where 
- ώ > ^ J ' J ) - <тш> "p"1(0/0) 
Ρ"
1
 (j/j) = Ρ '(0/0) + Σ H(i)R H T(i) 
J 
i = 1 
di'») 
(115) 
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ZOI; 3: ΔΗ - 301; 4: ΛΗ = 403; 
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In this particular case we have 
Ρ
 1(j/j) = 10" Z P'](}/}) + 0.99 Ρ '(O/O) (116) 
Rewriting equation (116) we have 
p-Uj/j) = P'\}/}){:0~2I+ 0.99 Ρ (j/jiP'^O/O)} (117) 
So in this example, for j sufficiently large 
P(j/j) = ap (j/j), α < 100 (118) 
-6 - -Ί 
and because R = 10 , R = 10 
K ( j ) « K ( j ) (119) 
Equation (199) tells us that if for the situation where the true value for 
the measurement noise variance is used, the state estimates do not change 
any more after some j because K*(j) has become relatively small, then this 
will also be the case for the situation where the wrong value is used for 
the observation noise variance, i.e. also in this case the estimates do not 
change any more after some j. But it follows from (118), that with reference 
to equation {kS) the bias error for the situation where the wrong measurement 
noise variance has been used can be considerably larger than in the situation 
where the true value has been inserted in the Kalman filter. So the apparent 
detoriation from corollaries 1 and 2 and theorem 't is caused by a combina­
tion of effects indicated above and the finiteness of the dataset. This is 
orecisely the reason for paying so much attention to this example: 
these effects often disturb our theoretical oredictions. Figure 5-2 gives 
a detailed picture of the influence of the inserted measurement noise 
variance. Figure 5-2 can be easily explained using considerations just 
given. 
If we want to calculate a bound on the mean squared error, in case there are 
only errors in specifying the measurement noise variance and the error 
variance for the initial state estimates, we have the following result: 
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аліапсе. on utwcutzd i>t(vtuL Н[ЦГ= 10% M._n..t. Η Aon. all j . 
R lJ0'b; o-o R = TO'4; 4-4 R = JO^; D-D R = 10~ ; O-A R = 
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THEOREM 5: I f in a mul t i component a n a l y s i s e r r o r s are made in s p e c i f y i n g 
the measurement noise v a r i a n c e and in the i n i t i a l e r r o r var iance o f the 
s t a t e e s t i m a t e s , t r { P a ( j + l / j + 1 ) + p ~ ( j + 1 / j + l ) μ^ ( j + l / j + 1 ) } is bounded as 
f o l lows : 
w(j+1) < t r { P ( j + l / j + 1 ) + y ~ ( j + l / j + 1) μ- ( j + l / j + 1 ) < 7[(j + l ) (120) 
i ( j + 1) = t r { P ( j + 1/ j+1)} + Δπ0 + 1) (121) 
7r(j + l ) = t r { P ( j + l / j + 1 ) } - A T T ( J + 1 ) (122) 
J = 1 - -τ τ J + 1 - τ 
A7r(j + 1) = | | [ rr [I - K d J H ' i i ) ] 1 ] ! тг [I - к О Э н ' о п П . 
i=1 i=1 
| | др
а
(о/о) + ]i^o/o)\iJ(о/о) | | + 
K ( j + 1) |ÄR( j ) (123) 
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Proof: The proof follows after some straightforward manipulations on a 
result published by Patel and Toda [17] and Toda and Patel [21]. 
D 
In the mean time we know that there is a big chance that 11 K(j + 1 ) | | <Я 0 for 
j sufficiently large, but that the convergence of [I - K(j)H (i)] to the 
zero matrix is very slow and in many mul ti component analysis we shall 
ι ι j + 1 - -T M 
encounter the situation that || π [I - K(i)H (i)] || substantially differs 
from zero, even for large (relatively large) j. Toda and Patel [21] also 
give bounds for the situation where AR = 0, ΔΡ (0/0) = 0, but AH(j) Φ 0. 
However, it seems difficult to give an intuitively appealing explanation 
and so this bound will be omitted here. 
2) Figure 5-3 shows a realisation of the innovation sequence for the situation 
where there is only uncertainty in the prior statistics of the state and 
for the situation where besides uncertainty in the prior statistics, there 
are also errors in the molar absorpti vitíes and the measurement noise 
variance. Although we have not given statistical results for one realisation 
of the innovation sequence, it will be clear from figure 5"3 that modeling 
errors will have a definite influence on the behaviour of the innovation 
sequence. We have shown in the preceding paragraph that the innovation 
sequence will no longer be an orthogonal sequence. Indeed, because of the 
errors in the molar absorpti vi ties, it is even no longer a projection on the 
closed linear manifold generated by the measurement. It is always advisable 
in practical applications to monitor the innovation sequence. When a 
behaviour as depicted in figure 5-3, then we can be sure that there is a 
discripancy between the actual system and the model of the system, assumed 
in the filter. It is possible that there are errors in the parameters, but 
even worse, the model which is used can be completely wrong. There are many 
tests on the innovation sequence, see e.g. Boozer and MacDaniel [2], and in 
an analytical context Seelig and Blount [22], but these tests all hinge on 
the stationarity assumption, which is out of the question in mult¡component 
analysis. In any case, it follows from our discussion that when because of 
matrix effects in the chemical sample during the experiment , the molar 
absorptivities deviate from the values which follow from calibration 
experiments of the pure components, the innovation sequence will exhibit 
its non-optimal statistical properties. If it is impossible to perform 
several experiments, it is suggested here to do a simulation experiment first, 
using concentrations of the components which are approximately of the same 
Я': 
—WAVELENGTHInm)—» 
{¡¿диле. 5-3 RzaLiicvtioni οζ the. innovation ¿zquzncz. o—o: unczntalntu in 
pfiion. itatiitiai of, the. itate.; o—o: uncehtaintij in ρηλοη. 
itatliticu, 06 the.,itate., Hij) = ΙΟΙ ш.і.і. Η Цок all j , 
R = IO" 4 [R = TO'0 
order of magnitude as those expected to be found in the sample, and monitor 
the innovation sequence of this simulation experiment. There is no doubt 
that there will be no matrix effect in the simulation experiment. This 
innovation sequence from the simulation experiment may be used as a very 
rough indication of matrix effect during the actual experiment. 
3) Figure 5-it shows the estimated concentration of ni trobenzene, wi th an error 
bound given by the computed variance P, 7(j/j), the actual variance Ρ (j/j) 
and the actual mean square error μ-, (j/j) + Pa,,(j7j). The bias error 
22 22 
is est¡mated usi ng the non-recursive version of equation (kS) and using for 
μ~(0/0) in every step x(j/j) - x(0/0) and for у in every step x(j/j), where 
x(j/j) is the current estimate. Despite the fact that the bias error cannot 
be computed exactly In practice, figure 5-3 does indicate that the main 
contribution to the error is bias. 
Ό Figure 5-5 shows, what is called in this report large and small scale 
sensitivity spectra. Suppose we are interested in a very accurate estimate 
of the concentration of aniline (x.), but we are afraid that small changes 
in the molar absorptivity of azobenzene (the th i rd component) might prevent an 
accurate estimation. Figure 5-5 shows that this disturbing effect will be 
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maximal at the 'tS-th measurement - remember that the error analysis and the 
sensitivity analysis can be done before the actual experiment is performed. 
However, figure 5-5 also shows that even this maximal disturbing effect will 
expected to be small. Even the maximal changes in the actual variance in the 
estimated concentration of aniline x. with respect to - small - changes in 
the molar absorptivity of azobenzene (H,) are very small. So there seems no 
point in repeating the calibration of the molar absorptivi ti es of azobenzene 
(the third component). This is confirmed in figure 5-6. 
Investigations in connection with bias errors can only be performed during 
or after the experiment. Figure 5-7 shows the sensitivity of the bias error 
in the estimated azoxybezene concentration with respect to uncertainties in 
the molar absorptivity of azoxybenzene. Again the maximum influence will be 
very small, as shown in figure 5-8. 
This concludes an error and sensitivity analysis of this application. The 
relevance of using this type of analysis for analytical experiments has 
hopefully become clear. In our opinion many new possibilities are offered. 
ΜΛ0 
іідиле. 5-6 EitimcLtzd сопсгпілаХіоп о£ anitino. ( χ , ) . H = /I {w.n.t. H); 
R - Ι Ο ' 5 ; R = J O ' 6 , о—о ИЛУ) Vj'; Π-Ώ f?,(/) Φ «,(ƒ) V/ 
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CHAPTER 6 BASELINE DISTURBANCES IN MULTICOilPONEWT ANAL/SIS 
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6.6 Re{¡znenceo 
10? 
6.1 TntAoductíon 
Mu)t¡component analysis are ¡η many cases performed by processing data of 
some recorded spectrum, e.g. an ultravioletvisible spectrum, an Atomic 
Absorption spectrum. It has been pointed out in previous chapters that the 
signals, generated by the analytical instruments, will always be disturbed 
by observation noise. 
In many instances, however, another disturbance can be recognized. This 
"other" disturbance can be described in intuitive, analytical terms in the 
following way: the heights of the peaks in a spectrum are measured with 
respect to a "ground level", the baseline. 
If this ground level is known for each j E J - J is the index set; see 
chapter 2 - then the signal in a spectrum, determined with respect to the 
ground level is, apart from contributions of the observation noise, 
representative for the signal caused by the chemical components in the 
sample. However, sometimes the assumption that the level of the baseline 
signal is known cannot be made. The signal in the spectrum will then be 
determined with respect to some assumed ground level. The resulting signal 
contains in this case not only contributions from the signal caused by the 
chemical components in the sample, but also contributions from so-called 
baseline disturbances - again apart from contributions of the "usual" 
observation noise. 
It is well-known that the nature of the baseline distrubances can be 
different in different experiments. In particular if the baseline is 
recorded, using a "blank" in the analytical instrument, i.e. a sample only 
containing the solvent, but not the chemical components, then there is in 
general no guarantee that the information about the base-line, gathered in 
this "blank" experiment can be used in the actual analytical experiment. 
Hence it is important to be able to compensate during the actual analytical 
experiment for the baseline disturbances, i.e. to compensate on-line for 
the baseline disturbances. 
Baseline disturbances may have a quit different character in different 
situations. Actually the notion baseline disturbance is a collective term 
for many types of disturbances. These different types of base-line dis­
turbances call for different mathematical representations. 
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Furthermore different interpretations can be given for each type of baseline 
disturbances: 
Since in this chapter we immediately set the stage at multicomnonent analysis, 
we have the well known measurement equation 
z(j) = HT(j)x(j·} + v(j) (1) 
In many situations, the signal 
y(j) = HT(j)x(j) (2) 
will, except by zero mean, white measurement noise v(j) also be disturbed by 
an additional disturbance term d(j): 
z(j) = y(j) + d(j) + v(j) (3) 
This additional disturbance d(j) can be viewed as a disturbance of the 
baseline in a spectrum. Usually the term d(j) is called drift. This term 
drift or baseline disturbance is actually a collective term for a lot of 
things. Suppose we rewrite (3) in the following way 
z(j) = y(j) +
 V'(j) (Ό 
Equation (Ό suggests that the combination of the "original" noise v(j) and 
the baseline disturbance d(j) can simply be viewed as a new noise term. The 
character of disturbance d(j) will be reflected in the new noise v'ij), i.e. 
the character of the baseline disturbance d(j) will be reflected in the new 
noise term v'tj). On the other hand, suppose we can factorize the baseline 
disturbance in the following way: 
d(j) = H2T(j)x2(j) (5) 
In this case we can rewrite equation (3) in the following way 
ζ (J) = H
a
T(j)x
a
(j·) + v(j) (6) 
Hence in this case the baseline disturbance is viewed as additional 
ma 
components. It should be noted here that the drift state x2(j) is possibly 
generated by say, a linear discrete stochastic state system. And then, 
finally the drift may suddenly change, i.e. 
d(j) = dl(j) 1 < j < jl 
(7) 
= d2(j·) J > jl 
Obviously this may be interpreted as an instrument failure, a sudden change 
in the characteristics of the instrument. 
We shall distinguish between three types of base-line disturbances in this 
chapter: Deterministic base-line disturbances, stochastic baseline dis-
turbances and suddenly changing baseline disturbances. 
Deterministic baseline distrubances are discussed in paragraph 6.3· In this 
case, the drift state x2(j) is generated by a linear, deterministic discrete 
state system. A drift compensator will be given, which is based upon the 
augmented state of the analytical system, i.e. the drift states are added to 
the concentration states. Subsequently an alternative solution is given in 
the last part of paragraph 6.3 for the on-line compensation problem in the 
deterministic drift situation. The analytical system is splitted in a non-
trivial way in a primary and secondary subsystem. The primary subsystem will 
be identified as the concentration subsystem, the secondary subsystem as the 
drift subsystem. Drift compensation is accomplished with a two stage filter 
i.e. a filter consisting of a primary filter, based upon the primary sub-
system and a secondary filter, based upon the secondary subsyste, while the 
primary and secondary filter communicate in some way. 
Stochastic baseline disturbances are discussed in paragraph 6.4. In this 
case the drift state x2(j) is generated by a linear stochastic, discrete 
system. A drift compensator will be given, which is based upon the aug-
mented state of the analytical system, i.e. the drift states are again 
added to the concentration states. The stochastic drift compensator operates 
in an unknown noise environment. Hence an adaptive stochastic drift 
compensator will be formulated i.e. the adaptive stochastic drift compen-
sator is an adaptive Kalman filter which estimates the state as well as 
the variances of the involved noise processes. The formulation of the 
adaptive Kalman filter is preceded by a discussion about the identifiabi1 ity 
of the noise parameters. 
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Suddenly changing drift - see equation (7) - is finally investigated in 
paragraph 6.5· Compensation is accomplished in this case by a limited 
memory filter, which processes the measurements of the analytical spectrum. 
6.2 PiobLm {,υ-υηοΐαυίοη 
It follows from the discussion in the preceding paragraph that first of 
all appropriate models have to be given for the different types of baseline 
disturbances. Appropriate models for the types of baseline disturbances, 
investigated in this chapter namely deterministic drift, stochastic drift 
and suddenly changing drift are given in the paragraphs 6.3, 6.'t and 6.5 
respectively. As explained in the introduction, it is important that the 
drift compensation is performed during the analytical experiments, i.e. 
the drift compensators to be designed in this chapter should operate 
on-1 i ne. 
In this chapter we are confronted with the following problem: find estimates 
of the concentrations in a mul ti component sample, using spectrophotometric 
measurements in the presence of observation noise as well as baseline 
di sturbances. 
6.3 Ovi-Lin& compznboution о fa dztMrniniitic. d/L¿f¡t 
6.3.1 VeXzAmitbiitic. dnl^t, ηοη-ζοΛο man micmiAemznt no-cie on. aÄdütiomt 
tomponznti -in a. ¿pzcuim 
In many cases the baseline disturbances d(j) can be simply described as a 
linear function in the index j. 
ASSUMPTION 1: The baseline disturbance d(j) is given by 
d(j) = j . a + b (8) 
where a and b are unknown parameters. In many cases these parameters can 
assumed to be constant during the measurement experiment, i.e. 
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a(j + 1) = a(j) (9) 
b(j+1) = b(j) (10) 
D 
The baseline disturbance is generally called drift in the literature [^5] 
actually it is linear, deterministic drift. It is the type of baseline 
disturbance, which is described in Websters dictionary [J1*] as "a qradual 
change in the zero reading of an instrument or in any characteristic that 
is supposed to remain constant". Several methods have been proposed in the 
analytical literature to tackle the drift problem [12, 31, Ή , 58, 63]; all 
these proposed methods can be viewed as off-line procedures. On-line drift 
compensation, i.e. compensation of the deterministic linear drift during 
the processing ot the measurements can be strightforwardly achieved with 
the methods developed in previous chapters. Before discussing a particular 
application, we first give some alternative interpretations of the linear 
determi nist ic drift. 
ASSUMPTION 2: The observation noise is zero mean and white, i.e. 
E{v(j)} = 0 (11) 
E M j M k ) } = R(j) 6(J,k) (12) 
D 
Hence we have 
E{v'(j)} = j . a(j) + b(J) (13) 
where 
and 
v ' O ) = v(j) + d(j) (14) 
Ei(v'(j) - E{v'(J) )(v'(k) - E{v'(k)})} = R(J) 6(j,k) (15) 
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Hence v'íj) is again white observation noise, but the mean is a linear 
function in the index j. 
Alternatively we have, using (8-10) 
z(j) = H T(J)x (j) + v(j) (16) 
d α 
where 
H
a
T(j) Δ (Η,Ο) ... H
n
(j) j 1) 
x
a
T(j·) Δ (χ, (J) ... x
n
(j)a(j)b(j)) (17) 
Apparent ly the d i s t u r b a n c e d ( j ) can be thought t o r e s u l t from two a d d i t i o n a l 
"components" w i t h unknown " c o n c e n t r a t i o n s " a ( j ) and b ( j ) and molar 
a b s o r p t i v i t i e s j and 1 r e s p e c t i v e l y . 
6.3.2 A Kaùnan {¡ÁJüteA ^оя on-lÁne. d/u-^t сотрельаііоп 
Fi r s t we have: 
DEFINITION 1: A mul ti component analysis, where the measurements are 
corrupted by observaiton noise and deterministic linear drift is represented 
by the state model 
x
a
(J + 1) = x
a
(J) 
z(j) = H
a
T(j) x
a
(J) + v(J) 
where X-(j) and H,(j) are given in (17)· • 
a a 
The following proposition can be stated without proof: 
PROPOSITION 1: Consider the state model of definition 1 
x
=
(j +1) = x , ( j ) ; x (0) initial state 
ζ (J) - H
a
T(j) + v(j) 
юз 
With respect to the noise v(j) assumption 2 holds. 
The Kalman filter which estimates the state χ (j) is given b/ the followinq 
equations 
*
a
(j/J) = x
a
(J/j-i) + K ( j M j ) 
Äa(j/j-i) = *a(j-i/j-i) 
v(j·) = z(J) - H^i) xa(j/J-1) 
α α 
K(j) = P(j/j-1)H
a
(j)(H
a
T(j)P(j7j-l)H
a
(j) + R(j))" 1 
P(j/j-l) = p ( j - i / j - i ) 
p(j7j) = ( i
n + 2 - K(j) H a T(j))P(j/j-l) 
χ (0/0) and P(0/0) initial conditions 
D 
EXAMPLE 1: It follows from proposition 1 that on-line drift compensation is 
achieved by using a Kalman filter based upon the augmented state description, 
given in definition 1. We shall present here some results, which have been 
reported earlier by Poulisse and Engelen [kS]. Figure 6-1 shows the U.V. 
spectrum of aniline, nitrobenzene, azobenzene and azoxybenzene, which we 
have introduced in example 2 in chapter k. This time the measurements are 
corrupted by white noise v(j) as well as by linear deterministic drift. 
In chapter k we argued that the initial condition for calculating the error 
variance may conveniently be chosen according to - see equation (37) chapter 
Í»: 
P. ¡(0/0) = aR/[HT(1)H(l)] forali i (l8) 
where 10 < α < 100. Remember that the observation noise is assumed to be 
zero-mean, white with constant variance R. Application of (18) will not give 
satisfactory results in this case. The reason for this is that the coeffi­
cients H.(1) (i = 1, 2, 3, Ό which weigh the contributions of the concen­
trations x. ( ¡ = 1 , 2 , 3, Ό to the first measurement z(l) are usually very 
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much l a r g e r than 1 , which is the s i z e o f Н Л і ) and Н^(1), the c o e f f i c i e n t s 
weighing the c o n t r i b u t i o n o f the a d d i t i o n d r i f t s t a t e s t o z ( l ) . Consequently 
the c o e f f i c i e n t s K_( j) and K/.(j) ( j = 1 , 2, . . . ) of the Kalman g a i n , which 
τ 
weigh the c o r r e c t i o n z ( j ) - Η ( j ) x ( j - l / j - l ) to the es ti-nates x^ ( j - 1 / j - 1 ) and 
3 3 J 
Z, (j-l/l-1) of the drift states to obtain new esti-nates xA}/\) and x^(j/¡), 
become very small directly at the beginning of the estimation process. 
This means that the contribution of the drift will be almost entirely 
neglected by the Kalman filter. Hence the drift compensation will be in-
sufficient and as a result the concentrations will be partly estimated. The 
following expression may be succesfully applied for obtaining the initial 
conditions for calculation of the error variance matrix in this situation: 
P. ,(0/0) a[R/H,4(1)] for all i (19) 
Frankly the expression (19) has been found by "trial and error" with 
simulation experiments. This is very often the case in practice, but for 
some reason this is never mentioned in the 1 iterature. The reason for this 
is that usually the initial conditions are assumed to be given as a part of 
the problem statement. This is no restriction when there is no limitation 
11П 
on the number of observations. In analytical chemistry the number of 
observations is always finite. This explains the attention that has to be 
paid to the choice of the initial conditions. The choice of the initial 
condition P(0/0) is, as we know from chapter 5, important with respect to 
the reduction of the initial bias in the state estimate. This follows for 
instance from equation (45) of chapter 5: 
u
:
 (j/j) = [i - K(J)H T(j)J u- (j-l/j-1) 
a a 
= P(}/j)P~]{0/Q)v~ (0/0) 
x a 
= [ ι + ρ '^ο/ο ίΗΟ, ιηΛχ ίο/ο) (20) 
where 
M ( j , I ) = X H a ( i ) R " 1 H a T ( i ) (21! 
i=1 a a 
Estimated concentrations using (18) respectively (19) - α = 100 are given in 
table 6-1. 
Figure 6-2 shows the estimated concentration of aniline (x.) when the 
measurements are disturbed by deterministic linear drift using a Kalman 
filter based upon the concentration state x(j) - hence without drift com­
pensation - and based upon the augmented state χ (j) - hence with drift 
compensation. For the situation where the Kalman filter is based upon the 
concentration state x(j), the Kalman filter is based upon the wrong model. 
The error variance does not detect this because as we have seen, it is 
calculated independent from the measurements. Because the calculated 
variances in the concentration estimates are non-increasing, as follows 
from 
P(j/j) = [P" 1(0/0) + Σ H(i)R" 1H T(i)]" 1 (22) 
i=1 
the calculated variances will be overly optimistic. This phenomenon is known 
in the literature as divergence - see e.g. Fitzgerald [17], and because the 
state estimates remain bounded in this example, we speak about apparent 
divergence. This situation can be investigated with the results of the 
preceding chapter, e.g. 
Ill 
ТаЫг 6-1 - FinaZ utimatu î;(70) and itandasid dzv-ccution ^ок di^zuznt 
¿YiítiaJL еллол. ао Аліапагл Р[0] 
i 
1 
2 
3 
k 
5 
6 
χ. * I O " 5 
TRUE VALUE 
1.05 
2.10 
0.97 
1.89 
14.29 
IO 3 
(»,(70) + 
IHITIAL ERROR 
(18) 
1.23 + 0.01 
2.24 + 0.01 
0.98 + 0.01 
1 .79 + 0.01 
0.6 + 0.3 
0.0 + 0.3 
/ Ρ . . ( 7 0 ) ) * 1 ϋ " 5 
COVARIANCEP(O) FROM: 
(19) 
1.05 + 0.02 
2.10 + 0.02 
0.97 + 0.01 
1.77 + 0.02 
13 + 2 
(1.1 + 0.1) * 10 3 
x . ( 7 0 ) and P..(70 ¡s shorthand fo r x . (70 /70 ) and P. . (70/70) 
AHT(j·) = O U j ] H n ( j ) J 1) (Η,Ο) .. H n ( j ) 0 0) (23) 
The Kalman gain, based upon the concentration state, will become very small 
after sufficiently many measurements have been processed - see example 2 in 
chapter 4 - and so the estimated concentration of aniline will converqe to 
is га г: эя as 40 is se 53 εο es ?в 
- - > K,MEnSUREH£NT NUMBER 
¿-¿qate 6-2 Eitùnatu о^ concíntnation of¡ avúZinn (xAj)) wxJJi [dotted tuie.) 
and wXXhoat dxi^t сотремatioп. OhÁ^t pnuzrvt in the. теліиле.-
a(j) = /4.3 * 10~Ь, b[j) - 10'¿ ion. atí J ; X.IO/0} = 0 
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a constant value as depicted in f i g u r e 6-2, b u t , because o f the modeling 
e r r o r we have made, i t converges to the wrong v a l u e . Figure 6-3 shows the 
est imated c o n c e n t r a t i o n o f a n i l i n e , when no d r i f t is present in the 
measurements, and the Kalman f i l t e r i s based upon the c o n c e n t r a t i o n 
s t a t e s x ( j ) and based upon the augmented s t a t e χ ( j ) . So now t h e r e is a 
modeling e r r o r in the Kalman f i l t e r and not in the system d e s c r i p t i o n . The 
s t a t e s which are a c t u a l l y not p r e s e n t , are est imated t o be zero - not 
s i g n i f i c a n t l y d i f f e r e n t from z e r o . Table 6-2 summarizes the r e s u l t s . For 
comparison the r e s u l t s are a l s o g iven using the n o n - r e c u r s i v e least squares 
a l g o r i t h m - see e . g . E i j k h o f f [ 1 5 ] - w h i c h , a t least in i t s standard form: 
\ s ( j ) = [ « T ( j ) f f ( j ) ] " V ( j ) Z ( j ) 
ffT(j) = ( h ( l ) h ( 2 ) . . . h ( j ) ) 
Z T ( j ) = ( z ( l ) z ( 2 ) . . . z i j ) ) 
(2k) 
is known to be sensitive for large differences in the elements of h(j) 
(tf(j)). 
in 
TabZz 6-2 - EitÁjnation іелиЛЛь ^он. теалилше.пи> with and uiíthout cUii^t and 
iMith and uujüiout dii^t compzn&a&Lon. Eitirmt&i computzd vxitíx 
поп-кгсилАІ е. ttobt ¿quaAU. 
(χ. (70/70) + /P. ¡ (70 /70) ) * IO" 5 
• 
1 
2 
3 
it 
5 
6 
KALMAN -
MEAS. + 
1.23 + 0.01 
2.26 + 0.01 
0.99 + 0.01 
1.96 + 0.01 
KALMAN + 
MEAS. -
1 .05 + 0.02 
2.10 + 0.02 
0.97 + 0.01 
1.88 + 0.02 
- 1 + 2 
(0.8 + 1 IO2 
KALMAN -
MEAS. -
1.05 + 0.01 
2.10 + 0.01 
0.97 + 0.01 
1.89 + 0.01 
* ι ο *
1 0
"
5 
NRLS 
MEAS. + 
I .OÍt 
2.16 
1.13 
2.07 
19 
600 
KALMAN - : a l go r i t hm designed fo r measurement w i t hou t d r i f t 
KALMAN + : a l go r i t hm designed fo r measurement w i t h d r i f t 
MEAS. ·- : no d r i f t present in the measurements __ 
MEAS. + : d r i f t present i n measurement d ( j ) = 14.3 * 10 . j + 0.01 
NRLS. : non- recurs ive leas t squares 
6.3.2 A two-itagz ¿¿tte-t f,oK on-tine, dfvi^t compeMation* 
We s h a l l now give an a l t e r n a t i v e s o l u t i o n f o r the o n - l i n e compensation of 
the d e t e r m i n i s t i c d r i f t in a mul t i component a n a l y s i s . F i r s t of a l l an 
a l t e r n a t i v e s ta te model is given fo r the d e t e r m i n i s t i c l i nea r d r i f t . The 
reason f o r g i v i n g t h i s a l t e r n a t i v e s t a t e model is tha t i t provides a 
smoother t r a n s i t i o n to more general - i . e . more complicated than l i n e a r -
d e t e r m i n i s t i c d r i f t s i t u a t i o n s . Subsequently a more natura l po in t of view 
is developed w i t h respect to the d r i f t problem, v i z . the d r i f t is some 
ex t ra d is turbance f o r which the est imates o f the quant i tés o f pr imary 
i n t e r e s t , the concen t ra t ion es t ima tes , should be co r rec ted . In t h i s view 
the concent ra t ions are the pr imary s ta tes and the d r i f t s ta tes are the 
secondary s ta tes or a d d i t i o n a l bias s t a t e s . A f t e r reviewing system theore-
t i c a l '1 i t e r a t u r e about the separa t ion o f pr imary s ta tes from a d d i t i o n a l 
bias s t a t e s , a pr imary concen t ra t ion s t a t e subsystem is given in which the 
*This sub-paragraph has f o r the greater par t been submitted fo r p u b l i c a t i o n 
[47] 
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drift is completely ignored in the first instance. A primary Kalman type 
filter is formulated, based upon this primary subsystem, which processes 
the analytical measurements. The innovation sequence, produced by this 
primary filter is identified as the observation, generated by a secondary 
drift subsystem. The innovations, generated by the primary filter are 
processed by a secondary Kalman type filter, which is based upon the second­
ary drift subsystem. The estimates of the state of the primary subsystem are 
then corrected with the estimates of the state of the secondary subsystem in 
such a way, that optimal drift corrected estimates of the concentrations 
result. An example is provided to illustrate the approach. Finally some 
extensions are discussed. 
Returning to the linear deterministic drift equation, we obviously can write 
d(j + l) = d(j) + a(j) d(0) = b (25) 
Hence by choosing d(j) and a(j) as the additional state variables a new 
state vector can be defined 
x
T(j) = Ц Ш ... x
n
(j) a(j) d(j)) (26) 
It is convenient for the subsequent analysis to define 
xi T(j) ê (χ,Ο) ··· x
n
(J)) (27) 
x2 T(j) Δ (aíj) d(j)) (28) 
Hence the state equation is given by 
xl(j+1) - x K j ) (29) 
x2(j+1) = Fx2(j·) (30) 
where 
: : ) (31) 
Π5 
The measurement equation ¡s given by 
zij) = H1T(j)xl(j) + H2Tx2(j) + v(j) (32) 
where 
H1T(j) â (Η,Ο) ... h
n
(j·)) 
H2 T ê (o 1) 
(33) 
(ЗЮ 
DEFINITION 2: An alternative for definition 1 of a mul ti component analysis, 
where the measurements are corrupted by measurement noise and linear 
deterministic drift, is given by the following state model 
x(j + l) = ФхО) 
z(j) = HT(j)x(j·) + v(j) 
where 
and 
0 „: η χ 2 zero matrix 
n,2 
x'U) = (χ,Ο) ... x
n
(j)a(j)d(J)) 
Н'О) = (Η,Ο) ... H
n
(J) 0 i; 
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The solution for the on-line compensation given in the first part of this 
paragraph means getting away from the intuitive idea that the drift is some 
additional disturbance for which the concentration estimates should be 
corrected. This more natural point of view towards the solution of the drift 
problem, has motivated the investigation of the separation of the concen-
tration state quantities from the drift state quantités and subsequently 
separately estimating the concentration and drift states. The separation 
of additional "bias" states, as the drift states may be called in a more 
general context from "primary states has received considerable attention 
in system theory, see e.g. [6, 7, 8, 18, 22, k2, Sk, 65, 71]. No doubt 
Friedland's 1969 paper [18] is classical in this research area. In terms 
of the problem investigated here, Friedland [18] has shown that estimates 
of the drift states, when premulti pi¡ed by a certain matrix - which is 
computed as a part of the estimation algorithm - and subsequently added to 
estimates of the concentration state quantities - computed as if no drift 
is present in the measurement - result in drift corrected estimates of the 
concentration state quantities. Although Friedland gave his results 
assuming constant drift, he stated that his results could be readily extended 
to non-constant drift [18]. This point was apparently overlooked by Tacker 
and Lee [6'(] who claimed to have extended Friedland's solution to the non-
constant drift situation. Their claim was reproved by Bierman [7], who 
pointed out that the extension of Tacker and Lee was in essence indeed 
already contained in Friedland's paper. A practical application of 
Friedland's approach can be found in e.g. the paper of Bellinghan and Lees 
[ 6]. Recently Mendel and Washburn [kl] have given an alternative con-
structive derivation of Friedland's results, by assuming a certain structure 
of the estimation algorithm at the outset. The derivation of Mendel and 
Washburn [k2] offers much geometrical insight into this drift separation 
problem and affords, because of its constructive nature, the possibility 
to extend Friedland's results to more general situations, as is demonstrated 
by these authors in [71]. Results which can be applied to much more general 
problems as investigated in the present paper, are also given by Tanaka [65]. 
Unfortunately Tanaka [65] merely gives equations but no derivation is given. 
In this paper a particularly intuitively appealing derivation of the 
separation of the concentraion and drift states will be given. This 
approach is clearly different from the more algebra! с treatment of Friedland 
[18] as well as the approach of Mendel and Washburn [42], although the point 
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of view which is basic to the approach given here, is mentioned in [42] in 
discussing some extensions, but is not used in their derivation. The 
derivation is given for the non-constant drift situation. It has appeared 
that a similar - but slightly less precise - derivation has been given 
recently by Ignagni [22] assuming constant drift. Claiming that the deri-
vation in this paper is an extensive of the derivation of Ignagni [22] would 
mean that nothing has been learned from Bierman's comments [7] on the work 
of Tacker and Lee [dk] with respect to Friedland's approach [18]. 
The following derivation must be viewed as an alternative of the derivation 
of Ignagni [22] rather than an extension. 
Let us ignore the drift in the first instance and take as a first 
approximation: 
xl(j+l) = xl(j) (35) 
z(j) = H1T(j)xl(j) + v(j) (36) 
The above representation of the observation z(j) is not correct. The design 
of the filter, given the ignorance of the drift will therefore be base upon 
the following artificial system: 
x1(j+l) = xHj) (35a) 
zm(j·) = H1T(j)xl(j) + v(j·) (36a) 
The artificial measurement zm(j) does not exist; the purpose of equation 
(36) is merely to emphasize that the drift will be completely ignored. The 
artificial measurement zm(j) will of course not appear in any of the 
equations, only its representation will be used in the filter design. Still 
ignoring the drift, estimates of the concentration state vector xl(j) can 
be obtained from the actual measurements using a Kalman type estimator, 
based upon the representation (35. 36). 
PROPOSITION 2: Given the actual measurements z(j) . If it is assumed that 
the measurements are generated by xl(j + 1) = xl(j), initial state xl (0) , 
with respect to the noise v(j) assumption 2 holds. z(j) = H (j)xl(j) + v(j) 
then a Kalman type estimator which estimates the state xl(j) is given by the 
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following equations: 
XUj/j) = x K j / j - D + K1(j) l ( j ) (37) 
x1(j7j-1) = x1(j-1/j-1) (38) 
vi ( j) = z( j) - H 1 T ( j ) x l ( j / j - l ) (39) 
Kl(j) = P l ( j / j - l ) H l ( j ) ( H 1 T ( j ) P l ( j 7 j - l ) H l ( j ) + R(j))" 1 (kO) 
Pl(j7j-1) = P1(j-1/j-1) (i»1) 
Pl( j7j) = ( I n - Kl(j-)H1T(j))Pl(j7j-1) (it2) 
xl (0/0) and Pl(0/0) initial conditions ('»З) 
Proof: This follows from applying the Kalman filter to (35, 36). 
D 
Note that we have met this estimator before: figure 6-2 shows some results 
of an estimator where the same modeling error is committed as in the 
estimator (ЗУ-^З) · xl (j7j) is the projection of xl(j) on the closed linear 
manifold Z(j), generated by the observations, but it is not the orthogonal 
projection on Ζ(j). We know from the previous chapter that if equation (37" 
^3) would represent an optimal estimator, the quantity v)l(j) would be the 
innovation, this innovation would in the optimal case, be zero mean and 
white with variance: 
VARÍ INNOVAT I ON OPTIMAL ESTIMATOR AT INDEX j} = HlT(j)P1(j/j-1)H1(j)+R(j) 
(hk) 
But in this first approximation, vl (j) will not be white noise. 
Quantities which may at first sight contribute to the pseudo innovation 
process vl(j) are some n-dimens ional residual state vector J (j), associated 
with the concentration state vector xl (j) and its estimate xl(j), then of 
course the drift state x2(j) and finally some noise term u(j). Because the 
state equation (35) and the measurement equation (16) are linear in the 
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state vector xl(j) and x2(j) and because v(j) ¡s additive measurement 
noise and moreover equations (ЗУ-^З) constitute a linear estimator of xl(j), 
the pseudo-i nnovat ions may be a linear combination o f ^ ( j ) , x2(j) and u(j). 
VI (J) = BT(j)x2(j) + DT(j)^(j) + u(j) (it5) 
where B(j) is some 2-dimens ional vector and D(j) is some η-d ¡mens ional vector. 
The way in which the drift state x2(.) evolves in the independent variable j 
follows from the dynamic state equation (35). Moreover the residual state 
vector may depend on the drift state x2(j): 
f 0+1)\ /ΣΟ) Λ (J) 
x2(j-+1)/ \ 0 2 j 0 
(Ί6) 
where Ë(j) is some η by η matrix and M j ) is some η by 2 matrix. The 2 by 2 
matrix F is defined in equation (31). Combining equations (45) and (46) 
g i ves: 
vl(j) = (BT(j) + DT(j)Ä(j)F"1)x2(j) + DT(j)¿(j)*(j·)) + u(J) (47) 
where F is the inverse of F. So it is clear that we can always choose 
E(j), B(j) and D(j) such that the matrix in (46) is diaqonal: 
/f(j + 1) \ / Σ Ο ) 0 
'"'IH 
F / \x2(j)/ 
(48) 
x2(j-+1)/ \0 
Δ , Π 
vi (J) = BT(j)x2(j) + DT(j)J(j) + u(j) (49) 
The residual stateÇ (j) appears as a result of the estimation of xl(j) from 
the measurements z(j) with the estimator (37-43). Initially there is no 
residual state »(j). This means that: 
(0) = 0 (50) 
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But then it follows from (i|8) that 
f' »(J) = 0 Vj (51) 
The description of vl(j) reduces to: 
x2(j4l) = F x2(j) (52) 
vl (J) = BT(j)x2(j) + u(J) (53) 
Apparently the pseudo-innovât ion \)1 (j) can be viewed as measurements of the 
drift state. Alternatively it follows from equation (52-53) that the drift 
state model is matched on the pseudo innovation vl (j) , produced by the 
estimator (ЗУ-^З) · 
E{u(j)} = 0 Vj (5h) 
E{u(j)u(k)} - U(j)6(j,k) - (H1T(j)Pl(j/j-l)Hl(j·) + R(J))6(j(k) (55) 
Apparently the quantity u(j), which plays the role of observation noise in 
equation (53) has statistical properties which fit those of the innovation 
process, generated by the estimator (ЗУ-^З) if this would have been an 
optimal Kalman filter. The 2-dimensional vector B(j) can be computed recur­
sively from the following equations (see appendix A): 
B(j) = TT(j)Hl(j) + H2 (56) 
T(j) = W(j-1)F"1 (57) 
W(j) = T(j) - K1(j)BT(j) (58) 
W(0) = 0 
where H2 in (56) has been defined in (31). 
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Summarizing leads to the following lemma: 
LEMMA 1: The secondary drift subsystem is given by the state equations 
x2(j + 1) = Fx2(j) 
vl (j) = BT(j)x2(j) + u(j) 
where vl(j) is the pseudo-innovation, generated by the primary filter given 
in prop. 2 and B(j) is given by equations (56-58). The noise u(j) is zero 
mean and white; the variance of u(j) is given in equation (55)· 
D 
The state of the drift subsystem (52-53) will be estimated by a secondary 
Kalman type estimator, using the pseuso innovation sequence, generated by 
the primary concentration estimator (ЗУ-^З) as measurements. 
PROPOSITION 3: Given the innovations {vl(j)} produced by the primary filter 
of prop. 2. According to lemma 2 the innovations can be assumed to be 
generated by x2(j + l) = Fx2(j) initial state x2(0), vl (j) = В (j)x2(j) + u(j), 
with respect to the noise u(j) (S't.SS) holds. Then a Kalman-type estimator 
which estimates the state x2(j) is given by the following equations: 
x2(j/j) = x2(j/j-l) + K2(j)v2(j) (59) 
x2(j/j-l) = Fx2(j-1/j-l) (60) 
v2(j) = vl (j) - BT(j)x2(j/j-l) (61) 
K2(j) = P2(j/j-l)B(j)(BT(j)P2(j/j-l)B(j) + U(j))"1 (62) 
P2(j/j-l) = F P2(j-l/j-l)FT (63) 
P2(j/j) = (I2 - K2(j)BT(j))P2(j/j-l) (61») 
x2(0/0) and P2(0/0) initial conditions (65) 
Proof: This follows from applying the Kalman filter to (52, 53)· Π 
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The estimates and error covariance matrices of the primary and secondary 
filter can finally be combined to give estimates and error covariances, 
which would have been obtained with the state estimator, based upon the 
state model, given in definition 2. 
We formally state: 
PROPOSITION Ц: Consider the state model 
x(j + l) = ф х Ш ; x(0) initial state 
z(j) = H T ( j M j ) + v(j) 
with respect to the noise v(j) assumption 2 holds. 
The Kalman filter which estimates the state x(j) is given by the following 
eguations: 
x(j/j·) = x(j7j-1) + K(j)v(j·) (66) 
x(j/j-1) = <l>x(j-1/j-1) (67) 
v(j) = z(j) - HT(j·) χ (j/j-1) (68) 
K(j) = P(j/j-1)H(j)[HT(j)P(j/j-1)H(j) + R(j)]"1 (69) 
P(j/j-1) = ФР(і-1/]-1)ФТ (70) 
P(j/j) = [i - K(J) HT(j)] P(j/J-1) (71) 
x(0/0) and P(0/0) initial conditions (72) 
The connection between the primary and secondary filter and the Kalman 
filter, which estimates the augmented state x(j) is established in the 
following theorem. Note that: 
ÄT(j/j) = (x^j/j) ... xn(j/j)â(j7j)d(j/j)) (73) 
123 
THEOREM 1: Provided the following initial conditions have been used for the 
Kalman filter, given in proposition 't 
x
T(0/0) = (x1T(0/0) : x2 T(0/0)) (7*0 
/PI (o/o) : o
n 2 
p(o/o) = [ : . . . . ? ! . . . ] (75) 
o
T
 : P2(o/o), 
η, ζ 
The (n+2) dimensional s t a t e e s t i m a t e x ( j / j ) can be computed from the 
n-dimensional s t a t e e s t i m a t e x l ( j / j ) and the 2-dimensional s t a t e est imate 
x 2 ( j / j ) in the f o l l o w i n g way: 
* c ( j / j ) 
k x 2 ( j 7 j ) , 
x(j7J) =( .? 1= I * x l ( j 7 j ) + W*(j)x2(j7j) (76) 
where 
(¿) I * - [ . . " . ] (77) 
η , 2 ' 
эп (n+1) by π dimensional matrix and 
< - ; ; ' ) wo» 
W*(j·) H · . . J (78) 
an (n+2) by 2 dimensional matrix. The (n+2) by (n+2) dimensional error 
covariance matrix P(j/j) can be computed from the η by η dimensional matrix 
PI (j/j) and the 2 by 2 dimensional matrix P2(j/j) in the following way: 
P(j7j) = I*Pl(j/j)l*T + W*(j)P2(j/j)W*T(j) (79) 
Proof: See appendix A.
 n 
The estimate χ (j/j) in equation (76) is the drift corrected concentration 
state estimate. Note that the concentration estimates are indeed computed in 
an intuitively appealing way: a crude estimate of the concentrations is 
corrected to take into account the disturbing drift. 
From equation (76) it follows that 
dx
c
(j7j) = W(J)dx2(j7j) (80) 
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where dx (j/j) and dx2 (j/j) are di f ferenti al s. Hence the mat rix W(j), wh i eh blends 
the estimates xl (j/j) and x2(j/j) together can be viewed as a sort of g radi ent of 
χ (j/j). So heuri st i cal ly the coefficients w..(j) (i =1, 2, ..., n; k = 1,2) of the 
matrix W(j) can be represented by dx (j/j)/dx, (j/j). This useful interpretation 
ci ¿k 
of W(j) asasensitivity matrix is due to Bierman [8]. In this respect it is impor-
tant to note that the computation of thesensitivitymatrixW(j) does not depend on 
the measurements. This means that i t is possi ble to ϊ η vest ¡gate the sensi ti vi ty of 
the concentration estimate χ (j/j) for the dri ft est imate x2(j/j) before the ana­
lytical experiment has actual ly started. However, it should be emphas 'zed that the 
calculated sens i ti vi ties may be somewhat subjective. For it fol lows from equation 
(58) that the sens i ti vi ty matrix W(j) i s a fune ti on of the i ni t ¡al error covar ¡ance 
matrix PI (0/0), whi eh is chosen by the des igne r of the experiment. We know from ρ re­
vi ou s considerations that, dependi ng on the "qual i ty" of the observabi 1 i ty, the 
initial condì t ion may be forgotten rather qui ckly. If thi s is not the case, W( j) is 
as a consequence a subject! ve est ¡mate of the sensi ti vi ties. 
Figure б-1» shows a block diagram oft he para Ilei on-linedrift compensator. 
Z(j) 
і-ідилг 6-4 Block diagiam 0·) 
ûw-f)lltzfi dnl\t 
competiia-tot 
The final estimate given in figure б-1» is the drift corrected concectration est! -
mate χ (j/j) . Thi s wi 1 1 be the est ¡mate of primary i η te rest i η a mul t ¡ component 
analysis. It fol lows clearly from С\сиге -и that the concentration state estimate 
xl ( j/j) inf 1 uences the dri ft state estimate xl (j/j) via the pseudo- i nnovat ion 
VI (j), but not the other way around. The fact that the concentration state estimate 
xl (j/j) is not i nf luenced by the dri ft state est imate x2 (j/j), of fers the poss i-
bility to view the invest ¡gated problem in a much broader context. 
Whenever the baseline is disturbed by some unknown source, which can be 
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modeled by some deterministic linear vector difference equation, match this 
chosen model on the pseudo innovations, generated by the primary concen­
tration state estimator and correct the concentration estimates as described 
in this paper. Because of the definition of the problem, investigated here, 
the model which is in this particular case matched on the pseudo innovation 
is the linear deterministic drift model. In this way the on-line drift 
compensation using a parallel filter is only a representative of a much 
larger class of problems. Furthermore it should be noted that the matrix 
F may depend on j. If the model, which is matched on the pseudo innovation 
sequence of the primary filter is not correct, the concentration state 
estimates xl(j/j) will not be affected by this model mismatching. However, 
the corrected estimates of the concentrations will be affected by the model 
mismatching of the pseudo innovation sequence. Modeling errors, in particular 
an incorrect F matrix in the model for the pseudo innovation sequence, 
influences the performance of the secondary filter (59-65) and the sensi­
tivity matrix W(j) through equation (58). 
REMARKS: 
1. As f o r the i n f l u e n c e o f the m a t r i x F on the s e n s i t i v i t y m a t r i x W ( j ) , i t 
f o l lows t h a t 
Wi j ) = Σ [ π { l - K l ( l ) H 1 T ( l ) } ] K l ( i ) H 2 T F " ( j " i ) 
i = l 1-1+1 n 
(81) 
where 
m 
π A ( l ) = A(m) . A(n-1) . . . A(k) (82) 
l=k 
= 0 i f к > m 
for some matrix A. 
It follows from equations (33) and (3Ό that 
π {I - K1(1)H1 T(1)} = P(j/j)P" 1(i/i) (83) 
l = i+1 
Combining (8l) and (83) gives 
W(J) = P(j/j) Σ P" 1(i/i)Kl(i)H2 TF" ( j" i ) (8k) 
i = 1 
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Suppose that the true system matrix of the secondary subsystem is actually 
F* and define the error matrix ΔΡ by 
ΔΡ = F* - F (85) 
Substituting (85) into (84) leads to the following expression for W(j): 
W(J) - P(j/J) Σ P" 1(i/i)Kl(i)H2 T(F*-AF)" (- i" i ) (86) 
i = l 
The expression (86) is generally rather difficult to analyse. In fact, re­
taining only first order terms in ΔΡ, it can be shown [16] that 
Wtj) = P(j7j) Σ P"1(i/Ì)K1(Ì)H2T[(F*)"(J'Ì) + R(AF)] (87) 
¡=1 
where 
R(AF) = ( Ρ + Γ ^ ' ^ Δ Ρ ί Ρ * ) " ' + (F*f ( j ' " ! ) + 1 A F ( F * f 2 + ... + 
(F*)" 1AF(F*)" ( J' i ) (88) 
under the assumption that 
|ρ.(ΔΡ(Ρ*)~Ml « 1 i = l ( 2 n* (89) 
where p. (ΔΡ(Ρ*) ) denotes an eigen value of the matrix (AF(F*) ) and n* 
is the dimension of the secundary substate (in case of the linear deter­
ministic dri ft n* = 2 ) . 
The above restrictive analysis shows that an a priori analysis of the 
influence of an incorrect matrix F on the sensitivity W(j) is prohibitive. 
Additional assumptions may be possible in a particular situation, making 
the analysis more tractable. The equations (87-88) may conveniently be used 
as a starting point. 
2. When there is reason to believe that the pseudo-innovations generated by 
the primary concentration state estimator can only be modeled by a non­
linear state equation 
x2(j + 1) = f[x2(j)] (90) 
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where f [ . ] ¡s some non - l i nea r vector f u n c t i o n , the best th ing to do is 
probably to implement a non - l i nea r f i l t e r on the secondary l e v e l , e . g . the 
extended Kalman f i l t e r [ 2 7 ] . The ma t r i x F in equat ion (63) is in t h i s case 
the g rad ien t ma t r i x of f t . ] , evaluated a t the most recent est imate o f the 
secondary s t a t e . Sometimes i t may be more appropr ia te to model the pseudo-
innovat ions o f the pr imary f i l t e r by a s t o c h a s t i c model. This problem is 
t r ea ted in the next paragraph. F i n a l l y i t is noted tha t obvious extensions 
o f the proposed method are poss ib le w i t h respect to the nature o f the 
d e t e r m i n i s t i c d r i f t . For example, by d e f i n i n g a 3-dimensional d r i f t substa te 
vec to r , where the f i r s t two c o e f f i c i e n t s are unknown d r i f t parameters -
assumed to be constant - and the t h i r d c o e f f i c i e n t is the d r i f t and by 
choosing f o r the ma t r i x F instead o f (31) a mat r i x of the form 
the proposed method - a f t e r p roper ly adapt ing the involved matr ices and 
vectors - can be used to compensate f o r quadra t i c type d r i f t . 
3. The above rjiven d e r i v a t i o n a lso holds f o r systems, where the primary s t a t e 
evolves according to 
x l ( j + 1) = A ( j ) x 1 ( j ) + w ( j ) (91) 
where A(j) is the state transition matrix, and w(j) is zero mean white 
systems noise with variance matrix (l(j). Equations (38) and (Ίΐ) should be 
replaced by the following equations: 
x K j / j - D = A(j-l)xl(j-1/j-l) (92) 
P1(j/j-1) = A(j-l)Pl(j-1/j-l)AT(j-1) + O(j-l) (93) 
and equation (57) by 
T(j) = Aíj-DWÍj-DF - 1 (9·*) 
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EXAMPLE 2: The performance of the combined primary and secondary filter will 
now be demonstrated using a simulated mul ti component analysis. 
Following Didden and Poulisse [13] the coefficients H.(j) are generated 
using a linear combination of exponential curves: 
H.(j) = ^ {(a./S].)EVi()) + (b./S2.)£2.(j·) + (c./S3¡)ff3¡(j)} 
* k i(j) = e x P [-(j -m k.) 2/2S k i] 
к = 1, 2, 3 ; 1 = 1 , 2 , . . . , n ; j = 1,2 m ; m > η 
The coefficients a., b. and с are multiplication factors; m„. determines 1 1 1 ^ Κι 
the measurement number j where Eu. is maximal and S,,. determines the width 
J
 Κι Κι 
of the maximum of E^.. (.) . 
Figure 6-5 shows the simulated spectrum of a ^-component sample for a 
particular value b in (25) and different values of a(j) in (25). 
а ге «и ев ев ¡ев іги tie іее іаи 
— > К,MCHSUREMENTNUnBER 
іідиле.6-5 SimuZcLtzd АргсРш. о^ ¿оиЛ componznt ¿ample. ^01 a рал£ісиІал 
value, od b in (25) and dl^eAenZ аЫел о^ a{j) In (?5) 
A standard r o u t i n e (see e . g . Naylor e t a l . [ Ί 3 ] ) has been employed t o 
generate zero mean, normal ly d i s t r i b u t e d o b s e r v a t i o n noise w i t h constant 
var iance R. The value R = 1 has been used in the standard r o u t i n e , which 
generates the d i g i t a l measurement no ise. With reference t o equat ions (95) 
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(95) 
(96) 
and (96) the spectrum is simulated between 210 nm and 3^0 nm, in steps of 
1 nm. Hence j = 1 = 210 nm and j = I80 Ξ 390 nm (so m = ISO). The value of 
the parameters used in equations (95) and (96) are given in table 6-3. The 
true values of the concentrations of the four components are also given in 
table 6-3. In all experiments, the true values of the drift parameters a(j) 
and b used in equation (25) are respectively 0.22 and 5-00. Figure 6-6 shows 
the filtered estimates of the concentrations of the four components in the 
sample, when the measurements are processes with the on-line drift com­
pensator (66-72). The six-dimensional zero vector has been chosen as the 
initial state estimate x(0/0), while an arbitrary matrix - ten times the 
identity matrix - has been chosen as the initial error covariance matrix 
P(0/0) in equation (72), i.e. 
x(0/0) = 0 6 (97) 
Ρ (0/0) = 10I 6 (93) 
In view of equations (7it, 75) it follows from the theorem 1 
that in order to make a comparison possible between the Kalman filter (66-
72) and the parallel filter (37-Ό, 59-65) the initial conditions for the 
primary and secondary state estimator should be respectively 
x1(0/0) = 0^ (99) 
PI (0/0) = 101^ (100) 
and 
x2(0/0) = 0 2 (101) 
P2(0/0) = 10I 2 (102) 
To investigate the sensitivity of the concentration estimates with respect 
to the drift estimates, the sensitivity matrix W(j) (equation (58)) has been 
evaluated. As has been noted before, the sensitivity matrix can be calcu­
lated without knowing the measurements {z(j)}. The sensitivity of the 
estimate of the concentration x- of the second component with respect to 
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Tabíz 6-3 - Vota (¡он. thz b-bnuLxtion 
¡ 
1 
2 
3 
it 
S1¡ 
30 
20 
50 
10 
S2¡ 
10 
15 
10 
30 
S 3 i 
itO 
60 
10 
30 
m1¡ 
220 
230 
225 
237 
m2l 
310 
290 
320 
300 
m3i 
320 
350 
360 
340 
a. 
I 
itO 
30 
60 
20 
Ь. 
ι 
20 
Ik 
20 
itO 
C¡ 
50 
70 
20 
itO 
χ . 
ι 
1.05 
2.10 
3.40 
5.60 
iza не 16В і в 
->J,HEBSUREMENT NUMBER 
¿¿диле. 6-6 EitimaXzd concuntsiatiovii илшд елЫтаЛол. (66-72) 
the drift estimates is given in table 6-4 for some values of j. From the 
results given in table 6-4 it is to be expected that the influence of the 
drift estimates on the concentration estimate can be considerable. It 
follows that in this case it is advisible to use the parallel on-line drift 
compensator. This is affirmed in figure 6-7 where the uncompensated 
estimate and the drift corrected estimate of the concentration of the 
second component are compared. 
Table 6-5 shows the final estimates of the concentrations and the final 
estimates of standard deviations using on-line compensator (66-72) and the 
two-filter on-line drift compensator. The results are slightly different: 
This is probably a numerical matter, because in the two-filter algorithm the 
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Table. 6-4 - Se.ni4Ju.VÁ£tj o\ the. utwatt o\ tkt izcond сопсгпЛлаІіоп nuJJi 
имрчсЛ to the. dn^&t utMnatzi {e.oí^A.CA.e.nti w„Ajì and u)„„[j) 
of) іг і-си- -иіу mcv&ux Ы{})) 
j 
10 
25 
50 
100 
150 
180 
w 2 1(j) 
- 0.3806 * 
- 0.'»7Ί0 * 
- 0.7470 * 
+ 0.1383 * 
+ 0.3210 * 
+ 0.2330 * 
IO1 
IO1 
IO1 
IO2 
10¿ 
10¿ 
w22(j) 
+ 0.9972 * 10~2 
+ o.^sss * i o " 1 
+ о.з^зз * i o " 1 
+ 0.7297 * Ю - 1 
- 0.1365 
- 0.1709 
', -4 
V4 K
r
— 
l i ' v 
iW' 
12а ма isa isa 
— > J . MEnSUREflENTNUHBER 
(¡Iqiuiz ó-7 Eitònated cunzmtMubLon о^ x„ 
: Mtmatzd doncmtAatiên X-^lij/j), ¿qno/vLnq the. dhl^t 
.· djLL^t coiAeoied utanatzd concentfl-otion x^nlj/j) 
involved matrices are smaller than in the Kalman compensator (66-72), com-
putational errors (round-off errors) may have different impact on the 
estimated quantities. Figure 6-7 shows that the estimated concentration of 
the second component in the presence of a modeling error, has not reached 
some constant value at the end of the estimation process as in example 1 
figure 6-2. This means that the coefficients in the Kalman gain are not 
yet small at the end of the estimation process. It also follows from 
figure 6-6 that the estimated concentration of the fourth component is 
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negat ive f o r some values o f j . I t is shown in appendix В t h a t s e t t i n g 
negat ive c o n c e n t r a t i o n e s t i m a t e s t o zero is in f a c t f i l t e r i n g s u b j e c t to 
an i n e q u a l i t y c o n s t r a i n t . 
Table. 6-5 - F-Lnal еліітаіел of, the. conczntAatioiu and fanaZ titcmatza o^ 
òtandcLfid dtLv-LouLLovu, iM¿ng on-Line. dnl^t compeniaton. 166-72) 
[сотргплсиСоч. 1) and the. uw-^iiten. on-tine dfil^t compensât on. 
[сотрем ato К 2) 
i 
1 
2 
3 
k 
true value χ. 
1.05 
2.10 
зло 
5.60 
χ. (280/280) + /D.. (180/180) 
compensator 1 
0.99 + 0.05 
2.08 + 0.07 
Ъ.кк + 0.05 
5.55 + 0.05 
compensator 2 
1.01 + 0.П5 
2.19 + 0.08 
ì.hh + 0.05 
5.52 + 0.05 
6-4 Qn-tlne. compen-satíon о^ ¿to скал tie. dxi^t* 
6-4-1 StodioAtic d/U-dt, coZouAed mexu¡uxzmznt no-iie OK itqnalA faom 
L"ipu/U£ieA tn a ipectKm 
Thusfar the d r i f t has been regarded as a d e t e r m i n i s t i c phenomenon. This 
assumption may tu rn out to be too r e s t r i c t i v e in some p r a c t i c a l s i t u a t i o n s . 
Stochast ic d is turbances coming from var ious sources may in f l uence the d r i f t 
dur ing the measurement exper iment . Furthermore there is another reason which 
*The greater par t o f t h i s paragraph has been submit ted f o r p u b l i c a t i o n [ Ί β ] . 
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warrants the investigation of the stochastic, rather than the deterministic 
drift problem. Suppose that in a particular problem it is known, say from 
earlier experiments, that the drift cannot be adequately modelled by the 
state equation (30). On the other hand, it appears to be very difficult to 
find a better model for the drift - better in the sense of resultinq in more 
satisfactory drift compensation. For this situation the linear model can 
still be used, but the noise on the deterministic drift may serve to cover 
the resulting modelling errors. This compensation for modeling errors by a 
- fictious - noise process is well known in system theory (see e.q. Yoshimura 
and Soeda [81]). 
The drift model (30) can be adapted to these situations in the following way: 
ASSUMPTION 3: The stochastic drift is given by the following linear, discrete 
stochastic state model: 
x2(j + 1) = Fx2(j) + w2(j) (103) 
where the 2 by 2 matrix F is given in (31)· r-i 
The disturbance w2(j) is a 2 dimensional vector with coefficients w
 + 1 ( j ) 
and w , 7(j)· In the language of system theory the noise process w2(j) is 
called system noise (Maybeck [28]). 
DEFINITION 3: A state space representation of mul ti component analysis, where 
the measurements are corrupted by observation noise and by stochastic drift 
is given by the following equations: 
x(j+1) = <Mj·) + wij) (10Ό 
z(j) = HT(j)x(j) + v(j) (105) 
where Φ and H(j) are given in defnition 2.
 n 
The slight inconsistency in notation, caused by the fact that the same symbols 
are used for corresponding quantities in the deterministic and the stochastic 
drift situation should cause no confusion. The concentrations are still 
assumed to remain constant during the measurement experiment. Hence the (n+2) 
dimensional vector w(j) in (103) is given by: 
ІЗ^  
wT(j) = (OnT : w2T(j)) Vj (106) 
where 0 is the n-dimens¡onal zero vector. 
η 
ASSUMPTION 't: The system noise is assumed to be zero mean, white and un-
correlated with the observation noise, i.e. 
E{w(j)} = 0 Vj (107) 
E{w(j) w T ( k ) } = <i(J) 5 ( j , k ) (108) 
E { w ( j ) v ( k ) } = 0 n + 2 V j . k (109) 
where the (n+2) by (n+2) m a t r i x n ( j ) is given by 
(no) 
and 
/qKj) о 
E{w2(j)w2(k)T} = 02 ( j )ó ( j , k ) =1 ] 6 ( j ,k ) 
\ 0 q 2 ( j y 
ASSUMPTION 5: The system noise and the observation noise are assumed to be 
uncorrelated with the initial state x(0). 
D 
The analytical motivation for regarding the initial state in a mult¡component 
analysis as a random vector is given in chapter k. 
We shall investigate what happens when stochastic drift is combined with 
zero mean white observation noise, the new observation noise v(j) is defined: 
*{}) = dij) + v(j) 
= H2Tx2(j·) + v(j) Vj (111) 
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The ensemble average of this new observation noise v(j) is given by 
E{v(j·)} = H2TE{x2(j·)} = E{d(j)} (112) 
Because the system noise is zero mean, it follows that the expected value of 
v(j) is a linear function in the independent variable j. The covariance of 
the new observation noise can be computed from the following equation: 
R(j,¡) = E{(î(j·) - E{î(j)})(ï(j + i) - E{î(j
 + i)})T} (113) 
i > О 
It follows from equation (111) that 
í(j + ¡) = H2Tx2(j + i) + v(j- + i) (llii) 
Using the drift state equation (103), x2(j + i) can be rewritten in the 
fol lowing way: 
i-1 
x2(j + i) = Flx2(j) + Σ F1 '"' w2(j + l) (115) 
Hence 
E{v(j + i)} = H2TFlE{x2(j)} (116) 
It fol lows that 
R(j,i) = Н2Ти(])(р')ТН2 + R(j)6(i,0) (117) 
i > 0; j = 1, 2, .... m 
where 
U(j) = E{(x2(j) - E{x2(j)})(x2(j·) - E{x2(j)})T} (118) 
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Equation (117) reveals that the covariance R(j,i), defined in equation (113) 
is a function of j and i, i.e. v(j) and v(j+i) are correlated. Apparently 
the combination of zero mean white observation noise and stochastic drift 
can be considered as coloured noise with expected value, which is a linear 
function in the independent variable j. The new observation noise v(j) 
can be thought to consist of a white component and a coloured component, 
which is generated by the state equation (103). It must be emphasised that 
the recognition of a white component in the coloured observation noise is 
resulting from the problem formulation in this paper. Normally when dealing 
with coloured observation noise, there is no white component; this will in 
general have important consequences for the state estimation. 
A block diagram of the mul ti component analysis, described by the state 
equations (ΙΟΊ,105) is depicted in figure 6-8. As indicated in figure 6-8 
the dynamical system (108), which generates the coloured component of the 
observation noise is called a shaping filter (see Maybeck [38])· Note that 
w2(j) 
А-ідилг ò-i Block сИадкат o/J α itatz ¿pace. ΜρκζΛζη&υυίοη о^ muLti-
compomnt anatiji-li, шііглг thz meaóatemn-tó ала coOiaptzd 
by теллилтгпі notò e and & to chai tic dtii^t 
the coloured noise or s tochas t i c d r i f t is represented as passing wh i te noise 
w2( j ) through some dynamical system, the shaping f i l t e r . 
I t might as we l l be added here tha t from the exper imental r e s u l t s , discussed 
at the end o f t h i s paragraph, i t fo l lows tha t the s t ochas t i c d r i f t can a l so 
be i n t e r p r e t e d as s igna ls from impur i t i es in a spectrum, e.g. a UV-VIS spectrum. 
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6.4Λ An adaptive Kalman ^ лХСег fto/i оп-І^пг compiniatLon о^ itodiaòttc dfutt 
-си an unknown по-ілг e.n\M.%oime.nt 
We begin this paragraph by giving a Kalman filter for the on-line stochastic 
drift compensation in mul ti component analysis under the assumption that the 
variances of the noise processes are known. The fact that this assumption 
may be too restrictive in practice, focusses the attention on estimators 
which simultaneously estimate the state and the noise statistics, i.e. 
adaptive estimators. The presentation of an adaptive Kalman filter as an 
on-line stochastic drift compensator in mul ti component analysis, is preceded 
by an investigation to the identifiabi1 ity of the unknown noise parameters. 
An example is given to illustrate the approach. 
On-line compensation of stochastic drift may be accomplished by designing 
a Kalman filter, based upon the state space description (Ю*», 105). 
The following proposition can again be stated without proof: 
PROPOSITION 5: Given the state space model of definition 3 x(j + 1 ) = i>(j)+w(j), 
x(0) initial state , with respect to the noise v(j) assumption 2 holds, with 
respect to the noise w(j) assumption 4 holds. z(j) = Η (j)x(j)+v(j ) . The 
Kalman filter which estimates the state x(j) is given by the following 
eguati ons : 
x(j/j) = x(j/j-l) + K(j)v(j) (119) 
x(j/j-1) = i>x(j-1/j-l) (120) 
v(j) = z(j) - H T(j)x(j/j-1) (121) 
K(j) = P(j/j-1)H(j)HT(j)P(j/j-1)H(j) + R(j))" 1 (122) 
P(j/j-1) = ФР(]-1/]-1)Ф Т + <l(j-l) (123) 
p(j/j) = (l
n +
2 - K(j)HT(j))P(j/j-l) (12*0 
x(0/0), P(0/0) initial conditions (125) 
D 
133 
In view of further developments in this paragraph, we shall make the 
following assumption in addition to assumptions k and 5: 
ASSUMPTION 6: The initial state x(0) and the system and observation noise 
processes are gaussian. D 
It follows from equations (119-125) that the observation noise variance R(j) 
and the system noise cova ri ance Q(j) have to be known for all j. This 
assumption may be too restrictive in the stochastic drift situation. As 
explained in the introduction of this chapter, we are primarily interested 
in on-line compensation methods. This means that if we drop the assumption 
that R(j) and Q(j) are known, we shall have to find an estimator which 
simultaneously estimates the state and the noise statistics R(j) and n(j). 
Before trying to establish such an estimator, the following problem should 
be posed first: is it possible at all to find estimates of the noise para­
meters within the given problem context? The answer to this question will 
generally be negative. For the noise parameters are allowed to be functions 
in the independent variable j, while this j-dependence has not been specified. 
Therefore the following additional assumptions are made: 
ASSUMPTION 7: 
R(j) = R Vj 
<i(j) = Q Vj
 n 
Hence it is assumed that the noise processes are stationary. Of course these 
stationarity assumptions are restrictive, but on the other hand greater 
tractibility of the problem is received in return. Even after having made 
the assumptions (ΊΟ, Ή ) , the above posed so-called parameter-i dent i f i ahi I i ty 
problem - e.g. Tse and Anton [63] and Tse and Weinert [69] - is by no means 
trivial. In particular the question of ambiguity of the parameter estimation 
problem arises, i.e. the question of uniqueness of the parameters has to be 
examined. The accuracy with which the parameters can be estimated will also 
be treated in this paper, but this is only meaningful after having answered 
the parameter ¡denti fiabi1 ity question in the affirmative. 
It will be convenient to collect the three unknown noise parameters in a 
parameter vector . It is assumed that Θ is an element of the 3-dimensional 
euclidean space, i.e. 0€.ΐή 
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DEFINITION k: The state space model of the stochastic drift problem is in 
terms of the parameter vector Θ, given by the following equations: 
x(j + l) = i>x(j) + w(j) 
z(j) = HT(j)x(j) + v(j) 
E{v(j)} = 0 Vj; E{v(j)v(k)} = RQó(j,k) 
E{w(j)} = 0 Vj; E{w(j)wT(k)} = 0 5(j(k) (126) 
ЧГ 
EÍWj (j)wk(j·)} = 0 Vj; i ^  к 
E{w(j)v(k)} = 0
n + 2 Vj.k 
E{w(j) хТ(0)} = 0
п + 2 ( n + 2 
E M j ) xT(0)} = 0 ^ 2 
D 
The subscript Θ means that there is dependence of the parameter vector 0. 
This dependence will not be specified here; it is assumed though that the 
quantities are continuous functions in Θ. Most importantly, it is assumed 
that Θ is constant. Denoting a model of a mul ti component analysis corrupted 
by stochastic drift and white measurement noise by the symbol ( ), it 
follows that different parametrizations of the model with structur (126) 
can be generated by choosing different values for 0. The parameter vector 
Θ will usually - see e.g. Tse and Anton [68] - be allowed to vary over a 
compact subset - see Royden [50] - D., of R3. In this way a set of models 
M with member ( ) is generated, having a structure given by equations (126). 
Hence 
!! = Oi(0)/0€D} (127) 
Denoting the true analytical system by the symbol S, we shall try to find 
a model in class M, parameterised by the parameter vector 0 , which best 
approximates the true analytical system in some sense, e.g. the mean square 
difference between the predictions of the measurements based upon Μ(Θ ) and 
the actual measurements is minimal. 
The model set '4, with members M(Q) possessing a structure qiven by equation 
(126), has been tacitly chosen in this paper. The choice of M is never 
trivial; it is the crucial first step in an identification experiment. To 
investigate the identi fiabi1 ity of the parameter vector Θ , the following 
definition is needed first (see Tse [70], Tse and Anton [681 and Kok and Van 
Wijk[33]): 
DEFINITION 5: Two parameters Θ, and Θ- are said to be unresolvable ¡f the 
equal i ty 
P(z(j)/Z(j-1); 0,) = p(z(j)/Z(j-1); Θ.,) (128) 
holds with probability one, for all except possibly a finite number of 
i ntegers j . ι-ι 
In (128) p(z(j)/Z(j-1) ; Θ.) (i = 1, 2) are the conditional probability 
density functions of the observations. Not just any probability density 
function will do within the context of this investigation, but specific 
requirements have to be ful If il led (Tse [70]). These requirements are stated 
in appendix С for easy reference. These requirements on the conditional 
probability density function are met in the problem investigated here. When 
- some of - the parameters of the model are functions in the independent 
variable j, like in the situation investigated here - the parameters H.(j) 
in the measurement equation (105) - it is usually only possible to make 
statements which hold locally. Also in this case the definition of unresol-
vability has to be strengthened to local unresolvabiI ity. 
DEFINITION 6: Two parameters Θ, and Θ« are said to be locally unresolvable 
if there exists an open subset M of D,. such that 0,, 0„ € M and such that 
ο Μ 1 2 o 
(128) holds with probability one, for all except possibly a finite number 
of integers j. p. 
Equation (128) defines a relation on Μ , which is easily shown to be 
reflexive, symmetric and transitive and hence (128) defines an equivalence 
relation on M (see e.g. Whitelaw [75]). This equivalence relation 
on M induces equivalence classes partitioning M . So two parameters 
Θ. and Qj are resolvable, when they belong to different equivalence 
\h\ 
classes. Of course, only the equivalence class containing the para­
meter Θ is of interest; this equivalence class will be denoted by E- . The 
ο ϋ 0 
question is whether there will be besides Θ other members of E1- . In view 
о Θ 0 
of the nature of the equivalence relation (128) this question can be re­
phrased in the following way: is it possible to define a measurement process 
{z(j)}. whose statistics are the same as those of {z(j)}. Following Anderson 
and Moore [1] {z(j)} is called a realisation of {z(j)}. In 1973 Son and 
Anderson [59] not only proved the existence of different realisations {z(j)} 
for given matrix Φ in the state equitation (ΙΟΌ, but they also gave a 
procedure to actually construct signal models for the {z(j)}, under the 
assumption that a certain factorization holds for the output statistics and 
that the system is observable. So at first sight it seems that the equi­
valence class E'_ contains other members besides Θ . At this moment a crucial 
Θ о 
step is made in this analysis: the use of the a priori knowledge about the 
system. In particular it has been explicitly assumed that 0 is constant and 
moreover that the system and measurement noise processes are uncorrelated. 
These conditions are not satisfied by the signal models constructed with the 
procedure of Son and Anderson [38]. A definite answer whether the equiva­
lence class Ёл. is a singleton, cannot be given at this moment, because the 
answer depends on i denti fiabi1 ity questions, yet to be resolved. If Θ 
is unique then, following Ljung [35] the system is called parameter 
identifiable. It should be noted that the above mentioned assumptions have 
to be explicitly imposed as additional restrictions in the procedure which 
will be used to estimate Θ. 
It should be emphasized that the preceding discussion has been independent 
of any estimation method for Q and R. Having answered the question concer­
ning the possibility to estimate Θ in the affirmative, an algorithm will be 
given, which produces estimates of the concentration state vector as well 
as estimates of the variances of the noise processes every time a measure­
ment z(j) is processed. This state estimation in an unknown noise environ­
ment is called adaptive estimation (see e.g. Mehra ['(O]). Several adaptive 
estimates have been proposed in the literature, e.g. [39, 1)0, 51, 52, 56, 
57, 66, 80]. As pointed out earlier we stipulate that the adaptive estimate 
sought gives recursive estimates of the noise parameters. Mehra [40] has 
reviewed the state of the art in adaptive filtering. Going through the 
details of various adaptive schemes reveals that sometimes extensive off­
line computations are necessary (see e.g. Mehra [39]) and that the 
^^i2 
derivation of most of the adaptive schemes hinges on the assumption that 
the s/stem has constant parameters i.e. Φ in equation (ΙΟΌ as well as 
H(j) in equation (105) should be constant for all j (see e.q. Sihna and Tom 
[56]. Notable exceptions are the papers of Tapley and Born [66] and of Sage 
and Husa [51, 52]. Recently the Sage-Husa filter has been improved con­
siderably by Soeda, Yoshimura and Tabuchi [57]. The on-line adaptive 
stochastic drift compensator presented in this paper is based upon this 
improved Sage-Husa filter. The derivation given by Soeda, Yoshimura and 
Tabuchi [57] has been chosen as the basis for the derivation, the adaptive 
stochastic drift compensator. The derivation of the on-line adaptive stochas­
tic drift compensator is rather complicated. Suboptimal recursive estimates 
of the concentrations and the drift quantities are obtained by substituting 
estimates R(j-l) and Q(j-l) for the true values R and Q in the Kalman filter 
equations (122), 123): 
K(j) = P(j/j-l)H(j)H(T(j)p(j/j-l)H(j·) + R(j-l))"1 (129) 
P(j/j-l) = ФР(_і-1/_Н)фТ + â(j-l)
 ( 1 3 0 ) 
THEOREM 2: The estimator of the observation noise variance, assuming that the 
unknown variace R is uniformly distributed between R and R and invokinq 
assumptions k, 5, 6 and the state representation of definition 3, is given 
by the following set of coupled difference equations: 
R(j) = (1-1/j)R(j-1) + 1/j{(1-HT(j)K(j))2v2(j) + HT(j)P(j/j)H(j·) 
- 2[B(j,j-1)K(jMj)] T cR(j-1) + TR(j-1) 
- tr{B(j,j-l)[P(j7j-1)-P(j/j)]BT(j,j-1)SR(j-1)}} (131) 
B(j,j-1) = Р ( ] - 1 / І - І ) Ф Т Р " 1 ( І / ] - 1 ) (132) 
CR(j-l) = H(j-l)[1-HT(j-l)K(j-l)M¡-1) 
+ BT(j-1,j-2)[CR(j-2) - SR(j-2)B(J-1,j-2)K(j-1)v(j-l)] (133) 
CR(0) = Л (134) 
ЙЗ 
SR(j-l) = H(j-l)HT(j-l) + BT(j-1,j-2)SR(j-2)B(j-1,j-2) (135) 
(136) 
(137) 
(133) 
(139) 
SR(0) = O 
TR(j-1) = [B(j,j-1)K(j)v(j)]T SR(j-1)[B(j,j-1)K(j)v)(j)] 
TR(0) = O 
If R(j) > R -» R(j) = R 
If R(j) < R ·* Rij) = R 
where tr{A} means the trace of the matrix A. 
The estimator of a coefficient f) of the system noise covariance matrix Π 
TS ' 
assuminq that Q is uniformly distributed between Π and Π and invokinq J T s ' TS —rs ' 
assumptions 4, 5) 6 and the state representation of definition 3 is given 
by the following set of coupled difference equations: 
ârs(j) = (i-i/j)¿ rs(j-i) + i/jítao-DP^fj/j-D] 
* [ K ( j ) v 2 ( j ) K T ( j ) - P ( j 7 j - l ) + P ( j / j ) ] 
* [â ( j - i )p" 1 ( j / j - i ) ] T + (ì(j-l)} r 
+ 1/j Τ ( j - 1 ) + 1 / j [ B ( j , j - l ) K ( j ) v ( j ) ] T c n ( j - 1 ) 
rs -rs 
- 1/j t r { B ( j , j - l ) [ P ( j / j - 1 ) - P ( j 7 j ) ] B T ( j ) j - l ) S n ( j - 1 ) } (UO) 
"rs 
•1 /· •1 /· CQ ( j - D = [ Q ( j - 2 ) P " , ( j - 1 / j - 2 ) ] T ( e e T +e e T ) [ ñ ( j - 2 ) P " , ( j - 1 / j - 2 ) ] 
rs 
* K ( j - l M j - l ) + B T ( j - 1 , j - 2 ) [ C ( j - 2 ) + D ( j - 2 ) 
rs rs 
* B ( j - 1 , j - 2 ) K ( j - 1 ) v ( j - l ) ] ( ім; 
CQ (0) = 0 
rs 
( l ^ ) 
ikk 
D n (j-2) = [Q(j-3)P"1(j-2/j-3)]T(eresT+eserT)[Ô(j-3)P"1(j-2/j-3)] 
"rs 
+ B T(j-2 Ij-3)S 0 (j-3)B(j-2,j-3) (ТіЗ) 
"rs 
D 0 (0) = 0 
rs 
S Q (j-1) = [ < U j - Z ) P ~ H i - 1 / J - 2 ) ] J e e T[Q(j-2) p"1 (j-1/j-2) ] 
rs 
+ B T(j-1
>
j-2)S (j-2)B(j-1,j-2) (]kk) 
rs 
s 0 (0) = 0 
rs 
T 0 (j-1) = [B(j >j-l)K(j)v(j)] T S (J-1)[B(J,j-1)K(j)v(J)] (11.5) 
^rs 'rs 
T 0 (0) = 0 (l/,6) 
rs 
lf Q (j) > Q -»Q (j) = α rs J rs rs J rs 
If η (j) < Q -»Q (j) = Q 
rs
 J
 —rs rs
 J
 —rs 
(1Ί7) 
The (n+2) vectors e and e are the usual euclidean unity vectors in the 
*
n + 2
. 
Proof: see appendix D. I_. 
Note that the starting value R(0) for R(j) acts indirectly upon the estimates 
of the observation noise variance via K(j) (equation (129)). 
The upper- and lower bounds have to be chosen by the designer of the 
experiment. It should be noted that this adaptive algorithm can also be 
used when the coefficients w.(j) of the system noise vector w(j) are 
mutually correlated. For the stochastic drift problem investigated in this 
paper, only the coefficients (1 , , and Q of the covariance matrix v r
 ' ' n+1, n+1 η+2,η+2 
Q. need to be estimated. Equations (119-121, т - 1 2 5 , 129-130, ІЗІ-Н?) 
describe the on-line adaptive stochastic linear drift compensator. This 
adaptive Kalman filter estimates concentrations in a mul ti component sample 
from measurements corrupted by both observation noise and by stochastic 
drift, while the filter is operating in an unknown noise environment. It 
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follows from the derivation of the adaptive Kalman filter (see appendix D) 
that the estimates of the noise variances would be unbiased. 
There is still one important thing missing: the algorithm does not provide 
variances in the estimates of the statistical parameters of the noise 
processes. To tackle this problem, the parameter ¡denti fiabi1 ity concept 
need to be revisited. In particular the followiag theorem which can be 
deduced from the results given by Tse [70] is pertinent in this respect: 
THEOREM 2: Let{X. 2}? be the eigen values of J*(0), 
where since the parameter vector €і?3, the integer s = 3 and the 3 by 3 
matrix J*( ) is given by 
J
*<0> = ^ i v m <
0 > ( '") 
m 
J. ( ) = Σ J .(Θ) (149) 
ι »ni . j J , J 
J j ( . ( 0 ) = E { ( i^ ) ( i4^)T } (150) 
L(j,0) = In{p(z(j)/Z(j-1),0)} (151) 
If λ, 2 > 0 (i = 1, 2, 3) then Θ is locally identifiable. 
The 3 by 3 matrix J. .(0) in (65) is known as the Fisher information matrix 
J > J 
(see e.g. Sorenson [61]. J*(0) is known as the average Fisher information 
matrix (Tse [70]). The functional L(j,0) is called the likelihood functional 
(e.g. Sorenson [61]); the matrix within the brackets in equation (150) is 
called a Hessian matrix. The expectation in (150) is with respect to the 
probability density function p(z(j);0). The conditional probability density 
p(z(j)/Z(j-l) ;0) is the same as appearing in equation (128); the assumptions 
on the conditional probability density in (151) are stated in appendix C. 
Although applying to a different situation, the results given here are 
closely related to those of Goodrich and Caines [21] who prove local 
i denti fiabi1 ity under certain conditions if and only if the Hessian of the 
likelihood functional is asymptotically nonsingular. 
Equation ( Й 8 ) suggests that infinitely many observations are necessary. 
In practice (І^З) is replaced by the following equation: 
J*(0) = - J, for m sufficiently large (152) 
m 1 ,m 
1ί»6 
THEOREM Ц: Assume that theorem 3 holds and take into consideration that the 
estimators of theorem 2 should be unbiased, then the matrix {mj*(0)} 
provides a lower bound for the variance of the parameter estimation. This 
lower bound is called the Cramer-Rao lower bound. 
Proof: see Bar-Shalom [5]. PI 
Estimators actually reaching this bound are called efficient (see e.g. 
Sorenson [6l]). In particular the MAP estimator - see appendix D for an 
explanation - for the noise variances used in this paper, is known to be 
not an efficient estimator in general (Sorenson [61]). Denote the matrix 
{mJ*(0)} by \/(Θ) for ease of notation: 
V(0) Δ {mJ*(0)}" 1 (153) 
COROLLARY 1: When using an estimator 0 for the parameter vector 0 and if m is 
sufficiently large and if theorem 3 holds, then 
E{{0 - Ô)(0 - Θ ) Τ } > V(0) (I5IO 
Proof: This follows immediately from theorem k. p. 
The diagonal elements of \J(Q) represent lower bounds of the variances in 
the coefficients 0. of the parameter vector 0; the off-diaqonal elements 
represent lower bounds of the covariances between coefficients 0. and 0. 
(i έ j) of the parameter vector 0. So working with \/(0) provides an error 
description of the elements Θ. of 0 in terms of variances and covariances. 
However, it would offer much more insight if a single variance would 
describe the error behaviour of a linear combination of coeffcients of the 
parameter vector 0. For in this way the mutual influence of the coefficients 
can be judged from a linear relationship instead of in terms of covariances, 
which are second order quantities. This can be achieved by performing a 
change of basis in the parameter space R in the following way; the matrix 
\/(0) as a lower bound of a covariance matrix is a real, symmetric positive-
definite matrix. Hence there exists an orthogonal transformation Τ such 
that V(0) can be transformed into a diagonal matrix D(0) (see e.g. Gantmacher 
[19]): 
D(0) = T T V(0)T (155) 
= T'VOK 
2 
The diagonal elements η. (0) of 0(0) are the eigen values of V ( 0 ) . The 
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columns of the transformation matrix Τ are the eiqen vector t. ( ¡ = 1 , 2 , 3) 
of the covariance matrix \l{Q) . The eigen vectors t. form a convenient 
orthonormal - note that the euclidean norm of the eigen vectors t. is 1 since 
T T = I, - basis for the parameter space R3. Form the new quantities 
π.(Θ) by projecting the parameter vector Θ on the t. directions: 
ir.(O) = t.T . Θ (156) 
i = 1, 2, 3 
It should be noted that (156) does not interfer with the uniqueness question 
discussed earlier. Hence the quantities тт. (0) are linear combinations of the 
coefficients Θ. of Θ and remembering that V(0) provides a lower bound, it 
fol lows that 
σ.(θ) > п.( ) (157) 
i = 1, 2, 3 
where σ.( ) (i = 1, 2, 3) represents the standard deviation in π.(0). Note 
that η.(0) = 1/λ.(Θ). Equation (157) is the desired result. An example will 
be given below. 
An interesting contribution to the identification problem of unknown noise 
variances, made by Tsang, Glover and Bach [67] is mentioned here, because 
it may be helpful for the interpretation of estimation results in practice. 
Tsang et al. [67] show that, using the maximum likelihood - or the MAP 
estimation method - only those noise variances can be identified, which -
numerically - dominate the chosen estimation criterion. Although their 
results only apply to systems with constant parameters, it is felt that 
similar effects may occur for more general systems, like the one investigated 
here. 
A splitting in a primary and a secundary estimator, as treated in the pre­
vious paragraph for the deterministic drift situation, is also possible for 
the stochastic drift - see Tanaka [65], Washburn and Mendel [71], but the 
resulting filter is rather complicated and computationally less attractive 
than the filter, simply based upon state augmentation. Furthermore, an 
attempt to derive an adaptive version of such a splitted filter for the 
stochastic case showed that such an estimator would require an excessive 
number of computations for each j. For that reason, such an analysis has not 
been pursued in the present report. 
ihñ 
EXAMPLE 3: The same mult!component analysis experiment has been simulated 
as described in example 2, but this time the baseline distributed is 
stochastic drift rather than deterministic drift. 
Separate standard computer routines (see e.g. Naylor et al. [43]) have been 
employed to generate zero mean, normally distributed observât ion-and system 
noise with constant variances on the digital computer. The values R = 1, 
-2 
Q ,. = 10 and (L-0. = 1 have been inserted in the three standard routines, 
which generate the observation - and system noise processes. The spectrum 
is simulated between 210 and 390 nm in steps of 1 nm. Hence j = 1 = 210 nm 
and j = 180 Ξ 390 nm. The true values of the coefficients of the initial 
state χ (0) (χ. (θ) (i = 1 , 2 , 3, 4) concentrations; х Л О ) , Хг(0) drift para­
meters) are given in table 6-6. In all experiments the initial conditions 
x(0/0) for computing the state estimates is the zero vector. The estimates 
R(j)t Ί ς ς Ο ) a n d Q ¿ ¿ Ü ) of the noise variances have been assumed to be 
uniformly distributed between respectively R = 5 and R = 0.5, Qrr = 5 * 1 0 
-3 -
and ûrc = 5 * 10 , 4,, = 5 and Д , ^ = 0 . 5 . The s t a r t i n g values f o r the 
est imates of the noise var iances R, Qrr and П,, have been chosen t o be 
R(0) = 3, Q r c ( 0 ) = 3 * 10 , (Ι,ΛΟ) = 3, unless o t h e r w i s e s p e c i f i e d . 
TtibZz é-6 - FZnaZ conctntnatLon utimatzi uiitii Qj>timcut<ia itandaAd div^citioni 
a^tzi иліпд tíiAzz (LL^nAzvit {¡¿¿tzu, ?{0) кал bzzn choizn aczond-
¿щ to zquation [ISS]. MzaAuAmznti coHMiptzd by wkctz obiziva-
tiovi no-Lie. and itockaitic dnÁ^t. Some izt о^ теалилемгпіі aizd 
¿n thz thn.z<L соли 
i 
1 
2 
3 
4 
x^O) 
[mol/1] 
1.05 
2.10 
3.40 
5.60 
x. (180/180) + [p.. (180/180)]* 
Standard Kalman 
(no drift comp.) 
[mol/1] 
1.93 + 0.04 
4.80 + 0.03 
2.72 + 0.04 
6.08 + 0.04 
Deterministic 
drift compensation 
[mol/1] 
0.81 + 0.04 
5.30 + 0.05 
3.54 + 0.04 
7.47 + 0.04 
Adaptive Stochastic 
drift compensation 
[mol/1] 
1.28 + О.32 
2.ІЗ + 0.46 
3-14 + О.З8 
5.28 + 0.86 
Initial conditions drift subsystem: хЛО) = 0.00 
x6(0) = 5.00 
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Figure 6-9 shows simulated measurements of the spectrum of the four com-
ponent system, where the measurements are disturbed by respectively white 
observation noise, white observation noise and deterministic drift and 
white observation noise and stochastic drift. It follows from figure 6-9 
that the course of the stochastic drift is unpredictable on the basis of 
the spectrum. 
Estimates of the concentration of the second component using measurements 
disturbed by white observation noise and stochastic drift are shown in 
figure 6-10. The same set of observations {z(j)} has been processed by three 
different estimators: a standard Kalman filter without any drift compen-
sationjan on-line deterministic drift compensator as used in example 2 and 
finally the on-line stochastic drift compensator discussed in this paper. 
The usefulness of the proposed on-line adaptive stochastic drift compensator 
appears clearly from figure 6-10. However, it follows from figure 6-10 that 
there may still be a considerable bias in final estimates produced by the 
on-line adaptive stochastic drift compensator. The main reason for this 
bias is a rather arb'itrary choice for the initial error covariance matrix 
P(0/0). For the experiment of figure 6-10 P(0/0) = I, has been chosen. A 
more elaborate way to choose the initial error covariance matrix P(0/0) 
is by performing Monte Carlo simulation as pointed out by Äthans [3]. This 
approach is also briefly indicated by Seellg and Blount [5**, 55]. Figure 
6-11 shows the estimation results for the second component for the same 
situation as in figures 6-10, but after a limited Monte Carlo simulation 
has been performed to obtain P(0/0). The following diagonal matrix has been 
used for P(0/0) as a result of this approach: 
P(0/0) 
The initial error covariance matrix P(0/0) as given in (I58) has been used 
¡n all further experiments. 
It follows from figure 6-11 that the results obtained with the adaptive 
stochastic drift compensator have been improved, but that the estimation 
results obtained with the deterministic drift compensator and with the 
standard Kalman filter are not improved. Table 6-6 gives the final estimates 
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{¡¿gane. 6-Π ΊάζηΖίαιΙ to ^igaxz 6-1 о« boi now PIO'O) /m been сколт 
according to equation (J5S) 
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of the concentrations with their estimated standard deviations after using 
the three estimators. Note that the inclusion of the variances of the noise 
processes leads to larger calculated standard deviations. Because the 
standard Kalman filter and the deterministic drift compensator are based 
upon the wrong model - the stochastic drift is not properly accounted for 
- the calculated matrices P(j/j) and P(j/j-1) loose their significance as 
covariance matrices. The calculated standard deviations in table 6-6 for 
the standard Kalman filter and the deterministic drift compensator are as 
a consequence nothing more than very crude estimated of the concerning 
standard deviations. It also follows from table 6-6 that these crude 
standard deviations tend to be overly optimistic. This phenomenon is again 
apparent divergence. 
It is of course obvious that the standard Kalman filter without any drift 
compensation will give poor results. This may be less obvious when the 
deterministic drift compensator is used for the stochastic drift situation. 
The reason for these poor estimation results with the deterministic drift 
compensator is depicted in figure 6-12. The stochastic drift and the 
estimated drift using respectively the deterministic and the stochastic 
drift compensator are presented in this figure. The deterministic drift 
compensator cannot track properly the stochastic drift, while excellent 
tracking of the stochastic drift is obtained with the adaptive stochastic 
drift compensator. As a result of this poor tracking of the stochastic drift 
by the deterministic drift compensation, unsatisfactory estimates result 
for the concentrations. The reason for the better tracking properties of the 
adaptive filter can be explained by the appearance of the system noise 
covariance matrix in equation (123) for the predicted error covariance 
matrix. This results in larger (with respect to the deterministic dr i ft 
compensator where Q = 0) values of the coefficients of the Kalman gain. 
In consequence of these larger coefficients of the Kalman gain, the adaptive 
stochastic drift estimator weighs more strongly the new information brought 
in by the innovation v(j) than the deterministic drift compensator does. 
Suppose it would be possible to determine the course of the stochastic drift. 
By applying some curve-fitting technique this stochastic drift realisation 
can be approximated by some function. However, when the actual analytical 
experiment is performed, there will generally be a completely differently 
shaped realisation of the stochastic drift process. This is illustrated in 
figure 6-13 where two realisations of the stochastic drift process given by 
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equation (103) are shown. In view of the completely different shapes of the 
stochastic drift realisations, it follows that off-line curve fitting tech­
niques are inefficient for the compensation of stochastic drift. Moreover, 
it appears that the stochastic drift compensator tracks excellently the 
realisations of the stochastic drift. 
There is another point with respect to figure 6-13>which warrants to be 
emphasized. The curve which would result from an off-line curve fitting 
technique may be viewed as a deterministic model for the stochastic drift. 
From the shapes of the stochastic drift realisations it follows that this 
deterministic model will probably not be linear. Hence it follows that 
apart from the above mentioned ralisation effect, off-line curve fitting 
has the disadvantage to give a complicated non-linear model for the 
stochastic drift instead of the very simple linear stochastic model 
(equation (15)) resulting from the approach of this paper. 
A final look at figure 6-13 reveals furthermore that stochastic drift may 
very well be viewed as the appearance of unknown disturbance peaks ¡n a 
spectrum. To be more specific, if some impurity in the sample would have 
given a spectrum like anyone of the real¡sationsof the stochastic drift in 
figure 6-13 the adaptive stochastic drift compensator would have done the 
15«· 
same job, but his time operating as a "disturbing impurity compensator". 
Figure G-ik shows the estimates of the noise variances. The numerical values 
of the final estimates of R, Ч-г and (L-, are given in table 6-7. In order to 
judge these results Cramer-Rao calculations have been performed as outlined 
above. Clearly the Hessian matrix in equation (150) is a function of ω, 
where ω is an element of some appropriate probability space. To calculate 
J..(Θ) in equation (150) the Hessian matrix should be calculated for 
different values of ω, i.e. for different realisations of the analytical 
experiment. The matrix J..(θ) follows after averaging over these Hessian 
matrices - ensemble averaging. In actual practice analytical experiments 
will seldomly be independently repeated to obtain an ensemble of results 
but merely the results of one single experiment will be used. This practical 
single-shot procedure is also followed here. In fact, the matrix J..( ) is 
approximated in the following way: 
{¡¿quAtL 6-14 EithncuteA o^ the. поАле. аліапсы. Меліилттіл covuxp-Ced bij 
ivkùte. no-tie and ito chou, tic ώνί{\ί. utimatu о\ tkz 
mzcLiuAejiuLnt поіьг vtviiancz R; -.-.- eAtmat&i of, thz itjitm 
по-іле. va/Uance. О 
vtvU.ancQ. О,, 
ч56 
•55' utònatu od ікг iijitem поіле. 
Table. 6-7 - UnaZ utLmatzi RUSO) = R, 0 (ISO) =(lr5, V 
να&χίΛ R, Qrr, Q., of, the obStivation and iffl 
-55' ~66 
ISO) = Q and&iue. 
tm поім. аліапсел 
R 
1.000 
R 
0.538 
"-55 
0.010 
¿55 
0.027 
166 
1.000 
"-66 
2.012 
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] (0) =
 (3L(j,O))(aL(j,0))T 
Jjj^ υ' , l Э0 n 30 ; (159) 
3L(i,0)
 =
 5L(j,e) 
30 30 
(160) 
0 = 0 
where equation (160) means that 3L(j,0)/30 ¡s evaluated at 0 = 0, where 0 
is the final estimate of the parameter vector 0, resulting from the 
estimation experiment, i.e. 0 = (R(l80), 0 (180), (L-,· (180) ). The eigen 
values and eigen vector of ( ) = [m J* (0)]"' are given in table 6-8 as 
well as the final estimates of the noise variances. The projections тт. (0) 
of the parameter vector 0 on the eigen vectors are also given in table 6-8. 
In view of the true values of R, (1__ and Ъе, or, more realistically in view 
of the final estimates R, Π
ς ς
 and (L., it follows from tables 6-7 and 6-8 
that 
T1 (0) и - ^66 
π2(0) м - R 
(161) 
(162) 
where 
π.(0) = t. (0) . Θ (163) 
Hence it follows from equation (157) and table 6-8 that 
σ^ ^ 0.0^9 (16Ί) 
Ч б
а
° · "
3 (165) 
Equations (ΙδΌ and (165) mean that even when using an efficient estimator 
the standard deviation in the estimate of 0,, and of R is still of the 
order 0.2 and 0.05 respectively. 
Care must be taken in interpreting the Cramer-Rao lower bound calculations. 
An assessment of Cramer-Rao bounds in the context of flight test data has 
been ді эп by Miff [23] . I 1 i f f reports that the Cramer-Rao lower bounds 
156 
tend to be too small. Miffs analysis is strongly tuned on flight test data; 
further research will be necessary to critically investigate the Cramer-Rao 
lower bound for analytical data. It is to be expected, however, that also 
for analytical data, the Cramer-Rao bound tends to be too small. More 
importantly it also follows from these results that 0 ,- can only be iden­
tified up to a linear combination of the noise variances. For, the results 
in tables 6-7 and 6-8 show that definitly that 
π 3(0) Φ - <i55 (166) 
Jabín 6-S - Тш ьро&г 0& гідгп vtctou t¿ and ¿qaanz noot o¿ ¿¿gей аіигл 
η-(0) o¡5 appfioxAmati Спхипел-Шо со аліапсе. mattiix and ptLOJtictioni 
π-(Θ) oJS tkz ралсипеЛел Θ (θ1" = (R, Oj^ Q¿¿)i on tívi tiqzn гсЛок 
áOitcüoni 
i 
1 
2 
3 
t.T 
I 
0.0668 0.0350 -0.9972 
-0.9975 -0.0201 -0.0675 
0.0224 -0.9992 -0.0336 
η,ίο) 
0.163 
o.oks 
0.002 
т^О) = 0.0668 R + 0.0350 (1
 5 - 0.9972 П 
Л2(0) =-0.9975 R - 0.0291 0 ^ - 0.0675 0 ^ 
П3( ) = 0.022Í» R - 0.9992 (l55 - 0.0336 d^ 
In view of the f a c t t h a t (Irr is much smal ler than 1 , , and R, t h i s r e s u l t is 
in close agreement w i t h the experiences of Tsang, Glover and Bach [ 6 7 ] , f o r 
systems w i t h constant parameters. In any case, equat ion (166) i s not i n 
c o n t r a d i c t i o n w i t h the con jec tu re made in t h i s repor t , tha t a lso f o r systems 
w i t h vary ing parameters, the numerical dominance of a parameter in the chosen 
es t imat ion c r i t e r i o n may s t r o n g l y determine the p o s s i b i l i t y o f i t s 
i d e n t i f i c a t i o n . On the other hand i t may be poss ib le t ha t the i n i t i a l b ias 
on the est imates is superimposed on t h i s numer ica l l y dominat ing e f f e c t . 
Further research w i l l be necessary to c l a r i f y t h i s p o i n t . The p r o j e c t i o n o f 
the parameter vector on the eigen value d i r e c t i o n s o f the Cramer-Rao lower 
bound mat r i x which i s proposed here, may fur thermore be a convenient way to 
inves t i ga te t h i s problem. 
157 
іг> ма tee i99 
—>K,rCRSURErCNT MJHKH 
^¿диле. 6-/5 EitimatM oft thz izcond concznttation. fA&<uii>ime.n£i tovuxptzd 
by (Acte. noJJ>& and Atockcutlc dxl^t. tfiuz VCLÌUU ^ΟΊ 
R, O-r amd O , Inbzntzd In KaJùnan ^ÁlteA; adaptivz 
itochcubtic ¿AA-fat compznioutoA. 
' ^ --ν . / A ^ - M / r — - · 
liiquKz 6-16 E&izzt oá di^zAznt intitial zitònatu {on ΛΟΙΛΖ vcuiianczi. 
MzoAufimzwtA zotüiuptzd btj wkitz vwi&z and itocha¿,tic d/U^t. 
RIO) 
R(0) 
RIO) 
RIO) 
'-h 
- ϊί 
4.0; 
3.0; 
2.0; 
KO; 
0.5; 
2-55' fr I S 5 5 S 5 5 S 5 5 
'¿551 
.0 
3.0 
Z.O 
/ . 0 
0.5 
J t r ' 
10 
10 
/0 
Î0 
-2 
-2 
2 
2 
15°; 
Figure 6-15 shows the estimates of the second concentration, when the 
adaptive Kalman filter is used to process the measurements and a non-
adaptive Kalman filter, in which the true values for R, (!_, and Q,, have 
been inserted. To interpret figure 6-15 correctly, it is important to 
realise that for mul ti component analysis filtering i s generally not optimal, 
at least not initially, because in the optimal situation the estimates are 
unbiased for all j, while in the mul ti component situation the estimates will 
be biased. This bias will be reflected in the innovations W j ) . In the 
adaptive situation, the Kalman gain is an indirect function of the innovations 
while in the situation where the values of R, 0 _ and Q.,, have been inserted, 
the Kalman gain in independent of the innovât ions. The Kalman gain can even 
be calculated before the analytical experiment actually has started in this 
situation. So it follows that the adaptive filter has the possibility to 
adapt itself to the incoming information; this explains partly the better -
in terms of consistency - estimation results of the adaptive filter with 
respect to the filter with the inserted true values for Ί-ς, (L^ and R in 
figure 6-15· But yes indeed, this is only a - in Fact small - part of the 
explanation. Because on comparing figure 6-15 with figure 6-16 and in 
particular the result of the standard filter with the inserted values for 
Q.rr, 1,, and R in figure 6-15 with the results of the adaptive filter in 
figure 6-16, using the true values of the noise variances as initial 
estimates reveals that the dependence of K(j) on the innovations in the 
adaptive situation cannot fully explain the results of figure 6-15. An 
explanation can be found by combining the results of figures 6-13, 6-15 
and 6-16. It follows from figure 6-13 that the initial bias in the estimates 
is transfered by the filter to the drift estimate. This is because the 
innovation v(j) is more strongly weighted by the fifth and the sixth coef­
ficient of the Kalman gain than by the first four coefficients, since only 
(!,._ and (L., are different from zero. In a later stage of the estimation 
process, when the bias in the drift has been diminished - see figure 6-13 -
the first four coefficients of the Kalman gain have become too small to 
effectively change the concentration estimates. So the differences in 
figure 6-16 are purely a numerical matter: by chosing different initial 
estimates for the noise variances, different numerical values result for 
the Kalman gain coefficients and hence different state estimates. The results 
in figure 6-16 can further be influenced by choosing different initial error 
covariance matrices P(0/0). So this critical evaluation makes one point very 
15? 
clear, which ¡s actually never mentioned in the literature: be very careful 
with the initial estimates, especial ly i η the adaptive si tua ti on wi th 1 imi ted data. 
Finally figure 6-17 illustrates there is an appropriate filter in the 
standard - the deterministic drift - and the stochastic drift situation. 
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6-5 On-line. сотртлл£іоп of, buddznly окапуіщ ¡PU^t 
6-5-1 Saddzndly changing dxi^t on ¿nittumznt ^aÁZuAU 
F i n a l l y we want to discuss very b r i e f l y a t h i r d type of base l ine 
d is turbances . Suppose i t is known from e a r l i e r experiments tha t an 
ins t rument , s u f f e r i n g f rom, say d e t e r m i n i s t i c l i n e a r d r i f t d i s tu rbances , 
has moreover the hab i t tha t the parameter desc r i b i ng the d r i f t ab rup t l y 
change f o r some j , e . g . the slope o f the d r i f t l i n e suddenly changes, or 
even worse, the instrument may j u s t cut o u t . Then what. Looking at the 
equat ions f o r the Kalman f i l t e r we see tha t a c t u a l l y a l l i n fo rmat ion from 
the past is re ta ined w i t h i n the f i l t e r . However, i f such a sudden change 
occurs , then the in fo rmat ion from the past is no longer r e l evan t . Therefore 
in s i t u a t i o n s l i k e t h i s , the f i l t e r i n g equat ions are adapted such tha t the 
past is f o rgo t t en f a s t e r than when using the standard equa t ions . 
Because i f such measures are not taken, the Kalman f i l t e r is prone to 
divergence [10 , 17, ^ 9 , 6 2 ] . In the con t ro l l i t e r a t u r e , much a t t e n t i o n has 
been paid to t h i s sub jec t [ 2 , 11 , T t , lh, 26, 27, 29, 30, 36, hh, 60 , 72-79]. 
Poul isse and Jansen [46] and Jansen and Poul isse [25] have been the f i r s t 
to g ive an a n a l y t i c a l a p p l i c a t i o n , i n p a r t i c u l a r an a p p l i c a t i o n in a 
c l i n i c a l l abo ra to r y . In [25 , 46] an a p p l i c a t i o n is desc r ibed , where a base-
l i n e has to be mon i to red . This basel ine undergoes sudden changes, because 
the experiments a c t u a l l y cons is t of several runs. The past is qu i ck l y 
f o r g o t t e n by r e s t a r t i n g the Kalman f i l t e r - i . e . a new i n i t i a l c o n d i t i o n 
P(0/0) has been determined - see [25,46] - everyt ime a new run s t a r t s . I t is 
shown in [46] tha t divergence occurs i f these sudden changes are not 
compensated. In t h i s paragraph, we want to discuss an a p p l i c a t i o n , bearinq 
the i n t u i t i v e l y appeal ing name "L im i ted Memory F i l t e r " , which was publ ished 
by Jazwinski [ 2 6 ] . 
6-5-Ζ A tmLtzd ттощ ^іЫил fan. on-tim ctvL^t compzniation 
Suppose i t is known i n some mul t i component a n a l y s i s experiment that there is 
l i n e a r d e t e r m i n i s t i c d r i f t . We descr ibe t h i s mul t i component a n a l y s i s , using 
the measurement equat ion ( 1 6 ) : 
Z(J) = H a T ( j ) x a ( j ) + v(J) (167) 
'An extended version of this paratraph, also covering sudden changes in the 
noise parameters, entitled "Instrument failures", will be submitted for 
publication with C.B.M. Didden, who also performed the calculations of this 
paragraph 
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H a
T ( j ) = (H, (J) . . . H n (J) j 1) (168) 
x a
T ( j ) - U T (J) · · • x n ( J ) a ( j ) b ( j ) ) (169) 
The s t a t e is in the f i r s t instance asssumed t o remain c o n s t a n t . Then we have 
the Kalman f i l t e r i n g e q u a t i o n s , as usual 
x a ( j / j - 1 ) = x a ( j - 1 / j - l ) (170) 
* ( j / j ) = » (J/J-1) + K ( j ) ( z ( J ) - H T ( j ) x ( j 7 j - 1 ) ) (171) 
a d Э a 
K(J) = P ( j / j - l ) H a ( j ) ( H a T ( j ) P ( j / j - l ) H a ( j ) + R)" 1 (172) 
P ( j / j - 1 ) = P ( j - 1 / j - 1 ) (173) 
P ( j / j ) = ( I - K ( j ) H a T ( j ) ) P ( j / j - 1 ) (17Ί) 
A limited memory filter aims to give estimates of the state and the error 
variance matrix, based upon the most recent N observations. Hence it 
generates estimates based on a "moving window" of the most recent N obser­
vations. This can be achieved by calculating: 
P'Uj/H) = P'^jVj) - P^tm/m) (175) 
R
a
(j/N) = P(j/N)(p"1(J/J)x
a
(j/J) - P"1(m/m)x
a
(m/m)) (176) 
where 
j - m = N (177) 
We have the following result: 
THEOREM 3: Assume the mul ti component analysis as described by (167) with 
x (j) constant. Suppose that 
a 
j+N 
M(j+N,j·) = Σ Η (i)H '(i) (178) 
α α 
ι-j 
162 
¡s non -s ingu la r , then χ ( j /N) and Ρ ( j/N) are the s t a t e e s t i m a t e and e r r o r 
var iance in s t a t e e s t i m a t e c o n d i t i o n e d upon the most recent N o b s e r v a t i o n s . 
Proof: see Jazwinski [ 2 6 ] . _ 
EXAMPLE 't: We have s i m u l a t e d the f o l l o w i n g exper iment: 
z ( j ) = H 1 ( j ) x 1 + H 2 ( j ) x 2 + j . a + b + v ( j ) (179) 
E ( v ( j ) ) = 0 
E ( v ( j ) v ( k ) ) = 1 0 " 5 e ( J , k ) 
H ^ j ) = exp {-(j-3l)2/72} + O.k exp {- (j-IO) 2/200} 
H 2(j) = 0.8 exp {- (j-l6)2/200} + exp {- (j-i(0)2/200} 
x, = 1.50 
x 2 = 3.00 
j - 1 ..... ^ 
The following experiment has been simulated: 
a = 0.08 b = 0.20 j < 25 
z(j) = 0 j = 26, 27 (180) 
a = 0.07 b = 0.10 j > 27 
Hence the instrument cuts out for j = 26, 27, and furthermore the drift 
abruptly changes at j = 27. 
Figure 6-18 shows the simulated spectrum and figure 6-19 and figure 6-20 
show results obtained with the Kalman filter and with the limited memory 
filter respectively. The width of the window has been chosen to be 
N = 15 
The width of the window has to be found experimentally, e.g. using simulation 
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experiments. We may also note that in this particular case the calculation 
of the matrix inverses in equation (175, 176) is no problem, since as we 
have seen previously, 
-1 1,.T/-i P ' O / J ) = Ρ (j-1/j-l) + H(j)R 'н'Ш 
The usefulness of the limited memory option clearly follows from figures 
6-19 and 6-20. 
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APPEWPIX A: Ozú-vatíon afa ùoo-^ilttn. zitimatoK and ркоо^ о^ iti zquivaZzncz 
lÁiith itanda/id Kalman ^iltzK 
Suppose tha t f o r each j the d r i f t s ta te x 2 ( j ) would be a known d e t e r m i n i s t i c 
q u a n t i t y . The est imates computed w i t h the pr imary s t a t e es t ima to r , would 
have to be adapted f o r t h i s s i t u a t i o n in the f o l l o w i n g way (see e . q . Gelb 
[ 2 0 ] ) : 
ÎKj/j-D = î i ( j - i / j - i ) (Al) 
x K j V j ) = x l ( j / j - l ) + K l ( j ) ( z ( j ) - H 1 T ( j ) ì l ( j / j - 1 ) - H2Tx2(j·)) (A2) 
where x1(./.) is the estimate of the concentration state vector xl(.), 
assuming that the drift state x2(.) is perfectly known for each j. On the 
grounds of the linear structure of equations (Al), (A2) and (37,38) the 
following relationship between xl(./.) and xl(./.) can be conjectured 
xKjVj) = xKj/j) + W(j)x2(j) (A3) 
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x K j / j ) = x 1 ( j 7 j - 1 ) + V ( j ) x 2 ( j ) (AA) 
where the η by 2 s e n s i t i v i t y matr ices W(j) and V ( j ) are s t i l l t o be 
s p e c i f i e d . From equations (37, 38, AI-АЗ) ¡ t f o l l ows tha t 
W ( j ) x 2 ( j ) = W ( j - l ) F " 1 x 2 ( j ) - K l ( j ) H 1 T ( ¡ ) W ( j - l ) F " 1 x 2 ( ¡ ) - Kl ( j )Η2Τχ2 ( j ) 
= { W t j - D F " 1 - K K j J Í H ^ Í j O w O - D F " 1 + H2 T ) } x2 ( j ) (A5) 
A s u f f i c i e n t cond i t i on f o r the e q u a l i t y (A5) to be t rue fo r a l l x 2 ( j ) i s 
W(j) = W i j - D F - 1 - K K j i i H ^ O J W i j - D F - 1 + H2) (A6) 
Equations ( 5 6 - 5 8 ) r e a d i l y f o l l o w by d e f i n i n g : 
T ( j ) = W ( j - 1 ) F " 1 (A7) 
B ( j ) = T T ( j ) H l ( j ) + H2 (A8) 
In the same way, i t f o l l ows tha t (AM can be r e w r i t t e n as: 
x K j / j - D = x 1 ( j 7 j - 1 ) + T ( j ) x 2 ( j ) (A9) 
Using equations (53, A8, A9) the residual vi (j) , generated by the primary 
Kalman filter (37-^3) can be rewritten in the following way: 
vi (j) = z(j) - H1T(j)xl(j7j-l) = z(j) - H1T(j)(îl(j/j-l) - T(j)x2(j)) 
= (H1T(j)T(j) + H2T)x2(j) + (z(j) - HlT(j)îl(j7i-1) - H2Tx2(j)) 
= BT(j)x2(j) + u(j) (AIO) 
where 
u(j) = z(j) - H1T(j)îl(j7j-1) - H2Tx2(j) (All) 
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However, the quantity u(j) can be recognized as the residual generated by 
the concentration state estimator under the assumption that the drift state 
is known exactly for each j. It follows from estimation theory that the 
residual u(j) is zero mean and white - where it is tacitly assumed that 
optimal initial conditions are available - with variance (see [1]): 
E{u(j)u(k)} = (H1T(j)P1(j7j-1)Hl(j·) + R(j))6(J,k) (A12) 
The η by η matrix Pl(j/j-l) equals numerically - but not conceptually -
the matrix Pl(j/j-1); this given equation (55)· 
Equations (A3) and (A't) motivate the following drift corrected estimates: 
x
c
(j/j) = xKjVj) + W(j)x2(j/j) (A13) 
x
c
(j7j-l) =xl(j7j-l) + T(j)x2(j7j-1) (А14) 
* Since xl(j/j) is uncorrelated with the drift, the following covariance 
equations are an immediate consequence of (A13): 
P
xl(j/j) = E{(xc(j/j) - x1(j))(xc(J/J) - x1(j))T} 
-PI (J/J) + W(j)P2(j7j)WT(j) (A16) 
P
xlx2 ( j / j ) = E{(Xc(J/J) - x1(j))(«2(J/j) - x2(j))T} = P2(j/J)WT(j·) 
(Al 7) 
where P2(j/j) is the a posteriori covariance matrix of the secondary Kalman 
type estimator (59-65). By again using the fact that PI(j/j) equals 
numerically - but not conceptually - PI (j/j), (A16) can be rewritten in the 
fol lowing way: 
P
xl(j/j) -PI (J/J) + W(j)P2(j7j)W(j)T (A18) 
Hence the quantity x(j/j), generated by the standard Kalman filter (ЗУ-^З) 
as well as the quantity x(j/j), where 
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*(j/j) = (ÄcT(j/j)xT2(j/j)) (A19) 
are estimates of the state x(j) of the analytical system (29, 30, 32). The 
connection between these estimates is established next: 
x (j/j) = ¿c(j7j) if (A20) 
x(0/0) = x(0/0) (A21) 
and 
P(0/0) 
'
P x 1 ( 0 / 0 ) Pxlx2(0/0) 
^x2x2 ( 0 / 0 ) P x 2 ( 0 / 0 ) 
where Ρ
χ
2( 0/ 0) = P2(0/0). 
To show A(20) we first eliminate xl(j/¡) in equations (A13, A14) and 
(59,61) to make the analysis more tractable. In particular the following 
equations readily follow from the above: 
x2(j/j) = x2(j7j-l) + K2(j)(z(j·) - H1T(j) xc(j7j-1) - Η2Τχ2( i/j-1) ) 
(A22) 
x
c
(j7j-1) = x
c
(j-1/j-1) (A23) 
»(J/J) = SUj/j-O + К
 1(j)(z(j) - H1T(j)x/.(j7j-l) - H2Tx2(j7j-l)) 
с с χι с 
(Α2Ί) 
where 
K
x 1(j) = Kl(j) + W(j)K2(j) (A25) 
Then it is assumed that for certain j 
VJ'J* Рх1х2(^ 
(A26 
.
pI,v,0/j) P
x2(J/Jl· 
16R 
The equivalence can now be established inductively. The manipulations are 
tedious, but straight-forward and hence will be omitted. 
Alternatively it can be shown that the estimation error (x(j) - x(j/])) is 
orthogonal to the closed linear manifold spanned by the measurements (z(l), 
..., z(j)). It follows from the orthogonality principle of Kalman [28] that 
this is a necessary and sufficient condition for the estimate £(}/}) to be 
optimal (i.e. minimum variance). The equivalence of £(j/j) and x(j/j) then 
follows from the uniqueness of the optimal estimate. This approeh is taken 
by Mendel and Washburn [42]. 
APPEMPIX B: ModiiZcation o^ multicompomnt Mtunatu in the. рпелтсг о^ 
[in] zquaLcty coMtsiainti 
The results given in this appendix are based upon a paper of Yoram Baram 
[k] with the minor difference that in [k] only equality constraints are 
treated. Suppose the unknown concentrations x. (i = 1, 2, ..., n) in a 
mul ti component sample are estimated, given observations Z(j) = (z(l), z(j), 
..., z(j)) and using a Kalman filter. However, the concentrations are 
subject to a linear inequality constraint 
С χ < e (BI) 
where С is a not necessarily square m by η matrix, such that (CC ) exists 
and e is some m-dimensional vector. Equation (Bl) is to be understoof in 
the fol lowing way 
Г; . x < e. (i = 1, 2 m) (B2) 
where r. is the i-th row of the matrix C. The problem is to find an 1
 * 
estimate χ of the concentration vector χ which will minimize the mean 
square error, subject to the constraint (Bl). It can be shown [4] that the 
mean square error Jl(x), defined by 
J1(î)-E{(î - x)T(î - x)} (ВЗ) 
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* 
is minimized with respect to χ by minimizing 
J2(x) = (* - x ) T U - x) (Bk) 
where Я is the Kalman filter estimate of the concentration vector neglecting 
the inequality constraint (Bl). The constraint estimate follows by 
minimi zi ng 
H(x) = (x - x)T(x - x) + 2XT(C χ - e) (B5) 
where λ is the m-dimensional Lagrange multiplier [9]. The necessary 
conditions for H(x) to be minimal are [9]: 
dH/dx = 0 (B6) 
С χ - e < О (B7) 
where 
X > 0 i f C x - e = 0 (В8) 
X = 0 ï f C x - e < 0 (B9) 
The inequalities in (B7) and (B8) are to be understood in the element-wise 
sense. 
* 
Differentiation with respect to χ yields 
Τ * 
С λ = χ - χ (ΒΙΟ) 
Hence 
λ = (CcV'íC χ - e) (Β11) 
From (BIO) 
x = x - С
Т
Л (Β12) 
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* 
The covariance ¡η the estimate χ ¡s given by: 
Ρ = Ρ + C TXX TC (B13) 
where Ρ is the Kalman a posteriori error covariance matrix, computed as if 
no constraint is present. Two important special cases will bementioned. 
a. The inequality constraint reads: the concentrations are at least zero. In 
this case С = - I and e = 0 (the n-dimensional zero vector). Calculate the 
η η 
estimates with a Kalman filter. It follows from the above that every element 
of the calculated filtered estimate, which is less than zero, should be set 
equal to zero in the presence of this inequality constraint. Every element 
of the calculated filtered estimate, which is larger than zero, is left 
unchanged. It should be noted that instead of the zero vector, a vector e 
of which the elements are related to the detection limit of the employed 
analytical method, may also be used. 
b. equation (Bl) is an equality constraint. This occurs e.g. when the 
compounds in the sample are products of a chemical reaction and the concen­
trations are related to each other through a mass balance. In this case, 
the modified estimate becomes: 
* = [I - C T(CC T)" 1] χ + C T(CC T)e (Blit) 
Finally it is noted that the correction procedure cannot be used for the 
state estimates xl(j/j) from the primary filter in the parallel algorithm. 
The correction procedure can, however, be used for drift corrected concen­
tration estimates χ (j/j). 
Appendix С· Аштрііо і on thz concLuUcmal duMAJtij (Tso [/n]) 
It is assumed that the conditional density 
p(z(j)/Z(j-l);0) Δ p(Z(j); 0)/p(Z(j-1); 0) (CI) 
is well defined (almost surely) for all OG? 3. In addition the following 
assumptions are made: 
(i) It is assumed that Э/Э0 In p(z(j)/Z(j-1); 0) exist almost surely for 
all 0€J?3 and moreover that 
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Е { Э l n p ( z ( j V Z ( J - 1 ) ; 0 ) } _ 0 j . , , 2 i . . . (C2) 
г Г Г
Э In p ( z ( j ) / Z ( j - 1 ) ; ) 1 Г Э In p ( z ( j ) / Z ( ¡-1 ) ; 0 ) , ! , t u
 Э 0 JL gg J ! = л 
j = 1 , 2, . . . 
where the expectation in (C2) and (C3) is with respect to p(Z(j); ). The 
largest eigen value of К is finite. 
The left member of (C3) can be viewed as the conditional information matrix. 
(C3) represents additional information, brought in by Z(j) on how well Θ can 
be separated from its neighboring elements. (C3) implies that the additional 
information about Θ is uniformly bounded from above for all j. 
(i i) It is assumed that 
3 2ln p(z(j)/Z(j-T); θ) 
Э 
exists almost surely and is bounded in probability and uniformly in j, i.e. 
3B. (Z(j)) such that 
цаМпрЫЛ/гЦ-іЬ ),, <
 B_ ( z ( j ) ) m 
ея
3 
and for any ε < 0, no matter how small, ЭС. finite and such that 
ProbgíBjízCj)) > с} ея3 (es) 
(iii) The measures p.(dZ(j); ) = p(Z(j); 0)dZ(j·) and p.(dZ(j); *) are 
absolutely continuous with respect to one another for each pair Θ, Θ*, εΟ
Μ
, 
where D.. is a compact subset of R3 - see also discussion in paragraph "theory" 
in this paper. 
From the above assumptions it follows (Tse [70]) that 
E { [ 3 In p(z(j)/Z(j-l); 9 ) ^ 3 In p(z(k)/Z(k-1) ; θ ) ] ^ _ 0 ( c é ) 
j jí к ел 
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Appem£¿x Ό: OuJJLim. ο& ікг άυνίναΧλοη о^ the. on-tinz adaptívt itochoitia 
dnÁ-^t compznòaton 
In a d d i t i o n to the s t a t i s t i c a l assumption, s ta ted when d iscuss ing example 3 
i t is assumed tha t the i n i t i a l s t a t e x(0) is normal ly d i s t r i b u t e d , w i t h 
est imated mean x (0 /0 ) and est imated covariance P ( 0 / 0 ) , thereby adopt ing the 
so -ca l l ed Bayes¡an po in t of v iew. 
Maximum a p o s t e r i o r i (MAP) est imates of the noise var iances 0 and R wi11 be 
obtained by maximizing the a p o s t e r i o r i p r o b a b i l i t y dens i ty f u n c t i o n : 
p ( X ( j ) , υ, R/Z( j )) (Dl) 
where 
X ( j ) = ( x ( 0 ) , x(1) x ( j · ) ) (02) 
Z ( j ) = ( z ( l ) , z(2) z ( j ) ) (03) 
with respect to Q and R - see sage and Husa [52]. Using Bayes rule, the 
density (Dl) can be rewritten in the following way 
p(X(j), 0, R/Z(j)) = p(Z(j), X(j), Q, R)/p(Z(j)) (04) 
The density p(Z(j)) does not depend on the optimization, because it is 
independent of X(j), (1 and R. Assuming furthermore that the state vector, 
the system noise covariance and the observation noise variance are mutually 
independent, the MAP estimates may be obtained by maximizing the uncondi­
tional probability density function: 
I = p(Z(j), X(J), Q, R) = p(Z(j)/X(J), Q, R)p(X(J), Q, R) 
= p(Z(j)/X(j), Q, R) p(X(j))p(Q)p(R) (05) 
where Bayes rule has been used again in (05). The variance R and the 
covariance matrix Q are assumed to be uniformly distributed, i.e. 
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p(R) = [R - R ] " 1 , R < R < R (D6) 
= O elsewhere 
PÍQ ) - [Q - Q Γ 1 , α < (1 < Q (D7) 
^
4 4
r s ' ^rs rs —rs rs 
= O elsewhere 
where Q ¡ s a coefficient of the covariance matrix 0. In absence of any 
information (D6) and (D7) are reasonable assumptions. The following expres-
sion can be found for I (see Sage and Husa [52] and Soeda, Yoshimura and 
Tabuchi [57]): 
ι = с Ио/оН'^пр72^!"-172 
exp{-i||x(0) - x(0/0)|| 2 - i Σ ||z(t) - H T(i)x(i)|| 2 
Ρ (0/0) i=1 R 
- i ς IMi) - Φχ(ΐ-ι)||2 ,} 
і=1 0 
where С is some normalizing constant and |A] denotes the determinant of the 
matrix A and ||x|\\ denotes χ Ax, where χ is a vector and A a matrix. It 
should be noted that no assumptions have been made concerning the specific 
structure of the matrices Φ and Q and the vector H(j). In specific problems 
the matrices may have specific structures. These specific matrices must be 
substituted in the algorithm in a particular application. It might as well 
be added here that in the stochastic drift problem the matrix 0 does not 
exist. However, because an estimator will be found for the separate coef­
ficients Q of Q, there will be no singularity problems when specifying 
the equations of the estimator to the stochastic drift problem. I is to be 
maximized subject to the constraint of equation (ΙΟΌ with respect to X(j), 
Q and R. The estimators for Q and R resulting from this maximization of I 
are in non-sequential form (see Sage and Husa [52]): 
J
 T 
Q(j) = 1/j Σ (x(i/j) - ФА(і-1/]))(х(і/і) - «tfO-l/j)) 1 (D9) 
i=1 
R(j) = 1/j Σ (z(¡) - HT(i)x(i/j))2 (DIO) 
i = 1 
17* 
In (D9) and (DIO) x(¡/j) (j > ¡) is the estimate of x(i) given Z(j). The 
estimate x(i/j) is called the smoothed estimate of x(i) (see e.g. Anderson 
and Moore [1]. After approximating the smoothed estimate by the predicted 
estimate, Sage and Husa [52] have been able to find recursive equations for 
(l(j) and R(j). Recently Soeda, Yoshimura and Tabuchi [57] have succeeded in 
deriving recursive equations for Q(j) and R(j) based upon the smoothed 
estimate x(i/j) (j > i). When smoothed estimates are used the information 
hidden in the measurements is used more efficiently as more measurements 
become available (Anderson and Moore [1]). Using the equations for fixed 
point smoothing (see e.g. Anderson and Moore [1]) i.e. 
x ( i / j ) = x ( i / j - l ) + B ( j , i ) k ( j ) v ( j ) (D i l ) 
J " 1 Τ -1 
B ( j , i ) = π Р ( к / к ) Ф І Ρ ' ( k + l / k ) (D12) 
k=l 
The f o l l o w i n g equat ion can be found f o r R ( j ) : 
R( j ) = (1 - 1 / j ) R ( j - l ) + q / j ( l - H T ( j ) k ( j ) ) 2 v 7 ( j ) 
- 2 / j [ B ( j , j - l ) k ( j M j ) ] T C R ( j - l ) + 1/j T R ( j - l ) (D13) 
where 
C R ( j - l ) = Σ [ H T ( i ) B ( j - l I i ) ] T [ z ( i ) - H T ( i ) x ( i / j - l ) ] 
i=1 
T R ( j - l ) = [ B ( j , j - l ) k ( j ) v ( j ) ] T S R ( j - l ) [ B ( j ( j - l ) k ( j ) v ( j ) ] 
S R ( j - 1 ) = Σ [ H T ( i ) B ( j - 1 > i ) ] T [ H T ( i ) B ( j - l , i ) ] 
R
 i=1 
To f u r t h e r improve the e s t i m a t o r R ( j ) , the s o - c a l l e d covar iance matching 
technique (Mehra [АО]) is used. In the covar iance matching technique the 
e s t i m a t o r R( j ) is c o r r e c t e d in such a way, t h a t the s t a t i s t i c s o f the 
observed innovat ions v ( j ) are c o n s i s t e n t w i t h t h e i r s t a t i s t i c s , p r e d i c t e d 
by theory (see Anderson and Moore [ 1 ] ) . Because R( j ) < R( j-1 ) , a non-stochas­
t i c term Œ(j) is added to the r i g h t member o f (D13), such tha t 
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E O / j Ü I - H T ( j ) k ( j ) ] 2 V 2 ( j ) - 2 [ B ( j , j - l ) k ( j ) v ( j ) ] T C R ( j - l ) 
+ T R ( j - 1 ) } + n ( j ) = l / j R( j -1 ) (Dlit) 
is s a t i s f i e d under the g iven assumptions and such tha t 
E M j M i ) } = [H T ( j )P ( j7 j - l )H ( j ) + R O - i n S O . i ) (D15) 
while furthermore assuming that R(j-1) , P(j/j-1), B(j,j-1) and K(j) are non-
stochastic quantities. The whiteness of the innovations with variance given 
by (DIS) is a sufficient condition for optimality of the Kalman filter 
(Anderson and Moore [1]). Seelig and Blount [55 ] have used these properties 
of the innovations to check the optimality of the Kalman filter in a 
practical situation. Solving (DI'*) for ñ(j) and rewriting C R(j-l), TR(j-1) 
and SR(j-l) recursively, gives the desired estimate, which is given in this 
paragraph. In the same way the equations for the Q (j-1) can be found. A 
few comments are in order. The Kalman produces optimal estimates, only if 
perfect knowledge can be assumed of the system - and statistical parameters 
and the filter is correctly initialised, operating in a Gaussian random 
envi ronment. 
However, these conditions are not met in this paper. Because of errors in 
the initial conditions and because of the fact that the observation noise 
variance and the system noise covariance matrix the matrices P(j/j-1) and 
P(j/j) loose their significance as covariance matrices. Hence, as Mehra ['»Ol 
has already noted, it is formally not correct to use P(j/j-1) and P(j/j) in 
the filter equations. It follows from a detailed analysis given in chapter 
5 - see also [37] - that in the absence of errors in the system parameters, 
the difference equations for the actual predicted and filter covariance 
matrices have exactly the same structure as the Kalman filter equations for 
P(j/j-l) and P(j/j). This justifies the use of P(j/j-1) and P(j/j) in the 
equations given here. 
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CHAPTER 7 CONSISTEWT ESTIMATES IM MULTICOMPONEWT 
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7.6 Re¡5eAenceó 
14Ç 
7.7 Conueigence -in one. nvptnimtnt 
We have obtained several results in the previous chapters,where something 
was said about the behaviour of the expectation of an estimated quantity of 
interest. We have also pointed out that the expectation means the ensemble 
average over the "collection of experiments". In this chapter we shall 
briefly investigate the convergence of estimates of the concentrations in 
one mul ti component analysis, in the white measurement noise case as well as 
in the coloured measurement noise case. 
7.Ζ Con¿»L&£zncy o¡$ conczntnution oAtLmatu -in maÜLcomponínt analtji¿i 
uilnq Kalman utimaton. ¿η tire, ріглгпсе. ofi wkite. obitnvation поілг 
We have our standard mul ti component analysis. 
j=» DELAY L=r 
x(H) 
HT(j) I—4¿ .z(j) 
v(j) 
hi.Qun.iL 7-1 Statz modzZ of, mulZLcomponznt analybit, 
DEFINITION 1 : The mul ti component analysis system is represented by 
x(j + l) = x(j') (Il 
z(j) = HT(j)x(j·) + vO) 
α 
ASSUMPTI ON 1 :The measurement noise is zero mean and wh i te with constant variance: 
E M j ) } = 0 (2) 
E{vvj)v(k)} = R 6(j,k) (3) 
D 
ПА 
We have argued ¡n chapter U that the concentration vector x(j) , ¡s a random 
vector. So every time we start a mul ti component analysis experiment we 
choose a new mul ti component system, because, since we have assumed - chapter 
Ц - that x(j) will be a continuous random variable, the probability will be 
zero to have the same concentration vector in two different experiments. Let 
all random variables be defined on some sample space Ω. Then every ω € Ω can 
be represented as ω = (ω., ω.), where ω. determines the concentration vector 
and ω. determines the noise sequence {v(j)}. 
In this paragraph, we shall study the almost everywhere convergence (see 
Burri II [3], Chung [7] of the concentration estimates χ obtained with the 
Kalman filter. Almost everywhere is to be understood as "for almost every 
realization of the noise sequence and for almost every concentration vector". 
This point of view has been developed by placing a general description given 
by Jan Sternby [21] in an analytical context. The results in this paragraph 
are based upon the analysis of Sternby [21]. A comparable analysis has been 
given by Ljung [17]. under the assumption, however, that χ is deterministic. 
Consistency of estimates is a subject of growing importance, as evidenced by 
the rapidly growing number of papers in this area, see e.g. [k-G, 8-10, I3-
21]. It goes without saying that this list is by no means exhaustive. 
It is convenient for the development in the sequel of this paragraph to 
redefine a mul ti component analysis in the following way: 
DEFINITION 2: The mul ti component analysis system is represented by 
z(j) = HT(j) χ + v(j·) (10 
With respect to the measurement noise v(j) assumotion 1 holds. p. 
Formally χ is the solution of the trivial difference equation 
x(j + l) = x(j) (5) 
In view of the fact that χ has a particular physical meaning - the concen­
tration vector - it is quite natural to assume that χ has finite second 
moments. We know from chapter 3 that the Kalman filter estimate, minimizing the 
quadratic loss function in the estimation error, is the conditional mean: 
x(j) = E{x/f.} (6) 
where F. is the sigma algebra generated by the observations up to and in­
cluding z(j)· We have the following results: 
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LEMMA 1: {x(j), F.; j € 1} ¡sa martingale that converges almost everywhere. 
Proof: See Chung [7]. • 
From chapter 3 we have the very well known result: 
THEOREM 2 (Kalman, see chapter 3): Suppose χ ¡s Gaussian with a priori mean 
χ and with a priori variance matrix Ρ . {v(j)} is a sequence of independ-
o
 r
 о 
ent, equally distributed normal random variables with mean (2) and variance 
(3). The vector χ and v(j) are independent for all j. Then the conditional 
distribution of χ given F. is normal with mean x(j) and covariance P(j), 
g i ven by 
x(J) = x(j-1) + K(j)(z(j) - HT(j)x(j-l)) (7) 
K(j) = P(j-l)H(j)(HT(j)P(j-l)H(j·) + R)" 1 (8) 
= P(j)H(j)R"1 (9) 
P(j) = (I - K(j)HT(j))P(j-l) (10) 
x(0) = χ ; P(0) = Ρ i n i t i a l c o n d i t i o n s (11) 
о о 
Moreover 
P ( j ) Δ E{(x - x ( j ) ) ( x - х ( ] ) ) Т / ^ } (12) 
= E{(x - x ( j ) ) ( x - x ( j ) ) T } (13) 
• 
Denote the limit in Lemma 1 by χ . Then 
' CO 
THEOREM 3: Assumptions of Theorem 2. 
If P(j) •*• 0 as j -> с» =» 
xœ - x a.e. (almost everywhere) (14) 
Г;(і) ->- χ in L2 (15) 
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Proof: It ¡s sufficient to give the proof for the scalar case, since P(j) 
•+ 0 means that all diagonal elements go to zero. 
0 < P..(j·) = EHx, - /¡(j))2} (16) 
and so 
(x. - x.(j·)) •*• 0 in L2 
which establishes (15). From Lemma 1 we know that 
x. - ».(J) 
converges almost everywhere. But then the limit must be zero, because it 
i s in L . Thus 
(x¡ - x¡(j))+ 0 a.e. (17) 
α 
Furhtermore we have the following corollary: 
CORALLARY 1: The estimate given by (7 - 10) is still consistent a.e. when 
arbitrary initial conditions x(0) and P(0) > 0 used, provided P(j) -»• 0 as 
j -*• OT. 
Proof: Denote the quantities in (7-10), except of course for z(j), with a 
superscript 0 when the initial conditions (11) are used. 
Then after some straightforward algebraic manipulabions we have: 
x(j) = Ä0(j) + P(j)p"1(0) {(x(0) - Ϊ ) + ΔΡ(0)Ρ "1 Í (x0(i) - x0(i-l))} 
0
 1-1 
(18) 
where 
ΔΡ(0) = P(0) - P
o
 (19) 
D 
A continuous-time version of (18) has been derived by Ljung and Kai lath [12]. 
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If Ρ is the probability measure on the sample space Ω, then we have the 
following non-consistency result: 
THEOREM k: Assumptions of Theorem 2. If 
P(j) -*· P» as j -»• » (20) 
where 
P^ ¡i 0 (21) 
Then 
P(x œ = χ) = 0 (22) 
Proof: see Sternby [21]. _ 
So theorem k states that the probability that the estimate will take a 
particular value, especially the true value χ is zero if P(j) fails to 
converge to zero. We know from (7-10) that P(j) contains information about 
our mul ti component analysis, in particular H(j). 
Invoking the definition of complete observability, given in chapter 3i we 
have: 
LEMMA 2: If the multi component analysis of definition 2 is uniform with 
respect to complete observability, then P(j) -»• 0. PI 
So in case the measurement noise is white and if the Kalman filter (7-10) 
is used to process the measurements and if the gaussian assumption holds 
then for a mul ti component analysis to give consistent estimates we demand 
that 
j +t τ 
M(j + t,j) = Σ H Í O H ' O ) (23) 
i=j 
sat i sf¡es 
M(j-+t,j) > Β Ι (2Ό 
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for some t > 0 and some β > 0 and for all j. 
To account for differences in the size of the measurement noise variance R 
among different mul ti component analysis, (23) may be replaced by 
j + t .ι τ 
M
s
(j4t,j) = Σ H(i)R Ή ' Ο ) (25) 
'=j 
Equation (25) appears in the definition of stochastic observability, see 
e.g. Jazwinski [ 12]. 
Note that H(j) characterizes our mul ti component analysis. In 
practice we always have finite datasets. So M (j,l), which should qo to 
infinity for P(j) to go to zero, is always bounded. Hence we should be 
content if M (j,1) is as large as possible. This motivates us to define 
the quality of observability for mul ti component analysis: 
DEFINITION 3: Assume the mul ti component analysis of def i ni ti on 2 is uni form wi th 
respect to complete observabi 1 ity. The availabledataset isfinite. The quality 
of observability is defined by 
q(j) = ||M
s
(j,1)|| (26) 
where M (j,l) is given by (25) and ||.|| denotes the spectral norm. 
Givenaparticularj, thequalityof observabi 1 i ty of mul ti component ana lys i s 1 is 
higher than the qual i ty of observabi 1 i ty of mul t (component ana lys is 2 i f ql ( j) >q2 (j). 
α 
If there is any choice possible, we should always pick out that multi-
component analysis having the highest quality of observability. On the 
other hand, suppose we have chosen a particular mul ti component analysis. 
If the measurements {z(j)} const i tute a spectrum, e.g. a UV-VIS spectrum,then 
it is well known that not every part of the spectrum "contains the same 
amount of information". In this situation we may investigate M (j,1) by 
calculating its eigen values. Note that this can be done before the actual 
measurement experiment has started. An example is given in figure 7-1. 
where the eigen values of M (j,l) have been calculated for the example 
described in chapter k as example 2, i.e. the UV-VIS spectrum of aniline 
(concentration xl, molar absorptivity H.ij)), nitrobenzene (х-, Н - Ш ) , 
azobenzene (x-, H,(j)) and azoxybenzene (x., H, (j)). We can pick out the 
parts of the spectrum, "containing sufficient information" in the following 
way: Process in the ultimate experiment only z(jO), z(jl), z(jl), z(j3), 
..., where JO < jl < j2 < j3 < ... are such that the eigen values of 
1.91 
^(j , j ) (ι = 1, 2, ...) are a)) at least equal to a certain threshold 
and j is such that ^(j , 1) is non-singular. Figure 7-2 gives an example 
of such an approach. 59 instead of 70 measurements have been processed. 
Of course the threshold is arbitrary and has to be chosen with great care, 
as is evidenced by figure 7-3. 
2Іч ¿о гко ¿o ¡to io ¿о rio эію ilo ¿о ¿о эіл ¿ 
^дилг 7-2 E-tgen аіиел о<> M (j, l) ¡^о-г UV-VIS іресЛліт о^ cuvtline., yujfio-
bznzznt, azobe.nze.ni and azoxtjbe.nze.ne. 
70 60 
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7.3 A müLti -input ilngtz output model, {on. mu.ZtÁ.c,ompone.nt αηαΖιβίλ 
The white noise assumption on the measurement noise may be somewhat 
restrictive. It is of course possible to treat coloured measurement noise 
in the classical state space way of Bryson and Johanson [1] and Bryson 
and Henrikson [2], which can be extended to the situation where the dimension 
of the state of the shaping filter - see chapter 6 - is larqer than the 
dimension of the measreuement vector - see Poulisse, Raaymakers and Kateman*. 
We shall here take a completely different approach and in fact use this 
occasion to introduce an alternative model for multicomponent analysis. 
Consider again the measurement equation: 
z(j) = H T(j) χ + v(j) (27) 
Obviously, this can be rewritten in the following way: 
z(j) = x T H(J) + v(J) (28) 
*To be submitted for publication. 
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We can draw the following block diagram of (28): 
¿-ujute 7-5 HiiùU.-AjnpuX ò-tnqtz output maddL o^ muLtLComponent ancdLtßAj, 
We can see in figure 1-k that the concentration vector χ is now the para­
meter characterizing the system, and the molar absorpti vities now play the 
role of input signals. The noise v(j) in figure l-h may be white noise. On 
the other hand, v(j) may be the result of passing some white noise sequence 
through a noise filter, and in this case v(j) is coloured noise. This is 
depicted in figure 7-5- The noise filter is characterized by the polynomials 
B(z ) and A(z ) , where 
e(j) = e(J-1] (29) 
Apparently we have the following representation for the mul ti component 
analys i s: 
-1, 
z(j) =*TH(j·)
 +
 !i*i. e(j) 
A(z"') 
Aiz'Vj) = A(z"1)HT(j) χ + Bfe-'MJ) 
A(z ) = 1 + a, ζ + a. ζ + ... + a ζ 
ι ζ η 
Biz"') = 1 + b. ζ"1 + b, ζ"2 + ... + b z'm I 2 m 
(30) 
(31) 
(32) 
(33) 
W\ 
{¡¿диле. 7-6 Huíti- ímput i^ngtz. output modzt ¿¡osi mu£tic.ompone.nt anaJLijiLb 
¿η tht рлебеисе of, cotouAzd поАлг 
Hence we have 
zij) + a1 a(j-1) + ... a n z(j-l) = HT(j) χ + a1 HT(j-l) χ + ... + 
a
n
 HT(j-n) χ + 1 e(j) + b1 e(j-l) + ... + b m e(j-m) (34) 
Apart from the fact that an alternative model for a mul t i component analysis may 
¡ ne rea s e our insight, the model {3k) for a mul ti component analysis has been chosen 
i nstead of the state model because this representation i s more convenient for the 
subsequent analysi s i η thi s chapter. The representation (31, 34) of a multi-
component analysis will henceforth be used in the i nvest irjat ion of consistent 
concentration estimates x. (i = 1, 2 n) using a least squares estimât ion 
algorithm. This problem is treated in the next paragraph. 
7.4 ComiAtzYicy o¡$ conczn&iatLon utvmteA иліпд ігсиллі г Izabt ьоиалол 
aLgonlthm ¿η the. ркыгпег о i coZowizd obizAvation поіле. 
In this paragraph we shall give a recursive least squares estimation algorithm, 
which is proved to give consistent estimates. The algorithm is related to 
least squares algorithms, published by Chen in [4, 5]. Very recently Chen [6] 
gives the algorithm, which is treated in this paragraph. In [6] Chen does not 
give a consistency proof, for the parameter estimates. The consistency proof, 
which is given here follows the method of proof given in [4, 5]. Furthermore, 
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the author has received a repor t from H.F. Chen, w r i t t e n in Chinese which 
t r e a t s the consis tency o f the a lgo r i t hm given here. The formulas in t h i s 
repor t of H.F. Chen provided enough in fo rmat ion to get a g lobal idea of the 
cons is tency p roo f . To the au thors ' knowledge, the consis tency proof given in 
t h i s paragraph, has not appeared in the western l i t e r a t u r e . 
The method of proof is in i t s e l f i n t e r e s t i n g and is furhtermore a general 
approach to problems l i k e t h i s . We have seen tha t in paragraph 7-2 mar t inga les 
a re, among other t h i ngs, important, because they are almost the on ly s tochas t i c p ro -
cesses, f o r which convergence resu l t s are known [ 3 . 7 ] · In t h i s coloured noise 
case, mar t inga les play again a c r u c i a l r o l e . But t h i s t ime, we sha l l have to 
do a l o t of work to a c t u a l l y cons t ruc t the m a r t i n g a l e , or as we sha l l see 
s h o r t l y , more p r e c i s e l y the supermart ingale [ 3 , 7]· 
With re ference to (31 ) , de f ine 
g í J j A B Í z ' V u M j ) (35) 
where 
e ( j ) = F(J)w(J) (36) 
Let F. denote the sigma algebra generated by { w ( i ) , - m < j < j } . 
ASSUMPTION 2: 
EiwO)/?.^} = 0 (37) 
Eíwíj)2/^.,} = 1 (38) 
D 
AS SUMPTION 3: The scalar F(j) is F._1 measurable [3, 7] and 
E{F(j)2} < a, vj (39) 
where the notation "< <*>" means is finite. 
If n1 = MAXfn.m) (kO) 
then define [k, 5, 6] 
D 
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b. - a. ¡ < mi n(m,n) 
d.=^ b. m¡n(m,n) < i < m (41) 
-a. mi n(m(n) < ¡ < η 
where ¡ = 1, 2, .... MAX (m,η). Define the parameter vector О: 
0 T = (d,, .... d
n >
 χ, χ
η >
 а^, ...
 3 ι χ η > ..., а ^ , ... a nx n, 
b, ... b
m
) m 
and define the vector 
<¡>T(j) = (z(j), ..., z(j-n), h^j) hn(j), ..., h^j-n) 
hn(j-n), - фТ(]-1) 0(j) - фТ(і-т) 0(j-m+1)) 
The est imates 0 ( j ) , which appear in ('»З) are o b t a i n e d w i t h the f o l l o w i n g 
a l g o r i t h m [ 6 ] : 
Ô(j + 1) = Ô( j ) + a ( J ) P ( j ) « p ( j ) ( z ( j + 1 ) - w T ( j ) Ô ( j ) ) (l»l») 
P ( j ) = P ( j - l ) - a ( j - 1 ) P ( j - l ) ( o ( j - 1 ) w T ( j - 1 ) P ( j - l ) (ii5) 
a ( j ) = [1 + Φ Τ ( ] ) Ρ ( ϋ · ) φ ( ϋ ) ] " 1 (W) 
Initial condi tions: 
P(0) = s . I ; 0(0) (47) 
s > 0 
From (45) the well-known non-recursive expression for P(j) can be derived: 
J"1 Τ -1 
P(j) = [ Σ c o O M O ' + l/s . I] (48) 
i=0 
Instead of assuming that the noise gain F(j) is known, we shall, following 
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e.g. Lai et al. [13] assume that the noise gain is bounded in the following 
way: 
F(j) 2 < K0 r(j)e Vj (49) 
where К- is some positive constand and 0 <ε< 1. The quantity r(j) in (kS) is 
the trace of Ρ (j), i.e. 
-1 J ' " 1 
r ( j ) = t r { P \})} = 1 + Σ ||cp( i )|| 2 (50) 
i=0 
where 
І Ы І ) | | 2 = Ф ( І ) Т Ш ( І ) 
From (Ίί», k6) it follows that 
zO) - ΘΤ(])φα-ΐ) = a(j-l)(z(j) - 0T(j-lko(j-1)) (51) 
Define the estimation error in the parameter vector Θ: 
0(J) = θ - i(J) 
The following expression can be derived for the estimation error 
B U ^ M z t j ) - ФТ(І-1) (І) - F(j)w(j)) -0T(j)a>(j-1) (52) 
Define 
n(j) = B'1(
z
'
1)0T(J)w(j-l) (53) 
From (52, 53) 
z(j) = n(j) + F(j)w(j) + 0T(j)(p(j-1) (54) 
From (53) i t fol lows 
n(j+1) = -b^Cj) - ... - b
m
n(j-m+1) + 0Т(]+1)ф(]) (55) 
19B 
Défi ne 
τ'ϋ) = n(J) 
Then 
τ'υ + Ι) = -Ь. T1(j) + T2(j) + 0T(j + 1)4)(j) 
r
2(j
+
1) = -b2 τ'Ο) + T
3(j) 
Tm_1(j41) - - Ь ^ , T1(j) + ^ 0 ) 
^(j+l) = -Ь
т
т\і) 
So (55) can be rewritten in the following way 
T(j + 1) = LT(j) + G 0'(j + 1)«p(j) (56) 
where 
1 T T 
τ (j + 1) = (τ1 (J+1) ...Tm (j+i)) 
- Ы 1 0 .. 
-Ь2 0 1 0 . 
Л-1 0 ·· 
-b 0 
m 
.. 0 
. . . 0 
. 0 i 
0 
G1 = ( 1 0 . . . О ) (58) 
Apparent ly we have 
n ( j + 1 ) = G T T( j + 1) (59) 
From the above, we a r r i v e a t the f o l l o w i n g express ion f o r η ( j + 1 ) : 
n(J+1) = G T T( j + l ) = G T L j + 1 n ( 0 ) + y ( j ) + Ö T ( j + 1)co(j) (60) 
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where 
τ J " 1 · · 
« ( j ) = G1 Σ F-1"1 О С П І + О Ф О ) (61) 
J
 ¡-0 
I t w i l l be assumed tha t the zero 's of B(p) are a l l l y i nq ou ts ide the closed 
u n i t d isk in the complex p lane. Since the eigen values of L are 1 /p . , where 
p. is a zero of B i p ) , i t f o l l ows tha t there is a p o s i t i v e constant К , such 
t h a t 
| | LJ'| | < K, p j Vj 0 < ρ < 1 (62) 
Define the q u a n t i t y a ( j ) : 
a ( j ) = P ( j ) Σ < p ( l - 1 ) f ( j ) (63) 
1-1 ^ 
We have the following result 
THEOREM 5: 
Whether m = 0 or m > 0, in any case (B (z ) - 1/2) is strictly positive 
real [14, 15] - and B(p) has all zeros outside the closed unit desk. Further­
more there is some positive constant Κ., such that 
X JMAX A JMIN S 4 Vj (61») 
where λ-*, and λ-^ | Ν are respectively the maximal and minimal eigen value 
of P(j). Then if 
r(j) -> °° as j -»• <» (65) 
we have 
a(j) -* 0 a.e. as j -> <*> (66) 
and 
||0(j) +ct(j)|| = 0 <r{})~i+&) Vj a.e. with ε/2 < δ < ¿ (67) 
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and e ¡s the constant appearing in (А9). 
PROOF: From Си) and (51) 
e(j+i) - e(j) - Р О ) Ф О ) ( П О + І ) + F(J + I ) W ( J + I ) ) (68) 
Define 
V(j+1) = 0T(j+1)P"1(j+1)0(j+1) (69) 
It can be shown that 
V(j + 1) = V(j) - 2(n(j + 1) + F(j + l)w(j41))0T(j+l)(o(j) 
- Φθ) ΤΡθ)ιοΟ) (n(j+1) + F(j+1)w(j
+
1))2 + (0T(j-+1)ip(J))2 (70) 
Hence 
V(j+1) < V(j) - 2(coT(j)0(j+1)(n(j+1) - i0T(j+1)(o(j·)) 
- 2w(j41)F(j)0T(j+l)(o(j) (71) 
Since H(j) are e.g. molar absorpti vi ties Η (j)H(j) will always be finite. 
Hence it follows from (31, 35, Ί9) that 
E{z(j)2} < » Vj (72) 
From (i»8): 
||a(J)P(J)<p(Ji|| < /s • [<» ТФРФ«РЦП* < /
s
 (уз) 
ι + Φ (j)p(jMj) 
and from (bk) 
ii-<j>p<jMj>«pT<j>ii < ^ітімппыт 
- ι + x J M | N | M j ) | | 2 
, K 2 X J M | N | N J ) " 2 
1 + * J M | N | M J ) J N | | - n i ; M l 2 = 2 
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< К, (7Μ 
Since Θ(0) is an initial estimate, we have E|¡On|| < OT. 
Then it follows from (kk) and tfl-Jk): 
E||ê(j)||2<- vj (75) 
Since r(j) > 1, | Ko(j-I) ||2/r(j) < 1. Then it follows from (5Ό and (72-75): 
E{(z(j) - ΘT(j)φ(j-1))2/г(j)} < », E{(n(j))2/r(j)} < », 
(76) 
E{(0T(j)tp(j-1))2/r(j)} < » 
From the above it follows, keeping in mind that r(j+l) is F. measurable, 
that 
EÍVÍj + D/F } < VtJb-ji-^í coT(j)5(j+l)(n(j+l) - ieT(J + 1)<o(j))/P.} 
-
 r ( ? + l ) Ε{
Μ
0+1)Γθ+1)0Τυ+1)ω(.])/ί\} (77) 
where 
V(j41) = 0T(j+1)P"1(j+l)Ö(j+1)/r(j+1) (78) 
By noting that ip(j), 0(j), P(j) and (r(j + l) - F(j + 1)w(j + 1)) are all F. 
measurable, it can be shown that 
Eivtj+u/Pj} < v(j) -
 r ( j
2
+l) Ε{ψτΟ)Θυ+ι)(ηυ+ι)-ΐ0Τυ+ι)ψΟ))/ί\} 
+ 2 F 2 ( J + 1 ) . wT(J)P(J)^(J) (79) 
r(j+1) 1-K0T(j)P(j)w(j) 
Invoking (53)ι the fact that (B (z ) - i) is strictly positive real, means 
that they are positive constants K, and K. such that 
S(j) = Τ. {φΤ(ί-ΐ)θ(ΐ)[Β"1(ζ"1) - (1 + K3)/2]0T(i)w(i-l)} + K^ > 0 
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i(J) - Ζ ф Т(і-1) (і)п(і) - i l ^ l l Σ (ΘΤ(ΐ)ω(ΐ-1))2 f К^ > Ο Vj 
i=1 i=1 
(80) 
Define 
M(j) = V(j) + 2S(j)/r(j) + E{ Σ F(¡
 + l)2/r(¡ + l) ίθ(Ϊ^ Ρ ( ΐ ) ω ( 1 ) / f } 
i=0 Ι-κο' (!)Ρ(!)(θ(!) J 
J ; 1 2 Р ( . + 1 ) 2 Ф Т ( І ) Р ( І ) Ф ( І ) , K j. ( Т ( І ) Ф ( І - І ) ) 2 ( 8 1 ) 
ι-o r ( ¡ + 1 ) ' І ( І)Р(І)Ф(І) 3 ι-ο ^ 7 1 
From (^ а, 50, 6ít): 
т г г г
1
^ ^ ^ ·
 I (82) 
Then from (1*9) : 
Г F(H-1)V(l)P(i)«)(0 ^
 к
 " llw(i)|l2 F2(i
+
1) 
¡=0 r(¡+1)(lVU)P(¡K0(¡) = K 2 - S .l0 rd+orojo^-ld,!!^,,!^) 
< κ
η
κ, s τ Ι1 φ ( ί )ΙΙ 2 (83) 
0 2
 ¡=0 (r(¡+l))2-e 
From [10]: 
(ΐ-ε)||φ(ΐ)||ζ r(ï +1)" e < rd+l)'" 6 - г(і] 
Define 
K0 K2 
Then 
Ι Р(иі)^(і)тР(і)ф(і)
 <
 ; гП+О^-гО) 1- 6
 < (85) 
і=0 г(і
+
і)(і
+
<р
|(
і
)р(і)ф(
і
)) 5 і=0 r(i+1) Z" 2 e - ' 
Hence M ( j ) > 0 and M ( j ) is F. measurable. Furthermore E{M(j)}<<*> f o r a l l j . 
From (79) i t f o l l o w s t h a t E{M(j+1 ) / f \ } < M ( j ) . Hence { M ( j ) , F.} is a super 
m a r t i n g a l e [ 3 . 7 ] · From the super m a r t i n g a l e convergence theorem, i t f o l l o w s 
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that 
M(j) ->- M < «> а.е. 
J '• 
Note that the boundedness of M(j) implies the boundedness of \/(j) an 
is in turn sufficient to imply the boundedness of ||0(j)|], i.e. 
|0(j)|| < » Vj a.e. 
The fact that M(j) < "> implies 
z t5T(iMi-i))2
 <x a.e. 
i=o ^ 
From (k3, 63, 63. 82) and the Cauchy-Schwarz inequality [3], we have 
K,- j i-2 . . . _ T 
I M J ) | | <TTTT Σ I k t i - D I I Σ ρ'"·1"1 ( 0 T ( j + 1)<o(j·)) 
=
 r v J ; ¡=l j = i 
< ΚΛ-L·- Σ ' i p Í " j " 1 ( 4 > T ( j ) 0 T ( j + l ) ) 2 Ύ. ρ ' "- 1 " ' 1 ] 4 
^
 г
^> i=o j=0 j=0 
< КЛ-Ду Σ (0Т(І + 1)Ф(І))2) 
3 г
^
;
 ¡=о 
ι 
From (88) and the Kronecker lemma [3, 7], it follows that 
1 Í /ñT/..,ι _/.лч2 
Σ (Θ1 (і + і)ф(і)) •* 0 a.e. 
•^ΠΓι-ο 
From (89) and (90) equation (66) follows. 
From Сй, 45, '•S) 
J . 1 
0(0 - P(j) l «p(i-1)r(ï) + P(J)P (0)0(0) 
i=l 
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From (60), (61), (63) and (91): 
ê(j) = a(j) + P(j) { Σ ιρίί-ΐΧφ'ΐΙ-υθΙΐ) + «'(¡-1)0(0 + níOJd'j'G 
¡ = 1 
+ w(l)F(¡)) + PW'^QiO)} (92) 
choose δ, where ε/2 < 6 < ^ . 
We have 
г(])*"6(0(]) +o(J)) = г(])*"6Р(])Р'0)"1 Θ(0) + 
rtj)*"6«! - P(J) Σ
 V(i-1)«
T(l-1))0-r(j)i'fiP(j) Σ «(¡-ОпС])^' G 
¡=1 !=1 
- гО)*" 6?^) í p(¡-1)w(!)F(i) (93) 
¡=1 
From (88) 
г и ) 4 " 6 ? ^ ) ? " 1 ^ ) ^ ! ) •* 0 (94) 
Again from (88) 
гШ*~
6||(1 - p(j) ς
 (О(І-І).О
Т(І-І)) || < 1 || || Г ( ] ) ^ 6 | | Р О ) | | - о 
!=1 s 
j -»- оо 
(95) 
From (Ag) and (82) 
.Τ 
φ(ϊ-1)η(0)( 
¡=1 
Γ(])*"δ||Ρ(]) Σ Ф ! П Р' G|| < 
к 6 [ — \ ^ б Σ Ι Μ 1 - 1 ) 112 Σ р 2 , ] * - о Об) 
r(j) !=1 ¡=1 
j -•- OD 
where К,· ¡s some positive constant. We may note that 
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{ Σ C p ( i - l ) w ^ F ( i ) , F} (97) 
¡=0 г( ¡ )* J 
¡s a martingale. Furthermore 
|M¡ -1 )w n F,J | 2 . 
: { П ЬП^_} < к E { w ( i ) 2 } < ш ( 9 8 ) 
z(\)i+& т 0 
Then we can apply the martingale convergence theorem [3, 7] to the martingale 
(97)· Hence (97) converges almost everywhere. 
From the Kronecker lemma [3, 7] i t follows that 
-р-г І+& Σ w(i-1)F(i)w(i) •+ 0 a.e. (99) 
Г Ш
 i=0 
j -+• CO 
From (88), (93-93) equation (67) follows. 
Equation (65) is essential for the convergence proof obivously we have 
|H(i) | | 2 •+ » ·+ r(j) ->• « (100) 
J 
Σ Ι|μί;ΜΙ 2 
i=0 
j 
Compare this with the conditions for consistency in paragraph 7.2'. So 
although the role of the calibration vector - e.g. H(j) is the molar absorp­
tivity - is quite different in 7.2 and in this oaragraph, for consistency 
the same requirements are met. So the analytical parameters H. (j) plav a 
crucial role in consistency considerations in multicomoonent analysis. 
REMARK: In this particular case H(j) represents the molar absorptivity. 
Considering H(j) in a more general context as an input, we note that the 
proof given here still holds if H(j) is F. measurable. This means that H(j) 
can be a feedback control input. 
EXAMPLE: Figure 7" 't shows the measurements of a simulated 2-component spectrum with 
correlated noise. The measurements have been simulatedwith the fol lowing expression: 
z(i) = -0.9 z(i-l) - 0.95 z(i-2) + XjhjO) + x 2h 2(i) + 
+ 1.35 h^i-1) + 2.7 h2(i-1) + 1.lt25 11,0-2) + 2.85 h2(i-2) 
+ w(i) + 1.5 w(i-l) + 0.75 w(i-2) (101) 
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t 
Z(j) 
{¡¿дилг. 7-7 SJjnulcut&d l-compon&nt ip&ct/ium uicth. covieljxtíd no.¿í,z 
Th e molar absorpt!vi ties h-(i) and h.(i) are qiven by 
h^i) = exp{-(i-31)2/72} + 0.1» ex,){-(i-10)2/200} 
h2(i) = exp{-(i-l6)2/10Q} + exp{- (i-h0)2 /200} 
The concentrations of the components are 
x1 = 1.5 
x2 = 3.0 
(102) 
(103) 
doit) 
(105) 
Note that the noise gain F(i) = 1 for all i in this example. The alqorithm 
{kk) - (46) has been used to process the measurements shown in figure J-k 
to estimate all coefficients in equation (101). The following initial 
conditions have been chosen: 
0(0) = 0 
P(0) = 10 . I (106) 
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In the first instance the example does not look suspicious. However, when 
looking at the estimated concentrations x. and x- in figure 7-5, there will 
be some doubt about this. From (101) it follows that in this example we 
have: 
Biz"1) = 0.75 z"2 + 1.5 z"1 + 1 (107) 
t 3 
50 
--Xo 
100 
— J -
h-Lgusie. 7-8 Eitimatiu, o/J tint unknown concenfi&ttoni x, and χ,. ?\Q) = I; 
0(0) = 0 ί Ζ 
This noise model has also been used by Ljung, Söderström and Gustavs son to 
construct counterexamples for the convergence of some well known estimation 
algorithms [16]. This is exactly the reason why we have chosen this noise 
model in this example: not all conditions stated in theorem 5 are met. In 
particular (B (z )-i), where Btz"1) is given in (107) is not strictly 
positive real. Ljung [19] has shown that for ((T^z-1) - +) ю 
be strictly positive real, the coefficients b and b, must liewithin the 
square with angular points (1,0), (1,1), (-1,-1), (0,-1) in the Ь b 2 
parameter space. So in this example the strict positive realness of в" 1^" 1) 
-i is violated. We have observed, just as reported in [16] that the estimates 
of the parameters for the noise model do not converge at all. So this example 
shows that great care must be taken and that all conditions of the theorem 
must be investigated. 
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7.5 knahjtLcaJi соттгпіалу 
We have seen that for the consistency conditions are imposed on the 
analytical parameters H.(j) - equation (100). In practice we only have finite 
datasets. So again we have the question: how large must 
ς І1н(і)|| 2 
i=0 
be to be called "infinitely large" in a practical application. And, in view 
of numerical considerations, how fast must this series grow. At this moment 
little is known about this connection between analytical methods - H(j) 
largely determines the analytical method which is chosen - and the desire 
to obtain consistent estimates, i.e. estimates converging to the true value 
in one experiment. Perhaps this connection should be further explored in 
the future, using the results of this chapter as a starting point. 
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S.l IntAoducJxon 
In previous chapters, we have many times met the measurement equation 
z(j) = Η , Ο ί χ , Ο ) + ... + H
n
(j)x
n
(j) + v(j) 
We have assumed up until now that the coefficients H.(j) in the measurement 
equation are known for each i and for each j. 
The estimation of these coefficients H.(j) is called calibration in 
analytical chemistry. 
The coefficients H.(j) are estimated for each ¡ separately, i.e. for the 
estimation of H.(j) the measurement equation 
z(j) = Н;0)х. + v(j) 
is considered. In this equation x. is the known concentration of the pure 
chemical component i. Generally different samples with different concen­
trations of the pure component i are used. H.(j) is estimated in this way -
say using least squares estimation - for each j, where j is e.g. the wave­
length at which z(j) is observed in a UV-VIS spectrum. The fact that pure 
chemical components are necessary is a disadvantage, because pure components 
are often difficult to obtain and most of all usually expensive. 
Having estimated the coefficients H.(j), the measurement method can then in 
turn be used to estimate unknown concentrations - see previous chapters. This 
may be another disadvantage, because the coefficients H.(j) may be different 
in the calibration phase and in the estimation phase. 
In this chapter the calibration and estimation phase of a very simple problem 
is formulated in classical analytical terms. The problem is subsequently 
reformulated in system theoretical terms. This offers the opportunity to 
perform the calibration and estimation phase simultaneously. In fact the 
simultaneous calibration and estimation problem is formulated as a simulta­
neous state and parameter problem. This is solved as a non-linear filtering 
problem. An approximate non-linear filter, the extended Kalman filter is 
used as estimator. 
As a result not only the number of pure chemical samples reduces substantially 
but also because the calibration and the estimation phase are no longer 
separated there are no difficulties with differences of the parameters H. in 
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both the phases. The approach ¡s illustrated with an example. 
8.2 VKoblm itcutmwt 
As explained in the introduction in classical analytical calibration a number 
of pure chemical samples are necessary for the estimation of each parameter 
in the measurement equation. The question is whether this can be reduced. We 
have also argued that the calibration and estimation phase are separated in 
the classical analytical approach. 
However, many times the parameters in the measurement equation will not be 
the same during the calibration phase and during the estimation phase, due to 
different experimental circumstances in these phases. Is there any possibility 
to alleviate or remove this objection. 
Hence in this chapter we shall consider the following 
PROBLEM: formulate the calibration problem in system theoretical terms and 
try to combine the calibration and estimation phase, thereby reducing the 
number of pure chemical components. r-i 
i.l CULMJ-CAZ. appfioach to cjoJUbKation. and utimcution o^ a iinqZz component 
First of all we shall very briefly treat the classical analytical approach 
to calibration and estimation. Even before that, we make the following 
assumptions: 
ASSUMPTION 1: It is known that there is a linear relationship between the 
signal and the concentration. 
D 
ASSUMPTION 2: The parameter in this linear relation remains constant during 
the experiment. 
Hence formally 
y(j) = H(j)x(j) (D 
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H(j + 1) = H(j) for all j (2) 
where H(j) ¡s the calibration coefficient, x(j) the concentration of the 
component in the chemical sample and y(j) the signal. 
The classical approach to calibration and estimation is summarized in 
figure 8.1. It follows clearly from figure 8.1 that the calibration phase 
is separated from the estimation phase. 
ASSUMPTION 3: The observation z(j) of the signal y(j) is disturbed by 
addi ti ve noise: 
z(j) = y(j) + v(j) (3) 
D 
where v(j) is the measurement noise. 
ASSUMPTION k: The measurement noise is zero mean and white with constant 
variance: 
E{v(j)}=0 for all j 
E{v(j)v(k)} = R бО.к) (Ό 
α 
S.4 fomuLoLtion o{, ibnuitamoai aiLibicut-ion and UtimcUÁon 
It follows from paragraph 8.3 that in the classical approach there is no 
relation between the concentrations x(i) (i = 1, 2, ...7-) in the calibration 
phase, or perhaps we should say no relation is used between the concentrations 
of the samples in the calibration phase. This is exactly the important 
difference between the classical approach and the approach described in 
this report. Typically in this new approach, which we are about to describe 
ONE sample is taken - compare this with the I samples in the classical 
approach in the calibration phase plus the sample in the estimation phase, 
hence (Z-+1) samples in all. The concentration of the sample x, which is 
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x(1) 
Ш 
calibration 
v(1) 
estimation' 
Η Ι—Φ 
ζ 
omtìw— 
^диле. S-1 ClaM-tcal appioack to calLbfiatton and utunatton о^ лшдіе. 
componznt хіч.) (A. = I, ... ¿) known сопсгпХмХллпь. H HAtmatz 
OÍ И. x. txtwate. o^ x. compixt computattoni uuJh thz aid o^ 
i orne. aÍQOfuMm. 
unknown, is changed by diluting the sample with a known dilution factor a. 
Note that this is technically always possible. Assume for simplicity that we 
shall use the same dilution factor during the whole experiment. We have 
tacitly made another assumption, which is of crucial importance for this new 
approach. 
ASSUMPTION 5: The concentration of the unknown component in the original, 
undiluted sample is such, that when a measurement is performed with the 
chosen analytical method, the signal y(j) is on or near the boundary of the 
- linear - range of the chosen analytical method. ρ 
A judicious choice of the state of the original sample by an experienced 
analytical researcher, is expected to be able to take care of assumption 5· 
We shall first reformulate a state model for the calibration problem, 
investigated here, a number of times to arrive at a definition of the state 
model for the calibration problem. 
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FORMULATION 1: The state model for the calibration problem, when the concen­
tration is changed by diluting the sample and invoking assumptions 1-5 is 
described by 
χ,Ο + Ι) = a(j)x1(j) + w*(j) (5) 
z(J) = Ηχ,Ο) + v(J) (6) 
where x.ij) is the concentration; the notation x.(j) will become clear in 
the sequal. The noise term w (j), which may be fictious noise to account for 
modeling error, has the following statistical properties: 
E{w*(j)} = 0 for all j (7) 
E{w*(j)w*(k)} = 0.* 6(j,k) (8) 
D 
The dilution factor a(j) is determined experimentally for each j, i.e. for 
each j the concentration of the sample is changed experimentally - by adding 
solvent - and this experimental action is summarised in the parameter a(j). 
But it will be inevitable that experimental errors will be commited in 
diluting the sample. Hence 
DEFINITION 1: The dilution factor a(j) is given by 
a(j) = à + i(j) (g) 
where 
a = E{a(j)} for al 1 j (10) 
and the stochastic process i(j) is white with constant variance A 
E{i(j)I(k)} = A 6(j,k) (Ц) 
D 
FORMULATION 2: The state model for the calibration problem, when the concen­
tration is changed by diluting the sample and the dilution factor is a 
random parameter, and invoking assumptions 1-5 is described by 
χ,Ο+Ι) =¡x 1(j·) +i(j)x 1(j) + w*(j) (12) 
z(j) = Η x ^ j ) + v(j·) (T3) 
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So the system (5. 6) with the random parameter a(j) is rewritten as a 
system with deterministic parameters, but with state dependent system noise. 
This construction has been given by de Koning [7], who has recent I y developed 
a theory for discrete systems with random parameters [3 " 7]. 
We shall make the following assumptions, whicharefrom an experimental point 
of view not restrictive. 
ASSUMPTION 6 [7]: {i(j)} is a sequence of independent stochastic variables 
and the initial state - the initial concentration - is independent of 
{a(j)}, {v(j)} and {w*(j)}. This implies that x(i) is independent of {I(j)}, 
M j ) } and {w*(j)}, i < j. 
ASSUMPTION 7 [7]: {i(j)}, M j ) } and {w (j)} are uncorrelated. 
• 
These assumptions imply that the state x(i) is uncorrelated with i(j), v(j) 
and w*(j), i < j [7]. 
Hence we have the following state model: 
DEFINITION 2: The state model for the calibration problem, when the concen-
tration is changed by diluting the sample and the dilution factor is a 
random parameter and invoking assumptions I-7 is described by 
x^jfl) = ¡ x^j) + WjO) (HO 
z(j) = Η χ,Ο) + v(j) (15) 
where 
w ^ J ) = w*(j) + x ^ j ì à U ) (16) 
From the above 
Е Ц О ) } = 0 for a l l j (17) 
Е Ц О ^ О ) } = Α Χ,Ο) + Q* = (1,0) (18) 
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where 
Χ,Ο) - Eíx^íJ)} (ig) 
Note that assumption 5 has been used in (18).
 π 
We might as well add here that systems with random parameters also appear in 
the mul ti component calibration problem, although in that case the random 
parameters appear in the measurement equation. - This problem will not be 
treated in this report and is projected on a forthcoming paper. 
We should almost forget that the analytical parameter Η in (13) is unknown. 
We now regard H as an additional state quantity: 
DEFINITION 3: The state model for the simultaneous calibration and estimation 
problem, when the concentration is changed by diluting the sample and the 
dilution factor is a random parameter and invoking assumptions 1-7. is des­
cribed by 
x(j+1) = F x(j) + w(j) (20) 
z(J) = h[x(j·)] + v(J) (21) 
where 
x
T(j) Δ ( χ , Ο ^ Ο ) ) = (χ,φΗ) (22) 
h[x(j·)] = χ , Ο ^ Ο ) (23) 
F
- ( ; : ) 
(2h) 
w
T(j) = (
М і
0)и 2(і)) (25) 
The system noise w - O ) is added to be able to cope with possibly slow 
changes in Η and to "cover" possible modeling errors. 
We have 
E{w(j)} = 0 (26) 
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E{w(j)wT(k)} = G(J) 6(j,k) = /O.Kj) 0\ 6(J,k) 
\ O W ' 
(27) 
Using the measurements {z(j)} , we can estimate the state x(j), and hence 
estimate simultaneously the concentration and the calibration parameter 
- see equation (20) - by processing the measurements {z(j)} with a non­
linear filter. Of course a non-linear filter, because our measurement 
equation (19) is non-linear in the state quantities. The block diagram of 
the simultaneous calibration and estimation is given in figure 8.2. 
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Among the many approaches, which are possible to simultaneously estimate the 
state and parameters, the so-called extended Kalman filter - see e.g. 
Jazwinski [2] - is the best known one. The extended Kalman filter is based 
on linearization of the state equations - in our particular case equation 
(19) only - for each j and on the use of linear estimation theory- the 
Kalman filter- applied to the linearized equations. However, the extended 
Kalman filter is known to have bad convergence properties. Recently Ljung 
[10] has investigated the convergence properties of the extended Kalman 
filter, when used as a simultaneous state and parameter estimator. 
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Before formulating the extended Kalman filter, we shall make the followinq 
assumption: 
ASSUMPTION 8: In (27) the variance (12 = 0.
 α 
PROPOSITION 1: Given the state model of definition 3 and invoking assumption 
8, the extended Kalman filter is given by the followinq equations 
SUJ+D = i V J ) + K ( J H Z ( J ) - *7(І)ЯЛ})) (28) 
x 2 ( j + 1 ) = x 2 ( j ) + L ( j ) ( z ( j ) - x 2 ( j ) x 1 ( j · ) ) (29) 
K(J) = { ¡ P 1 ( j )X 2 ( j ) + ¡ P 2 (J )R 1 ( j ) }s " 1 ( i ) (30) 
1 / 4 L( j ) = {P2(j)5<2(j) + P 3 ( j ) » 1 ( j ) } s " l ( j ) (31) 
Ρ,Ο+Ι) = ¿2 Ρ,Ο) - K 2 ( j ) 5 ( j ) + (1,0) (32) 
P2(j+1) = ('a - K ( j ) x 2 ( j ) ) P 2 ( j ) - K(j)x^])P3(j) (33) 
PjO+D = PjtJ) - L 2 ( j ) S ( j ) (ЗМ 
5 0 ) = Α ^ Ο Ι Ρ , Ο ) + R (35) 
initial conditions x ^ O ) , x 2(0), P, (0) , P,(0) 
Ρ,ίΟ) = 0 (36) 
Proof: see Ljunq equations (З.І1») - (3-20) in [10]. Π 
Note that, following Ljung [10] we have given the equations for the one-
step predictor, but it is custom to call the predictor also the filter. 
So e.g. R j O ) is shorthand here for x.O/j-l) and Р Л Л for Piij/j-l). 
It is of course also possible to give the equations and the subsequent analys 
analysis for the filtering equations, see Ursin [15]. 
The convergence analysis for the EkF is based upon Ljung's general 
convergence analysis for recursive stochastic algorithms [9]. We shall 
only very briefly indicate how we have performed the analysis. 
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OUTLINE OF LJUNG'S CONVERGENCE ANALYSIS 
In [9] 't is shown that the convergence of recursive, stochastic algorithms 
can be analyzed in terms of the stability properties of an associated 
differential equation. 
This differential equation is defined in terms of stochastic processes, 
which (26) - (З1·) would produce, when 
x - U ) = H = constant (37) 
while j ->•<». It can be shown [10] that P. and P. would tend to zero and 
that P.tj), S(j) and K(j) would tend to P] (H) , S(H) and К(Н) which are 
given by the solutions of 
ρ,ΟΟ = ¡^(н) + ñ - K2(H)S(H) (38) 
S(H) = H2?^») + R (39) 
K(H) = ¡ Ρ , Μ Η S "'(Η) (ί,0) 
In equation (38) Q is 
U - U m Q^j) = lim A X^j) (4D 
The existence of this limit depends on the existence of the limit 
lim X^j) = Xj (^ 2) 
j-KO 
This has to be investigated using deKoning's theory [7] of discrete systems 
with random parameters. In the situation investigated here we have the 
following result: 
LEMMA 1: ä < 1 =» X] exists; X > 0 (^ 3) 
Proof: see De Koning [7]. (щ 
α 
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Condition (Ίΐ) is met in our case, because the parameter a is the expected 
value of the dilution factor, which is by definition smaller than 1. 
Applying Ljungs theory to this particular case it can be shown after many 
algebraic manipulations that the convergence of the estimates of the 
analytical parameter Η is governed by the stability properties of the 
following differential equation: 
^Η(τ) = т'^и'^Щ-ОЖЖ-г)) (ít5) 
where Τ (τ) and U (Η(τ)) are positive scalars. The quantity f(H(i)) is 
given by 
f(H) = Ί Φ k(H){n(l-iz)(z-ä)+H02Rz}dz (/t6) 
2іТІ
 С {ï-z(i-K(H)H}2{z-(i-K(H)H} 
where i is the complex unity; ζ £ С, the unit disk in the complex plane. 
Equation ('•б) can be evaluated straightforwardly by using the residue 
theorem - see e.g. Titchmarsh [I*»]. H 0 in equation (Ί6) is the true value 
of the analytical parameter. 
The stability properties of (45) are entirely determined by the sign changes 
of f(H). A sign change of f(H) from plus to minus for incrasing Η corres­
ponds to a stable stationary point of (kS) . In order to avoid a general 
discussion, we shal give a specific example. 
D 
EXAMPLE: Figure 8.3 shows f(H) for different choices of R and Ö and 
different choices of a, the dilution parameter. The true value of the 
calibration coefficient Η is 3-0 in this example. 
It follows that Η = 3.0 is the only stationary point. Because there are no 
other sign changes, this would imply that all choices of Η will converge to 
the true value Η = 3-0 ¡π this example [10]. We have deliberately not used 
a definite statement about the convergence of Η to the true parameter Η . 
к
 о 
Indeed, it follows from Ljungs theory that Η is the only stationary point 
and this would imply that Η converges to a unique limit, the true value. 
However, the i denti fiabi1 ity - see the discussion in chapter 6 - of the 
parameter Η in the measurement equation is not clear at this moment. Further­
more we wish to point out that a consideration of the observability of the 
non-linear state model (20-21) may provide further insight in this respect. 
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Observability of non-linear systems has been treated recently by Nijmeijer 
[12]. However, the interpretation of these results has not yet been developed 
such, that an application to our situation would alleviate our problem 
We must not forget however, that a, R and 0 are experimental parameters i.e.they 
determine the design of our analytical experiment.lt follows clearly from 
figure 8.3 that the design of our analytical experiment influences the "way 
in which the limit is approached". At this moment it is not yet clear how 
this connection exactly looks like. But the point is that we have evidence 
that it is there. Intuitively we might have suspected this for a long time. 
This is the first time in analytical chemistry that this connection is 
actually shown. It should become a major task for chemometrics to investigate 
connect ions 1 i ke this thoroughly. 
On the other hand we should not overestimate the result given in figure 8.3. 
We should keep in mind that this i s an asymptot! с result. But again, as 
noted many times before, we only have a limited dataset. So figure 8.3 
only means that there exists a unique limit for the parameter estimates 
in our example. I f our function f(H) would have had many sign changes, we 
probably would be wasting our time in trying to find the true value. But 
again, we have not any guarantee that we will indeed be succesful in finding 
the true value; we may not "survive" the transient - non-stationary - period 
in our estimation process. Unfortunately these painful surmises will be 
confirmed. Figure 8.k shows some simulated measurements. In this example 
we have made the following assumption: 
ASSUMPTION 9: The dilution factor a(j) is deterministic, i.e. in (11) the 
variance A = 0. 
• 
Note that the measurements are described by 
z(j) = a-ix1(0)x2(0) + χ (0) Σ a-1'"1"1* w*(K) + v(j) 
k=0 
explaining the exponential shape of the graph in figure ñ-h. 
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i¿QUJií S-5 kbymptotLe. Ьгка. ^оил. E-fe-F btab-dLutij dztQ.nxM.nA.nq tzm ±п 
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рпоЫгт R = О* = l ö ' 2 ; ä = 0.95 
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Figures 8.5 and 8.6 show some results for various noise intensities. It 
follows from figures 8.5 and 8.6 that although the extended Kalman filter 
satisfactorily tracks the concentration state, biased estimates are found 
for the analytical parameter H. It has been observed that a very quick 
saturation occurs with respect to the gain L(j) - see equation (31) in the 
extended Kalman filter. 
We have also used a non-linear minimum variance estimator for the non-
linear filter indicated in figure 8.2. This non-linear minimum variance 
filter is based upon the filter published by Liang and Christenson [8]. 
These results, which are slightly better than obtained with the extended 
Kalman filter, will not be reported here. The results are given in [13], 
because the purpose of this chapter is merely to define the simultaneous 
calibration and estimation problem of a single component and to indicate 
a possible approach to solve this problem. It is to be expected that better 
solutions will be obtained with more sophisticated non-linear filters. 
The extended Kalman filter and the non-linear minimum variance filter have 
nothing to do with optimal non-linear filtering. Optimal non-1¡near f i I ter ing 
is an extremely complicated problem [1, 11]. At the closing of this research 
the present author did not (yet) succeed in applying the theory for optimal 
non-linear filtering to a specific example. The difficulties are of a 
complete different order than those encountered in the linearized filtering 
algori thms. 
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CHAPTER 9 CONCLUSIONS 
9.7 Огпгла£ condLailovib 
9.2 Fu-tare р<ш>рі.сЛл. е. 
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9.1 ОгпелаХ. concZuA ¿о пл 
In this thesis an application has been given of modern estimation theory, 
viewed as a part of system theory, in analytical chemistry. Analytical 
experiments have been identified as stochastic dynamical discrete systems. 
The usefulness for the application of estimation theory in analytical 
chemistry has been demonstrated using an important class of analytical 
experiments, viz. mul ti component analysis as a guide. 
In chapter k a linear discrete state system has been defined for multi-
component analysis. The unknown concentrations of the components in the 
chemical sample have been estimated with a Kalman filter. Implementation 
considerations have been critically discussed and interpretations have been 
given of all quantities involved. Special attention has been given to the 
fact that the number of available measurements is finite. Two characteristic 
examples have been worked out in detail, providing sufficient information to 
cope with many mul ti component analysis problems in practice. 
Recursive error and sensitivity equations, offering the possibility to in­
vestigate the performance degradation of the Kalman filter in the presence 
of modeling uncertainties have been derived in chapter 5. The results have 
been given for general linear dynamical stochastic systems. The decompo­
sition of the actual estimation error into the optimal estimation error, 
an estimation error induced by the modeling errors - which is shown to be 
orthogonal with the optimal estimation error - and finally a bias error, 
plays a crucial role in the derivation of the error variance equations. 
The propagation of bias errors in the state estimates in the presence of 
modeling errors has been emphasized. The results have been specialised to 
a multicomponent analysis. Interpretations have been given in analytical 
terms. 
On-line drift compensators to process measurements disturbed by measurement 
noise and base-line disturbances have been proposed in chapter 6. Three 
types of base-line disturbances have been discussed, viz. linear deterministic 
drift, stochastic drift and suddenly changing drift. Different interpretations 
have been given to each type of base-line disturbance. Two alternative com­
pensators have been given for the linear deterministic drift: a Kalman filter 
using state augmentation, i.e. addition of the drift states to the concen­
tration states and a two-stage filter, based upon a non-trivial splitting of 
the analytical system in a concentration state subsystem and a drift state 
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Subsystem. The stochastic drift compensator, also using state augmentation, 
is an adaptive Kaiman filter, i.e. it operates in an unknown noise environ-
ment. No definite answer can be given to the identifiabi1 ity of the various 
of the involved stochastic processes. Results have been given to calculate 
an upper bound for the variance in the estimated noise parameters. On-line 
compensation of suddenly changing drift is accomplished using a limited 
memory filter. Examples have been provided showing the usefulness of the 
proposed compensators. Some extensions have been indicated. 
Consistency of concentration estimates in mul ti component analysis using 
least squares identification have been treated in chapter 7. Consistency 
results have been derived in the white and coloured measurement noise case. 
When the mul ti component analysis is performed using spectrophotometric 
measurements, the consistency considerations in the white noise case indicate 
which parts of the spectrum should be used in the analytical experiments. In 
the coloured noise case, a positive realness assumption has to be made, 
which is rather restrictive. If we want to remove this positive realness 
assumption, we shall probably have to leave the least squares framework and 
turn to recursive maximum likelihood estimation . Since the interpretation 
of consistency is convergence in one experiment, the results of this chapter 
are of great interest to analytical chemistry. Examples illustrate the 
theory. 
Finally in chapter 8 a non-linear discrete state system with a random para-
meter has been defined, describing a simultaneous calibration and estimation 
experiment of a single component, where the concentration of the component 
is changed by diluting the sample and with a linear measurement equation 
with a constant parameter. The simultaneous estimation of the concentration 
of the component and the parameter of the measurement equation has been 
performed using the extended Kalman filter. The asymptotic analysis of the 
extended Kalman filter, using Ljung's theory of the associated ordinary 
differential equation, indicate that the parameter in the measurement 
equation is identifiable. However, a definite answer cannot - yet - be 
given. An example is included to illustrate the ideas. 
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9.2 Fotone реліре.с£і г 
Pursueing this application of system theory - and in particular estimation 
theory - in analytical chemistry will offer much future perspective. In 
fact, we would like to suggest the following possibilities for future 
research: 
- extension of the results presented in this thesis to other classes of 
analytical experiments than mul ti component analysis, e.g. acid-base 
ti trat i ons; 
- description of analytical experiments, where quantities of interest can 
be influenced by external controlled quantities as optimal control 
ρ rob 1 ems ; 
- investigation of the mul ti component calibration problem; 
- further investigation of the simultaneous calibration and estimation 
problem of a single component and possible extension to simultaneous 
calibration and estimation, mul ti component components; 
- system theoretical description of the processes involved in important 
analytical determination methods, in particular atomic absorption 
spectroscopy and chromatography; 
- system theoretical description of analytical measurement methods in the 
field of radio-chemistry; 
- detection problems in analytical chemistry using advanced theory of 
probability and stochastic processes. 
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sut.mw 
The application of modern estimation theory in analytical chemistry is 
described. This is accomplished by applying results from estimation theory 
to an important class of analytical experiments, viz. multicomponent 
analysi s. 
In chapter 2 some considerations about systems and models are given. A 
formal definition is given of a gaussian stochastic dynamical analytical 
system. Some qualitative remarks about models are made. Only discrete models 
and discrete dynamical systems are considered. 
A comprehensive discussion about the derivation of the discrete Kalman 
filter, as originally published by Kalman, is given in chapter 3· Different 
representations of the discrete Kalman filter are formulated. The definitions 
for systems which are uniform with respect to complete reachability and 
complete observability are given. These concepts are used to discuss the 
stability of the Kalman filter. In particular attention is given to stabi-
lity properties of the Kalman filter in the absence of reachability, because 
this situation often arises in applications in analytical chemistry. 
Estimation theory and analytical chemistry are linked together in chapter 4. 
A state system is defined multicomponent analysis. Two examples of multi-
component analysis, where the unknown concentrations of the components in 
the chemical sample are estimated by processing the measurements with a 
Kalman filter, are worked out in detail. A critical evaluation of implemen-
tation problems is given. Much attention is paid to the assumptions which 
have been made: the system and statistical parameters are assumed to be 
known, the measurement noise is assumed to be white. 
The degradation of the performance of a Kalman filter in the presence of 
modeling uncertainties is investigated in chapter 5· Error and sensitivity 
equations are derived for general linear dynamical systems. The derivation 
of the error equations is based upon a decomposition of the actual estimation 
error in three parts: the optimal estimation error, an estimation error in-
duced by the modeling errors and a bias error. The derivation of the error 
covariance equations is greatly facilitated by the fact that the estimation 
error induced by the modeling errors is shown to be orthogonal with the 
optimal estimation error. Special attention is given to the propagation of 
bias errors. It is shown that the bias errors resulting from errors in the 
specification of the initial state estimate are amplified by the modeling 
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uncertainties. The sensitivity equations straightforwardly follow from the 
error equations. The error and sensitivity equations are then applied to 
a mul ti component analysis problem. The equations are interpreted in analyti-
cal terms. Specifically a limit is calculated for the bias errors in the 
presence of constant relative errors in the parameters of the measurement 
equation. This limit is shown to be independent of errors in the measure-
ment noise variance; errors in the measurement noise variance influence the 
convergence of the bias errors to the limiting value. Furthermore different 
error bounds on the estimated concentrations are calculated in the presence 
of modeling errors. The behaviour of the innovation sequence when there are 
modeling uncertainties is investigated. Finally some sensitivity results 
are presented. In particular the sensitivity of the accuracy of concentration 
estimates for errors in the parameters in the measurement equation and the 
sensitivity of the bias error for errors in the parameters of the measure-
ment equation are investigated. 
Mul ti component analysis, where the measurements are corrupted by measurement 
noise and base-line disturbances are investigated in chapter 6. Different 
types of base-line disturbances, also called drift processes, are treated. 
In particular linear deterministic drift, stochastic drift and suddenly 
changing drift. Different interpretations are given for each type of base-
line disturbance. On-line drift compensators are proposed, all based upon 
the Kalman filter. For the linear deterministic drift, compensation is 
achieved by a Kalman filter using an augmented state description. Alterna-
tively a two-stage filter is derived for linear deterministic drift com-
pensation. The analytical dynamical system is splitted into a primary con-
centration state subsystem and a secondary drift state subsystem. The 
innovations generated by the primary Kalman type filter, which is based upon 
the primary subsystem, are whitened and transformed to mean zero by the 
secondary Kalman type filter, based upon the secondary subsystem. Stochastic 
drift compensation is achieved by a Kalman filter, again using the augmented 
state description of the dynamical analytical system. The stochastic drift 
compensator operates in an unknown noise environment, i.e. the stochastic 
drift compensator is an adaptive Kalman filter, giving estimates of the 
state as well as the variance of the involved noise processes. The presen-
tation of the stochastic drift compensator is preceded by a discussion about 
the identifiabi1 ity of the noise parameters. Error bounds for the estimates 
of the noise parameters are given. Suddenly changing drift compensation is 
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achieved by processing the measurements in a mul ti component analysis with 
a limited memory filter. Examples are provided and worked out in detail. 
Chapter 7 addresses itself to the consistency of estimates in mul ti component 
analysis using least squares identification algorithms. Firstconsistency 
results are given in the presence of white observation noise. When the multi-
component analysis is performed using spectrophotometric measurements - e.g. 
Ultraviolet Visible , Atomic Absorption spectrophometric measurements - the 
consistency considerations indicate which parts of the spectrum should be 
used in the experiment. An example illustrates the ideas. Subsequently con-
sistency results are given in the presence of coloured observation noise. 
An example is provided to illustrate the theory. 
In analytical chemistry the estimation of the parameters in the measurement 
equation is called calibration. In classical analytical chemistry the 
calibration phase is separated from the estimation phase - the estimation 
of an unknown concentration of a component. Chapter 8 briefly reviews this 
classical approach for the situation of a single component and a linear 
measurement equation. Subsequently a non-linear state system is defined 
containing a random parameter which describes the simultaneous calibration 
and estimation problem of a single component. The concentration of a compo-
nent is changed by diluting the sample in subsequent steps. The simultaneous 
calibration and estimation problem is formulated as a simultaneous parameter 
and state estimation problem. The extended Kalman filter is used to simul-
taneously estimate the concentration and the parameter in the measurement 
equation. Ljung's theory of the associated ordinary differential equation 
is used to investigate the limiting behaviour of the extended Kalman filter. 
An example illustrates the ideas. 
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SAME WATTING 
De toepassing van moderne schattingstheorie in de analytische chemie wordt 
beschreven. Dit wordt bereikt door het toepassen van resultaten uit de 
schattingstheorie op een belangrijke klasse van analytische experimenten, 
namelijk meervoudige componenten analyses. 
In hoofdstuk 2 worden enige beschouwingen betreffende systemen en modellen 
gegeven. Een formele definitie wordt gegeven van een gaussisch stochastisch 
dynamisch analytisch systeem. Enige kwalitatieve opmerkingen over modellen 
worden gemaakt. Slechts discrete modellen en discrete dynamische systemen 
worden beschouwd. 
Een uitgebreide discussie over de afleiding van het discrete Kalman filter, 
zoals oorspronkelijk gepubliceerd door Kalman, wordt gegeven in hoofdstuk 3. 
Verschillende representaties van het discrete Kalman filter zijn geformu-
leerd. De definities voor systemen, die uniform zijn met betrekking tot 
volledige bereikbaarheid en volledige waarneembaarheid, worden gegeven. 
Deze begrippen worden gebruikt om de stabiliteit van het Kalman filter te 
bespreken. Er wordt in het bijzonder aandacht besteed aan de stabi1 i tiets-
eigenschappen van het Kalman filter in afwezigheid van bereikbaarheid, omdat 
deze situatie dikwijls voorkomt in toepassingen in de analytische chemie. 
Schattingstheorie en analytische chemie worden samengevoegd in hoofdstuk k. 
Een toestandssysteem wordt gedefinieerd voor meervoudige componenten analy-
ses. Twee voorbeelden van meervoudige componenten analyses, waarbij de on-
bekende concentraties van de componeneten in het chemische monster worden 
geschat door het verwerken van de metingen met een Kalman filter, worden in 
detail uitgewerkt. Een kritische evaluatie van de implementatieproblemen 
wordt gegeven. Veel aandacht wordt besteed aan de aannamen die gedaan zijn: 
de systeem- en statistische parameters worden verondersteld bekend te zijn, 
de meetruis wordt aangenomen wit te zijn. 
De vermindering van de werking van een Kalman filter in aanwezigheid van 
modelonzekerheden wordt onderzocht in hoofdstuk 5· Fouten- en gevoeligheids-
vergelijkingen worden afgeleid voor algemene Linearie dynamische systemen. 
De afleiding van de foutenvergelijkingen is gebaseerd op een opsplitsing 
van de werkelijke schattingsfout in drie delen: de optimale schattingsfout, 
een schattingsfout geïnduceerd door de modelfouten en een onzekerheidsfout. 
De afleiding van de foutenvariantie vergelijkingen wordt in belangrijke mate 
vergemakkelijkt door het feit dat de schattingsfour, geïnduceerd door de 
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modelfouten orthogonaal blijkt te zijn met de optimale schattingsfout. 
Speciale aandacht wordt besteed aan de voortplanting van onzuiverheids-
fouten. Aangetoond wordt dat de onzuiverheidsfouten die resulteren uit 
fouten in de specificatie van de begintoestandsschatting wordt verstrekt 
door de modelonzekerheden. De gevoeligheidsvergelijkingen resulteren recht-
streeks uit de foutenvergelijkingen. De fouten- en gevoeligheidsvergelij-
kingen worden vervolgens toegepast op een meervoudige componenten analyse 
probleem. De vergelijkingen worden geïnterpreteerd in analytische termen. 
In het bijzonder wordt een limiet berekend voor de onzuiverheidsfouten in 
aanwezigheid van constante relatieve fouten in de meetverqelijking. Aange-
toond wordt dat deze limiet onafhankelijk is van fouten in de meetruis-
variantie; fouten in de meetruisvariantie beïnvloeden de convergentie van 
de onzuiverheidsfouten naar de limietwaarde. Bovendien worden verschillen-
de foutengrenzen berekend op de geschatte concentraties in aanwezigheid 
van modelfouten. Het gedrag van de innovatierij wanneer er modelonzeker-
heden zijn, wordt onderzocht. Tenslotte worden enige gevoeligheidsresul-
taten gepresenteerd. In het bijzonder worden de gevoeligheid van de nauw-
keurigheid van concentratieschattingen voor fouten in de parameters in de 
meetvergelijking en de gevoeligheid van onzuiverheidsfout voor fouten in 
de parameters van de meetvergelijking onderzocht. 
Meervoudige componenten analyses, waarbij de metingen worden verstoord door 
meetruis en basislijnstoringen worden onderzocht in hoofdstuk 6. Verschil-
lende typen basislijnstoringen, die ook driftprocessen genoemd worden, 
worden behandeld. In het bijzonder lineaire deterministische drift, sto-
chastische drift en plotseling veranderende drift. Verschillende inter-
pretaties worden gegeven voor ieder type basislijn verstoring. On-line 
drift compensatoren worden voorgesteld, alle gebaseerd op het Kalman filter. 
Voor de lineaire deterministische drift, wordt compensatie bereikt door een 
Kalman filter, gebruikmakend van een vergrote toestandbeschrijving. Vervol-
gens wordt een twee-staps filter afgeleid dat eveneens voor lineaire deter-
ministische driftcompensatie kan worden gebruikt. Het analytische dynami-
sche systeem wordt gesplitst in een primair concentratie toestandssubsysteem 
en een secondaire drift toestandssubsysteem. De innovaties gegenereerd door 
het primaire Kalman-type filter, die gebaseerd is op het primaire sybsysteem 
worden gedecorreleerd en getransformeerd naar gemiddelde nul door het secon-
daire Kalman-type filter, dat gebaseerd is op het secondaire subsysteem. 
Stochastische drift compensatie wordt bereikt door een Kalman filter, waar-
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bij opnieuw gebruikgemaakt wordt van een vergrote toestandsbeschri¡ving van 
het dynamische analytische systeem. De stochastische drift compensator werkt 
in een onbekende ruisomgeving, dat wil zeggen de stochastische drift com-
pensator is een adaptief Kalman filter, die van zowel schattingen van de 
toestand als van de varianties van de betrokken ruisprocessen geeft. De 
presentatie van de stochastische drift compensator wordt vooraf gegaan door 
een discussie over de identificeerbaarheid van de ruisparameters. Fouten 
grenzen voor de schattingen van de ruisparameters worden gegeven. Plotseling 
veranderende drift compensatie wordt bereikt door het verwerken van de me-
tingen in een meervoudige componenten analyse met een "limited memory" fil-
ter. Voorbeelden worden gegeven en in detail uitgewerkt. 
Hoofdstuk 7 richt zich op de consistentie van schattingen in meervoudige 
componenten analyses gebruikmakend van kleinste kwadraten identificatie al-
goritmes. Allereerst worden consistentieresultaten gegeven in aanwezigheid 
van witte waarnemingsruis. Wanneer de meervoudige componentenanalyse wordt 
uitgevoerd gebruikmakend van spectrofotometrische metingen - bijvoorbeeld 
ultraviolet zichtbaar-, Atomaire Absorptie Spectrofotometr!sehe metingen 
- geven de consistentiebeschouwingen een aanduiding welke delen in een 
spectrum gebruikt zouden moeten worden in het experiment. Een voorbeeld 
illustreert de ideeën. Vervolgens worden consistentieresultaten gegeven 
in aanwezigheid van gekleurde meetruis. Een voorbeeld wordt gegeven om de 
theorie te illustreren. 
In de analytische chemie wordt de schatting van de parameters in de meet-
vergelijking calibratie genoemd. In de klassische analytische chemie is 
de calibratie fase gescheiden van de schattingsfase - de schatting van 
een onbekende concentratie van een component. 
Hoofdstuk 8 geeft een kort overzicht van deze klassieke aanpak voor het 
geval van een enkele component en een lineair toestandssysteem gedefini-
eerd met een random parameter, dat het gelijktijdige calibratie- en 
schattingsprobleem beschrijft van een enkele component. De concentratie 
van de component wordt veranderd door verdunnen van het monster in achter-
eenvolgende stappen. Het gelijktijdige calibratie en schattingsprobleem 
wordt geformuleerd als een gelijktijdig parameter- en toestandsschattings-
probleem. Het 'extended' Kalman filter wordt gebruikt om gelijktijdig de 
concentratie en de parameters in de meetvergelijking te schatten. Ljung's 
theorie van de geassocieerde gewone differentiaal vergel i¡king wordt ge-
bruikt om het limiet gedrag van het 'extended' Kalman filter te onderzoeken. 
Een voorbeeld illustreert de ideeën. 
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pH_processen, in het bijzonder zuur-base titraties, kunnen 
gedefinieerd worden als diskrete, stochastische dynamische systemen 
met een impliciete uitgangsvergelijking, die lineair is in de 
toestand en niet- lineair in de uitgangsgrootheid. 
(resultaat onderzoek samen met C.B.M. Didden). 
ii 
Gegeven de systeembeschrijving van een p№-proces in stelling i. 
Indien de systeem - en meetruis onafhankelijk gaussisch zijn en 
indien de initriële konditionele verdeling van de toestand gaussisch 
is (bijna overal), dan worden de konditionele verwachting en de 
konditionele kovariantiematrixvan de toestand - waarbij de 
konditionering is op de sigma algebra, gegenereerd door de uitgangs-
grootheid- gegeven door een rekursief stochastisch algoritme. 
(resultaat onderzoek samen met C.B.M. Didden). 
iii 
Voor de gekombineerde schatting en regeling van zuur-base titraties 
moet een of andere vorm van separatie tussen schatting en regeling 
worden aangenomen. 
(resultaat onderzoek samen met C.B.M. Didden). 
iv 
Multi component kalibratie problemen kunnen gedefineerd worden als 
lineaire, diskrete stochastische dynamische systemen met een 
uitgangsvektor met random parameters. 
ν 
De aanname die Saxberg en Kowalski doen bij de afleiding van de 
"gegeneraliseerde standaard additie methode" van het lineaire 
model ten aanzien van de matrix bestaande uit de standaard addities 
komt overeen met een waarneembaarheidsaanname voor het multi komponent 
kalibratie probleem van stelling iv, indien de parameters in de 
uitgangsvergelijking in het multikomponent kalibratie probleem als 
deterministisch beschouwd mogen worden. 
(B.E.H. Saxberg and B.R. Kowalski, Generalized Standard Addition 
Method, Anal. Chem. 1979, 5J_, 7, pp 1032 en 1033). 
vi 
De afleiding van de "gegeneraliseerde standaard additie methode" 
voor het kwadratische model door Saxberg en Kowalski is niet korrekt. 
In het bijzonder is impliciet aangenomen dat het produkt van de matrix 
bestaande uit de initiële analytische koëfficiënten en de getrans-
poneerde van de matrix bestaande uit de standaard addities een 
symmetrische matrix is; dat zal in het algemeen zeker niet het geval 
zijn. De representatie van de matrix bestaande uit de responsies 
is bijgevolg in het algemeen onjuist. 
(B.E.H. Saxberg and B.R. Kowalski, Generalized Standard Addition 
Method, Anal. Chem., 1979, 5J[, 7, p.1033, vergelijking (29) ). 
vii 
Evenals de simultane kalibratie en schatting van een enkele komponent 
- dit proefschrift, hoofdstuk 8 - kan de simultane kalibratie en 
schatting van een meervoudig- komponenten monster geformuleerd 
worden als een niet - lineair filter probleem. In de meervoudige 
komponenten situatie moeten zowel parameters in de uitgangsvergelijking 
als in de toestandsvergelijking gelijktijdig geschat worden met de 
koncentraties. De koncentraties worden veranderd door additie van 
komponenten; de addities zullen voor iedere komponent in het algemeen 
variabel zijn. 
viii 
Een uitzondering bevestigt, dat er geen regel is. 
ix 
We moeten het woord ne'geren nege'ren. 

