Video quality is an important practical challenge that is often overlooked in the design of automated video surveillance systems. Commonly, visual intelligent systems are trained and tested on high quality image datasets, yet in practical video surveillance applications the video frames can not be assumed to be of high quality due to video encoding, transmission and decoding. Recently, deep neural networks have obtained state-of-the-art performance on many machine vision tasks. In this paper we provide an evaluation of 4 stateof-the-art deep neural network models for object detection under various levels of video compression. We show that the existing detectors are susceptible to quality distortions stemming from compression artifacts during video acquisition. These results enable future work in developing object detectors that are more robust to video quality.
INTRODUCTION
The increasing diversity and sophistication of threats to public security have increased the demand for developing and deploying reliable, secure, and efficient machine vision systems. Examples include automated video surveillance platforms and smart camera networked systems that are monitoring the behavior, activities, or other changing information for the purpose of protecting people and infrastructure. However, some core applications such as object detection in intelligent surveillance are still affected by a number of practical problems. In particular, quality distortions originated from spatial and temporal artifacts during video compression.
Recent progress in computer vision techniques based on deep neural networks (DNN) and related visual analytics offers new research directions to understand visual content. For example, recurrent neural networks have shown promise in modeling temporal dynamics in videos (Donahue et al., 2015) , while convolutional neural networks have demonstrated superiority on modeling high-level visual concepts (Krizhevsky et al., 2012) .
Regardless of their breathtaking performance, deep networks have been shown to be susceptible to adversarial perturbations (Goodfellow et al., 2015) . Adversarial samples are generated with high perceptual quality by adding small-magnitude noise to inputs and can mislead the learning system (Goodfellow et al., 2015) . They present an interesting problem, however in automated video surveillance systems such carefully chosen noise is unlikely to be encountered. It is much more likely to encounter quality distortions stemming from spatial artifacts (i.e., blocking, blurring, color bleeding, and ringing) during video acquisition and transmission.
In this paper, we examine the impact of these distortions on detection performance of 4 state-of-the-art object detectors and at which levels of video compression they can provide reliable results. This provides guidance on their detection ability in automated video surveillance platforms.
In order to evaluate the performance of object detection algorithms, many valuable benchmarks have been proposed in the literature. Among these are COCO (Lin et al., 2014) , PASCAL VOC 2007 (Everingham et al., 2010 . However, they all contains still images that have distinctly different characteristics as compared to video frames encountered in video surveillance systems. Therefore, we believe that creating a dataset designed with this purpose in mind is necessary and it was one of our motivations in this work. Our contributions are listed as follows.
• We introduce a novel benchmark dataset that will be made publicly available with uncompressed videos and their compressed counterparts under different levels of compression.
• We evaluate 4 state-of-the-art object detectors on this novel dataset.
• We provide a detailed analysis of the common failure cases with respect to object characteristics to help future work in developing detectors that are more robust to compression artifacts.
In section 2, we review some of the related studies. In section 3, we describe the dataset, the algorithms and the experimental methodology used in this work. Section 4 reports the results obtained from our experiments. In section 5, we conclude our work.
RELATED WORK & BACKGROUND
Since recognition benchmarks perform their evaluation on held-out sets of the same dataset, the reported performance of state-of-the-art algorithms can at best be interpreted to accurately characterize their expected accuracy on similar high-quality image data. Therefore, it is interesting to investigate their performance on input images with quality distortions.
Effects of Noise on Deep Neural Networks:
Szegedy et al.
found that carefully optimized small-magnitude perturbations could cause network models to produce erroneous estimates (Szegedy et al., 2014) . Dodge and Karam evaluated a variety of state-of-the-art classification networks under noise and blur and found a substantial drop in performance (Dodge and Karam, 2016) . Zhou et al. also discuss loss in accuracy caused by various image degradations, and include preliminary experiments that suggest that this can be overcome to some extent by fine-tuning the initial layers of Alexnet (Krizhevsky et al., 2012) on degraded data (Zhou et al., 2017) . Similarly Vasiljevic et al. showed that blur decreased classification and segmentation performance for deep networks, though much of the lost performance was regained by fine-tuning on blurry images (Vasiljevic et al., 2016) . Recent work has also considered the effect of image degradations on networks trained for face recognition (Karahan et al., 2016) . Karam and Zhu present a face recognition dataset that considers five different types of quality distortions. They however do not evaluate the performance of any models on this new dataset (Karam and Zhu, 2015) .
Video Compression in Surveillance Systems:
In automated video surveillance platforms, two key aspects have an initial impact on video analytics algorithms, namely, the encoding parameters that facilitate acqui- Figure 1 : Data/Information flow in a typical automated video surveillance system. sition of video stream, and the network characteristics that facilitate data transmission. In real deployments of public safety video systems, cameras are often backhauled via wireless links, where packet loss and signal jitter impact video quality. In addition, due to bandwidth constraints, video is generally encoded at the camera prior to transmission, thereby possibly reducing the quality of video available for video analytics. A high-level schematic of data/information flow is characterized in Figure 1 . Video transportation from the camera to the VMS/video analytics compute engine is performed over an IP network infrastructure. Often times these transmission channels have limited bandwidth and are allowed a certain quota per camera. Video is compressed allowing for its transmission over the bandwidth limited channels. Most video surveillance cameras adopt the H.264 standard (Wiegand et al., 2003) for video encoding, which is a lossy compression technique. H.264 exploits spatial redundancy within images and temporal redundancy in videos to achieve appealing compression ratios, making it a widely accepted standard for video transmission for a myriad of applications. A video consists of images; an image is divided into slices and blocks. A block is a square part (16×16, 8×8 and 4×4) of the images. H.264 is a block based coder/decoder, meaning that a series of mathematical functions are applied on individual blocks to achieve compression and decompression (Juurlink et al., 2012) . We study the effect of this degradation in quality on object detection algorithms.
To the best of our knowledge we are the first to conduct evaluation of object detection algorithms on surveillance videos under different levels of compression artifacts. We use a new dataset that consists of thirty uncompressed videos recorded in different surveillance scenarios (indoor and outdoor). The video frames from these videos are considered to be of highquality. We augment this dataset by introducing artifacts under different levels of video compression and then evaluate the detection performance of state-ofthe-art object detectors on these compressed videos. 
EXPERIMENTAL SETUP

Dataset
We have collected thirty uncompressed videos that represent common scenarios where video surveillance cameras are deployed with the goal of advancing the state-of-the-art in object detection by placing the question of object recognition in the context of public safety systems. The dataset contains 7 object categories (person, car, bicycle, truck, bus, handbag, and backpack) spread over 240,000 video frames. The videos are 5 minutes long movie clips and were recorded with different viewpoints and distance with respect to the objects of interest. Samples of video frames are shown in Figure 2 .
The videos were acquired using AXIS P3227-LVE network camera, which is a streamlined, outdoor-ready 5 MP fixed dome camera that features a varifocal lens with remote zoom and focus. The AXIS camera can acquire a video with different resolutions. We have opted to record the videos in 1080p high definition (1920×1080) at 30fps.
To simulate video compression in surveillance cameras, we have used the FFmpeg tool, which is a multimedia software that allows for H.264 encoding in Constant Rate Factor (CRF) mode. CRF achieves constant quality by compressing different frames by different amounts, thus varying the Quantization Parameter (QP) as necessary to maintain a certain level of perceived quality. It does this by taking motion into account similar to the encoder on a surveillance camera. CRF ranges between 0 and 51, where lower values would result in better quality and higher values lead to more compression. With different videos, different CRF values result in different bitrates. We have used CRF in conjunction with Video Buffer Verifier (VBV) mode to ensure that the bitrate is constrained to a certain maximum as in real-world settings. This is crucial in determining the trade-off between quality and bitrate. An exhaustive combination of CRF values (29, 35, 41, 47) and maximum bitrate values (2Mb/s, 1.5Mb/s, 1Mb/s) are selected to create a total of 12 data variants. An uncompressed video frame and its compressed variants are depicted in Figure 3 .
Object Detectors
CNN-based detectors have been the mainstream in current academia and industry. We can divide existing CNN-based detectors into two categories: two-stage detectors such as Faster R-CNN , R-FCN (Dai et al., 2016) or Mask R-CNN (He et al., 2017) , and singe-stage detectors like SSD (Liu et al., 2016) , YOLO (Redmon and Farhadi, 2018) or Retina-Net (Lin et al., 2017b) . These models are usually faster than two-stage object detectors. In this paper we study the impact of video quality on four representative object detectors: Faster R-CNN, SSD, YOLO and RetinaNet.
Faster R-CNN is a region-based deep detection model that improves Fast R-CNN (Girshick, 2015) by introducing the Region Proposal Network (RPN). It uses a fully convolutional network to predict object bounds at every location to generate regions of interest. In the second stage, the region proposals by the RPN are sent down the pipeline as an input for the Fast R-CNN model to provide the final object detection results.
SSD is a single-stage detector that uses a set of predefined boxes of different aspect ratios and scales in order to predict the presence of an object in a certain image. SSD does not include the traditional proposal generation and resampling stages, common for twostage detectors, but it encapsulates all computations in a single network, thus being faster than the twostage models.
YOLO is a single-stage model that treats the detection task as a regression problem. It uses a single neural network to predict the bounding boxes and the corresponding classes, taking the full image as an in- put. The fact that it does not use sliding window or region proposal techniques provides more contextual information about classes. YOLO works by dividing each image into a fixed grid, and for each grid location, it predicts a number of bounding boxes and a confidence for each bounding box. The confidence reflects the accuracy of the bounding box and whether the bounding box actually contains an object.
RetinaNet is a single-stage detector based on the focal loss, which can significantly reduce false positives in one-stage detectors. It uses a Feature Pyramid Network (FPN) (Lin et al., 2017a) backbone on top of a feedforward ResNet architecture to generate a rich, multi-scale convolutional feature pyramid. To this backbone RetinaNet attaches two subnetworks, one for classifying anchor boxes and one for regressing from anchor boxes to ground-truth object boxes.
These networks have all been trained on the COCO dataset (Lin et al., 2014) which contains 80 object categories. We use the pre-trained model of each one of the selected detectors and we limit to a subset of 7 object categories in our experiments.
Evaluation Measure and Settings
According to the common practice in object detection community, we adopt the mean Average Precision (mAP) over classes, which is based on the ranking of detection scores for each class (Everingham et al., 2010) . For each object class, the Average Precision is given by the area under the precision-recall (PR) curve for the detected objects. The PR curve is con-structed by first mapping each detected bounding box to the most-overlapping ground-truth bounding box, according to the Intersection over Union (IoU) measure, but only if the IoU is higher than 50% (Everingham et al., 2015) . Then, the detections are sorted in decreasing order of their scores. Precision and recall values are computed each time a new positive sample is recalled. The PR curve is given by plotting the precision and recall pairs as lower scored detections are progressively included.
For the following experiments, we consider the detections of a detector i on uncompressed videos as ground-truth bounding boxes and we compare them against the detections of the same detector on the 12 compressed variants to assess the impact of video compression on the detection performance.
All detectors were executed using the default parameters and run on a Linux machine with Intel Xeon E5-2680v4 CPU, NVIDIA Tesla V100 GPU and 16GB RAM.
RESULTS
The evaluation results of our experiments are shown in Table 1 . All of the detectors are very sensitive to compression artifacts. Even for moderate compression levels (i.e, CRF value of 29), the performance of the detectors decreases by at least 16.9%. This degradation in performance can be explained because compression artifacts (e.g, blocking, blurring) removes textures and details in these video frames. These high-frequency features represent edges and shapes of objects that the detector may be looking for to classify an object. Compression artifacts cause the filter responses in the first convolutional layer to change slightly. These changes in the first layer response are propagating to create larger changes at the higher layer which explains why these detectors could not learn features invariant to quality distortions even though they have a deeper structure. Interestingly, the drop is steeper for Faster R-CNN that has a separate stage for region proposals compared to other detectors. YOLO appears more robust particularly at higher compression levels benefiting probably from the fact that it does not use sliding window or region proposal techniques, which provides more contextual information about object categories.
In order to understand the reasons behind the drop in performance, we examine false positive errors similar to (Hoiem et al., 2012) . False positives are detections that do not correspond to the target category. For the rest of the experiments, we selected YOLO as the object detector, which is the top performer and more resilient to compression artifacts compared to other detectors.
Analysis of False Positives
We investigate how much of the performance degradation seen in the previous section is due compression artifacts. There are different types of false positives (Hoiem et al., 2012) . Localization error occurs when an object from the target category is detected with a misaligned bounding box (0.1 ≤ IoU < 0.5). Duplicate detections are also counted as localization error because they are avoidable with good localization. Remaining false positives that have at least 0.1 overlap with an object from a similar category are counted as confusion with similar objects. We consider two categories to be semantically similar if they are both within one of these sets: {person}, {car, truck, bus, bicycle}, {backpack, handbag}. Confusion with other objects describes remaining false positives that have at least 0.1 overlap with another labeled object. All other false positives are conside-red to be confusion with background. These could be detections within highly textured areas or confusions with unlabeled objects.
In Figure 4 , we show a breakdown of errors of YOLO averaged over all object categories. In the case of the highest compression (i.e., CRF=29 and Bitrate=1Mb/s), overall mAP at IoU=.50 is .444 and perfect localization would only increase mAP by 1% to .454. Interesting, removing all class confusions (both within supercategory and across supercategories) would only raise mAP slightly by 3.8% to .492. Removing background false positives would bump performance to .511 mAP. The rest of the errors are detections with lower confidence score or missing detections due to quality degradations stemming from compression artifacts. In other words, YOLO's errors are dominated by missing detections and its detection performance is reduced roughly by 50% due to higher compression.
Per-category Analysis of Object Characteristics
An object may be difficult to detect due to occlusion, truncation, small size, or unusual viewpoint. In this section, we measure the sensitivity of YOLO to object size and aspect ratio at the lowest compression (CRF=29, Bitrate=2Mb/s) and the highest compression (CRF=47, Bitrate=1Mb/s). Similar to (Hoiem et al., 2012) , object size is measured as the pixel area of the bounding box. We assign each object to a size category, depending on the objects percentile size within its object category: extra-small (XS: bottom 10%); small (S: next 20%); medium (M: next 40%); large (L: next 20%); extralarge (XL: next 10%). Aspect ratio is defined as object width divided by object height, computed from the ground-truth bounding box. Similarly to object size, objects are categorized into extra-tall (XT), tall (T), medium (M), wide (W), and extra-wide (XW), using the same percentiles.
Upon careful inspection of Figure 5 , we can le- arn the following about the truck detector: prefer medium to extra-large trucks at both compression levels (the top 70th percentile in area). The performance for very small trucks is poor due to higher compression as mAP drops by 59% from 0.74 at (CRF=29, Bitrate=2Mb/s) to 0.15 at (CRF=47, Bitrate=1Mb/s). This can be due to block-artifacts that are introduced to a pixel block during block transform coding to achieve lossy compression, which results in blurry, low-resolution blocks. These blocks might hide major parts of small objects, which make them difficult to be detected. We can learn similar things about the other categories. For example, YOLO works best for large people and cars. The difficulty with extra-large objects may initially surprise, but they are usually highly truncated or have unusual viewpoints. Note that YOLO seems to vary in similar ways at both compression levels, indicating that its sensitivity may be due to some objects being intrinsically more difficult to recognize like handbags and backpacks. In Figure 6 , we show a per-category analysis of aspect ratio. YOLO is less sensitive to aspect ratio at both compression levels and tends to recognize better objects at their more natural properties. For example, the backpack detector tends to prefer taller backpacks than wide ones as expected.
DISCUSSION AND CONCLUSION
Our results show that of the CNN-based object detectors tested, all are susceptible to compression artifacts. This is an interesting result because it shows that the reduced performance under quality distor-tions is not limited to a particular network, but is common to the considered detectors. These stateof-the-art models trained on high-quality image datasets make unreliable predictions when they encounter compression artifacts in their inputs due to an inability to generalize from their sharp training sets. To create object detectors that are more robust to these degradations, new designs may need to be introduced. One obvious solution to this problem is to finetune/train these detectors on images with artifacts, which may boost their performance when applied on video frames, but perhaps this may decrease their performance on high-quality images. An investigation of the benefits of fine-tunning with video frames is left for future work. Our analysis provides guidance for developing machine vision systems in practical, non-idealized, applications where quality distortions may be present. We expect our findings to be relevant in make decisions on video compression in the design of automated video surveillance systems.
