We solve analytically the differential equations for a skier on a circular hill and for a particle on a loop-the-loop track when the hill or track is endowed with a coefficient of kinetic friction µ. For each problem, we determine the exact "phase diagram" in the two-dimensional parameter plane.
Two classic homework exercises in an elementary mechanics course are the skier on a circular hill ( Figure 1 ) and the particle on a loop-the-loop track ( Figure 2 ) [1] . Both problems illustrate nicely the use of conservation of energy (to find the speed as a function of height) followed by F = ma (to find the normal force).
Here we would like to consider what happens when the hill or track is endowed with a coefficient of kinetic friction µ. Somewhat surprisingly, the exact differential equations turn out to be analytically solvable. This has been noted previously [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , but it seems to us that our solution is simpler and more straightforward.
The two problems give rise to very similar differential equations, which differ only by some sign changes. However, these sign changes lead to significant differences in the qualitative interpretation of the solutions. Since the skier problem turns out to be somewhat simpler, we treat it first and give a complete solution; in particular, we determine the exact "phase diagram" in the two-dimensional parameter plane (this appears to be new). For the loop-the-loop, we solve the differential equations only up to the first time (if any) that the particle halts or completes one cycle of the loop, so we obtain only a partial "phase diagram". We expect that the full solution will be rather complicated, and we leave this problem to a reader who wishes to take up where we have left off. 
Skier on a circular hill
Consider a skier of mass m on a quarter-circular hill of radius R and coefficient of kinetic friction µ, entering at the top with forward velocity v 0 ; let θ denote the angle from the vertical (Figure 1 ). Then the radial and tangential components of F = ma are N − mg cos θ = −mRθ 2 (1.1)
This is a pair of coupled differential equations for the unknown functions θ(t) and N(t). Of course, these equations are valid only as long as N ≥ 0; after that, the skier flies off the hill. Since intuition tells us that the skier will only go down the hill, not up, we haveθ ≥ 0 throughout the motion, and the factor sgn(θ) in (1.2) can be dropped [12] . Differentiating (1.1) with respect to time yields
and inserting (1.2) [with sgn(θ) = 1] into this yields
Now temporarily change the independent variable from t to θ; we then have the differential equation
for the unknown function N(θ). This is a first-order inhomogeneous linear differential equation with constant coefficients; the integrating factor is e −2µθ , and the solution is
where N 0 = N(0). Applying (1.1) at θ = 0, where the skier's angular velocity iṡ θ = v 0 /R, we see that N 0 = mg−mv 2 0 /R. In particular, if the dimensionless parameter λ def = v 2 0 /gR is ≥ 1, then the skier immediately flies off the hill; we therefore assume henceforth that 0 ≤ λ < 1.
which is the closed-form solution giving the normal force as a function of angle. Let us stress, however, that this solution is valid only where N(θ) ≥ 0; at the first angle (if any) where N(θ) crosses zero to a negative value, the skier flies off the hill.
In the absence of friction (µ = 0), eq. (1.7) simplifies to
This is a decreasing function of θ, and skier flies off the hill when N = 0, i.e. when θ = cos −1 2 + λ 3 .
(1.9)
In the usual textbook problem one has also v 0 = 0 (i.e. λ = 0), and we obtain the standard answer that the skier flies off at angle θ = cos −1 (2/3) ≈ 48.19 • . When µ > 0, by contrast, the normal force is no longer a decreasing function of θ, nor is it guaranteed to reach zero within the interval 0 ≤ θ ≤ π/2. Indeed, dN/dθ| θ=0 = 2µ(1 − λ)mg > 0, so the normal force is initially increasing.
We can also obtain the velocity as a function of angle. It is convenient to define the dimensionless quantity Λ def = v 2 /gR = Rθ 2 /g; its value at θ = 0 is what we have called λ. Then from (1.1) we have immediately
In particular, from N ≥ 0 we deduce that Λ ≤ cos θ: this gives the maximum speed that the skier can have at any given angle if she is to avoid flying off the hill. Combining (1.7) and (1.11) gives the closed-form solution for the speed as a function of angle:
(1.12)
Note, however, that this solution is valid only where Λ(θ) ≥ 0; at the first angle (if any) where Λ(θ) = 0, the skier comes to rest (perhaps only asymptotically as t → +∞). The solution (1.12) must therefore be supplemented by the two inequalities 0 ≤ Λ(θ) ≤ cos θ. From (1.5) and (1.10)/(1.11) we see that Λ(θ) satisfies the differential equation dΛ dθ − 2µΛ = 2 sin θ − 2µ cos θ .
(1.13)
In the absence of friction (µ = 0), eq. (1.12) simplifies to
which is just the expression for conservation of energy: 1 2 mv 2 = 1 2 mv 2 0 +mgR(1−cos θ). More generally, the kinetic energy plus gravitational potential energy is
The work-energy theorem asserts that dE/dt must equal the rate of work done by friction, which is −µNRθ; and this equality is an immediate consequence of (1.10) and (1.13 
We can now analyze the qualitative behavior of the motion as a function of the two parameters µ ∈ [0, ∞) and λ ∈ [0, 1). We have seen that the skier halts when Λ(θ) = 0, or flies off the hill when Λ(θ) = cos θ, whichever happens first; if neither happens for θ < π/2, then the skier reaches the bottom of the hill. To distinguish between these scenarios -and thereby obtain a "phase diagram" in the (µ, λ) plane -we need to analyze the behavior of Λ(θ) as a function of the parameters µ and λ. A special role will be played by the angle
which is the unique "equilibrium angle", i.e. the unique solution θ = constant of the equations of motion (1.1)/(1.2). Another special role will be played by the value
which is an increasing function of µ that runs from 0 to 1 as µ runs from 0 to ∞ (see Figure 3 ). The relevance of θ = θ ⋆ (µ) and λ = λ ⋆ (µ) is that they parametrize the locus where we have simultaneously Λ(θ) = 0 and Λ ′ (θ) = 0. We will then show that there are three possible qualitative behaviors:
• For 0 ≤ λ < λ ⋆ (µ), the skier halts after a finite time at some angle θ halt (µ, λ): this angle is an increasing function of λ that runs from 0 to arctan µ as λ runs from 0 to λ ⋆ (µ).
• For λ = λ ⋆ (µ), the skier comes to rest asymptotically as t → +∞ at the angle θ = arctan µ.
• For λ ⋆ (µ) < λ < 1, the skier flies off the hill at some angle θ fly (µ, λ): this angle is a decreasing function of λ that tends to 0 as λ ↑ 1.
So the curve λ ⋆ (µ) forms the boundary between the "halt" phase and the "fly-off" phase (see again Figure 3 ). The proofs of these facts are not difficult, but since they involve some slightly intricate calculus, we defer them to Appendix A. Some typical curves of Λ(θ) for all three scenarios are shown in Figure 4 ; note in particular that Λ(θ) = Λ ′ (θ) = 0 when λ = λ ⋆ (µ) and θ = θ ⋆ (µ). Some typical curves of θ halt (µ, λ) as a function of λ are shown in Figure 5 . Some typical curves of θ fly (µ, λ) as a function of λ are shown in Figure 6 .
Let us remark, finally, that by the same methods one can study the more general problem in which the coefficient of kinetic friction is an arbitrary function µ(θ) of the position along the track: the equation (1.5) is still a first-order inhomogeneous linear differential equation for the unknown function N(θ) -albeit now one with nonconstant coefficients -so can still be solved by the method of integrating factors. We leave it to interested readers to pursue this generalization. 
Particle on loop-the-loop track
Of course, these equations are valid only as long as N ≥ 0; after that, the block falls off the track. The loop-the-loop problem is more complicated than the skier, for three reasons: the particle can cycle around the track; it can reverse direction; and it can halt due to static friction. Each time the particle reverses direction, we need to apply (2.2) with a new value for sgn(θ); this repeated switching between different equations seems quite complicated. To simplify matters, we will here follow the block only until it first reachesθ = 0 or falls off the track; we therefore haveθ ≥ 0.
Proceeding as in (1.3)-(1.5) leads to the differential equation
for the unknown function N(θ); this equation differs from (1.5) only by the replacement µ → −µ. The solution is therefore
where N 0 = N(0). Applying (2.1) at θ = 0, where the block's angular velocity iṡ θ = v 0 /R, we see that N 0 = mg + mv 2 0 /R. Using again the dimensionless parameter λ def = v 2 0 /gR, we have N 0 = (1 + λ)mg and hence To obtain the velocity as a function of angle, we define once again the dimensionless quantity Λ def = v 2 /gR = Rθ 2 /g, which takes the value λ at θ = 0. Then from (2.1) we have N = (cos θ + Λ)mg (2.6) [generalizing N 0 = (1 + λ)mg] and therefore
Since Λ ≥ 0, we must have N ≥ mg cos θ; and when N = mg cos θ, the block comes instantaneously to rest. After that, the particle might either reverse direction or halt due to static friction. As mentioned earlier, we refrain from following the particle beyond the first time it comes instantaneously to rest. The solution (2.5) must therefore be supplemented by the two inequalities N(θ) ≥ 0 and N(θ) ≥ mg cos θ. (Please note that, unlike in the skier problem, both of these inequalities point in the same direction.) The block comes instantaneously to rest when N(θ) = mg cos θ, or falls off the track when N(θ) = 0, whichever happens first; if neither happens for θ < 2π, then the block completes one full cycle of the loop-theloop. Please note that the inequality N(θ) ≥ mg cos θ is the more stringent one in the lower half of the loop-the-loop (that is, −π/2 ≤ θ ≤ π/2 modulo 2π), while the inequality N(θ) ≥ 0 is the more stringent one in the upper half of the loop-the-loop (that is, π/2 ≤ θ ≤ 3π/2 modulo 2π). Therefore, the block can come instantaneously to rest only in the lower half of the loop-the-loop, and it can fall off the track only in the upper half of the loop-the-loop.
In the absence of friction (µ = 0), eq. (2.5) simplifies to
If λ ≤ 2, then the block reverses direction at
(a value that follows immediately from conservation of energy) and oscillates forever between −θ max and θ max ; if 2 < λ < 5, then the block falls off the track at
which lies between π/2 and π; if λ = 5, then the block asymptotically approaches θ = π as t → +∞; if λ > 5 (i.e. h > 5 2 R), then the block cycles forever around the track without loss of energy.
In the presence of friction (µ > 0), the analysis proceeds as follows:
1) The first step is to determine the conditions under which the particle halts in the first quadrant (0 ≤ θ ≤ π/2). The particle halts at angle θ when Λ(θ) = 0, i.e. in case the initial velocity satisfies
is an increasing function of θ in the interval 0 ≤ θ ≤ π/2 (as is physically obvious: to reach a larger angle, more initial velocity is needed). In particular, the particle reaches θ = π/2 withθ > 0 if and only if
(2.13) 2) If the particle reaches angle π/2 without halting, the next step is to determine the conditions under which the particle flies off in the second or third quadrant (π/2 ≤ θ ≤ 3π/2). The particle flies off at angle θ when N(θ) = 0, i.e. in case the initial velocity satisfies
(2.14)
Note that λ(π/2, µ) = λ(π/2, µ). Since
15)
we see that λ(θ, µ) is an increasing function of θ in the interval from π/2 to π, and then a decreasing function in the interval from π to 3π/2. The first of these facts is again physically obvious: to survive to a larger angle without flying off, more initial velocity is needed. The second fact implies that if the particle reaches angle π without flying off -that is, if
-then it also reaches angle 3π/2 without flying off. This is physically obvious when there is no friction, but not so obvious in the presence of friction. See Figure 7 for plots of λ(θ, µ) and λ(θ, µ) versus θ for some selected values of µ.
3) If the particle reaches angle π (and hence also angle 3π/2) without halting or flying off, the next step is to determine what happens in the fourth quadrant (3π/2 < θ < 2π). The particle halts at angle θ in case λ equals the quantity λ(θ, µ) defined in (2.11). From (2.12) we see that ∂ λ(θ, µ)/∂θ is negative at θ = 3π/2 and positive at θ = 2π, with a unique zero at θ = 2π −arctan µ. So λ(θ, µ) is decreasing in the interval 3π/2 ≤ θ ≤ 2π − arctan µ and increasing in the interval 2π − arctan µ ≤ θ ≤ 2π. Its maximum value in the interval [3π/2, 2π] therefore lies either at θ = 3π/2 or at θ = 2π. Since we are in the situation λ ≥ λ(π, µ) > λ(3π/2, µ) = λ(3π/2, µ), the only relevant question is whether λ is larger than λ(2π, µ) or not. If it is, then the particle reaches angle 2π without halting. If it is not, then the particle halts at some angle in the interval (2π − arctan µ, 2π], namely, the unique angle where From (2.12) we see that λ is increasing for 0 ≤ θ ≤ π − arctan µ, decreasing for π − arctan µ ≤ θ ≤ 2π − arctan µ, and increasing for 2π − arctan µ ≤ θ ≤ 2π. From (2.15) we see that λ is increasing for 0 ≤ θ ≤ π and decreasing for π ≤ θ ≤ 2π. The two curves cross at π/2 and 3π/2. λ = λ(θ, µ). The first of these cases always occurs when λ(π, µ) > λ(2π, µ), i.e. when 0 ≤ µ < µ crit ≈ 0.713089. (See Appendix B4 for the proof that there is a unique such value µ crit .) When µ ≥ µ crit , then there is a "halt in fourth quadrant" phase at λ(π, µ) ≤ λ ≤ λ(2π, µ) and a "survive to angle 2π" phase at λ ≥ λ(2π, µ). We record the formula
(2.17) 4) If the particle survives to angle 2π, then it has there a forward velocity corre-sponding to a value
Since λ(2π, µ) > 0 in the "survive to angle 2π" phase, we have λ new < e −4πµ λ: thus the kinetic energy is reduced by at least a factor e −4πµ at each revolution. The subsequent motion can then be found by repeating the foregoing analysis with λ replaced by λ new . The resulting phase diagram is shown in Figure 8 . Since λ(2π, µ) grows extremely rapidly with µ, we have used √ λ instead of λ on the vertical axis, to compress the plot. This phase diagram agrees with the one found by K lobus [8, Figure 2 ]; the value of λ(2π, 1) also agrees with his. All three phase boundaries are increasing functions of µ: see Appendices B1-B3.
Of course, this phase diagram only follows the particle up to the first time that it reachesθ = 0 or θ = 2π. A more complete analysis would show that the phase "survives to angle 2π" is itself divided into sub-phases "halts in the first quadrant" (2π < θ < 5π/2), "flies off the second quadrant" (5π/2 < θ < 3π), "halts in the fourth quadrant" (7π/2 < θ < 4π) and "survives to angle 4π"; and this latter phase is further divided into sub-phases; and so on infinitely. We leave it to interested readers to work out the details.
Appendix A: Proofs for the skier A1. Behavior of the function λ ⋆ (µ)
We want to prove that the function λ ⋆ (µ) defined in (1.20) is an increasing function of µ for µ ≥ 0, or in other words that the function
is nonnegative for all µ ≥ 0. The proof is unfortunately a bit ugly. We shall focus on the quantity in square brackets in (A.1) and prove that it is nonnegative. We begin by observing that the function (arctan µ)/[µ/ 1 + µ 2 ] is an increasing function of µ on the interval µ ≥ 0, which runs from 1 at µ = 0 to π/2 as µ → +∞; this follows from the fact that in which the arctangent no longer appears. We need to prove that f (µ, y) ≥ 0 on the curve y = (arctan µ)/[µ/ 1 + µ 2 ], but we will actually prove it in a much larger region of the (µ, y)-plane -not quite the whole region where it actually holds, but a fairly large chunk of it (see Figure 9 ).
Step 1. We have f (0, y) = 6 − 4y , (A.5) which implies f (0, y) ≥ 0 for 0 ≤ y ≤ 3/2 (A.6) (indicated by a thick blue vertical line in Figure 9 ). Figure 9 ).
Step 3. We now work on the derivative ∂f /∂µ, which is ∂f ∂µ (µ, y) = 12µ 2 e 2yµ 2 / √ (A.10) The function g(µ, y) is now a quadratic in y, and it is not difficult to prove that (∂f /∂µ)(µ, y) ≥ g(µ, y) ≥ 0 for all µ ≥ 0 and y ≥ 1/2 .
(A.11)
Indeed, if we make the substitution y = 1 2 + y, we have g(µ, y) = 6µ (1 + µ 2 ) 3/2 (1+5µ 2 )+ −6+16(1+µ 2 ) 3/2 +18µ 2 +8µ 4 y+(32µ 2 +16µ 4 ) y 2 , (A.12) in which all three coefficients are manifestly nonnegative for µ ≥ 0.
Conclusion of the argument. Combining (A.6) with (A.11), we conclude that f (µ, y) ≥ 0 for µ ≥ 0, 1/2 ≤ y ≤ 3/2 (A.13) (NE-SW shaded region lying below the dashed red line in Figure 9 ). In particular, the part 0 ≤ µ ∼ < 13.3057 of the curve y = (arctan µ)/[µ/ 1 + µ 2 ] -that is, the part of the black curve lying below the dashed red line in Figure 9 -is contained in this region. Similarly, combining (A.8) with (A.11), we conclude that f (µ, y) ≥ 0 for µ ≥ 1/2, y ≥ 1/2 (A.14)
(NW-SE shaded region in Figure 9 ). In particular, the part µ ≥ 1/2 of the curve y = (arctan µ)/[µ/ 1 + µ 2 ] is contained in this latter region. These two regions together cover the whole curve y = (arctan µ)/[µ/ 1 + µ 2 ], thereby completing the proof that λ ⋆ (µ) is an increasing function of µ.
A2. Behavior of the function Λ(θ) = Λ(θ; µ, λ)
We shall study the behavior of the function Λ(θ) = Λ(θ; µ, λ) defined by (1.12); we always assume that µ > 0, 0 < λ < 1 and 0 ≤ θ ≤ π/2. In what follows, µ > 0 is always fixed; only λ and θ are variable.
From On the other hand,
It follows that λ ♮ (µ, θ) is a strictly decreasing function of θ throughout the interval 0 ≤ θ ≤ π/2. Moreover, λ ♮ (µ, θ) takes the value 1 at θ = 0 and decreases to λ ⋆ (µ) [defined in (1.20) ] at θ = arctan µ (see Figure 10 ). Therefore,
with strict inequality except at the endpoint θ = arctan µ.
Since λ ♮ (µ, θ) is a strictly decreasing function of θ, we can also define the inverse function θ ♮ (µ, λ); it is a strictly decreasing function of λ. This function is well-defined on the interval λ ♮ (µ, π/2) ≤ λ ≤ 1, but we shall use it only on the smaller interval λ ⋆ (µ) ≤ λ ≤ 1. We observe that λ < λ ♮ (µ, θ) if and only if θ < θ ♮ (µ, λ); this corresponds to the point (θ, λ) lying below the solid curve in Figure 10 . Similarly, λ > λ ♮ (µ, θ) if and only if θ > θ ♮ (µ, λ); this corresponds to the point (θ, λ) lying above the solid curve in Figure 10 . It follows that Λ(θ) must have a unique zero in the interval 0 < θ < arctan µ, and that Λ ′ (θ) < 0 at this point. This proves the claim that when 0 < λ < λ ⋆ (µ), the skier halts at some angle θ halt (µ, λ) in the interval (0, arctan µ). (Since Λ(θ) < cos θ for 0 ≤ θ ≤ arctan µ, the skier cannot have flown off earlier.) Moreover, because Λ(θ) crosses zero with a nonzero slope, the singularity at θ = θ halt (µ, λ) in the integral (1.18) is integrable, and the skier halts after a finite time
Finally, θ halt (µ, λ) is an increasing function of λ because, on the relevant interval, Λ(θ; µ, λ) is an increasing function of λ and a decreasing function of θ. This behavior is illustrated in the curves λ < λ ⋆ of Figure 4 .
Case λ = λ ⋆ (µ). When λ = λ ⋆ (µ), the foregoing argument shows that Λ ′ (θ) < 0 for 0 ≤ θ < arctan µ; and of course Λ(θ) = Λ ′ (θ) = 0 at θ = arctan µ. Therefore Λ(θ) > 0 for 0 ≤ θ < arctan µ, and θ halt = arctan µ.
Since Λ(θ) = Λ ′ (θ) = 0 at θ = arctan µ, the singularity at θ = arctan µ in the integral (1.18) is nonintegrable, and the skier comes to rest at θ = arctan µ asymptotically as t → +∞.
This behavior is illustrated in the curve λ = λ ⋆ of Figure 4 .
Case λ > λ ⋆ (µ). We have just seen that, for λ = λ ⋆ (µ) and 0 ≤ θ ≤ arctan µ, we have Λ ′ (θ) ≤ 0 and Λ(θ) ≥ 0, with equality at θ = arctan µ. On the other hand, setting λ = λ ⋆ (µ) and θ = arctan µ + ψ, we have Λ ′ (arctan µ + ψ; µ, λ ⋆ (µ)) = 2 1 + µ 2 1 + 4µ 2 2µe 2µψ + sin ψ − 2µ cos ψ ,
which is easily seen to be ≥ 0 for 0 ≤ ψ ≤ π (since e 2µψ ≥ 1, sin ψ ≥ 0 and cos ψ ≤ 1). It follows that, when λ = λ ⋆ (µ), we have Λ ′ (θ) ≥ 0 and Λ(θ) ≥ 0 for arctan µ ≤ θ ≤ π/2, and hence Λ(θ) ≥ 0 throughout the interval 0 ≤ θ ≤ π/2. And since Λ(θ; µ, λ) is a strictly increasing function of λ for fixed µ, θ, we have Λ(θ) > 0 for 0 ≤ θ ≤ π/2 whenever λ > λ ⋆ (µ). This proves that for λ > λ ⋆ (µ) the skier cannot halt. .19) ]; for θ ♮ (µ, λ) < θ ≤ π/2, the function Λ(θ) is strictly increasing [by (A.20)] while cos θ is strictly decreasing; and at θ = π/2 we have Λ(θ) > 0 = cos θ. It follows that the equation Λ(θ) = cos θ has a unique solution θ fly (µ, λ) in the interval [0, π/2], and this solution satisfies θ ♮ (µ, λ) < θ fly (µ, λ) < π/2. Moreover, θ fly (µ, λ) is a decreasing function of λ, because Λ(θ; µ, λ) − cos θ is an increasing function of both θ and λ in the relevant interval.
This behavior is illustrated in the curves λ > λ ⋆ of Figure 4 . We conjecture that θ fly (µ, λ) is an increasing function of µ at each fixed λ, but we do not have a proof.
Appendix B: Proofs for the loop-the-loop B1. Behavior of the function λ(π/2, µ)
We want to prove that λ(π/2, µ), which forms the boundary between the "halts in the first quadrant" and "flies off the second quadrant" phases, is an increasing function of µ. From (2.11) we obtain d dµ λ(π/2, µ) = −24µ + 6e πµ [1 − 4µ 2 + πµ(1 + 4µ 2 )] (1 + 4µ 2 ) 2 .
(A.26)
We have 1 − 4µ + 4µ 2 = (1 − 2µ) 2 ≥ 0 and hence 1 + 4µ 2 ≥ 4µ (this is just the arithmetic-geometric mean inequality). So the term in square brackets in (A.26) is ≥ 1 + (4π − 4)µ 2 ≥ 0. We can therefore use the lower bound e πµ ≥ 1 + πµ to deduce 6e πµ [1 − 4µ 2 + πµ(1 + 4µ 2 )] − 24µ ≥ 6 (1 + πµ) [1 + (4π − 4)µ 2 ] − 24µ (A.27a) = 6 1 − (4 − π)µ + (4π − 4)µ 2 + (4π 2 − 4π)µ 3 .
(A.27b)
But the quadratic 1 − (4 − π)µ + (4π − 4)µ 2 is everywhere positive, so the numerator of (A.26) is positive, and we are done.
B2. Behavior of the function λ(π, µ)
We want to prove that λ(π, µ), which forms the boundary between the "flies off the second quadrant" phase and the two upper phases in Figure 8 , is an increasing function of µ. From (2.14) we obtain d dµ λ(π, µ) = −24µ + 6πe 2πµ [1 − (4/π)µ + 4µ 2 ] (1 + 4µ 2 ) 2 .
(A.28)
By reasoning similar to that in the previous subsection, we show that the numerator of (A.28) is positive.
B3. Behavior of the function λ(2π, µ)
We now consider the function λ(2π, µ), which is given by (2.17) . It is negative for 0 < µ < 1/ √ 2 and positive for µ > 1/ √ 2. We wish to prove that it is also increasing when µ > 1/ √ 2. But this is easy: the function e 4πµ − 1 is positive and increasing when µ > 0; and the function 4µ 2 − 2 1 + 4µ 2 = 1 − is positive and increasing when µ > 1/ √ 2. So their product is positive and increasing when µ > 1/ √ 2. As will be shown in the next subsection, the function λ(2π, µ) forms the boundary between the "flies off the second quadrant" and "halts in the fourth quadrant" phases when µ ≥ µ crit ≈ 0.713089. So the proof given here for µ > 1/ √ 2 ≈ 0.707107 is sufficient to handle this region.
B4. Uniqueness of µ crit
We wish to prove that there is a unique value µ crit ≈ 0.713089 such that the function is positive for 0 ≤ µ < µ crit , zero for µ = µ crit , and negative for µ > µ crit . We remove the positive prefactor and concentrate on g(µ) = 3 + (2 − 4µ 2 )e 2πµ . (A.31)
We have g(0) = 5 and
This is a quadratic that is positive for 0 ≤ µ < ( √ 1 + 2π 2 − 1)/(2π) ≈ 0.565642 and negative for larger µ. So g(µ) is positive and increasing for 0 ≤ µ ∼ < 0.565642, and decreasing thereafter. Since lim µ→+∞ g(µ) = −∞, the function g clearly has a unique root, after which it is negative.
