The attack-angle optimization is a key problem for reentry trajectory design of a gliding type reusable launch vehicle (RLV). In order to solve such a problem, the equations of motion are derived first. A physical programming (PP) method is briefly presented and the preference function is reflected in mathematical representation. The attack-angle optimization problem with four criteria (i.e., downrange, total heat, heat rate, and trajectory oscillation) is converted into a single-objective optimization problem based on the PP method. A winged gliding reentry RLV is chosen as a simulation example and the transformed single-objective problem is solved by the quantum-behaved particle swarm optimization (QPSO) algorithm based on two types of preference structures, longer range preference and smaller total heat preference. The constraints of maximizing heating rate, normal load factor, and dynamic pressure and minimizing terminal velocity are handled by a penalty function method. The simulation results demonstrate the efficiency of these methods. The physical causation of the optimal solution and the typical profiles are presented, which reflect the designer's preference. At last, the feasibility and advantages of QPSO are revealed by comparison with the results of genetic algorithm (GA) and standard particle swarm optimization (PSO) algorithm on this optimization problem.
Introduction
A reusable launch vehicle (RLV) is a launch system which is capable of launching payloads, astronauts, or other equipment into space more than once. It plays an important role in the international space station (ISS) construction, materials transportation, satellite maintenance, and space experiments [1] . However, no true orbital RLV is currently in use. The closest example is the partially reusable Space Shuttle. Because of its expensive cost, the Shuttle retired in 2011. The development of RLV is driven by the desire to reduce expenditure. In order to provide better space transportation products and services, it is necessary to accelerate the development of new RLVs and related technologies and improve the reliability of RLVs during launch, on-orbit flying, and reentry. Moreover, this efficient transport system would lay the foundations for space technology applications in commercial and civilian areas.
RLV is a kind of multipurpose spacecraft that can be reused and flown freely between ground and space. Its total flying course can be divided into several phases: ascend, orbit injection, on-orbit, de-orbit, and reentry. A RLV is by far the most complex aircraft, involving advanced propulsion technology, lightweight materials and structure technology, aerodynamic heating technology, thermal protection, and guidance and control technology. The reentry trajectory and guidance design technologies play a vital role in the reentry process [2] .
In conventional reentry trajectory optimization and tracking guidance strategy design of RLV, the law of attackangle is generally given according to engineering experience. The vehicle usually flies at large attack-angle in early reentry phase to ease the burden of thermal protection structure system and then turn to attack-angle of maximum lift-to-drag ratio (L/D) to increase its lateral and longitudinal mobility. When the sideslip angle is ignored and the magnitude of 2 Advances in Mechanical Engineering lift force is fixed, the direction of total lift can be regulated by changing the bank angle to control the trajectory. This method has been applied in the Space Shuttle, X-33, and some other spacecrafts [3, 4] .
Reentry control is presented by Roenneke and Markl [5] by tracking the drag-energy curve, a reference trajectory generated by sequential quadratic programming (SQP) algorithm. The vehicle's attack-angle is controlled to a Machdependent schedule. A methodology, which considers common equality and inequality constraints, is developed for fast design of reentry trajectory [6] . This approach makes a novel use of the quasiequilibrium glide phenomenon in lifting entry for effective enforcement of the inequality constraints. The application of orthogonal arrays and related statistical analysis of the results to reentry trajectory optimization are addressed by Mooij [7] . The main focus is put on the sensitivity of selected performance indices to the variation in the control parameters attack-angle and bank-angle. The integration of guidance and control system of an unpowered, winged reentry vehicle is discussed by Mooij et al. [8] and the entry guidance system commands attack-angle and bankangle to steer the vehicle to the prescribed final state. To generate a reference trajectory, a reference attack-angle profile is provided as a function of normalized energy. The results of a feasibility study are presented by Chu et al. [9] about how internal analysis can be applied to the nonlinear reentry trajectory optimization problem of minimizing the heat load while returning to a desired landing point. The two control inputs are attack-angle and bank-angle. In order to minimize the maximum stagnation heat flux, the first part of reentry should be flown at high attack-angle (maximum lift configuration), and to maximize the cross-range and downrange, the flight should be continued at the condition of maximum L/D. The optimal trajectory planning for RLVs is studied by Zhang et al. [10] based on SQP. The cost function is the minimum accumulated heat load or the maximum downrange under multiple constraints. A migrant particle swarm optimization (PSO) algorithm, which employs stochastic search method and adaptive linear search method, respectively, for PSO search spaces, is used by Xie et al. [11] to solve the trajectory optimization problem in the presence of path constraints. A modified ant colony optimization (ACO) algorithm is applied by Zhang et al. [12] to optimize the drag-energy profile and its cost function is to minimize the total heat load for the RLV reentry trajectory. In [13] , genetic algorithm (GA) also serves as a useful optimization tool in solving the trajectory optimization problem with minimum terminal states error. All of these studies choose bank-angle as the control variable and fix the profile of attack-angle.
However, presetting the pattern of attack-angle can result in intense air friction at the beginning of reentry. This will decrease the velocity at the expense of increasing the total amount of heat. Moreover, it is difficult for the control system to change the direction of total lift to steer the vehicle to the destination under fixed attack-angle profile. The conclusion can be drawn that the traditional design of attack-angle has severely limited the development of RLV-it is a prerequisite of RLV reentry trajectory optimization. The main task of this paper is to design a more rational attack-angle sequence under the constraints of heating rate, normal load factor, and dynamic pressure.
Although the optimization design of attack-angle has been proposed by some researchers, most of them focus just on one optimization criterion such as maximum downrange or minimum total heat load. Though some researchers have taken several criteria into account simultaneously, they mostly converted the multiobjective optimization (MOO) problem into single-objective optimization (SOO) problem by using conventional weight-based methods. The motivation and major concern of this work is that these simple approaches bring little flexibility and cannot meet the engineering requirements. In the initial design of reentry trajectory for RLVs, the engineers or designers are usually required to choose the sequence of attack-angle according to their preference based on multiple criteria. This paper focuses on the optimization of attack-angle for gliding-type RLV reentry trajectory in the concept design phase and studies the optimal reentry attack-angle scheme, which can be applied directly to the study on the threedimensional trajectory optimization and guidance design. When comparing to the ballistic reentry case, the gliding reentry can increase the cross-range and downrange. However, the aerodynamic heating is quite serious and the total heat and peak heat flux also bring enormous challenges to the structure design. Furthermore, the oscillation of the reentry trajectory is hoped not to be too large in the view of trajectory stability. So the studies on multiobjective optimization should be carried out. Along with the development of nonlinear programming (NLP) methods, a variety of MOO techniques have been developed over the past few years, such as the methods based on weighted approach, multiobjective evolutionary algorithms, multiobjective simulated annealing algorithms, and multiobjective PSO algorithms [14] [15] [16] [17] [18] [19] . In addition, MOO methods have been applied in the optimization design of reentry trajectory. A nondominated sorting genetic algorithm (NSGA) is used by Chen et al. [20] to the RLV multiobjective reentry optimization design with minimum heat load and maximum maneuverable range. In [21] , the traditional skipping trajectory optimal control problem is discretized into a NLP problem using a direct parameter optimization method. Then the NLP problem is solved by a direct optimization algorithm. The constraints of the terminal state, heating rate, overload, and dynamic pressure are all taken into account. The performance index is selected to minimize the total heat, overload, and dynamic pressure. The control law of attack-angle is also given in advance.
In this paper, four optimization criteria (maximum down range, minimum heat load, minimum peak heat flux, and minimum trajectory oscillation) are considered, and the attack-angle optimization problem is brought into physical programming (PP) framework. Section 1 establishes the equations of motion for RLV reentry. The PP approach is introduced in Section 2. By using the PP method, the multiobjective attack-angle optimization problem is transformed into a single-objective optimization problem in Section 3. Then the transformed single-objective problem is solved by the QPSO algorithm in Section 4, in which the simulation results are also presented and compared with the standard PSO algorithm and GA. Section 5 concludes the work.
Problem Statement
Since the attack-angle optimization problem is generally carried out in the concept design phase of RLVs, the Earth can be considered as a symmetrical sphere and its own rotation effect can be ignored to simplify the problem. As discussed in [22] , the amount of loss of accuracy is about 4.1% when neglecting the oblateness and rotation of the Earth. The motion parameters of the RLV are displayed in Figure 1 . The magnitude of vector r indicates the distance from the Earth's center to the RLV, while and denote the longitude and latitude, respectively. All of the above three parameters determine the position of the RLV in the coordinates. The velocity can be characterized by the velocity vector v, heading angle , and flight path angle . The last two parameters can be derived by projection of vector v to the local level.
The sideslip angle which relates to the rotation of the RLV centerline from the relative wind is generally neglected in the reentry trajectory design and the thrust is assumed zero as the vehicle considered in this work is a gliding vehicle; then a nondimensional representation of the longitudinal equations of motion is as follows [23] :
where V and are the nondimensional velocity and distance from the Earth center. and Φ denote the path angle and range angle, respectively. The equations are normalized so that a change in one unit of each state element is approximately of equal significance. The dimensional units are divided by scale length 0 , scale time √ 0 / 0 , scale velocity = √ 0 0 , and scale acceleration 0 . 0 is the average radius of the Earth and 0 is the gravity acceleration of the sea level. The nondimensional time = /√ 0 / 0 . Here and denote the nondimensional lift and drag acceleration which can be expressed as follows:
where and are the mass and reference area of the vehicle and denotes the atmospheric density. The aerodynamic coefficients, and , can be seen as functions of attackangle approximately [24] :
where is the attack-angle which is ready to be optimized and determined.
During the reentry, a RLV is facing up with severe constraints of aerodynamic heating, load, dynamic pressure, and downrange. How to search for an optimal reentry trajectory which not only meets the design requirements but also satisfies multiple constraints is a difficult but meaningful work to be carried out.
In conventional trajectory optimization, as mentioned before, the attack-angle command is usually chosen as function of velocity or Mach number according to engineering experience, which lacks theoretical support. Considering the defect of traditional design, a new approach based on the PP method and QPSO algorithm is presented in this paper. In the next several sections, the PP method is introduced first and then applied to the transformation of the multiobjective optimization problem into a single-objective optimization model, which can reflect the preference of the designer. Later the QPSO algorithm is used to solve the optimization model and search for the optimal attack-angle sequence, which can satisfy the performance indexes and the constraints, simultaneously. Simulation studies and result comparisons are shown at last. The PP method for multiobjective problem will be firstly illustrated in the next section.
Physical Programming Method
The physical programming method that is suitable for generating a preferred compromise solution during multiobjective system design and optimization is described here. The initial development of the PP methodology is presented by Messac [25] . Since then, the PP method has been used in structure design, interactive design, robust design, and some other areas [26] [27] [28] [29] . 
Outline of Physical Programming Method.
Physical programming is not a novel optimization algorithm, but a new framework dealing with multiobjective optimization problems. This new approach is intended to substantially reduce the computational burden for large problems and to place the design process into a more flexible and natural framework.
The PP method has two key advantages.
(a) In stark contrast to conventional weight-based methods, once the designer's preferences are articulated, obtaining the corresponding optimal design is a noniterative process.
(b) The PP method can find the optimal solution without much computational burden in contrast to Paretobased multiobjective optimization methods. So the PP method is appropriate for the attack-angle optimization problem mentioned above in the concept design of RLV.
Mathematical Representation of Reference Function.
In PP methods, the designer classifies the objective functions into four different classes, each comprising two cases: the Soft (S) case and the Hard (H) case:
(a) Class 1-S: Smaller-is-Better, that is, Minimization,
These classes refer to the behavior of the preference function with respect to each generic criterion. A lower value of the class function is considered better than a higher value. The ideal value of the class function during optimization is zero.
For each criterion, regions are defined to delineate the degrees of desirability: unacceptable, highly undesirable, undesirable, tolerable, desirable, and highly desirable. Figure 2 illustrates the case of Class 1-S [25, 30] .
The parameters 1 through 5 are physically meaningful values that are specified to quantify the preference functions associated with the th objective. The mathematical implications of the above definitions and the development of the class function for each objective are given in [25] . Once the range parameters are defined for each objective function, the preference functions will be constructed. The following equations define the class function (Class 1-S) for the th criterion in the domain of the th region:
where and ( = 1, 2, 3, 4, 5) denote the displacements and slopes at the region boundaries, respectively. The calculation of the displacements and slopes can be found in [25, 30] .
From (4), the class function regions are represented by two generic functions. The first one is represented by a decaying exponential, which is fully defined by its value and slope at a point (region 1). For regions 2, 3, 4, and 5, the generic function takes the form of a spline segment that can be defined by its value and slope at its left and right boundaries.
It is obvious that the effectiveness of the PP method rests substantially on its ability to create class functions that truly reflect the priorities of the designer and the preceding classification offers significantly more flexibility than the typical weighted-criterion approach. For each criterion, a class function is formed that constitutes a component of the aggregate preference function to be minimized.
Physical Programming Problem Model.
Building on previous development, the PP problem model with aggregate preference function is as follows [25] :
where x is the variable vector to be determined and x max and x min denote the maximum and minimum values of x, respectively. The preceding problem model conforms to the framework of most NLP codes, with possible minor rearrangements. The PP method involves converting a multiobjective Advances in Mechanical Engineering 5 problem into a single-objective problem by using preference function that captures the designer's preferences. Before searching for a tradeoff solution, a single-objective optimization model for attack-angle should be established based on the PP method, which is the main work of next section.
Establishment of Optimization Model
As mentioned before, a proper optimization model for attackangle is a precondition and foundation for optimal attackangle solving. The single-objective model with multiple constraints and multiple criteria is derived as follows using PP method.
Optimization Criteria.
In traditional trajectory optimization and guidance design, the attack-angle sequence is generally given based on the consideration of aerodynamic heating and horizontal mobility. However, more constraints and criteria should be treated theoretically in designing the attack-angle for reentry trajectory optimization. The unpowered RLVs usually adopt lifting body configurations to increase the range. In addition, severe conditions such as heating rate, total heat, and trajectory oscillation should also be considered. Here, the optimization criteria are chosen as 
Constraint Conditions.
For the thermal, structural, and operational consideration, such severe constraints as heating ratė, normal load factor , and dynamic pressure should be also taken into account [24] :
where is a constant of the vehicle, is the curvature radius of the stagnation point area, and 0 is the atmospheric density at sea level.̇m ax , max , and max denote the corresponding maximum of the constraints of heating rate, normal load factor, and dynamic pressure, respectively. Their values are given in the section on simulation study. The terminal conditions of the reentry are chosen to meet the specific terminal height and minimum terminal velocity:
where ℎ is the expected terminal height and V min the minimum terminal velocity.
By using a penalty function method, this constrained optimization problem can be transformed into an unconstrained optimization problem and then the constraints with different physical meanings are converted to the values sharing the same order of magnitude [31] . The penalty term should be added into the performance index as long as the constraints are unsatisfied. The penalty terms for each constraint are as follows:
wherėm ax , max , and max are the maximum values of heating rate, normal load factor, and dynamic pressure during reentry, respectively.
Design Variables.
It can be seen from (3) that the control variable is attack-angle ( ). In order to find the optimal solution, the optimal control problem should be converted into a parameter optimization problem. A direct shooting method is chosen to perform the conversion [32] .
The conversion begins with the definition of + 1 fixed
The unknown control parameters 0 , 1 , . . . , −1 , at each point are to be determined. In each interval ∈ [ , +1 ] ( = 0, 1, . . . , − 1), the control history ( ) is formed by linear interpolation; that is,
where and +1 denote the values of attack-angle at and +1 . By using the piecewise linear interpolation function, the unknown variable ( ) is substituted by the discrete sequence 0 , 1 , . . . , −1 , . In addition, the final time is free, so the variable should also be seen as a design parameter. Based on the conversion, the design parameters of the attack-angle optimization make up the vector u = ( 0 , 1 , . . . , −1 , , ), which is going to be solved by optimization method.
Optimization Model.
In the former development, four optimization criteria (i.e., maximum down range, minimum total heat, minimum heat rate, and minimum trajectory oscillation) are placed into the PP framework by the preference function. Based on the aggregate preference function (6) and 6 Advances in Mechanical Engineering equality/inequality constraints of heating rate, normal load factor, dynamic pressure, terminal height, and velocity, the integrated optimization index can be formed by adding the penalty terms of each constraint into the aggregate preference function. Then the optimization model of attack-angle is established as follows:
where u = ( 0 , 1 , . . . , −1 , , ) is the design parameter vector to be solved. u min and u max are the boundary values of attack-angle.
As it is seen from preceding process, the multiobjective optimization problem of attack-angle design has been transformed into a single-objective optimization problem based on the PP method. The nonlinear optimization model in (11) will be solved by QPSO algorithm in the next section to obtain the optimal attack-angle sequence and flying time. The results will satisfy the designer's preference.
Attack-Angle Optimization Based on QPSO
The optimization model of attack-angle derived in previous section belongs to the class of large-scale nonlinear optimization problems, which can be solved by NLP methods. However, the traditional gradient-based approaches are very sensitive to initial guess and converge rapidly but may get stuck in local minima of multimodal functions [33, 34] . To improve the optimization performance, stochastic optimal approaches such as GA, ACO, PSO, and simulated annealing (SA) algorithms are proposed and some of which have been applied in trajectory optimization problems [35] [36] [37] [38] . Although stochastic optimization algorithms waste computational effort by doing a random search, they have better global search ability during the offline trajectory optimization and attack-angle design, which do not have much requirement on real-time environment.
PSO Algorithm. PSO algorithm, as a newly developed swarm intelligence paradigm proposed by Kennedy and
Eberhart [39] , has seen increased popularity recently in the field of optimization for many problems. PSO does not mimic Darwinian natural selection but rather it imitates the social behavior of birds.
PSO optimizes a problem by having a population (swarm) of candidate solutions (particles). These particles are moved around in the search space according to a few simple formulae. The movements of the particles are guided by their own best known position in the search space as well as the entire swarm's best known position. When improved positions are being discovered, the movements of the swarm will be guided. The process is repeated and by doing so it is hoped that a satisfactory solution will eventually be discovered.
PSO algorithm does not use the gradient of the problem being optimized, which means PSO does not require that the optimization problem be differentiable as it is required by classic optimization methods such as gradient descent and quasi-Newton methods. When compared to GA, ACO, SA, and some other stochastic optimization algorithms, the PSO algorithm presents relatively short optimization process and fewer control variables. Therefore the PSO algorithm is used for many kinds of optimization problems [40] [41] [42] [43] .
QPSO
Algorithm. PSO algorithm makes few or no assumptions about the problem being optimized and can search very large spaces of candidate solutions. However, PSO cannot guarantee a global optimal solution, which has been proved by van den Bergh [44, 45] . In order to enhance the chance to find out better solutions in search space, the individual particle of a PSO system moving in a quantum multidimensional space is studied by Sun et al. [46] and a quantum delta potential well model for PSO is established, and then the quantum delta-potential-well-based particle swarm optimization (QDPSO) algorithm is proposed. Based on the QDPSO algorithm, the mean best (m best) position is introduced by Sun et al. [47] to evaluate the search scope of a particle and put forward a novel parameter control method and thus formulate the philosophy of QPSO.
In PSO, the particle must be in bound state to guarantee collectiveness of the particle swarm and converge to optima or suboptima, whereas, in QPSO, a particle can appear at any position in the whole feasible search space with a certain probability and such position may be superior to the current best position in the population. In contrast to the traditional PSO, the QPSO has even simpler model and less control variables, which promote its application in many research fields [48, 49] .
In a classical PSO system with the population size of , the position vector of particle in N-dimensional space in the th iteration is denoted as ( ) = { ,1 ( ) , ,2 ( ) , . . . , , ( )} , = 1, 2, . . . , .
The particle in quantum space has no velocity vector. For minimization problems, a smaller value of the performance index corresponds to a better fitness value [21] , so the best position (the position giving the best fitness value) of particle can be updated by
and the best particle among all particles in the population can be determined by
where is the suffix of the best particle. Actually, before every update of the th particle ( ), the best particle across the whole population ( ) should be known. Therefore, the current fitness value of the th particle [ ( )] is better. Each particle in the PSO system converges to its only local attractor, of which the coordinates are
where ( )∼ (0, 1) is a random number between 0 and 1. In QPSO, the state of the particle in quantized search space is depicted by a wave function or by a probability function of the position, which cannot reveal any certain information about the position of a particle that is vital to evaluate its fitness. So it is necessary to transform the quantum state to classical state. A Monte Carlo method can realize the process of transformation. The iterative equation of position in QPSO is
where , ( )∼ (0, 1) is a random number between 0 and 1. Here, is called contraction-expansion (CE) coefficient, which is the only parameter in the algorithm except for the population size and iteration times, and works on individual particle convergence speed and the performance of the algorithm. In the simulation, the value of decreases from 1.2 to 0.5 linearly, and ( ) is the mean best position ( best) defined as follows:
The QPSO algorithm is described in Algorithm 1. 
Simulation Procedure.
Based on the PP method and QPSO algorithm, the attack-angle optimization design problem can be solved by the following procedure.
(a) Design the preference structure of each optimization criterion according to the designer's preference and divide the total domain of each criterion into six subintervals as illustrated in Figure 2 .
(b) Determine the preference function of each criterion based on the preference structure. Get the boundary conditions (displacements and slopes) of the regions for each criterion, and then obtain the preference function value ( = 1, 2, 3, 4) according to (4) .
(c) Substitute the preference function values into the aggregate preference function (6) to convert the multiobjective problem into a single-objective problem.
(d) Establish the integrated optimization model of attackangle by adding the penalty terms of constraints into the aggregate preference function, and then solve the model as shown in (11) using the QPSO algorithm.
Simulation Studies.
In order to investigate the proposed method for the attack-angle optimization problem, a gliding type reentry RLV is chosen as a simulation example. The aerodynamic coefficients are generated based on the common aero vehicle (CAV) data [30, 50] . These coefficients are functions of attack-angle shown in (3) and the effect of the Mach number can be neglected according to the data. The initial conditions and model parameters are given in Table 1 . This simulation task is carried out on a PC with 2 GB memory and Intel Core 2 Duo CPU. The version of MATLAB is R2007b. According to engineering experience and the simulation results of [30] , the vehicle could achieve maximum range when flying at attack-angle of maximum L/D, but the trajectory oscillation is severe; when flying at the maximum attack-angle, the total time-cost is reduced and the heat load is minimum, but the peak heat flux increases and the range is too short. Thus, it is noticed that there exist multiple 8 objectives in the attack-angle optimization problem which conflict with each other. Generally, it is difficult or impossible to find the best solution that all of the criteria achieve the best values simultaneously. Under this consideration, it is preferred to obtain the compromised solution based on the designer's expectation or preference. Traditionally, the sequence of attack-angle is usually chosen as a simple profile of velocity or Mach number according to the flight demonstration and engineering experience in the trajectory optimization problems. In order to compare with the conventional design method, two groups of preference structure (Preferences I and II) that represent longer downrange expectation and smaller total heat expectation are chosen. The two preference structures are shown in Tables 2  and 3 .
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The total time space is divided into 20 and 10 equal intervals, respectively, to illustrate the feasibility of the optimization method for the two preferences. Before simulation, the parameters of QPSO are chosen as follows: the population size is 40, the maximum iteration is limited to 500, the terminating value of the integrated index is 0.5, and the CE coefficient decreases from 1.2 to 0.5 linearly. Since QPSO is a stochastic optimization algorithm, 50 independent optimization trials are carried out to guarantee the accuracy of simulation.
In order to provide complete information about the distribution of the observations, the five-number summary is introduced to give a robust description of the location (from the median), range (from the minimum and maximum), and spread (from the percentile) of the observations. The fivenumber summary of a data set consists of the minimum observation, 25th percentile, median, 75th percentile, and maximum observation of the set. The observations of the 50 independent trials are put in ascending order. Then the values of the five-number summary can be obtained. The results and typical curves are shown as follows. = 20. The simulation results and the spread of the fitness are shown by Table 4 and Figure 3 ; the typical iterative processes for two preferences are depicted by Figure 4 ; the typical curves are presented by Figures 5, 6, 7, 8, 9 , and 10. = 10. The simulation results and the spread of the fitness are shown by Table 5 and Figure 11 ; the typical iterative processes for two preferences are depicted by Figure 12 ; the typical curves are presented by Figures 13, 14, 15, 16, 17 , and 18. Tables 4 and 5 show the simulation results of the 50 independent optimization trials for Preferences I and II, respectively. The smallest fitness value (the best results), 25th percentile, median, 75th percentile, and the largest fitness value (the worst results) are measured according to the observations of 50 independent trials. The arithmetic mean and the median are all given as measures of the average result. In the first case of Preference I, we have a median of 0.4342 and an arithmetic mean of 0.4318, so they are quite comparable. Even the worst fitness values are less than 0.5, which is the terminating value of the integrated index. The same holds for other cases and preferences. So the convergence of every iterative process for the attack-angle optimization problem can be guaranteed and all the results lie in an ideal scope. In every trial, the population size, the maximum iteration, and the terminating value of the integrated index are specified. So the simulation process stops and the fitness value (the integrated index) is obtained at the end. Nearly all of the trials got a different result under different initial values. As can be seen from the results, the QPSO algorithm shows good performance during the optimization design of attack-angle. Figures 4 and 12 depict the typical iterative processes of QPSO for the two preferences. It is obvious that the terminating value of the integrated index can be reached within several steps by doing a random search, which indicates that QPSO has a fast convergence speed for attack-angle optimization problem. Figures 5 to 10 and Figures 13 to 18 present the typical curves of the 50 independent optimization trials. It is noticed in these figures that all of the optimization criterion values are in the tolerable or better regions. By comparing the simulation results of the two groups of preference structures, the optimal attack-angle profiles are trade-off solutions under different considerations of preference structures. Figures 5  and 13 present the damped oscillation trajectories of gliding reentry, which are compromise results of every single optimization object as discussed by Yong et al. [30] . The trajectories with amplitude of damped oscillation are response to the consideration of increasing the range, while, in the view of trajectory stability, the oscillation is expected to be not so severe. Meanwhile, the total flying time should be reduced to meet the constraint of thermal protection system (TPS) at the expense of range decrease. Figures 5 and 13 can be understood easily based on these physical analyses. Figures  7 and 15 show the history of optimal attack-angle sequence corresponding to the optimal reentry trajectory. Because the peak heating flux usually occurs at the first trough, the RLV usually flies at high value of attack-angle in the initial part of the reentry trajectory. In the later segment of the trajectory, when a designer prefers to obtain an ideal trajectory with smaller amount of total heat, the attack-angle stays at the close region of maximum value to reduce the heat; while a designer has a bias towards longer downrange, the attackangle varies near the vicinity of maximum L/D to increase the downrange. These characteristics coincide with the results of single-objective optimization problem. The histories of heating rate, normal load factor, and dynamic pressure under different preferences are depicted in Figures 8 to 10 and Figures 16 to 18 , which satisfy the constraint conditions.

Results
Comparison. The defects of the traditional gradient-based approaches to NLP problems are discussed in the beginning of this section. Meanwhile, many stochastic optimization algorithms are developed, such as GA, ACO, and PSO. Compared with gradient-based methods, these stochastic approaches are not sensitive to initial guess and present strong global search ability when solving complex NLP problems. As a novel attempt, the PP method is firstly introduced into the process of solving multiobjective trajectory optimization by Yong et al. [30] . The multiobjective optimal reentry trajectory is obtained by GA. The similar optimization problem is solved by Arora et al. [51] based on a trajectory optimization software which uses the GA as an optimization tool. The total time consumed is about 18 minutes. The PP method and the traditional PSO algorithm are introduced into an aircraft concept design problem by Wang and Li [52] . The efficiency and feasibility of PSO are revealed by comparing with the results of GA. The optimal trajectory planning for RLV based on ACO is studied by Zhang et al. [53] . The cost function is the minimum accumulated heat load under multiple constraints such as heating rate, normal load factor, dynamic pressure, and equilibrium glide. A distributed architecture to deal with global optimization of engineering problems in a parallel computing environment is presented by Mooij and Hä nninen [54] , in which a particular implementation with PSO algorithm is discussed and used for reentry trajectory optimization that minimizes the heat load and maximizes the total flight range simultaneously. A new maximum cross-range guidance method is presented by Chao et al. [55] and divided into two subproblems, the trajectory design and trajectory following subproblem. The optimal reference trajectory is found by GA base on the analysis of heat flux, overload factor, and dynamic pressure constraints. Through comparison, GA is sensitive to the initial population and has poor ability for local search, and "prematurity" usually occurs. The distribution of the initial population and the selection of genetic operators directly concern the convergence and searching efficiency of GA. Unreasonable initial population will lead to local optimal solution, so the initial population of GA should be chosen scientifically and will reflect the information in the whole solution space. ACO also has an initial guess sensitivity and unavoidable stagnation phenomenon. When the population is initialized, the pheromone on each path is equal and it is difficult for the ants to find a better path among the rambling paths within short time. So the convergence speed is slow. Besides, Differential Evolution (DE) and Artificial Bee Colony (ABC) algorithms also have good performance in addressing numerical optimization problems and both of them are good candidates for attack-angle optimization problems. However, the research of DE is relatively scattered and lacks systematic and theoretical foundation when compared with GA and PSO. Moreover, appropriate control parameters like crossover rate and mutation rate should also be selected, which is quite similar to that of GA. The ABC algorithm is a newly emerging evolutionary optimization algorithm and the study of ABC algorithm for constrained optimization problems is still in Advances in Mechanical Engineering 13 primary stage. So much work needs to be done to improve the capabilities of classical ABC algorithm before applications widely, such as algorithm complexity, theoretical proofs, convergence capability, and easily sinking in local optima. A traditional PSO algorithm has many advantages like having a simple search policy and fewer control parameters, which are suitable for the attack-angle optimization design problem in the initial concept design phase. However, the search processes of these traditional intelligent optimization algorithms usually require more time. In order to test the performance of QPSO on attack-angle optimization, simulation studies are carried out and the results are compared with that of GA and PSO.
For the attack-angle optimization problem and optimization model that have been established before, total time domain is divided into 10 equal intervals, and then the traditional GA, PSO, and QPSO algorithms are used to solve this optimization problem for 50 times, based on Preference I (longer downrange). The population size is 40; the maximum iteration is limited to 500; the terminating value of the integrated index is 0.5.
It is well known that the choice of parameter values for GA, PSO, and QPSO is critical to the success of these algorithms. For example, the crossover rate controls the capability of GA in exploiting the local optima. The higher the crossover rate is, the quicker the exploitation proceeds. However, if the crossover rate is too large, it would disrupt individuals faster than they could be exploited. In contrast, the mutation rate controls the speed of GA in exploring a new area. Small mutation rate values are commonly adopted in GA. Typical values of crossover rate are in the range0.5∼1.0, while typical values of mutation rate are in the range 0.001∼ 0.05 [56] . In addition, PSO is also very sensitive to efficient parameter setting and many approaches have been proposed to select the values of inertia weight, cognitive, and social parameters for PSO to enhance and improve its performance. However, choosing the optimal parameter values for these algorithms is not the main work of our paper, so typical values are used in the simulation studies by setting = 0.8 and = 0.02 for GA, respectively. The inertia weight and learning effects of PSO are = 0.7298, 1 = 1.49618, and 2 = 1.49618. The CE coefficient of QPSO decreases from 1.2 to 0.5 linearly.
As can be seen from previous discussion, the five-number summary provides a concise summary of the distribution of the observations. In addition, it is possible to quickly compare several sets of observations by comparing their five-number summaries, which can be represented graphically using a boxplot. A boxplot is a visual representation of the fivenumber summary. It can be used to provide important information about the location and dispersion of the data. So it is particularly useful for comparing distributions between different groups. The simulation results are reported in Table 6 . The boxplots of the three algorithms are drawn vertically in Figure 19 .
The fitness value is obtained in every trial when the population size, maximum iteration, and the terminating value of the integrated index are all specified. Almost all of the trials will get a different result under different initial values and different optimization algorithms. Table 6 shows the fivenumber summaries of the observations of GA, PSO, and QPSO algorithms. The best value, 25th percentile, median, 75th percentile, worst value, and arithmetic mean result under each algorithm are all measured according to the distribution of the results of 50 independent trials to illustrate the different performances of the three algorithms. Figure 19 depicts the boxplots of the data in different groups. On each box, the central mark is the median and the edges of the box are the 25th and 75th percentiles. The upper and lower extremes are the greatest and least numbers that occur in the data groups. The spacings between the different parts of the box indicate the degree of dispersion and skewness in the data. Given the maximum iteration, most of results of GA are larger than 0.5, while the fitness values of PSO and QPSO are all around or smaller than 0.5. More importantly, all the observations of QPSO lie in a narrow scope, which indicates a better performance of the QPSO than GA and PSO on the attack-angle optimization problem.
In addition, a statistical study based on the Mann-Whitney U test is also carried out to highlight the differences in performance of the three different algorithms. The significant level is chosen as 0.05 and the values of the tests are all approaching zero, which indicate a rejection of the null hypothesis at the 5% significance level and significant differences in performance of the algorithms.
As can be seen from the comparison of the results, all of the three optimization algorithms can achieve good solutions, but the QPSO algorithm is superior to GA and PSO algorithm in search ability, convergence speed, and the accuracy of the solution on the particular problem discussed in this paper. These characteristics can also be found in other quantumbased algorithms [57, 58] . First, when adopting the same data, the simulation results of QPSO are apparently better than the results of GA and PSO; this is because the particles in QPSO can appear at any position in the whole feasible search space. Second, the convergence speed of QPSO is faster and its optimization process is more efficient than GA and PSO, because the quantum computation was introduced into the stochastic procedure. Due to the characteristics of wave function of quantum delta potential well model, the global search ability of the algorithm is enhanced. Considering the advantages of QPSO and the requirement of fast design of attack-angle in engineering practice, QPSO algorithm could serve as a novel trial on attack-angle optimization problem in concept design of RLVs.
It is easy to see from the simulation results that the QPSO performs better on the attack-angle optimization problem, but sometimes the QPSO is sensitive to the control parameters, which will result in unstable convergence speed of the particle. In addition, fast convergence speed is sometimes acquired in sacrifice of global search ability of the algorithm, so effective methods should be found to improve the performance of QPSO algorithm.
Conclusions
The reentry trajectory optimization problem for a horizontallanding reusable launch vehicle (RLV) is based on the successful choosing of attack-angle sequence. This paper studies the attack-angle optimization problem using physical programming (PP) method and quantum-behaved particle swarm optimization (QPSO) algorithm and obtains the optimal solution corresponding to the designer's preference.
First, the longitudinal equations of motion were introduced to depict the reentry course of the RLV, followed by the problem and its motivation. Then the PP method was briefly introduced and the mathematical representation of preference function was presented to deal with the multiobjective optimization problems. The attack-angle optimization problem with four criteria (maximum down range, minimum total heat, minimum heat rate, and minimum trajectory oscillation) was transformed into a single-objective optimization problem based on the PP method and the integrated optimization model was established at last. The attack-angle discrete sequence based on direct shooting method acts as the design parameters of the model; the constraints of maximum heating rate, maximum normal load factor, maximum dynamic pressure, and minimum terminal velocity were handled by penalty function method, and then the integrated optimization index was formed by adding the penalty terms of each constraint into the aggregate preference function. Finally, this single-objective optimization problem of attackangle was solved by QPSO algorithm based on two types of preference structures (longer range preference and small total heat preference). In addition, the simulation results of QPSO are compared with the results of other algorithms, especially GA and standard PSO. The QPSO shows strong search ability and high efficiency on the attack-angle optimization problem because of the application of quantum computation.
The combination of the PP method and QPSO algorithm serves as a useful and efficient mean on the attack-angle optimization design problem for RLV reentry. According to this method, the engineers can establish the optimization model and obtain the trade-off solution that satisfies their preference within several minutes, which could further enhance the accuracy and performance of the reference trajectory optimization and guidance system design. In the future studies, the three-dimensional reentry trajectory optimization problem can be directly solved using this approach and obtain the optimal solution of attack-angle and bank-angle, which can be treated as the reference trajectory for a reentry guidance system. In addition to the algorithms discussed in this paper, some other algorithms like DE and ABC are all good candidates for the reentry attack-angle optimization and trajectory optimization problems. In the future, more advanced algorithms will be tried to handle this kind of problems.
