We call a non-discrete Euclidean building a Bruhat-Tits space if its automorphism group contains a subgroup that induces the subgroup generated by all the root groups of a root datum of the building at infinity. This is the class of non-discrete Euclidean buildings introduced and studied by Bruhat and Tits. We give the complete classification of Bruhat-Tits spaces whose building at infinity is the fixed point set of a polarity of an ambient building of type B 2 , F 4 or G 2 associated with a Ree or Suzuki group endowed with the usual root datum. (In the B 2 and G 2 cases, this fixed point set is a building of rank one; in the F 4 case, it is a generalized octagon whose Weyl group is not crystallographic.) We also show that each of these Bruhat-Tits spaces has a natural embedding in the unique Bruhat-Tits space whose building at infinity is the corresponding ambient building.
Tits in [2] . (The term Bruhat-Tits space was used in [5] to describe complete metric spaces that satisfy a certain "semi-parallelogram rule" introduced by S. Lang . This is a more general class of metric spaces which includes not only all non-discrete Euclidean buildings but also, for example, all simply connected Riemannian manifolds of nonpositive curvature. We mention too that Bruhat-Tits spaces in our sense are not necessarily complete as metric spaces; see Section 7.5 in [2] .)
Suppose now that ∆ is the spherical building (of rank one or two) associated with a Ree or Suzuki group. Thus ∆ is the fixed point set of a "polarity" of a building of type B 2 , F 4 or G 2 which is defined over a field extension K/F, where p := char(K) equals 2 in the first two cases and 3 in the third case, and the polarity is defined in terms of a Tits endomorphism θ of K (as defined in 5.1) whose image is F. On page 173 of [12] , Tits remarks that an arbitrary valuation ν of K (where "arbitrary" means "arbitrary nontrivial real-valued non-archimedean") extends to a valuation of the root datum of ∆ -and thus there exists a corresponding Bruhat-Tits space whose building at infinity is ∆ -if and only if the valuation ν is θ-invariant. It is the goal of this paper to make this statement more precise and to fill in all the details justifying it.
Here θ-invariant means that ν • θ is equivalent to ν, i.e. that ν(x) ≥ 0 for x ∈ K * if and only if ν(x θ ) ≥ 0. This is the same as saying that ν(x θ ) = γ · ν(x) for some positive real number γ and all x ∈ K * . Since θ is a Tits endomorphism of K, it follows that ν is θ-invariant if and only if
for all x ∈ K * . Thus, in particular, ν cannot be θ-invariant if it is discrete (since the ratio of two values of a discrete valuation is always rational).
Overview.
Continuing to put precision aside for a moment, we can summarize the main results of this paper roughly as follows; see also 8.11 . THEOREM 2.1. Let G be a Ree or Suzuki group. Then the following hold: (i) There exists a Moufang building∆ of type B 2 , F 4 or G 2 having a polarity ρ defined over a pair (K, θ) as described in Section 1 such that G is the group induced by the centralizer CĠ(ρ) on the set∆ ρ of fixed points of ρ, whereĠ is the subgroup of Aut(∆) generated by the root groups of∆.
(ii) The set ∆ :=∆ ρ has the structure of a Moufang building of rank one in cases B 2 and G 2 , of rank two whose Weyl group is dihedral of order 16 in case F 4 .
(iii) For each valuation ν of the field K, there exists a unique non-discrete Euclidean building (Ẋ,Ȧ) determined by ν whose building at infinity is∆ and whose automorphism group inducesĠ on∆.
(iv) Let ν and (Ẋ,Ȧ) be as in (iii) . Then there exists an automorphismρ of (Ẋ,Ȧ) inducing the polarity ρ on∆ if and only if ν is θ-invariant. Furthermore,ρ, if it exists, is unique.
(v) If ν, (Ẋ,Ȧ) andρ are as in (iv) , then there is a canonical non-discrete Euclidean building (X, A) contained in the fixed point set ofρ in (Ẋ,Ȧ) whose building at infinity is ∆ and whose automorphism group contains a subgroup inducing G on ∆.
(vi) Every non-discrete Euclidean building (X, A) whose building at infinity is ∆ and whose automorphism group contains a subgroup inducing G on ∆ arises from a θ-invariant valuation ν of K as described in (v) .
Proof. Assertion (i) is essentially the definition of a Ree or Suzuki group. The building∆ and its polarity ρ are described in 5.3. Assertion (ii) is proved in 6.5.iii and 6.7. Assertions (iii) and (iv) follow from 4.16 and 5. 15 . Assertion (v) is proved in 7.11 and assertion (vi) is a consequence of 7.1. This paper is organized as follows: in Sections 3-4 we review the basic results about root data, valuations of root data and non-discrete Euclidean buildings we require. In Sections 5 we introduce the spherical buildings of type B 2 , F 4 and G 2 having polarities that give rise to the Ree and Suzuki groups and in Section 6 we assemble the basic properties of the subbuildings fixed by these polarities we require. Our main results -7.1, 7.4, and 7.11 -are then proved in Sections 7 and 8.
Throughout this paper we will use ∆ and similar letters to denote spherical buildings and (X, A) and similar letters to denote Euclidean buildings.
Root data and valuations.
We now start paying attention to the details. In this section we review the notions of a root datum of a spherical building and a valuation of a root datum. Notation 3.1. Let (W, S) be an irreducible spherical Coxeter system. Then either W can be identified with the Weyl group of an irreducible root system Φ so that S consists of the reflections determined by the elements in a basis, or |S| = 2 and W is a dihedral group of order 2n for n = 5 or n > 6. In the latter case we let Φ consist of 2n vectors evenly distributed around the unit circle in a 2-dimensional Euclidean space and think of S as the two reflections determined by two of these vectors making an angle of (n − 1)180/n degrees. (Later we will refer to this set Φ as I 2 (n).) In both cases, we denote by A the ambient Euclidean space of Φ and by Aut(Φ) the group of isometries of A mapping Φ to itself. Note that (W, S) is uniquely determined by Φ. When we sometimes call W the Weyl group of Φ (as is usual), we really have the pair (W, S) in mind. Notation 3.2. Let (W, S) and Φ be as in 3.1. For all α, β ∈ Φ such that α = ±β, the interval (α, β) is the s-tuple (γ 1 , γ 2 , . . . , γ s ) of all elements γ i ∈ Φ such that for some positive real numbers p i and q i (which depend on α and β), γ i /|γ i | = p i α/|α| + q i β/|β|, (3.3) where ∠(α, γ i ) < ∠(α, γ j ) if and only if i < j. Note that s depends on the pair α and β and that for some pairs, s = 0.
To define the interval (α, β), we could have omitted the denominators in 3.3. We included the denominators because the coefficients p i and q i in this equation (as it is written) are needed in the statement of condition (V2) in 3.14.
Notation 3.4. Let (W, S), Φ and A be as in 3.1. To each α ∈ Φ we associate the reflection s α given by
A wall of Φ is the fixed point set of one of these reflection. A Weyl chamber of Φ is a connected component of A with all the walls removed. We call the closure of a Weyl chamber a sector of Φ. The sectors are polyhedral cones; a face of Φ is a face of one of these cones. The set of all faces of Φ forms a simplicial complex called the Coxeter complex of (W, S) (or Φ). We will denote this simplicial complex by Σ(Φ). To each element α of Φ we associate the half-space
A root of the Coxeter complex is the set of faces contained in one of these halfspaces. The map α → H α thus gives rise to a canonical bijection from Φ to the set of roots of Σ(Φ).
Conventions 3.5. Let ∆ be an irreducible spherical building. Then every apartment of ∆ is isomorphic to the Coxeter complex Σ(Φ) for some Φ as in 3.1. The corresponding Coxeter system (W, S) is usually called the type of ∆. We prefer, instead, to say that ∆ is of type Φ. (Thus a building of type B is the same thing as a building of type C .) Let Σ be an apartment of ∆. A root of Σ is the image of a root of Σ(Φ) under an isomorphism from Σ(Φ) to Σ. Thus for each such isomorphism we have a canonical bijection from Φ to the set of roots of Σ. We will usually assume that an isomorphism from Σ(Φ) to Σ is fixed and identify Φ with the set of roots of Σ via this bijection. Definition 3.6. Let ∆ be an irreducible spherical building of rank at least two. For each root α of ∆ (i.e., of some apartment of ∆), let U α be the intersection of the stabilizers in Aut(∆) of all the chambers that are contained in some panel of ∆ which contains two chambers in α. It follows from Corollary 3.14 in [14] that U α acts trivially on the set of chambers in α itself. (The subgroups of the form U α are called the root groups of ∆.) The building ∆ is Moufang (equivalently, "∆ satisfies the Moufang condition") if the following hold:
(i) ∆ is thick (i.e., every panel contains at least three chambers).
(ii) For each root α of ∆, the root group U α acts transitively on the set of apartments containing α.
Tits showed that thick irreducible spherical buildings of rank at least three, as well as all the irreducible residues of rank two of such a building, always satisfy the Moufang condition; see, for example, Theorems 11.6 and 11.8 in [14] for a proof. Irreducible spherical buildings of rank at least two satisfying the Moufang condition were classified in [10] and [13] . See [15, 30.14] for a summary of the results. PROPOSITION 3.7. Let ∆ be an irreducible spherical building of rank ≥ 2 satisfying the Moufang property. Then for each root α of ∆, the root group U α acts sharply transitively on the set of apartments containing α.
Proof. This is proved, for example, in Theorem 9.3 and Proposition 11.4 of [14] . Now suppose that ∆ is a building of rank one. In other words, ∆ is simply a set (whose elements are the chambers of ∆) and Aut(∆) is the full symmetric group on ∆. The apartments of ∆ are the two-element subsets of ∆ and thus the roots of ∆ are just the one-element subsets of ∆. Normally we will use letters like x and y to name elements of ∆; when we want to emphasize that an element of ∆ is being considered as a root, however, we will give it a name like α or β. Definition 3.8. Let ∆ be a building of rank one, i.e., of type Φ := A 1 , let Σ be an apartment of ∆ and let the two elements of Σ be identified with the two elements of Φ. A Moufang structure on ∆ is a collection (U α ) α∈Φ of nontrivial subgroups of Aut(∆) such that the following hold:
(i) For each α ∈ Φ, the subgroup U α fixes α and acts sharply transitively on ∆\{α}; and (ii) For each α ∈ Φ, the subgroup U α is normalized by the stabilizer of α in the group G := U α , U −α . The groups U g α for all α ∈ Φ and all g ∈ G are called root groups. A Moufang structure on ∆ is independent of the choice of Σ and its identification with Φ up to conjugation in the group G. Since the root groups are required to be nontrivial, ∆ can have a Moufang structure only if it is thick, i.e., if |∆| ≥ 3. When we say that ∆ is Moufang, we mean that we have a particular Moufang structure on ∆ in mind (whose root groups we will always call U α , U β , etc.). Note that with this convention, 3.7 holds also when = 1 (with "satisfying the Moufang property" interpreted as meaning "having a Moufang structure with root groups U α "). Remark 3.9. Let ∆ be an irreducible spherical building of rank ≥ 2 which satisfies the Moufang condition and let P be a panel of ∆ viewed as a set of chambers. For each chamber x in P, let α be an arbitrary root of ∆ containing x but no other chamber in P. By 3.7, U α acts faithfully on P. Furthermore, the permutation group induced by the root group U α on P is independent of the choice of α. (This follows from Proposition 11.11 in [14] .) Hence every rank one residue of ∆ inherits a canonical Moufang structure from ∆ whose root groups are isomorphic to root groups of ∆. PROPOSITION 3.10. Let ∆ be an irreducible spherical building of type Φ satisfying the Moufang condition as defined in 3.6 and 3.8 and let Σ be an apartment of ∆ (to which we apply 3.5) . Then for each α ∈ Φ (i.e., to each root α of Σ), the following hold:
(i) There exist maps λ and κ from U * α to U * −α such that for each u ∈ U * α , the product
maps Σ to itself and induces the unique reflection s α defined in 3.4 on Φ (which interchanges the roots α and −α).
Proof. The first assertion is a consequence of 3.7 and the other two follow from the first; see, for example, in [13, 6.1-6.3]. PROPOSITION 3.11. Let ∆ be an irreducible spherical building satisfying the Moufang condition as defined in 3.6 and 3.8 and let G † be the subgroup of Aut(∆) generated by all the root groups of ∆. Then G † acts transitively on the set of all pairs (Σ, C), where Σ is an apartment of ∆ and C is a chamber of Σ.
Proof. This is proved, for example, in Proposition 11.12 of [14] .
Note in the rank one case, 3.11 just says that G † is a 2-transitive permutation group on ∆. Definition 3.12. Let ∆ be an irreducible spherical building of type Φ satisfying the Moufang condition and let Σ be an apartment of ∆ (to which we apply 3.5). For each α ∈ Φ, let U α be the corresponding root group. The root datum of ∆ (based at Σ) is the pair (Σ, (U α ) α∈Φ ).
Let ∆ be as in 3.12. By 3.11, the root datum of ∆ is, up to conjugation in the group G † , independent of the choice of the apartment Σ. Note that a root datum and a Moufang structure on ∆ (as defined in 3.8) are essentially the same thing when ∆ has rank one. By [13, 40.17] , ∆ is uniquely determined by its root datum when the rank of ∆ is at least two. THEOREM 3.13. Let ∆ be an irreducible spherical building of type Φ satisfying the Moufang condition, let the notion of the interval from one element of Φ to another be as in 3.2 and let Σ be an apartment of ∆ (to which we apply 3.5) . Then for all ordered pairs α, β of elements of Φ such that β = ±α,
Proof. This is proved in [7, 6.12(ii) ].
Definition 3.14. Let ∆ be an irreducible spherical building of type Φ satisfying the Moufang condition, let Σ be an apartment of ∆ (to which we apply 3.5) and let
be the root datum of ∆ based at Σ as defined in 3.12. A valuation of this root datum is a collection ϕ := (ϕ α ) α∈Φ of nonconstant maps ϕ α from U * α to R such that the following hold: V1: For each α ∈ Φ and each k ∈ R, the set
is a subgroup of U α , where we assign ϕ α (1) the value ∞ (so that 1 ∈ U α,k for all k). V2: For all α, β ∈ Φ such that α = ±β and for all k, l ∈ R,
where γ i , p i , q i and s are as in 3.3. V3: For all α, β ∈ Φ, all u ∈ U * α and all g ∈ U β , the quantity
is independent of g and if α = β, then t = −2ϕ α (u). Here s α is as in 3.4 and m Σ (u) is as in 3.10.i.
Note that the condition (V2) is vacuous when the rank of ∆ is one. Proof. This holds by Proposition 6 in [12] . For more details, see Theorem 3.41 in [15] .
Definition 3.17. Let ∆, Φ and Σ be as in 3.14, let ϕ = (ϕ α ) α∈Φ be a valuation of the root datum of ∆ based at Σ and let ρ be an automorphism of ∆ mapping Σ to itself. We will say that ϕ is ρ-invariant if
PROPOSITION 3.18. Let ∆, Φ and Σ be as in 3.14, let ϕ be a valuation of the root datum of ∆ based at Σ, let w be an element of the root group U * α such that ϕ α (w) = 0 and let m 0 = m Σ (w). Then for each α ∈ Φ,
Proof. Let β be the root opposite α in Σ. Let g, u ∈ U * α and let v = κ(u) ∈ U * β , where κ is as in 3.10.i. Then m Σ (u) = m Σ (v) by Proposition 11.24 in [14] , ϕ β (v) = −ϕ α (u) by Proposition 3.25 in [15] (or [7, 10.10]) and
for all y ∈ U β by condition (V3) (with both roots equal to β). Thus
By another application of condition (V3) (this time with both roots equal to α) and the choice of w, we have ϕ β ( g m 0 ) = ϕ α ( g).
Non-discrete Euclidean buildings.
In this section we assemble a few basic facts about non-discrete Euclidean buildings. We start with the definition. 3.4 . Let X be a set and let A be a family of injections of A into X. The elements of A will be called charts and the images of charts will be called apartments. Sets of the form f (H α ) for some chart f and some α ∈ Φ will be called roots of (X, A) and sets of the form f (S) for some chart f and some sector (respectively, face) of Φ (as defined in 3.4) will be called sectors (respectively, faces) of (X, A). The pair (X, A) is a non-discrete Euclidean building of type Φ if the following six axioms hold:
is closed and convex and there exists w ∈ W such that the maps f and f • w coincide on M. A3: Every two points of X are contained in a common apartment. A4: If S and S are sectors of (X, A), then there exists an apartment containing sectors S 1 and S 1 such that S 1 ⊂ S and S 1 ⊂ S . A5: Three apartments which intersect pairwise in roots have a nonempty intersection.
A6: There is a metric d on X such that for all v, z ∈ A and all f ∈ A, d( f (v), f (z)) equals the Euclidean distance between v and z. If (X, A) is a non-discrete Euclidean building of type Φ, we call the pair (A, W), which is uniquely determined by Φ, its model and we define the dimension of (X, A) to be the dimension of A. By (A3), the metric d in (A6) is unique.
Various equivalent definitions of a non-discrete Euclidean building (and a proof of their equivalence) can be found in Theorem 1.21 of [6] . See also Proposition 2.21 of [6] . Definition 4.3. Let (X, A) and (X , A ) be two non-discrete Euclidean buildings having the same type Φ. An isomorphism ψ from (X, A) to (X , A ) is a bijection from X to X such that
We denote by Aut(X, A) the group of all isomorphisms from (X, A) to itself.
Definition 4.4. Let (X, A) be a non-discrete Euclidean building of type Φ, let (A, W) be the model of (X, A), let τ be an isometry of A normalizing the group W and let
Then (X, A τ ) is a non-discrete Euclidean building of type Φ with the same underlying metric structure as (X, A). Now suppose in addition that τ 2 = 1. Then an isomorphism from (X, A) to (X, A τ ) is automatically an isomorphism from (X, A τ ) to (X, A). We call such an isomorphism a τ -automorphism of (X, A).
Definition 4.5. We say that two non-discrete Euclidean buildings (X, A) and (X , A ) are equivalent (or one is a dilation of the other) if they have the same type Φ and therefore the same model (A, W), X = X and
for some dilation δ of A (where dilation means multiplication by a nonzero constant). Thus equivalent non-discrete Euclidean buildings have the same underlying metric structure up to a constant positive factor. are finite. By (A6), this is an equivalence relation on faces. For each face F of (X, A), we denote by F ∞ the corresponding parallel class and for each apartment A of (X, A), we denote by A ∞ the set of parallel classes of faces containing a face of A. If b and b are two parallel classes, we set b ≤ b whenever
This notion makes the set of parallel classes of faces into a simplicial complex. We denote this simplicial complex by (X, A) ∞ . By Proposition 1 in [12] (see also Property 1.7 in [6] ), (X, A) ∞ is, in fact, a spherical building of type Φ (as defined in 3.4) and the map A → A ∞ is a bijection from the set of apartments of (X, A) to the set of apartments of (X, A) ∞ . The building (X, A) ∞ is called the building at infinity of (X, A). It is irreducible (since it is of type Φ) and its rank is the same as the dimension of (X, A). Notation 4.8. Let (X, A) be a non-discrete Euclidean building of type Φ with model (A, W), let A be an apartment of (X, A), let x be a point of A and let Σ = A ∞ . Let Σ(Φ) and H α (for each α ∈ Φ) be as in 3.4 and suppose that Φ is identified with the set of roots of Σ via an isomorphism from Σ(Φ) to Σ as described in 3.5. Then there exists a unique chart f such that the following hold:
(
Remark 4.9. Let Φ and (A, W) be as in 4.1. Then (A, W) is a non-discrete Euclidean building of type Φ with just one apartment. It thus has a building at infinity whose faces are of the form F ∞ for some face F of Φ. Notation 4.10. Let (X, A) be a non-discrete Euclidean building of type Φ and let (A, W) be its model. Let F be a face of (X, A). Then F is the image of a face of Φ (as defined in 3.4) under some chart f . The vertex of F is the image of the origin of A under f ; by (A2), this notion is independent of the choice of f . Now let x be a point of X. We declare two points y and z of X\{x} to be equivalent at x if
for some open ball B centered at x, where [x, y] and [x, z] are intervals as defined in 4.6. This is an equivalence relation on X\{x}. For each y ∈ X\{x}, let g x ( y) denote its equivalence class. We declare two faces F and F 1 with vertex x to be equivalent if g x (F) = g x (F 1 ). By (A2), this holds if and only if F ∩ B = F 1 ∩ B for some open ball B centered at x. The equivalence class of a face F is called the germ of F and a germ at x is the germ of a face with vertex x. The set of germs at x form a simplicial complex on the set g x (X\{x}). As observed in Section 1.3 of [6] , this simplicial complex is a building of type Φ whose apartments are the sets g x (A) for all apartments A of (X, A) containing x. We call this building the residue of (∆, A) at x and denote it by (∆, A) x . (The residue at x is called the building of directions at x in [6] .)
The residues of a non-discrete Euclidean building (X, A) are not necessarily thick, and the residues at different points of X are not necessarily isomorphic to each other. They are all, however, of type Φ. Notation 4.11. Let (X, A) be a non-discrete Euclidean building, let x ∈ X, let the residue (X, A) x of (X, A) at x be as in 4.10 and let f be an element of A mapping the origin 0 to x. Then there exists a unique type-preserving isomorphism from the Coxeter complex Σ(Φ) (as defined in 3.4) to an apartment of the residue (X, A) x which maps each face F of Φ to the germ at x containing f (F). We denote this isomorphism by f * .
For the rest of this section, we examine the special case that the building at infinity of a non-discrete Euclidean building is Moufang. THEOREM 4.12. Let (X, A) be a non-discrete Euclidean building of type Φ with model (A, W) such that the building at infinity ∆ := (X, A) ∞ satisfies the Moufang property as defined in 3.6, let denote the dimension of (X, A), let A be an apartment of (X, A), let Σ = A ∞ , let x be a point of A, let Σ(Φ) be as in 3.4 and let
Let Φ be identified with the set of roots of Σ via an isomorphism from Σ(Φ) to Σ as described in 3.5 and let f := f A,x be as in 4.8. If ≥ 2, then the following hold:
(i) For every root α ∈ Φ, there exists a canonical injection from the root group U α into Aut(X, A) such that for each u ∈ U α , its image under this injection induces u on ∆.
(ii) For every α ∈ Φ, there exists a map ϕ α from the root group U * α of ∆ to R such that
Proof. See Sections 10 and 11 of [12] .
Note that under the hypotheses of 4.12, we always identify each root group U α with its image under the injection in 4.12.i. Thus, in particular, the u in 4.12.ii is really the canonical image in Aut(X, A) of an element u ∈ U α .
With the following definition we describe those non-discrete Euclidean buildings which were studied in [2] . Definition 4.13. A Bruhat-Tits space is a non-discrete Euclidean building (X, A) such that the following hold:
(i) The spherical building ∆ := (X, A) ∞ is Moufang (in the sense of 3.6 or 3.8).
(ii) The conclusions of 4.12 hold. Let (X, A) be a non-discrete Euclidean building satisfying (i) and let denote the dimension of (X, A). If = 1, saying that ∆ is Moufang means we have a particular Moufang structure on ∆ in mind, and (ii) is to be interpreted with respect to this Moufang structure. If ≥ 2, then (ii) holds automatically.
A non-discrete Euclidean building of dimension ≥ 3 always satisfies 4.13.i. (This is proved, for example, [13, 40.3] .) Thus in dimension three or higher, "non-discrete Euclidean building" and "Bruhat-Tits space" are the same thing.
Convention 4.14. Let ∆ be a Moufang building of rank one in the sense of 3.8. When we say that "∆ is the building at infinity of the Bruhat-Tits space (X, A)," we mean that the conclusions of 4.12 hold with respect to the particular Moufang structure on ∆ we have in mind.
The following results of Bruhat-Tits and Tits are fundamental. Proof. This is the first part of Theorem 3 in [12] . THEOREM 4.16. Let ∆ be an irreducible spherical building of type Φ satisfying the Moufang condition, let Σ be an apartment of ∆ (to which 3.5 is applied) and let ϕ be a valuation of the root datum of ∆ based at Σ as defined in 3.14. Then there exists a Bruhat-Tits space (X, A) of type Φ, an apartment A of (X, A) and a point x A of A such that the following hold:
(i) ∆ is the building at infinity of (X, A) ∞ (in the sense of 4.14 if the rank of ∆ is one) and Σ = A ∞ .
(ii) For each α ∈ Φ, ϕ α is the map which appears in 4.12.ii when 4.12 is applied to the triple (X, A), A and x A . If (X , A ), A and x A is a second triple with these properties, then there exists an isomorphism from (X, A) to (X , A ) mapping A to A and x A to x A .
Proof. Existence is proved in Section 7.4 of [2] and uniqueness in Proposition 6 of [12] .
The Ree and Suzuki groups.
In this section we collect a few well known facts about the Ree and Suzuki groups. All of these results are contained more or less explicitly in [9] and [11] .
There are three families of Ree and Suzuki groups. Beginning in 5.1 and for the rest of this paper, we will refer to three cases which we will call "case B," "case F" and "case G." Notation 5.1. Let K be a field of characteristic positive p and suppose that θ is a Tits endomorphism of K. This means that θ is an endomorphism of K such that θ 2 is the Frobenius map x → x p . Thus, in particular, F := K θ is a subfield of K isomorphic to K which contains the subfield K p . Suppose, too, that p = 2 in cases B and F and p = 3 in case G. In case B let L be an additive subgroup of K containing F such that L · F ⊂ L (so L is a vector space over F) and K = L (where L denotes the subring of K generated by L) and let Λ denote the indifferent set (K, L, L θ ) as defined in [13, 10.1] . In case F let Λ denote the composition algebra (K, F) as defined in [15, 30.17 ]. In case G let Λ denote the hexagonal system (K/F) • as defined in [13, 15.20] . Let ∆ denote the building B D 2 (Λ) in case B, the building F 4 (Λ) in case F and the building G 2 (Λ) in case G in the notation described in [15, 30.17 [13, 16.4] and G 2 (Λ) the Moufang hexagon called H(Λ) in [13, 16.8] . The type Φ of the building ∆ is B 2 in case B, F 4 in case F and G 2 in case G. (Alternatively, we can define ∆ to be the unique building of type Φ whose root datum is as described in 5.3 below.)
The building ∆ in 5.1 is split if and only if K is perfect; if K is not perfect, ∆ is simply a building of mixed type (as defined, for example, in [15, 30.24] ).
The following element τ plays a central role from now on. Notation 5.2. Let Φ be as in 5.1, let A be the ambient space of Φ and let S be a sector of Φ. There is a unique nontrivial element of Aut(Φ) (as defined in 3.1) fixing S. This automorphism induces a non-type-preserving automorphism of the Coxeter complex Σ(Φ) and has order two. We denote it by τ . THEOREM 5.3. Let ∆, Φ, K, L, etc. be as in 5.1, let τ and S be as in 5.2, let Σ be an apartment of ∆, let C be a chamber of Σ, let ψ be the unique special isomorphism from Σ(Φ) to Σ mapping S to C and let Φ be identified with the set of roots of Σ via ψ as indicated in 3.5. Then for each α ∈ Φ, there exists an isomorphism x α from the additive group of L in case B, respectively, the additive group of K in cases F and G, to the root group U α of ∆ such that the collection (x α ) α∈Φ has the following properties:
(i) There exists a unique automorphism ρ of ∆ mapping the pair (C, Σ) to itself such that
for all α ∈ Φ and all t ∈ K (or all t ∈ L).
(ii) In cases B and F, 
for all α, β ∈ Φ and all t ∈ K (or L).
Proof. Suppose first that we are in case G and let the roots of Φ be numbered α 1 , . . . , α 12 going around the origin clockwise, where the indices are to be read modulo 12. The set of roots of Σ can be identified with Φ so that α i contains the chamber C if and only if i ∈ [1, 6] . Thus τ (α i ) = α 7−i for all i. By [13, 16.8 [1, 6] and i < j ≤ i + 3 and there exist isomorphisms x i for each i ∈ [1, 6] from the additive group of K to the root group U α i such that for all s, t ∈ K, By [13, 7.5] , there exists a unique automorphism ρ of ∆ mapping (C, Σ) to itself such that
for all i ∈ [1, 6] and for all t ∈ K. Let H be the chamberwise stabilizer of Σ in Aut(∆) and let Q be the subgroup of H consisting of those elements g such that for each root α of Σ, either g centralizes U α or g inverts every element of U α . Let
for i = 1 and 6 and let N = m 1 , m 6 .
By [11, 2.9(6) ] and [13, 29.12] , |Q| = 4 and the kernel of the action of N on Σ is N ∩ Q and N/N ∩ Q ∼ = D 12 . For each i ∈ [7, 12] , there thus is a unique shortest word g in m 1 and m 6 mapping α j to α i , where j = 1 if i is odd and j = 6 if i is even. We set x i (t) = x j (t) g for all t ∈ K. By [13, 6.2], m ρ 1 = m 6 and m ρ 6 = m 1 . It follows that x i (t) ρ = x τ (i) (t) for all t ∈ K and for all i ∈ [7, 12] . Thus (i) holds. Let α, β ∈ Φ. By [13, 6.4] (or [11, 2.9]), there exists g ∈ N mapping α to β such that x α (t) g = x β ( ± t) for all t ∈ K * . Since g is unique up to an element of N ∩ Q, it follows that x α (t) g = x β ( ± t) for all t ∈ K * and for all g ∈ N mapping α to β. Thus (iv) holds (in case G). By 5.4-5.6, it follows that also (iii) holds.
The proof in case B is virtually the same, except that we cite [13, 16.4] in place of [13, 16.8] and use the observation that this time m Σ (u) 2 = 1 for all α ∈ Φ and all u ∈ U * α by 3.10.ii (since all the root groups are of exponent two). In case F, the proof in the previous two cases can be suitably modified (using [15, 32.14] in place of [13, 16.4] ). We do not give the details, however, since the claims in case F also follow from the observations in [11, 1.1-1.2].
Definition 5.7. Let ∆ and ρ be as in 5.3, let ∆ ρ denote the set of chambers fixed by ρ and let G † be as in 3.11. Let G be the group induced on ∆ ρ by the centralizer of ρ in G † . The group G is commonly called Suz(K, θ, L) in case B (these are the Suzuki groups), Ree(K, θ) in case G (these are the Ree groups) and 2 F 4 (K, θ) in case F. The groups 2 F 4 (K, θ) were also discovered by Ree and are also sometimes called Ree groups, but these groups are now more commonly associated with Tits due to his thorough study of them in [11] . The name Suz(K, θ, L) is usually abbreviated to Suz(K, θ) when L = K.
We use the rest of this section to prove a result (5.15 ) about valuations of the root datum of the building ∆. 
Then the following hold:
(i) In cases B and F,
(iii) In all three cases,
Proof. By 3.10.i, h(u) acts trivially on Σ and hence normalizes U β . The claims hold for β = ±α by parts (ii) and (iii) of 5.3 and [11, 2.9] .
Suppose that we can choose β ∈ Φ such that ∠(α, β) = 120 • . By 5.3, we have
for all s ∈ K, where , = ±1. We know that x β (1)) h(u) = x β (u) and
Setting s = 1 in 5.9 and conjugating by h(u), we obtain
Comparing this identity with 5.9 itself, we conclude that
Setting s = 1 in 5.10 and conjugating by h(u), we conclude similarly that
Suppose next that there is no β ∈ Φ such that ∠(α, β) = 120 • . Then we are in case B, so char(K) = 2, and we can find β such that ∠(α, β) = 135 • . Thus
Setting s = 1 in 5.11 and conjugating by h(u), we obtain
Comparing this identity with 5.11 itself, we conclude again that
Setting s = 1 in the identity 5.12 and conjugating by h(u), we conclude similarly that x −α (t) h(u) = x −α (u 2 t) also in this case. 
for all t ∈ K (or all t ∈ L).
Proof. By [13, 33.9] ,
The claim holds, therefore, by 5.8. Then the following hold:
Proof. The collection ϕ satisfies condition (V1) in 3.14 by the definition of a valuation. By parts (ii) and (iii) of 5.3 and some calculation, ϕ satisfies condition (V2). Choose α, β ∈ Φ, u ∈ U * α and g ∈ U * β . Suppose first that α = β. By 5.3.iv,
By 3.10.ii, therefore
by 5.8.iii. By 5.3.iv and 5.8 (and a similar calculation), the quantity
is independent of g whenever β = α. Thus ϕ satisfies condition (V3). Hence (i) holds. By 5.
Thus (ii) holds.
Spherical buildings for the Ree and Suzuki groups.
In this section we show that the G-set ∆ ρ defined in 5.7 has the structure of a spherical building satisfying the Moufang condition whose root groups generate the group G. Notation 6.1. LetΦ andȦ be the sets called Φ and A in 5.1 and 5.2. We then set A equal to the set of fixed points of the automorphism τ ofΦ introduced in 5.2 (which we continue to call τ ). PROPOSITION 6.2. LetȦ,Φ, τ and A be as in 6.1 and letα =α +α τ (soα ∈ A since τ 2 = 1) for eachα ∈Ȧ. Then the following hold:
Then Φ is, up to an isometry of A, the root system A 1 in cases B and G and I 2 (8) (as defined in 3.1) in case F.
(iii) For eachα ∈Φ, the half-space
) is the intersection of the half-space
The mapḞ →Ḟ ∩ A is an inclusion-preserving bijection from the set of τ -invariant faces ofΦ to the set of faces of Φ.
Proof. In cases B and G, the dimension ofȦ is only two; we leave it to the reader to verify all the claims in these two cases. In case F, these assertions are proved in Section 1.3 of [11] . LEMMA 6.3. LetΦ and τ be as in 6.1, let Φ be as in 6.2.ii, let∆ be an arbitrary building of typeΦ which is not necessarily thick, let ρ be a non-type-preserving automorphism of∆ of order two and letΣ be an apartment of∆. Then the following are equivalent:
(i)ψ • τ = ρ •ψ for some type-preserving isomorphismψ from Σ(Φ) toΣ.
(ii) ρ fixes two opposite chambers ofΣ.
(iii) ρ mapsΣ to itself and fixes at least one chamber ofΣ.
Proof. Let S be as in 5.2. We think of S as a chamber of Σ(Φ) and let S be the unique opposite chamber of Σ(Φ). The map τ fixes both S and S . Hence iḟ ψ is as in (i), then ρ fixes the two opposite chambersψ(S) andψ(S ) ofΣ. Thus (i) implies (ii). Since opposite chambers are contained in a unique apartment, (ii) implies (iii). Now suppose (iii) holds. Let C be a chamber ofΣ fixed by ρ and letψ be the unique isomorphism from Σ(Φ) toΣ mapping S to C. Since the composition ρ −1 •ψ • τ is also a type-preserving automorphism from Σ(Φ) toΣ mapping S to C, it must equalψ. Thus (i) holds. Definition 6.4. Under the hypotheses of 6.3, we call an apartment of∆ ρcompatible if it satisfies the three equivalent conditions in 6.3.
In the following result, we make implicit use of the fact that a building ∆ is completely determined by the graph whose vertices are the chambers of ∆, where two chambers are joined by an edge whenever there is a panel of ∆ containing them both. (This is the point of view, for example, in [14] .) THEOREM 6.5. LetΦ and τ be as in 6.1, let Φ be as in 6.2.ii, let∆ be an arbitrary building of typeΦ which is not necessarily thick, let ρ be a non-type-preserving automorphism of∆ of order two and letΣ be an apartment of∆. Suppose thatΣ is ρ-compatible as defined in 6.4. Letψ be as in 6.3 and letπ be the bijection froṁ Φ to the set of roots ofΣ induced by the isomorphismψ. Let ∆ be the graph whose vertices are the chambers of∆ fixed by ρ, where two such chambers are joined by an edge whenever they are opposite in a residue of rank two fixed by ρ and let Σ be the subgraph of ∆ spanned by the chambers ofΣ fixed by ρ. Then the following hold:
for each τ -invariant sectorṠ ofΦ.
(ii) If π is the bijection from Φ to the set of roots of Σ induced by ψ, then π(α/|α|) =π(α) ∩ Σ for allα ∈Φ, where the mapα →α is as in 6.2.
(iii) ∆ is a building of type Φ whose apartments are the subgraphs spanned by the chambers fixed by ρ in ρ-compatible apartments of∆.
Proof. Assertions (i) and (ii) hold by 6.2. Next we observe that if R is the ρ-invariant residue of rank two containing two adjacent chambers of ∆, then all the chambers in R fixed by ρ are pairwise opposite in R and hence adjacent in ∆. This means that ∆ is a chamber system as defined at the beginning of [7] . To show that (iii) holds, it therefore suffices, by Theorem 3.11 in [7] and Theorem 8.21 in [14] , to show that every two chambers of ∆ are contained in an apartment of∆ containing opposite chambers fixed by ρ. In cases B and G, every two chambers of ∆ are opposite in∆. We can thus assume that we are in case F.
Let γ = (C 0 , C 1 , . . . , C k ) be a gallery in ∆. Then for each i ∈ [1, k] , the chambers C i−1 and C i are opposite in a ρ-invariant J i -residue R i , where J i is a two-element subset of the vertex set I of the diagram F 4 invariant under the nontrivial automorphism of this diagram. We will say that γ is alternating if J i = J i−1 for all i ∈ [2, k] . Letγ be a gallery in∆ from C 0 to C k containing C i also for all i ∈ [1, k − 1] such that the subgallery from C i−1 to C i is a minimal gallery in R i for each i ∈ [1, k] . Thus the length ofγ is
where d i is the diameter of R i for all i ∈ [1, k] . Now suppose that k = 8. Then m equals the diameter ofΣ and if D and D are opposite chambers inΣ ∩ ∆, then there exists a unique minimal gallery from D to D that has the same type asγ. By Proposition 7.7.ii in [14] , it follows thatγ is minimal and hence C 0 and C 8 are opposite. By Corollaries 8.6 and 8.9 in [14] , therefore,γ is contained in an apartment of∆. It thus suffices to show that every alternating gallery of arbitrary length k in ∆ can be extended to an alternating gallery in ∆ of length k + 1 and that every two chambers of ∆ are joined by an alternating gallery in ∆.
Suppose first that the gallery γ = (C 0 , C 1 , . . . , C k ) is alternating and let J i for i ∈ [1, k] be as in the previous paragraph. Let J = I\J k and let R be the unique J-residue containing C k . Since ρ fixes C k , the residue R is also ρ-invariant. The residue R is a generalized n-gon for n = 2 or 4. Let γ be a gallery in R of length n/2 starting at C k and let γ 1 be the concatenation of γ −1 with γ ρ . Then γ 1 is a minimal galley of length n (because ρ is not type-preserving) and ρ preserves γ 1 (because ρ 2 = 1). Therefore ρ fixes the unique chamber C k+1 opposite C k in the unique apartment of R containing γ 1 . Thus (C 0 , . . . , C k , C k+1 ) is an alternating gallery extending γ.
Now suppose that C and C are two arbitrary chambers of ∆ and let e be the distance between them in∆. Since ∆ is a chamber system (as observed above), we can obtain an alternating gallery from C to C from an arbitrary gallery from C to C simply by discarding superfluous chambers. It will suffice to show, therefore, that there is a gallery from C to C in ∆. We proceed by induction with respect to e. We can suppose that e > 0. Thus we can choose a chamber C 1 adjacent to C that is at distance e − 1 from C. Let R be the unique ρ-invariant residue of rank two containing both C and C 1 and let C 2 = proj R C . Since ρ fixes C and R, it fixes C 2 too. Thus C 2 is a chamber of ∆ adjacent to C in ∆ and at distance strictly less than e to C . By induction, we conclude that there is, in fact, a gallery in ∆ from C to C . Notation 6.6. Let ∆, Σ, ψ, ρ as well as U α and x α be as in 5.3. Note that the type of ∆ is, according to 6.1, nowΦ rather than Φ. In order to focus on the set ∆ ρ defined in 5.7, we now replace also the designations ∆, Σ, ψ, U α and x α bẏ ∆,Σ,ψ, Uα and xα (but let ρ remain ρ). We then set ∆ =∆ ρ and Σ =Σ ∩ ∆. By 6.5 applied to these data, ∆ has (canonically) the structure of a building of type Φ, where Φ is as in 6.2.ii, and Σ is an apartment of ∆. Let π be the map obtained from these data in 6.5.ii and for each α ∈ Φ, letΦ α denote the pre-image of α under the surjectionα →α/|α| fromΦ to Φ, where the mapα →α is as in 6.2. THEOREM 6.7. LetΦ, Uα forα ∈Φ, Φ,Φ α for α ∈ Φ, ∆, Σ, ρ and π be as in 6.6 and let Φ be identified with the set of roots of Σ via π. For each α ∈ Φ, let U α denote the centralizer of ρ in the subgroup Uα |α ∈Φ α of Aut(∆). Then U α acts faithfully on ∆ for each α ∈ Φ (in all three cases); (Σ, (U α ) α∈Φ ) is a Moufang structure on ∆ in cases B and G; and in case F, ∆ is Moufang and for each α ∈ Φ, U α is the corresponding root group.
Proof. Let∆ be as in 6.6 and let α ∈ Φ. We think of α as a root of Σ and choose a panel of Σ containing one chamber C in α and another C not in α.
Then C and C are opposite in a unique rank two residueṘ of∆ fixed by ρ. By 6.5.ii,Φ α consists of precisely those roots ofΣ that contain C but not C . By Proposition 8.13 in [14] , the mapα →α ∩Ṙ is thus a bijection fromΦ α to the set of roots of the apartment Σ ∩Ṙ ofṘ and by Proposition 11.10 in [14] , Uα induces the root group onṘ corresponding to the rootα ∩Ṙ for eachα ∈Φ α . By Theorem 11.11.ii in [14] , therefore, the group Uα |α ∈Φ α acts sharply transitively on the set Q of chambers ofṘ which are opposite C iṅ R. Thus the group U α acts sharply transitively on the fixed point set Q ρ of ρ in Q. It follows that U α acts faithfully on ∆ and by Theorem 9.3 in [14] , that U α acts sharply transitively on the set of apartments of ∆ containing α. We conclude that (U α ) α∈Φ is a Moufang structure on ∆ (as defined in 3.8) in cases B and G.
Now suppose that we are in case F and choose a panel of ∆ containing two chambers C 1 and C 1 in α. There exists a unique rank two residueṘ 1 of∆ fixed by ρ containing C 1 and C 1 . LetṖ be a panel ofṘ 1 containing two chambers oḟ Σ. Ifα ∈Φ α , thenα contains both C 1 and C 1 , hence the apartmentṘ 1 ∩Σ oḟ R 1 is contained inα (since roots are convex) and thus Uα acts trivially both on R 1 ∩Σ and onṖ. By Theorem 9.7 in [14] , therefore, Uα acts trivially onṘ 1 for allα ∈Φ α . It follows that U α is contained in the root group of ∆ corresponding to α. Thus ∆ is Moufang since U α acts transitively (in fact, sharply transitively) on the set of apartments of ∆ containing α and α is arbitrary. By Theorem 9.3 and Proposition 11.4 in [14] , the root group corresponding to α also acts sharply transitively on the set of apartments of ∆ containing α. It follows that U α equals this root group. Convention 6.8. We will sometimes refer to a building ∆ of the sort that appears in 6.7 as a Suzuki-Ree building. When we say that ∆ is a Suzuki-Ree building in cases B or G, we mean that we have in mind the Moufang structure on ∆ described in 6.7. Remark 6.9. Let ∆ F and∆ F be the buildings called ∆ and∆ in 6.6 in case F and let ∆ B and∆ B denote the buildings called ∆ and∆ in 6.6 in case B under the assumption that L = K, where L is as in 5.1. Then there exist residues of rank two of∆ F fixed by ρ which are isomorphic to the building∆ B . LetṘ be one of these residues and let P be the corresponding panel of ∆ F . Then P can be identified with the building ∆ B in such a way that the canonical Moufang structure on P which comes from ∆ F as described in 3.9 coincides with the Moufang structure on ∆ B described in 6.7. 
for all (r, s, t) ∈ T. Then S and T are groups (with multiplication ·), for all (r, s, t) ∈ T. We will call R the norm of the group S and N the norm of the group T. The center of S is {(0, t) | t ∈ K (or t ∈ L)} and the center of T is {(0, 0, t) | t ∈ K}; both centers are isomorphic to the additive group of K.
(Note that in case B, the product K θ L is contained in L (by 5.1) and thus the products s θ t, R(s, t) 2−θ u and R(s, t) θ v are contained in L for all (s, t), (u, v) ∈ S even though the norm R(s, t) is not necessarily contained in L. See 6.12.i.) Remark 6.11. It is shown in [9] that the maps R and N are anisotropic. By this we mean that R(s, t) = 0 only if (s, t) = 0 and N(r, s, t) = 0 only if (r, s, t) = 0. PROPOSITION 6.12. Let ∆, Φ, Σ, the identification of Φ with the set of roots of Σ and the root groups U α be as in 6.7, let G be the corresponding Ree or Suzuki group as defined in 5.7 and let the groups S and T and their norms R and N be as in 6.10. Then there exist α ∈ Φ such that the following hold:
(i) In cases B and F, U α ∼ = S and there exists an isomorphism x α from S to U α that
for all (u, v) ∈ S and all (s, t) ∈ S * , where h(s, t) = m Σ (x α (0, 1))m Σ (x α (s, t)).
(ii) In case G, U α ∼ = T and there exists an isomorphism x α from T to U α such that
for all (w, u, v) ∈ T and all (r, s, t) ∈ T * , where h(r, s, t) = m Σ (x α (0, 0, 1))m Σ (x α (r, s, t) ).
The element α is unique up to the action of the stabilizer G Σ of Σ in G on the set of roots of Σ.
Proof. By [13, 33 .17], (i) holds in case F. By 6.9, it follows that (i) holds also in case B when K = L. Simply by restricting scalars, we conclude that (i) holds in B also when L = K.
Suppose now that we are in case G. Let C and C 1 be the two chambers in Σ and suppose that α = {C}. Letα i be the elements ofΦ ordered clockwise modulo 12 so thatα 1 , . . . ,α 6 are the roots in the setΦ α defined in 6.7 (whereΦ, α i , etc. are as in 6.6). Let U i denote the root group Uα i of∆ for all i, let (x i ) i∈ [1, 6] denote the collection of isomorphisms x i = xα i from the additive group of K to U i which appear in the relations 5.4-5.6 and let U + denote the subgroup of Aut(∆) generated by the root groups U i for all i ∈ [1, 6] . By 5.3.i, x i (t) ρ = x 7−i (t) for all i ∈ [1, 6] and all t ∈ K and by 6.7, U α is the centralizer of ρ in U + . Let
x α (r, s, t) = x 1 (r)x 2 (r θ+1 − s)x 3 (t + rs)x 4 (r θ+2 − rs + t)x 5 (−s)x 6 (r) (6.13) for all (r, s, t) ∈ T. Thus x α is a map from T to U + . By 5.3-5.6, 6.10 and a bit of calculation, this map is, in fact, an isomorphism from T to U α .
Let G † be the subgroup of Aut(∆) as defined in 3.11. Since the elements in the stabilizer G † C,C 1 are type-preserving and fix opposite chambers of the apartmenṫ Σ, they are contained in the subgroup H of Aut(∆) defined in 5.13. If g ∈ G † C,C 1 , then by 5.13, there exist z, z 1 , z 2 ∈ K * such that x α (r, s, t) g = x α (zr, z 1 s, z 2 t) for all (r, s, t) ∈ T. Since x α is an isomorphism, the map (r, s, t) → (zr, z 1 s, z 2 t) is an automorphism of T. It follows that z 1 = z θ+1 and z 2 = z θ+2 . Thus for each element g of G † fixing the two chambers C and C 1 of the apartment Σ, there exists an element z ∈ K * such that
for all (r, s, t) ∈ T.
Let the group T be identified with the set ∆\{C} via the map sending a ∈ T to the image of C 1 under the element x α (a) of U α . Even though we are using exponential notation (and, by implication, composition from left to right) in the claim we are proving, for the remainder of this proof we will think of the group G as acting on the set C ∪ T from the left (with composition from right to left) in order to conform with the notation in [9] from where we borrow the following argument. For the same reason, we will also use additive notation for T (only in this proof) even though it is not an abelian group; in particular, we let 0 denote the identity (0, 0, 0) of T. Thus Σ = {C, 0} and for each a ∈ T, the element x α (a) of U α fixes C and induces the map b → a + b on T.
For each element a = (r, s, t) ∈ T * , we set u(a) = r 2 s − rt + s θ − r θ+3 (6.15) and v(a) = r θ s θ − t θ + rs 2 + st − r 2θ+3 . (6.16) (These expressions are taken from [9, 5.3] , where N(a) is called w = w(a). Note that in [9, 5.3] , there is an exponent θ missing in the second term of w and a minus sign missing in front of the whole formula for w; see 1.1 and 3.1 in [3] .) As is explained in Section 5 of [9] , N(a) = 0 if a = 0 and there is an element ω in G interchanging the two chambers C and 0 of Σ such that ω(a) = −v(a)/N(a), −u(a)/N(a), −t/N(a) (6.17) for all a = (r, s, t) ∈ T * . By 6.10, 6.15, 6.16 and 6.17 (and a bit of calculation), we have N(ω(a)) = N(a) −1 (6.18) and N(−a) = N(a) (6.19) for all a ∈ T * (where −a is the inverse of a in T).
The element ω 2 fixes 0 and C. By 6.14, there thus exists z ∈ K * such that
for all (r, s, t) ∈ T. Let v = z θ+2 . Then (0, 0, v) = ω 2 (0, 0, 1) = ω(1, 0, −1) = (0, 0, 1) by 6.17 and therefore z = v 2−θ = 1. We conclude that ω 2 = 1 (6.21) by 6.20. Now let a = (r, s, t) ∈ T * and set a = ω (−ω(a) ). (This makes sense since ω maps T * to itself.) By 6.21, the two products ωx α (a)ω and x α (ω(a))ωx α (a ) both map 0 to 0 and C to ω(a). Thus ρ a := x α (ω(a))ωx α (a ) −1 ωx α (a)ω (6.22) fixes both C and 0. By 6.21 and 6.22, we have ρ a (ω(−a)) = −a = −ω(−ω(a)). (6.23) Let ξ = ρ a ω. Thus ξ is an element of G interchanging C and 0. By 6.21 and 6.22, we have
By 3.10.i, therefore, ξ = m Σ (ωx α (−ω(a) )ω) and
x α (a) = λ(ωx α (−ω(a) )ω).
Hence by 3.10.iii, ξ = m Σ (x α (a)). Therefore ρ a = m Σ (x α (a))ω. (6.24) By 6.14, there exists z ∈ K * such that
for all (w, u, v) ∈ T. By 6.18 and 6.19, we have N(−ω(a)) = N(a) −1 . By 6.17 and 6.25, therefore, the third coordinate of −ω (−ω(a) ) is t, whereas the third coordinate of ρ a (ω(−a)) is tz θ+2 /N(a). By 6.23, it follows that z θ+2 = N(a) and hence z = N(a) 2−θ (6.26) if t = 0. If t = 0, we obtain the same conclusion by comparing the first or second coordinates of both sides of the identity 6.23; we leave these calculations to the reader. By 6.25 and 6.26, finally, we have ρ a = 1 if a = (0, 0, 1). By 6.21 and 6.24, it follows that ω = m Σ (0, 0, 1). Thus (ii) holds by 6.24, 6.25 and 6.26. (Note that in (ii), x α (w, u, v) h(r,s,t) is to be interpreted as x α (w, u, v) conjugated first by m Σ (x α (0, 0, 1)) and then by m Σ (x α (r, s, t) ), whereas in the proof ρ a (w, u, v) is to be interpreted as the image of (w, u, v) under m Σ (x α (0, 0, 1)) to which then the map m Σ (x α (r, s, t) ) is applied.) 7. Bruhat-Tits spaces for the Ree and Suzuki groups. We begin this section with a result which explains why a valuation of the root datum of a Suzuki-Ree building defined over a pair (K, θ) (or triple (K, θ, L)) requires the existence of a θ-invariant valuation of K. We then formulate our most important result in 7.11. THEOREM 7.1. Let ∆, Σ, Φ, α, x α , etc. be as in 6.6 and 6.12, let w = x α (0, 1) in cases B and F and let w = x α (0, 0, 1) in case G, let ψ be a valuation of the root datum of ∆ based at Σ and let
(as defined in 3.15) . (Thus ϕ is a valuation equipollent to ψ such that ϕ α (w) = 0.) Then there exists a unique θ-invariant valuation ν of K, which depends only on the equipollence class of ψ, such that
for all (s, t) ∈ S * in cases B and F and ϕ α (x α (r, s, t)) = ν N(r, s, t) (7.3) for all (r, s, t) ∈ T * in case G.
Proof. Let
for all t ∈ K * in cases B and F and let (0, 0, t) )/2 for all t ∈ K * in case G. Then 7.2 and 7.3 hold by 3.18 with g = w and u = x α (s, t) or x α (r, s, t) and 6.12. It thus remains only to show that ν is a θ-invariant valuation of K.
Let ν(0) = ∞. By (V1), we have ν(s + t) ≥ min{ν(s), ν(t)} for all s, t ∈ K. By 6.12 again, we have
for all s, t ∈ K * in cases B and F and
for all s, t ∈ K * in case G. By 3.18 again, this time with g = x α (0, t θ ) or x α (0, 0, t) and u = x α (0, s θ ) or x α (0, 0, s), it follows that ν(s 2 t) = ν(t) + 2ν(s) for all s, t ∈ K * in all three cases. From this identity, we thus obtain ν(s 2 t 2 ) = ν(t 2 ) + 2ν(s) for all s, t ∈ K * and (setting t = 1) ν(s 2 ) = 2ν(s) for all s ∈ K * . Therefore
for all s, t ∈ K * . Since |ϕ α (U * α )| > 1 by 3.14, it follows from 7.2 and 7.3 that |ν(K * )| > 1. Thus ν is a valuation of K.
It remains only to show that ν(u) ≥ 0 implies that ν(u θ ) ≥ 0. Let u be an element of K * such that ν(u) ≥ 0 (and hence ν(u 2 ) = 2ν(u) ≥ 0). Suppose first that we are in case B or F, so (1, 0) · (0, u θ ) = (1, u θ ) in S. By (V1), therefore,
Hence by 7.2,
It follows that ν(u θ ) ≥ 0.
Suppose now that we are in case G, so
Hence by 7.3,
Again we conclude that ν(u θ ) ≥ 0.
The converse of 7.1 is also valid: THEOREM 7.4. Let ∆, Σ, Φ, α, x α , etc. be as in 6.6 and 6.12. Suppose that ν is a θ-invariant valuation of K and let ϕ α be the map given in 7.2 (in cases B and F) or 7.3 (in case G). Then ϕ α extends to a valuation of the root datum of ∆ based at Σ.
It would not be hard to prove this result directly. The principal difficulty is to show that
for all (r, s, t), (w, u, v) ∈ T. These inequalities are required to verify (V1).
Rather than prove 7.4 directly, however, we will prove a stronger result (7.7-7.11) which will have 7.4 (and thus also the two inequalities 7.5 and 7.6) as corollaries. In Section 9 we include a direct proof of the inequalities 7.5 and 7.6 only because it might be of some independent interest. See also 9.1.10 in [2] . Notation 7.7. LetΦ,Ȧ, A and τ be as in 6.1, let∆, ∆,Σ and Σ be as in 6.6, letẆ be the Weyl group ofΦ, let W be the restriction of the centralizer of τ iṅ W to the subspace A and let W be the group of all isometries of A generated by W and all translations of A. Let ν be a θ-invariant valuation of K, let ρ be the automorphism of∆ described in 5.3.i, letΦ be identified with the set of roots oḟ Σ via the map calledπ in 6.5 and letφ denote the ρ-invariant valuation of the root datum of∆ based atΣ determined by ν as described in 5.15. Let (Ẋ,Ȧ) be the Bruhat-Tits space of typeΦ,Ȧ the apartment of (Ẋ,Ȧ) and x A the point ofȦ obtained by applying 4.16 to∆,Σ andφ. The pair (Ẋ,Ȧ τ ) defined as in 4.4 can also be thought of as the Bruhat-Tits space of typeΦ obtained by applying 4.16 to∆,Σ andφ, but only after identifyingΦ with the set of roots ofΣ viaπ • τ rather thanπ. By the uniqueness assertion in 4.16, there exists a τ -automorphisṁ ρ of (Ẋ,Ȧ) (as defined in 4.4) that induces the automorphism ρ on∆ and maps the pair (Ȧ, x A ) to itself. This map satisfieṡ
whereḟȦ ,x A ∈Ȧ is as defined in 4.8. LetȦ ρ denote the set of chartsḟ ∈Ȧ such thatρ maps the apartmentḟ (Ȧ) to itself and acts trivially onḟ (A), let
and let X = ḟ ∈Ȧρḟ (A). (7.9) Thus X is contained in the fixed point setẊρ ofρ. By 7.8,ḟȦ ,x A ∈Ȧ ρ and hence A :=ḟȦ ,x A (A) (7.10)
is a subset of X and
Here now is our main result: THEOREM 7.11. Let Φ, ν, (X, A), A and x A be as in 7.7. Thus, in particular, ν is a θ-invariant valuation of K. Then the following hold:
(i) The pair (X, A) is a Bruhat-Tits space of type Φ whose building at infinity is ∆ (in the sense of 4.14 if the rank of ∆ is one) and A is an apartment of (X, A).
(ii) Let α ∈ Φ be as in 6.12 and let ϕ be the valuation of the root datum of ∆ based at Σ that appears in 4.12.ii when 4.12 (and then 4.15 ) is applied to the triple (X, A), A and x A . Then there exists a valuation ν 1 equivalent to ν such that ϕ α satisfies 7.2 or 7.3 with ν 1 in place of ν.
Note that 7.4 is a consequence of 7.11. 8. The Proof of 7.11. For the rest of this paper, we let∆, ∆, (Ẋ,Ȧ),Φ, (Ȧ,Ẇ), τ , ρ, Φ, (A, W), (X, A), A, x A ,ρ,ḟ ρ , etc. be as in 7.7. LetẊρ denote the set of fixed points ofρ. We prove 7.11 in a series of steps. PROPOSITION 8.1. Suppose thatȦ 1 is an apartment of (Ẋ,Ȧ). Then the following are equivalent:
(i)Ȧ 1 isρ-invariant and contains at least one sector fixed byρ.
(ii) There exists a chartḟ 1 inȦ ρ with imageȦ 1 such thatρ
Proof. Letḟ be a chart inȦ such thatȦ 1 =ḟ (Ȧ). Suppose first thatȦ 1 iṡ ρ-invariant and that there exists a sector S ofΦ such thaṫ ρ(ḟ (S)) =ḟ (S Proof. By 8.1, it suffices to assume thatρ •ḟ 1 =ḟ 1 • τ andẊρ ∩Ȧ 1 = X ∩Ȧ 1 = f 1 (A). Thusḟ (A) ⊂Ẋρ ∩Ȧ 1 =ḟ 1 (A). By (A2), therefore, there existsẇ ∈Ẇ such thatḟ 1 •ẇ andḟ coincide on A. Thusḟ 1 (ẇ(A)) =ḟ (A) ⊂ḟ 1 (A) and henceẇ maps A to itself. Thereforeḟ 1 (A) =ḟ (A).
Sinceḟ ∈Ȧ ρ , the pointḟ (v) is a point ofḟ (Ȧ) fixed byρ. Since alsȯ f ∈Ȧ ρ , it follows by 8.4 that v ∈ A and hence v ∈ M. We conclude that M =Ṁ ∩ A. SinceṀ is closed and convex, it follows that M is also closed and convex.
To finish showing that (X, A) satisfies (A2), we can assume that |M| > 1. By (A1), we can assume further that the origin 0 is contained in M and thatẇ fixes 0, soẇ ∈Ẇ. Letḟ * andḟ * be as in 4.11 and let Ξ denote the building of type Φ described in 8.5. By 6.2.iv, we can think of the τ -invariant faces of Σ(Φ) as the faces of Σ(Φ). Thusḟ * andḟ * both map Σ(Φ) to apartments of the building Ξ. In cases B and G, an apartment of Ξ is an arbitrary two-element set of chambers. In case F, an apartment of Ξ is a circuit consisting of 16 chambers and 16 panels and two distinct apartments intersect either in a connected piece of this circuit (possibly empty) or in two opposite panels. Let Y be the set of all faces of Σ(Φ) which are mapped byḟ * toḟ * (Σ(Φ)). Thus either Y = Σ(Φ), Y is a simplicial arc in Σ(Φ) (possibly empty) or we are in case F and Y consists of two opposite panels (i.e. two opposite nonmaximal faces). The map (ḟ * ) −1 •ḟ * from Y into Σ(Φ) is type-preserving (since the mapsḟ * andḟ * are type-preserving) and if Y consists of two opposite panels of a given type, then (ḟ * ) −1 ḟ * (Y) consists of two opposite panels of the same type (since the mapsḟ * andḟ * both map opposite panels to opposite panels). Thus in every case there exists an elementẇ 1 in the centralizer of τ inẆ such thatḟ * andḟ * •ẇ 1 coincide on Y.
Let z be an arbitrary nonzero element of M and let z =ẇ(z). Since M is convex, it contains the closed interval [0, z]. LetḞ be the unique minimal face of Σ(Φ) that contains [0, z]. Sinceḟ andḟ •ẇ coincide on M, we have z ∈ A andḟ (z) =ḟ (z ). IfḞ is the minimal face of Σ(Φ) that contains [0, z ], thenḟ (Ḟ) =ḟ (Ḟ ). ThereforeḞ ∈ Y (and, in particular, Y is not empty). Thusḟ * (Ḟ ) =ḟ * (Ḟ) =ḟ * (ẇ 1 (Ḟ)) by the conclusion of the previous paragraph and henceḞ =ẇ 1 (Ḟ). It follows thatẇ(z) = z ∈ẇ 1 (Ḟ), so the points z andẇ −1 1ẇ (z) are both contained in the faceḞ. Since every point ofȦ distinct from the origin is contained in at most one face ofΦ of a given type and the stabilizer of a face inẆ acts trivially on that face, it follows thaṫ w 1 (z) =ẇ(z). We conclude thatḟ •ẇ 1 coincides withḟ on M. Thus (X, A) satisfies (A2).
Now let x, x ∈ X. Since (Ẋ,Ȧ) satisfies (A3), there exists an apartmentȦ 1 of (Ẋ,Ȧ) containing the interval [x, x ] (as defined in 4.6). By 7.9, there exisṫ f ,ḟ ∈Ȧ ρ such that x ∈ḟ (A) and x ∈ḟ (A). Sinceρ fixes x and x , it fixes the point g x (x ) of the residue (Ẋ,Ȧ) x defined in 4.10. LetḞ be the unique minimal face of the apartmentȦ 1 with vertex x whose germ contains the point g x (x ) and letu denote the germ ofḞ. The germu is fixed byρ (since otherwiseuρ would be disjoint fromu). By 8.6, the apartment g x (ḟ (Ȧ)) contains a sector with vertex x which is both fixed byρ and whose germ is opposite a maximal germ at x containingu. By Lemma 1.13 in [6] , there exists an apartmentȦ 2 containing S 1 ∪Ḟ. Thus [x, x ] ⊂Ḟ ⊂Ȧ 2 . The convex closure ofṠ 1 ∪ {x } is a sector oḟ A 2 with vertex x which contains the interval [x, x ]. We denote this sector byṠ 2 . Sinceρ fixesṠ 1 and x , it fixesṠ 2 as well. By a second application of 8.6, there exists a sectorṠ 3 with vertex x in the apartmentḟ (Ȧ) that is fixed byρ and whose germ is opposite the germ ofṠ 2 at x . By Lemma 1.12 in [6] , there exists a unique apartmentȦ 3 containingṠ 2 ∪Ṡ 3 . This apartment contains [x, x ] (sincė S 2 contains [x, x ]) and isρ-invariant (sinceṠ 2 andṠ 3 areρ-invariant). By 8.1, there exists a chartḟ 1 inȦ ρ such thatȦ 3 =ḟ 1 (Ȧ) and x, x ∈ḟ 1 (A). Thus (X, A) satisfies (A3).
Let S and S be two sectors of X. By 8.7, there existρ-invariant sectorsṠ anḋ S of (Ẋ,Ȧ) such that S =Ṡ ∩ X and S =Ṡ ∩ X. The chambersṠ ∞ and (Ṡ ) ∞ of (Ẋ,Ȧ) ∞ are contained in a ρ-invariant apartment of (Ẋ,Ȧ) ∞ . This apartment is of the formȦ ∞ 1 , whereȦ 1 is aρ-invariant apartment of (Ẋ,Ȧ). The apartmentȦ 1 contains sectorsṠ 1 andṠ 1 such thatṠ 1 ⊂Ṡ andṠ 1 ⊂Ṡ . LetṠ 2 =Ṡ 1 ∩ρ(Ṡ 1 ) anḋ S 2 =Ṡ 1 ∩ρ(Ṡ 1 ). The intersection of two subsectors of a given sector is again a subsector. It follows thatṠ 2 is a subsector ofṠ andṠ 2 is a subsector ofṠ . Sincė ρ 2 = 1, both of these subsectors are fixed byρ. By 8.1, therefore,Ȧ 1 =ḟ 1 (Ȧ) for someḟ 1 ∈Ȧ ρ . Hence by 8.7,Ṡ 2 ∩ X andṠ 2 ∩ X are subsectors of S and S both are contained inḟ 1 (A). Thus (X, A) satisfies (A4).
We turn now to (A5). A root of (X, A) is the image under a chart inȦ ρ of H α for some α ∈ Φ, where H α is as in 3.4. LetȦ 1 andȦ 2 be the images of two charts inȦ ρ such thatȦ 1 ∩Ȧ 2 ∩ X contains a root β of (X, A) butȦ 1 ∩ X =Ȧ 2 ∩ X. By (A2), the setȦ 1 ∩Ȧ 2 ∩ X is closed. We can therefore choose a point x in this set such that the apartmentsΣ 1 := g x (Ȧ 1 ) andΣ 2 := g x (Ȧ 2 ) of the residue of (Ẋ,Ȧ) x are distinct. For i = 1 and 2, letΣρ i be the set of chambers ofΣ i fixed byρ. Theṅ Σρ 1 andΣρ 2 both span apartments of the building Ξ of type Φ defined in 8.5. Let S be a sector contained in the root β. Then the convex hull S of {x} ∪ S is a sector with vertex x andΣρ 1 andΣρ 2 both contain the unique chamber of Ξ that contains g x (S ). It follows thatΣρ 1 ∩Σρ 2 contains a root of bothΣρ 1 andΣρ 2 . On the other hand,Σρ 1 =Σρ 2 since otherwiseΣ 1 ∩Σ 2 would contain a pair of opposite chambers. Two distinct apartments of a spherical building whose intersection contains a root intersect in a root and their symmetric difference spans a third apartment. Thus the symmetric difference ofΣρ 1 andΣρ 2 spans a third apartment of Ξ. Letu 1 andu 2 be two chambers in this apartment that are opposite in Ξ and hence also opposite in the residue (X, A) x . There exist unique sectorsṠ 1 andṠ 2 ofȦ 1 andȦ 2 with vertex x whose germs areu 1 andu 2 , and by Proposition 1.12 in [6] there exists an apartmentȦ 3 containing these two sectors. In particular, x ∈Ȧ 1 ∩Ȧ 2 ∩Ȧ 3 ∩ X. Now suppose thatȦ is the image of a chartḟ inȦ ρ such that bothȦ ∩Ȧ 1 ∩ X andȦ ∩Ȧ 2 ∩ X contain roots of (X, A) that are disjoint fromȦ 1 ∩Ȧ 2 ∩ X. By 8.7,ḟ (A) contains subsectors of bothṠ 1 ∩ X andṠ 2 ∩ X and henceȦ contains subsectors of bothṠ 1 andṠ 2 . ThusȦ =Ȧ 3 sinceȦ 3 is the convex hull of any two sectors, one contained in S 1 and the other in S 2 . Therefore x ∈Ȧ 1 ∩Ȧ 2 ∩Ȧ . Thus (X, A) satisfies (A5).
Letḋ be the metric onẊ that appears in (A6). The restriction ofḋ to X is a metric on X, and each chart in A is the restriction to A of a chart inȦ. Therefore (X, A) satisfies (A6) with the restriction ofḋ to X in place of d. PROPOSITION 8.9 . The building ∆ is the building at infinity of (X, A) (in the sense of 4.14 in cases B and G).
Proof. By 8.7, there is a canonical bijection π from the chamber set of (X, A) ∞ to the set of all chambersṠ ∞ of (Ẋ,Ȧ) ∞ =∆ such thatṠ is a sector of (Ẋ,Ȧ) that is fixed byρ. IfṠ 1 is an arbitrary sector of (Ẋ,Ȧ) such thatṠ ∞ 1 is fixed by ρ, thenṠ 2 :=Ṡ 1 ∩Ṡρ 1 is a sector of (Ẋ,Ȧ) fixed byρ such thatṠ ∞ 2 =Ṡ ∞ 1 . It follows that π is, in fact, an isomorphism from (X, A) ∞ to ∆. Furthermore, the conclusions of 4.12 hold for (X, A) and ∆, even in cases B and G, by 4.12 applied to (Ẋ,Ȧ) and 6.7. By 8.8 and 8.9, we conclude that 7.11.i holds. Now let α ∈ Φ and ϕ be as in 7.11.ii. PROPOSITION 8.10 . There exists a positive real number k (which depends on the case) such that ϕ α (x α (0, t)) = k · ν(t) for all t ∈ K * (or t ∈ L * ) in case B or F and ϕ α (x α (0, 0, t)) = k · ν(t) for all t ∈ K * in case G.
Proof. Suppose first that we are in case G. We use the notation from the proof of 6.12. By 6.13, in particular, we have x α (0, 0, t) = xα 4 (t)xα 5 (t) for all t ∈ K. Since τ interchangesα 4 andα 5 , there exists a positive real number k such that for all t ∈ K * , the affine half-spaces Hα 4 ,ν(t) and Hα 5 ,ν(t) (as defined in 4.12) both intersect A (which is the space of fixed points of τ ) in an affine half-space of the form H α,k·ν(t) . Choose t ∈ K * , let u = xα 4 (t), let y = xα 5 (t) and let z = uy. ThenȦ ∩Ȧ u =ḟȦ ,x A (Hα 4 ,ν(t) ) andȦ ∩Ȧ y =ḟȦ ,x A (Hα 5 ,ν(t) ) determines a unique θ-invariant valuation ν of K such that 7.2 or 7.3 holds for some valuation in this equipollence class. 9. Appendix. The inequalities 7.5 and 7.6 hold by 7.4 and the condition (V1). In this section we give an elementary proof of these inequalities which might be of independent interest. In fact, we only give a proof of 7.6; the interested reader will have no trouble applying the same strategy to the inequality 7.5. The proof we give is based on a suggestion of Theo Grundhöfer.
We suppose that we are in case G and that ν is a θ-invariant valuation of K. As in 6.10, we have N(r, s, t) = r θ+1 s θ − rt θ − r θ+3 s − r 2 s 2 + s θ+1 + t 2 − r 2θ+4 (9.1) for all (r, s, t) in the group T. LEMMA 9.2. Let (r, s, t) ∈ T and suppose that the minimum of ν(r), ν(s) and ν(t) is 0. Then ν N(r, s, t) = 0.
Proof. The Tits endomorphism θ induces a Tits endomorphism ofK. We letθ denote this endomorphism and letN be the map obtained by applying the formula 9.1 to the pair (K,θ) rather than (K, θ). By 6.11,N is anisotropic. Proof. We can assume that (r, s, t) = (0, 0, 0). Suppose first that M = A. Then N(1, s/r θ+1 , t/r θ+2 ) = N(r, s, t)/r 2θ+4 by 9.1. Moreover, ν(s/r θ+1 ) and ν(t/r θ+2 ) are both nonnegative since B ≥ A and C ≥ A. Hence ν N(1, s/r θ+1 , t/r θ+2 ) = 0 by 9.2. It then follows that ν N(r, s, t) = ν(r 2θ+4 ) = A = M.
Suppose next that M = C. In this case, we observe that N(r/t 2−θ , s/t θ−1 , 1) = N(r, s, t)/t 2 .
Moreover, ν(r/t 2−θ ) and ν(s/t θ−1 ) are both nonnegative. Hence ν N(r/t 2−θ , s/t θ−1 , 1) = 0 by 9.2. It then follows that ν N(r, s, t) = ν(t 2 ) = C = M.
It suffices now to assume that M = B and that B is strictly less than both A and C. In this case, ν(s θ+1 ) is strictly less than the value under ν of each of the remaining six terms on the right-hand side of 9.1. Therefore ν N(r, s, t) 
Now let (r, s, t), (w, u, v) ∈ T and let M be the smaller of the two constants obtained by applying 9.3 first to (r, s, t) and then to (w, u, v) . Thus 
