Deep Network Ensemble Learning applied to Image Classification using CNN
  Trees by Hafiz, Abdul Mueed & Bhat, Ghulam Mohiuddin
Deep Network Ensemble Learning applied to Image 
Classification using CNN Trees 
Abdul Mueed Hafiz*
1
  and Ghulam Mohiuddin Bhat
2 
1, 2 
Department of Electronics and Communication Engineering 
Institute of Technology, University of Kashmir 
Srinagar, J&K, India, 190006. 
 
*
1
Corresponding Author Email: mueedhafiz@uok.edu.in 
2
Co-author Email: drgmbhat@uok.edu.in 
 
ORC-ID
1
: 0000-0002-2266-3708 
ORC-ID
2
: 0000-0001-9106-4699 
 
Abstract - Traditional machine learning 
approaches may fail to perform satisfactorily 
when dealing with complex data. In this context, 
the importance of data mining evolves w.r.t. 
building an efficient knowledge discovery and 
mining framework. Ensemble learning is aimed at 
integration of fusion, modeling and mining of data 
into a unified model. However, traditional 
ensemble learning methods are complex and have 
optimization or tuning problems. In this paper, we 
propose a simple, sequential, efficient, ensemble 
learning approach using multiple deep networks. 
The deep network used in the ensembles is 
ResNet50. The model draws inspiration from 
binary decision/classification trees. The proposed 
approach is compared against the baseline viz. the 
single classifier approach i.e. using a single 
multiclass ResNet50 on the ImageNet and Natural 
Images datasets. Our approach outperforms the 
baseline on all experiments on the ImageNet 
dataset. Code is available in 
https://github.com/mueedhafiz1982/CNNTreeEnsemb
le 
 
Index Terms - Deep Networks, ensemble learning, 
CNN trees, ImageNet, ResNet50. 
 
1. Introduction 
In spite of significant successes achieved in the 
field of knowledge discovery, traditional 
machine learning techniques can fail to perform 
satisfactorily when dealing with complex data, 
e.g. if it is imbalanced, high-dimensional, noisy, 
etc. This is mainly because of the fact that it is 
difficult for these techniques to capture various 
characteristics and underlying data structure [1]. 
In this context, an important topic evolves in the 
field of data mining as how to effectively build 
an efficient model for knowledge discovery and 
mining. Ensemble learning, which is one 
research hotspot, is aimed at integration of 
fusion, modeling, and mining of data into a 
unified model. Specifically, ensemble learning 
first extracts feature sets with various 
transformations. Based on the learnt features, 
several learning algorithms produce weak 
prediction results. In the end, ensemble learning 
performs fusion of the information obtained 
from the above for knowledge discovery and 
higher prediction performance with voting 
schemes in an adaptive manner [1]. 
A decent introduction to ensemble learning can 
be found in the recent survey of Dong et. al. [1]. 
In case of transfer learning based ensembles [1], 
related works like [2] have used ensembles for 
combination of outputs of different layer-based 
transfer conditions of deep networks. 
Experimentation has shown that it reduces the 
effects of adverse feature transference of 
features on tasks related to image recognition 
[1]. Nozza et al. [3] have also used ensembles to 
reduce the cross-domain error for the problem 
of domain adaptation for the task of sentiment 
classification. Liu et al. [4] have designed an 
transfer-learning based ensemble framework 
which uses AdaBoost [5] for weight adjustment 
of source data and target data. The technique 
achieved decent performance using UCI 
datasets in case of insufficient data. More work 
[6-14] has also been done.  
In [9], the authors state that neural networks lag 
behind the state-of-the-art algorithms for Time 
Series Classification (TSC). The latter are 
composed of ensembles of 37 classifiers which 
are non deep-learning based. The authors 
attribute this lag to the lack of deep network 
ensembles for TSC. In their work, they show 
that how an ensemble of 60 deep networks can 
significantly improve the state-of-the-art 
performance of deep networks for TSC. They 
use the UCR/UEA archive [15], which is the 
largest publicly available database for time 
series analysis. Our paper is about image 
recognition and does not go in the direction of 
this research i.e. TSC. 
In [10], the authors state that contemporary 
deep networks suffer from problems like 
difficulty of interpretation, and overfitting. 
Although regularization techniques have been 
investigated to avoid overfitting, but without too 
much underlying theoretical framework. The 
author argues that in order to extract neural 
network features for decision making, it is 
important to consider the cluster paths in neural 
networks. These features are particularly of 
interest because they give the actual decision 
making process in the neural network. The 
author accordingly presents an ensemble 
technique for neural networks which guarantees 
test accuracy. The ensemble technique has 
given state-of-the-art results for ResNets [16-
18] on CIFAR-10 [19] and has also improved 
performance of various models applied to it. 
However, CIFAR-10 images are too small and 
their relevance is lesser. 
In [6], the authors state that the sharing of 
medical image datasets among various 
institutions is limited by legal issues. As a result, 
medical research that requires large datasets 
suffers considerably. This is because modern 
machine learning techniques commonly require 
immensely large imaging datasets. They 
introduce constrained Generative Adversarial 
Network ensembles (cGANe) in order to address 
this problem by altering the imaging data with 
information preservation, enabling the 
reproduction of research elsewhere with the 
shareable data. However, the authors state that 
the applicability of the proposed technique needs 
further validation with a range of medical image 
data types. 
In [20], the authors state that recent evidence has 
revealed that Neural Machine Translation 
(NMT) models with deep neural networks may 
be more effective. However, they are difficult to 
train. The authors present a MultiScale 
Collaborative (MSC) framework in order to ease 
NMT model training. The models used are much 
deeper than the previous ones. They give 
evidence demonstrating that the MSC networks 
are easily optimized and can give quality 
improvements by considerably increasing depth. 
On translation tasks with three translation 
directions, their extremely deep model surpasses 
significantly outperforms the state-of-the-art 
deep NMT models. However, using very deep 
networks is fraught with training difficulty and 
parameter overload. 
As is also observed from above, ensemble 
learning is complex, and has optimization issues. 
We propose a simple, efficient, sequential, two-
layer ensemble learning framework, which is 
similar to decision/classification trees in some 
aspects. It has the advantage of outperforming 
the baseline standalone deep models like 
ResNet50 [10, 16, 21] on datasets like ImageNet 
[22-24]. On the Natural Images [25] dataset, the 
classification count of our approach lags behind 
that of the competitor, by only one test image. 
The ensemble models themselves are made of 
no-top ResNets with augmented end layers and 
transfer learning is used on the augmented end-
layers, hence taking lesser time than training the 
full ResNet. It should be noted that the baseline 
is not extended to hybrid classifiers which use 
CNN feature maps, because these hybrid 
classifiers ca be in turn used with the CNNs in 
the proposed ensembles. Also, we did not report 
low classification accuracy yielding techniques 
which use images as input. 
2. Background 
An ensemble by itself is a supervised learning 
algorithm, because it can be trained and 
subsequently used for making predictions. A 
trained ensemble, hence, represents one 
hypothesis. However, this hypothesis is not 
necessarily contained inside the hypothesis 
space of various models which build it. Hence, 
ensembles may be shown to have higher 
flexibility with regards to the functions that they 
represent. Empirically, ensembles yield better 
results for the case when diversity is significant 
among the models. [26, 27] Most ensemble 
techniques, hence, promote diversity among 
their models. [28, 29] By using strong learning 
algorithms, better performance has been 
obtained as compared to using algorithms that 
dumb-down the ensemble models for promoting 
diversity. [30] 
Prediction by an ensemble typically is 
computationally more expensive than that of a 
single model, hence ensembles in a way 
compensate for single model learning algorithms 
by performing more computation. Fast 
techniques such as decision trees are commonly 
used as ensembles, although slower techniques 
may benefit from ensemble learning as well. By 
analogy, ensemble learning has also been used in 
unsupervised learning, e.g. in consensus 
clustering, anomaly detection, etc. 
Our technique borrows concepts from decision 
trees as it also splits the data into classes and 
refines the number of classes as it goes deeper 
down the tree,. However, it cannot be directly 
compared to decision trees as it does not involve 
feature splitting. It mostly does binary 
classification on all the classes, and then 
monitors the final prediction values (softmax or 
sigmoid) in a decision chain (if…else) to make a 
decision on the class of the test sample. We do 
not use voting hence our technique is different 
from conventional ensemble approaches. The 
advantages of our approach are simplicity of the 
overall framework and higher recognition 
accuracy as compared to the baseline drawn 
from the normal scenario i.e. when an ensemble 
is not used, vis-à-vis a multiclass Convolutional 
Neural Network (CNN), in this case ResNet50 
[16-18]. The ensemble classifiers are ResNets 
themselves which are the no-top version, 
augmented with end layers. The training using 
transfer learning is done on the augmented 
layers at end of the no-top ResNet50. The 
datasets used for performance evaluation are 
ImageNet [22-24] and Natural Images [25]. 
Figure 1 shows the overview of our technique.
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Figure 1. Overview of proposed technique 
 
3. Implementation and Experimentation 
The hardware used for experimentation 
comprises of an Intel® Xeon® processor (with 
2 cores), 16 GB RAM and 12 GB GPU. We 
have used Tensorflow to implement the 
algorithm and the CNNs in Python. The CNNs 
used is ResNet50 [17]. The datasets used are 
ImageNet [22-24] and Natural Images [25]. The 
input to the CNNs is set to (224, 224, 3). All the 
CNNs use Adam Optimizer for training, with 
mini-batch size of 32 for larger image 
categories and of 16 for smaller ones, 
respectively. The CNNs are trained using early-
stopping by monitoring validation loss with 
patience = 7. The loss function used is binary 
cross-entropy for binary-class CNNs and 
categorical cross-entropy for multiclass CNNs. 
The predicted scores of the final layer of the 
CNNs are used for decision making. We divide 
the experiments into two sets based on the 
number of classes used for classification, i.e. 
four and six, respectively. 
3.1 Four-Class Classification 
We first focus on four class image recognition, 
using the conventional multiclass CNNs and the 
proposed technique on the datasets. The network 
architecture of conventional multiclass CNN 
used is shown in Figure 1. 
GlobalAveragePooling2D( )
Dense(1024, ‘relu’)
Dense(1024, ‘relu’)
Dense(1024, ‘relu’)
Dense(512, ‘relu’)
Dense(4, ‘softmax’)
Resnet50 (Without Top)
Upto Layer #174: @(conv5_block3_out)
 
Figure 1. Network Architectures used for 
conventional multiclass CNN implementation 
(#classes=4). 
Let the four classes be denoted by c1, c2, c3 
and c4, respectively. The four-class ensemble 
uses a single binary-class CNN (2 categories 
per class) i.e. [ (c1, c2) v/s (c3, c4) ] in first 
stage, and two binary-class CNNs in second 
stage i.e. [ c1 v/s c2 ] and [ c3 v/s c4 ]. Figure 2 
shows the architecture of the four-class 
classification ensemble for the proposed 
technique. 
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Binary-
Class CNN.
Classes:
{c1,c2}
Binary-
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Figure 2. Ensemble Structure for Four-Class 
Classification using Proposed Technique. 
The architecture of the binary-class CNNs used 
in the ensemble is same as given in Figure 1, 
except that their respective final layers have 2 
neurons each. Figure 3 shows the individual 
CNN architecture for the binary-class CNNs 
used in ensemble shown in Figure 2. 
GlobalAveragePooling2D( )
Dense(1024, ‘relu’)
Dense(1024, ‘relu’)
Dense(1024, ‘relu’)
Dense(512, ‘relu’)
Dense(2, ‘sigmoid’)
Resnet50 (Without Top)
Upto Layer #174: @(conv5_block3_out)
 
Figure 3. Network Architecture of binary-class 
CNNs used in four-class ensemble[17] 
The details of the image subsets used here are 
given in Table 1. 
Table 1. Distribution of experimental data 
Dataset 
Classes Used 
(c1, c2, c3, c4) 
Training 
Images 
Validation 
Images 
Testing 
Images 
ImageNet 
[24] 
4 
(Bikes, Ships, 
Tractors, 
Wagons) 
1531 788 745 
Natural 
Images 
[25] 
4 
 (Airplane, 
Motorbike, 
Car, Person) 
1515 800 800 
 
The details of the experimentation for four-class 
classification are shown in Table 2. 
Table 2. Accuracy on various approaches on 
different datasets for four-class classification 
Approach 
ResNet50 
(4-class CNN) 
Proposed Approach 
Using ResNet50 
ImageNet 
[24] 
.9007 .9074 
Natural 
Images [25] 
1.0 .9988 
 
It should be noted that the test set classification 
count of the proposed approach for Natural 
Images subset lags behind that of its competitor 
(multiclass RseNet50) by only one image. 
3.2 Six-Class Classification 
Let the categories be c1, c2, c3, c4, c5 and c6. 
The distribution of the images for this task in 
ImageNet [23] is given in Table 3. 
Table 3. Distribution of images (ImageNet 
[24]) for six-class classification task 
Dataset 
Classes Used 
(c1, c2, c3, c4, 
c5, c6) 
Training 
Images 
Validation 
Images 
Testing 
Images 
ImageNet 
[24] 
6 
(Bikes, Ships, 
Tractors, 
Wagons, Cats, 
Dogs) 
2214 1073 1022 
 
We have implemented six-class classification 
using two different ensemble structures. The 
CNN architecture used in this ensemble is akin 
to that used in earlier one except that here the 
final layer may have 6, 3 or 2 neurons for six-, 
three-, or binary-class CNN respectively. When 
final layer neuron count is 2, sigmoid activation 
is used. For more that 2 final layer neuron count, 
softmax activation is used. The experimentation 
on these two ensemble structures is discussed 
below. 
3.2.1 Classification using Ensemble Structure 
#1 
The first ensemble uses a three-class CNN (3 
categories per class) i.e. [ (c1, c2) v/s (c3, c4) v/s 
(c5, c6) ], in first stage, and three binary-class 
CNNs in second stage i.e. [ c1 v/s c2 ], [ c3 v/s 
c4 ], and [ c5 v/s c6 ]. Figure 4 shows the 
architecture of the six-class classification 
ensemble#1 for the proposed technique. 
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Binary-
Class CNN.
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{c5,c6}
Input Output
Output
Binary-
Class CNN.
Classes:
{c1,c2}
Output
 
Figure 4. Ensemble Structure #1 for Six-Class 
Classification using Proposed Technique. 
The test images are resized to various sizes 
before classification by trained CNNs (in 
ensemble) for further investigation. Since each 
second-stage binary-CNN used in the proposed 
ensembles has its own specific response as per 
testing image size. The best-result yielding 
testing image size was found from testing the 
second stage binary CNNs on the validation 
image subsets. Accordingly, class-specific CNN 
image-size can be used for testing in our 
technique. This cannot be done for a 
conventional multiclass CNN. The results of the 
experiments are shown in Table 4. 
Table 4. Accuracy on various datasets on 
ImageNet [24] for six-class classification using 
ensemble structure #1  
Test Image 
Size 
ResNet50 
(6-class CNN) 
Proposed Approach 
Using ResNet50 
(224,224) .8963 .8904 
(299,299) .8982 .8962 
CNN-Specific: 
(224,224) or 
(299,299)  
per CNN 
- .9061 
 
3.2.2 Classification using Ensemble Structure 
#2 
The second ensemble uses a single binary-class 
CNN (2 categories per class) i.e. [ (c1, c2, c3) 
v/s (c5, c6, c4) ], in first stage, and two three-
class CNNs in second stage i.e. [ c1 v/s c2 v/s c3 
] and [ c5 v/s c6 v/s c4 ]. Figure 5 shows the 
architecture of the six-class classification 
ensemble#2 for the proposed technique. 
Binary-
Class CNN.
Classes:
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Three-
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Classes:
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Figure 5. Ensemble Structure #2 for Six-Class 
Classification using Proposed Technique. 
The results of the experiments are shown in 
Table 5. No test image resizing was done in this 
case. 
Table 5. Accuracy on various datasets on 
ImageNet [24] for six-class classification using 
ensemble structure #2  
Test 
Image 
Size 
ResNet50 
(4-class CNN) 
Proposed Approach 
Using ResNet50 
(224,224) .8963 .9002 
 
It is observed that the classification accuracies of 
the proposed approach are higher than that of the 
baseline in all experiments using ImageNet 
subsets. The accuracy is also almost equal for 
the Natural Image subset. 
4. Conclusion 
The importance of using simple, efficient, easy 
to optimize, and successfully explored 
frameworks, for ensemble learning has been 
highlighted. Accordingly, a new deep network 
based ensemble learning approach has been 
proposed. The proposed approach is inspired by 
decision/classification trees in some aspects, 
though its working is different. Various models 
are implemented, and improvement in 
performance w.r.t. baseline is observed. The 
baseline comprises of the non-ensemble 
approach, viz. a multiclass standalone CNN, i.e. 
ResNet50. It should be noted that the baseline is 
chosen for comparison because each model in 
the ensemble itself is a ResNet50 CNN. The 
experimentation demonstrates that our approach 
outperforms the baseline on all models for the 
ImageNet dataset. On the Natural Images 
dataset, the classification count of our approach 
lags behind that of its competitor by only one 
image. Other hybrid techniques can be applied 
to both the proposed approach as well as the 
baseline i.e. multiclass ResNet50 classifier, and 
are not used. Low classification accuracy 
yielding techniques for images are not reported. 
Future work would be based on these points. 
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