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Agent fate in porous building materials is currently a topic of national concern, with 
possible applications ranging from chemical and biological attacks to more common acid 
rain events.  Paramount to understanding such transport phenomena is knowledge of both 
micro and macroscopic substrate properties such as pore structure, surface and 
macroscopic gas permeability, hydraulic conductivity and effective porosity, among 
others.  In order to quickly identify and asses a traumatic situation, especially when 
historic and significant buildings are affected, one needs to rapidly determine such 
material properties using only what is available; namely the surface of the material. 
 
A study evaluating transport properties of natural and man-made porous building 
materials is presented.  The objectives of the study were to: (1) determine substrate 
material properties, specifically surface gas permeability, and relate that to agent 
penetration and (2) develop artificial neural networks (ANNs) that will (a) determine the 
minimum number of sampling points needed to accurately estimate the surface 
permeability field and (b) predict the penetration depth of chemical warfare (via the use 
of surrogates) within building substrates.  Surface and macroscopic permeability 
measurements were determined on materials ranging from concretes, to sandstones, to 
brick, with permeability values within the range of values reported in the literature. 
Wicking experiments were also performed on all the building materials.  These tests 
provided information about the height of penetration that a surrogate solution travels in a 
substrate as well as the total volume of the solution wicked.  Due to the heterogeneities 
across the substrates, it was found that both the height and volume of solution wicked 
varied greatly among the materials tested.  The ANN methods produced results that were 
statistically similar to traditional geostatistical methods (ordinary kriging) and that, based 
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Agent fate in porous building materials is currently a topic of national concern, due to 
the increased threat of chemical and biological weapons attacks.  Possible chemical 
warfare agents (CWA‟s) include blister agents such as distilled mustard and lewisite, and 
nerve agents such as tabun and sarin (Bartelt-Hunt et al., 2008).  Other possible 
applications include accidental chemical spills (e.g. oil and gas) and acid rain events.  
Additionally, moisture transport in porous building materials can give rise to several 
kinds of damages, e.g., frost damage, salt crystallization (Amoroso and Fassina, 1983), 
and mold growth (Adan, 1994).    
Paramount to understanding agent transport is knowledge of both micro and 
macroscopic substrate properties such as pore structure, surface and macroscopic gas 
permeability, hydraulic conductivity and effective porosity, among others.  This 
knowledge is important for risk and exposure assessments and remediation (Bartelt-Hunt 
et al., 2008).    Following contamination, demolition is not always an option, especially in 
structures of historic and cultural significance and essential facilities. If remediation of a 
toxic spill/accident is needed for such facilities, it is most likely that only the surface of 
the material can be available for such measurements for rapid response.  This work 
therefore investigated surface permeability properties of some common porous building 
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materials, which were then related to macroscopic permeabilities and fluid transport 
within the substrates. The linkages were made computationally using artificial neural 
networks (ANNs).  
 
1.2 SCOPE OF WORK 
The study evaluated transport properties of natural and man-made porous building 
materials. Representative surrogate fluids were used. The overall objectives of the study 
were to: (1) determine substrate material properties, specifically surface gas permeability, 
and relate that to agent penetration and (2) develop artificial neural networks (ANNs) that 
will (a) determine the minimum number of sampling points needed to accurately estimate 
the surface permeability field and (b) predict the penetration depth of surrogates within 
building substrates. 
The specific work tasks were to: 
1) determine surface gas permeability of selected substrates; 
2) determine macroscopic properties relevant to transport processes within selected 
substrates;  
3) establish correlations among the surface and macroscopic properties; 




5) develop and train suitable ANNs to determine the minimum number of surface 
permeability measurements to adequately characterize the spatial variability of the 
surface  permeability of the substrates; and 
6) establish a correlation between surface permeability measurement and agent 
transport  through trained ANNs for rapid yet accurate predictions of agent 
transport directly from surface permeability measurements. 
 
The materials in this study were selected because of their association as a building 
material and their availability.  Concrete is used extensively in the infrastructure 
throughout the United States and around the world.  To test a broad range of concrete, it 
was decided that 4 types (along with a plain cement), would be studied.  Two types of 
bricks were also selected because abundance in buildings.  Also of interest was studying 
natural materials, which included two types of sandstone and a limestone. 
Four surrogate fluids were used in this study; water, barium chloride, lead 
chloride and ethylene glycol.  The water was selected because it is not hazardous and for 
its availability.  Ethylene glycol was selected because it has a much higher viscosity than 
the other fluids.  Barium and lead chloride were chosen because they were being used as 







1.3 THESIS ORGANIZATION 
 This thesis is organized into two journal articles.  Chapter 2 examines the 
measurement and analysis of surface gas permeability of some natural and man-made 
porous materials.  Introduced is a relatively new, non-destructive surface gas 
permeameter that is capable of taking measurements at user defined grid locations with a 
sampling resolution as fine a 0.1 mm in both the x and y directions.  These measurements 
are correlated to macroscopic air permeability and hydraulic conductivity measurements 
which were measured following ASTM standards. Utilizing the surface gas permeability 
measurements, a counterpropagation artificial neural network is applied, which is capable 
of estimating the surface permeability field using only subset of regularly-spaced, known 
measurements.  Statistical metrics are then used to determine at what sampling distance, 
corresponding to the desired sampling resolution, a material can be tested for surface 
permeability in order to have a certain confidence of the estimated permeability field.  
Using the established empirical correlations, spatial hydraulic conductivity is then 
estimated for the materials using the determined sampling distance and estimated surface 
gas permeability. 
 Chapter 3 examines the depth of penetration and volume of fluid imbibed into the 
natural and man-made materials.  The results from wicking tests on the specimens of a 
variety of porous building materials with four different surrogate fluids are presented. 
The wicking test results include two vital pieces of information.  The first is the 
penetration height over time for the various materials and fluids and the second is the 
volume of fluid over time for the same materials and fluids.  An in-situ, non-destructive 
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surface gas permeameter is used to sample materials at the minimum distance determined 
in chapter 2.  These surface permeability measurements, along with the information of 
fluid penetration height and fluid volume are incorporated into a counterpropagation 
artificial neural network (CPNN).  This network predicts transport depth and fluid 
volume based on knowing just the fluid contaminant and the materials surface 
permeability. A subset of the wicking tests is used to train the CPNN and the remaining 
wicking tests are used for validation.  















JOURNAL ARTICLE 1: 
MEASUREMENT AND ANALYSIS OF SURFACE PERMEABILITY OF 
NATURAL AND MAN-MADE POROUS MATERIALS 
 
2.1 ABSTRACT 
Critical to understanding fluid transport in porous media is an understanding of material 
properties.  Knowledge of permeability is crucial in the prediction of fluid transport 
within these materials while analyzing problems related to oil extraction, groundwater 
flow and contaminant transport among other.  Following a contamination event affecting 
our civil infrastructure, it is most likely that only the surfaces of the contaminated 
building materials will be available for such measurements for rapid response, especially 
when historic and essential facilities are involved.   A relatively new, non-destructive 
surface permeameter was used to obtain maps of surface gas permeability of a variety of 
natural and man-made building materials. The surface gas permeability measurements 
were correlated to macroscopic air and hydraulic conductivity measurements made using 
corresponding ASTM standards.  The relatively well known counterpropagation artificial 
neural network (ANN) was used to examine the extent of spatial variation (distance 
between surface permeability sampling points) needed to estimate the surface 
permeability field within a certain confidence level.  These estimated fields were found to 
be statistically similar to those obtained using geostatistical method of ordinary kriging. 
The surface permeability estimates were then used to estimate the spatial hydraulic 




Fluid transport into porous materials is an area of study relevant to many scientific 
and engineering fields such as hydrogeology, geoenvironmental engineering, petroleum 
engineering, chemical engineering, physics, biology and medicine (e.g. Dandekar, 2006; 
Dullien, 1992; Gladden et al., 2003; Jang et al., 2003; Steele and Heinzel, 2001).  
Knowledge of permeability, and its spatial variability, is critical to accurately predicting 
fluid transport.  As a result, there is great interest among scientists and engineers in 
quantifying permeability characteristics, including the spatial variability, of natural and 
manmade materials for many practical applications related to oil extraction, groundwater 
flow and contaminant transport (Paulini and Fachri, 2007; Zaharieva, et al., 2002).  
Despite the variety of natural rocks (e.g., sandstones and limestones) and man-made 
materials (bricks and concrete) used in building materials, concrete is used more than any 
other man-made material on the planet (Lomborg, 2000). One-half to two-thirds of our 
infrastructure is made of concrete. Although it is typically made of similar constituents, 
the constituent proportions, curing time and pore structure vary significantly depending 
on the application.  All of these materials are porous to different degrees and have 
inherent heterogeneities. In addition, weathering may significantly alter the surficial pore 
structure of porous building materials. Fluid transport into such building materials is 
relevant in situations involving contamination from acid rain, toxic spills, fires and 
possible chemical and biological agent release. Following contamination, demolition is 
not always an option, especially in essential facilities and structures of historic and 
cultural significance. If remediation is necessary, it is most likely that only the surface of 
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the buildings materials will be available for rapid response measurements.  Devices such 
as surface gas permeameters provide reliable measurements and may be used to 
determine other material properties.  These permeameters, however, are only capable of 
material testing at single points in time, and establishing a large, high density map can be 
extremely time consuming. As a result, it would be both critical and helpful to know the 
extent (minimum distance) between sampling points needed to “accurately” predict 
material properties for natural and manmade materials with varying levels of 
heterogeneity. 
A surface permeability probing method,developed by Valek, et al. (2000), 
demonstrated the applicability of using a surface gas permeameter for historic 
conservation including: the weathering and decay process associated with masonry 
materials, characterization of existing materials to seek compatible replacement material, 
and investigation of the carbonation process in lime mortars in historic and modern 
masonry.  While this method was highlighted as being non-destructive and able to 
measure a wide range of permeability values, it was found that measuring low 
permeability material was seldom non-destructive.  
 In this paper, we characterize the surface gas permeability of a variety of natural 
and man-made materials using a relatively new laboratory apparatus. The apparatus is 
unique in that it is non-destructive and capable of measuring a wide range of surface gas 
permeability on porous building materials.  We show the surface measurements are 
correlated to macroscopic gas permeability and macroscopic hydraulic conductivity 
measurements. And utilizing the surface gas permeability measurements, we apply a 
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counterpropagation artificial neural network (CPNN) that mimics the estimation methods 
known as kriging to estimate the permeability fields and determine the spacing between 
measurements points (minimum number of samples needed) given some user-defined 
level of confidence.  Using the above correlation, spatial hydraulic conductivity is then 
estimated for the materials using the spatial variation and estimated surface gas 
permeability. 
 
2.3 MATERIALS  
 The materials used in this study included natural materials and man-made 
concretes, cement mortar and bricks.  The concretes and mortar mixtures were hand 
mixed until the ingredients were uniform, subsequently poured into cylindrical molds 
(70-78 mm in diameter), and moist cured for 28 days.  All concrete surfaces were 
„finished‟ by hand screeding (removing defects and creating a smooth, finished surface), 
as is typically done in practice.  Brief descriptions of details (i.e., the sample preparation 
procedures and specimen dimensions) follow. 
 
2.3.1 Ready mix concrete 
 The ready mix concrete was a Quickrete ready-to-use concrete mix No. 1101 
containing small (0.1-15 mm) rounded aggregate with varying color.  Water was added 
accordingly (2.84 l per 36.4 kg bag) to create an ~4,000 psi compressive strength 
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mixture.  Two batches with the same water content were mixed and cured at two separate 
times (batch 1 and batch 2). The batch 1 material was poured into a slab and cylinders.  
The slab was 300 x 190 x 60 mm, while the cylinders were 45 mm high and 78 mm in 
diameter.  Batch 2 was made into cores 68 mm high with a 70 mm diameter. 
 
2.3.2 3,000 psi compressive strength concrete 
 The 3,000 psi concrete was prepared following procedures outlined in Kett, 1999.  
The mixture consisted of 3.17 kg type 1 Portland cement, 6.35 kg coarse aggregate (5-25 
mm in diameter), 4.98 kg fine aggregate (0.125 - 2 mm in diameter) and 1.90 kg water, 
with a 0.6 water/cement ratio.  This concrete was made into a slab (260 x 180 x 75 mm) 
and several cylinders (70-80 mm high and 78 mm diameter). 
 
2.3.3 5,000 psi compressive strength concrete 
 The 5,000 psi concrete contained the same amount of Portland cement and fine 
and coarse aggregates as the 3,000 psi concrete mixture.  The only difference was a lower 
the water content (1.58 kg water was added compared to 1.90 kg for the 3,000 psi 
concrete mixture) creating a 0.5 water/cement ratio.  Similar to the ready mix concrete, 
two batches were prepared.  Batch 1 material was made into a slab (260 x 180 x 75 mm) 
and cylinders (70-80 mm high and 78 mm diameter).  The batch 2 material was used to 




2.3.4 D04 concrete 
 This particular concrete was acquired from Chemical Science Department, Idaho 
National Laboratory.  The cement paste and fine aggregate appear visually similar to that 
of the 3,000 and 5,000 psi concrete.  The coarse aggregate, however, is much different 
and contains large, round colorful rocks ranging from 1 to 25 mm in diameter.  Two slab 
specimens (145 x 145 x 40 mm) were obtained and cored into cylinders that were 40 mm 
high with 78 mm diameter. 
 
2.3.5 Portland Cement 
 This mixture was Bosnal Portland Cement Type 1 designed in accordance with 
ASTM C150, without any aggregate added.  This cement was cored into 4 specimens 78 
mm high and 78 mm in diameter. 
 
2.3.6 Brick Type 1 
 Four cylindrical specimens varying from 45-50 mm high and 70 mm diameter 
were cored from bricks produced by the former Drury Brickyard in Essex, Vermont.  
This brick type resembled a construction type brick, with orange coloring and was 
uniform throughout.   
12 
 
2.3.7 Brick Type 2 
 Brick Type 2 was a commercial product, purchased from a hardware store.  It 
differs from Brick Type 1 in that it contains a variety of small aggregates (1-10 mm in 
diameter), is more red in color, and has much rougher surfaces. Two batches were 
created. Batch 1 was cored into specimens 45 mm high with a 70 mm diameter from 
larger specimens (200 x 100 x 45 mm).  Batch 2 specimens were 100 mm high and 70 
mm in diameter. 
 
2.3.8 Sandstone 
Two types of sandstones, Ohio and Arkose, were acquired from Granite 
Importers, Inc. in Barre, Vermont.  The Ohio sandstone is tan, very fine grained with 
small brown inclusions; while the Arkose sandstone has a reddish purple coloring with 
fine grains.  The Ohio sandstone specimens ranged in height from 45 - 100 mm and had a 
diameter of 70 mm.  Two Arkose sandstones were used (referred herein as quarry 1 and 
quarry 2).  The quarry 1 specimens ranged in height from 50-100 mm and had a diameter 
of 70 mm, while quarry 2 specimens were 100 mm high and had a diameter of 70 mm. 
 
2.3.9 Limestone 
The Indiana limestone was acquired from the Oolitic, Indiana-based Indiana 
Limestone Company.  This material is light gray, fine grained and has a few inclusions.   
13 
 
The quarry 1 specimens ranged from 50 - 110 mm in height with a diameter of 70 mm. 
The quarry 2 specimens were 100 mm high and 70 mm in diameter. 
 
2.4 LABORATORY MEASURMENTS OF SURFACE AND MACROSCOPIC 
GAS PERMEABILITES AND HYDRAULIC CONDUCTIVITIES  
Surface gas permeability, macroscopic gas permeability and saturated hydraulic 
conductivity were measured typically on 4 specimens of each material type. The latter 
two measurements were performed using ASTM methods. The surface gas permeability 
technique is relatively new; no ASTM standard exists for this measurement technique.   
 
2.4.1 Macroscopic saturated hydraulic conductivity 
 The macroscopic saturated hydraulic conductivity of each material was measured 
in general accordance with ASTM D5084-00: Standard Test Methods for Measurement 
of Hydraulic Conductivity of Saturated Porous Materials Using a Flexible Wall 
Permeameter (ASTM International, 2002).  Tests were conducted using a Wykeham 
Farrance permeability cell.  The specimens were contained in latex membranes. To 
ensure saturation, samples were flushed with carbon dioxide and subsequently with de-
aired water. A high confining pressure (~275 kPa) was applied to the cell that exceeded 
the entrance water pressure, ensuring water passage through the specimen and not 
between the specimen and the flexible membrane.  High precision digital pressure 
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switches (SMC ISE40-T1-22L) measured the entrance and exit pressures.  Once the 
water flow reached steady state and a specified quantity of water was passed through the 
sample, the corresponding elapsed time was recorded.  The hydraulic conductivity was 
calculated as follows: 
                                                           ,                                                      (2.1) 
where, 
k = hydraulic conductivity (m/s), 
ΔQ = quantity of flow for a given time interval Δt (m³), 
L = length of specimen (m), 
A  = cross-sectional area of specimen (m²), 
h  = head difference across specimen (m), and 
Δt = time interval over which the flow ΔQ occurs (s). 
 
For each specimen, five hydraulic conductivity measurements were recorded 
under different pressure heads. The reported conductivity was the average of these five 
values. 
 
2.4.2 Macroscopic air permeability 
The macroscopic air permeability was measured in accordance with ASTM 
D4525-90: Standard Test Method for Permeability of Rocks by Flowing Air (ASTM 






pressure transducers measuring the pressure drop across the specimen.  A high confining 
pressure (~275 kPa) was applied to the cell to ensure the air would pass through and not 
between the specimen and the latex membrane encasing it.  A regulated supply of 
compressed air was applied to the specimen, while the exiting airflow was measured with 
a calibrated bubble-flow meter.  The air permeability was calculated as follows:                                                                                                      
  
                                        ,                                                      (2.2) 
where, 
K= coefficient of permeability (m²), 
Qe = exit flow rate of air (m
3
), 
Pe = exit pressure of air (Pa), 
Pi = entrance pressure of air (Pa), 
µ = viscosity of air at temperature of test (Pa∙s), 
L = length of specimen (m), and 




Five measurements were calculated for each specimen, with the average reported 




2.4.3 Surface gas permeability 
The surface gas permeability was measured using a relatively new, automated 
surface gas permeameter apparatus AutoScan II developed by New England Research, 
Inc., located in Whiteriver Junction, VT.  The device, shown in Figure 2.1a, allows one to 
collect spatial measurements of gas permeability on specimen surfaces. The spatial 
coordinates for collecting measurements may be specified on an x-y grid along the 
material surface and controlled by the computer component in this device. The 
measurement spacing can be as small as 0.1 mm.  The process involves a gas flow down 
through the specimen surface and up to the atmosphere in a roughly hemispherical 
geometry (Figure 2.1b) for homogenous materials with a tip seal made from soft rubber 
to prevent leakage between the probe and the sample (New England Research, 2010).  















Figure 2.1: (a) Surface permeameter Autoscan II taking surface gas permeability measurements and 
(b) assumed flow path of injected gas. 
 
Once steady-state flow is achieved, the surface gas permeability is computed using the 
following equation (neglecting gas slippage and high velocity flow effects): 
                                         
   ,                                                (2.3) 
where, 
Kapparent = apparent permeability (m
2
), 
P = injection pressure of the gas (Pa), 
Patm = atmospheric pressure (Pa), 
Q = flow rate of gas at Patm (m
3
/s), 
µ = gas viscosity (Pa∙s), 
a = internal tip-seal radius (m), and 






For this work, the manufacturers default settings were used.  The gas viscosity was
 Pa∙s, internal tip-seal radius of 0.005 m, and a geometrical factor of 0.0059.  
As an example, Figure 2.2a shows the probe taking measurements on the Brick Type 2 
specimen that was 100 mm x 200 mm and the corresponding log surface gas permeability 














































































































Figure 2.2: (a) Surface gas permeameter probe taking a measurement on a specimen of Brick 
Type 1, (b) color map of gas permeability  (mD) values, (c) Y measurement location (mm) plotted 
against the logarithm of the gas permeability values and, (d) histogram of the surface gas 





This gas permeability map reflects the physical appearance of the brick specimen.  This 
particular brick (Type 2) contained large pores across the material surface resulting in 
higher permeability values when compared to the more uniform, smaller surface pores.  
Figure 2.2c shows measurements in the y-direction (mm) plotted against the logarithm of 
gas permeability.  The peak of surface gas permeability distribution (Figure 2.2d) 
indicates the most likely value for this brick specimen.   
The permeability was then corrected for gas slippage and high velocity flow 
effects at low gas injection pressures and high gas flow rates, respectively.  The 
correction term for gas slippage is:  









 ,                                              (2.4) 
where Kk is the corrected permeability for the gas slippage effect, B is the Klinkenberg 
slip factor and Pmean is the mean measurement pressure Pmean = (P+Patm)/2 (Klinkenberg, 
1941). 
 
The actual permeability, Ko, is further corrected for the high velocity flow effect using:  





 ,                                               (2.5) 
 
where Kk is the permeability obtained from equation (4), and Ko is the actual, corrected, 
permeability when turbulence and inertial effects are considered (Goggin, et al., 1988).  
Although the surface permeameter allows the user to adjust both the Klinkenberg (B) and 
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the Forchheimers (Fh) parameters, these parameters were not adjusted in this work.  The 
corrected permeability is plotted against the uncorrected permeability for an Ohio 
Sandstone sample (Figure 2.3a) and a 3,000 psi compressive strength concrete sample 
(Figure 2.3b).  Although results indicate that the correction factors do not make a 
significant difference for the materials tested, all remaining surface permeability results 












It is also important to be assured that the measured surface permeability using this 
method are repeatable and reliable.  For the same specimens (Ohio Sandstone and 3,000 
psi compressive strength concrete), three surface gas permeability scans were completed 
on different days using a 19 x 19 mm grid, at 1 mm resolution for a total of n = 361 
sampling points.  The measured permeability histograms for Ohio Sandstone (Figure 

























































Figure 2.3: Uncorrected surface gas permeability plotted against corrected surface gas 




2.4a) and 3,000 psi compressive strength concrete (figure 2.4b) show little variation 
indicating the reliability of this technique.  The most likely values for the Ohio Sandstone 
were 28.16 mD, 30.89 mD and 31.63 mD for each of the scans.  While the most likely 









Table 2.1 summarizes all of the permeability measurements (m
2
). The surface gas 
permeability results are the most likely values from the histogram distributions, with the 
number of measurement points (n) also included.  The macroscopic gas permeability and 
saturated hydraulic conductivity presented are the average of n = 5 tests for each 
specimen.  The standard deviations for each test are shown in parenthesis.   






































Figure 2.4: Histogram comparison for three different surface gas permeability scans for (a) 





Surface Gas Permeability (m²) Macroscopic Gas Permeability (m²) Hydraulic Conductivity (m²) 
Specimen 1 Specimen  2 Specimen 3 Specimen 4 Specimen 1 Specimen 2 Specimen 3 Specimen 4 Specimen 1 Specimen 2 Specimen 3 Specimen 4 
Ready Mix (Batch 1) 3.28      
(±0.96)   
n=148 
3.50         
(±1.23)      
n=151 
5.30       
(±2.73)     
n=151 
3.84      
(±2.04)   
n=150 
7.75       
(±2.86) 
0.62      
(±0.013) 
0.75      
(±0.10) 
0.64    
(±0.014) 
103.3    
(±6.78) 
50.6      
(±2.00) 
39.6      
(±0.28) 
98.3      
(±1.42) 
Ready Mix (Batch 2) 2.38       
(±5.43    
n=227 
8.04         
(±17.0)      
n=265 
10.57    
(±4.79)   
n=256 
6.99      
(±6.33)     
n=50 
5.04       
(±0.49) 
3.37       
(±0.39) 
6.86      
(±2.52) 






45.06    
(±1.33) 
28.00    
(±4.49) 
5,000 psi Concrete (Batch 1) 12.35   
(±36.01) 
n=218 
9.86       






(±12.56)       
n= 151 
3.19       
(±1.19) 
0.48     
(±0.017) 
0.41    
(±0.013) 




25.28    
(±3.94) 
8.86      
(±0.99) 
40.12    
(±6.23) 
5,000 psi Concrete (Batch2) 1.27    
(±17.59)    
n=265 
1.79         
(±9.57)      
n=252 
1.06      
(±4.52)   
n=259 
1.03      
(±1.38)   
n=249 
0.41     
(±0.026) 
0.22     
(±0.027) 
0.22    
(±0.007) 
0.24    
(±0.002) 
11.10    
(±4.23) 
75.60    
(±6.92) 
85.20    
(±5.35) 
87.80    
(±1.93) 
3,000 psi Concrete 26.01     
(±6.55)   
n=148 
31.59     
(±20.23)    
n=146 
15.53    





12.1         
(±6.8) 
0.32       
(±0.02) 
0.23    
(±0.007) 




7.95       
(±0.97) 
75.32    
(±3.59) 
16.58    
(±2.52) 
D04 Concrete 1.22       
(±1.83)     
n=92 
1.07         
(±4.63)        
n=93 
1.33       
(±2.19)     
n=92 
1.28      
(±1.42)     
n=97 
0.32     
(±0.007) 
0.52     
(±0.011) 
0.52      
(0.008) 
0.29    
(±0.008) 
18.32    
(±1.56) 
10.95    
(±0.39) 
16.48    
(±1.38) 
30.40    
(±1.21) 
Portland Cement 4.19    
(±52.64) 
n=143 









2.33       
(±0.15) 
6.05        
(±0.34) 
13.00    
(±1.66) 
5.42      
(±0.28) 




31.10      
(±3.4) 
71.60    
(±37.5) 
Indiana Limestone (Quarry 1) 4.02       
(±7.38)   
n=384 
0.69          
(±0.70)      
n=270 
2.62      
(±0.77)   
n=289 
2.64      
(±0.83)   
n=289 
1.39     
(±0.045) 
1.76       
(±0.11) 
1.24      
(±0.17) 
2.08      
(±0.29) 






59.77    
(±2.54) 
Indiana Limestone (Quarry 2) 3.80       
(±0.83)   
n=209 
4.07         
(±1.04)      
n=232 
2.67      
(±0.82)   
n=225 
2.11      
(±0.94)   
n=234 
3.16       
(±0.10) 
3.43      
(±0.094) 
3.52      
(±0.14) 
2.84    
(±0.094) 
15.70 
(±0.132) 43.80   (±7.21) 
21.8      
(±1.00) 
21.40    
(±9.20) 
Ohio Sandstone 81.69   
(±17.11) 
n=518 
76.49     








106.00   
(±7.16) 
80.20   
(±16.30) 
80.70    
(±2.57) 








179       
(±8.79) 
Arkose Sandstone (Quarry 1) 1.52       
(±1.69)   
n=252 
1.32         
(±0.54)      
n=361 
0.81      
(±0.33)   
n=260 
1.67      
(±0.69)   
n=361 
0.81     
(±0.025) 
1.10       
(±0.10) 
1.29    
(±0.042) 
0.51      
(±0.13) 




36.33    
(±1.86) 
25.14    
(±7.22) 
Arkose Sandstone (Quarry 2) 0.25       
(±3.07)   
n=261 
0.40         
(±0.69)      
n=266 
1.71       
(±1.07)   
n=256 
0.81      
(±0.42)   
n=260 
1.28     
(±0.052) 
2.90      
(±0.174) 
1.77    
(±0.035) 
1.05    
(±0.038) 
25.60    
(±27.8) 
4.43      
(±0.35) 
21.5      
(±2.19) 
28.00    
(±3.18) 
Brick Type 1 3.43    
(±27.09) 
n=254 
4.32         
(±17.5)      
n=254 
2.03      
(±1.02)   
n=252 
2.98      
(±0.75)   
n=361 
7.80       
(±0.33) 
10.50     
(±2.39) 
2.81      
(±0.29) 
7.12      
(±1.81) 






44.52    
(±4.48) 
Brick Type 2 (Batch 1) 166.31    
(±359)    
n=361 
1522.21  




































463.00    
(±283) 














             
Table 2.1: Measured surface gas permeability, macroscopic gas permeability and hydraulic conductivity for the building 





The data in Table 2.1 are plotted in Figures 2.5 and 2.7.  Figure 2.5 shows the 
macroscopic gas permeability plotted against the surface gas permeability with the one-
to-one line, as well as a regression line (R
2
 = 0.83), signifying a fairly strong correlation.  
The solid, horizontal lines indicate the range of most likely surface gas permeability 
values across the four specimens.  The vertical dashed lines indicate the range of the 
average macroscopic gas permeaibility across the four specimens with n = 5 tests for each 
permeability measurement.  The natural materials (Ohio sandstone, Arkose sandstones, 
Indiana limestones) and the Brick (Type 1) and cement mortar, which are relatively 
homogeneous, plot close to the one-to-one line, indicating the difference between the 
surface and macroscopic gas permeability measurments is relatively small.  The 
measurments for the  man-made materials (ready mix concrete, 3,000 psi concrete, 5,000 
psi concrete, D04 concrete, and Brick Type 2)  all containing aggregates, plot further 
from the one-to-one line, suggesting that the whole specimen is more different than the 
specimen surface. Note:  The concrete surface are smoothed and finished with the 
screeding process, whereas the interior is a mixture of cement paste, fine and coarse 
aggregate.  The presence of these aggregates creates a longer and more tourtous flow path 
and limits the ability of the air to pass directly through the specimen from entry to exit 
point, which probably deviates from the assumed hemispherical flow path (Figure 2.1b).  
This phenomena  is also reflected in the wide range of macroscopic gas permeability 
values (Figure 2.5) for the ready mix (batch 1), 3,000 psi conrete and 5,000 psi concrete 
(batch 1).  This effect can be seen in the surface gas permeability map in Figure 2.6b, 
which is a surface gas permeability scan of the interior of the 3,000 psi concrete (Figure 
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2.6a).  The locations where aggregates are present results in permeabilty values of zero 
(white locations in Figure 2.6b).   Except for the Arkose sandstone, all other materials 
had larger surface gas permeability measurments than macroscopic permeability 
measurments, likely due to the more tortuous flow path through the entire specimen and  
with the exception of the two types of brick specimens, the surface gas permeaiblity 
values were within one order of magnitude of each other.  Likewise, the macroscopic gas 
permeability values were within one order of magnitude of each other, with 3,000 psi 
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Figure 2.6: (a) Picture of interior of 3,000 psi concrete, (b) surface 






Similarly, the macroscopic hydraulic conductivity plotted against the surface gas 
permeability (Figure 2.7a) shows relatively strong correlation (R
2
 = 0.83).  Again the 
solid, horizontal lines indicate the range of the most likely surface gas permeability 
values across the four specimens.  The vertical dashed lines indicate the range of the 
average macroscopic hydraulic conductivity across the four specimens with n = 5 tests 
for each permeability measurement.  As with the case of the macroscopic gas 
permeability measurments, the hydraulic condcutivity of the man-made materials varied 
more than the averge of the most likely surface gas permeability values for a given 
substrate.  The macroscopic hydraulic conductivity measurements are plotted against the 
macroscopic gas permeability measurements (Figure 2.7b).  The weaker correlation (R
2
 = 
0.65) was initially thought to be influenced by the Brick Type 2 specimen, which had 
hydraulic conductivity measurements several orders of magnitude higher than the 
specimens.  However, the data was tested after removing the Brick Type 2 data, resulting 
with a weaker correlation (R
2
 = 0.29)  The measurements for all the materials were within 
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Figure 2.7: Hydraulic conductivity plotted against (a) surface gas 









2.4.4 Estimation Methods 
This study uses the counterpropagation neural network (CPNN) to estimate a 
parameter field given some subset of known measurements. The method has been 
designed to leverage the estimation capabilities of more traditional geostatistical methods 
(e.g., co-kriging and indicator simulation, and ordinary kriging), specifically the ability to 
estimate error variance (uncertainty associated with a parameter estimate) and capture the 
spatial structure exhibited in auto-correlated parameters. Ordinary kriging is often 
referred to as the “best linear unbiased estimator”, generates parameter estimates using 
weighted linear combinations of available data while minimizing the variance of errors 
and fixing the mean residual to zero (Isaaks and Srivastava, 1989). However, the ANN 
algorithm is designed to mimic these kriging methods without the computational burden 
associated with these more traditional methods (e.g., construction and inversion of 
positive definite covariance and cross-covariance matrices).  We show comparison to the 
method of ordinary kriging in this work. 
 
2.5 PREDICTIONS OF SPATIAL VARIABILITY OF GAS PERMEAIBLITY 
AND HYDRAULIC CONDUCTIVITY USING ARTIFICIAL NEURAL 
NETWORKS 
Artificial neural networks (ANNs) are statistical methods that can be used to 
identify, map, or approximate non-linear relationships in datasets.  A concise one-
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sentence definition of an artificial neural network has been provided by Robert Hecht-
Nielsen (Hecht-Nielsen, 1987): 
“A neural network is a computing system, which is made up of a number of simple, 
highly interconnected processing elements, and which processes information by its dynamical 
state response to external inputs.”  
Their simple, parallel structure makes them powerful and computationally more 
efficient than traditional methods.  Common networks include the adaline, the Hopfield 
network, the feedforword backpropagation network, the self organizing map, the 
counterpropagation network and the generalized regression network, among others.  
Although the application of counterpropagation networks to parameter estimation is still 
growing, this ANN architecture has been used recently in many interdisciplinary 
applications, ranging from solving a forecasting problem (Lin and Li, 2005) to building 
intellectual decision support systems (Michenin, 2006) and solving electrical power flow 
problems (Krishna and Srivastava, 2006).  The CPNN architecture has been used recently 
in many interdisciplinary applications including studying contaminant issues.  Vracko 
(2005) demonstrated the use of a CPNN to estimate toxic properties in environmental 
situations for risk assessment and classification.  Coppola, et al. (2003) utilized an ANN 
to predict transient water levels in a number of wells near Tampa Bay, Florida, showing 
that if water levels can be predicted the ANN can be used to improve the strategies of 
ground water problems, such assessing water quality.  The CPNN has been modified and 
applied to estimate discrete spatially distributed parameter fields (Rizzo and Dougherty, 
1994). In other work, comparison of geostatistical estimation methods (e.g. ordinary 
kriging, cokriging and counterpropagation) was performed; and it was demonstrated that 
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CPNNs are useful in the application of site characterization, with multiple, correlated 
data types (Besaw and Rizzo, 2007).  Besaw (2009) demonstrated the use of a 
counterpropagation network to model earth science phenomena which led to discoveries 
that the estimates were not statistically different than traditional geostatistical techniques.  
De Vos and Rientjes (2008) demonstrated the use of multilayered feed-forward networks 
for forecasting rainfall discharge because of the ANN‟s ability to handle nonlinearity and 
for its computational speed.  Jain and Srinivasulu (2004) employed real-coded genetic 
algorithms to train ANN rainfall-runoff models.  They showed that the efficiency of the 
ANN rainfall-runoff models trained using genetic algorithms were statistically 
comparable to that of the ANN models trained with the backpropagation model.  
Patriarche, et al. (2005) applied several geostatistical approaches (ordinary kriging, 
ordinary kriging combined with linear regression and simple kriging) to estimate both 
two-dimensional and three-dimensional hydraulic fields.   
 
2.5.1 Counterpropagation ANN algorithm and structure 
In the present work, we use a CPNN.  The CPNN, originally developed by Hecht-
Nelsen, 1987, sequentially combines the Kohonen self-organizing learning algorithm and 
the Grossberg outstar structure.  The CPNN network uses a supervised learning algorithm 
to create statistical mappings. The algorithm is defined by two phases: an adaptation 
phase (training) and an operational phase (interpolation/mapping).  Once trained, the 
network functions as an estimator that maps input predictors I = (x1 y1, x2 y2…) to 
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responses, K, defined by some function K = φ(I).  We use this network for mapping 
surface gas permeability given some limited number of measurements at known spatial 
locations.  The network has a three-layer network architecture (Figure 2.8) with I input 
nodes, J hidden nodes, and K output nodes.  Every node in each layer is connected via 
weights to every node in the subsequent layer forming a parallel information-passing 
topology.  During the training phase, the weights are iteratively adjusted to create a 
mapping of predictors and corresponding responses using collected data (samples).  Once 
a satisfactory mapping has been found, the internal weights are fixed. For the 
interpolation phase, these fixed weights are used to make predictions based on input data 
the network has never seen.  The CPNN code is listed in appendix A. 
The network of Figure 2.8 is trained using a subset of known data gathered from 
the surface gas permeameter using the spatial coordinates.  During training, the inputs 
nodes (I=2) consist of n = 70 uniformly (and later randomly) spaced x and y coordinates 
(mm) associated with known surface gas permeability measurements from the 5,000 psi 
concrete slab.  The corresponding training outputs are the known gas permeability values.  
The number of nodes in the output layer depends on the measured permeability values.  
Permeability measurements are classified into integer values and represented by a vector 
of zeros and ones, with the location of the one corresponding to the integer value of 
permeability (see Figure 2.8).  For this example, the maximum permeability value for the 
5,000 psi concrete was 41 mD, resulting in an output layer with 41 nodes.  In this work, 
the number of hidden nodes was set equal to the number of inputs data (J=70).  Once 
trained, this network is able to predict surface gas permeability at all spatial locations 
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across the surface of the substrates using x and y locations at which the permeability is to 









2.5.2 Estimation of surface permeability using counterpropagation ANN 
A sample comparison of the parameter field estimated using the CPNN and the method of 
ordinary kriging is provided in Figure 2.9.  Figure 2.9a shows the known 5,000 psi 
concrete permeability map (classified to the nearest integer value) measured at 4 mm 
resolution (n = 2,360).  A subset of measurement points uniformly sampled every 24 mm 
in both the x and y direction (n = 70) (Figure 2.9b) and selected at random (Figure 2.9c) 
are provided. Figure 2.9d shows the experimental and best-fit semi-variograms for the 
known data set (red), the 70 uniformly spaced subset (blue), and the subset of 70 
randomly selected measurements (black).  The sill values (32 for the known field and 
Figure 2.8: Counterpropagation network architecture and classified output for  
estimating gas permeability. 
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uniform grid, 40 for randomly selected measurement points) indicate a similar range of 
variance across the three data sets.  Likewise, the consistent ranges of decorrleation 
(±125 mm, shown as the dashed line in 2.9d) suggest that the spatial correlation is 
consistent across all fields.  Figures 2.9e and 2.9f are the estimated permeability maps 
using the method of ordinary kriging with the 70 uniformly spaced and randomly selected 
measurements, respectively.  Histograms (Figure 2.9g) represent the known parameter 
field (red), the data field estimated using ordinary kriging (blue) and the ANN (black) 
with the uniformly-spaced measurement points and show the two estimation methods 
slightly over- and under-estimate the original parameter field.  The ANN, which acts like 
a k-means estimator near the observation point and a nearest-neighbor estimator as one 
moves away from the data, slightly overestimates the permeability values in certain 
locations of the map (e.g., this occurs near the one high permeability value sampled in 
Figure 2.9b and 2.9c). The method of ordinary kriging, on the other hand, underestimates 
the permeability map, as evident in the histogram comparison.  Ordinary kriging methods 
approach the mean value of the sample data set as one moves away from the observation 
points.  Figures 2.9h and 2.9i show the ANN estimates for the uniformly sampled 





                            
Figure 2.9: (a) Known surface permeability map for 5,000 psi concrete, (b) 70 uniform 
measurements used in the ordinary kriging and CPNN estimation methods, (c) randomly 
selected measurements (n = 70) used for estimation methods, (d) semivariograms for the 
known data field (red), subset of 70 uniform points (blue), 70 randomly-selected points 
(black).  Permeability map estimated with (e) ordinary kriging and 70 uniform measurements 
and (f) 70 random measurements.  (g) permeability histograms for known data field (red), 
estimated ordinary kriging field (blue) and CPNN estimate (black) of panel (h). Permeability 
field estimated with CPNN and (h) uniform measurements and (i) random measurements. 
(b) (c) 
(d) (e) (f) 
(g) (h) (i) 
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 Table 2.2 provides a summary of the statistical results shown in Figure 2.9.  For 
this 5,000 psi concrete, one metric for accuracy was determined by the Root-Mean-
Squared Error (RMSE):   where y
*
 are the known permeability 
values and y
n
 are the estimated values.  Another error metric, labeled D (Table 2), 
represents the summation of the difference between the known and estimated 
permeability values at each point: .  This table provides evidence that the 
ANN method is statistically similar to the ordinary kriging method.  See Rizzo and 
Dougherty, 1994 of Besaw and Rizzo, 2007 for more detailed comparison.  As expected 
the methods provide better estimates when using a uniformly-spaced subset of 
























Mean 14.13 14.49 14.6 14.94 15.17 13.47 16.64 
Median 14 14 14 15 15 14 16 
Mode 14 16 13 15 14 15 14 
Std. Dev. 5.06 5.42 5.2 5.81 4.61 4.18 4.97 
Skew 0.68 0.55 0.97 0.21 0.33 0.41 0.35 
RMSE 0 NA NA 4.73 4.1 4.24 6 
D NA NA NA 8485 7194 7050 11101 
Table 2.2: Statistics for the ordinary kriging and ANN results for 5,000 psi concrete. 
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2.5.3 Statistical analysis 
 Knowing the measurement spatial resolution (or minimum number of samples) 
along the surface of substrates is of enormous practical benefit for accurate (defined by 
some user-specified metric or confidence limit) estimation.  Subsets of permeability 





 grid point, 4
th
 grid point, etc.) were collected and used to produce estimates 
with the CPNN.  Figure 2.10 shows the estimated permeability fields for the 5,000 psi 






These estimated fields were compared statistically to the known permeability 
fields (Figure 2.9a) to determine at what spacing the sample mean (T-Test) and standard 





























































(c) (b) (a) 
 Figure 2.10: 5,000 psi concrete estimated ANN images using (a) 8 mm, (b) 16 mm, and (c) 
28 mm spaced measurements. 
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confidence (e.g. 95%, 75%, etc.).    Table 2.3 summarizes the T-test and F-test results for 
a variety of sampling resolution assuming a 95% confidence threshold. Results show that 
the uniformly-spaced sampling resolution necessary to estimate a permeability field with 
a sample mean and standard deviation that match reality at the 95% confidence level is 
somewhere between 8 and 12 mm.  All statistics were performed using JMP 8.0 software.  
 
 
To make fair comparisons across substrates, sample sizes and grid spacing needed to be 
equal.  However, due to the limited size of some of the materials, the sample size was 
reduced to19 x 19 mm with a 1 mm sampling resolution in both the x and y directions, 
resulting in only 9 substrates for comparison.  Table 2.4 summarizes the required 
sampling resolution for individual substrates assuming a user-specified 95% confidence.  
Gray shading indicates the sampling resolution for which substrates fail the T-test and F-
test (e.g. Arkose Sandstone fails at a sampling ratio of 5).  A ratio is defined as the 
distance between sampling points divided by the sampling resolution for which the points 
were measured (e.g., a sampling ratio of 6 indicates that every 6
th
 point is necessary to 
obtain the specified confidence in the estimated field). It is interesting to note that the 













Fail Fail Fail Fail Fail Fail Fail Fail Fail 
Table 2.3: Results of T-test and F-test for 5,000 psi concrete at 95% confidence level. 
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seemingly more homogenous, natural materials require more sampling locations than 
some of the man-made materials.  At the macroscale, the concretes are certainly more 
heterogeneous than the natural materials, as they contain various size aggregates 
throughout.  The presence of the aggregates creates a longer and more tourtous flow path 
and limits the ability of the air to pass directly through the specimen from entry to exit 
point, which probably deviates from the assumed hemispherical flow path.  Visually, this 
effect is shown in the interior gas permeability scan in Figure 2.6b.  The surface 
permeameter, however, is only introduced to the surface of the specimens where the 
finished, more uniform, concrete surfaces yield measurement values within a small range, 
as compared to the Ohio Sandstone and Brick Type 2 specimens, which resulted in 




      Table 2.4: Statistical analysis for entire data set.





         
F-Test          
3,000 psi 
concrete 
T-Test          
F-Test          
5,000 psi 
concrete 
T-Test          
F-Test          
Indiana 
limestone 
T-Test          
F-Test                
Ohio 
Sandstone 
T-Test                





T-Test          
F-Test          
D04 
concrete 
T-Test          
F-Test          
Arkose 
Sandstone 
T-Test          
F-Test          
Brick 
Type 2 
T-Test                
F-Test                
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Although presented is a variety of materials, a stronger criteria for accuracy might 
be desired.  This stronger criterion would assure that if a unknown, heterogeneous 
material is being studied that the estimates of parameter field are correct. One might want 
to know the spatial resolution at which measurements need to be collected to achieve a 
certain percent accuracy between the estimated and known parameter fields or match the 
estimate structure (e.g., range of decorrleation and sill obtained using geostatistical 
analysis) to the known parameter field structure. 
To address the former, subsets of uniformly-spaced measurements were collected 
from the known permeability field (e.g., every 2
nd
 grid point, 3
rd
 grid point, 4
th
 grid point, 
etc.) and used in the CPNN to produce estimates of the entire gas permeability field.  
These estimates were compared statistically to the known fields to determine the 
estimation accuracy (percent correctly estimated). Estimated gas permeability fields for 
3,000 psi concrete (Figure 2.11a), ready mix concrete (Figure 2.11b) and Brick Type 2 
(Figure 2.11c) are shown in Figure 10 for a 95%, 65% and 45% accuracy.  To estimate a 
permeability field that is 95% correct, a sampling resolution of 1 mm in the x and y 
direction is required for 3,000 psi concrete (Figure 2.11d), ready mix concrete (Figure 
2.11e) and Brick Type 2 (Figure 2.11f).  To achieve 65% accuracy, a sampling resolution 
of 2 (n = 100) is required for 3,000 psi concrete (Figure 2.11g), of 3 (n = 49) for the ready 
mix concrete (Figure 2.11h) and of 1 (n = 361) for the Brick Type 2 (Figure 2.11i).  For 
45% accuracy, a sampling resolution of 3 (n = 49) is needed for 3,000 psi concrete 
(Figure 2.11j), 5 (n = 16) for ready mix concrete (Figure 2.11k) and 1 (n = 361) for Brick 
Type 2 (Figure 2.11l). 
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Figure 2.11: Measured gas permeability for (a) 3,000 psi concrete, (b) ready mix concrete                
and (c) Brick Type 2.  Corresponding ANN estimates at 95% (panels d-f), 65% (panel g-i) and 45% 
(panels j-l) accuracy. 
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To compare across substrates, the same sample size and grid spacing must be similar.  
Again, we used the reduced specimens (19 19 mm) with a 1 mm sampling resolution in 
both the x and y directions, resulting in 361 known locations and only 9 substrates.  Table 
2.5 summarizes the required sampling resolution needed to estimate a permeability field 
that correctly matches reality at 95%, 65% and 45% accuracy across the nine substrates. 
We present a ratio of the sampling distance and the grid resolution. The lower the desired 
accuracy (lower percent correct classification), the number of sampling points decreases 
and, in contrast, the sampling ratio increases. For instance, Arkose sandstone requires a 
sampling ratio of 1 to achieve 95% correct classification, compared to a sampling ratio of 
6 (sampling every 6
th
 point) for a 65% accuracy.  
Table 2.5: Accuracy analysis for entire data set. 


















95 % 1 1 1 1 1 1 1 1 1 
65 % 2 1 1 4 12 1 6 5 1 







2.5.4 Semivariogram analysis 
We also examined a third metric using a semivariogram analysis to match the 
structure of the estimate parameter field (e.g., range of decorrleation and sill obtained) to 
the known parameter field structure.  Presented in Table 2.6 is a sample of the 
semivariogram analysis for the 3,000 psi concrete.  Shown are the sill, nugget and range 
values for reality and a variety of sampling resolutions.  If one wanted an estimated 
image with a sill value within %30 percent of reality, a sampling resolution of 4 or 5 
would be required for this particular material.  For this application, a resolution beyond 
10 mm results in only 4 known data points being used (~1% of the data).  This small 
number of points makes it very difficult to obtain sill, nugget and range values and is 
therefore not presented in this table.  The semivariogram analysis for the remainder of the 
materials is listed in appendix B. 
Table 2.6: Semivariogram analysis for 3,000 psi concrete. 
Resolution 
(mm) Reality 2 3 4 5 6 7 8 9 
# points 361 100 49 25 16 16 9 9 9 
Sill    210 193 195 145 142 102 39 25.6 67.5 
Nugget   0 0 0 0 0 0 0 0 0 
Range   11 12 12 12.3 12.2 12.3 7.4 8.7 16.7 
RMSE     6.09 5.68 12.1 12.13 9.79 13.43 12.19 10.42 
% diff of sill 0.08 0.07 0.31 0.32 0.51 0.81 0.88 0.68 





2.5.5 Hydraulic conductivity estimation 
Using an alternative CPNN algorithm, we estimate the hydraulic conductivity 
field over the substrate surface using the suggested sampling resolution (Table 2.4) as 
well as the estimated surface permeability measurements.  We describe the network 
structure and data for the case of Ohio Sandstone.  The training inputs consist of the x and 
y coordinates and the surface gas permeability values uniformly collected measured at 6 
mm increments.  The corresponding hydraulic conductivity values needed at each of 
these coordinates for the training output and determined using the correlation between 
hydraulic conductivity and surface gas permeability established in Figure 2.7a:
571.04 )107( gh KK , where Kh is the hydraulic conductivity and Kg is the surface gas 
permeability.  With the exception of adding another input node (I = 3), the network is 
identical to the network used to estimate surface gas permeability. Figure 2.12 shows the 











For the Ohio Sandstone the known x, y coordinates and associated gas 
permeability measurements (n = 16) are used as training inputs; the network outputs are 
the hydraulic conductivity values estimated using the relationship in Figure 2.7a.  Once 
trained, the network may be used to estimate hydraulic conductivity everywhere along 
the 19 x 19 mm grid using the x and y locations and previously estimated permeability 
values as inputs.  The estimated permeability field (mD) and estimated hydraulic 
conductivity field (m
2
) are presented in Figure 2.13 (a and b, respectively).  Also shown 
is a reconstructed 3-dimensional image of the pore structure (Figure 2.13c) for a small 
portion (2 mm x 2 mm x 2 mm) of this homogenous Ohio Sandstone. The 3-dimensional 
reconstruction was done using X-ray image data of the material and the Avizo 5.0 
software. 
 
Figure 2.12: Counterpropagation network architecture and classified output 














































Figure 2.13: Ohio Sandstone: (a) CPNN estimated surface gas 
permeability, (b) CPNN estimated hydraulic conductivity and (c) 




Figure 14 plots the laboratory measured hydraulic conductivity (m
2
) against the 
most likely CPNN predicted hydraulic conductivity (m
2
) values for each of the substrates 
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Figure 2.14: Measured hydraulic conductivity plotted against 




2.6 CONCLUSIONS  
Detailed analyses of the surface gas permeability for a variety of natural and man-
made porous materials were conducted. The employed technique for mapping surface gas 
permeability across porous substrates provided repeatable and reliable surface gas 
permeability measurements for the nine materials examined and captured spatial 
variations in permeability.  The gas permeability exhibited strong correlation to the 
measured macroscopic gas permeability and macroscopic hydraulic conductivity.    With 
the exception of the Brick Type 2 specimens, all materials resulted in permeability values 
within one order of magnitude of each other for a given permeability test.   
The CPNN method provided spatial surface permeability estimates that were 
statistically similar (if not better) than the geostatistical ordinary kriging analysis. Three 
metrics of accuracy were tested and applied to determine the maximum distance (and 
hence fewest sampling locations) between surface permeability measurements needed to 
reliably reproduce the permeability field, and consequently hydraulic conductivity field 
for a given material. Statistical analysis concluded that the 3,000 and 5,000 psi concretes 
required fewer sampling points than some of the previously thought to be more 
homogenous, natural materials.  At the macroscale, the concretes are certainly more 
heterogeneous than the natural materials, as they contain various size aggregates 
throughout.  The presence of the aggregates creates a longer and more tourtous flow path 
and limits the ability of the air to pass directly through the specimen from entry to exit 
point, which probably deviates from the assumed hemispherical flow path.  Visually, this 
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effect is shown in the interior gas permeability scan in Figure 2.6b.  The surface 
permeameter, however, is only introduced to the surface of the specimens where the 
finished, more uniform, concrete surfaces yield measurement values within a small range, 
as compared to the Ohio Sandstone and Brick Type 2 specimens, which resulted in 
measurements up to several orders of magnitude of each other.  
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PREDICTION OF FLUID TRANSPORT IN POROUS BUILDING MATERIALS 




Fluid transport into porous building materials is relevant in situations such as 
contamination from acid rain and possible chemical and biological agent release. 
Following contamination, demolition is not always an option, especially in structures of 
historic and cultural significance and essential facilities. If remediation of such facilities 
is needed following a toxic spill/agent release, only the exposed surfaces of the 
contaminated substrates are available for any rapid measurement responses. The 
objective of this research was to evaluate whether gas permeability measurements made 
on the surface of porous building materials can be used to reasonably predict depth of 
penetration in the building substrates.  A relatively new, non-destructive, portable surface 
permeameter, capable of in-situ measurements, was used to obtain surface gas 
permeability measurements on a variety of natural and man-made porous building 
materials.  Physical wicking tests were performed on the same building substrate 
specimens using four different fluids. A counterpropagation Artificial Neural Network 
(CPNN) was used to predict both the fluid transport and fluid volume imbibed in the 
substrates using the surface gas permeability measurements as the input.  A subset of the 
wicking test results were used for training the CPNN and the remaining test results were 
used for validating and testing the CPNN predictions.  Although the measurements are 
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based on the conservative side, the lack of satisfactory predictions might be because of a 
relatively small data set and the surface permeability alone may not be sufficient for 
predicting agent transport. 
 
3.2 INTRODUCTION 
Often porous rocks such as sandstones and limestones are used as building materials, 
especially in structures of historic or cultural significance. Man-made materials such as 
bricks and concrete are also used as building materials. Concrete is used more than any 
other man-made material on the planet (Lomborg, 2000; Kosmatka, et al., 2008).  It is 
estimated that the United States alone uses over 400 million cubic yards of concrete each 
year (Kosmatka, et al., 2008).  Although concrete is typically made of similar 
constituents, the constituent proportions, curing time, and pore structure can vary 
significantly depending on the application.  All of these materials are porous to different 
degrees. They have inherent heterogeneities and anisotropy. In addition, the weathering 
could alter the surficial features of porous building materials significantly as moisture 
transport in porous building materials can give rise to several kinds of damages, e.g., frost 
damage, salt crystallization (Amoroso and Fassina, 1983), and mold growth (Adan, 
1994).    
Fluid transport into such porous building materials is relevant in situations involving 
contamination from acid rain, toxic spill, and possible chemical and biological agent 
release.  Even moisture migration into porous building materials and subsequent freezing 
in pore spaces may cause near surface damage especially in cold climates. Following 
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contamination, demolition is not always an option, especially in structures of historic and 
cultural significance and essential facilities. If remediation of contaminated facilities is 
needed, only the exposed surfaces of the contaminated substrates are available for 
measurements in designing a rapid response.  Rapid surface permeability measurements 
that correlate to observed fluid transport in the substrate would therefore be of great 
practical significance. 
A surface probing method for permeability measurements had been developed by 
Valek, et al. (2000).  Their work demonstrated the use of a surface gas permeameter for 
application in historic conservation including: weathering and decay process of masonry 
materials, characterization of existing materials to seek compatible replacement material, 
and investigation of the carbonation process in lime mortars in historic and modern 
masonry.  While this method was highlighted as non-destructive and able to measure a 
wide range of permeability values, the measurements of low permeability material were 
seldom non-destructive. Savidge, et al. (2010, in review) used a laboratory, table-top 
surface gas permeameter (AutoScan II made by New England Research, Inc., White 
River Junction, Vermont) to non-destructively obtain maps of surface gas permeability 
for a variety of porous building materials. They found the surface gas permeability 
measurements compared well with macroscopic gas permeability measurements obtained 
on the same specimens, especially for relatively homogeneous natural and man-made 
materials. Although the surface gas permeameter is capable of useful measurements, this 
device can be used only in a laboratory setting. 
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 The objective of this study was to evaluate whether gas permeability 
measurements made in the field on the surface of porous building materials can be used 
to reasonably predict fluid depth of penetration in these substrates.  A relatively new, 
portable surface permeameter, capable of in-situ measurements, was used to obtain 
surface gas permeability measurements on a variety of natural and man-made porous 
building materials.  This apparatus is unique in that it is non-destructive and capable of 
measuring a wide range of porous substrates‟ permeabilities.  Physical wicking 
experiments were also conducted on the materials using four fluids, providing 
experimental data on the volume and depth of fluid transport within these substrates.  A 
counterpropagation neural network (CPNN) was used to predict both the fluid depth of 
penetration and volume imbibed in the substrates using the surface gas permeability 
measurements as the input.  A subset of the wicking test results were used for training the 
CPNN and the remaining test results were used for validating and testing the CPNN 
prediction results.   
While physics-based models can presumably produce more accurate results, they 
often require several parameters that are difficult or impossible to measure.  For instance, 
Sozer and Shyy (2007), developed a first-principle based, multi-phase model that 
required averaging flow characteristics around the pores.  For a uniform porous media 
only one pore model is needed.  However, most building materials, especially concrete, 
are very heterogeneous, and models are needed over the range of pores in the materials.  
Other essential parameters include effects of inertial forces (Huang, et al., 2005), and 
physical and sorptive properties in the substrate (Fernandez-Garcia, et al., 2005).  While 
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some of these parameters can be experimentally determined, in a situation where rapid 
assessment and remediation is desired, it is unlikely that one would have the time needed 
to measure the parameters and perform the analysis.  Therefore, the intent of the CPNN 
was to obtain a quick, yet reliable, procedure for predicting fluid depth of penetration into 
porous substrates based only on surface permeability measurements made on the 
substrates and fluid surrogate properties.   
 
3.3 MATERIALS  
 The materials used in this study included natural materials and man-made bricks, 
and concretes.  For the latter, the mixtures were produced by hand mixing until the 
ingredients were uniform.  Subsequently they were poured into cylindrical molds and 
moist cured for 28 days.  The concrete surfaces were „finished‟ by hand screeding the 
surface (removing defects and creating a smooth, finished surface).  In the following, 
brief sample preparation procedures and specimen dimensions are provided. 
 
3.3.1 Concretes 
Ready mix concrete - The ready mix concrete was a Quickrete ready-to-use concrete 
mix No. 1101 that contained small (0.1-15 mm) rounded aggregate with varying color.  
Water was added accordingly (2.84 l per 36.4 kg bag) to create an approximate 4,000 psi 
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compressive strength mixture.  This specimen had a height of 45 mm with a 70 mm 
diameter. 
 
3,000 psi compressive strength concrete - The 3,000 psi concrete was prepared 
following procedures outlined by Kett (1999).  The mix consisted of 3.17 kg type 1 
Portland Cement, 6.35 kg coarse aggregate (5-25 mm in diameter), 4.98 kg fine aggregate 
(0.125 - 2 mm in diameter) and 1.90 l water, and has a 0.6 water/cement ratio.  This 
specimen had a height of 63 mm with a 70 mm diameter. 
 
5,000 psi compressive strength concrete - The 5,000 psi concrete mix consisted of 3.17 
kg type 1 Portland Cement, 6.35 kg coarse aggregate (5-25 mm in diameter), 4.98 kg fine 
aggregate (0.125 - 2 mm in diameter) and 1.58 l water, and has a 0.5 water/cement ratio.  
The only difference between 5,000 psi and 3,000 psi preparation was the lowering of the 
water content to create a 0.5 water/cement ratio.  Hence, 1.58 l water was added 
compared to 1.90 l for the 3,000 psi concrete mixture.  The specimen used for this test 
was 60 mm high with a 70 mm diameter. 
 
D04 concrete - This particular mixture was acquired from Chemical Science Department, 
Idaho National Laboratory.  The cement paste and fine aggregate visually appear to be 
similar to that of the 3,000 and 5,000 psi concrete.  The coarse aggregate, however, is 
much different and contains large round colorful aggregate ranging from 1 to 25 mm in 
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diameter.  The cylindrical specimens were cored out of a 145 x 145 x 40 mm slab 40 mm 
high with 70 mm diameter. 
Samples of some field concrete were also studied, but the composition was 
unknown. Both were visually comparable to the 5,000 and 3,000 psi concretes.  Field 
Concrete 1 was cored from a larger specimen, with a height of 88 mm and a 70 mm 
diameter.  Field Concrete 2 was cored from a larger specimen, with a height of 50 mm 
and a 70 mm diameter.  
 
3.3.2 Brick 
Brick Type 1 - This specimen was cored from a brick produced by the former Drury 
Brickyard in Essex, Vermont.  This brick type resembled more of a construction type 
brick, with orange coloring and uniform throughout.  The cylindrical specimens were 45 
mm high with 70 mm diameter. 
 
Brick Type 2 - Brick Type 2 was a commercial product purchased from a hardware 
store.  It differed from the type 1 brick in that it contains a variety of small aggregates (1-
10 mm in diameter).  It is reddish in color with much rougher surfaces. This specimen 
was 45 mm high with a 70 mm diameter. 
 
 Two other brick samples (Brick Type 3 and Brick Type 4) were obtained from the 
field. The Brick Type 3 was similar to Brick Type 1, but was darker in color due to the 
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outside weathering over a minimum of 80 years.  Brick Type 4 was a beige colored brick.  
This specimen is visually and physically more dense and heavier than the other brick 
types.  Both Type 3 and Type 4 brick specimens were cored to be 55 mm high and 70 
mm in diameter.    
 
3.3.3 Sandstones 
Two types of sandstones, Ohio and Arkose sandstones were acquired from 
Granite Importers, Inc., Barre, Vermont.  The Ohio sandstone is tan in color and very fine 
grained with small brown inclusions, while the Arkose sandstone has a reddish purple 




The Indiana limestone was acquired from the Oolitic, Indiana-based Indiana 
Limestone Company.  This material has a light gray coloring.  It is fine grained and has a 





Wicking tests were performed using four fluids - water, barium chloride, lead 
chloride and ethylene glycol.  It is recognized that some of the contaminating agents 
encountered in the field could have a potential to chemically react with building materials 
altering their pore structure and transport properties.  However, for this proof-of-concept 
study only transport is considered, and therefore, inert fluids were chosen.  Table 3.1 
summarizes physical properties of these fluids and motivation for selection.  The 
viscosity was measured using a cross arm viscometer in general accordance with ASTM 
D 445.  Both the barium chloride and lead chloride were mixed with water to half of their 
solubility.  These mixtures were 17.9 g/ml for barium and 0.495 g/ml for lead chloride at 
20° C. 










Viscosity (cP) 0.99 1.13 1.21 18 
Density (g/ml) 1 1.14 1.02 1.11 
Surface Tension  
(dyn/cm) 








in x-ray scans 
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3.4 SURFACE GAS PERMEAIBLITY MEASURMENTS 
We used a relatively new surface gas permeameter for making gas permeability 
measurements on the surface of substrate specimens described above. The permeameter, 
TinyPerm-II, made by New England Research, Inc., White River Junction, Vermont, is 
shown in Figure 3.1. It is a unique hand-held device that can characterize the 
permeability of rocks and soils or the effective hydraulic aperture of fractures in situ on 
outcrops as well as on laboratory specimens (NER 2010). The apparatus is capable of 
making permeability measurements ranging from 0.01 to 10 darcies for matrices and 10 
µm to 2 mm fracture apertures (NER 2010). Although the measurements could have been 
made in the field, all measurements reported here were made on the specimens in a 
laboratory.  
This device uses Darcy‟s law to compute the permeability.  Brown and Smith 
(2005) show the permeability can be determined using the following relationship: 
                                               ,                                                            (3.1) 
where Q is the net air flow into the piston syringe, Po is the applied pressure, which 
remains constant, A is the inlet area for air flow, µ is the viscosity of the gas (air), and L 
is the length.  Since the values of A, L and µ are known; and Q and Po are measured, 
equation 3.1 may be solved for permeability, k. 
The testing procedure is straightforward; the operator presses a rubber nozzle 
against the specimen and withdraws air from it with a single stroke of a syringe (see 
Figure 3.1b). As air is pulled from the sample, a microcontroller unit simultaneously 
monitors the syringe volume and the transient vacuum pulse created at the sample 
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surface. Using signal processing algorithms, the micro-controller computes the response 
function of the sample/instrument system. Key characteristics of this response are 
displayed on the liquid crystal display (LCD) screen (Figure 3.1a).  Theory shows 
relationship between the response function and permeability; and either matrix 
permeability or effective fracture flow aperture may be determined from the calibration 














Savidge et al. (2010, in review) obtained maps of surface gas permeability 
measured on a uniform grid on a variety of building substrates using the previously 
mentioned laboratory AutoScan II device.  They used a CPNN to estimate the gas 
(a)                                                                      (b) 
Figure 3.1: (a) Hand held in-situ surface gas permeameter, (b) in-situ measurement. 
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permeability maps and determined the maximum spacing between surface permeability 
measurements necessary to have a user defined 95% confidence in the estimated 
permeability field.  Guidance on the minimum sampling resolution needed to adequately 
characterize the spatial variability of surface permeability from Savidge, et al. (2010, in 
review) are summarized in Table 3.2.  A sampling resolution = 6 indicates that 1 out of 
every 6 points along the uniform grid are needed to obtain an estimate with 95% 
















Brick Type 1 15 
3,000 psi Concrete  14 






Ohio Sandstone 6 
Ready Mix Concrete 
(Batch 1) 
6 




Brick Type 2 (Batch 1) 4 





The hand held gas permeameter was used to take measurements of the material 
surfaces in the prediction data set at the resolution outlined in Table 3.2.  These 
measurements were used as input data into the CPNN, predicting fluid depth of 
penetration and volume using the wicking data from the training data set.  The Brick 
Type 3 and Brick Type 4 specimens were each measured at 25 locations for surface 
permeability.  The Ready mix concrete, Field Concrete 1 and Field Concrete 2 all had 16 
measurements.  
3.5 THEORITICAL DEPTH OF PENETRATION 
 Although this study looks at an experimental way to predict fluid depth of 
penetration and volume, it is important to understand some of the physics that control the 
fluid movement.  A main contribution to the fluid movement (especially when fluid is 
being wicked into materials) is the height of capillary rise.  Pinder and Gray (2008) state 
that the height of capillary rise, h, is given by the following equation: 
                                                         ,                                                          3.2 
where, 
γwn = interfacial tension between fluid and air (J/m
2
) 
θ = contact angle between fluid and solid (rad) 
r = pore radius (m) 
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ρw = density of the fluid (kg/m
3
) 




The pore radius was determined using X-ray images of the substrates.  Each substrate 
was scanned at a known resolution.  The raw image was then processed, using the 
MatLab 7.90 software, to determine an average pore radius.  Figure 3.2 shows a scan of a 





















The interfacial tension, γwn, and fluid density, ρw, were taken from Table 3.1.  The final 
parameter, contact angle, was measured in the laboratory using all fluids and the 
materials listed in the training data set.  These values, in degrees, as well as pore sizes are 
presented in Table 3.3. 
      Table 3.3: Contact angle (degree) of fluids and pore size of substrates (µm). 
 
       










25-52 70-90 40-80 30-80 5-80 
5,000 psi 
concrete 
37-58 40-90 35-70 20-70 5-80 
D04 concrete 33-90 80-90 85-90 30-90 5-120 
Ohio 
Sandstone 
0 0-90 0-90 50-90 5-150 
Arkose 
Sandstone 
40-90 20-55 20-80 10-50 5-70 
Indiana 
Limestone 
20-40 55-90 40-90 30-65 5-120 
Brick Type 1 0 15-30 20-55 10-35 10-1,500 
Brick Type 2 0 10-40 0-60 0-60 39-1,700 
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Using the range of values for the contact angle and pore sizes, the theoretical height of 
capillary rise (cm) was determined using equation 3.2, and is presented in Table 3.4.  The 
wicking test results are expected to fall within the range of values.  Due to the wide range 
of pore size and contact angle, the theoretical capillary rise also has a wide range.  Listed 
































3.6 WICKING TESTS 
 Wicking tests were performed on each of the 13 substrates using water and then 
cut longitudinally into four quarters. Each quarter was then tested with each of the four 
fluids.  Water was tested twice for two reasons.  First, it allows one to assess the 
repeatability of the test, while also examining size effects.  Second, the other fluids leave 
residual material after wicking, which would affect the results if more than one test were 








11-270 0.3-88 3.1-220 1.2-98.7 
5,000 psi 
concrete 
9.5-237 0.3-197 6.2-236 2.4-107 
D04 concrete 0.2-250 0.2-44.7 0.2-25.1 0.1-98.7 
Ohio Sandstone 10-300 0.2-260 0.2-290 0.1-73.4 
Arkose 
Sandstone 
0.4-230 10.5-242 3.6-270 5.2-112 
Indiana 
Limestone 
9.5-280 0.2-150 0.2-221 2-98.7 
Brick Type 1 1-148 0.8-124 0.6-135 0.3-56.1 
Brick Type 2 0.9-38 0.6-32.5 0.4-36.9 0.2-14.6 
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performed.  Figure 3.3 depicts a schematic of the wicking test.  Each material was rigidly 
hung from a support so that only the bottom of the specimen was in contact with the fluid 
bath.  The fluid bath was placed on a balance.  During the 100-minute wicking tests, fluid 
was added to the bath using a graduated pipette to maintain a constant reading on the 
balance.  At 5 minute intervals, the visual height of penetration (to the nearest mm) and 
volume of fluid added (to the nearest 0.1 ml) were recorded.  To minimize evaporation 
effects, the surface area of the fluid bath was minimized.  All tests were conducted at 
room temperatures of 20 °C on dry specimens.  The surface permeability measurements 










Figure 3.3: Schematic of wicking test. 
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Representative results from the wicking experiment on Indiana Limestone (Figure 
3.4a) show the heights of fluid penetration (mm) plotted against time (minutes) for water, 
barium chloride, lead chloride and ethylene glycol.  The two water tests are fairly similar 
throughout the wicking tests, establishing that the test is repeatable.  In addition, the total 
penetration height using fluids with similar viscosities (water, barium chloride and lead 
chloride) appears similar.  Ethylene glycol, on the other hand, penetrated less than half 
the distance of the other fluids, reflective of its higher viscosity.  A normalized volume 
was determined by dividing the volume of fluid that penetrated (cm
3
) into the specimen at 
time t, by the cross sectional area of the specimen (cm
2
) in order to compare tests across 
different size specimens. Figure 3.4b shows the normalized volume plotted against time 
(minutes).  Again, the two tests involving water tests were more or less identical.  
Normalization of the fluid volumes magnifies the effect of fluids with higher viscosities.  
That is, less barium chloride was imbibed into the specimen than water; less lead chloride 

























Figure 3.4: (a) Height of fluid penetration vs. time, (b) normalized volume vs. time for 
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Table 3.5 summarizes the depth of fluid penetration and volume for all substrates using 
all fluids.  This data will be used for training and testing the CPNN model in section 3.7.  












Table 3.5: Wicking data at final duration of test (100 minutes). 
































3,000 psi Concrete 23 0.301 24 0.584 24 0.302 22 0.606 6 0.07 
5,000 psi Concrete 31 0.637 30 0.725 20 0.588 24 0.947 9 0.058 
D04 Concrete 10 0.117 23 0.352 12 0.428 22 0.429 12 0.058 
Ohio Sandstone 48 0.656 47 0.837 44 0.826 45 0.725 14 0.094 
Arkose Sandstone 9 0.119 10 0.162 15 0.204 17 0.385 10 0.023 
Indiana Limestone 17 0.392 17 0.440 17 0.246 20 0.339 7 0.035 
Brick Type 1 35 1.104 43 1.035 45 1.758 45 1.493 25 0.363 




NA NA 25 0.253 20 0.220 24 0.606 8 0.077 
Field Concrete 1 NA NA 20 0.448 23 0.363 17 0.398 5 0.052 
Field Concrete 2 NA NA 16 0.396 14 0.339 14 0.430 7 0.058 
Brick Type 3 NA NA 16 0.655 10 0.660 12 0.452 4 0.129 




3.7 PREDICTION OF FLUID AND VOLUME TRANSPORT USING 
COUNTERPROPAGATION NEURAL NETWORK 
Artificial neural networks (ANNs) are statistical mechanisms that can be used to 
identify and approximate non-linear relationships in datasets.  In this work, we use a 
counterpropagation ANN.  The counterpropagation algorithm sequentially combines the 
Kohonen self-organizing learning algorithm and the Grossberg outstar structure (Hecht-
Nelsen, 1987).  The network uses a supervised learning algorithm that self-adapts to 
create statistical mappings. The algorithm is defined by two phases: an adaptation phase 
(training) and an operational phase (interpolation/mapping).  Once trained, the network 
functions as an estimator that maps input predictors X = (x1, x2, x3,…, x) to responses K 
defined by some function K = φ(X).  We use this network for predicting height and 
volume measurements of surrogate solution imbibed into the building substrates.  The 
network is a three-layer network that has architecture shown in Figure 3.5, with I input 
nodes, J hidden nodes and K output nodes.  Every node in each layer is connected to 
every node in each subsequent layer by a weight; this structure of nodal layers and 
interconnected-weights forms a parallel information-passing topology.  During the 
training phase, the weights are iteratively adjusted to create a mapping of predictors and 
responses based on collected data (samples).  During the interpolation phase, these 
weights are fixed and predictions are made based on input data where estimates are 
desired.  The code for this network in listed in appendix A. 
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This network is trained using surface gas permeability measurements gathered 
from the hand held gas permeameter and a set of time intervals corresponding to height 
and volumes of surrogate solution imbibed into the particular building substrate.  
Following the work of Savidge, et al. (2010, in review) the materials were tested for 
surface gas permeability at the spatial resolution outlined in Table 3.2; the most likely 
value was determined and used as an input to characterize the material property.  The 
input time intervals vary depending on at what time the height and volume measurements 
are to be predicted.  To predict a height or volume measurement at t = 10 minutes, a time 
input of t = [0, 5] was used.  The corresponding training outputs are the known height and 
volume measurements at each 5 - minute wicking test intervals.  Once trained, this 
network is able to predict height of penetration and volume of solution imbibed at any 
time increment within the 100 – minute test duration.  For the present application, the 
number of hidden nodes was set equal to the number of inputs (J=21).  The size of the 
output layer depends on the maximum value of height or volume associated with a 
particular wicking experiment.  In the example presented the maximum height was 25 
mm; therefore, the output layer will consist of 25 nodes.  After training is completed, the 
network is then presented with a series of time inputs as well as the most likely surface 
gas permeability for a new material (one it has not been trained on) for the purpose of 
predicting wicking height and volume.  In total, there were 8 materials used for training 
the CPNN.  These materials were the 3,000 psi concrete, 5,000 psi concrete, D04 
concrete, Brick Type 1, Brick Type 2, Arkose Sandstone, Ohio Sandstone and Indiana 
Limestone, here by known as the training data set.  The remaining materials, Ready mix 
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concrete, Field Concrete 1, Field Concrete 2, Brick Type 3 and Brick Type 4 were used 
to predict and validate the fluid transport and volume, here by known as the prediction 
data set. 
 
Figure 3.5: ANN architecture for predicting depth of penetration and volume. 
 
The network uses known wicking information from materials with most likely surface 
gas permeability measurements most similar to the specimen for which a prediction is 
desired.  The results are a weighted average of how far the permeability value is from the 
set of known permeability values stored in training data base.  Figure 3.6 shows the 
height and normalized volume predictions of water for prediction data set.  The 
normalized volume was determined by dividing the volume of fluid wicked (cm
3
) by the 
cross-sectional area of the specimen (cm
2
).  The Brick Type 3 is shown in Figure 3.6a 
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and 3.6b while Brick Type 4 is shown in Figure 3.6c and 3.6d.  Ready mix concrete is 
shown in Figures 3.6e and 3.6f.  Field Concrete 1 is shown in Figure 3.6g and 3.6h, while 
Field Concrete 2 is shown in Figure 3.6i and 3.6j.  The predictions are shown with the red 
line, while the actual measurements from the wicking experiments are shown with the 
blue dots.  Figures 3.7, 3.8 and 3.9 list the height and normalized volume predictions for 
the substrates for barium chloride, lead chloride and ethylene glycol, respectively.  The 
materials are presented in the same manner as Figure 3.6.  Figure 3.10 shows the 
predicted values plotted against the known wicking results for height at 100 minutes (a), 
height at 15 minutes (b), normalized volume at 100 minutes (c) and normalized volume at 
15 minutes (d), for the five prediction materials and all surrogate fluids, with the legend 




































Figure 3.6: Height and volume predictions of water for Brick Type 3  
(a and b), Brick Type 4 (c and d), ready mix concrete (e and f),  
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                    (c)                      (d) 
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Figure 3.7: Height and volume predictions of barium chloride for Brick Type 3  
(a and b), Brick Type 4 (c and d), ready mix concrete (e and f), field concrete 1  
(g and h), field concrete 2 (i and l). 
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Figure 3.8: Height and volume predictions of lead chloride for Brick Type 3  
(a and b), Brick Type 4 (c and d), ready mix concrete (e and f),  
field concrete 1 (g and h), field concrete 2 (i and l). 
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Figure 3.9: Height and volume predictions of ethylene glycol for  
      Brick Type 3 (a and b), Brick Type 4 (c and d), ready mix concrete (e and f),  
      field concrete 1 (g and h), field concrete 2 (i and l). 
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Brick Type 3 (W)
Brick Type 4 (W)
Ready Mix Concrete (W)
Field Concrete 1 (W)
Field Concrete 2 (W)
Brick Type 3 (B)
Brick Type 4 (B)
Ready Mix Concrete (B)
Field Concrete 1 (B)
Field Concrete 2 (B)
Brick Type 3 (L)
Brick Type 4 (L)
Ready Mix Concrete (L)
Field Concrete 1 (L)
Field Concrete 2 (L)
Brick Type 3 (E)
Brick Type 4 (E)
Ready Mix Concrete (E)
Field Concrete 1 (E)
Field Concrete 2 (E)















































































































Figure 3.10: (a) Height predictions at 100 min, (b) height prediction 
at 15 min, (c) volume prediction at 100 min and (d) volume 





With the exception of Brick Type 2, the predictions match the wicking experiments 
reasonably well.  Brick Type 2 exhibited a high surface permeability but did not have a 
very high wicked height or volume compared with other materials tested.  The predicted 
heights (Figure 3.10a and 3.10b) were on average higher than heights determined by 
wicking tests.  This is likely due to the poor correlation between the surface permeability 
and depth of transport observed in the known training data set.  In particular, the Brick 
Type 1 specimen had a relatively low most likely surface gas permeability value (2 mD), 
yet yielded a high penetration depth (~45 mm for the low viscosity fluids) and a high 
normalized volume >1), which greatly affects the prediction results.  Results are similar 
for the predicted normalized volume comparisons.  
 
3.8 CONCLUSIONS AND FUTURE WORK 
 The wicking test provided good information about fluid movement through the 
specimen.  While the capillary rise presented in section 3.5 resulted is a wide range of 
expected values, all the final results of the wicking tests fell within this range, with the 
exception of Brick Type 2 and the ethylene glycol combination. 
The relatively poor correlation between surface gas permeability and transport 
depth/volume resulted in relatively modest predictions.  That is, the actual depth and 
volume measurements were not as severe as the predictions.  In general, predictions were 
biased and conservative.  It is possible that a larger training data set would produce better 
results.  While there was a wide range of materials tested, it would also be more useful to 
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have wicking test results on more of the same type of material (i.e. more concretes, 
sandstones and limestones). This would result in a better understanding of how the 
different surrogate fluids transport through the materials.  It is likely that additional 
secondary information that can be obtained in the field in addition to the surface 
permeability would further improve these predictions.  However, the additional data are 
currently difficult to obtain rapidly in field situations and further investigations would 
need to be performed to determine which, if any, information could be rapidly obtained 
in-situ that would improve the predictions. 
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CONCLUSIONS AND FUTURE RECOMMENDATAIONS 
 
4.1 CONCLUSIONS 
Detailed analyses of the surface permeability of a variety of natural and man-
made porous materials were conducted. The measurements were strongly correlated to 
the measured macroscopic gas permeability and macroscopic hydraulic conductivity.  
The AutoScan II surface gas permeameter technique for mapping surface gas 
permeability of porous substrates provided repeatable and reliable surface gas 
permeability measurements for the materials examined and captured spatial variations in 
permeability. 
The CPNN estimation method provided spatial surface permeability estimates that 
were statistically similar (if not better) than the geostatistical ordinary kriging analysis.  It 
was shown that sampling materials for surface permeability, on a grid, will provide 
statistically better estimates than random sampling.   Three metrics of accuracy were 
tested and applied to determine the minimum number of sampling locations of 
permeability measurements needed to accurately estimate the permeability field for a 
given material.  The concrete specimens had surface permeability measurements within a 
small range (0-10 mD for some specimens), compared to Ohio Sandstone and Brick Type 
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2 specimens, which had surface permeability measurements varying across several orders 
of magnitude.  The statistical analysis showed the 3,000 and 5,000 psi concretes required 
fewer sampling points than some of the more homogenous, natural materials. This is an 
artifact caused by the relatively homogenous, finished surface (screeding) of the concrete.   
Some specimens (Ohio sandstone and 3,000 psi concrete) were estimated 
accurately for hydraulic conductivity when compared the results of surface gas 
permeability and macroscopic hydraulic conductivity.  The cause of the poor CPNN 
hydraulic conductivity estimations could be a result of the limited (very small) sampling 
resolution.  A more likely explanation is simply the lack of correlation between surface 
permeability and subsurface connected pore structure (e.g., concretes and Brick Type 2). 
A proof-of-concept study was presented to evaluate if gas permeability 
measurements made on the surface of porous building materials can be used to 
reasonable predict fluid transport in these substrates.  This was done using a relatively 
new, portable surface permeameter, capable of being used in-situ.  This device took 
surface permeability measurements on a subset of material (at the spatial resolution 
previously determined).  Wicking experiments were also conducted on the materials 
using a variety of fluids (water, barium chloride, lead chloride and ethylene glycol), 
providing experimental information of volume and depth of fluid transport within a 
substrate over time.  A CPNN was used to predict both the fluid transport and fluid 
volume imbibed in the substrates using the surface gas permeability measurements as the 
input.  This network used a subset of the wicking test results for training while the 
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remaining test results were used for validating the ANN prediction results.  The ANN 
results were over predicted, i.e. they were on the conservative side, for the materials and 
fluids by using just surface permeability data as input to the network.   
 
4.2 FUTURE RECOMMENDATIONS 
 Future recommendations would include analyzing a larger data set to include a 
broader range of materials, as well as examine more types of the same materials (i.e. 
more tests on concrete).  A complete investigation should be done to try and determine 
what other information, if any, one can readily obtain, in-situ, that would be of practical 
benefit to predicting fluid transport and fluid volume.  Detailed, time series data of a fluid 
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APPENDIX A: MATLAB CODES FOR PARAMETER ESTIMATION 




%PGMR: Cabot Savidge 
%CODE: CPNN to estimate parameter field from subset of data points 
%Start Date: 3:15:2010 




%close all figures, clear all data 
clear all;close all;clc; 
  
  




allx=name(:,1);     %x-location of estimate 
ally=name(:,2);     %y-location of estimate 






    case 1 
        %Class the target data 
        M_squared=((allperm.*9.86923*10^-13)/1000); 
        allperm=(7e-4).*(M_squared.^0.571); 
        MaxClass=ceil(max(allperm)); 
        classVal=[min(allperm):range(allperm)/50:max(allperm)]; 
        classVal(1)=classVal(1)-1; 
        classes=[1:MaxClass]; 
        NumClasses=length(classVal)-1; 
        allloca=find(allperm<=classVal(1)); 
        allclass(allloca)=classes(1); 
        for i=1:NumClasses 
            alllocation=find(allperm>classVal(i) & 
allperm<=classVal(i+1)); 
            allclass(alllocation)=i; 
        end 
        % %Done Classing target data 
    case 2 
        %Class the data (0->1=1, 1->2=2, etc...) 
        MaxClass=ceil(max(allperm)); 
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        classVal=[0:1:MaxClass]; 
        classes=[1:MaxClass]; 
        NumClasses=length(classVal)-1; 
        AL=find(allperm<=classVal(1)); 
        allclass(AL)=classes(1); 
        for i=1:NumClasses 
            ALL=find(allperm>classVal(i) & allperm<=classVal(i+1)); 
            allclass(ALL)=classes(i); 
        end 
        ALL=find(allclass==0); 
        allclass(ALL)=NumClasses;  %new vector of classed data 
        %Done Classing data 
end 







%Put original and classed perm values into matrix 
KnownMap=ones(length(YInterp),length(XInterp)); 
KnownMapClassed=ones(length(YInterp),length(XInterp)); 
for i = 1:length(allperm); 
    KnownMap(i)=allperm(i); 





%User select known points used for estimation (random or on a grid) 
PtChoice=menu('Select Estimation Method','Random Points','Grid of 
Points'); 
switch PtChoice 
    case 1  %Excetues for Random selection of points 
        %User select # winning nodes from hidden layer 
        prompt   = {'% of data points to use in estimation?'}; 
        answers  = inputdlg(prompt); 
         
        % Percent of data used for estimation 
        PercData = str2num(answers{1}); 
         
        %Number of known points used for estimating 
        NumPts=round(PercData/100*length(allperm)); 
        
RandStream.setDefaultStream(RandStream('mt19937ar','seed',47589)); 
        r=  sort(round(1+ (length(allperm)-1).*rand(NumPts,1))); 
        for i=1:length(r) 
            perm(i)=allclass(r(i)); %perm values of estimates 
            p(i)=allperm(r(i)); 
            x(i)=allx(r(i))';       %x location of estimates 
            y(i)=ally(r(i))';       %y location of estimates 
        end 
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        x=x';y=y'; 
    case 2 %Excetues for a grid selection of points 
        %User select # winning nodes from hidden layer 
        prompt   = {'Select Every _ point for estimation'}; 
        answers  = inputdlg(prompt); 
        Pts = str2num(answers{1}); 
        if Pts==1; 
            NumName=('st'); 
        elseif Pts==2; NumName=('nd'); 
        elseif Pts==3;NumName=('rd'); 
        elseif Pts>=4;NumName=('th'); 
        end 
        xx=[1:Pts:length(XInterp)]; 
        yy=[1:Pts:length(YInterp)]; 
        [newx newy]=meshgrid(xx,yy); 
        PERM=zeros(length(yy),length(xx)); 
        p=zeros(length(yy),length(xx)); 
        for ii=1:length(yy) 
            for jj=1:length(xx) 
                PERM(ii,jj)=KnownMapClassed(yy(ii),xx(jj)); 
                p(ii,jj)=KnownMap(yy(ii),xx(jj)); 
            end 
        end 
        p=p(:); 
        perm=PERM(:);       %perm values of estimates 
        x=newx(:);x=x*INCR; %x location of estimates 
        y=newy(:);y=y*INCR; %y location of estimates 
        % Percent of data used for estimation 
        PercData=100*length(x)/length(allx);  








maxval=[MaxTrain MaxXInterp MaxYInterp]; 
maxval=max(maxval); 
Input=v/maxval; Input=Input';%Normalized trainging inputs 
InInterp=[Xgrid(:)./maxval Ygrid(:)./maxval]; %Normalized inputs 
  
%Gives number of training patterns and training inputs 
[TrainInputs Patterns]=size(Input); 
  
%Create Target matrix associated with class values 
% [0 0 0 1 0]=2   [0 1 0 0 0]=4, etc... 
Target=zeros(Patterns,NumClasses); 
for i=1:Patterns; 
    Target(i,NumClasses-perm(i)+1)=1; 
end 
  
%Normalize known points (adds dimension to the data) 
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% [W1Initial Input 
WtChoice]=normxpTrain(Input,Patterns,NumClasses,x,y); 
[W1Initial Input WtChoice]=normxpTrain_thesis_appendix(Patterns,x,y); 
HidNodes=length(W1Initial);          %Number of Hidden nodes in network 








%User select Euclidean distance or dot product method 










% while RMSE > .05; 
while Iter<100; 
    switch CHOICE 
        case 1   %Excutes for Euclidean distance method 
            for i=1:Patterns %loop from 1 to # of patterns 
                for j=1:HidNodes    %loop from 1 to # hidden nodes 
                    S(j)=sqrt(sum((Input(i,:)-W1(j,:)).^2)); 
                end 
                T=[1:length(S)]; 
                %Find minimum value and location in hidden layer 
                [minNode WinNode]=min(S);   
                %Set 'winning node' = 1, all else =0 
                S(:)=0;S(WinNode(1))=1;      
                 
                %Determine output 
                Output(i,:)=S*W2; 
                 
                %Update weights in the Kohonen and Grossberg layers 
               W1(WinNode,:)=W1(WinNode,:)+al*((Input(i,:))-
W1(WinNode,:)); 
               W2(WinNode,:)=W2(WinNode,:)+be*(Target(i,:)-
Output(i,:)); 
            end 
            TrainMethod=('Euclidean Distance'); 
        case 2  %Executes for dot product method 
            for i=1:Patterns            %loop from 1 to # of patterns 
                for j=1:HidNodes    %loop from 1 to # hidden nodes 
                    S(j)=sum(Input(i,:).*W1(j,:)); 
                end 
                [maxNode WinNode]=max(S); %Find winning node (max) 
99 
 
                S(:)=0;S(WinNode)=1;      %Set 'winning node' = 1 
                NumWin=find(S==1);NumWin=length(NumWin); 
                 
                %Determine Output 
                Output(i,:)=S*W2; 
                 
                %adjust weights according to winning node(s) and 
outputs% 
               W1(WinNode,:)=W1(WinNode,:)+al*((Input(i,:))-
W1(WinNode,:)); 
               W2(WinNode,:)=W2(WinNode,:)+be*(Target(i,:)-
Output(i,:)); 
            end 
            TrainMethod=('Dot Product'); 
    end 
    Iter=Iter+1; %counts # of iterations 
    %Calculate RMSE value 






















%Normalization for estimation 
[InInterp]=normxpEst(XInterp,YInterp,Xgrid,Ygrid); 
  
 %Puts target values from max-min in order to match up with binary 
outputs 
TargetVal=fliplr([1:1:NumClasses]); 
NumWin=3; %Number of winning nodes 
switch CHOICE 
    case 1 %Excutes for Euclidean distance method 
        %loop from 1 to # of estimation points 
        for i=1:length(XInterp)*length(YInterp)  
            %loop from 1 to # of nidden nodes 
            for j=1:HidNodes                
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                SS(j)=sqrt(sum((InInterp(i,:)-W1(j,:)).^2)); 
            end 
             
            %find winning nodes, sets them = 1, all others = 0 
            Pos=[1:HidNodes]';            
            SMat=[SS' Pos];            
            SMatSort=sortrows(SMat); 
            WinLoca=SMatSort(1:NumWin,2); 
            Win=SMatSort(1:NumWin,1); 
             
            %Pick off winning distances 
            Output2=zeros(NumWin,NumClasses); 
            Out=Output2; 
            for kk=1:NumWin 
                Output2(kk,:)=Win(kk)*W2(WinLoca(kk),:); %Output matrix 
            end 
             
            %Sets winning node(s) = 1 
            for gg=1:NumWin 
                LOCA=max(Output2(gg,:)); 
                aa=find(LOCA==Output2(gg,:)); 
                Output2(gg,:)=0; 
                Output2(gg,aa)=1; 
            end 
             
            %Convert Output to classed values 
            Est=zeros(NumWin,1); 
            for ii=1:NumWin 
                Est(ii)=sum(TargetVal.*Output2(ii,:)); 
            end 
             
            %%%Implement Weighted Average%%% 
            Dist=1./Win; 
            Product=nansum(Dist.*Est); 
            Est1(i)=round(Product/sum(Dist)); 
            %%%Finished implementing weighted averag 
             
        end 
    case 2 %Executes for dot product method 
        %loop from 1 to # of estimation points 
        for i=1:length(XInterp)*length(YInterp)   
            %loop from 1 to # of nidden nodes 
            for j=1:HidNodes                
                SS(j)=sum(InInterp(i,:)-W1(j,:)); 
            end 
            %finds winning nodes, sets them = 1, all others = 0 
            Pos=[1:HidNodes]';            
            SMat=[SS' Pos];             
            SMatSort=sortrows(SMat); 
            WinLoca=SMatSort(1:NumWin,2); 
            Win=SMatSort(1:NumWin,1); 
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            %Pick off winning distances 
            Out=zeros(NumWin,NumClasses); 
            for kk=1:NumWin 
                Out(kk,:)=Win(kk)*W2(WinLoca(kk),:); %Output matrix 
            end 
  
            %Pick off winning distances 
            Output2=zeros(NumWin,NumClasses); 
            Out=Output2; 
            for kk=1:NumWin 
                Output2(kk,:)=Win(kk)*W2(WinLoca(kk),:); %Output matrix 
            end 
             
            [A B]=max(Output2); 
            Out(B)=1; 
            Est1(i)=TargetVal*Out'; %Estimated values at unknown 
locations 
             
            %Sets winning nodes = 1 
            for gg=1:length(Win) 
                LOCA=max(Out(gg,:)); 
                aa=find(LOCA==Out(gg,:)); 
                Out(gg,:)=0; 
                Out(gg,aa)=1; 
            end 
             
            %Convert Output to classed values 
            Est1=zeros(NumWin,1); 
            for ii=1:NumWin 
                Est1(ii)=sum(TargetVal.*Out(ii,:)); 
            end 
            %%%Implement Weighted Average%%% 
            Dist=1./Win; 
            Product=nansum(Dist.*Est1); 
            Est2(i)=Product/sum(Dist); 
            %%%Finished implementing weighted average%%% 
        end 
end 
%Convert back to conductivity values 
for ii=1:length(Est1) 
    LocaEst1=Est1(ii); 




%Create matrix of estimated values (from vector) in order to plot with 
%XX and YY matricies established using meshgrid 
EstMap=zeros(length(YInterp),length(XInterp)); 
SurfaceMap=zeros(length(YInterp),length(XInterp)); 
for i = 1:length(Est1) 
    EstMap(i)=Est1(i); 












%Calculate Error of the estimates% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
%Mean of original, classes, estimated and subset 
OriginalMean=mean(KnownMap(:));        
ClassedMean=mean(KnownMapClassed(:));  
EstimatedMean=mean(EstMap(:));         
ObsMean=mean(perm);                    
% Median of original, classes, estimated and subset 
OriginalMedian=median(KnownMap(:));      
ClassedMedian=median(KnownMapClassed(:)); 
EstimatedMedian=median(EstMap(:));       
ObsMedian=median(perm);                  
% Mode of original, classes, estimated and subset 
OriginalMode=mode(KnownMap(:));        
ClassedMode=mode(KnownMapClassed(:)); 
EstimatedMode=mode(EstMap(:));        
ObsMode=mode(perm);                    
% Standard Deviation of original, classes, estimated and subset 
OriginalStdDev=std(KnownMap(:));        
ClassedStdDev=std(KnownMapClassed(:));  
EstimatedStdDev=std(EstMap(:));         
ObsStdDev=std(perm);                    
% Skewness of original, classes, estimated and subset 
OriginalSkew=skewness(KnownMap(:));       
ClassedSkew=skewness(KnownMapClassed(:));  
EstimatedSkew=skewness(EstMap(:));         
ObsSkew=skewness(perm);                    
  
%Root Mean Square Error 
Rmse=sqrt(sum(sum((KnownMapClassed-EstMap).^2))/(length(allx))) 
  





% Number of points classified correctly 
CorrectPoints=KnownMapClassed(:)-EstMap(:); 







































title('Subset of known points','fontsize',16) 
axis equal 

































































%PGMR: Cabot Savidge 
%CODE: normXPTrain function to further normalize input training data 
for 
%      CPNN  
%Start Date: 3:15:2010 




function[W1Initial Input WtChoice]=normxpTrain(Patterns,x,y); 
  
XP=zeros(length(x),1); 
for i =1:Patterns 
    XP(i)=sqrt(x(i)^2+y(i)^2)'; 
end 




    b(i)=sqrt(a^2-XP(i)^2); 
end 
  
ALL=[x y b]; 
Input=ALL/max(max(b)); 
WC = menu('Initial Weights?','= to inputs','Random','% of inputs'); 
switch WC 
    case 1 
        W1Initial=Input; 
        WtChoice=('Equal to inputs'); 
    case 2 
        W1Initial=rand(Patterns+1,3); 
        W1Initial=W1Initial/max(max(W1Initial)); 
        WtChoice=('Random'); 
    case 3 
        prompt   = {'Enter % (5=5%)'}; 
        answers  = inputdlg(prompt); 
        Percent = str2num(answers{1})/100; 
        [R C]=size(Input); 
        randMatrix=(-1 + 2 * rand(R,C))*Percent; 
        aa=Input.*randMatrix; 
        W1Initial=(aa+Input); 






A.3 Normalization code for estimation input of CPNN 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%% 
%PGMR: Cabot Savidge 
%CODE: normXPTrain function to further normalize input training data 
for 
%      CPNN  
%Start Date: 3:15:2010 












for i =1:length(XInterp)*length(YInterp) 
    w(i)=sqrt(xx(i)^2+yy(i)^2)'; 
end 




    bb(i)=sqrt(a^2-w(i)^2); 
  
end 





A.4 CPNN code for depth of transport and fluid volume predictions 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%% 
%PGMR: Cabot Savidge 
%CODE: CPNN to predict depth of penetration and volume of fluid 
%Start Date: 6:15:2010 




%close all figures, clear all data 
  








    case 1 
        KnownOutput=name(:,2); 
    case 2 






%Create Target matrix associated with class values 
% [0 0 0 1 0]=2   [0 1 0 0 0]=4, etc... 
Target=zeros(Patterns,NumClasses); 
for i=1:Patterns; 















HidNodes=length(W1Initial);          %Number of Hidden nodes in network 



















% while RMSE > .001; 
while Iter<56; 
            for i=1:Patterns-1 %loop from 1 to # of patterns 
                for j=1:HidNodes    %loop from 1 to # hidden nodes 
                    S(j)=sqrt(sum((X(i,:)-W1(j,:)).^2)); 
                end 
                T=[1:length(S)]; 
                %Find minimum value and location in hidden layer 
                [minNode WinNode]=min(S);   
                 %Set 'winning node' = 1, all else =0 
                S(:)=0;S(WinNode(1))=1;     
                %NumWin=find(S==1);NumWin=length(NumWin); 
                 
                %Determine output 
                Output=S*W2; 
      
                %Updating weights in the Kohonen and Grossberg layers 
                W1(WinNode,:)=W1(WinNode,:)+alpha*((X(i,:)-
W1(WinNode,:))); 
                W2(WinNode,:)=W2(WinNode,:)+beta*(Target(i,:)-Output); 
            end 
             
    Iter=Iter+1; 
































    XX(i,[1:3])=X2([i i+1 i+2])./max(X2([i i+1 i+2])); 
end 
EstPatterns=length(XX); 
%Put target values from 10-1 in order to match up with binary outputs 
TargetVal=fliplr([1:1:NumClasses]);  
NumWin=3; 
for i=1:Patterns-1    %loop from 1 to # of estimation points 
    for j=1:HidNodes               %loop from 1 to # of nidden nodes 
        SS(j)=sqrt(sum((X(i,:)-W1(j,:)).^2)); 
    end 
     
    %finds winning nodes, sets them = 1, all others = 0 
    Pos=[1:HidNodes]';            
    SMat=[SS' Pos];             
    SMatSort=sortrows(SMat); 
    WinLoca=SMatSort(1:NumWin,2); 
    Win=SMatSort(1:NumWin,1); 
     
    %Pick off winning distances 
    Output2=zeros(NumWin,NumClasses); 
    Out=Output2; 
    for kk=1:NumWin 
        Output2(kk,:)=Win(kk)*W2(WinLoca(kk),:); %Output matrix 
    end 
     
    %Sets winning node(s) = 1 
    for gg=1:NumWin 
        LOCA=max(Output2(gg,:)); 
        aa=find(LOCA==Output2(gg,:)); 
        Out(gg,:)=0; 
        Out(gg,aa)=1; 
    end 
     
    %Convert Output to classed values 
    Est=zeros(NumWin,1); 
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    for ii=1:2 
        maxVal=max(Output2(ii+1,:)); 
        l=find(Output2(ii+1,:)==maxVal); 
        Val(ii)=TargetVal(l); 
    end 






    case 1 
        In=name(:,1); 
        Out=name(:,2); 
        msg=('Height (mm)'); 
    case 2 
        In=name(:,1); 
        Out=name(:,6); 
        Est1=Est1/100; 




















APPENDIX B: SEMIVARIOGRAM ANALYSIS OF DATA SET 
Note:   
 'Subsets' refers to the known data sampled on a uniformly-spaced grid.   
 'All Estimates' refers to the CPNN estimated field using n=361. 
 Darker shaded cells indicate unreliable estimates due to insufficient sample sizes 
(n=4, 1.1%). 
 The red header indicates where (at what spatial resolution) the semivariograms have a 
sill and range greater that the values listed.
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y 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 





 Sill    210 
203.3
4 
255 220 271 NA NA NA NA NA NA NA NA NA NA 
Nugget   0 0 0.85 0 0 NA NA NA NA NA NA NA NA NA NA 
Range   11 8.07 11.2 7.3 9.5 NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.03 0.21 0.05 0.29 
           % diff of range 0.27 0.02 0.34 0.14 
           
           









Sill    210 193 195 145 142 102 39 25.6 67.5 >196 >203 >267 >18 >3.7 
>5.4
8 
Nugget   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Range   11 12 12 12.3 12.2 12.3 7.4 8.7 16.7 >20 >20 >20 >20 >20 >20 





















 % diff of sill 0.08 0.07 0.31 0.32 0.51 0.81 0.88 0.68 0.07 0.03 0.27 0.91 0.98 0.97 












y 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 






Sill    297 245 252 >338 NA NA NA NA NA NA NA NA NA NA NA 
Nugget   0 0 0   NA NA NA NA NA NA NA NA NA NA NA 
Range   13 11.4 8.4 
>14.
5 
NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.18 0.15 
             % diff of range 0.12 0.35 
             
   
   
            
     
    
 
    
 








 Sill    297 150 163 >390 >382 141 >150 >150 47 >75 >112 >690 >460 >308 >215 
Nugget   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Range   13 12.2 12.1 >20 >20 12.5 >20 >20 7.3 >20 >20 >20 >20 >20 >20 















 % diff of sill 0.49 0.45 0.31 0.29 0.53 0.49 0.49 0.84 0.75 0.62 1.32 0.55 0.04 0.28 





B.3 D04 CONCRETE 
 Resolution Reality 2 3 4 5 6 7 8 9 10 11 12 13 14 15 





 Sill    39.9 34 30 NA NA NA NA NA NA NA NA NA NA NA NA 
Nugget   5 5 10 NA NA NA NA NA NA NA NA NA NA NA NA 
Range   12.2 12 12.2 NA NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.15 0.25 
           
  % diff of range 0.02 0 
           
  
















Sill    39.9 31 26.6 34.5 >19 5.6 >18 19.3 >3.3 2.2 >3.6 >4.8 >14 >14 >13 
Nugget   5 0.1 0 0 0 0 0 0 0 0 0 0 0 0 0 
Range   12.2 12.3 12.1 17 >20 12.3 >20 16.7 >20 16.2 >20 >20 >20 >20 >20 
RMSE     2.38 2.59 4.06 4.99 4.89 4.9 4.99 6.06 6.17 5.96 5.68 4.81 4.81 4.82 
 % diff of sill 0.22 0.33 0.14 0.52 0.86 0.55 0.52 0.92 0.94 0.91 0.88 0.65 0.65 0.67 








B.4 READY MIX CONCRETE 
 
Resolution Reality 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 





 Sill    0.86 0.81 1.3 0.69 NA NA NA NA NA NA NA NA NA NA NA 
Nugget   0.4 0.4 0.8 0.5 NA NA NA NA NA NA NA NA NA NA NA 
Range   10.6 11.8 11.3 14.4 NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.06 0.51 0.2 
            % diff of range 0.11 0.07 0.36 
            
       
  
  
    
 









Sill    0.86 0.75 0.87 0.56 0.58 >2.2 2.1 0.86 >1.6 0.5 NA >0.82 >1.5 >0.92 >0.92 
Nugget   0.4 0 0.1 0 0 0 0 0 0 0 NA 0 0 0 0 
Range   10.6 10.9 8.4 9.6 10.5 >20 16.7 16.7 >20 >20 NA >20 >20 >20 >20 
RMSE     1.14 1.23 1.29 1.28 1.17 1.23 1.07 1.28 1.02 0.99 0.93 0.96 1.12 1.12 
 % diff of sill 0.13 0.01 0.35 0.33 1.56 1.44 0 0.86 0.42 NA 0.05 0.74 0.07 0.07 












y 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 





 Sill    648 787 721 568 NA NA NA NA NA NA NA NA NA NA NA 
Nugget   187 250 209 350 NA NA NA NA NA NA NA NA NA NA NA 
Range   14.2 16.7 12.9 20 NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.21 0.11 0.12 
            % diff of range 0.18 0.09 0.41 
            
        



















0 >700 >650 >550 >490 >650 
Nugget   187 89 61 0.7 0 0 0 0 0 0 0 0 0 0 0 
Range   14.2 13.3 14.9 16.8 16.9 15.5 >20 >20 >20 >20 >20 >20 >20 >20 >20 

























 % diff of sill 0.17 0.48 0.61 0.52 0.57 0.34 0.38 0.85 0.77 0.08 0 0.15 0.24 0 









y 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 





 Sill    0.52 0.52 0.31 0.31 NA NA NA NA NA NA NA NA NA NA NA 
Nugget   0 0 0 0 NA NA NA NA NA NA NA NA NA NA NA 
Range   16.8 1.68 16.4 9.1 NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0 0.4 0.4 
            % diff of range 0.9 0.02 0.46 
            
    
      
 









Sill    0.52 0.45 >0.3 
>0.5















Nugget   0 0.1 0 0.06 0 0 0 0 0 0 0 0 0 0 0 
Range   16.78 16.8 >20 >20 >20 12.5 >20 >20 >20 >20 >20 >20 >20 >20 >20 
RMSE     1.08 1.12 1.2 1.13 1.01 1.04 1.04 1.34 0.55 0.62 0.73 0.62 0.62 0.87 
 % diff of sill 0.13 0.42 0.06 0.04 0.38 0.44 0.44 0.48 1.31 0.63 0.52 0.63 0.58 0.04 








B.7 INDIANA LIMESTONE 
 
Resolution 
(mm) Reality 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 





 Sill    0.21 0.21 0.25 0.25 NA NA NA NA NA NA NA NA NA NA NA 
Nugget   0.15 0.14 0.17 0.18 NA NA NA NA NA NA NA NA NA NA NA 
Range   13.3 20 12.3 20 NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0 0.19 0.19 
            % diff of range 0.5 0.08 0.5 
            
         
  
   










Sill    0.21 0.12 0.12 0.12 0.15 0.09 NA >0.06 0.1 NA NA >0.05 >0.24 NA NA 
Nugget   0.15 0 0 0 0 0 NA 0 0 NA NA 0 0 NA NA 
Range   13.3 16.8 7.2 13.9 8.9 7.3 NA >20 13.5 NA NA >20 >20 NA NA 
RMSE     1.05 1.09 1.09 1.18 1.04 0.95 0.97 0.97 0.95 0.95 1.32 1.14 0.95 0.95 
 % diff of sill 0.43 0.43 0.43 0.29 0.57 NA 0.71 0.52 NA NA 0.76 0.14 NA NA 







B.8 BRICK TYPE 2 
 
Resolution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 











4 NA NA NA NA NA NA NA NA NA NA NA NA 
Nugget   52227 39824 
11870
3 NA NA NA NA NA NA NA NA NA NA NA NA 
Range   10.2 12.1 12.2 NA NA NA NA NA NA NA NA NA NA NA NA 
RMSE   NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
 % diff of sill 0.18 0.34 
             % diff of range 0.19 0.2 
             
        
    
 
      
 









Sill    
18539








9 >2260 >0.8 28.6 >8384 
>1231
4 
Nugget   52227 54222 29339 321 0 203 0 0 1089 107 6.7 0 0 25 0 
Range   10.2 7.5 7.5 7.3 16.8 11.9 >20 >20 16.9 >20 >20 >20 16.8 >20 >20 
RMSE     240.8 268.4 358.7 373.7 359.3 417.1 445.8 538.3 413.7 477.8 461.7 453.6 426.4 430.8 
 % diff of sill 0.31 0.12 0.8 0.4 0.63 0.93 0.98 1.03 0.8 0.99 1 1 0.95 0.93 
 % diff of range 0.26 0.26 0.28 0.65 0.17 0.96 0.96 0.66 0.96 0.96 0.96 0.65 0.96 0.96 
 
