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Abstract
Surgical image visualization and interaction systems can dramatically affect the efficacy and efficiency of surgical training, planning, and interventions. This is even more
profound in the case of minimally-invasive surgery where restricted access to the operative field in conjunction with limited field of view necessitate a visualization medium
to provide patient-specific information at any given moment. Unfortunately, little research has been devoted to studying human factors associated with medical image
displays and the need for a robust, intuitive visualization and interaction interfaces has
remained largely unfulfilled to this day. Failure to engineer efficient medical solutions
and design intuitive visualization interfaces is argued to be one of the major barriers
to the meaningful transfer of innovative technology to the operating room. This thesis
was, therefore, motivated by the need to study various cognitive and perceptual aspects
of human factors in surgical image visualization systems, to increase the efficiency and
effectiveness of medical interfaces, and ultimately to improve patient outcomes. To this
end, we chose four different minimally-invasive interventions in the realm of surgical
training, planning, training for planning, and navigation: The first chapter involves the
use of stereoendoscopes to reduce morbidity in endoscopic third ventriculostomy. The
results of this study suggest that, compared with conventional endoscopes, the detection of the basilar artery on the surface of the third ventricle can be facilitated with
the use of stereoendoscopes, increasing the safety of targeting in third ventriculostomy
procedures. In the second chapter, a contour enhancement technique is described to
improve preoperative planning of arteriovenous malformation interventions. The proposed method, particularly when combined with stereopsis, is shown to increase the
speed and accuracy of understanding the spatial relationship between vascular structures. In the third chapter, an augmented-reality system is proposed to facilitate the
training of planning brain tumour resection. The results of our user study indicate that
the proposed system improves subjects’ performance, particularly novices’, in formulat-
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ing the optimal point of entry and surgical path independent of the sensorimotor tasks
performed. In the last chapter, the role of fully-immersive simulation environments on
the surgeons’ non-technical skills to perform vertebroplasty procedure is investigated.
Our results suggest that while training surgeons may increase their technical skills, the
introduction of crisis scenarios significantly disturbs the performance, emphasizing the
need of realistic simulation environments as part of training curriculum.
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Chapter 1
Introduction
“The world, as we perceive it, is our own invention.” - Heinz von Foerster

In minimally-invasive interventions, the target anatomy is often accessed by means
of tools placed through small incisions in the body. Patients who undergo minimallyinvasive interventions often have fewer complications, shorter hospital stays, quicker
recovery times, and less pain than traditional open procedures. However, these benefits come at the cost of limited view of the surgical site and restricted access inside the
body cavity. To overcome these issues, over the past several decades significant efforts
have been dedicated to the developments in medical imaging, tracking and localization
technologies, surgical navigation and simulation, image segmentation, modeling, and
registration [1]. In the meantime, methods of visualization and interaction have undergone dramatic changes to permit rapid and accurate examination of medical images
with minimal mental and physical effort. These advancements are made possible partly
by improvements in the display technology, and partly by studying the role of human
perception, cognition, and action in perceiving, processing, and interacting with medical images. In fact, researchers collectively agree that even the most technically optimal
visualization and interaction environments would not optimally convey information if
the information they deliver surpasses the users’ perceptual and cognitive capabilities
1
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[2].
In the realm of minimally-invasive interventions, visual perception is the capacity
to transform preoperative and intraoperative images into a form that can be used by
the cognitive system, along with domain knowledge, to formulate plans of action, accomplishing surgical tasks. This continual cycle of visual perception-cognition-action
influences every aspect of minimally-invasive interventions, from training and preoperative planning to intraoperative navigation. This introductory chapter reviews some
important aspects of the human visual system and its underlying mechanisms.

1.1

Visual Perception

Perception is the process by which we organize, recognize, and interpret sensory information to understand our surrounding environment. It begins when a distal stimulus
emits or reflects energy stimulating a sensory organ. The energy falling on the receptors
of the sensory organ, commonly referred to as proximal stimulus, generates neural activity which subsequently is transmitted to the brain. The process of creating a mental
representation of the distal stimulus using the information contained in the proximal
stimulus is described as perception. If the sensory neurons are activated by means of
light, the process of constructing a mental image of the distal object is described as visual perception - or what we think of as seeing. This section is an introduction to visual
perception and its underlying physiological and behavioural mechanisms.

1.1.1

Visual System

Perceiving a visual scene begins with reception of light by photoreceptor cells located
in the layer of the retina, commonly known as rods and cones (Figure 1.1). The photoreceptor cells are connected to ganglion cells in which a biological conversion of the
photons generates a burst of action potentials. The resultant signal is then transferred

3

C HAPTER 1. I NTRODUCTION

to the lateral geniculate nucleus (LGN), a six-layered structure in the thalamus (Figure 1.2). The LGN consists of two major types of cells: Parvo and Magno. These cells
behave differently in response to four major properties in an image, namely, colour, motion, spatial resolution, and contrast sensitivity [3]. Magno cells are effectively colourblind, have a high contrast-sensitivity, and exhibit a fast response to temporal aspects
of a visual stimulus. Furthermore, their receptive fields are 2 to 3 times larger than
Parvo cells, making them less sensitive to high spatial frequencies. Parvo cells behave
in exactly the opposite manner. These characteristics of Magno and Parvo cells are
perpetuated in the primary visual cortex in the occipital lobe - or V1, contributing to
different aspects of vision. Neurons contained in V1 are tuned to simple properties of
the visual scene including colour, form, and movement. V1 projects mainly to V2 in
which more complex properties such as horizontal disparity is detected [3].

Direction of light

Optic nerve fiber

Cone cell

Ganglion cell

Rod cell

Figure 1.1: Cross-section of main retinal layers

As visual information exits V1 and V2, it travels via two separate pathways: the
dorsal stream, commonly known as where pathway or how pathway, that runs forward
from V1 into the posterior parietal lobe through V3, MT (also known as V5), and MST
brain areas; and the ventral stream, or what pathway, that stretches from V1 downward
into the inferior temporal lobe through V4 and IT visual areas (Figure 1.3). The dorsal
stream is associated with motion, depth, and spatial organization. Colour perception

4
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Optic nerve
Optic chiasma
Optic tract

LGN

Cortex of occipital lobes

Figure 1.2: Due to the convexity of the eye lens, visual information on the right side of
the scene is projected on the left side of both eyes and vice verse. The visual
information is then transmitted through optic nerves, either temporally or nasally.
Optic nerves meet at the optic chiasm located at the base of the hypothalamus,
forming optic tracts. These tracts terminate at the LGN.

and object recognition are, in contrast, mediated largely by the ventral stream [4]. For
example, identifying a cup as an object of interest (what) is accomplished through the
ventral stream, whereas information about locating the cup (where), reaching for it,
and grasping it (how) is provided by the dorsal stream. Furthermore, the dorsal stream
uses an egocentric frame of reference computing the object properties relative to the
observer while the ventral stream employs a scene-based frame of reference providing a
detailed representation of the visual world. Our visual perception is dependent on both
dorsal and ventral streams as shown in both behavioural [5] and biological studies [4].
Even though these streams are different pathways with different functionality, there is
anatomical and behavioural evidence illustrating the cross talk between them at both

5
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perceptual and physiological levels [4] [5].

Dorsal stream

MT/MST
LGN

V3
V2
V1

V4
IT

Ventral stream

Figure 1.3: Dorsal-Ventral Streams: the dorsal stream runs forward from V1 into the
posterior parietal lobe through V3, MT, and MST. The ventral stream stretches from
V1 downward into the inferior temporal lobe through V4 and IT visual areas.

1.1.2

Visual Cues

The complexity of processing a visual scene increases as the information travels from
the retina to the brain. Early stages of visual perception involves unconscious, rapid
(200 msec - 250 msec [6]) accumulation of information about the visual scene provided by pre-attentive features. These features are often classified into four categories
of colour, form, movement, and spatial localization1 [7]. It is believed that the brain
process these cues at the very low-level visual areas to have an initial estimate of the
environment’s properties and then combine them based on their statistical reliability.
1

e.g., hue, intensity (colour) - line orientation, length, width, collinearity, size, curvature, spatial
grouping, added marks, and numerosity (form) - direction of motion, flicker (movement) - 2D position,
stereoscopic depth, concavity/convexity produced by shading (spatial localization).
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Colour
Processing colours begins immediately after receiving light by a specialized type of
retinal neurons called cone photoreceptors. There are three types of cone cells, each
sensitive to a particular wavelength of light2 . The light’s wavelength and energy carry
information about the hue (chromatic) and the luminance (achromatic) characteristics
respectively. Colour perception is a result of processing both achromatic and chromatic
signals. Our visual system is extremely sensitive to both hue and luminance3 . For
instance, identifying the red circle among the sea of blue ones (as shown in Figure
1.4) is a rapid, effortless process [6]. In this example, our brain unconsciously groups
stimuli together if they share a similar hue (blue) and differentiate them if they don’t
(red vs. blue) [8]. Luminance also can serve as a visual cue to make a stimulus
distinguishable. Areas with high contrast4 not only attract the visual attention [9], but
also play a key role in edge detection.

Figure 1.4: Detecting colour is a pre-attentive process; e.g., the red circle within the
sea of blue squares

Form
If one picks up a pen and looks at it from different viewing angles, the perception of
the pen’s physical shape (i.e. distal stimulus) does not change. Meanwhile, the pattern
2

S-cells for short-wavelength (blue), M-cells for medium-wavelength (green), and L-cells for longwavelength (red) light
3
The subjective impression of luminance is known as brightness
4
Contrast is the difference in luminance and/or colour
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of energy creating retinal images (i.e. proximal stimulus) is changing and so activating
different sets of receptors. Despite the difference between the distal and the proximal
stimuli, our perception of the pen remains constant; the pen is perceived as having the
same shape regardless of the viewing angle, illumination, and its location in the visual
field. This perceptual constancy in object recognition allows us to recognize and identify
certain objects despite time-varying changes in the received signal. Object recognition
involves a hierarchy of processes that begins with low-level recognition of forms, that
is dots, lines, contours, and shapes. Recognition of contours, in particular, helps us
to recognize shape, orientation, and relative depth, especially when other visual cues
are lacking. This information is then integrated with other information collected from
motion, colour, and depth providing information on the overall form. The result is
then matched with structural descriptions in memory. Top-down processes such as
familiarity and recollection may also provide information about the object of interest
and its surrounding environment. Similar to colour perception, the ventral stream
appears to be responsible for analysis of form and object recognition.

Perhaps one of the most notable theories in object recognition is David Marr’s theory
of vision [10]. According to his theory, object recognition involves three major stages
of primal sketch, 21 /2 D sketch, and 3D model. In primal sketch, low-level visual features
such as edges, contours, and regions are extracted to explain local 2D geometries in
an image. The physical information about material properties (e.g., colour, texture,
shininess) and egocentric properties of visible surfaces (e.g., depth, orientation) are
collected during the 21 /2 D sketch via illuminant, surface reflectance, surface shape,
and the vantage point of observer. Information collected in the first two stages might
suffice for proper perception. In some case, however, the spatial locations of objects
are processed and related to their surrounding environment for 3D representation and
more abstract definitions of the visual scene.
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Motion
Motion is perceived when the light emitted from a moving object transverses the retina
and fires neurons in a sequential pattern [4] (Figure 1.5-Left). Pursuing movement
of a moving object also causes the perception of motion. In this case, the same part
of retina is stimulated and so the information about the moving object comes from
the movement of the eyes/head (Figure 1.5-Right) [4]. There is an exception to this
phenomenon, however: In beta- and phi phenomena, the apparent motion is caused
not by changes in the retinal images or movement of the head/eyes but because of
rapid sequential changes in the static image giving an illusion of motion5 . In the beta
phenomenon, changes of static images occur with a speed faster than that which human eyes can resolve, causing the illusion of motion (despite the fact that there is no
movement per se). In the phi phenomenon, changes in luminance of a stationary image causes the sensation of movement. In both cases, the visual system detects rapid
changes in luminance at a certain point on the retina and correlates that with the luminance of its neighbours. In humans, motion perception, and the integration of local
motions into a global percepts, largely take place in MT (V5) as part of the dorsal
stream.

Depth cues
Depth perception involves consolidation of different monocular and binocular cues to
form a three-dimensional image of the world from the two-dimensional images projected on our retina. Binocular cues, such as stereopsis provide information about depth
when a scene is observed with both eyes. Stereopsis is the process of perceiving depth
from two slightly different images of the world projected on the left and right retinas. The horizontal difference between these two retinal images, known as binocular
disparity, is used by disparity-tuned cells in several cortical visual areas (such as V2
5

The apparent motion is the basis of animation and motion pictures.
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Image movement

Eye movement

Figure 1.5: Information about the motion can be perceived by either following or
holding the eyes still in front of a moving object (inspired from [4])

and V3) to compute depth. Stereoacuity is the acuteness of stereopsis representing
the sensitivity to small disparity differences. Luminance, spatial frequency, observation
time, and contours can influence stereacuity. For instance, at a low luminance level,
stereoscopic acuity declines dramatically while increases in spatial frequency or fixation time improves it. Stereopsis is the most important binocular cue for interpreting
short distances (Figure 1.6). Stereopsis is discussed in more detail in chapter 2.
Vergence is another binocular cue providing depth information for distances less
than 10 meters (Figure 1.6). When one begins to fixate on a near object, this inward
movement of the eyes (convergence) stretches the extraocular muscles, which in turn,
sends signals to the visual cortex to be used for interpreting depth. A similar process
occurs when the eyes rotate outwards to focus on more distant objects (divergence).
Unlike binocular cues, monocular cues can be detected with one eye only to perceive
depth. One of the most effective monocular cues is motion parallax, defined as the
discrepancy in perceived speed as a result of differences in distance, i.e. when objects
move at the same objective speed relative to the observer, closer objects traverse the
retina faster than further objects. The speed by which the objects move as well as

10
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Figure 1.6: The sensitivity of depth cues as a function of viewing distance [11]

their direction of movement may provide sufficient information to perceive the relative distance between them (Figure 1.7). Interestingly, perception of depth in animals
which lack developed binocular vision, is heavily dependent on motion parallax [12].
Motion parallax works best for short distances. Another effective cue, occlusion, happens when an object is partially occluded by another object within the same visual
direction. Other monocular cues such as relative size, familiar size, perspective, aerial
perspective, depth from motion, accommodation, texture gradient, and distribution of
shadows and illumination can also provide egocentric and relative depth information.
These cues are further detailed in Table 2.1.
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Vantage point 1
Distant background

Vantage point 2

Vantage point 1

Vantage point 2

Figure 1.7: An example of motion Parallax

Translucency

Although translucency is not a visual cue, it is an important aspect of medical image
visualization. Translucency allows for simultaneous visualization of multiple objects
that would be impossible otherwise. Studies have shown that spatial reasoning (section 1.2.3) can be improved by concurrently presenting objects, as opposed to visually
recalling the location of one with respect to another [13]. Additionally, translucency allows more information to be communicated in a shorter time, which in turn increases
the efficiency of information transfer. The perception of translucency can be evoked
by different factors such as refraction and world knowledge. However, x-junctions are
perhaps the most important cues, influencing the perception of translucency. In xjunctions, the relative depth can be inferred from the order of luminance magnitude
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along the contours of overlapping objects. As illustrated in Figure 1.8, in computer
graphics, x-junctions with different patterns of luminance may provide ambiguous, unambiguous, and inconsistent information about the depth of overlapping objects [14].

Ambiguous depth order

unambiguous depth order Inconsistent depth order

Figure 1.8: X-junction translucency: The ambiguity of the scene is determined by the
order of luminance (Yellow lines correspond to the order of luminance from the
brightest to the darkest). [14]

1.1.3

Bottom-Up & Top-Down Processes

Visual perception is a dynamic interaction between bottom-up and top-down processes
working together and simultaneously, with feedforward and feedback interactions between all layers of our visual system. The bottom-up process is driven by sensory
information from the physical world. The top-down process is driven by our knowledge, beliefs, expectations, and intentions. Both bottom-up and top-down processing
streams interact at every level of visual perception to produce the best interpretation
of the surrounding environment [15].

Bottom-up processing
The previous section discussed visual cues which are largely derived from bottom-up
processing. Bottom-up processing of visual information is performed quickly, uncon-
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sciously, and in parallel, with no interference of our goal-driven, endogenous attention. The task of the bottom-up processing is to detect and locate pre-attentive features
within the entire visual field, providing information about the scene for the subsequent
processes.

Top-down processing

As bottom-up information flows in from our sensory inputs, top-down information
affects earlier processes in accordance with our prior knowledge and expectations.
The top-down processing uses the information stored in memory to complement the
bottom-up process making the perception more accurate and relevant. Figure 1.9 illustrates how top-down processes can influence our perception: despite the ambiguity of
the middle character, one is able to perceive the same object differently given through
their prior knowledge of the English language. According to the classical theories,
perception is a processing hierarchy in which top-down is associated with feedback
connections while bottom-up denotes feedforward information flow. From this point
of view, features are first combined into an object and then the object is matched to
some representations in memory. Recent studies in neuroscience, however, shows that
top-down processing is sometimes activated earlier than some lower-level bottom-up
processes to promote efficient recognition. In these cases, the initial guess about an
object or a scene is highly influenced by contextual associations between the stimulus
and the scene [16]. In this approach, the number of object representations that must
be considered is significantly reduced by the top-down processes. From an evolutionary standpoint, “such a rapid mechanism provides critical information when a quick
response is necessary” [17].
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Figure 1.9: An example of top-down processing: the same character can be perceived
either as letter ’B’ or number ’13’. This illustrates how our expectations can change our
perception.

1.1.4

Measurement of Visual Perception: Psychophysics

“What’s the relationship between perceived depth and the neural activity in the primary
visual cortex?” To answer this question, it is not sufficient to study the behaviour of the
brain’s individual components (neural responses) but it is also necessary to interpret
its overall behavioral activity (perceived depth) and correlate one to the other. Understanding the brain’s behaviour, however, could be a daunting task because perception
is an experience with temporal variations. This variation is due to the inherently probabilistic nature of sensory estimation, and that our senses are tuned to respond to a
certain bandwidth of external stimuli. For example, if one estimates the depth of an
object in a visual scene multiple times, the response often follows a Gaussian form
probability density distribution with non-negligible variance [18]. To quantify this behaviour, psychometric functions (PFs) are acquired through conducting psychophysical
experiments. PFs relate a perceptual property of a stimulus, often measured indirectly,
with a corresponding physical property. In other words, PFs model the probability of
brain’s response to a certain property of the environment. In the simplest form, PFs are
sigmoid-shape (Figure 1.10) with the y-axis representing the rate of performance (e.g.
number of correct responses) and the x-axis representing the intensity of the stimulus
(e.g. depth of an object). We can think of PFs as cumulative distributions of one’s
probabilistic behaviour in presence of certain stimuli.
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Percentage of correct responses

100

75

Just-noticable difference

50
Stimulus intensity Difference
Figure 1.10: A typical psychometric function
Traditionally, psychophysical paradigms are carried out in laboratory conditions in
which subjects are presented with a series of stimuli and asked to perform a certain
task. In magnitude estimation experiments, for instance, subjects are required to subjectively rate the intensity of the presented stimuli on a given scale. Matching experiments involve matching the intensity of two stimuli by adjusting the intensity of one
with respect to another. In discrimination experiments, subjects are asked to detect
or discriminate small differences in the stimuli intensity. The design of discrimination
experiments often follow one the following paradigms: yes-no, two-alternative forcedchoice (2AFC), or n-alternative forced-choice (nAFC). Yes-no paradigms are often used
to measure the absolute threshold, that is the level of intensity of a stimulus at which
subjects are able to detect. In these experiments subjects are asked to confirm (yes)
or refute (no) the existence of a stimulus at each trial. 2AFC (or nAFC) paradigms are
used to measure the differential threshold (also known as just-noticeable difference or
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JND), that is the smallest detectable difference between two (or n in case of nAFC) levels of a particular sensory stimulus (Figure 1.10). In 2AFC, two options are presented
in every trial in a random order. One item of the pair is a lure, and the other one is a
target. The observer’s task is to report the observation that contains the target. Unlike
yes-no paradigms, where subjects must report the presence or absence of a stimulus,
forced-choice experiments are shown to be independent of the observers’ subjective
report of their personal perception6 .

1.1.5

Sensitivity Index

In yes-no paradigms the level of difficulty in detecting the target from background
events can be measured as the proportion of targets which are correctly identified
as such (i.e. (hits) / (hits+miss)), that is the sensitivity of the system. Sensitivity
is therefore the degree of separation between targets and background events, or as
described in the signal detection theory, between signal and noise. According to signal
detection theory, the sensitivity index - commonly referred to as d0 - is a measure of
correlation between the level of task difficulty and the distance between signal and
noise distributions. In yes-no experiments, d0 is defined as d0 = (Zhitrate − ZFArate ), where
ZP (p ∈ [0 1]) is the inverse of the cumulative distribution function. Similarly, in 2AFC
experiments, d0 provides a standard measure of performance as: d0 = (Zcorrect −Zincorrect )×
√
( 2)−1 . Naturally, higher d0 values denote improved perceptual performance in locating
the signal among noise. For more information, refer to [20, 21].

1.2

Cognition

Cognition refers to the conscious or unconscious mental processes that are involved in
reasoning, problem solving, decision making, attention, memory, and perception (e.g.,
6

It has been shown that individuals are not particularly good at reporting what they see or hear [19].
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top-down processing mentioned in section 1.1.3). The effect of cognition in visualization research is rather profound. Cognitive processes not only derive the comprehension of visual information but also defines how to interact within environments.

1.2.1

Visual Attention

At any given moment, effectively processing the entire information contained in a natural scene is far beyond the brain’s capacity. To cope with this potential information
overload, the brain is equipped with visual attention, that is the cognitive mechanism of
selecting behaviourally relevant information from the environment (and/or inhibiting
irrelevant or interfering information) over space and over time [22]. This process may
involve actively searching and processing visual information to locate the target. The
efficiency and efficacy of such visual search can be increased by increasing the homogeneity of surrounding distractors [23], increasing the visual difference between the
target and distractors (in features such as shape, size, orientation, motion, stereopsis,
color, and lighting) [24], practice [25], and reducing the number of distractors.

1.2.2

Cognitive Load

Encoding, storing, and retrieving information is a complex cognitive process resulting
from interaction between long term memory, short term memory, and working memory. Working memory is our conscious organizer and processor that passes information
in small, incremental steps to long term memory, preventing random, rapid changes.
Meanwhile, short term memory temporarily stores information to be later processed
and organized by working memory [26]. Our working memory is limited in both content and retention capacities, particularly when dealing with novel information, and
can be overloaded by too much information and/or too long of a retention. This phenomenon, known as cognitive overload, can severely disturb the efficiency and effec-
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tiveness of information transfer [27]. There are three different kinds of cognitive load:
intrinsic, extraneous, and germane. The intrinsic (or necessary) load is related to the
difficulty of the content itself. The extraneous (or irrelevant) load is associated with
unnecessary information such as distractions, and therefore should be reduced or eliminated. Germane (or relevant) load relates to the cognitive load devoted to processing
new information into more advanced and complex structures known as schema. Interpretation of data, for a specific task at a specific level of expertise, poses an intrinsic
load that cannot be changed. To facilitate the process of information transfer however, the intrinsic cognitive load needs to be efficiently managed without exceeding
working memory limitation. This can be accomplished by providing adequate relevant
prior knowledge while avoiding split-attention, redundant source of information, disappearance of information before being processed (transiency). As a rule of thumb,
decreasing the extraneous load is necessary to improve the information transfer. It
is important to note that reduction of cognitive load by lowering the difficulty of the
problem is not always beneficial [28]. In the realm of training, for instance, mismatch
between the level of expertise and problem difficulty can have negative effects on the
quality of learning. This is even true when the inherent difficulty of the problem, the
intrinsic load, is too low for trainees. Therefore, alignment of task difficulty and level
of expertise is as important as lowering the extraneous load to enhance the learning
process.

1.2.3

Visuospatial Reasoning

In 1974, Baddeley and Hitch proposed a model to describe how working memory functions [29]. Their multi-component model is composed of a central executive and its
three slave systems, namely, visuospatial sketchpad (VS), phonological loop, and episodic
buffer (Figure 1.11). The phonological loop stores verbal information, the VS deals
with both visual and spatial information, and the episodic buffer holds integrated in-
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formation across domains of visual, spatial, and phonological information [30]. The
underlying cognitive processes, including attention, are supervised by the central executive system. Logie [31] has proposed that the VS can be further subdivided into
a visual cache, which stores visual information about form and colour, and an inner
scribe, which is a rehearsal mechanism for visual information and is responsible for
spatial and movement information. The VS provides a temporary environment for visuospatial reasoning, that is our ability to perceive, visualize, simulate, manipulate,
enact, and recall visual and spatial representations [32]; but perhaps the most important aspect of visuospatial reasoning is the mental rotation [33] and translation of
visuospatial images. These transformations occur relative to three different classes of
reference frames: object-based (relative to the object itslef), egocentric-based (relative
to the self), and environmental (relative to fixed features of the environment) [34].
Egocentric-based transformations are either relative to the observer’s perspective or to
the end effectors (e.g. hands) [34]. While environmental transformations rarely occur, the object-based and egocentric-based transformations can be physically performed
and/or imagined.

Central Executive

Phonological Loop

Visuospatial Sketchpad

Episodic Buffer

Figure 1.11: Multi-component model of working memory proposed by [29]
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Measurement of Cognition

Measuring the cognitive load can be performed through performance-based and physiological measures, as well as subjective ratings [28]. Performance-based techniques
often involve dual task experiments in which subjects’ performance (i.e. time, accuracy) is measured with respect to a secondary stimulus while focusing on a primary
task. Under this condition, the larger the cognitive load imposed by the primary task,
the longer the reaction time and/or the lower the accuracy. Physiological measures
involve measuring subjects’ physiological changes such as heart rate and pupil size under the presence of cognitive load. These methods often suffer from low ecological
validity - the degree to which the result of the study reflects the natural settings [28].
In subjective ratings method, individuals report their subjective experience of mental
effort. Despite the body of evidence supporting the sensitivity of subjective ratings,
one’s subjective experience of difficulty may change significantly depending on his/her
motivational and emotional condition [28]. Among available techniques for subjective
workload measurement, the NASA task load index - NASA-TLX - is thought to be one of
the most validated tools in this domain [35]. NASA-TLX is a post-hoc subjective multidimensional assessment tool developed by NASA after 40 laboratory simulations over a
three year development cycle. This method involves two parts: first, subjects rate their
experience of mental demand, physical demand, temporal demand, performance, effort,
and frustration during the experiment. In the second part, subjects perform a pairwise
comparison between these factors, selecting the one more relevant to the workload.
The result of such comparison is then used to weight the initial ratings. The overall task load index is the average of weighted workload measures. NASA-TLX can be
tailored to best suit the objective of the experiment (e.g., driving [36], surgery [37]).
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Visuomotor Processing

Visuomotor skills refers to the coordination of muscular movements and vision to perform acts involving perception and action. In surgery, eye-hand coordination is a critical
aspect of visuomotor processing in which visual information along with proprioception provide input to guide hand movements. Visuomotor skills - at the lowest level of
action - are either position-based, that is a sequence of changes in position and orientation, or selection-based, that is making contact with, or grasping, an object. To perform
these low-level motions, the cognitive system first decomposes the overarching goal
into a sequence of tasks, which can be further subdivided into a number of sub-tasks.
It is at the lowest level, that performance can be measured through behavioural studies. This is often accomplished in terms of the speed and accuracy. In this framework
for performance, there is always a trade-off between speed and accuracy as some tasks
favour speed over accuracy and some others favour accuracy over speed. Therefore,
any methodology measuring a sub-task performance must always address both the
speed and accuracy while combining the two in a way that respects the trade-off 7 .

1.4

Layout of Dissertation

This thesis addresses psychophysical and psychological implications of visualization,
interaction, and simulation in four different image-guided procedures with the goal of
improving the quality of patient care. Chronologically speaking, the empirical findings
offered in each chapter rationalize the approach taken in the following chapter.
7

One of the pioneers of this field was Paul Fitts who developed a formula - commonly known as Fitts’
law - to model the act of pointing [38]. Interestingly, Fitts’ law can be altered and applied to any task
with speed-accuracy trade-off, from low-level physical actions such as steering [39] to making perceptual
judgment about an action that is observed but not performed [40].
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Chapter 2: The Role of Stereopsis in Endoscopic Third Ventriculostomy

Endoscopic third ventriculostomy (ETV) is a minimally-invasive surgery to treat obstructive hydrocephalus by perforating the floor of the third ventricle. Although ETV
is safer than the alternative (i.e. shunt placement), the risk of morbidity due to injury
to the basilar artery increases as the floor of the third ventricle thickens and becomes
opaque. In hydrocephalus patients, as the pressure from the cerebrospinal fluid increases, the ventricle expands and the floor deforms, warping around the underlying
structures. Surface curvature could therefore be used as a landmark to locate and
avoid the artery. Conventional endoscopes, however, provide an impoverished view
of the surgical scene, impeding the detection of these structures. In Chapter 2, we
establish a methodology to determine whether stereoendoscopy - as opposed to the
conventional monocular approaches- can improve the perception of these structures,
lowering the risk of ETV interventions.

1.4.2

Chapter 3: Visual Enhancement of MR Angiography Images
to Facilitate Planning of Arteriovenous Malformation Interventions

Arteriovenous malformations (AVMs) are vascular lesions in which blood flows directly
from the arterial to the venous system bypassing the normally interposed capillary bed.
Treatment may involve surgical resection in which a surgeon examines preoperative
images in order to gain a full understanding of the lesion’s anatomy, its location, and
its spatial relation with surrounding structures. Accordingly, in Chapter 3, I investigate
the usability of a non-photorealistic contour enhancement technique, volume rendering, and stereopsis to improve upon identification and localization of vascular structures in non contrast-enhanced magnetic resonance angiography images. The results
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of Chapter 2 on stereopsis is further extended in this chapter.

1.4.3

Chapter 4: Training for Planning Tumour Resection: Augmented Reality and Human Factors

Planning surgical interventions is a complex task, demanding a high degree of perceptual, cognitive, and sensorimotor skills to reduce intra- and postoperative complications. This process requires spatial reasoning to coordinate between the preoperatively
acquired medical images and patient reference frames. In the case of neurosurgical interventions, traditional approaches to planning tend to focus on providing a means for
visualizing medical images, but rarely support transformation between different spatial
reference frames. Thus, surgeons often rely on their previous experience and intuition
as their sole guide to perform mental transformation. In the case of junior residents,
this may lead to longer operation times and increased chance of error under additional
cognitive demands. In Chapter 4, I introduce a mixed augmented/virtual reality system
to facilitate training for planning a common neurosurgical procedure, brain tumour resection. The proposed system is designed based on our previous findings on the effect
of stereopsis and occlusion on surgical performance and evaluated with human factors
explicitly in mind, alleviating the difficulty of mental transformation.

1.4.4

Chapter 5: A Complete Simulation Environment for Vertebroplasty Procedure

In addition to visual perception and its implications for image-guided interventions, the
effect of cognition in surgical training is rather profound. Chapter 5 presents a unique
simulation approach to vertebroplasty procedures, evaluating both surgeons’ technical
and non-technical cognitive skills during their immersion in a complete medical simulation environment. Vertebroplasty is a percutaneous procedure in which bone cement
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is injected into a fractured vertebra in order to restore its stability. Two crisis scenarios
are included for the evaluation of the effect of interruption on the low-level surgical
skills. Validation and evaluation of our work is conducted together with 19 junior surgeons in order to provide a qualitative measure of usability, assess vertebroplasty technical performance of the surgeon, and associate between mental workload and surgical
performance during crises. Training these mixed-mode scenarios can thereby be evaluated on our platform, allowing for improved assessment and a stronger foundation for
credentialing, with the potential to reduce the occurrence of adverse events in the OR8 .

Closing remarks as well as future directions are discussed in Chapter 6.

8

Chapter 5 is a result of collaboration with Navigated Augmented Reality Visualization Systems
(NARVIS) laboratory at Technical University of Munich (TUM), Germany.
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Chapter 2
The Role of Stereopsis in
Endoscopic-Third Ventriculostomy
This chapter is adapted from ‘Evaluation of a VR and Stereo-Endoscopic Tool to Facilitate 3rd
Ventriculostomy’1 .

My contribution to this chapter involved (i) designing phantoms, (ii) designing and conducting
experiments, (iii) analyzing data, and (iv) writing manuscripts.

2.1
2.1.1

Introduction
Clinical Motivation: Endoscopic Third Ventriculostomy

Hydrocephalus, a neurological disorder that results in an abnormal accumulation of
cerebrospinal fluid (CSF) within the brain, is one of the most common source of developmental disability among children, affecting one in every 1000 live births [1].
Hydrocephalus can be communicating or obstructive. Communicating hydrocephalus is
1

Abhari, K., de Ribaupierre S., Peters T., Eagleson R. ”Evaluation of a VR and Stereo-Endoscopic Tool
to Facilitate 3rd Ventriculostomy”, Studies in Health Technology and Informatics 163:1-7, (2011)
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the result of insufficient reabsorption of CSF most often at the level of the arachnoid
granulations, and can be caused by infection, subarachnoid hemorrhage, or be idiopathic. Obstructive hydrocephalus results from obstruction of CSF outflow along the
ventricular system [1]. Potential etiologies of obstruction include mass lesions such
as tumours, colloid cysts, but also aqueductal stenosis. In the US alone, obstructive
hydrocephalus affects 375,000 people among the elderly population [1]. Obstructive
hydrocephalus can be treated either with a shunt, draining CSF into other body cavities,
or with a minimally-invasive surgery called Endoscopic Third Ventriculostomy (ETV).
ETV interventions involve draining excessive CSF from the ventricular system into the
interpeduncular cistern, creating a passage for CSF, by perforating the third ventricle
and therefore bypassing the obstruction. In the current standard of care, monocular
endoscopes are employed to navigate within the ventricular system, situate the region
of interest, and create a stoma on the floor of the third ventricle.
Due to its lower rate of complications compared to shunt placement (e.g., shunt
failure, infection, over-drainage, and slit-ventricle syndrome), in the last decade ETV
has gradually become the procedure of choice for obstructive hydrocephalus. Furthermore, patients with multiple episodes of shunt malfunction can also be treated with
ETV. However, with an overall complication rate of 8.5%, permanent morbidity rate
of 2.4%, mortality rate of 0.21% [2], and the failure rate of 28% [3], patient safety is
still of much concern. The most dreaded complication is perforating the basilar artery,
which is located directly beneath the floor of the third ventricle, a few millimeters behind the clivus, supplying the brain and brainstem with blood (Figure 2.1). Rupture
of the basilar artery would be considered catastrophic with loss of endoscopic visibility from bleeding, and could potentially result in significant stroke or death [2]. In
the current standard of care, locating the basilar artery is only possible through direct
endoscopic view of the operative field (Figure 2.2). This method, however, could be
troublesome in those patients where an old infection, hemorrhage, or tumoral cells
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wash off all the visible landmarks on the membrane (Figure 2.2). In these cases, because monocular endoscopes do not provide sufficient information and surgeons need
to rely on their intuition and anatomical knowledge to locate and avoid the basilar
artery, providing neurosurgeons with visual cues about the location of the artery can

Basilar artery

significantly lower the risk of ETV interventions and ultimately increase patient safety.

Figure 2.1: Anatomy of thrid ventricle: the basilar artery is located beneath the third
ventricle, a few millimeters behind the clivus

Basilar artery and
its branches
No visible landmark

Figure 2.2: Left: An endoscopic view of the third ventricle during an ETV operation,
right: lack of visible landmarks on the floor of the thrid ventricle when the tissue is
thick and opaque
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Hypothesis and Objectives

In hydrocephalic patients, the pressure of CSF inside the ventricular system gradually
reshapes the structure of the ventricles. As a result, the floor of the third ventricle is
pushed down, adopting the shape of the underlying structures. This mechanism, as
illustrated in Figure 2.3, may lead to an irregular curvature on the floor of the third
ventricle above the basilar artery. We believe that this curvature cannot be detected
for most hydrocephalus patients unless additional information, such as stereopsis, is
provided. We therefore hypothesize that stereoscopic endoscopes can provide necessary depth information to properly visualize critical structures and situate the target,
preventing complications caused by injuring the basilar artery. Therefore, the overall
objective of this study is to determine whether stereo-endoscopy can improve the localization of the basilar artery and also whether it can facilitate the process of perforation
in hydrocephalus patients. In this study, we evaluate the feasibility of this approach
using user studies conducted within both virtual and physical environments.
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Basilar artery
Figure 2.3: Because of the high pressure of CSF inside the ventricles, the bump above
the basilar artery is more pronounced in hydrocephalus patients (right) compared to
the normal population (left)
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Background

Endoscopy in Neurosurgery
In 1910, an endoscope was employed for the first time to treat a neonate with hydrocephalus [4]. Since then, endoscopes have evolved dramatically and endoscopic
procedures have become recognized methods of treatment in pituitary surgery [5],
spinal procedures [6], and intracranial surgeries such as removal of intraventricular
tumours or intracranial/intra-arachnoidal cysts [7]. Generally speaking, endoscopy
is often the method of choice for neurosurgical interventions that deals with natural
or pathologically formed cavities in the central nervous system. Endoscopes are also
employed as an assistive technology in cerebrovascular aneurysms, microvascular decompression, and other microsurgical procedures to inspect the site of operation and
locate structures out of line-of-sight, minimizing the drilling and retraction [7][8].
In the case of neurosurgery, endoscopes offer shorter operation time, less surgical
trauma, and shorter hospital stays [9]. The main disadvantages of endoscopy, however,
are restricted range of motion, degraded depth information, and the exhaustive amount
of training needed to acquire adequate dexterity under their guidance [10].

Depth Perception in Neuroendoscopy
Depth cues - whether monocular or binocular - play an important part in surgical procedures, from which the distance between anatomical structures or between the end
effectors (e.g., hands, instruments) and the operative field can be inferred. This is particularly important in certain endoscopic/laproscopic surgeries in which visual misperception is reported to be responsible for an astonishing 97% of surgical accidents (the
other 3% was reported to be due to technical skills) [11]. In conventional endoscopy,
however, monocular and binocular cues are either absent or severely degraded. Relying only on monocular cues leads to underestimation of depth (as shown in reaching
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and grasping experiments [12]), and binocular cues are essentially absent in conventional neuroendoscopy. A list of depth cues and their role in neuroendoscopy is further
detailed in Table 2.1.
Among the cues listed in Table 2.1, much attention has been given to stereopsis,
as it is the only binocular cue that can be easily integrated into the surgical workflow,
providing a strong sensation of depth. Stereoscopic images are captured by stereoendoscopes and displayed on passive or active 3D monitors. Standard monocular neuroendoscopes have a diameter of 3 to 6mm, suitable for navigating through the critical
structures of the brain. Many stereoendoscopes with two cameras on the other hand,
have a diameter of 8mm or greater, and thus afford no advantage over conventional
microsurgery [7]. However, recent advances in technology have led to the development of stereoendoscopes with much smaller diameter (e.g., VisionSense iii with 4mm
of diameter, VisionSense Corp., NY, USA) suitable for neurosurgical interventions. Despite these advancements, however, the use of stereoendoscopes in neurosurgery is
still an open question, with many studies supporting or refuting their superiority over
monocular endoscopes (section 2.1.3).

Binocular or Monocular

Degraded

Absent

Shadow Cue
Perspective /Aerial perspective

Description

M

x

x

Shadows cast by anatomical structures

M

x

Issue in endoscopy

In standard endoscopes, shadows are either absent when the light source coincides with

can provide information about their

the camera, or misleading when the location of the light source is unknown (Figure 2.4)

shape (i.e. shape from shading) or depth.

[13, 14].

Perspective and aerial perspective cues

Due to the small size of the operative field, structures are imaged near to the camera,

are the sensation of depth from, respec-

preventing perspective and aerial perspective cues to form.

tively, the convergence of parallel lines in
the great distance and the decrease in the
contrast/saturation of far away objects.
Continued on Next Page. . .
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Binocular or Monocular

Degraded

Absent

Familiar Size Cue

Description

M

x

x

Familiar size cue is an estimation of

Issue in endoscopy

Our estimation of the size of familiar (anatomical) structures -even within a familiar envi-

depth by combining previous knowledge

ronment - can be inaccurate particularly in the absence of binocular cues [15].

of an object with its projection on the
Motion Parallax

retina.

M

x

x

Motion parallax is the apparent displace-

In endoscopic environments, motion parallax is severely limited due to small range of mo-

ment of objects against their background,

tion of rigid endoscopes within the brain’s cavities that prevents the relative movement

providing a strong sensation of relative

between the camera and the structure of interest. Lateral head movement can also in-

depth.

troduce motion parallax in natural environments, but in endoscopic interventions, it only
confirms the flatness of the screen on which the endoscopic videos are projected on. This
sense of flatness is even more accentuated by the frame around the screen, further degrad-

Occlusion

ing the sense of depth in such environments [13].

M

Occlusion refers to partial blockage of

Although occlusion may be present in endoscopic views, it only provides information about

one object’s view by another object.

the relative proximity of objects as opposed to their relative depth.
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Degraded
x

Absent

Binocular or Monocular

Accommodation Cue

M

Description

Issue in endoscopy

Accommodation is the sensation of con-

In endoscopy, the eyes accommodate on the screen on which the endoscopic videos are

tracting or relaxing ciliary muscles to

displayed on. Therefore, accommodation provides depth information about the screen

change the shape of the lens in order to

rather than the field of operation.

focus on far or near objects, providing
Vergence

egocentric depth information.

B

x

Vergence is the kinesthetic sensations of

Vergence is ineffective in endoscopic settings because eyes converge to focus on the objects

the extraocular muscles when eyes are

observed on the screen rather than the object itself. This necessitates to mentally rescale

converging (or diverging) to focus on an

the view for correct visoumotor output.

Stereopsis

object.

B

x

Stereopsis is the sensation of depth from

Conventional endoscopes do not provide horizontal disparity, preventing the sensation of

two different images of the world pro-

stereo.
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surrounding light source

separate light source

Figure 2.4: Left: Shadows cannot be seen in conventional endoscopy; right: In the
images generated via shadow-forming endoscopes with a separate source of light,
shadows are visible and can be used as a cue to perceive depth

Related Work
The clinical benefit of stereoendoscopy has been reported in sinus and skull base
surgery [16, 17, 18], trans-sphenoidal surgery [19, 20, 21], and skull base reconstruction [22]. The results of non-clinical studies, however, are astonishingly mixed. Some
studies have found that improved depth perception via stereoendoscopes leads to significantly faster performance and/or greater accuracy compared to 2D (monocular)
endoscopes [23, 24, 25, 26, 27, 28], while others have found no significant difference
between the two [29, 30, 31, 32, 33, 34], and in some cases subjects were shown to
be even faster in 2D [35]. Vergence-accommodation mismatch has also been reported
as a drawback of stereoendoscopy [36]: as illustrated in Figure 2.5, while the eyes
constantly diverge and converge to look at different objects on the 3D screen, they
always accommodate on the same surface. In open surgeries, similar to other natural
settings, these two cues are always in synchrony, providing correct sensation of egocentric depth. The effects of stereoendoscopes and high-definition monocular endoscopes
were investigated in a study done by Marcus et al. [37]. Their results revealed that
while the high-definition monocular endoscopes led to greater accuracy, stereoendo-
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3D object

Vergence distance
3D screen

Focal distance

Figure 2.5: Vergence-accommodation mismatch in stereoendoscopy. In natural
settings, these two cues are always in synchrony, providing correct sensation of
egocentric depth.
scopes improved depth perception and shortened the completion time. The authors,
therefore, concluded that both types of endoscopes have complementary effects on
surgical performance, and that neither can fully compensate for the drawbacks of the
other.

Stereopsis and Psychophysics
Stereoacuity, similar to visual acuity, is a measure of the perceptual capacity to detect small differences in depth using binocular vision. Stereoacuity can be measured
through 2AFC experiments in which the binocular cue is the main source of depth
information (refer to section 1.1.4 for details). In these experiments, the JND (just-
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noticeable-difference) is measured as the difference in depth at which subjects correctly
detect the target stimulus in 75% of the time (i.e. half-way between 50% or pure chance
and 100% or perfect response). In this study, a staircase paradigm is employed to compute the JND. This paradigm requires fewer stimuli to reach the threshold compared to
traditional psychophysical techniques. The intensity of stimuli increases and decreases
systematically in order to detect the JND at the point where higher intensities could not
be detected while lower intensities are easily detectable by subjects. To design an efficient staircase paradigm, it is suggested the following variables be estimated through
pilot studies: where to start and stop the series, how large the steps are, and when to
modify the series [38] (Figure 2.6). The staircase paradigm is most efficient when the
intensity of the initial stimulus is chosen slightly larger than the JND; otherwise, many
trials are required to reach the threshold, introducing fatigue and learning effects. As a
rule of thumb, it can be set as the intensity at which level of performance reaches 95%
[38]. In these experiments, step size is defined as the minimum difference between the
intensities as we move from one trial to the next. Choosing a very small step size could
be another source of inefficiency: if the steps are very small, many trials are required
to reach the threshold. If the steps are very large, on the other hand, the JND would
be insensitive to the changes in the stimuli since the intensity hovers around (without
approaching) the threshold. Thus, an ideal step size is often defined as the intensity
at which subjects perform discrimination halfway between chance and perfect performance, i.e. the estimated JND value. To maximize the efficiency, however, steps are
often set to be slightly larger than JND in the beginning of the series and gradually
become smaller when the final threshold value is about to be reached. Deciding when
to end the series can be a compromise between a large series of stimuli for higher
accuracy and a small number of trials for economy in time, minimizing the effect of fatigue. It is suggested that the end point can be set as the point where subjects’ correct
responses reach their plateau in the preliminary studies.

Parameter
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Threshold

Number of trials
Figure 2.6: An example of a staircase paradigm

2.1.4

Contributions

The contributions of this study can be summarized as follows:
• Investigating the use of stereoendoscopes to detect critical structures in hydrocephalus patients;
• Exploring the role of stereopsis in avoiding the basilar artery and perforating
through the third ventricle in ETV interventions.

2.2

Materials and Methods

To test our hypothesis, evaluation studies were conducted in two different phases. In
phase 1, the use of stereopsis to identify the location of the basilar artery was examined.
This is accomplished by comparing the ability of estimating the height of the surface
above the artery in both mono- and stereoendoscopic views. In phase 2, a user study
was conducted to examine the use of stereopsis to correctly situate the target location
as a critical step in ETV interventions.
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Phase 1

Phase 1 involved testing the ability of our subjects to distinguish between different
structures in terms of their height in the presence or absence of stereopsis using 2AFC
psychophysical experiments. Since the staircase paradigm was the method of choice, a
preliminary study was conducted to estimate the predetermined factors (section 2.1.3)
within a virtual environment that could be controlled with respect to the experimental
variables. The results were then used to design a more realistic comparison experiment
with the use of a stereoendoscope and physical phantoms.

Preliminary Study
In the preliminary study, several scale models were generated using a computer-aided
design program (SolidWorks, Waltham, USA) based on the real anatomy and workspace
geometry of the third ventricle (Figure 2.7). In these models, an endoscopic image of
the floor of the third ventricle with no distinguishable monocular cues was mapped
onto the surface with a slight elevation above the basilar artery, ranging in height
from 0mm to 3mm with step value of 0.1mm2 . These models were visualized within
the AtamaiViewer visualization environment (Atamai Inc., London, ON), presented on
a FakeSpaceTM display, a high-resolution stereoscopic system offering a large slanted
table-top display for use in immersive visualization experiments (Figure 2.8). In each
trial (total number of trials per subject: N = 180), subjects were asked to sit comfortably viewing the screen while wearing LCD shutter glasses, and presented with a pair
of stimuli in mono or stereo (Figure 2.9). These models were placed side-by-side and
observed from the top view angle, mimicking an endoscopic view in ETV operations.
The task involved selecting the model with greatest (ventricular) protrusion by pressing the corresponding key on the keyboard. The order of stimuli, as well as the mode
2

In this study, the height of the surface elevation above the artery is considered to be ∼ 1 − 3mm,
estimated by our collaborator expert neurosurgeons.
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of visualization (stereo vs. mono), were counterbalanced to minimize the effects of
learning and fatigue. The result of this study is presented in section 2.3.1.

Figure 2.7: Model of the third ventricle

Comparison Experiment: Stereo vs. Mono
The VisionSense VSII 3D endoscope: is an FDA-approved, compact stereoendoscope
(4mm in diameter, ×8 magnification, Visionsense Corp., New York, USA), suitable for
minimally-invasive neurosurgical procedures. The clinical applicability of VisionSense
stereoendoscope has been demonstrated widely in the literature [17, 20, 16, 19, 21,
18, 22]. As illustrated in Figure 2.10, VisionSense is equipped with a lens in front
with two pupil openings at the focal plane and a lenticular lens covering a CCD chip in
the back. Under this arrangement, light rays pass through the center of each pupil and
emerge as a parallel beam behind the lens. Since each lenticule covers exactly two pixel
columns, rays are focused under the lenslets on the right and left side to generate right
and left images. Such configuration allows for miniaturization of the endoscope. The
VisionSense camera is used in this study along with physical phantoms to investigate
the effect of stereopsis in detecting surface curvatures.
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Figure 2.8: The environmental setup for the preliminary experiment

monitor
glasses

Figure 2.9: Two stimuli are placed side by side in 2AFC experiments
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Figure 2.10: The underlying structure of the VisionSense camera: The rays passing
through the two pupils emerge as parallel beams, reaching the left and right pixels on
the CCD chip that is covered by a lenticular array. IPD corresponds to the distance
between the two pupils.

Experiment: Similar to the virtual environment, each trial involved observing two
side-by-side phantoms while wearing LCD shutter glasses (Figure 2.11). Subjects (n =
11) were asked to perform a discrimination task (in both mono and stereo) to select the
phantom with a most prominent protrusion on the surface at every trial. The results
are presented in section 2.3.1.
In order to make use of results obtained within the virtual environment, however,
the VisionSense stereoendoscope and the virtual stereo environment were required to
provide the same stereo effect (i.e. disparity). To fulfill this requirement, we varied
the inter-ocular distance as well as the focal point of the virtual cameras. The distance between the blocks and the lens is also kept the same for both real and virtual
environments.
The choice of phantom: Phantoms were first made using stereolithographic rapidprototyping technology with 0.1mm of resolution based on our computer-generated
models as seen in Figure 2.7. Unfortunately, this set-up resulted in some undesirable
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effects including a gradient around the edges and a glare due to the reflection of the
endoscope’s light. Although these effects were not pronounced, they could potentially
be used as monocular cues. Therefore, new phantoms with no pronounced monocular
cues were produced from silicone with the resolution of 0.1mm (Figures 2.11 and 2.12).

Figure 2.11: The environmental setup for the comparison experiment with the use of
VisionSense camera

2.2.2

Phase 2

Phase 2 involved evaluating the performance with which a subject could localize a
target that cannot be visually identified, but instead is estimated with respect to other
locations. This approach is adopted because in ETV interventions, surgeons often pierce
through the membrane at a point which does not have a corresponding visible landmark, instead, estimating its position relative to the basilar artery and the clivus. How-
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Figure 2.12: bottom right: First set of phantoms, left: Second set of phantoms made
out of two-part silicon

ever, in many cases, each of these two structures can be imperceptible when viewed
using a monocular endoscope. Even in the best viewing conditions, the structures are
visible only through slight variations in the translucency of the clear membrane. Since
the monocular cues are inadequate, targeting localization of the basilar artery and
clivus may be improved using the stereo disparity cues that may be available from the
small visible features in the texture of the membrane. Additionally, when targeting an
unspecified location between two visible targets, one must consider the relative costs
of making a targeting error. In our surgical context, if the basilar artery is touched accidentally, the result can be fatal. If the surgeon touches the membrane that covers the
clivus, the monopole instrument cannot be pushed through at that point, and so a new
target location must be selected. Consequently, the sense of optimal location is biased
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towards the clivus3 . Although there is a wide range of acceptable locations for the hole
to be made, the monopole instrument is quite wide relative to the size of the free space.
In considering all of these factors, we have established the following methodology for
targeting performance in our experiments: Using computer-aided design software, a
set of virtual models was programmed based on the real anatomy of the third ventricle
and the distance between the basilar artery and the clivus. To simulate the cases where
there is no visible cue on the surface of the third ventricle, a random-dot pattern was
mapped onto the surface of our virtual models to eliminate distinguishable monocular cues (Figure 2.13). This type of texture does not provide required depth cues and
therefore, the surface seems flat to an individual who observes the models monocularly from the top viewing angle (similar to what a surgeon might observe through a
monocular endoscope in an ETV intervention). Under these circumstances, users could
locate the target 50% of the time. Similar to the preliminary study in phase 1, subjects (n = 11: 1 expert, 10 novice graduate students) were asked to perform the task
while sitting comfortably in front of the FakeSpaceTM display and wearing LCD shutter
glasses. Subjects went through a training session to learn about the anatomy of the
third ventricle as well as the optimal location of the target. The task was defined as
selecting a target location using a cursor that was controlled interactively, and resembled the tip of the monopolar instrument with 1mm of diameter (Figure 2.14). The
targeting task was repeated for 150 trials per subject, over which the virtual height of
the surface above the clivus and basilar artery were varied systematically over a range
between 0mm and 3mm at 0.1mm increments. The location of these structures in the
virtual endoscope view was also varied in their position at random locations within the
visual field.

This optimal location is estimated by our neurosurgeon collaborators as approximately about 1 /3 of
the way in between the basilar artery and clivus (closer to the clivus)
3
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3D model

target represented by cursor

random-dot stereogram
virtual endoscope

monitor
glasses

Figure 2.13: A random-dot pattern was mapped on the surface to eliminate the effect
of monocular cues

Figure 2.14: A) Virtual endoscopic view, B) Cursor represents the tip of the monopolar
instrument
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Results and Discussion
Phase 1: Results

Preliminary Study
As illustrated in Figure 2.15, the overall correct responses reached µ = 75% and µ =
95% when the height difference was approximately 0.5mm and 1.25mm, respectively.
Thus, 1.25mm was chosen as the initial intensity. For the step size, 0.5mm/2 = 0.25mm
was chosen to increase the accuracy and maximize efficiency. Although after 40 trials,
correct responses plateaued at µ ≈ 100%, a larger number of trials was considered for
the comparison experiment to compensate for lowering the step value.

Correct responses (%)

Preliminary Experiment

Height difference (mm)

Figure 2.15: Correct Response Rate vs Height Difference

Comparison Experiment
The overall quantitative result from the series of experiments in the final phase is shown
in Table 2.2 and illustrated in Figure 2.16. As seen in the psychometric graph, in
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the presence of stereopsis, subjects’ performance reached a clinically acceptable range
(> 90%4 ) when the height difference is greater than 0.75mm. The same pool of subjects
did not achieve the same threshold value for the height difference of less than 2.5mm.
The test of significance showed that the difference between the level of performance
in stereo versus mono was indeed significant (paired t-test: t = 2.93, p = 0.01). In
addition, all of our subjects preferred the stereo over the monocular system.

Mono
Stereo

0
45%
45%

0.25
60%
45%

0.5
60%
65%

Height difference (mm)
0.75 1.0
1.25
1.5
70% 75%
79%
85%
90% 95% 98.2% 100%

1.75
85%
100%

2.0
87%
100%

2.5
90%
100%

µ±δ
73.6 ± 14.6
83.8 ± 23.0

Table 2.2: Average correct response rate (%) with respect to height difference (mm)

2.3.2

Phase 1: Discussion

Our data show that if the basilar artery is impinging on the membrane, deforming it by
at least 0.75mm, the stereopsis cue can allow the surgeon to avoid that area with 90%
confidence. In addition to stereopsis, other monocular cues may be present, and consequently can be used to further improve the accuracy. However, the rate of performance
in making use of monocular and stereo cues was shown to be subject-dependent. In
other words, subjects have the ability to make use of one cue or the other, according to
personal choice or perceptual capacity. In our experiment, however, the subjects were
never worse when using stereo and mono cues, as compared with monocular vision
alone; and in several cases, their acuity thresholds were improved significantly in the
presence of stereopsis. Overall, stereoendoscopy was shown to facilitate the detection
of critical structures (in the context of hydrocephalus patients), especially when the
anatomical cues are poor.
4

90% threshold was chosen as clinically acceptable by our collaborator expert neurosurgeon.
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Comparison Experiment

Correct responses (%)

JND

Stereo
Mono

Height difference (mm)

Figure 2.16: Correct Response Rate vs Height Difference

2.3.3

Phase 2: Results

Since the elevation above the basilar artery and clivus were offset randomly on the
screen to avoid predicting the target location, each position was normalized by subtracting the actual location from the offset amount for further analysis. As a result,
a histogram was produced across all trials, showing a distribution of target locations
on a normalized scale (Figure 2.17). These data illustrate a larger variance of target
distribution for novices. Despite such a large variance, however, novices performed
within a clinically acceptable range (µ = 97.6%, δ = 2.08%) as shown in Table 2.3.
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Subject
Expertise
Hitting target in a
safe zone (%)

1
high
100

2

3

4

5

100

100

100

98.6

6
7
low
98 97.3

8

9

10

11

µ±δ

96

96

96

94

97.8 ± 2.1

Table 2.3: Targeting performance (%) of novices/expert with the help of stereoscopic
view

Novice 10

Novice 9

Novice 8

Novice 7

Novice 6

Novice 5

Novice 4

Novice 3

Novice 2

Novice 1

Expert

Distribution of target locations

Figure 2.17: Novices show a larger variance of their targeting distributions compared
to an expert

2.3.4

Phase 2: Discussion

Our results from the previous phase showed the stereopsis cue can be an essential asset
to discriminate between two similar structures with different depth values. In phase
2, we implemented a paradigm whereby the location of stoma is selected based on
visual cues that are off-target with an undefined visual zone. Our results show that the
performance rate can be acceptably high (µ = 97.8%, δ = 2.11%) when individuals are
only provided with the stereopsis cue, and that the expert tends to be more accurate in
localizing a point as they demonstrate a significantly smaller standard deviation around
their chosen mean target location.
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General Discussion

There is no scientific consensus on the advantages of stereopsis in performing endoscopic procedures, and surgeons seem to perform endoscopic interventions remarkably
well in the absence of stereopsis. This, however, can be a result of multiple factors,
influencing the outcome. For instance, it is shown that depth perception is affected
more by the surgeons’ experience and anatomical knowledge rather than the method
of visualization [39, 40], and that with enough training, trainees can form a mental
image of anatomical structures and surgical instruments within the displayed environment, whether 2D or 3D. Therefore, it is not surprising that many studies have shown
novice trainees may benefit more from stereopsis than experienced surgeons who have
already developed mental and physical skills to operate under the 2D vision. In contrast, operating under the pseudo-3D vision provided by stereoendoscopes may initially
cause expert surgeons visual and mental fatigue, degrading their performance. Thus,
in order to make a fair comparison between mono- and stereoendoscopes, subjects,
whether experts or novices, should undergo a similar training for both modalities prior
to participating in experiments.
The second notion is the task performed. For most people, the visuomotor system
relies heavily on binocular cues, as opposed to monocular ones, to perform controlled
skilled reaching tasks5 [41]. In contrast, tasks that involve judging the relative size
depends upon our perception of the scene with both monocular and binocular cues
affecting the outcome [42]. This phenomenon can be explained by the differentiation
between perception and action observed in dorsal and ventral streams (refer to section
1.1.1 for more information). Furthermore, depending on the task, the operator’s hand
movements may appear rotated, mirrored, and amplified on a monitor that is placed in
the distant location, all of which would affect the performance [10].
Thirdly, depending on the clinical application and environmental variables, stere5

With an exception of people with ocular dominance
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opsis is only useful when existing depth cues are either insufficient or may lead to
visual misperception. When comparing monocular and stereoendoscopes, the optical
and environment properties need to be adjusted such that they mimic the actual scenario, assuring the validity of the results. For example, improper lighting conditions
may introduce shadows that can be perceived by the subject to estimate depth, underestimating the need for stereopsis.
Finally, stereoendoscopes can be combined with other approaches, tailored to the
patient and pathology [43] to maximize their safety. For the most part, the clinical role
of stereopsis has been overlooked due to successful adaptation of monocular endoscopes and technical limitations. We believe that with sufficient training and advances
in technology, stereopsis can be an asset to surgical endoscopy in cases where other
visual cues are impoverished and the surgical task can benefit from the 3D view. One
example of such is the robotic-assisted laparoscopy procedures in which the surgical
field is viewed under a 3D vision created by two optical channels. In the case of da
Vinci R robot for example, stereopsis is shown to significantly improve the accuracy
and reduce the operation time [44, 45, 46, 47].

2.4

Conclusion

The purpose of this study was to discover whether stereoendoscopy could improve
neurosurgical targeting in third ventriculostomy. The nature of ETV operations requires
surgeons to make the stoma precisely within a small area between the basilar artery
and clivus. To perform this critical task, accurate localization of the basilar artery and
clivus is necessary. We found that monocular endoscopes, although currently being
used in ETV interventions, provide inadequate information for precise targeting when
the floor of the third ventricle is thick and opaque. Stereoendoscopes, on the other
hand, can be very helpful since they allow surgeons to locate the target area based
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on the available depth information. Overall, this study demonstrates the capability of
stereoendoscopes in terms of improving the neuro-surgical targeting and so increasing
the patients’ safety in third ventriculostomy.

2.5

Limitations and Future Work

Surgical targeting involves both perception and action with continuous feedback and
feedforward mechanisms across them. Therefore, future work may involve conducting
experiments within a realistic environment that involves (i) displaying surgical instruments in order to investigate the role of perception (e.g., stereopsis) on action (e.g.,
physically targeting a region-of-interest) and (ii) ensuring that 3D glasses are worn for
a reasonable duration in order to examine the effect of visual fatigue on performance.
Nevertheless, conducting experiments within a laboratory environment with the use of
stationary stimuli and relatively low sample size prevent us from extending our results
beyond the scope of the proposed model.
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Chapter 3
Visual Enhancement of MRA Images to
Facilitate Planning of AVM
Interventions
This chapter is adapted from ‘Visual Enhancement of MR Angiography Images to Facilitate Planning of Arteriovenous Malformation Interventions’1 .

My contribution to this chapter involved (i) designing and conducting experiments, (ii) analyzing data, and (iii) writing manuscripts.

3.1
3.1.1

Introduction
Clinical Motivation: Arteriovenous Malformations

Arteriovenous malformations (AVMs) are vascular lesions in which blood flows directly
from the arterial to the venous system bypassing the normally interposed capillary bed.
1

Abhari, K., Baxter, J., Khan, A., Peters, T., de Ribaupierre, S., Eagleson, R. ”Visual Enhancement of
MR Angiography Images to Facilitate Planning of Arteriovenous Malformation Interventions”, Revised
and Resubmitted, Submission No. TAP-2014-0021.R1, ACM Transactions on Applied Perception, (2014)
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It is estimated that 300,000 Americans are affected by AVMs [1]. Symptoms of AVMs
include seizures and headaches, and have an associated 2-4% risk of hemorrhage per
year [2]. Treatment is multimodal involving a combination of one or more of the
following interventions: endovascular embolization, stereotactic radiation, and open
surgery [3] [4]. If surgical resection is chosen, preoperative planning is necessary to
localize the anomaly and understand relevant neurovascular anatomy through examination of the patient’s angiography images. These images are acquired preoperatively
by means of magnetic resonance angiography (MRA), computed tomography angiography (CTA), or cerebral angiography. Regardless of the method of acquisition, blood
vessels are visually distinct in angiographic images due to relatively high contrast between the vascular lumen and surrounding tissues.
The aim of surgical planning is to identify the optimal path and point of entry,
as well as to localize and differentiate the arteries from the veins in order to avoid
intraoperative hemorrhage. Planning can be very challenging because 30%-70% of
AVM patients harbor this anomaly in functional areas of their brain [5] limiting the
number of possible surgical paths and entry points. In addition, AVMs are vascular
abnormalities in which the arteries and veins are twisted together making differentiation and localization of vessels extremely difficult (Figure 3.1). Each case of AVM is
also unique making previous anatomical knowledge unreliable. Nevertheless, planning
AVM resection interventions, if performed by conventional means, can be a cognitively
challenging task because of the following shortcomings:
1. In the current standard of care, CT or MR angiography images are visualized either in a (2D) slice-by-slice or 3D volumetric fashion. In the former, interaction
involves scrolling through a sequence of 2D slices of preoperative scans presented
on the axial, sagittal, and coronal planes (Figure 3.2). This method of interaction can require significant cognitive effort, that is the engaged proportion of the
working memory, to form a mental 3D representation of the brain, the lesion,
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Figure 3.1: AVM manifests itself as a tangled mass of blood vessels

and surrounding eloquent structures, and to locate, identify, and follow certain
vessels from one slice to another. Furthermore, these methods do not allow for
the visualization of different brain structures within the same plane or exploring
them from an arbitrary point of view, making a proper risk assessment difficult.
Even though interacting with 3D volumetric images is more intuitive, the method
of rendering is a determining factor in successful planning (this is discussed in
details in section 3.2.1).

2. The center of AVM malformations - commonly referred to as the nidus - usually manifests itself as a cluttered mass of blood vessels (Figure 3.1), which can
increase the time and error rate for judging the relative depth and spatial relationship between the vascular structures [6].

With the goal of facilitating AVM preoperative planning, we introduce a number
of computer graphics techniques to address the aforementioned perceptual issues, and
then discuss how we can evaluate these techniques using pyschophysical tests.
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Figure 3.2: Conventional representation of MRA images on axial, sagittal, and coronal
planes

3.1.2

Background

Related Work

The manner by which vascular structures are visualized in angiographic images is a
critical factor in the success of an AVM intervention, and is thus an emerging area of
research. Bullitt et al., for instance, developed an application to visualize the angioarchitecture of AVM lesions [7]. In their study, vascular trees are segmented by placing
seed points to initiate extraction, and then colour-coded by incorporating information
about their parent-child relationships. Weiler et al. have proposed a processing pipeline
whereby feeding arteries and draining veins are detected and colour-coded by acquiring and processing a combination of MR images [8]. Chen et al. made use of computed
tomography digital subtraction angiography and 3D X-ray angiography to detect and
label arteries and veins using level-set flow propagation, and then decluttering the
nidus using the topological distance between vessels [9]. These studies, although beneficial, may not be always practical or cost-effective for routine clinical settings. For
example, robust vascular segmentation may require extensive time and user effort. Relying on certain imaging modalities - such as MR Venography - to detect and extract
structures could be inaccurate in that it may ambiguously or incorrectly label a vessel

C HAPTER 3. V ISUAL E NHANCEMENT OF MRA I MAGES TO FACILITATE P LANNING OF AVM I NTERVENTIONS 69

[9]. Furthermore, non contrast-enhanced MRA images are often preferred over modalities that involve ionizing radiation (e.g. 3D X-ray and CTA) or injection of contrast
media (e.g. CE-MRA and cerebral angiography). For these reasons, computer graphics techniques have been proposed to improve the perception of relative depth among
vascular branches. Ropinski et al. enhanced depth perception in cerebral angiography
images by introducing colour, depth of field, and contours [10] . They also explored
the effect of enhancing contours with the thickness varying inversely to the distance
from the viewer. Their study indicated that the overall performance (accuracy, time,
and subjective feedback) was improved when colour and depth of field were used. The
lowest user error, however, was achieved when edges were highlighted with constant
thickness value. Joshi et al. made use of halos, distance colour blending, and tone
shading to enhance the perception of depth in volumetric images of vascular structures
[11]. According to their evaluation study, distance colour blending was preferred by
experts over other techniques. In [12], a number of non-photorealistic algorithms such
as hatching and distance-encoded shadows were used to encode depth information in
isosurface vascular structures. Their proposed technique has been embedded into an
augmented reality environment for use in liver surgery [13]. Their method, however, is
only applicable to segmented structures. Kersten-Oertel et al. performed an extensive
evaluation study in which the effect of certain visual cues (stereo, local occlusion via
depiction of edges, aerial perspective, kinetic depth, and pseudo-Chromadepth2 ) on establishing the relative depth between different vessels was explored [14]. According to
their results, both novices and experts performed significantly better when the pseudochromadepth and fog cues were presented. Edge enhancement resulted in improved
performance in case of experts only. In contrast, stereoscopic and kinetic depth cues
did not yield good results, neither in time nor in correctness. In this work, human studies are conducted to investigate the role of contours and stereopsis, and their possible
2

Chromadepth is a stereoscopic effect generated by prismatic filters separating the image into the
visible spectrum. Pseudo-Chromadepth is Chromadepth with limited visible light spectrum [14].
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interaction, in the perception of connectivity and relative depth of vascular structures in
non contrast-enhanced MRA (NC-MRA, Time-of-Flight imagery) images.

Perceptual Factors

Contours: Early stages of visual perception involve unconscious, rapid accumulation
of information (200 msec - 250 msec [15]) provided by pre-attentive features. These
features are detected in parallel [16] and used by our brain to direct attention and to
focus top-down visual processes [17]. Pre-attentive features are often classified into
four categories: colour, movement, spatial localization, and form [18]. Recognizing
forms - that include dots, lines, shapes, and contours - is the basis of object recognition. Contours, in particular, help us recognize shape, orientation, and relative depth,
especially when other visual cues are impoverished. Locations in the image where
one contour occludes another are evident as line terminators and edge-based features,
providing powerful cues to relative depth. This information is then integrated with
other information concerning motion, colour, and depth which is then matched with
structural descriptions in memory.
Recognizing objects within a visually cluttered scene is a difficult task. Clutter in
3D leads to visual occlusion which degrades perceptual performance [19], particularly
when little or no visual contrast exists between objects. One such example is identifying
vessels-of-interest within a cluttered nidus. Nevertheless, similar studies have shown
that if attention is directed to certain parts of an object, particularly when it is partially
occluded, other parts of the same object also benefit from such attentional directedness
[20]. In the case of AVMs, contour enhancement may therefore not only accentuate
pre-attentive perception, but also direct the attention to certain parts of the nidus,
facilitating top-down perception of the nidus itself.
While many medical image visualization studies have explored the use of computer
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graphics techniques to improve the realism of tissue representation [21][22][23][14],
the effect of non-photorealistic techniques to enhance visual features such as contours
in the quality of diagnosis or intervention is still an open question.

Stereopsis: Depth perception involves consolidation of different monocular and binocular cues to form a three-dimensional representation of the world from the two-dimensional
images projected onto the retina. Binocular cues such as stereopsis provide information
about depth when a scene is observed with both eyes. Stereopsis is the process of inferring depth from two adjacent views of the world projected onto the left and right
retinas with horizontal difference between these two retinal images, known as binocular disparity, being employed by disparity-tuned cells in several cortical visual areas to
infer depth. Stereopsis is an important visual cue for depth perception, but only over
short distances [24]. Stereoacuity is the sensitivity of stereopsis in representing small
disparity differences. Luminance, spatial frequency, observation time, and contours
among others can influence stereoacuity.
Despite the fact that stereopsis has been studied extensively in the literature (e.g.
[25], [26]), the effect of contours and stereopsis both individually and in combination
on the perception of medical images has not yet received enough attention from the
medical image visualization community.

3.1.3

Hypothesis and Objectives

We believe that planning AVM interventions can be significantly improved by rendering
vascular structures in 3D while enhancing their surrounding contours. We hypothesize
that enhancing contours in particular enables users to trace the encompassed vascular
structures with higher accuracy and efficiency, and capture relative spatial relationship
between different vascular structures and between vascular structures and adjacent
anatomical regions.
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The objective of this study is to explore the role of contours and stereopsis in
perceiving the connectivity and relative depth of vascular structures in non contrastenhanced MRA (NC-MRA - Time-of-Flight imagery). We deliberately chose NC-MRA
images due its safety, wider availability, and lower vascular visibility compared to
contrast-enhanced MRA, cerebral angiography, or CTA images. NC-MRA is often used
when patient safety is concerned as it is non-invasive and does not involve ionizing
radiation or injection of contrast media.
In this study, a combination of volume rendering (section 3.2.1) and a non photorealistic shading model (section 3.2.1) is proposed to visualize and enhance vascular
structures. Quantitative (sections 3.3.1 & 3.3.1) and qualitative experiments are conducted to explore and examine our hypothesis.

3.1.4

Contributions

Our main contributions can be summarized as follows:
1. Non-photorealistic shading techniques are often developed for isosurfaces. In
this study we extended a non-photorealistic algorithm, commonly known as celshading 3.2.1, to enhance the contours of volumetric images routinely acquired
in medical applications;
2. Most related studies involve imaging modalities that provide very good contrast
often at the cost of patient safety due to radiation. In this study, we made use of
non contrast-enhanced MRA images with relatively low image contrast, and yet
were able to show the significance of perceptual enhancement on performance;
and
3. Most related studies have investigated the effect of contours on depth perception.
In this work, we also explored the role of contours in the perception of continuity
of vessels in clinical images.
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3.2
3.2.1

Materials and Methods
Visualization of Vascular Structures

Direct volume rendering vs. Maximum Intensity Projection
Volume rendering involves the rendering of serially acquired 2-dimensional slices of
medical datasets in a 3-dimensional space. One simple form of volume rendering,
Maximum Intensity Projection (MIP), is commonly used for visualizing blood vessels in
angiographic images. MIP has been employed for more than two decades taking advantage of its similarity to X-ray angiography, simplicity, and fast processing speed. In MIP,
virtual rays are cast from the camera’s viewpoint, but only the voxels with the highest
intensity along rays are projected onto the 2D viewing plane [27], which in turn, results in a set of 2D images where blood vessels are visibly represented. One immediate
drawback of MIP is that the 3D relationships between vessels are not preserved due
to the rendering process and lack of shading [28]. For instance, in MIP images where
veins and arteries are both depicted, the location of veins may appear more posterior
than their actual anatomical location because of their lower intensity [28].
Unlike MIP, Direct Volume Rendering (DVR) using ray casting relies on the efficient
computation of a compositing integral for each pixel in the output image [29] [30]. In
this technique - similar to MIP - rays are cast outward from the viewing plane into the
virtual space. The rendering equation combines colour and opacity information along
a series of sample points spaced along the rays. Information about the colour/opacity
is stored in a transfer function (TF), indexed by local information. The most common
transfer functions are one-dimensional and use only intensity information from the image as the index. Two-dimensional transfer functions (2D-TF) employ both intensity
and its gradient magnitude as a pair of indices for more complex rendering. The application of 2D-TFs in reducing the ambiguity and conveying subtle surface properties
has been illustrated in the literature [21]. The result of the rendering equation is the
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projection of the 3D volume on the screen.
Using DVR to render angiography images, clinicians can visualize blood vessels individually, prevent misdiagnosis [28], preserve the spatial relationship between different
anatomies and structures, observe overlaying structures within the same visual plane,
and avoid the time-consuming segmentation needed for surface rendering. Despite
this, DVR is not yet recognized as a standard visualization approach for many medical applications. This could be because adjusting TFs can be cumbersome with results
varying considerably from user to user, and processing large volumetric datasets can be
computationally costly. Nevertheless, improvements in GPU programming have made it
possible to render large volumes in real-time, and the preference of MIP over DVR is becoming questionable, particularly in neuroclinical interventions where understanding
the relative relationship among intracranial vessels (e.g. AVM, Vein of Galen malformation), or between vessels and other brain structures (e.g. vascularized tumours) is
crucial.

Cel-shading
Cel-shading (also known as toon-shading) is a non-photorealistic technique that involves
highlighting contour lines with darker segments to emphasize edges. In this technique,
rays are cast from the camera’s viewpoint to sample data points within the volume
of interest. Among these rays, the depth (or Z-value) of the last salient voxels are
recorded. An edge is then defined where the difference in depth between a data point
and its neighbors is greater than a certain threshold set by the user. In other words,
the contours of volumetric objects are defined at discontinuities in the depth buffer
(or the Z-buffer) as viewed by the camera (Figure 3.3). In this study, a sigmoid shape
function is employed to control the highlighted discontinuity. In addition to delineating
contours, increasing the distance between two objects - i.e. the relative depth between
them - introduces more emphasis around the edge separating the two.
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The use of DVR to visualize different tissue structures inside a translucent context,
such as vascular structures inside the brain, often creates a foggy cloud around opaque
objects disrupting the view. Since our algorithm for contour enhancement is not solely
sensitive to ray penetration but rather to discontinuities of the Z-buffer, contour delineation provides a very strong cue to the connectivity and local structure of opaque
models inside cloudy areas.

Gradient Shading
Throughout this chapter, the term cel-shading refers to the use of the Z-buffer based algorithm for enhancing contours, and so cel-shading darkness and contour enhancement
are interchangeable. Cel-shading, in a broader context, involves a non-photorealistic
illumination-reflection model that is not employed in this study. Instead, the illuminationreflection is computed as a function of normalized gradient vectors, and referred as
gradient-shading throughout this paper. In this method, gradient vectors are used to
approximate the surface normals in volumetric data. The overall intensity of each
voxel is then calculated by a combination of a gradient model and the opacity value
derived from the 2D-TFs. The relative computational efficiency of this approach makes
the proposed visualization suitable for real-time applications.
An example of the gradient- and cel-shading models are shown in Figure 3.4.

3.3
3.3.1

Evaluation Studies
Experiment Design

Continuity: A Perceptual Study

The objective of this study was to investigate the role of contour enhancement on the

Material A

Material B
Material C
Translucent

Z-value

Discontinuity of Z-value greater than set threshold
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Opaque object
Figure 3.3: Top: Z-buffer edge enhancement is based on the discontinuities of the
Z-value, relative to the viewer; Bottom: Opaque objects can be visualized if they are
placed within translucent materials
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Figure 3.4: Different shading models: (a) no shading, (b) gradient-shading only, (c)
cel-shading only, and (d) gradient and cel-shading combined.
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perception of vessel continuity in NC-MRA images. Experiments involved 180 trials per
subject in which subjects (3 female/7 male graduate students) were presented with
a randomized series of stimuli, displayed on an LCD monitor3 . Stimuli consisted of
30 stationary snapshots of volume-rendered NC-MRA images with and without celshading applied, generating 60 stimuli per subject. An expert neurosurgeon designed
the 2D-TF and chose the angle and the field of view to reproduce the view typically seen
in clinical practices. During the experiments, participants were asked to report whether
or not two vessels (or two parts of one vessel) were connected, which were indicated by
two colour-coded circles (Figure 3.5). Individuals were also asked to respond as quickly
and accurately as possible while their responses and response times were recorded for
further analysis. The images were systematically placed in sequence such that the
effects of learning and fatigue did not provide an advantage or disadvantage to either
case. The true connections between the target vessels were determined by exploring
the 3D volume-rendered MRA images and confirmed by a neurosurgeon who examined
the data by exploring the 2D NC-MRA scans. At the end of each experiment, subjects
were also asked to provide us with their subjective assessments. Furthermore, each
individual performed the test only once.

Depth: A Psychophysical Study

The objectives of this study were to determine:
1. Whether stereopsis facilitates the perception of relative depth in the context of
blood vessels;
2. Whether contour enhancement facilitates the perception of connectivity and relative depth in the context of blood vessels;
3

24” LG Flatron W2442PA with the resolution of 1920 × 1080
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Figure 3.5: Circles indicate the vessel(s)-of-interest. In this example, edges are
emphasized and target vessels are connected
3. The optimal combination of disparity and cel-shading salience to achieve improved performance, which can then be used in our cel-shading model to optimize for contour perception.
In our experiments, novice subjects (3 female/6 male graduate students) were
asked to sit comfortably in front of a 3D display4 and perform a task as quickly and
accurately as possible. A training session was conducted at the beginning of each experiment to familiarize participants with the environment and their assigned task. The
experiments consisted of a number of sequential trials (n= 336 per subject) in which
a fixation cross was presented for 500 ms followed by a stimulus composed of two
vertical pairs of cylindrical bars parallel to each other (Figure 3.7 - left). The fixation
cross maintains the attention to the middle of screen avoiding eye movements that can
potentially increase reaction time and/or confound the effects of attentive vision.
The experimental design involved a discrimination task based on the two-alternative
forced-choice (2AFC) paradigm. In this paradigm, a pair of stimuli consisting of a target and a lure are presented in every trial. The observer’s task is to report the stimulus
4

54.6” Samsung 8000 series 3D LED TV with active shutter glasses and the resolution of 1920 × 1080;
stereopsis with vertical interlaced was used, generating left/right images with the resolution 960 × 1080.
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that contains the target. Unlike yes-no paradigms where subjects must report the presence or absence of a stimulus, forced-choice experiments are shown to be independent
of the observers’ subjective report of their personal perception [31]. Based on this
paradigm, the task was defined as judging the relative depth between the two pairs of
cylindrical bars (Figures 3.6 and 3.7) with the help of apparent visual cues, specifically
stereopsis and occlusion. The target was defined as the pair with larger relative depth.
Placing the bars at three different locations (near, middle, or far) relative to the camera
created three different levels of disparity, and therefore stereopsis (distance from the
cameras: 118, 342, and 566 cm respectively). This range of disparity was determined
by an expert to be clinically relevant. In addition to stereopsis, contour darkness5 was
also alternated from one trial to the next generating contours with 3 different levels of
enhancement: (i) no enhancement, (ii) full enhancement at which the amount of brightness of voxels around the edge was set to 0, making them appear fully dark, and (iii)
medium enhancement at which the amount of brightness of voxels around the edge was
set to 50% of their brightness value. Following such protocol resulted in 12 different
conditions of different degrees of stereopsis and contour darkness (Table 3.1).
The presentation of these stimuli was varied to counterbalance within-subjects factors such as learning and fatigue. This was accomplished by dividing subjects into two
groups; within each group, the experiment comprised six different blocks; and in each
block, stimuli were presented with different amount of stereopsis and/or darkness:

1st group : darkness * stereo * stereo & darkness * stereo & darkness * stereo *
darkness
2nd group : stereo * darkness * stereo & darkness * stereo & darkness * darkness *
stereo

5

In this chapter, darkness refers to the opposite of brightness, that is absence of light
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Figure 3.6: An example of stimuli with stereopsis (interlaced) enabled and contours
enhanced.
Although the presentation of stimuli were randomized within each block, fully randomizing the sequence of blocks was avoided to mitigate for learning effect that might
have occurred in trials where both visual cues existed. For analysis purposes, each trial
was tagged according the relative depth between the cylinders.
In order to avoid vertical parallax and produce geometrically-correct views, images
were rendered using perspective projection and stereo pairs were generated using offaxis method (as opposed to toe-in). However, perspective projections may result in
perspective cue, biasing the results. To avoid this, half of the stimuli involved larger
bars in the background, making relative size a misleading cue and so producing not
more than 50% success if chosen randomly (Figure 3.8).

3.4
3.4.1

Results and Discussion
Continuity Experiment

Among the 10 subjects, 9 performed better when presented with contour enhanced
images. The success rate, that is the overall score of correctly connecting the target
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Figure 3.7: Left: Schematic presentation of stimuli (observers point of view); Right:
The relative depth between near and far vertical bars (side view)

Figure 3.8: The bars in the background were generated larger in size compared to
those in the foreground to avoid reliance on relative size as a visual cue
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Disparity (Distance to Camera)
Darkness (Cel-shaded)
None (0×max.)
Medium (.5×max.)
Full (1×max.)

0 (None) 1.85o (Near) 1.80o (Middle)
1
2
3
5
6
7
9
10
11

1.69o (Far)
4
8
12

Table 3.1: 12 different conditions of different degrees of stereoscopic disparity and
cel-shaded darkness

points, was improved by 8.4% in contour-enhanced trials compared to non-enhanced
trials (µ ± δ = 84% ± 34.4% (enhanced) vs. 75.6% ± 41.7% (non-enhanced); p = 0.02
(paired t-test), Cohen’s d [32] = 0.87 , Statistical power = 0.89, Figure 3.9). The
overall response times (RT) were reduced significantly in enhanced trials (µ ± δ =
11.1 ± 7.2 sec (enhanced) vs. 13.4 ± 9.5 sec (non-enhanced); p = 0.04 (paired t-test),
Figure 3.10). Conducting a Hotelling t-squared test showed the results were indeed
significant considering both accuracy and RT as dependent measures of performance
(p = 0.01, Hotelling t-squared = 8.85).
The level of difficulty in detecting the target from background events can be measured as the proportion of targets that are correctly identified as such (i.e. (hits) /
(hits+miss)), that is the sensitivity of the system. Sensitivity is therefore the degree
of separation between targets and background events, or as described in the signal
detection theory, between signal and noise. According to the signal detection theory,
the sensitivity index - commonly referred to as d0 - is a measure of correlation between
the level of task difficulty and the distance between signal and noise distributions. In
experiments with yes-no paradigm, d0 provides a standard measure of performance as:
d0 = (Zhitrate − ZFArate ), where ZP (p ∈ [0 1]) is the inverse of the cumulative distribution function. Naturally, higher d0 values denote improved perceptual performance in
detecting signal among noise. In our experiments, the difficulty of locating and connecting target vessels can be estimated by comparing the sensitivity, or d0 , of enhanced
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Figure 3.9: The subjects’ response time (sec) with and without contour enhancement

Figure 3.10: The subjects’ accuracy (%) with and without contour enhancement
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trials (d0 = (Zhitrate − ZFArate ) = 0.08 − (−0.96) = 1.04) with the d0 of non-enhanced trials
(d0 = (Zhitrate − ZFArate ) = 0.04 − (−0.56) = 0.6). A standard interpretation is that d0 values
greater than 1 reflect good recognition performance and values less than 1 represents
low hit/FA ratio (d0 at chance is always zero) [33, 34]. Thus, our results indicate better
discrimination performance in enhanced trials compared to non-enhanced ones.
In addition to our objective measures, post-experiment interviews were conducted
in which participants collectively agreed that tracing vessels was easier in the presence
of contour enhancement.

3.4.2

Depth Perception Experiment

The subjects’ overall performance and reaction time (RT) are shown in Table 3.2 and
Figure 3.11. Our results illustrate the importance of including stereo and cel-shading
contour enhancement for increasing the accuracy and/or lowering the RT for the range
of difficulty of tasks. A significant increase in the overall accuracy (from 56% to 95.8%)
coupled with a decrease in overall RT (from 4 sec to 2 sec) was observed when one
moves from trials with no contour enhancement & no stereo to those with full enhancement & high disparity. Interestingly, in contrast to cel-shading darkness, stereo alone
was found to have little to no significant effect on performance, particularly when the
task is relatively difficult (Figure 3.11). This could be because visual cues of occlusion
and luminance are strengthened when contours are enhanced, which in turn, provide
a strong clue about the relative location of the cylindrical tubes even in the absence
other cues; whereas stereopsis alone may not provide much information about the
depth when the visual scene is featureless. In fact, the benefits of stereopsis have been
shown to be task dependent [35] [36] [37]. In [14], for instance, stereopsis was shown
to have no benefit in perceiving relative depth. In addition, subjects were informed that
the level of cel-shading darkness corresponded to depth (section 3.2.1), and therefore
could be used as an additional clue.
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Although this pattern of improvement was repeated by further increasing the disparity or darkness, such increments did not always result in significantly improved outcome. For example, increasing the amount of darkness from medium to full or enabling
stereopsis for objects with the lowest level of disparity did not produce statistically significant results (paccuracy = 0.4 > 0.05 and pRT = 0.27 > 0.05). In addition, full darkness
around the contours might not be always desirable particularly in the presence of noisy
data. Hence, improved performance can be achieved by providing cel-shading darkness
just high enough to perceive the edge around the vascular structures but low enough
to prevent exaggerating noise.
The results of our statistical tests under 12 possible combinations of stereopsis and
contour enhancement (Table 3.1) are shown in Table 3.3 and Table 3.4). To control
the type I error, Bonferroni correction was applied: let the significance threshold for
each test be p = 0.05; then a stricter p-value based on Bonferroni correction would be:
β = 0.05/9 ≈ 0.005.
Level of darkness (Cel-shaded)
Disparity (Distance to Camera)

0 (None)

0.5 (Medium)

1 (Full)

RT (sec)

Acc. (%)

RT (sec)

Acc. (%)

RT (sec)

Acc. (%)

None

4.0±2.9

56.0±3.5

2.1±1.1

86.1±21.1

2.3±1.4

89.8±19.2

Low (566cm)

3.0±2.2

55.9±8.9

2.3±1.6

84.7±18.2

2.3±2.0

84.7±19.3

Middle (324cm)

3.1±2.1

67.3±10.2

2.7±2.4

91.6±11.7

2.1±1.5

90.9±17.9

High (118cm)

2.8±1.3

86.8±9.3

2.4±1.5

95.1±10.2

2.0±1.0

95.8±5.4

Table 3.2: Overall level of performance (RT and Accuracy) (µ±std)

3.4.3

Qualitative Feedback

In addition to aforementioned experiments, a neurosurgery consultant with experience
in assessing vascular malformations was asked to provide us with qualitative assessment after planning an AVM intervention with the use of our software and a 3D dis-

Perfromance (%)
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Figure 3.11: Mean accuracy (%) and mean RT (sec) (Refer to Table 3.2 for details)
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p-value
Level of Darkness (Cel-shaded)
RT
Accuracy
between 0 (None) & 0.5 (Medium) <0.005 <0.005
between 1 (None) & 0.5 (Full)
<0.005 <0.005
between 0.5 (Medium) & 1 (Full) 0.11
0.49
Table 3.3: Paired t-test comparison between subjects performance and RT under the
possible combinations of contour enhancement

p-value
Disparity (Distance to Camera)
between 0 (NoS tereo) & 1.69 (S tereo, Far)
between 0 (NoS tereo) & 1.80 (S tereo, Middle)
between 0 (NoS tereo) & 1.85 (S tereo, Near)
between 1.80 (S tereo, Middle) & 1.69 (S tereo, Far)
between 1.85 (S tereo, Near) & 1.69 (S tereo, Far)
between 1.85 (S tereo, Near) & 1.80 (S tereo, Middle)

RT
0.27
0.5
0.17
0.54
0.61
0.34

Accuracy
0.4
0.02
<0.005
<0.005
<0.005
<0.005

Table 3.4: Paired t-test comparison between subject performance and RT under the
possible combinations of stereopsis

play6 . Using the software, the expert could generate a volumetric representation of
patient-specific data using 2D-TFs (Figure 3.12), adjust the shading models (Figures
3.13 and 3.4), and enable or disable the stereo view. Accordingly, as compared with
the current standard-of-care, our interface was found more intuitive to:

1. locate the lesion of the nidus when stereo was enabled and the gradient-shading
was applied;

2. perceive the continuity of the veins and arteries when stereo was enabled and
both the gradient-shading and cel-shading were applied.
6

19” autostereoscopic TFT LCD with the resolution of 1280 × 1024; In this display, left/right images
are reversible and can be displayed in full resolution.
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(a)

(b)

(c)

(d)

Figure 3.12: To generate a 2D-TF (a) a gradient-intensity histogram is generated
automatically (top-left); (b, c) Different regions on the gradient-intensity histogram
correspond to different tissue types (e.g., skin, vessels); (d) Users are equipped with
tools to subjectively specify the region-of-interest on the histogram and set the
colour/opacity accordingly.

Increasing the salience of cel-shading (> 50% of its maximum darkness), however,
emphasized noise resulting in an undesirable outcome. Interestingly, such an increment in the amount of darkness was shown in section 3.4.2 to offer no significant
performance benefit. It was also observed that defining the transfer function was a
somewhat tedious task. Nevertheless, the expert surgeon recognized the novelty of
contour enhancement and the advantage of using the aforementioned shading models
coupled with stereopsis over conventional approaches for planning of AVM interventions.
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Figure 3.13: An AVM dataset before (left) and after (right) applying gradient shading
and contour enhancement, augmenting the context of the volumetric visualization.
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3.5

Conclusion

In current surgical practice, medical images play a fundamental role in the success or
failure of an intervention with a significant impact on the patient outcome. To this
effect, visualization is an important factor in preventing surgical errors and assisting
surgeons with less experience in interpreting images with minimal effort. In fact, poor
representation of medical images may lead to misperception and misdiagnosis, causing
a large number of surgical accidents [38]. This notion is not limited to the operating
room and can occur anywhere in the interventional workflow, from preoperative planning to postoperative assessment. In the case of AVM interventions, planning often
involves the investigation of NC-MRA images in a series of axial-coronal-sagittal views
to identify vessels-of-interest and their interspatial relationships. This task has been
shown to be perceptually challenging, particularly for novice observers. To this end,
we used techniques in computer graphics such as volume rendering and cel-shading to
explicitly facilitate perception of vascular structures. Our results can be summarized
with the following observations:

1. Enhancing contours results in improved understanding of connectivity relationships between different parts of a vascular structure;
2. Stereopsis and contour enhancement both facilitate relative depth perception;
3. Enhancing contours improves the perception of stereo. However, more enhancement may not always yield improved outcomes, and might even result in poorer
performance in the case of noisy data.

In AVM interventions, such an improvement can potentially facilitate the process of
planning and improve surgical outcomes by preventing perceptual errors and mitigating mental effort in the examination and exploration of preoperative images.
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3.5.1

Limitations and Future Work

One major limitation of this study is that depth cues such as motion parallax, relative
size, and aerial perspective were controlled out for purposes of scope. These cues can
be enhanced or incorporated into visualization pipeline along with stereopsis and occlusion. Furthermore, although transfer functions are often predefined and immutable,
the selection thereof plays a distinct role in visualization of medical images. Defining
transfer functions, particularly for visualizing MR images, is a well-known challenge,
but out of scope of this study. Other sources of limitations were small number of participants and lack of observation and characterization of learning effects. As future work,
we would like to extend this work by using more clinically relevant stimuli, investigating the effect of depth cues other than contours and stereopsis on the perception of
vascular structures, and expanding our subject population size to include both novices
and expert neurosurgeons/neurologists.
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Chapter 4
Training for Planning Tumour
Resection: Augmented Reality and
Human Factors
This chapter is adapted from ‘Training for Planning Tumour Resection: Augmented Reality and
Human Factors’1 , ‘Use of a Mixed-Reality System to Improve the Planning of Brain Tumour Resections: Preliminary Results’2 , and ‘The Role of Augmented Reality in Training the Planning of Brain
Tumor Resection’3 .

My contribution to this chapter involved (i) developing the AR/VR system, (ii) designing and
conducting experiments, (iii) analyzing data, and (iv) writing manuscripts.
1
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”Training for Planning Tumour Resection: Augmented Reality and Human Factors”, Revised and Resubmitted, Submission No. TBME-00725-2014, IEEE Transactions on Biomedical Engineering, (2014)
2
Abhari, K., Baxter, J., Chen, E., Khan, A., Wedlake, C., Peters, T., de Ribaupierre, S., Eagleson,
R. ”Use of a Mixed-Reality System to Improve the Planning of Brain Tumour Resections: Preliminary
Results” Lecture Notes in Computer Science, Augmented Environments for Computer-Assisted Interventions, Springer Berlin Heidelberg, 7815: 55-66, (2013)
3
Abhari, K., Baxter, J., Chen, E., Khan, A., Wedlake, C., Peters, T., de Ribaupierre, S., Eagleson,
R. ”The Role of Augmented Reality in Training the Planning of Brain Tumor Resection” Lecture Notes
in Computer Science, Augmented Reality Environments for Medical Imaging and Computer-Assisted
Interventions, Springer Berlin Heidelberg, 8090: 241-248, (2013)
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4.1
4.1.1

Introduction
Clinical Motivation

In 2013 alone, 26,000 North Americans were diagnosed with brain cancer, resulting in
16,000 deaths [1, 2]. It is estimated that 680,000 Americans are affected by some form
of primary brain or central nervous system tumours (20% of which are malignant) [3].
The five-year relative survival rate of brain cancer is only 25%∼35%, making it one
of the least survivable types of cancer in North America [1, 2]. Effective treatment
is therefore necessary to prevent complications which can develop with brain cancer,
ranging from loss of vision and speech to paralysis and death.
Among the different courses of treatment, surgical removal of the tumour is often
recommended with the resection constrained to preserve the brain’s healthy tissues and
functional status. Surgery is also indicated to perform a biopsy or implant a radiation
source or chemotherapeutic agent [4]. Furthermore, total removal of the tumour by
surgery may be the only option in the case of many benign tumours [4]. The success
of these interventions greatly depends on the accuracy of planning and navigating to
the target tumour. The goal of preoperative planning is to reduce intra- and postoperative complications by minimizing damage to healthy tissues and eloquent brain
structures, particularly in the case of deep-seated tumours where planning is more
critical. This is often accomplished by determining the optimal point of entry, the extent
of the craniotomy, and the surgical pathways through which to advance instruments for
debulking and removing the tumour.
Traditionally, in the absence of any three-dimensional imaging to guide them, neurosurgeons learned to form a mental representation of the brain to understand the spatial relationship between the lesion and surrounding structures and landmarks. This
representation is built up from their prior anatomical knowledge and experience while
scrolling through a sequence of 2D orthogonal slices (Figure 4.1-a), or through inter-
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action with 3D images of preoperative magnetic resonance (MR) or computed tomography (CT) scans presented on a computer display (Figure 4.1-c). The ease of use of
such perceptual environments - as will be discussed in the following section - is heavily
influenced by their mode of visualization and interaction. This is even more true in the
case of junior residents, whose more limited experience affects their ability to quickly
perform spatial reasoning. In the current standard of care, residents gradually acquire
these skills over several years throughout their residency by observing expert neurosurgeons planning their approach. Meanwhile, they rely heavily on neuronavigation
systems, which may help them decide the surgical approach, but are not designed to
improve their spatial reasoning abilities.

4.1.2

Background

Interaction within an environment, from determining the position of the cursor on the
screen to controlling an aircraft, involves movement in some coordinate space that
can be estimated relative to a frame of reference. The choice of this frame is taskdependent and can be relative to the entity of interest (object frame), the self (egocentric frame), the environment (allocentric or environment frame), or a display (display
frame) [5, 6]. To interact with the system, one must first establish a frame of reference,
and then perform a series of mental transformations. These transformations correspond
to mentally rotating, translating, or scaling an entity to transform its spatial location
and orientation from one frame of reference to another. For example, consider the situation in which a surgeon (egocentric frame) is navigating a surgical tool (object frame)
by observing the endoscopic video projected on a display (display frame) inside an operating room (environment frame). Accordingly, the surgeon is required to perceive,
reason, and act in a way that accommodates the transformation of information from
the display to the frame of reference of the patient. Performing these transformations
requires mental resources that may cause cognitive overload and reduce performance if
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the capacity of the working memory is exceeded [7]. In the realm of neurosurgery, the
choice of display (and its underlying methods of visualization and interaction) is perhaps one of the most important, yet under-appreciated, factors in task performance.
This is of particular importance in neurosurgical planning, in which the entire process
can vary significantly depending on the modes of visualization and interaction. Conventionally, planning is performed by scrolling through 2D orthogonal slices (2D), or
interacting with 2D crossed-planes (XP) or 3D volume or surface rendered images (3D)
[8] (Figure 4.1-a:c).
In addition to these conventional approaches, our study explores the possibility of
using a mixed virtual-reality (VR) and augmented-reality (AR) environment in surgical planning of tumour resection interventions, with a particular focus on AR. Unlike
VR where the entire scene is computationally generated, AR is often described as an
environment in which the view of the real world is enhanced by overlaying computergenerated information. One such approach is purposed to complement the available
information with computer generated images, providing a rich view of the operative
field and so facilitating the performance of a surgical task. An example of an AR environment is illustrated in Figure 4.1-d. AR is sometimes referred as mixed-reality, a
concept described and popularized by Milgram et al. [9]. In their proposed realityvirtuality continuum (Figure 4.2), the mixed-reality spans from environments in which
the virtual information augments the real view (AR) to those where real information
augments the virtual scene (augmented-virtuality or AV).

4.1.3

Related Work

Since the introduction of immersive environments in 1957 [10], a body of work has
been devoted to the development of virtual- and augmented-reality environments for
surgical training, planning, and navigation (refer to [11, 12, 13, 14, 15] for more comprehensive reviews). In the realm of neurosurgery, a number of AR simulators have
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(a)

(b)

(c)

(d)

Figure 4.1: Planning environments: a) 2D views of axial/coronal/sagittal slices, b)
crossed-plane (XP) representation of 2D slices, c) 3D volume rendering, d) Overlay of
virtual images on the real video in an augmented-reality (AR) environment
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Mixed reality

Virtual reality

Augmented virtuality

Augmented reality

Real environment

Figure 4.2: the reality-virtuality continuum proposed by Milgram et al. [9]

been developed to allow surgeons to plan and rehearse a surgical approach prior to
the actual operation, with the VR-workbench [16], DextroscopeTM [17], and ImmersiveTouch R [18] platforms being a few examples. In these simulators, the user must wear
a pair of active stereo glasses while holding a set of controllers positioned beneath a
half-silvered mirror. By doing so, it is then possible to visualize and manipulate patient
volumetric images simultaneously where the visual and haptic environments are registered. A similar concept was employed by Fichtinger et al. [19] to facilitate the needle
insertion in a head phantom inside the CT scanner. Although these systems provide
a safe training and planning environment, user interaction is limited due to restricted
working space, small field of view, and sometimes absence of head tracking. A more
natural method of interaction was proposed by Hinckley et al. [20], which involved
holding a miniature size head mannequin in one hand and a plastic plate in the other
hand to virtually slice-open the volumetric representation of patient data presented
on a computer display. Although more intuitive, the interaction appeared unnatural
whenever the operator’s perspective and the virtual slice were misaligned.
AR also has been shown to facilitate intra-operative navigation in minimally-invasive
neurosurgery. In [21], for instance, preoperative images of brain landmarks and critical structures were superimposed on a live video stream of the patient’s head (or the
surgical site in [22]) and displayed on a screen during surgery. The Microscope-Assisted
Guided Interventions (MAGI) system [23] is another example where 3D preoperative
images were overlaid into both eyepieces of the binocular optics of a surgical microscope. Shahidi et al. [24] made use of AR to improve the endoscopic view by reg-
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istering real endoscopic and virtual preoperative images together. Bichlmeier et al.
[25] proposed a so-called virtual mirror to display a desired perspective in endoscopic
procedures when the virtual object cannot be viewed due to physical restrictions, a
concept similar to the use of mouth mirrors in dentistry. In the Reality Augmentation
for Surgical Procedure (RAMP) system [26], a tracked head-mounted display (HMD)
was employed to display the neuroanatomical structures on a head phantom. In this
system, a camera and an LED infrared flash is incorporated into the HMD, preventing
the lag between rendering virtual and real images as well as the line of sight issue of
the optical trackers. Lerotic et al. made use of a novel non-photorealistic technique for
visualizing virtual object while maintaining salient anatomical details of the exposed
surface [27]. Paul et al. [28] augmented intraoperative views of the operative field
over preoperative images and projected the result onto a computer display. This compensated for the limited field of view, providing context to the intraoperative images.
Similarly, Day et al. overlaid endoscopic images as they were acquired, onto 3D preoperative data in their correct anatomical positions [29].
With only modest exceptions (e.g. [30], [31]), the aforementioned systems suffer from
lack of proper human factors evaluation and/or objective assessment.

4.1.4

Hypothesis, Rationale, and Objective

Hypothesis

We hypothesize that, compared to conventional planning environments, the proposed
AR system offers a more intuitive visualization and interaction approach resulting in
improved task performance to optimize surgical planning of tumour resection interventions.
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Objective
In this study, we propose an AR system to assist novice surgeons in developing the
cognitive skills demonstrated by experts in planning tumour resection interventions.
This system can be used by trainees to assess and enhance their basic spatial skills
and abilities, and eventually to plan an intervention. Furthermore, the capacities and
constraints of the human visual system is considered in our visualization approach in
order to improve the process of employing both virtual and real images. Experiments
are conducted to evaluate the proposed system by measuring the user performance in
both AR and conventional environments.

Rationale
Linte et al. [15] identified the lack of clinical evaluation and the difficulty of 3D information visualization and manipulation as two major barriers in introducing AR technology into clinical environments. Conducting user studies is therefore necessary to
validate the benefit of AR environments compared to other approaches, and to provide insight towards perceptually-correct visualization methods [15]. This is mainly
because non-intuitive modes of visualization and interaction, whether training, planning, or intra-operative navigation, are known to produce a significant cognitive load
on surgeons [32], resulting in increased time or increased likelihood of errors under
additional cognitive demands [6]. In contrast, intuitive training environments may reduce the learning curve, allowing novice surgeons to gain necessary visuospatial skills.
There is a body of research on the trainability of such skills [33, 34, 35, 36].

4.1.5

Contributions

In this work, a novel virtual environment is designed, developed, and evaluated. The
system is designed to provide an intuitive mode of interaction and visualization to
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facilitate training neurosurgical visuospatial reasoning skills using multi-modal patient
MRI images. This environment was evaluated based on clinical performance criteria
relevant to brain tumour resection interventions.

4.2

Materials and Methods

In this section, a general framework for understanding the interaction and visualization aspects of planning environments in brain tumour resection is presented. This
framework is used to guide the design, implementation, and evaluation of the AR environment described subsequently.

4.2.1

Action and Perception in Planning Environments

Different aspects of interactive systems, specifically interaction and visualization, can
support different levels of visuospatial actions and perception. Action involves interacting with the system to update the visualization, which requires mental transformation
from the self to the display frame of reference (e.g. moving the mouse to the right
in order to rotate the image). Perception, on the other hand, involves observing the
effects of the interaction and reconciling them, performing mental transformation to
match the visualization with the desired 3D representation of the image, or validating
that information estimated from one viewpoint is legitimate in another. The continual
cycle of interaction with the system to perform a task is extremely flexible and adaptive, and aspects of action and perception are present in each of the underlying mental
processes associated with interactive systems (Figure 4.3) [37].

4.2.2

Mental Processes in Planning Environments

Using an interactive system often involves executing a collection of mental processes.
The hypothetical model shown in Figure 4.4 represents three primary underlying men-
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Interactive Environments

Interaction

information
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Figure 4.3: The perception-cognition-interaction cycle [37]

tal processes in determining the optimal point of entry and surgical path within a given
planning environment. Perceptual integration involves assembling a 3D mental representation of the patient’s brain by continuously obtaining and processing views. This
representation is necessary for action planning, that is, mentally formulating and identifying the optimal surgical path and point of entry. The specific goals to be addressed
are based on a number of criteria described in section 4.2.6 and may involve continuous mental processing of the information within a 3D space. Additionally, one must
coordinate between reference frames to transform the mental representation of the optimal path/point of entry from the display frame of reference to the object frame of
reference, i.e. the patient’s skull in the operation room. These processes may occur simultaneously or sequentially depending on the preferences and experience of the user.
Nevertheless, minimizing the mental demand elicited by these processes is necessary
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to design an intuitive planning system.
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Figure 4.4: Underlying mental processes in planning environment

4.2.3

Mental Demands in Planning Environments

Perceptual integration in 2D involves generating a 3D mental representation of the brain
by scrolling through 2D images, while recalling previous views. This process imposes a
high demand on working memory and can be facilitated by positioning and interacting
with these 2D images within a three-dimensional context (e.g. the XP environment).
Visualizing the brain in 3D with the help of volume rendering can further lower the
demand on spatial reasoning, reducing the need for perceptual integration (e.g. the
AR and 3D environments) .
The coordination of reference frames required for transforming the formulated optimal path and point of entry into the physical frame of reference (e.g. patient’s head
or a head phantom) is almost negligible in the AR environment. This is because pre-
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operative images are often overlaid directly on the physical object, eliminating the
transformation between the two. In contrast, extensive mental work is needed in the
case of 2D, XP, and 3D environments, particularly for novice operators, as they must
transform the view from the display into the physical frame of reference.
Furthermore, exploring data via interaction with the phantom in AR environments
mimics direct hand manipulation. Such a natural, everyday human behaviour can
further reduce the mental demand of relevant judgment tasks in action planning. It also
provides extra-retinal signals of different sources (such as proprioceptive information),
enhancing the perception of depth when paired with certain visualization techniques
(details are discussed in the next section). Although a more realistic representation
of the brain in 3D facilitates the process of action planning compared to 2D and XP,
less intuitive modes of interaction in these conventional environments demand a high
degree of mental effort to formulate the surgical approach.

4.2.4

System Implementation

Our AR system comprises several modules as shown in the Figure 4.5. These modules
can be broken down into five overarching categories:
1. The AR goggles and other tools,
2. Tracking and calibration components,
3. Medical image components,
4. AR visualization modules, and
5. VR visualization modules.
The AR goggles (Vuzix 920AR, Vuzix corporation, Rochester, NY) consist of a set of
stereoscopic cameras (480 × 640) that provide a video feed into the planning system.
In addition, the Vuzix goggles contain stereoscopic displays (600 × 800) on the opposite
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Figure 4.5: Implementation Diagram
side on which the system’s renderings can be displayed. Other tools include a head
phantom and a stylus, giving the user physical analogs for virtual representations of
the patient and aperture respectively (Figure 4.6). Additionally, a set of foot pedals
was incorporated to allow the user to interact with the system while maintaining their
view-point of the phantom.
Tracking input to this system includes physical coordinates from an optical tracking system (Polaris, Northern Digital Inc., Waterloo, Canada), which relate to the AR
glasses, tracked stylus, and head phantom through pre-acquired calibration matrices.
The calibration process for the AR glasses is described in [38]. The tracked transform
was smoothed using a Kalman filter framework to reduce jitter [39]. The state vector
is the pose information, encoded using a 4 × 1 quaternion for rotation and 3 × 1 for
translation. The process model is the identity matrix, and the measurement model is
the actual measurement from the optical tracking system. This tracking information

Optical tracker
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T1

Vuzix
T3

Stylus
T4
T2

Head phantom
Figure 4.6: The AR system consists of a pair of AR goggles, a head phantom, a stylus,
and an optical tracker. The transformation matrices of T 1, T 2, and T 3 are given using
the optical tracker while T 4 is computed using camera calibration
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is used to manage a virtual coordinate system in which the AR goggles and the head
phantom dictate the position of the renderer viewpoint and the position of the medical
image data respectively.
The system is capable of rendering T 1 weighted MRI images, using volume rendering integrated with a two-dimensional transfer function [40], and displaying associated
fMRI activation clusters and white matter tracts. T 1 weighted acquisitions are clinically
used for detecting brain tumours and planning brain tumour resection.
In VR mode, there are two separate renderers. First, the isosurface renderer converts a polyhedral representation of the DTI tracts, eloquent fMRI regions, and the
stylus to a two-dimensional rendering of these objects. The depth buffer (z-buffer) for
this rendering is then passed to the VR volume renderer, which uses ray casting and
two-dimensional transfer functions to render the tumour and skin in the T 1 weighted
MRI. This rendering style supports opacity values, and thus renders the background
as transparent and the skin translucent, allowing internal structures to be visualized.
These renderings are then merged together, overlaying the volume rendering on the
isosurface rendering. The result is a three-dimensional rendering of the phantom with
a layer of translucent skin through which the tumour, white matter tracts, and eloquent
cortical regions can be seen. A virtual representation of the stylus is incorporated that
corresponds to its location relative to the head phantom.
In AR mode, the volume rendering acts similarly, but is sensitive to a virtual aperture at the stylus tip. The same ray casting technique is used, but rays can terminate
prematurely if they do not pass through the aperture. This conveys the appearance of a
window into the head phantom at the tip of the stylus, which is sensitive to the position
and orientation of the Vuzix glasses relative to the phantom. The occlusion handling
system is designed to identify regions of the video feeds that are occluded by the participant’s hands (Figure 4.74 ). This is accomplished via hue-based thresholding which
4

In this paper, the stereoscopic views are illustrated in left-right-left fashion, corresponding to leftright-left AR cameras and displays.

C HAPTER 4. T RAINING FOR P LANNING T UMOUR R ESECTION : AUGMENTED R EALITY AND H UMAN FACTORS 113

masks out the blue surgical gloves worn by the participant (refer to 4.2.5 for more
details). The final step in the AR display is to merge the AR volume rendering with
the occlusion sensitive video achieved by masking out occluded areas in the AR volume
rendering, marking them as transparent. Subsequently, the AR volume rendering is
overlaid on the AR video feed to the goggles. Furthermore, as part of our visualization
approach, users have an option to substitute the virtual window with a set of grid lines
(Figure 4.8) to improve the perception of depth (refer to 4.2.5 for more details).
The desired rendering system is selected by the user; a foot pedal can be used to
toggle between the AR and VR display modes. This foot pedal also can be used to
lock the position of the stylus, allowing for the aperture to remain locked in position,
giving the user the opportunity to use both hands to manipulate the head phantom. The
tracking status is provided at the bottom of the visualization, indicating when a tracked
object has valid line-of-sight with the tracker (green), has lost tracking information
(red), or has its position locked (blue).

4.2.5

Perceptual Cues and Considerations in AR

While effective visualizations can dramatically improve the outcome and efficiency of
interactive environments, poor visualization approaches may result in cognitive overload or misinterpretation [41]. This is even more profound in AR environments, as
subtle conflicts between real and virtual images result in incorrect depth perception,
degrading performance [13]. Although many studies have discussed the issue of depth
perception in AR systems [42, 43], problems still persist [13]. In HMD-based AR systems, for instance, accommodation-vergence conflict may cause depth distortion, hindering performance [44]. Accommodation is an involuntary movement of the eye to keep
objects in focus by changing the shape of the lens. Vergence is the inward/outward
movement of both eyes in order to fixate on a single point. Normally, these two eye
movements act in synchrony, providing coherent cues for the perception of depth. In
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HMD-based systems, however, the observer’s eyes accommodate to the screens while
constantly diverging and converging to maintain the binocular vision on a single object, providing incoherent depth cues. This has been shown to be a major drawback of
HMD-based AR systems [42]. Such conflicts, however, can be mitigated if more dominant visual cues convey the desired sense of depth. This section is therefore devoted to
describe the visualization techniques used in the AR system to improve the perception
through the most effective depth cues [45] including stereopsis, motion parallax, and
occlusion.

Cel-shading

In chapter 3, contour enhancement is shown to facilitate the perception of relative
depth [46][47]. This is even more profound in HMD-based ARs as the effect of contour
enhancement is accentuated when paired with stereopsis [47].
Thus, in this work, cel-shading [47] (refer to chapter 3 for more information) is
employed to enhance the contours of the target tumour (Figure 3.13).

Occlusion Handling

Partial blockage of one object’s view by another object or occlusion, is the strongest cue
in perceiving the relative proximity of objects [45]. One well-known problem with the
use of AR environments for medical applications is the occlusion of operators’ hands
or medical devices by virtual images, resulting in depth misperception. To resolve this
issue, hue-base thresholding was employed to detect and mask the blue surgical gloves
worn by the participant (Figure 4.7). This occlusion handling technique was inspired
by the work described in [48].
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Figure 4.7: An example of hue-based occlusion handling
Grid lines
The apparent displacement of objects against their background, or motion parallax, is
an effective and unambiguous cue, providing rich information about relative depth. In
our AR environment, motion parallax occurs both when user makes lateral head movement with respect to the phantom (subject-motion), and when the phantom translates
relative to the user (object-motion). Studies have shown that the former type of motion
provides stronger sense of depth [49, 50], perhaps due to the fact that interaction with
the phantom provides non-visual information such as proprioceptive, enhancing the
perception in concert with motion parallax [51, 52]. Regardless of source of motion,
a stronger sense of parallax can be evoked if the apparent displacement of the tumour
is accentuated relative to its background. To this aim, a set of grid lines was placed
behind the target tumour, amplifying the motional difference between the tumour and
its background (Figures 4.8, 4.9).

Keyhole
Williams et al. [53] have shown that performing tasks that demand a high degree of
visual attention lowers the accuracy of peripheral vision from 75% to 36%, shrinking
the field of view. Therefore, when a visuospatial task requires focused attention (i.e.
high cognitive consumption), it is undesirable to present a large amount of data in the
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Figure 4.8: An example of use of a keyhole with grid lines to promote the sensation of
depth

Figure 4.9: Visualizing grid lines behind the tumour evokes a strong sense of motion
parallax while interacting with the phantom
periphery. This issue is addressed in [54] and [55] by presenting information through
a virtual window. Similarly, in the proposed AR system, virtual images were placed
inside the phantom to present the inner view within a keyhole (Figure 4.8).

Virtual reality
In AR environments, new information is superimposed on the real scene. This can extend the information to the user, but can also add clutter to an already complicated
view, causing information overload [56]. Additionally, clutter in 3D can lead to visual occlusion of the target, degrading perceptual performance [57]. Accordingly, the
amount of information presented in our proposed AR system was restricted to the target tumour and the keyhole. To visualize additional information, however, a virtual
reality (VR) display was employed, in which the real world-view is removed by turning
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off the video feed and halting the early ray termination process. In the VR mode, the
user can visualize DTI tracts, functional areas of the brain, and the stylus’ trajectory
with no clutter (Figure 4.10). Users may benefit from both the AR and VR by toggling
between these two modes of visualization.

Figure 4.10: An example of the virtual reality mode to visualize DTI tracts, functional
areas, and virtual stylus

4.2.6

Evaluation Studies

As discussed previously, the process of planning usually requires spatial reasoning in
order to interact with preoperative images and transform the mental representation of
the chosen path and entry point into the patient and operation environment. While 2D
displays are currently considered the de facto standard for visualization and interaction
with preoperative data, AR environments are believed to provide a more intuitive alternative. Although many research groups have proposed different AR environments for
medical interventions (section 4.1.3), evaluation studies are necessary to understand
the system’s shortcomings and facilitate the translation into clinical practice. This motivated us to assess the effectiveness and efficiency of the AR system against conventional
planning environments5 , exploring their underlying mental load (preliminary results
have been presented in [58] and [59]).
5

Neither occlusion handling nor grid lines were incorporated into the AR system for these evaluation
studies
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Our experiments involve three different phases. In phases 1 and 2, novice users
interacted with synthetic images, whereas phase 3 involved clinicians and novice users
performing clinically-relevant tasks by examining patient-specific data. These experiments were designed to address three major planning criteria:
• determining the shortest possible distance to the target tumour,
• aligning the surgical tool with the longest axis of the tumour, and
• specifying a trajectory that would avoid critical functional areas and white matter
DTI tracts.
These criteria are the main considerations in planning tumour resection to minimize
damage to healthy brain tissues. Our hypothesis was that AR can facilitate these
clinically-relevant tasks significantly, improving the performance in specifying the surgical trajectory and point of entry.

Phase 1 & 2
Data
Stimuli consisted of the CT images of the head phantom with synthetic structures analogous to patient anatomical data (e.g. an ellipsoid representing the target tumour). The
use of CT images with synthetically created anatomical structures allowed for more
control over the experimental design.

Methodology
Each experiment involved 12 trials per subject (3[tasks] ×4[environments]) through
which participants (8 male/2 female, no prior training) were presented with a randomized collection of synthetic phantom images. Each trial isolated one criterion by
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LA
finding the longest axis of
target

SD
finding the shortest distance from target to skull

AV
finding the max. Hausdorff
distance between target &
adjacent tube

e.g. in 2D, phase 2

e.g. in 2D, phase 1

Description

Task

Table 4.1: Middle row: CT images of the phantom with a synthetic ellipsoid (LA), a
sphere (SD), or a sphere and a tube (AV) were generated to be used as stimuli in
phase 1; bottom row: The true longest axis of the ellipsoid (LA), shortest distance from
the sphere to the skull (SD), and maximal Hausdorff distance from the sphere to the
tube (AV) were shown in phase 2 (images are only a few examples from the 2D
environment)
defining the task as either determining the longest axis of the tumour or the shortest distance from the skull to the tumour or the maximal distance from the tumour to a
critical structure and so avoiding it. The ground truth for the longest axis (LA), shortest
distance (SD), and avoidance (AV) tasks were determined, respectively, by computing
the primary eigenvector of the tumour using principle component analysis, segmenting
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the skull and computing its distance to the tumour, and finding the maximum Hausdorff distance between the tumour and the critical structure (Table 4.1). Subjects were
asked, first, to investigate the data to estimate the optimal point of entry and surgical
path, and then place and orient the stylus on the head phantom, disclosing their chosen
location and orientation.
The rationale behind the second phase was to examine whether AR environments
can facilitate the planning process, even if one makes use of a computer to assist with
the estimation of the optimal point of entry and surgical path. Therefore, unlike phase
1, the ground truth, whether the shortest distance, longest axis, or maximal distance,
was illustrated via synthetic lines (Table 4.1). Such visual assistance eliminated the
need to formulate the optimal path and entry point, reducing the cognitive load mainly
to the mental transformation from a display frame of reference (the computer’s screen
or HMD’s display) to the object frame of reference (head phantom).
In both phases, the stimuli, the planning environment, and the task were randomized and counterbalanced to minimize the effects of learning and fatigue.

Analysis

As illustrated in Figure 4.11, user performance was measured based on the translational error, that is the Euclidean distance between the optimal points of entry and
those selected by users (in mm), and the rotational error, that is the deviation between
the optimal surgical path and the angle selected by participants (in degrees).
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Figure 4.11: Rotational (left) and translational error (right) were used as metrics to
measure users’ performance
Phase 3
Data
Our medical image input comes from the MICCAI DTI challenge workshop6 to generate
a total of 112 different patient-specific cases by resizing and relocating the segmented
tumour samples. All images were processed a priori to segment the tumour, relevant
eloquent areas, and white matter tracts. This process was performed by an expert to
create clinically relevant scenarios, and also to control the proximity of the tumour to
surrounding eloquent areas. Such regions include functional areas of visual cortex,
hippocampi, and areas representing language and the peripheral limbs, as well as the
tractography of corticospinal, uncinate fasciculus, arcuate fasciculus, and the Meyer’s
loop7 (Figure 4.12). Including DTI tracts and pseudo-fMRI data gives context to the
experiments, increasing the ecological validity. For the purposes of this study, the MRI
6

Medical Image Computing and Computer Intervention (MICCAI) 2010-11, permission is granted
The uncinate fasciculus connects the orbitofrontal cortex to the temporal lobe and limbic system and
is associated with emotion regulation, cognition, declarative memory and face recognition/memory. The
Meyer’s loop is essentially the prolongation of the optic tracts essential for vision. The arcuate fasciculus
connects the Wernicke and Broca language areas. The corticospinal tracts is the descending fibers from
the motor areas to the spinal cord enabling movements in the face, trunk and limbs.
7
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images were registered and visualized within a CT scan of a head phantom.

Methodology
Each experiment involved 64 trials per subject8 (2[tasks] ×4[environments] ×8[repeated
trials]) in which 21 participants were asked to either identify the longest axis of the
tumour (LA) and align the stylus with their chosen axis or determine the shortest distance to the tumour (SD) and place the stylus on their chosen location over the head
phantom. The pool of subjects included 7 experts (3 neurosurgeons with >5 years of
practice, 3 residents and 1 fellow with >2 years of training) and 14 novice graduate
students.

Analysis
Rotational error for LA (longest axis) and translational error for SD (shortest distance)
were measured after excluding inaccessible points of entry such as face, ears, and neck.
In addition to accuracy metrics, the response time (RT) was also recorded, indicating
the overall time one took to explore the images, formulate the optimal points of entry
or surgical paths, and transform the results to the phantom frame of reference.
Index of performance: Because our task has a complicated three-dimensional structure, we redefined different aspects of Fitts’ Law [60, 61]. First, we express the index
of difficulty as:
ID = H[P(x)] − H[P(x|x ∈ A)]

(4.1)

where H[·] is the entropy functional, P(x) is the uniform distribution over possible
stylus tips/trajectories, and P(x|x ∈ A) is the uniform distribution over possible stylus
tips/trajectories that meet the criterion for success. Moreover, our methodology was
an extension of Fitts’ classical click in the box task [60]: Subjects were asked to specify their position and angles as quickly and accurately as possible, but there was no
8

48 trials for one of the experts
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(a)

(b)

(c)

(d)

Figure 4.12: Visualization of patient-specific data in a) 2D, b) XP, c) 3D, and d)
AR/VR (left and right images correspond to left and right views of the AR
cameras/displays) environments in phase 3
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pre-specified region that would correspond to a hit or miss within a region. Instead,
the effective width of their targeting was derived from the mean of their position and
angular responses. We thereby define a pseudo-criterion for each participant, specifically that x ∈ A if and only if the error associated with x is less than or equal to the
participant’s average error. Accordingly, we can define the index of performance for
each user as:
IP =

1
1
ID = (H[P(x)] − H[P(x|x ∈ A)])
T
T

(4.2)

For the rotational error used in aligning the surgical trajectory with the longest axis, the
index of performance can be determined analytically from the average angular error, µ
(refer to the appendix for more details):
!
1
1
.
IP = log2
T
1 − cos(µ)

(4.3)

For translation, the value of H[P(x)] − H[P(x|x ∈ A)] is determined via a Monte-Carlo
simulation similar to that employed to determine the gold standard entry point (refer
to the appendix for more details).

4.3
4.3.1

Results and Discussions
Phase 1

The overall performance was calculated by computing the rotational and translational
error (Figure 4.13). Since our hypothesis, i.e. the AR system lowers both rotational and
translational error, may be interpreted methodologically as two independent hypotheses, the Šidàk correction was applied to control the type I error. Let the significance
threshold for each test be p = 0.01; then a stricter p-value based on Šidàk correction
√
would be: β = 1 − 1 − 0.01 ≈ 0.005, leading to a combined level of significance of 1%.
A two-way multivariate ANOVA indicated that the environment had a significant
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effect on accuracy (rotational/translational error: p<0.005). Post-hoc analysis using
Tukey HSD test revealed that users performed significantly more accurately in AR and
3D environments, indicating their lower rate of mental processes compared to XP or 2D
environments. Furthermore, no interaction was observed (p>0.05) between the task
and the environment. Furthermore, no significant difference was observed between
the visualization environments in terms of the task completion time (overall time (sec):
178.8 ± 131.1 [2D], 204.1 ± 172.7 [XP], 143.6 ± 106.8 [3D], 170.1 ± 104.6 [AR]).

4.3.2

Phase 2

In phase 2, the task was restricted to a response that was dependent on coordinating
between different reference frames to transform images from the display to the physical
context. In this phase, AR was significantly superior to the other planning environments, reducing user dependent error. Both translational and rotational errors were
significantly lower in AR compared to other environments (p<0.005, Figure 4.13). Unlike phase 1, interaction analysis revealed that the level of performance within the 2D
and XP environments depended in part upon the task performed. Moreover, no significant difference was observed between the visualization environments in terms of the
task completion time (overall time (sec): 111.5 ± 83.8 [2D], 123.6 ± 74.8 [XP], 78.7 ± 46.6
[3D], 77.2 ± 52.7 [AR]).

4.3.3

Phase 3

Phase 3 involved clinicians and novice users performing clinically-relevant tasks by examining patient-specific data. The result of this phase is depicted in Figure 4.14. A twoway multivariate ANOVA indicated that RT was significantly affected by both expertise
and environment (p<0.005). The choice of environment also significantly affected the
rotational error as well as I p for both tasks (p<0.05). Regardless of expertise, the mean
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Figure 4.13: Overall rotational and translational errors observed in phase 1 (top) and
phase 2 (bottom).
accuracy was higher in AR compared to other environments (Table 4.2), however, no
significant difference was observed between these environments, perhaps due to insufficient power as a result of small sample size, or because of longer experimentation
time which when coupled with poor ergonomics of the AR goggles resulted in fatigue
and higher rate of error.
Unlike SD experiments, significant interaction was observed in LA (p<0.05), indicat-
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Table 4.2: Average rotational and translational error (phase 3)
Rotational error (o ), µ ± σ
AR
3D
2D
XP
38.0 ± 24.2 41.2 ± 23.7 42.8 ± 23.2 45.0 ± 23.7
Translational error (mm), µ ± σ
AR
3D
2D
XP
37.3 ± 31.5 39.0 ± 27.7 39.5 ± 27.0 40.6 ± 32.9

ing that users’ performance in selecting the longest axis within different environments
depended in part on their level of expertise. Post-hoc analysis using Tukey HSD test
revealed that, regardless of the task performed, experts performed significantly faster
and better (i.e. higher I p ) than novices within the AR and 2D environments (p<0.05).
This improvement of I p within the 2D environment was not surprising given the fact
that experts are highly accustomed to interpreting 2D images. Furthermore, regardless of the task performed, experts performed significantly faster within the AR and
3D environments compared to the XP, whereas novices performed significantly faster
within the 3D environment compared to the XP and 2D (p<0.05). In addition, for the
restricted range of eccentricities displayed, no correlation was observed between the
eccentricity of the tumours and performance in any of the environments.
The translational and rotational errors reported in this study appear to be relatively
high for IGI applications. However, this is due to the nature of the metrics defined. For
instance, one can imagine that selecting an entry point that corresponds to the second
shortest distance to the target could be very distant from the optimal point of entry,
resulting in a large translational error. To this aim, we defined two other metrics as the
followings: a translational error as the difference (in mm) between the length of the
optimal path and the path chosen by the user, and a rotational error as the difference (in
mm) between the section of the optimal and chosen path cutting through the tumour.
Analyzing data based on these two metrics led to very similar results, illustrating the

C HAPTER 4. T RAINING FOR P LANNING T UMOUR R ESECTION : AUGMENTED R EALITY AND H UMAN FACTORS 129

robustness of our initial metrics.
Overall, following observations can be made based on the results:

• Phase 1: the improvement of performance in 3D and AR indicates that appropriate
visualization methods (i.e. AR, 3D) can significantly facilitate the perception
and mental transformation of the target location and orientation and its spatial
relationship with surrounding anatomical context;

• Phase 2: the improvement of performance in AR demonstrates that AR can significantly facilitate the process of perceptual integration and coordination between
frames. In other words, AR is superior to the other planning environments in
assisting novice users to generate a mental representation of the brain and transform it from a display to the patient frame of reference. In addition, observing an
interaction between the task and the environment in 2D and XP indicates their
lack of generic usability. In contrast, this suggests the use of AR for applications
that involve tasks with multiple and possibly conflicting criteria;

• Phase 3: the improvement of speed in AR and 3D compared to the XP and 2D
regardless of expertise and the task performed illustrates the potential impact
of such environments in increasing the efficiency of planning. One unexpected
result, however, was the relationship between the 2D and XP. Our conceptual
models predicted that XP would have improved performance compared to 2D
afforded by presenting information in a three-dimensional context. Although the
method of interaction in XP was more expressive, it was also more complex,
leading to lengthened response times across all participant groups. This could be
mitigated in practice as users become more familiar with this mode of interactive
viewing.
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4.4

Conclusion

In the realm of minimally-invasive surgery, virtual environments are increasingly being
developed and deployed to teach a variety of skills, from decision making to surgical
dexterity. However, despite the growing body of evidence [62, 63, 64], little attention
has been given to the use of virtual- and augmented-reality environments to improve
general spatial abilities and skills. To this end, we designed, developed, and evaluated an augmented-reality environment by which novice physicians can practice and
improve their basic spatial skills, increasing their cognitive ability to perform neurosurgical planning. Design of the proposed environment was accomplished by careful
consideration of the cognitive and perceptual capacities and limitations of human observers. To evaluate our system, a number of experiments were conducted in which
subjects performed relevant spatial judgment tasks using the proposed system along
with conventional approaches. Our results indicate that AR environments could facilitate the task of planning brain tumour resections according to clinically-relevant
criteria. Non-intuitive environments, on the other hand, were shown to be inefficient
and less effective. The proposed work is a preliminary step towards the clinical use of
augmented-reality environments, particularly in facilitating brain tumour resections.

4.5

Limitations and Future Work

Poor ergonomics of the AR goggles was repetitively reported to be a performanceimpeding factor in the AR environment. In spite of placing multiple markers all around
the phantom and goggles to increase their visibility, the issue of line-of-sight was also
occasionally disrupting the experiments. In terms of experimental design, the task
completion time was defined as the time taken to explore the data, interact with the
phantom, and specify the response using the stylus. Therefore, computing the IP based
on the overall task completion time, though provides a good metric of performance,

C HAPTER 4. T RAINING FOR P LANNING T UMOUR R ESECTION : AUGMENTED R EALITY AND H UMAN FACTORS 131

limits our apprehension of the underlying sub-tasks.
In case of patient-specific data, defining a gold standard trajectory for the avoidance task was cumbersome due to the fact that multiple angles and locations could be
chosen as the optimal trajectories and points of entry. For the future studies, this can
be resolved by generating a consensus over the optimal trajectory and perhaps defining
a gold standard region as opposed to a straight surgical path. In tumour resection interventions, estimating the location and size of craniotomy is another important aspect
of planning. In this work, however, only the former was investigated and therefore,
future studies may involve exploring the role of different planning environments in estimating the size of craniotomy. These planning environments can also be extended to
include augmented-virtuality environments in which the patient data along with virtual
representation of the phantom and stylus are shown on a computer display (a concept similar to [65] in which pre- and intra-operative data are integrated with surgical
instrument tracking as an augmented-virtuality platform for mitral valve repair).
In addition to human factors, the overall performance in the proposed AR environment is the result of the system’s inherent accuracy (i.e., the registration and tracking
accuracy) as well as the lag between one’s proprioception and the visual feedback provided through the goggles. Although these factors were not investigated for purposes
of scope, they need to be taken into consideration for future studies.
Other factors need to be considered for future studies include increasing the sample
size of expert population, providing training for subjects, including subjective analysis, and investigating the possible correlation between mental rotation abilities and
performance.
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Chapter 5
A Complete Simulation Environment
for Vertebroplasty Procedure
This chapter is a result of collaboration with Navigated Augmented Reality Visualization Systems
(NARVIS) laboratory at Technical University of Munich (TUM), Germany and is adapted from
‘Vertebroplasty Performance on Simulator for 19 Surgeons Using Hierarchical Task Analysis’1 .

My contribution to this chapter involved assisting in (i) designing and conducting experiments,
(ii) analyzing data (objective measures), and (iii) writing manuscripts.

5.1
5.1.1

Introduction
Clinical Motivation: Vertebroplasty

Osteoporosis is a disease characterized by low bone density and mass, leading to deterioration of bone tissue, increased bone fragility, and risk of fracture [1]. Osteoprosis
1

Abhari. K.*, Wucherer P.*, Stefan P.*, Fallavollita P., Weigl M., Lazarovici M., Winkler A., Weidert
S., Eagleson R., de Ribaupierre S., Peters T., Navab N., ”Vertebroplasty Performance on Simulator for 19
Surgeons Using Hierarchical Task Analysis”, Submitted to IEEE Transaction on Medical Imaging, (2014)
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affects 12% of population within the age range of 50 ∼ 79 in Europe, and approximately 1.4 million Canadians [2] and 10 million Americans [3]. These patients have
23% higher rate of mortality compared to corresponding normal population [4, 5], imposing a social and an economic concern. Percutaneous Vertebroplasty is an outpatient
minimally invasive procedure to treat vertebral fractures caused by osteoprosis. Originally developed in 1987 to treat destruction of vertebrae caused by haemangiomas,
today a wide range of vertebral fractures can be treated by vertebroplasty [6]. In this
procedure, a trocar is guided under C-arm (or sometimes O-arm) fluoroscopic guidance
into the collapsed vertebral body [7]. After reaching the point of interest, a catheter
is inserted in order to inject polymethylmethacrylate (PMMA) bone cement into the
target vertebra. PMMA quickly dries after and forms a support structure to provide
stabilization. Kyphoplasty is an extension of the vertebroplasty technique involving the
same interventional approach but using a balloon catheter to first expand the vertebral
body before injection of PMMA. Although commonly performed, the complication rate
of vertebroplasty is remarkably high [7]. Cement leakage due to needle misplacement
may result in serious side effects such as infection, bleeding, numbness, headache, and
paralysis [8] (occurs in >2% in patients with fractures due to cancer [9]). Appropriate
training is necessary to reduce and eventually eliminate such intra- and postoperative
complications.

5.1.2

Background

Simulation in Surgical Training
Surgical training is predominantly accomplished using the Halstedian apprenticeship
model [10], in which real operative scenarios provide the context for learning. Vertebroplasty procedure is no exception, where trainees acquire necessary skills by observing experts and then gradually gain hands-on experience by practicing on cadavers and
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patients [11]. Unfortunately, in such a training model, controlling the curriculum delivery is impossible, and in extreme cases, patient safety might be compromised. This
realization has motivated alternative approaches that allow trainees to acquire experience before being exposed to real surgical scenarios. Among available techniques, surgical simulators have the potential to revolutionize the surgical education by providing
self-paced learning environments to easily examine and practice different surgical approaches. Recent studies have shown simulation training can reduce the initial training
errors made on patients [12, 13], and thus, they could (and should) play an expanding role in medical education. Training using simulators, if appropriately utilized and
integrated into the educational curriculum, is shown to improve the surgical outcome,
and most importantly, improve patient safety [14].

Non-Technical Surgical Skills
Traditionally, surgical education has focused on developing knowledge and technical
skills. As a result, surgical simulators are often designed to improve dexterity, motor
skills, and clinical expertise. In addition to technical skills, there is a growing body
of evidence supporting the impact of non-technical skills on patient safety, such as decision making, situation awareness, and coping with pressure. In fact, many adverse
events in the operation rooms are directly caused by non-technical aspects of surgery,
such as miscommunication [15], perceptual [16], and cognitive errors [17], rather
than a lack of technical expertise. According to a study performed by Gawande et al.,
out of 100 surgical error incidents, 16% of cases were reported to be caused by interruptions and distractions [15] . In their work, it was noted that surgeons appear to
be “particularly prone to underestimating the influence of factors such as fatigue and
interruptions”. Cognitively speaking, these factors can manifest themselves as extraneous loads, degrading the performance (refer to 1.2.2 for details). It is well known,
however, via enough training under appropriate circumstances, trainees can organize
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information into schemas - or chunks of knowledge - to comprehend and conceptualize
[18]. In other words, it is necessary to train residents to acquire not only technical but
also non-technical skills in order to properly cope with crises and interruptions in the
OR. Although this might have been acknowledged in the literature, systematic studies
are scarce, prohibiting its wide acceptance by the community. This also holds true for
vertebroplasty procedures in which multitasking is essential for navigating through the
patient body. Wilson et. al [19] have shown that multitasking in the OR significantly
increases the subjective experience of distraction and consequently increases the cognitive load, causing surgical performance to break down. Thus, extraneous interruptions
and distractions in vertebroplasty can seriously disturb the surgical outcome at every
stage of navigation, targeting, and imaging.

5.1.3

Related Work

Simulation in Health Care
Broadly speaking, simulation training in health care can be classified into three domains [20]: (i) Standardized patients and computerized mannequins to teach basic
clinical skills such as cardiovascular examination, resuscitation training, or assessment
of anaesthetists (e.g. [21, 22, 23, 24]); (ii) simulated environments to teach and assess
surgical skills, ranging from animal and cadaver tissue models to computerized simulators (e.g. [25, 26, 27, 28, 29]); and (iii) simulation environments (mainly mannequinbased) to teach team-based and crisis management skills in complex scenarios (e.g.
[30, 31, 20, 32]). Many agree, however, that while computerized simulators such as
virtual environments offer a cost-effective and efficient alternative to traditional training methods, mannequin-based simulators can facilitate the training of non-technical
skills (e.g. [32]), such as coping with interruptions. While these two classes of simulators have been extensively studied, little research has been devoted to development
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and evaluation of systems that encapsulate both techniques.

Vertebroplasty Simulator
Virtual simulators for vertebroplasty or similar minimally-invasive spinal procedures
are surprisingly rare. In orthopedics, virtual simulators with tactile feedback have been
developed for craniofacial surgery [33], hip fracture surgery [34], spine fusion [35],
and insertion of pedicle screws [36]. Chui et al. have developed a vertebroplasty
simulator with the fluoroscopic guidance, incorporating tactile feedback using a haptic
glove [25]. These simulators are often designed as a standalone training environment
for single users, focusing on improving underlying surgical skills.
The simulation environment used in this study consists of a mannequin in conjunction with an augmented-virtuality (AV) environment, specifically designed for training
vertebroplasty procedures, which has been previously developed and validated in [37]
and [38]. The simulator is equipped with haptic feedback, displaying (preoperative) Xray images with the trocar superimposed in real-time (Figure 5.1). In [37], four expert
surgeons were asked to perform vertebroplasty using a simulator while their behaviour
and workflow responses were investigated under certain adverse events such as cement leakage. The qualitative feedback from the participants supported the content
validity of the system, postulating the necessity of using mannequin, visual, and haptic
feedback within an immersive environment for great degree of realism.

5.1.4

Rationale, Hypothesis, and Objectives

We believe that non-technical skills, such as team training and coping with interruptions, are essential for training novice surgeons and so need to be incorporated into
surgical training curriculum. To this end, the objective of this work is to assess novice
surgeons’ performance and cognitive load under unanticipated events, such as interruptions, while placed within a fully immersive environment. We hypothesize that
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Figure 5.1: X-ray images of the trocar and spine anatomy

such extraneous distractions increase the cognitive load, degrading performance in
vertebroplasty procedures. To support this, both subjective and objective analyses of
performance are conducted.

5.1.5

Contributions

In this work, we present a unique approach to asses the influence of participants’ nontechnical (cognitive) skills on their performance while conducting a vertebroplasty procedure within a complete simulation environment. The simulation setup involves a
mannequin-based AV environment with physiological responses, addressing a broad
spectrum of human sensory input, including visual, tactile, and auditory channels. The
proposed simulation environment is not explicitly designed for vertebroplasty, and so
can be extended to similar scenarios. Nevertheless, this work could potentially make a
strong case for training non-technical skills, leading to stronger foundation for credentialing, and eventually reducing the occurrence of adverse events in the OR.
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Methods and Materials

An evaluation study was conducted with 19 orthopedic residents in order to:
i provide a qualitative measure of usability;
ii assess technical performance of the novice surgeons in presence of interruptions;
iii explore the relationship between mental workload and surgical performance within
a fully-immersed environment.

5.2.1

Simulator Components

The simulator employed in this study had developed by our collaborators at NARVIS
laboratory (TÜM, Munich, Germany) with the tactile feedback provided by an off-theshelf haptic device (Novint Falcon, Novint Technologies Inc., NY, USA). Volume Haptics
Toolkit (H3D API, SenseGraphics, Stockholm, Sweden) was used to load, handle, and
process data, producing visual and haptic feedback.
For the purpose of this study, the trocar was attached to a haptic end-effector generated using rapid prototyping technology, and inserted through a pad positioned on the
mannequin, simulating a vertebroplasty procedure (Figures 5.2 and 5.3). The translational force feedback (3DOF) was generated along the axis specified by the angle of
entry. Advancing the trocar would generate a tactile feedback with a sensation corresponding to the tissue type (e.g., bone, fat, air). Accordingly, this process would
provide a stiff sensation when the trocar goes through the cortical bone structure, with
a significant drop in resistance after penetrating through the cancellous tissue. The
visualization interface involved rendering the projection of the trocar as well as the
patient-specific X-ray images of the spine anatomy (Figure 5.1). Using a foot-pedal,
participating surgeons could acquire anterior-posterior (AP) or lateral (LAT) view of
X-ray images, displayed on a monitor placed on the opposite side of the patient. In ad-
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dition, a virtual C-arm fluoroscope was also integrated into the visualization platform
whose location and orientation can be adjusted using a dedicated control box (Figure
5.4). For the technical details, refer to [37] and [38].

Figure 5.2: The simulation environment for the vertebroplasty procedures

C HAPTER 5. A C OMPLETE S IMULATION E NVIRONMENT FOR V ERTEBROPLASTY P ROCEDURE

149

Figure 5.3: The trocar is attached to a haptic end-effector before being inserted
through a pad positioned on top of the simulated patient

5.2.2

Methodology

19 junior surgeons (12 male/7 female, with 12.5 ± 9.16 months of training in orthopedic surgery) with no prior experience in performing vertebroplasty were recruited and
divided into two groups with equal distribution of male/female participants. All of the
participants went through a briefing about the procedure by a senior surgeon overseeing the study. Experiments consisted of a training phase and an immersion phase. The
training phase consisted of the following 3 independent runs:
• Informal training: Subjects were asked to familiarize themselves with the simulator environment;
• Training, run 1: Subjects were asked to use the ‘gold standard’ surgical path which was shown on the X-ray images - as the guide to navigate to the target vertebra. The gold standard was identified and confirmed by two expert orthopedic
surgeons with extensive experience in performing vertebroplasty;
• Training, run 2: Subjects were asked to navigate the trocar to the target vertebra
with no guidance.
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Figure 5.4: top-bottom: The vertebroplasty simulation environment consisting of
mannequin, VR simulator, mobile C-arm fluoroscope, real medical instrument and a
broad spectrum of human sensory channels such as tactile, auditory and visual in
real-time. middle: Independent control room varying mannequin physiology and
initialize crisis scenarios.
During the immersion phase, participants were asked to perform vertebroplasty after
being fully immersed in the real simulation environment by wearing surgical gloves, a
surgical mask, a lead vest, and a cover. They also underwent a short briefing about the
patient (e.g. name, age, bone structure) and his status (e.g. locally anesthetized). The
entry point was determined in advance by two expert surgeons and so was consistent
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throughout the experiments. Depending on the group, the following interruptions were
introduced during the procedure when the trocar reached a certain depth (1 /2 of total
depth) within the patient’s body:
Group 1: ‘phone call’: The scrub nurse responded to a phone call from the head of the
department who wanted to ask the participant to prepare a presentation for
a meeting.
Group 2: ‘patient discomfort’: The patient’s heart rate started to rise and the patient
began to voice discomfort. The participants, therefore, had to inject more
local anesthetics to relieve the pain;
The procedure resumed when the phone call ended or the patient reported no further
discomfort. It should be noted that in order to avoid the effect of fatigue, subjects were
instructed to take short breaks between all four phases of study.

5.2.3

Equipment and Environment

The Institute for Emergency Medicine and Management2 provided the necessary infrastructure for conducting the evaluation study including a replication of a real operating
theater with an adjacent control room, a mobile C-arm fluoroscope, and a computerized mannequin simulator (HAL S2001, Gaumard R Scientific, Miami, USA) enveloped
with surgical drapes (Figure 5.4). The mannequin’s physiologic parameters could be
manipulated through an interface located in the control room (Figure 5.5). Two monitors were also integrated for displaying the LAT and AP view of the operating site. The
X-ray image used in this study was acquired preoperatively for an actual vertebroplasty
procedure. Additionally, an ‘anesthesiologist’ and a ‘scrub nurse’ were also assisted the
participants, conducting vertebroplasty.
2

Institut für Notfallmedizin und Medizinmanagement, Ludwig Maximilian University of Munich, Munich, Germany
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Figure 5.5: Patient’s physiologic parameters could be manipulated through an
interface located in the control room

5.2.4

Analysis

Objective Analysis
The position of the tip of the trocar (Figures 5.6, 5.7) and the time elapsed were
recorded to compute the accuracy and speed of the participants at each stage of the experiment. The time taken to deal with the interruptions, i.e. speaking over the phone
or administrating anesthesia, was excluded in our analysis. In addition, the number
of X-ray shots and their duration were recorded to measure the overall administered
radiation dose. Results are summarized in section 5.3.1.

Subjective Analysis
After each experiment, subjects were asked to report their subjective workload (0 :very
low ∼ 8 :very high) by filling out a questionnaire, similar to that described in [19] by
Wilson et al.; that is a surgery-specific, multidimensional workload measure based on
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end-point within fractured body

force simulates bone contact

device-reported tip position

point of entry

Figure 5.6: The position of the trocar throughout the procedure

Figure 5.7: Example viewpoints of two surgeon trocar insertions versus ground truth
trajectories

the NASA-TLX [39], including measures of mental demand, physical demand, temporal
demand, complexity, and situational stress (for more details about NASA-TLX refer to
section 1.2.2). Subjective responses to these items were then aggregated to compute
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the overall workload. Face validity of the system - that is a subjective estimate of
the extent to which the simulator seems real to an expert - was also evaluated via
13 questions on a 5-point Likert scale (1 :not realistic ∼ 5 :very realistic). Refer to
appendix B for examples of questionnaires designed by by our collaborators at NARVIS
and administered in this study.

5.3
5.3.1

Results and Discussion
Results

The analysis of performance is shown in Table 5.13 . Note that the informal training was
merely for the subjects to become familiar with the simulator and therefore its data are
not included in our performance analysis.

Training run 1
Training run 2
Crisis 1
Immersive
Crisis 2

n
19
19
8
8

RMSD error (mm)
4.3 ± 2.2
4.6 ± 2.8
6.7 ± 3.1
5.9 ± 2.8

X-ray exposure (sec)
16.3 ± 14.1
9.9 ± 13.2
12.7 ± 13.0
11.8 ± 15.1

Time (sec)
126.6 ± 70.8
81.8 ± 59.2
305.5 ± 208.4
352.5 ± 256.4

Table 5.1: Performance Analysis
A significant difference was observed between groups in terms of task completion
time (Kruskal-Wallis4 : Chi-Square = 26.9, p<0.001). Post-hoc analysis using TukeyHSD test reveals that the significant difference was between the two training and the
immersive runs (p<0.05). Furthermore, no significant difference was observed between
different phases in terms of error and X-ray exposure time. Nevertheless, the following
observations can be made:
• Time: Although training subjects resulted in a decrease in time (training run 2
3

Due to technical difficulties, position information were not properly recorded for 3 participants
during the immersive experiments and therefore were excluded from the performance analysis.
4
Non-parametric equivalent to one-way ANOVA
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vs. training run 1), subjects performed significantly slower when placed in an
immersive environment, facing with a crisis.

• Accuracy: After the training, subjects performance with no visual aid reached the
same level of accuracy as with a visual aid. Subjects tended to be less accurate
during the crises but the results were not significant.

• X-ray: Similar to task completion time, training resulted in a decrease and facing
with crises led into an increase in the X-ray exposure time. However, the results
were not significant.

The face validity of the system was reported as 4.41 ± 0.41 for the training and
4.22±0.67 for the crisis simulation. The realism of the phone call and patient discomfort
were respectively scored as 4.38 ± 0.55 and 4.16 ± 0.37 on a 0 − 5 scale. Subjects reported
significantly lower mental workload during the training sessions than the immersive
runs (training: 12.94 ± 4.70, immersive:15.06 ± 6.61, paired t-test: t = −2.53, p<0.02),
with no significant difference between the two crises (phone call (N = 8): 3.56 ± 2.26,
patient discomfort (N = 8): 1.96 ± 0.93, t = 1.86, p = 0.085 ). Partial correlation analysis
(controlled for professional tenure) illustrates a negative correlation between subjects’
mental workload and the their level of performance (r = −0.52, p = .049).
Based on these results, the following observations can be made:

• Simulating crises within an immersive environments imposes a significant increase in the mental workload.

• Increase in the mental workload negatively influence the surgical performance.
5

Reported numbers are only one item of SURG-TLX index (perceived interruptions during the crisis)
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Discussion

Performing a vertebroplasty procedure comprises a few major tasks: (i) formulating
the location/angle of point of entry; (ii) guiding the needle into the fractures vertebra
under flouroscopic guidance or needle guidance; (iii) stabilizing the vertebral bone by
injecting bone cement and so filling the spaces within; and finally (iv) visually confirming the injection, inspecting for leaks, and removing the catheter. Despite the capability
of the simulator to simulate and practice all three major tasks, we only focus on needle
guidance for the purpose of this study, which can be broken down into the following
sub-tasks (For the sake of consistency, however, the initial position/angle of the trocar
was identical across subjects):

• Puncturing the skin and slowly inserting the needle;
• Guiding the needle towards the fractured vertebra;
• Controlling the view by positioning the c-arm6 and applying X-ray;
• Inserting the needle into the vertebra at the site of injection.

In our case study, in addition to these sub-tasks, there were also emergent interruptions competing for the attention of the operator. As a general principle of multi-task
performance analysis, when subjects are faced with an interruption, they may perform poorly if the interruption provides no useful information, consuming cognitive
resources needed to perform the task. Such irrelevant distractions impose a type of
cognitive burden known as extraneous load, which is associated with unnecessary information and should be reduced or eliminated (refer to section 1.2.2 for details).
However, in those cases where extraneous load cannot be eliminated or reduced, such
6

For the sake of consistency, the c-arm was placed in the same position, facing the mannequin
throughout the experiments (Figure 5.4). Subjects, however, could switch between the lateral and AP
views using a dedicated footpedal.
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as of adverse events in the OR, operators must illustrate necessary mental skills to process the extraneous load with minimum cognitive work. Failure to do so may lead to
cognitive overload, which in turn, severely disturbs the efficiency and effectiveness of
information transfer [40]. In this study, this phenomenon was shown to be true as introducing interruptions significantly increased the task completion time. Although not
significant, surgeons tended to administer a larger dose of radiation via fluoroscopy and
perform less accurately when faced with interruptions. This also suggests that training for technical skills does not necessary contribute to a better performance when
encountered with interruptions in the OR. This was evident in our results as trainees
tend to perform better after a short session of training, yet their performance significantly degraded in the presence of interruptions. In addition to the objective results
discussed above, our subjective analysis of mental workload also indicates the importance of fully immersive environments with realistic interruptions to develop necessary
cognitive skills. In particular, trainees reported greater mental workload when faced
with interruptions. Their report of mental workload also correlated negatively with
their performance.
The second notion is maintaining patient-safety. Performing vertebroplasty requires
navigating the trocar to the target while applying short bursts of X-rays to receive more
accurate visual information about the relative position of the tool and the target. Cognitively speaking, this is a mentally competing task: increasing the number of X-ray
images, on one hand, may improve the navigation performance, while on the other,
compromises patient safety. In such cases, the junior surgeons must choose some task
strategy, despite the trade-off between the desired effect of obtaining X-rays on patient
safety and navigation performance. In other words, it is necessary to train residents
to learn how to maximize patient safety by applying the least possible amount of radiation to generate the best possible mental image of the anatomy and trocar. Each
surgeon may choose a different trade-off: cautious individuals may impose lower ra-
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diation but might be less accurate and/or slower on the targeting task. Conversely,
some may wish to perform more accurately and/or perform the targeting task more
quickly, and one strategy to do so would be to perform better on the perceptual task by
increasing the duration of X-ray exposure. Of course, these strategy differences do not
need to be dramatic shifts but within a tolerable range. Such ability cannot be gained
easily by following the traditional see one, do one, teach one paradigm. The ability to
practice such a unique skill, i.e. performing an image-guided targeting task without
substantially compromising patient safety, is one of the key benefits of the proposed
fully-immersive simulation environment. Moreover, while obtaining visual-spatial information is necessary to succeed in the navigation task, it is nevertheless subjective, as
some junior surgeons have developed higher skills of perception and spatial reasoning
than others during their training. Hence, some may need to obtain more X-ray images
to attain the same level of perceptual accuracy or to form a spatial representation of
the perceptual-motor task space than others. This is manifested in the form of large
standard deviations across subjects as illustrated in Table 5.1.
To summarize our findings:

i Our objective and subjective results suggest that training residents to obtain technical skills, though necessary, do not necessarily prepare them to cope with interruptions and different crises scenarios in the OR. This, however, can be practiced with
simulators within fully-immersive environments;

ii Maintaining patient-safety is a cognitively challenging task and need to be included
in the current training curriculum. Such skills cannot be obtained through traditional training approaches, which further emphasize the practicality of simulators
as a training tool;
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Conclusion

Cognitive load is a multifaceted construct influenced by surgeon’s technical and nontechnical skills, the surgical task, and the OR’s environments and surrounding circumstances. Cross-cutting approaches combining both procedural and mannequin-based
simulation paradigms are proposed to improve both technical and non-technical skills,
preparing trainees to cope with extraneous loads such as distractions, interruptions,
and crises. In this work, a user study was conducted in a complete medical simulation
environment with occurrence of adverse events to investigate the impact of interrupting
events on surgeons’ individual experience. Our subjective and objective results suggest
that interruptions degrade the efficiency and effectiveness of surgical performance,
jeopardizing patient safety. Therefore, training surgical residents under mixed-mode
scenarios seems necessary to reduce surgical errors caused by cognitive overload.

5.5

Limitations and Future Work

Due to our participants’ time restriction, we could not validate the entire surgical workflow that involves formulating the entry point and cement injection, all of which could
be potentially affected by interruptions and so needed to be investigated, nor we could
deploy longitudinal training to better assess the effect of teaching non-technical skills
on surgical performance. Although increased mental load was evident based on our
results, a larger sample size is required to better investigate the role of interruptions
on surgical accuracy and patient safety.
Future studies involve investigating the entire workflow, conducting longitudinal
training for both technical and non-technical skills - individually and combined, and
studying the construct validity of the simulator.
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Chapter 6
Closing Remarks
In current surgical practice, image-guidance has become an essential part of minimallyinvasive surgeries, compensating for the lack of direct vision and limited access to
the surgical field. In image-guided interventions (IGI), the surgeon makes use of spatiotemporal information to navigate through the patient body and guide the surgical
tools and therapeutic devices to the site of operation. This process is composed of
smaller subprocesses that involve collecting, tracking, registering, and displaying information. Collecting information usually begins with acquiring 3D tomographic images
prior to the surgery. During the surgery, a localizer is used to continuously track the
location of the surgical tools and therapeutic devices. The spatiotemporal information
provided by the localizer and preoperative images are then registered together, and the
result is presented to the surgeon within a coherent coordinate system. Throughout
this process, the surgical outcome can be severely degraded or improved depending on
the type of information presented to the surgeon (e.g., preoperative vs. interaoperative, visual vs. haptic), the amount of information, and the method of presentation and
interaction (e.g., HMDs vs. computer displays, 3D vs. 2D visualizations).
The importance of presentation and interaction in IGI is two-fold: first, in the current state of image-guided systems, information display is the most vulnerable stage
166
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of the process where data can most easily be misinterpreted by the human observer.
Second, due to a large cognitive load imposed by the surgery and OR condition, poor
modes of visualization and interaction can overload the surgeon’s cognitive capacity,
leading to surgical errors and/or long operation time. Under such conditions, the surgeon may have to spend too much time and effort to perceive and process information
instead of considering the surgery. Good, intuitive modes of visualization and interaction prevent misinterpretation and replace resource-demanding cognitive tasks with
simpler perceptual tasks, reducing the use of the surgeon’s mental resources. To accomplish this, a strong understanding of the clinical context as well as a thorough
knowledge of human visual perception, cognition, and action are required. The issue
of image visualization and interaction influences both the technical and non-technical
skills of the surgeon, spanning from preoperative planning to surgical training, simulation, and navigation. This thesis is therefore aimed at studying such aspects of human
psychology with the goal of improving minimally-invasive interventions. To this end,
I investigated the following four neurosurgical applications in the realm of planning,
navigation, training, and training for planning.
Chapter 2 involved investigating the role of stereopsis in lowering the morbidity in
ETV interventions caused by accidental perforation of the basilar artery. The result of
our user studies suggest that, compared with conventional endoscopes, the detection
(and therefore avoidance) of the basilar artery on the surface of the third ventricle can
be facilitated with the use of stereoendoscopes, increasing the safety of targeting in
third ventriculostomy procedures.
Due to their complex anatomy, resecting arteriovenous malformations is an extremely complex procedure, necessitating a careful preoperative planning. However,
2D NC-MRA images - as a standard of care for planning AVM interventions - may not
convey necessary information regarding the vessel connectivity or relative depth. Accordingly, in Chapter 3, I introduce a non-photorealistic technique in conjunction with
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volume rendering to enhance the contours of vascular structures in NC-MRA images.
Our user studies indicate that the proposed method, particularly when combined with
stereopsis, may increase the speed and accuracy of understanding the spatial relationship between vascular structures, improving the quality of planning AVM interventions.
Chapter 4 introduced a mixed augmented/virtual reality system by which junior surgeons could practice spatial reasoning and other cognitive skills necessary in planning
tumour resection interventions. A number of user studies were conducted to evaluate the proposed AR system against conventional planning environments. The results
indicate that AR may improve subjects’ performance, particularly novices’, in formulating the optimal point of entry and surgical path independent of the sensorimotor tasks
performed, demonstrating the role of mixed-reality systems in assisting residents to
develop necessary spatial reasoning skills needed for planning brain tumour resection.
In Chapter 5, a complete simulation environment for vertebroplasty procedures including a mannequin and a simulator with haptic and visual feedback was employed
to investigate the effect of interruptions in the OR. We suspected that distractions in
the OR may overload the cognitive capacity of novice surgeons, hindering their performance. An evaluation study was conducted with 19 junior surgeons in order to
provide a qualitative measure of usability while associating between mental workload
and surgical performance. Our results indicate that while training surgeons may increase their technical skills, the introduction of crisis scenarios significantly disturbs
the performance, emphasizing the need of realistic simulation environments as part of
training curriculum.
Overall, the outcome of this work can be summarized as follows:
• Many intra- and preoperative images and imaging techniques are not perceptually optimized for human observers. Providing simple, yet strong visual cues (e.g.,
stereopsis), or employing computer graphics techniques to accentuate such cues
(e.g., cel-shading) can dramatically facilitate information transfer, complement-
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ing surgeons’ experience and anatomical knowledge.
• Conventional modes of display are not necessarily optimized to convey visual information, particularly for less trained/experienced users. New emerging methods of visualization and interaction such as AR environments can potentially revolutionize the field of minimally-invasive surgery. More research is needed to
improve upon these modes of view by overcoming the current hurdles such as
poor ergonomics and accommodation-vergence mismatch.
• Despite recent and ongoing advancements in surgical simulation, much research
has been devoted to improving surgeons’ dexterity, overlooking their non-technical
skills. Our studies have shown that residents can benefit immensely from both
new visualization modes (e.g., AR), and fully-immersive simulation environments,
acquiring necessary cognitive skills such as spatial reasoning and coping with
crises.
In conclusion, human factors such as those discussed in this thesis play a key role
in image-guided minimally-invasive surgeries. This was illustrated in this thesis by
studying different modes of visualization and interaction and their impact on surgical
performance. Although being overlooked in many surgical applications, human factors
have received wide attention in recent years and has become the subject of research as
an important component of minimally-invasive surgeries.

6.1

Future Direction

Future direction may involve expanding the scope of our work to include other interventions and technologies. Studies regarding human visual perception can be extended
to include other perceptual cues, benefiting from both visual and tactile sensory channels. For instance, in addition to occlusion and stereopsis, cues such as aerial perspec-
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tive and motion parallax can also be incorporated into our visualization pipeline for
planning AVM interventions.
Although we only focused on one specific intervention per project, the underlying
technology and evaluation framework can also be employed for (or extended to) similar interventions. For example, our mixed augmented/virtual reality system can be
useful for planning AVM interventions. Investigating and possibly adopting these future technologies, such as more advanced augmented-reality solutions or faster GPUs,
should also be part of the future work to improve overall patient outcomes.
Nevertheless, despite challenges facing studying human factors, such as limited access to clinical participants, it is indeed an exciting, emerging topic of research in the
realm of minimally invasive and image-guided interventions, positively influencing the
transfer of technology and technological awareness between the laboratory and the
operating room.

Appendix A
Derivation of I p
I p for LA task based on the rotational error & RT Let the A be space of acceptable x
and AreaA be the surface area of A on a unit hemisphere:

θ
φ
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which implies
ID = H[P(x)] − H[P(x|x ∈ A)]
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I p for SD task using the translational error & RT Let |X| = Total number of points
uniformly sampled over the skull, |A| = Number of points sampled within the region
with a radius of average translational error,
ID = H[P(x)] − H[P(x|x ∈ A)]
Z
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= − P(x) log(P(x)) dx +
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Appendix B
Subjective Analysis for Vertebroplasty
Experiment
Questions regarding face validity and the training value of simulation environment
were answered, respectively, on a scale of 1 (not realistic) to 5 (very realistic) and 1
(strongly disagreed) to 5 (agreed). 19 novice surgeons responded to these questions
with the following means and standard deviations:
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Training value of simulation

Crisis #2

Crisis #1

Crises simulation phases

Training phase

Category

Statement
How realistic was the visualization of fluoroscopy?
How realistic was the haptic feedback (e.g., bone vs. tissue)?
Was the visual representation of the surgical trajectory helpful
to get familiar with the simulation environment?
Was the visual representation of the surgical trajectory helpful
to get familiar with the surgical workflow?
How realistic was the simulation environment?
Would you act the same in real clinical case?
How realistic were the medical instruments?
How realistic was the movement of the instrument?
How realistic was the function of the instrument?
How realistic was the fluoroscopy simulation with footpedal?
How realistic was the phone call?
How realistic was the patient discomfort?
How realistic was the communication with the anesthetist?
The simulation environment is suitable for OR team training.
The medical training environment represents a real OR.
The simulation environment is suitable for education and training.

4.62±0.35
4.33±0.44
3.83±1.21
4.47±0.48
3.85±0.86
4.28±0.63
4.58±0.43
4.38±0.55
4.01±0.25
4.31±0.48
4.82±0.25
4.46±0.69
4.77±0.51

4.78±0.19

µ±δ
4.41±0.32
3.82±0.76
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