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Abstract 
Several balanced optimization problems have been analysed in the literature. Here, the 
balanced network flow problem in the uniform case is studied, and it is shown that it can be 
solved by the Newton’s approach in O(n’ log3 n) max-flow computations. The key of the proof 
is an extension of Radzik’s analysis of Newton’s method for linear fractional combinatorial 
optimization problems. 
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1. Introduction 
Balanced optimization problems model “equitable” distribution of resources, in the 
sense that, given weights for the variable problem, the difference between the max- 
imum and the minimum weighted variable defining a feasible solution has to be 
minimized. Combinatorial problems, like the balanced assignment problem and the 
balanced spanning tree problem, have been studied by Martello et al. [4] and by 
Camerini et al. [Z]. Recently, a parametric simplex method has been proposed by 
Ahuja [l] for the general balanced linear programming problem, and then a special- 
ized version has been provided for the balanced network flow problem too. This 
problem consists in finding a feasible flow on a given network such that the difference 
between the maximum and the minimum weighted flow on single arcs be minimized. 
In this paper, we consider the classical Newton’s method for fractional optimiza- 
tion, and we show that it solves the balanced network flow problem in the uniform 
case, i.e. in the case of unit weights, in a strongly polynomial number of iterations. Our 
analysis of Newton’s method generalizes the one recently proposed by Radzik [S] for 
linear fractional combinatorial optimization problems. 
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It should be pointed out that, being the uniform balanced network flow problem 
(hereafter referred to as UBNFP) a linear problem with (0, + 1, - 1)-constraint 
matrix, it can be solved in strongly polynomial time by Tardos algorithm [6]. 
However, Tardos algorithm is principally theoretical and oriented to general inear 
programming problems, while the algorithm which will be described is “ad hoc” for 
the problem, being based on max-flow computations. In addition, Newton’s approach 
solves the problem in 0 (n” log3 n) max-flow computations, where n is the number of 
nodes in the input graph, while Tardos algorithm, when applied to UBNFP, runs in 
O(ms + m2 T) time, where m is the number of arcs in the input graph while T is the 
running time of a polynomial linear programming algorithm used as a subroutine in 
Tardos approach. So, at least to the author’s knowledge, Newton’s method provides 
the first “ad hoc” and efficient strongly polynomial algorithm for UBNFP. 
The plan of the paper is the following. In the first section, the uniform balanced 
network flow problem is described, and a parametric formulation in terms of max- 
imum mean surplus cuts is presented. Then, in Section 2, it is proved that, when 
applied to such a parametric formulation, Newton’s approach finds an optimal 
solution by means of 0(n2 log3 n) max-flow computations. 
2. The uniform balanced network flow problem 
Let a graph be given, G = (V, E), where I/ is the set of nodes, of cardinality n, and 
E is the set of arcs, of cardinality m. Let b(i) be the flow demand associated with node i, 
‘v’ i E V, while c(i,j) be a nonnegative weight for unit of flow associated with arc (i,j), 
Q(i,j) E E. 
The balanced network flow problem consists in finding a feasible flowfon G such 
that the difference between the maximum and the minimum weighted flow along 
single arcs of G, i.e. (ma+,,j)EE c(i,j) f(i,j) - minCbjJEE c(i, j) f(i, j)), be minimized. 
Equivalently, by introducing an upper capacity parameter z and a lower capacity 
parameter y, the problem can be formulated as follows: 
Min (z - y) 
C.f(j, i) - Cf(i,j) = b(i), vi E I/, 
j j 
f(i,j) d u(i,j)z, v(i,j)EE, 
f(U) 2 u(kj)y, v(i, j) E E, 
f(i,j) 2 0, v (id) E E, 
where u(i,j) = l/c(i, j) is a capacity multiplier, V (i, j) E E (w.1.o.g. we are assuming 
c(i, j) > 0, V(i, j) E E). By this rewriting, the problem consists in computing capacity 
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parameters z and y such that a feasible flow f can be found on G when upper capacity 
u(i, j)z and lower capacity u(i, j) y are imposed on each arc (i, j), and such that the 
difference between the parameters, i.e. (z - y), be minimized. 
In the following, we shall restrict our attention to the uniform case, i.e. c(i,j) = 1 
and so u(i, j) = 1, Y(i, j) E E. As a motivation for the problem, assume to have 
a network with some sources and some sinks: we want to route a commodity in such 
a way to satisfy all the demands and to distribute it along the links of the network as 
“equitable” as possibile, i.e. by avoiding links too much void and links too much 
charged. This is exactly the uniform version. 
If we set g(i, j) =f(i, j) - y, Y(i, j) E E, and define 6 = (z - y), then the following 
equivalent formulation is obtained: 
Min b 
4 9 (j, 4 - C 9 (&A = b(i) - k(i)y, Vi E I/, 
j 
s(U) 3 0, v(i,j)E E, 
where k(i) = ISS(i)l - IFS(i)1 is the difference between the cardinality of the back- 
ward star of i (i.e. BS(1’)) and the cardinality of the forward star of i (i.e. P’S(i)), Y i E V. 
Values k(i) are thus integer numbers belonging to the range [ - n + 1, n - 11. 
If we fix parameter y in the above formulation, then a parametricflow problem on 
a parametric graph, let it be G,, is obtained, where G, differs from the input graph 
G since parametric flow demands b(i) - k(i) y are now imposed on each node i of G. In 
fact, what we have to determine on G, is the minimum value of the upper capacity 
parameter 6 such that a flow g satisfying all the flow demands exists. Being in the 
uniform case, each parametric flow problem so obtained can be solved by performing 
O(n) max-flow computations on G, [S]. If h(y) denotes the minimum value of 
6 corresponding to parameter y, what we have thus to do is to choose an efficient 
strategy for minimizing function h(y). 
For this purpose, let us exploit the dual version of the parametric flow problem, the 
so called maximum mean weight cut problem. In the uniform case, it consists in finding 
a cut (S, T) of G, ( y is assumed to be fixed) with the maximum mean surplus, where the 
mean surplus of (S, T) is defined as 
mean (s T) = CL, T (b(i) - WY) 
Y ’ KS> T)I ’ 
i.e. it is the total flow demand of T divided by the cardinality of the cut. In fact, it can 
be proved that the minimum value of parameter 6 such that a feasible flow g can be 
found on G, is equal to the maximum mean surplus of a cut of G, [3]. Then, h(y) can 
be equivalently stated as 
h(y) = max{mean,(S, T): (S, T) cut in Gy}. 
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We can describe the set of all cuts of G, by means of a set of binary structures 
XsT E {o,l}n+m as follows: each binary vector x E XST represents a cut (5, T) such 
thatx(i)= lifandonlyifiET,i=l, . . . , n, and x(n + w) = 1 if and only if the wth 
arc of G, belongs to (S, T), w = 1, . . . ,m. Then, if b and k denote the (n + m)-vectors 
with components b(i) and k(i), respectively, i = 1, . . . , II, and 0 otherwise, and if 
u denotes the (n + @-vector with components 0, i = 1, . . . , n, and 1 otherwise (i.e. in 
correspondence with the arcs of the graph), we can rewrite the above formulation as 
follows: 
h(y) is a convex, piecewise linear function, that we want to minimize. It can be viewed 
as a generalization of the parametric versions of linear fractional combinatorial 
optimization problems, as described in [5]. In fact, in those cases, the piecewise linear 
functions that have to be minimized are of type h*(y) = max {(bx) - (kx)y: x E X}, 
where X is a binary structure set, i.e. a set of O-l vectors. 
As shown by Radzik [S], Newton’s method solves any linear fractional combina- 
torial optimization problem in a strongly polynomial number of iterations. In particu- 
lar, the parametric flow and the maximum mean weight cut problems are solved in 
O(m) iterations in general, and in O(n) iterations in the uniform case. By extending 
Radzik’s analysis of Newton’s approach, it will be shown in the following section that, 
also in the case of UBNFP, the method minimizes function h(y) in a strongly 
polynomial number of iterations, i.e. in O(n log3 n) maximum mean cut (or, equiva- 
lently, parametric flow) computations. 
3. Newton’s approach for UBNFP 
In order to minimize function h(y), i.e. to find the value of parameter y, say y*, for 
which the difference 6 = (z - y) between the parametric upper bound and the para- 
metric lower bound of G assumes the minimum value, let us proceed as follows. 
Firstly, let Y be an interval of y-values containing the optimum y*. Then, let us 
apply the classical Newton’s method to Y to compute y*, i.e. let us evaluate function 
h(y) at the end points of Y, compute and intersect the “tangents” to h(y) at these 
points, and properly shrink the interval. 
As illustrated in [S], for linear fractional combinatorial optimization problems the 
convergence of the algorithm is the same as Newton’s method convergence when h(y) 
is a decreasing function, and its root needs to be found, i.e. the value of y such that 
h(y) = 0. The same property holds in our case, as will be shown below. As a conse- 
quence, in the following we shall restrict our attention to the decreasing lines 
composing h(y), i.e. the lines having a positive slope kx/ux: by assuming to translate 
the y-axis such that h(y*) = 0, we shall consider Newton’s method for computing y* as 
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the root of such a monotonic function. Note that this translation only effects the 
constant component bx of the lines defining h(y); in fact, after the translation each 
such line hx/ux - (kx/ux)y can be rewritten as 
bx - (ux)h(y*) kx _- Y. ux ux 
Let us first present some basic facts in order to estimate the rate of convergence of 
the method. These facts hold for general functions of type 
h(y)=max g-zy:,~X 
i 1 
which are defined by lines with positive slope (in the definition, X denotes a binary 
structure set), and so they hold for the decreasing lines defining h(y) after the y-axis 
translation. 
Let yi be the value of parameter y at the beginning of the ith iteration of Newton’s 
approach. During this iteration, the algorithm computes hi = h(yi) (by means of 
a maximum mean cut computation in the case of UBNFP) and the corresponding 
binary structure xi (which is a cut in our case). If h(yi) = 0, then the method 
terminates; otherwise, it computes the next approximation yi+ 1 by imposing 
bxi/uXi - (kxi/uxi) y = 0, i.e. yi + 1 = bxi/kxi. Let si denote the (positive) slope of the 
line found at the ith iteration, i.e. si = kxi/uXi. 
The following lemmas suggest a fast convergence of the algorithm. 
Lemma 3.1. For each iteration i of Newton’s approach it is 
Yi+ 1 _yi=hi. 
Si 
Proof. 
yi+l=g and hi=!.?_!? 
I 
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Proof. Being xi the structure which maximizes the lines with respect o yi, it is 
hiJ?5Lkx,yi > bxi+l kxi+l 
UXi UXi --uxi+lfi UXi+l 
bxi+l kxi+l kxi+l 




This implies (hi+ 1 /hi) + (Si+ l/‘Si) < 1. 0 
Since the values hi and si computed by the Newton’s approach are always positive, 
it follows that 
Corollary 3.1. (hi+ 1 /hi) (Si+ 1/Si) d $ . 
Now, we shall use the properties stated above to prove a strongly polynomial 
bound on the number of iterations for UBNFP. This will be performed by extending 
Radzik’s analysis for linear fractional combinatorial optimization problems. As for 
those cases, we shall separately consider the iterations of the Newton’s method which 
“substantially” decrease the slope si and those which do not. Goemans lemma, whose 
proof is reported in Radizk’s work [S], will be used to estimate Newton’s iterations. 
This lemma states that, given p real numbers and given a sequence of 4 positive 
subsums of these numbers such that the (i + 1)th subsum in the sequence is less than 
or equal to a half of the ith one, then it is q = O(plogp). More formally, 
Goemans lemma. Given a p-vector of real numbers, say b, and q binary vectors, say 
xi, ... , xq, such that 
O<bxi+l ~ ibxi, i=l, ...,q-l, 
then q = O(p log p). 
Lemma 3.3. Newton’s method globally performs O(log n) iterations i such that 
Si+l ~ 4Si. (1) 
Proof. Consider the subsequence of the iterations of the Newton’s approach such that 
si+ I < $ si for i index in the subsequence: the set of iterations satisfying this relation 
includes the consecutive pairs of Newton’s iterations such that condition (1) holds true 
(recall that the values si = kxi/uXi decrease during the algorithm running). 
Now, let us partition this subsequence into further subsequences composed by 
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L + 1 = log(m + 1)’ consecutive iterations. Then it is 
kx L+i 1 kxi 1 
~+i d (m uxi * kXL+iUXi d tm + 112 kXiUXL+it 
UX 
where i varies into the sequence modulo L. 
TWO cases may happen. The first one is Uxi d [l/(m + l)] UxL+i, i.e. 
uxLci > (m + l)Uxi. Since the uniform version of the problem is under investigation 
(i.e. u(i,j) = 1, V(i, j) E E), the values nxi computed by the Newton’s approach are 
integers in the interval [l, m], and so this case is not possible. 
AS a consequence, since Uxi > [l/(m + l)] UXL+i, it must be kxL+ i < 
[l/(m + l)] kxi. Being in the uniform case, values k(i) are integer numbers belonging 
to the range [ - n + 1, n - 11, Vi E V; the values kxi computed by the Newton’s 
approach are thus integers belonging to the interval [ - n’, n’]. It follows that the 
relation kx Lfi < [l/(m + l)] kxi can be verified globally only a constant number of 
times. 
In conclusion, Newton’s approach performs globally O(L) = O(log(m + 1)2) iter- 
ations, i.e. O(log n) iterations, such that si + I 6 3 si . 0 
Lemma 3.4. Newton’s method performs 0(nlog2 n) consecutive iterations i such that 
2 
Si+l 2 3s;. (2) 
Proof. Let us consider a sequence of consecutive iterations such that (2) holds true. 
For the sake of simplicity, let us indicate the corresponding indices by 1,2, , r. 
Lemma 3.2 implies that hi+ l/h, d 3 for all such iterations. Therefore, by 
Lemma 3.1 we have that 
hi+1 
Yif2 - Yi+l = - < ;~+,+, - yi), i = 1, . ,r - 1, 
si+l I 
i.e. the difference between the y-values found by the Newton’s approach reduces quite 
fast during this kind of iterations. By applying this relation to y,+ 1 - Yi+ , = 
(Yr+ 1 - YJ + ... + (Yit2 - Yi+ I), it follows that y,+l - yi+ 1 6 i (y,+l - yi), 
i=l , . ,r. 
Now, recall that yi + 1 = bxi/kxi,andso(-h+ky,+,)xi=(y,+i-yi+i)kxi.Then, 
for all the considered iterations the following relation holds true: 
(-b+kY~+l)xi+l=(Y,+l-Yi+2)kxi+l < ~(Yr+~-.Yi+~)kxi+l 
uxi+l uxi+ 1 ‘2 UXi+l 




, i=l, . . . . r-l. 
UXi 
(3) 
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Now, let us partition the considered sequence of iterations into subsequences 
composed by L + 1 = log@ + 1)’ consecutive iterations. Relation (3) implies that 
(Fb + kYr+l)xi+L < l (- b + kYr+l)xi 
‘(m for 1 d i < r modulo L. uxi+L UXt 
Along the lines traced in Lemma 3.3, since UXi > [l/(m + l)] Uxi+L, it must be 
(- b + kyr+ l)xi+L d A(-b+kyr+l)xi for1 < i < rmoduloL. 
By Goemans Lemma, being n the elements other than zero, there can be O(n log n) 
iterations for which such a property is verified. As a consequence, the length of the 
overall sequence, i.e. r, is O(n log’ n). 0 
Corollary 3.2. Newton’s method finds the root of the monotonic translation of h(y) by 
performing O(n log3 n) iterations. 
As previously indicated, the above bound on the number of iterations holds under 
the assumption that the y-axis has been translated such that h(y*) = 0, where y* 
denotes the optimum value of parameter y, and that, as a consequence, Newton’s 
method computes y* as the root of the monotonic function defined by the decreasing 
lines composing h(y). However, if we consider the entire function h(y), and apply 
Newton’s approach starting from the interval Y = [yl, y2] containing y*, it is easy to 
see that the number of iterations which increase the current approximation of y is less 
than or equal to the number of iterations performed by the Newton’s approach when 
the function root has to be found after the y-axis translation. Analogously, the number 
of iterations which decrease the current approximation of y is less than or equal to the 
number of iterations performed by the Newton’s approach when applied to the 
symmetric portion of h(y), i.e. the monotonic function defined by the lines with 
negative slope. This property is illustrated in Fig. 1. There, y is the current approxima- 
tion as computed by the Newton’s approach starting from [yI, yZ], while j is the 
h(y* )=0 
Fig. 1 
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corresponding approximation as computed by the method assuming a y-axis transla- 
tion such that h(y*) = 0. It follows that 
Theorem 3.1. Newton’s method solves UBNFP by performing O(n log3 n) maximum 
mean cut (or, equivalently, parametric jlow) computations, and so with O(n2 log3 n) 
max-jlow computations. 
4. Conclusions 
In this paper, the balanced network flow problem in the uniform case is studied, and 
it is shown that the Newton’s approach solves it in O(n2 log3 n) max-flow computa- 
tions. The key of the proof is an extension of Radzik’s analysis for linear fractional 
combinatorial optimization to more general classes of problems. It remains an open 
question whether Newton’s analysis can be extended to the general balanced network 
flow problem as well. In particular, the main difficulty in extending the analysis 
presented in this paper seems to depend on Lemmas 3.3 and 3.4, where an estimation 
is provided of the number of iterations of the Newton’s method. In fact, it is not 
immediate to generalize the proof of those lemmas to the non-uniform case. We thus 
conjecture that a different kind of analysis has to be used in that case. 
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