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1．はじめに	 
近年,情報技術の急速な発展や普及により,	 消費者は膨大な
情報に触れることができ,	 多種多様な情報が入手可能になっ
ている.	 それに伴って,	 消費者の興味や嗜好は多様化,	 細分
化し,	 消費者のニーズがより複雑になってきている。一方,	 売
り手側は複雑化した消費者のニーズに応えるために,	 様々な
デザインや配色を施した商品の開発を進めている.	 しかし,	 
売り手側はコスト高になることや,	 また,	 商品数が増える為,	 
売れる商品の予測が難しくなるといった問題が生じている.	 	 
こうした状況により,	 消費者は自分自身に合った商品を探
し出すことが困難となり,	 また,	 商品の売り手側は消費者の
ニーズを把握しきれなくなっている.	 このような状況に対応
するために,	 Amazonをはじめ,	 ネットショッピングサイトでは,	 
サイトを利用するユーザの購買履歴や検索履歴などといった
行動を分析し,	 個々のユーザの興味を推定し,	 一人一人に合
った情報を配信するといった購買支援サービスが行われるよ
うになっている.	 このような消費者のニーズを捉えた情報配
信サービスにより,	 ネットショッピングでは消費者が探して
いる商品を見つけやすくなり、また販売サイト運営側も消費者
のニーズを把握しやすくなっている.	 しかし,	 実店舗では,	 
個々一人一人のニーズを正確にくみ取り,	 適切な情報を個人
に配信する情報配信サービスはあまり普及していないのが現
状である.	 	 
	 	 そこで,	 我々は実空間店舗（Smart	 Shop）を構築し,	 店内に
RFIDやカメラといったセンサ類や,	 情報提示装置であるデジ
タルサイネージといったユビキタス機器を使い,	 購買行動中
の消費者の自然な行動を自動で取得し,	 分析できる環境を整
え,	 購買支援サービスを行えるよう試みてきた[1].	 我々の従
来研究では,	 商品を「見る」「触る」「手に取る」などの消費
者の購買行動中の自然な行動より,	 消費者がどの商品に興味
を持っているかを推定してきた.	 さらに,	 消費者が興味を持
った商品のどのような色や形の特徴に興味の傾向があるのか
を推定し,	 個人に合わせたレコメンドを可能にするための購
買履歴分析を行ってきた[2].	 	 
	 	 しかし,	 近年アパレルなどデザイン性の高い商品が増えて
いるなか,	 商品の選択に影響を与える要因として,	 色や形と
いった商品の物理的な特徴だけではないと考えられる.	 商品
の全体的な雰囲気などイメージが商品選択の重要な要因にな
る.	 物理的な特徴から購買の傾向を発見する手法では,	 消費
者一人一人の商品に対する主観的イメージや消費者ごとに異
なる嗜好を考慮した推薦が行えない.	 
	 	 そこで,	 本研究では,	 色や形といった商品の物理的な特徴
である商品属性だけでなく,	 商品に対する主観的なイメージ
といった感性指標を利用した個人の感性モデルを構築する.	 
個人の感性モデルを構築する手法として,	 本研究ではラフ集
合理論を利用し,	 商品属性と主観的なイメージの対応関係を
ルール化する.	 そして,	 得られたイメージルールから個人の
嗜好推定を行い,	 提案方式の評価を行う.	 	 
	 
2．関連研究	 	 
	 	 商品に対する主観的なイメージのような感性指標は,	 同一
商品であっても個人的主観によって個々のイメージ評価はそ
れぞれ異なる.	 消費者によって商品に対するイメージに差が
ある個人の感性を利用し,	 消費者の嗜好に合う商品を推薦す
ることを可能にするために,	 消費者一人一人の商品に対する
主観的なイメージを収集して,	 消費者の感性をモデル化する
研究が進められている.	 	 
	 	 これまでに,	 消費者の感性モデルを用いたレコメンデーシ
ョンシステムが実現している[3].	 このシステムでは,	 消費者
ごとにイメージ語を作成するために,	 消費者に各商品に対し
て「どういう印象を持つか」という商品の雰囲気に基づいた主
観的なイメージと商品の物理的な特徴に基づいた客観的なイ
メージをアンケート調査により答えてもらい,	 これら二種類
のイメージより対応関係ルールを導きだし,	 個人の嗜好モデ
ルを構築している.	 例えば,	 「スマートなのは,	 クールかつソ
フトだから」というように主観的イメージと客観的イメージか
ら対応関係を推定している.	 しかし,	 客観的イメージを選択
する際に,	 既に消費者の主観的な評価が含まれていると考え
られる.	 また,	 対応関係を導きだすルールも複雑になってし
まう.	 	 
	 
3.	 ラフ集合理論	 
3.1	 ラフ集合理論の概要	 
ラフ集合理論は1982年にZ.	 Pawlakによって提案された知識
獲得の手法である.	 ラフ集合では,	 同値関係や類似関係など
による集合を知識と考え,	 その与えられた集合をこの知識で
表現するのに,	 可能的に考える上近似と必然的に考える下近
似の二つの近似方法により,	 ルール抽出を行っている.	 
3.2	 極小長さの決定ルール抽出	 
	 	 ラフ集合理論の概念を,	 具体例をもとに説明する.	 いくつ
	  
かの対象に対する属性値データを記した条件属性とアンケー
ト調査等の選考結果に対応する決定属性を示した決定表,	 表
3.2.1を用意する.	 	 
サンプル 決定属性
U A B C D Y
U1 A1 B1 C1 D1 Y1
U2 A1 B2 C1 D2 Y2
U3 A2 B2 C2 D3 Y2
U4 A2 B1 C2 D1 Y1
U5 A2 B2 C2 D1 Y2
U6 A1 B2 C1 D2 Y1
条件属性
表3.2.1決定表
	 
	 	 この決定表から,	 下近似による決定属性{Y=Y1}の極小決定
ルールの抽出を行うと、以下のようになる。	 
If	 [B=B1]	 Then	 [Y=Y1]	 
If	 [A=A1]	 and	 [D=D1]	 Then	 [Y=Y1]	 
If	 [C=C1]	 and	 [D=D1]	 Then	 [Y=Y1]	 
3.3	 C.I.	 (Cover	 Index)	 
	 	 ラフ集合理論によって求められた複数の決定ルール条件部
のどれがどれだけ決定表の決定クラスに寄与しているかを示
す C.I.(Cover	 Index)という指標がある.	 決定ルール条件部
のC.I.とは,	 そのルールの決定クラスと同じ決定クラスの対
象数のうちでそのルールにあてはまる対象数をそのルールの
結論と同じ決定クラスの対象数で割ったものである.	 	 
	 	 3.2 節での具体例をもとに説明する.	 C.I.の計算内容をわ
かりやすくするために表3.3.1を作成した.	 	 
Y=Y1 C.I. U1 U4 U6
B1 2/3 * *
A1D1 1/3 *
C1D1 1/3 *
表3.3.1C.I.の算出
	 
	 	 表3.3.1には,	 3.2節での具体例で,	 R*(Y1)={U1}がY={U2,	 
U3,	 U5}と区別するための属性値は,	 B1,	 A1D1,	 C1D1 だった
ので,	 「＊」をサンプル U1 の列にすべて付けている.	 また,	 
R*(Y1)={U4}が Y={U2,	 U3,	 U5}と区別するための属性値は B1
の一つだったので,	 U4の列のB1の行に「＊」を付けている.	 	 
	 この決定ルールの条件部のB1は,	 サンプルU1とサンプル
U4の両方に記号「＊」が付いているので,	 個数は2つとなり,	 
また,	 Y=Y1 の対象数は三つなので,	 B1 の C.I.の計算は,	 
C.I.=2/3 となる.	 つまり,	 B1 は決定クラスY=Y1 に関するサ
ンプルU1と U4 の両方の識別に寄与していることを表してい
る.	 同様に,	 決定ルールが A1D1,	 C1D1 の C.I.を求めると表
3.3に記した通りになる.	 	 
	 	 この C.I.の計算内容から見てわかるように,	 高い値の C.I.
は,	 決定ルール条件部が決定表の決定属性に寄与している割
合が高いことを示している.	 	 
3.4	 決定ルール分析法	 
	 	 ラフ集合理論の決定ルールによる分析方法では,	 決定表の
サンプルと属性が多くなると,	 数百の決定ルールが抽出され
てしまい,	 抽出された決定ルールの条件部の中からどれを採
用すれば良いのかを考察するのが難しくなる.	 また,	 一つの
決定ルール条件部から属性値の組を採用すると,	 他の決定ル
ール条件部の情報を見落としてしまうという問題点がある.	 	 	 	 	 	 	 
	 	 そこで,	 求められた決定ルール条件部を属性値単位に分解
し,	 決定ルール条件部のC.I.が高得点であればあるほど含ま
れる属性値に高得点を与えながら,	 すべてのルール条件部に
ついて得点を合算する決定ルール分析法が提案されている
[4].	 この得点を合算したものをコラムスコアと呼んでいる.	 	 
	 	 コラムスコアについて算出方法について説明する.	 ある決
定クラスに対する決定ルール条件部がK 個あるとして,	 番
目のルールのC.I.値をpk,	 k番目のルール条件部の属性集合
をQk(k=	 1,…,	 K)	 属性値を	 z∈Z	 (Zは全属性値集合)で
表すと,QkがPk種のzからなるとき,	 	 
Qkにおけるzのスコア	 Sk	 =	 pk/nk[z∈Qkのとき]	 
zのコラムスコア	 	 	 	 	 	 
と定義できる.	 決定ルール条件部を構成する属性値の数で
C.I.値を割ったものがそのルール条件部の属性値のスコアで
あり,	 それを決定ルールのすべてについて合算したものをコ
ラムスコアとして算出している.	 	 
	 
4．提案方式	 
	 	 本章では,	 ラフ集合理論を用いたサンプル対象に対する個
人のイメージルール推定と嗜好モデルを構築する手法につい
て述べる.	 	 
	 	 本研究では,	 3.4 節で述べたラフ集合理論での個々の属性
値の決定クラスへの寄与の程度を表すコラムスコアを利用し,	 
未知のサンプル商品の選考を予測することができる個人のモ
デルを以下の3ステップで構築する.	 	 
1. ユーザ個人にサンプル商品を見せ,	 その商品に対し
て「どのような印象」を持つか,	 イメージ語を用いて
答えてもらう.	 また,	 その商品に対して,	 「興味有
り」か「興味無し」かの二段階で答えてもらう.	 	 
2. ユーザ個人のサンプル商品に対する「興味有り」か「興
味無し」かの相反するイメージごとの選考の決定ルー
ルから得られたコラムスコアを利用し,	 ユーザ個人
のイメージごとの各属性値の評価を算出する.	 得ら
れた各属性値の評価スコアをコラムウェイトと呼ぶ
ことにする.	 	 
3. 各イメージごとから得られたコラムウェイトの上位
2 つを用いて,	 未知のサンプル商品へのイメージ評
価,	 またサンプル商品に対する評価の度合いを算出
する.	 サンプル商品への評価の度合いをアイテムス
コアと呼ぶことにする.	 	 
	 	 第２ステップでの,	 各イメージルールから得られるコラム
ウェイトを以下の計算式に基づいて算出する.	 	 
	  
	 	 (CW:ユーザの属性評価)	 
=(CS¦“興味有り”)-(CS¦“興味無し”)	 
	 	 いくつかの対象に対して,	 ラフ集合理論を用いて,	 あるイ
メージルールから得られたコラムスコアを記した表 4.1 をも
とに説明する.	 	 
CW
選考=Y 選考=N (ColumnWight)
A1 0.3 0.2 0.1
A2 0.7 0.1 0.6
A3 0.2 0.4 -0.2
A4 0.1 0.2 -0.1
属性 要素
CS
A
表4.1あるイメージでのコラムウェイトの算出
	 
	 	 表4.1には,	 あるイメージでの決定属性の選考=Yでの決定
ルールから得られたコラムスコア,	 決定属性の選考=Nでの決
定ルールから得られたコラムスコアという値を記している.	 
これらのコラムスコアより,	 コラムウェイトは次のようにな
る.	 	 
CW(A1)	 =	 0.3	 -	 0.2	 =	 0.1	 
CW(A2)	 =	 0.7	 ‒	 0.1	 =	 0.6	 
CW(A3)	 =	 0.2	 ‒	 0.4	 =	 -0.2	 
CW(A4)	 =	 0.1	 -	 0.2	 =	 -0.1	 
	 	 このコラムウェイトの値が大きいほど,	 その属性に対する
評価が高いということを示している.	 	 
	 	 第3ステップでは,	 第2ステップで求められた各属性の上
位 2 番目までのコラムウェイトの組合せより,	 未知のサンプ
ルのイメージ評価を推測する.	 そして,	 以下の計算式に基づ
いて,	 未知のサンプル商品に対するアイテムスコアを算出す
る.	 	 
Item	 Score=ΣCW(ki)	 
	 	 ここで,	 kは属性,iは属性の特徴要素を表している.	 	 
第２ステップと同様に具体例を用いて,	 説明する.	 いま,	 属
性A4,	 B1,	 C3,	 D2を含む未知のサンプル商品の図4.1がある
とする.	 	 
属性
A4
B1
C3
D2
図4.1未知のサンプルとその属性 	 
	 	 各イメージごとで算出した各属性の上位 2 番目までのコラ
ムウェイトの組合せより,	 図 4.1 のような属性の組合せを持
つサンプルのイメージ評価を推定し,	 推定したイメージルー
ルのコラムウェイトから,	 サンプル商品へのアイテムスコア
を算出する.	 	 	 	 
	 	 ここでは,	 図 4.1 のサンプルは,	 「カジュアル」というイ
メージが推定されたとする.	 「カジュアル」ルールでのコラ
ムウェイトが,	 CW(A4)=0.2,	 CW(B1)=-0.1,	 CW(C3)=0.3,	 
CW(A4)=-0.2 と求められているとき,	 アイテムスコアは次の
ようになる.	 	 
Item	 Score	 =	 0.2	 -	 0.1	 +	 0.3	 ‒	 0.2	 
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 =	 0.2	 
	 	 このアイテムスコアが大きい値ほど,	 興味度の高い「カジ
ュアル」な商品であると推測される.	 	 
	 以上のように,	 未知のサンプル商品へのイメージ評価,	 ま
たその評価値を算出する.	 	 
	 	 
5．実験	 
5.1	 イメージルール抽出のためのアンケート調査	 
	 	 個人ごとのイメージルールの抽出を行うために,	 アンケー
ト調査を行った.	 本実験においてのサンプルはシャツを用い
た.	 アンケート調査の概要については,	 ４０着のシャツのサ
ンプル写真を提示し,	 各サンプルに対して,	 「どういうイメ
ージ」を持つかを 5 つのイメージ語から一つを選び答えても
らう.	 また,	 各サンプルに対し,	 「興味有り」「興味無し」の
2段階で評価してもらう.	 被験者は,	 20 代男性6名を対象と
した.	 なお,	 アンケート調査で使ったイメージ語は,	 「カジ
ュアル」,	 「ナチュラル」,	 「クール」,	 「プリティ」,	 「シ
ック」の5つである.	 	 
5.2	 イメージルールから得られたコラムウェイト算出	 
	 	 アンケート調査で得た各イメージごとのデータを,	 ラフ集
合理論を用いて解析を行い,	 4 章で前述したコラムウェイト
を算出する.	 	 
5.3	 評価実験と考察	 
	 	 5.2 節で各被験者から得られたルールの精度検証の実験を
行った.	 各被験者に対し,	 イメージごとに 5.2 節で得られた
コラムウェイトの上位2番目までの属性の組合せを持つ5着
のシャツを用意し,	 それぞれのイメージの適合度を「合って
いない」,「あまり合っていない」,「どちらでもない」,「や
や合っている」,「合っている」の5段階で評価してもらった.	 
また,	 イメージごとで用意した 5 着のシャツの選考順位をつ
けてもらった.	 なお,	 ルール抽出のアンケート調査で用いた
シャツとは,	 別のシャツを用意した.	 	 
	 	 以上の精度検証用アンケートで得られたデータから,	 個人
が思うイメージに合っているかの適合率及び,	 提案方式で算
出した順位とアンケートで答えてもらった順位の一致度を求
めた.	 なお,	 順位の一致度を表す指標としてケンドールの一
致係数を使用した.	 	 
	 	 被験者6名の精度検証の結果を表5.3.1 に示す.	 また,	 全
被験者の平均を表5.3.2に示す.	 	 
	 	 精度検証実験の結果,	 表 5.3.2 の全被験者の平均イメージ
適合率は,	 74%の高い適合率が得られた.	 これより,	 高い確
率でシャツのイメージを推測できる結果となり,	 ルールの妥
当性が得られたと考えられる.また,	 被験者 No.1 においては,	 
カジュアル以外でのイメージ適合率が 96%以上という高い結
果になった.	 しかし,	 被験者 No.3 において,	 ナチュラルと
クールの適合率は,	 共に 56%とやや低い結果となった.	 その
理由として,	 アンケート調査によるナチュラルとクールのイ
	  
被験者No.1 適合率 一致係数 被験者No.2 適合率 一致係数
カジュアル 76% 0.70 カジュアル 64% 0.90
ナチュラル 96% 0.50 ナチュラル 60% 0.87
クール 96% 0.80 クール 60% 0.80
プリティ 96% 0.47 プリティ 68% 0.45
シック 100% 0.90 シック 64% 0.50
平均 92.8% 0.674 平均 63.2% 0.704
標準偏差 0.085 0.167 標準偏差 0.030 0.190
被験者No.3 適合率 一致係数 被験者No.4 適合率 一致係数
カジュアル 68% 0.45 カジュアル 72% 0.65
ナチュラル 56% 0.65 ナチュラル 84% 0.65
クール 56% 0.70 クール 76% 0.75
プリティ 75% 0.90 プリティ 60% 0.65
シック 60% 0.67 シック 76% 0.55
平均 63.0% 0.674 平均 73.6% 0.65
標準偏差 0.074 0.143 標準偏差 0.078 0.063
被験者No.5 適合率 一致係数 被験者No.6 適合率 一致係数
カジュアル 76% 0.70 カジュアル 68% 0.45
ナチュラル 72% 0.95 ナチュラル 76% 0.70
クール 68% 0.80 クール 72% 0.65
プリティ 72% 0.95 プリティ 80% 0.60
シック 76% 0.50 シック 92% 0.65
平均 72.8% 0.78 平均 77.6% 0.61
標準偏差 0.030 0.169 標準偏差 0.082 0.086
表5.3.1各被験者のイメージ適合率と順位の一致係数
	 
適合率 一致係数
74% 0.682
表5.3.2全被験者の適合率と一致係数の平均
	 
メージにおいて,	 決定ルールがあまり抽出されなかったため
だと考えられる.	 
	 	 次に,	 全被験者の選好順位と提案方式で算出した順位の平
均一致係数を見てみる.	 平均一致係数は0.682とある程度高い
結果となった.	 しかし,	 各被験者のイメージごとの一致係数
にばらつきがあり,	 一致係数が0.50を下回る結果となったの
が4つほど確認された.	 また,	 被験者No.1においては,	 「プリ
ティ」のイメージルールの適合率は96%と高いにも関わらず,	 
被験者No.1の選好順位と提案方式の順位の一致係数は0.47と
なっている.	 その理由として,	 「プリティ」の決定ルールから
得られた上位2番目までの各属性のコラムウェイトの値がほと
んど同じであったため,	 精度検証用アンケートで用意した「プ
リティ」というイメージのシャツのアイテムスコアにあまり差
が生じなかったので,	 一致係数が低くなってしまったと考え
られる.	 これに関しては,	 ルール抽出のためのサンプル数を
増やすことで,	 コラムウェイトの値を明確に出す必要がある.	 
	 
6.	 まとめ	 
	 	 本研究では,	 商品属性と商品に対する個人の主観的なイメ
ージの対応関係を,	 ラフ集合理論を用いた提案方式により分
析し,	 モデル化した.	 提案方式では,	 商品に対して,	 個人の
相反する選好の決定ルールから得られた各属性の評価値を算
出し,	 商品へのイメージ評価,	 また興味度の評価値を算出す
ることを可能とした.	 精度検証の結果では,	 平均イメージ適
合率は 63%~93%までと,	 高い精度でイメージ推定が行えた.	 
また,	 提案方式から算出した順位とアンケートで答えてもら
った順位との平均一致係数は,	 多少のばらつきが生じたもの
の 0.61~0.78 という値となり,	 ある程度高い個人の嗜好推
定が行えた.	 	 
	 	 今後の課題として,	 一つ目に,	 ラフ集合理論の上近似を用
いた分析を行う必要があると考えられる.	 本研究の提案方式
では,	 適用研究の多いラフ集合理論の下近似によって得られ
る決定ルールを使用したが,	 	 3章で述べたようにラフ集合理
論には,	 可能的に考える上近似と必然的に考える下近似の二
つの近似方法がある.	 上近似は下近似に比べ,	 よりラフに決
定ルールを抽出することができるため,	 提案方式によって算
出される各属性の評価値を明確に出せる可能性が考えられる.	 
二つ目に,	 実験に用いるイメージ語とサンプルの属性の再設
定を行う.	 今回の実験ではサンプル対象をシャツとしたため,	 
イメージ語は一般的なものを使用したが,	 今後,	 シャツ以外
の衣服をサンプル対象とするため,	 服飾学の観点からイメー
ジ語を再設定する必要があると考えられる.	 三つ目に,	 提案
方式で得られた高いコラムウェイトの値が,	 被験者の注目し
ている属性に適合しているかについて調べる必要がある.	 以
上のような課題を今後行う必要があると考えている.	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