Selection of the best applicants for orthopaedic residency programs remains a difficult problem. Most quantifiable factors for residency selection evaluate test-taking ability and grades rather than other aspects, such as patient care, professionalism, moral reasoning, and integrity. Four current department members on our resident selection committee ranked four consecutive classes of orthopaedic residents interviewed for residency. We ranked incoming residents in order of best to least qualified and compared those rankings with rank lists by the same faculty on completion of residency. Rankings also were compared with the residents' United States Medical Licensing Examination (USMLE) Part I scores, American Board of Orthopaedic Surgery (ABOS) Part I scores, and fourth-year Orthopaedic-in-Training Examination (OITE) scores. We found fair or poor correlations between the residents' initial rankings, rankings on graduation, and their USMLE, ABOS, and OITE scores. The only relatively strong correlation found was between the OITE and ABOS scores. Despite the faculty's consensus regarding selection criteria, interviewers did not agree in their rankings of residents on graduation. Additional work is necessary to refine the inexact yet important science of selecting residency applicants.
Resident selection is one of the most important educational responsibilities for medical school faculty. Although some training programs establish rankings based on a predetermined formula, most programs continue to rank resident applicants on a subjective and often poorly defined basis. Ideally, a rank list for a given program would identify those who are most eligible to be trained into competent, caring, and professional doctors. Crucial characteristics include academic aptitude, physical skills and dexterity, moral reasoning, and integrity. Fortunately, in orthopaedics, we continue to attract more applicants than positions available. For the 2003 National Resident Matching Program, there were 1.2 applicants for each position available in the categorical orthopaedic PGY-1. Therefore, it is important to a given training program and the orthopaedic profession in general to select the best possible applicant, as a substantial number of applicants will not become orthopaedic surgeons.
Although some studies have evaluated resident selection criteria for their specialties, to our knowledge, only one study has evaluated selection criteria and subsequent performance by residents in orthopaedics. 3 They noted the number of honors grades in clinical clerkships and membership in Alpha Omega Alpha (AOA) correlated with subsequent performance. Although we use these measures in our evaluation process, they are difficult to compare between institutions because of variability in grade distributions between medical schools and the lack of AOA chapters at some schools.
First, we evaluated the agreement among the evaluators regarding the importance of the various selection criteria. Then, we asked whether any objective measures of performance during or after residency correlated with our initial rank list or the residents' USMLE Part I scores.
MATERIALS AND METHODS
To evaluate the selection process, we asked four members of our orthopaedic department who conducted the candidate interviews during the selection process to rank the residents on acceptance to our program. Then, on completion of residency, we asked the same faculty members to rerank the residents. These rankings were correlated to each other, USMLE Part I scores, fourth-year OITE scores, ABOS Part I scores, and the ranked results of the "Best Doctor" award, described in more detail below. These criteria could be compared for all residents.
Four members of our orthopaedic department interviewed four successive classes of residents who subsequently have graduated from the residency program. The study group included 46 residents (three classes of 12, one class of 10). Criteria for selecting a resident were divided into nine categories: (1) interview; (2) letters of recommendation, rotation evaluations if performed, and any calls made or received on behalf of the applicant; (3) personal statement; (4) USMLE Part I scores; (5) medical school grades and/or AOA status (combined, as some schools do not have an AOA chapter); (6) research experience as a medical student; (7) medical school attended; (8) other activities, such as employment or recreation, sports, and volunteer work; and (9) gender and/or ethnicity. The interviewers used these criteria to develop one list for each of the 4 years, ranking the residents in order of preference. Additionally, because USMLE Part I scores were the only truly nonsubjective and quantitative way to rank all of the incoming residents from various medical schools, they were ranked in order of test scores.
Each of the four interviewers was asked to rank the above selection criteria in order of importance for their personal decision-making process. Because the interviewers did not use a specific mathematical formula to rank applicants, it was important to evaluate the agreement on the relative importance of each selection criterion.
The residents' performances were assessed numerically with their in-service scores (fourth-year OITE scores) and their ABOS Part I scores. For the in-service scores, the residents' overall percentile scores for the fourth year were ranked from 1 to 12 (or 1 to 10 for the class of 10). The fourth-year score was chosen, as historically it is the year residents have given the greatest effort in our program, perhaps because of competition for the position of chief resident or postgraduate fellowships. The ABOS scores were likewise ranked from 1 to 12 (or 1-10) for each of the 4 years. Oral board scores were not used, as they are graded pass/fail and could not be ranked.
In addition to the above measures of performance, the graduating residents for each of the four classes were ranked based on the results of an award given to the graduating resident believed to be "The Best Doctor." This award is based on clinical performance and is voted on by all residents (including first-to fourth-year residents) and orthopaedic faculty. For The Best Doctor award, 75 ballots are sent out each year, 50 to residents (approximately 10 per residency year) and 25 to faculty. On average, 47 of the ballots (63%) are returned each year. Because this award was voted on by faculty and residents, it provided a perspective of performance different from board scores and faculty rankings alone.
To evaluate the initial ranking of the residents during the selection process, each of the four faculty members was asked to rerank each of the four classes of residents at the completion of their respective residencies. The new rankings were based on each interviewer's perception of the residents' overall performance throughout the 5-year program. Each interviewer subsequently worked with all of the residents in each class. Because these rankings were subjective and likely based on different criteria for each of the faculty members, the four faculty members were blinded from their fellow faculty members' rankings, and the individual rankings were added to the list of outcome variables used to assess the initial resident selection process.
Bivariate correlation analyses were performed with the rankings for the four classes and the selection (input) and performance (outcome) variables: initial rank, USMLE score, OITE score, ABOS score, Best Doctor Award, and each interviewer's rankings at the completion of residency (MD 1, MD 2, MD 3, MD 4). The bivariate correlations measured how the rank orders were correlated, if at all. The Spearman correlation coefficient (R 2 ) was calculated for each bivariate comparison to determine the strength of the correlation. For each correlation, a p value was calculated to determine the probability that each correlation was obtained by random chance alone. We did not choose a significance level, but rather, chose to report the p value for each correlation analysis. SPSS Version 11.0.1 for Windows was used to perform all calculations (SPSS Inc, Chicago, IL).
RESULTS
The four interviewers generally agreed on the relative importance of the nine selection criteria. The correlation coefficient between the individual selection criteria rank lists for pairings of interviewers was greater than 0.75 with one exception, where the agreement between one pairing of interviewers was R 2 ‫ס‬ 0.57. In order of importance, collectively, the four interviewers ranked the nine admission criteria as follows: (1) medical school grades and/or AOA status; (2) letters of recommendation, rotation evaluations if performed, and any calls made or received on behalf of the applicant; (3) USMLE Part I scores; (4) interview; (5) medical school attended; (6) personal statement; (7) research experience as a medical student; (8) other activities, such as employment or recreation, sports, and volunteer work; and (9) gender and/or ethnicity.
The results of the correlations between the acceptance criteria and the performance criteria were not as strong as the faculty's agreement on the above acceptance criteria ( Table 1) . For example, the initial ranking of resident applicants correlated (R 2 ‫ס‬ 0.44, p < 0.01) with the USMLE score ranking, meaning USMLE scores predicted the interviewer selection ranking 44% of the time. Furthermore, there was a small probability (less than 1%) the (44%) correlation between these two variables could have occurred by random chance.
The strongest correlation (R 2 ‫ס‬ 0.59, p < 0.01) was between USMLE score ranking and the ABOS score ranking. All other correlations were below R 2 ‫ס‬ 0.5 and most The four faculty members' ranking of the residents' performances correlated only moderately with residents' OITE and ABOS scores ( Table 1) . Of the four residents who were voted "Best Doctor" for the four respective years, two were ranked number one by at least two of the attending faculty on completion of the program. Additionally, two of the four who were voted "Best Doctor" also had the highest written board scores for their classes.
Aside from a limited consensus regarding the topranked resident for each of the four classes, there was substantial variation among the four faculty members in their evaluations of the residents' performances. For example, MD 1 and MD 2 had no correlation (R 2 ‫ס‬ 0.01, p ‫ס‬ 0.98), whereas MD 1 had only a moderately strong correlation with MD 3 and MD 4 (R 2 ‫ס‬ 0.37 and R 2 ‫ס‬ 0.57, respectively, with p Յ 0.01 for both). Only one strong relationship was found among the faculty members, between MD 3 and MD 4 (R 2 ‫ס‬ 0.81, p < 0.01).
DISCUSSION
Ideally, a resident selection process would be able to identify the applicants most qualified and best suited to be trained as orthopaedic surgeons. This process is complex, in part, because quantifiable measures such as test scores and grades alone are not sufficient to select applicants. Interviews, personal statements, letters of recommendation, and research or volunteer experience, for example, are difficult to quantify and compare objectively from one applicant to the next. Therefore, we assessed our resident selection process by reviewing four successive classes of orthopaedic residents during an 8-year period (four successive classes of a 5-year program). The first step was to assess the agreement among the faculty selection committee members in the relative importance of the nine major acceptance criteria. The second step was to correlate the variables that were known for each applicant at the time of acceptance (medical school scores and faculty ranking in order of preference) to the performance variables during and after residency (ABOS Part I scores, OITE scores, ranking of residents by peers, and faculty ranking at the end of the program).
Some limitations should be taken into account in interpreting our findings. First, our study was limited to applicants who actually were accepted into our residency program and did not consider those who either joined other orthopaedic programs or ended up in nonorthopaedic residency programs. A broader-scale study might consider following all accepted applicants, whether they decided to join our program or attend another, as well as the rejected applicants. Furthermore, all the applicants in this study MD 4 rank *The initial ranking of resident applicants correlated (R 2 = 0.37, p = 0.01) with MD 4's postresidency ranking, meaning the initial rankings were 37% predictive of the fourth faculty member's postresidency rankings and there is a small probability (1%) the correlation between these two variables was found by random chance.
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Resident Selection-How We Are Doing and Why? 257 who were accepted into our program successfully completed the residency program and became orthopaedic surgeons. Therefore, the study was limited to rank orders among a group of highly successful and qualified individuals who, ultimately, all possessed the skill, drive, and determination to become orthopaedic surgeons. We assumed our residency program did not change the rank order of the residents. In other words, the best students entering the program were assumed the best on completion of the program. However, it is likely the orthopaedic training changes the rank order among the residents in the program, particularly because the acceptance criteria considered most important were heavily skewed toward testtaking ability and study skills. Finally, our analysis was based on correlations among incoming acceptance scores and rankings and performance criteria and not absolute agreement measures. Specifically, correlation coefficients (Spearman) were used rather than agreement measures, such as the kappa coefficient. In reality, the degrees of absolute agreement among variables such as the four outgoing rank lists made by each of the four faculty members were lower than the correlation coefficients (Spearman) that were reported. However, measures of agreement, such as the kappa coefficient, measure exact agreement in rank lists and do not measure general trends of agreement and, therefore, can be misleading. Furthermore, a strong correlation is a prerequisite to a high degree of agreement, and because even the correlation coefficients were low (Table  1) , the kappa coefficients were not relevant. Overall, we found a weak correlation between our initial rank list, measures of orthopaedic knowledge (ie, inservice or ABOS scores), and overall final performance evaluation. Our findings are in general agreement with a study from a radiology program in which a resident's original rank number or percentile did not correlate with his/her final-year rotation evaluation or written board examination score. 1 Similarly, a study from the general surgical literature assessed whether there was a correlation between admission qualifications for the residency program and final evaluation from the program. 6 They could not distinguish between the top 10 and the bottom 10 ranked residents at the conclusion of their training based on their admission file. They concluded resident interpersonal and technical skills and quality of character could influence the perception of success during their residency training and these traits were not measured by their selection process.
The only correlation we found was between the residents' fourth-year orthopaedic in-service examination scores and their ABOS scores. This finding makes intuitive sense because, by the fourth year of residency, residents should have acquired much of the knowledge they will use on their written board examination. However, we did not find a correlation between ABOS scores and performance evaluations by faculty or by combined faculty and resident selection. This finding suggests ABOS scores are not necessarily representative of who is considered a good doctor by residents and faculty. We attempted to quantify some of the bias in the selection process for choosing our own students or students who rotated with us by making "medical school attended" one of the nine criteria.
We are aware of only one previous overall evaluation of the orthopaedic resident selection process. Specifically, Dirschl et al 3 found the number of honors grades in clinical rotations was the strongest predictor of performance, whereas election to the AOA Honor Society was the second most important. Another study 7 evaluated whether gender influenced an orthopaedic residency applicant's chances of being offered an interview and found gender made no difference, a finding in agreement with our interviewers' ranking of gender/ethnicity as the least important factor in our selection process. We did not assess issues that may have made a resident a risky choice (ie, challenging personality traits yet extremely bright or innovative). Although there may be a tendency to choose a safe candidate, those who were not selected were not evaluated; therefore, we cannot comment on the results of avoiding these challenging applicants.
Another study, from the otolaryngology literature, found the only correlation between a "highly satisfactory residency performance" with selection criteria was with excellent academic performance in medical school. 2 Specifically, being a member of the AOA Honor Society and receiving honors on a surgery rotation or medicine rotation correlated with better performance as a resident. As we have had a substantial number of residents from medical schools who do not have an AOA chapter (eg, University of California, San Diego), we chose not to evaluate AOA status as an independent selection criteria for correlation. Similarly, because most of our residents are members of AOA, it is difficult to assess this statistically, because the residents cannot be ranked relative to one another based on this status. We did not evaluate medical school grades, as most medical schools have vastly different grading criteria. Although some grade on a letter system (A, B, C, D, F), most grade pass or fail or honors, with some also giving near-honors grades. Further confusing the evaluation of medical school grades, vastly different numbers of students achieve honors grades at various schools. Most medical schools provide a bar graph with the distribution of honors, pass, or fail grades in the basic science and clinical clerkship rotations with the dean's letter. Some of these schools have honors rates of as much as 90% in various clinical clerkships, which would bias a comparison to a school with more stringent grading criteria. (Table 1) . One previous study evaluated the utility of medical school board scores in selecting radiology residency candidates. 5 The authors in that study concluded USMLE Part I or Part II scores showed no ability to predict future success of residents on the American Board of Radiology examinations. In that study, the authors did not specifically evaluate resident performance other than their radiology board examination.
We also found a poor correlation between USMLE Part I score and position on our initial rank list. One study found, if USMLE Part I scores are available to residency interviews, it biases the interviewer's score for an interview outcome. 8 The investigators concluded knowledge by the interviewers of USMLE Part I scores may negate the interview as an independent means of evaluating candidates. Another study found, if USMLE scores are used to screen applicants for residency interviews, a greater proportion of African-American students would be refused an interview. 4 Other racial groups were not assessed in this study. Thus, we started a pilot project this year to not allow interviewers access to the applicants' USMLE scores during the actual interview.
While we are selecting doctors for the future, we are also selecting residents to work with for the next 5 years. Whereas reliability probably counts more in a resident, creativity may count more in one's career. Because neither reliability nor creativity was an incoming selection variable, we were unable to compare them with any of the outcome variables (eg, evaluator ranking or Best Doctor Award).
Selection of the best orthopaedic residents remains a difficult task. We found poor correlation between our initial rank list and ranking of the residents on conclusion of residence, suggesting our process is imperfect. Selection criteria, other than test scores, remain poorly quantifiable. We found a poor correlation between USMLE Part I scores, OITE scores, and ABOS scores. Clearly, additional work is needed to try to improve the process of choosing the best-qualified applicants, as we have more applicants than positions available. Our study shows the selection process perhaps is not ideal and a greater effort may be required to ensure the most qualified candidates have the best chance of entering the residency program. Perhaps similar studies should be conducted at other institutions with differing selection criteria to identify the strengths and weaknesses of each selection process.
