Abstract-In this paper, a high efficient decoding algorithm is developed here in order to correct both erasures and errors for Reed-Solomon (RS) codes based on the Euclidean algorithm together with the Berlekamp-Massey (BM) algorithm. The new decoding algorithm computes the errata locator polynomial and the errata evaluator polynomial simultaneously without performing polynomial divisions, and there is no need for the computation of the discrepancies and the field element inversions. Also, the separate computation of the Forney syndrome needed in the decoder is completely avoided. As a consequence, the complexity of this new decoding algorithm is dramatically reduced. Finally, the new algorithm has been verified through a software simulation using C ++ language. An illustrative example of (255,239) RS code using this program shows that the speed of the decoding process is approximately three times faster than that of the inverse-free Berlekamp-Massey algorithm.
I. INTRODUCTION

I
T WAS SHOWN that Reed-Solomon (RS) codes for correcting both erasures and errors can be used extensively to reduce the signal to noise ratio in a space communication link [1] , the compact disc (CD) audio system [2] , the HDTV [3] , the digital versatile disc (DVD) [4] and the digital video cassette recorder (DVCR) [5] .
Recently, various authors [6] , [7] have developed novel decoding algorithms for RS codes that utilize the Welch-Berlekamp (WB) key equations [8] . In their algorithms, there is no need for syndrome computation. However, it requires the remainder polynomial computation. It is also shown [7] that fast parallel algorithms applied to the WB key equations for decoding RS codes have a similar complexity to all of the other decoding algorithms developed previously in [9] - [11] .
It is well known that the Berlekamp-Massey (BM) algorithm [12] - [18] or the Euclidean algorithm [11] , [19] , [20] can be utilized to solve Berlekamp's key equation for decoding RS codes. The Euclidean algorithm which was first developed by Kasahara, et al. [19] can be used to find the errata locater polynomial and the errata evaluator polynomial simultaneously from Berlekamp's key equation. Of course, this advantage must be weighed against the difficulty of the needed polynomial divisions. To perform Berlekamp's key equation more efficiently, the BM algorithm is the best known technique for finding both the errata locator polynomial and the errata evaluator polynomial. The disadvantage of this decoding method is that it requires the computation of the discrepancy in Berlekamp's key equation. In addition, the separate computation of the errata evaluator polynomial is also required.
Based on Euclid's algorithm, a considerably modified version of the inverse-free BM algorithm, called the new decoding algorithm, is developed here to compute the errata locator polynomial and the errata evaluator polynomial simultaneously. In each iteration, this new algorithm, similar to the Euclidean algorithm, uses the mechanism of BM algorithm to perform the polynomial divisions. A primary advantage of this new decoding algorithm is that the discrepancy and field element inversion computation as usually needed in the BM algorithm are eliminated. Also, there is no need for the separate computation of the Forney syndrome. Thus, with these improved techniques, the complexity of the time-domain decoder for correcting errors and erasures is reduced substantially from the previous approaches given in [17] , [20] . Therefore, this new algorithm makes the decoding problem quite practical and efficient for RS codes.
In this paper, both of the proposed new decoding algorithm and the inverse-free BM algorithm described in [17] are implemented on Intel Pentium 133 personal computer using C language. The computation time of the errata locator and evaluator polynomial for a variety of errors and erasures of a (255 239) RS code are presented. The simulation shows that the speed required for the new decoding algorithm is faster than that of the inverse-free BM algorithm developed previously in [17] .
II. BERLEKAMP-MASSEY AND EUCLIDEAN ALGORITHM
NEEDED IN TIME-DOMAIN DECODER First let be a finite field of elements. Also, let be a RS code over [7] , with minimum distance [2] , [14] , where is the block length, is the number of -bit message symbols and is the number of parity symbols. The minimum distance of this RS code is related to and by . Now we define the errata vector as , where and are the error and erasure vectors, respectively. Finally, we represent the received vector , where is the codeword vector. Suppose that errors and erasures occur in the received vector and assume that . Now, let be a primitive element in . Then, the syndromes of the code computed from the received vector are given by for (1) where and are the th erasure amplitude and the th erasure location, respectively. and are the th error amplitude, and the th error location, respectively. Let be the erasure locator polynomial with zeros at inverse erasure locations. That is (2) where and . Similarly, let be the error locator polynomial with zeros at the inverse error locations. That is (3) where and . As the error locations 's are computed, the last two terms in (1) can be combined and expressed as for (4) where and are the th errata amplitude and errata location, respectively. The syndrome polynomial thus can be derived as (5) Now, define the errata locator polynomial with zeros at the inverse errata locations as (6) where and . Finally, define the errata evaluator polynomial as (7) where and . Hence, Berlekamp's key equation [20] for erasures and errors is given by (8) or (9) where serves as an auxiliary polynomial which is not actually computed. Following equation (24) in [20] , the errata magnitudes are for (10) where is the derivative of with respect to evaluated at and the errata locations can be computed from by using the Chien-search method [12] , or the Berlekamp et al. algorithm together with the Chien-search method [21] . The problem of decoding algorithm is to solve the equation (8) or (9) for the errata locator polynomial and the errata evaluator polynomial satisfying the following inequalities:
and (11) where denotes the maximum number of errors that can be corrected and denotes the greatest integer less than or equal to . Obviously, one has . As mentioned in Section I, the errata locator polynomial and the errata evaluator polynomial in (9) can be obtained by the use of either the BM algorithm or the Euclidean algorithm with the stop criteria in (11) . In the following sections, a novel decoding algorithm is developed to find these two polynomials simultaneously by using both of the BM algorithm and the Euclidean algorithm.
III. NEW DECODING ALGORITHM FOR CORRECTING ERRORS
The new decoding algorithm uses the equations in the same form as (9) in the Euclidean algorithm. Then it performs linear combinations on these equations iteratively to obtain new equations which are also in the same form as (9) . This combination forces to vanish some of the coefficients of such that , which is similar to the BM algorithm. Finally, one obtains an equation in the same form as (9) that satisfies the conditions given in (11) .
It follows from [17] that the notations , and needed to calculate the errata locator polynomial in the inverse-free BM algorithm depend on the iteration counter, namely . To adapt the new notation in (9), the above set of notations are replaced by the set of , and because the intermediate data in each iteration are actually not needed. These new notations , and are polynomials over and are updated in each iteration. For the case of error-only decoding algorithm, the usual syndrome for should be used. Now, let and be the iteration counter, register length, and discrepancy, respectively. The algorithm in [17] is now reexpressed as 1) Initially set , , , and . 
3) Set . If , then go to step 2. 4) Stop.
Here, the notation denotes the replacement of by . At the end of the iteration, is equal to the error locator polynomial given in (3). Now, we will start from two initial equations in the same form as (9) in the Euclidean algorithm. By performing linear combinations on these two equations, a new equation can be obtained, which is also in the same form as (9) . With proper update, the procedure described above proceeds recursively. First, let (17) (18) be the two initial equations which are in the same form as (9) . The initial conditions for the corresponding polynomials are defined as , , , , x , and . We will then make use of the mechanism of the inverse-free BM algorithm to derive the new algorithm as follows:
Assume in the th iteration
are the two given equations in the same form as (9) . The third equation, can be obtained by performing the linear combination of (19) and (20) . That is (21) where
in (21) is in the same form as (9). The field elements and are chosen in order to produce additional zero coefficients of at the position. It is obvious that the candidates are and . On the other hand, the discrepancy in (13) is the coefficient of which has exactly the value in (20) . The term is either left unchanged or the previous value of which is actually of the value in (19) . Now, the iterative algorithm mentioned above is re-expressed as follows. Note again, is an auxiliary polynomial needed to form the equations (19) , (20) , and (21).
Algorithm 1
1) Initially set and . Also set
If and then and (27)
The equation
in (15) is not needed since it is replaced by in (27). In Algorithm 1, one observes that multiplying and by in (24) is to produce successive zero coefficients for . In (21), these removed terms can be regarded as they are moved to the right hand side of (21) Hence, the error magnitudes can be computed from (10) using and directly instead of and .
IV. NEW DECODING ALGORITHM FOR CORRECTING BOTH ERASURES AND ERRORS
As given in Section II, assume erasures and errors occur with . Let the erasure locator polynomial be computed from (2). The Forney syndrome polynomial given in [20] can be obtained by the following congruence relation:
Replacing the initial conditions of (23) Since is known, there are only iterations required to compute the errata evaluator polynomial and errata locator polynomial . These two polynomials are used to compute directly the errata magnitudes from (10) as illustrated in the previous section.
Obviously, the computation of in (2) and in (33) in the initial conditions (34) can be merged. As given in (2), the roots of are the inverse of the erasure locations 's, for
. If the operation with the initial condition proceeds recursively until the iteration counter , then the computation of in (2) can be obtained. The term is computed by the use of the equation which is exactly in the same form as (37b) with , , and
. By a procedure similar to that used to compute , in (33) can be computed with the same choice of and , and using as the initial condition, which is in the same form as (37a). Both of the computations of and require iterations. In (9), the coefficients and can be freely set to zero because these coefficients can be regarded to be moved to the right-hand side and saved in the polynomial . Thus the merged algorithm has two parts, and each of them performs exactly the same algorithm given above. The first part requires iterations, which uses the initial condition (23) in Algorithm 1. At the end of this part, one obtains and . The second part uses the result of the first part as the initial conditions and performs iterations. To merge these two parts, an additional parameter is added. indicates that the first part is processed and indicates that the second part is processed. With the iteration counter the new algorithm is finally given as follows:
Algorithm 2 1) Initially set , and . Also, set 
To illustrate the above algorithm for correcting errors and erasures, an elementary example of an RS code over is now presented.
Example 1: Consider the (15,9) RS code over . Assume four erasures and one error occur. Let , and be the codeword, the error polynomial and the erasure polynomial, respectively. Thus erasure locations are given as , , , Now, one will apply Algorithm 2 to compute and which, by (10), can be used directly to compute the errata magnitudes. The initial conditions and the detailed data in each of iteration are shown in Table I . The quantities , and are integers, in which denotes the parameter . Note that, is another parameter which indicates the update condition in (44). For all the other entries, each of the number denotes the field element in . In the block of , one has , , , and which are read from the first row of this block. Similarly, , , and , are read from the second and the third row of this block, respectively. For , the process is computing the quantities and . Therefore, the term is 0. The last row of the block shows the correct polynomials which are the results of part one computation. For block , the process starts to decode with these polynomials as the initial conditions. From now on, is set to 1. The final results are shown in the very last row, which are Next, the roots of the errata locator polynomial are computed as by using the Chien search method, and thus the errata locations constitute the set . Finally, by (10), the errata magnitudes are computed as , and thus, the errata polynomial computed by the algorithm is , which is the same as the given errata polynomial .
The overall diagram of an RS code over in time domain using Algorithm 2 is depicted in Fig. 1 . The major function units in this decoder are: 1) Syndrome Computation unit; 2) Erasure Computation unit; 3) New Decoding Algorithm unit; 4) Chien Search and Magnitude Evaluation unit; and 5) Information Extractor unit. Clearly, the architecture of this new decoding algorithm design is much simpler than both of the inverse free MB algorithm given in [17] and the Euclidean algorithm given in [20] . In Fig. 1 Finally, the output of the Information Extractor unit is the information which is extracted from the corrected codeword .
V. PROGRAM IMPLEMENTATION AND SIMULATION RESULTS
The new decoding algorithm for RS code proposed in this paper has been verified using a C++ program run on a Pentium 133 PC. The program is implemented to correct erasures and errors for RS codes over . An illustrative example of this simulation is given for a (255 239) RS code, which corrects errors and erasures satisfying . The computation times are given in Table II . Each entry is the time in millisecond averaged over 100 computations of finding the error locator polynomials and the error evaluator polynomials. To demonstrate the efficiency of this new algorithm, the simulation results of the inverse-free BM algorithm [17] is also presented in Table III . The computation times are of the same specifications and the error and erasures patterns are the same as those in Table II. A comparison of Table II and Table III shows that the speed of the new algorithm is much faster than that of the inverse-free BM method.
VI. CONCLUSION
This paper presents a new low-complexity algorithm for decoding RS codes based on both Euclidean and BM algorithms. The novelty of the proposed algorithm is that it computes the errata locator and errata evaluator polynomials simultaneously without polynomial divisions. Also, there is no need of the separate computation of the erasure locator polynomial. Moreover, the computations of the Forney syndrome and the discrepancies required in the BM algorithm are removed. And in the overall decoding process, the multiplication of the erasure locator polynomial and the syndrome polynomials to obtain the errata evaluator polynomial is also removed. Hence, this new algorithm makes a fast and low complexity decoding algorithm for both software and hardware implementations.
