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Abstract
Who Benefits from the Cleanup of Superfund Landfill Sites? Evidence from
New York State uses a difference-in-difference approach to estimate the aver-
age treatment effects of different groups that benefit from Superfund landfill
cleanup. The benefits of Superfund landfill cleanup go to those with higher
value homes and those with well water. These projects are partially financed
with state and local property taxes, which are flat taxes within New York
municipalities (New York State Department of Taxation and Finance, 2018).
This chapter provides evidence that the cleanup of these sites is regressive.
Also, there is an opportunity for land value capture, as states and local gov-
ernments can tax houses with these identifiable characteristics more than
other households to recuperate the costs of cleanup.
Estimating Heterogeneous Treatment Effects in the Housing Market with
Machine Learning Techniques uses an empirical Monte Carlo experiment
to compare the performance of machine learning and standard economet-
ric methods in estimating both average treatment effects and geographically
heterogeneous treatment effects. This chapter finds that Double Machine
Learning (DML) performs similarly to standard parametric methods in full
randomization but shows large performance gains when there is unobserved
selection into treatment. For geographically heterogeneous treatment effects,
this chapter finds that Conditionally Parametric regressions (CPAR) have
the best performance when treatment is randomized. However, when there
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is unobserved selection into treatment machine learning methods outperform
CPAR. This chapter also finds that ensembles of various methods can outper-
form individual methods. This chapter finds that machine learning methods
perform better than standard methods when there is unobserved selection
into treatment.
Determinants of Superfund Cleanup Duration characterizes the relation-
ship between demographics and funding of Superfund sites and the duration
of cleanup, and how these relationships change over time. This chapter finds
evidence that demographics are not orthogonal to cleanup duration, suggest-
ing that demographics of the community influence cleanup duration. The
pattern is consistent with the hypotheses that white communities lobby for
more complete cleanup and project managers are more careful because of
liabilities in white communities during the construction phase. White com-
munities also get faster deletion times. For funding, this chapter finds that
responsible parties cause substantial delays in construction duration. After
2000, sites with state funding have construction completed and are deleted
from the NPL faster than sites without state funding.
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CHAPTER 1
WHO BENEFITS FROM THE CLEANUP
OF SUPERFUND LANDFILL SITES?
EVIDENCE FROM NEW YORK STATE
1.1 Introduction
Since the U.S. Congress created the Superfund program in 1980, the effects
of hazardous site cleanup have been contested. Hazardous sites can present
a wide variety of environmental and health risks, depending on the original
purpose, age, and maintenance of the site. This can affect consumers’ will-
ingness to pay for the cleanup. Greenstone and Gallagher (2008) and Kiel
and Zabel (2001) found small and insignificant effects of cleanup of Superfund
sites on housing prices. By contrast, Mastromonaco (2014), Cameron (2006),
Gamper-Rabindran and Timmins (2011), Kohlhase (1991), and Greenberg
and Hughes (1992) found significant effects, statistically and economically,
from cleanup on the prices of houses close to the sites. Superfund sites can
have heterogeneous effects on the surrounding population (Mastromonaco
and Maniloff, 2018; Walsh and Mui, 2017). This paper analyzes the quan-
tiles, water sources, and locations that benefit from the Superfund cleanup.
This paper uses a difference-in-difference approach to identify groups that
benefit from Superfund landfill cleanup. The benefits of Superfund landfill
cleanup go to those with higher value homes and those with well water. These
projects are largely financed with state and local property taxes, which are
flat taxes within New York municipalities (New York State Department of
Taxation and Finance, 2018). This paper provides evidence that the cleanup
of these sites is regressive, assuming that higher value houses are owned by
wealthier individuals, and suggests an opportunity for land value capture, as
states and local governments can tax houses with these identifiable charac-
teristics more than other households to recuperate the costs of cleanup.
This paper uses simple methods to satisfy difference-in-difference assump-
tions. Consumers may be able to anticipate the change in status before the
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treatment date. Observations within two years of the treatment date are
dropped, thereby limiting the effect of anticipatory behavior on the estima-
tion. It is also possible for houses in the same market to affect each other
through spatial price equilibrium. When control units are in the same mar-
ket as treatment units, control units can be indirectly affected by treatment,
impairing the model’s ability to estimate the counterfactual. This paper em-
ploys the method used by Guignet (2013) to create a control group, consisting
of households near a Superfund landfill that have yet to be deleted. These
steps allow me to support the difference-in-difference assumptions and give
a causal interpretation of the coefficients.
Previous uses of difference-in-difference approaches in the hedonics litera-
ture have employed different methods of creating control groups. Muehlen-
bachs et al. (2015) and Currie et al. (2015) use treatment and control groups
adjacent to each other. This approach assumes that there are no spatial
price equilibrium and no spatial spillover in which treatment could affect the
control group. However, Tiebout (1956) suggests that people sort based on
neighborhood characteristics from location to location. Banzhaf and Walsh
(2008) find evidence of environmentally motivated migration. Many papers
have also found evidence of spatial lags in housing prices, including Kim et al.
(2003), Dube and Legros (2013), Brasington and Hite (2005), and Anselin
and Lozano-Gracia (2008). If treatment motivates homeowners to move to a
nearby region or changes where a buyer would have located, then a control
group adjacent to the treatment group would not be valid.
This paper creates a control group similar to Guignet (2013) by exploiting
temporal variation in the deletion of sites from the National Priorities List
(NPL). Houses near Superfund landfill sites that were deleted between 1994
and 2016 are placed in the treatment group, while houses near Superfund
landfill sites that are not deleted before 2016 are placed in the control group.
This limits the analysis to houses near Superfund landfill sites; as houses
not near Superfund landfill sites may be substantially different and will not
be treated in the foreseeable future. The results of this paper may not be
generalizable to houses near sites that will be added to the NPL in the future.
There is still a potential for substantial differences between these treatment
and control groups. Sigman (2001) finds that duration is largely driven by
cleanup costs but gets statistically significant coefficients for voter turnout
(faster cleanup) and median household income (slower cleanup). Burda and
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Harding (2014) find that after 1994 Superfund sites in lower income areas
and areas with larger elderly populations had a quicker time to deletion. This
paper uses pre-treatment lagged housing prices to control for pre-treatment
neighborhood quality, matches on observables to limit the effects of covariate
imbalance on estimation, and the difference-in-difference method allows for
constant differences treatment and control. These methods limit the effects
of differences between treatment and control groups on biasing estimates and
impairing causal interpretation of coefficients.
The Superfund receives funds for cleanup from private, federal, state, and
local sources. If the EPA can determine a potentially responsible party
(PRP), the PRP will pay most of the cleanup costs (Government Account-
ability Office, 2015). If the PRP cannot be identified or is unable to pay for
the costs of cleanup, the EPA will pay for most of the cleanup. States are
required to pay ten percent of cleanup costs for all sites within their borders.
If the site was owned by the state or local government, the state or local
government is required to pay at least 50 percent of the cleanup costs. While
the Superfund program is a federal program, state and local governments
still fund a substantial proportion of the cleanup costs.
Many state and local governments rely on property taxes for revenue.
While property taxes are generally regarded as regressive, we can also think
of property taxes as fees for local governments services (Oates and Fischel,
2016). This paper finds that the benefits of Superfund site cleanup are large
and significant to high-value houses but statistically insignificant for low-
value houses. This suggests that property taxes used to pay for cleanup
could be more equitable if they were progressive. In New York municipalities
where property taxes are flat, the benefits to cleanup go largely to high-value
houses, while individuals in low-value houses do not receive a statistically
significant bump in housing prices.
This paper limits analysis to municipal landfills in the Superfund pro-
gram. These sites require at least 50 percent state and local government
funding and have similar characteristics to sites that will be cleaned using
primarily state and local funding in the future. The previous economics
literature on Superfund sites has estimated the effects of various stages of
Superfund cleanup including proposal, final NPL listing, and construction
complete (Mastromonaco, 2014). However, this paper considers the perspec-
tive of state and local governments deciding how to fund the cleanup, which
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occurs after the proposal and final NPL listing. The only status change
considered in the cleanup process will be deletion from the NPL.
This paper differs in methodology from previous studies of Superfund sites
in a number of ways. Instead of using the median housing price for each
census tract as in Greenstone and Gallagher (2008), this paper uses housing
transactions data from Zillow. This paper does not compare houses near
Superfund sites to houses not near Superfund sites, as they may represent
different populations. This paper uses pre-treatment lagged prices to control
for pre-treatment neighborhood quality. Similar to Bajari et al. (2012) and
Mastromonaco (2014), this method limits the sample to houses sold more
than once, which may be different than houses sold only once or never sold,
but this method controls for time-varying unobservables.
This paper uses spatially lagged prices to control for pre-treatment neigh-
borhood quality and to address spatial autocorrelation. Spatially lagged
prices create a weighted average of neighborhood housing prices for houses
sold before treatment. This limits the effects of the omitted neighborhood
quality, which can affect treatment and housing prices. Also, spatially lagged
prices can address autocorrelation from consumers and real estate agents us-
ing past neighborhood prices to anchor prices in transactions.
This paper uses matching to address non-random selection into treatment
and covariate imbalance. Matching on observables with the nearest-neighbor
method can reduce covariate imbalance and thus model dependence (Ho
et al., 2011). Matching on observables implies that propensity scores are
matched while the converse is not necessarily true. A sample matched on
propensity scores may also have covariate imbalance. This paper finds evi-
dence of covariate imbalance and chooses to match on observables with near-
est neighbor matching.
1.2 Data
This paper analyzes the effect of Superfund site cleanup in New York. New
York has a large population close to Superfund sites as well as flat property
taxes within municipalities (New York State Department of Taxation and
Finance, 2018). The Government Accountability Office (2015) report states
“The state of New York had the largest number of people living within 3
4
miles of nonfederal NPL sites - an estimated 6 million or about 29 percent of
the state’s population.” Following Mastromonaco (2014), this paper uses a
regional sample, which avoids problems with aggregation in national samples,
as well as providing generalizable conclusions about future cleanups in the
region.
The data used in this paper come from two datasets. Zillow aggregates
real estate information, providing the date and price of each transaction and
housing characteristics including square feet, year built, rooms, and type of
water source. The data on the Superfund sites comes from the U.S. Environ-
mental Protection Agency (Environmental Protection Agency, 2018). The
EPA provides the location, dates of status changes, and information about
the type of sites.
This paper only considers housing transactions of single-family houses be-
tween 1994 and 2016 but drops problematic observations. Transactions which
are lower than $10,000 or higher than $10,000,000 are considered outliers and
dropped. Transactions where the year built is after the transaction date are
dropped. Only transactions that are not foreclosures or intra-family transfers
are used. Only houses next to one Superfund landfill sites are considered.
Other observations are dropped to satisfy difference-in-difference assump-
tions and are explained in the methodology section.
This paper uses standardized differences in means and ratio of variances
tests outlined in Rubin (2001) and Stuart (2010) to detect covariate imbal-
ance. Figure 1.3 shows statistically significant standardized differences in
means between treatment and control groups in propensity score and some
covariates before matching. The houses in the treatment group have higher
propensity scores, were built later, were built closer to the transaction date
(age), have smaller lot sizes, have higher prices last time sold, were built
closer to the last transaction date (age last sold), and have a lower per-
centage of houses with wells. After matching, the standardized differences in
means between propensity score and covariates becomes insignificant. Figure
1.4 shows the statistically significant ratio of variances, for treatment over
control, in propensity score and some covariates before matching. Following
Rubin (2001), the variances of the residuals of each covariate controlling for
propensity score are used, while the variances of propensity score are used.
The houses in the treatment group have higher variance in propensity scores,
lower variance in lot size, higher variance in year built, higher variance in age,
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higher variance in price last sold, higher variance in age last sold, and lower
variance in wells. After matching, the ratio of variances for treatment over
control, in propensity score and some covariates become statistically insignif-
icant. These two tests provide evidence that the matching was successful in
reducing covariate imbalance.
1.3 Methodology
This paper uses a difference-in-difference (DiD) approach that exploits tem-
poral variation in deletion of NPL sites. Similar to Guignet (2013), houses
near a Superfund landfill site that was cleaned before 2016 are placed in
the treatment group, while houses near a Superfund landfill site that was
not cleaned before 2016 are placed in the control group. This restricts the
sample to houses near Superfund landfill sites. Individuals who buy or sell
houses near Superfund landfill sites may be different from individuals who
buy or sell houses not near Superfund landfill sites.
Three assumptions are needed to give a difference-in-difference estima-
tor causal interpretation: no effect on pre-treatment (NEPT) assumption,
stable unit treatment value assumption (SUTVA), and common trends (CT)
assumption. The NEPT assumption holds if no one is anticipating the EPA’s
decision to change the status of the Superfund landfill site. If potential sellers
anticipate a deletion from the NPL, a potential seller may delay selling the
house until after the site is deleted from the NPL. Figure 1.5 shows fewer
sales happening before the deletion than after, though this pattern might be
part of a larger trend. Figure 1.6 shows a decrease in housing price unex-
plained by observables just before deletion. This raises the possibility that
there was anticipatory behavior near the time of deletion. To limit the im-
pact of this behavior on my estimation, I create a buffer by dropping housing
transactions that occur within two years of deletion from the NPL.
The SUTVA holds if the control group is not affected by treatment. If there
is a spatial equilibrium in the housing market, the hedonic price function is
not just determined by the amenities of house i but also by the price and
amenities of house j, the next best alternative (Tiebout, 1956). To test the
hypothesis of a spatial equilibrium in these housing markets, a spatial lag of
housing prices within 2 km of an arbitrary cut-off is used as a covariate for
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prices on the other side of the arbitrary cut-off. The arbitrary cut-offs are
2, 4, 6, and 8 km from the Superfund sites. To test if the 4 km cut-off, a
spatial lag of housing prices 2-4 km from a site is used as a covariate in a
regression on housing 4-6 km from a site. The spatial lag’s functional form
is inverse distance and only includes houses sold 2-4 km from a site before
each observation 4-6 km from a site. Table 1.3 shows that the lag of housing
prices from the inner ring has an economically and statistically significant
effect on housing prices from the outer ring. This supports the hypothesis
that housing transactions sold in one area affect the price of houses sold later
in a separate location and that there is a spatial equilibrium in the housing
market.
It is not known a priori which houses are direct substitutes or in the same
housing market. It is also not known which houses indirectly affect the price
of other houses through a spatial arbitrage mechanism. I assume that houses
30 km away from each other will have insignificant effects on each other.
This assumption allows for a simpler model than a full spatial difference-in-
differnce (Chagas et al., 2016). However, the cost is a loss of observations.
The CT assumption holds if the expectation of the outcome variable con-
trolling for characteristics in treatment and control groups have parallel
trends before treatment and the counter-factual would have been parallel af-
ter treatment. Figures 1.7 and 1.8 plot year by treatment group coefficients,
which capture the differences in treatment and control groups for each year
conditional on housing characteristics. The second year before treatment is
omitted. The coefficients eight years before treatment are not statistically
different from the second year before treatment, and many of the years after
treatment are statistically different from the second year before treatment.
These coefficients suggest that there was a statistically insignificant down-
ward slope before treatment, and that after treatment, the trend reversed. If I
assumed that the statistically insignificant downward slope before treatment
would have continued without treatment, then the difference-in-difference es-
timator is an underestimation of the true average treatment effect. While
these Figures do not provide conclusive evidence of parallel trends, the par-
allel trends assumption is not a testable hypothesis. I make the assumption
that houses in treatment and control groups are subject to similar market
forces, that cleanup in both groups is occurring at a similar rate, and that
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those trends would have continued had the cleanup not occurred.
The pre-treatment lagged house price controls for household-specific un-
observables and pre-treatment neighborhood characteristics. In Figure 1.9,
I use a Directed Acyclic Graph to depict the potential for pre-treatment
neighborhood characteristics to confound estimation of treatment on hous-
ing prices. Housing characteristics, pre-treatment lagged prices, and treat-
ment are directly estimated in the regressions and depicted with solid arrows.
Dotted arrows represent relationships that are not modeled but may create
correlations that confound estimation. The red arrows represent the poten-
tially confounding relationship between treatment pre-treatment neighbor-
hood characteristics, treatment, and price. Sigman (2001) and Burda and
Harding (2014) find that there are neighborhood characteristics that can af-
fect both housing prices and the timing of treatment. These characteristics
may affect the timing of treatment through a mechanism not captured by
housing characteristics and pre-treatment lagged prices, the top red arrow.
It is harder to imagine a mechanism through which either of those charac-
teristics can affect the price but not be captured by pre-treatment lagged
prices. This paper assumes that pre-treatment neighborhood characteristics
can only affect price through indirect pathways but not directly, through the
bottom red arrow.
While much of this paper uses pre-treatment lagged prices to satisfy this
assumption, it also uses pre-treatment spatially lagged prices to capture pre-
treatment neighborhood characteristics’ effect on prices. If there are changes
in neighborhood characteristics that changed since the last time the house
was sold or the changes were not capitalized, the pre-treatment spatially
lagged prices can control for such changes. With pre-treatment spatially
lagged prices in the model, the new assumption is that all changes in pre-
treatment neighborhood characteristics are either capitalized price of the last
time the house was sold or spatially weighted average of neighborhood prices.
Using lagged pre-treatment housing prices as a regressor can change the
structural interpretation of coefficients but it does not change the interpre-
tation of the coefficient of interest. Lagged housing prices are also used by
Bajari et al. (2012) in the context of hedonic price analysis. Bajari et al.
(2012) show that under the rational expectations assumption, coefficients
can be estimated using two-stage nonlinear least squares. I remove observa-
tions where the previous sale occurred after deletion from the NPL, which
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allows for linear estimation of the coefficients of interest. Linear estimation
allows me to use a variety of alternative estimation techniques and examine
the effect of treatment on pre-treatment quantiles.
After limiting the sample to households j sold at time t = 1, ...T , given
that t is pre-treatment, we have a set of observations up to time T for each
household j,
ln(Pricej,1) = α + βxj,1 + ξj,1
=
...
...
ln(Pricej,T ) = α + βxj,T + ξj,T .
Following Bajari et al. (2012), this paper assumes omitted attributes evolve
over a first-order Markov process,
ξj,t′ = γ(t, t
′)ξj,t + ηj,t′,t,
where ηj,t′,t is the error from changes in the omitted attributes over time.
Plugging in, the equation becomes,
ln(Pricej,t′) = α + βxj,t′ + ξj,t′
= α + βxj,t′ + γ(t, t
′)[ln((Pricej,t)− α− βxj,t] + ηj,t′,t
= α(1− γ(t, t′)) + γ(t, t′)ln(Pricej,t)+
β(xj,t′ − γ(t, t′)xj,t) + ηj,t′,t
Grouping the time invariant housing characteristics in zj and the difference-
in-difference variables, the equation becomes,
ln(Pricej,t′) = α(1− γ(t, t′)) + γ(t, t′)ln(Pricej,t)+
βx(xj,t′ − γ(t, t′)xj,t)+
(1− γ(t, t′))βzzj + (1− γ(t, t′))βTGTGj+
βP (Postt′ − γ(t, t′)Postt)+
βT ((TGj × Postt′)− γ(t, t′)(TGj × Postt)) + ηj,t′,t,
where TGj indicates the treatment group and Postt′ indicates the transaction
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at time t′ is after treatment occurs. Since only observations where t is pre-
treatment are included, Postt is a vector of zeros and the model becomes,
ln(Pricej,t′) = α(1− γ(t, t′)) + γ(t, t′)ln(Pricej,t)+
βx(xj,t′ − γ(t, t′)xj,t)+
(1− γ(t, t′))βzzj + (1− γ(t, t′))βTGTGj+ (1.1)
βPPostt′ + βT (TGj × Postt′) + ηj,t′,t.
The coefficient of interest, βT , is identified. While the coefficients on the
treatment groups, TGj, time-invariant controls, zj, and time-varying con-
trols, xj,t, can be identified through the coefficient on the lagged pre-treatment
price, lnPricej,t. However, this paper considers the reduced form model,
ln(Pricej,t′) = pi0 + γln(Pricej,t) + βxxj,t′ + pixxj,t + pizzj+ (1.2)
piTGTGj + piPPostt′ + βT (TGj × Postt′)+
δs + θ
1
t + θ
2
t′ + θ
3
t,t′ + ηj,t′,t,
where δs are spatial fixed effects and θ’s are temporal fixed effects. For δs,
this paper uses fixed effects by Census block, Census block group, Census
tract, and Superfund site. For θ’s, quarter by year fixed effects are used.
To estimate the heterogeneous effects of treatment on pre-treatment price
quantiles, quantile dummy variables are interacted with post-treatment and
treatment group.
ln(Pricej,t′) = pi0 + γln(Pricej,t) + βxxj,t′ + pixxj,t + pizzj+
10∑
i
pii,PPostt′Qi,j,t +
10∑
i
pii,TGQi,j,tTGj+
10∑
i
βi,TQi,j,t(TGj × Postt′)+ (1.3)
δs + θ
1
t + θ
2
t′ + θ
3
t,t′ + ηj,t′,t,
where Qi,j,t is a set of dummy variables indicating the quantile of the lagged
housing price. Here pii,TG’s estimate the reduced form pre-treatment quantile
difference between treatment and control, and pii,P ’s estimate the reduced
form pre-treatment quantile difference before and after treatment. Then
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βi,T ’s estimate the pre-treatment quantile treatment effect of deletion from
the NPL.
This paper uses nearest-neighbor matching to address problems of non-
random treatment and covariate imbalance. To avoid model dependence from
covariate imbalance, Mahalanobis distance matching is used on household
characteristics and temporal variables1. Location variables are not used to
match, as this would cause perfect separation. Matching on observables
implies that propensity scores will be close, so this method also addresses
non-random selection.
This paper uses spatially lagged pre-treatment housing prices to control for
neighborhood housing prices. A standard inverse-distance weighting matrix
with 10 km distance cut-off is used to create a weighted average of pre-
treatment housing prices. This model takes the form,
ln(Pricej,t′) = pi0 + γln(Pricej,t) + βxxj,t′ + pixxj,t + pizzj+
piTGTGj + piPPostt′ + βT (TGj × Postt′)+ (1.4)
ρW · lnPricej,t + δs + θ1t + θ2t′ + θ3t,t′ + ηj,t′,t,
Since the spatial lag is on lnPricej,t, a covariate, it forms an SLX model
which can be estimated with OLS.
1.4 Results
The effects of the deletion from the NPL differ based on the water source
of the landfills. Figures 1.10, 1.13, and 1.16 show that average treatment
effects for all cut-offs are around a 10 percent increase in housing prices across
OLS, matching, and SLX. The coefficients tend to decrease as the distance
cut-offs decrease. While average treatment effects are similar, the standard
errors increase as the sample size decreases with smaller cut-offs and/or when
matching is used. The coefficients remain stable under different fixed effect
specifications and site fixed effects yield the largest coefficients.
The differences between the average treatment effects of the model give
an insight into the nature of the biases in OLS. In Table 1.10, the average
treatment effects estimated with OLS, at distance cut-off 6 km from the
1Matching is estimated with MatchIt package in R (Ho et al., 2011)
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Superfund landfill sites, are 0.1300, 0.1230, 0.1181, and 0.1744 respectively
using fixed effects by block, block group, tract, and site. In Table 1.11,
the average treatment effects estimated with matching, at distance cut-off 6
km from the Superfund landfill sites, are 0.0790, 0.0944, 0.0943, and 0.1720
respectively using fixed effects by block, block group, tract, and site. In Table
1.12, the average treatment effects estimated with SLX, at distance cut-off 6
km from the Superfund landfill sites, are 0.1326, 0.1136, 0.1066, and 0.1358
respectively using fixed effects by block, block group, tract, and site. The
matching average treatment effects tend to be smaller than the estimates of
OLS. This result suggests that the covariate imbalance between treatment
and controls groups causes positive bias to the OLS estimates. The difference
between OLS and SLX estimates increases as the fixed effects get larger. As
the fixed effects get larger, the spatial lag of pre-treatment prices coefficient
also gets larger: −0.0308, 0.0916, 0.1270, and 0.1922 respectively using fixed
effects by block, block group, tract, and site. This result suggests that, as
fixed effects cover a larger area, more information is captured by the spatial
lag. If the spatial lag is positively correlated with treatment and outcome
and not captured in OLS, then one would expect a larger OLS coefficient.
The coefficients for houses with municipal water and well water exhibit
different patterns. Figures 1.11, 1.14, and 1.17 show average treatment effects
for all cut-offs for houses with municipal water; these coefficients decrease
as the distance cut-off decreases. While Figures 1.12, 1.15, and 1.18 show
average treatment effects for all cut-offs for houses with well water, these
coefficients increase as the distance cut-off decreases. Similarly, standard
errors increase as the sample size decreases, as distance cut-offs decrease,
and/or when matching is used.
The coefficients for the water source disaggregated results can be found in
Tables 1.4 to 1.39. Looking at the average treatment effects for the distance
cut-off of 6 km, Table 1.22 shows that the average treatment effects estimated
with OLS, at distance cut-off 6 km from the Superfund landfill sites for houses
with municipal water, are 0.1188, 0.1159, 0.1101, and 0.1663 respectively
using fixed effects by block, block group, tract, and site. In Table 1.23,
the average treatment effects estimated with matching, at distance cut-off
6 km from the Superfund landfill sites for houses with municipal water, are
0.0532, 0.0711, 0.0701, and 0.1557 respectively using fixed effects by block,
block group, tract, and site. In Table 1.24, the average treatment effects
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estimated with SLX, at distance cut-off 6 km from the Superfund landfill
sites for houses with municipal water, are 0.1217, 0.1048, 0.0957, and 0.1245
respectively using fixed effects by block, block group, tract, and site. In Table
1.34, the average treatment effects estimated with OLS, at distance cut-off 6
km from the Superfund landfill sites for houses with well water, are 0.2393,
0.2437, 0.2371, and 0.1759 respectively using fixed effects by block, block
group, tract, and site. In Table 1.35, the average treatment effects estimated
with matching, at distance cut-off 6 km from the Superfund landfill sites for
houses with well water, are 0.4898, 0.3452, 0.3424, and 0.2188 respectively
using fixed effects by block, block group, tract, and site. In Table 1.36, the
average treatment effects estimated with SLX, at distance cut-off 6 km from
the Superfund landfill sites for houses with well water, are 0.2403, 0.2382,
0.2306, and 0.1576 respectively using fixed effects by block, block group,
tract, and site. Across different fixed effects, coefficients tend to be stable,
not deviating more than two standard deviations from each other.
The effects of deletion on housing prices also varies greatly with pre-
treatment price quantiles. In Figures 1.21, 1.25, and 1.29, we see that the
highest three quantiles, ($77001, $120022], ($120022, $200057], and ($200057,
$9900000], have economically and mostly statistically significant average
treatment effects at a 6 km distance cut-off, between 10 and 30 percent. The
lower quantiles, ($10080, $47512] and ($47512, $77001], have statistically in-
significant average treatment effects lower than 10 percent. In general, there
are larger average treatment effects for houses with higher pre-treatment
price quantiles.
Houses with higher pre-treatment quantiles consistently have larger av-
erage treatment effects in different distance cut-off specifications. Figures
1.19, 1.20, and 1.22 show the average treatment effects from OLS at cut-offs
10, 8, and 4 km. The highest pre-treatment quantiles, ($120022, $200057]
and ($200057, $9900000], have economically and statistically significant ef-
fects throughout the different cut-offs. While the middle quantile, ($77001,
$120022], is consistently economically significant, around 10 percent, but
in some specifications, it is statistically insignificant. The average treat-
ment effects from matching have the largest standard errors and provide
the least evidence of statistically significant effects. However, Figures 1.23,
1.24, 1.25, and 1.26 show that the highest quantile, ($200057, $9900000], has
economically and statistically significant effects, even though the evidence
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of effects on lower quantiles is not conclusive. Matching estimates have
the largest standard errors and only find evidence that the highest quan-
tile has a statistically significant response to cleanup. OLS and SLX find
consistent statistically significant effects for the highest quantile, ($200057,
$9900000], and less consistent statistical significance for the next two quan-
tiles, ($77001, $120022], ($120022, $200057]. Across various specifications,
the average treatment effect on houses in the highest pre-treatment price
quantile, ($200057, $9900000], have economically and statistically significant
effects.
When I decompose the effects between municipal and well water sources, I
find that the same pattern in quantiles exists in both water sources. However,
many more coefficients are insignificant as the sample decreases. This may
be a result of decreases in power. Figures 1.33, 1.37, and 1.41 show that
average treatment effects on houses with municipal water exhibit a similar
quantile pattern as the total effects. However, many of the coefficients are
insignificant in the matched sample. Figures 1.45, 1.49, and 1.53 show a
similar pattern to the total effects, the top three quantiles have economically
large positive effects. However, many of the coefficients are now statistically
insignificant, except in the middle quantile. Houses with municipal water
appear to be driving the total effect.
The full regression Tables for the regression with pre-treatment price quan-
tiles from Tables 1.40 to 1.75. Table 1.46 shows the average treatment effects
in the rows marked TG×Post×Qi, i is the quantile. The average treatment
effects for the fifth quantile, ($200057, $9900000], are 0.2995, 0.2551, 0.2167,
and 0.1834 respectively using fixed effects by block, block group, tract, and
site.
1.5 Conclusion
This paper finds that the positive average treatment effects of cleanup of
municipal landfills can be attributed to two groups. Houses with large pre-
treatment values, prices from $200,057 to $9,900,000, had the largest effect,
between 15 and 30 percent. New York property taxes which are used to pay
for the cleanup of municipal landfills on the Superfund program vary greatly
from county to county, but within municipalities are flat. These findings
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suggest that progressive taxes would be more equitable and that there is
an opportunity for land value capture, by charging higher property taxes to
houses with higher values.
This paper also finds that the average treatment effects of Superfund land-
fill cleanup are larger on houses with well water than on those with municipal
water. The effects on houses with well water are economically and statisti-
cally significant effect depending on the distance from the Superfund landfill
and specification. Houses with well water must take on their own sanitation
costs and might take on more health costs when they choose a lower level of
sanitation than municipal water sources. These findings suggest that there
is an opportunity for land value capture, by charging higher property taxes
to houses with well water near Superfund landfill sites.
This paper finds that measures of average treatment effects on all houses
are sensitive to specification, but also finds two identifiable characteristics
that are robust to a variety of modeling decisions: houses with well water
and houses in the highest quantile of pre-treatment prices. State and local
governments can use these two characteristics to create a more equitable
taxation system and for land value capture.
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1.6 Tables and Figures
Figure 1.1: Cleanup process
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Figure 1.2: Map of Sites: Treatment in Orange, Control in White
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Figure 1.3
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Figure 1.4
Table 1.1: Summary Statistics Sample
Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max
Year 163065 2007.990 6.033 1994 2003 2013 2016
Square Feet 163065 1678.206 711.981 432 1205 1968 13860
Lot Size 163065 39221.440 96394.120 675 7405 33760 3217777
Year Built 163065 1949.702 37.130 1802 1925 1979 2015
Bathrooms 163065 1.522 0.685 0 1 2 9
Age 163065 58.288 37.482 0 29 83 211
Date Last Sold 163065 12074.810 2050.760 8768 10361 13599 17056
Price Last Sold 163065 146235.100 214607.900 10080 57000 174739 9700000
Age Last Sold 163065 52.840 37.575 0 23 77 200
Wells 163065 0.262 0.440 0 0 1 1
Pctl(25) and Pctl(75) mark the 25th and 75th quantiles of each variable. Ages are measured in years.
Lot size is measured in square feet. Houses with wells are coded as 1 and 0 if there is no well.
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Figure 1.5: Number of Transactions within 3 years of Deletion
Figure 1.6: Residuals of housing price conditional on observables within 3
years of Deletion
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Figure 1.7: Lag and Lead Coefficients - Full Sample
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Figure 1.8: Lag and Lead Coefficients - Matched Sample
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Figure 1.9: Directed Acyclic Graph
Figure 1.10: Total Effect from OLS
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Figure 1.11: Effect on Houses with Municipal Water from OLS
Figure 1.12: Effect on Houses with Well Water from OLS
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Figure 1.13: Total Effect from OLS of Matched Sample
Figure 1.14: Effect on Houses with Municipal Water from OLS of Matched
Sample
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Figure 1.15: Effect on Houses with Well Water from OLS of Matched
Sample
Figure 1.16: Total Effect from SLX
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Figure 1.17: Effect on Houses with Municipal Water from SLX
Figure 1.18: Effect on Houses with Well Water from SLX
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Figure 1.19: Total Effect from OLS by Quantile where d = 10k
Figure 1.20: Total Effect from OLS by Quantile where d = 8k
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Figure 1.21: Total Effect from OLS by Quantile where d = 6k
Figure 1.22: Total Effect from OLS by Quantile where d = 4k
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Figure 1.23: Total Effect from Matched Sample by Quantile where d = 10k
Figure 1.24: Total Effect from Matched Sample by Quantile where d = 8k
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Figure 1.25: Total Effect from Matched Sample by Quantile where d = 6k
Figure 1.26: Total Effect from Matched Sample by Quantile where d = 4k
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Figure 1.27: Total Effect from SLX by Quantile where d = 10k
Figure 1.28: Total Effect from SLX by Quantile where d = 8k
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Figure 1.29: Total Effect from SLX by Quantile where d = 6k
Figure 1.30: Total Effect from SLX by Quantile where d = 4k
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Figure 1.31: Effect on Houses with Municipal Water from OLS by Quantile
where d = 10k
Figure 1.32: Effect on Houses with Municipal Water from OLS by Quantile
where d = 8k
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Figure 1.33: Effect on Houses with Municipal Water from OLS by Quantile
where d = 6k
Figure 1.34: Effect on Houses with Municipal Water from OLS by Quantile
where d = 4k
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Figure 1.35: Effect on Houses with Municipal Water from Matched Sample
by Quantile where d = 10k
Figure 1.36: Effect on Houses with Municipal Water from Matched Sample
by Quantile where d = 8k
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Figure 1.37: Effect on Houses with Municipal Water from Matched Sample
by Quantile where d = 6k
Figure 1.38: Effect on Houses with Municipal Water from Matched Sample
by Quantile where d = 4k
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Figure 1.39: Effect on Houses with Municipal Water from SLX by Quantile
where d = 10k
Figure 1.40: Effect on Houses with Municipal Water from SLX by Quantile
where d = 8k
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Figure 1.41: Effect on Houses with Municipal Water from SLX by Quantile
where d = 6k
Figure 1.42: Effect on Houses with Municipal Water from SLX by Quantile
where d = 4k
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Figure 1.43: Effect on Houses with Well Water from OLS by Quantile
where d = 10k
Figure 1.44: Effect on Houses with Well Water from OLS by Quantile
where d = 8k
39
Figure 1.45: Effect on Houses with Well Water from OLS by Quantile
where d = 6k
Figure 1.46: Effect on Houses with Well Water from OLS by Quantile
where d = 4k
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Figure 1.47: Effect on Houses with Well Water from Matched Sample by
Quantile where d = 10k
Figure 1.48: Effect on Houses with Well Water from Matched Sample by
Quantile where d = 8k
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Figure 1.49: Effect on Houses with Well Water from Matched Sample by
Quantile where d = 6k
Figure 1.50: Effect on Houses with Well Water from Matched Sample by
Quantile where d = 4k
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Figure 1.51: Effect on Houses with Well Water from SLX by Quantile
where d = 10k
Figure 1.52: Effect on Houses with Well Water from SLX by Quantile
where d = 8k
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Figure 1.53: Effect on Houses with Well Water from SLX by Quantile
where d = 6k
Figure 1.54: Effect on Houses with Well Water from SLX by Quantile
where d = 4k
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Table 1.2: Summary Statistics Matched Sample
Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max
Year 50342 2007.983 6.223 1994 2003 2014 2016
Square Feet 50342 1721.651 829.466 432 1182 2028 13860
Lot Size 50342 23499.990 55124.930 675 6534 20000 2269476
Year Built 50342 1958.143 31.500 1802 1942 1986 2015
Bathrooms 50342 1.581 0.750 0 1 2 9
Age 50342 49.841 32.067 0 24 67 211
Date Last Sold 50342 12030.790 2108.098 8772 10208 13665 17052
Price Last Sold 50342 189400.600 323302.600 10080 65000 205000 9700000
Age Last Sold 50342 44.282 32.020 0 17 62 200
Wells 50342 0.090 0.286 0 0 0 1
Pctl(25) and Pctl(75) mark the 25th and 75th quantiles of each variable. Ages are measured in years.
Lot size is measured in square feet. Houses with wells are coded as 1 and 0 if there is no well.
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Table 1.3: Spillover Test
Log Housing Price
2 km 4 km 6 km 8 km
(1) (2) (3) (4)
Lag of Houses from Inner Ring 0.4076∗∗∗ 0.4763∗∗∗ 0.3167∗∗∗ 0.4695∗∗∗
(0.0848) (0.0983) (0.0821) (0.0802)
Lot Size 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗ 0.0000
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0807∗∗∗ 0.0888∗∗∗ 0.0689∗∗∗ 0.0999∗∗∗
(0.0259) (0.0199) (0.0129) (0.0181)
Half Bath 0.0821∗∗∗ 0.0864∗∗∗ 0.1097∗∗∗ 0.0954∗∗∗
(0.0281) (0.0185) (0.0167) (0.0178)
Square Feet 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0046∗∗∗ −0.0042∗∗∗ −0.0027∗∗∗
(0.0007) (0.0000) (0.0004) (0.0000)
Age Last Sold 0.0011 0.0006∗∗∗ −0.0028∗∗∗
(0.0007) (0.0000) (0.0000) (0.0004)
Difference in Date 0.0004 0.0000 −0.0002 0.0003∗∗
(0.0003) (0.0002) (0.0001) (0.0001)
Price Last Sold 0.1811∗∗∗ 0.2702∗∗∗ 0.2447∗∗∗ 0.1871∗∗∗
(0.0314) (0.0238) (0.0275) (0.0247)
Fixed effects Tract and Year Tract and Year Tract and Year Tract and Year
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 12,027 26,647 18,988 25,652
R2 0.7981 0.7851 0.7693 0.7376
Adjusted R2 0.7935 0.7825 0.7652 0.7338
Residual Std. Error 0.4602 (df = 11755) 0.4624 (df = 26330) 0.4366 (df = 18652) 0.4938 (df = 25284)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression testing a different cut-off. Variables
with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were truncated at the
ten thousandths place.
46
Table 1.4: Total Effect from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0508∗∗∗ 0.0622∗∗∗ 0.0637∗∗∗ 0.0590∗∗
(0.0180) (0.0215) (0.0218) (0.0232)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0890∗∗∗ 0.0866∗∗∗ 0.0899∗∗∗ 0.0945∗∗∗
(0.0101) (0.0103) (0.0105) (0.0112)
Half Bath 0.0965∗∗∗ 0.0966∗∗∗ 0.1006∗∗∗ 0.1305∗∗∗
(0.0119) (0.0089) (0.0102) (0.0132)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0031∗∗∗ −0.0069 −0.0105
(0.0000) (0.0003) (518.9980)
Age Last Sold −0.0028∗∗∗ 0.0036 0.0060
(0.0003) (0.0000) (554.8322)
Difference in Date 0.0002 0.0001 0.0001 0.0002
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1254∗∗∗ 0.2349∗∗∗ 0.2596∗∗∗ 0.3619∗∗∗
(0.0174) (0.0179) (0.0183) (0.0175)
TG×Post 0.0973∗∗ 0.0969∗∗ 0.1028∗∗ 0.1540∗∗∗
(0.0478) (0.0436) (0.0443) (0.0296)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 68,267 68,267 68,267 68,267
R2 0.8353 0.7762 0.7669 0.7334
Adjusted R2 0.8118 0.7728 0.7653 0.7327
Residual Std. Error 0.4227 (df = 59752) 0.4644 (df = 67251) 0.4720 (df = 67792) 0.5038 (df = 68069)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.5: Total Effect from OLS from Matched Sample where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.1015∗∗∗ 0.1187∗∗∗ 0.1202∗∗∗ 0.0961∗∗∗
(0.0309) (0.0322) (0.0328) (0.0299)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0809∗∗∗ 0.0772∗∗∗ 0.0807∗∗∗ 0.0860∗∗∗
(0.0126) (0.0102) (0.0105) (0.0108)
Half Bath 0.0759∗∗∗ 0.0887∗∗∗ 0.0934∗∗∗ 0.1367∗∗∗
(0.0113) (0.0074) (0.0084) (0.0122)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0036∗∗∗ 0.0076 −0.0039∗∗∗ −0.0056∗∗∗
(0.0003) (565.3017) (0.0003) (0.0005)
Age Last Sold −0.0112
(0.0000) (489.5656) (0.0000) (0.0000)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1265∗∗∗ 0.2170∗∗∗ 0.2417∗∗∗ 0.3795∗∗∗
(0.0203) (0.0222) (0.0236) (0.0207)
TG×Post 0.0438 0.0681 0.0691 0.1353∗∗∗
(0.0494) (0.0448) (0.0451) (0.0336)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 41,149 41,149 41,149 41,149
R2 0.8574 0.8064 0.7968 0.7565
Adjusted R2 0.8230 0.8016 0.7944 0.7554
Residual Std. Error 0.4126 (df = 33157) 0.4370 (df = 40142) 0.4447 (df = 40678) 0.4852 (df = 40952)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.6: Total Effect from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0509∗∗∗ 0.0620∗∗∗ 0.0631∗∗ 0.0606∗∗∗
(0.0181) (0.0214) (0.0273) (0.0222)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0891∗∗∗ 0.0842∗∗∗ 0.0858∗∗∗ 0.0810∗∗∗
(0.0101) (0.0101) (0.0106) (0.0102)
Half Bath 0.0965∗∗∗ 0.0935∗∗∗ 0.0947∗∗∗ 0.1063∗∗∗
(0.0119) (0.0086) (0.0080) (0.0109)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0263∗∗∗ −0.0070∗∗∗ −0.0082
(0.0000) (0.0001) (0.0001) (316.0133)
Age Last Sold −0.0028∗∗∗ 0.0233∗∗∗ 0.0039∗∗∗ 0.0047
(0.0003) (0.0001) (0.0001) (316.0133)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1254∗∗∗ 0.2292∗∗∗ 0.2476∗∗∗ 0.3023∗∗∗
(0.0174) (0.0178) (0.0166) (0.0156)
Lag Pre-treatment price −0.0270∗∗ 0.0849∗∗∗ 0.1169∗∗∗ 0.2292∗∗∗
(0.0128) (0.0105) (0.0062) (0.0162)
Spatial Lag 0.1007∗∗ 0.0853∗∗ 0.0860∗∗ 0.1038∗∗∗
(0.0483) (0.0431) (0.0430) (0.0262)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 68,267 68,267 68,267 68,267
R2 0.8354 0.7780 0.7706 0.7522
Adjusted R2 0.8120 0.7746 0.7690 0.7515
Residual Std. Error 0.4225 (df = 59751) 0.4626 (df = 67249) 0.4683 (df = 67791) 0.4857 (df = 68068)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.7: Total Effect from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0288∗∗ 0.0373∗∗ 0.0393∗∗∗ 0.0260
(0.0122) (0.0147) (0.0149) (0.0164)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0864∗∗∗ 0.0787∗∗∗ 0.0848∗∗∗ 0.0931∗∗∗
(0.0121) (0.0113) (0.0112) (0.0119)
Half Bath 0.0944∗∗∗ 0.0973∗∗∗ 0.1025∗∗∗ 0.1205∗∗∗
(0.0156) (0.0114) (0.0129) (0.0148)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0029∗∗∗ −0.0018 −0.0034∗∗∗ −0.0047
(0.0004) (0.0003) (687.4574)
Age Last Sold −0.0015 0.0006
(0.0000) (0.0000) (486.1058)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1453∗∗∗ 0.2496∗∗∗ 0.2731∗∗∗ 0.3310∗∗∗
(0.0197) (0.0199) (0.0211) (0.0190)
TG×Post 0.1004∗∗ 0.0966∗∗∗ 0.0952∗∗ 0.1341∗∗∗
(0.0412) (0.0363) (0.0372) (0.0267)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 48,104 48,104 48,104 48,104
R2 0.8460 0.7888 0.7804 0.7590
Adjusted R2 0.8232 0.7853 0.7786 0.7580
Residual Std. Error 0.4101 (df = 41914) 0.4519 (df = 47329) 0.4590 (df = 47709) 0.4798 (df = 47906)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.8: Total Effect from OLS from Matched Sample where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0795∗∗∗ 0.0983∗∗∗ 0.1017∗∗∗ 0.0652∗∗∗
(0.0222) (0.0233) (0.0238) (0.0249)
Lot Size 0.0000 0.0000∗∗∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0830∗∗∗ 0.0709∗∗∗ 0.0773∗∗∗ 0.0878∗∗∗
(0.0108) (0.0093) (0.0103) (0.0104)
Half Bath 0.0794∗∗∗ 0.0939∗∗∗ 0.1003∗∗∗ 0.1268∗∗∗
(0.0114) (0.0073) (0.0081) (0.0113)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0035∗∗∗ −0.0015 −0.0046∗∗∗
(0.0004) (1,283.6520) (0.0000) (0.0004)
Age Last Sold −0.0022 −0.0040∗∗∗
(0.0000) (1,283.6520) (0.0003) (0.0000)
Difference in Date 0.0000 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1470∗∗∗ 0.2414∗∗∗ 0.2634∗∗∗ 0.3283∗∗∗
(0.0232) (0.0256) (0.0283) (0.0259)
TG×Post 0.0447 0.0663 0.0653 0.1133∗∗∗
(0.0466) (0.0406) (0.0412) (0.0350)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 28,274 28,274 28,274 28,274
R2 0.8628 0.8066 0.7973 0.7726
Adjusted R2 0.8270 0.8012 0.7945 0.7711
Residual Std. Error 0.3912 (df = 22419) 0.4194 (df = 27506) 0.4264 (df = 27883) 0.4501 (df = 28077)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.9: Total Effect from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0289∗∗ 0.0371∗∗ 0.0388∗∗∗ 0.0306∗
(0.0122) (0.0147) (0.0148) (0.0160)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0866∗∗∗ 0.0764∗∗∗ 0.0804∗∗∗ 0.0790∗∗∗
(0.0121) (0.0111) (0.0110) (0.0107)
Half Bath 0.0944∗∗∗ 0.0946∗∗∗ 0.0971∗∗∗ 0.1048∗∗∗
(0.0156) (0.0113) (0.0123) (0.0134)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0033 −0.0031∗∗∗ −0.0012
(0.0000) (266.6269) (0.0003) (0.0014)
Age Last Sold −0.0029∗∗∗ 0.0002 −0.0021
(0.0004) (266.6269) (0.0000) (0.0014)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1453∗∗∗ 0.2432∗∗∗ 0.2598∗∗∗ 0.2902∗∗∗
(0.0198) (0.0198) (0.0203) (0.0183)
Lag Pre-treatment price −0.0229 0.0860∗∗∗ 0.1178∗∗∗ 0.1947∗∗∗
(0.0192) (0.0142) (0.0128) (0.0144)
Spatial Lag 0.1021∗∗ 0.0895∗∗ 0.0855∗∗ 0.1032∗∗∗
(0.0417) (0.0358) (0.0362) (0.0244)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 48,104 48,104 48,104 48,104
R2 0.8461 0.7905 0.7840 0.7713
Adjusted R2 0.8233 0.7871 0.7822 0.7704
Residual Std. Error 0.4100 (df = 41913) 0.4501 (df = 47328) 0.4552 (df = 47708) 0.4674 (df = 47905)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.10: Total Effect from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0176∗ 0.0222∗ 0.0233∗ −0.0017
(0.0100) (0.0118) (0.0119) (0.0127)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0831∗∗∗ 0.0841∗∗∗ 0.0943∗∗∗ 0.1012∗∗∗
(0.0158) (0.0151) (0.0156) (0.0176)
Half Bath 0.0777∗∗∗ 0.0892∗∗∗ 0.0985∗∗∗ 0.1165∗∗∗
(0.0187) (0.0130) (0.0157) (0.0188)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age
(0.0000) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0032∗∗∗ −0.0035∗∗∗ −0.0038∗∗∗ −0.0045∗∗∗
(0.0004) (0.0004) (0.0004) (0.0005)
Difference in Date 0.0003 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1352∗∗∗ 0.2424∗∗∗ 0.2718∗∗∗ 0.3188∗∗∗
(0.0229) (0.0224) (0.0247) (0.0236)
TG×Post 0.1300∗∗∗ 0.1230∗∗∗ 0.1181∗∗∗ 0.1744∗∗∗
(0.0473) (0.0390) (0.0401) (0.0322)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 32,847 32,847 32,847 32,847
R2 0.8529 0.7956 0.7861 0.7675
Adjusted R2 0.8316 0.7920 0.7839 0.7661
Residual Std. Error 0.4072 (df = 28698) 0.4527 (df = 32263) 0.4614 (df = 32512) 0.4800 (df = 32650)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.11: Total Effect from OLS from Matched Sample where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0589∗∗∗ 0.0763∗∗∗ 0.0767∗∗∗ 0.0108
(0.0197) (0.0204) (0.0223) (0.0272)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0754∗∗∗ 0.0718∗∗∗ 0.0835∗∗∗ 0.0959∗∗∗
(0.0127) (0.0095) (0.0114) (0.0125)
Half Bath 0.0583∗∗∗ 0.0809∗∗∗ 0.0919∗∗∗ 0.1210∗∗∗
(0.0152) (0.0089) (0.0091) (0.0148)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0041∗∗∗ −0.0041∗∗∗ −0.0045∗∗∗ −0.0028
(0.0004) (0.0004) (0.0003)
Age Last Sold −0.0024
(0.0000) (0.0000) (0.0000)
Difference in Date 0.0002 0.0002∗ 0.0002∗ 0.0002∗
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1391∗∗∗ 0.2364∗∗∗ 0.2604∗∗∗ 0.3105∗∗∗
(0.0252) (0.0287) (0.0323) (0.0310)
TG×Post 0.0790 0.0944∗∗ 0.0943∗∗ 0.1720∗∗∗
(0.0495) (0.0412) (0.0431) (0.0453)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 17,738 17,738 17,738 17,738
R2 0.8793 0.8226 0.8126 0.7904
Adjusted R2 0.8452 0.8167 0.8090 0.7880
Residual Std. Error 0.3795 (df = 13825) 0.4131 (df = 17159) 0.4216 (df = 17404) 0.4441 (df = 17540)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.12: Total Effect from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0177∗ 0.0225∗ 0.0234∗∗ 0.0066
(0.0100) (0.0118) (0.0119) (0.0120)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0833∗∗∗ 0.0815∗∗∗ 0.0886∗∗∗ 0.0873∗∗∗
(0.0157) (0.0147) (0.0151) (0.0161)
Half Bath 0.0780∗∗∗ 0.0854∗∗∗ 0.0911∗∗∗ 0.0984∗∗∗
(0.0185) (0.0127) (0.0149) (0.0170)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0033∗∗∗ −0.0037∗∗∗
(0.0000) (0.0003) (0.0000) (0.0003)
Age Last Sold −0.0033∗∗∗ −0.0035∗∗∗
(0.0004) (0.0000) (0.0003) (0.0000)
Difference in Date 0.0003 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1353∗∗∗ 0.2347∗∗∗ 0.2559∗∗∗ 0.2795∗∗∗
(0.0230) (0.0221) (0.0237) (0.0224)
Lag Pre-treatment price −0.0308 0.0916∗∗∗ 0.1270∗∗∗ 0.1922∗∗∗
(0.0201) (0.0179) (0.0159) (0.0158)
Spatial Lag 0.1326∗∗∗ 0.1136∗∗∗ 0.1066∗∗∗ 0.1358∗∗∗
(0.0478) (0.0387) (0.0390) (0.0307)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 32,847 32,847 32,847 32,847
R2 0.8530 0.7976 0.7903 0.7791
Adjusted R2 0.8318 0.7940 0.7881 0.7777
Residual Std. Error 0.4071 (df = 28697) 0.4505 (df = 32262) 0.4568 (df = 32511) 0.4679 (df = 32649)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
55
Table 1.13: Total Effect from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0269∗ 0.0310∗ 0.0293∗ −0.0151
(0.0145) (0.0176) (0.0171) (0.0188)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0785∗∗∗ 0.0881∗∗∗ 0.0906∗∗∗ 0.1110∗∗∗
(0.0172) (0.0207) (0.0211) (0.0192)
Half Bath 0.0714∗∗ 0.0755∗∗∗ 0.0833∗∗∗ 0.1167∗∗∗
(0.0292) (0.0255) (0.0244) (0.0260)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034∗∗∗
(0.0008) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0039∗∗∗ −0.0040∗∗∗ −0.0045∗∗∗
(0.0000) (0.0007) (0.0007) (0.0008)
Difference in Date 0.0006∗∗ 0.0004∗ 0.0004∗∗ 0.0004∗
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0968∗∗∗ 0.1846∗∗∗ 0.2048∗∗∗ 0.2622∗∗∗
(0.0325) (0.0295) (0.0315) (0.0307)
TG×Post 0.0982 0.1035∗ 0.1084∗ 0.2141∗∗∗
(0.0675) (0.0537) (0.0576) (0.0470)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 11,656 11,656 11,656 11,656
R2 0.8669 0.8113 0.8027 0.7809
Adjusted R2 0.8400 0.8046 0.7980 0.7772
Residual Std. Error 0.3986 (df = 9699) 0.4406 (df = 11252) 0.4480 (df = 11382) 0.4704 (df = 11460)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and
standard errors were truncated at the ten thousandths place.
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Table 1.14: Total Effect from OLS from Matched Sample where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0465∗ 0.0759∗∗∗ 0.0703∗∗ −0.0261
(0.0259) (0.0288) (0.0318) (0.0413)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0649∗∗∗ 0.0559∗∗∗ 0.0635∗∗∗ 0.0831∗∗∗
(0.0165) (0.0117) (0.0127) (0.0114)
Half Bath 0.0613∗∗∗ 0.0911∗∗∗ 0.0953∗∗∗ 0.1410∗∗∗
(0.0184) (0.0155) (0.0170) (0.0233)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0045∗∗∗ −0.0048∗∗∗ −0.0051∗∗∗
(0.0000) (0.0007) (0.0006) (0.0009)
Age Last Sold −0.0042∗∗∗
(0.0009) (0.0000) (0.0000) (0.0000)
Difference in Date 0.0001 0.0002 0.0002 0.0002
(0.0002) (0.0003) (0.0003) (0.0002)
Price Last Sold 0.1198∗∗∗ 0.1989∗∗∗ 0.2175∗∗∗ 0.2739∗∗∗
(0.0315) (0.0387) (0.0422) (0.0433)
TG×Post 0.1161 0.1184∗ 0.1266∗ 0.2303∗∗∗
(0.0804) (0.0704) (0.0758) (0.0660)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 7,239 7,239 7,239 7,239
R2 0.8854 0.8263 0.8161 0.7911
Adjusted R2 0.8458 0.8161 0.8090 0.7853
Residual Std. Error 0.3633 (df = 5379) 0.3967 (df = 6837) 0.4044 (df = 6967) 0.4287 (df = 7044)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.15: Total Effect from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0269∗ 0.0313∗ 0.0296∗ 0.0003
(0.0145) (0.0178) (0.0175) (0.0159)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0781∗∗∗ 0.0886∗∗∗ 0.0900∗∗∗ 0.1021∗∗∗
(0.0170) (0.0203) (0.0208) (0.0187)
Half Bath 0.0715∗∗ 0.0735∗∗∗ 0.0782∗∗∗ 0.0966∗∗∗
(0.0293) (0.0246) (0.0232) (0.0230)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0037∗∗∗
(0.0000) (0.0000) (0.0006) (0.0000)
Age Last Sold −0.0035∗∗∗ −0.0037∗∗∗ −0.0037∗∗∗
(0.0007) (0.0006) (0.0000) (0.0006)
Difference in Date 0.0006∗∗∗ 0.0004∗ 0.0004∗ 0.0003
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0970∗∗∗ 0.1778∗∗∗ 0.1935∗∗∗ 0.2259∗∗∗
(0.0324) (0.0304) (0.0321) (0.0314)
Lag Pre-treatment price −0.0223 0.0871∗∗∗ 0.1105∗∗∗ 0.1958∗∗∗
(0.0306) (0.0251) (0.0248) (0.0256)
Spatial Lag 0.1000 0.0952∗ 0.0974∗ 0.1631∗∗∗
(0.0681) (0.0550) (0.0584) (0.0440)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 11,656 11,656 11,656 11,656
R2 0.8669 0.8129 0.8055 0.7915
Adjusted R2 0.8401 0.8062 0.8008 0.7880
Residual Std. Error 0.3986 (df = 9698) 0.4387 (df = 11251) 0.4448 (df = 11381) 0.4589 (df = 11459)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors
were truncated at the ten thousandths place.
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Table 1.16: Effect on Houses with Municipal Water from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0494∗∗ 0.0605∗∗ 0.0634∗∗ 0.0639∗∗
(0.0206) (0.0243) (0.0253) (0.0261)
Lot Size 0.0000 0.0000∗ 0.0000 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0815∗∗∗ 0.0776∗∗∗ 0.0814∗∗∗ 0.0881∗∗∗
(0.0116) (0.0110) (0.0113) (0.0123)
Half Bath 0.0876∗∗∗ 0.0887∗∗∗ 0.0931∗∗∗ 0.1281∗∗∗
(0.0109) (0.0072) (0.0098) (0.0122)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age 0.0007 0.0029
(0.0000) (0.0000) (819.2000)
Age Last Sold −0.0030∗∗∗ −0.0039 −0.0037∗∗∗ −0.0080
(0.0003) (0.0003) (777.1614)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1267∗∗∗ 0.2326∗∗∗ 0.2651∗∗∗ 0.3860∗∗∗
(0.0193) (0.0198) (0.0211) (0.0193)
TG×Post 0.0810∗ 0.0944∗∗ 0.0984∗∗ 0.1448∗∗∗
(0.0456) (0.0410) (0.0427) (0.0302)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 53,206 53,206 53,206 53,206
R2 0.8459 0.7984 0.7878 0.7539
Adjusted R2 0.8219 0.7947 0.7860 0.7530
Residual Std. Error 0.4152 (df = 46055) 0.4457 (df = 52266) 0.4551 (df = 52763) 0.4890 (df = 53008)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.17: Effect on Houses with Municipal Water from OLS from Matched Sample where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.1028∗∗∗ 0.1220∗∗∗ 0.1248∗∗∗ 0.1082∗∗∗
(0.0312) (0.0342) (0.0352) (0.0315)
Lot Size −0.0000 0.0000 −0.0000 0.0000∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0720∗∗∗ 0.0717∗∗∗ 0.0761∗∗∗ 0.0828∗∗∗
(0.0109) (0.0097) (0.0099) (0.0107)
Half Bath 0.0705∗∗∗ 0.0840∗∗∗ 0.0894∗∗∗ 0.1325∗∗∗
(0.0104) (0.0072) (0.0086) (0.0124)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0035∗∗∗ −0.0006
(0.0000) (0.0003) (0.0000) (986.2009)
Age Last Sold −0.0036∗∗∗ −0.0039∗∗∗ −0.0052
(0.0003) (0.0000) (0.0003)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1173∗∗∗ 0.2095∗∗∗ 0.2369∗∗∗ 0.3876∗∗∗
(0.0205) (0.0234) (0.0255) (0.0227)
TG×Post 0.0159 0.0415 0.0420 0.1170∗∗∗
(0.0502) (0.0452) (0.0453) (0.0355)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 37,840 37,840 37,840 37,840
R2 0.8536 0.8040 0.7935 0.7513
Adjusted R2 0.8204 0.7990 0.7911 0.7500
Residual Std. Error 0.4075 (df = 30828) 0.4310 (df = 36903) 0.4394 (df = 37398) 0.4807 (df = 37642)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.18: Effect on Houses with Municipal Water from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0494∗∗ 0.0607∗∗ 0.0633∗∗∗ 0.0662∗∗∗
(0.0206) (0.0243) (0.0243) (0.0252)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0818∗∗∗ 0.0748∗∗∗ 0.0763∗∗∗ 0.0710∗∗∗
(0.0116) (0.0106) (0.0113) (0.0108)
Half Bath 0.0877∗∗∗ 0.0854∗∗∗ 0.0864∗∗∗ 0.0992∗∗∗
(0.0108) (0.0072) (0.0090) (0.0102)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0030∗∗∗ 0.0005
(0.0003) (0.0000) (427.6578) (0.0000)
Age Last Sold −0.0030∗∗∗ −0.0038 −0.0038∗∗∗
(0.0000) (0.0003) (427.6578) (0.0003)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1267∗∗∗ 0.2261∗∗∗ 0.2497∗∗∗ 0.3102∗∗∗
(0.0194) (0.0193) (0.0213) (0.0167)
Lag Pre-treatment price −0.0207 0.0918∗∗∗ 0.1331∗∗∗ 0.2543∗∗∗
(0.0129) (0.0126) (0.0129) (0.0171)
Spatial Lag 0.0837∗ 0.0807∗∗ 0.0778∗ 0.0899∗∗∗
(0.0462) (0.0405) (0.0415) (0.0261)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 53,206 53,206 53,206 53,206
R2 0.8459 0.8001 0.7919 0.7743
Adjusted R2 0.8220 0.7965 0.7902 0.7735
Residual Std. Error 0.4151 (df = 46054) 0.4438 (df = 52266) 0.4507 (df = 52761) 0.4683 (df = 53008)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.19: Effect on Houses with Municipal Water from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0239∗ 0.0322∗∗ 0.0351∗∗ 0.0257
(0.0132) (0.0155) (0.0161) (0.0183)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0815∗∗∗ 0.0760∗∗∗ 0.0840∗∗∗ 0.0937∗∗∗
(0.0138) (0.0142) (0.0149) (0.0150)
Half Bath 0.0876∗∗∗ 0.0951∗∗∗ 0.1014∗∗∗ 0.1221∗∗∗
(0.0116) (0.0074) (0.0103) (0.0118)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0087 −0.0037∗∗∗ −0.0045∗∗∗
(0.0000) (517.4181) (0.0004) (0.0004)
Age Last Sold −0.0030∗∗∗ 0.0053
(0.0004) (558.8755) (0.0000) (0.0000)
Difference in Date 0.0001 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1481∗∗∗ 0.2560∗∗∗ 0.2873∗∗∗ 0.3510∗∗∗
(0.0212) (0.0220) (0.0245) (0.0221)
TG×Post 0.0859∗∗ 0.0898∗∗∗ 0.0862∗∗ 0.1185∗∗∗
(0.0410) (0.0345) (0.0354) (0.0264)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 38,499 38,499 38,499 38,499
R2 0.8581 0.8106 0.8012 0.7806
Adjusted R2 0.8356 0.8070 0.7992 0.7795
Residual Std. Error 0.3972 (df = 33222) 0.4303 (df = 37782) 0.4388 (df = 38125) 0.4599 (df = 38302)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.20: Effect on Houses with Municipal Water from OLS from Matched Sample where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0777∗∗∗ 0.0965∗∗∗ 0.1001∗∗∗ 0.0731∗∗∗
(0.0222) (0.0246) (0.0253) (0.0261)
Lot Size −0.0000 0.0000 −0.0000 0.0000
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0782∗∗∗ 0.0679∗∗∗ 0.0757∗∗∗ 0.0903∗∗∗
(0.0104) (0.0098) (0.0112) (0.0109)
Half Bath 0.0758∗∗∗ 0.0910∗∗∗ 0.0976∗∗∗ 0.1252∗∗∗
(0.0104) (0.0074) (0.0088) (0.0116)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0035∗∗∗ −0.0033 −0.0040∗∗∗ −0.0047∗∗∗
(0.0004) (0.0003) (0.0004)
Age Last Sold −0.0003
(0.0000) (0.0000) (0.0000)
Difference in Date 0.0000 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1390∗∗∗ 0.2332∗∗∗ 0.2588∗∗∗ 0.3293∗∗∗
(0.0237) (0.0279) (0.0313) (0.0282)
TG×Post 0.0179 0.0428 0.0411 0.0943∗∗
(0.0466) (0.0407) (0.0412) (0.0367)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 26,023 26,023 26,023 26,023
R2 0.8605 0.8059 0.7960 0.7704
Adjusted R2 0.8259 0.8004 0.7930 0.7687
Residual Std. Error 0.3818 (df = 20850) 0.4089 (df = 25307) 0.4163 (df = 25649) 0.4401 (df = 25826)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.21: Effect on Houses with Municipal Water from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0240∗ 0.0316∗∗ 0.0339∗∗ 0.0307∗
(0.0132) (0.0154) (0.0159) (0.0166)
Lot Size 0.0000 0.0000∗∗ 0.0000∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0820∗∗∗ 0.0732∗∗∗ 0.0782∗∗∗ 0.0766∗∗∗
(0.0139) (0.0136) (0.0139) (0.0079)
Half Bath 0.0876∗∗∗ 0.0926∗∗∗ 0.0960∗∗∗ 0.1046∗∗∗
(0.0115) (0.0072) (0.0095) (0.0063)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0031∗∗∗ −0.0033∗∗∗ −0.0042
(0.0004) (0.0000) (0.0003) (232.7444)
Age Last Sold −0.0031∗∗∗ 0.0007
(0.0000) (0.0003) (0.0000) (232.7444)
Difference in Date 0.0001 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1485∗∗∗ 0.2474∗∗∗ 0.2689∗∗∗ 0.2990∗∗∗
(0.0213) (0.0213) (0.0228) (0.0057)
Lag Pre-treatment price −0.0273 0.0919∗∗∗ 0.1311∗∗∗ 0.2100∗∗∗
(0.0188) (0.0161) (0.0148) (0.0120)
Spatial Lag 0.0881∗∗ 0.0814∗∗ 0.0745∗∗ 0.0874∗∗∗
(0.0415) (0.0340) (0.0344) (0.0026)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 38,499 38,499 38,499 38,499
R2 0.8582 0.8123 0.8051 0.7933
Adjusted R2 0.8357 0.8088 0.8032 0.7922
Residual Std. Error 0.3970 (df = 33221) 0.4283 (df = 37782) 0.4345 (df = 38124) 0.4465 (df = 38300)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.22: Effect on Houses with Municipal Water from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0128 0.0175 0.0189 −0.0033
(0.0097) (0.0119) (0.0122) (0.0132)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0783∗∗∗ 0.0803∗∗∗ 0.0929∗∗∗ 0.1012∗∗∗
(0.0160) (0.0161) (0.0176) (0.0190)
Half Bath 0.0780∗∗∗ 0.0888∗∗∗ 0.0974∗∗∗ 0.1164∗∗∗
(0.0163) (0.0074) (0.0121) (0.0145)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗ −0.0035∗∗∗ −0.0048∗∗∗
(0.0004) (0.0004) (0.0000) (0.0005)
Age Last Sold −0.0040∗∗∗
(0.0000) (0.0000) (0.0004) (0.0000)
Difference in Date 0.0002 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1333∗∗∗ 0.2608∗∗∗ 0.2959∗∗∗ 0.3497∗∗∗
(0.0230) (0.0239) (0.0268) (0.0259)
TG×Post 0.1188∗∗ 0.1159∗∗∗ 0.1101∗∗∗ 0.1663∗∗∗
(0.0464) (0.0393) (0.0406) (0.0334)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 27,240 27,240 27,240 27,240
R2 0.8642 0.8146 0.8046 0.7863
Adjusted R2 0.8435 0.8108 0.8023 0.7848
Residual Std. Error 0.3946 (df = 23638) 0.4338 (df = 26698) 0.4435 (df = 26922) 0.4627 (df = 27043)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.23: Effect on Houses with Municipal Water from OLS from Matched Sample where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0596∗∗∗ 0.0764∗∗∗ 0.0768∗∗∗ 0.0204
(0.0180) (0.0207) (0.0218) (0.0265)
Lot Size 0.0000 0.0000∗ 0.0000 0.0000∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0724∗∗∗ 0.0701∗∗∗ 0.0828∗∗∗ 0.1001∗∗∗
(0.0118) (0.0105) (0.0127) (0.0127)
Half Bath 0.0575∗∗∗ 0.0808∗∗∗ 0.0905∗∗∗ 0.1196∗∗∗
(0.0137) (0.0087) (0.0093) (0.0149)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0046∗∗∗ −0.0053∗∗∗
(0.0000) (0.0000) (0.0004) (0.0005)
Age Last Sold −0.0042∗∗∗ −0.0040∗∗∗
(0.0005) (0.0004) (0.0000) (0.0000)
Difference in Date 0.0002 0.0002 0.0002 0.0002∗
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1263∗∗∗ 0.2326∗∗∗ 0.2596∗∗∗ 0.3178∗∗∗
(0.0258) (0.0317) (0.0358) (0.0340)
TG×Post 0.0532 0.0711∗ 0.0701 0.1557∗∗∗
(0.0486) (0.0421) (0.0435) (0.0458)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 16,351 16,351 16,351 16,351
R2 0.8807 0.8248 0.8144 0.7920
Adjusted R2 0.8481 0.8188 0.8108 0.7895
Residual Std. Error 0.3675 (df = 12845) 0.4014 (df = 15810) 0.4102 (df = 16033) 0.4326 (df = 16154)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.24: Effect on Houses with Municipal Water from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0129 0.0174 0.0185 0.0068
(0.0098) (0.0118) (0.0121) (0.0124)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0787∗∗∗ 0.0767∗∗∗ 0.0849∗∗∗ 0.0826∗∗∗
(0.0160) (0.0154) (0.0165) (0.0165)
Half Bath 0.0781∗∗∗ 0.0851∗∗∗ 0.0901∗∗∗ 0.0974∗∗∗
(0.0161) (0.0074) (0.0111) (0.0127)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗ −0.0038∗∗∗
(0.0004) (0.0000) (0.0000) (0.0003)
Age Last Sold −0.0032∗∗∗ −0.0036∗∗∗
(0.0000) (0.0004) (0.0004) (0.0000)
Difference in Date 0.0002 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1336∗∗∗ 0.2509∗∗∗ 0.2749∗∗∗ 0.3007∗∗∗
(0.0231) (0.0236) (0.0256) (0.0247)
Lag Pre-treatment price −0.0303 0.0987∗∗∗ 0.1397∗∗∗ 0.2078∗∗∗
(0.0239) (0.0203) (0.0180) (0.0159)
Spatial Lag 0.1217∗∗∗ 0.1048∗∗∗ 0.0957∗∗ 0.1245∗∗∗
(0.0467) (0.0385) (0.0390) (0.0305)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 27,240 27,240 27,240 27,240
R2 0.8643 0.8167 0.8092 0.7986
Adjusted R2 0.8436 0.8129 0.8069 0.7971
Residual Std. Error 0.3944 (df = 23637) 0.4314 (df = 26697) 0.4383 (df = 26921) 0.4493 (df = 27042)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.25: Effect on Houses with Municipal Water from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0281∗ 0.0380∗ 0.0361∗ −0.0171
(0.0167) (0.0201) (0.0196) (0.0240)
Lot Size 0.0000 0.0000∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0713∗∗∗ 0.0841∗∗∗ 0.0897∗∗∗ 0.1131∗∗∗
(0.0137) (0.0216) (0.0216) (0.0229)
Half Bath 0.0928∗∗∗ 0.1036∗∗∗ 0.1080∗∗∗ 0.1441∗∗∗
(0.0296) (0.0240) (0.0238) (0.0228)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗ −0.0039∗∗∗ −0.0047∗∗∗
(0.0008) (0.0008) (0.0000) (0.0009)
Age Last Sold −0.0041∗∗∗
(0.0000) (0.0000) (0.0008) (0.0000)
Difference in Date 0.0004∗ 0.0003 0.0003 0.0003
(0.0003) (0.0003) (0.0003) (0.0003)
Price Last Sold 0.0796∗∗∗ 0.1992∗∗∗ 0.2243∗∗∗ 0.2987∗∗∗
(0.0279) (0.0332) (0.0379) (0.0424)
TG×Post 0.0452 0.0578 0.0605 0.1990∗∗∗
(0.0727) (0.0573) (0.0602) (0.0583)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 8,855 8,855 8,855 8,855
R2 0.8852 0.8379 0.8303 0.8077
Adjusted R2 0.8588 0.8308 0.8251 0.8034
Residual Std. Error 0.3792 (df = 7195) 0.4150 (df = 8480) 0.4219 (df = 8593) 0.4474 (df = 8659)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.26: Effect on Houses with Municipal Water from OLS from Matched Sample where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0584∗∗ 0.0978∗∗∗ 0.0970∗∗∗ −0.0022
(0.0234) (0.0329) (0.0336) (0.0440)
Lot Size 0.0000 0.0000∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0649∗∗∗ 0.0612∗∗∗ 0.0693∗∗∗ 0.0927∗∗∗
(0.0178) (0.0156) (0.0167) (0.0139)
Half Bath 0.0649∗∗∗ 0.1026∗∗∗ 0.1053∗∗∗ 0.1518∗∗∗
(0.0219) (0.0193) (0.0205) (0.0248)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0041∗∗∗ −0.0044∗∗∗ −0.0048∗∗∗
(0.0009) (0.0007) (0.0007) (0.0000)
Age Last Sold −0.0051∗∗∗
(0.0000) (0.0000) (0.0000) (0.0010)
Difference in Date 0.0001 0.0001 0.0002 0.0002
(0.0003) (0.0003) (0.0003) (0.0002)
Price Last Sold 0.0897∗∗∗ 0.1785∗∗∗ 0.1990∗∗∗ 0.2723∗∗∗
(0.0239) (0.0371) (0.0417) (0.0491)
TG×Post 0.0619 0.0609 0.0632 0.2158∗∗∗
(0.0828) (0.0799) (0.0831) (0.0772)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 6,425 6,425 6,425 6,425
R2 0.8874 0.8288 0.8193 0.7914
Adjusted R2 0.8493 0.8183 0.8117 0.7849
Residual Std. Error 0.3499 (df = 4801) 0.3841 (df = 6053) 0.3910 (df = 6164) 0.4180 (df = 6230)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.27: Effect on Houses with Municipal Water from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0280∗ 0.0392∗ 0.0372∗ 0.0067
(0.0168) (0.0208) (0.0204) (0.0197)
Lot Size 0.0000 0.0000 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0716∗∗∗ 0.0800∗∗∗ 0.0825∗∗∗ 0.0903∗∗∗
(0.0137) (0.0214) (0.0207) (0.0210)
Half Bath 0.0927∗∗∗ 0.1022∗∗∗ 0.1044∗∗∗ 0.1219∗∗∗
(0.0295) (0.0235) (0.0227) (0.0211)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗ −0.0036∗∗∗
(0.0008) (0.0007) (0.0000) (0.0000)
Age Last Sold −0.0037∗∗∗ −0.0038∗∗∗
(0.0000) (0.0000) (0.0008) (0.0007)
Difference in Date 0.0004∗ 0.0003 0.0003 0.0002
(0.0003) (0.0003) (0.0002) (0.0003)
Price Last Sold 0.0798∗∗∗ 0.1882∗∗∗ 0.2071∗∗∗ 0.2437∗∗∗
(0.0280) (0.0330) (0.0368) (0.0393)
Lag Pre-treatment price −0.0133 0.1101∗∗∗ 0.1347∗∗∗ 0.2311∗∗∗
(0.0271) (0.0234) (0.0233) (0.0243)
Spatial Lag 0.0462 0.0436 0.0418 0.1332∗∗
(0.0735) (0.0585) (0.0607) (0.0533)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 8,855 8,855 8,855 8,855
R2 0.8853 0.8401 0.8337 0.8205
Adjusted R2 0.8588 0.8330 0.8286 0.8164
Residual Std. Error 0.3792 (df = 7194) 0.4123 (df = 8479) 0.4177 (df = 8592) 0.4323 (df = 8658)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.28: Effect on Houses with Well Water from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0055 0.0111∗ 0.0091 −0.0105
(0.0041) (0.0061) (0.0055) (0.0064)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0932∗∗∗ 0.1090∗∗∗ 0.1218∗∗∗ 0.1329∗∗∗
(0.0141) (0.0180) (0.0187) (0.0185)
Half Bath 0.1168∗∗∗ 0.1212∗∗∗ 0.1276∗∗∗ 0.1210∗∗∗
(0.0311) (0.0199) (0.0207) (0.0200)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0021∗∗∗ −0.0021∗∗∗ −0.0004
(0.0000) (0.0004) (0.0004)
Age Last Sold −0.0021∗∗∗ −0.0016
(0.0007) (0.0000) (0.0000)
Difference in Date 0.0003 0.0003 0.0003 0.0003
(0.0003) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0818∗∗∗ 0.2135∗∗∗ 0.2257∗∗∗ 0.2587∗∗∗
(0.0247) (0.0305) (0.0305) (0.0310)
TG×Post 0.2002∗∗∗ 0.1660∗∗∗ 0.1796∗∗∗ 0.1494∗∗∗
(0.0595) (0.0434) (0.0441) (0.0340)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 15,061 15,061 15,061 15,061
R2 0.8240 0.7124 0.7031 0.6811
Adjusted R2 0.8004 0.7046 0.6975 0.6770
Residual Std. Error 0.4115 (df = 13274) 0.5006 (df = 14661) 0.5065 (df = 14780) 0.5234 (df = 14866)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.29: Effect on Houses with Well Water from OLS from Matched Sample where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post −0.0233 0.0152 0.0001 −0.0855∗∗
(0.0312) (0.0400) (0.0375) (0.0334)
Lot Size 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0861∗∗∗ 0.0940∗∗∗ 0.1043∗∗∗ 0.1106∗∗∗
(0.0145) (0.0161) (0.0154) (0.0195)
Half Bath 0.0213 0.0894∗∗∗ 0.0916∗∗∗ 0.0833∗∗∗
(0.0348) (0.0266) (0.0272) (0.0305)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗
(0.0000) (0.0006) (0.0000) (0.0000)
Age Last Sold −0.0037∗∗∗ −0.0032∗∗∗ −0.0031∗∗∗
(0.0008) (0.0000) (0.0006) (0.0005)
Difference in Date −0.0000 0.0001 0.0000 −0.0001
(0.0006) (0.0004) (0.0004) (0.0004)
Price Last Sold 0.1327∗∗∗ 0.2458∗∗∗ 0.2568∗∗∗ 0.2855∗∗∗
(0.0327) (0.0308) (0.0321) (0.0371)
TG×Post 0.2871∗∗∗ 0.2451∗∗∗ 0.2506∗∗∗ 0.1654∗∗∗
(0.0446) (0.0532) (0.0543) (0.0412)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 3,309 3,309 3,309 3,309
R2 0.8962 0.8144 0.8034 0.7796
Adjusted R2 0.8240 0.7906 0.7860 0.7663
Residual Std. Error 0.4350 (df = 1950) 0.4743 (df = 2932) 0.4796 (df = 3039) 0.5012 (df = 3119)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.30: Effect on Houses with Well Water from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
Post 0.0058 0.0109∗ 0.0091∗ −0.0079
(0.0043) (0.0061) (0.0052) (0.0056)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0921∗∗∗ 0.1075∗∗∗ 0.1190∗∗∗ 0.1242∗∗∗
(0.0139) (0.0179) (0.0062) (0.0180)
Half Bath 0.1156∗∗∗ 0.1194∗∗∗ 0.1244∗∗∗ 0.1141∗∗∗
(0.0311) (0.0199) (0.0097) (0.0198)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0001) (0.0000) (0.0000) (0.0000)
Age −0.0021∗∗ −0.0011∗∗∗ −0.0020∗∗∗
(0.0010) (0.0000) (0.0001) (0.0004)
Age Last Sold −0.0021∗∗∗ −0.0010∗∗∗
(0.0000) (0.0004) (0.0001) (0.0000)
Difference in Date 0.0003 0.0003 0.0003 0.0003
(0.0003) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0815∗∗∗ 0.2109∗∗∗ 0.2210∗∗∗ 0.2451∗∗∗
(0.0242) (0.0310) (0.0071) (0.0316)
Lag Pre-treatment price −0.0623∗ 0.0494∗∗∗ 0.0670∗∗∗ 0.1237∗∗∗
(0.0323) (0.0180) (0.0257) (0.0197)
Spatial Lag 0.2046∗∗∗ 0.1628∗∗∗ 0.1744∗∗∗ 0.1281∗∗∗
(0.0617) (0.0415) (0.0199) (0.0312)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 15,061 15,061 15,061 15,061
R2 0.8247 0.7133 0.7049 0.6880
Adjusted R2 0.8011 0.7055 0.6992 0.6839
Residual Std. Error 0.4107 (df = 13273) 0.4998 (df = 14660) 0.5050 (df = 14778) 0.5178 (df = 14866)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed effects.
Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard errors were
truncated at the ten thousandths place.
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Table 1.31: Effect on Houses with Well Water from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0071 0.0142 0.0120 −0.0109
(0.0060) (0.0087) (0.0078) (0.0080)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0830∗∗∗ 0.0824∗∗∗ 0.0927∗∗∗ 0.1112∗∗∗
(0.0209) (0.0134) (0.0124) (0.0117)
Half Bath 0.1106∗∗ 0.0985∗∗∗ 0.0947∗∗∗ 0.0961∗∗∗
(0.0472) (0.0352) (0.0349) (0.0327)
Square Feet 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0024∗∗∗ −0.0025∗∗∗
(0.0009) (0.0000) (0.0005) (0.0000)
Age Last Sold −0.0024∗∗∗ −0.0024∗∗∗
(0.0000) (0.0005) (0.0000) (0.0004)
Difference in Date 0.0004 0.0002 0.0002 0.0003
(0.0004) (0.0004) (0.0004) (0.0004)
Price Last Sold 0.0861∗∗∗ 0.2147∗∗∗ 0.2229∗∗∗ 0.2500∗∗∗
(0.0289) (0.0321) (0.0316) (0.0309)
TG×Post 0.2047∗∗∗ 0.1967∗∗∗ 0.2027∗∗∗ 0.1461∗∗∗
(0.0727) (0.0466) (0.0515) (0.0398)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 9,605 9,605 9,605 9,605
R2 0.8376 0.7296 0.7225 0.7018
Adjusted R2 0.8128 0.7197 0.7148 0.6957
Residual Std. Error 0.4079 (df = 8332) 0.4991 (df = 9263) 0.5034 (df = 9347) 0.5200 (df = 9411)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.32: Effect on Houses with Well Water from OLS from Matched Sample where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post −0.0078 0.0443 0.0289 −0.0478
(0.0551) (0.0649) (0.0573) (0.0510)
Lot Size 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0672∗∗∗ 0.0704∗∗∗ 0.0800∗∗∗ 0.0886∗∗∗
(0.0121) (0.0186) (0.0154) (0.0190)
Half Bath −0.0184 0.0718∗ 0.0758∗ 0.0707∗
(0.0485) (0.0404) (0.0404) (0.0375)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0042∗∗∗ −0.0034∗∗∗
(0.0010) (0.0000) (0.0000) (0.0006)
Age Last Sold −0.0037∗∗∗ −0.0038∗∗∗
(0.0000) (0.0006) (0.0006) (0.0000)
Difference in Date −0.0003 −0.0001 −0.0001 −0.0002
(0.0009) (0.0005) (0.0004) (0.0005)
Price Last Sold 0.1458∗∗∗ 0.2600∗∗∗ 0.2667∗∗∗ 0.2986∗∗∗
(0.0338) (0.0404) (0.0415) (0.0493)
TG×Post 0.4017∗∗∗ 0.3195∗∗∗ 0.3227∗∗∗ 0.1726∗∗∗
(0.0764) (0.0656) (0.0617) (0.0459)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,251 2,251 2,251 2,251
R2 0.8999 0.8222 0.8124 0.7890
Adjusted R2 0.8197 0.7926 0.7896 0.7699
Residual Std. Error 0.4677 (df = 1250) 0.5017 (df = 1929) 0.5053 (df = 2007) 0.5285 (df = 2063)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.33: Effect on Houses with Well Water from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
Post 0.0071 0.0141 0.0125 −0.0077
(0.0065) (0.0089) (0.0083) (0.0066)
Lot Size 0.0000 0.0000 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0828∗∗∗ 0.0803∗∗∗ 0.0896∗∗∗ 0.1022∗∗∗
(0.0216) (0.0142) (0.0137) (0.0126)
Half Bath 0.1109∗∗ 0.0963∗∗∗ 0.0914∗∗∗ 0.0898∗∗∗
(0.0471) (0.0350) (0.0345) (0.0312)
Square Feet 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0024∗∗∗ −0.0022∗∗∗
(0.0009) (0.0000) (0.0000) (0.0001)
Age Last Sold −0.0024∗∗∗ −0.0024∗∗∗ −0.0000
(0.0000) (0.0005) (0.0005) (0.0001)
Difference in Date 0.0004 0.0002 0.0002 0.0003
(0.0004) (0.0005) (0.0004) (0.0004)
Price Last Sold 0.0857∗∗∗ 0.2123∗∗∗ 0.2189∗∗∗ 0.2387∗∗∗
(0.0279) (0.0333) (0.0331) (0.0405)
Lag Pre-treatment price −0.0116 0.0621∗∗ 0.0745∗∗∗ 0.1248∗∗∗
(0.0431) (0.0257) (0.0254) (0.0321)
Spatial Lag 0.2051∗∗∗ 0.1915∗∗∗ 0.1971∗∗∗ 0.1266∗∗∗
(0.0731) (0.0448) (0.0484) (0.0256)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 9,605 9,605 9,605 9,605
R2 0.8376 0.7309 0.7244 0.7081
Adjusted R2 0.8128 0.7210 0.7168 0.7020
Residual Std. Error 0.4079 (df = 8331) 0.4980 (df = 9262) 0.5016 (df = 9346) 0.5146 (df = 9409)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.34: Effect on Houses with Well Water from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0037 0.0138 0.0111 −0.0189
(0.0070) (0.0111) (0.0097) (0.0117)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0618∗∗ 0.0906∗∗∗ 0.1002∗∗∗ 0.1187∗∗∗
(0.0242) (0.0249) (0.0270) (0.0263)
Half Bath 0.0298 0.0953∗∗ 0.1011∗∗ 0.1101∗∗
(0.0520) (0.0468) (0.0459) (0.0472)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0029∗∗∗ −0.0026∗∗∗ −0.0028∗∗∗
(0.0008) (0.0000) (0.0005) (0.0005)
Age Last Sold −0.0027∗∗∗
(0.0000) (0.0005) (0.0000) (0.0000)
Difference in Date 0.0008 0.0006 0.0005 0.0005
(0.0005) (0.0005) (0.0005) (0.0006)
Price Last Sold 0.0742∗∗ 0.1721∗∗∗ 0.1802∗∗∗ 0.1993∗∗∗
(0.0372) (0.0423) (0.0439) (0.0456)
TG×Post 0.2393∗ 0.2437∗∗∗ 0.2371∗∗∗ 0.1759∗∗∗
(0.1227) (0.0630) (0.0781) (0.0602)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 5,607 5,607 5,607 5,607
R2 0.8500 0.7357 0.7276 0.7092
Adjusted R2 0.8234 0.7213 0.7157 0.6989
Residual Std. Error 0.3909 (df = 4763) 0.4911 (df = 5315) 0.4960 (df = 5370) 0.5104 (df = 5414)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.35: Effect on Houses with Well Water from OLS from Matched Sample where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post −0.0328 0.0263 0.0181 −0.0730
(0.0795) (0.0614) (0.0677) (0.0699)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0766 0.0885∗∗ 0.0992∗∗ 0.1021∗∗
(0.0494) (0.0442) (0.0409) (0.0412)
Half Bath −0.0859 0.0634 0.0738 0.0843∗
(0.0643) (0.0485) (0.0558) (0.0491)
Square Feet 0.0001∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0001) (0.0000) (0.0000) (0.0000)
Age −0.0042∗∗∗
(0.0000) (0.0008) (0.0000) (0.0000)
Age Last Sold −0.0036∗∗∗ −0.0043∗∗∗ −0.0042∗∗∗
(0.0013) (0.0000) (0.0007) (0.0007)
Difference in Date 0.0003 0.0004 0.0003 0.0002
(0.0010) (0.0006) (0.0006) (0.0006)
Price Last Sold 0.1846∗∗∗ 0.2507∗∗∗ 0.2426∗∗∗ 0.2408∗∗∗
(0.0575) (0.0486) (0.0525) (0.0574)
TG×Post 0.4898∗∗∗ 0.3452∗∗∗ 0.3424∗∗∗ 0.2188∗∗∗
(0.1619) (0.0752) (0.0876) (0.0698)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 1,387 1,387 1,387 1,387
R2 0.8950 0.8235 0.8094 0.7895
Adjusted R2 0.7970 0.7802 0.7727 0.7573
Residual Std. Error 0.4877 (df = 717) 0.5075 (df = 1113) 0.5161 (df = 1162) 0.5333 (df = 1202)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.36: Effect on Houses with Well Water from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
Post 0.0038 0.0138 0.0112 −0.0185
(0.0069) (0.0110) (0.0098) (0.0113)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0613∗∗ 0.0896∗∗∗ 0.0980∗∗∗ 0.1126∗∗∗
(0.0249) (0.0252) (0.0273) (0.0263)
Half Bath 0.0314 0.0921∗∗ 0.0948∗∗ 0.0965∗∗
(0.0510) (0.0469) (0.0463) (0.0469)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0027∗∗∗
(0.0000) (0.0005) (0.0000) (0.0000)
Age Last Sold −0.0029∗∗∗ −0.0026∗∗∗ −0.0027∗∗∗
(0.0008) (0.0000) (0.0005) (0.0005)
Difference in Date 0.0008 0.0005 0.0005 0.0004
(0.0005) (0.0005) (0.0005) (0.0005)
Price Last Sold 0.0741∗∗ 0.1702∗∗∗ 0.1771∗∗∗ 0.1917∗∗∗
(0.0369) (0.0425) (0.0440) (0.0452)
Lag Pre-treatment price −0.0182 0.0491∗∗ 0.0645∗∗∗ 0.1043∗∗∗
(0.0378) (0.0233) (0.0228) (0.0227)
Spatial Lag 0.2403∗ 0.2382∗∗∗ 0.2306∗∗∗ 0.1576∗∗∗
(0.1233) (0.0614) (0.0750) (0.0594)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 5,607 5,607 5,607 5,607
R2 0.8500 0.7365 0.7291 0.7134
Adjusted R2 0.8235 0.7220 0.7171 0.7032
Residual Std. Error 0.3908 (df = 4762) 0.4904 (df = 5314) 0.4948 (df = 5369) 0.5068 (df = 5413)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.37: Effect on Houses with Well Water from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0018 0.0020 −0.0020 −0.0293
(0.0080) (0.0146) (0.0144) (0.0205)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0740∗ 0.0978∗∗∗ 0.0977∗∗∗ 0.1166∗∗∗
(0.0396) (0.0241) (0.0280) (0.0199)
Half Bath −0.0775 −0.0489 −0.0361 −0.0183
(0.0666) (0.0476) (0.0507) (0.0517)
Square Feet 0.0001∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗
(0.0001) (0.0000) (0.0000) (0.0001)
Age −0.0036∗∗∗
(0.0000) (0.0000) (0.0006) (0.0000)
Age Last Sold −0.0031∗∗ −0.0038∗∗∗ −0.0036∗∗∗
(0.0016) (0.0008) (0.0000) (0.0007)
Difference in Date 0.0013∗ 0.0008 0.0009 0.0008
(0.0007) (0.0006) (0.0007) (0.0008)
Price Last Sold 0.0757 0.1784∗∗∗ 0.1904∗∗∗ 0.2204∗∗∗
(0.0507) (0.0434) (0.0452) (0.0429)
TG×Post 0.3306∗∗∗ 0.2981∗∗∗ 0.3236∗∗∗ 0.2117∗∗∗
(0.0774) (0.0873) (0.0803) (0.0644)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,801 2,801 2,801 2,801
R2 0.8776 0.7880 0.7754 0.7566
Adjusted R2 0.8482 0.7674 0.7565 0.7389
Residual Std. Error 0.3707 (df = 2258) 0.4589 (df = 2552) 0.4695 (df = 2583) 0.4862 (df = 2610)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.38: Effect on Houses with Well Water from OLS from Matched Sample where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post −0.0803 −0.0458 −0.0759 −0.1419∗
(0.1206) (0.0858) (0.0740) (0.0814)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0420 0.0283 0.0388 0.0442
(0.0414) (0.0477) (0.0451) (0.0347)
Half Bath −0.2084∗∗∗ −0.0303 0.0150 0.0407
(0.0675) (0.0647) (0.0604) (0.0559)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0039∗∗∗
(0.0000) (0.0013) (0.0000) (0.0000)
Age Last Sold −0.0062∗∗∗ −0.0046∗∗∗ −0.0045∗∗∗
(0.0018) (0.0000) (0.0012) (0.0012)
Difference in Date 0.0005 0.0006 0.0008∗∗ 0.0006
(0.0007) (0.0004) (0.0004) (0.0005)
Price Last Sold 0.1648∗∗∗ 0.2711∗∗∗ 0.2719∗∗∗ 0.2782∗∗∗
(0.0231) (0.0662) (0.0700) (0.0613)
TG×Post 0.6794∗∗∗ 0.4643∗∗∗ 0.4341∗∗∗ 0.2377∗∗∗
(0.2038) (0.1424) (0.1557) (0.0870)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 814 814 814 814
R2 0.9349 0.8653 0.8498 0.8330
Adjusted R2 0.8517 0.8108 0.7998 0.7861
Residual Std. Error 0.3904 (df = 357) 0.4410 (df = 579) 0.4536 (df = 610) 0.4689 (df = 635)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with
different fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity.
Coefficients and standard errors were truncated at the ten thousandths place.
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Table 1.39: Effect on Houses with Well Water from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
Post 0.0017 0.0013 −0.0027 −0.0298
(0.0094) (0.0146) (0.0144) (0.0208)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0744∗ 0.1024∗∗∗ 0.1037∗∗∗ 0.1246∗∗∗
(0.0400) (0.0224) (0.0262) (0.0213)
Half Bath −0.0780 −0.0509 −0.0414 −0.0281
(0.0655) (0.0467) (0.0508) (0.0517)
Square Feet 0.0001∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗
(0.0001) (0.0000) (0.0000) (0.0001)
Age −0.0036∗∗∗
(0.0000) (0.0008) (0.0000) (0.0000)
Age Last Sold −0.0031 −0.0035∗∗∗ −0.0033∗∗∗
(0.0020) (0.0000) (0.0006) (0.0008)
Difference in Date 0.0013 0.0007 0.0008 0.0007
(0.0009) (0.0006) (0.0010) (0.0008)
Price Last Sold 0.0757 0.1781∗∗∗ 0.1881∗∗∗ 0.2155∗∗∗
(0.0508) (0.0438) (0.0456) (0.0439)
Lag Pre-treatment price 0.0037 0.0420 0.0663∗∗ 0.1051∗∗∗
(0.0370) (0.0333) (0.0330) (0.0344)
Spatial Lag 0.3303∗∗∗ 0.2962∗∗∗ 0.3202∗∗∗ 0.1941∗∗∗
(0.0781) (0.0860) (0.0796) (0.0649)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,801 2,801 2,801 2,801
R2 0.8776 0.7884 0.7765 0.7597
Adjusted R2 0.8481 0.7678 0.7576 0.7421
Residual Std. Error 0.3708 (df = 2257) 0.4585 (df = 2551) 0.4684 (df = 2582) 0.4832 (df = 2609)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.40: Total Effect by Quantile from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0865 0.1041 0.1109 0.1445
(0.0768) (0.0724) (0.0754) (0.0908)
TG×Post×Q2 0.0494 0.0702 0.0825 0.0977∗∗
(0.0569) (0.0506) (0.0511) (0.0495)
TG×Post×Q3 0.0689 0.0913∗ 0.0931∗ 0.0778
(0.0536) (0.0524) (0.0519) (0.0478)
TG×Post×Q4 0.1454∗∗∗ 0.1333∗∗∗ 0.1387∗∗∗ 0.1518∗∗∗
(0.0553) (0.0484) (0.0508) (0.0542)
TG×Post×Q5 0.1992∗∗∗ 0.1857∗∗∗ 0.1772∗∗∗ 0.1521∗∗∗
(0.0664) (0.0584) (0.0535) (0.0536)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0852∗∗∗ 0.0827∗∗∗ 0.0857∗∗∗ 0.0914∗∗∗
(0.0103) (0.0100) (0.0102) (0.0115)
Half Bath 0.0927∗∗∗ 0.0915∗∗∗ 0.0944∗∗∗ 0.1186∗∗∗
(0.0116) (0.0080) (0.0092) (0.0117)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034 −0.0168
(0.0000) (597.4630) (0.0000) (879.9620)
Age Last Sold −0.0028∗∗∗ 0.0003 −0.0032∗∗∗ 0.0124
(0.0003) (558.8755) (0.0003) (879.9620)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0536∗ 0.1509∗∗∗ 0.1757∗∗∗ 0.2496∗∗∗
(0.0290) (0.0321) (0.0351) (0.0340)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 68,267 68,267 68,267 68,267
R2 0.8366 0.7791 0.7702 0.7376
Adjusted R2 0.8133 0.7757 0.7685 0.7367
Residual Std. Error 0.4211 (df = 59736) 0.4614 (df = 67234) 0.4688 (df = 67777) 0.4999 (df = 68052)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.41: Total Effect by Quantile from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0900 0.0897 0.0901 0.0964
(0.0776) (0.0716) (0.0740) (0.0794)
TG×Post×Q2 0.0517 0.0600 0.0662 0.0624
(0.0575) (0.0499) (0.0497) (0.0457)
TG×Post×Q3 0.0712 0.0819 0.0800 0.0557
(0.0541) (0.0513) (0.0503) (0.0453)
TG×Post×Q4 0.1502∗∗∗ 0.1205∗∗ 0.1207∗∗ 0.1219∗∗
(0.0557) (0.0480) (0.0494) (0.0489)
TG×Post×Q5 0.2032∗∗∗ 0.1741∗∗∗ 0.1638∗∗∗ 0.1487∗∗∗
(0.0665) (0.0588) (0.0545) (0.0537)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0854∗∗∗ 0.0805∗∗∗ 0.0818∗∗∗ 0.0799∗∗∗
(0.0103) (0.0098) (0.0100) (0.0104)
Half Bath 0.0926∗∗∗ 0.0885∗∗∗ 0.0889∗∗∗ 0.0985∗∗∗
(0.0115) (0.0079) (0.0089) (0.0099)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0028∗∗∗ −0.0033 −0.0027
(0.0003) (0.0000)
Age Last Sold 0.0004 −0.0030∗∗∗ −0.0006
(0.0000) (0.0003)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0539∗ 0.1451∗∗∗ 0.1638∗∗∗ 0.2014∗∗∗
(0.0291) (0.0308) (0.0326) (0.0291)
Spatial Lag −0.0270∗∗ 0.0826∗∗∗ 0.1140∗∗∗ 0.2234∗∗∗
(0.0124) (0.0105) (0.0109) (0.0150)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 68,267 68,267 68,267 68,267
R2 0.8367 0.7808 0.7737 0.7550
Adjusted R2 0.8134 0.7774 0.7720 0.7542
Residual Std. Error 0.4209 (df = 59735) 0.4597 (df = 67233) 0.4652 (df = 67776) 0.4831 (df = 68051)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.42: Total Effect by Quantile from OLS from Matched Sample where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0265 0.0870 0.0876 0.1112
(0.0830) (0.0699) (0.0719) (0.0844)
TG×Post×Q2 0.0005 0.0502 0.0552 0.0594
(0.0591) (0.0495) (0.0490) (0.0519)
TG×Post×Q3 0.0621 0.0797 0.0837 0.0551
(0.0619) (0.0566) (0.0583) (0.0565)
TG×Post×Q4 0.0757 0.0665 0.0640 0.0627
(0.0721) (0.0566) (0.0606) (0.0605)
TG×Post×Q5 0.2081∗∗∗ 0.2121∗∗∗ 0.1965∗∗∗ 0.1741∗∗
(0.0756) (0.0668) (0.0639) (0.0723)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0761∗∗∗ 0.0722∗∗∗ 0.0754∗∗∗ 0.0826∗∗∗
(0.0124) (0.0103) (0.0108) (0.0119)
Half Bath 0.0706∗∗∗ 0.0808∗∗∗ 0.0845∗∗∗ 0.1224∗∗∗
(0.0113) (0.0074) (0.0082) (0.0112)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0035∗∗∗ 0.0002
(0.0003) (0.0000) (394.1378) (0.0000)
Age Last Sold −0.0035∗∗∗ −0.0040 −0.0055∗∗∗
(0.0000) (0.0003) (394.1378) (0.0005)
Difference in Date 0.0000 0.0000 0.0000 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0627 0.1626∗∗∗ 0.1882∗∗∗ 0.2893∗∗∗
(0.0391) (0.0458) (0.0507) (0.0400)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 41,149 41,149 41,149 41,149
R2 0.8590 0.8090 0.7997 0.7600
Adjusted R2 0.8249 0.8041 0.7973 0.7587
Residual Std. Error 0.4105 (df = 33141) 0.4341 (df = 40127) 0.4416 (df = 40661) 0.4818 (df = 40935)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.43: Total Effect by Quantile from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0709 0.0674 0.0579 0.0047
(0.0596) (0.0541) (0.0538) (0.0524)
TG×Post×Q2 0.0630 0.0854∗ 0.0936∗ 0.0733
(0.0557) (0.0483) (0.0496) (0.0447)
TG×Post×Q3 0.0945∗∗ 0.1126∗∗ 0.1068∗∗ 0.0883∗∗
(0.0453) (0.0460) (0.0463) (0.0387)
TG×Post×Q4 0.1323∗∗ 0.1081∗∗ 0.1020∗∗ 0.1213∗∗
(0.0623) (0.0494) (0.0501) (0.0515)
TG×Post×Q5 0.2243∗∗∗ 0.2272∗∗∗ 0.2043∗∗∗ 0.1881∗∗∗
(0.0667) (0.0572) (0.0535) (0.0526)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0836∗∗∗ 0.0757∗∗∗ 0.0813∗∗∗ 0.0859∗∗∗
(0.0119) (0.0104) (0.0103) (0.0115)
Half Bath 0.0917∗∗∗ 0.0944∗∗∗ 0.0985∗∗∗ 0.1108∗∗∗
(0.0151) (0.0103) (0.0115) (0.0137)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0016 −0.0018 −0.0033
(0.0000) (667.9839) (903.0831)
Age Last Sold −0.0028∗∗∗ −0.0016 −0.0016 −0.0005
(0.0004) (597.4630) (903.0831)
Difference in Date 0.0001 0.0000 0.0000 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0921∗∗∗ 0.1868∗∗∗ 0.2095∗∗∗ 0.2458∗∗∗
(0.0351) (0.0380) (0.0414) (0.0420)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 48,104 48,104 48,104 48,104
R2 0.8474 0.7920 0.7843 0.7648
Adjusted R2 0.8248 0.7885 0.7824 0.7637
Residual Std. Error 0.4083 (df = 41898) 0.4486 (df = 47313) 0.4550 (df = 47692) 0.4741 (df = 47889)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.44: Total Effect by Quantile from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0716 0.0645 0.0545 0.0120
(0.0599) (0.0529) (0.0524) (0.0511)
TG×Post×Q2 0.0635 0.0781 0.0820∗ 0.0589
(0.0560) (0.0485) (0.0492) (0.0449)
TG×Post×Q3 0.0953∗∗ 0.1055∗∗ 0.0980∗∗ 0.0799∗∗
(0.0459) (0.0444) (0.0438) (0.0370)
TG×Post×Q4 0.1356∗∗ 0.0996∗∗ 0.0919∗ 0.1031∗
(0.0627) (0.0504) (0.0510) (0.0529)
TG×Post×Q5 0.2269∗∗∗ 0.2193∗∗∗ 0.1973∗∗∗ 0.1948∗∗∗
(0.0671) (0.0551) (0.0518) (0.0512)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0838∗∗∗ 0.0735∗∗∗ 0.0771∗∗∗ 0.0759∗∗∗
(0.0119) (0.0103) (0.0102) (0.0104)
Half Bath 0.0917∗∗∗ 0.0916∗∗∗ 0.0933∗∗∗ 0.0980∗∗∗
(0.0150) (0.0103) (0.0111) (0.0125)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0015 −0.0031∗∗∗
(0.0000) (297.1551) (0.0003) (0.0000)
Age Last Sold −0.0029∗∗∗ −0.0015 −0.0031∗∗∗
(0.0004) (297.1551) (0.0000) (0.0003)
Difference in Date 0.0001 0.0000 0.0000 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0927∗∗∗ 0.1790∗∗∗ 0.1955∗∗∗ 0.2089∗∗∗
(0.0352) (0.0365) (0.0383) (0.0362)
Spatial Lag −0.0226 0.0845∗∗∗ 0.1140∗∗∗ 0.1867∗∗∗
(0.0186) (0.0141) (0.0128) (0.0144)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 48,104 48,104 48,104 48,104
R2 0.8475 0.7937 0.7876 0.7758
Adjusted R2 0.8249 0.7902 0.7858 0.7748
Residual Std. Error 0.4082 (df = 41897) 0.4467 (df = 47312) 0.4514 (df = 47692) 0.4629 (df = 47889)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.45: Total Effect by Quantile from OLS from Matched Sample where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0093 0.0533 0.0470 −0.0263
(0.0682) (0.0605) (0.0583) (0.0583)
TG×Post×Q2 0.0181 0.0677 0.0737 0.0320
(0.0694) (0.0512) (0.0519) (0.0534)
TG×Post×Q3 0.0807 0.1060∗∗ 0.1088∗∗ 0.0670
(0.0576) (0.0511) (0.0534) (0.0484)
TG×Post×Q4 0.0648 0.0642 0.0553 0.0506
(0.0795) (0.0605) (0.0635) (0.0611)
TG×Post×Q5 0.2020∗∗ 0.2009∗∗∗ 0.1781∗∗∗ 0.1656∗∗
(0.0802) (0.0679) (0.0667) (0.0659)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0788∗∗∗ 0.0664∗∗∗ 0.0717∗∗∗ 0.0764∗∗∗
(0.0104) (0.0086) (0.0096) (0.0104)
Half Bath 0.0758∗∗∗ 0.0886∗∗∗ 0.0936∗∗∗ 0.1108∗∗∗
(0.0114) (0.0072) (0.0074) (0.0102)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0036∗∗∗
(0.0000) (0.0003) (0.0000) (0.0000)
Age Last Sold −0.0034∗∗∗ −0.0039∗∗∗ −0.0044∗∗∗
(0.0003) (0.0000) (0.0003) (0.0004)
Difference in Date −0.0000 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1486∗∗∗ 0.2502∗∗∗ 0.2729∗∗∗ 0.3126∗∗∗
(0.0414) (0.0501) (0.0571) (0.0521)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 28,274 28,274 28,274 28,274
R2 0.8643 0.8098 0.8013 0.7787
Adjusted R2 0.8288 0.8044 0.7984 0.7770
Residual Std. Error 0.3892 (df = 22403) 0.4160 (df = 27491) 0.4223 (df = 27867) 0.4442 (df = 28060)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.46: Total Effect by Quantile from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0938 0.0845 0.0756 0.0111
(0.0648) (0.0584) (0.0591) (0.0588)
TG×Post×Q2 0.0525 0.0900∗ 0.0978∗ 0.0621
(0.0609) (0.0532) (0.0550) (0.0488)
TG×Post×Q3 0.1621∗∗∗ 0.1857∗∗∗ 0.1861∗∗∗ 0.1337∗∗∗
(0.0497) (0.0487) (0.0488) (0.0445)
TG×Post×Q4 0.1790∗∗∗ 0.1470∗∗∗ 0.1341∗∗∗ 0.1419∗∗∗
(0.0639) (0.0419) (0.0391) (0.0456)
TG×Post×Q5 0.2593∗∗∗ 0.2452∗∗∗ 0.2117∗∗∗ 0.1847∗∗
(0.0789) (0.0789) (0.0747) (0.0750)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0784∗∗∗ 0.0793∗∗∗ 0.0881∗∗∗ 0.0904∗∗∗
(0.0157) (0.0144) (0.0144) (0.0169)
Half Bath 0.0753∗∗∗ 0.0876∗∗∗ 0.0952∗∗∗ 0.1101∗∗∗
(0.0187) (0.0126) (0.0144) (0.0178)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0128 −0.0014
(0.0000) (568.0130) (0.0000)
Age Last Sold −0.0032∗∗∗ 0.0094 −0.0037∗∗∗ −0.0029
(0.0004) (613.5242) (0.0003)
Difference in Date 0.0002 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0654∗ 0.1675∗∗∗ 0.1940∗∗∗ 0.2173∗∗∗
(0.0396) (0.0436) (0.0457) (0.0468)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 32,847 32,847 32,847 32,847
R2 0.8548 0.7994 0.7910 0.7747
Adjusted R2 0.8337 0.7956 0.7888 0.7732
Residual Std. Error 0.4048 (df = 28682) 0.4487 (df = 32246) 0.4561 (df = 32496) 0.4726 (df = 32632)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.47: Total Effect by Quantile from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0950 0.0792 0.0686 0.0148
(0.0650) (0.0575) (0.0577) (0.0579)
TG×Post×Q2 0.0535 0.0806 0.0850 0.0515
(0.0614) (0.0530) (0.0540) (0.0491)
TG×Post×Q3 0.1639∗∗∗ 0.1772∗∗∗ 0.1752∗∗∗ 0.1249∗∗∗
(0.0498) (0.0474) (0.0462) (0.0426)
TG×Post×Q4 0.1839∗∗∗ 0.1351∗∗∗ 0.1220∗∗∗ 0.1267∗∗∗
(0.0643) (0.0434) (0.0409) (0.0473)
TG×Post×Q5 0.2596∗∗∗ 0.2445∗∗∗ 0.2151∗∗∗ 0.2049∗∗∗
(0.0792) (0.0762) (0.0729) (0.0743)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0785∗∗∗ 0.0767∗∗∗ 0.0828∗∗∗ 0.0810∗∗∗
(0.0157) (0.0141) (0.0142) (0.0157)
Half Bath 0.0755∗∗∗ 0.0838∗∗∗ 0.0880∗∗∗ 0.0939∗∗∗
(0.0186) (0.0125) (0.0138) (0.0163)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age
(0.0000) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0032∗∗∗ −0.0032∗∗∗ −0.0034∗∗∗ −0.0035∗∗∗
(0.0004) (0.0003) (0.0003) (0.0003)
Difference in Date 0.0003 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0666∗ 0.1588∗∗∗ 0.1780∗∗∗ 0.1838∗∗∗
(0.0396) (0.0420) (0.0428) (0.0420)
Spatial Lag −0.0294 0.0893∗∗∗ 0.1210∗∗∗ 0.1801∗∗∗
(0.0195) (0.0181) (0.0162) (0.0161)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 32,847 32,847 32,847 32,847
R2 0.8549 0.8012 0.7948 0.7846
Adjusted R2 0.8338 0.7976 0.7926 0.7832
Residual Std. Error 0.4046 (df = 28681) 0.4466 (df = 32246) 0.4520 (df = 32495) 0.4621 (df = 32632)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.48: Total Effect by Quantile from OLS from Matched Sample where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0469 0.0650 0.0618 −0.0212
(0.0731) (0.0614) (0.0614) (0.0664)
TG×Post×Q2 0.0257 0.0883∗ 0.0947∗ 0.0282
(0.0669) (0.0524) (0.0524) (0.0540)
TG×Post×Q3 0.1431∗∗ 0.1880∗∗∗ 0.2062∗∗∗ 0.1205∗∗
(0.0684) (0.0627) (0.0649) (0.0558)
TG×Post×Q4 0.1250 0.1058∗∗ 0.0991∗ 0.0740
(0.0773) (0.0526) (0.0531) (0.0565)
TG×Post×Q5 0.2334∗∗ 0.2036∗∗ 0.1686∗ 0.1427
(0.0944) (0.0975) (0.0971) (0.0945)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0716∗∗∗ 0.0667∗∗∗ 0.0761∗∗∗ 0.0807∗∗∗
(0.0129) (0.0093) (0.0106) (0.0124)
Half Bath 0.0556∗∗∗ 0.0768∗∗∗ 0.0852∗∗∗ 0.1076∗∗∗
(0.0146) (0.0088) (0.0078) (0.0130)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0040∗∗∗ −0.0044∗∗∗ −0.0049∗∗∗
(0.0000) (0.0003) (0.0003) (0.0005)
Age Last Sold −0.0040∗∗∗
(0.0004) (0.0000) (0.0000) (0.0000)
Difference in Date 0.0002 0.0002 0.0002 0.0002
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1386∗∗∗ 0.2396∗∗∗ 0.2610∗∗∗ 0.2769∗∗∗
(0.0481) (0.0567) (0.0644) (0.0610)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 17,738 17,738 17,738 17,738
R2 0.8811 0.8265 0.8182 0.7986
Adjusted R2 0.8473 0.8205 0.8145 0.7961
Residual Std. Error 0.3770 (df = 13809) 0.4087 (df = 17143) 0.4155 (df = 17388) 0.4356 (df = 17524)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.49: Total Effect by Quantile from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.0660 −0.0437 −0.0677 −0.0709
(0.0771) (0.0665) (0.0706) (0.0710)
TG×Post×Q2 −0.0065 0.0668 0.0838 0.0487
(0.0909) (0.0658) (0.0691) (0.0625)
TG×Post×Q3 0.1058 0.1176 0.1100 0.0754
(0.0979) (0.0846) (0.0811) (0.0767)
TG×Post×Q4 0.1689∗∗ 0.1909∗∗∗ 0.1925∗∗∗ 0.2012∗∗∗
(0.0774) (0.0490) (0.0455) (0.0365)
TG×Post×Q5 0.3055∗∗∗ 0.3240∗∗∗ 0.3182∗∗∗ 0.3003∗∗∗
(0.0738) (0.0478) (0.0525) (0.0573)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0796∗∗∗ 0.0899∗∗∗ 0.0917∗∗∗ 0.1012∗∗∗
(0.0191) (0.0208) (0.0201) (0.0181)
Half Bath 0.0724∗∗ 0.0776∗∗∗ 0.0835∗∗∗ 0.1066∗∗∗
(0.0300) (0.0256) (0.0241) (0.0255)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034∗∗∗ −0.0037∗∗∗
(0.0008) (0.0006) (0.0000) (0.0000)
Age Last Sold −0.0038∗∗∗ −0.0043∗∗∗
(0.0000) (0.0000) (0.0006) (0.0008)
Difference in Date 0.0005∗∗ 0.0004∗ 0.0004∗ 0.0004
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0407 0.1317∗∗∗ 0.1472∗∗∗ 0.1851∗∗∗
(0.0456) (0.0465) (0.0503) (0.0514)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 11,656 11,656 11,656 11,656
R2 0.8698 0.8149 0.8072 0.7890
Adjusted R2 0.8433 0.8080 0.8023 0.7851
Residual Std. Error 0.3946 (df = 9683) 0.4367 (df = 11236) 0.4432 (df = 11366) 0.4620 (df = 11443)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and
standard errors were truncated at the ten thousandths place.
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Table 1.50: Total Effect by Quantile from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.0618 −0.0562 −0.0828 −0.0971
(0.0793) (0.0667) (0.0700) (0.0698)
TG×Post×Q2 −0.0078 0.0589 0.0725 0.0421
(0.0906) (0.0684) (0.0720) (0.0663)
TG×Post×Q3 0.1061 0.1220 0.1172 0.0905
(0.0983) (0.0831) (0.0802) (0.0758)
TG×Post×Q4 0.1709∗∗ 0.1894∗∗∗ 0.1914∗∗∗ 0.2018∗∗∗
(0.0790) (0.0495) (0.0469) (0.0408)
TG×Post×Q5 0.3062∗∗∗ 0.3170∗∗∗ 0.3086∗∗∗ 0.3002∗∗∗
(0.0743) (0.0450) (0.0502) (0.0519)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0790∗∗∗ 0.0904∗∗∗ 0.0912∗∗∗ 0.0969∗∗∗
(0.0189) (0.0203) (0.0197) (0.0177)
Half Bath 0.0725∗∗ 0.0755∗∗∗ 0.0788∗∗∗ 0.0914∗∗∗
(0.0300) (0.0249) (0.0232) (0.0236)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034∗∗∗ −0.0035∗∗∗
(0.0007) (0.0006) (0.0000) (0.0000)
Age Last Sold −0.0035∗∗∗ −0.0036∗∗∗
(0.0000) (0.0000) (0.0006) (0.0006)
Difference in Date 0.0005∗∗ 0.0004 0.0003 0.0003
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0403 0.1280∗∗∗ 0.1396∗∗∗ 0.1624∗∗∗
(0.0460) (0.0452) (0.0482) (0.0480)
Spatial Lag −0.0292 0.0825∗∗∗ 0.1040∗∗∗ 0.1755∗∗∗
(0.0290) (0.0257) (0.0251) (0.0248)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 11,656 11,656 11,656 11,656
R2 0.8699 0.8163 0.8096 0.7972
Adjusted R2 0.8434 0.8095 0.8048 0.7934
Residual Std. Error 0.3945 (df = 9682) 0.4350 (df = 11235) 0.4404 (df = 11365) 0.4530 (df = 11442)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and
standard errors were truncated at the ten thousandths place.
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Table 1.51: Total Effect by Quantile from OLS from Matched Sample where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.1208 −0.0957 −0.1264 −0.2228∗∗
(0.1066) (0.0813) (0.0801) (0.0915)
TG×Post×Q2 0.0651 0.1395∗ 0.1466∗ 0.0304
(0.1012) (0.0742) (0.0752) (0.0712)
TG×Post×Q3 0.2318 0.2151 0.2214 0.0828
(0.1677) (0.1403) (0.1384) (0.1308)
TG×Post×Q4 0.2376∗∗∗ 0.1927∗∗∗ 0.1895∗∗∗ 0.1400∗∗
(0.0737) (0.0516) (0.0565) (0.0696)
TG×Post×Q5 0.2968∗∗∗ 0.3190∗∗∗ 0.3182∗∗∗ 0.2663∗∗∗
(0.0605) (0.0821) (0.0807) (0.0854)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0632∗∗∗ 0.0555∗∗∗ 0.0624∗∗∗ 0.0721∗∗∗
(0.0173) (0.0117) (0.0122) (0.0121)
Half Bath 0.0634∗∗∗ 0.0917∗∗∗ 0.0931∗∗∗ 0.1242∗∗∗
(0.0178) (0.0142) (0.0148) (0.0195)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0040∗∗∗ −0.0044∗∗∗ −0.0046∗∗∗
(0.0008) (0.0005) (0.0005) (0.0000)
Age Last Sold −0.0049∗∗∗
(0.0000) (0.0000) (0.0000) (0.0008)
Difference in Date 0.0001 0.0001 0.0002 0.0002
(0.0002) (0.0003) (0.0003) (0.0002)
Price Last Sold 0.0992∗ 0.1879∗∗∗ 0.1973∗∗∗ 0.2180∗∗∗
(0.0592) (0.0620) (0.0674) (0.0562)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 7,239 7,239 7,239 7,239
R2 0.8895 0.8318 0.8226 0.8029
Adjusted R2 0.8508 0.8215 0.8153 0.7970
Residual Std. Error 0.3574 (df = 5363) 0.3908 (df = 6821) 0.3976 (df = 6951) 0.4168 (df = 7027)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
94
Table 1.52: Effect on Houses with Municipal Water by Quantile from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0793 0.1104 0.1151 0.1325
(0.0759) (0.0687) (0.0734) (0.0831)
TG×Post×Q2 0.0452 0.0759 0.0931∗∗ 0.1027∗∗
(0.0535) (0.0475) (0.0473) (0.0453)
TG×Post×Q3 0.0799 0.1008∗∗ 0.1132∗∗ 0.0906∗
(0.0552) (0.0514) (0.0532) (0.0511)
TG×Post×Q4 0.1027 0.1025∗ 0.1036 0.1090∗
(0.0736) (0.0604) (0.0655) (0.0646)
TG×Post×Q5 0.1702∗∗ 0.1741∗∗∗ 0.1705∗∗∗ 0.1261∗∗
(0.0709) (0.0618) (0.0568) (0.0618)
Lot Size 0.0000 0.0000∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0748∗∗∗ 0.0713∗∗∗ 0.0741∗∗∗ 0.0832∗∗∗
(0.0113) (0.0106) (0.0109) (0.0129)
Half Bath 0.0818∗∗∗ 0.0814∗∗∗ 0.0838∗∗∗ 0.1150∗∗∗
(0.0101) (0.0065) (0.0087) (0.0107)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0029∗∗∗ 0.0040 0.0019
(0.0003) (0.0000) (632.0265)
Age Last Sold −0.0071 −0.0036∗∗∗ −0.0069
(0.0000) (0.0003) (576.9586)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0343 0.1458∗∗∗ 0.1740∗∗∗ 0.2635∗∗∗
(0.0317) (0.0369) (0.0413) (0.0358)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 53,206 53,206 53,206 53,206
R2 0.8477 0.8017 0.7920 0.7580
Adjusted R2 0.8239 0.7980 0.7902 0.7570
Residual Std. Error 0.4128 (df = 46039) 0.4422 (df = 52250) 0.4507 (df = 52747) 0.4850 (df = 52991)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.53: Effect on Houses with Municipal Water by Quantile from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0822 0.0923 0.0879 0.0816
(0.0766) (0.0676) (0.0717) (0.0731)
TG×Post×Q2 0.0474 0.0624 0.0705 0.0601
(0.0539) (0.0468) (0.0458) (0.0425)
TG×Post×Q3 0.0819 0.0903∗ 0.0955∗ 0.0634
(0.0556) (0.0506) (0.0515) (0.0477)
TG×Post×Q4 0.1064 0.0867 0.0806 0.0737
(0.0742) (0.0600) (0.0633) (0.0606)
TG×Post×Q5 0.1725∗∗ 0.1647∗∗∗ 0.1605∗∗∗ 0.1389∗∗
(0.0709) (0.0612) (0.0570) (0.0608)
Lot Size 0.0000 0.0000∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0751∗∗∗ 0.0687∗∗∗ 0.0694∗∗∗ 0.0683∗∗∗
(0.0113) (0.0103) (0.0105) (0.0111)
Half Bath 0.0819∗∗∗ 0.0783∗∗∗ 0.0777∗∗∗ 0.0898∗∗∗
(0.0101) (0.0065) (0.0085) (0.0091)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0029∗∗∗ 0.0005
(0.0003) (278.0546) (0.0000) (0.0000)
Age Last Sold −0.0034 −0.0032∗∗∗ −0.0037∗∗∗
(0.0000) (240.8023) (0.0003) (0.0003)
Difference in Date 0.0001 0.0001 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0346 0.1393∗∗∗ 0.1601∗∗∗ 0.2028∗∗∗
(0.0318) (0.0352) (0.0376) (0.0308)
Spatial Lag −0.0200 0.0893∗∗∗ 0.1279∗∗∗ 0.2499∗∗∗
(0.0130) (0.0124) (0.0123) (0.0159)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 53,206 53,206 53,206 53,206
R2 0.8477 0.8033 0.7958 0.7772
Adjusted R2 0.8240 0.7997 0.7940 0.7763
Residual Std. Error 0.4128 (df = 46038) 0.4403 (df = 52249) 0.4466 (df = 52746) 0.4654 (df = 52991)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.54: Effect on Houses with Municipal Water by Quantile from OLS from Matched Sample where d
= 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0109 0.0689 0.0692 0.0842
(0.0813) (0.0681) (0.0707) (0.0806)
TG×Post×Q2 −0.0151 0.0353 0.0435 0.0486
(0.0581) (0.0480) (0.0466) (0.0491)
TG×Post×Q3 0.0418 0.0609 0.0682 0.0437
(0.0654) (0.0602) (0.0619) (0.0611)
TG×Post×Q4 0.0369 0.0229 0.0153 0.0232
(0.0791) (0.0598) (0.0641) (0.0650)
TG×Post×Q5 0.1522∗ 0.1767∗∗ 0.1680∗∗ 0.1273∗
(0.0824) (0.0731) (0.0659) (0.0754)
Lot Size −0.0000 0.0000 −0.0000 0.0000∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0666∗∗∗ 0.0662∗∗∗ 0.0696∗∗∗ 0.0776∗∗∗
(0.0104) (0.0097) (0.0101) (0.0118)
Half Bath 0.0645∗∗∗ 0.0750∗∗∗ 0.0791∗∗∗ 0.1178∗∗∗
(0.0102) (0.0070) (0.0083) (0.0115)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0035∗∗∗ −0.0038∗∗∗ −0.0057∗∗∗
(0.0000) (0.0003) (0.0003) (0.0005)
Age Last Sold −0.0035∗∗∗
(0.0003) (0.0000) (0.0000) (0.0000)
Difference in Date 0.0000 0.0000 0.0001 0.0001
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0364 0.1373∗∗∗ 0.1650∗∗∗ 0.2793∗∗∗
(0.0405) (0.0491) (0.0554) (0.0398)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 37,840 37,840 37,840 37,840
R2 0.8554 0.8070 0.7971 0.7551
Adjusted R2 0.8225 0.8021 0.7946 0.7537
Residual Std. Error 0.4051 (df = 30812) 0.4278 (df = 36887) 0.4357 (df = 37382) 0.4772 (df = 37626)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.55: Effect on Houses with Municipal Water by Quantile from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0946 0.0951∗ 0.0847∗ 0.0266
(0.0585) (0.0516) (0.0511) (0.0506)
TG×Post×Q2 0.0612 0.0927∗∗ 0.1080∗∗ 0.0820∗∗
(0.0550) (0.0457) (0.0464) (0.0417)
TG×Post×Q3 0.1132∗∗ 0.1270∗∗∗ 0.1273∗∗∗ 0.0991∗∗
(0.0445) (0.0430) (0.0450) (0.0413)
TG×Post×Q4 0.0823 0.0622 0.0477 0.0531
(0.0790) (0.0583) (0.0588) (0.0578)
TG×Post×Q5 0.1839∗∗ 0.1791∗∗∗ 0.1620∗∗∗ 0.1405∗∗
(0.0722) (0.0639) (0.0600) (0.0620)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0744∗∗∗ 0.0696∗∗∗ 0.0757∗∗∗ 0.0818∗∗∗
(0.0126) (0.0128) (0.0133) (0.0145)
Half Bath 0.0821∗∗∗ 0.0897∗∗∗ 0.0939∗∗∗ 0.1084∗∗∗
(0.0109) (0.0066) (0.0092) (0.0107)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0036 −0.0036∗∗∗ −0.0042∗∗∗
(0.0000) (353.8405) (0.0003) (0.0004)
Age Last Sold −0.0029∗∗∗ 0.0003
(0.0003) (375.3045) (0.0000) (0.0000)
Difference in Date 0.0000 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0797∗∗ 0.1930∗∗∗ 0.2224∗∗∗ 0.2591∗∗∗
(0.0394) (0.0444) (0.0493) (0.0456)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 38,499 38,499 38,499 38,499
R2 0.8599 0.8144 0.8063 0.7875
Adjusted R2 0.8376 0.8108 0.8043 0.7863
Residual Std. Error 0.3947 (df = 33206) 0.4260 (df = 37766) 0.4333 (df = 38109) 0.4527 (df = 38285)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.56: Effect on Houses with Municipal Water by Quantile from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0962 0.0876∗ 0.0748 0.0299
(0.0589) (0.0505) (0.0496) (0.0490)
TG×Post×Q2 0.0625 0.0848∗ 0.0940∗∗ 0.0674
(0.0554) (0.0456) (0.0456) (0.0423)
TG×Post×Q3 0.1153∗∗ 0.1164∗∗∗ 0.1119∗∗∗ 0.0827∗∗
(0.0451) (0.0416) (0.0425) (0.0381)
TG×Post×Q4 0.0866 0.0510 0.0349 0.0376
(0.0798) (0.0598) (0.0602) (0.0606)
TG×Post×Q5 0.1863∗∗ 0.1726∗∗∗ 0.1564∗∗∗ 0.1528∗∗
(0.0724) (0.0618) (0.0583) (0.0601)
Lot Size 0.0000 0.0000∗∗ 0.0000 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0749∗∗∗ 0.0671∗∗∗ 0.0708∗∗∗ 0.0701∗∗∗
(0.0127) (0.0123) (0.0125) (0.0125)
Half Bath 0.0821∗∗∗ 0.0874∗∗∗ 0.0891∗∗∗ 0.0945∗∗∗
(0.0109) (0.0066) (0.0086) (0.0096)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age
(0.0000) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0030∗∗∗ −0.0030∗∗∗ −0.0032∗∗∗ −0.0033∗∗∗
(0.0003) (0.0003) (0.0003) (0.0003)
Difference in Date 0.0000 −0.0000 −0.0000 −0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.0806∗∗ 0.1848∗∗∗ 0.2062∗∗∗ 0.2165∗∗∗
(0.0395) (0.0423) (0.0448) (0.0396)
Spatial Lag −0.0269 0.0883∗∗∗ 0.1231∗∗∗ 0.1993∗∗∗
(0.0188) (0.0158) (0.0147) (0.0140)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 38,499 38,499 38,499 38,499
R2 0.8600 0.8160 0.8097 0.7986
Adjusted R2 0.8377 0.8124 0.8078 0.7975
Residual Std. Error 0.3945 (df = 33205) 0.4242 (df = 37766) 0.4294 (df = 38108) 0.4407 (df = 38284)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
99
Table 1.57: Effect on Houses with Municipal Water by Quantile from OLS from Matched Sample where d
= 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0043 0.0416 0.0342 −0.0357
(0.0667) (0.0611) (0.0593) (0.0608)
TG×Post×Q2 0.0053 0.0544 0.0674 0.0273
(0.0673) (0.0504) (0.0506) (0.0520)
TG×Post×Q3 0.0630 0.0932∗ 0.1004∗ 0.0619
(0.0584) (0.0531) (0.0545) (0.0510)
TG×Post×Q4 0.0252 0.0266 0.0141 0.0158
(0.0858) (0.0613) (0.0637) (0.0629)
TG×Post×Q5 0.1615∗ 0.1742∗∗ 0.1549∗∗ 0.1360∗
(0.0847) (0.0722) (0.0688) (0.0730)
Lot Size −0.0000 0.0000 −0.0000 0.0000∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0733∗∗∗ 0.0629∗∗∗ 0.0689∗∗∗ 0.0766∗∗∗
(0.0096) (0.0089) (0.0102) (0.0110)
Half Bath 0.0712∗∗∗ 0.0845∗∗∗ 0.0892∗∗∗ 0.1074∗∗∗
(0.0101) (0.0074) (0.0082) (0.0107)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034∗∗∗ −0.0036∗∗∗ −0.0045∗∗∗
(0.0004) (0.0003) (0.0000) (0.0004)
Age Last Sold −0.0039∗∗∗
(0.0000) (0.0000) (0.0003) (0.0000)
Difference in Date −0.0000 0.0000 0.0000 0.0000
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1246∗∗∗ 0.2278∗∗∗ 0.2560∗∗∗ 0.2932∗∗∗
(0.0470) (0.0578) (0.0670) (0.0547)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 26,023 26,023 26,023 26,023
R2 0.8621 0.8094 0.8007 0.7775
Adjusted R2 0.8278 0.8039 0.7977 0.7756
Residual Std. Error 0.3797 (df = 20834) 0.4052 (df = 25292) 0.4116 (df = 25633) 0.4335 (df = 25809)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.58: Effect on Houses with Municipal Water by Quantile from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.1141∗ 0.1118∗∗ 0.1042∗ 0.0363
(0.0636) (0.0540) (0.0544) (0.0538)
TG×Post×Q2 0.0630 0.1105∗∗ 0.1231∗∗ 0.0891∗
(0.0595) (0.0530) (0.0540) (0.0489)
TG×Post×Q3 0.1548∗∗∗ 0.1943∗∗∗ 0.2054∗∗∗ 0.1483∗∗∗
(0.0545) (0.0511) (0.0501) (0.0392)
TG×Post×Q4 0.1328∗ 0.1036∗∗ 0.0880∗ 0.0885∗
(0.0702) (0.0472) (0.0462) (0.0521)
TG×Post×Q5 0.2562∗∗∗ 0.2134∗∗ 0.1842∗∗ 0.1461∗
(0.0788) (0.0875) (0.0800) (0.0804)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0699∗∗∗ 0.0717∗∗∗ 0.0807∗∗∗ 0.0836∗∗∗
(0.0160) (0.0152) (0.0160) (0.0184)
Half Bath 0.0731∗∗∗ 0.0836∗∗∗ 0.0888∗∗∗ 0.1045∗∗∗
(0.0162) (0.0075) (0.0106) (0.0136)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age
(0.0000) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0031∗∗∗ −0.0034∗∗∗ −0.0039∗∗∗ −0.0045∗∗∗
(0.0004) (0.0004) (0.0004) (0.0004)
Difference in Date 0.0002 0.0002 0.0002 0.0002
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0589 0.1914∗∗∗ 0.2217∗∗∗ 0.2432∗∗∗
(0.0421) (0.0465) (0.0496) (0.0481)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 27,240 27,240 27,240 27,240
R2 0.8661 0.8189 0.8109 0.7951
Adjusted R2 0.8456 0.8151 0.8085 0.7934
Residual Std. Error 0.3919 (df = 23622) 0.4288 (df = 26682) 0.4364 (df = 26906) 0.4533 (df = 27026)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.59: Effect on Houses with Municipal Water by Quantile from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.1158∗ 0.1021∗ 0.0910∗ 0.0367
(0.0637) (0.0524) (0.0518) (0.0515)
TG×Post×Q2 0.0647 0.0994∗ 0.1060∗∗ 0.0753
(0.0600) (0.0523) (0.0528) (0.0497)
TG×Post×Q3 0.1570∗∗∗ 0.1798∗∗∗ 0.1840∗∗∗ 0.1311∗∗∗
(0.0548) (0.0502) (0.0488) (0.0398)
TG×Post×Q4 0.1381∗ 0.0880∗ 0.0704 0.0687
(0.0714) (0.0495) (0.0480) (0.0537)
TG×Post×Q5 0.2562∗∗∗ 0.2146∗∗∗ 0.1901∗∗ 0.1746∗∗
(0.0793) (0.0832) (0.0759) (0.0760)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0703∗∗∗ 0.0684∗∗∗ 0.0739∗∗∗ 0.0714∗∗∗
(0.0160) (0.0146) (0.0152) (0.0163)
Half Bath 0.0732∗∗∗ 0.0801∗∗∗ 0.0824∗∗∗ 0.0886∗∗∗
(0.0161) (0.0077) (0.0101) (0.0122)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0031∗∗∗ −0.0036∗∗∗
(0.0004) (0.0000) (0.0000) (0.0003)
Age Last Sold −0.0031∗∗∗ −0.0034∗∗∗
(0.0000) (0.0003) (0.0003) (0.0000)
Difference in Date 0.0002 0.0001 0.0001 0.0001
(0.0002) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.0600 0.1825∗∗∗ 0.2042∗∗∗ 0.2068∗∗∗
(0.0422) (0.0447) (0.0457) (0.0428)
Spatial Lag −0.0284 0.0941∗∗∗ 0.1289∗∗∗ 0.1923∗∗∗
(0.0238) (0.0200) (0.0180) (0.0158)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 27,240 27,240 27,240 27,240
R2 0.8662 0.8208 0.8147 0.8052
Adjusted R2 0.8457 0.8170 0.8124 0.8037
Residual Std. Error 0.3918 (df = 23621) 0.4266 (df = 26681) 0.4319 (df = 26905) 0.4419 (df = 27025)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.60: Effect on Houses with Municipal Water by Quantile from OLS from Matched Sample where d
= 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0398 0.0484 0.0471 −0.0276
(0.0734) (0.0562) (0.0553) (0.0540)
TG×Post×Q2 0.0138 0.0813 0.0932∗ 0.0411
(0.0676) (0.0534) (0.0542) (0.0567)
TG×Post×Q3 0.1069 0.1736∗∗∗ 0.1932∗∗∗ 0.1213∗∗
(0.0681) (0.0626) (0.0635) (0.0524)
TG×Post×Q4 0.0878 0.0677 0.0614 0.0520
(0.0755) (0.0493) (0.0495) (0.0532)
TG×Post×Q5 0.2215∗∗ 0.2024∗ 0.1721∗ 0.1314
(0.0947) (0.1076) (0.1041) (0.1055)
Lot Size 0.0000 0.0000∗ 0.0000 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0680∗∗∗ 0.0647∗∗∗ 0.0740∗∗∗ 0.0812∗∗∗
(0.0116) (0.0103) (0.0116) (0.0134)
Half Bath 0.0537∗∗∗ 0.0753∗∗∗ 0.0819∗∗∗ 0.1041∗∗∗
(0.0133) (0.0088) (0.0084) (0.0132)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0044∗∗∗
(0.0000) (0.0000) (0.0003) (0.0000)
Age Last Sold −0.0041∗∗∗ −0.0040∗∗∗ −0.0050∗∗∗
(0.0004) (0.0003) (0.0000) (0.0005)
Difference in Date 0.0001 0.0002 0.0002 0.0002
(0.0001) (0.0001) (0.0001) (0.0001)
Price Last Sold 0.1134∗∗ 0.2291∗∗∗ 0.2555∗∗∗ 0.2702∗∗∗
(0.0554) (0.0633) (0.0726) (0.0624)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 16,351 16,351 16,351 16,351
R2 0.8824 0.8290 0.8208 0.8016
Adjusted R2 0.8501 0.8230 0.8171 0.7990
Residual Std. Error 0.3651 (df = 12829) 0.3967 (df = 15794) 0.4033 (df = 16017) 0.4228 (df = 16137)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.61: Effect on Houses with Municipal Water by Quantile from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.0886 −0.0428 −0.0581 −0.0864
(0.0811) (0.0652) (0.0696) (0.0673)
TG×Post×Q2 0.0093 0.0799 0.1022 0.0717
(0.0875) (0.0660) (0.0651) (0.0646)
TG×Post×Q3 0.0970 0.1377 0.1122 0.0686
(0.1423) (0.1295) (0.1316) (0.1275)
TG×Post×Q4 0.0788 0.0698 0.0621 0.0862
(0.0986) (0.0611) (0.0624) (0.0668)
TG×Post×Q5 0.2826∗∗∗ 0.2826∗∗∗ 0.2789∗∗∗ 0.2409∗∗
(0.0624) (0.0897) (0.0896) (0.0971)
Lot Size 0.0000 0.0000∗ 0.0000∗∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0718∗∗∗ 0.0842∗∗∗ 0.0897∗∗∗ 0.0982∗∗∗
(0.0146) (0.0189) (0.0179) (0.0203)
Half Bath 0.0938∗∗∗ 0.1028∗∗∗ 0.1053∗∗∗ 0.1291∗∗∗
(0.0306) (0.0242) (0.0230) (0.0223)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0032∗∗∗ −0.0037∗∗∗ −0.0038∗∗∗
(0.0007) (0.0007) (0.0007) (0.0000)
Age Last Sold −0.0043∗∗∗
(0.0000) (0.0000) (0.0000) (0.0008)
Difference in Date 0.0004 0.0003 0.0003 0.0003
(0.0003) (0.0003) (0.0002) (0.0002)
Price Last Sold −0.0025 0.1322∗∗∗ 0.1506∗∗∗ 0.1973∗∗∗
(0.0295) (0.0406) (0.0480) (0.0537)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 8,855 8,855 8,855 8,855
R2 0.8883 0.8429 0.8362 0.8178
Adjusted R2 0.8623 0.8356 0.8309 0.8133
Residual Std. Error 0.3745 (df = 7179) 0.4090 (df = 8464) 0.4149 (df = 8577) 0.4359 (df = 8642)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.62: Effect on Houses with Municipal Water by Quantile from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.0858 −0.0642 −0.0849 −0.1234∗∗
(0.0832) (0.0629) (0.0657) (0.0619)
TG×Post×Q2 0.0085 0.0671 0.0836 0.0590
(0.0869) (0.0688) (0.0682) (0.0697)
TG×Post×Q3 0.0951 0.1410 0.1181 0.0867
(0.1409) (0.1224) (0.1243) (0.1167)
TG×Post×Q4 0.0798 0.0618 0.0557 0.0807
(0.0996) (0.0624) (0.0636) (0.0669)
TG×Post×Q5 0.2829∗∗∗ 0.2736∗∗∗ 0.2648∗∗∗ 0.2398∗∗∗
(0.0629) (0.0787) (0.0757) (0.0727)
Lot Size 0.0000 0.0000∗ 0.0000∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0723∗∗∗ 0.0804∗∗∗ 0.0833∗∗∗ 0.0830∗∗∗
(0.0147) (0.0186) (0.0170) (0.0184)
Half Bath 0.0937∗∗∗ 0.1014∗∗∗ 0.1020∗∗∗ 0.1136∗∗∗
(0.0305) (0.0236) (0.0218) (0.0209)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0034∗∗∗
(0.0000) (0.0006) (0.0000) (0.0000)
Age Last Sold −0.0032∗∗∗ −0.0035∗∗∗ −0.0035∗∗∗
(0.0007) (0.0000) (0.0007) (0.0006)
Difference in Date 0.0004 0.0002 0.0002 0.0002
(0.0003) (0.0003) (0.0002) (0.0002)
Price Last Sold −0.0024 0.1277∗∗∗ 0.1416∗∗∗ 0.1647∗∗∗
(0.0297) (0.0392) (0.0453) (0.0492)
Spatial Lag −0.0170 0.1035∗∗∗ 0.1259∗∗∗ 0.2078∗∗∗
(0.0253) (0.0233) (0.0231) (0.0239)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 8,855 8,855 8,855 8,855
R2 0.8883 0.8448 0.8391 0.8277
Adjusted R2 0.8623 0.8376 0.8339 0.8235
Residual Std. Error 0.3744 (df = 7178) 0.4066 (df = 8463) 0.4112 (df = 8576) 0.4239 (df = 8641)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.63: Effect on Houses with Municipal Water by Quantile from OLS from Matched Sample
where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.2066∗∗ −0.1764∗∗ −0.2007∗∗∗ −0.3005∗∗∗
(0.0960) (0.0760) (0.0752) (0.0865)
TG×Post×Q2 0.0724 0.1310∗ 0.1443∗ 0.0382
(0.1036) (0.0737) (0.0743) (0.0758)
TG×Post×Q3 0.1808 0.2217 0.2177 0.1028
(0.1736) (0.1409) (0.1387) (0.1375)
TG×Post×Q4 0.1591∗∗ 0.1237∗∗ 0.1077∗∗ 0.0904
(0.0736) (0.0511) (0.0531) (0.0681)
TG×Post×Q5 0.2796∗∗∗ 0.3323∗∗∗ 0.3281∗∗∗ 0.2728∗∗∗
(0.0644) (0.0883) (0.0893) (0.1012)
Lot Size 0.0000 0.0000∗ 0.0000∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0645∗∗∗ 0.0628∗∗∗ 0.0705∗∗∗ 0.0787∗∗∗
(0.0187) (0.0151) (0.0158) (0.0159)
Half Bath 0.0653∗∗∗ 0.1015∗∗∗ 0.1015∗∗∗ 0.1317∗∗∗
(0.0203) (0.0182) (0.0189) (0.0217)
Square Feet 0.0002∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0040∗∗∗ −0.0043∗∗∗ −0.0045∗∗∗ −0.0048∗∗∗
(0.0008) (0.0006) (0.0006) (0.0008)
Age Last Sold
(0.0000) (0.0000) (0.0000) (0.0000)
Difference in Date 0.0000 0.0001 0.0001 0.0002
(0.0003) (0.0003) (0.0003) (0.0003)
Price Last Sold 0.0242 0.1186∗∗∗ 0.1334∗∗∗ 0.1740∗∗∗
(0.0391) (0.0410) (0.0501) (0.0468)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 6,425 6,425 6,425 6,425
R2 0.8917 0.8359 0.8274 0.8062
Adjusted R2 0.8547 0.8254 0.8196 0.7996
Residual Std. Error 0.3435 (df = 4785) 0.3766 (df = 6037) 0.3827 (df = 6148) 0.4034 (df = 6213)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.64: Effect on Houses with Well Water by Quantile from OLS where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.1084 0.1499 0.1687 0.0376
(0.2192) (0.1699) (0.1539) (0.1584)
TG×Post×Q2 −0.1480 −0.0868 −0.0971 −0.2157∗∗∗
(0.1456) (0.1014) (0.0909) (0.0814)
TG×Post×Q3 0.2743∗∗ 0.3353∗∗∗ 0.3380∗∗∗ 0.2784∗∗∗
(0.1184) (0.0973) (0.0985) (0.0880)
TG×Post×Q4 0.2599∗∗∗ 0.2605∗∗∗ 0.2741∗∗∗ 0.2960∗∗∗
(0.0689) (0.0701) (0.0716) (0.0799)
TG×Post×Q5 0.2259∗∗∗ 0.1604∗∗ 0.1799∗∗∗ 0.2247∗∗∗
(0.0609) (0.0782) (0.0659) (0.0629)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0918∗∗∗ 0.1094∗∗∗ 0.1212∗∗∗ 0.1309∗∗∗
(0.0127) (0.0171) (0.0175) (0.0168)
Half Bath 0.1163∗∗∗ 0.1202∗∗∗ 0.1262∗∗∗ 0.1187∗∗∗
(0.0301) (0.0191) (0.0195) (0.0187)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0021∗∗∗ −0.0021∗∗∗
(0.0007) (0.0004) (0.0000) (0.0000)
Age Last Sold −0.0021∗∗∗ −0.0020∗∗∗
(0.0000) (0.0000) (0.0004) (0.0004)
Difference in Date 0.0003 0.0003 0.0003 0.0003
(0.0003) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1137∗∗∗ 0.1709∗∗∗ 0.1790∗∗∗ 0.1886∗∗∗
(0.0435) (0.0479) (0.0469) (0.0505)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 15,061 15,061 15,061 15,061
R2 0.8249 0.7142 0.7050 0.6839
Adjusted R2 0.8012 0.7061 0.6991 0.6795
Residual Std. Error 0.4107 (df = 13258) 0.4993 (df = 14645) 0.5052 (df = 14764) 0.5214 (df = 14850)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.65: Effect on Houses with Well Water by Quantile from SLX where d = 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.1159 0.1588 0.1833 0.0669
(0.2144) (0.1682) (0.1519) (0.1521)
TG×Post×Q2 −0.1517 −0.0849 −0.0934 −0.1984∗∗
(0.1395) (0.1042) (0.0934) (0.0872)
TG×Post×Q3 0.2776∗∗ 0.3275∗∗∗ 0.3283∗∗∗ 0.2659∗∗∗
(0.1188) (0.0957) (0.0940) (0.0785)
TG×Post×Q4 0.2665∗∗∗ 0.2532∗∗∗ 0.2638∗∗∗ 0.2744∗∗∗
(0.0703) (0.0682) (0.0694) (0.0729)
TG×Post×Q5 0.2389∗∗∗ 0.1522∗ 0.1656∗∗ 0.1923∗∗∗
(0.0641) (0.0792) (0.0687) (0.0667)
Lot Size 0.0000 0.0000∗∗ 0.0000∗∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0908∗∗∗ 0.1080∗∗∗ 0.1186∗∗∗ 0.1231∗∗∗
(0.0123) (0.0170) (0.0177) (0.0168)
Half Bath 0.1151∗∗∗ 0.1185∗∗∗ 0.1231∗∗∗ 0.1121∗∗∗
(0.0301) (0.0192) (0.0197) (0.0187)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0021∗∗∗
(0.0000) (0.0004) (0.0000) (0.0000)
Age Last Sold −0.0020∗∗∗ −0.0021∗∗∗ −0.0019∗∗∗
(0.0007) (0.0000) (0.0004) (0.0004)
Difference in Date 0.0003 0.0003 0.0003 0.0003
(0.0003) (0.0002) (0.0002) (0.0002)
Price Last Sold 0.1129∗∗∗ 0.1673∗∗∗ 0.1721∗∗∗ 0.1737∗∗∗
(0.0432) (0.0472) (0.0459) (0.0466)
Spatial Lag −0.0629∗∗ 0.0481∗∗∗ 0.0662∗∗∗ 0.1217∗∗∗
(0.0315) (0.0181) (0.0182) (0.0201)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 15,061 15,061 15,061 15,061
R2 0.8256 0.7150 0.7067 0.6905
Adjusted R2 0.8019 0.7069 0.7008 0.6861
Residual Std. Error 0.4099 (df = 13257) 0.4985 (df = 14644) 0.5038 (df = 14763) 0.5160 (df = 14849)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different fixed
effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients and standard
errors were truncated at the ten thousandths place.
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Table 1.66: Effect on Houses with Well Water by Quantile from OLS from Matched Sample where d
= 10k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.0089 0.2687 0.2787 0.0988
(0.3099) (0.1862) (0.1827) (0.1787)
TG×Post×Q2 −0.0050 0.0325 0.0086 −0.1597
(0.2442) (0.1462) (0.1300) (0.1152)
TG×Post×Q3 0.3750∗∗∗ 0.3596∗∗∗ 0.3313∗∗∗ 0.2077∗∗
(0.1106) (0.1068) (0.0957) (0.0809)
TG×Post×Q4 0.3783∗∗∗ 0.3251∗∗∗ 0.3382∗∗∗ 0.2857∗∗
(0.1348) (0.1106) (0.1121) (0.1132)
TG×Post×Q5 0.2818∗∗∗ 0.1760∗∗ 0.1771 0.1622
(0.1037) (0.0862) (0.1207) (0.1298)
Lot Size 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0850∗∗∗ 0.0884∗∗∗ 0.0975∗∗∗ 0.1049∗∗∗
(0.0191) (0.0188) (0.0176) (0.0215)
Half Bath 0.0279 0.0933∗∗∗ 0.0970∗∗∗ 0.0929∗∗∗
(0.0322) (0.0266) (0.0260) (0.0276)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0037∗∗∗ −0.0033∗∗∗
(0.0008) (0.0000) (0.0006) (0.0000)
Age Last Sold −0.0032∗∗∗ −0.0032∗∗∗
(0.0000) (0.0006) (0.0000) (0.0005)
Difference in Date −0.0000 0.0001 0.0000 −0.0000
(0.0006) (0.0004) (0.0004) (0.0004)
Price Last Sold 0.1842∗∗∗ 0.3168∗∗∗ 0.3188∗∗∗ 0.3420∗∗∗
(0.0569) (0.0584) (0.0614) (0.0705)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 3,309 3,309 3,309 3,309
R2 0.8977 0.8167 0.8059 0.7831
Adjusted R2 0.8250 0.7921 0.7876 0.7687
Residual Std. Error 0.4337 (df = 1934) 0.4727 (df = 2916) 0.4778 (df = 3023) 0.4986 (df = 3102)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.67: Effect on Houses with Well Water by Quantile from OLS where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.3727 0.0978 0.1011 −0.0660
(0.2572) (0.1940) (0.1686) (0.1708)
TG×Post×Q2 −0.1408 0.0017 −0.0540 −0.1809
(0.1706) (0.1496) (0.1348) (0.1264)
TG×Post×Q3 0.1997 0.3247∗∗ 0.3044∗∗ 0.2372∗∗
(0.1812) (0.1309) (0.1370) (0.1182)
TG×Post×Q4 0.2378∗∗ 0.2373∗∗∗ 0.2575∗∗∗ 0.2656∗∗∗
(0.0964) (0.0865) (0.0930) (0.0924)
TG×Post×Q5 0.1545 0.2717∗∗ 0.2448∗ 0.1705
(0.1371) (0.1253) (0.1285) (0.1408)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0862∗∗∗ 0.0865∗∗∗ 0.0959∗∗∗ 0.1133∗∗∗
(0.0200) (0.0112) (0.0106) (0.0095)
Half Bath 0.1104∗∗ 0.1001∗∗∗ 0.0968∗∗∗ 0.0976∗∗∗
(0.0461) (0.0345) (0.0341) (0.0315)
Square Feet 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0024∗∗ −0.0023∗∗∗
(0.0010) (0.0000) (0.0000) (0.0005)
Age Last Sold −0.0024∗∗∗ −0.0024∗∗∗
(0.0000) (0.0005) (0.0005) (0.0000)
Difference in Date 0.0004 0.0002 0.0002 0.0003
(0.0004) (0.0004) (0.0004) (0.0004)
Price Last Sold 0.1224∗∗ 0.1695∗∗∗ 0.1739∗∗∗ 0.1954∗∗∗
(0.0542) (0.0621) (0.0606) (0.0621)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 9,605 9,605 9,605 9,605
R2 0.8389 0.7316 0.7245 0.7045
Adjusted R2 0.8140 0.7212 0.7164 0.6979
Residual Std. Error 0.4066 (df = 8316) 0.4977 (df = 9247) 0.5020 (df = 9331) 0.5181 (df = 9394)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.68: Effect on Houses with Well Water by Quantile from SLX where d = 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.3746 0.1125 0.1222 −0.0216
(0.2547) (0.1946) (0.1695) (0.1682)
TG×Post×Q2 −0.1452 0.0015 −0.0496 −0.1690
(0.1703) (0.1499) (0.1357) (0.1305)
TG×Post×Q3 0.1980 0.3191∗∗ 0.3020∗∗ 0.2393∗∗
(0.1825) (0.1295) (0.1302) (0.1060)
TG×Post×Q4 0.2395∗∗ 0.2235∗∗∗ 0.2413∗∗∗ 0.2339∗∗∗
(0.0946) (0.0828) (0.0888) (0.0842)
TG×Post×Q5 0.1550 0.2700∗∗ 0.2430∗ 0.1827
(0.1369) (0.1245) (0.1286) (0.1359)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0859∗∗∗ 0.0843∗∗∗ 0.0929∗∗∗ 0.1045∗∗∗
(0.0200) (0.0120) (0.0117) (0.0109)
Half Bath 0.1108∗∗ 0.0977∗∗∗ 0.0934∗∗∗ 0.0911∗∗∗
(0.0459) (0.0342) (0.0336) (0.0305)
Square Feet 0.0001∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0024∗∗ −0.0022∗∗∗
(0.0010) (0.0000) (0.0000) (0.0004)
Age Last Sold −0.0023∗∗∗ −0.0023∗∗∗
(0.0000) (0.0005) (0.0005) (0.0000)
Difference in Date 0.0004 0.0002 0.0002 0.0003
(0.0004) (0.0004) (0.0004) (0.0004)
Price Last Sold 0.1223∗∗ 0.1623∗∗∗ 0.1641∗∗∗ 0.1740∗∗∗
(0.0541) (0.0610) (0.0590) (0.0579)
Spatial Lag −0.0162 0.0617∗∗ 0.0739∗∗∗ 0.1239∗∗∗
(0.0426) (0.0246) (0.0243) (0.0253)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 9,605 9,605 9,605 9,605
R2 0.8390 0.7329 0.7264 0.7106
Adjusted R2 0.8140 0.7225 0.7184 0.7041
Residual Std. Error 0.4065 (df = 8315) 0.4966 (df = 9246) 0.5002 (df = 9330) 0.5128 (df = 9393)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.69: Effect on Houses with Well Water by Quantile from OLS from Matched Sample where d
= 8k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.1419 0.2703 0.2902 0.0578
(0.3804) (0.2510) (0.2458) (0.2329)
TG×Post×Q2 0.1645 0.1733 0.0594 −0.0995
(0.2876) (0.1809) (0.1643) (0.1587)
TG×Post×Q3 0.3422∗ 0.3744∗∗ 0.3275∗∗ 0.1581
(0.1865) (0.1516) (0.1303) (0.0983)
TG×Post×Q4 0.4623∗∗ 0.3177∗∗ 0.3245∗∗ 0.2772∗
(0.2278) (0.1354) (0.1518) (0.1579)
TG×Post×Q5 0.2444 0.1153 0.0854 −0.0789
(0.2568) (0.2527) (0.2585) (0.3037)
Lot Size 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0605∗∗∗ 0.0612∗∗∗ 0.0707∗∗∗ 0.0791∗∗∗
(0.0175) (0.0214) (0.0173) (0.0206)
Half Bath −0.0183 0.0738∗ 0.0801∗∗ 0.0814∗∗
(0.0484) (0.0402) (0.0395) (0.0352)
Square Feet 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0037∗∗∗
(0.0000) (0.0000) (0.0000) (0.0006)
Age Last Sold −0.0043∗∗∗ −0.0038∗∗∗ −0.0039∗∗∗
(0.0011) (0.0006) (0.0006) (0.0000)
Difference in Date −0.0003 −0.0000 −0.0000 −0.0001
(0.0009) (0.0005) (0.0005) (0.0005)
Price Last Sold 0.2414∗∗∗ 0.3682∗∗∗ 0.3565∗∗∗ 0.3945∗∗∗
(0.0617) (0.0748) (0.0737) (0.0790)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,251 2,251 2,251 2,251
R2 0.9027 0.8253 0.8153 0.7943
Adjusted R2 0.8227 0.7945 0.7913 0.7738
Residual Std. Error 0.4639 (df = 1234) 0.4994 (df = 1913) 0.5033 (df = 1991) 0.5239 (df = 2046)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.70: Effect on Houses with Well Water by Quantile from OLS where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.2916 0.1606 0.1019 −0.0969
(0.2673) (0.3131) (0.2721) (0.2838)
TG×Post×Q2 −0.2734 −0.1214 −0.2614 −0.3514∗∗∗
(0.2234) (0.2114) (0.1691) (0.1325)
TG×Post×Q3 0.2339 0.4727∗∗∗ 0.4504∗∗∗ 0.3292∗∗
(0.2401) (0.1362) (0.1550) (0.1425)
TG×Post×Q4 0.2469∗∗ 0.2555∗∗ 0.2334∗∗ 0.2532∗∗
(0.1190) (0.1065) (0.1155) (0.1238)
TG×Post×Q5 0.0866 0.2204 0.1617 0.1332
(0.2111) (0.2114) (0.2357) (0.2149)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0601∗∗ 0.0944∗∗∗ 0.1036∗∗∗ 0.1212∗∗∗
(0.0234) (0.0242) (0.0269) (0.0261)
Half Bath 0.0333 0.1005∗∗ 0.1079∗∗ 0.1165∗∗∗
(0.0490) (0.0441) (0.0420) (0.0421)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0026∗∗∗
(0.0000) (0.0000) (0.0000) (0.0005)
Age Last Sold −0.0028∗∗∗ −0.0026∗∗∗ −0.0024∗∗∗
(0.0009) (0.0005) (0.0005) (0.0000)
Difference in Date 0.0008 0.0006 0.0005 0.0005
(0.0005) (0.0005) (0.0005) (0.0005)
Price Last Sold 0.0855 0.0814 0.0867 0.1111
(0.0650) (0.0773) (0.0780) (0.0762)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 5,607 5,607 5,607 5,607
R2 0.8524 0.7404 0.7329 0.7151
Adjusted R2 0.8257 0.7254 0.7203 0.7041
Residual Std. Error 0.3883 (df = 4747) 0.4875 (df = 5299) 0.4919 (df = 5354) 0.5060 (df = 5397)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.71: Effect on Houses with Well Water by Quantile from SLX where d = 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.2933 0.1796 0.1340 −0.0541
(0.2664) (0.3195) (0.2828) (0.3000)
TG×Post×Q2 −0.2784 −0.1232 −0.2543 −0.3573∗∗
(0.2235) (0.2145) (0.1721) (0.1398)
TG×Post×Q3 0.2345 0.4654∗∗∗ 0.4451∗∗∗ 0.3211∗∗
(0.2411) (0.1342) (0.1504) (0.1340)
TG×Post×Q4 0.2495∗∗ 0.2402∗∗ 0.2164∗ 0.2228∗
(0.1203) (0.1037) (0.1108) (0.1188)
TG×Post×Q5 0.0844 0.2239 0.1634 0.1484
(0.2086) (0.2069) (0.2302) (0.2072)
Lot Size 0.0000∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0596∗∗ 0.0934∗∗∗ 0.1016∗∗∗ 0.1156∗∗∗
(0.0240) (0.0246) (0.0270) (0.0259)
Half Bath 0.0353 0.0971∗∗ 0.1014∗∗ 0.1024∗∗
(0.0481) (0.0441) (0.0424) (0.0417)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0025∗∗∗
(0.0000) (0.0000) (0.0000) (0.0005)
Age Last Sold −0.0028∗∗∗ −0.0025∗∗∗ −0.0024∗∗∗
(0.0009) (0.0005) (0.0005) (0.0000)
Difference in Date 0.0008 0.0006 0.0005 0.0004
(0.0005) (0.0005) (0.0005) (0.0005)
Price Last Sold 0.0853 0.0762 0.0790 0.0942
(0.0650) (0.0748) (0.0749) (0.0716)
Spatial Lag −0.0228 0.0480∗∗ 0.0630∗∗∗ 0.1030∗∗∗
(0.0385) (0.0216) (0.0205) (0.0212)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 5,607 5,607 5,607 5,607
R2 0.8525 0.7411 0.7342 0.7191
Adjusted R2 0.8258 0.7261 0.7217 0.7082
Residual Std. Error 0.3883 (df = 4746) 0.4868 (df = 5298) 0.4907 (df = 5353) 0.5025 (df = 5396)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.72: Effect on Houses with Well Water by Quantile from OLS from Matched Sample where d
= 6k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 −0.1392 0.3085 0.2511 0.0221
(0.4006) (0.4075) (0.3770) (0.3397)
TG×Post×Q2 0.1128 0.1298 −0.0120 −0.2304
(0.3768) (0.1863) (0.1744) (0.1720)
TG×Post×Q3 0.6660∗ 0.6746∗∗∗ 0.6072∗∗∗ 0.3518∗∗
(0.3700) (0.1698) (0.1694) (0.1458)
TG×Post×Q4 0.3794 0.2808 0.2486 0.2182
(0.3897) (0.2181) (0.2317) (0.2465)
TG×Post×Q5 0.0935 −0.2472 −0.2723 −0.4753
(0.2538) (0.2748) (0.3065) (0.3123)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0718 0.0799∗ 0.0867∗ 0.0883∗
(0.0523) (0.0483) (0.0450) (0.0468)
Half Bath −0.0922 0.0665 0.0809 0.0952∗∗
(0.0618) (0.0440) (0.0497) (0.0436)
Square Feet 0.0001∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗
(0.0001) (0.0000) (0.0000) (0.0000)
Age −0.0038∗∗∗
(0.0013) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0043∗∗∗ −0.0044∗∗∗ −0.0044∗∗∗
(0.0000) (0.0008) (0.0007) (0.0007)
Difference in Date 0.0003 0.0005 0.0004 0.0003
(0.0010) (0.0006) (0.0006) (0.0006)
Price Last Sold 0.2708∗∗∗ 0.3107∗∗∗ 0.2870∗∗∗ 0.3087∗∗∗
(0.0974) (0.1012) (0.0989) (0.0858)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 1,387 1,387 1,387 1,387
R2 0.8986 0.8271 0.8143 0.7974
Adjusted R2 0.7995 0.7816 0.7754 0.7630
Residual Std. Error 0.4847 (df = 701) 0.5059 (df = 1097) 0.5130 (df = 1146) 0.5270 (df = 1185)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.73: Effect on Houses with Well Water by Quantile from OLS where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.4586 0.6985 0.5233 0.2850
(0.4475) (0.4997) (0.4465) (0.4459)
TG×Post×Q2 −0.1437 0.1397 0.1519 −0.0314
(0.2874) (0.2968) (0.2759) (0.2568)
TG×Post×Q3 0.3456∗ 0.4630∗∗∗ 0.4871∗∗∗ 0.3881∗∗∗
(0.1778) (0.1608) (0.1750) (0.1154)
TG×Post×Q4 0.2215 0.3209∗∗ 0.4255∗∗∗ 0.3691∗∗∗
(0.1821) (0.1454) (0.1529) (0.1361)
TG×Post×Q5 0.3406 0.1863 0.2705∗ 0.2582∗
(0.2407) (0.1435) (0.1526) (0.1384)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0797∗ 0.1080∗∗∗ 0.1081∗∗∗ 0.1263∗∗∗
(0.0448) (0.0255) (0.0288) (0.0216)
Half Bath −0.0711 −0.0508 −0.0348 −0.0160
(0.0690) (0.0476) (0.0496) (0.0523)
Square Feet 0.0001∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗
(0.0001) (0.0000) (0.0000) (0.0000)
Age
(0.0000) (0.0000) (0.0000) (0.0000)
Age Last Sold −0.0032∗∗ −0.0038∗∗∗ −0.0036∗∗∗ −0.0036∗∗∗
(0.0016) (0.0009) (0.0007) (0.0008)
Difference in Date 0.0012∗ 0.0007 0.0008 0.0006
(0.0007) (0.0006) (0.0007) (0.0008)
Price Last Sold 0.0718 0.1330 0.1540 0.1833∗
(0.1243) (0.0976) (0.0991) (0.1024)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,801 2,801 2,801 2,801
R2 0.8800 0.7928 0.7808 0.7630
Adjusted R2 0.8502 0.7712 0.7610 0.7440
Residual Std. Error 0.3683 (df = 2242) 0.4551 (df = 2536) 0.4652 (df = 2567) 0.4814 (df = 2593)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.74: Effect on Houses with Well Water by Quantile from SLX where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 0.4566 0.7067 0.5514 0.3236
(0.4423) (0.4994) (0.4457) (0.4521)
TG×Post×Q2 −0.1434 0.1416 0.1501 −0.0406
(0.2879) (0.2989) (0.2806) (0.2656)
TG×Post×Q3 0.3471∗ 0.4599∗∗∗ 0.4842∗∗∗ 0.3789∗∗∗
(0.1772) (0.1599) (0.1722) (0.1049)
TG×Post×Q4 0.2215 0.3142∗∗ 0.4074∗∗∗ 0.3414∗∗∗
(0.1827) (0.1413) (0.1456) (0.1265)
TG×Post×Q5 0.3436 0.1921 0.2845∗ 0.2753∗∗
(0.2419) (0.1471) (0.1595) (0.1392)
Lot Size 0.0000∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0787∗ 0.1115∗∗∗ 0.1135∗∗∗ 0.1337∗∗∗
(0.0448) (0.0243) (0.0273) (0.0227)
Half Bath −0.0699 −0.0527 −0.0401 −0.0268
(0.0681) (0.0470) (0.0498) (0.0527)
Square Feet 0.0001∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗
(0.0001) (0.0000) (0.0000) (0.0000)
Age −0.0037∗∗∗ −0.0035∗∗∗
(0.0000) (0.0009) (0.0007) (0.0000)
Age Last Sold −0.0032∗∗ −0.0033∗∗∗
(0.0016) (0.0000) (0.0000) (0.0008)
Difference in Date 0.0012∗ 0.0007 0.0007 0.0005
(0.0007) (0.0006) (0.0007) (0.0008)
Price Last Sold 0.0703 0.1317 0.1475 0.1720∗
(0.1215) (0.0963) (0.0967) (0.0986)
Spatial Lag −0.0085 0.0325 0.0568∗ 0.0942∗∗∗
(0.0341) (0.0326) (0.0318) (0.0338)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 2,801 2,801 2,801 2,801
R2 0.8800 0.7930 0.7816 0.7654
Adjusted R2 0.8501 0.7714 0.7617 0.7466
Residual Std. Error 0.3684 (df = 2241) 0.4549 (df = 2535) 0.4644 (df = 2566) 0.4790 (df = 2592)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with different
fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity. Coefficients
and standard errors were truncated at the ten thousandths place.
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Table 1.75: Effect on Houses with Well Water by Quantile from OLS from Matched Sample
where d = 4k
Log Housing Price
(1) (2) (3) (4)
TG×Post×Q1 1.0729 1.3336∗ 1.2237∗ 0.9534
(0.7635) (0.7250) (0.7222) (0.6721)
TG×Post×Q2 0.4013 0.3850 0.2891 0.1624
(0.6089) (0.3509) (0.3455) (0.3041)
TG×Post×Q3 0.7068∗ 0.5391∗∗∗ 0.4069∗∗ 0.2502∗
(0.3864) (0.1774) (0.1966) (0.1284)
TG×Post×Q4 0.6284∗∗ 0.3411 0.3962∗ 0.3890∗∗
(0.2711) (0.2769) (0.2298) (0.1797)
TG×Post×Q5 0.1894 0.1727 0.2634 0.1807
(0.3199) (0.1923) (0.1769) (0.1536)
Lot Size 0.0000 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Full Bath 0.0322 0.0165 0.0274 0.0327
(0.0565) (0.0479) (0.0453) (0.0384)
Half Bath −0.2146∗∗ −0.0131 0.0475 0.0699
(0.0991) (0.0593) (0.0541) (0.0538)
Square Feet 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗ 0.0002∗∗∗
(0.0000) (0.0000) (0.0000) (0.0000)
Age −0.0049∗∗∗ −0.0044∗∗∗
(0.0000) (0.0000) (0.0011) (0.0012)
Age Last Sold −0.0068∗∗∗ −0.0043∗∗∗
(0.0020) (0.0012) (0.0000) (0.0000)
Difference in Date 0.0006 0.0007∗∗ 0.0008∗∗∗ 0.0006
(0.0007) (0.0003) (0.0003) (0.0004)
Price Last Sold 0.3102∗∗∗ 0.3923∗∗∗ 0.3545∗∗∗ 0.3959∗∗∗
(0.1196) (0.0630) (0.0773) (0.0562)
Fixed effects Block Block Group Tract Site
Clustered Std Tract by Year Tract by Year Tract by Year Tract by Year
Observations 814 814 814 814
R2 0.9390 0.8722 0.8566 0.8430
Adjusted R2 0.8546 0.8154 0.8038 0.7935
Residual Std. Error 0.3866 (df = 341) 0.4356 (df = 563) 0.4491 (df = 594) 0.4608 (df = 618)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Dependent variable is the natural log of transaction price. Each column represents the same regression with
different fixed effects. Variables with no coefficients and zero standard errors were dropped due to multicollinearity.
Coefficients and standard errors were truncated at the ten thousandths place.
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CHAPTER 2
ESTIMATING HETEROGENEOUS
TREATMENT EFFECTS IN THE
HOUSING MARKET WITH MACHINE
LEARNING TECHNIQUES
2.1 Introduction
There are a growing number of machine learning methods for causal inference
(Nie and Wager, 2017; Robinson, 1988; Tian et al., 2014; Athey and Imbens,
2016; Wager and Athey, 2018; Belloni et al., 2014; Chernozhukov et al.,
2018). This paper uses an empirical Monte Carlo experiment to compare
the performance of machine learning and standard econometric methods in
estimating both average treatment effects and geographically heterogeneous
treatment effects. Using real-world data has the benefit of a realistic data
generating processes and only creating artificial treatment effects. While the
conclusions of this data generating process cannot be generalized to other
real-world data sets, this paper finds evidence that machine learning methods
perform better than standard econometric methods when there is unobserved
selection into treatment.
A variety of techniques have been used in the estimation of average treat-
ment effects in the hedonics literature. von Graeventiz and Panduro (2015)
use Generalized Additive Models (GAMs) to estimate the underlying spa-
tial structure of the housing market. Kim et al. (2003), Dube and Legros
(2013), Brasington and Hite (2005), and Anselin and Lozano-Gracia (2008)
estimate the spatial structure with spatial autoregressive models (SAR) and
spatial error models (SEM). Cameron (2006), Gamper-Rabindran and Tim-
mins (2011), Muehlenbachs et al. (2015), and Currie et al. (2015) use linear
models. Bilbao and Valds (2016) and Jauregui et al. (2017) use propensity
score matching to estimate non-random treatment effects. This paper com-
pares the performance of traditional techniques with newer machine learning
techniques (Chernozhukov et al., 2018; Belloni et al., 2014) in estimating
average treatment effects.
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This paper also compares different methods of estimating conditional av-
erage treatment effects (CATEs). Estimating CATEs is useful when there
are heterogeneous treatment effects causing different ATEs for individuals
with different characteristics across some set of covariates X that is not
known a priori. The CATE(x) function provides a conditional average treat-
ment effect for any point x in the support of X. The CATE is defined as
CATE(x) = E[Y |D = 1, X = x] − E[Y |D = 0, X = x]. Hahn (1998)
and Heckman et al. (1997) introduce the concept of CATE(x). Heckman
and Vytlacil (2005), Chang et al. (2015), Hsu (2017), and MaCurdy et al.
(2011) discuss properties of the CATE(x). Abrevaya et al. (2015) create a
generalization of Hirano et al. (2003) to estimate the CATE(x) with inverse
probability weighted estimators for nonrandom designs.
In the hedonics literature, heterogeneous treatment effects are estimated
using conditionally parametric regression (CPAR), also known as geographi-
cally weighted regression (GWR) (McMillen, 1996; Bitter et al., 2007; Man-
ganelli et al., 2014). CPAR is able to estimate heterogeneous treatment ef-
fects on two variables, latitude and longitude. This paper compares CPAR to
machine learning methods: Causal Forests (Athey and Imbens, 2016; Wager
and Athey, 2018), R-Learning (Nie and Wager, 2017; Robinson, 1988), and
Modified Covariates with efficiency augmentation (Tian et al., 2014). Knaus
et al. (2018) finds that R-Learning, Modified Covariates with efficiency aug-
mentation, and Causal Forests with local centering have the strongest perfor-
mance in terms of Mean Squared Error (MSE). This paper only uses LASSO
for estimation of R-Learning and Modified Covariates. However, it is possible
to improve the performance of both R-Learning and modified covariates with
other machine learning methods and ensembles. This paper focuses on the
techniques for CATE estimation from machine learning methods rather than
the best machine learning algorithm. The machine learning methods are able
to estimate heterogeneous treatment effects conditional on all variables, not
just latitude and longitude.
This paper examines two challenges in estimating heterogeneous treatment
effects: randomization and spatial patterns. Aside from randomized control
trials, much of economic data has unobserved selection into treatment. While
there are many clever methods of finding quasi-random designs, researchers
must often accept some level of unobserved selection into treatment. This
paper examines the effects of varying degrees of unobserved selection into
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treatment on ATE and CATE estimation performance. In CATE estima-
tion, we might expect different methods to have different abilities to estimate
different spatial patterns. However, for the spatial patterns tested in this
paper CPAR, R-Learning, and Causal Forests with local centering have sim-
ilar challenges when estimating different spatial patterns. This paper finds
that randomness has the largest effect on relative performance among meth-
ods, where machine learning methods perform the best under unobserved
selection into treatment while performing similarly to standard econometric
approaches in full randomization.
2.2 Data
This paper uses Zillow real estate information, which provides the date and
price of each transaction and housing characteristics used, including square
feet, year built, and rooms. This paper only considers housing transactions of
single-family houses between 1994 and 2017 but drops problematic observa-
tions. Transactions which are lower than $10,000 or higher than $10,000,000
are considered outliers and dropped. Transactions where the year built is
after the transaction date are dropped. Only transactions that are not fore-
closures or intra-family transfers are used.
For unobserved selection into treatment, this paper uses temporal vari-
ation. This data set encompasses the housing bubble, when there was a
nonlinear relationship between time and housing price. While time is always
included in the hedonics literature, leaving it as unobserved can simulate
other variables that researchers do not have access to but still can influence
housing price and other treatments.
Table 2.1 shows the randomizations used for ATE and CATE empirical
Monte Carlo experiments. The outcome variable, natural log of housing
price, is artificially treated to test ATE and CATE. For ATE estimation,
the 0.1 is added to the log housing price of the treatment group while the
log housing price of the control group remains the same. The treatment
groups are randomly selected in three ways. In full randomization, each
observation is randomly selected into either treatment of control. In year
randomization, half of the years are randomly selected into the treatment
group. In point randomization difference in difference, a year between 2000
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and 2012 is randomly selected and a house is randomly selected. Transactions
after the selected year and within 5 km of the house are treated.
For CATE estimation, six different types of randomization are chosen,
where the outcome of the treatment group is increased from 0.4 to 0 depend-
ing on the location of the house. For randomized transaction and point, half
the observations are randomly selected into the treatment group and half the
observations are randomly selected into the control group. A house is ran-
domly selected and treatment decays linearly from the selected house. For
randomized year bin and point, years are binned into four-year increments:
[1994,1998], [1999,2003], etc. Half the years are randomly selected into the
treatment group and half the years are randomly selected into the control
group. A house is randomly selected and treatment decays linearly from the
selected house. For randomized event study and point, treatment and con-
trol groups are divided by the year 2006. A house is randomly selected and
treatment decays linearly from the selected house. These three randomiza-
tions share the same spatially heterogeneous effect; one of the simulations
is depicted in Figure 2.5. For randomized year bin and point cut-off, year
bins are randomly selected into treatment and control. A house is randomly
selected and treatment decays linearly from the selected house with a cut-off
at the median distance. For randomized year bin and point discrete, year
bins are randomly selected into treatment and control. The true treatment
effect of one of the cut-off randomizations is depicted in Figure 2.8. A house
is randomly selected and treatment is 0.4, 0.3, 0.05, 0.1, and 0 for normalized
distances from the house respectively [0-0.25), [0.25,0.5), [0.5,0.75), [0.75,1),
and 1. The true treatment effect of one of the discrete randomizations is
depicted in Figure 2.11. For randomized year bin and roads, year bins are
randomly selected into treatment and control. A latitude or longitude is
randomly selected and the treatment decays linearly from the latitude or
longitude. The true treatment effect of one of the roads randomizations is
depicted in Figure 2.14. These randomizations test the performance of dif-
ferent methods’ ability to estimate heterogeneous treatments under various
degrees of randomness and various spatial patterns.
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2.3 Methods
2.3.1 Average Treatment Effect Estimation
This paper compares a series of models which can be used to estimate av-
erage treatment effects. The benchmark is the standard linear model (SLM).
The SLM uses square feet, lot size, age of house, rooms, bathrooms, census
tract fixed effects, and binned year fixed effects. Years and census blocks are
left as unobserved variables so that they can be used as unobserved selection
into treatment. While the models will be able to estimate the larger spatial
and temporal patterns with the census tract and binned year fixed effects.
The two parametric spatial models are the spatial autoregressive model
(SAR) and the spatial error model (SEM). In both of these models, all of
the covariates from the linear model are included as well as B-splines to con-
trol for nonlinearity in the covariates. Both spatial models rely on different
assumptions. The SAR model assumes the data generating process is
Y = ρWY +Xβ + ,
where ρ represents the spatial spillover from neighborhood housing prices.
Previous literature has found evidence of spatial spillovers in the housing
market. The SEM model assumes the data generating process is
Y = Xβ + υ
υ = λWυ + ,
where λ represents the autocorrelation between neighboring observations.
This model assumes that errors are spatially correlated.
Double selection (DS) (Belloni et al., 2014) uses a three-step estimator.
First, LASSO iS estimated from the outcome on covariates. Second, LASSO
is estimated from the treatment on covariates. Lastly, OLS is estimated
from the outcome on treatment and covariates selected in either of the first
two steps. Double Selection uses LASSO to capture the variables that are
important for predicting the outcome and treatment out-of-sample. This
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technique relies on a sparsity assumption to be unbiased. While we may not
expect sparsity in the standard variables, I create transformations of covari-
ates, including logs, polynomials, bins, and B-splines. If we assume there is
some unknown non-linearity in the covariates, then the transformations of
the covariates will be sparse.
Generalized Additive Models (GAMs) (Wood, 2004; Wood et al., 2016)
use penalized splines to capture nonlinear relationships between outcome
and covariates. The penalized splines cause coefficients to be biased towards
the linear coefficient. The model is estimated with a penalized likelihood
function that are fitted with generalized cross-validation.
Double Machine Learning (DML) (Chernozhukov et al., 2018) uses ma-
chine learning algorithms to estimate consistent treatment effects. There is
a three-step estimation. First, estimate residuals from machine learning of
outcome on covariates. Second, estimate residuals from machine learning of
treatment on covariates. Third, regress residuals on each other. This paper
uses four machine learning algorithms: LASSO (Friedman et al., 2010), XG-
Boost (Chen and Guestrin, 2016), Random Forest (Athey et al., 2016), and
GAM (Wood, 2017). This paper splits the sample in half. This paper does
not experiment with different hyperparameters; changing the hyperparame-
ters may change the performance and speed of DML.
Propensity score matching is used to create a sample where treatment
and control groups have a similar likelihood of being treated conditional on
observable characteristics. Propensity scores are estimated with a logit model
of all observable characteristics of the transaction. While creating a balanced
sample, matching discards observations which should decrease performance.
All methods that do not explicitly estimate propensity scores are tested with
both a full sample and a matched sample.
2.3.2 Conditional Average Treatment Effect Estimation
This paper compares the estimation of conditional average treatment ef-
fects using a series of standard and machine learning techniques. The sim-
plest method is conditional mean regression, also known as T-Learner (Nie
124
and Wager, 2017; Ku¨nzel et al., 2017), where two regressions are run: one on
the treatment sample and one on the control sample. The difference in the
predicted values is the conditional average treatment effect,
̂CATE(x) = µˆ(1, x)− µˆ(0, x).
This estimator is used to test LASSO and the linear model. In spatial econo-
metrics, the traditional method for CATE estimation is conditionally para-
metric regression (CPAR), also known as geographically weighted regression
(GWR). CPAR estimates separate coefficients for each location,
Yi = xiβi + .
This paper uses a tri-cube kernel with a bandwidth of 0.15 and Maha-
lanobis distance. The coefficients are the estimated CATE,
̂CATE(x) = βi.
Causal Forest (Athey and Imbens, 2016; Wager and Athey, 2018) adapts
regression forests (Breiman, 2001) to estimate unbiased conditional average
treatment effects. The paper also uses Causal Forest with local centering
(CF LC) which uses Yi − µˆ(xi) in place of Yi and Di − pˆ(xi) in place of Di,
which has better performance in non-random Monte Carlo experiments.
The two general machine learning methods are Modified Covariates Method
with efficiency augmentation (MCM EA) and R-Learning (RL), which use
least absolute shrinkage and selection operator (LASSO) as the base learning.
While the coefficients of LASSO are biased, the predictions from LASSO can
be used as global approximations. Other machine learning algorithms can be
used to estimate MCM EA and RL. The Modified Covariate Method with
efficiency augmentation requires
βˆMCM EA = argmin
β
{ 1
N
N∑
i=1
(2Di − 1) Di − p(Xi)
4p(Xi)(1− p(Xi))
(2(2Di − 1)(Yi − µ(Xi))−Xiβ)2
}
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The R-Learning estimator is
βˆRL = argmin
β
{ 1
N
N∑
i=1
[
(Yi − µ(Xi))− (Di − p(Xi))Xiβ
]2}
To estimate the CATEs from MCM EA and R-Learning, cross-fitting is
used. Chernozhukov et al. (2018) show that this process removes bias from
overfitting. The sample is split in half and each method estimates p(Xi) and
µ(Xi) for both subsets of the data. Then the predictions from the other
subset are averaged to estimate the CATE,
̂CATE(x) =
xiβ1 + xiβ2
2
.
For the machine learning methods to estimate geographically heteroge-
neous treatment effects, a set of spatial variables must be created. This
paper compares two methods: fixed effects and spline interactions. Spatial
fixed effects are the standard choice in the hedonics literature, where each
transaction is coded as a 1 or 0 if it is in a specific geographical area, in
this case, census block. However, as the spatial scale shrinks less and fewer
observations are in each census block, in some cases only one transaction
is made in a census block. Since machine learning techniques use sample
splitting, some sub-samples do not even contain a single transaction from a
census block and no effect is estimated. The alternative this paper proposes
is to use interacted cubic B-splines across latitude and longitude, creating
a B-spline surface across all geographic points. B-spline variables contain
non-zero elements in more transactions and are overlapping; each transac-
tion will have non-zero elements in multiple B-spline variables. These two
sets of spatial variables are used to estimate geographically heterogeneous
treatment effects.
Figure 2.1 shows a simple demonstration of how B-splines can be used to
estimate a non-linear relationship. Between 2005 and 2010, the U.S. hous-
ing market saw a large asset bubble, where there is a non-linear relationship
between time and price. The spline variables are in light blue and the pre-
dicted price from the spline model is in blue. The blue line fits closely with
the LOESS predictions, in green, while using the same degrees of freedom as
the year fixed effects predictions, in red.
The empirical Monte Carlo experiment uses 50 simulations of each ran-
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domization. The results are evaluated with Mean Squared Error (MSE),
MSE =
1
N
N∑
i=1
[ ̂CATE(x)− CATE(X)]2,
and Mean Absolute Deviation (MAD),
MAD =
1
N
N∑
i=1
| ̂CATE(x)− CATE(X)|.
2.4 Results
2.4.1 Average Treatment Effect Estimation
Tables 2.2, 2.3, and 2.4 show the results of the empirical Monte Carlo
experiment. Through all the randomizations, DML has the lowest MSE and
MAD. While the standard linear model (SLM) consistently has one of the
highest MSE and MAD. Under full randomization, DML decreases the MSE
by 19 percent and the MAD by 12 percent from the SLM. While under point
randomization, the DML decreases the MSE by 84 percent and the MAD
by 60 percent from the SLM. Tables 2.3 and 2.4 show that GAM performs
second-best after DML, when there is not full randomization. Under year
randomization, GAM decreases the MSE by 28 percent and the MAD by 14
percent from the SLM. While under point randomization, the DML decreases
the MSE by 71 percent and the MAD by 51 percent from the SLM. DML
and GAM have the largest efficiency gains when there is unobserved selection
into treatment.
Tables 2.2, 2.3, and 2.4 also show the run computation times in seconds.
The longest computation time is the SEM model at around 50 seconds. The
second highest is DML at around 30 seconds. The penalized maximum likeli-
hood functions are the only other estimators that take longer than a second,
with GAM around 8 seconds and DS around 4 seconds, while the linear
models all take under a second.
Figures 2.2, 2.3, and 2.4 show the distribution of coefficients for SLM,
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SAR, GAM, and DML. The efficiency gains for DML become larger as the
randomization decreases. The distributions are nearly identical under full
randomization, Figure 2.2. Figures 2.3 and 2.4 show larger efficiency gains
for DML and GAM. The efficiency gains from SAR over the SLM only show
up in point randomization.
2.4.2 Conditional Average Treatment Effect Estimation
This paper examines the performance under different forms of selection into
treatment and different forms of spatial heterogeneity. Using point random-
ization for treatment effects, three types of selection into treatment are used:
randomized transaction, randomized year bin, and event study. Throughout
the different randomizations, three methods perform consistently better than
the other methods: CPAR, RL, and CF LC. Under randomized transaction
in Table 2.5, CPAR performs the best with an MSE of 0.0018, followed by
CF LC, 0.0027, and RL, 0.0035. CF LC and RL are within two standard
deviations of CPAP’s MSE. Under randomized year bin in Table 2.8, CF LC
performs the best with an MSE of 0.0275, followed by CPAR, 0.0281, and
RL, 0.0315. CPAR and RL are within two standard deviations of CF LC’s
MSE. Under randomized year bin in Table 2.8, RL performs the best with
an MSE of 0.0787, followed by CF LC, 0.0801, and CPAR, 0.0902. CPAR’s
MSE is more than two standard deviations from the RL and CF LC’s MSEs.
While CPAR has the best performance when there is full randomization, RL
and CF LC become the preferred method when there is unobserved selection
into treatment. The RL, CF LC, and CPAR are not statistically different
from the best performer until the event study, where the machine learning
improvements are statistically significant.
The four different types of spatial patterns are randomized point, random-
ized point cut-off, randomized point discrete, and randomized roads. These
four spatial patterns are compared with unobserved selection into treatment,
randomized year bin. Under randomized point in Table 2.8, CF LC performs
the best with an MSE of 0.0275, followed by CPAR, 0.0281, and RL, 0.0315.
Under randomized point cut-off in Table 2.14, CF LC performs the best with
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an MSE of 0.0344, followed by RL, 0.0352, and CPAR, 0.0357. Under ran-
domized point discrete in Table 2.17, CF LC performs the best with an MSE
of 0.0360, followed by RL, 0.0376, and CPAR, 0.0389. Under randomized
roads in Table 2.20, RL performs the best with an MSE of 0.0290, followed
by CF LC, 0.0298, and CPAR, 0.0336. RL and CF LC perform better than
CPAR in almost all randomizations. None of the differences in RL, CF LC,
and CPAR MSEs are statically signficant from the best
The four different spatial patterns present different challenges to each of
the different methods. Figure 2.6 shows a single simulation of the estimated
effects of randomized year bin and point. All of the estimation methods
roughly estimate the pattern of the true effect, Figure 2.5. However, in
Figure 2.7 all methods similarly overestimate in the more rural areas with
larger census blocks and underestimate in the more urban areas with smaller
census blocks.
Figure 2.9 shows a single simulation of the estimated effects of randomized
year bin and cut-off. The true treatment effect is depicted in Figure 2.8.
None of the methods are able to estimate the cut-off and instead estimate
a smoother treatment decay. Figure 2.10 shows the residuals; all methods
overestimate near the cut-off.
Figure 2.12 shows a single simulation of the estimated effects of randomized
year bin and discrete. While all methods are able to estimate the general
shape, these methods are unable to estimate much of the outer orange and
light blue areas of the true effect in Figure 2.11. Figure 2.13 shows the
residuals, the pattern in the residuals is different for CPAR, R-Learning
and CF with local centering, where the machine learning methods show less
spatial autocorrelation.
Figure 2.15 shows a single simulation of the estimated effects of random-
ized year bin and road. All methods struggle to estimate the true effect in
Figure 2.14. Figure 2.16 shows that the residuals are biased; this simulation
exemplifies the effects of unobserved confounding on estimation.
2.5 Conclusion
This paper finds that DML has the best performance across all randomiza-
tions, with largest efficiency gains when there is unobserved selection into
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treatment. GAM performs similarly well when there is unobserved selec-
tion into treatment. Computation time for DML was 3.5 times longer than
for GAM. However, under full randomization, the efficiency gains over the
standard linear model from DML and GAM are much smaller.
This paper finds that R-Learning and Causal Forests with local centering
have the best single estimator performance when there is unobserved selec-
tion into treatment. CPAR has the best performance when there is random
treatment while Ensemble methods outperform any single estimator in all
randomizations.
Under unobserved selection into treatment, CATE estimation can be im-
paired. While this level of confounding may not be realistic, it exemplifies
the problems with confounding that may be present in other real-world ap-
plications of CATE estimation.
This paper analyzes a variety of general methods, this work can be ex-
tended by analyzing other methods. Some extensions to these models may
have better performance than the methods tested in this paper. Kang and
Dall’erba (2016) show that mixed GWR (Fotheringham et al., 2002) has ad-
vantages over traditional CPAR or GWR. Other matching methods may per-
form better than propensity score matching, including Mahalanobis distance
matching and coarsened exact matching (King and Nielsen, 2018). CATE
methods can also be averaged for ATE estimation. There are also a large
number of machine learning algorithms which may improve model fit and
inference.
Another method for analyzing heterogeneous treatment effects is to esti-
mate separate parameters, sometimes referred to as Group Average Treat-
ment Effects (GATEs). McMillen and Thorsnes (2003) finds that GATEs
are less stable than CATEs estimated with CPAR. This paper treats ATE
and CATE methods as separate but both methods can be used to estimate
GATEs. Another possible extension is the estimation of GATEs with ATE
and CATE methods.
This paper uses popular “off-the-shelf” functions in R to perform estima-
tion. The time taken for each model can be shortened with different packages
and programs. When increasing the number of observations, GAM and SEM
have then largest increases in time taken. When increasing the number of
covariates, the machine learning algorithms are designed to efficiently esti-
mate. Another possible extension would evaluate the speed and performance
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of each method at larger sample sizes and with more covariates.
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2.6 Tables and Figures
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Table 2.2: Treatment Estimation Error: Full Randomization
MSE MAD Min 10th Q Median 90th Q Max Range Skew Kurtosis SD Seconds
DML 0.000123 0.009060 -0.0219 -0.0126 0.0009 0.0166 0.0250 0.0469 0.0210 -0.7347 0.0111 27.55
Spline 0.000126 0.009369 -0.0268 -0.0162 -0.0002 0.0141 0.0201 0.0469 -0.1626 -0.8471 0.0113 0.19
OS 0.000128 0.009380 -0.0272 -0.0162 -0.0009 0.0135 0.0231 0.0502 -0.0774 -0.7274 0.0114 0.37
SAR 0.000129 0.009464 -0.0275 -0.0159 -0.0013 0.0133 0.0199 0.0475 -0.2038 -0.7930 0.0114 0.56
DS 0.000131 0.009388 -0.0347 -0.0143 -0.0028 0.0149 0.0221 0.0568 -0.0870 0.0074 0.0115 3.59
GAM 0.000134 0.009510 -0.0238 -0.0168 0.0013 0.0135 0.0185 0.0423 -0.2059 -1.0241 0.0116 7.82
SEM 0.000135 0.009461 -0.0292 -0.0155 0.0007 0.0142 0.0238 0.0531 -0.1816 -0.6031 0.0117 44.93
SLM 0.000152 0.010315 -0.0307 -0.0185 0.0013 0.0133 0.0190 0.0497 -0.2717 -0.9784 0.0123 0.03
OS match 0.000161 0.010680 -0.0294 -0.0153 0.0002 0.0165 0.0244 0.0538 -0.1999 -0.7734 0.0128 0.30
Spline match 0.000164 0.010963 -0.0305 -0.0136 0.0030 0.0153 0.0250 0.0556 -0.2740 -0.7607 0.0129 0.16
SAR match 0.000174 0.011319 -0.0323 -0.0135 0.0045 0.0161 0.0252 0.0575 -0.3244 -0.7374 0.0132 0.44
GAM match 0.000175 0.011473 -0.0276 -0.0172 0.0007 0.0174 0.0260 0.0536 -0.1089 -1.0758 0.0133 7.48
SEM match 0.000177 0.011388 -0.0362 -0.0151 0.0041 0.0169 0.0263 0.0625 -0.3970 -0.4485 0.0134 23.90
SLM match 0.000180 0.011277 -0.0339 -0.0171 0.0028 0.0174 0.0245 0.0585 -0.3804 -0.6500 0.0135 0.03
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.3: Treatment Estimation Error: Year Randomization
MSE MAD Min 10th Q Median 90th Q Max Range Skew Kurtosis SD Seconds
DML 0.000415 0.016819 -0.0430 -0.0301 -0.0048 0.0215 0.0507 0.0936 0.3625 -0.3919 0.0200 27.87
GAM 0.000496 0.017822 -0.0401 -0.0267 -0.0021 0.0285 0.0599 0.0999 0.4054 -0.3652 0.0225 7.96
GAM match 0.000534 0.018641 -0.0499 -0.0327 -0.0052 0.0246 0.0455 0.0954 0.2231 -0.5704 0.0227 7.49
SEM 0.000635 0.020873 -0.0519 -0.0326 -0.0056 0.0256 0.0717 0.1236 0.4357 -0.0302 0.0252 45.00
SAR 0.000654 0.020888 -0.0447 -0.0330 -0.0033 0.0350 0.0619 0.1066 0.4157 -0.5424 0.0258 0.56
SAR match 0.000683 0.021425 -0.0499 -0.0329 -0.0070 0.0406 0.0559 0.1058 0.5761 -0.4618 0.0261 0.44
OS 0.000685 0.021665 -0.0542 -0.0327 -0.0049 0.0361 0.0610 0.1152 0.3568 -0.6117 0.0264 0.36
Spline match 0.000688 0.021392 -0.0477 -0.0324 -0.0039 0.0404 0.0564 0.1041 0.5510 -0.5205 0.0264 0.16
Spline 0.000689 0.021311 -0.0498 -0.0331 -0.0046 0.0351 0.0634 0.1133 0.3792 -0.5480 0.0265 0.20
SLM 0.000692 0.020940 -0.0512 -0.0356 -0.0017 0.0291 0.0738 0.1250 0.3874 -0.0355 0.0263 0.03
DS 0.000693 0.021688 -0.0522 -0.0410 -0.0071 0.0248 0.0492 0.1013 0.1110 -0.7968 0.0260 5.53
OS match 0.000702 0.022059 -0.0501 -0.0318 -0.0052 0.0387 0.0577 0.1078 0.5842 -0.5210 0.0266 0.30
SEM match 0.000756 0.022952 -0.0554 -0.0413 -0.0129 0.0199 0.0772 0.1326 0.7072 0.6349 0.0261 23.08
SLM match 0.000922 0.024624 -0.0623 -0.0462 -0.0129 0.0235 0.0794 0.1417 0.5697 0.4434 0.0284 0.03
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.4: Treatment Estimation Error: Point Randomization Difference in Difference
MSE MAD Min 10th Q Median 90th Q Max Range Skew Kurtosis SD Seconds
DML 0.001845 0.032419 -0.1286 -0.0439 0.0001 0.0609 0.0985 0.2271 -0.2132 0.8097 0.0429 29.25
GAM 0.003519 0.040305 -0.1287 -0.0433 0.0040 0.0867 0.1734 0.3021 1.0249 1.6153 0.0592 8.65
GAM match 0.004227 0.051985 -0.1245 -0.0779 -0.0121 0.0708 0.1833 0.3078 0.4336 0.2305 0.0657 3.71
DS 0.004384 0.050206 -0.1593 -0.0487 0.0167 0.1212 0.1493 0.3085 0.1242 0.1735 0.0649 3.75
Spline match 0.004838 0.057762 -0.1455 -0.0843 0.0187 0.0838 0.1837 0.3292 -0.0760 -0.4339 0.0696 0.09
SEM match 0.004890 0.053909 -0.1306 -0.0642 0.0162 0.1032 0.2266 0.3571 0.5258 0.5592 0.0682 4.93
OS 0.005243 0.053272 -0.1674 -0.0475 0.0124 0.1139 0.1795 0.3469 0.1572 0.3423 0.0700 0.40
SLM match 0.005257 0.057252 -0.1437 -0.0565 0.0229 0.0980 0.2114 0.3551 0.2601 0.2653 0.0696 0.02
Spline 0.005273 0.053947 -0.1677 -0.0470 0.0112 0.1196 0.1736 0.3413 0.1634 0.2287 0.0706 0.21
SAR 0.005281 0.053195 -0.1709 -0.0428 0.0075 0.1209 0.1767 0.3476 0.2010 0.3529 0.0706 0.62
OS match 0.005342 0.060262 -0.1549 -0.0898 0.0112 0.1015 0.1491 0.3039 -0.2204 -0.6763 0.0733 0.17
SAR match 0.005875 0.061122 -0.1508 -0.0847 0.0167 0.0910 0.2077 0.3585 0.0133 0.1592 0.0766 0.13
SEM 0.006211 0.059053 -0.1878 -0.0427 0.0156 0.1253 0.1864 0.3742 -0.0434 0.3503 0.0747 50.04
SLM 0.012189 0.083097 -0.2402 -0.0851 0.0219 0.1790 0.2685 0.5087 0.1388 0.1128 0.1066 0.03
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.5: CATE Error: Randomized Transaction and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR 0.0018 0.0009 0.0325 0.0068 0.0040 -0.0467 0.0022 0.0563
CF LC 0.0027 0.0009 0.0404 0.0066 0.0020 -0.0614 0.0009 0.0663
RL 0.0035 0.0015 0.0462 0.0111 0.0019 -0.0718 0.0023 0.0745
MCM EA 0.0035 0.0016 0.0468 0.0119 0.0020 -0.0725 0.0026 0.0764
CF 0.0038 0.0011 0.0486 0.0071 0.0023 -0.0748 0.0014 0.0796
CF LC FE 0.0064 0.0014 0.0643 0.0082 0.0020 -0.1003 0.0010 0.1060
MCM EA FE 0.0071 0.0016 0.0693 0.0097 0.0020 -0.1094 0.0046 0.1101
RL FE 0.0072 0.0017 0.0693 0.0103 0.0019 -0.1102 0.0050 0.1101
CF FE 0.0073 0.0015 0.0685 0.0080 0.0014 -0.1080 0.0004 0.1123
LASSO CMR 0.0092 0.0024 0.0707 0.0096 0.0018 -0.1075 0.0015 0.1120
LASSO CMR FE 0.0126 0.0020 0.0853 0.0076 0.0019 -0.1312 0.0021 0.1346
LM CMR FE 0.0194 0.0024 0.1028 0.0072 0.0019 -0.1598 0.0024 0.1618
LM CMR 0.0660 0.2120 0.1292 0.0091 0.0028 -0.1947 0.0017 0.1986
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
Table 2.6: CATE Error: Randomized Transaction and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL — mean 0.0019 0.0008 0.0330 0.0063 0.0030 -0.0487 0.0013 0.0560
CPAR/RL — mean 0.0019 0.0009 0.0337 0.0084 0.0029 -0.0506 0.0018 0.0575
CPAR/MCM EA — mean 0.0019 0.0010 0.0340 0.0086 0.0030 -0.0510 0.0019 0.0582
CPAR/CF CL/RL — mean 0.0020 0.0009 0.0341 0.0079 0.0026 -0.0512 0.0015 0.0578
CPAR/CF CL/MCM EA — mean 0.0020 0.0009 0.0344 0.0081 0.0027 -0.0515 0.0015 0.0581
CPAR/CF CL/MCM EA — median 0.0021 0.0008 0.0354 0.0073 0.0025 -0.0534 0.0014 0.0597
CPAR/CF CL/RL — median 0.0021 0.0008 0.0353 0.0072 0.0026 -0.0531 0.0014 0.0595
CPAR/CF CL/MCM EA/RL — mean 0.0022 0.0010 0.0362 0.0089 0.0025 -0.0550 0.0015 0.0612
CPAR/RL/MCM EA — mean 0.0023 0.0011 0.0369 0.0095 0.0026 -0.0563 0.0015 0.0627
CPAR/CF CL/MCM EA/RL — median 0.0024 0.0011 0.0385 0.0092 0.0023 -0.0591 0.0018 0.0645
CF LC/RL — mean 0.0026 0.0011 0.0401 0.0090 0.0019 -0.0618 0.0015 0.0662
MCM EA/CF LC — mean 0.0027 0.0011 0.0404 0.0093 0.0020 -0.0626 0.0016 0.0671
MCM EA/RL/CF LC — mean 0.0028 0.0012 0.0416 0.0100 0.0020 -0.0647 0.0017 0.0687
CPAR/RL/MCM EA — median 0.0032 0.0014 0.0446 0.0110 0.0020 -0.0693 0.0022 0.0731
MCM EA/RL/CF LC — median 0.0033 0.0014 0.0451 0.0110 0.0020 -0.0701 0.0023 0.0735
MCM EA/RL — mean 0.0034 0.0015 0.0463 0.0113 0.0020 -0.0720 0.0024 0.0753
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.7: CATE Error: Randomized Transaction and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR 0.0018 0.0009 0.0325 0.0068 0.0040 -0.0467 0.0022 0.0563
CPAR/CF CL — mean 0.0019 0.0008 0.0330 0.0063 0.0030 -0.0487 0.0013 0.0560
CPAR/RL — mean 0.0019 0.0009 0.0337 0.0084 0.0029 -0.0506 0.0018 0.0575
CPAR/MCM EA — mean 0.0019 0.0010 0.0340 0.0086 0.0030 -0.0510 0.0019 0.0582
CPAR/CF CL/RL — mean 0.0020 0.0009 0.0341 0.0079 0.0026 -0.0512 0.0015 0.0578
CPAR/CF CL/MCM EA — mean 0.0020 0.0009 0.0344 0.0081 0.0027 -0.0515 0.0015 0.0581
CPAR/CF CL/MCM EA — median 0.0021 0.0008 0.0354 0.0073 0.0025 -0.0534 0.0014 0.0597
CPAR/CF CL/RL — median 0.0021 0.0008 0.0353 0.0072 0.0026 -0.0531 0.0014 0.0595
CPAR/CF CL/MCM EA/RL — mean 0.0022 0.0010 0.0362 0.0089 0.0025 -0.0550 0.0015 0.0612
CPAR/RL/MCM EA — mean 0.0023 0.0011 0.0369 0.0095 0.0026 -0.0563 0.0015 0.0627
CPAR/CF CL/MCM EA/RL — median 0.0024 0.0011 0.0385 0.0092 0.0023 -0.0591 0.0018 0.0645
CF LC/RL — mean 0.0026 0.0011 0.0401 0.0090 0.0019 -0.0618 0.0015 0.0662
MCM EA/CF LC — mean 0.0027 0.0011 0.0404 0.0093 0.0020 -0.0626 0.0016 0.0671
CF LC 0.0027 0.0009 0.0404 0.0066 0.0020 -0.0614 0.0009 0.0663
MCM EA/RL/CF LC — mean 0.0028 0.0012 0.0416 0.0100 0.0020 -0.0647 0.0017 0.0687
CPAR/RL/MCM EA — median 0.0032 0.0014 0.0446 0.0110 0.0020 -0.0693 0.0022 0.0731
MCM EA/RL/CF LC — median 0.0033 0.0014 0.0451 0.0110 0.0020 -0.0701 0.0023 0.0735
MCM EA/RL — mean 0.0034 0.0015 0.0463 0.0113 0.0020 -0.0720 0.0024 0.0753
RL 0.0035 0.0015 0.0462 0.0111 0.0019 -0.0718 0.0023 0.0745
MCM EA 0.0035 0.0016 0.0468 0.0119 0.0020 -0.0725 0.0026 0.0764
CF 0.0038 0.0011 0.0486 0.0071 0.0023 -0.0748 0.0014 0.0796
CF LC FE 0.0064 0.0014 0.0643 0.0082 0.0020 -0.1003 0.0010 0.1060
MCM EA FE 0.0071 0.0016 0.0693 0.0097 0.0020 -0.1094 0.0046 0.1101
RL FE 0.0072 0.0017 0.0693 0.0103 0.0019 -0.1102 0.0050 0.1101
CF FE 0.0073 0.0015 0.0685 0.0080 0.0014 -0.1080 0.0004 0.1123
LASSO CMR 0.0092 0.0024 0.0707 0.0096 0.0018 -0.1075 0.0015 0.1120
LASSO CMR FE 0.0126 0.0020 0.0853 0.0076 0.0019 -0.1312 0.0021 0.1346
LM CMR FE 0.0194 0.0024 0.1028 0.0072 0.0019 -0.1598 0.0024 0.1618
LM CMR 0.0660 0.2120 0.1292 0.0091 0.0028 -0.1947 0.0017 0.1986
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.8: CATE Error: Randomized Year Bin and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CF LC 0.0275 0.0213 0.1322 0.0631 0.0084 -0.2025 0.0010 0.2250
CPAR 0.0281 0.0267 0.1313 0.0776 0.0106 -0.2059 -0.0058 0.2341
RL 0.0315 0.0265 0.1395 0.0660 0.0123 -0.2095 0.0085 0.2301
MCM EA 0.0319 0.0312 0.1336 0.0697 -0.0114 -0.2304 -0.0115 0.1939
CF LC FE 0.0319 0.0244 0.1419 0.0650 0.0087 -0.2124 0.0024 0.2381
MCM EA FE 0.0322 0.0296 0.1347 0.0676 -0.0092 -0.2236 -0.0077 0.1939
CF 0.0595 0.0480 0.1951 0.0940 0.0206 -0.2737 -0.0010 0.3473
LASSO CMR FE 0.0674 0.0385 0.2071 0.0691 0.0247 -0.3018 0.0217 0.3659
CF FE 0.0677 0.0528 0.2078 0.0980 0.0246 -0.2930 0.0052 0.3748
LASSO CMR 0.0684 0.0387 0.2072 0.0686 0.0242 -0.3039 0.0186 0.3647
RL FE 0.4965 3.2781 0.1422 0.0761 0.0067 -0.2072 0.0087 0.2293
LM CMR 2.5211 6.3003 0.3941 0.4123 -0.1027 -0.3869 -0.0041 0.4021
LM CMR FE 5.0466 15.0609 0.4491 0.7476 -0.2243 -0.3367 0.0007 0.3474
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
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Table 2.9: CATE Error: Randomized Year Bin and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/MCM EA — mean 0.0250 0.0227 0.1249 0.0680 0.0025 -0.2053 -0.0047 0.2050
CPAR/CF CL/MCM EA/RL — mean 0.0256 0.0221 0.1273 0.0669 0.0050 -0.2072 -0.0009 0.2100
CPAR/CF CL/MCM EA — median 0.0257 0.0229 0.1278 0.0687 0.0063 -0.2060 -0.0022 0.2159
CPAR/MCM EA — mean 0.0257 0.0249 0.1245 0.0706 -0.0004 -0.2080 -0.0075 0.2015
CPAR/CF CL/MCM EA/RL — median 0.0259 0.0219 0.1290 0.0663 0.0071 -0.2077 0.0016 0.2155
CPAR/RL/MCM EA — mean 0.0260 0.0228 0.1276 0.0677 0.0039 -0.2114 -0.0015 0.2082
CPAR/CF CL/RL — median 0.0261 0.0224 0.1293 0.0678 0.0101 -0.2004 0.0009 0.2216
CPAR/CF CL — mean 0.0261 0.0237 0.1280 0.0721 0.0095 -0.2018 -0.0053 0.2231
MCM EA/CF LC — mean 0.0264 0.0225 0.1276 0.0628 -0.0015 -0.2097 -0.0026 0.2001
CPAR/CF CL/RL — mean 0.0265 0.0236 0.1298 0.0706 0.0104 -0.2043 -0.0008 0.2241
MCM EA/RL/CF LC — mean 0.0266 0.0213 0.1298 0.0621 0.0031 -0.2095 0.0018 0.2078
MCM EA/RL/CF LC — median 0.0270 0.0208 0.1316 0.0618 0.0060 -0.2087 0.0034 0.2159
CPAR/RL/MCM EA — median 0.0272 0.0223 0.1314 0.0660 0.0062 -0.2153 0.0029 0.2158
CPAR/RL — mean 0.0275 0.0252 0.1313 0.0734 0.0115 -0.2082 -0.0012 0.2267
CF LC/RL — mean 0.0279 0.0227 0.1335 0.0650 0.0103 -0.2043 0.0047 0.2248
MCM EA/RL — mean 0.0283 0.0225 0.1319 0.0617 0.0005 -0.2162 0.0007 0.2059
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.10: CATE Error: Randomized Year Bin and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/MCM EA — mean 0.0250 0.0227 0.1249 0.0680 0.0025 -0.2053 -0.0047 0.2050
CPAR/CF CL/MCM EA/RL — mean 0.0256 0.0221 0.1273 0.0669 0.0050 -0.2072 -0.0009 0.2100
CPAR/CF CL/MCM EA — median 0.0257 0.0229 0.1278 0.0687 0.0063 -0.2060 -0.0022 0.2159
CPAR/MCM EA — mean 0.0257 0.0249 0.1245 0.0706 -0.0004 -0.2080 -0.0075 0.2015
CPAR/CF CL/MCM EA/RL — median 0.0259 0.0219 0.1290 0.0663 0.0071 -0.2077 0.0016 0.2155
CPAR/RL/MCM EA — mean 0.0260 0.0228 0.1276 0.0677 0.0039 -0.2114 -0.0015 0.2082
CPAR/CF CL/RL — median 0.0261 0.0224 0.1293 0.0678 0.0101 -0.2004 0.0009 0.2216
CPAR/CF CL — mean 0.0261 0.0237 0.1280 0.0721 0.0095 -0.2018 -0.0053 0.2231
MCM EA/CF LC — mean 0.0264 0.0225 0.1276 0.0628 -0.0015 -0.2097 -0.0026 0.2001
CPAR/CF CL/RL — mean 0.0265 0.0236 0.1298 0.0706 0.0104 -0.2043 -0.0008 0.2241
MCM EA/RL/CF LC — mean 0.0266 0.0213 0.1298 0.0621 0.0031 -0.2095 0.0018 0.2078
MCM EA/RL/CF LC — median 0.0270 0.0208 0.1316 0.0618 0.0060 -0.2087 0.0034 0.2159
CPAR/RL/MCM EA — median 0.0272 0.0223 0.1314 0.0660 0.0062 -0.2153 0.0029 0.2158
CPAR/RL — mean 0.0275 0.0252 0.1313 0.0734 0.0115 -0.2082 -0.0012 0.2267
CF LC 0.0275 0.0213 0.1322 0.0631 0.0084 -0.2025 0.0010 0.2250
CF LC/RL — mean 0.0279 0.0227 0.1335 0.0650 0.0103 -0.2043 0.0047 0.2248
CPAR 0.0281 0.0267 0.1313 0.0776 0.0106 -0.2059 -0.0058 0.2341
MCM EA/RL — mean 0.0283 0.0225 0.1319 0.0617 0.0005 -0.2162 0.0007 0.2059
RL 0.0315 0.0265 0.1395 0.0660 0.0123 -0.2095 0.0085 0.2301
MCM EA 0.0319 0.0312 0.1336 0.0697 -0.0114 -0.2304 -0.0115 0.1939
CF LC FE 0.0319 0.0244 0.1419 0.0650 0.0087 -0.2124 0.0024 0.2381
MCM EA FE 0.0322 0.0296 0.1347 0.0676 -0.0092 -0.2236 -0.0077 0.1939
CF 0.0595 0.0480 0.1951 0.0940 0.0206 -0.2737 -0.0010 0.3473
LASSO CMR FE 0.0674 0.0385 0.2071 0.0691 0.0247 -0.3018 0.0217 0.3659
CF FE 0.0677 0.0528 0.2078 0.0980 0.0246 -0.2930 0.0052 0.3748
LASSO CMR 0.0684 0.0387 0.2072 0.0686 0.0242 -0.3039 0.0186 0.3647
RL FE 0.4965 3.2781 0.1422 0.0761 0.0067 -0.2072 0.0087 0.2293
LM CMR 2.5211 6.3003 0.3941 0.4123 -0.1027 -0.3869 -0.0041 0.4021
LM CMR FE 5.0466 15.0609 0.4491 0.7476 -0.2243 -0.3367 0.0007 0.3474
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.11: CATE Error: Randomized ES and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
RL 0.0787 0.0056 0.2671 0.0092 -0.0046 -0.3314 -0.0261 0.3414
CF LC 0.0801 0.0050 0.2690 0.0089 -0.0045 -0.3364 -0.0231 0.3380
RL FE 0.0891 0.0075 0.2808 0.0083 -0.0017 -0.3445 -0.0155 0.3607
CPAR 0.0902 0.0032 0.2927 0.0062 -0.0056 -0.3541 -0.0215 0.3416
CF LC FE 0.0906 0.0051 0.2821 0.0083 -0.0018 -0.3568 -0.0115 0.3598
LASSO CMR 0.1178 0.0042 0.3048 0.0091 -0.0119 -0.4384 -0.0268 0.4304
MCM EA FE 0.1190 0.0223 0.3041 0.0321 -0.0033 -0.3883 -0.0678 0.4406
LASSO CMR FE 0.1208 0.0045 0.3088 0.0090 -0.0103 -0.4365 -0.0186 0.4297
LM CMR FE 0.1477 0.0252 0.3324 0.0266 -0.0303 -0.4807 -0.0260 0.4279
CF 0.1484 0.0049 0.3507 0.0060 -0.0041 -0.4769 0.0014 0.4687
CF FE 0.1604 0.0056 0.3643 0.0071 -0.0036 -0.4994 -0.0034 0.4930
LM CMR 0.2037 0.0195 0.3356 0.0142 -0.0154 -0.4849 -0.0144 0.4524
MCM EA 0.2347 0.2845 0.4104 0.2101 0.0666 -0.4505 -0.0444 0.6486
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
Table 2.12: CATE Error: Randomized ES and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CF LC/RL — mean 0.0784 0.0052 0.2679 0.0090 -0.0045 -0.3307 -0.0297 0.3364
CPAR/CF CL/RL — median 0.0797 0.0043 0.2730 0.0079 -0.0046 -0.3290 -0.0358 0.3306
CPAR/CF CL/RL — mean 0.0808 0.0040 0.2762 0.0074 -0.0049 -0.3278 -0.0175 0.3323
CPAR/RL — mean 0.0824 0.0036 0.2798 0.0069 -0.0051 -0.3298 -0.0169 0.3336
CPAR/CF CL — mean 0.0833 0.0035 0.2807 0.0068 -0.0050 -0.3336 -0.0073 0.3332
MCM EA/RL/CF LC — median 0.0845 0.0065 0.2782 0.0110 -0.0006 -0.3394 -0.0230 0.3509
CPAR/CF CL/MCM EA/RL — median 0.0856 0.0060 0.2835 0.0107 -0.0006 -0.3364 -0.0072 0.3453
CPAR/RL/MCM EA — median 0.0905 0.0097 0.2914 0.0168 0.0017 -0.3463 -0.0132 0.3602
CPAR/CF CL/MCM EA — median 0.0906 0.0086 0.2914 0.0151 0.0011 -0.3471 -0.0243 0.3582
CPAR/CF CL/MCM EA/RL — mean 0.1033 0.0382 0.3071 0.0519 0.0130 -0.3528 -0.0372 0.4041
MCM EA/RL/CF LC — mean 0.1112 0.0548 0.3123 0.0694 0.0192 -0.3636 -0.0389 0.4335
CPAR/RL/MCM EA — mean 0.1143 0.0565 0.3201 0.0701 0.0188 -0.3637 -0.0406 0.4331
CPAR/CF CL/MCM EA — mean 0.1148 0.0563 0.3208 0.0700 0.0189 -0.3646 -0.0388 0.4334
MCM EA/RL — mean 0.1348 0.0974 0.3352 0.1052 0.0310 -0.3846 -0.0430 0.4900
MCM EA/CF LC — mean 0.1353 0.0972 0.3361 0.1051 0.0311 -0.3850 -0.0402 0.4889
CPAR/MCM EA — mean 0.1410 0.1009 0.3476 0.1063 0.0305 -0.3880 -0.0429 0.4880
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.13: CATE Error: Randomized ES and Point
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CF LC/RL — mean 0.0784 0.0052 0.2679 0.0090 -0.0045 -0.3307 -0.0297 0.3364
RL 0.0787 0.0056 0.2671 0.0092 -0.0046 -0.3314 -0.0261 0.3414
CPAR/CF CL/RL — median 0.0797 0.0043 0.2730 0.0079 -0.0046 -0.3290 -0.0358 0.3306
CF LC 0.0801 0.0050 0.2690 0.0089 -0.0045 -0.3364 -0.0231 0.3380
CPAR/CF CL/RL — mean 0.0808 0.0040 0.2762 0.0074 -0.0049 -0.3278 -0.0175 0.3323
CPAR/RL — mean 0.0824 0.0036 0.2798 0.0069 -0.0051 -0.3298 -0.0169 0.3336
CPAR/CF CL — mean 0.0833 0.0035 0.2807 0.0068 -0.0050 -0.3336 -0.0073 0.3332
MCM EA/RL/CF LC — median 0.0845 0.0065 0.2782 0.0110 -0.0006 -0.3394 -0.0230 0.3509
CPAR/CF CL/MCM EA/RL — median 0.0856 0.0060 0.2835 0.0107 -0.0006 -0.3364 -0.0072 0.3453
RL FE 0.0891 0.0075 0.2808 0.0083 -0.0017 -0.3445 -0.0155 0.3607
CPAR 0.0902 0.0032 0.2927 0.0062 -0.0056 -0.3541 -0.0215 0.3416
CPAR/RL/MCM EA — median 0.0905 0.0097 0.2914 0.0168 0.0017 -0.3463 -0.0132 0.3602
CPAR/CF CL/MCM EA — median 0.0906 0.0086 0.2914 0.0151 0.0011 -0.3471 -0.0243 0.3582
CF LC FE 0.0906 0.0051 0.2821 0.0083 -0.0018 -0.3568 -0.0115 0.3598
CPAR/CF CL/MCM EA/RL — mean 0.1033 0.0382 0.3071 0.0519 0.0130 -0.3528 -0.0372 0.4041
MCM EA/RL/CF LC — mean 0.1112 0.0548 0.3123 0.0694 0.0192 -0.3636 -0.0389 0.4335
CPAR/RL/MCM EA — mean 0.1143 0.0565 0.3201 0.0701 0.0188 -0.3637 -0.0406 0.4331
CPAR/CF CL/MCM EA — mean 0.1148 0.0563 0.3208 0.0700 0.0189 -0.3646 -0.0388 0.4334
LASSO CMR 0.1178 0.0042 0.3048 0.0091 -0.0119 -0.4384 -0.0268 0.4304
MCM EA FE 0.1190 0.0223 0.3041 0.0321 -0.0033 -0.3883 -0.0678 0.4406
LASSO CMR FE 0.1208 0.0045 0.3088 0.0090 -0.0103 -0.4365 -0.0186 0.4297
MCM EA/RL — mean 0.1348 0.0974 0.3352 0.1052 0.0310 -0.3846 -0.0430 0.4900
MCM EA/CF LC — mean 0.1353 0.0972 0.3361 0.1051 0.0311 -0.3850 -0.0402 0.4889
CPAR/MCM EA — mean 0.1410 0.1009 0.3476 0.1063 0.0305 -0.3880 -0.0429 0.4880
LM CMR FE 0.1477 0.0252 0.3324 0.0266 -0.0303 -0.4807 -0.0260 0.4279
CF 0.1484 0.0049 0.3507 0.0060 -0.0041 -0.4769 0.0014 0.4687
CF FE 0.1604 0.0056 0.3643 0.0071 -0.0036 -0.4994 -0.0034 0.4930
LM CMR 0.2037 0.0195 0.3356 0.0142 -0.0154 -0.4849 -0.0144 0.4524
MCM EA 0.2347 0.2845 0.4104 0.2101 0.0666 -0.4505 -0.0444 0.6486
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.14: CATE Error: Randomized Year and Point Cut - Off
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CF LC 0.0344 0.0244 0.1521 0.0638 0.0118 -0.2259 0.0108 0.2533
RL 0.0352 0.0241 0.1520 0.0626 0.0118 -0.2305 0.0121 0.2559
CPAR 0.0357 0.0284 0.1565 0.0755 0.0101 -0.2412 0.0010 0.2639
RL FE 0.0398 0.0279 0.1600 0.0686 0.0163 -0.2369 0.0098 0.2763
CF LC FE 0.0408 0.0284 0.1642 0.0670 0.0160 -0.2358 0.0072 0.2797
MCM EA 0.0411 0.0454 0.1549 0.0785 0.0129 -0.2311 0.0091 0.2569
MCM EA FE 0.0439 0.0354 0.1602 0.0702 0.0083 -0.2357 0.0026 0.2624
LASSO CMR 0.0651 0.0350 0.2038 0.0651 0.0139 -0.3049 0.0054 0.3469
LASSO CMR FE 0.0670 0.0368 0.2084 0.0670 0.0159 -0.3089 0.0046 0.3569
CF 0.0693 0.0476 0.2161 0.0846 0.0153 -0.3194 0.0133 0.3499
CF FE 0.0803 0.0499 0.2341 0.0842 0.0166 -0.3380 0.0084 0.3858
LM CMR FE 0.0948 0.0836 0.2251 0.0805 0.0112 -0.3249 0.0108 0.3544
LM CMR 0.1824 0.1829 0.2562 0.0761 0.0105 -0.3617 0.0135 0.3852
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
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Table 2.15: CATE Error: Randomized Year and Point Cut - Off
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/RL — mean 0.0329 0.0254 0.1490 0.0697 0.0112 -0.2240 0.0072 0.2525
CPAR/CF CL/RL — median 0.0330 0.0249 0.1492 0.0675 0.0112 -0.2236 0.0085 0.2504
CPAR/CF CL/MCM EA — median 0.0331 0.0260 0.1492 0.0689 0.0114 -0.2247 0.0092 0.2532
CPAR/CF CL/MCM EA/RL — median 0.0332 0.0251 0.1488 0.0672 0.0115 -0.2253 0.0105 0.2537
CPAR/CF CL — mean 0.0333 0.0262 0.1507 0.0717 0.0109 -0.2278 0.0062 0.2553
CPAR/CF CL/MCM EA/RL — mean 0.0334 0.0270 0.1482 0.0699 0.0117 -0.2223 0.0082 0.2549
CPAR/RL — mean 0.0334 0.0260 0.1499 0.0713 0.0109 -0.2275 0.0055 0.2554
CPAR/CF CL/MCM EA — mean 0.0335 0.0286 0.1482 0.0721 0.0116 -0.2210 0.0071 0.2560
CF LC/RL — mean 0.0337 0.0242 0.1501 0.0642 0.0118 -0.2244 0.0113 0.2516
CPAR/RL/MCM EA — mean 0.0340 0.0284 0.1484 0.0714 0.0116 -0.2242 0.0077 0.2568
MCM EA/RL/CF LC — median 0.0343 0.0245 0.1502 0.0640 0.0118 -0.2285 0.0126 0.2535
CPAR/RL/MCM EA — median 0.0343 0.0256 0.1503 0.0668 0.0115 -0.2304 0.0112 0.2547
MCM EA/RL/CF LC — mean 0.0345 0.0273 0.1495 0.0666 0.0122 -0.2255 0.0115 0.2561
CPAR/MCM EA — mean 0.0347 0.0323 0.1489 0.0758 0.0115 -0.2222 0.0055 0.2592
MCM EA/CF LC — mean 0.0352 0.0305 0.1497 0.0691 0.0124 -0.2233 0.0105 0.2576
MCM EA/RL — mean 0.0364 0.0304 0.1512 0.0679 0.0124 -0.2298 0.0120 0.2605
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.16: CATE Error: Randomized Year and Point Cut - Off
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/RL — mean 0.0329 0.0254 0.1490 0.0697 0.0112 -0.2240 0.0072 0.2525
CPAR/CF CL/RL — median 0.0330 0.0249 0.1492 0.0675 0.0112 -0.2236 0.0085 0.2504
CPAR/CF CL/MCM EA — median 0.0331 0.0260 0.1492 0.0689 0.0114 -0.2247 0.0092 0.2532
CPAR/CF CL/MCM EA/RL — median 0.0332 0.0251 0.1488 0.0672 0.0115 -0.2253 0.0105 0.2537
CPAR/CF CL — mean 0.0333 0.0262 0.1507 0.0717 0.0109 -0.2278 0.0062 0.2553
CPAR/CF CL/MCM EA/RL — mean 0.0334 0.0270 0.1482 0.0699 0.0117 -0.2223 0.0082 0.2549
CPAR/RL — mean 0.0334 0.0260 0.1499 0.0713 0.0109 -0.2275 0.0055 0.2554
CPAR/CF CL/MCM EA — mean 0.0335 0.0286 0.1482 0.0721 0.0116 -0.2210 0.0071 0.2560
CF LC/RL — mean 0.0337 0.0242 0.1501 0.0642 0.0118 -0.2244 0.0113 0.2516
CPAR/RL/MCM EA — mean 0.0340 0.0284 0.1484 0.0714 0.0116 -0.2242 0.0077 0.2568
MCM EA/RL/CF LC — median 0.0343 0.0245 0.1502 0.0640 0.0118 -0.2285 0.0126 0.2535
CPAR/RL/MCM EA — median 0.0343 0.0256 0.1503 0.0668 0.0115 -0.2304 0.0112 0.2547
CF LC 0.0344 0.0244 0.1521 0.0638 0.0118 -0.2259 0.0108 0.2533
MCM EA/RL/CF LC — mean 0.0345 0.0273 0.1495 0.0666 0.0122 -0.2255 0.0115 0.2561
CPAR/MCM EA — mean 0.0347 0.0323 0.1489 0.0758 0.0115 -0.2222 0.0055 0.2592
MCM EA/CF LC — mean 0.0352 0.0305 0.1497 0.0691 0.0124 -0.2233 0.0105 0.2576
RL 0.0352 0.0241 0.1520 0.0626 0.0118 -0.2305 0.0121 0.2559
CPAR 0.0357 0.0284 0.1565 0.0755 0.0101 -0.2412 0.0010 0.2639
MCM EA/RL — mean 0.0364 0.0304 0.1512 0.0679 0.0124 -0.2298 0.0120 0.2605
RL FE 0.0398 0.0279 0.1600 0.0686 0.0163 -0.2369 0.0098 0.2763
CF LC FE 0.0408 0.0284 0.1642 0.0670 0.0160 -0.2358 0.0072 0.2797
MCM EA 0.0411 0.0454 0.1549 0.0785 0.0129 -0.2311 0.0091 0.2569
MCM EA FE 0.0439 0.0354 0.1602 0.0702 0.0083 -0.2357 0.0026 0.2624
LASSO CMR 0.0651 0.0350 0.2038 0.0651 0.0139 -0.3049 0.0054 0.3469
LASSO CMR FE 0.0670 0.0368 0.2084 0.0670 0.0159 -0.3089 0.0046 0.3569
CF 0.0693 0.0476 0.2161 0.0846 0.0153 -0.3194 0.0133 0.3499
CF FE 0.0803 0.0499 0.2341 0.0842 0.0166 -0.3380 0.0084 0.3858
LM CMR FE 0.0948 0.0836 0.2251 0.0805 0.0112 -0.3249 0.0108 0.3544
LM CMR 0.1824 0.1829 0.2562 0.0761 0.0105 -0.3617 0.0135 0.3852
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.17: CATE Error: Randomized Year Bin and Point Discrete
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CF LC 0.0360 0.0244 0.1572 0.0615 -0.0186 -0.2632 -0.0248 0.2279
RL 0.0376 0.0242 0.1587 0.0601 -0.0179 -0.2682 -0.0262 0.2322
CPAR 0.0389 0.0292 0.1650 0.0742 -0.0223 -0.2815 -0.0341 0.2424
MCM EA 0.0424 0.0330 0.1606 0.0648 -0.0261 -0.2827 -0.0286 0.2184
CF LC FE 0.0469 0.0274 0.1782 0.0573 -0.0190 -0.2965 -0.0274 0.2616
MCM EA FE 0.0492 0.0350 0.1751 0.0634 -0.0252 -0.2945 -0.0319 0.2463
LASSO CMR 0.0703 0.0325 0.2142 0.0605 -0.0211 -0.3616 -0.0247 0.3220
LASSO CMR FE 0.0709 0.0333 0.2161 0.0609 -0.0210 -0.3633 -0.0228 0.3265
CF 0.0751 0.0455 0.2289 0.0800 -0.0283 -0.3716 -0.0416 0.3307
CF FE 0.0877 0.0464 0.2469 0.0756 -0.0282 -0.3985 -0.0403 0.3644
LM CMR FE 0.1158 0.0992 0.2406 0.0860 -0.0273 -0.3798 -0.0223 0.3313
LM CMR 0.2390 0.2348 0.2785 0.0882 -0.0282 -0.4193 -0.0238 0.3684
RL FE 0.3090 1.8543 0.1729 0.0625 -0.0188 -0.2851 -0.0271 0.2554
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
Table 2.18: CATE Error: Randomized Year Bin and Point Discrete
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/MCM EA — mean 0.0346 0.0262 0.1534 0.0664 -0.0223 -0.2641 -0.0275 0.2190
CPAR/CF CL/MCM EA/RL — mean 0.0347 0.0254 0.1538 0.0650 -0.0212 -0.2631 -0.0274 0.2218
CPAR/CF CL/MCM EA — median 0.0349 0.0260 0.1551 0.0663 -0.0213 -0.2673 -0.0279 0.2225
CPAR/CF CL/RL — mean 0.0350 0.0257 0.1561 0.0673 -0.0196 -0.2634 -0.0289 0.2284
CPAR/CF CL/RL — median 0.0350 0.0253 0.1558 0.0652 -0.0194 -0.2645 -0.0289 0.2262
CPAR/CF CL/MCM EA/RL — median 0.0350 0.0251 0.1553 0.0644 -0.0205 -0.2648 -0.0279 0.2249
CPAR/RL/MCM EA — mean 0.0353 0.0260 0.1545 0.0656 -0.0221 -0.2657 -0.0287 0.2218
CPAR/CF CL — mean 0.0355 0.0266 0.1576 0.0698 -0.0204 -0.2666 -0.0291 0.2316
CF LC/RL — mean 0.0355 0.0243 0.1560 0.0617 -0.0183 -0.2623 -0.0261 0.2271
MCM EA/RL/CF LC — mean 0.0356 0.0247 0.1540 0.0607 -0.0209 -0.2644 -0.0256 0.2216
CPAR/RL — mean 0.0358 0.0263 0.1579 0.0689 -0.0201 -0.2671 -0.0312 0.2320
CPAR/MCM EA — mean 0.0358 0.0281 0.1546 0.0682 -0.0242 -0.2697 -0.0300 0.2179
MCM EA/CF LC — mean 0.0359 0.0259 0.1535 0.0614 -0.0224 -0.2656 -0.0256 0.2178
MCM EA/RL/CF LC — median 0.0361 0.0241 0.1562 0.0606 -0.0200 -0.2663 -0.0265 0.2261
CPAR/RL/MCM EA — median 0.0365 0.0255 0.1574 0.0642 -0.0212 -0.2718 -0.0274 0.2260
MCM EA/RL — mean 0.0375 0.0256 0.1559 0.0601 -0.0220 -0.2704 -0.0256 0.2227
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Table 2.19: CATE Error: Randomized Year Bin and Point Discrete
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
CPAR/CF CL/MCM EA — mean 0.0346 0.0262 0.1534 0.0664 -0.0223 -0.2641 -0.0275 0.2190
CPAR/CF CL/MCM EA/RL — mean 0.0347 0.0254 0.1538 0.0650 -0.0212 -0.2631 -0.0274 0.2218
CPAR/CF CL/MCM EA — median 0.0349 0.0260 0.1551 0.0663 -0.0213 -0.2673 -0.0279 0.2225
CPAR/CF CL/RL — mean 0.0350 0.0257 0.1561 0.0673 -0.0196 -0.2634 -0.0289 0.2284
CPAR/CF CL/RL — median 0.0350 0.0253 0.1558 0.0652 -0.0194 -0.2645 -0.0289 0.2262
CPAR/CF CL/MCM EA/RL — median 0.0350 0.0251 0.1553 0.0644 -0.0205 -0.2648 -0.0279 0.2249
CPAR/RL/MCM EA — mean 0.0353 0.0260 0.1545 0.0656 -0.0221 -0.2657 -0.0287 0.2218
CPAR/CF CL — mean 0.0355 0.0266 0.1576 0.0698 -0.0204 -0.2666 -0.0291 0.2316
CF LC/RL — mean 0.0355 0.0243 0.1560 0.0617 -0.0183 -0.2623 -0.0261 0.2271
MCM EA/RL/CF LC — mean 0.0356 0.0247 0.1540 0.0607 -0.0209 -0.2644 -0.0256 0.2216
CPAR/RL — mean 0.0358 0.0263 0.1579 0.0689 -0.0201 -0.2671 -0.0312 0.2320
CPAR/MCM EA — mean 0.0358 0.0281 0.1546 0.0682 -0.0242 -0.2697 -0.0300 0.2179
MCM EA/CF LC — mean 0.0359 0.0259 0.1535 0.0614 -0.0224 -0.2656 -0.0256 0.2178
CF LC 0.0360 0.0244 0.1572 0.0615 -0.0186 -0.2632 -0.0248 0.2279
MCM EA/RL/CF LC — median 0.0361 0.0241 0.1562 0.0606 -0.0200 -0.2663 -0.0265 0.2261
CPAR/RL/MCM EA — median 0.0365 0.0255 0.1574 0.0642 -0.0212 -0.2718 -0.0274 0.2260
MCM EA/RL — mean 0.0375 0.0256 0.1559 0.0601 -0.0220 -0.2704 -0.0256 0.2227
RL 0.0376 0.0242 0.1587 0.0601 -0.0179 -0.2682 -0.0262 0.2322
CPAR 0.0389 0.0292 0.1650 0.0742 -0.0223 -0.2815 -0.0341 0.2424
MCM EA 0.0424 0.0330 0.1606 0.0648 -0.0261 -0.2827 -0.0286 0.2184
CF LC FE 0.0469 0.0274 0.1782 0.0573 -0.0190 -0.2965 -0.0274 0.2616
MCM EA FE 0.0492 0.0350 0.1751 0.0634 -0.0252 -0.2945 -0.0319 0.2463
LASSO CMR 0.0703 0.0325 0.2142 0.0605 -0.0211 -0.3616 -0.0247 0.3220
LASSO CMR FE 0.0709 0.0333 0.2161 0.0609 -0.0210 -0.3633 -0.0228 0.3265
CF 0.0751 0.0455 0.2289 0.0800 -0.0283 -0.3716 -0.0416 0.3307
CF FE 0.0877 0.0464 0.2469 0.0756 -0.0282 -0.3985 -0.0403 0.3644
LM CMR FE 0.1158 0.0992 0.2406 0.0860 -0.0273 -0.3798 -0.0223 0.3313
LM CMR 0.2390 0.2348 0.2785 0.0882 -0.0282 -0.4193 -0.0238 0.3684
RL FE 0.3090 1.8543 0.1729 0.0625 -0.0188 -0.2851 -0.0271 0.2554
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.20: CATE Error: Randomized Year Bin and Roads
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
RL 0.0286 0.0235 0.1382 0.0658 -0.0416 -0.2511 -0.0475 0.1657
CF LC 0.0290 0.0238 0.1406 0.0665 -0.0437 -0.2561 -0.0525 0.1587
RL FE 0.0314 0.0266 0.1416 0.0724 -0.0449 -0.2668 -0.0460 0.1704
MCM EA 0.0327 0.0321 0.1380 0.0698 -0.0440 -0.2519 -0.0463 0.1526
CPAR 0.0336 0.0293 0.1517 0.0772 -0.0512 -0.2868 -0.0590 0.1721
CF LC FE 0.0338 0.0266 0.1507 0.0678 -0.0465 -0.2726 -0.0536 0.1769
MCM EA FE 0.0372 0.0361 0.1491 0.0813 -0.0482 -0.2816 -0.0456 0.1691
LASSO CMR 0.0564 0.0307 0.1930 0.0621 -0.0522 -0.3453 -0.0596 0.2477
LASSO CMR FE 0.0601 0.0340 0.1985 0.0646 -0.0531 -0.3566 -0.0586 0.2574
CF 0.0605 0.0462 0.2023 0.0876 -0.0659 -0.3638 -0.0789 0.2278
CF FE 0.0695 0.0483 0.2195 0.0867 -0.0678 -0.3794 -0.0860 0.2604
LM CMR FE 0.1032 0.0957 0.2262 0.0886 -0.0666 -0.3925 -0.0530 0.2725
LM CMR 0.1908 0.1732 0.2578 0.0780 -0.0628 -0.4223 -0.0495 0.3116
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD
denotes mean absolute deviation. Simulation standard deviations are calculated for MSE and MAD.
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Table 2.21: CATE Error: Randomized Year Bin and Roads
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
MCM EA/RL/CF LC — median 0.0278 0.0237 0.1366 0.0668 -0.0429 -0.2509 -0.0492 0.1572
MCM EA/RL/CF LC — mean 0.0278 0.0243 0.1356 0.0663 -0.0431 -0.2485 -0.0488 0.1546
CF LC/RL — mean 0.0279 0.0236 0.1379 0.0667 -0.0427 -0.2518 -0.0508 0.1602
CPAR/CF CL/MCM EA/RL — median 0.0279 0.0249 0.1379 0.0700 -0.0449 -0.2562 -0.0522 0.1559
CPAR/CF CL/MCM EA/RL — mean 0.0281 0.0252 0.1377 0.0697 -0.0452 -0.2551 -0.0525 0.1549
CPAR/CF CL/RL — median 0.0282 0.0247 0.1394 0.0699 -0.0450 -0.2588 -0.0536 0.1579
MCM EA/CF LC — mean 0.0285 0.0257 0.1356 0.0668 -0.0439 -0.2480 -0.0491 0.1507
CPAR/RL/MCM EA — mean 0.0286 0.0258 0.1381 0.0702 -0.0456 -0.2556 -0.0525 0.1555
CPAR/CF CL/MCM EA — median 0.0286 0.0260 0.1392 0.0717 -0.0466 -0.2601 -0.0538 0.1543
CPAR/CF CL/RL — mean 0.0287 0.0253 0.1404 0.0712 -0.0455 -0.2610 -0.0539 0.1592
CPAR/CF CL/MCM EA — mean 0.0287 0.0261 0.1384 0.0708 -0.0463 -0.2566 -0.0527 0.1533
MCM EA/RL — mean 0.0288 0.0252 0.1356 0.0660 -0.0428 -0.2484 -0.0470 0.1556
CPAR/RL/MCM EA — median 0.0288 0.0257 0.1387 0.0709 -0.0451 -0.2595 -0.0505 0.1585
CPAR/RL — mean 0.0294 0.0260 0.1422 0.0726 -0.0464 -0.2650 -0.0550 0.1631
CPAR/MCM EA — mean 0.0299 0.0280 0.1398 0.0722 -0.0476 -0.2590 -0.0536 0.1540
CPAR/CF CL — mean 0.0300 0.0264 0.1434 0.0733 -0.0474 -0.2690 -0.0543 0.1605
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
Table 2.22: CATE Error: Randomized Year Bin and Roads
MSE SD(MSE) MAD SD(MAD) Mean 10th Q Median 90th Q
MCM EA/RL/CF LC — median 0.0278 0.0237 0.1366 0.0668 -0.0429 -0.2509 -0.0492 0.1572
MCM EA/RL/CF LC — mean 0.0278 0.0243 0.1356 0.0663 -0.0431 -0.2485 -0.0488 0.1546
CF LC/RL — mean 0.0279 0.0236 0.1379 0.0667 -0.0427 -0.2518 -0.0508 0.1602
CPAR/CF CL/MCM EA/RL — median 0.0279 0.0249 0.1379 0.0700 -0.0449 -0.2562 -0.0522 0.1559
CPAR/CF CL/MCM EA/RL — mean 0.0281 0.0252 0.1377 0.0697 -0.0452 -0.2551 -0.0525 0.1549
CPAR/CF CL/RL — median 0.0282 0.0247 0.1394 0.0699 -0.0450 -0.2588 -0.0536 0.1579
MCM EA/CF LC — mean 0.0285 0.0257 0.1356 0.0668 -0.0439 -0.2480 -0.0491 0.1507
RL 0.0286 0.0235 0.1382 0.0658 -0.0416 -0.2511 -0.0475 0.1657
CPAR/RL/MCM EA — mean 0.0286 0.0258 0.1381 0.0702 -0.0456 -0.2556 -0.0525 0.1555
CPAR/CF CL/MCM EA — median 0.0286 0.0260 0.1392 0.0717 -0.0466 -0.2601 -0.0538 0.1543
CPAR/CF CL/RL — mean 0.0287 0.0253 0.1404 0.0712 -0.0455 -0.2610 -0.0539 0.1592
CPAR/CF CL/MCM EA — mean 0.0287 0.0261 0.1384 0.0708 -0.0463 -0.2566 -0.0527 0.1533
MCM EA/RL — mean 0.0288 0.0252 0.1356 0.0660 -0.0428 -0.2484 -0.0470 0.1556
CPAR/RL/MCM EA — median 0.0288 0.0257 0.1387 0.0709 -0.0451 -0.2595 -0.0505 0.1585
CF LC 0.0290 0.0238 0.1406 0.0665 -0.0437 -0.2561 -0.0525 0.1587
CPAR/RL — mean 0.0294 0.0260 0.1422 0.0726 -0.0464 -0.2650 -0.0550 0.1631
CPAR/MCM EA — mean 0.0299 0.0280 0.1398 0.0722 -0.0476 -0.2590 -0.0536 0.1540
CPAR/CF CL — mean 0.0300 0.0264 0.1434 0.0733 -0.0474 -0.2690 -0.0543 0.1605
RL FE 0.0314 0.0266 0.1416 0.0724 -0.0449 -0.2668 -0.0460 0.1704
MCM EA 0.0327 0.0321 0.1380 0.0698 -0.0440 -0.2519 -0.0463 0.1526
CPAR 0.0336 0.0293 0.1517 0.0772 -0.0512 -0.2868 -0.0590 0.1721
CF LC FE 0.0338 0.0266 0.1507 0.0678 -0.0465 -0.2726 -0.0536 0.1769
MCM EA FE 0.0372 0.0361 0.1491 0.0813 -0.0482 -0.2816 -0.0456 0.1691
LASSO CMR 0.0564 0.0307 0.1930 0.0621 -0.0522 -0.3453 -0.0596 0.2477
LASSO CMR FE 0.0601 0.0340 0.1985 0.0646 -0.0531 -0.3566 -0.0586 0.2574
CF 0.0605 0.0462 0.2023 0.0876 -0.0659 -0.3638 -0.0789 0.2278
CF FE 0.0695 0.0483 0.2195 0.0867 -0.0678 -0.3794 -0.0860 0.2604
LM CMR FE 0.1032 0.0957 0.2262 0.0886 -0.0666 -0.3925 -0.0530 0.2725
LM CMR 0.1908 0.1732 0.2578 0.0780 -0.0628 -0.4223 -0.0495 0.3116
This table summarizes the parameter estimation error. MSE denotes mean squared error. MAD denotes mean absolute deviation.
Simulation standard deviations are calculated for MSE and MAD.
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Figure 2.1: Spline v. Fixed Effects
Figure 2.2: Full Randomization
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Figure 2.3: Year Randomization
Figure 2.4: Point Randomization DID
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Figure 2.5: True Effect Point
146
(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.6: Single Simulation of Estimated Effects of Randomized Year Bin
and Point
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.7: Single Simulation of Residuals of Randomized Year Bin and
Point
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Figure 2.8: True Effect Cut-Off
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.9: Single Simulation of Estimated Effects of Randomized Year Bin
and Cut-Off
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.10: Single Simulation of Residuals of Randomized Year Bin and
Point Cut-Off
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Figure 2.11: True Effect Discrete
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.12: Single Simulation of Estimated Effects of Randomized Year
Bin and Discrete
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.13: Single Simulation of Residuals of Randomized Year Bin and
Point Discrete
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Figure 2.14: True Effect Road
155
(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.15: Single Simulation of Estimated Effects of Randomized Year
Bin and Road
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(a) CPAR (b) CF with Local Centering
(c) R-Learning (d) Ensemble
Figure 2.16: Single Simulation of Residuals of Randomized Year Bin and
Point Road
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CHAPTER 3
DETERMINANTS OF SUPERFUND
CLEANUP DURATION
3.1 Introduction
This paper characterizes the relationship between demographic and funding
attributes of Superfund sites and the duration of construction completion
and deletion of Superfund site cleanup status. The relationship between
demographics and cleanup can be indicative of environmental justice issues.
The relationship between funding sources and cleanup duration can aid in
improving the Superfund program in the future.
This paper analyzes the three periods of the Superfund program. The
program began cleaning hazardous waste sites in 1980. In 1994, President
Clinton signed Executive Order 12898 - Federal Actions to Address Environ-
mental Justice in Minority Populations and Low-Income Populations, which
directed the EPA to address health and environmental risks in minority and
low-income areas. Since 1994, Burda and Harding (2014) find that this sig-
nificantly reduced cleanup duration times in black and urban communities.
However, O’Neil (2007) finds that this executive order had little effect on
the Superfund program. In 1995, the authority to tax polluters for the Su-
perfund Trust Fund expired. From 1997 to 2001, the Trust Fund balance
decreased from $4.7 billion to $1.5 billion. Since 2001, the majority of Su-
perfund expenditures have come from federal appropriations. However, the
appropriations have also been declining; between 1999 and 2013, annual fed-
eral appropriations to the Superfund program declined from $2 billion to
$1.1 billion, and EPA expenditures declined from $0.7 billion to $0.4 billion.
Over this same period, annual median per-site expenditures decreased by
48 percent (Government Accountability Office, 2015). While this decline in
Superfund expenditures is not a discrete event, it marks a period when EPA
could not anticipate more funding and resulted in reduced remedial actions,
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additions to the NPL, and completions.
This paper finds that before the 1994 environmental justice Executive Or-
der, sites in white neighborhoods have construction completed more slowly
and were deleted from the NPL faster. After 1994 this pattern decreases,
providing evidence for the hypothesis that white communities are effective
at lobbying for more effective cleanup or that project managers are more
fearful of liability from white communities in the construction phase. In the
deletion phase sites in white neighborhoods experienced faster cleanup be-
fore 1994, slower cleanup between 1994 and 2000, and faster cleanup after
2000. The incentives for communities may be different during the deletion
phase. As deletion is the more publicized status change, white communities
can expect a more substantial bump in housing prices. During the deletion
phase, communities may lobby the EPA for faster deletion times.
Previous literature has characterized some determinants of Superfund du-
ration. Sigman (2001) finds potentially responsible parties are the largest
source of cleanup delays. She also finds that the community has an influ-
ence on the duration for two variables: higher voter turnout (faster cleanup)
and higher median household income (slower cleanup). Burda and Hard-
ing (2014) find that before 1994, Superfund site cleanup was significantly
slower for black and urban communities. After the 1994 Executive Order,
they found that Superfund sites with lower income and with larger elderly
populations had a shorter time to deletion.
There are a number of reasons why demographics are not orthogonal to
cleanup duration. One explanation is that political representation of the
community affects duration. However, Hird (1993) found that, in the early
stages of the program’s history, political representation had statistically in-
significant effects on duration. However, he only looks at congressional repre-
sentation. Since many sites use state and local government funding, political
representation on the state and local level may have an effect on the duration
of these sites. Becker (2004) found that a higher degree of homeownership, a
greater concentration of Democratic voters, and being located in a metropoli-
tan area increased air pollution abatement. These varaibles could also affect
Superfund cleanup duration. Also, these variables are not included in this
analysis and could be correlated with demographics and affecting cleanup
duration, which biases coefficients. Since this analysis does not contain all
these variables, it is not possible determine if these results are caused by
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discrimination or omitted variables.
Drawing conclusions about welfare from the cleanup duration is difficult for
a few reasons. Likely the dominant effect of quicker cleanups is a reduction
in health risks. Fazzo et al. (2017) summarize the existing literature and find
that there are causal relationships between living near hazardous waste sites
and health issues including liver, bladder, breast, and testis cancers, non-
Hodgkin’s lymphoma, asthma, congenital anomalies overall and anomalies
of the neural tube, urogenital, connective, and musculoskeletal systems, low
birth weight, and pre-term birth. There are also positive effects on the hous-
ing market (Mastromonaco, 2014; Cameron, 2006; Gamper-Rabindran and
Timmins, 2011; Mastromonaco and Maniloff, 2018; Walsh and Mui, 2017),
though these effects may be insignificant statistically (Greenstone and Gal-
lagher, 2008). However, more extensive cleanups can take longer and cleanups
that are too quick may be ineffective. Viscusi and Hamilton (1999) find that
regulator decisions tend to be based on risk-perception biases and politics
of the community, while many of the health risks of the chemicals are not
significant in regulatory decisions.
While initial selection in areas with Superfund sites may influence the
generalizability of the conclusions; sorting after Superfund status changes
may bias estimates. Gamper-Rabindran and Timmins (2011) find evidence
of residential sorting by income in response to changes in Superfund site
status. However, they do not find evidence of racial sorting. Table 3.3 shows
that there are not significant changes in demographics from final listing on the
NPL to construction completion or from construction completion to deletion
from the NPL. This paper uses demographics at the initial status change to
avoid the possibility of endogenous sorting biasing results.
This paper uses duration models to estimate the relationship between the
demographic and funding attributes of Superfund sites and cleanup duration.
Many Superfund sites are in the cleanup process, which causes right censoring
of the data. Duration models take advantage of the information about sites
still in the cleanup process. This paper uses Weibull regressions, which are
parametric models that assume the distribution of probability to cleanup
happening at every period. This distributional assumption is relaxed with
the second model. The Cox Proportional Hazard model is a semi-parametric
model which flexibly estimates the base hazard function and parametrically
estimates the coefficients for the covariates in the model.
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3.2 Data
This paper uses two data sources, EPA’s Superfund data and the decennial
census data. Table 3.1 shows the summary statistics for the full data set.
The Superfund data set contains the location of all 1670 proposed Superfund
sites, which is matched to the census data for the demographic variables.
The largest drop in the sample comes from 244 sites NPL sites that do not
have a medium of pollution noted. Table 3.2 shows the sample of sites that
have pollution data. None of the means of variables change by more than
a standard deviation. Most of the 208 sites without pollution data were on
the final NPL but not yet completed. This is likely because they are in the
early stages of cleanup and not all mediums of pollution have been verified.
Conclusions of this paper are limited to Superfund sites with stated mediums
of pollution.
3.3 Methods
The simplest survival model is the accelerated failure-time model, which
assumes that the data generating process of the time to event, T , is
ln(T ) = β′x+ σ,
where  is the error term, and σ is a shape parameter. The distribution
assumption of epsilon has a large effect on the probability of the event and
any time, t, given the covariates, h(t|x), also known as the hazard function.
When  is assumed to be normally distributed, the hazard function becomes
h(t|x) = h0(te−β′x))e−β′x.
When  is assumed to be a Weibull distribution, 1 − e( − λt)ρ, the hazard
function becomes
h(t|x) = λρ(λt)ρ−1e−λβ′x.
This creates a proportional hazard function, where the effects of the covari-
ates are proportional across time.
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The basic Cox Proportional Hazard model assumes a hazard function of
h(t;x) = h0(t)e
β′x,
where the base hazard function, h0(t), is only a function of time and the
covariates are constant over time. However, both of these assumptions are
relaxed later in the paper. The base hazard function, h0(t), is the non-
parametric part of the model which flexibly estimates the hazard rate when
the covariates are zero. The model can also be written as
h(t|x)
h0(t)
= eβ
′x,
where the hazard ratios, eβ
′x, represent the effect of each covariate on the
hazard rate above or below the base hazard function.
This paper uses two proportional hazard models. Another way to interpret
these models is through the cumulative event function,
E(t|x) = 1− e−H(t|x),
where H(t|x) is the cumulative hazard function. The cumulative event func-
tion is the probability that a site has been cleaned at time, t. This method
of interpretation gives a visual representation of the magnitudes of each co-
efficient over time.
This paper uses stratification to handle unobserved geographic variation.
Both Cox and Weibull models are nonlinear models, which makes fixed effects
inconsistent because of the incidental parameters problem. Greene (2004)
uses Monte Carlo simulations to show that fixed effects create a significant
incidental parameter problem for Weibull regressions. Allison (2002) finds
that Cox models are also susceptible to the incidental parameter problem.
Lunn and McNeil (1995) show that fitting separate base hazard functions,
h0(t), for different strata can control for unobserved variation within each
stratum without biasing other coefficients. Liu (2014) finds that under strong
unobserved heterogeneity Cox and Weibull models outperform other methods
for duration data. She also finds that the White-Huber standard errors
can correct biased standard error estimates. This paper uses the clustered
variation of White-Huber standard errors.
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3.4 Results
The numbers reported in Tables 3.4 - 3.23 are hazard ratios with 90 percent
confidence intervals. Hazard ratios greater than one show the covariate is
associated with a higher probability of construction completion or deletion,
while hazard ratios less than one show the covariate is associated with a
lower probability of construction completion or deletion. Since the standard
errors of hazard ratios are not symmetric, 90 percent confidence intervals
are displayed and stars are used to note lower p-values. When quantiles are
used, the first quantile is always dropped. Hazard ratios are displayed for
both Cox and Weibull regressions. For Cox models hazard ratios are hr = eβ
and for Weibull regressions hazard ratios are hr = 1/e−β.
While hazard ratios are useful for interpretation of individual covariates,
they do not show the magnitude of changes in the hazard function. Also, for
some cases, multiple hazard ratios must be multiplied together to interpret
how some sites are modeled. Figures 3.1 - 3.80 plot the event functions,
E(t; x˜) = 1−e−H0(t)eβ′x˜ , where x˜ is the matrix of average covariate values. For
each stratum, the appropriate vectors of x˜ of ones or zeros produce a different
event function for each stratum. The Figures use a dotted and dashed line to
represent the reference strata, a dashed line for the insignificant strata, and
a solid line for significant strata. The colors represent different time periods:
blue for before 1994, orange for 1994-2000, and green for after 2000. For
quantile coefficients, colors get darker as quantile increases.
Table 3.4 shows the results of the full Cox model with all covariates in-
cluded in the model. The base case for the temporal variable is site completed
before 1994. The hazard ratio for sites completed between 1994 and 2000 is
0.073, so sites cleaned between 1994 and 2000 are 23 percent less likely to
have completed construction at any time in the cleanup process. Sites with
construction completed after 2000 are 67 percent less likely to have completed
construction at any time in the cleanup process. There are two explanations
for these coefficients. Sites that took a long time to clean up were more likely
to enter one of the later time bins, and reduced EPA expenditures after 2000
would lengthen the duration of construction.
Figures 3.1, 3.2, 3.3, and 3.4 show the cumulative event functions of the
interaction between white quantiles and the three time periods in the Super-
fund program. These models offer conflicting stories. All models show similar
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temporal results, that sites in the program later take longer to clean. They
also show similar results for white quantiles before 1994. Where a higher
percentage of white population is associated with longer cleanup times, both
Cox specifications and the stratified Weibull regression show that this pattern
significantly changes for the period between 1994 and 2000, with cleanups
in the 4th and 5th quantiles getting significantly faster than in the previous
period. These results fit more closely with the hypothesis that white com-
munities were lobbying for better quality and longer cleanups, and after the
1994 Executive Order, lobbying became less effective and the construction
duration became quicker. Table 3.4 shows that the stratified Weibull regres-
sion has hazard ratios flipped and significant. However, cumulative event
functions are similar to others. Tables 3.8, 3.9, 3.10, and 3.11 show the par-
tial regressions where only the variables for each demographic are included in
each regression. The four specifications provide similar results. However, the
coefficients are no longer significant. Figures 3.45 and 3.41 show that higher
quantiles of the population are significantly associated with faster construc-
tion time after 2000. These models lend some evidence to the hypothesis
that communities lobby for better and longer cleanup, but do not appear
robust.
Tables 3.12, 3.13, 3.14, and 3.15 show the hazard ratios for all models of
deletion duration. All models draw similar conclusions. Before 1994, higher
quantiles of the white population led to faster deletion. Between 1994 and
2000, higher quantiles of the white population led to slower deletion times.
After 2000, higher quantiles of the white population led to faster deletion
times, though some models find insignificant hazard ratios in the second and
third conclusions. These results are similar to the findings from Burda and
Harding (2014) showing that a higher percentage of white population leads to
quicker deletion but after the 1994 Executive Order deletions become slower.
However, areas with higher white populations receive quicker deletion after
2000, when there is limited federal funding. Figures 3.17, 3.18, 3.19, and 3.20
reflect the conclusion of the hazard ratios. Also, these Figures show much
longer deletion duration times after 2000. This is the opposite pattern that
is observed in the construction phase of the cleanup. However, the incentives
for neighborhoods may have changed; deletion from the NPL is the more
publicized status change and results in a larger increase in housing prices.
If a community is convinced that construction was clean enough, then they
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may lobby the EPA to delete the site from the NPL more quickly.
Tables 3.20 and 3.21 show the hazard ratios of sites relying on state and
responsible party funding and polluting medium and their relationship with
construction completion. Across all specifications, responsible parties cause
statistically significant delays in construction duration before 1994 and after
2000. Figures 3.65-3.72 show that the magnitudes of these effects are also
large. Similar to Sigman (2001), this paper finds that responsible parties
have a large effect on construction completion. This is the stage of cleanup
in which the EPA and the responsible parties are engaged in litigation. The
litigation process can add years to construction completion. Sites with state
funding tend to have statistically insignificant differences from sites without
state funding until after 2000 when there was a drop in federal funding.
The difference ranges from around 40 percent to 70 percent increase in the
probability of being completed and any stage in the process.
3.5 Conclusion
This paper has characterized the relationship between demographics and Su-
perfund cleanup duration. This paper finds that Superfund sites in white
neighborhoods have longer construction durations before 1994. Then, after
the 1994 Executive Order to address environmental justice, the difference in
the durations shrinks, lending evidence to the hypothesis that lobbying led
to a more extensive cleanup. In the deletion phase of cleanup, the pattern
reverses: white neighborhoods see quicker NPL deletion before 1994, slower
deletion between 1994 and 2000, and quicker deletion again after 2000. A
possible explanation for these results is the change in incentives for com-
munity lobbying. During the completion phase, communities may lobby for
higher quality cleanup, which leads to a longer construction phase. After
deletion, communities can expect higher housing prices which communities
would want soon. This result does not hold for all specifications and has
questionable robustness.
This paper also looks at the relationship between funding sources and
Superfund cleanup duration. When responsible parties are compelled to fund
cleanup, the construction phase takes much longer. This is the phase of
cleanup where litigation takes place, which is likely the cause for delay in this
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phase. The deletion phase is significantly delayed when responsible parties
are funding the cleanup. This paper also looks at the effect of having state
funding. After 2000, when there were substantial drops in federal funding, the
difference between state-funded sites and non-state-funded sites gets much
larger. Sites with state funding complete construction and are deleted from
the NPL more quickly.
This paper cannot determine why the lobbying hypothesis is supported by
the analysis. A potential extension would be to add more variables about
characteristics of the neighborhoods and sites, which have been found to
influence Superfund cleanup and other environmental abatement programs.
More insights about the relationship between community characteristics and
Superfund cleanup durations may come from a wider array of variable inter-
actions.
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3.6 Tables and Figures
Table 3.1: Summary Statistics
Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max
Surface Water 1426 0.436 0.496 0 0 1 1
Ground Water 1426 0.907 0.291 0 1 1 1
Air 1426 0.205 0.404 0 0 0 1
State Funded 1670 0.254 0.436 0 0 1 1
Responsible Party 1670 0.699 0.459 0 0 1 1
White 1670 0.779 0.225 0 0.683 0.948 1
Black 1670 0.109 0.186 0 0.008 0.123 1
Hispanic/Latino 1670 0.120 0.192 0 0.017 0.127 0.997
Other 1670 0.132 0.338 0 0 0 1
Final Listing Year 1619 1990.351 8.044 1983 1984 1994 2013
Construction Completed Year 1152 1999.616 6.423 1985 1995 2004 2017
NPL Deletion Year 339 1999.802 5.962 1986 1996 2004 2013
Pctl(25) and Pctl(75) mark the 25th and 75th quantiles of each variable. Demographic variables represent
the percent of total population.
Table 3.2: Summary Statistics of Sites with All Characteristcs
Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max
Surface Water 1426 0.436 0.496 0 0 1 1
Ground Water 1426 0.907 0.291 0 1 1 1
Air 1426 0.205 0.404 0 0 0 1
State Funded 1426 0.263 0.440 0 0 1 1
Responsible Party 1426 0.728 0.445 0 0 1 1
White 1426 0.783 0.224 0 0.684 0.950 1
Black 1426 0.107 0.181 0 0.007 0.121 1
Hispanic/Latino 1426 0.113 0.179 0 0.017 0.122 0.997
Other 1426 0.146 0.353 0 0 0 1
Final Listing Year 1411 1988.701 6.120 1983 1983 1990 2012
Construction Completed Year 1104 1999.672 6.355 1985 1995 2004 2017
NPL Deletion Year 311 2000.010 5.945 1986 1996 2004 2013
Pctl(25) and Pctl(75) mark the 25th and 75th quantiles of each variable. Demographic variables represent
the percent of total population.
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Table 3.3: Changes in Demographics
Statistic Mean St. Dev. Min Pctl(25) Pctl(75) Max
FL - CC White −0.023 0.111 −0.701 −0.057 0.019 0.452
FL - CC Black 0.006 0.062 −0.540 −0.005 0.012 0.566
FL - CC Hisp/Lat 0.020 0.071 −0.296 −0.005 0.034 0.557
FL - CC Other 0.017 0.086 −0.376 −0.015 0.040 0.677
CC - D White −0.0003 0.064 −0.411 −0.010 0.009 0.324
CC - D Black −0.003 0.036 −0.273 −0.002 0.002 0.180
CC - D Hisp/Lat 0.008 0.039 −0.147 −0.003 0.007 0.219
CC - D Other 0.003 0.047 −0.188 −0.006 0.009 0.423
Pctl(25) and Pctl(75) mark the 25th and 75th quantiles of each variable. FL - CC stands
for the percent of the demographic at the time of the final listing minus the percent of the
demographic at the time of the construction completion. CC - D stands for the percent
of the demographic at the time of the construction completion minus the percent of the
demographic at the time of the deletion.
Table 3.4: Construction Completed Duration Full Cox Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.04∗∗∗ (0.01, 0.20) 0.04∗∗∗ (0.01, 0.20) 0.04∗∗∗ (0.01, 0.20) 0.04∗∗∗ (0.01, 0.20)
1994-2000 0.07∗∗∗ (0.02, 0.23) 0.07∗∗∗ (0.02, 0.23) 0.07∗∗∗ (0.02, 0.23) 0.07∗∗∗ (0.02, 0.23)
Quantile 2 1.42 (0.81, 2.47) 0.89 (0.60, 1.30) 1.02 (0.75, 1.38) 0.36∗∗ (0.18, 0.73)
Quantile 3 1.03 (0.42, 2.53) 1.11 (0.58, 2.15) 0.45∗∗∗ (0.30, 0.68) 0.24∗∗ (0.08, 0.72)
Quantile 4 0.95 (0.22, 4.06) 0.62 (0.32, 1.22) 0.39∗∗ (0.18, 0.85) 0.16∗∗∗ (0.05, 0.48)
Quantile 5 0.50 (0.18, 1.36) 1.92∗ (1.03, 3.60) 0.13∗∗∗ (0.05, 0.35) 0.15∗∗∗ (0.05, 0.47)
1994-2000 Quantile 2 0.92 (0.60, 1.39) 1.48 (0.99, 2.23) 1.24 (0.78, 1.98) 1.12 (0.32, 3.91)
1994-2000 Quantile 3 1.05 (0.43, 2.59) 1.02 (0.58, 1.82) 2.53∗∗ (1.32, 4.86) 2.22 (0.47, 10.49)
1994-2000 Quantile 4 2.52 (0.40, 15.79) 1.54 (0.78, 3.04) 4.87∗∗∗ (2.54, 9.34) 4.88∗ (1.06, 22.55)
1994-2000 Quantile 5 1.25 (0.22, 7.01) 0.27∗∗ (0.10, 0.74) 6.72∗∗∗ (2.38, 18.98) 4.47∗ (1.02, 19.54)
After 2000 Quantile 2 0.38∗∗ (0.19, 0.77) 1.52 (0.90, 2.56) 0.78 (0.44, 1.37) 2.62 (0.96, 7.16)
After 2000 Quantile 3 0.60 (0.19, 1.90) 2.19 (0.81, 5.93) 3.26∗∗ (1.25, 8.48) 1.19 (0.25, 5.64)
After 2000 Quantile 4 0.17∗∗ (0.05, 0.64) 2.03 (0.80, 5.17) 1.27 (0.32, 5.06) 2.79 (0.57, 13.56)
After 2000 Quantile 5 0.60 (0.26, 1.38) 3.65 (0.65, 20.34) 2.78 (0.44, 17.72)
Stratification No
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.526
Observations 1,104
Log Likelihood −6,224.97
Wald Test 7,642,756.00∗∗∗ (df = 34)
Score (Logrank) Test 1,015.76∗∗∗ (df = 34)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.5: Construction Completed Duration Full Stratification Cox Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.04∗∗∗ (0.01, 0.25) 0.04∗∗∗ (0.01, 0.25) 0.04∗∗∗ (0.01, 0.25) 0.04∗∗∗ (0.01, 0.25)
1994-2000 0.07∗∗ (0.01, 0.39) 0.07∗∗ (0.01, 0.39) 0.07∗∗ (0.01, 0.39) 0.07∗∗ (0.01, 0.39)
Quantile 2 1.24 (0.78, 1.98) 0.76 (0.57, 1.01) 0.86 (0.56, 1.33) 0.26∗∗∗ (0.13, 0.53)
Quantile 3 1.00 (0.44, 2.29) 0.90 (0.57, 1.44) 0.34∗∗∗ (0.19, 0.60) 0.18∗∗∗ (0.08, 0.39)
Quantile 4 0.65 (0.16, 2.70) 0.43∗∗∗ (0.28, 0.65) 0.25∗∗∗ (0.11, 0.55) 0.11∗∗∗ (0.04, 0.27)
Quantile 5 0.28 (0.07, 1.11) 1.26 (0.76, 2.08) 0.10∗∗∗ (0.03, 0.32) 0.11∗∗∗ (0.04, 0.28)
1994-2000 Quantile 2 1.01 (0.57, 1.81) 1.60∗∗ (1.14, 2.23) 1.38 (0.88, 2.18) 1.25 (0.37, 4.21)
1994-2000 Quantile 3 1.06 (0.40, 2.78) 1.07 (0.68, 1.66) 3.12∗∗ (1.26, 7.69) 2.33 (0.60, 9.02)
1994-2000 Quantile 4 2.62 (0.38, 18.08) 1.91∗ (1.08, 3.39) 5.96∗∗∗ (2.54, 13.98) 5.67∗∗ (1.33, 24.14)
1994-2000 Quantile 5 1.40 (0.10, 19.82) 0.85 (0.41, 1.79) 6.32∗∗ (1.35, 29.63) 5.49∗ (1.31, 23.02)
After 2000 Quantile 2 0.46∗ (0.24, 0.89) 1.56 (0.93, 2.62) 0.79 (0.38, 1.61) 2.92∗ (1.02, 8.37)
After 2000 Quantile 3 0.43 (0.15, 1.22) 2.53∗ (1.04, 6.18) 2.70∗∗ (1.19, 6.13) 1.11 (0.31, 4.01)
After 2000 Quantile 4 0.07∗∗ (0.01, 0.43) 2.05 (0.81, 5.19) 0.99 (0.32, 3.05) 2.35 (0.57, 9.79)
After 2000 Quantile 5 1.16 (0.57, 2.35) 2.77 (0.64, 11.95) 2.31 (0.47, 11.37)
Stratification Region
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.516
Observations 1,104
Log Likelihood −4,638.91
Wald Test 17,333,536,265,365.00∗∗∗ (df = 34)
Score (Logrank) Test 967.65∗∗∗ (df = 34)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.6: Construction Completed Duration Full Weibull Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.29∗∗∗ (0.44, 0.20) 0.29∗∗∗ (0.44, 0.20) 0.29∗∗∗ (0.44, 0.20) 0.29∗∗∗ (0.44, 0.20)
1994-2000 0.49∗∗∗ (0.64, 0.37) 0.49∗∗∗ (0.64, 0.37) 0.49∗∗∗ (0.64, 0.37) 0.49∗∗∗ (0.64, 0.37)
Quantile 2 1.03 (1.10, 0.96) 0.95 (1.01, 0.90) 1.02 (1.10, 0.94) 0.65∗∗∗ (0.75, 0.56)
Quantile 3 1.03 (1.30, 0.82) 1.02 (1.21, 0.86) 0.86∗∗ (0.95, 0.78) 0.62∗∗∗ (0.75, 0.52)
Quantile 4 0.83 (1.10, 0.62) 0.88∗ (0.99, 0.79) 0.83∗∗∗ (0.92, 0.76) 0.56∗∗∗ (0.67, 0.47)
Quantile 5 0.86 (1.05, 0.71) 1.10 (1.23, 0.97) 0.53∗∗∗ (0.72, 0.40) 0.55∗∗∗ (0.66, 0.45)
1994-2000 Quantile 2 0.95 (1.03, 0.89) 1.03 (1.12, 0.94) 1.01 (1.12, 0.91) 1.42∗∗∗ (1.70, 1.18)
1994-2000 Quantile 3 0.85 (1.08, 0.68) 1.03 (1.23, 0.87) 1.14 (1.43, 0.91) 1.58∗∗∗ (2.04, 1.23)
1994-2000 Quantile 4 1.43 (2.18, 0.93) 1.29∗∗∗ (1.49, 1.13) 1.17 (1.39, 0.98) 1.81∗∗∗ (2.33, 1.40)
1994-2000 Quantile 5 1.24 (1.79, 0.86) 0.88 (1.05, 0.75) 2.07∗∗∗ (2.81, 1.53) 1.80∗∗∗ (2.34, 1.39)
After 2000 Quantile 2 0.81∗∗∗ (0.92, 0.71) 0.98 (1.09, 0.88) 0.87∗ (0.98, 0.78) 1.78∗∗∗ (2.29, 1.39)
After 2000 Quantile 3 0.77 (1.04, 0.57) 1.07 (1.34, 0.86) 0.85 (1.07, 0.67) 1.51∗∗ (2.00, 1.13)
After 2000 Quantile 4 0.67∗∗ (0.92, 0.49) 1.14 (1.36, 0.95) 0.58∗∗ (0.88, 0.39) 1.52∗ (2.19, 1.05)
After 2000 Quantile 5 1.00 0.83 (1.08, 0.63) 1.44 (2.24, 0.93) 1.41 (2.14, 0.93)
Stratification No
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.224
Deletions 310
Log Likelihood -776.541817679102
Chi-Sq 241.281072423896
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.7: Construction Completed Duration Full Stratification Weibull Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.28∗∗ (0.67, 0.12) 0.28∗∗ (0.67, 0.12) 0.28∗∗ (0.67, 0.12) 0.28∗∗ (0.67, 0.12)
1994-2000 2.88∗∗∗ (5.54, 1.50) 2.88∗∗∗ (5.54, 1.50) 2.88∗∗∗ (5.54, 1.50) 2.88∗∗∗ (5.54, 1.50)
Quantile 2 1.12 (1.32, 0.95) 0.98 (1.11, 0.86) 1.00 (1.12, 0.90) 0.73 (1.05, 0.50)
Quantile 3 1.01 (1.34, 0.75) 1.06 (1.33, 0.85) 0.79∗ (0.98, 0.64) 0.68 (1.20, 0.39)
Quantile 4 1.03 (1.77, 0.60) 0.87 (1.10, 0.69) 0.76 (1.14, 0.50) 0.59 (1.08, 0.33)
Quantile 5 0.72 (1.27, 0.40) 1.25 (1.60, 0.97) 0.53∗∗∗ (0.79, 0.36) 0.58 (1.09, 0.31)
1994-2000 Quantile 2 0.95 (1.16, 0.77) 1.11 (1.25, 0.98) 1.05 (1.20, 0.92) 0.16∗∗∗ (0.31, 0.08)
1994-2000 Quantile 3 1.01 (1.36, 0.76) 1.00 (1.22, 0.81) 1.30∗∗ (1.58, 1.07) 0.19∗∗∗ (0.42, 0.09)
1994-2000 Quantile 4 1.28 (2.14, 0.76) 1.14 (1.42, 0.92) 1.64∗∗∗ (2.25, 1.20) 0.24∗∗∗ (0.55, 0.11)
1994-2000 Quantile 5 0.19∗∗∗ (0.54, 0.07) 0.67∗∗ (0.93, 0.48) 0.28∗∗∗ (0.54, 0.14) 0.23∗∗∗ (0.54, 0.10)
After 2000 Quantile 2 0.76 (1.01, 0.58) 1.13 (1.38, 0.93) 1.02 (1.50, 0.70) 1.86∗∗ (3.09, 1.11)
After 2000 Quantile 3 0.84 (1.28, 0.55) 1.69∗ (2.67, 1.06) 1.44 (2.35, 0.89) 1.39 (2.93, 0.66)
After 2000 Quantile 4 1.23 (2.06, 0.74) 1.22 (1.67, 0.90) 1.44 (2.81, 0.74) 1.81 (3.77, 0.87)
After 2000 Quantile 5 1.00 0.90 (1.25, 0.65) 1.94 (5.41, 0.70) 1.88 (4.82, 0.73)
Stratification Region
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 -0.187
Deletions 1104
Log Likelihood -3459.04883283246
chi-Squared -1292.60611008924
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.8: Construction Completed Duration Partial Cox Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.12∗∗∗ (0.05, 0.29) 0.09∗∗∗ (0.04, 0.22) 0.08∗∗∗ (0.04, 0.18) 0.07∗∗∗ (0.02, 0.19)
1994-2000 0.48 (0.10, 2.24) 0.37 (0.08, 1.65) 0.48 (0.10, 2.22) 0.19∗∗ (0.06, 0.62)
Quantile 2 1.63 (0.95, 2.80) 1.10 (0.75, 1.61) 1.16 (0.91, 1.47) 0.66 (0.25, 1.71)
Quantile 3 1.45 (0.82, 2.55) 1.56 (0.63, 3.90) 1.01 (0.56, 1.79) 0.73 (0.25, 2.13)
Quantile 4 2.02 (0.77, 5.30) 0.78 (0.37, 1.66) 1.09 (0.59, 2.02) 0.66 (0.28, 1.56)
Quantile 5 3.11∗∗∗ (2.31, 4.19) 1.66 (0.86, 3.17) 0.82 (0.26, 2.59) 0.55 (0.23, 1.34)
1994-2000 Quantile 2 0.80 (0.50, 1.29) 1.38 (0.90, 2.10) 0.99 (0.73, 1.35) 1.16 (0.32, 4.15)
1994-2000 Quantile 3 0.56 (0.29, 1.08) 0.85 (0.36, 2.00) 0.87 (0.52, 1.46) 1.04 (0.29, 3.73)
1994-2000 Quantile 4 0.74 (0.17, 3.27) 1.03 (0.47, 2.23) 1.26 (0.84, 1.88) 1.50 (0.50, 4.48)
1994-2000 Quantile 5 0.28∗ (0.08, 0.93) 0.37∗ (0.16, 0.88) 1.49 (0.37, 5.93) 1.34 (0.43, 4.22)
After 2000 Quantile 2 0.40∗∗ (0.21, 0.75) 0.91 (0.52, 1.59) 0.68∗∗ (0.49, 0.94) 2.23 (0.95, 5.27)
After 2000 Quantile 3 0.49∗ (0.24, 0.99) 0.65 (0.20, 2.15) 1.56 (0.68, 3.56) 0.81 (0.34, 1.94)
After 2000 Quantile 4 0.41∗∗∗ (0.28, 0.61) 0.82 (0.30, 2.22) 1.14 (0.53, 2.46) 1.20 (0.60, 2.40)
After 2000 Quantile 5 (, ) 0.50 (0.18, 1.36) 1.47 (0.60, 3.61) 1.65 (0.77, 3.57)
Stratification No No No No
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Observations 1,104 1,104 1,104 1,104
R2 0.51 0.51 0.50 0.51
Log Likelihood −6,244.39 −6,248.16 −6,250.02 −6,243.93
Wald Test 718,730.20∗∗∗ (df = 34) 1,058,910.00∗∗∗ (df = 35) 9,091,019.00∗∗∗ (df = 35) 400,250.80∗∗∗ (df = 35)
Score (Logrank) Test 958.73∗∗∗ (df = 34) 938.94∗∗∗ (df = 35) 926.66∗∗∗ (df = 35) 947.20∗∗∗ (df = 35)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.9: Construction Completed Duration Partial Stratification Cox Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.12∗∗∗ (0.05, 0.27) 0.09∗∗∗ (0.04, 0.20) 0.09∗∗∗ (0.04, 0.19) 0.06∗∗∗ (0.02, 0.18)
1994-2000 0.56 (0.13, 2.48) 0.42 (0.10, 1.78) 0.51 (0.13, 2.03) 0.19∗∗ (0.06, 0.59)
Quantile 2 1.26 (0.84, 1.89) 0.85 (0.65, 1.11) 0.95 (0.70, 1.29) 0.46∗ (0.23, 0.91)
Quantile 3 1.25 (0.75, 2.11) 1.05 (0.54, 2.04) 0.79 (0.58, 1.07) 0.54 (0.26, 1.10)
Quantile 4 1.29 (0.47, 3.54) 0.55∗∗ (0.34, 0.89) 0.83 (0.63, 1.10) 0.55 (0.29, 1.06)
Quantile 5 2.69∗ (1.16, 6.25) 1.23 (0.78, 1.95) 0.89 (0.32, 2.48) 0.55 (0.28, 1.10)
1994-2000 Quantile 2 0.84 (0.52, 1.37) 1.49∗ (1.01, 2.20) 1.07 (0.70, 1.62) 1.58 (0.55, 4.54)
1994-2000 Quantile 3 0.51 (0.26, 1.02) 0.97 (0.46, 2.04) 0.91 (0.47, 1.76) 1.42 (0.52, 3.89)
1994-2000 Quantile 4 0.74 (0.16, 3.47) 1.19 (0.75, 1.90) 1.25 (0.77, 2.01) 1.98 (0.80, 4.87)
1994-2000 Quantile 5 0.24 (0.05, 1.07) 0.89 (0.48, 1.64) 1.16 (0.32, 4.22) 1.73 (0.67, 4.46)
After 2000 Quantile 2 0.49∗∗ (0.29, 0.83) 1.07 (0.63, 1.83) 0.69 (0.41, 1.14) 2.61∗ (1.10, 6.20)
After 2000 Quantile 3 0.45 (0.17, 1.15) 0.84 (0.28, 2.50) 1.46 (0.71, 3.01) 1.00 (0.44, 2.27)
After 2000 Quantile 4 0.29∗∗ (0.12, 0.69) 0.82 (0.30, 2.24) 1.09 (0.60, 1.96) 1.37 (0.64, 2.90)
After 2000 Quantile 5 (, ) 0.70 (0.31, 1.59) 1.28 (0.47, 3.47) 1.79 (0.91, 3.51)
Stratification Region Region Region Region
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Observations 1,104 1,104 1,104 1,104
R2 0.50 0.50 0.49 0.50
Log Likelihood −4,659.43 −4,661.86 −4,663.47 −4,656.99
Wald Test 37,328,784.00∗∗∗ (df = 34) 50,700,943,177,133.00∗∗∗ (df = 35) 4,316,288.00∗∗∗ (df = 35) 355,691.70∗∗∗ (df = 35)
Score (Logrank) Test 899.43∗∗∗ (df = 34) 896.29∗∗∗ (df = 35) 893.35∗∗∗ (df = 35) 911.15∗∗∗ (df = 35)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.10: Construction Completed Duration Partial Weibull Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.40∗∗∗ (0.43, 0.38) 0.39∗∗∗ (0.42, 0.36) 0.39∗∗∗ (0.43, 0.35) 0.31∗∗∗ (0.36, 0.26)
1994-2000 0.92 (1.16, 0.73) 0.90 (1.12, 0.71) 0.87 (1.10, 0.68) 0.76∗∗ (0.96, 0.60)
Quantile 2 1.06 (1.13, 0.99) 0.98 (1.04, 0.92) 1.05∗ (1.10, 1.01) 0.80 (1.01, 0.63)
Quantile 3 1.12 (1.31, 0.96) 1.08 (1.29, 0.90) 1.02 (1.15, 0.90) 0.88 (1.15, 0.67)
Quantile 4 0.94 (1.18, 0.75) 0.95 (1.07, 0.84) 1.06 (1.22, 0.93) 0.84 (1.06, 0.67)
Quantile 5 1.54∗∗∗ (1.61, 1.47) 1.07 (1.21, 0.95) 0.97 (1.26, 0.75) 0.82 (1.03, 0.65)
1994-2000 Quantile 2 0.94 (1.01, 0.87) 0.98 (1.08, 0.89) 0.98 (1.03, 0.94) 1.08 (1.45, 0.81)
1994-2000 Quantile 3 0.80∗ (1.00, 0.64) 0.93 (1.18, 0.73) 0.94 (1.20, 0.74) 1.04 (1.46, 0.74)
1994-2000 Quantile 4 1.14 (1.51, 0.86) 1.06 (1.22, 0.92) 0.86∗ (1.00, 0.74) 1.13 (1.47, 0.87)
1994-2000 Quantile 5 0.70∗∗∗ (0.88, 0.56) 0.92 (1.08, 0.78) 1.15 (1.51, 0.88) 1.13 (1.46, 0.87)
After 2000 Quantile 2 0.87∗∗∗ (0.94, 0.80) 0.94 (1.06, 0.83) 0.94 (1.01, 0.87) 1.32∗∗∗ (1.58, 1.11)
After 2000 Quantile 3 0.91 (1.06, 0.78) 0.93 (1.17, 0.73) 0.92 (1.07, 0.78) 1.17 (1.50, 0.91)
After 2000 Quantile 4 0.94 (1.05, 0.85) 0.99 (1.18, 0.84) 0.65∗∗∗ (0.84, 0.50) 1.25∗ (1.51, 1.03)
After 2000 Quantile 5 1.00 0.90 (1.13, 0.71) 1.04 (1.23, 0.88) 1.33∗∗ (1.59, 1.11)
Stratification No No No No
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Pseudo R2 0.217 0.215 0.217 0.216
Deletions 1104 1104 1104 1104
Log Likelihood -3460.95185208764 -3460.95185208764 -3460.95185208764 -3460.95185208764
chi-Squared 1500.56507416363 1491.56848268831 1501.76237941781 1498.29989810974
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.11: Construction Completed Duration Partial Stratification Weibull Model
Time to Construction Completed
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.54∗∗∗ (0.68, 0.43) 0.50∗∗∗ (0.61, 0.41) 0.50∗∗∗ (0.57, 0.44) 0.44∗∗∗ (0.54, 0.36)
1994-2000 0.75 (1.30, 0.43) 0.69 (1.17, 0.41) 0.74 (1.28, 0.43) 0.62∗∗ (0.84, 0.46)
Quantile 2 1.18 (1.41, 0.99) 1.05 (1.20, 0.91) 1.05 (1.15, 0.96) 0.94 (1.42, 0.62)
Quantile 3 1.14 (1.41, 0.93) 1.17 (1.66, 0.82) 1.04 (1.25, 0.87) 0.98 (1.55, 0.62)
Quantile 4 1.24 (1.81, 0.85) 0.95 (1.30, 0.70) 1.08 (1.41, 0.82) 0.91 (1.31, 0.63)
Quantile 5 1.41∗∗∗ (1.56, 1.28) 1.20 (1.56, 0.93) 0.91 (1.25, 0.66) 0.87 (1.27, 0.59)
1994-2000 Quantile 2 0.93 (1.10, 0.80) 1.07 (1.22, 0.94) 1.00 (1.08, 0.92) 0.97 (1.57, 0.60)
1994-2000 Quantile 3 0.83 (1.05, 0.65) 0.95 (1.32, 0.68) 0.92 (1.08, 0.79) 0.94 (1.54, 0.57)
1994-2000 Quantile 4 0.91 (1.48, 0.56) 0.99 (1.35, 0.73) 1.03 (1.20, 0.89) 1.07 (1.68, 0.68)
1994-2000 Quantile 5 0.70 (1.06, 0.46) 0.73∗ (0.98, 0.54) 1.18 (1.76, 0.79) 1.04 (1.68, 0.64)
After 2000 Quantile 2 0.74∗∗ (0.91, 0.61) 0.96 (1.18, 0.78) 0.87∗ (0.98, 0.76) 1.32∗ (1.72, 1.01)
After 2000 Quantile 3 0.81 (1.08, 0.61) 0.83 (1.31, 0.52) 1.08 (1.43, 0.82) 0.94 (1.23, 0.73)
After 2000 Quantile 4 0.75∗∗∗ (0.86, 0.65) 0.93 (1.31, 0.66) 1.00 (1.33, 0.75) 1.14 (1.40, 0.92)
After 2000 Quantile 5 1.00 0.82 (1.16, 0.58) 1.06 (1.34, 0.84) 1.24∗ (1.52, 1.01)
Stratification Region Region Region Region
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Pseudo R2 0.112 0.111 0.111 0.112
Deletions 1104 1104 1104 1104
Log Likelihood -3459.04883283246 -3459.04883283246 -3459.04883283246 -3459.04883283246
chi-Squared 777.75671236946 767.80113498363 765.909467403902 777.823030580354
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.12: Deletion Duration Full Cox Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.06∗∗∗ (0.03, 0.13) 0.06∗∗∗ (0.03, 0.13) 0.06∗∗∗ (0.03, 0.13) 0.06∗∗∗ (0.03, 0.13)
1994-2000 4.44 (0.21, 93.09) 4.44 (0.21, 93.09) 4.44 (0.21, 93.09) 4.44 (0.21, 93.09)
Quantile 2 0.57 (0.26, 1.22) 0.30∗∗∗ (0.14, 0.62) 0.44 (0.16, 1.18) 3.03 (0.92, 9.95)
Quantile 3 0.23 (0.05, 1.01) 0.72 (0.39, 1.33) 29.14∗∗∗ (5.96, 142.41) 20.52∗∗ (2.81, 149.56)
Quantile 4 (, ) 0.35∗∗ (0.16, 0.73) 5.75∗∗ (1.80, 18.32) 16.75∗∗∗ (3.21, 87.48)
Quantile 5 3.27 (0.59, 18.22) 0.67 (0.38, 1.18) 5.13 (0.92, 28.68) 5.80∗ (1.15, 29.36)
1994-2000 Quantile 2 2.32 (0.93, 5.80) 2.51∗ (1.11, 5.70) 2.67 (0.61, 11.71) 0.12∗∗ (0.02, 0.63)
1994-2000 Quantile 3 6.64 (0.19, 235.08) 1.57 (0.81, 3.07) 0.04∗∗ (0.00, 0.37) 0.02∗∗∗ (0.00, 0.11)
1994-2000 Quantile 4 (, ) 4.25∗ (1.11, 16.28) 0.13∗ (0.02, 0.79) 0.02∗∗∗ (0.00, 0.21)
1994-2000 Quantile 5 (, ) 3.13∗∗∗ (1.74, 5.63) 0.07 (0.00, 1.27) 0.04∗ (0.00, 0.82)
After 2000 Quantile 2 3.05∗∗ (1.42, 6.53) 3.02∗∗ (1.48, 6.16) 1.49 (0.56, 3.95) (, )
After 2000 Quantile 3 18.36∗∗∗ (3.40, 99.03) 1.31 (0.62, 2.77) 0.03∗∗∗ (0.01, 0.13) 0.21 (0.05, 1.01)
After 2000 Quantile 4 (, ) (, ) (, ) 0.37∗∗ (0.17, 0.78)
After 2000 Quantile 5 (, ) (, ) (, ) (, )
Stratification No
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.485
Observations 310
Log Likelihood −1,369.53
Wald Test 1,614,021.00∗∗∗ (df = 12)
Score (Logrank) Test 258.66∗∗∗ (df = 12)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.13: Deletion Duration Full Stratification Cox Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.08∗∗∗ (0.04, 0.15) 0.08∗∗∗ (0.04, 0.15) 0.08∗∗∗ (0.04, 0.15) 0.08∗∗∗ (0.04, 0.15)
1994-2000 0.75 (0.05, 11.17) 0.75 (0.05, 11.17) 0.75 (0.05, 11.17) 0.75 (0.05, 11.17)
Quantile 2 0.19∗∗∗ (0.08, 0.44) 0.39∗ (0.17, 0.91) 0.41 (0.12, 1.36) 1.84 (0.70, 4.86)
Quantile 3 0.13∗ (0.02, 0.78) 0.64 (0.27, 1.48) 31.37∗∗∗ (5.75, 171.28) 8.38∗ (1.04, 67.70)
Quantile 4 (, ) 0.32∗ (0.12, 0.85) 3.77 (0.98, 14.43) 11.31∗∗ (2.35, 54.54)
Quantile 5 0.00∗∗∗ (0.00, 0.00) 0.95 (0.41, 2.17) 1.99 (0.46, 8.70) 1.85 (0.47, 7.32)
1994-2000 Quantile 2 4.83∗∗ (1.48, 15.69) 2.94∗∗ (1.28, 6.77) 3.71 (0.73, 18.98) 0.26 (0.06, 1.13)
1994-2000 Quantile 3 6.50 (0.11, 396.95) 2.83∗∗ (1.37, 5.84) 0.06∗∗ (0.01, 0.55) 0.07∗∗ (0.01, 0.53)
1994-2000 Quantile 4 (, ) 4.43 (0.98, 20.07) 0.40 (0.06, 2.46) 0.07∗∗ (0.01, 0.55)
1994-2000 Quantile 5 (, ) 2.38∗∗ (1.23, 4.59) 0.59 (0.04, 8.26) 0.31 (0.02, 4.44)
After 2000 Quantile 2 5.00∗∗∗ (1.83, 13.64) 2.70∗∗ (1.18, 6.20) 1.26 (0.35, 4.59) (, )
After 2000 Quantile 3 7.80 (0.78, 78.39) 1.12 (0.40, 3.18) 0.02∗∗∗ (0.01, 0.07) 0.24 (0.03, 1.75)
After 2000 Quantile 4 (, ) (, ) (, ) 0.17∗∗ (0.05, 0.62)
After 2000 Quantile 5 (, ) (, ) (, ) (, )
Stratification Region
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.469
Observations 310
Log Likelihood −932.39
Wald Test 258,105.10∗∗∗ (df = 12)
Score (Logrank) Test 250.28∗∗∗ (df = 12)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.14: Deletion Duration Full Weibull Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.25∗∗∗ (0.49, 0.13) 0.25∗∗∗ (0.49, 0.13) 0.25∗∗∗ (0.49, 0.13) 0.25∗∗∗ (0.49, 0.13)
1994-2000 0.37∗∗ (0.77, 0.17) 0.37∗∗ (0.77, 0.17) 0.37∗∗ (0.77, 0.17) 0.37∗∗ (0.77, 0.17)
Quantile 2 0.70 (1.11, 0.44) 0.42∗∗∗ (0.62, 0.28) 0.70 (1.22, 0.40) 1.33 (2.68, 0.66)
Quantile 3 0.50 (1.22, 0.21) 0.91 (1.46, 0.56) 4.76∗∗∗ (11.48, 1.98) 2.94∗ (8.57, 1.01)
Quantile 4 1.00 0.65∗∗ (0.91, 0.46) 1.75 (3.53, 0.87) 3.20∗∗ (8.10, 1.27)
Quantile 5 0.77 (2.26, 0.26) 0.84 (1.29, 0.54) 1.27 (3.67, 0.44) 1.89 (4.86, 0.74)
1994-2000 Quantile 2 1.40 (2.55, 0.77) 2.34∗∗∗ (3.86, 1.41) 1.55 (3.53, 0.68) 2.20 (9.24, 0.52)
1994-2000 Quantile 3 2.53 (22.92, 0.28) 1.31 (2.12, 0.81) 0.18∗ (0.89, 0.04) 0.83 (2.94, 0.24)
1994-2000 Quantile 4 1.00 1.81 (3.82, 0.86) 0.37 (1.69, 0.08) 0.77 (1.48, 0.40)
1994-2000 Quantile 5 1.00 1.83∗∗ (2.99, 1.12) 2.00∗∗∗ (2.98, 1.34) 1.00
After 2000 Quantile 2 1.94∗∗∗ (2.87, 1.31) 2.17∗∗∗ (3.27, 1.45) 1.15 (2.11, 0.63) 1.00
After 2000 Quantile 3 3.24∗∗ (8.64, 1.21) 1.02 (1.80, 0.57) 0.15∗∗∗ (0.32, 0.07) 0.50 (1.22, 0.21)
After 2000 Quantile 4 1.00 1.00 1.00 0.64∗ (0.94, 0.43)
After 2000 Quantile 5 1.00 1.00 1.00 1.00
Stratification No
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.153
Deletions 310
Log Likelihood -779.467916789283
chi-Squared 238.810453420274
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.15: Deletion Duration Full Stratification Weibull Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.27∗∗∗ (0.55, 0.13) 0.27∗∗∗ (0.55, 0.13) 0.27∗∗∗ (0.55, 0.13) 0.27∗∗∗ (0.55, 0.13)
1994-2000 0.41∗∗ (0.86, 0.19) 0.41∗∗ (0.86, 0.19) 0.41∗∗ (0.86, 0.19) 0.41∗∗ (0.86, 0.19)
Quantile 2 0.79 (1.69, 0.37) 0.42∗∗∗ (0.72, 0.24) 0.70 (1.22, 0.41) 1.55 (2.96, 0.82)
Quantile 3 0.54 (1.30, 0.23) 0.92 (1.76, 0.48) 4.59∗∗ (13.79, 1.53) 3.38∗ (11.14, 1.02)
Quantile 4 1.00 0.67∗ (0.99, 0.46) 1.80 (3.80, 0.85) 3.38∗∗ (8.34, 1.37)
Quantile 5 0.90 (2.76, 0.30) 0.70 (1.20, 0.41) 1.43 (4.33, 0.47) 2.13 (5.44, 0.84)
1994-2000 Quantile 2 1.17 (2.55, 0.54) 2.24∗ (4.49, 1.11) 1.47 (3.62, 0.60) 2.14 (10.20, 0.45)
1994-2000 Quantile 3 2.28 (28.91, 0.18) 1.31 (2.41, 0.71) 0.17 (1.13, 0.02) 0.91 (4.34, 0.19)
1994-2000 Quantile 4 1.00 1.80 (3.47, 0.93) 0.36 (1.91, 0.07) 0.81 (1.62, 0.40)
1994-2000 Quantile 5 1.00 1.82∗ (3.10, 1.07) 1.87∗∗∗ (2.76, 1.27) 1.00
After 2000 Quantile 2 1.71 (3.63, 0.81) 2.12∗∗ (3.56, 1.26) 1.16 (2.12, 0.63) 1.00
After 2000 Quantile 3 2.98∗ (8.43, 1.05) 1.01 (2.02, 0.50) 0.15∗∗∗ (0.37, 0.06) 0.49 (1.24, 0.19)
After 2000 Quantile 4 1.00 1.00 1.00 0.63∗∗ (0.90, 0.44)
After 2000 Quantile 5 1.00 1.00 1.00 1.00
Straticiation Region
Site controls Yes
Clustering Region and 5 year bins
Pseudo R2 0.155
Deletions 310
Log Likelihood -776.541817679102
chi-Squared 241.281072423896
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.16: Deletion Duration Partial Cox Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.06∗∗∗ (0.03, 0.12) 0.06∗∗∗ (0.03, 0.12) 0.07∗∗∗ (0.03, 0.14) 0.04∗∗∗ (0.02, 0.12)
1994-2000 0.22∗∗∗ (0.12, 0.42) 0.21∗∗∗ (0.11, 0.41) 0.22∗∗∗ (0.12, 0.44) 0.26∗∗ (0.09, 0.72)
Quantile 2 0.57 (0.22, 1.51) 0.24∗∗ (0.08, 0.72) 0.43 (0.15, 1.24) 0.97 (0.58, 1.62)
Quantile 3 0.58∗∗∗ (0.41, 0.82) 0.75 (0.54, 1.05) 2.39∗∗∗ (1.66, 3.46) 0.28 (0.08, 1.02)
Quantile 4 (, ) 1.08 (0.57, 2.03) 0.90 (0.34, 2.35) 1.32 (0.46, 3.82)
Quantile 5 0.59∗∗∗ (0.45, 0.76) 0.77 (0.48, 1.25) 0.88 (0.64, 1.22) 0.81 (0.33, 1.98)
1994-2000 Quantile 2 2.62 (0.96, 7.12) 4.54∗∗∗ (1.81, 11.39) 3.48∗ (1.19, 10.16) 0.89 (0.50, 1.57)
1994-2000 Quantile 3 3.53 (0.66, 19.00) 2.21∗∗ (1.32, 3.69) 0.54 (0.24, 1.25) 3.71 (0.83, 16.61)
1994-2000 Quantile 4 (, ) 1.79 (0.63, 5.04) 1.27 (0.45, 3.57) 0.76 (0.23, 2.55)
1994-2000 Quantile 5 (, ) 2.40∗ (1.11, 5.21) 1.42 (0.78, 2.58) 0.83 (0.28, 2.41)
After 2000 Quantile 2 2.27 (0.81, 6.31) 4.85∗∗ (1.52, 15.51) 1.38 (0.45, 4.23) (, )
After 2000 Quantile 3 2.14∗∗ (1.17, 3.91) 1.66 (0.94, 2.95) 0.24∗∗∗ (0.12, 0.47) 3.28 (0.78, 13.74)
After 2000 Quantile 4 (, ) (, ) 3.22∗ (1.02, 10.13) 0.95 (0.27, 3.27)
After 2000 Quantile 5 (, ) (, ) (, ) 1.51 (0.59, 3.88)
Stratification No No No No
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Observations 310 310 310 310
R2 0.45 0.45 0.46 0.46
Log Likelihood −1,380.36 −1,378.41 −1,377.78 −1,377.20
Wald Test 887.43∗∗∗ (df = 12) 322.60∗∗∗ (df = 15) 677.13∗∗∗ (df = 16) 636.24∗∗∗ (df = 16)
Score (Logrank) Test 229.15∗∗∗ (df = 12) 234.33∗∗∗ (df = 15) 233.54∗∗∗ (df = 16) 238.39∗∗∗ (df = 16)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.17: Deletion Duration Partial Stratification Cox Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.07∗∗∗ (0.04, 0.13) 0.06∗∗∗ (0.03, 0.12) 0.08∗∗∗ (0.04, 0.15) 0.03∗∗∗ (0.01, 0.06)
1994-2000 0.24∗∗∗ (0.14, 0.43) 0.22∗∗∗ (0.13, 0.39) 0.26∗∗∗ (0.15, 0.45) 0.22∗∗∗ (0.11, 0.46)
Quantile 2 0.37 (0.11, 1.23) 0.14∗∗∗ (0.04, 0.43) 0.34 (0.10, 1.17) 1.03 (0.52, 2.05)
Quantile 3 0.35∗∗ (0.17, 0.74) 0.48 (0.20, 1.13) 2.60∗∗∗ (1.52, 4.46) 0.11∗∗ (0.02, 0.48)
Quantile 4 (, ) 0.65 (0.28, 1.50) 1.62 (0.61, 4.26) 0.91 (0.36, 2.30)
Quantile 5 0.00∗∗∗ (0.00, 0.00) 1.04 (0.53, 2.07) 1.00 (0.63, 1.59) 0.48 (0.21, 1.08)
1994-2000 Quantile 2 3.27∗ (1.05, 10.21) 9.24∗∗∗ (3.58, 23.87) 4.85∗∗ (1.42, 16.58) 0.68 (0.30, 1.55)
1994-2000 Quantile 3 3.35 (0.54, 20.69) 3.70∗∗∗ (1.72, 7.93) 0.61 (0.23, 1.62) 6.79∗∗ (1.56, 29.47)
1994-2000 Quantile 4 (, ) 2.08 (0.80, 5.43) 0.73 (0.28, 1.94) 0.90 (0.30, 2.66)
1994-2000 Quantile 5 (, ) 1.87∗ (1.04, 3.35) 1.61 (0.87, 2.96) 1.13 (0.48, 2.70)
After 2000 Quantile 2 2.67 (0.84, 8.51) 8.33∗∗∗ (2.36, 29.34) 1.59 (0.40, 6.32) (, )
After 2000 Quantile 3 1.48 (0.62, 3.50) 1.86 (0.75, 4.63) 0.24∗∗∗ (0.10, 0.57) 9.67∗∗ (1.52, 61.40)
After 2000 Quantile 4 (, ) (, ) 1.98 (0.74, 5.25) 1.54 (0.42, 5.68)
After 2000 Quantile 5 (, ) (, ) (, ) 3.28∗ (1.16, 9.25)
Stratification Region Region Region Region
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Observations 310 310 310 310
R2 0.42 0.42 0.42 0.43
Log Likelihood −946.81 −945.44 −945.37 −943.03
Wald Test 2,828.56∗∗∗ (df = 12) 1,151.14∗∗∗ (df = 15) 2,618.98∗∗∗ (df = 16) 911.82∗∗∗ (df = 16)
Score (Logrank) Test 196.29∗∗∗ (df = 12) 205.09∗∗∗ (df = 15) 201.90∗∗∗ (df = 16) 214.78∗∗∗ (df = 16)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.18: Deletion Duration Partial Weibull Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.20∗∗∗ (0.37, 0.10) 0.20∗∗∗ (0.36, 0.11) 0.24∗∗∗ (0.39, 0.15) 0.13∗∗∗ (0.27, 0.06)
1994-2000 0.47∗ (0.94, 0.23) 0.47∗ (0.91, 0.24) 0.52∗∗ (0.85, 0.32) 0.46∗ (1.00, 0.21)
Quantile 2 0.59 (1.12, 0.31) 0.27∗∗∗ (0.47, 0.15) 0.48∗ (0.93, 0.25) 1.23 (1.80, 0.84)
Quantile 3 0.74 (1.29, 0.43) 0.91 (1.35, 0.62) 1.61∗∗∗ (2.04, 1.27) 0.38∗∗ (0.84, 0.17)
Quantile 4 1.00 1.06 (1.46, 0.77) 0.88 (1.58, 0.49) 1.21 (2.33, 0.62)
Quantile 5 0.52∗∗∗ (0.69, 0.39) 0.84 (1.33, 0.53) 0.79 (1.05, 0.59) 0.93 (1.60, 0.54)
1994-2000 Quantile 2 2.02 (4.13, 0.98) 4.53∗∗∗ (8.04, 2.56) 2.66∗∗ (5.24, 1.35) 0.74 (1.12, 0.49)
1994-2000 Quantile 3 1.98 (6.30, 0.62) 1.56 (2.47, 0.98) 0.66 (1.26, 0.34) 2.60 (7.02, 0.97)
1994-2000 Quantile 4 1.00 1.35 (2.44, 0.75) 1.08 (1.95, 0.60) 0.84 (1.72, 0.41)
1994-2000 Quantile 5 1.00 1.63 (2.79, 0.95) 1.60∗ (2.46, 1.04) 0.83 (1.57, 0.43)
After 2000 Quantile 2 2.00∗ (3.98, 1.00) 3.95∗∗∗ (7.52, 2.07) 1.57 (3.20, 0.77) 1.00
After 2000 Quantile 3 1.49 (2.53, 0.87) 1.26 (2.07, 0.77) 0.37∗∗∗ (0.63, 0.22) 3.15∗ (8.27, 1.20)
After 2000 Quantile 4 1.00 1.00 1.67 (3.09, 0.90) 1.50 (3.23, 0.70)
After 2000 Quantile 5 1.00 1.00 1.00 1.81 (3.43, 0.95)
Stratification No No No No
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Pseudo R2 0.136 0.141 0.141 0.144
Deletions 310 310 310 310
Log Likelihood -779.467916789283 -779.467916789283 -779.467916789283 -779.467916789283
chi-Squared 212.622411175702 219.38637167512 219.421070150276 224.241261664118
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.19: Deletion Duration Partial Stratification Weibull Model
Time to Deletion
Other Hispanic / Latino Black White
(1) (2) (3) (4)
After 2000 0.22∗∗∗ (0.43, 0.11) 0.21∗∗∗ (0.41, 0.11) 0.27∗∗∗ (0.48, 0.15) 0.17∗∗∗ (0.37, 0.08)
1994-2000 0.52 (1.08, 0.25) 0.52 (1.01, 0.27) 0.53∗ (0.94, 0.30) 0.53 (1.19, 0.23)
Quantile 2 0.75 (1.79, 0.31) 0.32∗∗ (0.77, 0.14) 0.67 (1.44, 0.31) 1.13 (1.78, 0.72)
Quantile 3 0.86 (1.52, 0.48) 1.00 (1.47, 0.69) 1.56∗∗∗ (1.94, 1.25) 0.48 (1.20, 0.19)
Quantile 4 1.00 1.11 (1.64, 0.76) 0.81 (1.30, 0.50) 1.31 (2.46, 0.69)
Quantile 5 0.57∗∗∗ (0.79, 0.41) 0.70 (1.18, 0.42) 0.76 (1.02, 0.56) 1.01 (1.73, 0.59)
1994-2000 Quantile 2 1.64 (4.00, 0.67) 3.63∗∗∗ (8.12, 1.62) 1.89 (3.98, 0.89) 0.81 (1.33, 0.49)
1994-2000 Quantile 3 2.20 (9.37, 0.52) 1.39 (2.19, 0.88) 0.65 (1.22, 0.35) 2.23 (6.69, 0.75)
1994-2000 Quantile 4 1.00 1.36 (2.24, 0.82) 1.20 (2.02, 0.71) 0.79 (1.57, 0.40)
1994-2000 Quantile 5 1.00 1.58 (2.58, 0.97) 1.60∗ (2.43, 1.06) 0.80 (1.46, 0.43)
After 2000 Quantile 2 1.48 (3.73, 0.58) 3.15∗∗ (7.86, 1.26) 1.12 (2.44, 0.51) 1.00
After 2000 Quantile 3 1.39 (2.29, 0.85) 1.10 (1.73, 0.70) 0.38∗∗∗ (0.67, 0.22) 2.26 (6.88, 0.74)
After 2000 Quantile 4 1.00 1.00 1.84∗ (3.12, 1.09) 1.13 (2.66, 0.48)
After 2000 Quantile 5 1.00 1.00 1.00 1.50 (2.95, 0.77)
Stratification Region Region Region Region
Site controls Yes Yes Yes Yes
Clustering Region and 5 year bins Region and 5 year bins Region and 5 year bins Region and 5 year bins
Pseudo R2 0.14 0.143 0.145 0.146
Deletions 310 310 310 310
Log Likelihood -776.541817679102 -776.541817679102 -776.541817679102 -776.541817679102
chi-Squared 217.515072689703 222.73495635015 225.935461961962 227.053649723766
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.20: Construction Duration Cox Model - Funding
Time to Construction Completed
(1) (2) (3) (4)
Surface Water 0.60∗∗∗ (0.48, 0.75) 0.62∗∗∗ (0.49, 0.78) 0.65∗∗∗ (0.51, 0.83) 0.67∗∗∗ (0.52, 0.86)
Ground Water 0.87 (0.60, 1.25) 0.81 (0.59, 1.12) 0.80∗ (0.64, 0.98) 0.78∗ (0.63, 0.98)
Air 1.23∗ (1.03, 1.46) 1.28∗∗ (1.05, 1.57) 1.27∗∗∗ (1.15, 1.41) 1.32∗∗∗ (1.15, 1.51)
State 0.77∗∗ (0.63, 0.95) 0.86 (0.70, 1.06) 0.85 (0.64, 1.12) 1.00 (0.75, 1.33)
RP 0.65∗∗∗ (0.52, 0.81) 0.66∗∗∗ (0.51, 0.84) 0.69∗∗ (0.53, 0.91) 0.71∗∗ (0.57, 0.89)
1994-2000 0.05∗∗∗ (0.02, 0.16) 0.20∗∗∗ (0.10, 0.38) 0.05∗∗∗ (0.01, 0.31) 0.22∗∗∗ (0.11, 0.43)
After 2000 0.08∗∗ (0.02, 0.43) 0.08∗∗∗ (0.03, 0.22) 0.09∗∗ (0.01, 0.62) 0.09∗∗∗ (0.03, 0.27)
Surface Water 1994-2000 1.39∗∗∗ (1.15, 1.69) 1.37∗∗ (1.09, 1.73) 1.30∗ (1.04, 1.63) 1.26 (0.98, 1.61)
Ground Water 1994-2000 1.18 (0.78, 1.79) 1.22 (0.85, 1.75) 1.37∗ (1.03, 1.82) 1.38∗∗ (1.09, 1.76)
Air 1994-2000 0.66∗∗∗ (0.55, 0.80) 0.66∗∗∗ (0.52, 0.84) 0.68∗∗∗ (0.60, 0.77) 0.68∗∗∗ (0.57, 0.81)
State 1994-2000 1.18 (0.92, 1.53) 1.03 (0.81, 1.32) 1.08 (0.80, 1.45) 0.90 (0.67, 1.22)
RP 1994-2000 0.88 (0.61, 1.26) 0.84 (0.63, 1.13) 0.80 (0.51, 1.24) 0.77 (0.52, 1.14)
Surface Water After 2000 1.22 (0.86, 1.72) 1.31 (0.91, 1.87) 1.05 (0.70, 1.56) 1.12 (0.76, 1.66)
Ground Water After 2000 0.50∗∗ (0.32, 0.78) 0.57∗∗ (0.36, 0.91) 0.57∗∗ (0.38, 0.85) 0.62∗ (0.39, 0.97)
Air After 2000 0.64∗∗ (0.47, 0.86) 0.61∗∗∗ (0.46, 0.80) 0.60∗∗ (0.42, 0.84) 0.57∗∗∗ (0.41, 0.80)
State After 2000 1.70∗∗∗ (1.30, 2.21) 1.63∗∗∗ (1.24, 2.14) 1.55∗∗ (1.09, 2.19) 1.37 (0.98, 1.92)
RP After 2000 0.62∗∗ (0.42, 0.91) 0.65∗ (0.44, 0.94) 0.60∗ (0.36, 0.99) 0.62∗ (0.41, 0.93)
Stratification No No Region Region
Time Varying Demographics Yes No Yes No
Clustering Region and 5 year bins Region and 5 year binsRegion and 5 year binsRegion and 5 year bins
Observations 1,104 1,104 1,104 1,104
R2 0.54 0.51 0.53 0.51
Log Likelihood −6,210.49 −6,240.16 −4,623.98 −4,649.93
Wald Test 303,683,739,535,420.00∗∗∗ (df = 80)20,871.75∗∗∗ (df = 41)157,268.20∗∗∗ (df = 80)51,437.57∗∗∗ (df = 41)
Score (Logrank) Test 1,055.78∗∗∗ (df = 80) 954.70∗∗∗ (df = 41) 1,000.00∗∗∗ (df = 80) 916.92∗∗∗ (df = 41)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.21: Construction Duration Weibull Model - Funding
Time to Construction Completed
(1) (2) (3) (4)
Surface Water 0.85∗∗∗ (0.92, 0.79) 0.86∗∗∗ (0.93, 0.80) 0.86∗∗ (0.95, 0.78) 0.87∗∗ (0.96, 0.79)
Ground Water 0.95 (1.08, 0.84) 0.93 (1.06, 0.82) 0.95 (1.11, 0.81) 0.94 (1.07, 0.82)
Air 1.06 (1.15, 0.97) 1.08 (1.17, 0.99) 1.05 (1.11, 1.00) 1.06 (1.15, 0.98)
State 0.93 (1.02, 0.85) 0.96 (1.04, 0.88) 0.92 (1.00, 0.85) 0.95 (1.04, 0.87)
RP 0.87∗∗∗ (0.95, 0.80) 0.88∗∗∗ (0.95, 0.81) 0.87∗∗∗ (0.94, 0.80) 0.86∗∗ (0.96, 0.77)
1994-2000 0.38∗ (0.86, 0.17) 0.63∗∗∗ (0.75, 0.52) 0.38∗∗∗ (0.57, 0.25) 0.61∗∗∗ (0.74, 0.50)
After 2000 0.46 (1.07, 0.19) 0.49∗∗∗ (0.59, 0.41) 0.47∗∗ (0.88, 0.25) 0.47∗∗∗ (0.61, 0.36)
Surface Water 1994-2000 1.12∗ (1.23, 1.02) 1.12∗ (1.23, 1.02) 1.12∗∗∗ (1.19, 1.05) 1.11∗∗ (1.20, 1.03)
Ground Water 1994-2000 1.04 (1.22, 0.89) 1.06 (1.23, 0.91) 1.05 (1.24, 0.90) 1.06 (1.21, 0.92)
Air 1994-2000 0.89∗ (0.99, 0.80) 0.88∗∗ (0.98, 0.79) 0.90∗∗ (0.96, 0.83) 0.89∗ (0.99, 0.80)
State 1994-2000 1.05 (1.17, 0.94) 1.01 (1.12, 0.90) 1.06 (1.17, 0.96) 1.02 (1.13, 0.93)
RP 1994-2000 0.98 (1.10, 0.88) 0.97 (1.08, 0.88) 0.98 (1.09, 0.88) 0.98 (1.07, 0.89)
Surface Water After 2000 1.06 (1.17, 0.97) 1.09 (1.20, 0.99) 1.05 (1.21, 0.91) 1.08 (1.24, 0.94)
Ground Water After 2000 0.82∗∗ (0.96, 0.70) 0.85∗ (1.00, 0.72) 0.83 (1.01, 0.68) 0.86 (1.02, 0.72)
Air After 2000 0.88∗ (0.98, 0.78) 0.85∗∗ (0.95, 0.76) 0.88∗∗ (0.98, 0.79) 0.86∗∗ (0.95, 0.78)
State After 2000 1.16∗∗ (1.29, 1.04) 1.15∗∗ (1.28, 1.03) 1.18∗∗∗ (1.30, 1.06) 1.17∗∗ (1.29, 1.06)
RP After 2000 0.87∗∗ (0.96, 0.78) 0.87∗∗ (0.96, 0.79) 0.87∗ (0.99, 0.76) 0.88∗ (1.00, 0.77)
Stratification No No Region Region
Time Varying Demographics Yes No Yes No
Clustering Region and 5 year binsRegion and 5 year binsRegion and 5 year binsRegion and 5 year bins
Pseudo R2 0.121 0.112 0.122 0.113
Deletions 1104 1104 1104 1104
Log Likelihood -3460.95185208764 -3460.95185208764 -3459.04883283246 -3459.04883283246
chi-Squared 836.389221365024 777.145437421156 844.427922357935 784.924514724677
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
Table 3.22: Deletion Duration Cox Model - Funding
Time to Deletion
(1) (2) (3) (4)
Surface Water 2.02∗ (1.02, 3.98) 2.04∗∗∗ (1.36, 3.08) 2.05 (0.81, 5.17) 1.44 (0.84, 2.45)
Ground Water 1.15 (0.35, 3.72) 1.80∗∗ (1.12, 2.88) 1.09 (0.34, 3.48) 0.70 (0.23, 2.11)
Air 0.30∗∗∗ (0.15, 0.57) 0.34∗∗∗ (0.20, 0.59) 0.38∗∗ (0.18, 0.80) 0.70 (0.32, 1.50)
State 0.35∗∗∗ (0.20, 0.61) 0.35∗∗ (0.18, 0.69) 0.49∗∗ (0.27, 0.86) 1.25 (0.18, 8.63)
RP 0.46∗∗ (0.26, 0.82) 0.58∗∗∗ (0.45, 0.74) 0.59 (0.24, 1.44) 0.81 (0.39, 1.67)
1994-2000 0.11 (0.01, 1.15) 0.28 (0.06, 1.24) 0.25 (0.03, 2.32) 0.84 (0.08, 8.83)
After 2000 0.06∗∗ (0.01, 0.49) 0.10∗∗∗ (0.04, 0.21) 0.13 (0.01, 1.14) 0.37 (0.05, 2.74)
Surface Water 1994-2000 0.40∗∗ (0.19, 0.85) 0.43∗∗∗ (0.27, 0.68) 0.44 (0.19, 1.05) 0.66 (0.37, 1.19)
Ground Water 1994-2000 0.47 (0.14, 1.60) 0.27∗∗∗ (0.16, 0.48) 0.49 (0.15, 1.56) 0.85 (0.28, 2.55)
Air 1994-2000 2.19∗∗ (1.14, 4.23) 1.90∗ (1.07, 3.38) 1.68 (0.79, 3.56) 0.91 (0.41, 1.99)
State 1994-2000 1.50 (0.55, 4.07) 1.64 (0.64, 4.21) 1.16 (0.54, 2.52) 0.50 (0.07, 3.33)
RP 1994-2000 2.60∗ (1.15, 5.87) 2.05∗∗∗ (1.31, 3.21) 2.17 (0.77, 6.16) 1.53 (0.68, 3.43)
Surface Water After 2000 0.82 (0.35, 1.91) 0.77 (0.47, 1.27) 0.84 (0.29, 2.43) 1.20 (0.56, 2.53)
Ground Water After 2000 0.42 (0.12, 1.43) 0.24∗∗∗ (0.12, 0.47) 0.47 (0.14, 1.62) 0.66 (0.16, 2.65)
Air After 2000 1.11 (0.44, 2.78) 1.10 (0.62, 1.94) 1.00 (0.39, 2.55) 0.55 (0.22, 1.37)
State After 2000 2.62∗∗ (1.36, 5.07) 2.25∗∗ (1.18, 4.29) 1.96 (0.97, 3.94) 0.63 (0.10, 3.89)
RP After 2000 1.05 (0.49, 2.28) 0.90 (0.57, 1.41) 0.80 (0.29, 2.17) 0.64 (0.29, 1.43)
Stratification No No Region Region
Time Varying Demographics Yes No Yes No
Clustering Region and 5 year binsRegion and 5 year binsRegion and 5 year binsRegion and 5 year bins
Observations 310 310 310 310
R2 0.43 0.36 0.53 0.42
Log Likelihood −1,384.22 −1,402.14 −914.00 −946.09
Wald Test 158,925.80∗∗∗ (df = 64) 7,272.41∗∗∗ (df = 37) 332,601.50∗∗∗ (df = 65) 215.55∗∗∗ (df = 38)
Score (Logrank) Test 357.37∗∗∗ (df = 64) 327.64∗∗∗ (df = 37) 300.64∗∗∗ (df = 65) 247.15∗∗∗ (df = 38)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Table 3.23: Deletion Duration Weibull Model - Funding
Time to Deletion
(1) (2) (3) (4)
Surface Water 1.45 (2.19, 0.96) 1.56∗∗∗ (2.01, 1.21) 1.45 (2.63, 0.80) 1.54∗∗∗ (2.02, 1.18)
Ground Water 1.28 (2.39, 0.68) 1.52∗∗∗ (1.97, 1.18) 1.32 (3.07, 0.57) 1.57∗∗ (2.19, 1.13)
Air 0.50∗∗∗ (0.71, 0.35) 0.50∗∗∗ (0.69, 0.36) 0.44∗∗ (0.83, 0.23) 0.47∗∗∗ (0.67, 0.33)
State 0.54∗∗∗ (0.68, 0.42) 0.54∗∗∗ (0.80, 0.36) 0.58∗∗ (0.83, 0.40) 0.55∗∗ (0.86, 0.36)
RP 0.70∗ (0.98, 0.50) 0.76∗∗∗ (0.88, 0.65) 0.66∗ (0.99, 0.44) 0.73∗∗ (0.89, 0.60)
1994-2000 0.35 (1.40, 0.09) 0.46 (1.04, 0.21) 0.31 (1.99, 0.05) 0.40∗ (0.94, 0.17)
After 2000 0.25∗ (0.83, 0.07) 0.25∗∗∗ (0.40, 0.15) 0.23 (1.28, 0.04) 0.22∗∗∗ (0.42, 0.12)
Surface Water 1994-2000 0.65 (1.00, 0.42) 0.61∗∗∗ (0.83, 0.45) 0.70 (1.16, 0.42) 0.65∗∗ (0.90, 0.47)
Ground Water 1994-2000 0.54 (1.12, 0.26) 0.44∗∗∗ (0.64, 0.30) 0.51 (1.29, 0.20) 0.41∗∗∗ (0.64, 0.26)
Air 1994-2000 1.58∗∗ (2.29, 1.09) 1.54∗∗ (2.19, 1.09) 1.73 (3.01, 1.00) 1.66∗∗ (2.31, 1.20)
State 1994-2000 1.34 (1.95, 0.93) 1.38 (2.18, 0.88) 1.37 (1.96, 0.96) 1.48 (2.26, 0.97)
RP 1994-2000 1.65∗ (2.57, 1.06) 1.50∗∗∗ (1.86, 1.20) 1.86 (3.54, 0.98) 1.64∗∗∗ (2.21, 1.21)
Surface Water After 2000 0.89 (1.43, 0.55) 0.83 (1.12, 0.62) 0.92 (1.67, 0.51) 0.87 (1.20, 0.63)
Ground Water After 2000 0.54∗ (1.00, 0.29) 0.43∗∗∗ (0.58, 0.31) 0.56 (1.29, 0.24) 0.44∗∗∗ (0.61, 0.32)
Air After 2000 1.19 (1.86, 0.77) 1.20 (1.67, 0.86) 1.38 (2.75, 0.70) 1.31 (1.90, 0.90)
State After 2000 1.77∗∗∗ (2.44, 1.29) 1.69∗∗ (2.47, 1.15) 1.79∗∗ (2.73, 1.17) 1.72∗∗ (2.72, 1.09)
RP After 2000 1.00 (1.53, 0.65) 0.94 (1.20, 0.73) 0.95 (1.52, 0.59) 0.91 (1.34, 0.61)
Stratification No No Region Region
Time Varying Demographics Yes No Yes No
Clustering Region and 5 year binsRegion and 5 year binsRegion and 5 year binsRegion and 5 year bins
Pseudo R2 0.167 0.155 0.172 0.159
Deletions 310 310 310 310
Log Likelihood -779.467916789283 -779.467916789283 -776.541817679102 -776.541817679102
chi-Squared 259.765022729716 241.129565525179 267.242143816538 246.896526291596
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Hazard ratios with 90 percent confidence intervals are displayed.
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Figure 3.1: White Duration Construction Full Cox Model
Figure 3.2: White Duration Construction Stratified Full Cox Model
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Figure 3.3: White Duration Construction Weibull Full Model
Figure 3.4: White Duration Construction Weibull Stratified Full Model
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Figure 3.5: Black Duration Construction Full Cox Model
Figure 3.6: Black Duration Construction Stratified Full Cox Model
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Figure 3.7: Black Duration Construction Weibull Full Model
Figure 3.8: Black Duration Construction Weibull Stratified Full Model
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Figure 3.9: Hispanic/Latino Duration Construction Full Cox Model
Figure 3.10: Hispanic/Latino Duration Construction Stratified Full Cox
Model
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Figure 3.11: Hispanic/Latino Duration Construction Weibull Full Model
Figure 3.12: Hispanic/Latino Duration Construction Weibull Stratified Full
Model
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Figure 3.13: Other Duration Construction Full Cox Model
Figure 3.14: Other Duration Construction Stratified Full Cox Model
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Figure 3.15: Other Duration Construction Weibull Full Model
Figure 3.16: Other Duration Construction Weibull Stratified Full Model
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Figure 3.17: White Duration Deletion Full Cox Model
Figure 3.18: White Duration Deletion Full Stratified Cox Model
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Figure 3.19: White Duration Deletion Weibull Full Model
Figure 3.20: White Duration Deletion Weibull Full Stratified Model
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Figure 3.21: Black Duration Deletion Full Cox Model
Figure 3.22: Black Duration Deletion Full Stratified Cox Model
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Figure 3.23: Black Duration Deletion Weibull Full Model
Figure 3.24: Black Duration Deletion Weibull Full Stratified Model
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Figure 3.25: Hispanic/Latino Duration Deletion Full Cox Model
Figure 3.26: Hispanic/Latino Duration Deletion Full Stratified Cox Model
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Figure 3.27: Hispanic/Latino Duration Deletion Weibull Full Model
Figure 3.28: Hispanic/Latino Duration Deletion Weibull Full Stratified
Model
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Figure 3.29: Other Duration Deletion Full Cox Model
Figure 3.30: Other Duration Deletion Full Stratified Cox Model
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Figure 3.31: Other Duration Deletion Weibull Full Model
Figure 3.32: Other Duration Deletion Weibull Full Stratified Model
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Figure 3.33: White Duration Construction Partial Cox Model
Figure 3.34: Black Duration Construction Partial Cox Model
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Figure 3.35: Hispanic/Latino Duration Construction Partial Cox Model
Figure 3.36: Other Duration Construction Partial Cox Model
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Figure 3.37: White Duration Construction Partial Stratified Cox Model
Figure 3.38: Black Duration Construction Partial Stratified Cox Model
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Figure 3.39: Hispanic/Latino Duration Construction Partial Stratified Cox
Model
Figure 3.40: Other Duration Construction Partial Stratified Cox Model
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Figure 3.41: White Duration Construction Weibull Partial Model
Figure 3.42: Black Duration Construction Weibull Partial Model
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Figure 3.43: Hispanic/Latino Duration Construction Weibull Partial Model
Figure 3.44: Other Duration Construction Weibull Partial Model
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Figure 3.45: White Duration Construction Weibull Partial Stratified Model
Figure 3.46: Black Duration Construction Weibull Partial Stratified Model
201
Figure 3.47: Hispanic/Latino Duration Construction Weibull Partial
Stratified Model
Figure 3.48: Other Duration Construction Weibull Partial Stratified Model
202
Figure 3.49: White Duration Deletion Partial Cox Model
Figure 3.50: Black Duration Deletion Partial Cox Model
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Figure 3.51: Hispanic/Latino Duration Deletion Partial Cox Model
Figure 3.52: Other Duration Deletion Partial Cox Model
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Figure 3.53: White Duration Deletion Partial Stratified Cox Model
Figure 3.54: Black Duration Deletion Partial Stratified Cox Model
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Figure 3.55: Hispanic/Latino Duration Deletion Partial Stratified Cox
Model
Figure 3.56: Other Duration Deletion Partial Stratified Cox Model
206
Figure 3.57: White Duration Deletion Weibull Partial Model
Figure 3.58: Black Duration Deletion Weibull Partial Model
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Figure 3.59: Hispanic/Latino Duration Deletion Weibull Partial Model
Figure 3.60: Other Duration Deletion Weibull Partial Model
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Figure 3.61: White Duration Deletion Weibull Partial Stratified Model
Figure 3.62: Black Duration Deletion Weibull Partial Stratified Model
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Figure 3.63: Hispanic/Latino Duration Deletion Weibull Partial Stratified
Model
Figure 3.64: Other Duration Deletion Weibull Partial Stratified Model
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Figure 3.65: Funding Construction Duration Cox Model (1)
Figure 3.66: Funding Construction Duration Cox Model (2)
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Figure 3.67: Funding Construction Duration Cox Model (3)
Figure 3.68: Funding Construction Duration Cox Model (4)
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Figure 3.69: Funding Construction Duration Weibull Model (1)
Figure 3.70: Funding Construction Duration Weibull Model (2)
213
Figure 3.71: Funding Construction Duration Weibull Model (3)
Figure 3.72: Funding Construction Duration Weibull Model (4)
214
Figure 3.73: Funding Deletion Duration Cox Model (1)
Figure 3.74: Funding Deletion Duration Cox Model (2)
215
Figure 3.75: Funding Deletion Duration Cox Model (3)
Figure 3.76: Funding Deletion Duration Cox Model (4)
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Figure 3.77: Funding Deletion Duration Weibull Model (1)
Figure 3.78: Funding Deletion Duration Weibull Model (2)
217
Figure 3.79: Funding Deletion Duration Weibull Model (3)
Figure 3.80: Funding Deletion Duration Weibull Model (4)
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