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ABSTRACT
A two-dimensional velocity distribution in the UV -plane has been obtained for stars
in the solar neighbourhood, using the Hipparcos astrometry for over 4000 ‘survey’
stars with parallaxes greater than 10 mas and radial velocities found in the Hipparcos
Input Catalogue. In addition to the already known grouping characteristics (field stars
plus young moving groups), the velocity distribution seems to exhibit a more complex
structure characterized by several longer branches running almost parallel to each
other across the UV -plane. By using the wavelet transform technique to analyse the
distribution, the branches are visible at relatively high significance levels of 90 per
cent or higher. They are roughly equidistant with a separation of about 15 kms−1
for early-type stars and about 20 km s−1 for late-type stars, creating an overall quasi-
periodic structure which can also be detected by means of a two-dimensional Fourier
transform. This branch-like velocity distribution might be due to the galactic spiral
structure.
Key words: Galaxy: kinematics and dynamics – solar neighbourhood.
1 INTRODUCTION
The velocity distribution of stars in the solar neighbourhood
is an important tool for studying different aspects of galactic
kinematics and dynamics. During a long era of ground-based
astrometry that preceded the Hipparcos mission, many sub-
tle details in the velocity field have gone undetected due to
the smearing caused by large uncertainties in stellar paral-
laxes. With the Hipparcos measurements we are in a position
to investigate the structure in more detail, confirming some
previous characteristics and discovering some new features.
A typical analysis of the distribution of stars in the UV -
plane concentrates on determining the velocity ellipsoid and
its parameters (dispersions in U , V and W , as well as the
orientation of the principal axis, i.e. the longitude of the ver-
tex). More details about this can be found in any textbook
on galactic structure and kinematics (e.g. Mihalas & Binney
1981). In addition to the global properties of the velocity el-
lipsoid, a variety of different local irregularities are also stud-
ied. Certain concentrations of stars in velocity space mean
that there exist groups of stars (moving groups) that move
with the same velocity. This idea has been elaborated exten-
sively in works by Eggen (e.g. 1970) and other authors. Dif-
ferent authors use different techniques and different stellar
samples, but they all report the presence of moving groups
in the solar neighbourhood (Figueras et al. 1997, Chereul et
al. 1997,1998,1999, Dehnen 1998, Asiain et al. 1999).
⋆ Based on data from the ESA Hipparcos astrometry satellite
This paper is part of a larger project started at the
University of Canterbury in order to test Eggen’s hypothesis
(Skuljan et al. 1997). Here we discuss some inhomogeneities
in the velocity distribution that are related to moving groups
and can give some clues to the problem of star formation.
2 THE SAMPLE
For this study a sample of 4597 stars has been constructed
using the following selection criteria:
(i) Parallax greater than 10 mas (stars within 100 pc of
the Sun), and σpi/π < 0.1, as taken from the Hipparcos
Catalogue (ESA 1997).
(ii) Survey flag (Hipparcos field H68) set to ‘S’.
(iii) Existing radial velocities in the Hipparcos Input Cat-
alogue (ESA 1992).
(iv) Existing B − V colours in the Hipparcos Catalogue.
The survey flag has been used so that no stars proposed
by various individual projects are included in this analysis,
since they could introduce a bias. Stars with parallax uncer-
tainties greater than 10 per cent have been rejected in order
to have a reliable error propagation. The Hipparcos B − V
colour index is used here as a suitable indicator for dividing
the sample into two subsets, as explained in Section 6.
There are 12520 ‘survey’ stars with parallaxes greater
than 10 mas, out of 118218 entries found in the Hipparcos
Catalogue. However, only 11009 of these stars have their par-
allax uncertainties less than 10 per cent. Finally, for 11007
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Figure 1. H-R diagram of the 4597 Hipparcos ‘survey’ stars
within 100 pc, with known radial velocities and colours (a) and
the distribution of the B−V colour index (b). The spectral classes
(a) correspond to the main sequence (Allen 1991).
of them the B−V colours are known. On the other hand, we
find 19467 stars with known radial velocities, out of 118209
entries in the Hipparcos Input Catalogue. Only 4597 stars
are found in both subsets, if the catalogue running numbers
are used as a matching criterion (HIP = HIC).
Before we proceed with our analysis of the velocity dis-
tribution, some important points have to be emphasized here
concerning the problem of bias. First of all, not all spectral
classes are equally represented in our sample. The Hipparcos
catalogue is essentially magnitude limited, which means that
we shall have a significant deficiency of red dwarfs, compared
to the young early-type stars. The situation is illustrated in
Figure 1. A great majority of stars are concentrated around
B − V = 0.5, corresponding to the main-sequence F stars.
There is also a possible concentration of earlier-type stars
around A0, as well as a distinct peak of K giants (red-clump
stars on the horizontal branch, to be more precise) around
B−V = 1.0. This should be kept in mind when drawing any
conclusions regarding the stellar ages (see Section 6), but it
will essentially not affect our results.
A possibly more serious problem concerning our stel-
lar sample is a kinematic bias. Binney et al. (1997) demon-
strated that radial velocities are predominantly known for
high-proper-motion stars. If only the stars with known ra-
dial velocities are used, then any velocity distribution de-
rived from such a biased sample might give a false picture
Figure 2. Kinematic bias, presented as a ratio between two dis-
tributions: stars with known radial velocities (nvt ) out of the
total sample of Hipparcos ‘survey’ stars within 100 pc (Nvt ),
where vt is the transverse velocity. Radial velocities are predom-
inantly known for high-vt stars, but the effect is important only
at vt > 70− 80 km s−1.
and lead to some wrong conclusions about the local stel-
lar kinematics. That is the reason why many authors today
choose not to include the measured radial velocities at all
(see also Dehnen & Binney 1998, Dehnen 1998, Cre´ze´ et
al. 1998, Chereul et al. 1998,1999).
We have checked for potential kinematic bias in our
case, and the result is presented in Figure 2. Two distri-
butions are shown as functions of the transverse velocity
(vt = 4.74µ/π), one for the total sample of 11007 ‘survey’
stars within 100 pc (Nvt), and the other for the stars with
known radial velocities only (nvt). The vt-axis has been di-
vided into 4-km s−1 bins and the stars have been counted in
each bin. If there was no kinematic bias, then the probabil-
ity that a star has a radial velocity should be constant from
bin to bin, and the ratio nvt/Nvt would appear as a flat line.
It is obvious from Figure 2 that this is not the case for our
sample. While the radial velocities are known for about 40
per cent of the stars at vt = 20 km s
−1, the ratio reaches 80
per cent at vt = 120 kms
−1. However, the effect becomes a
real problem only at higher velocities, above 70 – 80 kms−1,
as easily seen from the diagram. Below this limit, the ratio
stays more or less flat, so that we can expect no significant
distortions in the inner parts of the velocity distribution,
where we shall primarily concentrate our attention. We shall
return to this problem again when we compare our velocity
distribution to those of other authors (see Section 3).
3 VELOCITY DISTRIBUTION
Having fixed the stellar sample, we can now proceed with the
analysis. Hipparcos parallaxes and proper motions, together
with the radial velocities from the Hipparcos Input Cata-
logue, have been used to compute the stellar space veloci-
ties relative to the Sun. The right-handed coordinate system
has been used, with theX-axis pointing towards the galactic
centre, Y -axis in the direction of galactic rotation (clockwise,
when seen from the north galactic pole), and Z-axis towards
the north galactic pole. Corresponding velocity components
are U , V and W respectively. A typical error-bar in each
c© 1999 RAS, MNRAS 000, 1–8
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Figure 3. The distribution of the uncertainties in all three veloc-
ity components: σU (thin line), σV (bold line) and σW (dotted
line). The uncertainty is less than 2 km s−1 for about 80 per cent
of stars.
velocity component is close to 1 kms−1, with about 80 per
cent of stars having their velocity uncertainties less than
2 kms−1, as shown in Fig. 3. The error propagation has
been treated taking into account the full correlation matrix
between the Hipparcos astrometric parameters.
In order to estimate the probability density function
f(U, V ) from the observed data, we use here an adaptive
kernel method (for more details see Silverman 1986). The
basic idea of this method is to apply a smooth weight func-
tion (called the kernel function) to estimate the probability
density at any given point, using a number of neighbouring
data points. The term ‘adaptive’ here means that the kernel
width depends on the actual density, so that the smoothing
is done over a larger area if the density is smaller.
We use the following definition of the adaptive kernel
estimator (see page 101 of Silverman 1986), defined at an
arbitrary point ~ξ = (U,V ):
fˆ(~ξ) =
1
n
n∑
i=1
1
h2λ2i
K
(
~ξ − ~ξi
hλi
)
where K(~r) is the kernel function, λi are the local band-
width factors (dimensionless numbers controlling the overall
kernel width at each data point), and h is a general smooth-
ing factor. We assume also that there are n data points
~ξi = (Ui, Vi). Our function K(~r) is a 2-D radially symmetric
version of the biweight kernel (Fig. 4), and is defined by:
K(r) =
{
3
pi
(1− r2)2, r < 1
0, r ≥ 1
so that
∫
K(~r)d~r = 1 (a condition that any kernel must sat-
isfy in order to produce an estimate fˆ as a proper probability
density function).
The local bandwidth factors λi needed for the compu-
tation of fˆ(~ξ) are defined by:
λi =
[
fˆ(~ξi)
g
]
−α
where g is the geometric mean of the fˆ(~ξi):
Figure 4. Kernel function K(r) used for the probability density
estimation.
ln g =
1
n
n∑
i=1
ln fˆ(~ξi)
and α is a sensitivity parameter, which we fix at α = 0.5
(a typical value for the two-dimensional case). Note that
in order to compute λi we need the distribution estimate fˆ
which, in turn, can be computed only when all λi are known.
This problem, however, can be solved iteratively, by starting
with an approximate distribution (a fixed kernel estimate,
for example), and then improving the function as well as the
λi factors in a couple of subsequent iterations.
Finally, an optimal value for the smoothing parame-
ter h is determined using the least-squares cross-validation
method, by minimizing the score function:
Mo(h) =
∫
fˆ2 −
2
n
n∑
i=1
fˆ−i(~ξi)
where
∫
fˆ2 can be computed numerically, and fˆ−i(~ξi) is the
density estimate at ~ξi, constructed from all data points ex-
cept ~ξi. It can be shown that minimizingMo(h) is equivalent
(in terms of mathematical expectation) to minimizing the
integrated square error
∫
(fˆ − f)2, so that our estimate fˆ ,
based on the optimal value for h, is as close as possible to the
true distribution f , using the data set available. In our case
(for the whole sample of stars), we have found the minimum
of Mo(h) at h = 10.7 km s
−1.
Our UV -distribution of stellar velocities with respect
to the Sun is shown in Fig. 5, both as a scatter plot and
a smooth contour plot representing the density function
fˆ(U, V ), as computed using the adaptive kernel method de-
scribed above. The computations have been performed on
a grid of square bins of 2 × 2 kms−1. This choice for the
bin size has been made taking into account a typical un-
certainty in the velocity components, as mentioned earlier
(Fig 3). Finally, the density function has been rescaled by a
multiplication factor nS, where n = 4597 is the total number
of stars and S = 4 km2 s−2 is the area covered by a square
bin. The numerical value of the transformed distribution at
any given bin is therefore equal to the average number of
stars falling in that bin (assuming that our estimate fˆ is
close to the real distribution f).
The distribution in Fig. 5 is obviously not uniform,
showing some concentrations that have been associated with
c© 1999 RAS, MNRAS 000, 1–8
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Figure 5. The distribution of stellar velocities in the UV -plane,
shown as a scatter plot (a), and a contour plot of the probability
density function (b) in logarithmic scale. The density function
has been obtained using the adaptive kernel method (see text).
The three main moving groups (a) are marked as filled circles.
The three hypothetical branches and the ’edge line’ are shown as
dashed lines.
the Hyades, Pleiades, Sirius and other young moving groups
(see e.g. Figueras et al. 1997, Chereul et al. 1997). A closer
examination, however, reveals an additional pattern of inho-
mogeneities on a somewhat larger scale. At least three long
branches (we shall call them: the Sirius branch, the middle
branch and the Pleiades branch, respectively from top to
bottom) can be identified by eye, slightly curved but almost
parallel and running diagonally across the diagram with a
negative slope. We have traced the branches in a prelimi-
nary way by following the local maxima (ridge lines) in the
UV -distribution, as shown by the dashed lines in Fig. 5.
It has been pointed out before (Skuljan et al. 1997)
that the parallax uncertainty can produce some radially-
elongated features in the UV -plane, since the stars tend to
move radially relative to the zero point (U = 0, V = 0)
when their parallax is changed. However, this effect would
create some branches converging to the zero point, which is
clearly not the case in Fig. 5. We conclude that the parallax
uncertainty cannot be responsible for the distribution found.
Besides the three branches, there seems to exist a fairly
sharp ‘edge line’ at an angle of about +30◦ relative to the U -
axis, connecting the lower-U extremities of the branches and
defining a region above the line where only a few stars can be
found. Practically all the stars seem to occupy the lower part
of the UV -plane bounded by the ‘edge line’ and the Sirius
branch. In such a situation, the traditional velocity-ellipsoid
approach does not seem to be appropriate any more.
It would be interesting to compare our distribution from
Fig 5 to similar diagrams obtained by other authors (Asi-
ain et al. 1999, Chereul et al. 1998,1999, Dehnen 1998). In
particular, Fig. 3 of Dehnen 1998 demonstrates all basic fea-
tures that we introduce here, although their distribution was
obtained without radial velocities. This clearly suggests that
the kinematic bias (Binney et al. 1997) does not affect sig-
nificantly the inner parts of the UV -distribution.
4 THE WAVELET TRANSFORM
In order to determine the precise nature and the statistical
significance of the features seen in Fig. 5 we have chosen
the wavelet transform technique to analyse our data. There
are many examples in the literature demonstrating how this
powerful tool can be used in different areas (e.g. Slezak et
al. 1990, Chereul et al. 1997), but nevertheless we shall point
out some of the basic properties relevant to our work, con-
centrating on the two-dimensional case only.
To do a wavelet transform of a function f(x, y) we de-
fine a so-called analysing wavelet ψ(x
a
, y
a
), which is another
function (or another family of functions), where a is the
scale parameter. By fixing the scale parameter we can select
a wavelet of a given particular size out of a family character-
ized by the same shape ψ. The wavelet transform w(x, y) is
then defined as a correlation function, so that at any given
point (ξ, η) in the XY -plane we have one real value for the
transform:
w(ξ, η) =
∞∫
−∞
∞∫
−∞
f(x, y)ψ(
x− ξ
a
,
y − η
a
) dx dy,
which is called the wavelet coefficient at (ξ, η). Since we usu-
ally work in a discrete case, having a certain finite number
of bins in our XY -plane, this means that we shall have a
finite number of wavelet coefficients, one value per bin.
The actual choice of the analysing wavelet ψ depends on
the particular application. When a given data distribution
is searched for certain groupings (over-densities) then a so-
called Mexican hat is most commonly used (e.g. Slezak et
al. 1990). A two-dimensional Mexican hat (Fig. 6) is given
by:
ψ(r/a) =
(
2−
r2
a2
)
e−r
2/2a2
where r2 = x2 + y2. The main property of the function ψ is
that the total volume is equal to zero, which is what enables
us to detect any over-densities in our data distribution. The
wavelet coefficients will be all zero if the analysed distribu-
tion is uniform. But if there is any significant ‘bump’ in the
distribution, the wavelet transform will give a positive value
at that point. Moreover, if we normalize the Mexican hat
using a factor a−2, then we will be able to estimate the half-
width of the ‘bump’, by simply varying the scale parameter
a: the wavelet coefficient in the centre of the bump will reach
itsmaximum value if the scale a is exactly equal to σ, assum-
c© 1999 RAS, MNRAS 000, 1–8
Velocity distribution of stars in the solar neighbourhood 5
Figure 6. The Mexican hat in two dimensions.
Figure 7. Wavelet transforms of the smooth UV -distribution
at several different scales. Solid lines represent positive contours,
while dashed lines are used for negative values.
ing that the ‘bump’ is a gaussian of a form: exp(−ρ2/2σ2),
ρ being the distance from the centre.
Many authors choose the scale in such a way that it
gives the maximum wavelet transform. This is an attractive
option providing straightforward information on the average
half-width of the gaussian components in our distribution.
However, there are some situations when we would prefer
somewhat smaller scales, in order to separate two close com-
ponents or to detect some narrow but elongated features.
We have applied several different scales to our UV -
distribution from Fig. 5b, and the results are shown in
Fig. 7. The positive contours (solid lines) describe the re-
gions where we have an over-density of stars (grouping),
while the negative contours (dashed lines) show the regions
with star deficiency (under-density). We shall concentrate
our attention here only on the positive values. At about
a ∼ 4 − 5 kms−1 the normalized wavelet coefficients reach
their maxima around the most populated parts of the UV -
plane (except the Hyades moving group, where the maxi-
mum wavelet transform occurs somewhere below 2 kms−1,
i.e. at a scale less than the bin size).
5 CONFIDENCE LEVELS
An important question at this stage is how probable are the
features revealed in Fig. 7, i.e. what are the confidence lev-
els for the contours to be above the random noise. A com-
monly used procedure to estimate the probabilities is numer-
ical simulation (sometimes called the Monte Carlo method)
based on random number generators (see e.g. Escalera &
Mazure 1992).
Let us consider again the distribution in Fig. 5b. By
smoothing the probability density function we have found
the average number of stars N¯∗ in each bin (to be more
precise, we have found an optimal estimate of the average
value, as close as possible using the data set available). On
the other hand, the observed number of stars N∗ in each
bin has a statistical uncertainty. This is not only due to the
measurement errors. Even if the velocities have no random
errors (or extremely small errors, i.e. much less than the bin
size) we still have statistical fluctuations related to the finite
sample. We can expect that the observed number of stars N∗
in each bin will fluctuate following the Poisson distribution,
with an average of N¯∗. This means that we can regard our
observed histogram as one outcome from an infinite set of
possibilities, when we let the star counts in every bin fluctu-
ate according to the Poisson statistics. We can numerically
simulate those “other possibilities” and create the distribu-
tions (copies) that “could have happened”. If any feature
of the distribution is found repeating from one copy to an-
other, we can be confident that the feature is real, i.e. not
generated by noise. Actually, the number of successful ap-
pearances divided by the total number of simulations will
give us the probability of the feature being real.
We use this idea to find the probabilities that our
wavelet coefficients are positive, since a positive coefficient is
automatically an indicator that a grouping in the UV -plane
exists. We generate a large number (N = 1000) of Pois-
son random copies of our smooth histogram from Fig. 5b.
Then, for each of these copies, we derive a replica of the
original data set, by creating N∗ stars randomly distributed
over each bin (in total, we shall have a number of stars
close to n = 4597 for all bins together). Finally, we treat
the new data set in the same way as the original: we esti-
mate the density function by applying the adaptive kernel
method†, and then compute the wavelet transform of the
corresponding smooth histogram. This enables us to exam-
ine each coefficient (w) over the whole set of simulations,
and compute the probability such that the value is posi-
tive. If there are Np simulations with w > 0 then we have
a probability P (w > 0) = Np/N . This procedure has been
repeated for all wavelet transforms that we shall present in
† In order to reduce the computing time, we use the original
smooth distribution to compute λi directly for every random data
set, and we assume the same optimal smoothing factor.
c© 1999 RAS, MNRAS 000, 1–8
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this paper. Typically, the features shown have a 90 per cent
or better probability of being real.
6 THE DATA ANALYSIS
Although we have started our analysis by examining the
whole sample of stars, we are aware of the fact that the stel-
lar kinematic properties may depend on the age. It is rea-
sonable to assume that younger stars have better chances
of still keeping the memory of their original velocities that
they acquired at formation. If there is any grouping in ve-
locity space, and if the grouping is only a result of cluster
evaporation (Eggen’s hypothesis), then we would expect to
see it most prominently amongst the youngest stars.
In this paper we are not dealing explicitly with the stel-
lar ages but we are using the spectral type (colour index
actually) as an age indicator. We have divided the whole
sample of stars into two groups:
(i) 1036 early-type stars (B − V < 0.3), and
(ii) 3561 late-type stars (B − V > 0.3).
by choosing B − V = 0.3 as an arbitrary division point,
corresponding approximately to the boundary between the
A and F spectral classes. The terms ‘early-type’ and ‘late-
type’ should be regarded here as suitable names to be used
in this paper only. Note that our late-type group contains
spectral classes F and later, with two distinct clumps (main
sequence F stars, plus K giants) as seen in Fig. 1. Analysing
the Hipparcos catalogue, Dehnen & Binney (1998) found
Parenago’s discontinuity at B − V = 0.61, which means
that most of the stars blue-ward of that are younger than
the Galactic disk itself. This applies to the F stars in our
sample. We can conclude that our early-type group (spectral
classes B–F) contains predominantly young stars, while our
late-type group (F–M) is a mixture of older and younger
main-sequence stars, rather young red-clump stars, and a
few old red giants. The first group should better show the
young moving groups and it will allow us to compare the
results with other authors. On the other hand, the second
group should possibly show the old-disk moving groups that
can be compared with Eggen’s results.
6.1 Early-type stars
We have applied the adaptive kernel method again to derive
the probability density function f(U, V ) for the 1036 early-
type stars. An optimal value for the smoothing parameter
in this case is h = 8.1 km s−1. The smooth distribution,
together with the corresponding wavelet transforms at sev-
eral different scales, are shown in Fig 8. The three branches
are well separated and easily detected. Although the ‘mid-
dle branch’ does not appear as a feature sufficiently long
for a separate analysis, we shall nevertheless treat it as an
‘incomplete’ branch. The maximum wavelet transform is at
about a = 4 kms−1, which also corresponds to an average
half-width of the branches.
In order to determine the edge line we have used the
5-per-cent level (relative to the maximum) of the smoothed
UV -histogram, as indicated in Fig. 8a. By fitting a straight
line to the corresponding portion of the contour we find the
Figure 8. The velocity distribution of early-type stars (a) to-
gether with the corresponding wavelet transforms (90 per cent
confidence) at several different scales (b–d). The dashed lines are
used to mark the branches and the edge line (see text for equa-
tions of lines).
Figure 9. The one-dimensional velocity distribution of early-type
stars along an axis perpendicular to the branches (the direction
indicated in the inserted image).
tilt to be α ≈ 32◦ (tanα ≈ 0.62) and the edge line to follow
the equation V = 16.4 kms−1 + 0.62U .
The tilt of the branches (assuming that they all have the
same tilt) has been computed by rotating the wavelet trans-
form (Fig. 8b) counter-clockwise and examining the distri-
bution along V only (taking a sum of all positive wavelet co-
efficients at a given V ). At an angle of β ≈ 25◦ (tanβ ≈ 0.47)
the three branches appear as the narrowest (and strongest)
gaussians, which means that the tilt of the branches in the
UV -plane is −25◦. We find the following three equations for
the branches, which are shown in Fig 8:
V1 = 7.6 kms
−1 − 0.47U (Sirius branch)
V2 = −8.9 kms
−1 − 0.47U (middle branch)
V3 = −26.6 kms
−1 − 0.47U (Pleiades branch)
It should be noted, however, that these three linear re-
lations describe the branches well enough only relatively far
from the edge line. The branches seem to curve and follow
the edge line at their lower-U extremity. This is especially
the case with the Pleiades branch.
c© 1999 RAS, MNRAS 000, 1–8
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In Fig. 9 we present the one-dimensional distribution
in the direction perpendicular to the branches (β ≈ 25◦) so
that each branch appears as a single peak at a fixed position.
The zero point of the relative velocity scale has been centred
on the middle branch. The three branches are approximately
equidistant, with a separation of about 15 kms−1.
6.2 Late-type stars
The distribution function in the UV -plane for the 3561 late-
type stars has been computed using an optimal smooth-
ing factor of h = 13.6 km s−1. The contour diagrams of
the distribution and the corresponding wavelet transforms
at several different scales, are shown in Fig 10. If we com-
pare this with the early-type case in Fig. 8, we find a simi-
lar pattern, although somewhat more complex. Besides the
three main branches, we have now got some new details,
such as a concentration of stars at about (20,−30) km s−1
(possibly another fragment of the middle branch), as well
as a new branch in the bottom part of the diagram, at
(−30,−50) km s−1. In order to get the new features named,
we introduce here two of Eggen’s old-disk moving groups,
Wolf 630 and ζ Herculis, also marked in Fig. 10d. We shall
simply use the fact that these two Eggen’s moving groups
(Eggen 1965,1971) agree well with the features revealed by
our wavelet transforms, although the question of the signif-
icance of such a correlation is still to be answered.
In order to find the positions of the branches in Fig. 10,
we could perhaps proceed as when dealing with the early-
type stars. However, the branches now seem longer, and
possibly curved (especially the Sirius branch), so that our
procedure for determining the angle β does not seem to
be appropriate any more. On the other hand, there is not
enough data to do a more sophisticated analysis including
the curvature of the detected features. Our approach was to
adopt the same inclination angle of β ≈ 25◦, as derived from
the early-type stars, and then simply find the positions of
the branches from the rotated one-dimensional distribution
shown in Fig. 11. The equations for the branches are:
V1 = 6.9 km s
−1 − 0.47U (Sirius branch)
V2 = −7.0 kms
−1 − 0.47U (middle branch)
V3 = −29.2 km s
−1 − 0.47U (Pleiades branch)
V4 = −62.0 km s
−1 − 0.47U (ζ Herculis branch)
There is also a possible hint of a weak fifth branch
(Fig. 11) at a relative velocity of about 30 km s−1. An over-
all impression is that the branches are roughly equidistant,
with a separation slightly larger than in the early-type stars.
With one additional branch, an average separation is now
about 20 kms−1. If this ‘periodicity’ is real, then a two-
dimensional Fourier transform of the distribution will show
some peaks in the power spectrum, as we shall demonstrate
in the following section.
7 THE FOURIER TRANSFORM
The two-dimensional power spectrum Q(fU , fV ) of the
smooth UV -histogram for the whole sample of stars (square
root of the power spectral density) is shown in Fig. 12. Most
of the total power is concentrated within the central bulge
Figure 10. The velocity distribution of late-type stars (a) and
the corresponding wavelet transforms (90 per cent confidence)
at several different scales (b–d). The dashed lines are used to
mark the branches and the edge line (see text for equations). Two
Eggen’s old-disk moving groups (d) are presented for reference.
Figure 11. The one-dimensional velocity distribution of late-type
stars along an axis perpendicular to the branches (the direction
indicated in the inserted image).
(maximum power density of about 4700), corresponding to
a roughly gaussian distribution of the stars in the UV -plane.
There are also two relatively strong side peaks (maximum
power density of about 920) symmetrically arranged around
the central bulge at frequencies (±0.008,±0.031) s km−1, as
well as two higher harmonics at (±0.016,±0.054) s km−1.
The peaks are arranged along a straight line at an angle of
γ = 74◦ (the dashed line in Fig. 12a). Some other features
can also be seen at relatively high significance levels, but we
shall concentrate here only on the aligned peaks. They define
a planar wave in the velocity plane. Of course, the peaks at
negative frequencies are simply symmetrical images of the
positive ones, without any additional information.
In order to estimate the significance of the features in
the power spectrum, we have proceeded in a similar way
as when treating the wavelet transforms. A large number of
random copies have been used to see how the power spectral
density fluctuates at any given frequency point. The stan-
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Figure 12. The two-dimensional power spectrum Q(fU , fV ) of
the velocity distribution for the whole sample of stars, at several
levels of significance. The strongest peaks are aligned at γ ≈ 74◦,
as indicated by the dashed line (a).
dard deviation σ, has been computed for each bin and the
ratio Q/σ has been used as a measure of significance.
Every peak in the power spectrum can be related to a
planar wave propagating in a certain direction, with a fre-
quency f =
√
f2U + f
2
V . We find a period of about 33 km s
−1
for the stronger side peak (the one closer to the central
bulge), and about 17 kms−1 for the first harmonic. These
values are in a good agreement with our wavelet trans-
form analysis: the longer period corresponds to the separa-
tion between the two most prominent branches in the UV -
distribution (Sirius and Pleiades), while the second one can
be related to the remaining weaker branches. It should be
noted, however, that the power spectrum contains obviously
much more information than we have extracted here, and a
more detailed analysis is needed.
8 CONCLUSION
Using the Hipparcos astrometry and published radial veloc-
ities, we have undertaken a detailed examination of the UV -
distribution of stars in the solar neighbourhood. This analy-
sis reveals a branch-like structure both in early-type and
late-type stars, with several branches running diagonally
with a negative slope relative to the U -axis. The branches
are seen at relatively high significance levels (90 per cent and
higher) when analysed using the wavelet transform tech-
nique. They are roughly equidistant in velocity space, as
confirmed by the two-dimensional power spectrum.
The branch-like velocity distribution may be due to the
galactic spiral structure itself, or some other global charac-
teristics of the galactic potential combined with the initial
velocities at the time of star formation. A possibility also
exists that this is a result of a sudden burst of star forma-
tion that took place some time ago in several adjacent spiral
arms. What we see now in the velocity space might be an
image of the galactic spiral arms from real space. The main
problem with this hypothesis, however, is that the stars in
our UV -branches are not of the same age. Some groups (like
the Pleiades) are even composed of stars having a range of
different ages (Eggen 1992, Asiain et al. 1999).
There are other possibilities that we are currently test-
ing by means of numerical simulations involving the motion
of stars in the galactic potential (including the spiral com-
ponent). Some of the details in the velocity-plane structure
can be simulated by choosing appropriate initial velocities
for stars being created in the galactic spiral arms, in combi-
nation with some velocity dispersion. We are going to elab-
orate these ideas in more detail in a future paper.
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