We determine the set of catenary degrees, the set of distances, and the unions of sets of lengths of the monoid of nonzero ideals and of the monoid of invertible ideals of orders in quadratic number fields.
of I(O). We formulate a main result of this paper and then we compare it with related results in the literature. Let all notation be as in Theorem 1.1, and recall that I * (O) is a weakly factorial C-monoid, and that for every atomic monoid H with ∆(H) = ∅ we have min ∆(H) = gcd ∆(H). There is a characterization (due to Halter-Koch) when the order O is half-factorial ( [16, Theorem 3.7.15] ). This characterization and Theorem 1.1 or [30, Corollary 4.6] show that the half-factoriality of O implies the half-factoriality of I * (O). Consider the case of seminormal orders whence suppose that O is seminormal. Then f is squarefree (this follows from an explicit characterization of seminormal orders given by Dobbs and Fontana in [10, Corollary 4.5] ). Moreover, I * (O) is seminormal and if I * (O) is not halffactorial, then its catenary degree equals three by [18, Theorems 5.5 and 5.8] . Clearly, this coincides with 2.(a) of the above theorem. Among others, Theorem 1.1 shows that the sets of distances and of catenary degrees are intervals and that the minimum of the set of distances equals 1. We discuss some analogous results and some results which are in sharp contrast to this. If H is a Krull monoid with finite class group, then H is a weakly Krull C-monoid and if there are prime divisors in all classes, then the sets Ca(H) and ∆(H) are intervals ( [23, Theorem 4.1] ). On the other hand, for every finite set S ⊂ N with min S = gcd S (resp. every finite set S ⊂ N ≥2 ) there is a finitely generated Krull monoid H such that ∆(H) = S (resp. Ca(H) = S) ( [21] resp. [11, Proposition 3.2] ). Just as the monoids of ideals under discussion, every numerical monoid is a weakly factorial C-monoid. However, in contrast to them, the set of distances need not be an interval ( [8] ), its minimum need not be 1 ([5, Proposition 2.9]), and a recent result of O'Neill and Pelayo ( [28] ) shows that for every finite set S ⊂ N ≥2 there is a numerical monoid H such that Ca(H) = S. We proceed as follows. In Section 2 we summarize the required background on the arithmetic of monoids. In Section 3 we do the same for orders in quadratic number fields and we provide an explicit description of (invertible) irreducible ideals in orders of quadratic number fields (Theorem 3.5). In Section 4 we give the proof of Theorem 1. 
Preliminaries on the arithmetic of monoids
Let N be the set of positive integers, P ⊂ N the set of prime numbers, and for every m ∈ N, we denote by ϕ(m) = (Z/mZ) × Euler's ϕ-function . 2.1. Monoids. Let H be a multiplicatively written commutative semigroup. We denote by H × the group of invertible elements of H. We say that H is reduced if H × = {1} and we denote by H red = {aH × | a ∈ H} the associated reduced semigroup of H. An element u ∈ H is said to be cancellative if 2.3. Distances and chains of factorizations. Let two factorizations z, z ′ ∈ Z(H) be given, say z = u 1 · . . . · u ℓ v 1 · . . . · v m and z ′ = u 1 · . . . · u ℓ w 1 · . . . · w n , where ℓ, m, n ∈ N 0 and all u i , v j , w k ∈ A(H red ) such that v j = w k for all j ∈ [1, m] and all k ∈ [1, n] . Then d(z, z ′ ) = max{m, n} is the distance between z and z ′ . If π(z) = π(z ′ ) and z = z ′ , then [12, Proposition 3.2] and [16, Lemma 1.6.2] ). Let a ∈ H and N ∈ N 0 . A finite sequence z 0 , . . . , z k ∈ Z(a) is called an N -chain of factorizations (concatenating z 0 and z k ) if d(z i−1 , z i ) ≤ N for all i ∈ [1, k] .
For z, z ′ ∈ Z(H) with π(z) = π(z ′ ), we set c(z, z ′ ) = min{N ∈ N 0 | z and z ′ can be concatenated by an N -chain of factorizations from Z π(z) } .
Then, for every a ∈ H, c(a) = sup{c(z, z ′ ) | z, z ′ ∈ Z(a)} ∈ N 0 ∪ {∞} is the catenary degree of a.
Clearly, a has unique factorization (i.e., |Z(a)| = 1) if and only if c(a) = 0. We denote by 2.4. Semigroups of ideals. Let R be a domain. We denote by q(R) its quotient field, by X(R) the set of minimal nonzero prime ideals of R, and by R its integral closure. Then R \ {0} is a cancellative monoid, • I(R) is the semigroup of nonzero ideals of R (with usual ideal multiplication), • I * (R) is the subsemigroup of invertible ideals of R, and • Pic(R) is the Picard group of R.
For every I ∈ I(R), we denote by √ I its radical and by N (I) = (R : I) = |R/I| ∈ N ∪ {∞} its norm. Let S be a Dedekind domain and R ⊂ S a subring. Then R is called an order in S if one of the following two equivalent conditions hold:
• q(R) = q(S) and S is a finitely generated R-module.
• R is one-dimensional noetherian and R = S is a finitely generated R-module.
Let R be an order in a Dedekind domain S = R. We analyze the structure of I * (R) and of I(R R)) is primary, and if √ I = p ∈ X(R), then I is p-primary. Since R is a finitely generated R-module, the conductor f = (R : R) is nonzero, and we set P = {p ∈ X(R) | p ⊃ f} and P * = X(R) \ P .
Let p ∈ X(R). We denote by
the set of invertible p-primary ideals of R and the set of p-primary ideals of R. Clearly, these are monoids and, moreover,
, and I * p (R) ⊂ I * (R) are divisor-closed submonoids. Thus I * p (R) is a reduced cancellative atomic monoid, I p (R) is a reduced atomic monoid, and if p ∈ P, then I * p (R) = I p (R) is free abelian. Since R is noetherian and onedimensional,
is a monoid isomorphism which induces a monoid isomorphism
Orders in quadratic number fields
The goal of this section is to prove Theorem 3.5 which provides an explicit description of (invertible) irreducible ideals of an order in a quadratic number field. These results are essentially due to Butts and Pall (see [6] where they are given in a different style), and they were summarized without proof by Geroldinger and Lettl in [19] . Unfortunately, that presentation is misleading in one case (namely, in case p = 2 and d K ≡ 5 mod 8). Thus we restate the results and provide a full proof. First we put together some facts on orders in quadratic number fields and fix our notation which remains valid throughout the rest of this paper. For proofs, details, and any undefined notions we refer to [25] . 
is the ring of integers and d K is the discriminant of K. For every f ∈ N, we define
.
Then
and every order in O K has this form. With the notation of Subsection 2.4 we have [17, Pages 99 and 100] and note that the factor rings O K /IO K and O/I need not be isomorphic). For p ∈ P and for a ∈ Z we denote by a p ∈ {−1, 0, 1} the Kronecker symbol of a modulo p. A prime number p ∈ Z is called
ramified if dK p = 0 . and 2 is 
Proof. 1. Let q be a p-primary ideal in O. By [25, Theorem 5.4.2] there exist nonnegative integers ℓ, m, r such that q = ℓ(mZ + (r + τ )Z), r < m and N K/Q (r + τ ) ≡ 0 mod m. Since q is nonzero and proper, we have ℓm > 1. We prove, that ℓm is a power of p. First observe that q ⊂ √ q = p implies that p | ℓm. Assume to the contrary that there exists another rational prime p ′ = p dividing ℓm, say ℓm = p ′ s. But then p ′ s ∈ q, s ∈ q and p ′ ∈ p = √ q. A contradiction to q being primary. Conversely, assume that q = p ℓ (p m Z + (r + τ )Z) for integers ℓ, m ∈ N 0 , ℓ + m ≥ 1, 0 ≤ r < p m and N K/Q (r + τ ) ≡ 0 mod p m . By [25, Theorem 5.4.2] , q is an ideal of O. Since p ∈ √ q and p is the only prime ideal in O containing p we obtain that √ q = a∈spec(O),a⊃q a = p. The nonzero prime ideal p is maximal, since O is one-dimensional. Therefore, q is p-primary. It follows from [25, Theorem 5.4.2] that N (q) = p 2ℓ+m . [25, Theorem 5.4.2] , q = p ℓ (p m Z+(r+τ )Z) is invertible if and only if gcd(p m , 2r+ε,
By
Since p | f and N K/Q (r + τ ) = 1 4 ((2r + ε) 2 − f 2 d K ), this is the case if and only if p ∤
If x ∈ Z and y ∈ N, then let rem(x, y) be the unique z ∈ [0, y − 1] such that y | x − z. Let p be a prime divisor of f . We set 
Note that gcd(p min{v,y} , w +z +ε) = p g , and hence there are some s, t ∈ Z such that sp min{v,y} +t(w+z+ε) = p g . This implies that t w+z+ε
). First we show that c does not depend on the choice of t. Let t ′ ∈ Z be such that t ′ w+z+ε p g ≡ 1 mod p min{v,y}−g . . Then sα + tβ = p g (k + τ ). We have α − p v (k + τ ) = tp v−g (z 2 + εz + η) and (w + z + ε)(k + τ ) − β = sp v−g (z 2 + εz + η). Set r = p v−g (z 2 + εz + η). Consequently, αZ + βZ = srZ + trZ + p g (k + τ )Z = rZ + p g (k + τ )Z, since gcd(s, t) = 1. Putting these facts together gives us I = p u+x (p v+y Z + p y (w − z)Z + rZ + p g (k + τ )Z). We have gcd(p v+y , p y (w − z), r) = p ℓ with ℓ = min{v + y, y
In any case we have min{v p (
So far we know that * is an inner binary operation on M f,p . It follows from Proposition 3.1.1 that ξ f,p is surjective. It follows from [25, Theorem 5.4.2 ] that ξ f,p is injective. It is clear that (I p (O f ), ·) is a reduced monoid. We have shown that ξ f,p maps products of elements of M f,p to products of elements of I p (O f ). It is clear that (0, 0, 0) is an identity element of M f,p and ξ f,p (0, 0, 0) = O f . Therefore, (M f,p , * ) is a reduced monoid and ξ f,p is a monoid isomorphism. 
Let I ∈ A(I *
p (O f )). If I = pO f , then I = pO f and N (I) = p 2 by Proposition 3.1.1. Therefore, 
coincide locally (note that both are either P -primary or not proper). Therefore,
is a monoid isomorphism by 1. and 2. Furthermore, we have by 1. that
Since O is noetherian, we have I * p (O) is the set of cancellative elements of I p (O). It follows by analogy that
is a monoid isomorphism.
Lemma 3.4. Let a, k ∈ N and p ∈ P be such that gcd(a, p) = 1. Consider the quadratic equation
1. If p = 2 then Equation (3.1) has either 0 or 2 distinct solutions modulo p k .
2. If p = 2 then Equation (3.1) has a solution if and only if a is a quadratic residue modulo p.
3. Let p = 2.
• If k = 1, then (3.1) has a solution.
• If k = 2, then (3.1) has exactly two solutions if a ≡ 1 mod 4 and no solutions otherwise.
• If k ≥ 3 then (3.1) has four distinct solutions if a ≡ 1 mod 8 and no solutions otherwise. Furthermore, there is a solution x such that the four solutions are given by
Proof. CASE 1: p = 2. Let x, y be integers with
Recalling p = 2 we see, that p | x. But then x 2 ≡ a ≡ 0 mod p, contradicting the coprimality of a and p. Thus either x ≡ y mod p k or x ≡ −y mod p k . This proves, that the number of solutions cannot exceed 2. Clearly, if x solves (3.1) then so does −x, thus the number of solutions can only be either 0 or 2. Assume that p = 2. If x 2 ≡ a mod p k , then of course x 2 ≡ a mod p. This means, that if Equation (3.1) is solvable, then a is a quadratic residue modulo p.
Conversely, assume that a is a quadratic residue modulo p. Then there exists x with x 2 ≡ a mod p.
We proceed by induction on k. If k = 1, then the aforementioned x is already a solution to our original problem. Assume now, that k ≥ 2. Let
Observe that a is odd. Thus 1 2 = 1 ≡ a mod 2. All squares are either congruent 1 or 0 modulo 4. Therefore, there are no solutions to Equation (3.1), if a ≡ 3 mod 4. If a ≡ 1 mod 4 then 1 and 3 are the two solutions. Let k ≥ 3. Every solution of x 2 ≡ a mod 2 k also solves x 2 ≡ a mod 8. The only squares modulo 8 are 0, 1 and 4. Recall that a is odd, thus x 2 ≡ 1 mod 8 is necessary for (3.1). This proves, that there are no solutions if a is not congruent 1 modulo 8. Consider the case a ≡ 1 mod 8. First, we prove the existence of at least one solution to (3.1) using induction. Obviously, x = 1 solves x 2 ≡ 1 mod 8. Now assume that x 2 ≡ a mod 2 k . Then x 2 = a + 2 k n for some integer n. Recalling that x is odd we find (x + 2 k−1 n) 2 = x 2 + 2 k xn + 2 2k−2 n 2 = a + 2 k n + 2 k xn + 2 2k−2 n 2 = a + 2 k (n(x + 1) + 2 k−2 n 2 ) ≡ a mod 2 k+1 . This proves the existence of at least one solution to Equation (3.1). Next, we confirm that there are precisely 4 solutions modulo 2 k . Let x 2 ≡ y 2 ≡ a mod 2 k . Then (x − y)(x + y) ≡ 0 mod 2 k . If 4 divides both (x − y) and (x + y), then it also divides the sum 2x. This contradicts x being odd. Therefore, x ≡ y mod 2 k−1 or x ≡ −y mod 2 k−1 . We infer, that one of the following four cases has to apply: y ≡ x mod 2 k or y ≡ −x mod 2 k or y ≡ x + 2 k−1 mod 2 k or y ≡ −x + 2 k−1 mod 2 k . It is easily checked, that all those choices for y are pairwise distinct and that they all solve Equation (3.1). Theorem 3.5. Let O be an order in a quadratic number field K with conductor f = f O K for some f ∈ N ≥2 , p be a prime divisor of f , and p = P f,p .
1. The primary ideals with radical p are exactly the ideals of the form Table 1 gives the number of irreducible invertible ideals of the form 
Therefore, 1 ∈ p, a contradiction. Assume that there exist proper ideals a 1 , a 2 of O such that p m Z + (r + τ )Z = a 1 a 2 . Note that a 1 and a 2 are p-primary. By 
. We treat the cases p = 2 and p = 2 separately. CASE 1: p = 2. Note that Equation
is necessary for (3.4).
If m < 2v p (f ), then (3.4) only has solutions if m is even. Thus assume that m is even, m 0 = m 2 . Then m − m 0 = m 2 . We have to count, how many indices j in (3.5) actually yield a solution to (3.4) . Let 0 ≤ j < p m/2 and r = r 0 + jp m0 . Then r solves (3.4) if and only if 0 ≡ 2r+ε p m 0 = 2r0+ε p m 0 + 2j mod p. Recall, that 2 = p. Thus among the possible values [0, p m0 − 1] for j precisely the members of one equivalence class modulo p do not yield a solution. Therefore, the number of solutions to (3.2) is in this case p m0 − p m0−1 = ϕ(p m/2 ). If m = 2v p (f ), then we have to count the number of indices j as in (3.5) satisfying ( 2r0+ε
Therefore, j has to "avoid" 0, 1 or 2 residue classes modulo p depending on whether ( dK p ) = −1, 0 or 1, respectively. 
. This means, that the only candidates for solving (3 
with some integer j. In order to simultaneously satisfy (3.7), j must not be divisible by p. This means, that the number of solutions to ( 
For the rest of case 1 let ( dK p ) = 0.
Because m is odd, any solution r to (2r + ε) 2 ≡ 0 mod p m also solves (2r + ε) 2 ≡ 0 mod p m+1 . Therefore, the p vp(f ) solutions r to (2r + ε) 2 ≡ 0 mod p m all yield invertible, irreducible p-primary ideals. CASE 1.3: m > 2v p (f ) + 1. The following arguments show, that there are no solutions to (3.3) . Assume that there exists r that solves (3.3). Then necessarily (3.6) holds. But then there exists x with x 2 ≡ d K mod p 2 and x 2 ≡ d K ≡ 0 mod p. The second equation tells us that p | x. Using this and
Recall, that p = 2, thus assuming the existence of a solution to (3.3) contradicts d being squarefree. CASE 2: p = 2. Then ε = 0 and (3.2) reads
Equivalently,
and (3.10)
We will distinguish some subcases based on the congurence class of d K modulo 8 and 16. Therefore, let us first determine the classes d K might possibly belong to. 
This means, that (3.9) and (3.10) simplify to r 2 ≡ 0 mod 2 m and r 2 ≡ 0 mod 2 m+1 . This system of congruences only has solutions if m is even. Then all r of the form r = j2 m 2 with j odd and 0 ≤ j < 2 m 2 solve the system, and those are in fact all solutions r between 0 and 2 m − 1. Their number is 2
We see, that (3.9) and (3.10) simplify to r 2 ≡ 0 mod 2 2v2(f )−2 and 4r 2 ≡ f 2 d K mod 2 2v2(f )+1 . In other words: There exists an integer j with r = j2 v2(f )−1 and j 2 
Similarly, (3.10) has the equivalent reformulation Counting only r with 0 ≤ r < 2 2v2(f ) yields 2 v2(f )−1 solutions. CASE 2.5: m = 2v 2 (f ) + 1. We find the following equivalent restatement of (3.9) and (3.10):
CASE 2.5.1: d K ≡ 1 mod 8. Then (cf. Lemma 3.4) the equation x 2 ≡ d K ≡ 1 mod 8 has four distinct solutions modulo 8, namely 1, 3, 5, 7. Thus r = 2 v2(f )−1 (k +8j) with k ∈ {1, 3, 5, 7} and j ∈ Z is necessary and sufficient for (3.15) . Concerning (3.16) , observe that all squares of odd numbers are congruent 1 or 9 modulo 16. Therefore, the right hand side of (3.16) is either congruent 1 or 9 modulo 16. This means, that precisely two of the possible k always yield (independent of j) a solution to the system. The remaining two k never yield a solution. Counting the solutions with r ∈ [0, 2 2v2(f )+1 − 1], we find 2 v2(f ) invertible, irreducible ideals. If d K ≡ 5 mod 8, then (3.15) 
Observe that x 2 ≡ 0 mod 8 implies x 2 ≡ 0 mod 16 for every integer x. Also note, that ( f 2 v 2 (f ) ) 2 8 ≡ 0 mod 16. This means, that every solution r to (3.17) also solves (3.18) . The solutions to x 2 ≡ 0 mod 8 are {0, 4}. Thus the set of solutions to (3.17) is given by
Counting only those r ∈ l with 0 ≤ r < 2 v2(f )+1 we find 2 v2(f ) solutions. CASE 2.5.3: d K ≡ 12 mod 16. Note that (3.15) and (3.16) simplify to
Observe that the right hand side of (3.20) is congruent 12 modulo 16. Also note, that the solutions to x 2 ≡ 4 mod 8 are 2 and 6. If x ≡ 2 mod 8, then x 2 ≡ 4 mod 16. Furthermore, if x ≡ 6 mod 8 then also x 2 ≡ 4 mod 16. This means, that any solution to (3.19) is also a solution to (3.20) . The set of solutions to the system (3.19) and (3.20) is thus given by
Counting only those r ∈ L with 0 ≤ r < 2 v2(f )+1 we again find 2 v2(f ) solutions. CASE 2.6: m ≥ 2v 2 (f ) + 2. Then we find the following equivalent restatement of (3.9) and (3.10): Lemma 3.4 . Let x 1 be given as in Lemma 3.4 
. Therefore, precisely two of the four solutions of
. Denote these two solutions by y 1 and y 2 . Assume without loss of generality that y 1 , y 2 ∈ [0, 2 m+2−2v2(f ) − 1]. Therefore, the set of solutions to (3.21) and (3.22) is given by 
Sets of distances and sets of catenary degrees
The goal in this section is to prove Theorem 1.1. The proof is based on the precise description of ideals given in Theorem 3.5. We proceed in a series of lemmas and propositions and use all notation on orders as introduced at the beginning of Section 3. In particular, O = O f is an order in a quadratic number with conductor f O K for some f ∈ N ≥2 . CASE 1: For all w, y ∈ A(H) \ {u}, we have w · y ∤ z. There are some m ∈ N and w ∈ A(H) such that z = u m · w. We infer by 1. that z = u n · v, and thus c(z, u n · v) = 0 ≤ k. CASE 2: There are some w, y ∈ A(H) \ {u} such that w · y | z. Set z ′ = z w·y . There exist m ∈ N and a ∈ A(H) such that wy = u m a. We infer that m ≤ n and u n v = π(z) = π(w · y)π(z ′ ) = u m aπ(z ′ ), and thus aπ(z ′ ) = u n−m v. Observe that c(z, u m · a · z ′ ) ≤ c(w · y, u m · a) ≤ k. Since n − m < n, it follows by the induction hypothesis that c(u m · a · z ′ , u n · v) ≤ c(a · z ′ , u n−m · v) ≤ k, and hence c(z, u n · v) ≤ k. 4. Let H be half-factorial, n ∈ N and v, w, y ∈ A(H) be such that wy = u n v. We infer that n = 1, and thus c(w · y, u n · v) ≤ d(w · y, u · v) ≤ 2. Therefore, c(H) ≤ 2 by 3. 
Set
Proof. 1. By Proposition 3.3.3 there is a monoid isomorphism δ :
). Therefore, we can assume without restriction that f is odd. Since v 2 (r + s) = 2 in any case, we infer that IJ = 4L for some L ∈ A(I * 2 (O f )). Now let |G| ≤ 2. We have J is principal, and hence 1 ∈ ∆(O f ) by Lemma 4.7.1. 
This implies that 2ℓ ≤ kv p (M ) ≤ kN , and thus ℓ ≤ kN 2 . CASE 2: a > 0. By Lemma 4.2 we have P a = p a−1 P , and thus N (P a ) = p 2a−1 . Note that k j=1 J j is not invertible, and hence one member of the product, say J 1 , is not invertible. Observe that v p (N (J 1 )) ≤ N −1 by Proposition 3.2.4. We infer by induction from Proposition 3.2.4 that there are J ′ j ∈ A(I * p (O f )) for each j ∈ [2, k] We have v 2 (r 2 −16d) = v 2 (s 2 −16d) = 4. Since d ≡ 1 mod 8, this implies that v 2 (r), v 2 (s) ≥ 3. Therefore, min{4, v 2 (r + s + ε)} ∈ {3, 4}, and hence CD = 8F for some F ∈ A(I * 2 (O f )). We infer that E = 2F , a contradiction. Therefore, 4 ∈ L(II). This implies that 2 and 5 are adjacent lengths of II, and hence 3 ∈ ∆(I * 2 (O f )). Note that c(I * 2 (O f )) ≤ 5 by Proposition 4.11.1 and Theorem 3.5. Moreover, since I * 2 (O f ) is a cancellative monoid, we have 5 ≤ 2 + sup ∆(L(II)) ≤ c(II) ≤ 5, and thus 5 = c(II) ∈ Ca(I * 2 (O f )).
Proof. By Equations 2.3 and 2.4, we have
Thus the assertions are straightforward consequences (see [ Now we suppose that f is not squarefree and we distinguish two cases. Based on the results of this section we derive a result on the set of distances of orders. Let O be a non-half-factorial order in a number field. Then the set of distances ∆(O) is finite. If O is a principal order, then it is easy to show that min ∆(O) = 1 (indeed much stronger results are known, namely that sets of lengths of almost all elements -in a sense of density -are intervals, see [16, Theorem 9.4.11] Since the number of imaginary quadratic number fields with class number at most two is finite (an explicit list of these fields can be found, for example, in [31] ), (4.1) shows that the number of orders in imaginary quadratic number fields with |Pic(O)| = 2 is finite. The complete list of non-maximal orders in imaginary quadratic number fields with |Pic(O)| = 2 is given in [27, page 16] . We refer to [25] for more information on class groups and class numbers and end with an explicit example of a non-half-factorial order O satisfying min ∆(O) > 1. Proof. It is well-known that |Pic(O K )| = 2 (e.g., [25, page 22] ) and, clearly, 5 is ramified. Since ( 15b )|, and hence |125a 2 + 50abk + 5b 2 k 2 − 3b 2 | = 1. Therefore, 2b 2 ≡ 1 mod 5 or 2b 2 ≡ 4 mod 5, a contradiction. The remaining assertion now follows from Theorem 4.14.
Unions of sets of lengths
The goal of this section is to show that all unions of sets of lengths of the monoid of (invertible) ideals in orders of quadratic number fields are intervals (Theorem 5.2). To gather the background on unions of sets of lengths, let H be an atomic monoid with H = H × and k ∈ N 0 . Then The Structure Theorem for Unions holds for a wealth of monoids and domains (see [2, 13, 34] for recent contributions and see [12, Theorem 4.2] for an example where it does not hold). Since it holds for Cmonoids ( [14] ), it holds for the monoid of invertible ideals of orders in number fields. In some special cases (including Krull monoids having prime divisors in all classes) all unions of sets of lengths are intervals, in other words the Structure Theorem for Unions holds with d = 1 and M = 0 ([15, Theorem 3.1.3],[18, Theorem 5.8], [33] ). In Theorem 5.2 we show that the same is true for the monoids of (invertible) ideals of orders in quadratic number fields. By definition, we have * (H) ⊂ 2 + ∆(H) and in [11, 23] the invariant * (H) was used as a tool to study ∆(H). Proposition 4.1.4 shows that, both for H = I(O) and for H = I * (O), we have max * (H) = 2 + max ∆(H).
