In this paper, we give a geometric interpretation of optimal functionals in the context of intersection of symmetry planes and cyclic polytopes. For 1D CFTs, we demonstrate that at given derivative order, the functional is given by a degenerate simplex of the cyclic polytope. More precisely the derivative functionals at 2N +1-th order, is given by an unique N -dimensional simplex enclosing the origin. Taking the continuous limit, in the large ∆ approximation this qualitatively agrees with that derived by Mazac et al. Remarkably similar construction applies to 2D CFT in the diagonal limit as well as the spin-less modular bootstrap. Finally we show that such geometric interpretation can be extended to functionals associated with bounds beyond the leading operator.
Contents
1 Introduction
The union of constraints arising from symmetries and unitarity, when projected onto physical observables, often result in a convex hull problem. This has been well appreciated in the modern revival of the conformal [1] and modular bootstrap [2] . For the former, the observable is the four-point correlation function, while for the later it is the torus partition function.
More recently, such an approach has been applied to EFT bootstrap where the relevant observable is the four-point S-matrix [3] . The convex hull defines the region in which the physical observable can take value, from which one extracts bounds on the quantum number of general consistent theories. Obviously the result depends crucially on the boundaries of the convex hull, which in general is not computable since the number of vertices for the hull are infinite. Techniques from linear programming, both in its original numerical approach as well as analytic extension, was precisely devised to tame this complexity and has brought spectacular progress over the past decade (See [4] [5] [6] [7] for reviews).
Recently, in the context of 1-dimensional CFT, it was shown that the convex hull of the conformal blocks is in fact a cyclic polytope [8] . More precisely, when expanded around the self-dual point, the resulting Taylor coefficients form vectors whose ordered determinant is always positive. Here the ordering is with respect to conformal dimensions. Once this is established, then the resulting convex hull has the property that all boundaries are known before hand. Any solution to the bootstrap problem is then casted into whether this convex hull intersects a subspace required from crossing symmetry. For each solution one has a distinct cyclic polytope. Translated to the constraint on the spectrum, this turn into the requiring the existence of some fixed number of operators forming a simplex that incloses the origin. This immediately leads to the following question:
• What is the finger print of the convex hull being a cyclic polytope, manifested on the spectrum?
• How does knowing the boundaries of the cyclic polytope, directly lead to boundaries of the theory space, i.e. the gap of each operator?
To make the connection from the geometry to the gaps, we consider the linear functional point of view. The gap is determined from the zeros of the optimal functional, which are derivative or integral functionals acting on the conformal blocks. The relation between the boundaries of the cyclic polytope and the zeros of the optimal functional provides the potential link between the walls of the two spaces. An exact functional for 1D CFT was proposed in [9, 10] , and similarly for modular bootstrap [11] . Discussions for general dimensions see [12] . The fact that the functional relevant for modular bootstrap is identical to that of the sphere packing problem further supports that such functionals must have a geometric interpretation behind it.
In this paper, we initiate the exploration of the implications of the positive geometry on optimal functionals. In particular, we show that properties of cyclic polytopes immediately lead to the conclusion that the optimal functional for 2N +1-th derivative order must be given as N ∈ odd X, 0, i 1 , i 1 +1, i 2 , i 2 +1, · · · , ∆ , N ∈ even X, 0, i 1 , i 1 +1, i 2 , i 2 +1, · · · , ∞, ∆ (1.1) where · · · represent taking the determinant while X is the crossing plane, 0 the identity and is are the block vectors with conformal dimension ∆ i . Furthermore, the specific value of i 1 , i 2 , · · · , i gap are exactly the vertices of a highly degenerate simplex, which for 1D CFT yields unique solutions. We've verify that eq.(1.1) yields the correct result by matching to numerical analysis up to 23 order in derivatives, and demonstrate qualitative equivalence to the result given in [9, 10] in the continuous limit.
The cyclic polytope property of the convex hull was also recently found in the diagonal limit of 2D CFT bootstrap [13] , as well as the spin-less modular bootstrap [14] . Not surprisingly, we find that the same approach also yields optimal functionals that agree with the numeric bootstrap for 2D CFT with the external dimension ∆ φ > 0.088. Remarkably, when spin is included, we find that the the functional is once again given by a degenerate simplex involving spin-4 block vectors. In particular, the functional is given by:
where now it is i =4 , i 1 , i 2 , · · · , that satisfy the co-plane condition. For these cases, unlike 1D CFT, the degenerate simplex is not unique. But we can still select out the one that corresponds to the optimal functional using other constraints. Finally, we study the global constraints of the spectrum in 1D CFT where we consider bounds beyond the leading operators. We find that the geometric consideration of having a simplex inclosing the origin, allows us to derive bounds on the higher dimensional operators in a way depending on the lower dimension ones. The bounds and the boundaries between the distinct sectors, once again are all given by geometric considerations, which we confirm matches with numerical bootstrap results. This paper is organized as follows: in the next section we begin with a review of 1D CFT bootstrap, both in the language of projective geometry, and in terms projective geometry and optimal functionals. In subsection 2.2, we recast the optimal functional in terms of finding the degenerate simplex of the complex hull such that the origin is included. We explicitly verify this conjecture by comparing with results from numerical analysis, as well as large ∆ approximation in the continuous limit. In section 3, we extend the proposal to 2D CFT in the diagonal limit as well as modular bootstrap. Finally, in section 4, we demonstrate that the geometric approach continues to yield the correct optimal functional beyond leading operator.
1D CFT
In this section we give a brief review of the conformal bootstrap in one dimensions, especially the set up of the problem in terms of projective geometry introduced in [8] . By one dimensional CFT we are really referring to the imposition of SL(2,R) symmetry on correlation functions where the operators are positioned on a line. Thus the constraint obtained from the bootstrap equations must be obeyed in any dimensions.
Let's start with the 4-pt function φ(x 1 )φ(x 2 )φ(x 3 )φ(x 4 ) of identical primary operator φ with scaling dimension ∆ φ . We will assume x 1 < x 2 < x 3 < x 4 and define SL(2, R) invariant cross-ratio z as z =
x 12 x 34
The SL(2, R) covariance of 4-pt function implies that up to an overall prefactor, it can be written as a function only of cross-ratio z
Since the coefficients of the conformal blocks are squares of the three-point function, and G(z) is positively expandable on the blocks. Alternatively, we can use OPE between φ(x 1 ) and φ(x 4 ), φ(x 2 ) and φ(x 3 ) to express 4-pt function (2.2) and (2.3). Conformal symmetry tells us that the radius of convergence for the two channels overlap, and hence the four-point function written in one expansion is equivalent to the other. In other words, the crossing equation
is applicable when G(z) is written in terms of the block expansion.
Cyclic polytopes and crossing plane
It is useful to analyze the two constraints, eq.(2.3) and eq.(2.4), in terms of derivative expansion around z = 1/2. For conformal blocks, this defines a finite dimensional vectors,
. Note that it is useful to consider the n+1 dimensional geometry projectively, by normalizing the first entry to 1 and absorbing the overall positive factor into c 2 ∆ . Doing the same for the four-point function G(z), eq.(2.3) becomes a convex hull condition:
where,
-4 -and we have ∆ c 2 ∆ = 1. The convex hull is then in P n . Following [8] we take n = 2N +1. For a given spectrum, the convex hull of the associated block vectors form a polytope in P 2N +1 ,which we will refer to as the unitary polytope U N .
Crossing symmetry eq.(2.4), will impose linear relation on the different Taylor coefficients G i , and allows us to express G odd in terms of G even
Since for n = 2N +1 there are N +1 unfixed G i , the "crossing plane" on which the four-point function must live, is N -dimensional. In the rest of paper we will refer the crossing plane as X After such discretization, a solution to the 1D bootstrap problem can be formulated as whether or not the unitary polytope U N intersects with the crossing plane X. As the polytope lives in P 2N +1 , if X intersects with U N , it will intersect at a point on one of its N +1-dimensional faces. Let's say that the face in question is comprised of operators { G ∆ 1 , G ∆ 2 , · · · , G ∆ N +2 }, the point A for which it intersects X can be written projectively as
where by X, ∆ 1 , ∆ 2 , · · · , ∆ N +1 we are referring to the determinant of the (2N +2)×(2N +2) dimensional matrix comprise of the N +1 vectors of the crossing plane and the N +1 block vectors. For example, for N=1, we have
Now any generic N +1-dimensional plane will intersect with X on a point, the question is, whether such point lies inside the unitary polytope, see fig.1 . To formalize this condition we need to characterize the boundaries of U N , i.e. its co-dimension one facets. Since these are 2N -dimensional planes, they are given by 2N +1 vertices, say {∆ 1 , ∆ 2 , · · · , ∆ N +1 }, and can be denoted in terms of dual vectors W {I} with Figure 1 . The intersection of the "crossing line" X with one of the boundary lines of the polygon. In 2 D generically two lines always intersects. The non-trivial constraint is that the intersecting point must be inside the polygon.
The condition for which the intersection point lies inside the polytope is then simply
From the above discussion, we see that to solve the constraints it is important that we know all the facets of U N , which is in tractable in general given the fact that generic CFT has infinite number of primary operators, and hence the vectors that form the convex hull are infinite. However, in [8] , the authors found that the convex hull of 1D block vectors form a cyclic polytope. More precisely, as the vectors satisfy
i.e. its ordered determinant is definite positive. Similar property was also found in 2D CFT in the diagonal limit [13] , which we will come back to in sec.3. For cyclic polytopes, the boundaries are known before hand, and the facets are
where ∆ i+1 is the closet vertex to ∆ i . If we assume continuous specturm,
Having known the facets structures, we come back to pervious problem. Recall that the crossing plane X will intersect with N +1-dimensional face of cyclic polytope, which in general takes the form,
Using the form of the intersecting point A in eq.(2.9), we require the point to lie inside the polytope translate to, W I · A > 0. Now since in P 2N +1 , the facet of cyclic polytope is just Figure 2 . Setting N = 2, the geometry is in P 5 . Projecting through (X, G 0 ) we have a 2-dimensional space where the block vectors are displayed on the red curve, which is populated by the CFT operators.
A consistent CFT requires that there are at least one triplet of operators in the spectrum such that the corresponding triangle encircles the origin. From the graph one sees that ∆ + , defined by the largest intersection of the line between ∆ = ∞ and ∆ = 0 and the curve, serve as the gap at N = 2. Since if all operators are above ∆ + , it is impossible to form a triangle encompassing the origin.
(0, i, i + 1, j, j + 1, . . . ) and (i, i + 1, j, j + 1, . . . , ∞), we find that the condition on the set of operators in eq.(2.17) that formed the intersection face is:
Since the constraint is given in terms of determinants involving the crossing plane, the relevant geometry is in the space perpendicular to X, which is N +1-dimensional. Thus the above constraint translates to at fixed N , we seek N +2 operators such that when projected through X, it forms a simplex that incloses the origin.
Since the identity operator is always present, it is useful to further project this geometry through G 0 , resulting in an N -dimensional space. Thus by projecting through (X, G 0 ), we require the CFT spectrum to contain N +1 operators to form an N -dimensional simplex that encloses the origin. This condition corresponds to finding a set of N +1 operators
This will be the primary constraint considered for 1D CFT from now on. Consider for example N = 2, where projecting through (X, G 0 ), results in a two dimensional space. The constraint is then to have three operators in the spectrum that encloses the origin. This is demonstrated in fig.2 2.2 Optimal functionals in the projective geometry
In this subsection we will first give a brief introduction to linear functionals, which gives bound to the lightest operator. In particular, we will focus on the zero patterns of the optimal functional, whose gap is the lowest. In the end we will rephrase the functional in terms our projective geometry. First the unitary (2.3) and crossing symmetry (2.4) conditions can be recast into the following sum rule form,
, and satisfying the condition fig.3 shows a example of linear functional with satisfying the sign condition. Now apply this linear functional ω to the sum rule (2.20)
Consider the largest single root of ω[∆], i.e. ω[∆ * ] = 0 and ω[∆] > 0 for all ∆ > ∆ * , then eq.(2.21) cannot be satisfied if all operators are larger than ∆ * , which provides a gap. Thus to have the lowest gap, we seek the functional whose largest single root is the smallest, this is the optimal functional for the problem. One typical kind of functional used by numerical bootstrap is taking derivatives at z = 1/2,
where α is the coefficient vector (a 1 , a 3 , . . . , a 2N +1 ) and the vector F ∆ φ ∆ is comprised of the Taylor series coefficient of F ∆ φ ∆ (z) at z = 1/2, which is non-vanishing only for odd number of derivatives due to crossing symmetry. Thus a given functional is characterized by the coefficient vectors α.
The zero structure of this optimal functional at finite derivative order n reveals interesting simple patterns. 1 On the positive real axes, generic functionals will only have three single zeros. One is lying at ∆ = 0 and the largest one will define the scalar gap. There are also 
, where a 3 ≈ −1.49, a 5 ≈ 0.01 And the largest root is ∆ * ≈ 4 double zeros whose pattern fall in two classes: At P 2N +1 , when N = 2k + 1 is odd, it will have k double zeros. When N = 2k is even, it will have k − 1 double zeros (Examples are in Fig.4 ). As N → ∞, in the continuum limit, the authors in [9, 10] construct the extremal functional for 1D CFT as an integral functional, which gives the exact gap ∆ gap = 2∆ φ + 1 for free fermion theory. The functional has an infinite number of double zeros, corresponding to the physical spectrum ∆ n = 2∆ φ + 2n + 1. Now let us relate the general derivative linear functional to the projective geometry above. Since F ∆ φ ∆ is given by the difference between the block and its crossing symmetry image, it can be easily identified as projecting the block vectors through the crossing plane, i.e. the part of G ∆ orthogonal to the crossing plane X. For the functional, a given vector α defines a direction in the complement of X on which F ∆ φ ∆ is projected on to. At fixed N the complement of X is N +1 dimensional, and we can identify α as the dual vector of an N plane spanned by vectors {v 1 , v 2 , . . . , v N }. With these two observations, we can rewrite the numerical functional α · F
(2.23)
Thus in our projective geometry, a functional corresponds to choosing N block vectors to serve as {v 1 , v 2 , . . . , v N } in the above. We will give a explicit proof of this equation in the appendix.A. Once again, since the identity block is always present, it is natural to choose v 1 = G 0 , and consider the functional X, 0,
0 ) = 0 by construction, so there is no restriction to the sign of functional at ∆ = ∞, the largest root of this functional will be a valid scalar gap.
It is instructive to consider why the largest single root of X, 0, ∆ i 1 , ∆ i 2 , . . . , ∆ i N −1 , ∆ correspond to a gap from a pure geometric standpoint. Recall from (2.19), projecting through the crossing plane and identity block (X, G 0 ), there must exist N + 1 operators
So if all the operators in the spectrum have their scaling dimension above the largest single root ∆ > ∆ * , then they all lie on the same side of the plane in discussion which contains the origin (Example in P 5 in Fig.5 ), and this it is impossible to form a simplex containing origin. This tells us that there must be some point lower than ∆ * situated at the other side of the plane. In the following we will use the fact that the convex hull of the block vectors form a cyclic polytope to determine the optimal functional.
The Optimal functional at P 2N +1
We will now derive the optimal functional utilizing the fact that the convex hull of block vectors form a cyclic polytope. Recall that from the projective geometry point of view, a functional can be mapped to
For the optimal functional, we expect would like to choose the ∆ i s in the above such that the last single root is the smallest. In other words, we would like to find an ω(F ∆ φ ∆ ) such that it is positive for a majority of ∆. This naturally leads to the conclusion that {0, ∆ i 1 , ∆ i 2 , . . . , ∆ i N −1 } must be associated with one of the higher co-dimensional boundaries of the unitary polytope. As we will see, with the input of the cyclic polytope nature of U N , this allows us to uniquely determine the optimal functional!
Odd N = 2k + 1
Let's begin with N = 2k + 1, as we will see later on, the case for N ∈ even follows trivially. Since the boundaries of the cyclic polytope are known, we begin with the fact that in 2N +1 Figure 5 . 2d geometry of P 5 in the space orthogonal to (X, G 0 ) when ∆ φ = 3/2. The black dot is the origin, the black dashed line intersects the curve at X, 0, ∆ 1 , ∆ = 0, where ∆ 1 = 3.3. The brown dot represent the largest intersection of the line ∆ = ∆ * ≈ 6.90. The brown region is when ∆ > ∆ * dimensions, the block vector G ∆ will always satisfy,
So the natural ansatz of optimal functional for N = 2k + 1 is
This can be viewed as projecting eq.(2.25) through X, for which the properties associated with cyclic polytope may no longer hold true. For example, the determinant may no longer be positive. However for the region ∆ ∆ φ , since the components for the block vectors are comparatively large with respect to the vectors on the crossing plane, we expect that the determinant will be positive satisfying our criteria. (Schematic explaination in appendix.B) Note that since by (i, i+1) we are referring to ( G ∆ i ,˙ G ∆ i ), by construction this functional gives double zeros at k positions. Thus the presence of double zeros can be linked to the property of cyclic polytope! The problem of the preferred functional now boils down to the selection of k-points. Let us step back and recall for a spectrum to be consistent, eq.(2. 19 ) tells us that one should have 2k + 2 operators {∆ 1 , ∆ 2 , · · · , ∆ 2k+2 } forming a (2k + 1)-simplex which containing the origin 0. Now for the optimal case, where one has the true gap for the given derivative order, we expect that the spectrum which includes the gap to be degenerate such that any modification of the operator on the gap will render the origin out side of the simplex. This tells us that 1. the gap must form one of the vertices of this simplex, and 2. the origin must be on its boundary. This precisely translate to
Here we show two type of simplex in the four-dimensional space orthogonal to (X, G 0 ) that contains the origin, denoted as the red dot. On the left hand side, the origin is lying in
On the right hand side, the two pairs of vertices become degenerate and the simplex shrinks to a triangle spanned by
Now since we have the adjacent block vectors being in the continuous limit, each pair of vertices collapses into one point (
. Thus for this 2k-plane to inclose the origin, we must have that the k-vectors along with the gap form a k-plane that incloses the origin ! (see Fig.6 for illustration) Thus in conclusion, the optimal functional at N = 2k + 1 is given by
where its last single root ∆ * , when combined with {∆ i 1 , ∆ i 2 , · · · , ∆ i k } forms a k-plane containing zero. Now the name of the game is to find a set of k+1-vectors spanning a k-plane enclosing the origin. In practice, the co-plane condition implies,
29)
while the requirement that the origin is "inside" the k-dimensional simplex (inside the 3d simlpex of Fig.7 ) eq.(2.18) implies the following consistent sign pattern:
This is summarized in the following two steps:
• Step1: Take k+1 linear independent set of v i s and use eq.(2.29) to solve for all the possible solutions of {∆ gap , ∆ i 1 , . . . , ∆ i k }. 
Origin is the red dot, and it's inside the 3-dimensional polytope • Step2: From the above solutions, select only those that satisfies the condition (2.30). So that the vertices will form a simplex enclosing origin 0.
• Step3: The operator with lowest scaling dimension in the solution is ∆ gap , while the remaining k operators serve as {∆ i 1 , . . . ∆ i k } in the optimal functional (2.26).
We have explicitly verified up to P 23 that this uniquely determines the functional and matches with the optimal functional from the numeric bootstrap ! Let us consider the example in P 7 as an illustration of the procedure.
Example in P 7 with ∆ φ = 3/2: In P 7 , crossing plane X is 3-dimensional, so the space orthogonal to (X, G 0 ) is also 3-dimensinal. The first thing is to find all the special 1-dimensional plane which intersecting origin 0 and two other opearators (∆ a , ∆ b ) on it. So we can just set k = 1 in (2.29) to get the condition,
So we can just chose two random, linear independent vectors v 1 , v 2 , Next we use condition (2.30) to find the right 1-simplex, this condition in P 7 simplifies to We found that only one of the solution (∆ a , ∆ b ) ≈ (4.762, 8.603) will satisfy this constraint. In this solution, the smallest root will correpsonds the scalar gap ∆ gap ≈ 4.762 in P 7 , And the remaining one will correspond to ∆ i ≈ 8.603 in the optimal functional,
The plot of this funcitional is in Fig.8 . This largest root of this functional exactly equals to ∆ gap . One can also use linear programming to optimize the functional which has the following form, and it will exactly correspond to the functional X, 0,
In P 4k+1 , we observed that the roots structure (i.e. the positions of single zeros and double zeros) of optimal functional is the same as P 4k−1 . So the natrual guess for the functional is,
where {X 1 , X 2 , . . . , X 2k+2 } are 2k + 2 linear independent vectors that span the crossing plane X. Observing that G ∞ = {0, 0, . . . , 1} and the last component of crossing plane is
In other words, the determinant is reduce from that of an 4k × 4k matrix to an 4k−2 × 4k−2, i.e. it will be proportional to X, 0,
, ∆ , with is exactly the optimal functional in P 4k−3 . This has also been verified to match with linear programming up to P 25 .
Implication of subplane condition
Note that when the functional becomes optimal, condition (2.29) and (2.30) implies a vector equation for F ∆ φ ∆ which will allow us to approximate the OPE coefficients. First we tranform the condition (2.29) to the equation related to F ∆ φ ∆ , using (A.9) from appendix.A 
Furthermore, the simplex selection condition (2.30) implies that all the coefficient above will be positive,
In other words, the two conditions give a solution to the OPE coefficient for the truncated crossing equation!
Note that since we are at finite N , the corresponding gap is not exact and is higher than the true gap, there are no physical theories living on the gap for finite N . Thus the solution is an approximation for the OPE coefficients.
The fact that optimal functionals yield approximations for the OPE coefficients was discussed in [16] . There, the authors introduced the Extremal Functional Method (EFM) which extracts the spectrum and OPE coeffcient of CFT that lives in the boundary of extremal functional. Basically, it contains the following three steps:
• Solve for the linear combination of F ∆ φ ∆ ' s which gives the identity vector. The coefficients are the square of the OPE coefficients In 1D CFT, we can use the (2.29) and (2.30) to get the spectrum {∆ gap , ∆ i 1 , . . . , ∆ i k }. But to compute the OPE coefficient, it requires minimization procedure introduced in section 3.2 of [16] since the number of OPE coefficient is smaller than the number of constraints equations. Let's use N = odd as an illustration. In general, F ∆ φ ∆ in P 4k+3 is a 2k + 2 dimensional vector, but the number of double zeros appearing in the optimal functional is k, so the sum rule will be
It has 2k + 2 linear equation but only has k + 1 numbers of variables (c 2 ∆gap , c 2 ∆ 1 , . . . , c 2 ∆ k ), so in general it's unsolvable! But from (2.41) and (2.42) we know that there only exist a unique positive solution of {c 2 ∆gap , c 2 ∆ 1 , . . . , c 2 ∆ k } to equation (2.44). Thus the co-plane condition for the optimal functional guarantees that one has a solution for the OPE coefficients (simplex selection condition guarantees its positivity), without the need for minimization procedure. 3 In the In this subsection, we will consider the case N → ∞. In finite ∆ φ , the block vectors are very complicated, so calculation of N → ∞ is impossible. But in the limit (∆ φ , ∆ i ) → ∞, we can compute both block vectors and the functional at leading order of ∆ φ . So to simplify the analysis we will consider the limit (∆ φ , ∆ i ) → ∞. The optimal functional for 1D CFT in the continuous limit was discussed in [9, 10] . There, the authors have construct the a integral functional which gives exactly the lowest scalar gap ∆ gap = 2∆ φ + 1. The property of this extremal functional is (see Fig.9 for example)
And when ∆ φ → ∞, the functional will have a single zero at exactly ∆ = √ 2∆ φ . In order to compare our definition of optimal functional with that [9, 10] , we have to evaluate the determinant of infinite dimensional matrix ω(∆) = X, 0, ∆ i 1 , ∆ i 1 +1 , . . . , ∆ i k , ∆ i k +1 , ∆ . It turns out that at leading order in ∆ φ , we can get a simple approximate expression. Consider
where m = ∆/∆ φ . We see that after divided by a definite positive factor 2 2∆ φ G ∆ (1/2), the
(1/2) has also been derived in appendix D of [17] Figure 9 . Here we present the extremal functional when ∆ φ = 1/2 using eq(4.34) in [9] In such case, our optimal functional becomes:
The roots structure of this functional is,
The single root at m = ∆/∆ φ = √ 2 is exactly also present in [9] . Now the value for m i l is determined from the co-plane condition (2.29). For this, we consider the form of X, 0, ∆ 1 , . . . , ∆ N at leading order in ∆ φ ,
50) The co-plane condition is now written as the vanishing of Table 2 .
The location of the first root and second root (∆ gap ) in the exact and approximate (∆, ∆ φ → ∞) optimal functional at ∆ φ = 200.1 But this deviates from the exact gap and spectrum,
Thus we see that at leading order in ∆ φ the functional eq.(2.51) will give the correct first single zero (m = ∆/∆ φ = √ 2), but largest single zero and all the double zeros will be shifted. This shift is an artifact of the large ∆ φ approximation. Indeed one can compare the roots of the optimal functional in the large ∆ φ approximation at finite N . We present the result for P 3 and P 7 at ∆ φ = 200.1 in Table. 2. We see that at different dimension N , the large ∆, ∆ φ approximation does not shift location of the first root, while the second one will get shifted as N gets large. We see both cases first root is closed to √ 2∆ φ ≈ 282.984, and the second root of approximated functional is always close to 2 √ 2∆ φ ≈ 565.968
Extensions to 2D diagonal limit and modular bootstrap
There is reasonable expectation that the geometry behind the optimal functionals in 1D CFT can be found in the diagonal limit of 2D CFT and the modular bootstrap problem. For one, as discussed previously, the convex hull of scalar blocks in the diagonal limit was shown to be a cyclic polytope in [13] . Similarly, as we will review shortly, the same holds for modular bootstrap for the rectangular torus [14] . Remarkably, not only will we see that this is indeed the case, it's validity extends to the case where spins are included.
3.1 2D CFT in the diagonal limit (z =z)
In 2D CFT, the local opearator now will both labeled by scaling dimension ∆ and spin l. Also, we will have two independent cross ratio u, v, 
where G ∆,l (z, z) is the d = 2 conformal blocks on z =z line,
Expand (3.3) at z = 1/2 we also get the convex hull condition,
Notice that, when setting z =z, the crossing relation in (3.3) is the same as 1D case, so the crossing plane X in unchanged. We start with the most simplest case, assuming that there are only scalar primaries exchanged in OPE φ × φ. So the problem is simplified to just having scalar vertexs in the convex hull, G = ∆ c 2 ∆,0 G ∆,0 . The positivity of { G ∆ 1 ,0 , G ∆ 2 ,0 , . . . , G ∆ N ,0 } has been justified in Fig.4 (b) of [13] . Next we briefly summerize the result,
• For large external scaling dimension case ∆ φ > 0.1, we found that the functional in P 2N +1 is similar to 1D case, namely, ω(∆) = X, 0, ∆ i 1 , ∆ i 1 +1 , . . . , ∆ i k , ∆ i k +1 , ∆ , when N is odd, N = 2k + 1 ω(∆) = X, 0, ∆ i 1 , ∆ i 1 +1 , . . . , ∆ i k , ∆ i k +1 , ∞, ∆ , when N is even, N = 2k + 2 (3.5)
Using condition (2.29) and (2.30) we can determine the remaining vertexs { G ∆ i 1 , G ∆ i 2 , . . . , G ∆ i k } • For small external scaling dimension case ∆ φ < 0.1, the conjecture no longer holds true.
The change in optimal functional indicates the presence of a kink, and our analysis implies that the position of the kink can be stated as a geometric configuration as well [18] Next we consider the real 2D CFT with all the higher spins. When including different spin sectors, the convex hull of unitary polytope U N now is the Minkowski sum of polytopes of different spin sector. Here we mention two important geometrical features of the individual spin sector:
• For every individual spin sector, the positivity has been discussed in [13] . From Fig.4(b) we see that if requiring cyclicity of polytope in P 7 in 2d, the sufficient condition is g 1 , g 2 , . . . , g 7 > 0. We can read from this plot that when ∆ > 0.13, P 7 polytope is a cyclic polytope. Figure 10 . Here we present the 2d geometry in the space orthorognoal to (X, G 0,0 ). Scalar section (red curve) is starting from ∆ = 0 while spin-2 (blue curve) is from ∆ = 2 (unitary bound). From the curve we see that the convex hull of spin-2 blocks is not inside the convex hull of scalar blocks.
• Using (2.3) in [13] ,
we see that when ∆ ∆ φ , the higher spin blocks just differ by constant factor with the scalar! Geometrically, this tell us that the convex hull of higher spin sectors have the same convex hull as scalar one when ∆ ∆ φ .
Despite of these nice features, the Minkowski sum of cyclic polytope is in general not a cyclic polytope. Of course if all the higher spin sector of polytope is inside the convex hull of scalar sector, then the unitary polytope U N is still cyclic polytope. But already in P 5 we see that this is not true (Fig.10) . But even if we don't know the boundary of the unitary polytope U N , we can still construct a linear functional to get a valid scalar gap. And to find the conditions for suitable functional, we write down the sum rule in s-channel,
. Unitarity will imply that the scaling dimension of primary opearators exachaged in OPE must satisfy, Then the largest single zero ∆ * of linear functional acting of scalar ω(∆, 0) will provide a valid scalar gap. We will consider this kind of fucntional ω(∆, l) = α · F ∆ φ ∆,l , and the equivalence between functional ω(∆, l) = X, 0, G ∆ 1 ,l 1 , G ∆ 2 ,l 2 , . . . , G ∆,l and α· F ∆ φ ∆,l still holds in this case using the proof in appendix.A. The result of optimal functional in P 3 to P 9 are summerized Small ∆ φ region Large ∆ φ region Transition point P 3 X, G 0,0 , G ∆,l X, G 0,0 , G ∆,l No transition P 5 X, G 0,0 , G 2,2 , G ∆,l X, G 0,0 , ∞, G ∆,l 0.088 in the table.3 In large ∆ φ region, we see the functional is very similar to the case in 1D CFT, excepct the double zero position is not at the scalar section (Like P 7 , the double zero of optimal functional is at l = 4 sector). And furthermore, combined with the co-plane condition (2.29) and simplex selection condition (2.30), the remaining solution is not unique! This means that are more than one degenerate 1-simplexs. So in this case, we need a addition condition to select out the one corresponding to optimal. We will take ∆ φ = 1/8, P 7 as a concrete example. In P 7 including spin, the condition (2.29) and (2.30) get slightly modified, co − plane : F or abitrary v, X, G 0,0 , G a,0 , G b,l , v = 0
For each spin l, we found that there are one degenerate 1-simplex, the solutions are in Table. 4.
( G ∆a,0 , G ∆ b ,l ) are the vertexs of these 1-simplexs. Two remarks of this table which will be important later,
• As spin l increases, ∆ a is also increasing
• When l ≥ 6, ∆ b is below the unitarity bound i.e (∆ b < l)
Accroding to the discussion in seciton.2.3.3, finding such a 1-simplex is equivalent to finding a solution with positive c a,0 , c b,l > 0 to the vector equation in P 7 , Because of unitarity, the solutions with l ≥ 6 is not a valid solution to this vector equation since its scaling dimension is below than the unitaritiy bound. So we're left with three solutions with spin l = 0, 2, 4. And if the simplex corresponds the optimal functional, its the smallest vertex is exactly the scalar gap G ∆gap,0 . It turns out the only consistent choice is ∆ a = 1.2662, (∆ b , l) = (4.4806, 4), which have the largest scaling dimension of smallest vertexs in the simplex. 5 We also show the plot of optimal functional in Fig11.
Spinless modular bootstrap
Let us begin with the torus partition function in 2D CFT with central charge c, given by
where q = e i2πτ , and τ the torus modulus. Modular invariance on the torus tells us that:
The torus partition function can be expanded on Virasoro characters, which sums up the contribution to the partition function from the descendants of each Virasoro primary. With c > 1, it is given by
where η(q) is the Dedekind eta function, satisfying η(− 1 τ ) = √ −iτ η(τ ). The partition function then admits the following expansion in terms of these characters
where n h,h is the degeneracy number, i.e. it is a positive integer with n 0,0 = 1. Let us consider the case where τ = iβ, i.e. a rectangular torus. In such case q =q, and the dependence on h,h comes in the combination ∆ = h +h, i.e. it only depends on the scaling dimension and not spin. In this case the partition function becomes
It's conveninent to define the reduce partition functionẐ(β) using β = −iτ variable,
Combining modular invariance (3.13) and proberty of Dedekind eta function η − 1
And accroding to (3.16), the reduce partition functionẐ(β) can be expanded intô
where the blocks are
We define linear opearator F k ,
Then we act F k to both side of (3.19), packaging different equation labeled by k, we finally get a vector equation,
Using modular invarianceẐ(β) =Ẑ(1/β), the even component Z 2k is automatically vanished, while we have no constraint on the odd one Z 2k+1 . So the crossing plane X is simply,
And the vector components now are [15] ,
is Laguerre polynomials. So again, we can transform the modular bootstrap problem into the fixed plane X intersecting with a convex polytope! Next we'll show that this polytope is exactly a cyclic polytope.
Because L k (4πx) is degree k polynomial in ∆, after diving by a overall positive factor e 1/6π(c−12∆−1) , block vectors G ∆ are related by moment curve just by a constant matrix M (c) which depends on central charge. For example in P 3 ,
For moment curve, the ordered determinant is definite positive, which implies the definite positivity of block vectors G ∆
Next we move to the optimal functional at P 2n+1 . When central charge c > 1, we found that the functional is exactly the same as 1D and 2D CFT when ∆ φ becomes large (3.5). Then after imposing condition (2.29) and (2.30), we are left with finite number of solutions, which is exactly the case in 2D CFT that the degenerate simplex is not unique. And to select out the optimal one, we just choose the simplex with the largest scaling dimension of the smallest vertexs. Still take a example in P 7 , when setting c = 12, we found 6 sets of solution to equation (2.32), So the optimal one will be (∆ gap , ∆ i ) ≈ (2.231, 3.804).
-25 -
The "Theory Space"
The bootstrap equations not only impose bounds on the gap of the first operator, it imposes global constraints on the entire spectrum. Recall that from the view point of a cyclic polytope intersecting the crossing plane, at each N the constraint of the crossing equation is encapsulated by the statement that there are at least N +1 operators that forms an N -dimensional simplex that encloses the origin. Let us refer to this simplex asŨ N , as it is the subspace of U N that is relevant for the intersection. Importantly, the vertices that formŨ N need not be the first N +1 lowest lying operators, and hence the constraint is global. We will analyze the global constraint from two directions: (1) for fixed N , the bounds on the entire spectrum depending on the dimensions of the low lying operators, and (2) assuming that U N is constructed from the lowest dimension operators, the modification to their bounds as we increase N . These bounds can be incapsulated by the recursive construction discussed in [8] . There, it was observed that the vertex ∞, being the only universal vertex in the subspace project through (X, 0), played an outsize role in determining the validity of the spectrum. For fixed N , consider all sets of operators {∆ 1 , ∆ 2 , · · · , ∆ N } such that when combined with ∞, the corresponding simplex incloses the origin. Denote this set as S N , and the claim is that it can be built recursively in N . To see this, for each element in S N , we denote the space of all possible ∆ N +1 , for which when combined with the element in S N the resulting simplex incloses zero, as T N . Then the union S N ∪T N , gives all possible sets of operators {∆ 1 , ∆ 2 , · · · , ∆ N , ∆ N +1 }, such that the origin is inclosed, i.e. S N ∪ T N =Ũ N . Now let's move to N +1, and consider S N +1 . The space of all possible {∆ 1 , · · · , ∆ N +1 }, such that: X, 0, ∆ 1 , ∆ 2 , · · · , ∆ N > 0 X, 0, ∆ 1 , ∆ 2 , · · · , ∆ N −1 , ∞ < 0, X, 0, ∆ 2 , · · · , ∆ N +1 , ∞ > 0, · · · , e.t.c. . (4.1)
Now, the conditions in the second line are the ones that involve ∞, and as discussed previously this projects the geometry down to P 2N −1 . Furthermore, these constraint are precisely the complete constraint for the set of N operators inclosing the origin in N −1-dimensions, i.e. they correspond toŨ N ! Thus the space for S N +1 is given byŨ N = S n ∪ T n plus the extra constraint in the first line of eq.(4.1). In other words, not all elements in S N will survive when the N +1-dimensional geometry is considered. On the other hand, given a set of N ordered operators {∆ i }, we can devise a functional to bound ∆ N +1 , if it satisfies
where once again, the bound for ∆ N +1 is given by the largest single root of the functional ω F ∆ φ ∆ . In the following, we will demonstrate that the optimal functionals derived numerically can be analytically reproduced by considering the projection of S N onto the space of Figure 12 . . The region S 2 defined by eq.(4.4). The black curve is given by X, 0, ∆ a , ∆ b = 0. And when ∆ a < 5 ∆ − , this curve is the second largest root of X, 0, ∆ a , ∆ . When ∆ a < 5 ∆ − , this curve is given by the largest root of X, 0, ∆ a , ∆ lowest dimension operators. For the leading N operators, by definition S N defines the region in which no other operators (except ∞) are needed for consistency. Outside of this region, one can find various distinct subregions where only a subset of operators combine with ∆ N +1 to form S N , and the optimal functional exactly corresponds to the simplex constraint on ∆ N +1 ! For the boundaries of allowed (∆ 1 , ∆ 2 , · · · , ∆ N −1 ), one simply project S N along ∆ N onto the subspace (∆ 1 , ∆ 2 , · · · , ∆ N −1 ). The bound for ∆ N can similarly be read off directly.
Theory space in P 5
From N = 1, the condition is simply, X, 0, ∆ , − X, 0, ∞ same sign (4.3)
Solve it we get ∆ − < ∆ < ∆ + , where ∆ − and ∆ + is the first and second root of function X, 0, ∆ . So it means that there must be one operator between ∆ − < ∆ < ∆ + such that with ∞ we have a line that encloses the origin. In other words S 1 consists of all operators in the range ∆ − < ∆ < ∆ + . Now lets consider the theory space for P 5 , i.e. for N = 2, and ∆ φ = 3/2. Here we focus on S 2 , which corresponds to space of ∆ a < ∆ b such that,
By the fact that X, 0, ∆ b , ∞ and X, 0, ∆ a , ∞ having opposite signs means that this is allowed only if (∆ a , ∆ b ) is lying on opposite sign regions separated by the roots of X, 0, ∞, ∆ = largest root Figure 13 . Different allowed region for {∆ 1 , ∆ 2 } along with the associated bounds on ∆ 3 , with ∆ φ = 3/2. 0 denoted as ∆ + and ∆ − . Thus we see that S 2 consists of two region of interest:
Note that if we only consider the last two sign constraint in eq.(4.4), then we have reproduced S 1 . The first constraint further requires X, 0, ∆ a , ∆ b to have a preferred sign, thus giving an extra boundary when it is set to zero. This sets the region for S 2 shown in fig.12 . Now let us see how the knowledge of S 2 impose itself on the spectrum. Let's take the view point from the first two operators (∆ 1 , ∆ 2 ). The allowed region for the two operators are simply given by the area projected from S 2 along the direction of ∆ 2 as shown in fig.13 . Note that the allowed region is separated into different subregions reflecting the distinct bounds on the next operators ∆ 3 . If we identify (∆ 1 , ∆ 2 ) as (∆ a , ∆ b ), then it is simply the projection of S 2 on to the (∆ 1 , ∆ 2 ) plane, and since when combined with ∞ we already have a simplex that encloses the origin, there is no constraint on the remaining spectrum in this region. This is denoted as I 1 and I 2 in fig.13 . Outside of this region, we can have ∆ 2 and ∆ 3 forming S 2 . First, for ∆ − < ∆ 2 < ∆ + , we must have
This sets the boundary for ∆ 3 at X, 0, ∆ 2 , ∆ 3 = 0. Finally as ∆ 2 < ∆ − , we must have Figure 14 .
Here we present the region of II (RHS) and III (LHS) in (4.6) using the 2d geometry of P 5 after projecting through (X, G 0 ). The red dashed line represents the intersection point of X, 0, ∆ 2 , ∆ = 0, and ∆ * is the largest intersection point. The allowed region in both figure is labeled by the red curve
In this case we can see that the bound for ∆ 3 is simply ∆ + . (We present the allowed region of II and III in fig.14) . The plot for allowed regions for ∆ 1 , ∆ 2 , ∆ 3 is presented in fig.15 for all regions. In principle, it may be ∆ 1 and ∆ 3 forming S 2 , you may substitute ∆ b for ∆ a in eq.(4.6). But in this situation, it generates a lower bound on ∆ 3 .
Theory space in P 7
Now, let's consider P 7 . For N = 3, we construct S 3 given by the uniform sign for:
The resulting region is displayed in fig.16 . Again, we analyze the constraint on (∆ 1 , ∆ 2 , ∆ 3 ) from S 3 . By identifying the first three operators with (∆ a , ∆ b , ∆ c ), we can project along ∆ 3 onto the (∆ 1 , ∆ 2 ) plane, as shown in the left figure in fig.17 . Note that there is a section that is empty! This does not imply that (∆ 1 , ∆ 2 ) is ruled out for this region, but rather that it does not participate in forming S 2 . In other words, in this region ∆ 3 takes up the role of ∆ a , and hence is bounded by ∆ 7 + , the gap in P 7 . This is indicated on the RHS of fig.17 . As discussed in the beginning, the last three sign constraint is equivalent to saying {∆ a , ∆ b , ∆ c } are inŨ 2 which gives us the exact bound as in P 5 . However, the additional first sign constraint implies that some part ofŨ 2 might be ruled out, indicating the gap, here referred to as ∆ 7 + , differs from that of P 5 . Let us begin by analyzing how this occurs in detail, and derive the analytic expression for ∆ 7 + . This in turn gives an alternative "derivation" of the optimal functional at P 7 . For convenience, we denote the previous ∆ + , ∆ − in P 5 as ∆ 5 + , ∆ 5 − . First we derive the upper bound on ∆ 1 . The can be obtained by setting ∆ 1 = ∆ a in S 3 , and see the upper bound of ∆ a . First we use condition 2 , 3 , 4 , which is essentially the Figure 15 . In P 5 , ∆ φ = 3/2, {∆ 1 , ∆ 2 , ∆ 3 } is allowed below the surface.The purple (dark) region is to be understood to extend to infinity simplex condition in P 5 , leading to ∆ a ≤ ∆ + 5 . Now in anticipation that some part of this region will run into trouble with 1 , we consider ∆ 7 + ≤ ∆ a ≤ ∆ 5 + , where ∆ 7 + is the threshold for consistency with 1 . In this region the function X, 0, ∆ 1 , ∆, ∞ has only one root above ∆ 1 (See fig.18 for explaination). As 2 , 3 indicates that ∆ b , ∆ c must be on opposite side of this root, we have: ∆ c ≥ X, 0, ∆ a , ∆, ∞ l.r (4.9)
where X, . . . , ∆ l.r corresponds to the largest root of X, . . . , ∆ . Next, 1 , 2 , indicates ∆ c must be smaller than X, 0, ∆ a , ∆ b , ∆ l.r . Combining this two condition we get,
Thus we conclude that the region ∆ 7 + ≤ ∆ a ≤ ∆ 5 + is ruled out must be due to the contradiction of the above equation, i.e. X, 0, ∆ a , ∆ b , ∆ l.r < X, 0, ∆ a , ∆, ∞ l.r . Thus ∆ 7 + is determined by the critical point, X, 0, ∆ a , ∆ b , ∆ l.r = X, 0, ∆ a , ∆, ∞ l.r (4.11) Figure 16 . Different views of S 3 defined through eq.(4.8). Figure 17 . On the left, we view it from the plane of ∆ 1 , ∆ 2 where the surface is interpreted as the boundary of ∆ 3 for a given set of (∆ 1 , ∆ 2 ). The right is a graphical representation of this projection with different subregions singled out to reflect the bounds on ∆ 3 . Note that the bottom left corner of the left figure is empty. This implies that (∆ 1 , ∆ 2 ) does not participate in forming S 2 , and ∆ 3 takes up the role of ∆ a , which is why it is bounded by ∆ 7 + as indicated on the right.
And by setting {v 1 , v 2 } = {∆ b , ∞}, we find that this exactly corresponds to solution to co-plane condition condition eq.(2.32). In this way we use S 3 to reproduce the scalar gap in optimal functional. Figure 18 . When ∆ 1 is between ∆ 5 + and ∆ 5 − , X, 0, ∆ 1 , ∆, ∞ has only one root(∆ * ) above ∆ 1 . Thus, ∆ b must be below ∆ * and ∆ c must be above ∆ * to satisfy X, 0, ∆ 1 , ∆, ∞ having opposite sign at ∆ b and ∆ c .
Before we move to the ∆ 2 -bound, we define another important quantity ∆ 7 − , which is defined by the shadow region in fig.17 
− , it cannot be part of S 3 . First, this only occurs when ∆ a , ∆ b ≤ ∆ 5 − , so we set 0 ≤ ∆ a ≤ ∆ 5 − , and compute the upper bound for ∆ b . Use P 5 conditions 2 , 3 , 4 , we see that when ∆ a ≤ ∆ b ≤ ∆ 5 − , the constraint for ∆ c is (see fig.19 )
where X, . . . , ∆ s.l.r represents the second largest root of X, . . . , ∆ . And also when assuming ∆ a ≤ ∆ b ≤ ∆ 5 − , condition 1 , 2 gives that,
So for given ∆ a , the critical point ∆ * for ∆ b happens at,
It turns out that for any ∆ a , the critical point ∆ * is the same, and solving the critical point we get ∆ * ≈ 2.047. So we get the value of ∆ 7 − is ∆ * , whose value is exactly the same as the optimal functional in P 7 Now lets' move on to find ∆ 2 -bound, we can first inherit the bound from P 5 . Then we can set ∆ 1 = ∆ a , ∆ 2 = ∆ b in S 3 to get the bound on ∆ 2 . The upper bound of ∆ b happens when for given ∆ a , ∆ b , there is no solution to ∆ c in S 3 . And from analysis of bound on ∆ 1 , we know that ∆ a must below ∆ a ≤ ∆ 7 + , so we separate the region into three part: 0 ≤ ∆ a ≤ ∆ 7 − , ∆ 7 − ≤ ∆ a ≤ ∆ 5 − and ∆ 5 − ≤ ∆ a ≤ ∆ 7 + . In the following we'll see that in different region, the bound of ∆ b will correspond to roots of different funtions. Figure 19 . When ∆ 1 is below ∆ 5 − , ∆ 3 has to sit between ∆ * 1 and ∆ * 2 so that
Consider condition 1 , 2 , we get that,
Next we consider condition 2 and 3 , ∆ b and ∆ c must stay on the both sides of some zero of funciton X, 0, ∆ a , ∞, ∆ . And in order to get the largest value of ∆ b , that zero has to be the largest root, which implies,
Combine this two together we get
Solving for the critical value is when ∆ b satisfies X, 0, ∆ a , ∆ b , ∆ = X, 0, ∆ b , ∆, ∞ . This value is the same as ∆ 7 + . So the bound of ∆ 2 in this region is ∆ 2 ≤ ∆ 7 + .
Notice that the analysis for constraint eq.(4.17) is still valid in this region. When ∆ a stays in this region, we vary ∆ b to check whether eq.(4.17) can be satisfied. And we found that when ∆ b above the critical value ∆ * , eq.(4.17) cannot be satisfied.(Near the critical point, the plot of function X, 0, ∆ a , ∆ b , ∆ is in fig.20 ). From the plot, the critical point happens when there is a double zero in the functional. We can use this condition to determine position of double zero ∆ i , X, 0, ∆ a , ∆ i ,∆ i = 0 (4.18)
And the bound of ∆ 2 in this case is defined by the ∆ 2 ≤ ∆ * = X, 0, ∆ a , ∆ i , ∆ l,r . ∆ ∆ ∆ Figure 20 . Plot of function X, 0, ∆ a , ∆ b , ∆ . LHS: ∆ c must be in the region between last two zeros in order to satisfy condition eq.(4.17). RHS: In this case we can't find any ∆ c satisfying eq.(4.17)
, we found as long as ∆ b ≤ X, 0, ∆ b , ∞, ∆ l.r , we can always find ∆ c satisfying condition 1 . So the bound of ∆ 2 is ∆ 2 ≤ X, 0, ∆ b , ∞, ∆ l.r , which is the same as P 5 .
The plot of bound on ∆ 2 is at Fig.21 . And also we compare the bound on ∆ 2 both at P 7 and P 5 , the result is in Fig.22 , in whihc we see that the allowed region for {∆ 1 , ∆ 2 } is shrinking. Also notice that, while ∆ 1 → ∆ 5 + , the bound on ∆ 2 approaches ∞ in P 5 . But in P 7 , the largest value of ∆ 2 -bound happens when ∆ 1 → ∆ 7 + , and the bound approaches a finite number ∆ 2 → ∆ i , which is the first double zero in optimal functional in P 7 . Physcially, it means in P 7 , the bounds of first two opeartors shrinks to a finite region!
We briefly mention the bound on ∆ 3 . The result is in Fig.23 and Fig.24 (3D plot) . For region A and B, we get the bound for ∆ 3 by setting (∆ 1 , ∆ 2 ) = (∆ a , ∆ b ) , in S 3 , and looking for the bound on ∆ c . While in region C. fig.23 , the bound can be obtained by setting ∆ 2 = ∆ a , and look for bound of ∆ b or setting ∆ 1 = ∆ a and look for bounds on ∆ a .
Application: uniqueness of 1D fermionic free field theory
We start with the question: if the first operator ∆ 1 is exactly at ∆ 1 = 2∆ φ + 1, is the theory uniquely fixed? Namely, is the spectrum and their corresponding OPE coefficient unique? Actually from the optimal functional construct in [9] and [10] , we see that after the ∆ = 2∆ φ + 1, the functional is definite positive and only have double zeros at ∆ n,odd = 2∆ φ + 2n + 1. So act this functional into the sum rule,
So all the operators must in the position of the double zeros ∆ n,odd = 2∆ φ + 2n + 1 in order for this sum rule to hold. But this still does not fix the spectrum, becasue it could be that the second one is not at 2∆ φ + 3, the third one is not at 2∆ φ + 5... We will show that this is Largest root of < , 0, ∆ 1 , , ∆> (Where is defined by < , 0, ∆ 1 , , ሶ > = 0) Largest root of < , 0, ∆ 1 , ∞, ∆> Figure 21 . Bounding ∆ 2 in P 7 , ∆ φ = 3/2. When ∆ 1 is below ∆ 7 − , ∆ 2 bound is ∆ gap in P 7 . When ∆ 1 is between ∆ 7 − and ∆ 5 − , the bound is given by X, 0, ∆ a , A, ∞ l.r where ∆ i satisfied X, 0, ∆ a , ∆ i ,∆ i = 0. And when ∆ a is larger than ∆ 5 − , the bound is X, 0, ∆ a , ∆, ∞ l.r Figure 23 . Bounds on ∆ 3 . Note that there's a thin stripe between A and B. When ∆ 2 is between ∆ − defined in P 7 and P 5 , bound is X, 0,
These functionals have the proberty that ω n (0) = 0, ω n (∆ k ) = 0, f or k ≤ n (4.21)
Take ∆ φ = 3/2 for example, we first use functional ω 1 (∆) to bound the location of the second opearator. Setting ∆ 1 = 4 in ω 1 (∆). The largest root of the ω 1 (∆) is at ∆ * ≈ 7.24 (plot of this function is the orange curve of Fig.25 ). Act this functional to the sum rule we get
So we have the bound for the second opearator ∆ 2 ≤ ∆ * ≈ 7.24. And becase it's the second opearator, its scaling dimension must be larger than the first one ∆ 2 > ∆ 1 = 4. In the region 4 < ∆ 2 ≤ 7.24, there is only one double zero in the extremal functional (plot of extremal function is the blue curve of Fig.25 ), which is ∆ = 6. Combined with these two constraint we get, the second opearator must exactly lie in ∆ 2 = 6 ! After fixing the location of the second opearator ∆ 2 , we can use ω 2 (∆) by setting ∆ 1 = 4, ∆ 2 = 6 to fix the third opearator ∆ 3 . The largest root of this function is ∆ * ≈ 9.30 < 10. So again, by applying this ω 2 (∆) to the sum rule, we see that the third opearator must be exactly at ∆ 3 = 8. One can iterate this arguement to bound that the location n-th opearator if the (n+1)-th double zero in the extremal functional is smaller than the largest single zero ∆ * of functional ω n (∆). Because if it holds true, the n-th opearator ∆ n is bounded in the region ∆ n−1 < Figure 24 . In P 7 , ∆ φ = 3/2, {∆ 1 , ∆ 2 , ∆ 3 } is allowed below the surface. ∆ n < ∆ * . And the number of double zeros in this region is always one, so the location of ∆ n is completely fixed. We show the data in Table. 5.But in the last column we found that when n = 8, the largest root of ω 8 (∆) is bigger than the 9-th double zero, which naively would
Functional Table 5 .
Largest single zero of ω n (∆) and (n+1)-th double zero of extremal functional when ∆ φ = 3/2 means that the iteration stops here. We introduce a new functionalω(∆),
By introducing a double zero at ∆ = ∆ i = 25 7 , we can construct a functional with single zero at ∆ = {4, 6, . . . , 18} and with smaller single largest single zero, which is ∆ * ≈ 20.96 < 22. So using this functionalω(∆) to replace ω 8 (∆) we can continute the iteration. And for higher n, we expect that with suitable choice of double zero position {∆ a 1 , ∆ a 2 , . . . , ∆ a k }, one can always construct a functional ω n (∆) = X, 0, ∆ 1 , . . . , ∆ n , ∆ a 1 ,∆ a 1 , . . . , ∆ a k ,∆ a k , ∆ which make the iteration go.
Conclusion
In this paper, we studied the optimal functionals of 1D CFT bootstrap in the context of positive geometry. In the derivative expansion scheme, we've identified that the optimal functional corresponds to a degenerate simplex that is one of the faces for the convex hull of block vectors. In particular, for the 2N +1 derivative order with N = 2k+1, the optimal functional is associated with finding k+1 block vectors such that when projected through the identity and crossing plane, it forms a simplex that encloses the origin. For 1D CFT, this simplex is unique. Taking the continuous limit, we've shown that in the large ∆ limit the functional reproduces the features for the exact functional proposed in [9] . Put in another way, the integral representation for the exact functional is the answer for our geometric problem in the limit when N → ∞.
We've also extended our analysis to 2D CFT in the diagonal block and modular bootstrap. For 2D CFT, we find that for ∆ > 0.08, the same degenerate simplex condition also yields the correct optimal functional. The same conclusion was found for spin-less modular bootstrap where we consider rectangular torus. Note that when spins are included for the 2D CFT, we find that the optimal functional still satisfy the degenerate simplex condition, the only difference is that the spin-4 blocks are involved in determining the simplex.
There are a vast range of straightforward generalizations to be considered. For example the study of the 2D bootstrap away from the diagonal limit as well as the full analysis for the inclusion of spins for the modular bootstrap. Note that the presence of kink in the 2D CFT is reflected in the fact that the optimal functional changes at small ∆ φ . Since the optimal functional has a clear geometric interpretation for all cases, this implies that there should be a geometric interpretation of the position of the kink. Finally, we can also rephrase the maximization of OPE coefficients as an intersection problem in our positive geometry. Given that the boundaries of the cyclic polytope is known, the range of allowed OPE coefficients should then correspond to the intersection of the line associated with any given block vector, and the boundaries of the cyclic polytope. Identification of the particular boundary should give the bound on the OPE coefficient. We leave this for future exploration.
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A Equivalence of two functional
In this we give a rigorous proof of the equivalence of these two kind of functional ω(∆) = X, 0, ∆ 1 , ∆ 2 , · · · , ∆ and ω(∆) = α · F ∆ φ ∆ . First, we multiply function z −2∆ φ to both sides of s-channel OPE expansion
. Expand bothside at z = 1/2, we get
where M (∆ φ ) is just a k × k matrix depending only on ∆ φ . This matrix corresponds to the GL(k) transformation due to the z −2∆ φ prefactor. An explicit example of M (∆ φ ) in P 3 is,
3) So easily we get X ,0,∆ 1 ,∆ 2 · · · ,∆ = det[M (∆ φ )] X, 0, ∆ 1 , ∆ 2 , · · · , ∆ (A.4)
Next we will relate X ,0,∆ 1 ,∆ 2 · · · ,∆ to numerical functional α · F ∆ φ ∆ . Here we use "˜" to represent vectors that are GL rotated by M (∆ φ ). Crossing symmertry implies thatG(z) satisfiesG (z) =G(1 − z) (A.5) So the crossing planeX will be simplied tõ
1 0 0 · · · 0 0 0 0 · · · 0 0 1 0 · · · 0 0 0 0 · · · 0 0 0 1 · · · 0 . . . . . . . . . . . . . . .
So the vector F ∆ φ ∆ is just picking out the odd component in ofG ∆ . And the crossing planẽ X now exactly cancel the even component inG ∆ , so we get the relation, X ,0,∆ 1 ,∆ 2 · · · ,∆ = 1
Combined (A.4) with (A.8) we get the final conclusion,
B Positivity of X, 0, ∆ i 1 , ∆ i 1 +1 , . . . , ∆
In this section, we will show that for large ∆ region ∆ ∆ φ , functional ω(∆) = X, 0, ∆ 1 , . . . , ∆ will be definite positive. Notice that the 1D conformal blocks G ∆ (z) satisfies the following second order differential equation,
Let c i (∆) be the Talyor coefficient of G ∆ (z) expanded around at z = 1/2 (divided by a positive factor G ∆ (1/2)), we found that first few terms are, where α(∆) is the same function defined in [8] . Its behavior is in Fig.26 α(∆) = 2 F 1 (∆, ∆ + 1, 2∆, 1/2) 2 F 1 (∆, ∆, 2∆, 1/2)
The general form of c n (∆) is c n (∆) = P n (∆) + α(∆)Q n (∆) (B.4)
where P n (∆) and Q n (∆) are polynomial in ∆. Using equation (B.1) we get the recurrence relation for both P n (∆) and Q n (∆), 1 8 (n + 2)(n + 1)c n+2 + 1 4 (n 2 − 1)c n+1 − 1 2 n(n + 1) + ∆(∆ − 1) c n − (n − 1) 2 c n−1 = 0 (B.5)
From (B.2) we can get the first two coefficient is P 0 = 1, P 1 = 0 and Q 0 = 0, Q 1 = 2. Consider the limit ∆ ∆ φ , from Fig.26 we get α(∆) → √ 2. So in this case c n (∆) is degree n polynomial in ∆. Now we consider the Talyor coefficient a n (∆, ∆ φ ) of function F ∆ φ ∆ (z) (divided by a positive factor 2 2∆ φ G ∆ (1/2)), it can be obtained by c n (∆). Below we listed the first two relation,
   
In large ∆ limit ∆ ∆ φ , we just substitude α(∆) = √ 2 into F ∆ φ ∆ . We found that n-th component of this vector is degree 2n − 1 polynoimal in ∆,
This is exactly the moment curve, so for large ∆ φ ∆ 1 < ∆ 2 < · · · < ∆ k ,
Recall that the functional X, 0, ∆ i 1 , ∆ i 1 +1 . . . , ∆ is proportional to F
∆ . So using the positivity (B.8) we can conclude that when ∆, ∆ i 1 , . . . , ∆ i k ∆ φ , functional X, 0, ∆ i 1 , ∆ i 1 +1 . . . , ∆ is definite positive
