We present a new method of producing optimizing sequences for highly symmetric functionals. The sequences have good convergence properties built in. We apply the method in different settings to give elementary proofs of some classical inequalities-such as the Hardy-Littlewood-Sobolev and the logarithmic Sobotev inequality-in their sharp form.
I. INTRODUCTION
In this note we present a new method for generating extremals of functionals with high symmetry. This work was inspired during our efforts to understand a curious aspect of Lieb's proof I: 1 ] of the sharp Hardy--Littlewood-Sobolev inequalities where l/p + l/q + A/n = 2 and N(n, i, p) is the optimal constant; see (3.1). Lieb treated this as two separate problems: the existence of extremals and the identification of these extremals. Each of them was treated by completely different methods, and it is interesting to contrast the role of symmetry in them.
Inequality (1.1) is invariant under dilations, rotations, and translations. As pointed out in [l] this complicated the existence proof by making it easy for an optimizing sequence to converge weakly to zero. Lieb overcame this difficulty using new and rather subtle compactness arguments with rearrangements playing a crucial role.
However, in identifying the optimizers, symmetry plays an important beneficial role. In fact, Lieb carried this out in the special case p = q where (1.1) has, in addition to the symmetries listed above, inversion symmetry and hence is invariant under the full conformal group.
We present a unified approach to these two problems. Using the symmetries we produce a specific optimizing sequence which will in fact strongly converge.
Rearrangements increase the left side of ( 1.1) while conformal transformations leave it invariant. Both operations leave the right side invariant. We shall choose a particular conformal transformation and repeatedly apply it in alternation with rearrangements to any positive LP-function f: We shall show that this sequence of functions converges strongly in Lp([w") to an optimizer of (1.1).
Let us explain this in more detail: First observe thatfand g in (1.1) want to be the same, by the Schwarz inequality. For any non-negative function fin LP(Iw"), define W(x)) =f*(x)> where f * is the spherical symmetric decreasing rearrangement of ,f [ 1, 51 . By the Riesz rearrangement inequality the left side of (1.1) increases under V.
Define for n > 1 wfNx)=(j-&p(~,j+ ,..., +&)> where a = (1, 0, . . . . 0). (We use a slightly different definition when n = 1.) U is a conformal transformation, in fact it can be written as a composition of translations, an inversion, and a dilation. With this it is easy to see that U leaves the left side of (1.1) invariant. For the geometry underlying this transformation the reader may consult Section 3. There are two points to be made: First, unlike V, U is not an equimeasurable transformation; the Jacobian-factor (2/1x -(I( 2)n'p makes this plain. Second, when f is symmetric decreasing it is hard for Uf to be symmetric decreasing, even to be a translate of a symmetric decreasing function.
However, consider
which is a normalized LP(R") function. (Is"/ = surface area of the n-dimensional unit sphere.) It is easy to check directly that
that h is symmetric decreasing is obvious. Hence VUh = h. We will show in Section 3 that h is the only normalized Lp(R") function satisfying vf=f* =,t vuf=(Ly)*= lg:
Now suppose f is any fixed point of VU other than h. Then because h is a fixed point of U and V separately, llcif-hll,=llf-hI/,=I/VGif-hll,=/l(U~)*-hII,.
Since f = Vet Vf =f: Next, what is well known is that rearrangement is non-expansive on Lp spaces [4] . What is useful here is a strict form of this result:
llWWll,= llWf)*-Q,, and the fact that /z is strictly symmetric decreasing implies that (Uf)* = Vvf= UJ So (1.2) holds and f = h; h is the unique fixed point of vu. Now for any non-negative normalized f in Lp( IF') with .f'< Ch, for some CER+, consider fn = ( VUY .f:
Clearly Z(f,l, .f,,) increases monotonically while /I f,J,, = 1 for all n; and moreover, )( f,, -hll,, decreases monotonically by the non-expansivity of U and V.
We will prove lim Of,,, .f,,) = I(k h), lim IIf,,-hll,=O.
The reason we can prove (1.3) is that when f < Ch, then f, < Ch for all n; U and V are order preserving. This enables us to use dominated convergence. We then remove the f d Ch condition using monotone convergence.
Our method of using symmetry operations deforms f into h in a controlled fashion; the sequencef, obviously does not leak out to infinity.
In contrast, Lieb proved the absence of leakage for any optimizing sequence consisting of spherically symmetric decreasing functions. This is of course much harder, although his argument yields the existence of (still unidentified) extremals for (1.1) even when p # q.
The convergence argument we have just described depends only on a few general properties of U and V.
In Section 2 we present and prove an abstract verstion of it (Theorem 2.1) which is readily applied to other problems. In Section 3 we apply Theorem 2.1 to prove the sharp form of the HLS inequality and the classical Sobolev inequality.
As a further application, this time in a completely different context, we give simple proofs of some inequalities on Gauss space, including the logarithmic Sobolev inequality [2] . This is carried out in Section 4 by exploiting a competition between rearrangement on Gauss space and the familiar Riesz rearrangement. These two rearrangements have been used by Beckner in [3] to prove Nelson's [lo] sharp hypercontractivity inequality. His argument, however, depends on a separate, and certainly non-trivial, proof that extremals exist. He then uses sharp rearrangement inequalities to identify them. Our method yields a direct proof of the inequality without requiring the sharp form of the rearrangement inequalities Beckner uses, and without relying on ingenious special devices.
In the Appendix we gather some results about rearrangements which we employ in the paper. We prove some results for which we cannot find a reference. Theorem A.1 is particularly interesting; we thank Elliott Lieb for suggesting to us the proof we present.
Finally, all inequalities considered here are improved on taking absolute values of the functions in them. We will therefore always consider nonnegative functions only, without further comment. where p=2n/(2n-1) and O,<,I <n. At /z =0 the inequality is trivial; N(n, 0) = 1, and in fact it is always an equality for positive f and g.
We shall apply Theorem 1 to determine the optimal constant and all the cases of equality in (3.1). As Lieb pointed out in [ 11, (3.1) is invariant under the full conformal group on R", i.e., the group generated by translations, rotations, dilations, and inversions. The stereographic projection identifies the conformal groups of R" and S" and exhibits the rotations of s" as conformal transformations of R". It is these transformations that we shall exploit.
For .f in S!!(W), 1 < p < x, let where the Lp norms are computed using the uniform measure on S": s da= Is"/ =27T or+ 1)i21-((tZ + I ),/Z) *, S" Moreover S, is invertible, and so it is an isometry between Lp(R") and Lp(S"). S,, maps the normalized function /t(,y) s 2"%7pI 110 (I + l-y!') 'Z.'fJ (3.3) onto the constant function \S"I 'jP on S".
Next we define the operators U, and V to which we apply Theorem 1. Any R E SO(n i 1) acts on L"(P) by
where .f* denotes the spherical decreasing rearrangement off [ 1, 51. The choice of R depends on the dimension PI. tf n > 1, R can be any rotation which maps the north pole away from either pole.
If n = 1. R must rotate the north pole by any irrational multiple of rc. Clearly V leaves its range X pointwise fixed; thus (a) holds. To verify (b) assume n > 1; the case n = 1 will be dealt with below. Consider f E Xn U,(X), i.e., both f and U,f must be spherical decreasing. The level sets of both S,f and S, U,f must be unions of sets of the form A ;, = {sO = 2). But RA,, which is also a level set of S, U,f, intersects all A, for p in an open interval for each -1 < A < 1. Therefore S, U,f is constant on a neighborhood of each such RAn and hence constant on the sphere. This shows that S,f must be constant and so f=%h for some LER,.
It is obvious that h E X, U,h = h, h is strictly positive and continuous. Also, h is strictly symmetric decreasing. This verifies (b) for n > 1.
That (c) holds is an easy consequence of Helly's theorem. For (d) to hold it is crucial for h to be strictly symmetric decreasing. We shall prove in the Appendix (Theorem A.1 ) that for f strictly symmetric decreasing and ge LP(W)
Ilf -g*ll, < Ilf -gllp unless g = g*. Since h is strictly decreasing this yields (d). For n > 1 the result follows from Theorem 2.1. It remains to establish (b) for n = 1. Since f and U,f are both symmetric it is easy to see that
Therefore S,f is invariant under a rotation through an angle which is an irrational multiple of rc and therefore a constant.
This establishes all assumptions of Theorem 2.1 and therefore the result. i
We can now apply Theorem 3.1 to a variety of inequahties. The first of these is the sharp form of the HLS inequality due to Lieb [ 11. This proves the sharp form of the inequality.
To discuss the cases of equality let .f, g be a pair of extremals, jlfil, = jjg/jp = 1. Since the kernel IX--JI/ -' is positive de~nite f= g. Since Z(fi f')=Z(h, h) we know that Z(f,,,f,)=Z(h, h) for each n. By the strict rearrangement inequality [6] each VU,& is a translate of UPfn and hence for each 12, VUJ, is a conforma~ transformation off*. Since the conformal orbit off in LP(R") is closed and f, + h in LP(W), h is in the conformal orbit ofJ 1
Remark. The fact that the particular extremal 2"'PJS"( P1'p (1 + (xI*))~"P plays a special role in our method is due to the choice of origin on R" we made in defining the stereographic projection, and the choice of scale we made in choosing the unit sphere. Making different choices would have led to different "special extremals."
Remark. By an argument in [ 11, one can read off from this result the sharp form of(l.1) when 1 <p<2, q=2.
Remark. As observed in Cl, p. 3511, (3.1) is equivalent to the sharp form of the weak Young inequality; our method then provides a very elementary proof of this.
The next theorem is, by a simple duality argument, equivalent to the special case A= n -2 of the previous theorem. Nonetheless, the direct proof we give below further illustrates our method. Note that this time we will not use the last line of Theorem 3.1. By the rearrangement inequality [ 1, 9] llV.ll* (3.5) just as before. Next, consider any minimizer ,J Since with strict inequality unless f is real, f is real and ) f') is also an extremal.
We show below that all non-negative extremals are conformal to h and hence strictly positive. Thus .f cannot change sign, and up to a multiple .f is conformal to h. So, proceeding as in the last theorem, it suffices to show that for any non-negative normalized extremal f, VU,, f = ( UJ)* is a conformal transformation off: Put g = U,,f, which is then also an extremal; in particular llVgl12 = IlVg*\12 = IlVVgl12. In general this is insufficient to conclude that g is a translate of Vg. If we know in addition that Vg is strictly decreasing then the desired conclusion does follow by the recent result of Brothers and Ziemer [9, Theorem 1 .l]. We now show that this is the case. By (3.4) IIW, Vs)ll = llVqJ ~&!)*ll, where the * denotes the spherical cap rearrangement on S". By Lemma 5.2 in [9] the level sets of S, Vg are equivalent to caps, not necessarily concentric. However, S, Vg is symmetric about the polar axis, and hence all the caps are concentric. Hence S, Vg is either monotone increasing or monotone decreasing from the south pole. By the definition of S, this means either g*(x)h-l(x)> 2"'plSp/ "p g* (O) or for all X. In the first case, 0 < g*(O) < x. By choosing an appropriate dilation, we may arrange that g*(O) = 2 Pn'p(S"( 'lp. Then g*(x) 3 h(x) for all x. By the normalization condition, strict inequality is impossible. So we must have g*(x) =/z(x). The latter is strictly decreasing, and so g* is a translate of g. When S, Vg is monotone decreasing from the south pole it is clear that g* = h(h-'g*) is strictly decreasing since h is. m Remark. The sharp rearrangement inequalities for convolutions and gradients were used only to discuss the cases of equality.
INEQUALITIES ON GAUSS SPACE
Let fe Lp(dm) be real, dm = e-n1x12 d"x. By f a we denote the monotone decreasing equimeasurable rearrangement of A i.e., where x, is the first coordinate. For a given .fe Lp(dm) put
The point is that S, induces a correspondence between certain inequalities on Gauss space improved by o-rearrangement and inequalities on Euclidean space improved by *-rearrangement. An example is the logarithmic Sobolev inequality ~~~Vf~2dm-~f210gf.2dm~0 7-c (4.1)
which is transformed by S2 into
The first inequality is improved by o-rearrangement; by Theorem A.3 in the Appendix j IVf"12dm6j lVf12dm. (4.3) Clearly the second inequality is improved by *-rearrangement. Note that both side conditions are preserved under the appropriate rearrangements
We define for ,f E Lp(dm) cif =fO and v,.r = s, 'G&f)*.
Except for the non-expansivity of U, which we prove in the Appendix (Theorem A. for 0 < r < 1; f, g non-negative measurable functions on R".
For the sake of completeness, we will discuss one way of carrying out the proof indicated by Beckner. First we note:
for any non-negative f in the sense that when the left side is infinite, so is the right.
Related results have been obtained by Ehrhard [13] . In particular, he used the coarea formula to obtain (A.121 for Lipschitz f: In view of the recent results [ I45 on the non-continuity of the symmetric rearrangement in H'(W), n > 2, it is doubtful that Ehrhard's result can be extended to ours by continuity. In what follows, R is always chosen this way so we just write dm,(x) for dmN,R(x). In this sense we approximate Gauss space with high dimensional spheres. To approximate the Mehler kernel, consider P,(Q, C) = (1 -y2)l -n'2 (O-rZI"PN with O<r< 1. Now consider any simple non-negative compactly supported functions f and g on W. Then for N large enough .14) . Hence the last equality follows from (A.16) and dominated convergence also. This establishes Theorem A.2 for simple functions; the general case follows by monotone convergence.
