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Abstract. In order to simulate the cognitive process of fictional text comprehension with a 
computer, we prepared a cognitive agent in a virtual circumstance, and provided it with the 
contents of text which are transformed into some formal expression in advance so that it can 
be understood as meaningful codes. The author is now constructing the automatic transform 
system from the parse tree form of the normal sentence into the semantic network codes. 
Furthermore, in order to enable the agent to apply inference rules based on common sense 
onto the contents of the text efficiently, we need to implement another transformation 
mechanism by which all the expression of the contents would be modified into some basic 
grammatical structures with much less vocabulary. The author is planning to construct such a 
mechanism by learning the empirically accumulated knowledge of the various forms of 
controlled language such as Basic English. 
 
































































































































近年、自然文を SNePS(Semantic Network Processing System)という意味ネットワークシステム上で処
理可能な命題表現形式に自動変換するシステムの開発を試みている[3]。 
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は、ほとんど動詞としての機能はなく、Be(X、Y)と表現された場合に、何らかの形で X と Y の間になん
らかの関係があることを表現するコプラ(Copula)としての機能を持っているにすぎない。（そのため、し
ばしば Be 動詞は助動詞の仲間であるともいわれる。）ただし、個々の Be 動詞が実際にどのような関
係を表現しているかは、X と Y、そして文脈に依存して決定される。 
ここにあげた例では、一般に意味ネットワークなどで用いられる ISA 関係、すなわち ISA(X,Y) ⇔ 
X is a member of class Y の典型的な一例とみることができる。しかしながら、“The sky is blue”や“This 












































る。たとえば、上の自然文中の "a daughter of Luis" という表現に出てくる"of"は、「所有」もしく
は「所属」の意味を持つ of であるが、これは of(X,Y)における X,Y がともに人である場合に一般
的に付与される意味機能だとみなせる。このことから、上記の自然文はさらに "Luis had a 
daughter, and Consuela was the daughter" という単純なふたつの自然文から合成された複文と
して変換することができる。 
その結果、例えば、この“Consuela was a daughter of Luis”という自然文を、SNePS 上で処理可能な
形式に変換すると、以下のような表現になる（表 2）。 
 
表 2 "Consuela was a daughter of Luis"の SNePS 表現 
(分かりやすくするため、実際の入力コードとは若干異なる) 
(assert instance #b1 class SITUATION) 
(assert instance #b2 class AGENT)  
(assert instance #b3 class CONSUELA) 
(assert instance #b4 class BE)  
(assert instance #b5 class DAUGHTER)  
(assert instance #b6 class OF)  
(assert instance #b7 class AGENT) 
(assert instance #b8 class LUIS)  
(assert instance #b9 class HAVE)  
(assert has_firstname #b2 first_name #b3) 
(assert has_firstname #b7 first_name #b8) 
(assert subject #b2 verb #b4 object #b5 tense PAST situation #b1) 
(assert subject #b7 verb #b9 object #b5 tense PAST situation #b1) 
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これによって構築された意味ネットワークは、図 2 のようにグラフ表現される。この意味ネットワークで






























ける Consuela と別の文で記述される T2 時における Consuela は同じ名前を持つエージェントクラスに
属するが、異なるインスタンス番号をもつため、両者は異なる属性を持つことができる。例えば T1 の
Consuela は Victor の良き妻であるが、T2 の Consuela は別の男性と密会を重ねる不貞な妻であり、T3
の Consuela は夫の姪を殺害した容疑者として逮捕される。 












































































































のシミュレーション実験では、テキストから 46 個の命題を抜き出し、それに 70 個あまりの常識的知識
や推論規則を適用した。[8]） 
 
表 4 物語理解システムに導入された知識・推論規則の例 



























(describe (add forall ($p $q) &ant ((build h-relation lovers male *p female *q)(build agent 









∀(p, q) woman(p) & married(p)& man(q) & single(q) & lovers(p, q) ⇒ adultery(p, q) 
 
これを意味ネットワークシステム上で実際に実行させると、以下の図 4 のようにグラフ化される。 
 
 
図 4 命題「Consuela と Geoffrey は恋人関係にある（M20）」 
から命題「両者は不倫関係にある(M23)」の導出 
 
このグラフから、ノード M20（命題「Consuela と Geoffrey は恋人関係にある」）からノード M23（命題






Geoffrey がその後どんな関係に移行したか、Consuela が Victor の姪を殺害した疑いで逮捕されたが、









上記の例の場合、[lovers], [x], [y]というスロットを持ったフレーム「恋愛関係」(h-relation [lovers] 
m-part [x] f-part [y])と、[lovers]の値が[adultery]に置き換わったフレーム「不倫関係」(h-relation 










(Conceptual Diagram: CD)の考え方[9]、Jackendoff の語彙概念構造（Lexical Conceptual Structure: 







百科全書編纂家で「大いなる術(Ars Magna)」を著した Lullus (Raymundus Lullus, 1232-1315)、17 世
紀に普遍言語を構想した Wilkins. J.，Wilkins とほぼ同時期に「結合法論」、「普遍的記号の原理」を
著し、現在の記号論理学体系の基礎となる考察を展開した Leibniz[12]らに、その先駆的な業績を見る
ことができる。Wilkins や Leibniz は、原始概念(atomic concept)という抽象的な語彙を提唱し、これを
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図 5 "Bill buttered the bread"の概念分析グラフ 
