Introduction
The dynamics of cluster growth can be modeled by the following infinite system of ordinary differential equations, first proposed by Smoluchowski, [8] , c j (t) = 
where c j = c j (t) represents the physical concentration of j-clusters (aggregates of j identical particles), a j,k = a k,j ≥ 0 are the time-independent coagulation coefficients, measuring the effectiveness of the coagulation process between a j-cluster and a k-cluster, and the first sum in the right-hand side of (1) is defined to be zero if j = 1.
The quantity ρ(c(t)) = ∞ j=1 jc j (t) is physically interpreted as the total density of the system modeled by (1) . This suggests the following Banach space X for the study of solutions to the initial value problem for (1):
Moreover, since c j (t) represents a physical concentration, it is of special importance the study of non-negative solutions to (1), i.e., solutions that lie in the nonegative cone of X,
In recent years equation (1) have attracted a good deal of mathematical interest and questions of existence, uniqueness, and asymptotic behaviour have been elucidated [1, 3, 4, 5, 6, 7] . In some of these studies, a solution to (1) in [0, T ) is defined to be a solution to the corresponding integral equations, [1, 3, 4] ,
, and sup t∈[0,T ) c(t) < ∞. We shall assume this definition in the present study.
1
A natural problem that arises when studying solutions to (1) is their positivity behaviour:
Let c(t) = (c j (t)) be a solution of (1) in [0, T ) with initial data c(0) = c 0 ≡ (c 0 j ). For t ≥ 0 consider the set J (t) = {j ∈ IN 1 : c j (t) > 0}. The information on the positivity behaviour of solutions is encoded in the set-valued function J (·), and it is clearly of some interest to be able to characterize this function, not only its t-dependence but also the way it changes with the parameters of the system and the initial data.
Clearly J (·) will depend on the coefficients a j,k since if, for instance, there is a constant N ≥ 1 such that a j,k = 0 for j + k > N, then (1) is effectively reduced to an N -dimensional system of ordinary differential equations for the phase variables (c 1 , . . . , c N ) with the remaining variables satisfying the trivial systemċ j ≡ 0, j ≥ N + 1, and thus, for all t > 0, #J (t) ≤ N if c 0 j = 0 for j ≥ N + 1. Thus, by changing the size N of the truncation we clearly can obtain sets J (t) of different sizes. We will return to these truncated cases in the end of the paper, but until then we shall consider (1) to be a genuinely infinite dimensional system, and we assume the positivity condition a j,k > 0 for all j and k, which is the most interesting case from the point of view of applications.
We prove that, for all t > 0, J (t) is constant, J (t) ≡ J , and the set J is infinite and independent of the parameters a j,k , provided the positivity assumption holds. This implies, physically, an infinite velocity of reaction between different clusters, and in this way highlights one of the limitations of the mean field model (1).
The proof actually gives a complete characterization of the set J in terms of the positivity properties of the initial data J (0), namely we prove that j ∈ J if and only if there exists elements p 1 , . . . , p n ∈ J (0), n < j, and positive integers
We shall use the following notation: let c(t) be a solution of (1) in [0, T ) with initial data
Results
The main result is the following
Theorem 1
Assume a j,k > 0 for all j and k. Let T ∈ (0, ∞], and let c be a solution of
Then, for all t > 0, J ≡ J (t) is independent of t, and J = span I N 0 (P ).
We prove Theorem 1 in several lemmas. In the first two lemmas we obtain that, for each t > 0, the set J (t) is infinite and J (t) ⊇ J (τ ) if t ≥ τ ≥ 0. Then, in a series of lemmas, we establish that, for all t ∈ (0, T ), the set J (t) is given by span I N 0 (P ) and thus is independent of t.
Lemma 1 (Theorem 2.1 of [3])
With the assumptions of Theorem 1 we have that for all t ∈ (0, T ) there exists a positive
Proof: Assume the contrary, i.e., there exists a τ > 0 and an integer
Thus, equation (1) for j = L can be written as
As φ j (t), R j (t) ≥ 0 and E j (t) ≥ 1 for all t, this implies c 0L = 0 and can define a maximal sequence J (t) satisfying the Lemma. From now on we shall always assume the sequences under consideration to be maximal for each t ∈ (0, T ); also, in order not to overload the notation, we shall write t > 0 instead of t ∈ (0, T ).
Lemma 2
With the assumptions of Theorem 1 we have J (t) ⊇ J (τ ), for all t ≥ τ ≥ 0.
Proof: Let c be a solution of (1) on [0, T ) and suppose that, for a given τ ≥ 0 and positive integer j we have j ∈ J (τ ). Then, for all t > τ,
and hence j ∈ J (t) for all t > τ.
Lemma 3
With the assumptions of Theorem 1, for every t > 0, J (t) = IN 1 if and only if 1 ∈ P.
Proof: Suppose 1 ∈ P. Then, for all t > 0, c 1 (t)E 1 (t) = c 1 (0) = 0, which implies c 1 ≡ 0 on [0, T ), i.e., 1 ∈ J (t), and thus J (t) = IN 1 .
Conversely, let j ∈ J (t) for some t > 0. Then,
and, by continuity of R j (·), this implies R j ≡ 0 on [0, t]. Since solutions are non-negative we must have, for all k ∈ {1, . . . , j − 1} 
Lemma 4
With the assumptions of Theorem 1, IN 1 ·P ⊆ J (t), for all t > 0.
Proof: Let j = np for some n ∈ IN 1 and p ∈ P.
(i) If n = 1 we have Lemma 2.
(ii) Suppose n = 2. Then j = 2p and for all t > 0,
and so j ∈ J (t).
(iii) Now proceed by induction: let n ≥ 3 and assume that (n − 1)p ∈ J (t) for all t > 0.
Then
Lemma 5
With the assumptions of Theorem 1, span I N 0 (P ) ⊆ J (t), for all t > 0.
Proof: Let j 0 ∈ span I N 0 (P ). Clearly, since the coefficients in the expansion of j 0 are nonnegative, we have in fact j 0 ∈ span I N 0 (P j 0 ), i.e., there exist positive integers n i and elements
where L ≤ j 0 is an integer. If L = 1 then j 0 ∈ IN 1 ·P and the result follows by Lemma 4.
n i p i . We prove that j k ∈ J (t) for all k = 0, 1, . . . , L − 1, and all t > 0.
(ii) Assume j k ∈ J (t), for all t > 0. We prove that j k−1 ∈ J (t), for all t > 0 :
Lemma 6
With the assumptions of Theorem 1, J (t) ⊆ span I N 0 (P ), for all t > 0.
Proof: By Lemma 4 we know that IN 1 ·P ⊆ J (t). Clearly IN 1 ·P ⊆ span I N 0 (P ) so it is sufficient to prove that, if
Let M(t) = J (t)\(IN 1 ·P ), and let m ∈ IN 1 ∪ {∞} be the number of elements of M(t). Write M(t) = {µ i } with µ 1 < µ 2 < . . . . We prove by induction that, for all i, µ i ∈ span I N 0 (P ).
Observe first that 1 ∈ M(t) : if 1 ∈ J (t) \ (IN 1 · P ) then 1 ∈ P but then, by the proof of Lemma 3, 1 ∈ J (t), a contradiction.
(i) Consider µ 1 . We have
By Lemma 2 this implies that at least one of the terms in the sum in the right-hand side is positive on (τ, t] for some τ ∈ [0, t) i.e., there exists ak 1 ∈ {1, . . . , µ 1 − 1} such that ck
, wherek 2 = µ 1 −k 1 . In particulark 1 andk 2 are in J (t). Sincek 1 ,k 2 < µ 1 and µ 1 = min M(t), we havek 1 ,k 2 ∈ P µ 1 −1 , and so there exists non-negative integers n 1 and n 2 , and elements of P µ 1 −1 , p 1 and p 2 , such that
(ii) Assume µ q ∈ span I N 0 (P ) for all q ∈ {1, . . . , i − 1}. Then, by the argument in (i) with µ 1 substituted by µ i we have µ i = n 1 p 1 + n 2 p 2 , for some non-negative integers n 1 , n 2 , and some p 1 , p 2 ∈ P µ i −1 ∪ {µ 1 , . . . , µ i−1 } and thus µ i ∈ span I N 0 (P ).
Proof of Theorem 1: By Lemma 1, J (t) is an infinite set for all t > 0. Moreover, for all t > 0, J (t) ⊇ span I N 0 (P ), (by Lemma 5) and J (t) ⊆ span I N 0 (P ) (by Lemma 6). This concludes the proof.
Final Remarks
As promised in the Introduction let us briefly return to the truncated N -dimensional system obtained from (1) by assuming
for some fixed N ≥ 1, namely,
a j,k c k , j = 1, 2, . . . , Ṅ c j = 0, j ≥ N + 1.
It is easy to conclude from the proofs in Section 2 that the following result holds
Theorem 2
Assume (5). Then, for all t > 0, J (t) ≡ J is independent of t, and J = P {1, . . . , N } ∩ span I N 0 (P ) .
The truncated problem (6) is but one case where the assumption a j,k > 0 for all j and k is not satisfied. Other cases include the diagonal system (a j,k > 0 if and only if j = k, [2] ) and the generalized Becker-Döring equations (a j,k = 0 if and only if min{j, k} > N for some constant N ≥ 1, [4]). For these cases, using the above arguments, we can still prove that J (t) is an infinite set independent of t for t > 0, but the caracterization of J will differ from the one given in the present paper. 
