For a matrix-valued function Φ ∈ L 2 M n×m , it is well-known that the kernel of a block Hankel operator H Φ is an invariant subspace for the shift operator. Thus, if the kernel is nontrivial, then ker H Φ = ΘH 2 C r for a natural number r and an m × r matrix inner function Θ by Beurling-Lax-Halmos Theorem. It will be shown that the size of the matrix inner function Θ associated with the kernel of a block Hankel operator H Φ is closely related with a certain independency of the columns of Φ, which is defined in this paper. As an important application of this result, the shape of shift invariant, or, backward shift invariant subspaces of H 2 C n generated by finite elements will be studied.
Introduction
Kernels of Toeplitz operators on the Hardy space have been studied since 1980's and some of the nice results have been generalized to the block Toeplitz case in 2010's (see [BCD] , [Ch] , [CMP] , [CP1] , [CP2] , [Dy1] , [Dy2] , [Ha] , [Na] and [Sa] ). On the other hand, for Hankel operators, M. B. Abrahamse showed in 1976 that the kernel of a Hankel operator on the Hardy space is nontrivial if and only if its symbol function is the quotient of two analytic functions [Ab] . But, there has not been enough research on kernels of block Hankel operators, which is the counterpart of block Toeplitz operators.
It is well known that kernels of block Hankel operators on vector-valued Hardy space H 2 C n are invariant for the shift operator and Beurling-Lax-Halmos Theorem says that an invariant subspace of H 2 C n for the shift operator has the form ΘH 2 C r for some natural number r and an n × r matrix inner function Θ. The main purpose of this paper is to answer the following question: For a block Hankel operator H Φ with a matrix function Φ, how is the size of the matrix inner function Θ such that ker H Φ = ΘH 2 C r determined?
We will give a proper answer to the above question and as applications, we will discuss finitely generated shift-invariant subspaces and backward shift-invariant subspaces. The shape of GCD(greatest common inner divisor) and LCM(least common multiple) of matrix inner functions will be discussed as well. It turns out that the size of the inner function in the above question is determined by a certain independency of the column vectors of the symbol function Φ, which is newly introduced in this paper.
Section 2 is the main part of the paper. Independency modulo Nevanlinna class of a set of vector-valued L 2 -functions on the unit circle will be defined and then it will be shown that the shape of the kernel of a block Hankel operator is closely related to this independency of the column vectors of the symbol matrix function.
In section 3, some results on the preservation of independency modulo Nevanlinna class under matrix multiplication is presented.
In section 4, some concrete examples will be given on kernels of block Hankel operators. These examples show the connection between the block Hankel kernels and independency of the column vectors of its symbol functions modulo Nevanlinna class.
In section 5, as interesting applications of the main result, the shape of finitely generated invariant subspaces of vector-valued Hardy spaces for the shift operator S and its adjoint S * will be discussed.
Let D denote the unit disk in the complex plane and let T = ∂D be the unit circle. For p > 0, L p ≡ L p (T) denotes the set of all measurable functions f defined on T satisfying
where m is the normalized Lebesgue measure on the unit circle. For p ≥ 0, H p ≡ H p (T) denotes the set of all functions f in L p such that f (k) := T z −k f dm = 0 for k < 0. If p = 2, then L 2 and H 2 are Hilbert spaces, where the inner product is defined by
is the set of all essentially bounded measurable functions on T and H ∞ := L ∞ ∩ H 2 . A function ϕ on the unit circle is said to be of bounded type, or, in the Nevanlinna class N if there are functions f, g ∈ H ∞ such that ϕ = f g . Let's introduce several more notations.
• N p : the set of all bounded type functions in L p , that is, N p = N ∩ L p , where, 0 < p ≤ ∞
• L p C n and H p C n : direct sum of n copies of L p and H p , respectively
• N C n and N p C n : direct sum of n copies of N and N p , respectively
• M n×m : the set of all n × m matrices with entries in C , where θ is an inner function and h ∈ H p . A function ϕ ∈ L 1 (T) defined on the unit circle T has a unique harmonic extension onto the unit disk D. Hence, ϕ ∈ L 1 (T) is considered as defined also on the unit disk D as its harmonic extension. Therefore, the evaluation of ϕ ∈ L 1 at a point α ∈ D is naturally defined. It is well-known that the radial limit of ϕ coincides with the function value on the unit circle, that is, lim λ→1 − ϕ(λζ) = ϕ(ζ) for almost all ζ ∈ T. In this paper, an element in L p C n will be considered to be a column vector
, and it will be denoted by (a 1 , · · · , a n ) t just to save space, where (·) t denotes the transpose of a row vector or a matrix.
where, Φ(ζ) * ∈ M m×n denotes the adjoint matrix of Φ(ζ) ∈ M n×m . The identity matrix is denoted by I and for ϕ ∈ L p , I ϕ denotes the square matrix function whose diagonal entries are ϕ and other entries are 0. A good property I ϕ that we frequently make use of in this paper is
for every n × m matrix function A. Remark in equation (1) that I ϕ on the left hand side is an n × n matrix function and I ϕ on the right hand side is an m × m matrix function. I ϕ A will sometimes be denoted simply by ϕA.
in other words, Θ(z) is an isometry-valued function almost everywhere on T. We note that for an n × m matrix function to be inner, n ≥ m should be satisfied. Let P + (C n ) denote the set of all analytic polynomials in H 2
For an n × m matrix function to be outer, it is known that m ≥ n.
To define block Hankel operators we need some preparation. For ϕ ∈ L 1 , define the function P ϕ on the unit disk D by
for z ∈ D, where m is the normalized Lebesgue measure on the unit circle T. The operator P in (2) can be defined also for a vector-valued function ϕ =
C n by the same equation. In this case, it can also be seen as coordinatewise action, that is,
Note that in (2), the function P ϕ(z) was defined for z ∈ D, but, it can also be understood as a function on the unit circle T using the radial limit process
, the block Hankel operator H Φ is defined by
operaor and is defined on the whole space
that is not essentially bounded, then H Φ may possibly become an unbounded operator. It is known that the norm of H Φ is determined by
where || · || ∞ denotes the essential supremum of the matrix norms of the matrix-valued functions [Pe] .
Here, the natural number n is called the multiplicity of the shift operator S.
On the shape of invariant subspaces for the shift operator S, the following theorem is very well-known.
Beurling-Lax-Halmos Theorem. A nonzero subspace M of H . Let g j be the j-th column of G. Consider the case where g j = e j for j = 1, · · · , l and g j = 0 for l < j ≤ n, then we may write F = [Θ, 0], hence, RankF = l. Thus, we have m ≥ l. On the other hand, m ≤ l is obvious that because for each ζ ∈ T,
The following definition will play the key role throughout the paper.
C n is defined to be "independent modulo Nevanlinna class" if for bounded type functions a 1 , · · · , a r in N ,
We will also say that the vector-valued functions ϕ 1 , · · · , ϕ r are independent modulo Nevanlinna class when the set {ϕ 1 , · · · , ϕ r } is.
The next proposition will be used frequently in the paper, often, without mentioning.
C n are independent modulo Nevanlinna class if and only if for analytic functions
Proof. Necessity(=⇒) is immediate from the definition above because H 2 ⊂ N and
To show sufficiency(⇐=), assume that
2 . Now suppose
where a i , b ∈ N . Since a i , b are of bounded type, we may write
Note that
By assumption, we have
= 0 for each i, which implies h i = 0 because g i and g are nonzero analytic functions. Therefore, a i = 0 for each i, which implies ϕ 1 , · · · , ϕ r are independent modulo Nevanlinna class.
Throughout this paper, independence of a set of vector-valued functions denotes independence modulo Nevanlinna class if not specified otherwise and the phrase "independent modulo Nevanlinn class" will often be written as "independent mod N " for simplicity. For an arbitrary set A of functions in L 2 C n , we define the degree of independence, or, independency of A modulo Nevanlinna class, which will be denoted by "ind N A", by ind N A := sup{|B| : B is a finite subset of A that is independent mod N }, where |B| denotes the order of the set B. Note that it is possible to have ind N A = ∞ if A is an infinite set. If A has no independent subset mod N , then we naturally define ind N A = 0.
Using Proposition 2.4, it is easily verified that if b 1 , · · · , b r ∈ N ∞ are nonzero functions and
In fact, more is true. In the proof of the following proposition, A adj denotes the classical adjoint of the matrix A. As was mentioned before, Proposition 2.4 will be used often in the sequel, without mentioning.
Proposition 2.5 Let A be an r × r matrix-valued function with entries in
. Let ψ i denote the i-th column of Ψ := ΦA, then ϕ 1 , · · · , ϕ r are independent modulo Nevanlinna class if and only if ψ 1 , · · · , ψ r are independent modulo Nevanlinna class.
Proof. To prove necessity(=⇒), assume that the columns of Φ are independent modulo Nevanlinna class. Suppose now,
for each i and
for some g, h ∈ H ∞ . Thus, det A = 0 implies det A(ζ) = 0 almost everywhere on T. Therefore, Aa = b = 0 implies a i = 0 for each i, which implies ψ i are independent modulo Nevanlinna class.
To prove sufficiency(⇐=), assume ψ 1 , · · · , ψ r are independent mod N . Now suppose
r−1 = 0 almost everywhere on T, we find a = 0, that is, a 1 = · · · = a r = 0. Thus, we conclude that ϕ 1 , · · · , ϕ r are independent mod N . 
. Let ψ i denote the i-th column of Ψ := AΦ, then ϕ 1 , · · · , ϕ r are independent modulo Nevanlinna class if and only if ψ 1 , · · · , ψ r are independent modulo Nevanlinna class.
Proof. To prove necessity(=⇒), assume ϕ 1 , · · · , ϕ r is independent mod N . To show that ψ 1 , · · · , ψ r are independent mod N , let a i ∈ N 2 and a 1 ψ 1
Since we assumed that the columns of Φ are independent mod N , equation (8) gives b = 0, which implies a = (a 1 , · · · , a r ) t = 0 because det A = 0 almost everywhere on T. Therefore, we conclude that ψ 1 , · · · , ψ r are independent mod N .
To prove sufficiency (⇐=), assume ψ 1 , · · · , ψ r are independent mod N . Suppose
Since we assumed that the columns of Ψ are independent mod N , we have a = (a 1 , · · · , a r ) t = 0. Therefore, we conclude that the columns ϕ 1 , · · · , ϕ r of Φ are independent mod N . Now we are ready for the main theorem of the paper, which states that the shape of the kernels of Hankel operators with matrix-valued functions is closely related to the maximum number of independent columns(mod N ) of the symbol functions.
and if m = r, then we have ker H Φ = (0).
Proof. If r = m, then since the set of all columns of Φ is independent mod N , by Proposition 2.4 we have ker H Φ = 0. Now assume that r < m. Without loss of generality, we may assume that the first r columns ϕ 1 , ϕ 2 , · · · , ϕ r of Φ are independent modulo Nevanlinna class. Since ind N {ϕ 1 , · · · , ϕ m } = r, for any index j > r, the (r + 1) columns ϕ 1 , ϕ 2 , · · · , ϕ r , ϕ j are not independent mod N .
Set l := m − r and let
and
Obviously, G is an l × (l + 1) matrix function. Let G j denote the l × l matrix function obtained from G by eliminating its j-th column. Consider a vector-valued function
then the i-th coordinate of the column vector f is
Define F i to be the (l + 1) × (l + 1) matrix function obtained by placing the i-th row of F on the top of the l × (l + 1) matrix function G, then the summation in (10) reduces to detF i , that is, g i = detF i . Note that if i > r, then detF i = 0, the zero function, because for those i's, F i has two identical rows. Therefore we have
Recall that each f j is in ker H Φ (i.e., Φf j ∈ H 1 C n ) and note that det G j ∈ H p for some p > 0. Thus, from (9), we know that Φf ∈ H p ′ C n for some p ′ > 0. Hence we have
Since we assumed that ϕ 1 , · · · , ϕ r are independent modulo Nevanlinna class, we have
Thus, we conclude that rankF (ζ) ≤ l for almost all ζ ∈ T, hence RankF ≤ l. Recall that the columns f j of F were arbitrarily chosen (l + 1) vectors from ker H Φ . By Lemma 2.2, the number s of the columns of the inner function Θ is less than or equal to l(= m − r), that is, s ≤ l.
To show the opposite inequality, s ≥ l, recall that for each i > r, the (r + 1) vectors ϕ 1 , · · · , ϕ r , ϕ i are not independent modulo Nevanlinna class while ϕ 1 , · · · , ϕ r are. By Proposition 2.4, there exist analytic functions h i1 , · · · , h ir , h ii ∈ H 2 such that
Recalling that the i-th entry of h i (i ≥ r + 1) is a nonzero analytic function, it is clear that rankF (ζ) = l almost everywhere on T. By Lemma 2.2, we have s ≥ l as we wanted. The proof is complete.
One can notice that the above proof is still valid even if the condition on the set of columns {ϕ 1 , · · · , ϕ r } is weakened to be a maximal independent subset (mod N ) of {ϕ, · · · , ϕ m }. So we have the following corollary. . Since the proof of Theorem 2.2 is still valid even if {ϕ 1 , · · · , ϕ r } is a maximal set of independent columns of Φ mod N , we can conclude that every maximal independent set of columns of Φ has order r = m − s. The proof is complete.
Corollary 2.8 For a finite set of vector-valued functions
According to the above corollary, for a finte set A of vector-valued functions in L ∞ C n , the independency of A modulo Nevanlinna class can be understood as the order of an arbitrary maximal independent subset of A (mod N ). Here's another analogue of independence modulo Nevanlinna class to 'linear independence'. Corollary 2.9 Let A = {ϕ 1 , ϕ 2 , · · · , ϕ r } and B = {ψ 1 , ψ 2 , · · · , ψ s } be two sets of independent vectors mod N in L 2 C n with r < s. Then there exists a subset
Proof. Consider the set
with r + s elements and let α := ind N C. Since B is an independent subset(mod N ) of C, of order s, it is clear that α ≥ s > r. Note that A is an independent subset of C. Since Corollary 2.8 says that any maximal independent subset of C has order α, there should be a maximal independent subset of C of order α, containing A. Hence, the conclusion follows.
3 Preservation of independency of matrix columns under multiplication by matrix functions
In this section, it will be shown that the independency of columns of a matrix function is preserved under multiplication by matrix functions with certain properties. The next result, which is a generalization of Proposition 2.5, shows that the independency(mod N ) of columns of a matrix function is preserved under right multiplication by matrix functions with bounded type entries and nonzero determinants. Preservation of independency(mod N ) under left multiplication will be discussed later in this section.
be an s × s matrix function whose entries are in N ∞ and det A = 0. . Define θ = θ 1 θ 2 , then
implies
In particular, A adj I θ Θe i ∈ ker H Ψ , where, e i is the i-th unit vector in C s−r . Observe that
for almost all ζ ∈ T since det A is a nonzero function of bounded type. Consider a matrix function
all of whose columns are in ker H Ψ , then we have rankF (ζ) = s − r almost everywhere on T. Hence RankF = s − r. By Lemma 2.2, we conclude that
For the opposite inequality, r ′ ≥ r, recall that ker
Since
where e i is the i-th unit vector in C s−r ′ . By the same argument as the case of RankF , we have RankF
Since the columns of F ′ are all in ker H Φ , using Lemma 2.2 again, we conclude
Inequalities (13) and (15) gives r = r ′ , as desired.
, where, a ij ∈ N ∞ , s ≤ l and RankA = s. Set Ψ = [ψ 1 , · · · , ψ l ] := ΦA, then the columns of Φ and Ψ have the same independency, that is,
, where a i is the i-th column of A. Since RankA = s, there are s columns a i 1 , · · · , a is of A such that det[a i 1 · · · a is ](ζ) = 0 on a subset of T of positive measure. Since det[a i 1 , · · · , a is ] is of bounded type, we find det[a i 1 , · · · , a is ](ζ) = 0 almost everywhere on T. Without loss of generality, we may assume that det[a 1 , · · · , a s ] = 0 a.e. on
Observe the following :
Now let B = {ψ j 1 , · · · , ψ jr } be a maximal independent subset(mod N ) of {ψ 1 , · · · , ψ s }, then by the definition of independence modulo Nevanlinna class, it is clear that for each
Note that b pi ∈ N ∞ and det A ′ ( = 0) ∈ N ∞ in (16), hence, by (16) and (17), for each
Therefore, we conclude that B is a maximal independent subset (mod N ) also of {ψ 1 , · · · , ψ l }.
where, |B| denotes the order of the set B.
by Theorem 3.1. From (18) and (19) we get the desired conclusion.
If s ≥ l in the above corollary, then we cannot derive the same conclusion.
Corollary 3.3 If the conditions s ≤ l and RankA = s are replaced by s ≥ l and RankA = l in the setting of Corollary 3.2, then we have
Proof. Since RankA = l and the entries of A are in N ∞ , the argument in the proof of Corollary 3.2 shows that there are l rows 
, it is also easy to derive
Note in the above corollary that if s = l, then the inequalities become equalities, hence, we have Theorem 3.1 in this case. If the multiplication by A is to the left side of Φ, we have similar results. 
. Let ψ i denote the i-th column of Ψ := AΦ, then
Proof. Let α := ind N {ϕ 1 , · · · , ϕ r } and β := ind N {ψ 1 , · · · , ψ r }. If α = r, then the statement was proved in Proposition 2.6. Now suppose α < r. Without loss of generality, we may assume that the first α columns ϕ 1 , · · · , ϕ α are independent mod N . Note that
By Proposition 2.6, the column vectors ψ 1 , · · · , ψ α are independent mod N . Since, α is the order of any maximal independent subset (mod N ) of {ϕ 1 , · · · , ϕ r }, for any α < i ≤ r, the (α + 1) column vectors ϕ 1 , · · · , ϕ α , ϕ i are not independent mod N . Thus, again by Proposition 2.6, we have that ψ 1 , · · · , ψ α , ψ i are not independent mod N for each α < i ≤ r. Therefore, we conclude that {ψ 1 , · · · , ψ α } is a maximal independent subset (mod N ) of {ψ 1 , · · · , ψ r }. Hence, α = β. 
Note that det A ′ = det B · det I = 0 in the first equation of (20). Thus, by Theorem 3.4, we have ind
Since ind N {ϕ
Examples of kernels of block Hankel operators
In this section, some concrete examples of kernels of block Hankel operators will be presented to help understand the results in Section 2. For a matrix with scalar entries, it is wellknown that a maximal set of linearly independent columns and a maximal set of linearly independent rows have the same order. But, for the independency modulo Nevanlinna class, that phenomenon does not happen. Let's begin with a few lemmas. The following frequently used lemma was proved by J. Long [Lo] .
The next lemma shows an example of functions that are not of bounded type. α is a unimodular function, we may write
as the column vectors of Φ t , it is clear that they are not independent modulo Nevanlinna class because one of the vectors is a zero vector.
Actually, it is easy to verify that ker H Φ t = 0 ⊕ H 2 . Using a matrix inner function we can write ker H Φ t = 0 1 H 2 , where we note that 0 1 is a matrix inner function of size 2 × 1.
A similar, but, slightly more manipulated method will prove that for three distinct values
α 3 } is independent modulo Nevanlinna class. The following question seems plausible, but it seems not easy to answer it in the affirmative. On the other hand, it is easy to form a set {ϕ 1 , · · · , ϕ r } of independent vectors(mod
, ϕ r are easily verified to be independent modulo Nevanlinna class. Then, is there a set of scalar-valued functions {a 1 , · · · , a r } ⊂ L ∞ that is independent modulo Nevanlinna class for arbitrary natural number r? The answer is 'yes' and it will be shown in the next section.
The following result was shown in [GHR] . For a scalar inner function θ, ker H θ = θH 2 is easily verified. For matrix inner functions, the following is a special case of the above proposition.
But, this seemingly natural phenomenon does not always happen when the inner function Θ is not square. For example, for nonconstant scalar inner functions θ 1 and θ 2 , consider a 2 × 1 matrix inner function Θ := [
θ 2 } is 0. Thus, by Theorem 2.7, there exists a 2×2 matrix inner function Θ 1 such that ker H Θ * = Θ 1 H 2 C 2 . Obviously, Θ 1 = Θ because they have different sizes. Now let's consider the following natural questions. Q1. What is the 2 × 2 matrix Θ 1 concretely? Q2. For what matrix function Φ, ker
To give answers to these questions, we need to consider the greatest common inner divisor(GCD) of θ 1 and θ 2 . Let θ 1 = θθ ′ 1 and θ 2 = θθ ′ 2 , where θ is the GCD of θ 1 and θ 2 in the sense that θ 
Multiplying this equation by θθ
can be analyzed as I θ P N +P N ⊥ , where, N is a subspace of C 2 defined by N := {(α, α) : α ∈ C} and P N and P N ⊥ are the orthogonal projection of C 2 onto N and N ⊥ := C 2 ⊖N, respectively.
For an answer to the second question in (27), consider any function a ∈ L ∞ which is not of bounded type and let Φ :
for some h, k ∈ H 2 . Since a is not of bounded type, we have θ 1 f − θ 2 g = h = 0 and
which implies ker H Φ ⊂ ΘH 2 . The opposite inclusion is easily verified, hence
Is it possible to have ΘH 2 = ker H Ψ for some (1 × 2) matrix function Ψ? If we set Ψ := [a, θ 2 (1 − aθ 2 )] for a nonbounded type function a ∈ L ∞ \ N ∞ , then a similar argument as the above shows ker
In fact, we have a more general result, namely, Theorem 4.7. In its proof, we use the existence of sets of independent scalar-valued L 2 -functions mod N of arbitrary finite order, which will be shown in the next section. Note that if
t is an (n × 1) matrix inner function.
Proof. Since k i are analytic functions and n i=1 |k i | 2 = 1, at least one k i is a nonzero function. Without loss of generality, we may assume k n = 0. (k n (ζ) = 0 a.e. on T since k n ∈ H ∞ ) Let {a 1 , · · · , a n−1 } ⊂ L ∞ be an independent set modulo Nevanlinna class and define a 1 × n matrix function
Independence of {a 1 , · · · , a n−1 } implies f i − k i kn f n = 0 and
Theorem 4.7 naturally leads us to the following question :
For an arbitrary n × r inner function Θ, does there exist a 1 × n matrix function Φ such that ΘH 2 C r = ker H Φ for some? The answer to the above question is negative. For a 2 × 2 matrix inner function I z = z 0 0 z , it can be shown that I z H 2 C 2 cannot be represented as the kernel of a Hankel operator H Φ for a 1 × 2 matrix function Φ. To derive a contradiction, assume ker
for some complex numbers α i ∈ C and analytic functions h i ∈ H 2 (i = 1, 2). Since ker H Φ does not contain (1, 0) t and (0, 1) t , we find α 1 = 0 for i = 1, 2. It is easy to verify
This set obviously contains, but, is not equal to I z H 2 C 2 .
5 Application to invariant subspaces for S and S * As an application of the main result, we will discuss the shape of invariant subspaces of H 2 C n for S and S * generated by finite elements.
Clearly, E A and E * A are invariant subspaces of H 2 C n for the shift operator S and the backward shift S * , respectively. Therefore, by Beurling-Lax-Halmos Theorem, there exist natural numbers m, m ′ (≤ n) and matrix inner functions Θ ∈ H
The set A will be called a generating set of E A for S, or, a generating set of E * A for S * . Our concern is how the numbers m and m ′ is determined, or, in other words, how the sizes of inner matrices Θ and Θ ′ are decided. To figure out how the sizes of the matrix inner functions Θ and Θ ′ are determined, the following lemma is useful.
Since (33) implies that the 0-th and negative Fourier coefficients of (h 1 f i1 + · · · + h n f in ) are all zero,
Since f i is an arbitrary element in A, we conclude that h ∈ ker H zF * . Therefore,
It is easy to verify that the above argument can be reversed, i.e., h ∈ ker H zF * implies h ⊥ S * k f i for each k ∈ N ∪ {0} and i = 1, · · · , s. Thus, we have
The following theorem is immediate from Lemma 5.1 and Theorem 2.7.
Theorem 5.2 For a finite subset
For an n × n matrix-valued inner function Θ, let f i be the i-th column of Θ. Then it is easy to verify that {S
(See [Ni] , page 41) But, this observation may fail if Θ is a nonsquare matrix inner function.
t , then the invariant subspace for S * generated by the single element S * ( 
Generally, it is known that any invariant subspace of H 2 C n for the backward shift S * has a generating set of order less than or equal to n. In fact, more is known. 
For a Hilbert space H and a bounded linear operator T on H, an element f ∈ H is said to be a cyclic vector for T if k=0,1,···
It is known that the set of cyclic vectors for S * in H 2 C n is nonempty, even further, it is a dense subset of H 2 C n ( [Ni] , page 41). The following proposition shows the existence of a set of scalar-valued functions of arbitrary order that is independent modulo Nevanlinna class.
C n is a cyclic vector for the backward shift S * (i.e., ··· ,zfn] . Therefore, by Theorem 2.7, E * f = H 2 C n if and only if {zf 1 , · · · , zf n } is independent modulo Nevanlinna class. It is easy that independence of {zf 1 , · · · , zf n } is equivalent to independence of {f 1 , · · · , f n }(see (7)). The proof is complete.
Since the set of cyclic vectors for S * in H 2 C n is nonempty as was mentioned before, Proposition 5.6 immediately gives Corollary 5.7 For an arbitrary natural number n, there exist n (scalar-valued) functions in L 2 that are independent modulo Nevanlinna class.
The next theorem is the main result on finitely generated shift-invariant subspaces of H 2 C n . The proof of the theorem contains a subtle difficulty.
Theorem 5.8 For a finite set of vectors
and let m := RankF . Then E A = ΘH 2 C m for some n × m matrix inner function Θ.
Proof. Since E A is a shift invariant subspace, let E A = ΘH 2 C m ′ for some natural number m ′ and an n × m ′ matrix inner function Θ. What needs be proved is m ′ = m. Since f i ∈ E A for each i = 1, · · · , s, using Lemma 2.2, we have m ′ ≥ RankF = m. To show the opposite inequality m ′ ≤ m, Lemma 2.2 will be used again. Let G := [g 1 , · · · , g r ] be an n × r matrix function, where, r is an arbitrary natural number and g i ∈ E A for each i. Referring to Lemma 2.2, it suffices to show that RankG ≤ RankF = m. If min{n, r} ≤ m, then RankG ≤ m is trivially satisfied. Thus, now we assume n, r ≥ m + 1. By the definition of E A , we notice that E A = cl{F · p | p is an analytic polynomial in P + (C s )}.
Since g i ∈ clF P + (C s ), there exists a sequence of polynomials {p ik } ∞ k=1 ⊂ P + (C s ), such that lim k→∞ F · p ik = g i for each i = 1, · · · , r, where, the convergence is in the L 2 C n -norm. Note that L 2 -convergence of a sequence of vector-valued functions is equivalent to L 2 -convergence of each coordinate functions. Therefore, in the sense of L 2 -convergence of each entry function,
Write P k := [p 1k , · · · , p rk ] for convenience. Note that rank(F (ζ) · P k (ζ)) ≤ rankF (ζ).
Let G ′ be an arbitrary (m + 1) × (m + 1) square submatrix of G obtained by removing some columns and rows of G. Define G ′ k = F ′ P ′ k , where F ′ is the submatrix of F obtained by removing the corresponding rows as were removed from G to form G ′ and P ′ k is the submatrix of P k obtained by removing the corresponding columns as were removed from G to form G ′ . Clearly,
for almost all ζ ∈ T, where the last inequality is from our assumption RankF = m. Note that, since each entry function of G ′ and G ′ k belongs to L 2 (T), there exist a positive number q such that det
k is an (m + 1) × (m + 1) square matrix satisfying (34), we have det G ′ k (ζ) = 0 almost everywhere on T, that is, det G ′ = 0, a zero function. Since the only L q -limit of the sequence of zero functions is the zero function itself, we conclude that det G ′ = 0, a zero function. Recall that G ′ is an arbitrary (m + 1) × (m + 1) square submatrix of G. Therefore, we conclude that rankG(ζ) ≤ m almost everywhere on T, that is, RankG ≤ m. Since G is an arbitrary finite matrix whose columns are in E A = ΘH 2 C m ′ , using Lemma 2.2, we have m ′ ≤ m. The proof is complete.
By the construction of Φ, the maximum number of independent columns of Φ is at most Σ r i=1 (n − m i ) and at least max{n − m 1 , · · · , n − m r }. Therefore, using Theorem 2.7, we conclude that n − r i=1 (n − m 1 ) ≤ l ≤ n − max{n − m 1 , · · · , n − m r } = min{m 1 , · · · , m r }, as desired. The proof is complete.
As an immediate consequence of the above theorem, we have Corollary 5.12 If Θ 1 and Θ 2 be matrix inner functions of size (n × n) and (n × m), respectively, then Θ := LCM{Θ 1 , Θ 2 } is an n × m matrix (inner) function. 
By (35), (37) and (38), we have
Since (39) holds for each i = 1, · · · , r, we have
as desired.
