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Abstract
We prove that every graph with n vertices and at least 5n − 8 edges contains the
Petersen graph as a minor, and this bound is best possible. Moreover we characterise
all Petersen-minor-free graphs with at least 5n− 11 edges. It follows that every graph
containing no Petersen minor is 9-colourable and has vertex arboricity at most 5. These
results are also best possible.
1 Introduction
A graph H is a minor of a graph G if a graph isomorphic to H can be obtained from G by
the following operations: vertex deletion, edge deletion and edge contraction. The theory of
graph minors, initiated in the seminal work of Robertson and Seymour, is at the forefront
of research in graph theory. A fundamental question at the intersection of graph minor
theory and extremal graph theory asks, for a given graph H, what is the maximum number
exm(n,H) of edges in an n-vertex graph containing no H-minor? The function exm(n,H) is
called the extremal function for H-minors.
The extremal function is known for several graphs, including the complete graphs K4
and K5 [Wag37, Dir64], K6 and K7 [Mad68], K8 [Jør94] and K9 [ST06], the bipartite graphs
K3,3 [Hal43] and K2,t [CRS11], and the octahedron K2,2,2 [Din13], and the complete graph on
eight vertices minus an edge K−8 [Son05]. Tight bounds on the extremal function are known
for general complete graphs Kt [dlV83, Kos82, Kos84, Tho84, Tho01], unbalanced complete
bipartite graphs Ks,t [KP08, KP10, KP12, KO05], disjoint unions of complete graphs [Tho08],
disjoint unions of cycles [HW15, CLN+15], general dense graphs [MT05] and general sparse
graphs [RW16, HW16].
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1.1 Petersen Minors
We study the extremal function when the excluded minor is the Petersen graph (see Figure 1),
denoted by P . Our primary result is the following:
Theorem 1. exm(n,P) 6 5n− 9, with equality if and only if n ≡ 2 (mod 7).
For n ≡ 2 (mod 7), we in fact completely characterise the extremal graphs (see Theorem 2
below).
The class of P-minor-free graphs is interesting for several reasons. As an extension of
the 4-colour theorem, Tutte [Tut66] conjectured that every bridgeless graph with no P-
minor has a nowhere zero 4-flow. Edwards, Robertson, Sanders, Sey-
Figure 1
mour and Thomas [RST97, RST15, RST14, SST, ESST14] have an-
nounced a proof that every bridgeless cubic P-minor-free graph is
edge 3-colourable, which is equivalent to Tutte’s conjecture in the cu-
bic case. Alspach, Goddyn and Zhang [AGZ94] showed that a graph
has the circuit cover property if and only if it has no P-minor. It is
recognised that determining the structure of P-minor-free graphs is
a key open problem in graph minor theory (see [DLM16, Mah98] for
example). Theorem 1 is a step in this direction.
1.2 Extremal Graphs
We now present the lower bound in Theorem 1, and describe the class of extremal graphs. For
a graph H and non-negative integer t, an (H, t)-cockade is defined as follows: H itself is an
(H, t)-cockade, and any other graph G is an (H, t)-cockade if there are (H, t)-cockades G1 and
G2 distinct from G such that G1∪G2 = G and G1∩G2 ∼= Kt. It is well known that for every
(t+ 1)-connected graph H and every non-negative integer s < |V (H)|, every (Ks, t)-cockade
is H-minor-free (see Appendix A for a proof). Since P is 3-connected and |V (P)| = 10,
every (K9, 2)-cockade is P-minor-free. Every n-vertex (K9, 2)-cockade has 5n− 9 edges. For
n ≡ 2 (mod 7) there is at least one n-vertex (K9, 2)-cockade, hence exm(n,P) > 5n − 9 for
n ≡ 2 (mod 7).
Theorem 1 is implied by the following stronger result, which also shows that (K9, 2)-
cockades are the unique extremal examples of P-minor-free graphs. Indeed, this theorem
characterises P-minor-free graphs that are within two edges of extremal.
Theorem 2. Every graph with n > 3 vertices and m > 5n − 11 edges contains a Petersen
minor or is a (K9, 2)-cockade minus at most two edges.
Since (K9, 2)-cockades have connectivity 2, it is interesting to ask for the maximum num-
ber of edges in more highly connected P-minor-free graphs. First note that Theorem 2 implies
that 3-connected P-minor-free graphs, with the exception of K9, have at most 5n−12 edges.
To see that this is tight, consider the class C of all graphs G such that there is some subset
S of the vertices of G such that |S| 6 3 and each component of G− S contains at most five
vertices. Then C is minor-closed, and it is quick to check that P is not in C. If G ∈ C is such
that |S| = 3, every vertex in S is dominant, and every component of G− S is a copy of K5,
then G has 5n− 12 edges and is 3-connected, and is P-minor-free.
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We now show that there are 5-connected P-minor-free graphs with almost as many edges
as (K9, 2)-cockades. Consider the class C ′ of all graphs G with a vertex cover of size at most
5. C ′ is minor-closed, and P is not in C ′. Let G := K5 + Kn−5 for n > 6. Then G is
5-connected with |E(G)| = 5n− 15, and G is in C ′ and thus is P-minor-free.
Now consider 6-connected P-minor-free graphs. A graph G is apex if G− v is planar for
some vertex v. Since K3,3 is a minor of P − v for each vertex v, the Petersen graph is not
apex and every apex graph is P-minor-free. A graph G obtained from a 5-connected planar
triangulation by adding one dominant vertex is 6-connected, P-minor-free, and has 4n− 10
edges. We know of no infinite families of 6-connected P-minor-free graphs with more edges.
We also know of no infinite families of 7-connected P-minor-free graphs. Indeed, it is possible
that every sufficiently large 7-connected graph contains a P-minor. The following conjecture
is even possible.
Conjecture 3. Every sufficiently large 6-connected P-minor-free graph is apex.
This is reminiscent of Jørgensen’s conjecture [Jør94], which asserts that every 6-connected
K6-minor-free graph is apex. Jørgensen’s conjecture has recently been proved for sufficiently
large graphs [KNTW12a, KNTW12b]. In this respect, K6 and P possibly behave similarly.
Indeed, they are both members of the so-called Petersen family [Sac83, RST95, LS98]. Note
however, that the extremal functions of K6 and P are different, since exm(n,K6) = 4n− 10
[Mad68].
1.3 Graph Colouring
Graph colouring provides further motivation for studying extremal functions for graph mi-
nors. A graph is k-colourable if each vertex can be assigned one of k colours such that
adjacent vertices get distinct colours. The chromatic number of a graph G is the minimum
integer k such that G is k-colourable. In 1943, Hadwiger [Had43] conjectured that every Kt-
minor-free graph is (t− 1)-colourable. This is widely regarded as one of the most significant
open problems in graph theory; see [Sey15] for a recent survey, and see [RS16, AG13] for
recent results. Extremal functions provide a natural approach for colouring graphs excluding
a given minor, as summarised in the following folklore result (see Appendix A for a proof).
Lemma 4. Let H be a graph such that exm(n,H) < cn for some positive integer c. Then
every H-minor-free graph is 2c-colourable, and if |V (H)| 6 2c then every H-minor-free graph
is (2c− 1)-colourable.
Theorem 1 and Lemma 4 with c = 5 imply the following Hadwiger-type theorem for
P-minors, which is best possible for P-minor-free graphs with K9 subgraphs, for example
(K9, 2)-cockades.
Theorem 5. Every P-minor-free graph is 9-colourable.
For a given graph G, a graph colouring can be thought of as a partition of V (G) such that
each part induces an edgeless subgraph, equivalently a subgraph with no K2-minor. One way
of generalising this is to instead ask for a partition of V (G) such that each part induces a
Kt-minor-free subgraph for some larger value of t. The minimum integer k such that there
exist a partition of V (G) into k sets such that each set induces a K3-minor-free subgraph
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(equivalently a forest), is called the vertex arboricity of G. A graph is d-degenerate if every
subgraph has minimum degree at most d. Chartrand and Kronk [CK69] proved that every
d-degenerate graph has vertex arboricity at most dd+1
2
e. By Theorem 1 every P-minor-free
graph is 9-degenerate. Hence, we have the following result, which again is best possible for
P-minor-free graphs with K9 subgraphs.
Theorem 6. Every P-minor-free graph has vertex arboricity at most 5.
Other classes of graphs for which the maximum vertex arboricity is known include planar
graphs [CK69], locally planar graphs [Sˇkr02], triangle-free locally planar graphs [Sˇkr02], for
each k ∈ {3, 4, 5, 6, 7} the class of planar graphs with no k-cycles [RW08, HSW12], planar
graphs of diameter 2 [AJ07], K5-minor-free graphs of diameter 2 [HWY14], and K4,4-minor-
free graphs [Jør01].
1.4 Notation
The following notation will be used throughout the paper. Let G be a graph, and let vw
be an edge of G. The graph G/vw is the graph obtained from G − {v, w} by adding a new
vertex adjacent to all the neighbours of v except w and all the neighbours of w except v.
The operation which takes G to G/e is a contraction. If a graph isomorphic to H can be
obtained from G by performing edge deletions, vertex deletions and contractions, then H is
a minor of G. A graph G is H-minor-free if H is not a minor of G.
The components of G are the maximal connected subgraphs of G. For S ⊆ V (G), let
G[S] be the subgraph of G induced by S. If G[S] is a complete graph, S is a clique. We
denote by G−S the graph G[V (G) \S]. Similarly, if S ⊆ E(G), let G−S be the graph with
vertex set V (G) and edge set E(G) \ S. For simplicity, we write G− x for G− {x}. For any
subgraph H of G, we write G−H for G− V (H).
For each vertex v in G, let NG(v) := {w ∈ V (G) : vw ∈ E(G)} and NG[v] := {v}∪NG(v).
Similarly, for each subgraph C of G, let NG(C) be the set of vertices in G−C that are adjacent
in G to some vertex of C, and let NG[C] := V (C) ∪ NG(C). When there is no ambiguity,
we write N(v), N [v], N(C) and N [C] respectively for NG(v), NG[v], NG(C) and NG[C]. A
vertex v is dominant in G if NG[v] = V (G), and isolated if NG(v) = ∅.
We denote by δ(G) the minimum degree of G and by ∆(G) the maximum degree of G.
For i ∈ N, we denote by Vi(G) the set of vertices in G with degree i, and by V>i(G) the set
of vertices of G of degree at least i.
For a tree T and v, w ∈ V (T ), let vTw be the path in T from v to w. A vertex of T is high
degree if it is in V>3(T ). For a path P with endpoints x and y, int(P ) := xy if E(P ) = {xy}
and int(P ) := V (P ) \ {x, y} otherwise.
We denote by G∪˙H the disjoint union of two graphs G and H. A subset S of V (G) is a
fragment if G[S] is connected. Distinct fragments X and Y are adjacent if some vertex in X
is adjacent to some vertex in Y .
2 Outline of Proof
We now sketch the proof of Theorem 2. Assume to the contrary that there is some coun-
terexample to Theorem 2, and select a minor-minimal counterexample G. Define L to be the
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set of vertices v of G such that deg(v) 6 9 and there is no vertex u with N [u] ( N [v]. For
a vertex v ∈ V (G), a subgraph H ⊆ G is v-suitable if it is a component of G − N [v] that
contains some vertex of L.
Section 3 shows some elementary results that are used throughout the other sections.
In particular, it shows that δ(G) ∈ {6, 7, 8, 9}, and hence that L 6= ∅. Sections 4 and 5
respectively show that that no vertex of G has degree 7 and that no vertex of G has degree
8. Sections 6 and 7 show that for every v ∈ L with degree 6 or 9 respectively there is some
v-suitable subgraph, and that for each v ∈ L with degree 6 or 9 and every v-suitable subgraph
C of G there is some v-suitable subgraph C ′ of G such that N(C ′) \N(C) 6= ∅.
Pick u ∈ L and a u-suitable subgraph H of G such that |V (H)| is minimised. By the
definition of u-suitable, there is some v ∈ L ∩ V (H). Let C be a v-suitable subgraph of G
containing u, and let C ′ be a v-suitable subgraph of G such that N(C ′)\N(C) 6= ∅. Section 8
shows that C ′ selected in this way is a proper subgraph of H, contradicting our choice of H.
The basic idea of our proof is similar to proofs used for example in [ST06] and [AG13], with
the major points of difference conceptually being the use of skeletons, defined in Section 3, to
rule out certain configurations, and the proof in Section 3 that the minimal counterexample
is 4-connected.
3 Basic Results
To prove Theorem 2, suppose for contradiction that G is a minor-minimal counterexample
to Theorem 2. That is, G is a graph with the following properties:
(i) |V (G)| > 3,
(ii) |E(G)| > 5|V (G)| − 11,
(iii) G is not a spanning subgraph of a (K9, 2)-cockade,
(iv) P is not a minor of G,
(v) Every proper minor H of G with at least three vertices satisfies |E(H)| 6 5|V (H)|− 12
or is a spanning subgraph of a (K9, 2)-cockade.
If H is a (K9, 2)-cockade or K2, then |E(H)| = 5|V (H)|−9. Hence, (v) immediately implies:
(vi) Every proper minor H of G with at least two vertices satisfies |E(H)| 6 5|V (H)| − 9.
Lemma 7. G has at least 10 vertices.
Proof. Since 5n − 11 > (n
2
)
for n ∈ {2, 3, . . . , 8}, every graph satisfying (i) and (ii) has at
least 9 vertices. Every 9-vertex graph is a spanning subgraph of a (K9, 2)-cockade.
A separation of a graph H is a pair (A,B) of subsets of V (H) such that both A \B and
B \A are non-empty and H = H[A] ∪H[B]. The order of a separation (A,B) is |A ∩B|. A
k-separation is a separation of order k. A (6 k)-separation is a separation of order at most
k. A graph is k-connected if it has at least k+ 1 vertices and no separation of order less than
k.
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Let x, y and z be distinct vertices of a graph H. A K3-minor rooted at {x, y, z} is a set of
three pairwise-disjoint, pairwise-adjacent fragments {X, Y, Z} of H such that x ∈ X, y ∈ Y ,
z ∈ Z. The following lemma is well known and has been proved, for example, by Wood and
Linusson [WL10].
Lemma 8. Let x, y and z be distinct vertices of a graph H. There is a K3-minor of H rooted
at {x, y, z} if and only if there is no vertex v ∈ V (H) for which the vertices in {x, y, z} \ {v}
are in distinct components of H − v.
Lemma 9. G is 4-connected.
Proof. By Lemma 7, |V (G)| > 10. Suppose for contradiction that there is a (6 3)-separation
(A,B) of G. Note that A \ B and B \ A are both non-empty by definition. We separate
into cases based on |A∩B| and on whether |A \B| is a singleton. Note that while Case 1 is
redundant, it is useful to know that Case 1 does not hold when proving that Cases 2 and 4
do not hold.
Case 1. There is a (6 3)-separation (A,B) of G such that |A \B| = {v}:
By Lemma 7, |B| > 9. Now by (vi) we have
|E(G)| 6 |E(G[B])|+ deg(v) 6 5(|V (G)| − 1)− 9 + 3 = 5|V (G)| − 11.
By (ii), equality holds throughout. In particular deg(v) = 3 and |E(G[B])| = 5|B| − 9 so
G[B] is a (K9, 2)-cockade by (v). For every edge e incident to v, we have E(G/e) = E(G[B])
by (vi). Hence, |A∩B| is a clique, and is therefore contained in a subgraph H ∼= K9 of G[B].
Then P ⊆ H ∪G[A] ⊆ G contradicting (iv).
Case 2. There is a (6 1)-separation (A,B) of G:
If either |A\B| = 1 or |B \A| = 1 then we are in Case 1. Otherwise, |A| > 2 and |B| > 2,
so by (v) we have |E(G[A])| 6 5|A| − 9, with equality if and only if G[A] ∼= K2 or G[A] is a
(K9, 2)-cockade, and the same for B. Now
|E(G)| = |E(G[A])|+ |E(G[B])| 6 5(|V (G)|+ 1)− 9− 9 = 5|V (G)| − 13,
contradicting (ii).
Case 3. There is a 2-separation (A,B) of G:
If there is a component C of G− (A ∩B) such that N(C) 6= A ∩B, then G has a (6 1)-
separation, and we are in Case 2. Otherwise, let CB be a component of G−A and let GA be
the graph obtained from G by contracting G[N [CB]] down to a copy of K2 rooted at A ∩ B
and deleting all other vertices of B. Let GB be defined analogously. If |E(GA)| 6 5|A| − 12,
then
|E(G)| 6 |E(GA)|+ |E(GB)| − 1 6 5(|V (G)|+ 2)− 12− 9− 1 = 5|V (G)| − 12,
contradicting (ii). Hence, |E(GA)| > 5|A| − 11, and by (v), GA is a spanning subgraph of
a (K9, 2)-cockade HA. By symmetry, GB is a spanning subgraph of a (K9, 2)-cockade HB.
Then G is a spanning subgraph of the (K9, 2)-cockade formed by gluing HA and HB together
on A ∩B, contradicting (iii).
6
Case 4. There is a 3-separation (A,B) of G:
First, suppose that G[A] does not contain a K3 minor rooted at A ∩ B. Then there
exists a vertex v such that the vertices in A ∩ B are in distinct components of G[A] − v by
Lemma 8. Recall that |A \ B| > 1, so there is a vertex w 6= v in A \ B. Let C be the
component of G[A] − v containing w. Then there is a (6 2)-separation (A′, B′) of G where
A′ \B′ = V (C) \ (A∩B), so we are in either Case 2 or Case 3. Hence, there is a K3 minor of
G[A] rooted at A∩B, and by the same argument a K3 minor of G[B] rooted at A∩B. Let GA
be obtained from G by contracting G[B] down to a triangle on A∩B, and let GB be obtained
from G by contracting G[A] down to a triangle on A ∩ B. Suppose |E(GA)| > 5|A| − 11.
Since G satisfies (v), we have that GA is a spanning subgraph of a (K9, 2)-cockade, and so
GA is a (K9, 2)-cockade minus at most two edges. Since A∩B is a clique of GA, there is some
set S of nine vertices in A, containing A∩B, such that GA[S] is K9 minus at most two edges.
Let C be a component of G − A, and note that N(C) = A ∩ B, or else we are in Case 2 or
Case 3. Now it is quick to check that the graph obtained from G[S ∪V (C)] by contracting C
to a single vertex contains P as a subgraph, contradicting (iv). Hence, |E(GA)| 6 5|A| − 12,
and by symmetry |E(GB)| 6 5|B| − 12. Now
|E(G)| 6 |E(GA)|+ |E(GB)| − 3 6 5(|V (G)|+ 3)− 12− 12− 3 = 5|V (G)| − 12,
contradicting (ii).
Lemma 10. δ(G) ∈ {6, 7, 8, 9} and every edge is in at least five triangles.
Proof. Suppose for contradiction that some edge vw is in t triangles with t 6 4. Now
|E(G/vw)| > |E(G)| − t− 1 > 5|V (G)| − 12− t > 5|V (G/e)| − 11.
Since G satisfies (v), G/vw is a spanning subgraph of some (K9, 2)-cockade H. By Lemma 9,
G is 4-connected, which implies G/vw is 3-connected, so G/vw is K9 minus at most two
edges. It follows from (ii) that G is a 10-vertex graph with at most six non-edges. It is
possible at this point to manually prove that P ⊆ G. Rather than detailing this argument,
we instead report that a simple random searching algorithm verifies (in six minutes) that P
is a subgraph of every 10-vertex graph with at most six non-edges. Hence, every edge of G
is in at least five triangles. By Lemma 9, G has no isolated vertex, and δ(G) > 6.
Let e be an edge of G. By (vi), |E(G− e)| 6 5|V (G)| − 9, so |E(G)| 6 5|V (G)| − 8, and
hence δ(G) 6 9.
Recall that L is the set of vertices v of G such that deg(v) 6 9 and there is no vertex u
with N [u] ( N [v]. By Lemma 10, every vertex of minimum degree is in L, and L 6= ∅.
The following result is the tool we use for finding v-suitable subgraphs.
Lemma 11. If (A,B) is a separation of G of order k 6 6 such that there is a vertex v ∈ B\A
with A ∩B ⊆ N(v), then there is some vertex u ∈ (A \B) ∩ L.
Proof. We may assume that every vertex in A ∩B has a neighbour in A \B.
Let u be a vertex in A \B with minimum degree in G. Suppose for a contradiction that
degG(u) > 10. It follows that every vertex in A \ B has degree at least 10 in G[A]. Hence,
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G[A] has at most six vertices of degree less than 10, so G[A] is not a spanning subgraph of
a (K9, 2)-cockade. Now |A| > |N [u]| > 11, so by (v),∑
w∈A∩B
degG[A](w) = 2|E(G[A])|−
∑
w∈A\B
degG[A](w) 6 2(5|A|−12)−10|A\B| = 10k−24. (1)
Let X be the set of edges of G with one endpoint in A ∩ B and the other endpoint in
A \B. It follows from Lemma 9 that there are a pair of disjoint edges e1 and e2 in X, since
deleting the endpoints of an edge e1 ∈ X from G does not leave a disconnected graph and
|A\B| > |N [u]|−k > 5. By Lemma 10, e1 is in at least five triangles. Each of these triangles
contains some edge in X \ {e1, e2}, so |X| > 7. By (1),
δ(G[A ∩B]) 6 1
k
∑
w∈A∩B
degG[A∩B](w) =
1
k
(( ∑
w∈A∩B
degG[A](w)
)
− |X|
)
6 1
k
(10k − 31).
Since k 6 6, some vertex x ∈ A∩B has degree at most 4 in G[A∩B]. Let G′ := G[A∪{v}]/vx.
Then |E(G′)| > |E(G[A])| + (k − 5). Recall that every vertex in A \ B has degree at least
10 in G[A]. Further, every vertex in A ∩ B is incident with some edge in X, and hence has
at least six neighbours in A by Lemma 10. Hence |E(G′)| > 1
2
(10|A \ B| + 6k) + (k − 5) >
1
2
(10|A| − 4k) + k − 5 > 5|A| − 11. Then G′ is a spanning subgraph of a (K9, 2)-cockade by
(v), and so G[A] is a spanning subgraph of a (K9, 2)-cockade, a contradiction.
Hence, degG(u) 6 9. Suppose for contradiction that N [w] ( N [u] for some vertex w.
Then w ∈ N(u) and degG(w) < degG(u), so w ∈ A ∩ B. But N [w] ⊆ N [u], so w /∈ N(v),
which contradicts the assumption that A ∩B ⊆ N(v). Therefore u ∈ L, as required.
For an induced subgraph H of G, a subtree T of G[N [H]] is a skeleton of H if V1(T ) =
N(H).
Lemma 12. Let S be a fragment of G, let T be a skeleton of G[S], and let v and w be distinct
vertices of T . If vw /∈ E(T ) and T 6= vTw, then there is a path P of G[N [S]]− {v, w} from
vTw to T − vTw with no internal vertex in T .
Proof. G − {v, w} is connected by Lemma 9, so there is a path in G − {v, w} from vTw to
T − vTw. Let P be a vertex-minimal example of such a path with endpoints x in vTw and
y in T − vTw.
Suppose to the contrary that there is some internal vertex z of P in T . Then either z is
in vTw and the subpath of P from z to y contradicts the minimality of P , or z is in T −vTw
and the subpath of P from x to z contradicts the minimality of P .
Suppose to the contrary that there is some vertex z in P − N [S]. The subpath P ′ of P
from x to z has one end in S and one end in G−N [S], so there is some internal vertex z′ of
P ′ in N(S). But N(S) ⊆ V (T ), so z′ is an internal vertex of P in T , a contradiction.
Lemma 13. If (A,B) is a separation of G such that N(A \ B) = A ∩ B, |A \ B| > 2 and
G[A \ B] is connected, then there is a skeleton of G[A \ B] with at least two high degree
vertices.
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Proof. There is at least one subtree of G[A] in which every vertex of A∩B is a leaf, since we
can obtain such a tree by taking a spanning subtree of G[A \ B] and adding the vertices in
A∩B and, for each vertex in A∩B, exactly one edge e ∈ E(G) between that vertex and some
vertex of A \ B. We can therefore select T a subtree of G[A] such that A ∩ B ⊆ V1(T ) and
such that there is no proper subtree T ′ of T such that A ∩B ⊆ V1(T ′). There is no vertex v
in V1(T ) \B, since for any such vertex T − v is a proper subtree of T and A∩B ⊆ V1(T − v),
a contradiction. Hence, V1(T ) = A∩B. If |V>3(T )| > 2 then we are done, so we may assume
there is a unique vertex w in V>3(T ).
Suppose that for some x ∈ A∩B there is some vertex in int(xTw). By Lemma 12, there
is a path P of G[A]− {x,w} from xTw to T − xTw with no internal vertex in T . Let y be
the endpoint of P in xTw and let z be the other endpoint. Then T ′ := (T ∪ P )− int(zTw)
is a skeleton of G[A \ B] that has a vertex of degree exactly 3. Since |V1(T ′)| = |A ∩ B| > 4
by Lemma 9, T ′ has at least two high degree vertices, (namely y and w).
Suppose instead that V (T ) = {w} ∪ (A ∩ B). By Lemma 9 G is 4-connected, so (A \
B,B ∪ {w}) is not a separation of G, so there is some vertex y in A \ (B ∪ {w}) adjacent to
some vertex x in A ∩ B. Let P1 be a minimal length path from y to A ∩ B in G − {x,w}
(and hence in G[A]− {x,w}), and let z be the endpoint of P1 in A ∩B. Let P ′1 be the path
formed by adding the vertex x and the edge xy to P1. Since G[A \ B] is connected, we can
select a minimal length path P2 of G[A \ B] from P1 to w. Then (T ∪ P ′1 ∪ P2) − {xw, zw}
is a skeleton of G[A \ B] that has a degree 3 vertex, and therefore at least two high degree
vertices, (namely the endpoints of P2).
For any graph H a table of H is an ordered 6-tuple X := (X1, . . . , X6) of pairwise disjoint
fragments of H such that X5 is adjacent to X1, X2 and X6, and X6 adjacent to X3 and
X4. For any subset S of V (H), X is rooted at S if |Xi ∩ S| = 1 for i ∈ {1, 2, 3, 4} and
X5 ∩ S = X6 ∩ S = ∅.
Lemma 14. If (A,B) is a separation of G such that N(A \ B) = A ∩ B, |A ∩ B| > 4,
|A \B| > 2 and G[A \B] is connected, then there is a table of G[A] rooted at A ∩B.
Proof. By Lemma 13, there is some skeleton T of G[A \ B] such that |V>3(T )| > 2. Let
w and x be distinct vertices in V>3(T ). Let w1, w2 and w
′ be three neighbours of w in T ,
and let x′, x3 and x4 be three neighbours of x in T , labelled so that w′ and x′ are both in
V (xTw). For i ∈ {1, 2} let Xi be the vertex set of a path from wi to a leaf of T in the
component subtree of T − w that contains wi, and for i ∈ {3, 4} let Xi be the vertex set
of a path from xi to a leaf of T in the component subtree of T − x that contains xi. Since
V1(T ) = A∩B, |Xi∩B| = 1 for i ∈ {1, 2, 3, 4}. Let X5 := V (wTx′) and let X6 := {x}. Then
X := (X1, . . . , X6) satisfies our claim.
4 Degree 7 Vertices
In this section we show that V7(G) = ∅.
Claim 15. If v ∈ V7(G), then there is no isolated vertex in G−N [v].
Proof. Suppose for contradiction that there is some isolated vertex u in G − N [v]. By
Lemma 10, |N(u)| > 6. By Lemma 7, there is some component C of G−N [v] not containing
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u. Since |N(C)| > 4 by Lemma 9 and |N(u) ∪ N(C)| 6 |N(v)| = 7, there is some vertex
v1 in N(u) ∩ N(C). Let v1, v2 and v3 be distinct vertices in N(C), and let v4 and v5 be
distinct vertices in N(u) \ {v1, v2, v3}. Let v6 and v7 be the remaining vertices of N(v). By
Lemma 10, for i ∈ {1, 2, . . . , 7}, N(vi) ∩N(v) > 5. If some vertex in {v2, v3}, say v2, is not
adjacent to some vertex in {v4, v5}, say v5, then v2 and v5 are both adjacent to every other
vertex in N(v), and in particular v2v4 and v3v5 are edges in G. Hence, there are two disjoint
edges between {v2, v3} and {v4, v5}. Without loss of generality, {v2v4, v3v5} ⊆ E(G). We
now consider two cases depending on whether v6v7 ∈ E(G).
Case 1. v6v7 ∈ E(G):
Since v1 is adjacent to all but at most one of the other neighbours of v, either v1v6 ∈ E(G)
or v1v7 ∈ E(G), so without loss of generality v1v6 ∈ E(G). Since v7 is adjacent to all but at
most one of the other neighbours of v, either {v7v2, v7v5} ⊆ E(G) or {v7v3, v7v4} ⊆ E(G), so
without loss of generality {v7v2, v7v5} ⊆ E(G). Let G′ be obtained from G by contracting C
to a single vertex. Then P ⊆ G′ (see Figure 2a), contradicting (iv).
Case 2. v6v7 /∈ E(G):
Then v6 and v7 are both adjacent to every other neighbour of v. Let G
′ be obtained from
G by contracting C to a single vertex. Then P ⊆ G′ (see Figure 2b), contradicting (iv).
a)
C
v1
uv4
v2 v3
v6
v5v
v7
b)
C
v1
uv4
v2 v3
v
v5v6
v7
c)
v
X4
X6X5
X1 v5
v7
X3X2
v6
Figure 2
The following is the main result of this section.
Lemma 16. V7(G) = ∅.
Proof. Suppose for contradiction that there is some vertex v ∈ V7(G). By Lemma 7, there
is a non-empty component C of G − N [v]. By Lemma 9, |N(C)| > 4 and by Claim 15,
|V (C)| > 2. Hence, by Lemma 14 with A := N [C] and B := V (G − C), there is a table
X := (X1, . . . , X6) of G[N [C]] rooted at N(C).
Let {v1, . . . , v7} := N(v), with vi ∈ Xi for i ∈ {1, 2, 3, 4}. By Lemma 10, |N(vi)∩N(v)| >
5 for i ∈ {1, 2, . . . , 7}. We consider two cases depending on whether v5v6v7 is a triangle of G.
Case 1. v5v6v7 is a triangle of G:
Let Q be the bipartite graph with bipartition V := {v1, v2, v3, v4}, W := {v5, v6, v7} and
E(Q) := {xy : xy /∈ E(G), x ∈ V, y ∈ W}. Then ∆(Q) 6 1, so without loss of generality
E(Q) ⊆ {v1v5, v2v6, v3v7}. Let G′ be obtained from G by contracting G[Xi] to a single vertex
for each i ∈ {1, 2, . . . , 6}. Then P ⊆ G′ (see Figure 2c), contradicting (iv).
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Case 2. v5v6v7 is not a triangle of G:
We may assume without loss of generality that v5v6 /∈ E(G). Then v5 and v6 are both
adjacent to every other neighbour of v. At most one neighbour of v is not adjacent to v7,
so v7 has some neighbour in {v1, v2}, say v2, and some neighbour in {v3, v4}, say v4. Let G′
be obtained from G by contracting G[Xi] to a single vertex for each i ∈ {1, 2, . . . , 7}. Then
P ⊆ G′ (see Figure 2c), contradicting (iv).
5 Degree 8 Vertices
We now prove that V8(G) = ∅. Note that the following lemma applies to any graph, not just
G. This means we can apply it to minors of G, which we do in Claims 26 and 28.
Claim 17. If H is a graph that contains a vertex v such that deg(v) = 8, |N(v′)∩N(v)| > 5
for all v′ ∈ N(v), and C is a component of H \ N [v] with |NH(C)| > 3, then P is a minor
of H unless all of the following conditions hold:
1. K3 is an induced subgraph of H[N(v) \N(C)],
2. C4 is an induced subgraph of H[N(v)],
3. H[N(C)] ∼= K3.
Proof. By assumption, δ(H[N(v)]) > 5. Let H ′ be an edge-minimal spanning subgraph of
H[N(v)] such that δ(H ′) > 5. Every edge e in H ′ is incident to some vertex of degree 5,
since otherwise δ(H ′ − e) > 5, contradicting the minimality of H ′. Hence, the vertices of
degree at most 1 in H ′ form a clique in H ′. Now ∆(H) 6 2, since |V (H ′)| = deg(v) = 8
and δ(H ′) > 5. It follows that H ′ is the disjoint union of some number of cycles, all on at
least three vertices, and a complete graph on at most two vertices. Let x, y and z be three
vertices in N(C), and let 1, 2, . . . , 5 be the remaining vertices of N(v). Colour x, y, and z
white and colour 1, 2, . . . , 5 black. In Table 3 we examine every possible graph H ′, up to
colour preserving isomorphism. We use cycle notation to label the graphs, with an ordered
pair representing an edge and a singleton representing an isolated vertex. In each case we
find P as a subgraph of the graph G′ obtained from G by contracting C to a single vertex,
except in the unique case where K3 is an induced subgraph of H ′−{x, y, z}, C4 is an induced
subgraph of H ′ and {x, y, z} is an independent set of vertices in H ′.
Table 3
x
y
z
1
2
3
4
5
C
z
v1
x y
5
43
2
x
y
1
z
2
3
4
5
C
z
v1
x y
5
43
2
(wwwbbbbb) (wwbwbbbb)
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Table 3 (continued)
x
y
1
2
z
3
4
5
C
z
v1
x y
5
43
2
x
1
y
2
z
3
4
5
C
z
12
x y
v
54
3
(wwbbwbbb) (wbwbwbbb)
x
1
y
2
3
z
4
5
C
z
13
x y
2
54
v
x
y
z
1
2
3
4
5
C
z
v1
x y
5
43
2
(wbwbbwbb) (wwwbbbb)(b)
x
y
1
z
2
3
4
5
C
z
v1
x y
5
43
2
x
y
1
2
z
3
4
5
C
z
v1
x y
5
43
2
(wwbwbbb)(b) (wwbbwbb)(b)
x
y
1
2
3
4
5
z
C
z
v1
x y
5
43
2
x
1
y
2
z
3
4
5
C
z
1v
x y
5
43
2
(wwbbbbb)(w) (wbwbwbb)(b)
x
1
y
2
3
4
5
z
C
z
1v
x y
5
43
2
x
1
2
y
3
4
5
z
C
z
v3
x y
5
41
2
(wbwbbbb)(w) (wbbwbbb)(w)
12
Table 3 (continued)
x
y
z
1
2
3
4
5
C
z
3v
x y
5
41
2
x
y
1
z
2
3
4
5
C
z
31
x y
5
4v
2
(wwwbbb)(bb) (wwbwbb)(bb)
x
y
1
2
3
4
z
5
C
z
31
x y
4
5v
2
x
1
y
2
z
3
4
5
C
z
1v
x y
4
53
2
(wwbbbb)(wb) (wbwbwb)(bb)
x
1
y
2
3
4
z
5
C
z
13
x y
4
5v
2
x
1
2
y
3
4
z
5
C
z
13
x y
4
5v
2
(wbwbbb)(wb) (wbbwbb)(wb)
x
1
2
3
4
5
y
z
C
z
13
x y
4
5v
2
x
y
z
1
2
3
4
5
C
z
23
x y
4
5v
1
(wbbbbb)(ww) (wwwbb)(bbb)
x
y
1
z
2
3
4
5
C
z
v3
x y
4
52
1
x
y
1
2
3
z
4
5
C
z
15
x y
2
3v
4
(wwbwb)(bbb) (wwbbb)(wbb)
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Table 3 (continued)
x
1
y
2
3
z
4
5
C
z
15
x y
2
3v
4
x
1
2
3
4
y
z
5
C
z
15
x y
2
34
v
(wbwbb)(wbb) (wbbbb)(wwb)
1
2
3
4
5
x
y
z
C
z
1v
x y
2
34
5
x
y
z
1
2
3
4
5
C
z
35
x y
2
1v
4
(bbbbb)(www) (wwwb)(bbbb)
x
y
1
2
z
3
4
5
C
z
15
x y
2
v3
4
x
1
y
2
z
3
4
5
C
z
15
x y
2
v3
4
(wwbb)(wbbb) (wbwb)(wbbb)
x
y
z
1
2
3
4
5
C
z
35
x y
v
12
4
x
y
1
2
z
3
4
5
C
z
v3
x y
1
25
4
(wwwb)(bbb)(b) (wwbb)(wbb)(b)
x
y
1
2
3
4
5
z
C
z
3v
x y
1
25
4
x
1
y
2
z
3
4
5
C
z
23
x y
1
5v
4
(wwbb)(bbb)(w) (wbwb)(wbb)(b)
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Table 3 (continued)
x
1
y
2
3
4
5
z
1., 2. and 3. hold.
x
1
2
3
y
z
4
5
C
z
2v
x y
1
53
4
(wbwb)(bbb)(w) (wbbb)(wwb)(b)
x
1
2
3
y
4
5
z
C
z
25
x y
1
v3
4
1
2
3
4
x
y
z
5
C
z
25
x y
1
43
v
(wbbb)(wbb)(w) (bbbb)(www)(b)
1
2
3
4
x
y
5
z
C
z
v1
x y
5
23
4
x
y
z
1
2
3
4
5
C
z
v1
x y
3
25
4
(bbbb)(wwb)(w) (www)(bbb)(bb)
x
y
1
z
2
3
4
5
C
z
v5
x y
1
23
4
x
y
1
2
3
4
z
5
C
z
25
x y
1
v3
4
(wwb)(wbb)(bb) (wwb)(bbb)(wb)
x
1
2
y
3
4
z
5
C
z
35
x y
1
2v
4
x
1
2
3
4
5
y
z
C
z
5v
x y
1
23
4
(wbb)(wbb)(wb) (wbb)(bbb)(ww)
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It follows that if N(C) = {x, y, z}, then the claim holds. Suppose to the contrary that
P is not a minor of H and |N(C)| > 4. As Table 3 shows, H ′ contains both K3 and C4 as
induced subgraphs. Since ∆(H ′) 6 2, no vertex of H ′ is in more than one cycle, so there is a
unique triangle in H ′. For any subset S ⊆ N(C) of size 3, S is a set of independent vertices
in H ′, disjoint from the unique triangle of H ′ by the case analysis in Table 3. Hence, N(C)
is an independent set of at least four vertices in H ′, disjoint from the unique triangle of H ′.
However, given the structure of H, there is no such set, a contradiction.
The following is the main result of this section.
Lemma 18. V8(G) = ∅.
Proof. Suppose to the contrary that v ∈ V (G) has degree 8. By Lemma 10, |N(v′)∩N(v)| > 5
for all v′ ∈ N(v). By Lemma 7, G−N [v] has some non-empty component C. By Lemma 9,
|N(C)| > 4, so G[N(C)] 6∼= K3. Hence, by Claim 17, P is a minor of G, contradicting (iv).
6 Degree 6 Vertices
In this section we focus on vertices of degree 6 in G. Recall that for a given vertex v of our
minimal counterexample G, a subgraph H of G is v-suitable if it is a component of G−N [v]
that contains some vertex of L. The main result of this section is that if v ∈ V6(G), then for
any v-suitable subgraph H there is a v-suitable subgraph H ′ such that N(H ′) \ N(H) 6= ∅
(see Lemma 23).
Claim 19. If v ∈ V6(G), then N [v] is a clique.
Proof. By definition, v is dominant in G[N [v]]. Let w be a vertex in N(v). Then w is adjacent
to each of the five other vertices in N(v), by Lemma 10 applied to the edge vw.
This result is useful because it means that for an induced subgraph H of P on seven or
fewer vertices, H ⊆ G[N [v]]. Throughout this section we show that certain statements about
the structure of G imply P is a minor of G, and are therefore false. When illustrating this,
the vertices of N [v] will be coloured white, for ease of checking.
Claim 20. If v ∈ V6(G) and C is a component of G−N [v] with |N(C)| > 5, then |V (C)| = 1.
Proof. Suppose for contradiction that |V (C)| > 1. By Lemma 13 with A := N [C] and
B := V (G − C), there is a skeleton T of C with at least two high degree vertices. The
handshaking lemma implies
∞∑
i=3
(i− 2) · |Vi(T )| = |V1(T )| − 2. (2)
Note that |V1(T )| = |N(C)| and |N(C)| ∈ {5, 6}, so |V1(T )| − 2 ∈ {3, 4}. Hence either
|V>3(T )| ∈ {3, 4} (Case 2 below), V3(T ) = ∅ and |V4(T )| = 2 (Cases 3 and 4 below), or
|V3(T )| = 1 and |V>4(T )| = 1 (Case 5).
Case 1. |V (C)| = 2:
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Since C is connected, the two vertices w and x of C are adjacent. By Lemma 10 applied
to wx, w and x have at least five common neighbours, v1, . . . , v5. w
x
v1C ′
v2 v3
v4
v′′v′
v
Figure 4
By Lemma 7, |V (G − N [v] − C)| > 1, so there is some compo-
nent C ′ 6= C of G − N [v]. By Lemma 9, |N(C ′)| > 4. Both
N(C ′) and {v1, . . . , v5} are subsets of N(v) and |N(v)| = 6, so
|N(C ′) ∩ {v1, . . . , v5}| > 3. Assume without loss of generality that
N(C ′) ⊇ {v1, v2, v′}, where v′ is neither v3 nor v4. Let v′′ be the
unique vertex in N(v) \ {v1, v2, v3, v4, v′}. Let G′ be obtained from G
by contracting C ′ to a single vertex. Then P ⊆ G′ by Claim 19 (see
Figure 4), contradicting (iv).
Case 2. C has a skeleton T with at least three high degree vertices :
By repeatedly contracting edges of T ∩C, we can obtain a minor T ′ of T such that T ′ is
a tree, V1(T
′) = N(C), there are at least three vertices in V>3(T ′) and |V>3(T ′/e)| 6 2 for
every edge e ∈ E(T ′− V1(T ′)). Contracting an edge of T ′− V1(T ′) can only reduce |V>3(T ′)|
by 1, and only if both endpoints of the edge are in |V>3(T ′)|. Hence, there are exactly three
vertices of T ′ − V1(T ), and each has degree at least 3 in T ′. Now w
x
yv5
v1 v2
v3
v4v6
v
Figure 5
T ′− V1(T ) is a tree on three vertices, and hence is a path wxy. Since
w, x and y all have degree at least 3 in T ′, there are distinct vertices
v1, . . . , v5 such that w is adjacent to v1 and v2 in T
′, y is adjacent to
v4 and v5 in T
′, and x is adjacent to v3 in T ′. Let v6 be the remaining
vertex in N(v), and recall that G[N [v]] is a complete subgraph of G
by Claim 19. Let E be the set of edges that were contracted to obtain
T ′, and let G′ := G/E. Then P ⊆ G′ (see Figure 5), contradicting
(iv).
Case 3. There is a skeleton T of C with |V4(T )| = 2 and with some y ∈ V2(T ):
Let w and x be the vertices in V4(T ).
First, suppose that y is in xTw. Then by Lemma 12, there is a path P of G[N [C]] from
xTw to T − xTw with no internal vertex in T . Let a be the endpoint of P in xTw and let b
be the other endpoint. Without loss of generality, w /∈ V (xTb). Let R := (T ∪P )− int(xTb).
Then R is a skeleton of C and V>3(R) = {x,w, a}, so we are in Case 2.
Suppose instead that y is not in xTw. Without loss of generality, y is in the component
of T − int(xTw) containing x. Let z be the leaf of T such that y is in xTz. By Lemma 12,
there is a path P of G[N(C)] − {x, z} from xTz to T − xTz with no internal vertex in T .
Let a be the endpoint of P in xTz and let b be the other endpoint. If w /∈ V (xTb) or w = b,
then let R := (T ∪ P )− int(xTb). Otherwise, let R := (T ∪ P )− int(wTb). In either case, R
is a skeleton of C and V>3(R) = {x,w, a}, so we are in Case 2.
Case 4. There is a skeleton T of C with |V4(T )| = 2 and V2(T ) = ∅:
Since T is a skeleton of C, |V1(T )| = |N(C)| 6 6. It then follows from (2) that V (T ) \
V1(T ) = V4(T ), and |V1(T )| = 6. We may assume that we are not in Case 1, so there is some
vertex in C − V4(T ). Since C is connected, there is some vertex y in C − V4(T ) adjacent to
some vertex x in V4(T ). Let w be the other vertex of V4(T ). By Lemma 9, there is a path of
G− x from y to T . Let P be a vertex-minimal example of such a path, and note that int(P )
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is disjoint from T . Also, since N(C) ⊆ V (T ), every vertex of P is in N [C]. Let P ′ be the
path formed from P by adding x and the edge xy, and let b be the other endpoint of P ′.
Suppose that either b = w or w /∈ V (bTx). Let R := (T ∪ P ′) − int(bTx). Then R is a
skeleton of C with |V4(T )| = 2 and y ∈ V2(T ), so we are in Case 3.
Suppose instead that w ∈ int(bTx). Note that V (T ) = {x,w}∪V1(T ), and hence xTw =
xw. Hence, by Lemma 10, x and w have at least five common neighbours. If some common
neighbour z of x and w is in C, then R := (T ∪ wzx) − int(xTw) is a skeleton of C with
|V4(R)| = 2 and z ∈ V2(R) and we are in Case 3. We may therefore assume that N(x) ∩
N(w) ⊆ N(C). Let v1, . . . , v5 be distinct vertices in N(x)∩N(w), and let v6 be the remaining
vertex of N(C). Let w1, w2 and w3 be distinct neighbours of w in {v1, . . . , v6} \ {b}, with
w1 = v6 if possible. Since {v1, . . . , v5} ⊆ N(x) and at least one of w and x is adjacent to v6, x
has two neighbours x1 and x2 in {v1, . . . , v6}\{b, w1, w2, w3}. Let V (R) := {x,w, v1, . . . , v6}∪
V (P ) and E(R) := {ww1, ww2, ww3, xx1, xx2, xw} ∪ E(P ′). Then R is a skeleton of C with
V4(R) = {x,w} and y ∈ V2(R), and we are in Case 3.
Case 5. There is a skeleton T of C with exactly one vertex x ∈ V3(T ) and exactly one vertex
w ∈ V>4(T ):
Since degT (x) = 3 there are distinct leaves v1 and v2 such that w /∈ V (v1Tv2). Let
v3, v4, . . . , vk be the remaining leaves of T , where k = |N(C)|. Let C ′ be the component
of C − w containing x, and note that N(C ′) ⊆ N(C) ∪ {w}. Since G is 4-connected by
Lemma 9, there is some vertex in N(C ′) ∩ (N(C) \ {v1, v2}), and hence some path P of
G[N [C]\{w, v1, v2}] from x to N(C)\{v1, v2}. Let P ′ be a subpath of P of shortest possible
length while having an endpoint a in the component T −w containing x and an endpoint b in
some other component of T −w. Note that P ′ ⊆ G[N [C]−{w, v1, v2}] and no internal vertex
of P ′ is in T . Let R := (T ∪P ′)− int(bTw), and note that R is a skeleton of C. If a 6= x, then
V>3(R) = {a, x, w}, and we are in Case 2. If a = x and w ∈ V5(T ), then V4(R) = {x,w},
and we are in Case 3 or Case 4. Hence, we may assume x = a and w ∈ V4(T ), meaning
|N(C)| = 5. We now consider two subcases, depending on whether xw ∈ E(T ).
Case 5a. wx /∈ E(T ):
By Lemma 12, there is a path Q of G[N [C]] − {x,w} from xTw to T − xTw with no
internal vertex in T . Let c be the endpoint of Q in xTw, and let d be the other endpoint.
Suppose first that Q intersects P ′. Let Q′ be the subpath of Q from c to P ′ that is
internally disjoint from P ′, and let d′ be the endpoint ofQ′ in P ′. Let S := (R∪Q′)−int(d′Rx).
Then S is a skeleton of C with V>3(S) = {x, c, w}, and we are in Case 2.
Suppose instead that Q is disjoint from P ′. If x /∈ V (dTw), then let S := (T ∪ Q) −
int(dTw). Otherwise, let S := (R∪Q)− int(dRx). Then S is a skeleton of C with V>3(S) =
{x, c, w}, and we are in Case 2.
Case 5b. xTw = xw:
By Lemma 10 applied to the edge xw, |N(x) ∩N(w)| > 5.
Suppose there is some vertex y ∈ (N(x) ∩N(w)) \N(C). If y ∈ (N(x) ∩N(w)) \ V (T ),
then let S := (T∪xyw)−xw. Then S is a skeleton of C with exactly one vertex x ∈ V3(S) and
exactly one vertex w ∈ V>4(S) and xw /∈ E(S), so we are in Case 5a. If y ∈ N(x) ∩N(w) ∩
V (xTvi − vi) for some i ∈ {1, 2}, then let S be the graph obtained from R by adding the
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edge wy and deleting the edge wx. If y ∈ N(x)∩N(w)∩ V (xTvi− vi) for some i ∈ {3, 4, 5},
then let S be the graph obtained from T by adding the edge xy and deleting the edge wx.
Then S is a skeleton of C with V>3(S) = {x, y, w}, and we are in Case 2.
Suppose instead that N(x) ∩N(w) ⊆ N(C). Since |N(C)| = 5, we have N(x) ∩N(w) =
N(C). We may assume we are not in Case 1, so by Lemma 9, there is some vertex y in
C − {x,w} adjacent to some vertex in N(C). Since {x,w} is complete to N(C), assume
without loss of generality that v5 ∈ N(y). Since C is connected, there is a path Q of C
from y to {w, x}. Choose Q to be of shortest possible length, so that int(Q) is disjoint
from {x,w}, and without loss of generality assume x is an endpoint of Q (since {x,w} is
complete to N(C)). Let S be the skeleton with V (S) := {w, v1, . . . , v5}∪ V (Q) and E(S) :=
{wv1, wv2, wv3, wx, xv4, yv5} ∪E(Q). By Lemma 12, there is a path Q′ of G[N [C]]− {x, v5}
from xSv5 to S−xSv5, internally disjoint from S. Let c be the endpoint of Q′ in xSv5 and let
d be the other endpoint. If d ∈ {v1, v2, v3}, then let S ′ := (S∪Q′)−dw. Then S ′ is a skeleton
of C with V>3(S
′) = {w, x, c}, and we are in Case 2. If either d = w and there is some vertex
in int(Q′), or d = v4, then let S ′ := (S ∪ Q′) − dx. Then S ′ is a skeleton of C with exactly
one vertex c ∈ V3(S ′) and exactly one vertex w ∈ V>4(S ′), and cw /∈ E(S), so we are in Case
5a. If d = w and there is no vertex in int(Q′), then either c ∈ N(x) ∩ N(w), contradicting
the assumption that N(x) ∩ N(w) ⊆ N(C), or |V (ySc ∪ Q′)| < |V (Q)|, contradicting our
choice of Q.
Claim 21. If v ∈ V6(G) and C is a component of G−N [v], then V (C) 6= ∅ and |N(C)| = 4.
Proof. By Lemma 7, V (G)\N [v] is non-empty, so V (C) 6= ∅. Hence |N(C)| > 4 by Lemma 9.
Suppose for contradiction that |N(C)| > 5. Then |V (C)| = 1 by Claim 20. Hence, by
Lemma 10, |N(C)| > 6, so N(C) = N(v).
Suppose that there is some component C ′ of G−N [v] with |N(C ′)| = 4. By Lemma 10,
|V (C ′)| > 3. Hence, by Lemma 14 with A := N [C ′] and B := V (G − C ′), there is a table
X := (X1, . . . , X6) of G[N [C ′]] rooted at N(C ′). For i ∈ {1, 2, 3, 4}, let vi be the unique
vertex in Xi ∩ N(C ′). Let v5 and v6 be the remaining vertices of N(v). By Claim 19,
G[N [v]] ∼= K7. Let G′ be obtained from G by contracting G[Xi] to a single vertex for each
i ∈ {1, 2, . . . , 6}. Then P ⊆ G′ (see Figure 6a), contradicting (iv).
Suppose instead that every component C ′ of G − N [v] satisfies |N(C ′)| > 5. Then by
Claim 20 every component of G−N [v] is an isolated vertex and by Lemma 10 each component
C ′ of G − N [v] satisfies N(C ′) = N(v). Now by Lemma 7 there are at least three distinct
components C, C ′ and C ′′ of G − N [v]. Hence, by Claim 19, P ⊆ G (see Figure 6b),
contradicting (iv).
Claim 21 and Lemma 11 immediately imply the following corollary, which we use in the
final step of the proof, in Section 8.
Corollary 22. For every vertex v ∈ V6(G), there is at least one v-suitable subgraph.
We now prove the main result of this section.
Lemma 23. If v ∈ V6(G) and H is a v-suitable subgraph of G, then there is some v-suitable
subgraph H ′ of G such that N(H ′) \N(H) 6= ∅.
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Proof. By Claim 21, |N(H)| = 4. Suppose for contradiction that there exist distinct vertices
w, x ∈ N(v) such that N [x] ⊆ N [v] and N [w] ⊆ N [v]. Let G′ := G− {v, w, x}. By (ii),
|E(G′)| > |E(G)| − 3− 3(4) > (5|V (G)| − 11)− 15 = 5|V (G′)| − 11.
By (v), G′ is a (K9, 2)-cockade minus at most two edges. Every (K9, 2)-cockade has at least
nine vertices of degree exactly 8, so |V8(G′)| > 5. Then some vertex in V (G′) \ N [v] has
degree exactly 8 in G, contradicting Lemma 18.
Hence there is at most one vertex w in N(v) such that N [w] ⊆ N [v], so there is some
vertex x in N(v) \ N(H) with some neighbour y in G − N [v]. Let H ′ be the component of
G − N [v] that contains y. The vertex x is in N(H ′), so N(H ′) \ N(H) 6= ∅. By Claim 21
and Lemma 11, H ′ is v-suitable, as required.
7 Degree 9 Vertices
In this section, we focus on vertices in V9(G) ∩ L. For each such vertex v, the minimum
degree of G[N(v)] is at least 5, by Lemma 10 applied to each edge incident to v. Let Hv be
the complement of an edge-minimal spanning subgraph of G[N(v)] with minimum degree 5.
The main result of this section, Lemma 29, states that for each component C of G−N [v],
there is some v-suitable subgraph C ′ with a neighbour not in the neighbourhood of C. We
argue for this claim directly when each component C ′ of G−N [v] has |N(C ′)| = 4. Otherwise,
we first look at the case where the maximum distance between two vertices of degree 3 in Hv
is at most 2. Then we consider the case where there are two vertices of degree 3 at distance
at least 3 in Hv. A useful technique is that a graph obtained by contracting some edge in
G[N(v)] must violate some condition of Claim 17.
Claim 24. If v ∈ V9(G) ∩ L, then ∆(Hv) = 3 and the vertices of Hv with degree at most 2
form a clique.
Proof. Since |V (Hv)| = |N(v)| = 9, if a vertex u has degree greater than 3 in Hv, then u has
degree less than 5 in Hv, a contradiction. If two non-adjacent vertices x and y in Hv both
have degree at most 2 in Hv, then Hv−xy is a spanning subgraph of G[N(v)] with minimum
degree at least 5, contradicting the definition of Hv. Thus the vertices of degree at most 2
form a clique of size at most 3, so there is indeed a vertex of degree 3 in Hv.
The following claim guarantees that |V (G)| > 11 if we find a vertex v ∈ V9(G) ∩ L, and
hence that the components of G−N [v] are non-empty.
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Claim 25. If v ∈ V9(G) ∩ L, then V (G−N [v]) 6= ∅.
Proof. By (iv), P 6⊆ G[N [v]], so G[v] 6∼= K10. Hence, there is some vertex w ∈ N(v) such
that N [w] 6= N [v]. By the definition of L, there is some vertex x ∈ N [w] \ N [v] and
x ∈ V (G−N [v]).
A graph is cubic if every vertex has degree exactly 3.
Claim 26. If v ∈ V9(G)∩L, then there are vertices x and y in V3(Hv) such that distHv(x, y) >
3, unless either |N(C)| = 4 for every component C of G−N [v] or Hv ∼= K3,3∪˙K3.
Proof. Suppose for contradiction that distHv(x, y) 6 2 whenever {x, y} ⊆ V3(Hv), there is
some component C of G − N [v] such that |N(C)| 6= 4 and Hv  K3,3∪˙K3. By Claim 25,
V (C) 6= ∅, so by Lemma 9, |N(C)| > 5. Let S := V0(Hv) ∪ V1(Hv) ∪ V2(Hv). By Claim 24,
S is a clique, so |S| 6 3. Since |V (Hv)| = 9, the number of vertices of odd degree in Hv is
even and V (Hv) \ S = V3(Hv), we have S 6= ∅. We consider five cases depending on S and
whether there is any triangle in Hv.
Case 1. |S| = 3:
In this case, S = V2(Hv) and Hv[S] ∼= K3, and there is no edge in Hv from a vertex in S
to a vertex not in S. Hence, Hv − S is a 6-vertex cubic graph. By assumption, Hv  K3,3.
There is only one other 6-vertex cubic graph, so Hv is the graph depicted in Figure 7. Then
P ⊆ G[N [v]] (see Figure 7b), contradicting (iv).
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Case 2. |S| = 2:
Since |V (Hv)| is odd, there are an odd number of vertices of even degree in Hv. Since S
is a clique, δ(Hv) > 1. Hence, by Claim 24, there is a unique vertex x ∈ V2(Hv), and since
|S| = 2, there is some vertex v1 ∈ V3(Hv) adjacent to x in Hv. Let v2 and v3 be the other
neighbours of v1 in Hv, and note that {v2, v3} ⊆ V3(Hv). Since distHv(v1, y) 6 2 for every
vertex y in V3(Hv), each of the four remaining vertices of Hv−S is adjacent to {v2, v3}. Since
v2 and v3 each have only three neighbours in Hv, v2v3 /∈ E(Hv). Let G′ be obtained from
G by deleting every edge in G ∩ Hv and then contracting v2v3. Now v ∈ V8(G′). Let v′ be
a vertex in NG′(v). If v
′ ∈ S, then |NG′(v′) ∩ NG′(v)| > 8 − degHv(v′) − 1 > 5. If v′ is in
Hv− (S ∪{v2, v3}), then |NG′(v′)∩NG′(v)| = 8−degHv(v′) = 5. If v′ is the new vertex of G′,
then |NG′(v′)∩NG′(v)| = 8− |NHv(v2)∩NHv(v3)| − 1 = 6. Hence, |NG′(v′)∩NG′(v)| > 5 for
any vertex v′ ∈ NG′(v). Finally, |NG′(C)| > |NG(C)| − 1 > 4, so G′[NG′(C)]  K3. Hence P
is a minor of G by Claim 17, contradicting (iv).
21
Case 3. There is some triangle v1v2v3 of Hv and S = V0(Hv) = {x}:
Let {v4, v5, . . . , v8} be the other vertices of Hv, where v4v1 ∈ E(Hv). For every vertex y
in Hv − S we have distHv(v1, y) 6 2 by assumption, so y is either adjacent to v1 or adjacent
to a neighbour of v1. Since {v2, v3, v4} ⊆ V3(Hv), we may assume without loss of generality
that {v2v5, v3v6, v4v7, v4v8} ⊆ E(Hv). Since ∆(Hv) = 3 and distHv(vi, vj) 6 2 for i ∈ {2, 3}
and j ∈ {7, 8}, Hv is the graph depicted in Figure 8a. Then P ⊆ G[NG[v]] (see Figure 8b),
contradicting (iv).
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Case 4. There is no triangle of Hv and S = V0(Hv) = {x}:
So Hv − x is a cubic, triangle-free graph, with diameter 2 and exactly eight vertices.
We now show that there is exactly one such graph, namely the Wagner graph. Let v1
be a vertex of Hv − S, and let v2, v3 and v4 be its neighbours in Hv. Since Hv contains
no triangle, {v2, v3, v4} is an independent set in Hv. Let {v5, v6, v7, v8} be the remaining
vertices of Hv − S. If v2, v3 and v4 all share some common neighbour, say v5, in Hv, then
there are six edges in Hv[{v1, . . . , v5}], and at most three other edges in Hv incident to
some vertex in {v1, . . . , v5}. By the handshaking lemma, E(Hv − S) = E(Hv) = 12, since
S = V0(Hv) and V (Hv − S) = V3(Hv). Hence v6v7v8 is a triangle of Hv, a contradiction.
If for every pair i, j ∈ {2, 3, 4} vi and vj share a neighbour in Hv distinct from v1, then
|NHv [v2] ∪NHv [v3] ∪NHv [v4]| 6 3(4)− 3(2) + 1 = 7 by inclusion-exclusion, contradicting the
assumption that distHv(v1, y) for each of the 8 vertices y in V3(Hv). Hence, without loss of
generality, v2 and v3 have no common neighbour in Hv, and {v2v5, v2v6, v3v7, v3v8} ⊆ E(Hv).
Without loss of generality v8 ∈ NHv(v4), since {v5, v6, v7, v8} ∩ NHv(v4) 6= ∅. Since v7v3v8
is a path in Hv and Hv contains no triangle, the other vertex adjacent to v8 is either v5 or
v6, so without loss of generality v8v6 ∈ E(Hv). Since v5v2v6 and v4v8v6 are paths in Hv, the
remaining vertex adjacent to v6 is v7. Since V3(Hv) = V (Hv) \ {x} and x ∈ V0(Hv), the
remaining two vertices adjacent to v5 are v7 and v4. Hence Hv is the Wagner Graph, plus
a single isolated vertex, as illustrated in Figure 9a. Then P ⊆ G[NG[v]] (see Figure 9b),
contradicting (iv).
Case 5. S = {x} and x /∈ V0(Hv):
The number of vertices of odd degree in Hv is even, so x ∈ V2(Hv). By contracting an
edge of Hv incident to x, we obtain a cubic graph on eight vertices with diameter at most 2.
In Cases 3 and 4 we showed that there are only two such graphs (one with and one without
a triangle), so Hv is a copy of one of these in which exactly one edge is subdivided exactly
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once. It is quick to check that the only such graph in which dist(x′, y′) 6 2 whenever x′
and y′ both have degree 3 is the graph depicted in Figure 10a. Then P ⊆ G[NG[v]] (see
Figure 10b), contradicting (iv).
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Claim 27. If v ∈ V9(G) ∩ L and Hv ∼= K3,3∪˙K3, then for each component C of G − N [v],
there is some v-suitable subgraph C ′ with N(C ′) \N(C) 6= ∅.
Proof. Let {a1, a2, a3, b1, b2, b3, c1, c2, c3} := V (Hv), with aibj ∈ E(Hv) for i, j ∈ {1, 2, 3}, and
cicj ∈ E(Hv) for distinct i, j ∈ {1, 2, 3}. Suppose for contradiction that there is a path P
of G from ai to bj with no internal vertex in N [v] for some i, j ∈ {1, 2, 3}. Without loss of
generality, i = j = 1. Let G′ be obtained from G by contracting all but one edge of P . Then
P ⊆ G′ (see Figure 10c), contradicting (iv). Hence, there is no such path P . In particular,
no vertex v′ in {a1, a2, a3, b1, b2, b3} is adjacent to every vertex of N(v) \ {v′}. Hence, since
v ∈ L, for each v′ ∈ {a1, a2, a3, b1, b2, b3} there is some component C of G − N [v] such that
v′ ∈ N(C). However, there is no component C such that N(C) contains some vertex in
{a1, a2, a3} and some vertex in {b1, b2, b3}. Hence, for each component C of G − N [v] there
is a component C ′ of G − N [v] with N(C ′) \ N(C) 6= ∅. Suppose for contradiction that C ′
is not v-suitable. By Lemma 11 |N(C ′)| > 7. Since G[N(C ′)] ⊆ Hv, there is some vertex
in {a1, a2, a3} ∩ N(C ′) and some vertex in {b1, b2, b3} ∩ N(C ′), a contradiction. Hence C ′
satisfies our claim.
Claim 28. If v ∈ V9(G) ∩ L and there are two vertices x and y in V3(Hv) such that
distHv(x, y) > 3 and there is some component C of G − N [v] with |N(C)| > 5, then for
each component C ′ of G−N [v] there is a v-suitable subgraph C ′′ with N(C ′′) \N(C ′) 6= ∅.
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Proof. By Claim 25, V (C) 6= ∅. Choose x and y, if possible, so that
NHv(x) ∪NHv(y) ⊆ V3(Hv). (3)
Let G′ := G/xy, let x′ be the new vertex of G′, and let H ′ = Hv − {x, y}. Note that
degG′(v) = 8. Since |NG(C)| > 5, we have |NG′(C)| > 4, and hence G′[NG′(C)]  K3. By
Claim 17 and (iv), G′ does not satisfy |NG′(v′) ∩NG′(v)| > 5 for all v′ ∈ NG′(v).
Now {x, y} ⊆ V3(Hv) and distHv(x, y) > 3, so |NHv(x) ∩ NHv(y)| = 6. Also, since
G[N(v)] ⊆ Hv, there is no common neighbour of x and y in G[N(v)], so x′ is dominant in
G′[NG′ [v]], and |NG′(x′) ∩NG′(v)| = 7 > 5.
By Claim 24, ∆(Hv) = 3. If v
′ ∈ NHv(x) ∪NHv(y), then since v′ is not adjacent to both
x and y in Hv, we have |NG′(v′) ∩NG′(v)| > |NHv(v′)| > 8− 3 = 5.
Hence, the unique vertex z in H ′ − (NHv(x) ∪ NHv(y)) satisfies |NG′(z) ∩ NG′(v)| 6 4.
Thus z has at most three neighbours in G′[N(v)\{x, y}] and hence |NH′(z)| > 7− 1− 3 = 3.
Since ∆(H ′) 6 ∆(Hv) = 3, we have degHv(z) = 3.
There are an even number of vertices, including z, with odd degree in H ′. We have
degH′(v
′) 6 ∆(Hv)− 1 = 2 for the six vertices v′ in NHv(x) ∪NHv(y) = V (H ′ − z), so there
are an odd number of vertices in V1(H
′). Each vertex in V1(H ′) has degree at most 2 in Hv
since x and y have no common neighbour in Hv. So V1(H
′) is a clique of Hv by Claim 24, and
hence a clique of H ′. Since |V1(H ′)| is odd, there is a unique vertex w in V1(H ′). By the same
argument, the vertices of V0(H
′)∪V1(H ′) form a clique of H ′. No vertex in V0(H ′) is adjacent
in H ′ to w, so V0(H ′) = ∅. Hence, V1(H ′) = {w}, V3(H ′) = {z} and V2(H ′) = V (H ′−{w, z}).
Now w is one of the six vertices of NHv(x) ∪NHv(y), and degHv(w) 6 degH′(w) + 1 6 2.
In particular x and y do not satisfy (3), so no such pair satisfy (3). This means, there are no
two vertices x′ and y′ in V3(Hv) that satisfy (3) such that distHv(x
′, y′) > 3.
We consider four cases depending on whether H ′ is connected and on the components of
G−N [v].
Case 1. H ′ is not connected :
Since each connected component of H ′ has an even number of vertices of odd degree, z and
w are in the same component, and each other component is a cycle. Since |V (H ′)\NH′ [z]| = 3,
there is a unique component D of H ′ not containing z and D is a triangle. Since |V2(H ′)| = 5,
there is some vertex x0 of degree 2 not in D and not adjacent to w. Assume without loss
of generality that x0 is adjacent to x in Hv. Since x ∈ V3(Hv), there is some vertex y0 in D
such that y0x /∈ E(Hv). Now y0 is adjacent to no neighbour of x0 in Hv, so distHv(x, y) > 3.
But the vertices adjacent to {x0, y0} in Hv are all in V3(Hv) since w is adjacent to neither x0
nor y0 in Hv. Therefore x0 and y0 satisfy (3), a contradiction.
For the remaining cases, H ′ is a connected graph such that |V1(H ′)| = |V3(H ′)| = 1 and
every other vertex has degree 2. Hence, H ′ is composed of a path P from z to w and a cycle
Q of size at least 3 containing z, with V (P ∩Q) = {z}. Let z0 be the neighbour of z in the
path from z to w, and let z1 and z2 be the other neighbours of z in H
′.
Case 2. H ′ is connected and there is some component D of G − N [v] such that z ∈ N(D)
and |N(D) ∩NH′(z)| > 2:
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Table 11
z1 z2
z
z0 v1 v2
w
D
z2
x′v
z1 z
z0
v1v2
w
z1 z2
z
z0 v1 v2
w
D
z0
x′v
z1 z
z2
v1v2
w
|V (Q)| = 3, z2 ∈ N(D) |V (Q)| = 3, z0 ∈ N(D)
v1z1
z2
z
z0 v2 w
D
z2
x′w
z1 z
z0
v2v1
v
v1z1
z2
z
z0 v2 w
D
z0
x′w
z1 z
v
v2v1
z2
|V (Q)| = 4, z2 ∈ N(D) |V (Q)| = 4, z0 ∈ N(D)
v1 v2z1
z2
z
z0 w
D
z2
wx′
z1 z
z0
v2v1
v
v1 v2z1
z2
z
z0 w
D
z0
x′w
z1 z
z2
v2v1
v
|V (Q)| = 5, z2 ∈ N(D) |V (Q)| = 5, z0 ∈ N(D)
v2v1
v3
z1
z2
z
z0
D
z2
v1x′
z1 z
z0
v3v2
v
v2v1
v3
z1
z2
z
z0
D
z0
z2x′
z1 z
v3
v2v1
v
|V (Q)| = 6, z2 ∈ N(D) |V (Q)| = 6, z0 ∈ N(D)
At least one vertex is in {z1, z2} ∩N(D), so without loss of generality z1 ∈ N(D). Either
z0 or z2 is also in N(D). Since V (Q) ⊆ V (H ′) \ {w}, we have 3 6 |V (Q)| 6 6. Let
G′′ := G′/E(D). The diagrams in Table 11 demonstrate that P ⊆ G′′, contradicting (iv).
Case 3. H ′ is connected and there is some component D of G−N [v] such that z0 ∈ N(D),
N(D) ∩ {z1, z2} 6= ∅ and N(D) ∩ {x, y} 6= ∅:
Without loss of generality, z1 ∈ N(D). Note that {z1, z0, x′} ⊆ NG′(D), and let G′′ :=
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Table 12
z1 z2
z
z0 v1 v2
w
D
x′
wv
z1 z0
z
z2v2
v1
v1z1
z2
z
z0 v2 w
D
x′
vw
z1 z0
z
z2v1
v2
|V (Q)| = 3 |V (Q)| = 4
v1 v2z1
z2
z
z0 w
D
x′
v1w
z1 z0
z
z2v2
v
v2v1
v3
z1
z2
z
z0
D
x′
vv3
z1 z0
z
z2v1
v2
|V (Q)| = 5 |V (Q)| = 6
G′/E(D). The diagrams in Table 12 demonstrate that P ⊆ G′′, contradicting (iv).
Case 4. H ′ is connected and there is no component D of G−N [v] such that either z ∈ N(D)
and |N(D) ∩NH′(z)| > 2 or z0 ∈ N(D), N(D) ∩ {z1, z2} 6= ∅ and N(D) ∩ {x, y} 6= ∅:
Recall that |NG′(z)∩NG′(v)| 6 4. Hence z has at least three non-neighbours in G′[N(v)].
Since G′[N(v) \ {x, y}] ⊆ H ′ and x′ is dominant in G′[NG′(v)], z is non-adjacent in G′ to each
vertex in NH′(z). Hence, for every vertex z
′ ∈ NH′ [z] there is a component Cz′ of G−N [v]
such that z′ ∈ N(Cz′), since v ∈ L.
By Lemma 11, each component Cz′ of G−N [v] satisfying |N(Cz′)| 6 6 is v-suitable.
Recall that C ′ is an arbitrary component of G − N [v]. We now show that, for some
z′ ∈ NHv [z], Cz′ is v-suitable and N(Cz′) \N(C ′) 6= ∅, as required.
Suppose first that there is no component D of G−N [v] such that z ∈ N(D) and |N(D)∩
NH′(z)| > 1. Then |N(Cz)| 6 6. Furthermore, z /∈ N(Cz0) and either N(Cz0) ∩ {z1, z2} = ∅
or N(Cz0) ∩ {x, y} = ∅ since Case 3 does not apply, so |N(Cz0)| 6 6. Hence, Cz and Cz0
are both v-suitable. By assumption, N(C) does not contain both z and z0, so z
′ /∈ N(C) for
some vertex z′ ∈ {z, z0}. Hence, N(Cz′) \N(C ′) 6= ∅, and the claim holds.
Now assume that there is some component D of G − N [v] such that z ∈ N(D) and
|N(D) ∩ NH′(z)| > 1. Since Case 2 does not apply, |N(D) ∩ NH′(z)| = 1. Let {z′, z′′} :=
NH′(z) \ N(D). If |N(Cz′)| 6 6 and |N(Cz′′)| 6 6 (in which case Cz′ and Cz′′ are both v-
suitable), and {z′, z′′} * N(C ′), then the claim holds. So we may assume that either D′ := C ′
satisfies {z′, z′′} ⊆ N(D′) or some D′ ∈ {Cz′ , Cz′′} satisfies |N(D′)| > 7. Now D′ is distinct
from D since N(D′) ∩ {z′, z′′} 6= ∅, and |NG′(D′)| > 3 since |N(D′)| > 4 by Lemma 9. Let
G′′ be obtained from G′ by contracting D onto z. Then v ∈ V8(G′′), |NG′′(v) ∩NG′′(v′)| > 5
for every vertex v′ ∈ NG′′(v), and |NG′′(D′)| = |NG′(D′)| > 3. Furthermore, there is at most
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one cycle in G′′[N(v)], namely Q, so K3 and C4 are not both induced subgraphs of G′′[N(v)].
Hence by Claim 17, P ⊆ G′′, contradicting (iv).
We finally reach the main result of this section.
Lemma 29. If v ∈ V9(G)∩L and C is a component of G−N [v], then there is some v-suitable
subgraph C ′ such that N(C ′) \N(C) 6= ∅.
Proof. Suppose first that each component C ′ of G − N [v] has |N(C ′)| = 4. Then every
component of G − N [v] is v-suitable by Lemma 11. Suppose for contradiction that there
is no v-suitable subgraph C ′ such that N(C ′) \ N(C) 6= ∅. Then N(C ′) ⊆ N(C) for every
component C ′ of G−N [v], so there are at least five vertices in N(v) with no neighbour outside
of N [v]. Since v ∈ L, each of these vertices is dominant in G[N [v]]. Let G′ be obtained from
G by contracting C onto some vertex x of N(C) and then deleting all other components of
G−N [v]. There are at most three non-dominant vertices in G′, so |E(G′)| > (10
2
)−3 = 42 =
5|V (G′)| − 8, contradicting (vi).
Suppose instead that there is some component C ′ of G − N [v] with |N(C ′)| > 5. By
Claims 26 and 27, we may assume that there are two vertices x and y in V3(Hv) such that
distHv(x, y) > 3. The result then follows directly from Claim 28.
Lemma 29 immediately implies the following corollary, which we use in Section 8.
Corollary 30. For every vertex v ∈ V9(G) there is at least one v-suitable subgraph.
8 Final Step
We now complete the proof sketched in Section 2.
Proof of Theorem 2. Let G be the minimum counterexample defined at the start of Section 3.
By Lemmas 10, 16 and 18, L ⊆ V6(G) ∪ V9(G), so for every vertex v ∈ L there is some v-
suitable subgraph of G by Corollaries 22 and 30. Choose v ∈ L and H a v-suitable subgraph
of G so that |V (H)| is minimised. Let u be a vertex of L in H. Since u ∈ V (H) and H is a
component of G − N [v], u is not adjacent to v, so v is in some component C of G − N [u].
Since v ∈ L, C is u-suitable. By Lemmas 23 and 29, there is some u-suitable subgraph C ′ of
G with N(C ′) \N(C) 6= ∅.
Now N(C ′) ⊆ N(u), so v /∈ N(C ′). Since N(C ′) \ N(C) 6= ∅, we have that C and C ′
are distinct (and thus disjoint), so v /∈ N [C ′] and C ′ is disjoint from N [v]. Hence G[V (C ′)∪
(N(C ′) \ N(C)) ∪ {u}] is a connected subgraph of G − N [v], and thus a subgraph of H.
But u ∈ V (H) \ V (C ′), so |V (C ′)| < |V (H)|, contradicting our choice of v and H. This
contradiction shows that in fact there are no counterexamples to Theorem 2.
Acknowledgements
The authors are grateful to the referees for their helpful comments, and especially for an
insightful suggestion that lead to a significant shortening of Section 7.
27
References
[AG13] Boris Albar and Daniel Gonc¸alves. On triangles in Kr-minor free graphs,
2013. arXiv: 1304.5468.
[AGZ94] Brian Alspach, Luis Goddyn, and Cun Quan Zhang. Graphs with
the circuit cover property. Trans. Amer. Math. Soc., 344(1):131–154, 1994.
doi: 10.2307/2154711.
[AJ07] Yang Aifeng and Yuan Jinjiang. On the vertex arboricity of pla-
nar graphs of diameter two. Discrete Math., 307(19-20):2438–2447, 2007.
doi: 10.1016/j.disc.2006.10.017.
[CK69] Gary Chartrand and Hudson V. Kronk. The point-arboricity of planar
graphs. J. London Math. Soc., 44:612–616, 1969. doi: 10.1112/jlms/s1-44.1.612.
[CLN+15] Endre Cso´ka, Irene Lo, Sergey Norin, Hehui Wu, and Liana Yepre-
myan. The extremal function for disconnected minors, 2015. arXiv: 1509.01185.
[CRS11] Maria Chudnovsky, Bruce Reed, and Paul Seymour. The edge-
density for K2,t minors. J. Combin. Theory Ser. B, 101(1):18–46, 2011.
doi: 10.1016/j.jctb.2010.09.001.
[Din13] Guoli Ding. A characterisation of graphs with no octohedron minor. J Graphy
Theory, 74:143–162, 2013. doi: 10.1002/jgt.21699.
[Dir64] Gabriel A. Dirac. Homomorphism theorems for graphs. Math. Ann., 153:69–
80, 1964. doi: 10.1007/BF01361708.
[DLM16] Guoli Ding, Chanun Lewchalermvongs, and John Maharry. Graphs
with no P 7-minor. Electron. J. Combin., 23(2):#P2.16, 2016. URL http:
//www.combinatorics.org/ojs/index.php/eljc/article/view/v23i2p16.
[dlV83] W. Fernandez de la Vega. On the maximum density of graphs
which have no subcontraction to Ks. Discrete Math., 46(1):109–110, 1983.
doi: 10.1016/0012-365X(83)90280-7.
[ESST14] Katherine Edwards, Daniel Sanders, Paul Seymour, and
Robin Thomas. Three-edge-colouring doublecross cubic graphs, 2014.
arXiv: 1411.4352.
[Had43] Hugo Hadwiger. U¨ber eine Klassifikation der Streckenkomplexe.
Vierteljschr. Naturforsch. Ges. Zu¨rich, 88:133–142, 1943.
[Hal43] Dick Wick Hall. A note on primitive skew curves. Bull. Amer. Math. Soc.,
49:935–936, 1943. doi: 10.1090/S0002-9904-1943-08065-2.
[HSW12] Danjun Huang, Wai Chee Shiu, and Weifan Wang. On the vertex-
arboricity of planar graphs without 7-cycles. Discrete Math., 312(15):2304–
2315, 2012. doi: 10.1016/j.disc.2012.03.035.
[HW15] Daniel J. Harvey and David R. Wood. Cycles of given size
in a dense graph. SIAM J. Discrete Math., 29(4):2336–2349, 2015.
doi: 10.1137/15M100852X.
[HW16] Daniel J. Harvey and David R. Wood. Average degree conditions forc-
ing a minor. Electron. J. Combin., 23(1):#P1.42, 2016. URL http://www.
28
combinatorics.org/ojs/index.php/eljc/article/view/v23i1p42/.
[HWY14] Fei Huang, Xiumei Wang, and Jinjiang Yuan. On the vertex-arboricity
of K5-minor-free graphs of diameter 2. Discrete Math., 322:1–4, 2014.
doi: 10.1016/j.disc.2013.12.017.
[Jør94] Leif K. Jørgensen. Contractions to K8. J. Graph Theory, 18(5):431–448,
1994. doi: 10.1002/jgt.3190180502.
[Jør01] Leif K. Jørgensen. Vertex partitions of K4,4-minor free graphs. Graphs
Combin., 17(2):265–274, 2001. doi: 10.1007/PL00007245.
[KNTW12a] Ken-ichi Kawarabayashi, Serguei Norine, Robin Thomas, and Paul
Wollan. K6 minors in 6-connected graphs of bounded tree-width, 2012.
arXiv: 1203.2171.
[KNTW12b] Ken-ichi Kawarabayashi, Serguei Norine, Robin Thomas, and Paul
Wollan. K6 minors in large 6-connected graphs, 2012. arXiv: 1203.2192.
[KO05] Daniela Ku¨hn and Deryk Osthus. Forcing unbalanced complete bipartite
minors. European J. Combin., 26(1):75–81, 2005. doi: 10.1016/j.ejc.2004.02.002.
[Kos82] Alexandr V. Kostochka. The minimum Hadwiger number for graphs with
a given mean degree of vertices. Metody Diskret. Analiz., 38:37–58, 1982.
[Kos84] Alexandr V. Kostochka. Lower bound of the Hadwiger number
of graphs by their average degree. Combinatorica, 4(4):307–316, 1984.
doi: 10.1007/BF02579141.
[KP08] Alexandr V. Kostochka and Noah Prince. On Ks,t-minors in
graphs with given average degree. Discrete Math., 308(19):4435–4445, 2008.
doi: 10.1016/j.disc.2007.08.041.
[KP10] Alexandr V. Kostochka and Noah Prince. Dense graphs have K3,t mi-
nors. Discrete Math., 310(20):2637–2654, 2010. doi: 10.1016/j.disc.2010.03.026.
[KP12] Alexandr V. Kostochka and Noah Prince. On Ks,t-minors in graphs
with given average degree, II. Discrete Math., 312(24):3517–3522, 2012.
doi: 10.1016/j.disc.2012.08.004.
[LS98] La´szlo´ Lova´sz and Alexander Schrijver. A Borsuk theorem for antipo-
dal links and a spectral characterization of linklessly embeddable graphs. Proc.
Amer. Math. Soc., 126(5):1275–1285, 1998. doi: 10.1090/S0002-9939-98-04244-
0.
[Mad68] Wolfgang Mader. Homomorphiesa¨tze fu¨r Graphen. Math. Ann., 178:154–
168, 1968. doi: 10.1007/BF01350657.
[Mah98] John Maharry. A splitter for graphs with no Petersen family minor. J.
Combin. Theory Ser. B, 72(1):136–139, 1998. doi: 10.1006/jctb.1997.1800.
[MT05] Joseph Samuel Myers and Andrew Thomason. The extremal function for
noncomplete minors. Combinatorica, 25(6):725–753, 2005. doi: 10.1007/s00493-
005-0044-0.
[RS16] Martin Rolek and Zi-Xia Song. Coloring graphs with forbidden minors,
2016. arXiv: 1606.05507.
[RST95] Neil Robertson, Paul Seymour, and Robin Thomas. Sachs’ link-
29
less embedding conjecture. J. Combin. Theory Ser. B, 64(2):185–227, 1995.
doi: 10.1006/jctb.1995.1032.
[RST97] Neil Robertson, Paul Seymour, and Robin Thomas. Tutte’s edge-
colouring conjecture. J. Combin. Theory Ser. B, 70(1):166–183, 1997.
doi: 10.1006/jctb.1997.1752.
[RST14] Neil Robertson, Paul Seymour, and Robin Thomas. Excluded minors
in cubic graphs, 2014. arXiv: 1403.2118.
[RST15] Neil Robertson, Paul Seymour, and Robin Thomas. Cyclically five-
connected cubic graphs, 2015. arXiv: 1503.02298.
[RW08] Andre´ Raspaud and Weifan Wang. On the vertex-arboricity
of planar graphs. European J. Combin., 29(4):1064–1075, 2008.
doi: 10.1016/j.ejc.2007.11.022.
[RW16] Bruce Reed and David R. Wood. Forcing a sparse minor. Combin. Probab.
Comput., 25:300–322, 2016. doi: 10.1017/S0963548315000073.
[Sac83] Horst Sachs. On a spatial analogue of Kuratowski’s theorem on pla-
nar graphs—an open problem. In Graph theory ( Lago´w, 1981), Lec-
ture Notes in Math., volume 1018, pages 230–241. Springer, Berlin, 1983.
doi: 10.1007/BFb0071633.
[Sey15] Paul Seymour. Hadwiger’s conjecture. In John Forbes Nash Jr. and
Michael Th. Rassias, editors, Open Problems in Mathematics, pages 417–
437. Springer, 2015. doi: 10.1007/978-3-319-32162-2.
[Sˇkr02] Riste Sˇkrekovski. On the critical point-arboricity graphs. J. Graph Theory,
39(1):50–61, 2002. doi: 10.1002/jgt.10010.
[Son05] Zi-Xia Song. The extremal function for K−8 minors. J. Combin. Theory Ser.
B, 95(2):300–317, 2005. doi: 10.1016/j.jctb.2005.04.006.
[SST] Daniel Sanders, Paul Seymour, and Robin Thomas. Edge 3-coloring
cubic apex graphs. in preparation.
[ST06] Zi-Xia Song and Robin Thomas. The extremal function for K9 minors. J.
Combin. Theory Ser. B, 96(2):240–252, 2006. doi: 10.1016/j.jctb.2005.07.008.
[Tho84] Andrew Thomason. An extremal function for contractions of
graphs. Math. Proc. Cambridge Philos. Soc., 95(2):261–265, 1984.
doi: 10.1017/S0305004100061521.
[Tho01] Andrew Thomason. The extremal function for complete minors. J. Combin.
Theory Ser. B, 81(2):318–338, 2001. doi: 10.1006/jctb.2000.2013.
[Tho08] Andrew Thomason. Disjoint unions of complete minors. Discrete Math.,
308(19):4370–4377, 2008. doi: 10.1016/j.disc.2007.08.021.
[Tut66] William T. Tutte. On the algebraic theory of graph colorings. J. Combi-
natorial Theory, 1:15–50, 1966. doi: 10.1016/S0021-9800(66)80004-2.
[Wag37] Klaus Wagner. U¨ber eine Eigenschaft der ebenen Komplexe. Math. Ann,
114:570–590, 1937. doi: 10.1007/BF01594196.
[WL10] David R. Wood and Svante Linusson. Thomassen’s choosability argument
revisited. SIAM J. Disc. Math., 24(4):1632–1637, 2010. doi: 10.1137/100796649.
30
A Appendix
We now prove the two well known lemmas used in Section 1.
Lemma 31. For every (t+1)-connected graph H and every non-negative integer s < |V (H)|,
every (Ks, t)-cockade is H-minor-free.
Proof. Let G be a (Ks, t)-cockade. We proceed by induction on |V (G)|+ |E(G)|. The claim
is trivial if G = Ks, since s < |V (H)|. Assume that there are (Ks, t)-cockades G1 and G2
distinct from G such that G1 ∪G2 = G and G1 ∩G2 ∼= Kt. Note that G1 and G2 are proper
subgraphs of G, and hence by induction are H-minor-free. Suppose for contradiction that
G contains an H-minor. Then there is a set of pairwise disjoint connected subgraphs of G
such that if every edge inside one of these subgraphs is contracted and every vertex not in
one of these subgraphs is deleted, then the graph obtained is a supergraph H ′ of H such
that |V (H ′)| = |V (H)|. Each of these subgraphs will contract down to a separate vertex,
so we call these subgraphs prevertices. There are exactly t vertices in G1 ∩ G2, so the set
S of prevertices that intersect G1 ∩ G2 has size at most t. Since H is (t + 1)-connected,
each prevertex not in S is in the same connected component of G − S. Without loss of
generality, each prevertex not in S is a subgraph of G1. Now, there is no path of G between
two non-adjacent vertices of G1 that is internally disjoint from G1. Hence, by deleting every
vertex of G2\G1 and then contracting the remaining edges of the prevertices and deleting the
remaining vertices that are not in any prevertex, we obtain H ′, contradicting the assumption
the G1 contains no H-minor.
Proof of Lemma 4. Let G be an n-vertex H-minor-free graph. We proceed by induction on
n. The base case with n 6 2c − 1 is trivial. For n > 2c, |E(G)| < c|V (G)|, implying G has
average degree less than 2c. Thus G has a vertex v of degree at most 2c− 1. By induction,
G−v is 2c-colourable. Some colour is not used on the neighbours of v, which can be assigned
to v. Hence G is 2c-colourable. It remains to prove that G is (2c − 1)-colourable under the
assumption that |V (H)| 6 2c. First suppose that deg(v) 6 2c − 2. By induction, G − v is
(2c − 1)-colourable. Some colour is not used on the neighbours of v, which can be assigned
to v. Hence G is (2c− 1)-colourable. Now assume that deg(v) = 2c− 1. There is some pair
of non-adjacent vertices x and y in N(v), as otherwise G contains K2c and hence H (since
|V (H)| 6 2c). Let G′ be the graph obtained from G by contracting the edges vx and vy into
a new vertex z. By induction, G′ is (2c−1)-colourable. Colour each vertex of G−{v, x, y} by
the colour assigned to the corresponding vertex in G′. Colour x and y by the colour assigned
to z. Since every vertex adjacent to x or y in G − v is adjacent to z in G′, this defines a
(2c−1)-colouring of G− v. Now v has 2c−1 neighbours, two of which have the same colour.
Thus there is an unused colour on the neighbours of v, which can be assigned to v. Therefore
G is (2c− 1)-colourable.
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