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a b s t r a c t
In this article, we show how to quantify the quality of IT forecasts. First, we analyze two
metrics previously proposed to analyze IT forecast data—Boehm’s cone of uncertainty and
DeMarco’s Estimating Quality Factor. We show theoretical problems with the cone of un-
certainty (for example, that the conical shape of Boehm’s cone is not caused by improved
estimation, but can also be found when estimation accuracy decreases), and generalize it
as a family of distributions that predict IT forecasts on the basis of expected accuracy and
predictive bias. With these, we support decision making by providing critical information
on IT forecasting quality to IT governors. We illustrate that plotting forecast-to-actual ra-
tios against a predicted distribution reveals potential biases, for instance political, involved
with IT forecasting. We illustrate our approach by applying it to four real-world organiza-
tions (1824 projects, 12 287 forecasts, 1059+ million Euro). We show that the distribution
of forecast to actual ratios vary between organizations in at least three dimensions: in ac-
curacy of estimation, in the tendency of forecasts to converge to the actual over the life of
the project, and in systematic bias toward over- and underestimation. Moreover, we illus-
trate how to use the information to enrich forecast information for decisionmaking. Finally,
we point out that systematic biases, if not accounted for, make meaningless often-quoted
rates of project success. We survey benchmarks related to forecasting and propose new
benchmarks based on our extensive data.
© 2009 Elsevier B.V. All rights reserved.
The estimator’s charter is not to state what developers should do,
but rather to provide a reasonable projection of what they will do.
–T. DeMarco [14]
1. Introduction
In large organizations, each year hundreds of IT projects are proposed. Due to limited time and budget, only a selection of
these proposals receives funding. Decisionmakersmust decidewhich of these projects are preferable given some qualitative
and quantitative criteria, such as costs, durations and benefits of the projects. Namely, these criteria determine the value
the proposals are expected to generate for the organization. An important part of the information IT governors have to
support this decision making are forecasts. Therefore, forecasting quality is crucial. The forecasts also serve as budget and
time constraints in many occasions.
Given the criticality of forecasting quality, it is surprising that almost no routine audits are being carried out on the quality
of forecasting information itself. In this article, we propose how to quantify IT forecasting quality, so that IT governors know
how good forecasts are and what bias they can expect. Often, IT executives and estimators have different interests in the
forecasts. This causes these forecast to be used by them both for political reasons. This conflict of interest between the
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executives and estimators is not always clearly visible to the former, but can have significant impact on the quality of the
forecasts. Therefore, quantifying the IT forecasting quality and the bias provides crucial information for executives to help
steer their organization. We discuss how to visualize and quantify the accuracy of forecasts. This allows executives to fund
those projects that minimize the risk of unexpected and unwanted underruns or overruns actuals.
Initial forecasts are expected to be inaccurate up to some point, yet these forecasts are extremely valuable in substanti-
ating the go/kill decisions. The quality of the forecasts found in business cases is crucial to support the decision to fund or
postpone a project. These early forecasts are significantly influenced by uncertainties, still they have substantial impact on
the governing of the IT portfolio. Therefore, IT governors are helped by any tool aiding them in dealingwith these forecasting
problems. In this article, we show how to quantify the accuracy of early forecasts to enhance forecasting information to help
executives with making decisions.
In some organizations, more detailed forecasts are made as projects progress to monitor them. These forecasts are
expected to bemore accurate than the initial forecasts asmore information about the project is knownand less time remains.
If the quality improves over time, this certainly helps in more accurate monitoring, and gives the IT governor the tools to
change plans if the expectations are not in alignment with the goals. IT governors often assume that forecasting information
is void of politics and of good enough quality to steer. Intuitively, forecasts made later in a project are of higher quality. But
is this true? And how do we quantify this? We will answer such questions in this article.
Even though the quality of forecasts is utterly important, we found that companies usually have no idea about their actual
quality. Often, forecasts are assumed to be accurate but this is not assessed. For single projects, deviations between forecast
and actual are expected due to unforeseen circumstances. It is commonly assumed that these effects will cancel each other
out at the portfolio level, thus allowing decisions to bemade on the aggregates. However, if all forecasts are overly optimistic
or pessimistic the effects will not cancel each otherwhen aggregated to the portfolio level. On the contrary, the impact of the
deviations is amplified, degrading the quality to unacceptable levels. This results in steering on arbitrary numbers instead
of data that presumably models reality in the future. In turn, this leads to gross under- or overfunding and thus to missed
opportunities, since capital is wasted.
Therefore, it is critical to determine the quality of forecasts to assess their accuracy. There are two well-known tools
dealingwith this assessment.Wediscuss themerits and limitations of both these tools in this article. One tool, the Estimating
Quality Factor (EQF) [14], is used to quantify the quality of forecasts of the estimators. As DeMarco stated: ‘‘The estimator’s
charter is not to statewhat developers shoulddo, but rather to provide a reasonable projection ofwhat theywilldo.’’ DeMarco
developed this tool to quantify the deviation between the projection of the estimators and the actual. The other tool is based
on the so-called cone of uncertainty by Boehm [6]. This figure depicts deviations between forecasts and actuals by plotting
forecast to actual ratios for different phases of a project. The plot shows a symmetric conical shape indicating a decrease in
the deviations as a project progresses.
In this article, we illustrate how to generalize the cone of uncertainty to quantify certain quality aspects of IT forecasting.
We show that a predefined referential cone visually assists in evaluating the differences between forecast and actual. For
instance, a plot of forecast to actual ratios drawn with a reference cone can show forecasts are made of the minimum value
instead of true predictions of the actual. Boehm was the first to describe the conical effect that was later on confirmed
by others. However, we also found other shapes including wildly different ones up to the case where no conical shape
whatsoever emerges. It turns out that depending on the bias of the forecasts, mainly the political undercurrent, different
shapes emerge. In Boehm’s case, the goal was to forecast the actual as quickly and accurately as possible. However, if the
goal of the forecaster is, for instance, to lure one into a positive decision, they can provide for consistently low forecasts. This
leads to a different shape than forecasts without political bias, as in Boehm’s case.
Especially, when one never assesses IT forecasting quality, the bias of the forecasts can lead to extreme situations. We
found in one case, forecasts up to 100 times the actual valuewhere IT governors up to the highest level assumed the forecasts
to be accurate. Needless to say that this is an entirely unwanted situation. In this article, we propose a method to reveal the
bias by making the deviations of the forecast from the actual transparent.
Case studies. In this article, we analyze the IT forecasting quality of four large organizations. One organization is a vendor
of commercial software, the second is a large multinational company, the third is a large multinational financial service
provider and the last company is a telecommunications organization. The data of all organizations in total consist of
1824 projects with total actual costs of 1059+ million Euro and 12 287 IT forecasts. Compared with the 24 [8] or 25 [7]
forecasts used to support Boehm’s cone of uncertainty, the 20 data points used for DeMarco’s EQF [14] and the 106 projects
analyzed by Little [49] for both topics, our case studies form a sizable addition to the research done in the literature. We
apply our approach to each organization to quantify the quality of their IT forecasts. We find that one organization grossly
overstated its actuals. The second organization systematically underestimated them. The third organization was forecasting
without bias and sustained high IT forecasting quality. The fourth organization has both forecasts without a bias but also
forecasts that are too good to be true.
Benchmarks. Once it is known how to quantify the quality of IT forecasts, the question arises how it compareswith its peers.
For these comparisons, it is important that the same methods are used to assess the quality of IT forecasts and the bench-
marks to be valid. In this article, we evaluate a number of benchmarks found in the literature related to IT forecasting. For
instance, the often-quoted figures reported by Standish group [29–31] on project success are examined and turn out to be
meaningless for benchmarking as we will argue in this article and elsewhere [18]. We propose ways to adequately compare
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the IT forecasting quality with other organizations and describe valid benchmarks that are found in the literature and in our
case studies.
Related work. IT forecasting has been an important topic for numerous years. Many methods have been developed to
facilitate software cost estimation. COCOMO [6] and SLIM [61], for instance, are well-knownmethods. In an article of Briand
et al. [9], an overview of the numerous authors is given, for instance [34,39,65], that have quantified the quality of software
cost estimation methods including the forecasts made with such methods. The survey article [9] notes that many of these
studies only have small data sets making it difficult to draw generalizable conclusions. An exception to this rule is the just
referred overview article, where a total of 206 software projects are analyzed. In this article, we also analyzed a large sample
of data regarding 1824 IT projects with 12 287 IT forecasts.
Note that the purpose of the authors surveyed in the article of Briand et al. [9] is to compare software cost estimation
methods. The tools used to quantify the quality of IT forecasting are not subject to scrutiny, as in our article, and merely
facilitate a way to make the comparison. In this article, the purpose of the quantification is to assist in governing IT. We
illustrate what information IT governors are able to extract using our approach to improve decision making based on the
forecasts. Therefore, this article describes more extensively how to quantify IT forecasting quality and challenges known
results in this area.
For comparing software cost estimation methods, authors seldom use the EQF [14]. Only a small number of articles [47–
49,64] refer to the EQF. We will argue that a popular method, the magnitude of relative error or MRE [13], has a severe
drawback when compared with the EQF. Therefore, in this article, we elaborate on the EQF and its uses.
Although various authors [5,6,27,33,57,71] state that the politics of forecasting are highly influential for the forecasting
quality, none have ventured to visualize their effects. In this article, we will show how this is done using our reference cone,
which is a generalization of the well-known cone of uncertainty [6]. The cone of uncertainty is cited by many [12,38,43,
50,52,67,71]. However, it is rarely assessed by others, whereas the results are based on one score of data points. The only
exceptionwe are aware of is the work done by Little [48]. In our article, we assess the cone of uncertainty as well and extend
the analyses done by Little [48], by using his data in one of our case studies.
Finally, numerous benchmarks are given in the literature [4,5,14,29–32,47,52,57] related to the quality of forecasting.
Yet none take into account the quantified effects of potential political or other biases. Therefore, many of these benchmarks
are meaningless as it is unclear whether they are biased or how they are influenced (by politics). In this article, we illustrate
how to incorporate the political nature of IT forecasting, which makes true comparisons possible.
Organization of this article. The remainder of this article is organized as follows. Section 2 introduces terminology that we
use throughout the article.We also definewhat constitutes a high quality forecast. In Section 3,we elaborate on relatedwork.
In particular, we address various views on the cone of uncertainty that we found in the literature. Based on these views, we
normalized the different notions used in those articles. We did this to unravel the nature of forecasting in order to carry
out controlled simulation experiments. Our experiments either confirm or refute the various statements that were made in
the literature. For instance, the intuition that forecasts improve because of improved accuracy of the estimation methods is
refuted. Our simulations show that forecasts improve even with deteriorating accuracy of the estimation methods.
Section 4 discusses the tools thatwe use to quantify the quality of IT forecasts. The first tool, the Estimating Quality Factor
or EQF, shows how to quantify the accuracy of the estimators. The second tool, the plot of the forecast-to-actual ratios against
a reference cone, illustrates how the bias of forecasts is made visible. The tools combined provide the necessary information
to quantify the quality of the IT forecasting practice inside an organization.
Apart from the simulation experiments, we also carry out four extensive case studies based on real-world data and
present them in Section 5. We display several plots of forecast-to-actual ratios against a reference cone with different
forecasting patterns, and provide the accompanying EQFs.
In Section 6, we describe how to use the analyses proposed in this article to enhance forecast information for decision
making. We discuss three methods that provide additional information about the uncertainty of newly made forecasts.
Section 7 challenges the credibility of benchmarks related to forecasting in the literature. We review benchmarking
information regarding EQFs and we challenge their credibility. We provide new benchmarks based on the four presented
case studies: best, worst and mid-case benchmarks. Moreover, we show that the famous figures reported by Standish on
project success are highly susceptible to political or otherwise biased forecasting. Therefore, these Standish figures are
meaningless and we propose the use of modified definitions to recompute their benchmark figures.
On request of practitioners, in Section 8, we provide an overview of the lessons learned in this article. This section is
especially focused on people who want to use our results. Moreover, it provides guidelines for practitioners to implement
the proposedmethodology and describes what information themethods will yield. It is possible to read this sectionwithout
reading the previous sections. Finally, in Section 9, we conclude.
2. Terminology
In 2006, there was a lively discussion in IEEE Software [26] between Little, McConnell, Gryphon and Kruchten about the
cone of uncertainty in general and Little’s article [49] on this subject in particular. Since we not only found results similar
to Little’s, but also other results, we analyzed their discussion, which is cited and misunderstood by others [75]. We learned
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Fig. 1. Example forecasts.
that their terminology was rather subtle and that different authors meant different things by the same term. We feel this is
not surprising as we ourselves had difficulty in defining the notions to clearly express the issues at stake in our article and
in their discussion. To appreciate both our work and to be able to truly compare the different viewpoints put forth in their
discussion, we introduce a standardized terminology. We transpose various views to this terminology in order to assess
their validity. In this section, we also discuss and define a number of other terms that we will use throughout the article.
Forecast. We define a forecast as the total of the ex-post and the ex-ante part. The ex-post part is the part of the forecast
that is already known—it is what has been done thus far. In many situations, one is able to measure this. The ex-ante part is
a prediction of what lies in the future. For example, a running IT project has already burned cost and cost that are still to be
made. The burned cost are the ex-post part and the future cost form the ex-ante part; their sum is the forecast of the total
IT cost. In other words, a forecast (or forecasting) of a certain entity is a prediction of that entity.
In this article, the entities that we will analyze and focus on are the cost, and duration and functionality of IT projects,
but our proposed approach applies to any kind of indicator with positive value. Almost any IT indicator satisfies the positive
value restriction. For instance, the methods we will propose are also applicable when analyzing forecasts of effort or staff
level. However, it is not possible to apply our approach directly to an indicator that is able to assume positive and negative
values, such as the Net Present Value. Of course, it would be very interesting to use similar methods on the latter, since the
most compelling reason to fund an IT-investment is its added value. But onemust keep inmind that this value is determined
by the cost, duration and benefits of a project. Therefore, the quality of such forecasts should be analyzed in order to assess
the value a project will generate.
Both ex-post and ex-ante are phrases directly taken from Latin. Ex means ‘from’, post means ‘after’ and ante ‘before’.
In the Oxford dictionary [70], ex-post is defined as: based on actual results rather than predictions. Ex-ante is defined as:
based on predictions rather than actual results. Although these terms are infrequently used in common English, we propose
them as they precisely describe the necessary notions to appreciate our work and the related IEEE Software discussion. Both
ex-post and ex-ante are also used in a book on forecasting [3], although there they have a slightly different interpretation.
Actual. We define an actual of a certain entity to be the final realization of that entity. For instance, if a project costs 1
million in expenses the actual is 1 million. In this article, we will make two assumptions about the actual. First, we assume
the actual is objectively measurable and thus that manipulation of the final realization is not possible. In practice, this is
not always the case. For instance, if a project runs out of budget it may happen that hours used for this project are booked
on another project that has excess budget. In Section 5, we show that the methods we propose can also give an indication
whether large scale manipulation is likely to have occurred in the data or not.
Second, we assume that IT governors want estimators to provide a prediction of the final realization. It is important to
realize that, for the remainder of this article, we will use this final realization as reference to assess the quality of forecasts
made. However, this need not always be the case. For instance, it is also possible that executives demand not a forecast of
the final realization, but a conservative forecast, say the predicted final realization plus 20%. If these are the forecasts that
are expected of the estimators, the actual must be set accordingly. Otherwise, the quality of the forecasts will not be fairly
assessed. The methods we describe are easily adapted if another reference point is preferred.
Although it is possible to take other reference points at wish, we feel that the final realization is an adequate choice. If the
estimators are able to accurately predict the final realization, executives can use the forecasts to derive any other reference
point to their liking. For instance, if an IT governor wants a conservative forecast to determine the budget, the governor
can use the forecast of the final realization and add a percentage to serve as budget. If the IT governor wants to determine
budgets less conservatively, only the percentage needs to be changed. The estimators remain forecasting the final realization
and are judged based on this reference point. Therefore, we have chosen the final realization as point of reference.
To illustrate our definitions, we provide in Fig. 1 six forecasts of some project indicator. Each vertical bar in the figure
represents one of these forecasts. They consist of an ex-post and ex-ante part. For the first bar, the ex-post part is zero as
nothing has been done at this point. As the project progresses, the ex-post part grows as work is done. The remainder of
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Table 1
Translation of different views in terms of this article.
Author Forecast Ex-post Ex-ante Actual
Boehm Estimate – – Actual
McConnell Estimate – – Actual
Little Estimate – Remainder Actual
Gryphon – – Estimate –
Kruchten Absolute overall uncertainty – – –
work still to be done (= actual− ex-post) is predicted at each phase and forms the ex-ante part. The ex-ante part changes
each time as less work remains. For the last bar, the ex-ante part is zero as all the work has been done. Together they make
the forecast, which is the prediction of the total.
In Table 1, we transpose the various notions in the literature to the definitions we just proposed. The ‘–’ indicates that the
corresponding author did not define a term similar to the terms we defined. As our table shows, the notion of an estimate
is used by different authors in different ways. For instance, Boehm, McConnell and Little discuss estimate in the sense of
our forecast, but Gryphon uses estimate where he actually means the ex-ante part. Kruchten avoids the word estimate all
together and talks of absolute overall uncertainty. Also, among the authors Little is the only one to label the ex-ante part of
a forecast, but he did not label the ex-post part.
Ex-ante. In this article, we will assess the quality of the forecast, that is ex-post + ex-ante. However, an in-depth analysis
of the ex-post and ex-ante portions individually is very insightful as well. A common re-estimation made is only of the
ex-ante portion, for instance, ‘‘when will we be done’’. Or, requests for additional funds are predictions of just the ex-ante
portion. The quality of these predictions are relevant to an IT governor to allow adequate monitoring of the project and to
assign additional funds, if necessary. Therefore, analyzing the different parts of a forecast separately on top of the combined
analyses we propose in this article, further enriches the assessment and knowledge of the quality of the forecasts made. It
is recommended to undertake such analyses when these common re-estimations are made.
Note that it is possible to adapt our tools to perform analyses on solely the ex-ante part. If one is able to derive the actual
remainder of work that is predicted by the ex-ante part, it is possible to draw the forecast-to-actual plot based on these
data alone. That is, the forecast is replaced by the ex-ante part. This is, for instance, illustrated in an article by Little [49].
Moreover, it is possible to quantify the quality of these predictions with the EQF. While the tools remain similar, they then
only analyze the ex-ante part.
Forecast quality. At this point, we definewhenwe consider a forecast of a final realization to be better than another forecast.
Let e be a forecast of actual a and f a forecast of actual b (a, b > 0). Forecast e is better than forecast f when
|e− a|
a
<
|f − b|
b
.
In fact, we say that forecast e is better than f if the relative distance from the actual of e is smaller than that of f .
We also define when a project is better forecasted than another project. Let e1, e2, . . . , en be several forecasts made for
a project k with actual a. Assume that there is some function Gk = g(e1, e2, . . . , en, a) that quantifies the quality of the
forecasts made for that project. We assume that this function assigns a higher value to a higher quality of forecasts. For
instance, it is possible to use functions such as the inverse of the median of the individual deviations to the actual, the
inverse of the deviation of the initial forecast or some other function. Later on, we will use the EQF to instantiate function
Gk. We define project k to be better forecasted than project lwhen Gk > Gl.
Since we will aggregate forecasts also to the portfolio level, we define when we consider a collection of projects, with
their forecasting quality quantified by function Gk, to be better forecasted than other collections. Let E be a collection of
p projects with their forecasting quality quantified by function Gk and F be a similar collection of q projects. We define
E = {Gi : i = 1, . . . , p}. The definition of F is similar. We define collection E to be better than collection F when the median
of E is larger than the median of F .
Although other measures are possible, we used the median value as it divides the collection E in two. DeMarco [14,
p. 14] advises to use the median value exactly for this reason. Additionally, in other publications, e.g. [69], we found the
median value to be used to compare the quality of forecasts between organizations. Therefore, we find it more insightful
than considering, for instance, the average. However, we will argue later on that it is best to not only use the median value,
but also account for the variation of the forecasting quality.
Bias. Another termwewill frequently use in this article is bias. In the Oxford dictionary [70], bias is defined as: a systematic
distortion of a statistical result due to a factor not allowed for in its derivation. In our context, the statistical result is the
forecast that is systematically distorted. In many articles, for instance [14,19,28,35,46,74], reasons for biases are given and
discussed. For example, Lederer et al. [46] describe how different participants have different goals in IT cost forecasting and
can thereby introduce political biases.
Another possible reason for a bias in forecasts are errors in the forecasting process, as described by Fairley [19]. For
instance, suppose a forecasting tool is used that has certain parameters. In such a case, a bias can be introduced if the
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parameters are not adequately set. However, it is also possible that estimators systematically feed the wrong data into the
model, which introduces distortion.
Yet another reason is given in a book by DeMarco [14, p. 12], where he shows that a bias can be introduced if the ego of
the estimator is involved in the project. As an example, he describes a simple experiment in which participants are asked to
forecast their own performances on a trivial task. The same participants also predict the performance of others for the same
task. The results show that a bias is introduced when the estimators predict their own performance, which is supported by
others [28,35].
Weinberg et al. [74] discuss an experiment in which two seperate groups are given identical requirements, apart from
the focus of their work. One group is given the task to create an efficient program using the least CPU time possible, while
the other group should make a similar program in the least amount of time. Both are required to make a forecast of the time
needed to complete.Weinberg et al. find that the latter group ismore conservative in their forecast. They argue thatmeeting
forecasts of an objective independent of those that are focused on, becomes less important. For instance, if the objective is
to minimize the cost of the project, other objectives such as user satisfaction or minimal CPU time required by the program,
become less stressed.
In a book by McConnell [53], a distinction is made between a conscious and an unconscious bias. A conscious bias is a
distortion that is introduced intentionally. For instance, if an estimator wants to present an IT project positively in order
to get it approved, the estimator may underestimate the cost or duration of the project. Or, if the estimators want ample
budget they can overestimate the cost to assure enough funds. An unconscious bias is a distortion that is unintentional. For
instance, with a forecasting tool parameter settings can unintentionally be inadequately set.
In this article, we want to make the bias in the forecasts, both conscious and unconscious, transparent by plotting the
deviations from the actual against a reference cone. Inmany occasions in this articlewewill speak of a bias caused by political
reasons. However, the methods we will present are not restricted to this type of bias. How to avoid biases is discussed, for
instance, in articles by Arkes [1] and Harvey [28].
Target and commitment. An important reason for political bias is the difference between forecast, target and commitment.
A number of authors [2,36,44,49,53,73] have clearly described these notions. A target is a statement of a desirable final
realization. A commitment is an agreement to meet a target. A forecast is the most likely outcome of the final realization.
Jørgensen [36] notes that many people mix up these terms, even within the same project.
Armour [2] describes what the difference between the terms entails. Ideally, estimators give forecasts including their
probability distribution. This will allow executives to set targets and commitments based on the probability of being able to
meet them. For instance, suppose project costs are forecasted to be 1 million Euro with a 50% chance and 0.8 million with a
30% chance. If an IT governor is willing to take extra risk, a commitment of 0.8 million can be agreed uponwith, for instance,
the customer or the project team. If the extra risk is not worth it, the executive can commit to 1 million. With a forecast and
its confidence interval or probability distribution, it is possible for IT governors to assess the risk they take by setting certain
targets or commitments. In Section 6, wewill show how to derive the confidence interval and probability distribution of the
forecasts.
Project related terms. Above we stated that we will analyze forecasts of a value of interest, for instance, costs and durations
of IT projects. However, we will not precisely define terms such as cost and duration, as this is not relevant for the anal-
yses we perform. In fact, it does not even matter if inconsistent definitions of the value of interest are made for different
projects within an organization, as long as the forecast of a project is based on the same definitions as the value of interest
of that project. In our case studies, we did find consistent definitions to be used within the organizations, but not neces-
sarily between the different organizations. However, for quantifying the IT forecast quality and comparing them between
organizations, it is not necessary to define these terms precisely or adhere to equal definitions.
Also, we will not provide definitions of the start and end date of a project. If function Gk is independent of time, these
definitions are not relevant similar to the definitions of the value of interest. If the function is dependent of time, these
definition are still irrelevant within an organization as long as they are used consistently. They are, however, of importance
when comparing forecast quality between organizations. Even though the Estimating Quality Factor is a function dependent
on time,wewill not give definitions of the start or enddate of a project, as this is outside the scope of this article. Furthermore,
the EQF metric is robust as small deviations in the definitions do not significantly affect the value. In our case studies,
we found relatively small differences in the definitions between the organizations. These differences do not significantly
influence the comparisons made in this article.
Now thatwe set the terminology and precisely defined the notions thatwewill use throughout this article, we commence
with comparing the different viewpoints on the cone of uncertainty found in the literature.
3. Reviewing different cones
A well-known result in software engineering economics by Boehm is the so-called cone of uncertainty. This result is
discussed in his book [6, p. 310–313], which describes the methods and procedures for software cost estimation. We recall
this famous result in Fig. 2. It intends to illustrate the accuracy within which software cost forecasts are made as a function
of the level of knowledge that is available. As described in a number of articles [8,52], the interpretation of the cone is that
when one knows more about a software project, your forecasts will improve.
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Fig. 2. Boehm’s cone of uncertainty.
The horizontal axis in Fig. 2 represents time progression of the project in phases. The vertical axis compares the forecast
with the actual by dividing the forecast by the actual value. This way, we see how much a forecast deviates from the actual
at any given phase of the project. For instance, point e in Fig. 2 depicts a forecast made during the second phase of a project
that turned out to be 1.2 times as high as the actual. The vertical axis is drawn on a logarithmic scale.
The vertical interval around e, depicted in Fig. 2, is known as a confidence interval. McConnell [52, p. 169] popularized
the use of this interval for IT forecasts to give an indication of their uncertainty. Tockey [69, p.351–355] further explored the
method by showing how to compute the uncertainty based on historical data. Others, for instance [75], have also used this
confidence interval, which intends to contain the actual value in about 80% of the cases. We see that this is also the case in
the example. Later on, we will discuss the usefulness and the limitations of the confidence interval.
Note that we will discuss forecast-to-actual ratios throughout this article. Therefore, we will refer to these ratios with
the shorter term f /a ratio. This term is also used in other research areas [54]. Whenwe plot f /a ratios, we refer to this figure
as an f /a plot.
Different views. In a 2006 IEEE Software article [49], Little questions the implication of Boehm’s cone of uncertainty [8] being
that the uncertainty of the ex-ante part will diminish as the project progresses. In response to the article by Little, letters
sent by Kruchten, McConnell and Gryphon [26] react to his findings. In this section, we address the issues raised by all four
authors. Additionally, we will create different conical shapes using simulations and by doing so we provide insight in the
discussion and clarify the different viewpoints. But first, we will summarize the various viewpoints of all authors involved.
• Boehm gives two implications of the cone of uncertainty in his book [6]. On the one hand, there is a need to be consistent
in defining the objectives of the forecasts for the various parts of a software product. If the forecast of one part of a
software system is based on a global design, it makes no sense to forecast another part of the same system based on a
detailed design.
On the other hand, the cone expresses that each forecast has some degree of uncertainty. Boehm argues that each
forecast should include an indication of this degree of uncertainty. This is also underscored, for instance, by the articles
of Cantor [10] and Laird [43].
In later work [8], Boehm et al. add the implication that project uncertainties affect the accuracy of software cost
forecasts. The more certain we are about the project, the more accurate we can forecast it.
Although Boehm is right that the forecasting quality improves, this is only true when the goal of forecasting is void
of bias. Forecasts improve as the project progresses as long as the goal of the forecasts is to predict the actual value as
quickly and accurately as possible, which we will show in this section. Later on in Section 5, we will show that if there is
a bias, forecasts do not necessarily improve. Recall that with forecasts wemean the total of the ex-post and ex-ante part.
• McConnell [52] endorses the viewpoint of Boehm that one can forecast a project more accurately as more knowledge
becomes available. McConnell states in an article [26] and in his book [53, p.37] that Boehm’s cone is however, only a
best-case scenario and it is possible to do worse. McConnell describes that it is not possible to have consistently smaller
bandwidths than the bandwidths given in Boehm’s cone; a viewpoint that is being picked up by others [2]. According to
McConnell, Boehm’s cone therefore does not promise an improvement of the forecasts. In Section 5 and Section 6.2, we
will show with our real-world cases that it is indeed possible to have larger bandwidths for the f /a ratios than Boehm’s
cone. However, we will also provide an example in which the range of the f /a ratios is consistently smaller than those
of Boehm’s cone, refuting McConnell’s statement that Boehm’s cone is a best-case scenario.
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• Little describes that consecutive f /a ratios by definition converge to 1, but this does not mean the uncertainty of the
ex-ante part decreases. He supports his claim by analyzing data from his company, which shows that the uncertainty
of the ex-ante part is the same at each stage of the project. We corroborate with a simulation that Little is correct. The
ex-ante part does not need to improve in order to obtain a conical shape.
• Kruchten asserts that Boehm’s cone is about the ‘‘absolute overall uncertainty’’ or forecast in our terms and not about
the uncertainty of the ex-ante part. Using a simulation, in this section we will show that Kruchten is right that Boehm’s
cone is about forecasts.
• Gryphon argues that Boehm’s cone does not reduce by default, but it reduces because improved forecasting methods
become available. In a report [76], the idea that the cone does not reduce by itself is evenmentioned as a part of one of the
ten most important ideas in software engineering. In this section, we will show that, in contrast to Gryphon’s statement,
improved forecasting methods themselves do not cause the reduction of the cone. It is even possible to acquire a conical
shape with deteriorating forecasting methods as time progresses.
In the above discussion, it already appears that depending on the goals and conditions various outcomes are possible.
Therefore, we continue to discuss what we call cone conditions.
3.1. Cone conditions
Boehmwas one of the first to recognize a time-dependent converging effect of IT forecasts. However, the conditions under
which this effect is present were neither systematically described nor investigated. We will reproduce conical shapes based
onmodest and reasonable assumptions by using simulation techniques, thereby investigating the phenomenon Boehm first
observed. This implies that we need to make such assumptions not only explicit, but also executable. First, we will briefly
enumerate all conditions and thenwewill discuss them inmore detail. The conditions underwhichwe are able to reproduce
the conical shapes of Boehm’s cone are as follows.
1. Completeness: We assume forecasts are made for an entire project.
2. Ex-post inclusion: We assume that each consecutive forecast incorporates the ex-post part and we assume this part is
known with certainty.
3. Axis: The horizontal axis is a (relative) time axis. The vertical axis is the forecasted value divided by the actual value. This
axis is drawn on a logarithmic scale.
4. Ex-post growth: The growth of the ex-post part at any time of the project is assumed to be determined by a function. We
will use a constant function, which represents an evenly distributed growth of the ex-post part. However, if we look at
labor, it is also possible to use, for example, a Rayleigh function [6,58].
5. Ex-ante accuracy: The accuracy of the ex-ante forecast is assumed to improve as the project progresses. Conventional
wisdom indicates that we become better at estimating the ex-ante part as time progresses.
6. Symmetric ex-ante accuracy: We assume the accuracy of the ex-ante forecast to be the same in case of under- and
overestimation.
7. Goal: The goal of the forecast is to predict without bias as quickly and accurately as possible the actual value of interest
for the project.
Next, we elaborate on each summarized condition in more detail.
Completeness. The completeness condition indicates that we take into account all activities that relate to the value of in-
terest. For instance, if we want to forecast the cost of a project, we also take into account all activities regarding the cost for
creating the requirements and performing the business study.
One author [26] noted that iterative development of projects should be taken into account by analyzing each iteration
separately. The first condition shows that this must only be done if the interest is in the value of each iteration. If the value
of interest is the entire project, then taking into account all activities means that the forecast must include all iterations. As
DeMarco [14] stated, the estimator should construct the forecast in such a way that the development method is reflected
in it. However, in this article, we are not concerned how to construct a forecast but to quantify the quality of the resulting
forecast. And from this perspective, the development method that is used is not relevant for the quantification as long as
the forecasts are correctly compared with the actual of interest.
For example, suppose a project is executed in five iterations. At the start, a forecast is made for the cost of the entire
project. After each iteration the forecast is then revised. In this case, both the initial forecast and the revisions are compared
with the actual of the entire project. In our analysis of the f /a plot, this is viewed as one project with five consecutive
forecasts.
Another example is a project that also takes five iterations. However, for this project forecasts are made at the start of
each iteration for the cost of that single iteration. When analyzing the f /a plot, each of these forecasts is compared with the
actual of the corresponding iteration. This means that when the project is finished, we have five different projects with an
initial forecast that can be analyzed with an f /a plot. The difference between the examples is the value of interest of the
forecasts.
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Ex-post inclusion. The ex-post inclusion condition assumes that at any given moment during the project, information is
available on what has been done so far. This represents an increase in knowledge. As the project progresses, we knowmore
of the project and we know better what we have actually done so far. For instance, an ongoing project is spending money.
Ex-post inclusion implies that we know at all times how much was already spent with certainty.
Axis. The axis condition explains the axes we use. In our simulation, we will use percentage of completion of the total du-
ration of the project as opposed to the phases that are used by Boehm. Both are a representation of time. The phases used by
Boehm do not need to be evenly spaced as percentage of completion does. The conical shape of the figure is not influenced
however, by which one of the two time axes is used. It will merely be stretched or compressed in certain places.
The reason we opted for percentage of completion instead of the phases of a project is that our choice allows for better
comparisons of forecasts. Let us elaborate on why this is so. We have extensive data, as described in another article [17],
on how long phases of IT projects take as a percentage of the total. We found that the software development projects have
considerable variation in the start and end of each phase, in terms of percentage of completion and have large overlaps
between different phases. For instance, if we take into consideration forecasts made during the business study of different
projects, this could mean for one project that it is made in the early stages of the project while no other phases have been
started. In another project, it could mean the project is almost halfway and a number of other phases are already underway.
The amount of knowledge available for both projects is thus completely different. The ex-post part of the first project is
much smaller than that of the second project and the ex-ante part that still needs to be estimated is much larger than that
of the second project.
By using percentage of completion, we make a comparison between forecasts that is more fair, as the forecasts are made
whenprojects have had the same amount of time towork. However, this still does notmean that byworkingwith percentage
of completion the same amount of effort was carried out. In order to achieve this, we would have to normalize based on the
effort. Since this information often is not readily available, in this article we consider only duration.
In the other article [17], we mapped phases to percentage of completion. Following that research, one can switch back
and forth between the representation of time in phases and percentage of completion. We will do this later on to compare
our results with those of Boehm’s.
Ex-post growth. The ex-post growth condition means that the growth of the ex-post part is described by a function. We
assume to know the ex-post part with certainty, and we use a function to determine the growth and thus the size of the
ex-post part at any time during the project. Mathematically speaking, the function of the growth is the derivative of the size
function of the ex-post part. Although the ex-post part is deterministic, the uncertainty remains in the ex-ante part of the
forecast, as it is uncertain how the projectwill progress from that point onward. In a simplest case, wewill assume a constant
growth of the ex-post part. If the project is completed one-fifth, the ex-post part is one-fifth of the total as well. Another
possibility is to assume a Rayleigh function, as effort of IT projects sometimes follow this distribution. In our investigations,
we confine ourselves to using the constant growth function, butwe also show that the same effects are foundwith a Rayleigh
function.
Ex-ante accuracy. The ex-ante accuracy condition states that as the project progresses, the accuracy with which the ex-ante
part is forecasted improves. Below, wewill argue that this condition itself does not cause the conical shape of Boehm’s cone.
If the accuracy of the ex-ante part is constant or even decreases, we are also able to reproduce the conical shape.
Symmetric ex-ante accuracy. The symmetric ex-ante accuracy condition assumes that the ex-ante accuracy is symmetric
on a logarithmic scale around the actual value. This means that for both under- and overestimation, the ex-ante accuracy
is the same. If the maximum underestimation is twice as low, the maximum overestimation is twice as high. We assume
this as Boehm’s cone of uncertainty shows symmetry of the forecasts, also at the beginning where the ex-post part is zero.
Therefore, it must apply to the estimation accuracy of the ex-ante part as well. Later on, we will illustrate more general
assumptions for the ex-ante accuracy.
Goal. The goal condition is about the political undercurrent or other biases of forecasts. In this section, we assume that there
is no bias, the forecast is meant to predict the actual as quickly and accurately as possible. As DeMarco showed in his book
[14], forecasts mean different things to different people. For instance, project managers can perceive a forecast as a means
to get enough budget, whereas their superiors can see it as the least amount of money necessary to perform the task. We
will see such differences of perception in our real-world case studies.
3.2. Simulation
Based on the above assumptions on cone conditions, we carried out several simulations and it turned out that we
were able to reproduce Boehm’s cone of uncertainty. In fact, this provided us with a means to vary certain conditions and
assumptions in order to test the various viewpoints of the different authors in their discussion about Boehm’s and Little’s
cones.
It is possible to perform such simulations with any statistical package. In our case, we conducted the simulations with
the statistical package R [62]. To give an idea on how much effort is invested in constructing such simulations, we provide
below the R-code used to create Boehm’s cone.
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#Simulation of Boehm’s cone of uncertainty
accuracy = 4
total = 100
n.of.draws = 1000
x = numeric(0)
ex.ante = numeric(0)
forecast = numeric(0)
for(i in 0:total) {
ex.post = i #assume constant growth function
draws = (runif(n.of.draws) *
(accuracy - 1/accuracy) + 1/accuracy)
ex.ante = draws * (total - ex.post)
forecast = c(forecast, (ex.post + ex.ante)/100)
x = c(x, rep(i, n.of.draws))
}
plot(x, forecast, log = "y")
In this code snippet, at each percent of the project 1000 forecasts aremade. Each of these forecasts in this simulation
have a constant ex-ante accuracy of 4 as the project progresses. This means the ex-ante part is estimated to fall in
the interval of 1/4th to 4 times its actual value. We use a factor of 4 since the forecasts at the beginning of the project in
Boehm’s cone use this estimation accuracy. As the ex-post part is zero at the beginning of the project, this factor applies to
the estimation accuracy of the ex-ante part. The ex-post part is assumed to grow constant.
It is a common interpretation that the conical shape is caused by improved estimation accuracy of the ex-ante part, as
time progresses. We will show that the conical shape is also reproducible in other situations. In particular, we analyzed
three scenarios: the ex-ante accuracy increases, is constant or even decreases as time progresses. They all lead to Boehm’s
cone, albeit asymmetric around the actual value on a logarithmic scale as shown in Fig. 3. The asymmetry around the actual
value of the cone of uncertainty is also observed by Laranjeira [45] and Cohn [12]. In fact, we will explain that Boehm’s
symmetric shape is theoretically reproducible, namely under very specific circumstances, but that these circumstances are
highly unlikely to occur in practical situations.
To be more precise, we assumed the following:
• In the first plot of Fig. 3, we assumed the ex-ante accuracy to increase as time progresses. In this theoretical model, we
assume the accuracy to increase linearly using the formula accuracy = 4−2i/100,where i is the percentage of completion
of the project.
• In the second plot, we took the ex-ante accuracy to remain constant as time progresses. In this theoretical model, we
assume the accuracy of the ex-ante part to remain 4 at all times. The above code snippet represents exactly this model.
• In the third plot of Fig. 3, the ex-ante accuracy decreases as timeprogresses.Weused as theoreticalmodel a linear decrease
of the accuracy using the formula accuracy = 4+ 2i/100, where i is as mentioned before.
Of course, the above theoretical models are only meant to investigate whether any conical shape emerges. They are not
necessarily real-world scenarios. What can be seen right away from the results of the simulation as visualized in Fig. 3, is
that irrespective of the chosen accuracy scenario the conical shape is present. Whether the ex-ante accuracy increases, is
kept constant, or decreases the forecast accuracy improves.
The clarification lies in the ex-post inclusion assumption, being that the ex-post part is included in the forecast. Let us
explain: assume that one forecasts software cost. As the project progresses one’s knowledge improves to know what has
been spent, which is the ex-post part. This, one do not needs to predict. The remainder of the work to be done, which is the
ex-ante part, is what one predicts. Even if the quality of this prediction decreases (to some extent), there is still convergence
to the actual, since the part we know (ex-post) becomes larger and larger and the part we need to predict (ex-ante) becomes
smaller and smaller. The effect of decreasing ex-ante accuracy is compensated by actual knowledge of the ex-post part.
3.2.0.1. Symmetry. We noted that Boehm’s cone of uncertainty assumes symmetry on a logarithmic scale around the actual
value. Our simulations do not reproduce this symmetry. The upper parts in the simulation, given the conditions, appear to
be curving outwards with respect to the f /a ratio of 1 where Boehm’s upper part was curving inwards. This asymmetry
around the actual value is also caused by using the ex-post part available at each stage of the project. By adding the ex-post
part to the ex-ante part, the symmetry of the forecasts around the actual value disappears.
Let us explain. For example, assume that we forecast the cost of a project. The actual cost of the project is $100. Assume
that we have spent $50 so far. Thus, the ex-post part equals 50. We predict the ex-ante part with an accuracy of factor 2.
This means we are able to estimate the ex-ante part in the range of 1/2 to 2 times the actual. Thus, we will estimate the
ex-ante part, also being $50, somewhere in the range of 25 to 100. This range is symmetric on a logarithmic scale around 50.
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Fig. 3. Simulation of the cone of uncertainty with increasing, constant and decreasing ex-ante estimation accuracy.
The forecast that we make at this time will range from 25 + 50 = 75 to 100 + 50 = 150. This means the accuracy of the
forecast ranges from 75/100 = 3/4 to 150/100 = 3/2 times the actual value. This range however, is not symmetric around
the actual value of 100 on both the absolute and logarithmic scale. Thus, by adding the ex-post part to the ex-ante part, we
will in general not find symmetry around the actual value.
However, this does not imply that symmetry cannot be present. In two cases, is it possible to find symmetry around the
actual value. The first possibility iswhen the ex-post part is unknown and is estimatedwith the same accuracy as the ex-ante
part. In this case, we can find symmetry, however, this is not in accordance with Boehm’s assumptions. Boehm explicitly
assumed that there is an increase in knowledge, which implies the ex-post part is known to some extent.
Another theoretical possibility to achieve symmetry of the forecasts around the actual value is when we assume the ex-
ante accuracy to be asymmetric and improve in a very specific way, which we will calculate later on. However, that specific
way is unrealistic to occur in real-world cases.
It is also possible to find symmetry around other values than the actual value. For example, in the above calculations the
values would be symmetric on a logarithmic scale around the value 100 · √9/8 ≈ 106. Namely, 150/(100 · √9/8) ≈ 1.41
and (100 · √9/8)/75 ≈ 1.41. In Section 4.2.1, we will explain this in more detail. Other possible symmetry is discussed in
Section 6.3, where we will discuss the work done by Little [48]. In that article, it is shown that the ratios of the ex-ante part
to the actual remainder of the work in his case study behave in a lognormal way, which is symmetric on a log scale.
At first glance it may appear nonintuitive that there is no symmetry around the actual value.Why is it possible to forecast
something five times as high, yet not five times as low? But there is a good explanation. Namely, since we use the ex-post
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Fig. 4. Simulation of the cones of uncertaintywith increasing, constant and decreasing estimation accuracy of the ex-ante part, assuming a uniform function
for the ex-post part growth and not knowing the ex-post part exactly thus far.
part the lower limit is bounded. If the project is halfway, we are still able to forecast five times as high, but not five times as
low. By then, the ex-post part may already be half of the actual and thus our maximum lowest forecast is twice as low. This
bound makes it easier to forecast higher than lower. Therefore, the asymmetry of the cone of uncertainty around the actual
value is quite reasonable.
Changing the conditions. In the code snippet, we assumed the growth of the ex-post part to be determined by a linear
function. We wanted to verify whether using this particular function would be the cause of the conical shape. Another
realistic assumption of the effort over time is, for instance, the Rayleigh function as found by Putnam [58,60]. We changed
the simulation to use the Rayleigh function with a peak of the effort at 60% of the project’s progress [6, p. 93], resembling
a more detailed effort–time function. Using this assumption, we found the conical shapes to persist in the three scenarios:
increasing, constant, and decreasing estimation accuracy of the ex-ante part. We do not depict the results as they are similar
to those in Fig. 3. The figures show that the conical shapes are also found when another function is used instead of the linear
function.
So far, we assumed to know the ex-post part precisely. In most organizations, much of this information is administrated
well and easily obtainable. However, there are organizations in which this is not the case. Or, even if the information is
available, it is not used in making the forecast. In these cases, we need to estimate the ex-post part as well. To investigate
how estimating the ex-post part affects the cone of uncertainty, we assume that we are able to estimate the ex-post part
twice as accurately as the ex-ante part. Even though the information is not known exactly, the estimator must have an idea
of what has been done. Therefore, we assume that this knowledge allows the estimator to better estimate what has been
done than what still needs to be done. In Section 5, we will also see an example in which this is not the case. There, the
ex-post part is predicted with the same accuracy as the ex-ante part.
Using the assumption where we predict the ex-post part twice as accurate as the ex-ante part, the simulation results are
shown in Fig. 4. As the plots show, even in these theoretical scenarios the conical shapes persist, although the deviations to
the actual value remain relatively larger during the project since the ex-post part needs to be predicted, as well.
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Summary. Under reasonable and modest assumptions, we are able to reproduce the shape found by Boehm, albeit that his
symmetric shape around the actual value is neither naturally reproducible nor has a reasonable explanation. By challenging
some of the assumptions, we still find this shape. An important finding is that even if we do not improve the accuracy of the
ex-ante part, we will still converge to the actual as time passes. The simulations thus support the findings raised by Little in
his article [49]. Kruchtenwas right in his response that the cone is about the forecast and not the accuracy of the ex-ante part.
The simulations also illustrated that the improved estimation methods are not the reason for the accuracy of the forecasts
to improve, refuting Gryphon’s statement. Improved estimation methods, however, will make the cone converge faster.
4. Quality of forecasts
In the introduction, we argued that the quality of forecasting is important. As decisions are supported by forecasts, it is
crucial that these predictions are as accurate as possible. Surprisingly, we also noted that often forecasting quality itself is
not assessed by organizations. In this section, wewant to address how to quantify the quality of IT forecasts. Wewill discuss
tools that together make it possible to determine the quality. These tools are the EQF, introduced by DeMarco and the f /a
ratios, which we just investigated, plotted against a reference cone.
First, we discuss DeMarco’s EQF [14].Wewill show that the EQF is a forecasting qualitymetric thatmeasures the distance
between forecasts and their actual value. This is applicable to each individual forecast, but also to all consecutive forecasts
made for a value of interest of a single project. So, it is possible to assess the quality of individual forecasts, but more
importantly, the quality of the process of IT forecasting. We will analyze the EQF and its variation with a box plot. We
will argue that this is a useful tool for themanagement to determine forecasting quality. With the quality determined by the
EQF, comparisons of the quality of forecasts can, for instance, be made between projects, portfolios or estimation methods.
Second, we discuss the f /a ratios plotted against a reference cone. In the previous section, we found that different conical
shapes appear depending on simulation conditions we impose on the forecasts. In this section, we will propose a reference
cone. With this reference cone, we are able to compare the forecasts of an organization to the standard of quality that the
organization desires. This way, the management is able to assess whether forecasts comply with the conditions, such as the
political nature of the forecasts. It allows executives to determine whether the forecasts are what they expect them to be,
and take appropriate actions if they are not.
Together, these tools quantify IT forecasting quality and help the management to assess it. The EQF shows the quality of
forecasts and allows for comparisons. The f /a plot gives insight in the bias of forecasts and the quality of forecasts. Therefore,
the EQF and f /a plot plus our reference cone provide complete insight in the quality of the forecasts.
4.1. Estimating Quality Factor
The EQF was defined by DeMarco in his book, Controlling software projects [14]. The book describes in detail various
aspects of the IT forecasting process. In this respect, DeMarco gives a definition of a forecasting metric, the EQF, which
depicts the quality of forecasts made during a project. He defines the EQF [14, p. 146] by dividing the area under the actual
value by the area of the difference between the forecast and the actual. In an article by Verhoef [72], the EQF is defined in
terms that aremoremathematical. We reiterate and correct the definition given there. Suppose a is the actual value (a > 0),
ta the time the actual is known and e(t) the value of the forecast at time t (0 ≤ t ≤ ta) in the project. Then, the EQF is
represented mathematically by:
EQF = Area under actual value
Area between forecast and actual value
=
∫ ta
0 a dt∫ ta
0 |a− e(t)| dt
=
∫ ta
0 1 dt∫ ta
0 |1− e(t)/a| dt
. (1)
The assumption is that e(t) is known for the range [0, ta]. That is, we know at all times during the project what the value
of the most recent forecast is. In practice, this is not always the case. For instance, often the first forecast of a project is not
made right at the start of a project, but made after the start, at time 0 < x < ta. In such circumstances, a possible solution is
to assume that the first forecast made at time x is actually made at the start of the project. Mathematically, this means we
assume that e(t) on range [0, x) equals e(x).
Fig. 5 depicts an example calculation of the EQF for a single project. For this project, in total 4 forecasts were made: at
t = 0, t = 0.2, t = 0.5 and t = 0.65. For each forecast, we calculate the area between the forecast and the actual value. Of
the first, we find the difference to be 1.5−1 = 0.5. The duration of this forecast is 0.2−0 = 0.2. Thus, the area between the
first forecast and the actual of this project is 0.5 ·0.2 = 0.1.We repeat the calculation for the other areas and find the sum of
the areas to be 0.1+0.06+0.045+0.07 = 0.275. As the area under the actual is 1, we find the EQF value= 1/0.275 = 3.6.
The figure also contains two lines. In fact, these lines are of a reference cone with a predefined quality expressed in a
desired EQF of 3.5. In the next section, we will explain the reference cone in detail. For the moment, it suffices to say that
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Fig. 5. An example EQF calculation of a single project with lines of a reference cone.
the surface between the upper line and the actual value (horizontal line at 1) computes to an EQF value of 3.5, a little less
than our just found 3.6. The same applies to the surface between the lower line and the actual value.
A higher EQF means a better forecast. However, there is a difference between over- and underestimation. In case of
at least one overestimate, the range of possible EQF values is zero to infinity. If forecasts are solely underestimations, the
range of possible EQF values is between one and infinity. Since we cannot forecast a value smaller than zero, the surface
between the underestimated forecasts and their actuals is at worst one, which results in a theoretical EQF value of one. In
fact, in case of solely underestimations it is possible to constraint the range of possible EQF values even further given certain
assumptions. For instance, if we assume that the ex-post part is known with certainty, determined by a constant growth
function and used in the forecasts, the minimum EQF value for underestimations becomes two. Of course, such bounds
hinge on the assumptions made, that need not hold in reality. However, the lower bound of one for solely underestimation
holds for every situation. These bounds imply that it is in general easier to achieve better EQF values in case of systematic
underestimation than in case of overestimation.
The EQF complies to the definitions, we imposed in Section 2. Recall that there we defined a forecast e to be better than
forecast f , when
|e− a|
a
<
|f − b|
b
with a and b the corresponding actuals. Thus, as the proportional distance between the forecast and its actual becomes
smaller, the forecast improves. The EQF complies as it also assigns a higher value in case of smaller deviations between
the forecast and its actual. We also assumed some function Gk = g(e1, e2, . . . , en, a) that quantifies the quality of several
forecasts made for a project k. This function must assign a higher value to a higher quality of forecasts. The EQF complies
with these criteria and is thus suitable as function Gk.
MRE. The EQF is closely related to another well-known forecasting metric: the MRE or Magnitude of Relative Error. We
found this metric is used more often than the EQF in the literature [13,34,39,40,53,55,56,68]. The MRE was introduced in
1986 in a textbook by Conte et al. [13]. This book defines theMRE as follows: suppose a is the actual value and f the forecast.
Then the magnitude of relative error, or MRE, is as follows
MRE = |1− f /a|
1
.
The EQF and MRE are related to each other. In fact, when only a single forecast is made for a project’s actual value of
interest, then EQF = 1/MRE and the average EQF is the mean MRE (MMRE). In contrast with the EQF, the MRE is relatively
simple to interpret. An MRE of 0.2 means the forecast deviates 20% from the actual value. The interpretation of the EQF is
slightly less obvious. An EQF of 5 means the forecasts made for a single project have an average time-weighted deviation of
1/5 = 20% to the actual value.
The real difference between the two becomes apparent whenwe take into accountmultiple forecasts for a single project.
In this case, the MRE is not defined. The MRE assumes that only one forecast per project is made. To obtain the forecasting
quality of a project with theMRE, it is possible, for instance, to take the averageMRE of all forecasts. However, the drawback
of taking the average is that the moment the forecast is made, is not taken into account. For instance, assume two forecasts
are made for a project, one at the beginning and one at the end. Taking the average means we pretend the forecast made
at the end is made during halfway of the project. This allows to boost forecasting quality measured per MRE by making a
‘forecast’ when the project is almost completed.
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The EQF on the other hand does not take the average, but a weighted average of the forecasts made for a single project.
The forecasts are weighted with the duration of the forecast. So, we cannot influence the EQF by making a new forecast at
the end of the project as the influence of this forecast will be minimal (and it should be minimal). Therefore, the EQF is in
general a more reliable and accurate measure for forecasting quality than the MRE.
Note that in the example given above, we discuss adding a forecast at the end of a project to already existing forecasts.
With the example, we do notmeanmaking the initial forecast nearly at the end of the project. Namely, in this case estimators
are able to significantly influence not only theMRE, but also the EQF. In themathematical definitions of the EQF, we assumed
that e(t) on range [0, x) equals e(x). The uncertainty of a forecast diminishes as the project progresses due to an increase
in knowledge. Therefore, if estimators postpone making the initial forecast of a project, they acquire additional knowledge
that helps making a more accurate initial forecast and improve the EQF value.
This is why we argued in Section 2 that for comparisons between organizations based on time-dependent quality
measures, such as the EQF, it is important to use similar definitions of the start and end date of a project. For instance, if in
one organization the project starts at the beginning of the requirements phase, and another at the beginning of the design
phase, the knowledge available for forecasting is completely different. Such large differences in knowledge can significantly
influence the comparison of EQF values. In our case studies in Section 5, we find the definitions used to be relatively similar
allowing for fair comparisons.
EQF variants. We showed how to calculate the EQF. In addition, variations of this notion exist. For instance, DeMarco defined
another time-weighted EQF [14, p. 147], which takes into account that deviations of the forecast from the actual in the
beginning of a project are more important than in the latter part of a project. As we have seen in the previous section, the
ex-ante part decreases as the project progresses. This makes accurate predictions of the ex-ante part in the beginning more
important than in the end. Therefore, taking into account the time of the forecast makes sense.
DeMarco noted that it does not matter much how one calculate the EQF, as long as they are consistently used. We feel,
however, that this alternative time-weighted EQF does have a significant advantage. It will create a larger incentive to focus
on making forecasts as quickly and accurately as possible. This in turn will help make better decisions. However, in the
remainder of the article, we will use the EQF as defined in Formula (1), since this version is the most well known, used in
practice, and reported in publications.
EQF and f /a plot. The EQF is in fact a summary of the information that is captured within an f /a plot. Although information
of the quality of the forecasts is encoded in the f /a plot, it is difficult to quantify its quality by looking at the conical shape. In
Fig. 5, we depicted an example calculation of an EQF value for a single project. This figure used the same axes as in Section 3
and is an f /a plot, as well. Since the figure contains only a single project, it is possible to calculate the EQF. If we are to add
more projects, it becomes hard to distinguishwhich forecasts belong towhich project. Thismakes calculating the EQF values
by looking at the f /a plot cumbersome. Therefore, summarizing the EQFs separately, is a useful addition to the f /a plot.
We note that the EQF is an addition to the f /a plot and is less powerful when used on its own. Since the EQF is a summary
of the available information, it does not contain all aspects of the data that are present in the f /a plots. One aspect of the
information that the EQF does not show is the potential bias of forecasts. That is, it does not distinguish between forecasts
that are systematically lower or higher than the actual value. Thus, an EQF value does not showwhether an organization has
the tendency to underestimate or overestimate. However, this is valuable information. Namely, the EQF indicates whether
the quality of the forecasts is good or bad. Yet, if all forecasts are lower than the actual value, it is possible to improve the
quality by removing the bias.
Another aspect the EQF does not show is time. An EQF value does not show if the forecasts made in the beginning of a
project are better than those made at the end of a project. For instance, if the forecasting method used in the middle of a
project is worse than the one used in the beginning, we are not able to assess this with the EQF. These aspects are present
in the f /a ratios plotted against a reference cone.
Comparing EQF values. With the EQF, we can compare projects with each other, but also aggregated forecasts on a portfolio
level. Recall that we defined in Section 2, E = {Gi : i = 1, . . . , p} to be a collection of p projects with their forecasting quality
quantified by function Gk. If we use the EQF as function Gk, we are able to compare the median value of different collections
with each other and make comparisons on a portfolio level based on the EQF values. Below, we give some examples of
potential comparisons.
• We can compare the IT forecasting quality of different projects. This allows the management to investigate whether
certain projects or types of projects are better forecasted than other projects or types of projects.
• We can make periodic comparisons of the forecasting quality, for instance monthly. It is possible to analyze the quality
of the forecasts made for the projects that are completed in a particular month. If we do this each month, we obtain
an impression whether the quality of the forecasts improves, is constant, decreases over time, or displays other time-
dependent (seasonal) effects.
• We can make a comparison between the forecasting quality of different portfolios. By assessing the collection of EQFs
per portfolio, it is possible to decide which one is in overall better at forecasting. This way, the portfolios with the best
forecasting quality can be rewarded.
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Fig. 6. Three box plots of constructed example portfolios with ten projects each. The median EQF values from left to right are 4.5, 5 and 3.35.
• We can compare new estimation methods with existing estimation methods. This allows the management to assess
whether newmethods cause the quality of the forecasts to improve. This is, for instance, done using theMRE in a number
of articles [13,34,40,55].
• We can compare between organizations. Different organizations can benchmark their own IT forecasting quality with
other organizations. This is possible within industries or even with organizations from other industries. However, this
does require organizations to compute the EQF exactly the sameway. Thus, a descriptionmust accompany the EQF values
on how the numbers were calculated.
All the above comparisons are possible within an organization, but also between different organizations. Comparisons
within a single organization allow for more detailed EQF calculations. An example of such a detailed calculation is to weigh
EQF values of different projects by the size of the project. This way, larger projects have more impact on the outcome of the
analysis. Such comparisons are more difficult to compute between different organizations as consensus is then needed on
weighing the projects. It is, however, in both cases possible to perform the comparisons on a monthly or quarterly basis to
check the development of the forecasting quality.
EQF variance. In a number of publications [14,47–49,72], we found that some of the comparisons were done solely based on
single values without considering their spread. Articles by Lister [47] and Verhoef [72] state that projects with EQF values
in the order of 10 can be considered good. DeMarco [14, p. 157] reports an average EQF value for a group of projects. Articles
by Little [48,49] use the median value of a group of projects to compare the forecasting quality with forecasting quality of
other industries. In this article, we advocate using the median value for comparisons and not the mean value. Namely, the
distribution of the EQF values does not need to be symmetrical. Since the median value is not significantly influenced by
large EQF values, it is, therefore, more robust than the mean value.
Already, themedian ismore useful than themean value. However, besides considering themedian value, it ismost useful
to take into account the spread or variation of the quality of the forecasts. If a portfolio has a good median EQF, but also a
large variation, it means that forecasts are not consistent. It is easier to make decisions based on consistent forecasts than
on highly volatile ones.
One way to consider the variance is to create box plots of the EQFs as shown in Fig. 6. In such plots, the box depicts
50% of the data. The whiskers and the dots represent the other two quarters, with the dots representing potential outliers.
The boldfaced bar in the middle of a box plot represents the median value of the data. An article by Kitchenham et al. [40]
suggests to use box plots as well, to gain insight in the variation of the f /a ratios itself.
We constructed three example portfolios with ten projects each. The median EQFs of these portfolios are 4.5, 5, and 3.35,
respectively. Based on this alone, we can conclude the middle portfolio to make the best forecasts. In Fig. 6, we depict the
box plots of the example portfolios with which we have more information. For instance, the leftmost portfolio has a lower
median than themiddle portfolio, but also a higher chance of EQF values larger than 6. The rightmost portfolio has the lowest
median, but also a smaller variance than the other portfolios. In this portfolio, the EQF will be most likely larger than 2.5
where in the other portfolios it can be as low as 1. None of these box plots are good or bad per se; it depends on the goals
of the organization, which one is to be preferred. The purpose of this example was to illustrate that using box plots is more
insightful than using just a single aggregated EQF.
In summary, by quantifying the forecasts through a box plot of the EQF forecasting metric, management has a tool to
assess IT forecasting quality. The tool allows comparisons to be made and gives control to management over the forecasting
process.
EQF revisited. Based on the above-discussedmerits of the EQF, DeMarco [14] proposed to assess the estimator’s performance
based on the EQF. He stated that the success of the estimator must be defined as a function of the deviation of the forecast
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to the actual, and of nothing else. The estimators will give a forecast that they feel is most accurate at a given time. And, the
estimators will re-forecast when they gain high confidence that the forecast is an improvement of the previous one. Since
the estimators are solely judged on the accuracy of the forecast, it is no longer in their interest to manipulate the forecast or
change the timing of the forecast in order to take the politics involved into consideration.
We agree with DeMarco that the EQF should be used to judge the performance of the estimator. However, the EQF does
introduce a side effect. By judging the estimators based on the EQF, their interest is to obtain a high EQF, which does not
always align with real performance. The side effect of this is that the estimators benefit from making more forecasts. As
soon as a discrepancy between the forecast and actual is found, the forecast will be altered by the estimators to improve
convergence. Irrespective of the severity in discrepancy, the estimator benefits from taking it into account thus leading to
an increasing number of forecasts per project.
Let us explain by an example howmakingmore forecasts results in an improved EQF value. Suppose the actual, whichwe
want to forecast, is 100 and 20 units of work are done each week. Suppose the initial forecast is 125 and if no new forecasts
were to be made, the EQF value of this project would be 4.
During five weeks of the project, discrepancies between the forecast and actual are detected. An estimator can easily
adapt the forecast for these differences, for instance, by using the ex-post part each week. This is done in the following
manner. After one week, the ex-post part is 20 and the forecast of work done in this week is roughly 1/5∗125 = 25.We can
‘re-forecast’ by replacing the ex-ante part of the first week of the initial forecast with the ex-post part. This creates a new
forecast 20+ 4/5 ∗ 125 = 120. Repeating this procedure results in forecasts 115 after the second week, 110 after the third
week and 105 after the fourth week. If we evaluate the forecasting accuracy bymeans of EQF for this project, we find an EQF
value of 6.67. We note that our example assumes ideal circumstances. Only if the ex-post growth is adequately predicted,
will this method yield increasing EQF values. Otherwise, this method can also cause decreasing EQF values.
This example shows that making more forecasts can result in a higher EQF value. By assessing the estimators solely on
the EQF value, they are therefore inclined to make more forecasts. On the one hand, this is a preferable situation. Making
additional forecasts in itself demonstrates the use of improved forecasting methods. Just the fact that the forecast is now
using additional data from the ex-post portion is an improvement. Also, if the forecast takes into account velocity [12], such
asmeasured inmany agile projects, then that again is the use of an improved forecastingmethod.Moreover,when estimators
adapt the forecasts frequently based on the most current information, IT governors are able to steer and monitor projects
based on these up-to-date forecasts. This will allow executives to detect unwanted deviations from initial expectations as
soon as possible.
On the other hand,makingmore forecasts can be undesired.Making a forecast or an adjusted forecast consumes time and
money. In some cases, an estimator can be interested in adjusting a forecast, even though for the organization the change
is insignificant and not worth the effort. Estimators have an incentive to adjust their forecasts regardless as they are judged
on the resulting EQF value.
It is possible to take measures to reduce the benefit of making more forecasts. Most effective is to adapt the EQF
calculation in such a way that it slightly penalizes for making additional forecasts. Assessing the estimator with such an
adapted EQF, causes re-forecasting to only be beneficial when the discrepancy between the most recent forecast and the
newly made forecast is significant. For small discrepancies, it will no longer be beneficial to change the forecast as this is
penalized by the EQF calculation. Therefore, the incentive for estimators to make more forecasts is reduced.
Note that it is not advisable to restrict the estimators to a maximum amount of forecasts per project. By placing a
restriction, the estimators have to consider the timing of re-forecastsmade,while thiswas precisely an argument to advocate
using the EQF. Therefore, such a restriction defies the purpose we try to achieve with the EQF.
In conclusion, we advise the organizations that want to introduce the EQF metric, to pay attention to a possible increase
in the number of forecasts made. Adjusting forecasts for insignificant changes should be discouraged to prevent waste of
effort on unnecessary forecasts.
4.2. f /a plots
In this section, we discuss f /a plots. In Section 3, we created different conical shapes in a plot of the f /a ratios. These
shapes are determined by the conditions under which the forecasts are made. Thus, by looking at a plot of the f /a ratios,
the shape gives us information about the assumptions under which the forecasts are made. This makes the f /a plot useful
for management, as it will allow executives to see if the forecasts are made under the assumptions they expect them to be
made.
Below, we elaborate on some of the conditions as described in Section 3.1 that cause different shapes of the f /a ratios
and give us insight in how the forecasts were made.
• One of the conditions that influences the shape of an f /a plot is the goal condition. In the case of Boehm’s cone of
uncertainty, he assumed that the goal of the forecast is to predict as quickly and accurately as possible the actual value
of interest of the project without bias. Indeed, the shape was centered around the actual value. However, if the goal of
the forecasts is to give an optimistic prediction, we will find a shape that is for the most part below the actual value.
Similarly, if the goal in general is to be conservative, we will find a shape that is for the most part above the actual value.
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The goal is partly driven by the culture of an organization. If it is difficult to ask for more budget or time, the
conservative approach will most likely be taken by the estimators. If it is difficult to get large amounts of budget or time,
the progressive approach will be considered. Thus, the shape of the f /a ratios tells us what the goal is of the forecasts
made.
• Another condition that impacts the shape of the f /a ratios is the ex-post inclusion condition. In case of Boehm’s cone of
uncertainty, he assumed that each consecutive forecast incorporates asmuch information of the ex-post part as possible.
In the simulations in Section 3.2, we showed the impact on the shape of the cone if we need to estimate the ex-post part
as well. In that case, the width of the conical shape is larger as the project progresses than if we know the ex-post part
exactly. If such a shape is found, the management can investigate why this part needs to be estimated. Perhaps, the
information is not available or it is not used. In either case, forecasts can be improved as the project progresses just by
using the ex-post part.
• Yet another condition is the ex-ante accuracy condition. In Section 3.2, we showed that the conical shape persists
irrespective of whether the ex-ante accuracy increases, is constant, or decreases. However, the rate at which the shapes
converge to the actual is faster if the ex-ante accuracy increases. Therefore, the shape found in the f /a plot gives us an
insight in the ex-ante accuracy of the estimation methods that are used.
Thus, we are able to derive information from the shape found in the f /a plot. This makes it a useful tool for the
management to assess the quality of the IT forecasting process. The shape will tell us, among others, what the goal of the
estimators is, whether all available information of the ex-post part is used or not and whether the estimation accuracy of
the ex-ante part improves or not.
Onemaywonder whywe use the f /a plot as themanagement tool and not a plot of merely the ex-ante part as advocated
by Little [48]. There are two reasons for us to do this. The most important reason is that a plot of the ex-ante part gives
less information than the plot of the f /a ratios. An in-depth analysis of the ex-ante part is very insightful, since common
re-estimations made are of only this part. However, a plot of the ex-ante part leaves out any information of the ex-post part.
Although it makes sense to use the ex-post part in forecasts, our case studies show this is not always done. The f /a plot
does take the ex-post part into account and is, therefore, more useful as a management tool. However, note that a plot of
the ex-ante part is a useful addition to the f /a plot.
The second reason to use the f /a plot is that a plot of the ex-ante part in general requires more data than the f /a plot. An
f /a plot requires five values for each data point: the actual value, the forecasted value, the start date of the project, the end
date of the project and the date the forecast is made. However, a plot of the remainder requires another value: the actual
value of everything done up to and including the time the forecast is made, the ex-post part. This is needed to calculate the
true ex-ante part (actual−ex-post) and the part of the forecast that is an estimation of the ex-ante part (forecast−ex-post).
Note that there is an exception when the forecast in question is of duration. In this case, the missing variable is defined by
the trivial equation (ex-post duration = date of forecast− start date).
4.2.1. The reference cone
In order to derive the information from the shape found in an f /a plot, we need to compare it with theoretical shapes
based on certain assumptions. There are two possible approaches.
One approach is to use simulations to create different shapes by changing conditions using the trial and error method.
We are then able to compare the shapes of the f /a ratios of the simulations with the shape of the actual f /a ratios and
find those conditions that best resemble the data. However, this can be a difficult and time-consuming task. The number of
assumptions we are able to change and the number of shapes we can create in this way are numerous.
Another approach is to restrict the comparisons by first defining a number of desired conditions the forecasts should
comply with. Then, we compare the shape of the f /a ratios only with the shape of the simulation caused by the conditions
wewant. Thisway, we investigatewhether the forecasts aremade according to our expectations. If the shapes are dissimilar,
we discuss the conditions with the estimators to find out which ones were violated.
In both approaches, we need to compare the shape of the data with a theoretical shape caused by the assumptions we
impose. To ease comparison, we draw the theoretical shape together with the f /a ratios, so that we refer the data points to
that shape. This reference shape or reference cone immediately allows us to spot deviations of the forecasts from the shape
we would like it to have.
Below, we describe how to create such a reference cone. Whenmore involved assumptions are made about the forecasts
that we use below, the calculations will change, but the methodology will remain the same. As calculations can become
involved, we recommend using computer algebra packages like Maple [51] to compute the results.
In our example case, we want the forecasts to abide by the conditions as formulated in Section 3.1. However, the ex-
post growth and the ex-ante accuracy condition need to be further specified. We will assume the following to apply to the
reference cone:
• Ex-post growth: The growth of the ex-post part is assumed to be described by a constant function.
• Ex-ante accuracy: The accuracy of the ex-ante part is assumed to remain constant as the project progresses.
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With these conditions, we determine the shape of the reference cone. We find the shape by considering how a forecast is
made under these conditions. We defined in Section 2 that a forecast consists of two parts: the ex-ante part and the ex-post
part.
For the ex-post part, we incorporate asmuch information as possible andwe know this information exactly. Since the ex-
post part grows evenly during the project, each time unit x the same amount of work y gets done. The amount of work done
at time x is thus described by g(x) = y. Since the total amount of work is 1 (100%), we find y by integrating ∫ 10 g(x)dx = 1
which results in y = 1. We find the size of the ex-post part by solving the integral p(t) = ∫ t0 g(x)dx = t . Thus, at t = 20%
project completion, p(20%) = 20% of the work has been done.
The estimation accuracy of the ex-ante part remains the same as the project progresses. The ex-ante part at any time t
of the project is of size actual − ex-post, with ex-post being p(t) = t . As the final value is always 1 in an f /a plot, we find
the size of the ex-ante part to be 1− p(t).
However, we do not know the ex-ante part exactly and have to estimate it. Assume that we are able to predict it with
an estimation accuracy of c (c ≥ 1). That is, the prediction of the ex-ante part lies within 1/c and c times the actual value.
Thus, the lower bound of the ex-ante part is (1 − p(t))/c and the upper bound is c(1 − p(t)). Now, the lower bound l and
upper bound u of a forecast made at time t are mathematically defined by:
l(t) = p(t)+ 1− p(t)
c
u(t) = p(t)+ c · (1− p(t)).
These lines describe the conical shape of our reference cone. For each c we choose, we are able to plot the lines and
create a reference cone. With these lines we are able to compare the data points to this reference cone, as we will do in
Section 5. The factor c even allows us to obtain an impression of the accuracy of the forecasts. If most data points are within
the reference cone, the quality of the forecasts will be near the factor c . If they are for the most part outside the reference
cone, the quality of the forecasts is likely to be worse than the factor c .
In the mathematical description of the lines, we incorporated an estimation accuracy factor c. This factor determines the
quality of the reference cone. In the previous subsection, we discussed another good candidate for this: the EQF. Therefore,
we propose to use an EQF value to determine the quality of the reference cone. In order to do this, we need to calculate the
area between the reference lines and the actual value. As we discussed in Section 3, the cone of uncertainty is not symmetric
around the actual value. This means, given the same estimation accuracy factor c , the area between the lower reference line
and the actual value is not the same as the area between the upper reference line and the actual value. Therefore, we assume
that the estimation accuracy factor for the lower and upper boundwill in general be different. To bemore specific, we assume
the estimation accuracy factor of the lower bound to be c1 and for the upper bound to be c2 with c1 ≥ 1 and c2 ≥ 1. This
leads us to the following formulas:
l(t) = p(t)+ 1− p(t)
c1
(2)
u(t) = p(t)+ c2 · (1− p(t)). (3)
Note that p(t) = t given the assumption that the growth of the ex-post part is described by a constant function.
For these functions, we calculated the area underneath the lines by integrating the function over the duration. We
already made such a calculation as visualized in Fig. 5. There we used 4 forecasts and now we use infinitely many in
time. The calculations for the upper bound, of which we assume infinitely many forecasts are made that are systematic
overestimations, are as follows:
upper bound: EQFu = surface actualsurface upper− surface actual
= 1∫ 1
0 t + c2 · (1− t)dt − 1
= 1[ 1
2 t
2 + c2 ·
(
t − 12 t2
)]1
0 − 1
= 11
2 + c2 ·
(
1− 12
)− 1
= 11
2 c2 − 12
= 2
c2 − 1 .
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Solving c2 from this equation yields:
c2 − 1 = 2EQFu
c2 = 1+ 2EQFu .
By analogous calculations, we find that 1/c1 = 1− 2/EQFl. Thus, we rewrite our previous formulas by replacing c1 and
c2. This results in:
l(t) = t +
(
1− 2
EQFl
)
· (1− t) (4)
u(t) = t +
(
1+ 2
EQFu
)
· (1− t). (5)
From c1 ≥ 1 follows 1 − 2/EQFl ≥ 0 → EQFl ≥ 2. For values 0 < EQFl < 2, Formula (4) will not hold. Recall that
in the previous section, we stated it is possible to further constrain the theoretically possible range of EQF values in case
of systematic underestimation given certain assumptions. In this case, by assuming the ex-post part is used for creating a
forecast and grows constant, the EQF is further bounded to a minimum value of 2 instead of 1. Therefore, in our model it is
meaningless to draw lower limit lines with an EQF value between 0 and 2, as the underlying assumptions of the model are
clearly not met in such a case. Therefore, in the next section, we will draw the reference line with a minimum EQF value
of 2 for such cases. This also implies that in case of systematic underestimation, if EQF values lower than 2 are found, the
ex-post part was not taken into account when creating the forecast or was not growing constant.
Since c2 ≥ 1, this means 2/EQFu + 1 ≥ 1→ EQFu > 0. This is always the case, therefore Formula (5) holds for each EQF
value. Note that Formulas (4) and (5) are not symmetric on a logarithmic scale. However, they are symmetric on an absolute
scale.
Thus, we now have curves that describe the reference cone of which we also know the corresponding quality measured
by a predefined EQF. This reference cone allows for comparison of the conditions underwhich the forecasts aremade aswell
as the quality of the forecasts. In the rest of the article, we will use the following notation to indicate the reference cone we
use. For instance, if we talk about reference cone(4.5, 8.5), we discuss a reference cone with lower bound formulated using
Formula (4) and EQFl = 4.5 and an upper bound formulated with Formula (5) and EQFu = 8.5. We use reference cone(4.5),
when a reference cone is drawn of which both lower and upper limit use the same EQF value of EQFl = EQFu = 4.5, in this
case.
Although we will determine the quality of the reference cone using the EQF throughout this article, it is equal to using
Formula (2) and (3) where we used c1 and c2. For some, it may be easier to determine the desirable values for c1 and c2 than
to set a desired quality in terms of an EQF value. Our analyses can be performed with either; one can choose whichever
method is most convenient.
Changing assumptions. In the above calculations, we assumed simple but reasonable conditions to apply to the forecasts.
Below, we describe some possible extensions if more complex assumptions are made about the forecasts.
• Weassumed the growth of the ex-post part to be determined by a constant function, thus leading to p(t) = t . In Section 3,
we explained that similar conical shapes emerge when a Rayleigh function as the ex-post growth function is taken. If we
assume a peak at 60% (p = 0.6) as described by Boehm [6, p. 93], the growth function g(x) becomes more complex:
g(x) = a · x
p2
· e−
x2
2·p2
with a being a scaling factor. The function indicates the amount of work that is done at time unit x. Since the total amount
of work done must be 1 (or 100%), by solving the equation
∫ 1
0 g(x)dx = 1 we conclude that
a = 1
1− e
−1
2p2
.
Given p = 0.6, we obtain a ≈ 1.33. With the growth function g(x), we find the size of the ex-post part realized at time t
by the integral
p(t) =
∫ t
0
g(x)dx = −ae
−t2
2·p2 + a.
With this size of the ex-post part, we find the following formulas for the upper and lower bound of the reference cone:
l(t) = 1+ 1
EQF
· (0.58− 2.32e−1.39t2)
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u(t) = 1+ 1
EQF
· (−0.58+ 2.32e−1.39t2).
Note that although the same steps were undertaken as in the example with a constant growth function, the calculations
involved with the Rayleigh growth function are more complex. We used the computer algebra environment Maple [51]
to solve the computations.
• Weassumed to include asmuch information as possible about the ex-post part andwe assumed to know itwith certainty.
If this is not the case, we need to predict the ex-post part as well. In this case, we are able to predict this within 1/m to n
times the actual value p(t). That means the ex-post part becomes p(t)/m for the lower bound and n · p(t) for the upper
bound.
However, translating the estimation accuracy parameters (m, n, c1, c2) in terms of EQF is not possible anymore
without making some extra assumptions. For instance, we need to assume that we are able to predict the ex-post part
say twice as accurate as the ex-ante part. That is, we assume 2m = c1 for the lower bound and 2n = c2 for the upper
bound. With such assumptions, we can again translate the lines in terms of an EQF as we have shown above. Of course,
one could also forgo translating the lines and simply choose appriopriate values for the estimation accuracy parameters
(m, n, c1, c2).• Recall that we stated symmetry around the actual value on a logarithmic scale of Boehm’s cone of uncertainty is
theoretically possible, if the ex-ante accuracy is asymmetric and improves in a very specific way. To be more precise,
we obtain a symmetric reference cone on a logarithmic scale when the following equation holds for the constants c1 and
c2 in Eqs. (2) and (3). For a given c2, we need c1 to be as follows
1
c1
=
1
p(t)+c2(1−p(t)) − p(t)
(1− p(t)) .
In fact, this ex-ante accuracy rewrites the formula for the lower bound. Using this ex-ante accuracy, we find the formulas
for the upper and lower bound to be:
l(t) = 1
p(t)+ c2 · (1− p(t))
u(t) = p(t)+ c2 · (1− p(t)).
For any given value c2, we obtain a symmetric reference cone around the actual value on a logarithmic scale. However, in
most cases, it does not resemble Boehm’s cone as the upper bound is still curving outwards with respect to the f /a ratio
of 1. The upper bound of Boehm’s cone appears to be a hyperbolic function of the form 1/t . Therefore, we approximate
the shape of Boehm’s cone by using for c2 the following formula:
c2 = 1h · t + i + j.
Using nonlinear regression and assuming the phases Boehm uses have the same duration, we find that choosing h =
2.409, i = 0.337 and j = 1.044 results in a good approximation of Boehm’s cone of uncertainty.
Although these formulas show it is theoretically possible to achieve symmetry around the actual value, it is unlikely
to be found. First, the accuracy with which we predict the ex-ante part must be asymmetric. Second, given the accuracy
c2, c1 must be exactly as we defined in the formula. It is unlikely there exists some estimation method that mimics the
ex-ante part in such a precise manner. Therefore, the symmetry of Boehm’s cone around the actual value will in general
not be found in real-world cases.
• We also stated in Section 3.2 that symmetry on a lognormal scale is possible around other values than the actual value.
We discussed an example of a project with an actual cost of $100 that halfway spent $50. Given a symmetric ex-ante
accuracy of 2, we showed that a forecast would be between $75 and $150. This range is asymmetric on a lognormal scale
around the actual value. However, it is symmetric around the value 100 · √9/8. We explain how to derive this result.
We are interested in the value y around which the lower and upper bound are symmetric on a logarithmic scale. This
means thatwewish y divided by the lower bound is equal to the upper bound divided by y. That is, there is an equal factor
between the lower bound and y and y and the upper bound. Mathematically, we need to solve the following equation
y
t + 1/c1(1− t) =
t + c2(1− t)
y
.
This leads to
y2 = c1 − c2 · c1 − 1+ c2
c1
· t2 + c2 · c1 − 2c2 + 1
c1
· t + c2
c1
.
Thus, given c1 and c2we find the symmetry line aroundwhich the lower and upper bound are symmetric on a logarithmic
scale. In our example, we had c1 = c2 = 2 and t = 0.5. Using these values in the formula leads to y2 = 9/8⇒ y = √9/8.
Thus, although it is unlikely the bounds are symmetrical around the actual value it is possible to find symmetry around
other values.
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4.2.2. Interpretation of the reference cone
We showed how to compute the lines of the reference cone. The reference cone allows for comparison with the pattern
of the f /a ratios to see whether the ratios adhere to the conditions that the executives want. This is the main reason to use
the reference cone and the reason it gives valuable insight in the bias present in your organization.
Moreover, by describing the reference cone in terms of EQF, we are also able to get an indication of the quantified quality
of the f /a ratios. We stress that it is merely an indication of the quantification in EQF values and nothing more. For instance,
one may incorrectly think that if all f /a ratios for a single project fall within the reference cone, the quality of the forecasts
in terms of EQF must be better than that of the reference cone. However, this is not necessarily the case. Moreover, it is also
possible for the projects to have a number of f /a ratios outside the reference cone and still have a better EQF value than the
reference cone.
Let us explain this with examples. Recall Fig. 5 in Section 4.1, in which we showed an example of an EQF calculation for
a single project with four forecasts. The figure contains a reference cone which is plotted using the assumptions described
in this section and Formulas (4) and (5). The EQF value of these lines is taken to be 3.5. The example calculation for this
project shows that the EQF value of the forecasts is 3.6, better that the reference cone. Yet, we find that not all the forecasts
are contained in the reference cone. This example shows that it is possible to obtain a higher EQF value than the reference
cone even if some forecasts are outside it.
For the second example, consider the same figure. Let us assume that we have a project that consists only of the initial
forecast made in the figure. That is, the project consists of one forecast with an f /a ratio of 1.5. This means that the surface
between the f /a ratio and the actual equates to 0.5 which leads to an EQF value of 1/0.5 = 2. Thus, even though in this case
the f /a ratio is contained in the reference cone, the quality in terms of EQF is worse than that of the reference cone.
Therefore, the reference cone merely gives an indication of the quantified quality of forecasts. In general, the quality of
f /a ratios that are inside or close to the reference cone are comparable to the quality of this reference cone. However, it is
not guaranteed and must not be viewed as such. This is also a reason to use a box plot of the EQFs, so that it is possible to
view the quantified quality of the forecasting separately.
Summary. We showed that the shape of the f /a ratios plotted against a certain reference cone with prescribed EQF,
reveals valuable board-level information by depicting and quantifying the quality of forecasts. An f /a plot is, therefore,
an indispensable addition for decision makers. Depending on the forecasting conditions, different conical shapes appear. In
order to derive the conditions that lead to the shape in an f /a plot, comparisons need to be made with reference cones. We
showed how to infer such a reference cone to ease the comparison of various shapes. The reference cone shows how the data
should behave for certain quality levels, expressed in an EQF value. This allows for quantitative and objective comparison
of the data with the desired quality of forecasting. In the next section, we are going to apply our approach in a real-world
context: we will analyze the forecasting quality and their bias of four large organizations.
5. Case studies
In this section, we apply the methods we proposed in this article to four real-world case studies. We use the EQF and the
f /a plot with a reference cone, to gain insight in the bias and the quality of the forecasts in the organizations. The results
show varying quality and conditions under which the forecasts were made in each of the case studies. In this section, we
will compare the quality of the forecasts of each case study to one another. We will discuss benchmarking including the
known related benchmarks in the literature, in the next section. First, we will briefly introduce the involved organizations
and then we discuss them in detail.
Landmark Graphics Corporation. Weobtained data fromTodd Little of LandmarkGraphics. It is the same data set that he used
and reported in IEEE software [48]. Recall that his article initiated an extensive discussion in the same journal. Landmark
Graphics is a vendor of commercial software that is used for oil and gas exploration and the production market. We are
grateful to Todd Little for providing us with the data that consists of 121 software development projects executed in the
period of 1999–2002. In total, Little provided us with 6245 forecasts that predict the duration of these 121 projects. In this
section, we extend Little’s analyses in the following sense. We show that the goal of this organization is to forecast the
minimum value instead of the actual value. This causes most forecasts to be lower than the actual value.
Large multinational company X. The second organization is a large multinational company. Of 867 IT-enabled projects, of
which at least 25% of the project costs consists of IT costs,we obtained forecasts and actuals of total project costs. The projects
were all started and completed in 2005 or in 2006. In total, 3767 forecasts were made of these projects. In this organization,
the forecasts turned out to be generally higher than the actual. Also, the EQF values are very poor when compared with
the other case studies. After discussions with the organization, they corroborated to us that the goal of the forecasts was
aimed at predicting the maximum value rather than the actual value. The process of budget approval was such that usually
less funds are granted than proposed. Therefore, the forecasters tended to overestimate in order to obtain enough funds.
Furthermore, this organization steered on Standish project success indicators, which, as we will elaborate on later in this
article, induced overestimation as well.
Financial service provider Y. The third case study discusses a large multinational financial service provider. From this
organization, we obtained data on 140 software development projects conducted in the period of 2004–2006. In total,
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Fig. 7. Typical patterns in an f /a plot.
667 forecasts were made of the total cost of these projects. The quality of the forecasts of this organization in terms of
EQF is high. Also, the f /a plot represents a conical shape as Boehm intended with the forecasts centered around the actual
value. The plot indicates that the goal of the forecasts is to quickly and accurately predict the actual value.
Besides the cost forecasts, we also obtained 100 forecasts of the functionality of 83 software development projects. These
projects were conducted in the period 2003–2005. As with the cost forecasts, the f /a ratios of functionality are similar to
the conical shape found by Boehm. Therefore, the goal of the forecasts is to quickly and accurately predict the actual value.
In this organization, all forecasts are checked by an independent metrics group (as advised by DeMarco in his book [14]).
This aided in creating a corporate culture in which the forecasts only serve the purpose of accurately predicting the actual.
Telecommunications organization Z. The final case study analyzes data from a large organization in the telecommunications
industry. We obtained data of 613 projects conducted in the period of 2002–2007. The data contained 1508 forecasts made
for the total cost of the projects. The plots indicate that there was no bias in the forecasts. Yet, the quality of the forecasts
in terms of EQF values is not high when compared with the other case studies. In this organization, projects were assessed
via post calculations on their ability to generate value. Since less focus was put on the forecasts of the cost of the projects,
project managers had no incentive to add a positive or negative bias. However, as a result they were not encouraged to
improve the quality of forecasting of cost either.
5.1. Typical patterns
Before describing in detail the various case studies, we want to discuss a number of typical patterns in many f /a plots,
among others those that we found in our presented case studies. Fig. 7 illustrates these typical patterns. Note that the size of
the f /a ratios given in the figure is not relevant. Also, the figure depicts extreme situations, while in practice more variation
is to be expected. For instance, an overpessimistic pattern, which in our typical example shows no underestimations, can in
practice still contain such underestimations. Therefore, the illustration merely depicts the overall shape and location of the
patterns.
We note that in real-world case studies, it is possible to find multiple patterns in one f /a plot. This indicates a
heterogeneous set of f /a ratios. Even when a single pattern emerges, the data must be carefully examined for possible
heterogeneity. In case of heterogeneity, different political or other biases can be present for the various projects. Finding
characteristics that cause differences in the f /a ratios provides useful information for decision making when assessing
different types of projects.
In the previous section, we discussed a number of conditions that impact the conical shape of the f /a ratios. In this
section, we show the typical patterns that arise when varying the goal condition and ex-post inclusion condition. The ex-
ante accuracy condition is not considered here as this does not alter the appearance of the typical patterns significantly, it
merely changes the width of the conical shape. First, we will summarize the typical patterns depicted in Fig. 7. Then, we
will give examples of situations in which such a pattern can occur. The typical patterns shown in the figure are summarized
below.
• overpessimistic (f /a 1). The forecasts are much larger than the actuals and no convergence to the actual takes place.
• pessimistic (f /a ↓ 1). The forecasts are above the actual, but they do converge to the actual.
• unbiased (f /a→ 1). The forecasts converge to the actual and are both above and below the actual.
• overperfect (f /a = 1). The forecasts are equal or almost equal to the actual.
• optimistic (f /a ↑ 1). The forecasts are below the actual value, but do converge to the actual.
• overoptimistic (f /a 1). The forecasts are below the actual value and no convergence to the actual takes place.
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overpessimistic. This pattern can be found when we consider an organization in which budget overruns are found to be
negative. Suppose that the projects are considered successful when they are within budget and that budget is determined
based on the initial forecasts. If the estimators are involved in the project, they need to make sure the initial forecast is high
enough so that the actual value in the end is smaller than this prediction. This way, the project is considered a success. Thus,
the goal of an estimator is to overstate the expected value of interest to create a safety margin to absorb potential problems
in the project.
Also, suppose that the organization makes consecutive forecasts to monitor progression of the project. When these
forecasts indicate budget will be left over, the excess amount is immediately reallocated to different projects. When it is
very difficult to acquire additional funds for a project, estimators have no incentive making consecutive forecasts more
accurate as time progresses as it is hard to regain funds that are immediately transferred to other projects. Therefore, no
convergence to the actual takes place.
pessimistic. As the name implies, this pattern resembles a pessimistic pattern. The initial forecasts are set high to create a
large safety margin for a project. However, when it is possible to obtain additional funds without much trouble, estimators
are more inclined to reduce the safety margin as the project progresses. When the safety margin is still not enough, there is
no problem in receiving more budget. Therefore, convergence to the actual will be present.
unbiased. Suppose an organizationwith an independentmetrics group that ismerely judged on the accuracy of its forecasts.
In this situation, the estimators are interested in predicting the actual value without bias. Also, as they are not involved in
any project, it is rather unlikely the ego of estimators can introduce a bias as DeMarco suggested in his book [14]. With an
independent metrics group judged on forecasting quality, predictions will be adjusted as soon as discrepancies are found,
making the f /a plot converge.
overperfect. Consider an organization that performs many projects based on a fixed price. In this case, the initial forecasts
vary slightly from the actual, but after some political debate a forecast is given that is used as fixed price. Externally no
uncertainty remains, but internally uncertainty remains on whether it is possible to meet the agreed price. However, often
deviations from the actual to the fixed price will internally beminimized and variation is sought in the dimensions time and
functionality. Sometimes, the actual may not even be administrated. In such cases, it is best to remove these forecasts from
the analysis as these projects do not contain uncertainty on the value of interest. Such projects must be analyzed in other
dimensions, where uncertainty does occur. This pattern is also an indication of possible data manipulation.
optimistic. This pattern boils down to what is called a salami tactic. The salami tactic indicates the initial forecasts only
account for a small portion instead of immediately considering the complete picture. As the project progresses, the estimator
will reveal that there is more to the project than was initially stated.
Another example is an organization that uses forecasts of the minimum value as targets. These forecasts serve as, often
unattainable, targets that the project should meet. Once it is clear that the target cannot be met, the forecast is readjusted.
This process repeats itself until the project is finished and the last forecast is actually met.
overoptimistic. In this case, the estimators are extremely optimistic. The knowledge that is gained during the project is not
used in making improved forecasts. The administration of what has been done is either not correct or not used.
5.2. Landmark Graphics
Landmark Graphics is a vendor of commercial software that is used for oil and gas exploration and the productionmarket.
In the period of 1999–2002, 121 software development projects were undertaken for which Todd Little provided us with
the data. The data, in total 6245 data points, consist of: the project numbers, the forecasted end dates; the date the forecast
is made; the actual start of the project; and the actual end date of the project. These data allow us to calculate at what time
during the project a forecast was made and the deviation between the forecast and the actual. We will also derive the EQF
values for each project.
Little [49] analyzed nearly the same data of Landmark Graphics. He provided us with a couple of more projects than he
analyzed in his article. His analyses provided a number of insights. Little found that the ex-ante accuracy remained constant
during the course of the projects. Yet, he still found a conical-shaped figure when plotting the f /a ratios. In Section 3, we
illustrated with simulations that this effect is caused by the actual use of the ex-post part in making the forecast.
We want to note that the f /a plot by Little [49] is slightly different from the one we present in this article. At Landmark
Graphics, the forecasts of the projects are recorded weekly. Little used each week as a single data point, even if the forecast
was not changed from the previous week. However, we chose to only take those forecasts into consideration that were
actually changed, which left us with 923 forecasts. We did this for comparison reasons, as we only analyze newly made
forecasts of the other case studies as well.
In Section 4.1, we showed that creating more forecasts can result in higher EQF values. As Little’s data contain a forecast
each week per project, we analyzed the data to check whether the EQF is influenced by the large amount of forecasts. In
this case, the EQF was not affected by making a forecast each week, since the forecasts were simply reiterated instead of
altered. Therefore, in this case the EQF is exactly the samewhen only the newlymade forecasts are taken into account when
comparedwith all the forecasts given. The benefit of analyzing the forecasts of eachweek as Little has done, is that the shape
of the f /a ratios becomes more apparent.
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Fig. 8. f /a plot with reference cone(3.2) and EQF box plot of 121 projects. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
The analysis of Little also includes comparing the results from the analysis with benchmarks found in the literature. He
reported that the EQF values and the ex-ante part estimates resemble lognormal distributions. We will discuss this topic in
more detail in the next section, where we will show that we were unable to statistically reproduce his results. Little also
compares the EQF values of the Landmark Graphics projectswith benchmark EQF values reported in a book byDeMarco [14].
In his article, Little compares the median value found for the projects of Landmark Graphics with a reported mean value
found by DeMarco. Since the median and mean value are quite dissimilar due to large outliers, this comparison cannot be
used to assess the quality of the forecasts at Landmark Graphics. This is only a valid comparison if both are median or mean
values. We will make a more fair comparison in Section 7.
We extend Little’s analyses by applying the methods described in this article to his data. We depict the result in Fig. 8,
which shows a plot of the distinct 923 f /a ratios plus a reference cone, and a box plot of the EQF values. Also, we have no
reason to assume that the data set is heterogeneous.
Beforewe interpret Fig. 8, we note that the reference cone exactly follows the conditions that we used to derive Formulas
(4) and (5) of the reference cone in Section 4.2.1. We now only need to choose an EQF value to draw the reference cone. If
we choose a too high EQF value, the reference shape may be difficult to distinguish and it would be difficult to compare its
shape with that of the f /a ratios. Therefore, we want an EQF value that most projects have attained. Boehm [6] describes
that the lines in his cone of uncertainty represent 80% confidence limits. Therefore, we take our reference cone to resemble
similar limits. That is, we want the reference cone to use that EQF value for which 80% of all projects have an EQF value
higher than that limit. This leads to the 20% quantile of the EQF values. For Landmark Graphics, this resulted in an EQF value
of 3.2.
The box plot of the EQFs in Fig. 8 has a median value of 4.7. The solid red line in the box plot corresponds to the 20%
quantile with an EQF value of 3.2 that we used to draw the reference cone. The box plot shows that the EQF values are at
least 2 and in many cases go up to 10. Also, a number of potential outliers are visible in the plot. In fact, it is quite common
to find such high EQF values. If many forecasts are made, the chances are high for one to make at least a number of forecasts
that are very accurate. Therefore, these potential outliers need not necessarily be stray values. It is, however, advisable to
assess whether these points represent mere luck, accurate forecasting or manipulation of the data. In this case study, we
found no reason to exclude them from the analysis. Later on, we will compare the EQF values to those found in the other
case studies to assess whether we can consider the values of acceptable quality or not.
Now,we turn to the f /a plot itself. Our reference cone shows immediate room for improvement of the forecasting process
at Landmark Graphics by removing the bias. The data indeed display a conical shape much like the shape of the reference
cone. However, the data are shifted downwardwhen comparedwith the reference cone and resembles the optimistic pattern
described before. This is supported by a median f /a ratio of 0.85. There are quite a few data points that are lower than the
reference cone and almost none that are higher.
This indicates that at least one of the conditions used for the reference cone does not apply to the data of Landmark
Graphics. Since the data points are not centered around the actual value depicted by the horizontal line f /a = 1, the goal of
the forecasts appears to be different from the goal we assumed for the reference cone. As the forecasts are in general lower
than the actual value, it seems the forecasters try to predict the minimum value rather than the actual value.
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Fig. 9. f /a plot with reference cone(2,0.08) and EQF box plot of 867 projects.
Indeed, Little [49] confirms that the goal of the forecasts is different than the one we defined in the conditions. He
describes that the corporate culture is such that the project teams consider the first possible end date of a project as the
target. This means the goal is to predict the first possible moment the project can finish, thus a minimum instead of the
actual value. This is not uncommon as DeMarco [15] described. He referred to the earliest possible date a project can finish
as the nano-percent date. This nano-percent date is often used as target and causes the conical shape of the data to shift
downward with respect to the reference cone.
Case summary. This first case study showed that plotting the f /a ratios together with a reference cone based on the 20%
quantile of the EQF plus its box plot, enable decision makers to directly assess the quality and bias of forecasting within
their organization. The reference cone reveals immediately that the forecasts are biased. The data resembles an optimistic
pattern. It is possible to adjust the bias of the forecasts by rewarding estimators to stay within the reference cone. This will
change the corporate culture so that the goal of a forecast becomes to quickly and accurately forecast the actual value and
thereby improving the quality of the forecasts in this organization. However, since changing the corporate culture is time
consuming and expensive, the organization may not gain much value from debiasing. Therefore, executives can decide not
to debias the forecasts and to adhere to a different point of reference than the actual value, as we explained in Section 2. By
choosing a different reference point, the EQF valueswill increasewithout having to change the estimation process. Naturally,
executives then also have to account for the bias of the forecasts in their decisions. In Section 6, we show how to do this.
5.3. Large multinational company X
In the second case study, we assessed the quality of the forecasts of a large multinational company. This organization
recorded data of all IT-enabled projects. These are projects that consist of at least 25% IT costs. In this case study, we
investigated 867 projects that were undertaken in 2005 or 2006 with a maximum duration of one year. The data contain
3767 forecasts made of these projects and consists of: the project names; the actual start date of the project; the actual end
date of the project; the date the forecast was made; the forecast of the cost; and the actual cost of the project.
With these data, we made an f /a plot and a reference cone, plus a box plot of the EQFs. The results are shown in Fig. 9.
The reference cone plotted in the f /a plot is drawn using the same conditions as the reference cone used in the Landmark
Graphics case study. Again, we chose the EQF value of the reference cone to be the 20% quantile, which of this organization
is 0.08. However, given our conditions it is not possible in case of systematic underestimations to obtain an EQF value lower
than 2. In fact, of underestimations an EQF value of 1 is the theoretical minimum. Therefore, the EQF value of 0.08 indicates
that in this case study a lot of forecasts are overestimations. Since the reference cone given our conditions has a minimum
bound of 2 for the lower limit, we have drawn the lower limit with this bound instead of the 20% quantile.
The plots in Fig. 9 provide a different picture than the Landmark Graphics data. It is difficult to immediately recognize
a typical pattern in the f /a plot. Both the overpessimistic and overoptimistic pattern appear to be present as there is no
convergence and there are both large under- and overestimations. Although the data appear to contain multiple patterns,
we found no evidence of heterogeneity in the data. None of the project characteristics that were provided, were able to
explain the different patterns found.
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In the f /a plot, we see that most forecasts are plotted above the horizontal line where f /a = 1. This is confirmed by
the median of the f /a ratios of 2.25. The EQF box plot corroborates that most forecasts are overestimations based on the
low EQF values. The median EQF value of all projects is 0.43. In fact, 65% of the projects have an EQF value that is lower
than the theoretical minimum in case of only underestimations of 1. Therefore, we find the pattern to be predominantly the
overpessimistic pattern.
The EQF box plot depicts a large number of potential outliers. We find that the distribution of the EQF values has a heavy
tail. Due to the large concentration of forecasts with low EQF quality, the EQF box plot shows the tail as outliers. However,
similar to the Landmark Graphics case study, we did not find any reason to exclude these points from the data set.
Also, the forecasts do not converge to the actual as time progresses. The f /a plot does not resemble a conical shape at all,
but resembles a pipe. In Section 3, we have seen a similar shape in Fig. 4, where we assumed that we were able to predict
the ex-post part half as well as the ex-ante part and had deteriorating forecasting accuracy. However, in that case, we still
had some convergence, which we do not find in the f /a plot of this case study. This implies that the ex-post part is most
likely not used in the forecast.
We consulted with the organization to confirm our inferences from the plots. We did this initially without showing and
discussing the outcomes of the analyses to confirm the results. We asked a number of project leaders on how the forecasts
were created and asked executives on how the forecastswere used. These discussions confirmed our findings: forecastswere
mainly determined by politics, seriously undermining the quality of the forecasts, while executives believed the forecasts
to be accurate.
Of a given annual IT budget, not every project proposal obtained all the resources asked for. In order to fund as many
projects as possible, projects usually received less funding than requested. The management demanded updated forecasts
each month of every project so that, deviations from the forecast could be spotted early. If a project received more budget
than needed, the excess fundswere used for other projects as soon as possible. However, the corporate culturewas such that
the budget overruns were seen as negative and requesting a new budget was difficult. Namely, the organization adopted
the Standish definition of project success, which means that the project can only be a success when it is within the budget.
If a project was successful, it could even result in a bonus for the project members at the end of the year.
Therefore, project managers forecasted the cost higher than they expected the actual value to be. First, they knew they
would get less than requested. Second, as reapplying for the budget was difficult, they wanted to be sure they had enough
funds for the year even if things went wrong. Third, a project was considered successful when it stayed within the budget.
Overstating budgets, thus increased the safety margin of success. Therefore, forecasters in this organization predictedmuch
higher costs instead of the most probable actual cost.
Also, since reapplying for the budget was difficult, project managers refrained from lowering the forecasts using the
ex-post part. If they have updated the forecast, it could result in excess funds being transferred to other projects. Project
managers only allowed this to happen if they were absolutely certain that they did not need the money. In most cases, they
did not significantly lower the forecasts so that there was no reason to reallocate budget from their project.
The reason that it was possible to grossly overestimate in this organizationwas because themanagementwas unaware of
the political bias or the quality of the forecasts. Instead, they beforehand assured us that all the forecasts were truly accurate.
The management used the forecasts to monitor and govern the projects, decide upon the annual IT budget, and more. But
this forecasting practice induced huge overestimating.
This in turn caused the projects not to get funded initially, as according to the forecasts there was not enough budget.
However, manymore projects could have been funded from the start of each year, since most projects have requestedmore
than needed. As a result, opportunities were being missed by not allowing the projects to start as soon as possible.
Case summary. This case study emphasizes once more the need to quantitatively assess the bias and quality of the
forecasting practice. To be able tomake decisions based on forecasts, theymust be void of politics and accurate to acceptable
levels. Without knowing the forecasting quality, decisions are potentially based on highly inaccurate and politically poised
data. Indeed, in this organization it resulted in missed opportunities. Plotting the f /a ratios with the reference cone and
providing the EQF values resulted in revealing a biased and low quality forecasting practice.
5.4. Large financial service provider Y
In the third case study, we obtained data from a largemultinational financial service provider. The data contained actuals
and forecasts of both cost and functionality. We discuss each of them separately and also show the combination of the two.
Cost. We analyzed data from 140 software development projects from organization Y conducted in the period between
2004 and 2006. In total, 667 forecasts were made of the total cost of these projects. The data consist of: the project codes;
the actual start date of the project; the actual end date of the project; the date the forecast was made; the forecast of the
cost; and the actual cost of the project.
As before, we plot the f /a ratios against a reference cone and we summarize the EQF values in an accompanying box
plot as shown in Fig. 10. The reference cone was plotted using the same conditions as in the other case studies. Again, we
used the 20% quantile of the EQF values to instantiate the reference cone with; in this organization, this was 3.6. Also, we
analyzed the data for possible heterogeneity. We found no reason to assume the data set is heterogeneous.
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Fig. 10. f /a plot with reference cone(3.6) and EQF box plot of 140 projects.
The f /a ratios do form a conical shape and fall for the large part nicely within our reference cone. The data compare well
with the unbiased pattern. This is supported by the median f /a ratio of 1.0. The forecasts converge to the actual value in
the asymmetric way, as we would expect. This indicates that the conditions we used for the reference cone apply to the
forecasts created by this organization. Moreover, the quality of the forecast is high with a median EQF value of 8.5.
To validate our findings, we discussed the results with the organization. Again, we did this initially without showing or
discussing the outcomes of the analyses to confirm the results. We interviewed a number of project leaders on how they
created their forecasts. Recordswere kept onwhat has been spent so far. Project leaders had full access to these data,wherein
they used to regularly update their predictions on the remaining work and total cost. They used the data themselves to
monitor the progress of their projects. So, in accordance with our expectations, the ex-post part was used to make forecasts
in the organization.
In this organization, the forecasts were also used as budgets. However, all the forecasts were checked by an independent
metrics group in the organization. This independent group used methods such as predictions based on the function
points countings [16,23], to assess the validity of the forecasts made by the project leaders. If the difference between
the forecasts by both parties was too large, budget was not granted until the discrepancies were resolved. Although the
project leaders indicated to use a small safety margin in their forecasts, they were unable to increase this margin without
proper argumentation. The check by the independent metrics group prevented them from grossly underestimating and
overestimating. The goal of the forecasts was simply to predict the actual value as clearly seen from the plots in Fig. 10.
Functionality. The data set for the functionality from the same organization Y involves 83 software development projects
in the period 2003–2005. The data contain 100 forecast, which were made for the functionality of the projects measured
in function points [16,23]. The same data set is also used in an article by Kulk et al. [41], in which the difference between
the forecast and actual was attributed to requirements creep. The article proposes methods to detect projects out of control
using early warnings. In this article, we analyze the deviations themselves to quantify the quality of the forecasts made.
In Fig. 11, we plotted the f /a ratios of the function point forecasts with the reference cone using the same conditions as
before, and an EQF box plot. The 20% quantile of the EQFs is 2.6. Again, we found no reasons to believe that the data set is
heterogeneous.
The figure shows a similar situation as with the cost forecasts for the functionality f /a ratios. The ratios in the figure
appear unbiased, which is supported by the median f /a ratio of 1.0. Also, with the exception of a number of outliers, the
ratios converge to the actual value. The EQF quality of the projects with a median of 6.4 is relatively high. As with the cost
forecasts, the f /a ratios for functionality follow the conditions of the reference cone.
To count the functionality of the projects, multiple experienced function point counters were used. None of them were
involved in the execution of the project. Therefore, they had no incentive other than predicting the actual value of the
number of function points.
Combined. Of the above projects, in total 55 software development projects contained forecasts and actuals of both cost
and functionality. These projects entailed 231 cost forecasts and 69 functionality forecasts. Similar to the previous analyses,
these subsets were both unbiased and converging to the actual value. With a median EQF of 9.0 for the cost and 5.0 for the
functionality forecasts, the quality remains high.
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Fig. 11. f /a plot with reference cone(2.6) and EQF box plot of 83 projects.
Case summary. The f /a ratios in this organization compare well with our reference cone, as defined in Section 4.2.1 for both
cost and functionality. Combined with relatively high EQF values, this shows the organization is able to make accurate
forecasts that are aimed at predicting the actual value without bias. The case study provides evidence that having an
independent metrics group is a proper method to obtain a good IT forecasting practice.
5.5. Large telecommunications organization Z
The fourth case study analyzes data from a large international telecommunications organization. This case study consists
of 613 projects that entail 1508 forecasts of the cost of the projects. The data consist of: the project codes; the actual start
date of the project; the actual end date of the project; the date the forecast was made; the forecast of the cost; and the
approved cost of the project.
Note that we only obtained the approved cost and not the actual cost. In this organization, the actual cost of projects
were aggregated to higher levels without storing information on the actual cost per project. Therefore, it was not possible
to obtain the actuals of each project as they were no longer traceable in the aggregated numbers. In the analysis, we used
the approved cost as though they were actuals to plot the figures and compute the EQF values. Although the approvals are
approximations of the actual, we feel that the discrepancies do not influence the overall conclusion of this analysis. In this
organization, the actuals were always lower than the approved budget. Ofmost projects, the budgetwas approved in several
phases. New budget was only requested when the previously approved budget was spent. Therefore, deviations between
the actual and the approved budget are maximally as large as the difference between total approved budget and the total
approved budgetminus the last approved additional budget. However, the discrepancies do affect the comparisons to public
benchmarks that we will conduct in the subsequent sections. Therefore, we will not use this case study for that purpose.
In Fig. 12, we made a plot of the f /a ratios, the reference cone and the EQF values of the projects in the same manner as
before. The 20% quantile of the EQF values used for the reference cone in this organization was 2.1. The reference cone was
drawn under the same conditions as before.
The figure immediately shows something strange with the EQF box plot. Instead of the box, we only notice the median
value 13.0 (the bold bar), the 25% quantile line and the 20% solid quantile line. The box does not appear in this box plot as
the 75% quantile turns out to be infinite. This means that more than 25% of all the projects are able to perfectly predict the
approved cost of the project. This resembles the overperfect pattern, which clearly shows in the f /a plot as well.
However, considering thatwe used the approved budgets instead of the actuals, this is not surprising. In this organization,
the forecasts made were used to determine the budget. Therefore, many approvals were equal to the forecasts made. This
is also the cause for many projects to have an infinite EQF value. There are a number of possible reasons why a project can
have exactly the same approval as forecast:
• Projects could be fixed budget projects. That is, the maximally allowed cost of the project is agreed upon by the parties
involved. In many such cases, the project will spend all the budget as focus is placed on the dimensions time and
functionality.
• Some projects could have finished with money to spare, but this was not registered in the data set.
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Fig. 12. f /a plot with reference cone(2.1) and EQF box plot of 613 projects.
• Some of the project data may have been manipulated. For instance, the budget leftovers of a certain project were used
to account for hours of another project.
In case if the projects are fixed budget projects, it is best to eliminate them from the analysis. In such cases, the projects
will minimize the deviation of the actual to the fixed price; most of themoney givenwill be spent. Therefore, no information
is gained on the quality of forecasting as there is little uncertainty remaining in a fixed budget agreement. Of such projects,
wemust analyze the forecasts of time and functionality to see how accurately the projects are predicted. As wewere unable
to distinguish which of these projects were fixed budget or not, we decided to remove all the projects with an infinite EQF
value.
Recall that in the other case studieswe also found potential outliers in the EQF box plot. In these cases, we did not exclude
these values since they could have been achieved by accurate forecasting or by mere luck. In this case, the large amount of
projects with infinite EQFs with respect to the entire data set make these reasons for high values unlikely in this situation.
Therefore, in contrast to the other case studies, in this case we exclude some of the outliers, namely those with infinite EQF.
After discussing the initial results with the organization, we were asked to analyze the data for possible trends. As we
were given 6 years of information, the conjecture was the data contained a trend. Therefore, we grouped the f /a ratios
based on the year a project received its first approved budget. We analyzed them by plotting the f /a ratios and reference
cones of each year. The analysis revealed different patterns for the years 2002–2004 and 2005–2007. In the years 2002–
2004, we hardly found any convergence, whereas in the later years convergence was present. After consulting with the
organization, we found that the forecasts were recorded differently starting from 2005. This indicated the initial data set
contained heterogeneity. Therefore, we decided to remove the data from the projects before 2005 from the analysis as well.
The remaining data consist of the projects started in 2005 or later and with a finite EQF value. Of these data, we have
no reason to assume that it contains remaining heterogeneity. The data consist of 307 projects and 971 forecasts. Again, we
made a plot of the f /a ratios, a reference cone and a box plot of the EQF values in Fig. 13. The 20% quantile of the EQF values
is 1.5. Since this value is lower than the minimum required of the lower bound of the reference cone, we plot this lower
bound with the value 2 as we did before.
After removing the projects with infinite forecast quality, we obtained an EQF box plot as we have seen in the other case
studies. The median EQF value of the remaining projects is lowered to the value 4.3. Also, the 20% quantile has reduced
to 1.5. Although many overperfect forecasts are removed, still many f /a ratios in the figure are located on the horizontal
axis. The f /a plot still shows the overperfect pattern. Again, this is not surprising considering the fact that we compared the
forecasts to the approved budgets.
The 2005–2007 data resemble the unbiased pattern, as we have identified in organization Y as well. The overall pattern
in the figure shows the f /a ratios converge to the approved values. Also, no clear bias is distinguishable from the plot. This
is supported by the median of the f /a ratios of 1.0.
We corroborated the results with the organization. We found that in this organization project development followed a
number of phases. In every phase, an approval was needed to proceed. For some phases, a forecast of the expected cost of
that phase was required. Therefore, the forecasts made were partitioned in what had been done and what remained. So, it
is likely that our assumptions of the reference cone concerning the ex-post part are satisfied.
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Fig. 13. f /a plot with reference cone(2,1.5) and EQF box plot of projects started after 2004 and without projects with an infinite EQF value.
Table 2
Case comparison based on EQF values and f /a patterns.
Organization 20% quantile Median EQF Average EQF Patterns Number of projects
X 0.08 0.43 1.6 overpessimistic 867
Z 1.5 4.3 85.9 unbiased 307
LGC 3.2 4.7 6.3 optimistic 121
Y functionality 2.6 6.4 9.9 unbiased 83
Y cost 3.6 8.5 36.9 unbiased 140
A review board assessed the forecasts and provided budget accordingly. However, the projects were not judged on the
quality of the forecasts of the costs. A project was judged by its ability to generate business value and its time to market, a
good idea in our viewpoint. This was achieved through post calculations to assess whether the targets set in the business
case were met. So, primary focus was put on the added value for the business, then the cost per function point and finally
on the plan accuracy. This enabled the forecasters to predict the actual cost of a project without the need to, subconsciously,
introduce a bias. However, as the forecasts of economic key performance indicators like Net Present Value and cost per
function point were considered more important than the plan accuracy, the quality of the latter was not the main focus.
Although the organization had no focus on the quality of the forecasts of cost,we note that it is very relevant. The forecasts
of cost are needed to compute the Net Present Value. In order to obtain reliable Net Present Value data, the quality of cost
forecasts is crucial and must not be ignored.
Case summary. In this case study,we analyzed several years of forecasting data.Wewere able to use our approach to identify
the differences in the quality of forecasting over the years. We addressed this heterogeneity in the data set, by removing
f /a ratios from earlier years and removing projects with infinite EQF values. We found no bias in the f /a ratios, yet it is
possible to improve the quality. Since the organization put more emphasis on the value a project generates than the cost,
less attention was given to the quality of the forecasts of the cost. We agree that the value of a project is important, but
do note that the value is influenced by the cost. Therefore, it is equally important to check and improve the quality of the
forecasts of cost as well.
5.6. Case comparisons
After having analyzed the four case studies separately, we are able to compare the organizations with one another. First,
we will summarize the main characteristics of the case studies in terms of EQF values and patterns found in the f /a plot for
each organization in Table 2. Note that the number of projects used for this table is only 1518 instead of the mentioned total
of 1824 in the introduction. This is because, we left out a number of projects in the analyses of organization Z. Recall that
we verified all our analyses, both before and after showing the results, through discussions with the organizations.
To properly compare the organizations, we need a criteria to determine what is good and what is not. In Section 2, we
defined a collection E of p projects to be better forecasted than a collection F when themedian of E is larger than themedian
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of F . E is defined by E = {Gi : i = 1, . . . , p} and F is similar. In Section 4.1, we showed that the EQF is suitable as function
Gi. Thus, the forecasts of one organization are better than those of others, if in case the median EQF value of all projects is
higher. The table is sorted based on this criterion.
Concluding from the analyses, we find organization X to produce the worst forecasts out of the case studies. In this
organization, the forecasts hardly have any relation to the actual values of the projects. Highly influenced by politics, the
quality of the forecasts is very poor. The f /a ratios resemble an overpessimistic pattern, indicating that the estimators in
general overestimate the value of interest.
Although organization Z does not have a particular bias, the quality of the forecasts is not as high as for LandmarkGraphics
and organization Y. Since the quality of the forecasts is not checked and it is not given particular attention, there is no
incentive to improve the forecasting process.
Landmark Graphics has a reasonable quality when compared with the other case studies. For instance, the forecasts are
considerably closer to the actual than in the case of organization X. However, the quality could still be improved when
compared with the quality of the forecasts in organization Y. The main difference is the bias of the forecasts that is not
present in organization Y.
Out of all the case studies, organization Y has the best quality of forecasts with amedian EQF value of 6.4 for functionality
and 8.5 for cost forecasts. The forecasts made in this organization are more accurate than those made in the other
organizations. With the goal to forecast the actual value as quickly and accurately as possible, the forecasts provide the
organization with usable predictions for their IT projects.
In Section 7, we will compare the case studies with known benchmarks from the literature. In those comparisons, we
will not consider organization Z. The benchmarks from the literature have been calculated using actuals. In organization Z,
we used approvals instead of actuals, since only aggregated actuals on more than one project were present. Therefore, we
have refrained from using that data in further comparisons.
In our case studies, we found that, although estimators and IT governors assumed political influences to be present and
most knew how forecasts were made, none were aware of the impact on the quality of IT forecast quality. In organization
X, executives ensured us that the forecasts were accurate, yet the tools lead us to a different conclusion. Therefore, the tools
give valuable insight in the quality of your IT forecasts by quantifying the quality and making biases transparent.
6. Enhancing forecast information
In the previous section, we showed that an f /a plot, our reference cone, and a box plot of the EQF values enable
quantifying and assessing the quality of IT forecasts. The analyses provide IT governors with useful information about
the conditions under which the forecasts are made. It allows executives to detect biases, assess improvements made in
the forecasting process and make comparisons between, for instance, portfolios. Moreover, it enables using the quantified
quality to enhance the available forecast information for decision making.
In this section, we will discuss three methods that provide such enhanced forecast information. The first method applies
the information gained in the analyses of the previous section to newlymade forecasts. We show that the quantified quality
in terms of EQF and the bias of the organization enablesmaking basic calculations to assess the uncertainty of new forecasts.
For instance, it is possible to make statements such as: given the EQF and bias, it is likely that the project will cost roughly
between 1 and 1.7 times the forecasted value. This type of information is easily adopted even if hardly any data are available.
The second method enhances the information further and is known as a confidence interval. With this interval, it is
possible to make statements such as: the actual will be between 0.9 and 1.4 times the forecasted value with 80% certainty.
McConnell [52] gives values to create intervals around the forecast so that in 80% of the cases the actual value will be
contained in the interval. In this section, we show that the values given by McConnell are not applicable in general. In
most cases, the results from applying these figures do not lead to an accurate description of the uncertainty surrounding a
forecast. However, the method itself is very useful when organizations derive the ranges of the confidence intervals based
on their own data. We will provide these ranges for our case studies.
The third method we discuss, is a generalization of the confidence interval. When enough f /a ratios are available, it
is possible to determine the distribution of groups of f /a ratios. When such a distribution is known, it allows making
statements such as: with 90% probability the project will cost at least 1 million Euro and with 15% it will cost 1.8 million
Euro or more. We will discuss the theoretical distributions suggested in the literature. We will argue that in the literature
there is hardly any evidence that the f /a ratios in general belong to a theoretical distribution. Therefore, it is better to use
the historical data available to derive the empirical distribution.
All of thesemethods use historical data tomake statements about future forecast uncertainty. The underlying assumption
of the threemethods is that the historic data provide reasonable projections for the future. It is assumed that no trend breaks
take place and the past and present situation of the organization are similar. If this assumption does not hold, the information
gained with the methods must be regarded with extra care.
6.1. Basic calculations
The first method to enhance forecast information is based on the quantified quality of the forecast, in case if only limited
information is available. The method consists of basic calculations, which we illustrate using an example.
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Consider an IT governor who needs to decide on a project proposal of an organization. The project is forecasted to cost 1
million Euro. Suppose that the quality of the forecasts based on historical projects is quantified using our proposedmethods
and found to have a median EQF value of 5. Moreover, the forecasts are biased and follow an optimistic pattern. That is, the
forecasts are in general smaller than the actual value.
Assuming that the past and present situation in the organization are the same, this information enables the IT governor
to assess the forecast of our example project proposal in the followingmanner. Wewish to assess the deviation of the initial
forecast, yet we only know the quantified quality in terms of EQF. However, recall that in Section 4.2.1 we determined the
relationship, given certain assumptions, between the f /a ratios and the EQF with the reference cone. This relationship was
defined using the following formulas.
l(t) = t +
(
1− 2
EQFl
)
· (1− t)
u(t) = t +
(
1+ 2
EQFu
)
· (1− t).
In this case, we are interested in the deviation at t = 0. Since the forecasts in our example are in general smaller than
the actual value, we are able to approximate the optimistic bias by only considering l(0). Note that one of the assumptions
of the formulas was that the forecasts are unbiased. Although this assumption does not hold in our example, considering
l(0) is the best approximation that we are able to make with the limited information available. In Section 7.2 we show how
to correct for biases if more information is available.
Given our EQF value of 5, we find that l(0) = 0+ (1− 25 ) · (1− 0) = 0.6. Thus, half of the projects will have an f /a ratio
between 0.6 and 1. Therefore, the project has roughly a 50% chance to cost between 1 and 1/0.6 ≈ 1.7 million Euro.
To give another example, suppose that the forecasts in the organization were unbiased. In this case, the actual can turn
out to be higher or lower than the forecast. Thenwe also need to assess u(0). We find that u(0) = 0+(1+ 25 ) ·(1−0) = 1.4.
Therefore, the project would have roughly a 50% chance to cost between 1/1.4 ≈ 0.7 and 1/0.6 ≈ 1.7 million Euro.
Note that this method provides for very rough calculations. For instance, in this example, we apply the EQF values
calculated for all the forecasts to a single initial forecast. We have seen that the initial forecast in general has a larger
uncertainty than forecasts made later in the project. Although we make a correction for this using the reference cone, the
50% deviations applied here are only a rough prediction. Much better would be to apply the analyses of the previous section
only to the initial forecasts. Using that information, these basic calculations become more accurate.
Butmore importantly, we apply the EQF that does not distinguish between an under- or overestimation. In the optimistic
example, we used the bias to assume that all the forecasts are underestimations, while in reality some overestimations may
also occur. Such overestimations would make the interval of [1, 1.7] too narrow and the chance of 50% of being in that
interval too high. On the other hand, in the unbiased example, not knowing the direction potentially makes the interval of
[0.7, 1.7], a too wide a range of values.
Still, this type of information will enhance the quality of the forecast information provided to the IT governor. It enables
statements to be made regarding the uncertainty surrounding the forecast and gives a more realistic assessment of the true
cost of the project.
Next, we will describe two additional methods that further enhance the forecast information. Note that these methods
are advanced and require more data than merely the median EQF value. We advise an organization that has not performed
any of our previous analyses described in Section 4, to be cautious in using these methods. If one has not performed these
analyses or do not have the data, it is better to first make an adequate assumption of one’s own bias and quality in terms
of EQF. Then, it is possible to enrich decision making in the way we have described above. For more information to make
an adequate assumption of your quality in terms of EQF, consider the values we found in our case studies in Section 5 and
other EQF benchmark values, which we will describe in the next section.
6.2. The confidence interval
The second method we discuss to enhance the forecast information is well known in statistics and is known as a
confidence interval. Boehm [6] argues that each forecast should include an indication of its degree of uncertainty. McConnell
[52] proposes a method that gives a prediction of this uncertainty by creating an interval around a forecast using the cone of
uncertainty. Tockey [69] explored this method further, while others [11] also discuss and advocate the use of such intervals.
First, we explain informally what a confidence interval is and how it can be used to enhanced forecast information for
decision making. Note that both Kitchenham et al. [40] and Tockey [69, p.351–355] describe and informally explain how
to create the intervals. However, these articles do not contain a formal description as we will give. We explain how to
compute the confidence interval for any given data set. We illustrate this by calculating the intervals for our case studies
from Section 5. Finally, we assess the values McConnell advocates, which he took from Boehm. To assess the applicability
of these benchmark values, we applied them to our case studies. The results of this analysis show that the values given
by McConnell are a poor indication of the uncertainty surrounding the forecasts in the case studies. It is better to derive
organization-specific values of the confidence interval, in order to get a valuable prediction of the uncertainty.
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Informal description. Recall forecast e in Fig. 2, in Section 3. During the time this forecast is made, the actual value is
unknown. However, at that time it is valuable to obtain an impression of the uncertainty of the forecast and to obtain an
idea on the likely range of values that contains the actual value. For this purpose, McConnell suggests to use the boundaries
of Boehm’s cone of uncertainty. From Boehm [6, p. 310], we know that these intend to represent 80% confidence limits. This
means that 80% of the forecasts should bewithin these boundaries. By using them to create an interval around each forecast,
it is assumed that 80% of those intervals createdwill contain the actual value. Later on in this section, wewill explain in detail
how to compute and apply the boundaries.
In Fig. 2, we applied the boundaries of the cone of uncertainty to forecast e, which resulted in the vertical solid line around
the forecast. This interval is a confidence interval and in this case it actually does contain the actual value.
At the time a forecast is made and the interval of that forecast is constructed, we do not know whether the actual value
is actually contained in the interval. However, the confidence interval provides useful information. When a decision needs
to be made based on a forecast, the interval gives insight in the accuracy of the forecast. For instance, consider an example
where a decision needs to be made for a project that is forecasted to cost 1 million. Suppose that the interval we created
ranges from 0.7 to 2. Now, we are able to enrich our forecast information by adding that the interval has an 80% chance of
containing the actual value. Thus, most likely the project will cost between 0.7 and 2 million. This tells us that we must not
be surprised when the project will be twice as expensive as initially forecasted. Also, it allows for the best and worst case
analyses that take into account the uncertainty of the forecast.
Formal description. In an article by Smithson [66], a confidence interval is defined as follows. Denote the actual value, of
which the true value is unknown at the time, by θ . Assume that a confidence level of 100(1 − α)% is given, where α lies
between 0 and 1. Let N be the sample size of the data set. A two-sided confidence interval consists of an upper confidence
limit U and a lower confidence limit L, such that under repeated random samples of size N , the interval between U and L
contains θ ’s true value 100(1− α)% of the time. It is common to choose the upper and lower confidence limit in such a way
that 100(1− α/2)% of the data is lower than the upper limit and 100(1− α/2)% of the data is higher than the lower limit.
The underlying assumption of a confidence interval is that the samples are created in the sameway. That is, the samples are
assumed to be homogeneous data.
Since the forecasts are the samples, the assumption is that they are made with the same estimation method. If different
estimationmethods are used to create the forecasts, the confidence interval, therefore, does not apply. In that case, we need
to split the forecasts into groups that are made with the same estimation method and apply the method to each group
individually.
We stated that the interval depends on the confidence level 100(1−α)%. But what choice of αmakes a good confidence
level? We provide two extreme situations to give an idea. Suppose we create for our example project a confidence interval
with a confidence level of 1% and find it will cost between 0.99 and 1.01 million. Although the interval is quite narrow, it
does not help much in making a decision. The only thing the interval shows is that the actual cost of the project most likely
will not be within this interval.
On the other extreme, suppose we create a confidence interval with a confidence level of 99% that finds the cost of the
project is between 0 and 5 million. Although we are quite confident that the actual cost of this project is within this range,
this does not help us much either in decision making as the interval is quite wide. The range of possible values is simply too
broad to adequately assess whether the project is worth undertaking.
So, to answer our question, ideally we want a narrow confidence interval with a high confidence level. An indication of
the width of the interval is obtained by looking at the ratio of the upper confidence limit and the lower confidence limit:
U/L. In case a confidence level of 80% is taken, this ratio is known as the p90/p10 ratio also described by Little [48]. If two
confidence intervals have the same confidence level, we prefer the interval with the lowest U/L ratio.
6.2.1. Organization-specific intervals
With this formal definition of the confidence interval, we are able to compute organization-specific intervals based on
the historical data and explain as follows. First, we determine the division of the forecasts that we are interested in. That is,
we group the forecasts by determining the phases or the range of percentage of completion for which we want to know the
confidence limits. For each group, we denote fi to be the f /a ratio of forecast i contained within that group and f = {fi}. Let x
be the desired confidence level for the confidence interval with 0% ≤ x ≤ 100%. Let r be the (100%− x)/2 quantile of f and
s the 100% − (100% − x)/2 quantile of f . For instance, if we take a confidence interval with confidence level of x = 80%, r
is the 10% quantile and s the 90% quantile. We calculate the confidence limits by U = 1/r and L = 1/s. Note that the upper
confidence limit is determined by the lower quantile and the lower confidence limit by the upper quantile.
In accordance with the above explanation, we derived the confidence limits that correspond to 80% confidence intervals
for the case studies based on their historical data. We computed the reciprocals of the 10% and 90% quantiles of the f /a
ratios. These values form the lower and upper confidence limits and are summarized in Table 3. We chose to group the
forecasts based on the percentage of completion. These particular groups have been made to ease the comparison with the
values suggested by McConnell, which we will discuss below and explain in detail how we derived this specific grouping.
The values given in Table 3 provide us with useful information. Consider our example project proposal with an initial
forecasted cost of 1million Euro. And, let us assume that the initial forecast is made in the range of 0%−14.4%. The intervals
are created in such away that they contain the actual value in 80% of the cases. Thus, if the project is performed by Landmark
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Table 3
Confidence intervals with confidence level 80% derived from
historical data for three organizations. Organization Z was excluded
as in that case study we analyzed approvals instead of actuals. These
figures are not generally applicable to different data sets.
LGC X
% of completion L U U/L U L U/L
0%–14.4% 1.11 3.30 3.0 0.06 7.82 130
14.4%–21.8% 1.06 2.21 2.1 0.05 7.77 155
21.8%–30.8% 1.11 3.21 2.9 0.04 2.85 71
30.8%–40.7% 1.04 2.74 2.6 0.07 4.55 65
40.7%–100% 1.00 1.35 1.4 0.03 1.77 59
Y cost Y functionality
% of completion L U U/L U L U/L
0%–14.4% 0.59 1.89 3.0 0.67 1.76 2.6
14.4%–21.8% 0.73 1.58 2.2 0.95 1.56 1.6
21.8%–30.8% 0.76 1.49 2.0 0.89 1.28 1.4
30.8%–40.7% 0.83 1.31 1.6 0.63 1.15 1.8
40.7%–100% 0.80 1.07 1.3 0.91 1.75 1.9
Table 4
Confidence intervals with confidence level 80% derived
from Boehm as used by McConnell [52, p. 169]. These
figures are not generally applicable to different data sets.
Phase L U U/L
Initial product concept 0.25 4.0 16
Approved product concept 0.50 2.0 4
Requirements specification 0.67 1.5 2.2
Product design specification 0.80 1.25 1.6
Detailed design specification 0.90 1.10 1.2
Graphics, it is likely that the projectwill cost between 1.11 and 3.3million Euro. In case of organization X, it can cost between
0.06 and 7.82 million Euro. Organization Y could account for the cost to be between 0.59 and 1.89 million Euro. In each of
the organizations, the interval enriches the available forecast information.
It is possible to carry out the procedure for any given subset or grouping of the forecasts. For instance, it is helpful to
group only initial forecasts. This way, the values found are applicable to any initial forecast made to obtain an indication of
the uncertainty. Note that it is also possible to apply this method to only ex-ante predictions. This is interesting whenmany
re-estimates are made. The values for the confidence intervals are different for each subset, confidence level and data set.
6.2.2. Benchmark values
In his book [52], McConnell gives benchmark values for the confidence limits with a confidence level of 80%. McConnell
uses the same values as given by Boehm [6]. The values are summarized in Table 4, which also shows the U/L ratio. Note
that McConnell and Boehm opted tomake groups based on the project phases instead of our grouping of the forecasts based
on the percentage of completion.
But howpredictive are the values proposed byMcConnell when they are applied to forecasts of different data sets? As the
values of McConnell are based on Boehm’s cone of uncertainty, these values are dependent on the specific conditions that
form the cone. For instance, the forecasts in Boehm’s cone are assumed to have the goal to quickly and accurately predict the
actual value. We found that this is not always the case. Therefore, we want to knowwhether the values given by McConnell
and Boehm are applicable even if the conditions under which the forecasts are made, are different from those of Boehm’s
cone.
When we compare the values of McConnell in Table 4 with those of our case studies in Table 3, we find them to be quite
different. Most of the U/L ratios of Landmark Graphics and organization Y are smaller than those of McConnell. Also, the
calculated quantiles L and U vary between all case studies and those of McConnell. Already, the applicability of the values
of McConnell to our case studies is questionable.
In the above comparison, we fixed the confidence level to 80% and computed the corresponding confidence interval
bounds. To further assess the quality of the values given by McConnell, we fix the confidence limits by applying his values
for L and U to our case studies. With these intervals we compute the confidence levels they obtain in our cases, which
according to McConnell should be about 80%.
However, the case studies either do not have information on the phase in which the forecasts are made or use different
phases than those used by McConnell. Therefore, we need to translate the phases used by McConnell to the percentage of
completion to be able to apply the benchmark values.
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Fig. 14. An aggregated Gantt chart of median start and end times of different phases for 318 projects normalized for their duration (taken from an article
by Eveleens et al. [17]).
Table 5
Translation between our Gantt chart and the McConnell phases.
McConnell phase Organization phase(s) % of completion
Initial product concept Feasibility study 0%–14.4%
Approved product concept Business study 14.4%–21.8%
Requirements specification Functional model iteration 21.8%–30.8%
Product design specification 1/2 of Design & Build iteration 30.8%–40.7%
Detailed design specification 1/2 of Design & Build iteration, 40.7%–100%
System testing
Functional acceptance
Product acceptance and implementation
Fortunately, in an article by Eveleens et al. [17], a translationwasmade between the phases and percentage of completion
for organization Y. In that article, an aggregated Gantt chart is shown that gives the median start and end time of a phase
normalized for the duration of 318 projects. For the sake of ease and completeness, we recall Fig. 14 from that article.
However, the phases used in that organization are slightly different from those used by McConnell. Therefore, we mapped
the phases of the organization to those used by McConnell in Table 5. Note that the translation presented in this table
corresponds to the grouping of the forecasts we chose in Table 3.
In the translation to the percentage of completion, we used the median start dates of the Gantt chart to indicate the end
of the previous phase and the beginning of a new phase. For instance, in the translation, the Feasibility Study ends with the
median start of the Business study, and so on. As we have summarized in the table, the initial product concept of McConnell
coincides with the feasibility study of the financial service provider Y. Given the 318 projects of which we have duration
information this phase takes up to 14.4% of completion, and for very small projects this can drop to about 0%. The other
phases are dealt with in a similar fashion. For those phases that do not coincide, we made pragmatic choices.
Using this translation, we applied the benchmark values given by McConnell to the forecasts of the case studies. We
assumed that the forecasts in each individual case study were created using the same estimation method. We were unable
to group forecasts based on the estimation method, simply because none of the case studies had necessary information on
the methods used to create the forecasts. By assuming this, we were able to apply the confidence interval.
Although it is unlikely that the assumption will hold in all case studies, the analysis is not influenced by it. McConnell
suggests applying the values to your forecasts without specifying anything about the estimation method used. Therefore,
McConnell also makes the implicit assumption that the forecasts are made with the same estimation method, even though
this will not always hold.
Each forecast in the case studies is multiplied by the upper and lower confidence limit of McConnell given in Table 4.
For instance, a forecast made for Landmark Graphics at 23% of completion belongs to the Requirements specification phase
of McConnell and is multiplied by 1.5 for the upper limit and 0.67 for the lower limit. This creates the confidence interval
around each forecast. For each such constructed interval, we checked whether the actual value was indeed contained in it.
That is, we assessed the confidence level of the confidence interval. In Table 6, we enumerate these confidence levels for
each case study. Note that according to Boehm and McConnell this should be around 80% in all cases, and not a lot more or
less.
The results show that the confidence limits proposed byMcConnell do not always lead to accurate results. For Landmark
Graphics and organization X, the confidence intervals do not contain the actual value close to 80% of the times at all. In these
organizations, only sometimes the confidence interval contains the actual value. Recall that a confidence interval with a too
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Table 6
The confidence levels for the case studies with the confidence
intervals proposed by McConnell applied to them.
% of completion LGC X Y costs Y functionality
0%–14.4% 97.2% 53.5% 96.0% 100.0%
14.4%–21.8% 85.3% 23.9% 94.1% 100.0%
21.8%–30.8% 43.6% 23.1% 86.0% 100.0%
30.8%–40.7% 26.9% 18.2% 82.8% 57.1%
40.7%–100% 59.6% 10.8% 68.4% 58.6%
Table 7
Different translations from project phases to percentage of completion.
Original Shift+5% Shift+10%
Initial product concept 0%–14.4% 0%–19.4% 0%–24.4%
Approved product concept 14.4%–21.8% 19.4%–26.8% 24.4%–31.8%
Requirements specification 21.8%–30.8% 26.8%–35.8% 31.8%–40.8%
Product design specification 30.8%–40.7% 35.8%–45.7% 40.8%–50.7%
Detailed design specification 40.7%–100% 45.7%–100% 50.7%–100%
Table 8
Confidence levels of the confidence intervals given by McConnell applied
to the Landmark Graphics case study with different translations.
Original Shift+5% Shift+10%
Initial product concept 97.2% 97.6% 97.8%
Approved product concept 64.8% 69.1% 74.9%
Requirements specification 38.1% 43.1% 52.6%
Product design specification 27.1% 28.7% 33.3%
Detailed design specification 55.7% 58.7% 62.0%
low or high confidence level is not helpful at all. Therefore, in these cases, the intervals do not provide much information.
Only for organization Y, the intervals are reasonable for both cost and functionality. In the beginning, the confidence level
is larger than 80% and in the end it is lower than 80%, nonetheless the intervals contain the actual value reasonably often.
To assess how sensitive these results are to the particular translation we applied between the phases and percentage
of completion, we carried out two more translations that are summarized in Table 7. The first translation shifts the phases
by 5%. The first phase takes 5% longer and the last one 5% shorter. The second translation shifts the phases by 10%. Using
these translations, we again calculated the confidence levels that correspond to the confidence limits given by McConnell
and Boehm. We summarized these confidence levels of the data of Landmark Graphics, in Table 8. We omitted the values
for organizations X and Y as they show similar variations as the Landmark Graphics data and lead to the same conclusion.
Although Table 8 shows quite some variation in the confidence levels when different translations are used, for each of
these translations we still draw the same conclusion in our analysis. Namely, the benchmark values given by McConnell do
not provide for intervals with an adequate confidence level in different organizational settings.
The results are explained by the conditions under which the forecasts are made in each case study. The conditions that
apply to organizationY are in alignmentwith the assumptions underlying Boehm’s cone of uncertainty. And indeed, applying
the confidence intervals gives reasonable results. In the other case studies, the conditions do not match with Boehm’s
assumptions, and our analysis reveals that in that case confidence intervals are unreliable. But even with organization Y,
the intervals are not optimal.
Instead of using the benchmark values suggested by McConnell, we recommend to derive the limits of the confidence
interval based on the historical data of the organizations themselves. To illustrate the difference between the McConnell
values and organization-specific values, we visualized the different bounds of the intervals in Fig. 15. The dashed lines in
the figures are the confidence interval ranges given by Boehm. The solid lines are the confidence intervals with a confidence
level of 80% based on the data of the organizations themselves, as show in Table 3.
The figure visualizes the difference between what McConnell advocates to use and what the organizations must
actually use to obtain 80% confidence intervals. The organization-specific confidence intervals differ significantly from those
suggested by McConnell. Even the ones for the reasonably fitting intervals for organization Y of both cost and functionality
are quite different. These results indicate that it ismost useful for organizations to derive the values of the confidence interval
using their own data.
Summary. Confidence intervals provide useful information to themanagers at the time decisions need to bemade and allow
to enhance forecasting information for decision making. For instance, with the intervals questions are answered such as:
what is a likely range of values that the actual can attain?We showed how to compute these organization-specific ranges of
the intervals. Moreover, we illustrated that the benchmark values proposed by McConnell have very limited use. They are
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Fig. 15. Visualizing the differences between McConnell/Tockey confidence limits and organization-specific confidence limits.
only useful in organizations that make forecasts under similar circumstances as McConnell assumed. This implies that there
is no bias, forecasting quality coincides, and phases fit perfectly. In other cases, the values of his intervals are too narrow
or broad, since conditions differ from the assumptions made by Boehm. These benchmark values do not give an accurate
indication of the uncertainty of the forecasts. Therefore, it is advisable for the organizations to compute the confidence limits
based on their own homogeneous data.
6.3. Distribution of ratios
The third method that enriches forecast information is the distribution of the f /a ratios. This distribution is a
generalization of the confidence interval. In that method, two quantiles of the entire f /a distribution are used. This method
allows to assess any quantile that may be interesting. Moreover, this enables computing the historic chance of an actual
being higher or lower than a given threshold.
To show how the distribution of the f /a ratios provides for valuable information, we will use the empirical distribution
as an example. We use this distribution as it uses the available historic information and is generally applicable. In an
article by Feller [20] and in a book by Fisz [21], a formal mathematical definition is given for the empirical distribution.
Let X1, . . . , XN be mutually independant random variables of a cumulative distribution function F(x). Let X∗1 , . . . , X
∗
N be the
variables rearranged in the ascending order ofmagnitude. The empirical distribution of the sample is the step function SN(x),
defined by
SN(x) =
0 for x < X
∗
1
k
N for X
∗
k ≤ x < X∗k+1
1 for x ≥ X∗N .
This definition enables deriving the cumulative empirical distribution function of the f /a ratios. In Fig. 16, we show these
functions of the initial forecasts of Landmark Graphics, organizations X and Y. The horizontal axis shows the value of the f /a
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Fig. 16. Empirical cumulative density function of the initial forecasts of organization X, organization Y and Landmark Graphics. These distributions are not
generally applicable to different data sets.
ratios. The vertical axis depicts the cumulative density. A point at f /a ratio 0.5 and cumulative density 0.4 means that 40%
of the forecasts in the data had an f /a ratio of 0.5 or less. In a statistical package like R [62], these figures are easily created
using the command plot(ecdf(dataset)).
Note that similar to the confidence interval, it is important to make an adequate grouping of the forecasts. In this figure,
we chose to group the initial forecasts together, aswe are interested in assessing the quality of these forecasts in our example.
We illustrate how this distribution function can enrich forecast information using an example. Consider again a project,
in which an IT governor has to decide on a project proposal with forecasted cost of 1 million Euro. With the distribution of
the f /a ratios, we are able to find the chance based on the historical data that the project will cost more. If the project is
conducted by Landmark Graphics, we find that in 95% of the historical projects the initial f /a ratio is smaller or equal to 1.
Thus, with a 95% probability the forecast will be smaller than the actual and the project will cost more than 1 million Euro.
Moreover, we find there is a 10% chance the f /a ratio is smaller than 0.3. This indicates that with a probability of 10% the
project will cost 1/0.3 ≈ 3.33 million Euro or more.
With this kind of information, an executive is able to assess the project proposal. This enables determining targets and
commitments based on the risk the organization is willing to take, as we described in Section 2. For instance, a commitment
could be made that the project should cost no more than 1 million Euro. However, the odds of achieving this commitment
are slim. The IT governor could also commit to a project cost of 3.33million Euro, whichwill have a fair chance of succeeding.
Therefore, the additional information provided by the distribution of the f /a ratios is of great value.
6.3.1. Benchmark distributions
Weshowed that the distribution of the f /a ratios is valuable for decisionmaking. However, the question remainswhat the
distribution of the f /a ratios is. In our example, we have used the empirical distribution. The advantage of this distribution
being that it is generally applicable to any data set, since it uses the actual historical data. In the literature, a number
of alternative distributions are proposed. In an article by Pescio [56], distributions such as the beta, triangular and log–
logistic distribution are suggested. Both Putnam [59] and Laranjeira [45] advocate the beta distribution. However, none of
the authors provide any evidence that we are aware of that these distributions are an adequate approximation of the true
distribution of the f /a ratios.
An exception to this statement is an article by Little [49]. In that article, Little analyzed the distribution of the ex-ante
ratios.With ex-ante ratiowemean the forecast of the ex-ante part divided by the true ex-ante part, which is the actualminus
the ex-post part, or mathematically: forecasted ex-ante/(actual− ex-post). He depicted two cumulative density plots: one
of the initial f /a ratios and one of the ex-ante ratios of three other phases. Little compared the cumulative density plots
with the one belonging to the lognormal distribution and found them to be quite similar. On the basis of these plots, Little
concluded that the ex-ante ratios followed a lognormal distribution.
We and others [44] understood from Little’s article that his finding of lognormality also applied to the f /a ratios. Through
personal communication, Little assured us that the findings are only applicable to the ex-ante ratios. Still, for completeness
sake, we want to check whether the f /a ratios are lognormal for two reasons. First, we are, in this article, interested in the
distribution of the f /a ratios. And second, we wish to prevent further misinterpretations of Little’s findings. Below, we will
also statistically assess the lognormality of the ex-ante ratios. We are grateful to Little for that he provided us with his data
to perform these analyses.
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Table 9
Test results whether forecast/actual ratios of Landmark Graphics are
lognormally distributed.
Initial Planning
Test name p-value Outcome p-value Outcome
Shapiro–Wilk 0.546 Accept 0.000 Reject
Anderson–Darling 0.609 Accept 0.000 Reject
Cramer–Von Mises 0.520 Accept 0.000 Reject
Lilliefors 0.169 Accept 0.000 Reject
Development Stabilizing
Test name p-value Outcome p-value Outcome
Shapiro–Wilk 0.000 Reject 0.008 Reject
Anderson–Darling 0.000 Reject 0.048 Reject
Cramer–Von Mises 0.000 Reject 0.075 Accept
Lilliefors 0.000 Reject 0.090 Accept
Table 10
Test results whether the initial forecast/actual ratios of organization X and organization Y are lognormally
distributed.
Organization X Organization Y cost Organization Y functionality
Test name p-value Outcome p-value Outcome p-value Outcome
Shapiro–Wilk 0.000 Reject 0.000 Reject 0.022 Reject
Anderson–Darling 0.000 Reject 0.000 Reject 0.003 Reject
Cramer–Von Mises 0.000 Reject 0.000 Reject 0.002 Reject
Lilliefors 0.000 Reject 0.000 Reject 0.060 Accept
f /a ratios. The data provided to us by Little contains data of four phases. The phases used at Landmark Graphics were: the
initial phase; the planning phase; the development phase; and the stabilizing phase. Each of the phases contains 121 f /a
ratios and 121 ex-ante ratios. To statistically test the f /a ratios for lognormality, we took the log of the ratios and tested
them for normality. To test the null hypothesis that the log of the data is normally distributed, we used four different tests.
These tests are the Shapiro–Wilk test, the Anderson–Darling test, the Cramer–Von Mises test and the Lilliefors test. Each of
these tests results in a p-value. This value indicates the likelihood that the null hypothesis is correct. For low p-values, we
reject the null hypothesis. Statistically speaking, rejection means that the log of the data is not normally distributed, and
thus the data are not lognormally distributed.
We applied the four tests to Little’s f /a ratios of each of the four phases. The results of the tests are summarized in Table 9.
As a threshold for accepting or rejecting the null hypothesis, we used α = 0.05.
The table shows thatwe accept the null hypothesis that the initial f /a ratios are lognormally distributed. All the four tests
indicate that the log of the data is normally distributed. The tests of the f /a ratios of the stabilizing phase give contradicting
statements. The results are not conclusive, whether these ratios are statistically lognormal or not.
However, the f /a ratios made during planning and development are not lognormally distributed. The tests indicate that
these f /a ratios do not adhere to a lognormal distribution. Therefore, as Little indicated, we cannot draw the conclusion
that the f /a ratios are lognormally distributed. Note that removing a couple of projects does not significantly improve the
p-values of these tests.
Moreover, we also tested the initial f /a ratios of the other organizations as depicted in Fig. 16, for lognormality. The
p-values in Table 10 indicate that none of these data sets are statistically lognormal.
Ex-ante ratios. Since Little analyzed the ex-ante ratios, we also wanted to verify whether these are lognormally distributed.
Again, we took the log of the ex-ante ratios and tested for normality with the same four tests. The results of the tests are
summarized in Table 11. As a threshold for accepting or rejecting the null hypothesis, we used α = 0.05 again.
The p-values in the table show that, except for the initial ex-ante ratios, which are equal to the initial f /a ratios, we reject
the hypothesis, which means that the ex-ante ratios are statistically not lognormally distributed.
However, further analysis shows that the tests would not have lead to rejection when we remove 5 projects of the
Planning phase, 10 of the Development phase and 3 of the Stabilizing phase. These outlying projects are relatively few
projects, since they make up only 4%, 8% and 2% of all the projects. Therefore, from a practical perspective the data appear
to be lognormal.
Yet, almost none of these projects overlap. If we were to remove these projects, it would mean removing 13% of all
projects. Moreover, the projects to be removed are all the lowest f /a ratios within the data set. That is, the projects to be
removed are not particularly random. Therefore, assuming the data are lognormal would be practically sensible, yet it does
mean making the assumption certain low f /a ratios cannot be drawn from the approximate distribution that do occur in
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Table 11
Test results whether ex-ante ratios are lognormally distributed.
Initial Planning
Test name p-value Outcome p-value Outcome
Shapiro–Wilk 0.546 Accept 0.000 Reject
Anderson–Darling 0.609 Accept 0.000 Reject
Cramer–Von Mises 0.520 Accept 0.000 Reject
Lilliefors 0.169 Accept 0.000 Reject
Development Stabilizing
Test name p-value Outcome p-value Outcome
Shapiro–Wilk 0.000 Reject 0.000 Reject
Anderson–Darling 0.000 Reject 0.000 Reject
Cramer–Von Mises 0.000 Reject 0.001 Reject
Lilliefors 0.000 Reject 0.004 Reject
practice. The evidence provided is not adequate to statistically verify lognormality for this data set, let alone that it provides
evidence that it generally applies to other data. Therefore, others who wish to use such a distribution should be cautious to
apply it to their data.
General theoretical distribution. Is it reasonable to assume that there exists a general theoretical distribution that applies to
most f /a ratios? In the previous section, we showed that the values of the confidence intervals depend on the assumptions
under which the forecasts are created. Since these intervals are a summary of the distribution of the f /a ratios, it is likely
that these distributions also depend on the assumptions made. In Fig. 16, we plotted the cumulative density functions of
our case studies. The figure shows, similar to the confidence intervals, that the distributions are quite different for each
organization. The figure indicates none of the distributions are part of a common theoretical distribution.
If there is a theoretical or practical basis that the data should adhere to some distribution, from a practical perspective
one could use it. For instance, in Little’s case, one could assume the ex-ante ratios to behave lognormally. However, choosing
a distribution of which it is uncertain it applies to the data, can result in no information or evenmisinformation to be gained.
Since the distributions suggested in the literature lack the theoretical basis and statistical evidence to support their claim,
we caution others to apply these distributions to their own data set. We advocate the use of the empirical distribution, if
there is no such basis or evidence to support a choice of distribution. When enough data are present, one is able to use that
empirical distribution on any data set to provide management information.
Summary. We showed that the distribution of the f /a ratios provides valuable information to IT governors. Such a
distribution allows to determine the historical chance of an actual being higher or lower than a given threshold. In the
literature, a number of distribution are proposed, yet we found that the theoretical basis and statistical evidence lacks to
support these suggestions. From a practical perspective, one could apply them, but we caution to use these distributions
and advise to use the empirical distribution.
7. Benchmarks
In this section, we discuss and review benchmarks found in the literature that are related to forecasting. We discuss the
origins of the benchmarks and assess whether they should be used for comparisons. It turned out that some of them are
inapplicable for benchmarking, as we will argue in this section.
First, we discuss a number of benchmarks found in the literature related to EQF values. One benchmark is an average
EQF value of DeMarco [14]. We also discuss the median benchmark values given by Lister [47]. Although there is no data
supporting the benchmark values of Lister, they appear to be an adequate indication of forecasting quality at the time of
writing this article. The values given by Lister compare well with the values we find in our case studies.
Second, we address the benchmark figures reported by Standish Group on successful and challenged projects. In another
article [18], we arguewith the help of the tools proposed in this article that these figures aremeaningless for benchmarking.
For instance, we show that the definitions used by Standish do neither incorporate underruns nor the political nature or
other biases of the forecasts. In this article, we introduce new definitions that do incorporate underruns and the bias of
forecasts, to enable making proper comparisons.
Third, besides the Standish Group benchmarks on project success, we also discuss overrun benchmarks reported in the
literature. Already, for many years a large variety in overruns have been reported. And although almost all the authors
mention potential politics involved in their quantifications, none of them show how their figures are influenced by this
recognized phenomenon. Consequently, their benchmarks provide an unclear picture and are useless for any meaningful
benchmarking.
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Table 12
Summary of benchmark EQF values found in the literature and our case studies.
Source Median EQF Average EQF Number of projects
Organization X 0.43 1.6 867
DeMarco – 3.8 Unknown
DeMarco–Little 1.9 4.2 20
Landmark Graphics 1999 4.7 6.3 121
Lister 4–9 – –
Organization Y functionality 6.4 9.9 83
Landmark Graphics 2001 [48] 7.0 – –
Landmark Graphics 2002 [48] 7.6 – –
Landmark Graphics 2003 [48] 8.4 – –
Organization Y cost 8.5 36.9 140
Kulk et al. [42] 9.4 – 221
7.1. EQF benchmarks
Despite the fact that using EQF values is a sound idea, information in the literature on the subject is sparse: over the
three decades that this notion is published, we found only a handful of benchmarks. In this section, we will discuss them.
One benchmark is one of the most widely known benchmarks for EQF values that stems from the creator of the EQF: Tom
DeMarco. Another benchmark is given by Lister. In addition, Little provided recent EQF information. Finally, we found an
EQF benchmark in an article by Kulk et al. [42]. Together with our cases studies, we will present these EQFs and propose
them as new benchmark values. We encourage others to do the same, so that more EQF benchmarks become available to
make meaningful comparisons.
We summarized all the benchmarks we know in Table 12 and sorted them based on their median EQF value. The table
contains two benchmark values from DeMarco. The first value is the widely known benchmark that he gives in a footnote
in his book [14, p. 157]. We contacted DeMarco and requested the data that he used to derive the results. Unfortunately,
he was unable to reproduce his data. Fortunately, Little analyzed a graph in DeMarco’s book that contained the data and
approximated the data points.We gratefully thank Little for providing uswith these data, that he also used in his article [48].
The data consist of EQF values of 20 projects. Due to the approximation of the data points, the average value of these data is
slightly different from the one DeMarco reported in his book.
Through personal communication, we obtained details on the figures reported by Lister [47], but again there were no
data available. The values of our case studies were calculated using Formula (1). Of each benchmark, we give the median
and average EQF value. We also state the number of projects that were used to derive each benchmark.
Let us discuss Table 12, now. In his book, DeMarco states that the values he found are not that great. Indeed, when
compared with the other benchmarks the EQF values of DeMarco are relatively low. He also describes that an average EQF
of 10 should be attainable. However, the benchmark of DeMarco is an average value. Recall that we argued that the median
value is better for comparisons as it gives a more accurate description of the quality of the forecasts. Since large values
influence the median not as much as an average, the difference between the two can become quite large with skewed
distributions. We see this, for instance, with the cost forecasts of organization Y: whereas the median is 8.5, the average
amounts to 36.9. Therefore, the average EQF values given by DeMarco are difficult to use for comparisons.
The benchmarks of Lister are found in his article [47]. This articlementions a norm of 4 and the highest sustainable scores
of 8–9. However, the article does not state what is meant by the figures reported. We contacted Lister and learned that they
represent median values. He indicated that the figures are derived based on his own experience. By helping companies for
over twenty years to use the EQF metric, he has seen a lot of EQF values. This allowed him to make an assessment of the
overall EQF values. Although there are no data supporting his figures, they are in line with our values found in the case
studies. Namely, if we consider Landmark Graphics to be the norm, we also find a median EQF value of 4 and a highest
sustained median score of 8.5 by organization Y for costs. In the literature, we even find a highest median score of 9.4.
When we compare the case studies with the benchmarks from the literature, we conclude that organization X has poor
forecasting quality, Landmark Graphics seems reasonable, and organization Y has good forecasting quality. However, due to
the lack of sufficient benchmarks, we are unable to assess how good or how bad the forecasting qualities really are.
The benchmarks shown in this section are a start to reference the quality of your forecasts with these organizations. Of
course, it would be interesting to see more organizations calculate their EQF values and report on these figures. This will
allow for better comparisons in the future. Needless to say, it must always be reported how these values are calculated and
whether the values represent average ormedian values. The benchmarks thatwehave given are calculated using Formula (1)
of Section 4.2.1 and represent median values.
7.2. Project success
The second benchmark related to forecasting we discuss, is the successful and challenged project figures published by
Standish group [29]. In another article [18], we argue in detail that these figures are meaningless for benchmarking. For
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Table 13
Standish project benchmarks over the years.
Year Success Challenged Impaired
1994 16% 53% 31%
1996 27% 33% 40%
1998 26% 46% 28%
2000 28% 49% 23%
2004 29% 53% 18%
Table 14
Comparing Standish success to real estimation accuracy.
Source Success Challenged Median EQF of initial forecasts
Organization X 67% 33% 1.1
Landmark Graphics 5.8% 94.2% 2.3
Organization Y cost 59% 41% 6.4
Organization Y functionality 55% 45% 5.7
Organization Y combined 35% 65% 6.5
1/Landmark Graphics 94.2% 5.8% 2.3
completeness sake, we will give a short overview of the findings of that article. It turns out that the Standish figures are not
at all in accordance with reality.
To alleviate the problems with Standish’s definitions found in our other article, in this article we propose alternative
definitions without these drawbacks. These new definitions use our reference cone to incorporate forecasting quality.
We applied our notion of plan accuracy to the case studies, and now the results are well in line with reality. Note that
we do not discuss Standish Group’s definition of failing projects as this is not related to forecasting.
7.2.1. Chaos definitions
Here, we briefly discuss the findings of another article [18]. In that article, we discuss project success as Standish group
defined it in their Chaos reports. For completeness sake, we recall that Standish group classifies projects into three groups
[29] as follows.
• Resolution Type 1, or project success: The project is completed on-time and on-budget, with all features and functions
as initially specified.
• Resolution Type 2, or project challenged: The project is completed and operational but over-budget, over the time
estimate, and offers fewer features and functions than originally specified.
• Resolution Type 3, or project impaired: The project is cancelled at some point during the development cycle.
We also recall the various benchmarks of the above project categories that are published by Standish Group. We
enumerate them in Table 13. These figures are published in various articles [27,29–31]. They are rather alarming, and as
such widely cited.
In our other article, we argue that the Standish definitions have fourmajor problems. First, the definitions aremisleading
as they are only about the forecasting accuracy of cost, time and functionality. However, theynamed the categories successful
and challenged projects, implying much more than forecasting accuracy of these dimensions.
Second, the definitions do not account for underruns of cost and time and overruns of functionality. Using the case studies
of organization Y, we illustrate that applying the Standish definitions leads to unrealistically low rates.
Third, steering on the definitions perverts forecasting accuracy. In the case study of organization X, we found that they
used the Standish definitions to determine the success of projects. This resulted in overstating budgets to increase themargin
of success. Yet, it degraded the quality of the forecast as we showed using our tools.
Fourth, applying thedefinitions leads tomeaningless rates that donot reflect the reality.Weapplied Standish’s definitions
to our case studies, which we discussed in this article, to compute their success rates. Since we want to compare these rates
with those we will derive using our alternative definitions later on, we recall them in Table 14.
The table shows that organization X is considered highly successful by Standish. However, the quality of the initial
forecasts in terms of EQF is lowest of all the case studies. Moreover, the table introduces a fictitious organization 1/Landmark
Graphics, which represents an organization with the exact forecasting accuracy of Landmark Graphics, but an overrun
becomes an underrun and vice versa. The success rate of that organization shows that by inversing the bias of Landmark
Graphics, they become highly successful. We found that these success rates of our case studies do not reflect the reality at
all.
7.2.2. Proposed definitions
Above, we addressed a number of issues that render the Standish figures meaningless. But, how do we improve the
Standish Group definitions then in order to derive meaningful rates? Such definitions must at least take into account
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Fig. 17. Real-world data illustrates that Standish’ project success definition is not realistic. Example was drawn using data from organization X.
underruns for cost and time and overruns for functionality. Also, they should preferably account for the political nature
of the forecasts. Note that we will use the term plan accuracy instead of project success to correct the first problem of the
Standish definitions.
Let us first consider what it means for a project to be plan accurate. A project is plan accurate when the initial forecast
does not deviate too much from the actual, for both underrun and overrun. But, when do we consider an initial forecast to
be ‘too far’ from the actual?
To answer this question, we use two tools discussed in this article: the EQF and the reference cone. Recall that the EQF
is a measure of quality that quantifies the deviation of a forecast to the actual. If the deviation becomes greater, the EQF
becomes smaller and vice versa. Recall that the reference cone is a description of how the forecasts should behave at given
predefined conditions and quality. The quality of a reference cone is expressed in terms of the EQF.
These tools allow us to describe whether an initial forecast is ‘too far’. First, we assess under which cone conditions, as
we discussed in Section 3.1, the initial forecasts are made. This translates to a family of reference cones. Subsequently, we
determine the quality we wish the forecasts to adhere to in terms of an EQF value. This leads to a corresponding reference
cone, with the bandwidths of which we use to determine what f /a ratios are plan accurate. We consider an f /a ratio within
the bandwidths of the reference cone as plan accurate. Every f /a ratio outside the predefined reference cone is considered
plan inaccurate.
We illustrate this idea in Fig. 17. The plot on the left shows Standish’ project success definition applied to data from
organization X. All f /a ratios larger or equal to 1, the black dots, are considered by Standish to be successful projects. The
f /a ratios smaller than 1, the grey dots, are according to Standish unsuccessful. The right-hand side plot illustrates our idea
to the same data. The plot contains a reference cone as described by Formulas (4) and (5) with a predefined EQF of 8.5. This
means that the reference cone describes how the f /a ratios should behavewhen there is no political bias, and the knowledge
of what has been done, is used in making the forecast. The EQF value is based on a realistically obtainable median quality,
which we found for our best case study and is in line with Lister’s experience. All f /a ratios within the reference cone, the
black dots, are considered plan accurate. The grey dots outside the reference cone are plan inaccurate.
Note that there is no incongruence with what we discussed in Section 4.2.2. There, we argued that the reference cone
only gives an indication of the quantified quality of the f /a ratios in terms of the EQF. That is, it is possible for a project to
have all f /a ratios in the reference cone, but have an EQF value lower than that of the reference cone. Similarly, it is possible
for a project to have some f /a ratios outside the reference cone, but still have a higher EQF value.
However, in this case, we are only interested in the initial f /a ratios and not the progression of these ratios during
the project. We judge the initial ratio by assessing whether it falls within bandwidths we find acceptable at any given
moment. The cone specifies these bandwidth. We assume that the initial f /a ratio has the potential quality to achieve the
predetermined quality level if it falls within the bandwidth and is thus considered plan accurate.
The data used in the figure consist of the initial forecasts of organization X. In theory, onewould expect the initial forecast
at or near the start date of the project. However, the figure shows that in reality this neednot be true. In the other case studies,
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we also found spread in the time of the initial forecasts, except for Landmark Graphics. There, all initial forecasts were made
at the start date of a project.
The figure clearly illustrates the difference between the Standish definitions and our idea. With our methods, we solve
the second and third problem of the Standish definitions, which are one-sided leading to unrealistic rates and perverting
forecasting accuracy. Our reference cone defines which deviationswe consider ‘too far’, not only in case of overruns, but also
for the underruns. The right-hand side plot already shows a more realistic assessment of the plan accuracy of organization
X than with Standish’s definitions, even though this particular reference cone does not yet take into account the political
bias of the organization. We will show how this is done below, but first we translate our idea into proper definitions.
Plan accuracy definitions. Informally stated, our idea to compute the percentage of plan accuracy for a data set is as follows.
First, we pick an EQF value, preferably a realistic one. We choose the EQF in such a way that the value represents the quality
of the forecasts that we find acceptable. Then, we describe the conditions to which the forecasts should adhere, and draw
the corresponding reference lines. For example, in Section 3.1, we assumed that the forecasts had no political bias and the
ex-post part was known and used. In Section 4.2.1, we showed how these conditions lead to a mathematical description of
the lines, resulting in Formulas (4) and (5). With the reference cone drawn, we plot the f /a ratios of the initial forecasts in
the same picture. Every f /a ratio that is within or equal to the reference cone is plan accurate, while every ratio outside is
not. The number of ratios inside the cone divided by the total amount of f /a ratios, is the plan accuracy percentage.
The above is more formally stated in the following definitions. Assume that the initial forecasts and their actuals of time,
cost and functionality are given. Furthermore, we assume the quality of the forecastswith respect to a preselected EQF value,
is given by a reference cone. Then we define:
• A project is plan accurate with respect to a preselected EQF if the initial forecasts of time, cost and functionality divided
by the actuals are contained in or equal to the reference cone.
• A project is plan inaccuratewith respect to a preselected EQF if at least one initial forecasts of time, cost or functionality
divided by the actual is not contained in the reference cone.
The advantage of the Standish definitions is that they are simple and the drawback is that one cannot use them. The
drawback of our definitions is that the reference cone that is chosen must be carefully described, but the advantage is that
they are useful.
The proposed definitions allow for two types of comparison. In the first type of comparison, we choose an EQF value and
prespecify a reference cone in order to compare each organization with these preselected conditions. In this situation, we
assume that there is a desirable way of forecasting and see how well the organizations are able to forecast in such a way.
This comparison takes both underruns and overruns into account, however does not account for the politics involved in the
organizations.
In the second type of comparison, we choose an EQF value, but compute organization-specific reference cones for every
organization. In this case, we assume there are no optimal conditions the forecasts should adhere to. We acknowledge
forecasts of different organizations that are made under different conditions, and we want to compare the quality of the
forecasts that are made under the conditions present. This comparison takes into account underruns and overruns as well
as the politics involved in forecasting. Below, we show the different types of comparisons by applying them to our case
studies.
7.2.3. Preselected cone conditions
In the first type of comparison, we apply the same reference cone to each organization. This means that we state how
forecasts should be made, and compare the case studies to see howwell they are able to forecast according to this standard.
For this comparison, we choose as an example an EQF value of 8.5 as the quality the forecasts should adhere to. We use
the conditions of Section 3.1 to define how the forecasts should be made. This means, the goal of the forecast should be to
quickly and accurately predict the actual value and the ex-post part is known and used. In Section 4.2.1, we showed this
results in reference lines as given by Formulas (4) and (5). With the EQF value chosen to 8.5, the reference cone that we
apply is thus given by:
l(t) = t +
(
1− 2
8.5
)
· (1− t) = 4
17
t + 13
17
u(t) = t +
(
2
8.5
+ 1
)
· (1− t) = 21
17
− 4
17
t.
Table 15 shows the results of applying this reference cone to each case study. The table shows results more in accor-
dance with the real situation of our case studies.Landmark Graphics shows limited plan accuracy when compared with
organization Y, since its median EQF is lower, and since their forecasting is politically biased. Organization X behaves rather
poor when compared with organization Y, since they grossly overestimate with a very poor EQF. Organization Y has a rea-
sonable plan accuracy, since they are able to forecast according to the standard we uphold here.
Note that the rate of cost and functionality combined for organization Y is lower than the individual accuracy rates. Partly,
this is caused by the chosen EQF of 8.5. If we would have chosen a smaller EQF value, the difference in rates will diminish.
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Table 15
Plan accuracy with an EQF quality of 8.5.
Organization Plan accurate Plan inaccurate
Landmark Graphics 19.0% 81.0%
Organization X 11.2% 88.8%
Organization Y cost 56.4% 43.6%
Organization Y functionality 51.8% 48.2%
Organization Y combined 25.5% 74.5%
1/Landmark Graphics 15.7% 84.3%
But, partly it is also inherent to the definition of the plan accuracy rate. The cost and functionality forecast for a single project
must both be accurate enough to consider the project accurate. If either one does not comply, the project already becomes
inaccurate. Therefore, the combined accuracy rate will always be lower than the individual accuracy rates.
In the table, we again added 1/Landmark Graphics. Recall that this fictitious organization resembles the exact opposite of
Landmark Graphics. That is, the deviations to the actual are the same, but an underrun becomes an overrun and vice versa.
We showed thatwith the definitions of Standish, 1/Landmark Graphics is highly successful even though the deviations to the
actual on a logarithmic scale are the same as Landmark Graphics. Table 15 shows that with our definition of plan accuracy,
1/Landmark Graphics is about as successful as Landmark Graphics. In fact, the fictitious organization is slightly less plan
accurate, but this is due to the asymmetric nature of the f /a plot. We allow more leniency for understating forecasts as a
result, which is unfavorable for the fictitious organization. Finally, the values of Table 15 seem to be low, but this is because
we set the forecasting quality quite high with an EQF value of 8.5.
This comparison is similar to Standish’s benchmark, with the exception that we account for underruns as well. However,
we argued in our other article [18] that the Standish figures are unreliable, since they combined the results of different
organization that have different biases. Similarly, with this comparison we are not able to make generalized statements
about the plan accuracy of these organizations. We are only able to state how well organizations are able to adhere to the
standard we set. In order to make generalized statements about plan accuracy, we need to account for the fourth problem
of the Standish definitions, namely, the political bias. This is done in the second type of comparison that we describe below.
7.2.4. Organization-specific cone conditions
In the second type of comparison, we acknowledge different biases exist in forecasting and we do not have an opinion
on which one is better. Instead of comparing with a chosen standard, we want to know what the quality of the forecasts
is given their bias. To obtain such a comparison, we need to debias the f /a ratios. We do this by drawing reference lines
similar to the comparison above, however, each reference cone is different for each organization. Thus, we need to construct
reference cones for the political bias found in the case studies. In Section 4.2.1, we showed how to perform such calculations.
Given a number of cone conditions, we are able to compute corresponding reference lines. Here, we will apply the same
methodology, however, we will use varying cone conditions.
One of the cone conditions used to create the reference lines in Section 4.2.1, is the goal condition. We assumed the goal
of the forecast is to predict without bias as quickly and accurately as possible the actual value of interest for the project. In
the case studies, we found different goals. For instance, in Landmark Graphics the goal was to forecast the minimal value
and with organization X it was to predict the actual value plus a safety margin. In these cases, the initial forecasts will not
center around f /a = 1, but some other value, for instance, f /a = 0.5 for Landmark Graphics or f /a = 3 for organization Y.
Therefore, in the calculations of the reference lines, the actual is no longer 1, but rather 0.5 or 3 at the start of the project.
Another cone condition we used to compute the reference cone of Section 4.2.1, is the ex-post inclusion. We assume
that each consecutive forecast incorporates the ex-post part and we assume this part is known with certainty causing the
convergence of the reference lines. However, in the case study of organization X we did not find convergence to the actual.
Instead, the forecast accuracy remained constant as the project progressed. In such circumstances, the ex-post part is not
used and, for the sake of our computations, it is zero.
Deriving the reference lines based on these varying cone conditions results in reference cones that are in line with the
forecasting practice of the organizations. Then, these lines also account for, for instance, the political bias. Below, we will
show how to make the calculations given the cone conditions of our case studies.
7.2.4.1. Landmark Graphics. In the Landmark Graphics case study, the ex-post part was known and used, but the goal was
to predict the earliest possible date the project could finish. However, it is not possible to objectively determine this goal.
Therefore, we need to approximate the earliest possible date pragmatically. The median f /a ratio of the initial forecasts of
Landmark Graphics is 0.56. As the project progresses, the earliest possible date will gradually increase to 1 since the ex-post
part is known and used. Thus the new reference point, formerly the actual, at time t becomes 0.56+ 0.44t . We assume the
ex-post part growth is constant, leading to an ex-post part of t . This makes the ex-ante part 0.56+0.44t− t = 0.56−0.56t .
We are able to predict this within 1/c1 to c2 times leading to, for the lower limit line, 1/c1 · (0.56 − 0.56t) and, for the
upper limit line, (0.56− 0.56t) · c2. We reiterate the procedure with the EQF as we did in Section 4.2.1, but now the surface
below the reference point is not 1, but
∫ 1
t=0 0.56+ 0.44t dt = 0.78. Then the reference lines that account for the biases in
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Fig. 18. f /a plot of Landmark Graphics of all data with a bias-correcting reference cone.
Landmark Graphics are given by:
l(t) = t +
(
1− 0.78
0.28 · EQFl
)
· (0.56− 0.56t) ≈ 0.376+ 0.624t
u(t) = t +
(
1+ 0.78
0.28 · EQFu
)
· (0.56− 0.56t) ≈ 0.744+ 0.256t.
To illustrate that the reference cone now accounts for the bias of Landmark Graphics, we depict in Fig. 18 the same f /a
plot as used in the case studies. However, in this case the above reference cone that accounts for the political bias is drawn.
The figure shows that the reference lines are well in line with the bias we find in the data. Similar to the calculations of
Landmark Graphics, we repeat the method for the other organizations to find their biased reference cones.
Organization X. For organization X, different cone conditions hold. In this organization, we found the ex-post part was not
used and the goal is not to forecast the actual, but rather the actual plus a large safety margin. However, it is not possible to
objectively determine the safety margin used. Yet, it is possible with pragmatic assumptions to approximate the goal. The
median f /a ratio of the initial forecasts of organization X is 1.625. Since the f /a ratios do not converge to the actual, the
forecasts at time t are aimed at predicting the actual value times 1.625. With these assumptions, we repeat the calculations.
Since the ex-post part is not used, the ex-post part is 0. The ex-ante part is the reference point minus the ex-post part, in
this case 1.625–0. We reiterate the procedure and find that the reference lines that account for the biases in organization X
are given by:
l(t) = 1.625− 1.625
EQFl
≈ 1.434
u(t) = 1.625+ 1.625
EQFu
≈ 1.816.
Organization Y cost. For organization Y, we found the cost and functionality forecasts to be in line with the cone conditions
as we described in Section 3.1. That is, the goal of the forecasts is to predict as quickly and accurately as possible the actual
without bias and the ex-post is known and used. Therefore, we expect the reference lines for this organization to be similar
to Formulas (4) and (5) we found in Section 4.2.1. However, to make the comparison fair, we will apply the same procedure
used for the other case studies to this organization.
Again, for the cost forecasts we pragmatically approximate the goal of the organization by taking the median f /a ratio of
the initial forecast. We find the median to be 1.02. Since the ex-post part is known and used as the project progresses, the
ratio will gradually decrease to 1, thus the new reference point at time t becomes 1.02–0.02t. We assume the ex-post part
growth to be constant, thus the ex-post part is equal to t . Thismakes the ex-ante part 1.02−0.02t−t = 1.02−1.02t .We are
able to predict thiswithin 1/c1 to c2 times leading to bounds of the ex-ante part of 1/c1 ·(1.02−1.02t) and (1.02−1.02t)·c2.
We reiterate the procedure and find that the reference lines that account for the biases of the cost forecasts in organization Y
are given by:
l(t) = t +
(
1− 1.01
0.51 · EQFl
)
· (1.02− 1.02t) ≈ 0.782+ 0.218t
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Table 16
Plan accuracy accounted for biases with an EQF quality of 8.5.
Organization Plan accurate Plan inaccurate
Landmark Graphics 57.9% 42.1%
Organization X 7.7% 92.3%
Organization Y cost 56.4% 43.6%
Organization Y functionality 51.8% 48.2%
Organization Y combined 25.5% 74.5%
u(t) = t +
(
1+ 1.01
0.51 · EQFu
)
· (1.02− 1.02t) ≈ 1.258− 0.258t.
Note that these reference lines only differ slightly from the theoretical lines given by Formula (4) and (5). This again
indicates the high quality of the forecasting process at this organization.
Organization Y functionality. For the functionality forecasts, we find the median f /a ratio of the initial forecasts to be 1.00.
In this case, the reference lines are thus equal to Formulas (4) and (5) we found in Section 4.2.1. Therefore, the reference
lines accounting for the biases of the functionality forecasts are given by:
l(t) = t +
(
1− 2
EQFl
)
· (1− t) ≈ 0.765+ 0.235t
u(t) = t +
(
1+ 2
EQFu
)
· (1− t) ≈ 1.235− 0.235t.
7.2.4.2. Organization Y combined. In case of the combined cost and functionality forecasts, we have a median f /a ratio of
1.04 for the costs and 1.01 for functionality. Following the same procedure as above, we find the reference line for the costs
to be:
l(t) = t +
(
1− 1.02
0.52 · EQFl
)
· (1.04− 1.04t) ≈ 0.800+ 0.200t
u(t) = t +
(
1+ 1.02
0.52 · EQFu
)
· (1.04− 1.04t) ≈ 1.280− 0.280t.
The reference lines of the functionality forecasts is given by:
l(t) = t +
(
1− 1.005
0.505 · EQFl
)
· (1.01− 1.01t) ≈ 0.774+ 0.226t
u(t) = t +
(
1+ 1.005
0.505 · EQFu
)
· (1.01− 1.01t) ≈ 1.246− 0.246t.
Applying organization-specific cones. With the different political biases accounted for in each reference cone, we are able
to compare the quality of the forecasts made with respect to the conditions present in each organization. We apply our
proposed definition to the case studies with each using their own reference cone. Fig. 19 shows the results of applying
the definitions to Landmark Graphics, organization X and organization Y. In the figure, the black dots represent the plan
accurate projects and the grey dots the plan inaccurate projects. In Table 16, we summarize the percentage of f /a ratios of
each organization that are contained within their own reference cone.
The percentages in the table indicate the plan accuracy in each organization with respect to their forecasting process.
Landmark Graphics, in contrast to our previous comparison, turns out to have a very reasonable plan accuracy with a rate
of 58%. Although they predict the earliest possible date instead of the actual, they are capable of making very reasonable
forecasts for this goal. As we noted before, executives can decide not to change forecasting policies to remove the bias
found in their organization. Since Landmark Graphics is capable of making reasonably accurate forecasts, the management
could account for the bias in their own calculations and leave the forecasting process as it is. In Section 6, we showed how
executives are able to account for the bias in their calculations.
Organization X remains to have poor plan accuracy. Even though we account for the political bias found in this organi-
zation, we use a rather high EQF value of 8.5. The spread of the f /a ratios of organization X is much larger than the quality
we compare with. Therefore, the plan accuracy of this organization remains poor.
Of organization Y, the percentages did not change with respect to our previous comparison. The reason is that the ref-
erence cones we used in that example, are nearly identical to the reference cone that accounts for the political bias of the
organization. Similar to the other comparisons, we find this organization to have a reasonable forecasting quality for both
cost and functionality when compared with the other organizations.
982 J.L. Eveleens, C. Verhoef / Science of Computer Programming 74 (2009) 934–988
Fig. 19. True plan accuracy comparison of the three organizations while accounting for the biases.
Since the figures of Table 16 do account for the political biases present, we are able to make more general statements
about the plan accuracy of the organizations. However, in our case studies we only had either time or cost or functionality
and in one case cost and functionality at our disposal. Therefore, summarizing these figures will not result in meaningful
benchmarks.
Concluding, our analyses based on the historical data clearly illustrate that our proposed definitions create meaningful
results that are usable for true comparisons between organizations. We encourage Standish to choose an EQF value and
define reference cones for the different organizations, so they are able to reiterate their analyses using our definitions.
7.3. Overruns
Another series of public benchmarks related to forecasting dealwith cost or time overruns. A cost overrun, or equivalently
cost underestimation, means the forecasted cost were lower than the actual cost, or f /a < 1. In this section, we discuss the
numerous benchmarks reported on in the literature. We argue that the large variation in these figures could very well be
caused by the politics of forecasting. Althoughmost authors underscore the importance of politics as themain problemwith
their data, none of them quantify its influence on the quality of the forecasts underlying their benchmarks.We suggest using
a desired median EQF and reference cone as benchmarks instead of the figures reported on overruns in the literature.
As said, many researchers reported benchmarks on cost and time overruns. In Table 17, we give an overview of the
articles we are aware of on this subject. The figures reported in the table are calculated by taking the difference between
the actual value and the initial forecast. This difference is divided by the initial forecast and multiplied by 100% to obtain
overrun percentages. Note that for the calculation of the figures in the table all projects were used. That is, projects with
both overrun and underrun were considered. A value of 100%means the actual is twice the forecast. A value of−50%means
the actual is half the forecast. We also note that using this definition, the average value is not very insightful as there is a
bias toward overruns. Overruns take on values anywhere from 0% to infinity. However, underruns only take values between
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Table 17
Overrun figures reported in the literature and our case studies taking into account all projects.
Organization Zwas excluded as in this case studywe analyzed approvals instead of actuals. These figures
should not be used for benchmarking, since the biases in the data sets are unknown.
Source Year Median Average Amount Unit
[4] Augustine 1979 – 33% 100 projects Time
[32] Jenkins 1984 33.5% 66.7% 72 projects Cost
[5] Topping 1985 26% 40% 22 projects Effort
[57] Phan 1988 – 33% 191 respondents Cost
[5] Bergeron 1992 – 33% 89 projects Effort
Landmark Graphics 2002 79% 105% 121 projects Time
[63] Sauer 2002 – 13% 412 respondents Cost
[63] Sauer 2002 – 20% 412 respondents Time
[63] Sauer 2002 – −7% 412 respondents Functionality
Organization Y functionality 2005 0% 10% 140 projects Functionality
Organization X 2006 −38% 286% 867 projects Cost
Organization Y cost 2006 −2% 16% 140 projects Cost
Table 18
Overrun figures reported in the literature and our case studies taking only projects into account with
overrun. These figures should not be used for benchmarking, since the biases in the data sets are
unknown.
Source Year Median Average Number of data Unit
[29] Standish 1994 – 189% 365 respondents Cost
[29] Standish 1994 – 222% 365 respondents Time
[33] Johnson/Standish 1996 – 142% – Cost
[33] Johnson/Standish 1996 – 131% – Time
[31] Standish 1998 – 69% – Cost
[33] Johnson/Standish 1998 – 79% – Time
[31] Standish 2000 – 45% – Cost
[31] Standish 2000 – 63% – Time
[33] Johnson/Standish 2002 – 43% – Cost
[33] Johnson/Standish 2002 – 82% – Time
Landmark Graphics 2002 85% 113% 114 projects Time
[33] Johnson/Standish 2004 – 56% – Cost
[33] Johnson/Standish 2004 – 84% – Time
Organization Y functionality 2005 −17% −22% 37 projects Functionality
Organization X 2006 173% 1001% 284 projects Cost
Organization Y cost 2006 20% 67% 57 projects Cost
−100% and 0%. Therefore, averaging these values is meaningless. Themedian value is less sensitive to this phenomenon and
must be used if no information on the underlying data is available.
The figures in Table 17 are not only found in IT. Similar overruns are reported in other industries, for instance
transportation [22]. However, the table does not contain figures reported on by Standish [29,27,30,31,33]. Namely, these
figures were not calculated in the same way as done by the other authors. From the first Chaos report [29], we learned that
Standish analyzed overruns of combined challenged and impaired projects. Recall our discussion on these definitions from
the previous section.We found that the definitions only account for overruns. Following the definitions given by Standish, all
challenged and impaired projects have overruns for time and cost and have less functionality. Thus, projects with underruns
are not taken into account, as is done in other articles. Basically, Standish reports the extent of the overrun when an overrun
occurs. Therefore, it is incorrect, as is done in an article by Jørgensen [37], to compare these figures of Standish with those
of other authors.
In subsequent Standish publications [30,31,33], it is not defined for which projects the overruns are calculated. However,
assuming Standish computed the figures consistently, we assume that these only take into account projects with overrun
as well. In Table 18, we give an overview of these Standish figures together with figures from our case studies derived for
only projects with overrun.
However, the validity of some of the figures is disputed. For instance, the figures reported by Standish have been under
debate lately. Glass [24,25] and Jørgensen [37] state that the figures reported by Standish are inconsistent with other
reported figures in the literature. Zvegintzov [77] places low reliability on information, where the actual data and data
sources are kept hidden. They argue that Standish does not clearly describe which projects were investigated and how
they calculated their results. Therefore, they feel the figures of Standish are unreliable and must not be used. In our other
article [18], we showed that the Standish figures are indeed meaningless.
The reason that the various benchmark figures display large variations is that none of these figures account for the
biases present. More precisely, it is not quantified in any of the cases we encountered in the literature what the political
undercurrent or quality of the forecasting is. However, many of the authors felt that there was something troublesomewith
their findings, since many instigations to such doubts were reported.
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For instance, Boehm [6] noted on Augustine’s results that high forecasts lead to confronting situationswhich peoplewant
to avoid by giving lower forecasts. Bergeron [5] stated that estimators are aware that lower forecasts have no immediate
consequence and that additional budget will often be made available later. Phan [57] found that overly optimistic forecasts
are one of the main causes for the project delays and cost overruns. Johnson [27] described that Standish takes into account
what he calls sand bagging: overstating project budget to avoid failure. But he does not explain how.
In this respect, what do the overrun figures in Table 17 and Table 18 represent? Clearly, they are not an indication of how
good or bad the projects aremanaged, but an indication of the politics involved in forecasting. For instance, of organization X,
the figures represent the result of steering on Standish indicators.
In the previous subsection, we have shown how to quantify the politics and in combination with an EQF, create more
insightful benchmarks than the current average overrun figures. We suggest to use our benchmarking methodology for
comparing organizations.
Summary. We agree with Glass, Jørgenson and Zvegintzov that the overrun figures of Standish are meaningless, which
we elaborately argued elsewhere [18]. But for that matter, so are the other benchmarks reported in the literature. Of all the
published benchmarks thatwe are aware of, it is unclearwhat the political nature of the forecasts comprises. Therefore, their
overrun figures give an unclear picture of the true situation of IT projects. The low overrun figures reported by Augustine,
Phan, Bergeron and others may well be caused by sand bagging. And the Standish figures could also be explained by
overstating budgets or deadlines (as we actually observed). Without information on the politics of forecasting, it is hard
to draw any conclusions on the published benchmarks.
8. Practitioners guide
In this article, we have extensively discussed the use and limitations of the tools necessary to quantify IT forecast quality.
These tools, the f /a plot and the EQF, are based on the methods developed 25 years ago by Boehm [6] and DeMarco [14].
Over the years, many authors have referred to and used these works as a small subpart of their research. In this article, we
have seen this has not always been done correctly. Therefore, educators and practitioners requested a short summary of our
results so that they are able to use this in their textbooks and practice. In this section, we provide themwith an overview of
the main contributions of this article. We will also provide guidelines that will allow organizations to collect the necessary
data and develop the tools to adequately quantify IT forecast quality. We show what kind of information an IT governor is
able to obtain by following the approach proposed in this article.
8.1. Lessons learned
The main findings of this article are characterized by the following list.
• When the ex-post part is used and no pathological estimation method is used, forecast accuracy improves over time.
Therefore, it is useful to monitor the progress of projects by periodically making new forecasts. However, it does not
imply that the ex-ante accuracy improves over time aswell. This can be achieved by using different estimationmethods at
different times during the project. The tools described in the article allow for comparisons to bemade for such estimation
methods.
• It is possible to forecast consistently better than the initial figures reported by Boehm.
• The EQF quantifies IT forecast quality. This allows for comparisons of estimation methods, IT portfolios, IT projects and
benchmarking with other organizations. IT governors are able to use this quantified information to support decision
making.
• Biases, political and others, become transparent when analyzing an f /a plot. This allows IT governors to either take
actions to remove the biases or adjust the forecasts based on the biases found. In either case, with the f /a plot, executives
are able to account for the deviations in the decision-making process.
• In our case studies, we found one organization with an independent forecasting department, resulting in a good quality
of forecasting when compared with the other case studies. This supports DeMarco’s statement, that such a department
will improve forecasting quality.
• The confidence limits proposed by McConnell for the confidence interval are a good idea, although their benchmark
figures are highly situational due to their dependence on politics.
• The distribution of f /a ratios provides valuable insight to IT governors. Although we found the distribution not to be
lognormal or some other theoretical distribution, the cumulative empirical distribution is a valuable alternative when
enough data are available. With it, executives are able to make risk/return analyses when deciding on targets and
commitments.
• The project success benchmarks of Standish Group and the overrun benchmarks reported by others are meaningless, as
none account for the effect of politics.
• It is possible to account for politics in forecasting benchmarks.We gave a new definition for plan accuracy that assumes a
given political situation as a yardstick. This allows for true comparisons to bemade between organizations with different
political biases.
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8.2. How to
In this subsection, we want to provide practitioners with guidelines how to quantify IT forecast quality. We will explain
what data to be collected and how to analyze them. We also explain how the information from the analyses assists IT
governors in their decision making.
Forecast quality check. The first steps to monitor and check the IT forecast quality are as follows.
1. Start collecting data. In order to perform the analyses described in this article, the following data must be recorded for
each newlymade forecast:the start date of the project (s), the end date of the project (e), the date the forecast is made (t),
the value of the forecast (f ) and the actual (a). Both a and e are only known when the project is finished and must be
linked to the forecast, when available.
2. Compute the f /a ratios and check them for heterogeneity. The ratios are computed by dividing f by a. It is possible that
these ratios consist of varying subgroups that consist of significantly different f /a ratios. This can, for instance, be caused
by different estimation methods, different project portfolios or different types of projects. If such subgroups exist, the
following steps should be performed for each subgroup seperately.
3. Plot the f /a ratios. With the data collected in the previous step, it is possible to compute the f /a ratios and plot them in
an f /a plot. The horizontal axis of the f /a plot is the percentage of completion of the project and has a range of [0, 1].
The vertical axis of the f /a plot is the value of the f /a ratio depicted on a logarithmic scale. The data points to be plotted
are computed as follows: The percentage of completion is found by computing for each forecast (t − s)/(e − s). The
corresponding f /a ratio of the project is found by dividing f by a. With this information, each forecast can be plotted in
the f /a plot.
4. Compute the EQF values of the projects. For each project, collect all forecasts made for that single project and use them
to compute the EQF value using Formula (1) described in Section 4.1.
5. Draw a box plot of the EQF values. When the EQF values for all projects have been computed, it is possible to draw a box
plot of these values. This can be done with most statistical packages.
6. Draw a reference cone. Consider to which cone conditions the forecasts ideally adhere to and determine the quality that
they should have. We suggest using Formulas (4) and (5) described in Section 4.2.1. These formulas assume that no bias
is present and the estimation accuracy of the ex-ante part remains constant. An EQF value must be chosen in order to
draw the reference lines in the f /a plot. Also, Formulas (2) and (3) are usable if the quality is easier to express in values
c1 and c2.
The reference lines can be used for two possible purposes. First, the lines can be used to assess the shape of the f /a
ratios. In this case, we advise to set the EQF value to be the 20% quantile of all EQF values in order to recognize potential
biases in the figure. Second, the lines can be used to compare with the quality of the f /a ratios. In this case, we advise
to set the EQF value to an adequate quality that is acceptable. To get an idea on what values are attainable in real-world
cases, we refer to Table 12 in Section 7.
With these steps, an organization is able to assess the quality of IT forecasting. With the tools, biases are easily detected,
allowing for decisions to be made to either remove or work with the biases present. The quality of the forecasts is also
quantified, making it possible to compare the quality with other organizations, portfolios and projects. Also, it enables
assessingwhether improvementsmade in the forecasting processwere successful. Finally, the above steps allow for auditing
the forecasting quality of organizations.
Enhance forecast information. The following steps provide for more advanced quantified information to assist in the
decision-making process of new projects. To perform these steps, we assume that the previous steps have already been
performed. In addition, we advise the following steps.
7. Performbasic calculations as described in Section 6. The analyses described above, enable enhancing forecast information
using these basic calculations. Suppose that a decision needs to be made whether to perform a project with a forecasted
cost of 2 million Euro. Assume the analyses showed the forecasts resemble an optimistic pattern, that is the forecasts
are in general smaller than the actual. Moreover, the quality of the forecasts in terms of EQF is 5. Using formula (4) of
Section 4.2.1, we find that the initial f /a ratio corresponding to that EQF value is l(0) = 0.6. This indicates that there is
roughly a 50% chance that the project will cost no more than 2 · 1/0.6 = 3.3 million Euro.
8. Derive the confidence interval ranges based on collected data. To do this, first combine the f /a ratios in groups. How to
form these groups differs per organization and depends on when decisions need to be made or forecasts are made. If one
does not have a clear idea on how to form the groups, we suggest to use those we created for organization Y in Table 5
in Section 6.2.
In each of the groups, determine the lower bound L by dividing 1 by the 90% quantile of the f /a ratios, as also explained
in Section 6.2. Compute the upper bound U by dividing 1 by the 10% quantile. These bounds provide for a confidence
interval with a confidence level of 80% and give executives additional information. For instance, a forecast of 2 million
Euro is made for the cost of a project. Suppose the confidence interval [L,U] for this forecast is [0.5, 1.75]. This interval
provides the IT governor with the information that the project will, with high probability, cost between 1million and 3.5
million Euro.
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9. Derive the empirical distribution of the forecasts. We propose to depict the empirical distribution by plotting the
cumulative density function as was done for our case studies in Fig. 16 in Section 6.3. This figure provides more
extensive information than the confidence intervals discussed above. For example, take the cumulative density function
of Landmark Graphics. In the cumulative density function of the organization, we find the confidence levels by looking
at the 10% and 90% quantiles. Indeed, for Landmark Graphics the lower bound is 1/0.9 = 1.11 and the upper bound is
1/0.3 = 3.33, just as we computed in Table 3. But we are also able to consider other quantiles.
With the empirical distribution,we are able tomake interesting considerations. Consider again the cumulative density
function of Landmark Graphics. Suppose an initial forecast is made for the cost of a project to be 2 million Euro. From
the cumulative density function we find that with a 95% chance the f /a ratio is smaller or equal to 1. That is, in 95% of
the cases the actual value will be higher than the forecast of 2 million Euro. Also, the function indicates that with a 15%
chance the f /a ratio will be smaller or equal to 0.3. This means that with a 15% chance the actual will be higher than or
equal to 2/0.3 = 6.7 million Euro. Or equivalently, we are able to say that with a 85% chance the actual will be lower
than 6.7 million Euro. The empirical distribution thus allows for risk/return considerations.
The above steps require (minimal) historical data to be available of the f /a ratios. If no such data are available, we advise
to gauge the bias and the quality of one’s forecasts in terms of EQF. Tomake an adequate assumption of the quality, consider
the EQF values described in Section 7 to obtain an idea. With this information, one is able to perform the basic calculations
suggested in the enumeration above.
Also, we do not advise applying confidence intervals or distributions of other organizations to one’s own organization.
Using these methods of other organizations does provide additional information, however the applicability to one’s own
organization is unknown. It can give a false sense of accuracy, allowing for advanced but senseless calculations. Before
considering either of these methods, the first priority is to collect one’s own data.
9. Conclusions
The quality of IT forecasting is crucial for decisionmaking up to the executive level. The forecasts support go/kill decisions
for projects and are used to monitor progress. In this article, we showed how to quantify the quality and potential bias of
IT forecasting to improve decision making using the forecasts. We elaborately discussed our approach for this purpose: the
EQF and an f /a plot with a reference cone of a certain quality derived from the desired EQF.
The well-known and well-established cone of uncertainty of Barry Boehm is viewed differently bymany people. In order
to confirm or refute different views of various authors on this subject, we made a distinction between the components of
a forecast. We argued that the forecasts consist of two components, which we named the ex-post and the ex-ante part.
The ex-post part is the part of the total that has been done already. The ex-ante part is the remainder of the work that still
needs to be done. With this distinction, we were able to construct simulations that reproduced conical shapes providing
insight in the cone of uncertainty. For instance, the simulations illustrated that the conical shape is not derived by improved
estimation methods, but is also found when the estimation accuracy of the ex-ante part decreases.
We also illustrated that f /a ratios plotted against a reference cone visualizes bias, for instance political, involved in IT
forecasting. Therefore, our pictures provide crucial information for IT governors about the political undercurrent of the
forecasts. The EQF quantifies the deviation of forecasts to an actual. This metric allows adequate comparisons to be made
between the quality of forecast between different organizations. Our approach provides necessary information to analyze,
quantify and monitor the state of IT forecasting in an organization and between organizations.
We illustrated this by analyzing four case studies that in total consisted of 1824 projects with an investment value of
1059+million Euro that contained 12 287 forecasts.We applied our approach to each case study to assess their IT forecasting
practice in a quantitative manner. In the case studies, we found one organization that had good quality and no political
bias in their forecasting. Another organization had reasonable quality, but they forecast the minimum value instead of the
actual value. Therefore, the forecasts were almost always lower than the actual. The third organization had low quality of
forecasting and a large political undercurrent. The forecasts in this organization hardly resembled any relation to the actual
value. The last organization had no political bias and low quality of forecasting as that was not given particular attention.
With the information of the analyses, we showed it is possible to enrich forecast information for decision making.
We discussed three methods that provide for additional information to assess the uncertainty of newly made forecasts.
If sufficient data are available, the methods will allow for risk/return analyses of new project proposals accounting for the
uncertainty of forecasts.
Lastly, we discussed a number of benchmarks related to forecasting that we found in the literature. We surveyed the EQF
benchmarks found in the literature. We argued that these values are not always useful and added our own values derived
from our case studies as new benchmarks. We also showed that the political bias in forecasting has a large influence on
some of the overrun benchmarks. For instance, the famous project success figures reported by Standish Group are highly
susceptible to the politics involved with the organizations they analyzed. Therefore, these figures are meaningless without
further information on the bias of the forecasts. The same applies to the figures reported by others.
In order to obtain more useful figures, we proposed alternative definitions. These definitions take into account the effect
of possible biases in IT forecasts. We hope Standish will adopt our alternative definitions, to reassess the earlier reported
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figures and publish new findings correcting for the potential bias in their data. We have applied the approach to our own
case studies. Our definitions are suitable for true comparisons on IT forecasting quality between organizations.
Finally, we believe that this article is a much needed addition to assess and benchmark IT forecasting, since proper IT
forecast quality is indispensable for proper IT governance.
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