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Abstract
In this note we describe in detail how to apply the pool-adjacent-violators algorithm
(PAVA) efficiently in the context of estimating stochastically ordered distribution func-
tions. The main idea is that the solution of a weighted monotone least squares problem
changes only little if one component of the target vector to be approximated is changed.
1 Introduction
In this note we describe in detail how to apply the pool-adjacent-violators algorithm (PAVA)
efficiently in the context of estimating stochastically ordered distribution functions.
The general problem is as follows: Consider m ≥ 2 weights w1, . . . , wm > 0. For a vector
z ∈ Rm let
A(z) := argmin
f∈Rm
↓
m∑
j=1
wj(zj − fj)
2, (1)
where Rm↓ stands for the set of vectors in R
m with non-increasing components. Suppose that
z(0), z(1), . . . , z(N) are vectors in Rm such that for 1 ≤ t ≤ N , the two vectors z(t−1) and
z(t) differ only in one component, and our task is to compute all antitonic approximations
A(z(0)), A(z(1)), . . . , A(z(N)). How can we compute A(z(t)) efficiently, provided we know
already A(z(t−1))?
Section 2 provides some facts about monotone least squares which are useful for this
task. Then it is shown in Section 3 how to turn this into an efficient computation scheme. In
particular, we apply the general considerations to the estimation of stochastically ordered dis-
tributions as treated by Mo¨sching and Du¨mbgen (2020), Henzi (2018) and Mu¨hlemann et al.
(2019).
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2 Some facts about antitonic least squares estimation
Since the sum on the right hand side of (1) is a strictly convex and coercive function of
f ∈ Rm, and since Rm↓ is a closed and convex set, A(z) is well-defined. It can be characterized
in various ways in terms of weighted local averages: For indices 1 ≤ a ≤ b ≤ m let
wab :=
b∑
j=a
wj and Mab(z) := w
−1
ab
b∑
j=a
wjzj .
Characterization I. For any index 1 ≤ j ≤ m,
Aj(z) = min
a≤j
max
b≥j
Mab(z) = max
b≥j
min
a≤j
Mab(z).
In the next two characterizations we set f0 := +∞ and fm+1 := −∞ for f ∈ R
m
↓ .
Characterization II. A vector f ∈ Rm↓ equals A(z) if and only if for arbitrary indices
1 ≤ a ≤ b ≤ m,
Mab(z)
{
≤ fa if fa−1 > fa,
≥ fb if fb > fb+1.
Characterization III. A vector f ∈ Rm↓ equals A(z) if and only if for arbitrary indices
1 ≤ a ≤ b ≤ m,
Mab(z)
{
≤ Mab(f ) if fa−1 > fa,
≥ Mab(f ) if fb > fb+1.
Characterization I via min-max and max-min formulae is well-known from the rich lit-
erature about monotone least squares; see Robertson et al. (1988). Characterization II is a
direct consequence of Mo¨sching and Du¨mbgen (2020), and Characterization III can be easily
deduced from Characterization II by partitioning {1, . . . , m} into maximal index intervals
on which j 7→ fj is constant.
The next lemma summarizes some facts about changes in A(z) if some components of z
are increased. Here and throughout the sequel, an inequality a ≤ b for vectors a, b ∈ Rm is
meant component-wise.
Lemma 2.1. Let z, z˜ ∈ Rm such that z ≤ z˜. Further let f := A(z) and f˜ := A(z˜). Then
the following conclusions hold true:
(i) f ≤ f˜ .
(ii) Let k ∈ {2, . . . , m} such that
(z˜j)j<k = (zj)j<k.
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Then
{j < k : f˜j > f˜j+1} ⊂ {j < k : fj > fj+1}.
(iii) Let ℓ ∈ {1, . . . , m− 1} such that
fℓ > fℓ+1 and (z˜j)j>ℓ = (zj)j>ℓ.
Then
(f˜j)j>ℓ = (fj)j>ℓ.
Proof. Part (i) is a direct consequence of Characterization I.
As to part (ii), let 1 < k ≤ m such that (z˜j)j<k = (zj)j<k. If f˜j > f˜j+1 for some j < k,
then
fj = min
a≤j
max
b≥j
Mab(z) (by Characterization I)
≥ min
a≤j
Maj(z)
= min
a≤j
Maj(z˜)
≥ min
a≤j
Maj(f˜) (by Characterization III)
= f˜j (because f˜ ∈ R
m
↓ )
> f˜j+1
≥ fj+1 (by part (i)).
Hence, fj > fj+1 as well.
As to part (iii), let 1 ≤ ℓ < m such that fℓ > fℓ+1 and (z˜j)j>ℓ = (zj)j>ℓ. Then,
Mℓ+1,m(z) = Mℓ+1,m(z˜)
≥ Mℓ+1,m(f˜) (by Characterization III)
≥ Mℓ+1,m(f) (by part (i))
= Mℓ+1,m(z) (by Characterization III).
Thus, all previous inequalities are equalities, and this implies that (f˜j)j>ℓ = (fj)j>ℓ.
3 A sequential pool-adjacent-violators algorithm
3.1 General considerations
The usual PAVA. Let us start with a particular description of the algorithm. To compute
A(z), the PAVA is working with three tuples: P = (P1, . . . , Pd) is a partition of {1, . . . , m
′}
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into index intervals Ps = {as, . . . , bs}, where as+1 = bs + 1 for 1 ≤ s < d. The number m
′
is running from 1 to m. The number d ≥ 1 changes during the algorithm, too. The tuples
M = (M1, . . . ,Md) and W = (W1, . . . ,Wd) contain the corresponding weighted means
Ms =Masbs(z) and weights Ws = wasbs. Then the algorithm works as follows:
Initialization: We set
P ← ({1}), W ← (w1), M← (z1)
(and d← 1).
Induction step: For m′ = 2, . . . , m, we first add a new index interval by setting
P ← (P1, . . . , Pd, {m
′}), W ← (W1, . . . ,Wd, wm′), M ← (M1, . . . ,Md, zm′)
(and d ← d + 1). Then, while d > 1 and Md−1 ≤ Md, we pool the “violators” Pd−1 and Pd
by setting
P ←
(
(Pj)j<d−1, Pd−1 ∪ Pd
)
,
M ←
(
(Wj)j<d−1,
Wd−1Md−1 +WdMd
Wd−1 +Wd
)
,
W ←
(
(Wj)j<d−1,Wd−1 +Wd
)
(and d← d− 1).
Eventually, P is a partition of {1, . . . , m} into index intervals such that M1 > · · · > Md
and
Aj(z) = Ms for j ∈ Ps and 1 ≤ s ≤ d.
Abridged PAVA. Suppose we have computed A(z) in terms of P = (P1, . . . , Pd), M =
(M1, . . . ,Md) and W = (W1, . . . ,Wd) via the PAVA. For later purposes we keep copies of
these three objects. Now let z˜ ∈ Rm such that z˜jo > zjo for one index jo ∈ {1, . . . , m},
while (z˜j)j 6=jo = (zj)j 6=jo. Instead of running the full PAVA with z˜ in place of z, Lemma 2.1
justifies the following procedure:
Initialization: Starting from the final P,M,W for z, let so ∈ {1, . . . , d} such that jo ∈ Pso.
Then we set
P ←
(
(Ps)s<so, {aso, . . . , jo}
)
,
M ←
(
(Ms)s<so,Maojo(z˜)
)
,
W ←
(
(Ms)s<so, waojo
)
(and d ← so). While d > 1 and Md−1 ≤ Md, we pool the violators Pd−1 and Pd as in the
induction step of PAVA.
Induction step: If jo < bso , we run the induction step of PAVA for m
′ = jo + 1, . . . , bso with
z˜ in place of z.
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z 1 3 2 0 −1 1 1/2 −1 1
m′ = 1 1 d = 1
m′ = 2 1 3 d = 2
2 2 d = 1
m′ = 3 2 2 2 d = 2
2 2 2 d = 1
m′ = 4 2 2 2 0 d = 2
m′ = 5 2 2 2 0 −1 d = 3
m′ = 6 2 2 2 0 −1 1 d = 4
2 2 2 0 0 0 d = 3
2 2 2 0 0 0 d = 2
m′ = 7 2 2 2 0 0 0 1/2 d = 3
2 2 2 1/8 1/8 1/8 1/8 d = 2
m′ = 8 2 2 2 1/8 1/8 1/8 1/8 −1 d = 3
m′ = 9 2 2 2 1/8 1/8 1/8 1/8 −1 1 d = 4
2 2 2 1/8 1/8 1/8 1/8 0 0 d = 3
Table 1: Running the PAVA for a vector z.
Finalization: If bso < m, we set
P ←
(
P, (Ps(z))so<s≤d(z)
)
,
M ←
(
M, (Ms(z))so<s≤d(z)
)
,
W ←
(
W, (Ws(z))so<s≤d(z)
)
(and d ← d + d(z)− so), using the copies P(z),M(z),W(z) mentioned before. The triple
(P,M, d) yields the vector A(z˜).
Numerical example. We illustrate the previous procedures with two vectors z, z˜ ∈ R9
and w = (1)9j=1. Table 1 shows the main steps of PAVA for z. The first line shows the
components of z, the other lines contain the current candidate for (fj)
m′
j=1, where f = A(z)
eventually, and the current partition P is indicated by extra vertical bars. Table 2 shows
the abridged PAVA for two different vectors z˜.
3.2 Application to distributional isotonic regression
Now we consider a regression framework similar to the one in Mo¨sching and Du¨mbgen (2020),
Henzi (2018) and Mu¨hlemann et al. (2019). We observe triplets (X1, Y1,W1), (X2, Y2,W2),
. . . , (XN , YN ,WN) consisting of numbers Xi ∈ X (covariate), Yi ∈ R (response) and weights
Wi > 0, where X is a given real interval. The weights Wi are considered as fixed, and
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z 1 3 2 0 −1 1 1/2 −1 1
A(z) 2 2 2 1/8 1/8 1/8 1/8 0 0
z˜ 1 3 2 0 1 1 1/2 −1 1
m′ = 5 2 2 2 1/2 1/2 d = 2
m′ = 6 2 2 2 1/2 1/2 1 d = 3
2 2 2 2/3 2/3 2/3 d = 2
m′ = 7 2 2 2 2/3 2/3 2/3 1/2 d = 3
m′ = 9 2 2 2 2/3 2/3 2/3 1/2 0 0 d = 4
z 1 3 2 0 −1 1 1/2 −1 1
A(z) 2 2 2 1/8 1/8 1/8 1/8 0 0
z˜ 1 3 2 2 −1 1 1/2 −1 1
m′ = 4 2 2 2 2 d = 2
2 2 2 2 d = 1
m′ = 5 2 2 2 2 −1 d = 2
m′ = 6 2 2 2 2 −1 1 d = 3
2 2 2 2 0 0 d = 2
m′ = 7 2 2 2 2 0 0 1/2 d = 3
2 2 2 2 1/6 1/6 1/6 d = 2
m′ = 9 2 2 2 2 1/6 1/6 1/6 0 0 d = 3
Table 2: Running the abridged PAVA for two vectors z˜ ≈ z.
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conditional on (Xi)
N
i=1, the observations Y1, Y2, . . . , YN are viewed as independent random
variables such that for x ∈ X and y ∈ R,
IP(Yi ≤ y) = Fx(y) if Xi = x.
Here (Fx)x∈X is an unknown family of distribution functions. We only assume that Fx(y) is
non-increasing in x ∈ X for any fixed y ∈ R.
Let x1 < x2 < · · · < xm be the elements of {X1, X2, . . . , XN}, and let
wj :=
∑
i:Xi=xj
Wi, 1 ≤ j ≤ m.
Then one can estimate F (y) := (Fxj(y))
m
j=1 by
F̂ (y) := A(z(y)),
where z(y) has components
zj(y) := w
−1
j
∑
i:Xi=xj
Wi1[Yi≤y], 1 ≤ j ≤ m.
Suppose we have rearranged the observations such that Y1 ≤ Y2 ≤ · · · ≤ YN . Let z
(0) := 0
and
z(t) :=
(
w−1j
∑
i≤t:Xi=xj
Wi1[Yi≤Yt]
)m
j=1
for 1 ≤ t ≤ N . Then
z(y) =

z(0) if y < Y1,
z(t) if Yt ≤ y < Yt+1, 1 ≤ t < N,
z(N) if y ≥ Yn.
Thus it suffices to compute A(z(t)) for t = 0, 1, . . . , N . But A(z(0)) = 0, A(z(N)) = 1, and for
1 ≤ t < N , one may apply the abridged PAVA to the vectors z := z(t−1) and z˜ := z(t). This
leads to an efficient algorithm to compute all vectors A(z(t)), 0 ≤ t ≤ N , if implemented
properly.
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