Abstract. Refinement equations play an important role in computer graphics and wavelet analysis. In this paper we investigate multivariate refinement equations associated with a dilation matrix and a finitely supported refinement mask. We characterize the Lp-convergence of a subdivision scheme in terms of the p-norm joint spectral radius of a collection of matrices associated with the refinement mask. In particular, the 2-norm joint spectral radius can be easily computed by calculating the eigenvalues of a certain linear operator on a finite dimensional linear space. Examples are provided to illustrate the general theory.
Introduction. The purpose of this paper is to investigate functional equations of the form
where f is the unknown function defined on the s-dimensional Euclidean space R s , a is a finitely supported sequence on Z s , and M is an s × s integer matrix such that lim n→∞ M −n = 0. Equation (1.1) is called a refinement equation, and the matrix M is called a dilation matrix. Correspondingly, the sequence a is called the refinement mask. Any function satisfying a refinement equation is called a refinable function. Refinement equations play an important role in computer graphics and wavelet analysis. See Jia and Micchelli [9] for some discussion of multiresolution and wavelet decompositions related to general dilation matrices.
If a satisfies α∈Z s a(α) = m := | det M |, (1.2) then it is known that there exists a unique compactly supported distribution f satisfying the refinement equation (1.1) subject to the conditionf (0) = 1. This distribution is said to be the normalized solution to the refinement equation with mask a. This fact was essentially proved by Cavaretta, Dahmen, and Micchelli in [1, Chap. 5] for the case in which the dilation matrix is two times the s × s identity matrix I. The same proof applies to the general refinement equation (1.1 where x · ξ denotes the inner product of two vectors x and ξ in R s . Let f be the normalized solution to the refinement equation (1.1) . Taking the Fourier transform of the functions on both sides of (1.1), we obtain If, in addition, f lies in L 1 (R s ), then by the Riemann-Lebesgue lemma we havê
A function f is said to satisfy the moment conditions of order 1 iff (0) = 1 and f (2πβ) = 0 for all β ∈ Z s \ {0}. Thus, if the normalized solution f of the refinement equation (1.1) lies in L 1 (R s ), then f satisfies the moment conditions of order 1. In order to solve the refinement equation (1.1), we start with a compactly supported function φ ∈ L p (R s ) (1 ≤ p ≤ ∞) and use the iteration scheme f n := T n a φ, n = 0, 1, 2, . . . , where T a is the bounded linear operator on L p (R s ) given by
This iteration scheme is called a subdivision scheme (see [1] ). In the literature a subdivision scheme is also referred to as a cascade algorithm. Let (Z s ) denote the linear space of all sequences on Z s , and let 0 (Z s ) denote the linear space of all finitely supported sequences on Z s . For β ∈ Z s we use δ β to denote the sequence on Z s given by
In particular, we write δ for δ 0 . For a vector y ∈ Z s we use ∇ y to denote the difference operator on (Z s ) given by
Let e 1 , . . . , e s denote the unit coordinate vectors in R s . For simplicity, we write ∇ j for ∇ ej , j = 1, . . . , s.
The subdivision operator S a associated with a (see [1] ) is the linear operator on (Z s ) given by (1.6) where u ∈ (Z s ). Then for φ ∈ L p (R s ) (1 ≤ p ≤ ∞) we have
By induction on n, it is easily verified that
Taking the Fourier transform of both sides of (1.5), we obtain
where H is given by (1.4). It follows from (1.8) that
In other words, φ must satisfy the moment conditions of order 1. By using the Poisson summation formula, it is easily seen that a compactly supported integrable function φ satisfies the moment conditions of order 1 if and only if its shifts form a partition of unity; i.e., Let φ 0 be the function given by
Evidently, φ 0 satisfies (1.9). We say that the subdivision scheme associated with mask a converges in the
where φ 0 is the function given in (1.10). If the subdivision scheme converges in the L ∞ -norm, then the limit function is continuous. When the dilation matrix is two times the s × s identity matrix I, the uniform convergence of a subdivision scheme was studied by Cavaretta, Dahmen, and Micchelli [1] . In particular, they proved that the subdivision scheme associated with a mask a converges uniformly, provided the normalized solution of the corresponding refinement equation is continuous and has stable shifts. Dyn [4] also considered the uniform convergence of multivariate subdivision schemes and related her study to matrix subdivision schemes. Concerning general dilation matrices, Deslauriers, Dubois, and Dubuc [3] found a necessary and sufficient condition for the uniform convergence of interpolatory subdivision schemes.
In their study of nonseparable multidimensional wavelet bases, Kovaĉević and Vetterli [10] assumed the L 2 -convergence of the subdivision scheme, but did not give any detail about possible characterization of the L 2 -convergence. In [2] , Cohen and Daubechies built orthonormal and biorthogonal wavelet bases of L 2 (R 2 ) with dilation matrices of determinant 2 and established a sufficient condition for the uniform convergence of the corresponding subdivision scheme. In [13] Villemoes investigated continuity of nonseparable quincunx wavelets and the uniform convergence of related subdivision schemes.
In this paper we give a systematic and comprehensive study of multivariate refinement equations and subdivision schemes. Our main result characterizes the L pconvergence of a subdivision scheme associated with a general dilation matrix M and a mask a. All the relevant results mentioned above are special cases of the general setting considered in this paper.
To describe our main result, we introduce the linear operators A ε (ε ∈ Z s ) on 0 (Z s ) as follows:
We observe that the set Z s is an abelian group under addition, and M Z s is a subgroup of Z s . Let E be a complete set of representatives of the distinct cosets of the quotient group Z s /M Z s . For a finite subset K of Z s , we denote by (K) the linear subspace of 0 (Z s ) consisting of all sequences supported on K. It will be proved in section 2 that there exists a finite subset K of Z s such that (K) contains ∇ j δ for j = 1, . . . , s and is invariant under every A ε (ε ∈ E). Let 
This result will be proved in section 3 after a discussion of the joint spectral radius in section 2. In section 4, we demonstrate that the 2-norm joint spectral radius can be easily computed by calculating the eigenvalues of a certain linear operator on a finite dimensional linear space. Throughout the paper, examples are provided to illustrate the general theory.
Joint spectral radius.
This section is devoted to a study of joint spectral radii of a finite collection of linear operators associated to a refinement equation.
Let A be a finite collection of linear operators on a finite dimensional vector space V . A vector norm · on V induces a norm on the linear operators on V as follows. For a linear operator A on V , define
Av .
For a positive integer n we denote by A n the Cartesian power of A:
When n = 0, we interpret A 0 as the set {I}, where I is the identity mapping on V . Let
Then the uniform joint spectral radius of A is defined to be
The uniform joint spectral radius was introduced by Rota and Strang in [12] . The p-norm joint spectral radius of a finite collection of linear operators was introduced by Jia in [6] . We define, for 1 ≤ p < ∞,
It is easily seen that this limit indeed exists, and
Clearly, ρ p (A) is independent of the choice of the vector norm on V .
If A consists of a single linear operator A, then
where ρ(A) denotes the spectral radius of A, which is independent of p. If A consists of more than one element, then ρ p (A) depends on p in general. By some basic properties of p spaces, we have that, for 1 ≤ p ≤ r ≤ ∞,
where #A denotes the number of elements in A. Furthermore, it is easily seen from the definition of the joint spectral radius that ρ(A) ≤ ρ ∞ (A) for any element A in A.
Recall that S a is the subdivision operator given in (1.6). From (1.7) we see that, in order to study convergence of the subdivision scheme, we need to analyze the sequences S n a δ, n = 1, 2, . . . . For this purpose, we introduce the biinfinite matrices A ε (ε ∈ Z s ) as follows:
Proof. The proof proceeds by induction on n. For n = 1 and α = ε 1 + Mγ, we have
Suppose n > 1 and the lemma has been verified for n − 1. For α = ε 1 + Mα 1 , where
Then by the induction hypothesis we have
This, in connection with (2.2), gives
thereby completing the induction procedure.
The biinfinite matrices A ε (ε ∈ Z s ) defined in (2.1) may be viewed as the linear operators given in (1.11).
Now let A be a finite collection of linear operators on a vector space V , which is not necessarily finite dimensional. A subspace W of V is said to be A-invariant if it is invariant under every operator A in A. Let U be a subset of V . The intersection of all A-invariant subspaces of V containing U is A-invariant, and we call it the minimal A-invariant subspace generated by U , or the minimal common invariant subspace of the operators A in A generated by U . This subspace is spanned by the set
If, in addition, V is finite dimensional, then there exists a positive integer k such that the set
already spans the minimal A-invariant subspace generated by U . We define, for 1 ≤ p < ∞,
and, for p = ∞,
The symbol of a sequence a ∈ 0 (Z s ) is the Laurent polynomialã(z) given bỹ
where
Let ν be an element of 0 (Z s ). Then its symbolν(z) is a Laurent polynomial, which induces the difference operatorν(τ ) := β∈Z s ν(β)τ β . Let E be a complete set of representatives of the distinct cosets of the quotient group Z s /M Z s . We assume that E contains 0. Thus, each element α ∈ Z s can be uniquely represented as ε + Mγ, where ε ∈ E and γ ∈ Z s . As usual, for 1 ≤ p ≤ ∞, p (Z s ) denotes the Banach space of all sequences on Z s such that a p < ∞, where
and a ∞ is the supremum of a on Z s . In the following lemma, the underlying vector norm on 0 (Z s ) is chosen to be the p -norm. Lemma 2.2. Let S a be the subdivision operator associated with a dilation matrix M and a mask a.
. . , ε n ∈ E and γ ∈ Z s . Then by Lemma 2.1 we havẽ
This verifies (2.3) for 1 ≤ p < ∞. Let A := {A ε : ε ∈ E}. We claim that, for each ν ∈ 0 (Z s ), the minimal Ainvariant subspace generated by ν is finite dimensional. To establish this result, we shall introduce the concept of admissible sets. For a finite subset 
Then we have Mα = γ + β for some γ ∈ Ω and β ∈ K. It follows that
Since K is admissible for A, we have Aδ β ∈ (K), and therefore α ∈ K. This shows that (2.4) is true.
Conversely, suppose (2.4) is true. Let v ∈ (K) and α ∈ Z s . Then
4). This shows that A maps (K) to (K). In other words, K is admissible for A.
From the above proof we see that a finite subset K of Z s is admissible for A ε if and only if
The set Ω − E consists of all the points ω − ε, where ω ∈ Ω and ε ∈ E. Now suppose G is a finite subset of Z s . Let H := MG ∪ (Ω − E) ∪ {0}, and let
In other words, an element α ∈ Z s belongs to K if and only if α =
Moreover,
Thus, K satisfies (2.5). Hence, K is admissible for all A ε , ε ∈ E. Lemma 2.4. Let A be a finite collection of linear operators on a vector space V . Let ν be a vector in V , and let V (ν) be the minimal A-invariant subspace generated
Proof. Let · be a vector norm on V (ν). Since V (ν) is finite dimensional, there exists a positive integer k such that V (ν) is spanned by the set
Thus, there exists a constant
Therefore, there exists a positive constant C such that for all n = 1, 2, . . . , 
where V (ν) is the minimal A-invariant subspace generated by ν. Moreover, if W is the minimal A-invariant subspace generated by a finite set Y , then
Proof. By Lemma 2.3, V (ν) is finite dimensional, and so the relevant joint spectral radius in (2.7) is well defined. By Lemma 2.2 we have
Applying Lemma 2.4 to the present situation, we obtain (2.7).
For the second part of the theorem, we let W be the minimal A-invariant subspace generated by a finite set Y , and observe that W is a finite sum of the linear subspaces
This, together with (2.7), verifies (2.8).
Convergence of subdivision schemes.
In this section we characterize the L p -convergence (1 ≤ p ≤ ∞) of a subdivision scheme in terms of the corresponding refinement mask.
In our study of convergence, the concept of stability plays an important role. The shifts of a function φ in L p (R s ) are said to be stable if there are two positive constants C 1 and C 2 such that
It was proved by Jia and Micchelli [8] 
It is easily seen that the shifts of the function φ 0 given in (1.10) are stable. First, we give a necessary condition for the subdivision scheme to converge. 
Consequently, if the subdivision scheme associated with a converges in the
Proof. Suppose φ is a compactly supported function in L p (R s ), φ satisfies the moment conditions of order 1, and the shifts of φ are stable. For n = 0, 1, 2, . . . , let a n := S n a δ and f n := T n a φ, where T a is the operator given in (1.5). Then by (1.7) we have
Hence, for y ∈ Z s we have
Since the shifts of φ are stable, there exists a constant C > 0 such that
In particular, the above estimate is valid for f n = T n a φ 0 , where φ 0 is the function given in (1.10). If the subdivision scheme converges in the L p -norm, then there exists
Moreover, by the triangle inequality, we have
This, together with (3.4), verifies (3.2). For the second part of the theorem, we observe that if the subdivision scheme converges in the L p -norm for some p with 1 ≤ p ≤ ∞, then it also converges in the L 1 -norm. Thus, we only have to deal with the case p = 1.
Let E be a complete set of representatives of the distinct cosets of
Thus, (3.3) will be proved if we can show
To this end, we deduce from a n = S a a n−1 that
An induction argument gives α∈Z s a n (α) = m n . Moreover,
Thus, we have
β∈Z s a n (α − Mβ) − a n (−Mβ) .
It follows that
If the subdivision scheme is L 1 -convergent, then by the first part of the theorem we have m −(n−1) ∇ α a n 1 → 0 as n → ∞. This, together with (3.6), implies (3.5), as desired.
For the case M = 2I, it was proved by Cavaretta, Dahmen, and Micchelli [1] that the condition in (3.3) is necessary for the subdivision scheme to converge in the L ∞ -norm.
The next theorem gives a characterization of convergence of the subdivision scheme. Proof. Let A ε be the linear operators on 0 (Z s ) given by (2.1), and let V be the minimal common invariant subspace of A ε (ε ∈ E) generated by ∇ j δ, j = 1, . . . , s. Then V is finite dimensional, and by Theorem 2.5 we have
m −n/p A n p ≥ 1 ∀ n.
From the proof of Lemma 2.4 we see that there exists a positive constant
C such that A n p ≤ C max 1≤j≤s A n ∇ j δ p for all n. Moreover,
by Lemma 2.2, we have
Thus, the subdivision scheme associated with a is not L p -convergent, by Theorem 3.1. This shows that (3.7) is necessary for the subdivision scheme to converge in the L p -norm. In order to prove the sufficiency part of the theorem, we pick a compactly supported function φ in L p (R s ) such that φ satisfies the moment conditions of order 1. (In the case p = ∞, we assume that φ is continuous.) Let f n := T n a φ 0 and g n := T n a φ for n = 1, 2, . . . , where T a is the operator given in (1.5) and φ 0 is the hat function given in (1.10). Moreover, let b n be the sequence given by
We claim that there exists a positive constant C independent of n such that
1/p , then we can find r, 0 < r < 1, such that ρ p < rm 1/p . By the definition of ρ p and Theorem 2.5, we see that b n 1/n p < rm 1/p is valid for sufficiently large n. Hence, there exists a positive constant C 0 such that b n p ≤ C 0 (rm 1/p ) n for all n ≥ 1. If we choose φ to be φ 0 , then it follows from (3.8) that
This shows that the sequence f n converges to a function f in the L p -norm. Furthermore, (3.8) tells us that f n+1 − g n p → 0 as n → ∞. However,
by the triangle inequality. Therefore, g n − f p → 0 as n → ∞. Thus, it suffices to prove (3.8). For this purpose, we shall follow the lines of Jia and Lei [7] . In what follows, by suppφ we denote the support of φ, and by suppa we denote the set {α ∈ Z s : a(α) = 0}. For a sequence λ ∈ ∞ (Z s ) and a subset G of R s , we use λ ∞ (G) to denote the supremum of λ on the set Z s ∩ G. Moreover, for n = 1, 2, . . . , let
Let x be a point in R s . By (1.7) we have
Since β∈Z s φ 0 (· − β) = 1 and α∈Z s φ(· − α) = 1, it follows that
In the above sum we only have to consider those terms for which φ(
Moreover, Theorem 3.1 tells us that (3.7) implies η∈Z s a(β −Mη) = 1 for all β ∈ Z s ; hence, we have
We observe that a(β − Mη) = 0 implies β − Mη ∈ suppa. This, together with (3.11), gives
In light of (3.10) and (3.13), there exists a positive integer N such that both α and
, and a(β − Mη) = 0. However, a n (η) − a n (α) can be written as a sum of finitely many terms of the form ∇ j a n (ν), where ν ∈ γ + [−N, N ] s ∩ Z s and j = 1, . . . , s. Therefore, (3.12) tells us that there exists a positive constant C independent of n such that
We observe that β∈Z s |φ 0 (M n+1 x − β)| = 1. Consequently, by (3.9) and (3.14) we obtain (3.15) where |φ|
• denotes the 1-periodization of |φ|:
In the case p = ∞, φ is a continuous function with compact support; hence, there exists a constant C 1 > 0 such that |φ|
For 1 ≤ p < ∞, we deduce from (3.15) that
Since φ ∈ L p (R s ) is compactly supported, we have
Finally, we obtain
However,
The preceding discussion tells us that
for some constant C 3 > 0. The proof is complete. Suppose K is an admissible set for every A ε , ε ∈ E, and (K) contains ∇ j δ for j = 1, . . . , s. Let 
This shows that Proof. Suppose (3.16) is true for a function u that satisfies the moment conditions of order 1 and has stable shifts. Then the proof of Theorem 3.1 tells us that (3.2) is valid for every vector y ∈ Z s . Therefore, from the proof of Theorem 3.2 we see that (3.17) holds true for any compactly supported function v ∈ L p (R s ) satisfying the moment conditions of order 1. In particular, if f itself has stable shifts, then we may choose u to be f in (3.16). Thus, in such a case, the subdivision scheme converges in the L p -norm.
We end this section by two examples which illustrate the general theory developed so far.
Example 3.5. Let M = 2I, where I is the 2 × 2 identity matrix. Consider the refinement equation (3.18) where the mask a is given by its symbol
We claim that the subdivision scheme associated with a is convergent in the
Let K be the set consisting of the points (−1, 0), (0, 0), (1, 0), (−1, 1), (0, 1), (1, 1) . Then K is admissible for A ε , ε ∈ E. Let V be the linear space
Then V is the minimal common invariant space of A ε (ε ∈ E) generated by ∇ j δ, j = 1, 2. The dimension of V is 5. We choose a basis for V as follows:
where v = 1 for p = ∞, and r is a number such that 0 < r < (3/2)
By computation, the matrix representations of A ε | V (ε ∈ E) under this basis are given by 
Since A (0,0) | V has an eigenvalue 1, we have
Therefore, the subdivision scheme is not L ∞ -convergent. For the case 1 ≤ p < ∞, we choose the maximum row sum norm as the matrix norm. Since 0 < r < (3/2)
This shows that
By Theorem 3.3, the subdivision scheme is L p -convergent for 1 ≤ p < ∞.
Example 3.6. Let
Then M is a dilation matrix with det M = 2. Let a be the sequence on Z 2 given by its symbolã
where t is a real number. We claim that the subdivision scheme associated with a and M is L ∞ -convergent if and only if 0 < t < 1. Let A 0 and A 1 be the linear operators on 0 (Z 2 ) given by
where α ∈ Z 2 and v ∈ 0 (Z 2 ). Let K be the set
Then K is admissible for both A 0 and A 1 . Let V be the linear space
Then V is the minimal common invariant subspace of A 0 and A 1 generated by ∇ j δ, j = 1, 2. The dimension of V is 15. By Theorem 3.3, the subdivision scheme associated with a and M is L ∞ -convergent if and only if
We observe that
Hence, both t and −(1 − t) are eigenvalues of A 0 . Consequently,
Therefore, for t ≤ 0 or t ≥ 1, the subdivision scheme associated with a and M is not convergent in the L ∞ -norm. Now assume that 0 < t < 1. We wish to show Clearly, · is a norm on V .
and
With the help of these relations, we can verify through a simple but tedious computation that
for all w ∈ W and all ε j ∈ {0, 1}, j = 1, . . . , 5. Thus, there exists a positive number σ < 1 such that
for all w ∈ W and all ε j ∈ {0, 1}, j = 1, . . . , 5. Let v be a unit vector in V . Choose a representation w∈W c w w for v such that w∈W |c w | = v = 1. Then
This shows that
and the subdivision scheme associated with a and M is L ∞ -convergent if 0 < t < 1.
L 2 -convergence.
In general, the p-norm joint spectral radius is difficult to compute. However, the 2-norm joint spectral radius can be easily computed by calculating the spectral radius of a certain finite matrix.
Given a ∈ 0 (Z s ), the symbolã(z) is well defined on the s-torus
For a, b ∈ 0 (Z s ), the discrete convolution of a and b, denoted a * b, is given by
It is easily seen that
For z ∈ C, we use z to denote the complex conjugate of z. Note that for z ∈ T s and α ∈ Z s , we have z α = z −α . For a ∈ 0 (Z s ), we denote by a * the sequence given by a
If b = a * a * , then we havẽ 
and W is the minimal B-invariant subspace generated by µ.
Proof. For n = 1, 2, . . . , write a n for S n a δ and b n for S n b δ. Note that the symbol of ν(τ )a n isν(z)ã n (z), and the symbol ofμ(τ )b n isμ(z)b n (z). By the Parseval identity we have ν(τ )a n
Sinceμ(e iξ )b n (e iξ ) ≥ 0 for all ξ ∈ R s , it follows that
From the proof of Lemma 2.2 we see thatμ(τ )b n (0) = B n µ(0). Hence,
It follows that
Moreover, since W is the minimal B-invariant subspace generated by µ, Theorem 2.5 tells us that
This completes the proof. We remark that Goodman, Micchelli, and Ward in [5] established a result similar to Theorem 4.1 for the special case ν = δ.
The following theorem discusses the relationship among the spectra of B when it is restricted to different invariant subspaces. 
To see this, suppose (4.3) is valid and σ is an eigenvalue of B| W with an eigenvector
. Hence, this happens only if σ = 0. Thus, it remains to prove (4.3). For this purpose, it suffices to prove that for each β ∈ K \ K 0 , there exists a positive integer N such that B N δ β ∈ (K 0 ). Let j be a positive integer. For λ ∈ (K), we have
Hence, B j λ(α) = 0 only if Mα − γ ∈ Ω for some γ ∈ Z s with B j−1 λ(γ) = 0. Let n be a positive integer and let α, β ∈ Z s . Then B n δ β (α) = 0 holds true only if there exist α 0 , α 1 , . . . , α n ∈ Z s such that α 0 = β, α n = α, and
Hence, B n δ β (α) = 0 implies
We shall show that Γ is a compact set. Let H be an infinite subset of Γ. Note that Ω is a finite set. By induction on n we can find a sequence of elements ω n ∈ Ω (n = 1, 2, . . . ) such that
is an infinite set. Then the element γ := 
From dist (α, Γ) < η and α ∈ Z s we deduce that α ∈ K 0 . This shows
The L 2 -convergence of a subdivision scheme can be determined by using Theorems 3.2 and 4.1. The following theorem gives another form of characterization for the L 2 -convergence. 
Note that φ is a continuous function, φ satisfies the moment conditions of order 1, and the shifts of φ are stable. Thus, by Theorem 3.4, the subdivision scheme associated with b converges in the L ∞ -norm. By Theorem 3.3, we conclude that ρ(B| V ) < 1. This finishes the proof of the theorem. In the case s = 1 and M = (2), Theorem 4.3 was established by Jia [6] . In the multivariate case, Theorem 4.3 was also obtained independently by Lawton, Lee, and Shen [11] .
We finish this paper by an example about the L 2 -convergence of a subdivision scheme. By Theorem 3.2, the subdivision scheme associated with a converges in the L 2 -norm if and only if √ 1 + 4t 2 < √ 4; that is, |t| < √ 3/2.
