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Abstract
Forecasts are fundamental to decision making. The paradigm shift from deter-
ministic to probabilistic forecasts in recent decades facilitates accounting for the
forecaster’s uncertainty, and simultaneously poses new challenges in forecast eval-
uation.
The first part of this thesis is concerned with elementary measures of predictive
performance, and studies how these can be combined into measures with relevance
in real-world applications. We show that any scoring function that is consistent
for a quantile or an expectile functional can be represented as a mixture of ele-
mentary or extremal scoring functions that form a linearly parameterized family.
These elementary scores also relate to the more involved risk measure of expected
shortfall. Furthermore, first steps are made towards mixture representations of
interesting subclasses of proper scoring rules used to evaluate probabilistic fore-
casts of categorical events.
Mixture representations based on linearly parameterized families suggest graph-
ical tools which we term Murphy diagrams after the late Allan H. Murphy. Fore-
cast rankings may change with respect to the choice of performance measure,
and Murphy diagrams allow for the graphical inspection of all elementary scoring
functions simultaneously. They also confirm the presence or absence of dominance
relations, and provide checks of whether a claim of a forecaster’s superiority over
another is in line with personal preferences.
We move on to statistical significance tests for the hypothesis of equal predictive
performance. Again, we observe a distinct effect on the test performance with
respect to the choice of scoring criterion. Under certain conditions, the sign test,
which has commonly associated with poor discriminative ability of null hypothesis
violations, proves to be an effective choice.
And lastly, we address the issue of calculating a particular proper scoring rule,
the continuous ranked probability score. This scoring rule is of great interest
due to its broad applicability, but closed-form expressions can be difficult to find.
Often numerical approximation is necessary, or sampling methods need to be




Vorhersagen spielen im Hinblick auf die Entscheidungsfindung eine grundlegende
Rolle. Im Laufe der letzten Jahrzehnte hat ein Wandel von deterministischen hin
zu probabilistischen Vorhersagen stattgefunden, und dies erlaubt, die Unsicher-
heit einer Vorhersage miteinzubeziehen, stellt aber gleichzeitig neue Herausforde-
rungen an die Bewertung.
Der erste Teil dieser Dissertation beschäftigt sich mit elementaren Maßen für
Vorhersagegüte und damit, wie sie zu Maßen mit praktischer Relevanz verbunden
werden können. Wir zeigen, dass sich jede für ein Quantil- oder Expektilfunktio-
nal konsistente Bewertungsfunktion als Mischung von elementaren bzw. extre-
malen Bewertungsfunktionen, welche eine linear parametrisierte Familie bilden,
darstellen lässt, und untersuchen ferner, welche Beziehung zu Bewertungsfunktio-
nen für das Risikomaß Expected Shortfall besteht. Darüber hinaus werden erste
Schritte unternommen, um Mischungsdarstellungen für interessante Unterklassen
von Bewertungsregeln für probabilistische Vorhersagen kategorischer Ereignisse
zu finden.
Mischungsdarstellungen, die auf linear parametrisierten Familien beruhen, le-
gen ein grafisches Werkzeug nahe, das wir nach Allan H. Murphy als Murphy
Diagramm bezeichnen. Die Rangordnung von Vorhersagen kann sich abhängig
von der Wahl des Bewertungsmaßes ändern, und Murphy Diagramme erlauben
die gleichzeitige, grafische Untersuchung aller elementaren Bewertungsfunktio-
nen. Die An- oder Abwesenheit von Dominanzbeziehungen kann direkt abgelesen
werden, und Murphy Diagramme stellen ein Mittel dar, um zu überprüfen, ob
eine Schlussfolgerung zugunsten einer von zwei konkurrierenden Vorhersagen mit
den eigenen Präferenzen übereinstimmt.
Von dort gehen wir über zu statistischen Signifikanztests für die Hypothese
gleicher Vorhersagegüte. Wiederholt können wir beobachten, dass die Wahl des
Bewertungskriteriums einen deutlichen Einfluss auf das Verhalten der Tests hat.
Unter bestimmten Bedingungen zeigt sich der Vorzeichentest als besonders effek-
tiv, obwohl er üblicherweise mit schlechter Erkennungsrate einer Abweichung von
der Nullhypothese assoziiert wird.
Zuletzt beschäftigten wir uns mit dem Problem, eine bestimmte Bewertungsre-
gel, den continuous ranked probability score, zu berechnen. Diese Bewertungsregel
ist von besonderem Interesse aufgrund ihrer breiten Anwendbarkeit. Häufig sind
analytische Formen jedoch schwer zu finden, sodass es nötig wird numerisch zu
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The conquest to make predictions about the inherently uncertain future has been
a driving factor in many scientific endeavours. Today, we have access to a myriad
of physical models describing various processes in the real world to astonishing
degrees of accuracy. However, sources of uncertainty persist for any moderately
complex system, e.g. missing details in the model or lacking ability to collect
necessary data. As a result, forecasts can be issued in two main ways: point
forecasts with only limited information about the corresponding uncertainty, and
probabilistic forecasts which provide full information in the form of probability
distributions.
Of course, forecasts by themselves are never the ultimate goal. A purely statis-
tical approach can, on some occasion, produce models and forecasts which may
allow some inference of underlying structures. One may argue that statistics –
fitting functions to data, making and evaluating forecasts – plays an integral part
in the development of physical models. However, the main purpose of forecasts is
their fundamental contribution to decision making. Believing in the persistence of
the status quo may often result in reasonable actions, but correctly guessing the
direction of developments should allow for improvement. This is true in weather
prediction, but also in economic forecasting, where the market-driving processes
are inextricably linked to previously made predictions. In either case, expert
opinions and assessments are in perpetual demand and the question of trust-
worthiness, or genuine ability, arises naturally. So, how do we correctly measure
predictive performance? Are the criteria that determine a good forecast universal
or subjective, and how do they incorporate into a performance measure? Lastly,
if I base my choice of expert judgment on the only available data, their past
performance, how reliable are my conclusions? We will answer these questions to
some extent in the course of this thesis, bearing in mind that the complexity of
these questions may never lead to complete answers.
Chapter 2 introduces the probabilistic framework and mathematical objects,
i.e. performance measures, that have become state of the art in forecast evalu-
ation. By now, we have an ample range of performance measures for the above
mentioned types of forecasts. Point forecasts should be evaluated using consistent
scoring functions (Gneiting 2011), while probabilistic forecasts call for the use of
proper scoring rules (Gneiting and Raftery 2007).
A fundamental problem is the multiplicity of valid performance measures when
evaluating the quality of a forecast. Chapter 3 is concerned with the provision of
structure in the form of mixture representations. Typically, proper scoring rules,
and as a special case consistent scoring functions, are compositions of more basic,
elementary proper scoring rules. If we can identify these elementary scores, learn
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their properties, and find interpretations in terms of decision making, then we
may be able to increase our understanding of the more complex measures and
provide guidance in choosing the appropriate one for a given set of preferences.
While results from convex analysis by Johansen (1974) and Bronshtein (1978)
suggest that it may be futile to attempt a full classification of extremal scoring
rules, the restriction to certain subclasses, most prominently classes of consistent
scoring functions, seems a promising undertaking.
Chapter 4 builds on these results by focusing on classes of elementary scores
that can be linearly parameterized. This property allows simultaneous compar-
ison of all elementary scores in graphical representations which we call Murphy
diagrams, after the meteorologist Allan H. Murphy. These diagrams facilitate
considerations regarding the information sets and dominance relations of com-
peting forecasters. A related question is the stability of forecast rankings with
respect to the choice of performance measure.
Chapter 5 is concerned with a different type of a forecast ranking’s stability.
Statistical significance tests can be employed to determine if the accumulated
data exhibit sufficient indication of one forecaster’s superiority over another with
respect to sample size. While tests of this type have been developed a long time
ago, the choice of performance measure has an impact on the score distribution,
which in turn can sway the decision for or against the use of a certain test.
Chapter 6 deals with the problem of calculating a particular scoring rule, the
continuous ranked probability score. It is one of the most popular scoring rules
in practice and allows for the evaluation of predictive cumulative distribution
functions. This implies broad applicability across multiple disciplines where pre-
dictive distributions can be discrete, continuous, or mixtures thereof. As a special
case, it can be used to evaluate point forecasts where it becomes equivalent to
the absolute error. In view of a mixture representation of the continuous ranked
probability score in terms of consistent scoring functions for quantiles, it is our
hope that considerations regarding the numerical approximation are transferable
to more general classes of mixtures.
We conclude with a recapitulation of the most important results and an outline
of possible avenues for further research.
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2 Preliminaries on Forecasting
“What is a forecast? And when is it good?”
The importance of forecasting in many areas of decision making warrants careful
assessment of the predictive performance. To this end, concepts from probability
theory, decision theory, and convex analysis have been combined into a theoretical
framework.
It is important that forecasters are encouraged to make careful and honest
predictions, and this needs to be reflected by the performance measure. Further-
more, we need to have the capability of evaluating subjective beliefs of individual
forecasters, i.e. probability distributions, against a realizing observation. In this
context, point forecasts are special cases of probabilistic forecasts where informa-
tion about the uncertainty is discarded for ease of communication.
In a nutshell, we consider proper scoring rules that evaluate predictive distribu-
tions, and consistent scoring functions that assess point forecasts, i.e. extractions
from probabilistic forecasts, and both types of performance measures need to
encourage honest reporting under the assumption of expectation minimization.
This requires a general probabilistic framework where forecasts and observations
arise as elementary events in an underlying probability space.
2.1 Prediction spaces
A prediction space is a probability space tailored to the study of forecasting prob-
lems. Following the seminal work of Murphy and Winkler (1987), the prediction
space setting of Gneiting and Ranjan (2013) considers the joint distribution of
forecasts and observations. We focus on real-valued point forecasts, X, or CDF-
valued probabilistic forecasts, F , for a real-valued outcome, Y . For point fore-
casts, the elements of the respective sample space Ω can be identified with tuples
of the form
(X1, . . . , Xk, Y ) , (2.1)
where the point forecasts X1, . . . , Xk utilize information sets A1, . . . ,Ak ⊆ A,
respectively, with A being a σ-field on the sample space Ω. In measure theoretic
language, the information sets correspond to sub-σ-fields, and Xj is a real-valued
random quantity measurable with respect to Aj. The joint distribution of fore-
casts and observation is encoded by a probability measure Q on (Ω,A). In a
common generalization, we allow the forecasts in (2.1) to be CDF-valued random
quantities F1, . . . , Fk. An extended, more realistic notion of prediction space that
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Forecaster σ-field Predictive Distribution Mean α-Quantile
Climatological σ(∅) N (0, 2) 0
√
2zα
Perfect σ(µ) N (µ, 1) µ µ+ zα
Sign-reversed σ(µ) N (−µ, 1) −µ −µ+ zα
Unfocused σ(µ, τ) 12 (N (µ, 1) +N (µ+ τ, 1)) µ+
τ
2 µ+ zα,τ
Table 2.1: An example of a prediction space with four competing forecasters, where
those labeled ”Climatological” and ”Perfect” issue ideal predictions with
respect to their σ-field. The outcome is generated as Y |µ ∼ N (µ, 1), where
µ ∼ N (0, 1). The real-valued random variable τ is independent of µ and Y .
For α ∈ (0, 1) and τ ∈ R, we let zα = Φ−1(α), Φτ (x) = (Φ(x)+Φ(x−τ))/2,
and zα,τ = Φ
−1
τ (α), where Φ denotes the CDF of the standard normal
distribution.
allows for serial dependence between forecast-observation tuples has recently been
introduced by Strähl and Ziegel (2015).
A forecaster utilizes the information available to them optimally if the forecast
matches the conditional distribution of the outcome given the information set.
For point forecasts, this means matching a real-valued summary of the conditional
distribution, e.g. the expectation, and we refer to the mapping of a distribution
to its summary as functional.
Definition 2.1 (ideal forecasts). Let Gj = L(Y |Aj) be the conditional distribu-
tion of the outcome Y given forecaster j’s sigma field Aj, and let Gj 7→ T(Gj) ∈ R
be a well-defined, single-valued functional.
(a) A probabilistic forecast Fj is ideal relative to Aj if Fj = Gj almost surely.
(b) A point forecast Xj is ideal for T relative to Aj if Xj = T(Gj) almost
surely.
Any predictive distribution F can be reduced to a point forecast by extracting
the sought functional, T(F ). Generalizations to set-valued functionals, or mul-
tivariate functionals with appropriate adjustments to the prediction space, are
straight-forward.
To give an example, Table 2.1 revisits a scenario studied by Gneiting et al.
(2007) and Gneiting and Ranjan (2013). Here, the outcome is generated as
Y |µ ∼ N (µ, 1) where µ ∼ N (0, 1). Issuing the unconditional distribution of
the outcome Y as prediction, the climatological forecaster uses the uninformative
sigma field {∅,Ω} ideally. The perfect forecaster is ideal relative to the sigma field
generated by the random variable µ, and despite equivalent knowledge, the sign-
reversed prediction fails to be ideal. Lastly, even though the unfocused forecaster
makes use of his knowledge about µ, he also incorporates spurious information
from an independent variable τ . Unless τ equals zero almost surely, this leads to
non-ideal forecasts. Concerning functionals and corresponding point forecasts, we
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focus on quantiles and the mean or expectation functional. The respective point
forecasts for the climatological, perfect, sign-reversed, and unfocused forecaster
are shown in Table 2.1.
2.2 Proper scoring rules
Probabilistic forecasts can be evaluated using proper scoring rules. They assign
a numerical score based on a forecast-observation pair, where the expected score
measures the predictive distribution’s divergence from the true distribution. Issu-
ing the true data-generating distribution as probabilistic forecast minimizes the
expected score (Gneiting and Raftery 2007).
For the most common scenario1, a scoring rule is defined as a function S :
P × R → R̄ = R ∪ {∞}, where P is a class of probability measures on R. As a
minimal regularity condition, we require
EGS(P, Y )− EGS(G, Y ) ∈ R̄ (2.2)
for all P,G ∈ P . The difference in (2.2) is central to the concept of propriety and
gives a first insight to the problem of choosing a scoring rule in practice.
Definition 2.2 (proper scoring rules). A scoring rule S : P × R → R̄ is
proper relative to P if
EGS(P, Y ) ≥ EGS(G, Y ) (2.3)
for all P,G ∈ P. It is strictly proper if equality in (2.3) implies P = G.
Proper scoring rules encourage truth-telling. If a forecaster genuinely believes
that the observation follows the distribution G, then reporting G as his predictive
distribution minimizes his expected score. Propriety also directly relates to the
concept of an ideal forecast. If G is the conditional distribution of Y given some
information set A, then the best A-measurable prediction a forecaster can make
is G. Hence, a forecaster should report his genuine belief and take care to use
the available information optimally.
The minimized expected score EGS(G, Y ) is a functional that maps P to R.
We call this functional the entropy function E, and following Theorem 2.2 in
Gneiting and Raftery (2007) we have
S(G, y) = E(G)−
∫
R
E∗(G, x) dG(x) + E∗(G, y), (2.4)
where E∗(G, ·) : R 7→ R̄, called a supertangent in G ∈ P , satisfies
E(P )− E(G) ≤ EPE∗(G, Y )− EGE∗(G, Y ) ∈ R̄, for all P ∈ P .
1This definition can be generalized to work on any measurable space, e.g. categorical, multi-
variate, or spherical sample spaces. Here, we focus on (R,B) and a class P of corresponding
probability measures.
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This theorem connects the class of proper scoring rules to the class of concave,
real-valued functions on P , thus giving an idea of the wealth of available proper
scoring rules.
The logarithmic score (LS) is arguably the most popular proper scoring rule,
due to its connections to maximum-likelihood and information theory, and its
ease of implementation. Another reason is that its entropy function is finite for
all probability measures on B(R) with a Lebesgue density. The logarithmic score
is defined as
LS(P, y) = − log p(y),
where p denotes the density function of P and y is the observation. An appealing
property of the logarithmic score is locality, as motivated by Bernardo (1979, p.
689),
“[...] when assessing the worthiness of a scientist’s final conclusions,
only the probability he attaches to small interval containing the true
value should be taken into account.”
Intuitively, locality requires the existence of a probability density function which
can be a limitation for the logarithmic score in practice.
Another frequently used proper scoring rule is the continuous ranked probabil-
ity score (CRPS) introduced by Matheson and Winkler (1976). It can be given
in terms of the cumulative distribution function, in terms of the quantile func-
tion, or as a difference of expectations. Hence, it allows for the evaluation of
distributions without a density function. This comes at the cost of difficulties in
the implementation (see Chapter 6) and the requirement of a finite first moment.
The three equivalent representations (Gneiting and Raftery 2007; Matheson and
Winkler 1976; Laio and Tamea 2007) are as follows,
CRPS(P, y) = EP |Y − y| −
1
2








(1{y < Q(α)} − α)(Q(α)− y)dα, (2.7)
where F denotes the cumulative distribution function and Q denotes the quantile
function of P . The symbols Y and Y ′ denote independent random variables with
distribution P , and y is the observation.
2.3 Consistent scoring functions
In point prediction problems, simply requesting a value representing the fore-
caster’s best guess is an ill-posed approach. Without additional information this
leads to some forecasters reporting the subjectively most likely outcome while oth-
ers report their expectation, and in the worst case a forecaster’s unique preferences
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may lead to predictions with little value to anyone. This obscure amalgamation
of forecasts makes it difficult to draw meaningful conclusions.
Proper guidance facilitates interpretation when we know that reported values
are subjective expectations, for example. There are two options to ensure pre-
dictions are consistent with the desired objective. We can communicate which
loss function will be used to evaluate forecast performance and thus encourage
reporting of the Bayes act, or we can promise to use a loss function where the
Bayes act corresponds to a specified functional. These loss functions are called
consistent scoring functions.
The two most commonly used measures of performance for point forecasts are
the absolute error (AE)
AE(x, y) = |x− y|, (2.8)
and the squared error(SE)
SE(x, y) = (x− y)2, (2.9)
where the optimal point forecast,
x̂ = arg min
x
EFS(x, Y ), S ∈ {AE, SE}, (2.10)
that minimizes the expected loss, corresponds to the predictive distribution’s me-
dian and mean, respectively. This property makes the absolute error a consistent
scoring function for the median functional, and the squared error a consistent
scoring function for the mean or expectation functional.
A typical regularity assumption, mostly motivated by ease of interpretation,
is that consistent scoring functions assign a non-negative score with a zero value
attained for equality in the forecast-observation pair. In the following definition
of consistent scoring functions, we consider the possibility that functionals are
set-valued or multivariate.
Definition 2.3 (consistent scoring function). A scoring function ST : Rn ×
R→ R+0 is consistent for the functional T : P → Rn if
EGST(x, Y ) ≥ EGST(t, Y ) (2.11)
for all G ∈ P, all t ∈ T(G), and all point forecasts x ∈ Rn. It is strictly consistent
if equality in (2.11) implies x ∈ T(G).
Given a functional T and a corresponding scoring function ST, we can construct
a proper scoring rule S using the representation
S(F, y) = ST(tF , y), (2.12)
where tF ∈ T(F ) is a point forecast, extracted from the probabilistic forecast
F using the functional T. However, not every proper scoring rule admits a rep-
resentation (2.12), and not every functional admits a corresponding consistent
scoring function. We call a functional T elicitable when it does admit a strictly
consistent scoring function.
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Example 2.1. The Brier score,
BSθ(F, y) = (F (θ)− 1(y ≤ θ))2 (2.13)
evaluates exceedance probabilities with respect to an event threshold θ. It can
be written in terms of the functional T : F 7→ F (θ) and the following version of
the squared error,
SEθ(x, y) = SE(x,1(y ≤ θ)).
In Chapter 3, we examine the scoring functions that are consistent for quantile
and expectile functionals, and we also investigate those for the non-elicitable func-
tional expected shortfall. Remarkably, the bivariate functional of value-at-risk,
the finance literature’s name for the left-most quantile, and expected shortfall is
elicitable (Fissler and Ziegel 2016; Fissler et al. 2016).
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3 Mixture Representations
“What are the elementary measures of predictive performance?”
When evaluating probabilistic forecasts one chooses a proper scoring rule, thereby
incentivizing honest reporting of the forecaster’s subjective belief. However, the
class of proper scoring rules is uncountably large, and the choice affects which
forecasters are credited with superior ability relative to others. The current prac-
tice involves using multiple proper scoring rules for evaluation, each of which is
known to put an emphasis on a certain characteristic, e.g. one that focuses on
the location and one that evaluates spread or tail-behavior.
Ideally, we would find a class SΘ of elementary or extremal proper scoring
rules Sθ, parameterized by θ ∈ Θ, which fulfills two properties. Firstly, any
proper scoring rule S should admit a mixture representation over SΘ,
S(F, y) = a(y) +
∫
Θ
Sθ(F, y) dH(θ), (3.1)
for some nonnegative measure H on Θ, and some function a : R → R. And
secondly, the class SΘ should only contain elementary scoring rules Sθ in the
sense that the mixture representation (3.1) implies H = λδθ, where λ > 0 and δθ
denotes the Dirac measure in some uniquely determined θ ∈ Θ.
First steps have been made to provide such a structure, mostly for proper
scoring rules used in the evaluation of forecasts for binary events (Schervish 1989).
Recently, Ehm et al. (2016) have provided representations for scoring functions
which are consistent for the quantile and expectile functionals, which nests the
earlier discovery.
However, an extension from probability forecasts of binary to ternary or general
discrete variables does not appear to be feasible, due to results by Johansen (1974)
and Bronshtein (1978) in convex analysis. In a nutshell, Savage (1971) showed
that in the case of k categories, the proper scoring rules for probability forecasts
essentially are parameterized by the convex functions on the unit simplex in Rk,
a (k − 1)-dimensional subspace. Johansen (1974) and Bronshtein (1978) proved
that in the class of convex functions defined on a bounded domain in Rk, k ≥ 2,
the extremal functions lie dense, i.e. any non-extremal entropy function can be
approximated to arbitrary accuracy by an extremal member in the class of entropy
functions.
This immediately limits the results we can expect. Our main goal is find mean-
ingful subclasses of proper scoring rules that allow representations of the form
in (3.1). Prime candidates in terms of interpretability are classes of consistent
scoring functions due to their connection with certain functionals.
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3.1 Consistent scoring functions
3.1.1 Quantiles and expectiles
The functionals
Let F0 denote the class of the probability measures on the Borel-Lebesgue sets of
the real line, R. For simplicity, we do not distinguish between a measure F ∈ F0
and the associated cumulative distribution function (CDF). We follow standard
conventions and assume CDFs to be right-continuous.
In the case of quantiles, the functional might be set-valued. Specifically, the
quantile functional at level α ∈ (0, 1) maps a probability measure F ∈ F0 to the
closed interval [q−α,F , q
+
α,F ], with lower limit q
−
α,F = sup {s : F (s) < α} and upper
limit q+α,F = sup {s : F (s) ≤ α}. The two limits differ only when the level set
F−1(α) contains more than one point, so typically the functional is single-valued.
Any number between q−α,F and q
+
α,F represents an α-quantile and will be denoted
qα,F .
The expectation functional is well-defined with respect to the class F1 of the
probability measures with finite first moment. More generally, the expectile at





(t− y) dF (y) = α
∫ ∞
t
(y − t) dF (y),
where α = 1/2 corresponds to the mean functional (Newey and Powell 1987).
Scoring functions
The classes of the consistent scoring functions for quantiles and expectiles have
been described by Savage (1971), Thomson (1979), and Gneiting (2011), and we
review the respective characterizations in the setting of the latter paper, where
further detail is available.
Up to mild regularity conditions, a scoring function S is consistent for the
quantile functional at level α ∈ (0, 1) relative to the class F0 if and only if it is
of the form
S(x, y) = (1(y < x)− α) (g(x)− g(y)), (3.2)
where g is non-decreasing. The most prominent example arises when g(t) = t,
which yields the asymmetric piecewise linear scoring function,
S(x, y) =
{
(1− α) (x− y), y < x,
α (y − x), y ≥ x, (3.3)
that lies at the heart of quantile regression (Koenker and Bassett 1978; Koenker
2005). Similarly, a scoring function is consistent for the expectile at level α ∈
(0, 1) relative to the class F1 if and only if it is of the form
S(x, y) = |1(y < x)− α| (φ(y)− φ(x)− φ′(x)(y − x)), (3.4)
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(1− α) (x− y)2, y < x.
α (x− y)2, y ≥ x. (3.5)
This is the loss function used for estimation in expectile regression (Newey and
Powell 1987; Efron 1991), including the ubiquitous case α = 1/2 of ordinary least
squares regression.
In view of the representations (3.2) and (3.4), the scoring functions that are
consistent for quantiles and expectiles are parameterized by the non-decreasing
functions g, and the convex functions φ with subgradient φ′, respectively. In
general, neither g nor φ and φ′ are uniquely determined. We therefore select
special versions of these functions. Let I denote the class of all left-continuous
non-decreasing real functions g, and let C denote the class of all convex real
functions φ with subgradient φ′ ∈ I. This last condition is satisfied when φ′ is
chosen to be the left-hand derivative of φ, which exists everywhere and is left-
continuous by construction.
Mixture representations
In what follows, we use the symbol SQα to denote the class of the scoring functions
S of the form (3.2) where g ∈ I. Similarly, we write SEα for the class of the scoring
functions S of the form (3.4) where φ ∈ C. For all practical purposes, the families
SQα and SEα can be identified with the classes of the scoring functions that are
consistent for quantiles and expectiles, respectively. These classes appear to be
rather large. However, in either case the apparent multitude can be reduced to
a one-dimensional family of elementary scoring functions, in the sense that every
consistent scoring function admits a representation as a mixture of elementary
elements.
Theorem 3.1a (quantiles). Any member of the class SQα admits a representa-




SQα,θ(x, y) dH(θ) (x, y ∈ R), (3.6)
where H is a nonnegative measure and
SQα,θ(x, y) = (1(y < x)− α) (1(θ < x)− 1(θ < y))
=

1− α, y ≤ θ < x,
α, x ≤ θ < y,
0, otherwise.
(3.7)
The mixing measure H is unique and satisfies dH(θ) = dg(θ) for θ ∈ R, where g
is the nondecreasing function in the representation (3.2). Furthermore, we have
H(x)−H(y) = S(x, y)/(1− α) for x > y.
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Theorem 3.1b (expectiles). Any member of the class SEα admits a represen-




SEα,θ(x, y) dH(θ) (x, y ∈ R), (3.8)
where H is a nonnegative measure and
SEα,θ(x, y) = |1(y < x)− α| ((y − θ)+ − (x− θ)+ − (y − x)1(θ < x))
=

(1− α) |y − θ|, y ≤ θ < x,
α |y − θ|, x ≤ θ < y,
0, otherwise.
(3.9)
The mixing measure H is unique and satisfies dH(θ) = dφ′(θ) for θ ∈ R, where
φ′ is the left-hand derivative of the convex function φ in the representation (3.4).
Furthermore, we have H(x) − H(y) = −∂2S(x, y)/(1 − α) for x > y, where ∂2
denotes the left-hand derivative with respect to the second argument.
Proof. The specific structure of the scoring functions in (3.2) and (3.4) permits
us to focus on the case α = 1/2, with the general case α ∈ (0, 1) then being
immediate.
For Theorem 3.1a, the mixture representation (3.6), the fact that dH(θ) =
dg(θ) for θ ∈ R, and the relationship H(x) −H(y) = S(x, y)/(1 − α) for x > y,




{1(θ < x)− 1(θ < y)} dg(θ).
As the increments of H are determined by S, the mixing measure is unique.
For Theorem 3.1b, we associate with any function φ ∈ C the Bregman type
function of two variables
Φ(x, y) = φ(y)− φ(x)− φ′(x)(y − x) (x, y ∈ R). (3.10)
Then the mixture representation (3.8), the fact that dH(θ) = dφ′(θ) for θ ∈ R,
and the relationship H(x)−H(y) = −∂2S(x, y)/(1−α) for x > y, are immediate
consequences of the fact that for all φ ∈ C and x < y,















The case x > y is handled analogously, and the case x = y is trivial. Finally, as
the increments of H are determined by S, the mixing measure is unique.
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Note that the relations in (3.6) and (3.8) hold pointwise. In particular, the
respective integrals are pointwise well-defined. This is because for (x, y) ∈ R2 the
functions θ 7→ SQα,θ(x, y) and θ 7→ SEα,θ(x, y) are right-continuous, non-negative,
and uniformly bounded with bounded support, and because the non-decreasing
functions g and φ′ define non-negative measures dg and dφ′ that assign finite
mass to any finite interval. In particular, given any non-negative measure H
that assigns finite mass to any finite interval, the representations (3.6) and (3.8)
generate members of the classes SQα and SEα , respectively. Strict consistency is
obtained in case H assigns positive mass to any finite interval.
In the case of quantiles, the asymmetric piecewise linear scoring function cor-
responds to the choice g(t) = t in (3.2), so the mixing measure H in the represen-
tation (3.6) is the Lebesgue measure. The elementary scoring function SQα,θ arises
when g(t) = 1(θ < t), i.e., when H is a one-point measure in θ.
In the case of expectiles, the mixing measure for the asymmetric squared error
scoring function is twice the Lebesgue measure. The choice α = 1/2 recovers
the mean or expectation functional, for which existing parametric subfamilies







exp(ax)(y − x) (a 6= 0),
which nests the squared error loss in the limit as a→ 0, corresponds to the choice
φ(t) = a−2 exp(at) in (3.4). The mixing measure H in the representation (3.8)











− 1, b = 0,
y log y
x
− (y − x), b = 1,
of homogeneous scoring functions on the positive half line the mixing measure has
Lebesgue density h(θ) = θb−21(θ > 0), remarkably with no case distinction being
required. The elementary scoring function SEα,θ emerges when φ(t) = (t− θ)+ in
(3.4); here the mixing measure in (3.8) is a one-point measure in θ.
From a theoretical perspective, a natural question is whether the mixture repre-
sentations (3.6) and (3.8) can be considered Choquet representations in the sense
of functional analysis (Phelps 2001). A Choquet representation is a special, non-
redundant type of mixture representation. Specifically, a member S of a convex
class S is an extreme point of S if it cannot be written as an average of two other
members, i.e., if S = (S1 + S2)/2 with S1, S2 ∈ S implies S1 = S2 = S. Our mix-
ture representations qualify as Choquet representations if the elementary scores
SQα,θ and S
E
α,θ form extreme points of the underlying classes of scoring functions.
This cannot possibly be true for our classes SQα and SEα because they are invariant
under dilations, hence admit trivial average representations built with multiples
of one and the same scoring function. Therefore, the families SQα and SEα need to
be restricted suitably. Specifically, let the class I1 consist of all functions g ∈ I
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such that limx→−∞ g(x) = 0 and limx→+∞ g(x) = 1. Similarly, let C1 denote the
family of all φ ∈ C such that φ(0) = 0 and φ′ ∈ I1. These classes are convex,
and so are the associated subclasses of the families SQα and SEα , which we denote





members of these restricted families.
Proposition 3.1a (quantiles). For every α ∈ (0, 1) and θ ∈ R, the scoring
function SQα,θ is an extreme point of the class SQ,1α .
Proposition 3.1b (expectiles). For every α ∈ (0, 1) and θ ∈ R, the scoring
function SEα,θ is an extreme point of the class SE,1α .
Proof. The specific structure of the scoring functions in (3.2) and (3.4) permits
us to focus on the case α = 1/2, with the general case α ∈ (0, 1) then being
immediate.
In the case of the elementary quantile scoring function (3.7), suppose that
SQα,θ = (S1 +S2)/2, where S1 and S2 are of the form (3.2) with associated functions
g1, g2 ∈ I1. Then
g1(x)− g1(y) + g2(x)− g2(y) =

2, y ≤ θ < x,
−2, x ≤ θ < y,
0, otherwise.
As g1, g2 ∈ I1 we have gj(x)− gj(y) ∈ [0, 1] if y ≤ x, and gj(x)− gj(y) ∈ [−1, 0]
if x ≤ y, where j = 1, 2. It follows that
g1(x)− g1(y) = g2(x)− g2(y) =

1, y ≤ θ < x,
−1, x ≤ θ < y,
0, otherwise.
This coincides with the value distribution of g(x) − g(y) when g(x) = 1(θ < x),
whence indeed S1 = S2 = S
Q
α,θ.
In the case of the elementary expectile scoring function (3.9), suppose that
SEα,θ = (S1 +S2)/2, where S1 and S2 are of the form (3.4) with associated functions
φ1, φ2 ∈ C1. Let Φ1,Φ2 be defined as in (3.10). Then
Φ1(x, y) + Φ2(x, y) = 4S
E
1/2,θ(x, y).
Taking left-hand derivatives with respect to y, we obtain
φ′1(y)− φ′1(x) + φ′2(y)− φ′2(x) =

−2, y ≤ θ < x,




2 ∈ I1, we may apply the same argument as in the quantile case to
show that φ′1(x) − φ′1(y) = φ′2(x) − φ′2(y) = 1(θ < x) − 1(θ < y), whence




We thus have furnished Choquet representations for subclasses of the consis-
tent scoring functions for quantiles and expectiles. In the extant literature, such
Choquet representations have been known in the binary case only, where y = 1
corresponds to a success and y = 0 to a non-success, so that the mean, p ∈ [0, 1],
of the predictive distribution provides a probability forecast for a success. In this





(pφ′(p)− φ(p)), S(p, 1) = 1
2
(φ(1)− φ(p)− (1− p)φ′(p)).




SBθ (p, y) dH(θ), (3.11)
where H is a nonnegative measure and




θ, y = 0, p > θ,
1− θ, y = 1, p ≤ θ,
0, otherwise.
(3.12)
Up to unimportant conventions regarding coding, scaling, and gain-loss orien-
tation, this recovers the well known mixture representation of the proper scoring
rules for probability forecasts of binary events (Shuford et al. 1966; Schervish
1989). Different choices of the mixing measure yield the standard examples of
scoring rules in this case; see Buja et al. (2005) and Table 1 in Gneiting and
Raftery (2007). The widely used Brier score,
S(p, 0) = p2, S(p, 1) = (1− p)2, (3.13)
arises when H is twice the Lebesgue measure.
We close the section by noting a fundamental connection between the extremal
scoring rules for quantiles, expectiles, and probabilities in (3.7), (3.9), and (3.12),





= 2SE1/2,1−α(1− F (θ),1(y > θ)) (3.14)
for every α ∈ (0, 1) and θ ∈ R. This relation can facilitate computations, partic-
ularly in synthetic settings, as we exemplify in Example 4.2.
Order sensitivity
The extremal scoring functions SQα,θ and S
E
α,θ are not only consistent for their
respective functional, they in fact enjoy the stronger property of order sensitivity.
Generally, a scoring function S is order sensitive for the functional F 7→ T(F )
relative to the class F if, for all F ∈ F , all t ∈ T(F ), and all x1, x2 ∈ R,
x2 ≤ x1 ≤ t =⇒ EF [S(x2, Y )] ≥ EF [S(x1, Y )],
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and
t ≤ x1 ≤ x2 =⇒ EF [S(x1, Y )] ≤ EF [S(x2, Y )].
The order sensitivity is strict if the above continues to hold when the inequalities
involving x1 and x2 are strict. As before, we denote the class of the Borel proba-
bility measures on R by F0, and we write F1 for the subclass of the probability
measures with finite first moment.
Proposition 3.2a (quantiles). For every α ∈ (0, 1) and θ ∈ R, the extremal
scoring function SQα,θ is order sensitive for the α-quantile functional relative to
F0.
Proposition 3.2b (expectiles). For every α ∈ (0, 1) and θ ∈ R, the extremal
scoring function SEα,θ is order sensitive for the α-expectile functional relative to
F1.
Proof. In the case of the elementary quantile scoring function SQα,θ in (3.7) suppose
first that x2 < x1 ≤ qα,F . Since
SQα,θ(x2, y)− S
Q
α,θ(x1, y) = (1(y ≤ θ)− α) (1(θ < x2)− 1(θ < x1)),
we have
EF [SQα,θ(x2, Y )]− EF [S
Q
α,θ(x1, Y )] = (F (θ)− α) (1(θ < x2)− 1(θ < x1)).
The second factor on the right-hand side vanishes unless θ ∈ [x2, x1), and under
this latter condition we have F (θ) ≤ α and 1(θ < x2) − 1(θ < x1) = −1,
whence the desired expectation inequality. The case qα,F ≤ x1 < x2 is handled
analogously.
In the case of the elementary expectile scoring function SEα,θ in (3.9) we assume
first that x2 < x1 ≤ t, where t denotes the α-expectile of F . Since
SEα,θ(x2, y)−SEα,θ(x1, y) = ((1− α)(θ − y)+ − α(y − θ)+) (1(θ < x2)− 1(θ < x1)),
we get
EF [SEα,θ(x2, Y )]− EF [SEα,θ(x1, Y )]
= ((1− α)EF (θ − Y )+ − αEF (Y − θ)+) (1(θ < x2)− 1(θ < x1)).
As the first term on the right-hand side is strictly increasing in θ and has a
unique zero at the α-expectile of F , the proof can be completed in the same way
as above.
Owing to the mixture representations (3.6) and (3.8), the order sensitivity of
the extremal scoring functions transfers to all consistent scoring functions. Strict
order sensitivity applies if the functions g and φ′ in (3.2) and (3.4), respectively,
are strictly increasing. For suitably large classes F , the respective condition
is also necessary. Analogous relationships hold in regard to (strict) consistency.
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Recent studies of elicibility have revealed that (strict) order sensitivity and (strict)
consistency are in fact equivalent in quite general settings (Nau 1985; Lambert
2013; Steinwart et al. 2014; Bellini and Bignozzi 2015). These results rely on
continuity conditions on the scoring function, and do not readily apply in our
framework.
Economic interpretation
Our results in the previous section give rise to natural economic interpretations of
the extremal scoring functions SQα,θ and S
E
α,θ, along with the quantile and expectile
functionals themselves. In either case, the interpretation relates to a binary
betting or investment decision with random outcome, y.
In the case of the extremal quantile scoring function SQα,θ in (3.7), the payoff
takes on only two possible values, relating to a bet on whether or not the outcome
y will exceed the event threshold θ. Specifically, consider the following payoff
scheme, which is realized in spread betting in prediction markets (Wolfers and
Zitzewitz 2008):
• If Quinn refrains from betting, his payoff will be zero, independently of the
outcome y.
• If Quinn enters the bet and y ≤ θ realizes, he loses his wager, ρL > 0.
• If Quinn enters the bet and y > θ realizes, his winnings are ρG > ρL, for a
gain of ρG − ρL.
The top left matrix in Table 3.1 summarizes Quinn’s payoff under the decision
rule enter the bet if and only if x > θ, where x is Quinn’s point forecast. This
payoff scheme is equivalent to the extremal scoring function SQα,θ. To demonstrate
this, we shift attention from positively oriented payoffs to negatively oriented
regrets, which we define as the difference between the payoff for an oracle and
Quinn’s payoff. Here the term oracle refers to a (hypothetical) omniscient bettor
who enters the bet if and only if y > θ realizes, which would yield an ideal payoff
ρG − ρL if y > θ, and zero otherwise. Quinn’s regret equals the extremal score
SQα,θ(x, y) except for an irrelevant multiplicative factor. This is illustrated in the
bottom left matrix in the table and corresponds to the classical, simple cost-loss
decision model (Richardson 2012). In decision theoretic terms, the distinction
between payoff and regret is inessential, because the difference depends on the




∈ (0, 1), (3.15)
and the quantile qα,F is computed from Quinn’s predictive CDF, F , for the future
outcome y.1 In summary, Quinn is willing to accept the bet if qα,F > θ.
1For simplicity, we assume that F is strictly increasing.
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Quantiles Expectiles
Monetary Payoff Monetary Payoff
y ≤ θ y > θ
x ≤ θ 0 0
x > θ −ρL ρG − ρL
y ≤ θ y > θ
x ≤ θ 0 0
x > θ −(1− κL)(θ − y) (1− κG)(y − θ)
Score (Regret) Score (Regret)
y ≤ θ y > θ
x ≤ θ 0 ρG − ρL
x > θ ρL 0
y ≤ θ y > θ
x ≤ θ 0 (1− κG)(y − θ)
x > θ (1− κL)(θ − y) 0
Table 3.1: Overview of payoff structures for decision rules of the form enter the
bet/invest if and only if x > θ. Monetary payoffs are positively ori-
ented, whereas scores are negatively oriented regrets relative to an oracle.
In the left column, the regret equals the extremal score SQα,θ(x, y), where
α = (ρG − ρL)/ρG, up to a multiplicative factor. In the right column,
the regret is SEα,θ(x, y), where α = (1 − κG)/(2 − κG − κL), again up to a
multiplicative factor.
In the case of the extremal expectile scoring function SEα,θ in (3.4), the payoff
is real-valued. Specifically, suppose that Eve considers investing a fixed amount
θ into a start-up company, in exchange for an unknown, future amount y of the
company’s profits or losses. The payoff structure then is as follows:
• If Eve refrains from the deal, her payoff will be zero, independently of the
outcome y.
• If Eve invests and y ≤ θ realizes, her payoff is negative, at −(1−κL)(θ−y).
Here, θ − y is the sheer monetary loss, and the factor 1 − κL accounts for
Eve’s reduction in income tax, with κL ∈ [0, 1) representing the deduction
rate.2
• If Eve invests and y > θ realizes, her payoff is positive, at (1− κG)(y − θ),
where κG ∈ [0, 1) denotes the tax rate that applies to her profits.
The top right matrix in Table 3.1 shows Eve’s payoff under the decision rule
enter the deal if and only if x > θ, where x is Eve’s point forecast. In order
to show that the payoff is equivalent to the extremal scoring function SEα,θ, we
again shift attention to regrets relative to an omniscient investor or oracle who
2In financial terms, the loss acts as a tax shield. The linear functional form assumed here is not
unrealistic, even though it is simpler than many real-world tax schemes, where nonlinearities
may arise from tax exemptions, progression, etc.
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enters the deal if and only if y > θ occurs, which would yield the ideal payoff
(1 − κG)(y − θ)+. As seen in the bottom right matrix, Eve’s regret equals the
extremal score SEα,θ(x, y), up to a multiplicative factor. This implies that Eve’s
optimal decision rule is to enter the deal if and only if the expectile at level
α =
1− κG
2− κG − κL
∈ (0, 1) (3.16)
of her predictive CDF, F , exceeds θ.
Therefore, expectiles induce optimal decision rules in investment problems with
fixed costs and differential tax rates for profits versus losses. The mean arises in
the special case when α = 1/2 in (3.16). It corresponds to situations in which
losses are fully tax deductible (κG = κL) and nests situations without taxes
(κG = κL = 0). Tough taxation settings where κL < κG shift Eve’s incentives
toward not entering the deal and correspond to expectiles at levels α < 1/2. For
example, if losses cannot be deducted at all (κL = 0), whereas profits are taxed
at a rate of κG = 1/2, Eve will invest only if the expectile at level α = 1/3 of
her predictive CDF, F , exceeds the deal’s fixed costs, θ. Note that we permit the
case θ < 0, which may reflect subsidies or tax credits, say.
The elementary score SBθ for probability forecasts of a binary event in (3.12)
is obtained as the further special case that arises when α = 1/2 and y ∈ {0, 1}.
Then |y − θ| ∈ {θ, 1 − θ}, so that the payoffs in the bottom right matrix of
Table 3.1 attain only two possible values. Hence, θ can be interpreted as a cost-
loss ratio. We emphasize that this latter interpretation is specific to the binary
case. In the general setting where y is continuous, θ takes the role of an event
threshold, whereas α governs the costs of under- versus overprediction relative to
this threshold.
The above interpretation of expectiles attaches an economic meaning to this
class of functionals, which thus far seems to have been missing; e.g., Schulze Wal-
trup et al. (2015, p. 434) note that “expectiles lack an intuitive interpretation”.3
The foregoing may also bear on the debate about the revision of the Basel pro-
tocol for banking regulation, which involves contention about the choice of the
functional of in-house risk distributions that banks are supposed to report to
regulators (Embrechts et al. 2014). Recently, expectiles have been put forth as
potential candidates, as it has been proved that expectiles at level α ≥ 1/2 are
the only elicitable law-invariant coherent risk measures (Ziegel 2016; Bellini and
Bignozzi 2015; Delbaen et al. 2016). See McNeil et al. (2015, Chapters 8 and 9)
for a recent textbook treatment of these concepts and Fissler et al. (2016) for a
discussion of the use of consistent scoring functions in financial regulation.
3In very recent work, Bellini and Di Bernardino (2015) offer a succinct financial interpretation




Expected shortfall (ES), being a conditional expectation, is well-defined with
respect to the class F1 of the probability measures with finite first moment. At







in close dependence on Value-at-Risk (VaR),
VaRα(F ) = inf{z ∈ R : F (z) ≥ α},
which is equivalent to q−α,F , the left-most α-quantile.
As popular measures of tail risk in the modeling of a financial asset’s return,
VaRα and ESα will typically have negative values and VaRα ≥ ESα always holds.
This corresponds to the sign convention of utility functions as used in Delbaen
(2012). Both VaRα and ESα are functionals of the return distribution F . Fol-
lowing Fissler and Ziegel (2016), one can stack the two functionals to obtain the
two-dimensional functional
Tα(F ) = (VaRα,ESα)(F ).
Scoring functions
Fissler and Ziegel (2016) have recently characterized the family of scoring func-
tions which are consistent for Tα. These scoring functions take the form S(x1, x2, y),
where x1 is the forecast of VaRα, x2 is the forecast of ESα, and y is the realization.
By imposing the restriction x1 ≥ x2, we rule out irrational forecasts that violate
the logical necessity that VaRα ≥ ESα. Again, we consider normalized scores for
which S(y, y, y) = 0 holds true, even though other normalizations can easily be
accommodated. Corollary 5.5 of Fissler and Ziegel (2016) implies that scoring
functions S of the form




(1(y < x1)− α)(x1 − y)
+ φ(y)− φ(x2)− φ′(x2)(y − x2),
(3.17)
are consistent for Tα with respect to F1, where g ∈ I and φ ∈ C+. The symbol
C+ denotes the class of convex functions φ ∈ C with subgradient φ′ ∈ I such that
limx→−∞ φ
′(x) = 0. If φ′ is strictly increasing and strictly positive, we obtain
strict consistency. For example, the choice g(z) = 0, φ(z) = exp(z) satisfies all of
these requirements. Subject to regularity assumptions, all normalized consistent
scoring functions are of the form (3.17).
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Note that the equation (3.17) is a combination of equations (3.2), (3.3), and
(3.4). Keeping in mind that the choice of φ is restricted compared to (3.4), we take
two consistent scoring functions, one for the α-quantile and one for the mean, and
then add a mixed term consisting of φ
′(x2)
α
and the asymmetric piecewise linear
score (3.3).
Mixture representation
In what follows, we use the symbol SESα to denote the class of the scoring functions
S of the form (3.17) where g ∈ I and φ ∈ C+. The family of consistent scoring
functions described in (3.17) is rich, and it is hard to justify specific choices of
g and φ on economic grounds. Furthermore, there is no empirical guidance as
to the choice of g and φ in practice. Motivated by these concerns, the following
result provides a mixture representation for consistent scoring functions in the
class SESα .
Theorem 3.2 (VaR, ES). Any member of the class SESα admits a representation
of the form
S(x1, x2, y) = S
Q
α (x1, y) +
∫ ∞
−∞
SESα,θ(x1, x2, y) dH(θ) (x1, x2, y ∈ R, x1 ≥ x2),
(3.18)
where SQα ∈ SQα , H is a nonnegative measure which is finite on all intervals of the
form (−∞, x], x ∈ R, and
SESα,θ(x1, x2, y) =
1(θ < x2)
α
(1(y < x1)− α)(x1 − y) + 2 SE1/2,θ(x2, y).
The mixing measure H is unique and satisfies dH(θ) = dφ′(θ) for θ ∈ R, where
φ′ is the left-hand derivative of the convex function φ in the representation (3.17).
Proof. The mixture representation (3.18), the uniqueness of H, and the fact that
dH(θ) = dφ′(θ) for θ ∈ R, are immediate consequences of Theorems 3.1a and





Note that the first term SQα in (3.18) has its own mixture representation (3.6).
The subsequent integral corresponds to the evaluation of ESα, conditional on
VaRα, where the associated elementary score S
ES
α,θ(x1, x2, y) takes a more complex
form in that it depends on both forecasts x1 and x2, and the realization y.
Relationship to option pricing
In recent years, the connection between Value-at-Risk, expected shortfall, and



































Figure 3.1: The convex curve described by (3.20) separates contracts with positive and
negative expected profit. The straight line indicates available contracts.
On the left, a positive writing decision x2 > θ should be made due to the
availability of contracts with positive expected profit, where the optimal
strike price x1 equals VaR1/2(F ). On the right, all contracts offer negative
expected profit, so an optimal decision is to not sign any contract, i.e.
x2 ≤ θ.
Our extremal score SESα,θ is equivalent in decision-theoretic terms to the European
short put option with its profit described by
π = P − (K − S)+,
where P is the put option’s price, K is the strike price, and S is the spot price.
We see the extremal scores’ relation to π by identifying the spot price S with
y, the strike price K with x1, and by imposing α(x1 − θ) as the premium P ’s
structure, such that
π = α(x1 − θ)− (x1 − y)+
= α(y − θ)+ − αSESα,θ(x1, x2, y),
(3.19)
conditional on a positive writing decision x2 > θ. Actions are limited to the
choice of x1 and x2, corresponding to the strike price and the writing decision,
respectively. The first term, α(y − θ)+, describes the best case scenario without
playing a role in the decision-making problem, while the second term can be
interpreted as the regret, solely determining the best course of action.
Let F denote a market participant’s belief about the spot price of a given asset.
We can find equilibria where a participant is indifferent between buying and
writing a put option. As an example, the Black-Scholes pricing model calculates
P = α(VaRα(F )− ESα(F )) (3.20)
under a geometric Brownian motion propagation of the current stock price. For
simplicity, we omit the multiplicative factor related to the risk-free interest rate.
Figure 3.1 mimics the investment decision for an European short put option
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on the DAX (German stock index) with one month maturity, where the avail-
able contracts are restricted by the premium’s price structure as in (3.19) with
α = 1/2. The convex curve described by (3.20) separates contracts with positive
and negative expected profit based on the subjective belief F , i.e. considerations
such as the distribution model, volatility, and trend. The figure illustrates that
under the extremal score SSE1/2,θ, the functional VaR1/2 always leads to an opti-
mal choice for x1, while x2 can be anything that lies on the same side of θ as
ES1/2(F ). Clearly, when θ is sufficiently small, suboptimal choices of x1 still lead
to acceptable contracts with positive expected profit.
3.2 Proper scoring rules
An interesting question is whether there might be mixture representations in
terms of interpretable elementary scores for proper scoring rules. As noted, a
scoring rule S(F, y) assigns a loss or penalty when we issue the predictive CDF
F and y realizes, and for a scoring rule to be proper, the expectation inequalities
in (2.3) need to hold.
In the following, we investigate the existence of mixture representations for
proper scoring rules via the equivalent representations using corresponding en-
tropy functions.
Proposition 3.3a. If a mixture representation of a proper scoring rule S in




Sθ(F, y) dH(θ), (3.21)
exists, for all F and y, then a mixture representation of an entropy function G




Gθ(F ) dH(θ), (3.22)
exists, for all F .
Proposition 3.3b. If a mixture representation of an entropy function G in
terms of entropy functions Gθ, as in (3.22), exists for all F , then a mixture
representation of a proper scoring rule S corresponding to G in terms of proper
scoring rules Sθ corresponding to Gθ, as in (3.21), exists for all F and y.













using Fubini’s Theorem. For Proposition 3.3b, let a representation as in (3.22)
exist, and let Sθ be proper scoring rules with entropy functions Gθ. Then, S
defined as in (3.21) is a proper scoring rule corresponding to G.
23
logarithmic








































Figure 3.2: Illustration of the mixture representations in the binary case for quadratic,
logarithmic, and spherical score as defined in equations (3.34), (3.35),
and (3.36). The respective entropy functions are displayed in red, and
the corresponding weighted extremal entropy functions (3.23), for θ =
0.125, 0.25, 0.5, are shown in grey. Maxima of the weighted extremal en-
tropy functions are indicated in black.
The classical zero-one score for binary events, where a forecast is made as a
single value p ∈ [0, 1] for the probability of success, is defined by the scoring rule
SBθ (p, y) =

θ, y = 0, p > θ,
1− θ, y = 1, p ≤ θ,
0, otherwise,
where θ ∈ (0, 1) can be interpreted as a cost-loss ratio. The corresponding entropy
function is given by
Gθ(p) = min(p, θ)− θp. (3.23)
In the previous section, and earlier by Schervish (1989), it was shown that under
mild regularity conditions any proper scoring rule for binary events can be con-
structed by integration over the family of asymmetric zero-one scores. According
to Proposition 3.3a, given the entropy function G of a proper scoring rule, we can





for all p ∈ (0, 1). Figure 3.2 provides a visual representation for some of the scores
reviewed by Gneiting and Raftery (2007).
3.2.1 Categorical events
We start with some notation that is specific to categorical events described by
























Figure 3.3: At left, we have a two-dimensional representation of ∆2 (and B2) which we
subsequently use for levelplots, as exemplified at right. Here, we visualize
the entropy function (3.31) with parameter choices θ = 5/7 and j = 1.
considerations,
Hm−1 = {(p1, . . . , pm) ∈ Rm : p1 + . . .+ pm = 1}, (3.24)
∆m−1 = {(p1, . . . , pm) ∈ Hm−1 : p1, . . . , pm ≥ 0}, (3.25)
Sm−1 = {(p1, . . . , pm) ∈ Hm−1 : ‖p− cm‖ = rm}, (3.26)
Bm−1 = {(p1, . . . , pm) ∈ Hm−1 : ‖p− cm‖ < rm}, (3.27)
where cm = (
1
m







, and ‖·‖ denotes the Euclidean distance.
The most general is the hyperplane Hm−1 such that the sum of all components
equals 1. An additional restriction of non-negativity in each dimension gives
the standard (m − 1)-simplex ∆m−1 which can be identified with the class of
probability distributions for m categories. As a regular polytope, the standard
simplex has a circumscribed sphere Sm−1 with center cm and radius rm. The
corresponding convex hull without its extremal points is denoted by Bm−1.
In the representation by Savage (1971), any concave function G : ∆m−1 → R
with super-gradient G′ induces a proper scoring rule S : ∆m−1 × Ωm → R by the
relationship
S(p, i) = G(p) + 〈G′(p), ei − p〉, (3.28)
where 〈·, ·〉 denotes the standard scalar product and ei is the i-th unit vector in
Rm. The entropy function G is called regular if it attains the same value (usually
zero) for all extremal probability distributions. Formally, this can be expressed
as
G(ej) = G(ek) (3.29)
for all j, k = 1, . . . ,m.
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Separable entropy functions
An entropy function G : ∆m−1 → R is separable if there exist m concave functions





A multivariate generalization of the entropy function for binary events in (3.23),
is the concave function
GAθ, j(p) = min(pj, θ)− θ pj, (3.31)
which belongs to a family that is parameterized by the domain ΘA = (0, 1)×Ωm.
Figure 3.3 illustrates this entropy function in a level plot for m = 3. The entropy
function in (3.31) is separable, and also extremal in the class of concave functions
on Hm−1 as a result of describing the minimum of two affine functions (Johansen
1974; Bronshtein 1978). It defines a multivariate version of the asymmetric zero-
one score for binary events,
SAθ, j(p, i) =

θ, i 6= j, pj > θ,
1− θ, i = j, pj ≤ θ,
0, otherwise.
(3.32)







where each Hj is a non-negative measure on (0, 1). Thus, the class of multivariate
asymmetric zero-one scores spans the class of proper scoring rules for categorical
events with regular separable entropy functions, and furthermore, any mixture of
separable entropy functions is again separable.
Example 3.1. We give three examples of entropy functions, visualized in Figure
3.4, only two of which are separable for m > 2.




pj log pj, (3.34)
admits a representation as in (3.33), where Hj(θ) = log(θ) for all j =
1, . . . ,m.




























Figure 3.4: Levelplots of the entropy functions (3.34), (3.35), and (3.36), from Example
3.1 on ∆2.








and therefore only admits a representation as in (3.33) for m = 2. In the
binary case, all entropy functions are separable since they can always be
fully described as a function of p1.
Directional scoring rules
We are now interested in non-separable generalizations of the binary asymmetric
zero-one score,
SBθ (p, y) =

θ, y = 0, p > θ,
1− θ, y = 1, p ≤ θ,
0, otherwise.
The parameter θ in this scoring rule divides the interval [0, 1] into subintervals
[0, θ] and (θ, 1] on which the score of a binary distribution described by p ∈ [0, 1]
is constant. This introduces the notion of directionality. All distributions p to
the left of θ receive the same score, and analogously for all distributions to the
right of θ.
Definition 3.1 (directional scoring rules). A proper scoring rule Sθ for events
with m categories is directional with respect to θ ∈ Hm−1 if
Sθ(p, i) = Sθ(p0, i) (3.37)
for all i = 1, . . . ,m, whenever p0 ∈ ∆m−1 and p lies in the intersection of ∆m−1
and the ray
−→




θ + λ(p0 − θ) : λ > 0
}
.
We denote the respective class of proper scoring rules by SDθ .
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Proper scoring rules are essentially supergradients of their corresponding en-
tropy functions. For a given ray
−→
θp0, the entropy function of a directional proper
scoring rule Sθ ∈ SDθ satisfies the functional equation
Gθ(p) = Gθ(θ) + 〈G′θ(p), p− θ〉 (3.38)
for all p ∈
−→
θp0, where the supergradient G
′





Sθ(p0, 1), . . . , Sθ(p0,m)
)′
.
Naturally, the functional equation (3.38) needs to hold for any ray with origin θ ∈
Hm−1. Entropy functions that satisfy (3.38) for all rays admit a representation
of the form
Gθ(p) = g(p− θ) + aθ(p), (3.39)
where aθ is an affine function in p, and g : {x ∈ Rm : x1 + · · ·+ xm = 0} → R is
a concave function that satisfies
g(λx) = λg(x)
for all λ > 0, i.e. that is positive homogeneous of degree 1. We use the symbol GDθ
to denote the class of entropy functions that are of the form (3.39). This class is
a generalization of the extremal entropy functions (3.23) for the binary case to an
arbitrary number of categories m. Note that the entropy functions of directional
scoring rules are typically non-separable.
We can now give the following version of the Savage (1971) representation,
S(p, i) = G(p) + 〈G′(p), ei − p〉,
for the special case of directional proper scoring rules. A proper scoring rule Sθ
is a member of the class SDθ if and only if there exists a representation
Sθ(p, i) = Gθ(θ) + 〈G′θ(p), ei − θ〉, (3.40)
where Gθ is a member of GDθ with corresponding supergradient G′θ.
Natural questions regarding this class are for the extremal members and possi-
ble mixture representations. Results by Johansen (1974) and Bronshtein (1978)
suggest that the members of GDθ that are of the form (3.41) are indeed extremal.
However, it remains to be shown whether all extremal members are of that form.
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Conjecture 3.1 (extremal members of GDθ ). Any extremal member of the




for some j ∈ {1, . . . ,m}, where the αi : Hm−1 → R are affine functions with an
intersection
Ij = {p : α1(p) = . . . = αj(p)},
such that θ ∈ Ij and dim(Ij) = m− j.
We leave further investigations into the class of extremal members, and the re-
sulting mixture representations, to future research. For now, we confine ourselves
to the illustration of select directional proper scoring rules.
Example 3.2. We give three examples of directional proper scoring rules and
their entropy functions, which are visualized in Figure 3.5.
(a) Consider the regular entropy functions of proper scoring rules that are di-
rectional with respect to θ ∈ ∆m−1, which correspond to extremal members
with k = 2. Subject to rescaling, these entropy functions can be written as
Gθ,φ(p) = min (〈p, φ〉, 〈θ, φ〉)−
m∑
j=1
pj min (〈ej, φ〉, 〈θ, φ〉) (3.42)
where φ ∈ Sm−1. One proper scoring rule corresponding to Gθ,φ is given by
Sθ,φ(p, i) =
{
〈θ , φ〉 −min(〈ei, φ〉, 〈θ, φ〉), 〈p, φ〉 > 〈θ, φ〉,
〈ei, φ〉 −min(〈ei, φ〉, 〈θ, φ〉), 〈p, φ〉 ≤ 〈θ, φ〉,
(3.43)
with multiple options for the supergradient G′θ,φ on the intersection 〈p, φ〉 =
〈θ, φ〉 of the two affine functions.
The proper scoring rule Sθ,φ is a generalization of the multivariate asymmet-
ric zero-one score SAθ,j from (3.32), where the additional instances of entropy
functions are all non-separable. The multivariate asymmetric zero-one score
can be recovered by choosing φ = ej.
(b) The directional oblique elliptical score is generated by
g(x) = −‖x‖, (3.44)
and choosing the affine function aθ in (3.39) to ensure regularity of the
resulting entropy function. Adding an affine function distorts the spherical
level sets of ‖x‖ depending on the choice of θ ∈ Hm−1 leading to the entropy
function and corresponding proper scoring rule
Gθ(p) = −‖p− θ‖+
m∑
j=1
pj‖ej − θ‖, (3.45)
Sθ(p, i) =
{〈
− p−θ‖p−θ‖ , ei − θ
〉
+ ‖ei − θ‖, p 6= θ,




















Figure 3.5: Levelplots of the entropy functions (3.42), (3.45), and (3.47), from Example









and φ such that φ − cm is
orthogonal to θ − cm.
The parameter space for entropy functions of the form (3.45) can readily
be extended to Rm, thus losing the directionality property but generating
strictly proper scoring rules when θ does not lie in the hyperplane Hm−1.
A common choice is θ = 0 which yields the spherical score (3.36).
(c) Another interesting proper scoring rule, the directional oblique spherical
score, is generated by a variation of the function g in (3.44),
gC(x) = −
√
‖x‖2 + 〈x, θ〉2 − ‖x‖2‖θ‖2,
where gC is a real-valued function when θ ∈ Bm−1. In contrast to the
previous example, adding a regularizing affine function leads to spherical
level sets of the corresponding regular entropy function, in that
GCθ (p) = 1− 〈p, θ〉 −
√
‖p− θ‖2 + 〈p, θ〉2 − 〈p, p〉〈θ, θ〉, (3.47)
SCθ (p, i) =
{
1− θi + 〈p−θ,ei−θ〉+θi〈p,θ〉−pi〈θ,θ〉gC(p−θ) , p 6= θ,
1− ‖θ‖2, p = θ.
(3.48)
Incidentally, the entropy function GCθ describes the surface of an oblique
circular cone, i.e. suitably rescaled it is the solution in λ ≥ 0 to the equation
1− λ = ‖p− λθ‖, (3.49)
which requires θ ∈ Bm−1 for a unique solution.
Quadratic score
As noted, the quadratic score (3.35) has a separable entropy function and thus
admits a mixture representation of the form (3.33). In this section, we give an
alternative representation as a mixture of non-separable entropy functions GCθ in
(3.47). This demonstrates that many alternative representations may exist and
that mixtures of non-separable entropy functions can be separable. The integral
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in Proposition 3.4 is a surface integral over Bm−1 in m-dimensional space. Since
we integrate with respect to m times the uniform probability measure on Bm−1,








Proposition 3.4. Let p ∈ Bm−1, m ≥ 2. Then the mixture representation∫
Bm−1
GCθ (p) dH(θ) = 1− ‖p‖2 (3.50)
holds, where H is m times the uniform probability measure on Bm−1.
Proof. We reparameterize GCθ to allow a representation of the surface integral
over Bm−1 as a double integral of (m− 2)-dimensional slices along the axis given
by p and cm. Then, we find recurrence relations of order 1 in odd and even m,
respectively, using hypergeometric summation theory. We start with the repa-
rameterization
GCθ (p) = 1− 〈p, θ〉 −
√
‖p− θ‖2 + 〈p, θ〉2 − 〈p, p〉〈θ, θ〉,
= 1− 〈p, θ〉 −
√






































such that u ∈ [0, 1), v ∈ (−1, 1), and w ∈ [0, 1). For m = 2, we choose a
representation of the integral that allows embedding into the results for m ≥ 3,∫
B1




































For higher dimensions, m ≥ 3, we get the following representation
∫
Bm−1






























































using the substitution w2 = (1 − v2)(1 − w′) and Euler’s integral representation

































A further substitution, v = 2v′ − 1, in combination with the change of variable
x = 1−u
1+u






















































































































































































F (m, k, l;x),
where we use the definition (a)n =
Γ(a+n)
Γ(a)
for the rising factorial. We now have a
representation of the surface integral as a hypergeometric double sum,∫
Bm−1







F (m, k, l;x),
and the following representation of 1− ‖p‖2 in terms of x,





















The sequence of summands simplifies using the duplication formula for the gamma
function and splits along odd and even m,











+ k + l)
Γ(1
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Feven(n, k, l;x), m = 2n,
Fodd(n, k, l;x), m = 2n+ 1,
for n = 1, 2, . . . ,













In the following, we suppress x in the notation F (n, k, l;x) since it is treated as
an indeterminate in hypergeometric summation theory (Apagodu and Zeilberger
2006). Separately for Feven and Fodd, we follow theorem (mZ) in Apagodu and
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Zeilberger (2006) to find an integer L and polynomials e0, ..., eL in n, and two
rational functions Rk and Rl of (n, k, l), leading to terms
Gk(n, k, l) = Rk(n, k, l)F (n, k, l),




ei(n)F (n+ i, k, l) = Gk(n, k + 1, l)−Gk(n, k, l)
+Gl(n, k, l + 1)−Gl(n, k, l).







ei(n)F (n+ i, k, l) +
∞∑
l=0
Gk(n, 0, l) +
∞∑
k=0
Gl(n, k, 0) = 0. (3.52)
Applying the Maple package MultiZeilberger accompanying Apagodu and Zeil-
berger (2006) reveals that for Feven,
L = 1,




e1(n) = 1, Rleven(n, k, l) =
(8k + 4l + 4)l
n(2n+ 2k + l + 2)
,
as shown in Figure 3.6, equation (3), and for Fodd,
L = 1,




e1(n) = 1, Rlodd(n, k, l) =
(8k + 4l + 4)l
(2n+ 1)(2n+ 2k + l + 3)
,











F (n, k, l),
for both Feven and Fodd. This resulting recurrence relation of order 1 has the
desired term 4
1+x
in (3.51) as a potential solution, leaving us with the task to
prove (3.51) for the initial values m = 2, 3. Equivalently, we can prove (3.50) for











(u− v)2 dv = r22(2− (1 + u2)) = 1− ‖p‖2
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where the integral containing the inverse hyperbolic tangent is calculated by











First Written: July 2,2004: tested for Maple 8  
Version of July 2, 2004:  
This is MultiZeilberger, A Maple package
accompanying the article 
The Multi-Zeilberger Algorithm
The most current version is available on WWW at:
 http://www.math.rutgers.edu/~zeilberg .
Please report all bugs to: zeilberg at math dot rutgers dot edu .
 type "ezra1();". for a list of all functions.
For general help, and a list of the MAIN functions,
 type "ezra();". For specific help type "ezra(procedure_name)" 
Figure 3.6: Maple code and results in support of the proof of Proposition 3.4.
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3.2.2 Real-valued events
In the previous section, we investigated entropy functions on the unit simplex in
Rm, where the extremal members lie dense in the respective class, once the num-
ber of categories m increases beyond two. Presumably, a similar result will also
hold for the concave functions on the class of cumulative distribution functions.
However, investigations in this direction are beyond the scope of this dissertation.
Instead, we revisit the earlier results for consistent scoring functions and com-
bine them to obtain mixture representations for classes of proper scoring rules for
real-valued events.
Let T be a set of elicitable functionals, then for any T ∈ T we can find a class
ST of consistent scoring functions ST, which in turn induce proper scoring rules.
Clearly these can be part of a mixture, thus generating a class of proper scoring




ST(T(F ), y) dµ(T),
where µ is a σ-finite measure on an appropriate measurable space generated by
T , and each ST enjoys its own mixture representation in its respective class of
consistent scoring functions. Dealing with real-valued events, we usually assume
that the class T can be parameterized by Θ ⊆ Rn, and that µ is defined on the
corresponding Borel σ-algebra.
Example 3.3 (continuous ranked probability score). The quadratic score
for categorical events derived from the entropy function (3.35) is typically defined




(pi − 1(y = i))2.
In the construction, Brier (1950) summed over scoring functions that are strictly
consistent for the functionals Ti that map onto the expected value of the binary
event 1(y = i), i.e. the probability of y = i. Due to summation over all categories,
we get a strictly proper scoring rule, but summation may be restricted to a subset
without losing anything but the strictness of propriety.
In the late 1960s, meteorologists were searching for proper scoring rules on
a sample space of ordered categories that are sensitive to distance, i.e. when
category 1 is observed then a forecast assigning high probability to category 2
is better than one with a high probability on category 3. The quadratic score,
also known as probability score in the meteorological literature, clearly does not
satisfy this property. Their solution was the ranked probability score (Epstein




(P (X ≤ i)− 1(y ≤ i))2,
where X is a random variable taking values in {1, . . . ,m} with distribution P
corresponding to the probability mass function p. Here, the functionals map onto
the expected value of the binary event 1(y ≤ i).
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Shortly after the ranked probability score’s introduction, the continuous version




(F (θ)− 1(y ≤ θ))2 dθ, (3.53)
for CDF-valued forecasts was discovered. This form of the continuous ranked
probability score is now known as the threshold decomposition of the CRPS,
which equals the integral over all θ ∈ R of the Brier score (2.13, 3.13) for excee-
dence probabilities with respect to an event threshold. We may then invoke the
mixture representation (3.11) along with the relationships (3.12) and (3.14) to
yield











SQα,θ(qα,F , y) dα dθ.
(3.54)
Changing the order of integration, we recover the representation by Laio and
Tamea (2007),
CRPS(F, y) = 2
∫ 1
0
(1(y < qα,F )− α)(qα,F − y) dα, (3.55)
which is commonly known as the quantile decomposition. This is an integral over
all α ∈ (0, 1) of the asymmetric piecewise linear score (3.3), a strictly consistent
scoring function for the α-quantile. Gneiting and Ranjan (2011) investigate the
possibility of inserting a threshold-depending weighting function u(θ) into the in-
tegral in (3.53), or inserting a probability-depending weighting function w(α) into
the integral in (3.55), for increased flexibility in combining the strictly consistent
scoring functions. Our representations given by (3.54) allow weighting using a
function u(α, θ) for a general family of proper scoring rules that can be econom-
ically motivated and justified. Related ideas have recently been put forward in
the hydrologic and meteorological literatures (Laio and Tamea 2007; Bradley and
Schwartz 2011; Smet et al. 2012).
3.3 Discussion
We have studied mixture representations for the scoring functions that are con-
sistent for quantiles and expectiles, including the ubiquitous case of the mean or
expectation functional, and nesting probability forecasts for binary events as a
further special case. These results reappear in the mixture representation for scor-
ing functions that are consistent for the multivariate functional of value-at-risk
and expected shortfall. A particularly interesting aspect of these results is that
they allow an economic interpretation of consistent scoring functions in terms of
betting and investment problems.
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The developed interpretations can help design economically or societally rel-
evant criteria in more general settings. For example, the elementary expectile
score SEα,θ(x, y) in (3.9) depends on x and y via the absolute deviation between
the event threshold θ and the observation y only, and therefore might be inter-
preted in terms of the original unit in any applied problem. Owing to the mixture
representation (3.8), any consistent scoring function SEα can be associated with a
weighting of thresholds, as encoded by the mixing measure H. If H(θ) = θn for
odd n ∈ N, then the scoring function SEα is denoted in the same unit as yn+1. The
choice of the mixing measure requires careful consideration of the decision prob-
lem at hand, and it seems hard to provide general guidance. As noted, squared
error corresponds to Lebesgue measure. In applications, non-uniform measures
with finite mass may provide more realistic descriptions.
Our results also bear on estimation problems, in that scoring functions con-
nect naturally to M-estimation (Huber 1964; Koltchinskii 1997). An interesting
observation is that the loss functions that have traditionally been employed for
estimation in quantile regression, ordinary least squares regression, and expec-
tile regression, namely the asymmetric piecewise linear and squared error scoring
functions (3.3) and (3.5), correspond to the choice of the Lebesgue measure in the
mixture representations (3.6) and (3.8), respectively. This is in contrast to binary
regression, where estimation is typically based on the logarithmic score, which
corresponds to the choice of the infinite measure with density h(θ) = (θ(1−θ))−1
in the mixture representation (3.11), rather than the Lebesgue or uniform mea-
sure that yields (half) the Brier score (3.13). Quite generally, this raises the
question of the optimal choice of the loss or scoring function to be used for esti-
mation in regression problems. Focusing on the binary case, Hand and Vinciotti
(2003), Buja et al. (2005), Lieli and Springborn (2013) and Elliott et al. (2016)
have considered the use of economically justifiable criteria.
Mixture representations of Choquet type can be found for other, more general
classes of consistent scoring functions. For instance, our results extend to the
class of functionals known as generalized quantiles or M-quantiles (Breckling and
Chambers 1988; Koltchinskii 1997; Bellini et al. 2014; Steinwart et al. 2014),
which subsume both quantiles and expectiles. Related, but more complex mixture
representations apply in the case of scoring functions that are consistent for multi-
dimensional functionals, as recently studied by Fissler and Ziegel (2016) and
illustrated in Section 3.1.2.
In the context of categorical events, we have illustrated the difficulties in de-
riving mixture representations for proper scoring rules. The elementary scores lie
dense in the class of proper scoring rules and the parameter spaces of meaningful
subclasses will typically be multi-dimensional. Regular directional proper scoring
rules for probabilistic forecasts of an observation with m categories are presum-
ably generated by elementary scores which are parameterized by a collection of
m + 1 parameters, one for the apex and m parameters for directions, which are
themselves m-dimensional. The corresponding surface integrals can be painfully
difficult to calculate, as illustrated in Section 3.2.1. For predictive distributions
of real-valued variables this complexity increases further. Still, we can construct
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families of meaningful proper scoring rules by combination of consistent scoring
functions as outlined in Section 3.2.2. The family of weighted versions of the




u(α, θ) SQα,θ(qα,F , y) dα dθ,
where qα,F denotes an α-quantile of the distribution F , could analogously be
constructed using the elementary scores SEα,θ. As a special case, further research
might consider looking into the continuous expectile score (CES), the CRPS’
analog using the asymmetric squared error (3.5),
S(F, y) = 2
∫ 1
0
(1(y < τα,F )− α)(τα,F − y)2 dα,
where τα,F denotes the α-expectile of the distribution F . The CRPS is known
for a certain robustness, or insensitivity with respect to spread. In this regard,
one would expect the CES to have increased sensitivity in comparison. A caveat
remains in that closed form expressions should be even more difficult to find than
they are for the CRPS, which is already known to be elusive (see Chapter 6).
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4 Murphy Diagrams
“What happens to the forecast ranking if I change the performance
measure?”
The mixture representations developed in Chapter 3 encourage questions regard-
ing the choice of performance measure. Slight changes in the mixing measure
can potentially lead to different conclusions, and yet, sometimes the choice is
completely irrelevant. Fortunately, the identification of elementary scores facili-
tates considerations in this direction. It is sufficient only to evaluate the rankings
induced by this reduced subclass of performance measures, which may still be
large. However, comparisons via linearly parameterized families of elementary
scores can be efficiently summarized in a plot, a tool we call Murphy diagram.
Especially in empirical examples, they provide reliable first impressions due to
the support’s boundedness. One glance can confirm the presence or absence of
dominance relations.
4.1 Forecast dominance
We now define notions of forecast dominance, starting with probabilistic forecasts
that take the form of predictive CDFs, and then turning to point forecasts.
Definition 4.1a (dominance). Let F1 and F2 be probabilistic forecasts, and let
Y be the outcome, in a prediction space. Then F1 dominates F2 relative to a class
P of proper scoring rules if EQS(F1, Y ) ≤ EQS(F2, Y ) for every S ∈ P.
As outlined in (2.12), a scoring function S that is consistent for a single-valued
functional T relative to a class F induces a proper scoring rule.
Definition 4.1b (dominance). Let X1 and X2 be point forecasts, and let Y be
the outcome, in a point prediction space. Then X1 dominates X2 relative to a class
ST of scoring functions that are consistent for T if EQST(X1, Y ) ≤ EQST(X2, Y )
for every ST ∈ ST.
It is important to note that the expectations in the definitions are taken with
respect to the joint distribution of the probabilistic forecasts and the outcome.
The dominance notions provide partial orderings for the predictive distributions
F1, . . . , Fk, or point predictions X1, . . . , Xk, in (2.1) respectively.
1 Essentially, a
1In the special case of probability forecasts of a binary event, related notions of sufficiency
and dominance have been studied by DeGroot and Fienberg (1983), Vardeman and Meeden
(1983), Schervish (1989), Feuerverger and Rahman (1992), Krämer (2005), and Bröcker
(2009).
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probabilistic forecast that dominates another is preferable, or at least not inferior,
in any type of decision that involves the respective predictive distributions.2 In
the case of the functional T, a point forecast that dominates another is preferable,
or at least not inferior, in any type of decision problem that depends on the
respective predictive distributions via the considered functional only.
Under which conditions does a forecast dominate another? Holzmann and
Eulert (2014) recently showed that if two predictive distributions are ideal, then
the one with the richer information set dominates the other. Furthermore, the
result carries over to ideal forecasters’ induced point predictions. To give an
example in the setting of Table 2.1, the perfect and the climatological forecasters
are ideal relative to the sigma fields generated by µ, and generated by the empty
set, respectively. Therefore, the perfect forecaster dominates the climatological
forecaster, in any of the above senses.
Tsyplakov (2014) went on to show that if a predictive distribution is ideal rel-
ative to a certain information set, then it dominates any predictive distribution
that is measurable with respect to the information set. Again, the result carries
over to the induced point forecasts. In the setting of Table 2.1, the perfect fore-
caster is ideal relative to the sigma field generated by the random variables µ
and τ . The climatological, unfocused, and sign-reversed forecasters are measur-
able with respect to this sigma field, and so they are dominated by the perfect
forecaster, in any of the above senses.
Sometimes order sensitivity can be invoked to prove dominance. For example,
consider a mixed prediction space setting with tuples (F,X1, X2, Y ). Suppose
that the CDF-valued random quantity F is ideal relative to the sigma field A,
and that X1 and X2 are measurable with respect to A. For a single-valued,
univariate functional T, the forecast X1 dominates X2 as a T forecast if with
probability one either
X2 ≤ X1 ≤ T(F ) or T(F ) ≤ X1 ≤ X2
holds true. By Corollary 4.1a and 4.1b in concert with Proposition 3.2a and 3.2b
and a conditioning argument, this argument applies in the case of α-quantiles
and α-expectiles. In the scenario of Table 2.1, the argument can be put to work
in the case α = 1/2 that corresponds to median and mean forecasts, respectively.
Specifically, let F be the perfect forecast, which has median and mean µ, let A
be the sigma field generated by µ, and let X1 = 0 and X2 = −µ. Invoking the
order sensitivity argument, we see that the climatological forecaster dominates
the sign-reversed forecaster for both median and mean predictions.
In the practice of forecasting, predictive distributions are hardly ever ideal, and
information sets may not be nested, as emphasized by Patton (2015). Therefore,
the above theoretical results are not readily applicable, and distinct soring rules,
or distinct consistent scoring functions, may yield distinct forecast rankings, as in
2To see this, note that any utility function induces a proper scoring rule via the respective
Bayes act. For details, see Section 3 of Dawid (2007) and Section 2.2 of Gneiting and Raftery
(2007).
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empirical examples given by Schervish (1989), Merkle and Steyvers (2013), and
Patton (2015), among others. Furthermore, in general it is not feasible to check
the validity of the expectation inequalities in Definitions 4.1a and 4.1b for every
proper scoring rule S ∈ P , or consistent scoring function ST ∈ ST.
Fortunately, in the case of quantile and expectile forecasts, the mixture repre-
sentations in Theorems 3.1a and 3.1b reduce checks for dominance to the respec-
tive one-dimensional families of elementary scoring functions.
Corollary 4.1a (dominance - quantiles). In a point prediction space, X1
dominates X2 relative to the class SQα if
EQSQα,θ(X1, Y ) ≤ EQS
Q
α,θ(X2, Y )
for every θ ∈ R.
Corollary 4.1b (dominance - expectiles). In a point prediction space, X1
dominates X2 relative to the class SEα if
EQ SEα,θ(X1, Y ) ≤ EQ SEα,θ(X2, Y )
for every θ ∈ R.
4.2 Diagnostic tools
The reduction to a one-dimensional problem suggests graphical comparisons of
quantile and expectile forecasts via Murphy diagrams, including the special cases
of the mean or expectation functional, and the further special case of probability
forecasts of a binary event. We describe these diagnostic tools in the setting of a
point prediction space, where X1, . . . , Xk denote point forecasts for the outcome
Y , and the probability measure Q represents their joint distribution. In the case
of probability forecasts, we use the more suggestive notation p1, . . . , pk for the
forecasts.
• For quantile forecasts at level α ∈ (0, 1), we plot the graph of the expected
elementary quantile score SQα,θ,
θ 7→ sj(θ) = EQ SQα,θ(Xj, Y ) (4.1)
= (1− α)Q(Y ≤ θ) + αQ(Xj ≤ θ)−Q(Xj ≤ θ, Y ≤ θ),
for j = 1, . . . , k. By Corollary 4.1a, the forecast Xi dominates Xj if and
only if si(θ) ≤ sj(θ) for every θ ∈ R. The area under sj(θ) equals the
respective expected asymmetric piecewise linear score (3.3).
• For expectile forecasts at level α ∈ (0, 1), we plot the graph of the expected
elementary expectile score SEα,θ,
θ 7→ sj(θ) = EQ SEα,θ(Xj, Y ) (4.2)
= (1− α)EQ 1{Y ≤ θ}(θ − Y )− αEQ 1{Xj ≤ θ}(θ − Y )
− (1− 2α)EQ 1{Y ≤ θ,Xj ≤ θ}(θ − Y ),
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for i = 1, . . . , k. By Corollary 4.1b, the forecast Xi dominates Xj if and
only if si(θ) ≤ sj(θ) for every θ ∈ R. The area under sj(θ) equals half the
respective expected asymmetric squared error (3.5).
• For probability forecasts of a binary event, we plot the graph of the expected
elementary score SBθ ,
θ 7→ sj(θ) = EQ SBθ ( pj, Y ) (4.3)
= θQ(Y = 0) + (1− θ)Q(pj ≤ θ)−Q(Y = 0, pj ≤ θ)
for i = 1, . . . , k. By Corollary 4.1b, the probability forecast pi dominates pj
if and only if si(θ) ≤ sj(θ) for every θ ∈ (0, 1). The area under sj(θ) equals
half the expected Brier score (3.13).
In the context of probability forecasts for binary weather events, displays of this
type have a rich tradition that can be traced to Thompson and Brier (1955) and
Murphy (1977). More recent examples include the papers by Schervish (1989),
Feuerverger and Rahman (1992), Richardson (2000), Wilks (2001), Mylne (2002),
and Berrocal et al. (2010), among many others. Murphy (1977) distinguished
three kinds of diagrams that reflect the economic decisions involved. The nega-
tively oriented expense diagram shows the mean raw loss or expense of a given
forecast scheme; the positively oriented value diagram takes the unconditional or
climatological forecast as reference and plots the difference in expense between
this reference forecast and the forecast at hand, and lastly, the relative-value di-
agram plots the ratio of the utility of a given forecast and the utility of an oracle
forecast. The displays introduced above are similar to the value diagrams of Mur-
phy, and we refer to them as Murphy diagrams. Our Murphy diagrams are by
default negatively oriented and plot the expected elementary score for competing
forecasters. If interest focuses on binary comparisons, it is natural to consider
Murphy diagrams for the difference,
θ 7→ D(θ) = EQSθ(X1, Y )− EQSθ(X2, Y ), (4.4)
between the expected elementary scores of two point forecasters. For better
visual appearance, we generally connect the left- and right-hand limits at the
jump points of the empirical score curves.
Example 4.1 (climatology). If the forecast is constant, i.e. Q(X = x0) = 1 or
Q(p = p0) = 1, we get the simpler forms,
sQ(θ) =
{
(1− α)Q(Y ≤ θ), x0 > θ,
αQ(Y > θ), x0 ≤ θ,
sE(θ) =
{
(1− α)EQ 1{Y ≤ θ}(θ − Y ), x0 > θ,
αEQ 1{Y > θ}(Y − θ), x0 ≤ θ,
sB(θ) =
{
θQ(Y = 0), p0 > θ,
(1− θ)Q(Y = 1), p0 ≤ θ,
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Figure 4.1: Murphy diagrams for constant quantile or expectile forecasts x0 = 1, and
a constant probability forecast p0 = 1 − Φ(x0), when Y ∼ N (0, 1). The
area under the Murphy diagram of the optimal forecast is colored in grey.
which are minimized pointwise in θ when x0 equals the climatological α-quantile
or α-expectile, respectively, or when p0 equals the climatological probability
Q(Y = 1). This is illustrated in Figure 4.1. Note that the climatological forecast
is ideal with respect to the minimal information set, i.e. the σ-algebra {∅,Ω}.
Then, if the Murphy diagram of a forecast is below that of the climatological
forecaster for any θ, this forecast must be based on a superior information set. If,
additionally, this forecast’s Murphy diagram is above that of the climatological
forecaster for any θ, then the forecast cannot be ideal because an ideal forecast
dominates all other forecasts based on smaller information sets.
Example 4.2. Figure 4.2 shows Murphy diagrams for the perfect, climatological,
unfocused (where τ = ±2 with equal probability), and sign-reversed forecasters in
Table 2.1. We compare point predictions for the mean or expectation functional,
and the quantile at level α = 0.90, along with probability forecasts for the binary
event that the outcome exceeds the threshold value 2. Analytic expressions for the
respective expected scores are given in Table 4.1, which in view of the relationships
(3.12) and (3.14) implicitly covers the case for event probabilities, too. As proved
in the previous section, the perfect forecaster dominates the other forecasters for
all functionals considered. The expected score curves for the climatological and
the unfocused, and for the unfocused and the sign-reversed forecasters, intersect in
all three cases, so there are no order relations between these forecasters. Finally,
the Murphy diagrams suggest that the climatological forecaster dominates the
sign-reversed forecaster for all three functionals, and in the case of the mean
functional, the order sensitivity argument in the previous section confirms the
visual impression. In the cases of the quantile and probability forecasts, final
confirmation would need to be based on tedious analytic investigations of the
asymptotic behavior of the expected score functions.
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Forecast α-Quantile Mean
F EQ SQα,θ(qα,F , Y ) 2EQ SE1/2,θ(µF , Y )
Perfect aα,θ + αΦ(θ − zα) +
∫∞
θ−zαAθ(x)dx cθ − θΦ(θ)− ϕ(θ)






cθ − θ1(θ ≥ 0)
Unfocused aα,θ + Eτ
[














Sign-reversed aα,θ + αΦ(θ − zα) +
∫ zα−θ
−∞ Aθ(x)dx cθ − θΦ(θ) + ϕ(θ)
Table 4.1: Expected extremal scores in the prediction space example of Table 2.1.
For α ∈ (0, 1) and θ ∈ R, we let aα,θ = −αΦ(θ/
√
2), Aθ(x) = Φ(θ −






2), where Φ and ϕ denote the CDF
and the probability density function of the standard normal distribution,
respectively.
Mean


























Quantile (α = 0.90)
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Figure 4.2: Murphy diagrams for the forecasters in Table 2.1 where τ = ±2 with equal
probability. The functionals considered are the mean, the quantile at level
α = 0.90, and the probability of the binary event Y ≥ 2. The vertical
dashed lines in the bottom panels indicate the extremal scores SQα,θ and S
B
θ
that relate to each other as in (3.12) and (3.14).
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4.3 Empirical forecasts
We now turn to the comparison and ranking of empirical forecasts. Specifically,
we consider tuples
(xi1, . . . , xik, yi) , i = 1, . . . , n, (4.5)
where x1j, . . . , xnj are the jth forecaster’s point predictions, for j = 1, . . . , k, and
yi, . . . , yn, are the respective outcomes. Thus, we have k competing forecasters,
and each of them issues a set of n point predictions. A convenient interpretation
of the empirical setting is as a special case of a point prediction space, in which the
tuples (X1, . . . , Xk, Y ) in (2.1) attain each of the values in (4.5) with probability
1/n. Then the probability measure Q is the corresponding empirical measure,













θ , become the expected elementary scores from
(4.1), (4.2), and (4.3), respectively. Accordingly, we say that forecaster X1 em-
pirically dominates forecaster X2 if s1(θ) ≤ s2(θ) for all θ ∈ R. When comparing
the two forecasters X1 and X2, it is convenient to show a Murphy plot of the
equivalent of the difference (4.4), namely







di(θ) = Sθ(xi1, yi)− Sθ(xi2, yi) (4.6)








Murphy diagrams can be used efficiently to show a lack of domination when
forecasters’ expected elementary score curves intersect. However, in general it is
not possible to conclude domination, unless the visual impression is supported
by tedious analytic investigations of the behavior of the expected score functions
as θ → ±∞. Fortunately, these complications do not arise in the empirical case,
where dominance can be established by comparing the empirical score functions
at a well-defined, finite set of arguments only, as follows.
Corollary 4.2a (empirical dominance - quantiles). The forecast X1 empir-











for θ ∈ {x11, x12, y1, . . . , xn1, xn2, yn}.
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Corollary 4.2b (empirical dominance - expectiles). The forecast X1 em-











for θ ∈ {x11, x12, y1, . . . , xn1, xn2, yn} and in the left-hand limit as θ ↑ θ0 ∈
{x11, x12, . . . , xn1, xn2}. In the case α = 1/2 evaluations at θ ∈ {y1, . . . , yn}
can be omitted.
To see why these results hold, note that in either case the score differential di(θ)
is right-continuous, and that it vanishes unless min(xi1, xi2) ≤ θ < max(xi1, xi2).
Furthermore, in the case of quantiles di(θ) is piecewise constant with no other
jump points than xi1, xi2, or yi. Similarly, in the case of expectiles di(θ) is piece-
wise linear with no other jump points than xi1 and xi2, and no other change of
slope than at yi. The change of slope disappears when α = 1/2. Figure 4.3 illus-
trates the behavior of di(θ) in the cases of the median and the mean, respectively.
To give an example, we consider the 10 forecasters in Table A.1 of Merkle and
Steyvers (2013), each of whom issues probability forecasts for 21 binary events.
The data are artificial but mimic forecasters in the Aggregate Contingent Esti-
mation System (ACES), a web based survey that solicited probability forecasts
for world events from the general public. The Murphy diagram in the left-hand
panel of Figure 4.4 shows the empirical score curves






where pij ∈ [0, 1] is forecaster j’s stated probability for world event i to mate-
rialize, and yi ∈ {0, 1} is the respective binary realization. By Corollary 4.2b,
dominance relations can be inferred by evaluating sj(θ) at the forecasters’ stated
probabilities. We note that ID 3 empirically dominates IDs 6 and 8, and that ID
5 empirically dominates ID 10. The remaining pairwise comparisons do not give
rise to dominance relations. The induced partial order between the IDs applies
to comparisons under any proper scoring rule, as reflected by the rankings in
Table 1 of Merkle and Steyvers (2013). It can also be represented in the form of
a directed graph, which we call a dominance graph, as illustrated in Figure 4.5.
It is the forecast IDs at the top which are not dominated. In big surveys with
possibly redundant forecasts, dominance graphs may become much more complex
and much more informative. They give rise to simple pruning algorithms for the
identification of forecasts that are to be combined or considered further. In the
simplest case, one might restrict attention to the subset of the forecasts which
are dominated by at most two other forecasters. The right-hand panel in Figure
4.4 considers joint comparisons. We see that ID 3 attains the lowest score over
a wide range of θ. However, IDs 2, 5, 7, and 9 show the unique best empirical
score under SBθ for other values of θ and, therefore, have superior economic utility





















































Figure 4.3: The general shape of the score differential di(θ) in (4.6) for the median and
mean functionals.






























0.0 0.2 0.4 0.6 0.8 1.0
Figure 4.4: Left: Murphy diagram for the probability forecasters in Table A.1 of Merkle
and Steyvers (2013). Right: The best forecast ID(s) under SBθ , with dark
blue indicating a unique best score, and light blue a shared best score. For
example, ID 9 attains the unique best score for θ ∈ [0.02, 0.04), and ID 10
attains the shared best score for θ ∈ [0.91, 1).






Figure 4.5: Empirical dominance graph in the synthetic example of Merkle and
Steyvers (2013).
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4.3.2 Stability of forecast rankings
Forecast dominance is a strong property and may not often be encountered in
empirical examples. Holzmann and Klar (2016) and Ventura and Nugent (2016)
note that sometimes it is clear or obvious which of two forecasters is the better
one even though dominance does not hold. This encourages the search for a
type of measure that determines the effort necessary to change a given forecast
ranking. If it cannot be changed we have a dominance relation.
In the remainder of this section, we consider quantile or expectile forecasts
and the corresponding mixture representations (3.6) and (3.8) for the respective
consistent scoring functions. However, the ideas in Definitions 4.2 and 4.3, and
the result in Proposition 4.1, hold in general.
Definition 4.2 (forecast ranking). Let s1(θ), . . . , sn(θ) be the empirical scores
of n forecasts and let H be a mixing measure for the extremal scores. The measure
H induces a forecast ranking by the order of the set of integrated scores∫
R
si(θ) dH(θ), i = 1, . . . , n. (4.7)
Given a forecast ranking induced by some default mixing measure Hd we are
interested in mixing measures that change the ranking, specifically in the one
that is closest to the default measure in some sense. With focus on the ranking
rather than the scores, we have no interest in the set of θ with equal empirical
score for all forecasters. After discarding that subset, the remaining domain ∆ is
always bounded in empirical settings, and we use λ(∆) to denote the Lebesgue
measure of ∆. Furthermore, we assume that H and Hd are normalized to λ(∆)











Due to the dependence of ∆ on the realized forecast-observation pairs, a normal-
ization with respect to ∆ facilitates comparing the stability of forecast rankings
across applications. The number given as the stability in Definition 4.3 should
match the visual impression from a Murphy diagram, which is typically displayed
to show the relevant range of θ, i.e. ∆.
The Kullback-Leibler divergence and its relevance in information theory enables
an attractive interpretation of the distance from H to Hd as the deviation of an
individual’s preference from a predefined reference. Specifically, when H is the
mixing measure that corresponds to the loss structure of a real-world application
and Hd is uninformative, then KL∆(H,Hd) describes the amount of application-
specific information regarding the loss structure that is lost by using the measure
Hd instead of H. Information can only enter by weighting thresholds, given the
nature of our mixture representations for consistent scoring functions for quantiles
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and expectiles. Consequently, for an uninformative mixing measure the weighted
score h(θ)Sα,θ(x, y) should be translation-invariant in the vector (θ, x, y). A glance
at the extremal scores confirms that they already satisfy this requirement, hence
only a constant mixing density h retains translation-invariance. This suggests
the Lebesgue measure as default mixing measure Hd for the broadest range of
applications.
We are now interested in the minimal amount of information that can change
a predefined ranking.
Definition 4.3 (stability). Let s1(θ), . . . , sn(θ) be the empirical scores of n fore-
casts and let ∆ be the union of the pairwise defined supports ∆ij = supp(si− sj).
The class H∆ consists of the normalized mixing measures that admit a Lebesgue
density on ∆. Let He∆ ⊆ H∆ be the class of measures H that admit indices i 6= j
such that ∫
∆
(si − sj) dH = 0. (4.9)
A measure Hc ∈ He∆ is called critical with respect to the default measure Hd ∈ H∆
if
KL∆(Hc, Hd) ≤ KL∆(H,Hd), (4.10)
for all H ∈ He∆. The stability of the default forecast ranking induced by Hd is the
distance KL∆(Hc, Hd).
Note that there is no lower bound that guarantees a different ranking. The
default ranking can be enforced with mixing measures that are arbitrarily far
away from the default. However, when a critical measure Hc exists, we have an
upper bound such that the ranking remains stable. A default forecast ranking is
stable for the class
B(Hc, Hd) = {H ∈ H∆ : KL∆(H,Hd) < KL∆(Hc, Hd)}. (4.11)
Proposition 4.1 (critical mixing density). The critical measure Hc ∈ He∆
for two forecasts with score difference D(θ) = s1(θ)−s2(θ) and a forecast ranking
induced by Hd ∈ H∆ is given by
hc ∝ hd exp(aD)
where a ∈ R such that
∫
∆
D dHc = 0, and hc and hd are the Lebesgue densities
of Hc and Hd, respectively.










hD dθ = 0,
∫
∆
(h− 1) dθ = 0.
The associated Lagrangian with Lagrange multipliers a, b ∈ R is
L(θ, h) = h(θ) log
h(θ)
hd(θ)





= 1 + log
h
hd
− aD − b != 0,
⇐⇒ h = hd exp(aD + b− 1).
Choosing a, b ∈ R such that the two constraints are satisfied gives a density hc
as potential solution. To prove that hc is a minimizer of J(h) in He∆, let
f : R+ → R, f(x) = x log x
d




where d is a real-valued constant. Since f is convex it satisfies the inequality
f(y)− f(x) ≥ f ′(x)(y − x)













(aD + b) (h− hc) dθ = 0
for any Lebesgue density h corresponding to a measure H ∈ He∆.
4.4 Empirical examples
We now demonstrate the use of Murphy diagrams in economic and meteorological
case studies in time series settings. In each example, interest is in a comparison of
two forecasts, and so we show Murphy diagrams for the empirical scores and their
difference. The jagged visual appearance stems from the behavior of the empirical
score functions just explained and depends on the number n of forecast cases. We
supplement the Murphy diagrams for a difference by confidence bands based on
Diebold and Mariano (1995) tests with a heteroscedasticity and autocorrelation
robust variance estimator (Newey and West 1987). The approach of Diebold
and Mariano (1995) views empirical data of the form (4.5) as a sample from an
underlying population and tests the hypothesis of equal expected scores. The
confidence bands are pointwise and have a nominal level of 95%. For details on
the data and their sources, we refer to the respective prior work.
4.4.1 Mean forecasts of inflation
In macroeconomics, subjective expert forecasts often compare favorably to sta-
tistical forecasting approaches; see Faust and Wright (2013) for evidence and
discussion. For the United States, the Survey of Professional Forecasters (SPF)
run by the Federal Reserve Bank of Philadelphia is a key data source; see, e.g.,
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Mean Inflation, Patton (2015); n = 129
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Probability of Recession, Rudebusch and Williams (2009); n = 186
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Figure 4.6: Point forecasts and realizations in the empirical examples. In the middle
plot, shaded areas correspond to actual recessions. The plot at bottom is
restricted to a subperiod in summer 2003.
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Score Score Difference
Mean Inflation, Patton (2015); n = 129























(< 0 means that SPF is preferable)
Probability of Recession, Rudebusch and Williams (2009); n = 186






















(< 0 means that SPF is preferable)
90% Quantile of Wind Speed, Gneiting et al. (2006); n = 5136
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Figure 4.8: Mean forecasts of inflation for the third quarter of 1982 to the first quarter
of 1992. The dark shade indicates a nonzero extremal score SE1/2, 6 for both
the SPF and the Michigan forecast, the light shade for the SPF forecast
only.
Engelberg et al. (2009). Patton (2015) uses SPF data to illustrate the use of
various scoring functions that are consistent for the mean functional.
Motivated by Patton’s analysis, we analyze quarterly SPF mean forecasts for
the annual inflation rate of the Consumer Price Index (CPI) over the next 12
months in the United States. We compare the SPF forecasts to forecasts from
another survey, the Michigan Survey of Consumers, based on data from the third
quarter of 1982 to the third quarter of 2014, for a test period of 129 quarters.
Our implementation choices are as in Section 5 of Patton (2015), except that we
update the data set to cover the observations for the second and third quarters
in 2014, and that we use the slightly newer fourth quarter of 2014 vintage for the
CPI realizations. The top panel of Figure 4.6 shows the forecasts along with the
realizing values.
The respective Murphy diagrams are shown in the top panel of Figure 4.7.
At left, the curves for the empirical elementary score SE1/2,θ of the SPF and the
Michigan survey intersect prominently, suggesting that neither of the two surveys
empirically dominates the other. At right, the confidence bands for the score
differences are fairly broad and include zero for all values of θ. Furthermore,
the stability of the default forecast ranking, induced by the Lebesgue mixing
measure, is a low value of 0.053. (For a reference value, we refer to the data
example of quantile forecasts for wind speed.) Note that the SPF is preferred
for smaller values, whereas the Michigan forecast is preferred for larger values of
θ. To interpret these results, consider the event threshold θ = 6. A forecast xt
attains a nonzero extremal score SE1/2, 6 in (3.4) if xt ≤ 6 < yt or yt ≤ 6 < xt. The
top panel of Figure 4.6 and the more detailed display in Figure 4.8 identify five
quarters when the SPF incurs a nonzero penalty, as compared to two quarters
only for the Michigan survey. Interestingly, the threshold θ = 6 has become less
relevant over time, in that forecasts and realizations have remained below six
percent from 1991 onwards.
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4.4.2 Probability forecasts of recession
We now relate to the rich literature on binary regression and prediction and ana-
lyze probability forecasts of United States recessions, as proxied by negative real
gross domestic product (GDP) growth. The SPF covers probability forecasts for
this event since the fourth quarter of 1968. Following Rudebusch and Williams
(2009), we compare current quarter probability forecasts from the SPF to fore-
casts from a probit model based on the term spread, i.e., the difference between
long and short term interest rates. We follow Rudebusch and Williams (2009) in
all data and implementation choices, except that we update their sample through
the second quarter of 2014, for a test period of 186 quarters. Detailed economic
and/or statistical justification of these choices can be found in the original paper.
The middle row of Figure 4.6 shows the SPF and probit model based probability
forecasts for a recession, with the gray vertical bars indicating actual recessions.
During recessionary periods, the SPF tends to assign higher forecast probabilities
than the probit model. Also, the SPF tends to assign lower forecast probabilities
during non-recessionary periods. The respective Murphy diagrams in the middle
row of Figure 4.7 show that the SPF attains lower empirical elementary scores SBθ
at all thresholds θ ∈ (0, 1). The confidence bands for the score differences exclude
zero for small values of the cost-loss ratio θ and confirm the superiority of the SPF
over the probit model for current quarter forecasts. This can partly be attributed
to the fact that SPF panelists have access to timely within-quarter information
that is not available to the probit model. As demonstrated by Rudebusch and
Williams (2009), the relative performance of the probit model improves at longer
forecast horizons, where within-quarter information plays a lesser role.
4.4.3 Quantile forecasts for wind speed
We turn to a meteorological example and consider quantile forecasts at level
α = 0.90. We compare the regime-switching space-time (RST) approach intro-
duced by Gneiting et al. (2006) to a simple autoregressive (AR) benchmark for
two-hour ahead forecasts of hourly average wind speed at the Stateline wind en-
ergy center in the Pacific Northwest of the United States. The original paper
refers to the specifications considered here as RST-D-CH and AR-D-CH, respec-
tively. This terminology indicates that the methods account for the diurnal cycle
and conditional heteroscedasticity. The data set, evaluation period, estimation
and forecast methods for this example are identical to those in Gneiting et al.
(2006), and we refer to the original paper for detailed descriptions. Both methods
yield predictive distributions, from which we extract the quantile forecasts. The
evaluation period ranges from May 1 through November 30, 2003, for a total of
5,136 hourly forecast cases.
The bottom panel in Figure 4.6 shows the quantile forecasts and realizations.
The quantile forecasts exceed the outcomes at about the nominal level, at 89.7%
for the RST forecast and 90.9% for the AR forecast, respectively, indicating good
calibration. However, the RST forecasts are sharper, in that the average forecast
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value over the evaluation period is 9.2 meters per second, as compared to 9.7
meters per second in the case of the AR forecast. To see why the sharpness in-
terpretation applies here, note that wind speed is a nonnegative quantity, so the
lower prediction interval at level α ∈ (0, 1) ranges from zero to the α-quantile,
whence smaller quantiles translate into shorter, more informative prediction in-
tervals and sharper predictive distributions. These observations suggest the su-
periority of the RST forecasts over the benchmark AR forecasts, and the Murphy
diagrams for the empirical elementary scores SQ0.90, θ in the bottom row of Figure
4.7 confirm this intuition.
A visual comparison of the Murphy diagrams in the top and bottom rows of
Figure 4.7 suggest a more stable ranking in the latter case. This is confirmed
by the stability values corresponding to the default forecast rankings induced
by the Lebesgue mixing measure. In the data example of inflation forecasts,
where the Murphy diagrams at left intersect prominently and the confidence
intervals at right contain 0 for all θ, we report a stability value of 0.053. Here, for
the comparison of the RST and AR forecasts of wind speed, we observe barely
intersecting Murphy diagrams at left, confidence intervals at right that do not
contain 0 for a large region of θ, and a stability of 0.920.
4.5 Discussion
From a general applied perspective, Gneiting (2011, p. 757) had argued that if
point forecasts are to be issued and evaluated,
“it is essential that either the scoring function be specified ex ante,
or an elicitable target functional be named, such as the mean or a
quantile of the predictive distribution, and scoring functions be used
that are consistent for the target functional.”
Patton (2015, p. 1) took this argument a step further, by positing that
“rather than merely specifying the target functional, which narrows
the set of relevant loss functions only to the class of loss functions
consistent for that functional [. . . ] forecast consumers or survey de-
signers should specify the single specific loss function that will be used
to evaluate forecasts.”
This is a very valid point. Whenever forecasters are to be compensated for their
efforts in one way or another, the scoring function ought to be disclosed. To
give an example of this best practice, the participants of forecast competitions
hosted on the Kaggle platform (www.kaggle.com) are routinely informed about
the relevant scoring function prior to the start of the competition. See, e.g., Hong
et al. (2014) for a description of the Global Energy Forecasting Competition 2012.
However, there remain many situations in which point forecasters receive di-
rectives in the form of a functional, without an accompanying scoring function
being available. This might be, because the forecasts are utilized by a myriad
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of communities, a situation often faced by national and international weather
centers, because costs and losses are unknown or confidential, because the goal
is general methodological development, as opposed to a specific applied task,
because interest centers on an understanding of forecasters’ behaviors and per-
formance, or simply because of negligence of best practices. In such settings,
our findings suggest the routine use of new diagnostic tools in the evaluation
and ranking of forecasts, which we call Murphy diagrams. Interest sometimes
centers on decompositions of expected or empirical scores into uncertainty, reso-
lution, and reliability components, as studied by DeGroot and Fienberg (1983),
Bröcker (2009), and Bentzien and Friederichs (2014), among others. Extensions
of Murphy diagrams in these directions may be worthwhile.
As discussed in Section 4.1, nested information sets are sufficient for forecast
dominance. However, the converse is not true, in that, if a forecaster dominates
another, the respective information sets need not be nested. Specifically, if a
forecaster has access to a highly informative explanatory variable, but not to a
weakly informative one, then she may dominate a competitor who can access
the weakly informative variable only, even though the information sets are not
nested. Explicit examples of this type can readily be constructed. From a broader
perspective, it would be of interest to study any implications of forecast domi-
nance on information sets. As a caveat, the dominance relation appears to be
strong, and empirical dominance may not be very commonly observed in prac-
tice. In such cases, Murphy diagrams can still provide informal clues to critical
threshold values θ, which can then be investigated in detail, as illustrated in our
inflation example. An R package (Jordan and Krüger 2016) accompanying Ehm




“How stable is the ranking when I collect more data?”
Thus far we have investigated how the choice of performance measure can influ-
ence the perceived predictive ability of competing forecasters. In this chapter, we
are interested in the question whether enough data has been collected to draw
meaningful conclusions.
The importance of forecasting is undeniable. Knowledge about future devel-
opments allows making better decisions at the present time, an everyday process
both consciously and subconsciously. Whenever we cannot predict the future
ourselves, we turn to experts for their opinion and subsequently trust their judg-
ment. Thus, we would like to identify forecasters with a predictive ability that is
genuinely superior to that of others, which brings us to the notion of statistical
significance. This entails the following questions:
How do we correctly measure predictive performance?
How big is the expected difference in performance?
How strongly do the observed differences fluctuate?
How many observations are available?
The first question has largely been answered in the previous chapters, but reap-
pears in the formulation of this chapter’s statistical tests. The remaining ques-
tions can be used to determine superior predictive performance, but as shown in
the context of the Weak Law of Large Numbers, only in combination.
One may argue that tests of statistical significance are primarily interesting
for small sample sizes, where small is relative to the second and third questions’
answers. It could easily apply to a situation with hundreds or even thousands
of observations when the forecasters are almost equally skilled. The main argu-
ments why the sample size should be small are that all models are wrong and
that the probability for two nonidentical forecasts to have equal predictive perfor-
mance is essentially zero. As a result, we will always find a significant difference
asymptotically and the task of assigning superior predictive ability boils down to
the question of a sufficiently large sample size. Our focus will be macroeconomic
data, which are usually reported quarterly which leads to sample sizes on the
order of a few dozen up to maybe two hundred observations, corresponding to
time periods up to fifty years.
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5.1 Equal predictive performance
As discussed in the previous chapters, we evaluate predictive performance by
mapping forecast-observation pairs to real numbers. Depending on the scenario
a forecast may be in the form of a predictive distribution, requiring the use of
a proper scoring rule, or in the form of a point forecast, where evaluation is





i=1 when comparing two forecasters across n forecast
cases, which can then be merged into one series of score differentials (di)
n
i=1, where







we determine which of the two forecasts is superior. Importantly, the mean dif-
ference is the only valid measure to compare two forecasts, because the properties
of propriety and consistency are defined by minimization of the expected score.
We begin by assuming that d̄n ∼ F ∈ F1, i.e. the sample mean of the score
differentials follows a distribution with finite first moment. Hence, we express
the null hypothesis of significance tests for equal predictive performance in the
following way,
d̄n ∼ F ∈ {F ∈ F1 : EFX = 0} . (5.1)
Implicitly, we assume the existence of a prediction space with tuples (Fi1, Fi2, Yi)
n
i=1
for the chosen proper scoring rule such that the expectation of d̄n is zero, or the
existence of a point prediction space for a given consistent scoring function with
the same restriction.
Testing other functionals for a deviation from zero
Alternative test statistics become available when we restrict the class F1 of valid











−1, x < 0,
0, x = 0,
1, x > 0.
To test for EQ d̄n = 0 using the substitute statistic ψd̄n, we require
EQ d̄n = 0 ⇐⇒ EQ ψd̄n = 0, (5.2)
where Q denotes a joint distribution of the score differentials. Let Fψ1 be the
subclass of distributions F ∈ F1 induced by distributions Q satisfying (5.2) for
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the non-negative function ψ that is not constant zero. We can then use ψd̄n to
detect a deviation from zero, and under the restriction (5.2) we can write the null
hypothesis (5.1) as
ψd̄n ∼ F ∈
{
F ∈ Fψ1 : EFX = 0
}
. (5.3)
If ψ is the identity function ψ(x) = x, then (5.1) and (5.3) are equivalent. If the
family of distributions Q is restricted to satisfy (5.2) for all fathomable functions
ψ, then the null distribution in (5.3) needs to be symmetric. For ψ ≡ 1, we only
consider distributions where a deviation from the null hypothesis implies a non-
zero value both for the mean and the median. We may then test for a non-zero
median to answer the question of a sufficiently large sample size, i.e. when we
have enough data to determine that the median is non-zero then so must be the
mean. Clearly, the restriction (5.2) is closely tied to the scenario of a two-sided
test. One-sided tests require additional sign assumptions under a deviation from
zero.
The following example illustrates how distributions of d̄n can be symmetric
under the true null hypothesis, and be potentially asymmetric otherwise.
Example 5.1 (exchangeable normalized forecast errors). Let there be two
forecasters issuing predictions from the same location-scale family with parame-






of the two forecasters be exchangeable. Then, for proper scoring rules that admit
a representation







using non-decreasing functions a : R+ → R+ and b : R+ → R, the distribution of
the score difference
S(Fµ1,σ1 , y)− S(Fµ2,σ2 , y)
satisfies assumption (5.2) for a large class of functions ψ. The idea is that two
forecasters use different information sets determining their uncertainty, while their
location forecasts are correctly specified. If the information sets contain equal
amount of knowledge, the forecasters will be equally skilled. Incidentally, the
four most commonly used performance measures admit a representation as in
(5.4) to isolate the uncertainty,


























Uniformity of the probability integral transform F (d̄n), when d̄n ∼ F , is a classical
result for continuous distributions F . For a correctly specified (continuous) F ,
we have
F (d̄n) ∼ U(0, 1). (5.5)
Null distributions with point masses can be a nuisance, requiring an additional
randomization step using a uniform random variable U ,
F (d̄n)− UPd̄n ∼ U(0, 1),
where Px = F (x) − F (x−) and F (x−) is the left-sided limit of F in x. Fur-
thermore, this translates to p-values. We define the randomized p-value as a
convex combination of the lower limit p− and the upper limit p+ depending on
the realization of U ,
p = p+ − U(p+ − p−),
where p− and p+ are equal for a continuous F . Measuring deviations from the
null hypothesis (5.1) in both directions, we define
p− = PX∼F (|X| > |d̄n|)
p+ = PX∼F (|X| ≥ |d̄n|).
Habiger and Peña (2011) discuss randomized p-values and tests, suggesting the
augmentation of a dataset with a realization from the uniform random variable U
in the instant the data set is obtained. The augmentation is treated as being part
of the data generating process, a concept we will use in the simulation studies
as it facilitates comparison of non-parametric tests. One single randomization
variable as part of the dataset is preferable to multiple ones for the individual
tests. For the empirical real data examples, we argue that the communication of
an interval [p−, p+] retains full information and is only mildly more complicated
than reporting a single p-value and the corresponding realization of U . When we
give only a single p-value it will be the upper bound p+ by default.
Adjustments in multiple testing
In the process of finding a suitable null distribution F for d̄n, we will often assume
independence in the sequence of score differentials. Reasons for this could be the
small sample behavior of autocorrelation estimators or the argument that ideal
one-step ahead forecasts lead to independent scores. However, ideal multi-step
ahead forecasts will typically be correlated.
Using the intuition that ideal h-step ahead forecasts are at most (h − 1)-
dependent (Diebold and Mariano 1995), we can split up the series of score differ-
entials in h sub-series, each of which containing every hth member. Discarding all
but one of those series is the safest choice to ensure a uniform distribution of the
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ρ = −0.99









































Figure 5.1: Cumulative distribution functions of pB in red and pS in black, for h = 2
with p1, p2 ∼ U(0, 1) and correlation ρ. Values above the diagonal indicate
a tendency to overstate significance.
p-values under a correctly specified null distribution, but reducing the sample size
in this way hampers the ability to detect a deviation from the null hypothesis.
Bonferroni’s and Šidàk’s corrections (Abdi 2007) for testing a null hypothesis
against an alternative hypothesis allow the combination of multiple test results,
thus using the full data. When performing a hypothesis test at level α, the
Bonferroni correction performs h tests at level α/h, one on each partial series, and
rejects the null hypothesis when any one of the subtests reject the null hypothesis.
This is a very conservative rejection rule that generally does not reach level α if
the null hypothesis is true. The Šidàk correction tests each partial series at the
level of 1 − (1 − α)1/h, thus maintaining the proper rejection rate in favor of an
alternative hypothesis in the case of independence.
Significance tests with p-values as the focus of interest require a method to
combine p-values from multiple tests while maintaining a uniform distribution of
the resulting p-value under a correctly specified null distribution. The adjusted
p-values derived from Bonferroni’s and Šidàk’s considerations can be defined as
pB = min {1, h pmin}
pS = 1− (1− pmin)h ,
where pmin = mink=1,...,h pk is the smallest observed p-value from the collection.
Figure 5.1 illustrates the effects of correlation. We see that a negative correlation
creates a tendency to overstate significance for Šidàk’s approach which is what
the Bonferroni correction protects against. However, this tendency seems to be
almost negligible for p-values smaller than 0.2. In practice, positive autocorrela-
tion of the score differentials, resulting in positively correlated p-values, is more
commonly observed than negative correlation. For these reasons we prefer the
adjustment based on the assumption of independence based on Šidàk’s correction.
All these considerations are mainly important when the p-values come from
non-parametric tests that assume zero autocorrelation at all lags in the series of
score differentials. Since these tests are often based on sign permutations at each
point in time, the resulting null distributions are discrete and the pair of smallest
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h 1 2 3 4 5 6 7 8
α = 10% 5 11 18 26 33 42 50 59
α = 5% 6 13 21 30 39 48 57 67
α = 1% 8 18 28 39 50 62 74 86
Table 5.1: Lowest number of observations necessary for Šidàk-adjusted p-values of two-
sided tests as defined in equation (5.6) for varying forecast horizons h and
levels α.





for two-sided tests. Any
subchain has length n/h for h-step ahead forecasts, so that under a two-sided
alternative we require (
1
2
)n/h−1 ≤ 1− (1− α)1/h,
in order to ensure that the smallest possible p+S is below some level α. The










In Table 5.1 we provide a selection of values for nmin with different forecast
horizons h and typical levels α.
5.1.2 Tests
Diebold and Mariano (1995) introduced a z-test which has become the stan-
dard test for the null hypothesis in (5.1), and is closely related to the paired
t-test. It has the beauty of imposing only one single assumption on the series
of score differentials, namely wide-sense stationarity, and is capable to account
for autocorrelation. The test is designed to take forecasts as primitives, given to
the econometrician without further knowledge about the way they were issued
(Diebold 2015). If, on the other hand, a researcher has developed a forecast-
ing technique and wishes to assess its predictive performance in comparison to
a reference forecast, uncertainty in the parameter estimation may lead to differ-
ent asymptotic results (West 1996). In the case of a degenerate variance of the
null distribution, e.g. when the series of score differentials is constant, the nor-
mality assumption is violated but we can use randomized p-values. Many other
modifications of the basic DM test followed, who addressed the issues of compar-
ing more than just two forecasters (White 2000) and comparing nested models
(Clark and McCracken 2001). The DM principle is also used in tests for fore-
cast encompassing (Harvey et al. 1998). A recent paper by Busetti and Marcucci
(2013) provides an extensive Monte Carlo investigation with the most popular
tests for equal mean squared error and forecast encompassing in the context of
nested models. For comprehensive surveys, we refer to West (2006) and Clark
and McCracken (2013).
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We also investigate three nonparametric tests which are based on the permu-
tation principle. This means that the small sample assumptions for the non-
parametric tests are distribution-free, whereas the DM test requires normality
of the score differential distribution. The trade-offs are stronger assumptions on
the correlation structure, i.e. assuming independence of the score differentials
which is unrealistic for multi-step ahead predictions. Some ways to circumvent
this restriction were discussed in Section 5.1.1.
Diebold-Mariano test
The DM test (Diebold and Mariano 1995) is widely used due to its versatility and
ease of implementation. It has only one simple assumption which is the wide-
sense stationarity, with short memory, of the score-differential series {di}ni=1. This
allows the use of a version of the central limit theorem
√
n(d̄n − µ)
d−→ N (0, σ2), (5.7)
where σ2 =
∑∞
k=−∞ γk is the variance of the wide-sense stationary process with
γk denoting the autocovariance of the score differential series at lag k. The finite-
sample test in the form of (5.1) is then defined via
DM : d̄n ∼ N (0, σ̂2/n), (5.8)
where σ̂2 is a plug-in estimate of σ2 using the available score differential series.
Diebold and Mariano (1995) argue that the autocovariance depends on the fore-
cast horizon h ≥ 1 and employ a lag window to truncate the infinite sum,
σ̂2 = γ̂0 + 2
∞∑
k=1






(di−|k| − d̄n)(di − d̄n),
under the assumption that h is small with respect to n, but necessarily h ≤ n.
Clearly, this ignores the possibility of autocorrelation in the case of h = 1. How-
ever, this estimator for the auto-covariance is not unbiased and size distortions
are common for small sample sizes. This issue has been addressed by Harvey
et al. (1997) who propose a bias correction in finite-sample scenarios,
DMHLN : d̄n ∼ N (0, σ̂2/n′)
n′ = n+ 1− 2h+ h(h− 1)/n,
explicitly requiring n ≥ 2. Nevertheless, the normality assumption for d̄n is
still based on asymptotic theory, or the assumption of normality of the score
differentials in small samples. For the latter case, Harvey et al. (1997) propose
to use the critical values of a t-distribution with n− 1 degrees of freedom.
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Permutation test
We can also address the small sample behavior with permutation tests, which
can be traced back to at least Fisher (1935) and have since been in wide-spread
use. Essentially, based on a series {Bi}ni=1 of independent random variables with
equal probability for −1 and 1, we consider the test defined via









This distribution can be computed exactly with computational complexity O(2n),
or approximated via Monte Carlo methods. Asymptotically, when assuming wide-
















The sign test (Conover 1999) dates back to the 18th century, and is mentioned as
an alternative to their proposed test by Diebold and Mariano (1995) when testing
for the null hypothesis of equal predictive performance. We use a modified version
defined via









where ψSN ≡ 1, and using a series {Bi}ni=1 of random variables with equal proba-
bility for −1 and 1. This means we require the assumption ψSN d̄n ∼ F ∈ F
ψSN
1 in
addition to assuming that it follows the proposed distribution in (5.11) when its
expected value is zero. The latter is typically argued to be the result of indepen-
dent identically distributed draws, but can be slightly weakened to independent
draws of random variables with a zero median under the true null hypothesis. It is
a test which determines superiority in predictive performance by checking which
of the two forecasters performs better more often, irrespective of the magnitude
of difference. When every score differential di is non-zero, the test’s definition is
equivalent to that of the standard sign test,
n∑
i=1
1(di > 0) ∼ B(n, 0.5),
where B denotes the binomial distribution.
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Wilcoxon signed-rank test
The Wilcoxon signed-rank test (Wilcoxon 1945; Siegel 1956) was also discussed
by Diebold and Mariano (1995). Again, based on a series {Bi}ni=1 of random
variables with equal probability for −1 and 1, we use the version defined as









where ψW maps the absolute value of di to its fractional rank, i.e.
ψW(x) = nPn(|X| < x) +
nPn(|X| = x) + 1
2
,
where Pn is the empirical distribution of the realized series (di)ni=1. Regarding
assumptions, we suppose that the distribution F from which ψW d̄n is drawn lies
in FψW1 , and furthermore follows the distribution given in (5.12) under the null
hypothesis. Again, the latter is typically argued to be the result of independent
identically distributed draws of the score differentials, yet with the additional
assumption of symmetry around zero.
5.2 Simulation study
Let us start our simulation study with a simple example that illustrates some
properties of the four tests. We simulate a series of 64 independent identically
distributed score differentials following either a normal distribution or a Laplace
distribution, both with mean 0.2 and scale parameter 1. Then, we add two
contaminations with values of 30 and 60 successively. Repeating this experiment
10,000 times yields distributions of p-values which are shown in Figure 5.2.
Comparing the uncontaminated distributions in the left-most column, we make
an interesting observation. Typically, the sign test is associated with a low ability
to detect deviations from the null hypothesis compared to the signed-rank test or
the paired t-test. However, this rule of thumb is based on a normality assumption.
For leptokurtic distributions this statement can be false, as we observe for the
Laplace distribution, and the sign test would be the preferred test, subject to
the appropriate assumptions. The book by Conover (1999) on nonparametric
statistics discusses this relationship for the signed-rank test and the paired t-test
in its chapter dedicated to the sign test.
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Figure 5.2: Power with respect to the level, i.e. the p-value’s cumulative distribution
function. Top row: N (0.2, 1). Bottom row: Laplace(0.2, 1). Sample size:
64. From left to right, we start with no contamination and append values
of 30 and 60 to the series.
Regarding contaminations, we observe a stable behavior of all three nonpara-
metric tests, whereas the DM test behaves in unexpected ways. Our data gener-
ating process violates the null hypothesis with a positive expected value for the
sample mean, and the contaminations reinforce this deviation. However, in this
scenario it is highly unlikely, even less likely than under the true null hypothesis,
to observe very small p-values for the DM test. Depending on the level at which
we define a result to be significant, and whether the outlying observations are
really contaminations or just extreme results, the DM test can exhibit the best
or the worst ability of the considered tests to detect a null hypothesis violation.
This inflation of p-values by extreme contaminations has previously been re-
ported by Dell’Aquila and Ronchetti (2004), and the reason for this is a com-
paratively larger inflation of the sample variance compared to the sample mean’s
inflation. Removal by hand could be feasible for small samples but how do we
distinguish between a misreported prediction and an extreme opinion of a fore-
caster? Adding to this conundrum, decision theoretic considerations demand that
forecasters should have no incentive to deviate from honest reporting given they
have knowledge of the evaluation criteria. However, these results suggest that
forecasters can possibly hide their relatively weaker performance by issuing an
exceptionally bad prediction and then dropping out of the panel, when the DM
test is used to test for significance at a low level.
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Simulation model
The previous section gave a first impression how the tests behave, yet the score
differentials’ data generating process was chosen arbitrarily without justification
or explanation. In this section, we generate forecasts and observations, transform
the pairs into scores, and then investigate the tests’ behaviors for the realized
score differentials. The considerations include various choices with respect to the
data generating process, the employed performance measure, and the forecast
horizon. All Monte Carlo simulations are run in 10,000 replicates.
In terms of performance measures, we consider the two most common consistent
scoring functions, the absolute error (AE) and the squared error (SE), and the two
most common proper scoring rules, the logarithmic score (LS) and the continuous
ranked probability score (CRPS). Additionally, we consider a member of Patton’s












La(z) = exp(az)− az − 1,
where La is a version of the LINEX loss function introduced by Varian (1975).
In the following, we will use the term mLINEX for the scoring function Sa with
the parameter choice a = 1. The mLINEX punishes overprediction linearly and
underprediction exponentially, while being a consistent scoring function for the











where ϕ is the density function of the standard normal distribution. This proper
scoring rule reduces the importance of thresholds close to zero.
We generate the observations as a sum of two independent AR(1) processes
with the same parameter, but different variance in the innovations. Our two
forecasters issue ideal predictions with respect to their information sets, each
containing perfect knowledge about the past and future of one of the two pro-
cesses. Specifically,
Yt = X1,t +X2,t
X1,t = θX1,t−1 + ε1,t ε1,t ∼ N (0, 1 + s)
X2,t = θX2,t−1 + ε2,t ε2,t ∼ N (0, 1− s),














This setup allows us to control the information content of the forecasters’ knowl-
edge bases and thus the predictions’ quality. The first forecaster has perfect
knowledge of X1 and the second forecaster of X2, resulting in the following pre-
dictive distributions for h-step ahead forecasts













where F1,t+h is the probabilistic forecast of the first forecaster and F2,t+h of the
second, and the parameters are given by














The forecast horizons we will investigate are one-step, two-step, and four-step
ahead, corresponding to forecasts of quarterly reported variables predicted up to
one year into the future. For one-step ahead forecasts, we also consider innova-
tions following a Student’s t-distribution with six degrees of freedom. Since the
predictive distributions are symmetric, the location parameters µ1,t+h and µ2,t+h
correspond to the respective forecasters’ optimal point prediction under AE, SE,
and mLINEX.
The whole data generating process is symmetric when s = 0, which leads to
equal mean scores corresponding to the null hypothesis, and the proposed tests
have the task to detect deviations s > 0. As we are now considering the power
with respect to the parameter s, we have to choose a level at which the results are
deemed significant. For the plots in Figures 5.3, 5.4, and 5.5, each test receives an
individual level based on the Monte Carlo distribution of the p-values for s = 0,
so that the level equals 5% under the true null hypothesis. However, we also state
the actual level each test achieves for s = 0 under a nominal level of 5%.
One-step ahead forecasts
One-step ahead forecasts are different from multi-step ahead forecasts in that we
can assume score differentials to be independent for ideal forecasts. Figure 5.3
shows plots of the 5%-adjusted significance rate for one-step ahead forecasts. The
results differ substantially between scoring functions for point forecasts (AE, SE,
mLINEX) and proper scoring rules for probabilistic forecasts (CRPS, tCRPS,
LS). As heavy-tailed distributions are common in economics and finance, we also
show some results for Student’s t-distribution with six degrees of freedom. The
auto-regressive parameter in the model is set to 0, since ideal forecasts would not
be serially correlated for one-step ahead forecasts, anyway.
For the AE, the score differentials’ distribution is only slightly leptokurtic. Not
much excess kurtosis is introduced so the DM test has the highest power, while
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maintaining the appropriate rate under the true null hypothesis. The permutation
test performs equally well, closely followed by the signed-rank test, and the sign
test performs worst. Similar results can be observed for the SE, except that for
t6-distributed innovations the weakness with respect to excess kurtosis of the DM
test, and also to a lesser extent of the permutation test, are starting to show.
This effect under strongly leptokurtic score differential distributions is further
amplified when using the mLINEX scoring function, to the point where even the
sign test outperforms the DM test.
Moving to probabilistic forecasts evaluated with CRPS, tCRPS, and LS, we can
observe a superior performance of the sign test in all scenarios, while the DM and
the permutation test exhibit the lowest power. Apparently, the score-differential
distribution is strongly leptokurtic, so that signed-rank and sign test outperform
the other tests. Especially for the LS, the score differentials will be symmetric
(see Example 5.1) for any value of s ∈ [0, 1), while putting a strong emphasis
on the tails. Size distortions can be observed for the DM test in the presence
of high excess kurtosis under mLINEX and tCRPS, especially for t-distribution
innovations.
In the presented scenario, it seems that the permutation test is always at
least as good as the DM test for one-step ahead forecasts. When faced with
strongly leptokurtic distributions it can leverage its robustness compared to plug-
in estimates of mean and variance in the DM test. Of course, the advantages of the
DM test are its computational efficiency and reproducibility, whereas Monte Carlo
simulation becomes necessary for the permutation test somewhere between 15 and
30 observations. The suggestion of Harvey et al. (1997) to use a t-distribution as
null distribution seems to be appropriate when the score differentials suggest a
low excess kurtosis, but for some performance measures that induce high excess
kurtosis this would exacerbate the problem of inflated p-values.
Serial correlation and multi-step ahead forecasts
While it is expected for the non-parametric tests to be competitive in a one-step
ahead forecasting scenario, this cannot be said for multi-step ahead predictions.
The DM test incorporates serial correlation by using a modified version of the
Central Limit Theorem, while the discussed non-parametric tests are unable to
take this into account. The loss of power from multiple testing on subchains using
the Šidàk correction is substantial, yet the superiority of non-parametric tests in
certain situations may sustain.
Figure 5.4 shows the results for two-step ahead forecasts with autoregressive
parameter values 0 and 0.9, the latter of which introduces serial correlation. For
one-step ahead forecasts, we observed that the DM and the permutation test are
the ones performing best for the AE and the SE. As expected, the non-parametric
tests fall off because of multiple testing. Only for the mLINEX, presumably in
the presence of extreme outliers, will the permutation test be able to outperform
the DM test. Evaluation using the CRPS also favors the DM test, whereas the




















































































































































DM PM W  SN 
Figure 5.3: Plots of the adjusted power (5% level) for one-step ahead forecasts and
normal/t6 distributed innovations. Numbers in the top left corner indicate
the actual size at the 5% level with two values for DM (based on normal/t-




















































































































































DM PM W  SN 
Figure 5.4: Plots of the adjusted power (5% level) for two-step ahead forecasts and
normal distributed innovations. Numbers in the top left corner indicate





















































































































































DM PM W  SN 
Figure 5.5: Plots of the adjusted power (5% level) for four-step ahead forecasts and
normal distributed innovations. Numbers in the top left corner indicate
the actual size at the 5% level with two values for DM (based on normal/t-
critical values).
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and signed-rank tests over the DM and permutation tests is big enough that the
loss by multiple testing is not too detrimental. We also have to keep in mind
that t-distributed innovations would generally sway considerations in favor of the
nonparametric tests.
In Figure 5.5, for four-step ahead forecasts, the size-adjusted power of the
DM test relative to the non-parametric tests increases again. With this further
increase in size-adjusted power the DM test is clearly the most powerful for the
AE, the SE, and the CRPS when θ = 0. The mLINEX remains challenging for the
DM test, and for the tCRPS and LS making out any differences in performance
between the four tests becomes difficult.
Serial correlation plays an interesting role when testing for equal performance of
multi-step ahead predictions. Apparently, the DM test is affected heavily by au-
tocorrelation in comparison to the p-value corrections for multiple testing, which
seem to be more robust against correlation. It seems we could make the point
that the nonparametric tests stay competitive for multi-step ahead forecasts under
high excess kurtosis and high autocorrelation. However, we do start to observe
distinct distortions of the p-value distribution under the true null hypothesis.
While the DM test detects significance too frequently, the non-parametric Šidàk-
corrected tests are slightly conservative under high serial correlation (θ = 0.9).
5.3 Empirical example: Bank of England
projections of quarterly inflation rates
In the years from October 1992 until December 2003 the United Kingdom’s target
inflation rate was defined in terms of the RPIX index which is equivalent to the
Retail Price Index (RPI) excluding mortgage interest payments. Over the entire
period, the Bank of England had provided quarterly forecasts of the RPIX index.
Quarters extend from March to May (Q1), June to August (Q2), September to
November (Q3) and December to February (Q4). In 1997, the Bank of England’s
Monetary Policy Commitee (MPC) was handed the control over interest rates and
this structural change also brought predictive densities as inflation projections
following the second quarter. Previous forecasts have since been converted to im-
plied probability distributions and added to the online data base (http://www.
bankofengland.co.uk/publications/Pages/inflationreport/irprobab.aspx).
We revisit the results from Gneiting and Ranjan (2011) who compared the
Bank of England’s forecasts with those from a Gaussian AR(1) model which uses
a rolling time window of length six for estimation. The inflation data exhibit
skewness which the MPC’s forecasts attempt to capture using a two-piece normal
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Figure 5.6: Inflation data and central 90% prediction intervals for one-step ahead fore-
casts of the Bank of England (green) and the Gaussian AR (1) model
(blue).
provided with a data set of 45 such forecasts. Figure 5.6 shows the inflation data
from 1991Q3 until 1994Q4 with the evaluation period for one-step ahead forecast
starting 1993Q1 and ending 2004Q1. In the evaluation period, we provide the
central 90 % prediction intervals of the forecasts from the Bank of England and
the Gaussian AR(1) model. In the beginning, the Gaussian AR(1) model strongly
overpredicts inflation as a result of unusually high inflation reports in the last 6
quarters before 1993Q1. Over the course of the evaluation period, the forecasts
from this reference model are slightly lagging behind and as a result are often too
sharp, leading to 13 (29%) out of 45 values falling outside the 90 % prediction
intervals. The Bank of England’s uncertainty is adequately appraised, and only
4 (9%) times an inflation value is within the outlying 10 % of their predictions.
For longer forecast horizons as illustrated in Figure 5.7, we see that the Bank of
England issued increasingly cautious forecasts with respect to their uncertainty
in the period from 1993 until 2004, up to the point where no observations are
within the outlying 10% of their predictions.
In Figure 5.7, the series of score-differentials dt = s
BoE
t − sARt using the CRPS,
tCRPS, and LS are provided for forecast horizons of one through four. Using a
normal density with standard deviation 1 and centering that around the target
inflation rate of 2.5%, we get u(x) = 1−ϕ2.5,1(x)/ϕ(0) as the weighting function
for the tCRPS. None of the score-differential series look very symmetric, with out-
lying negative scores favoring the Bank of England predictions especially for the
tCRPS and the LS. Looking at the corresponding inflation data and the predic-
tion intervals for these outlying values in Figure 5.6, we see that they are always
the result of a sudden change which could not be predicted by the AR model,
while the Bank of England forecasts adjust appropriately. The big difference in
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Figure 5.7: Observations, forecasts and score differences for the Bank of England and
Gaussian AR(1) model forecasts with forecast horizons one through four,
evaluated using CRPS, tCRPS, and LS. The score differentials’ sample
mean is indicated by the dashed red line, and negative values favor the
Bank of England.
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h scoring rule ex. kurt. pDM pPM pW pSN
1
CRPS 8.33 0.000 [0.000, 0.000] [0.000, 0.000] [0.002, 0.007]
tCRPS 24.83 0.083 [0.015, 0.015] [0.029, 0.030] [0.007, 0.016]
LS 6.38 0.002 [0.001, 0.001] [0.001, 0.001] [0.007, 0.016]
2
CRPS 8.52 0.100* [0.093, 0.093] [0.106, 0.114] [0.250, 0.491]
tCRPS 23.57 0.259* [0.350, 0.350] [0.812, 0.830] [0.491, 0.773]
LS 0.60 0.006* [0.009, 0.009] [0.009, 0.011] [0.034, 0.102]
3
CRPS 5.42 0.274* [0.252, 0.252] [0.389, 0.426] [0.102, 0.315]
tCRPS 20.93 0.423* [0.866, 0.866] [0.426, 0.464] [0.315, 0.660]
LS 10.53 0.057* [0.205, 0.205] [0.320, 0.354] [0.660, 0.939]
4
CRPS 8.27 0.403* [0.851, 0.852] [0.787, 0.838] [0.642, 0.959]
tCRPS 20.19 0.547* [0.859, 0.859] [0.243, 0.293] [0.046, 0.237]
LS -0.78 0.115* [0.237, 0.240] [0.348, 0.409] [0.642, 0.959]
* denotes the use of t-distribution critical values
Table 5.2: Comparison of Bank of England projections against Gaussian AR(1) pro-
cess. The excess kurtosis is with respect to the score differential series.
Weight function for tCRPS u(x) = 1− φ2.5,1(x)/φ(0).
performance of the forecasts issued in ’92Q4 for the respective forecast horizon
arises only under scoring with CRPS and tCRPS and is a result of the strong ab-
solute overprediction of the AR model in the beginning of the evaluation period.
The only other extreme differences in forecast performance can be observed in
’96Q4 and ’01Q1 for one-step ahead forecasts, and in ’01Q3 for three-step ahead
forecasts, and only under scoring with the LS. These are strong relative under-
and overpredictions of the AR model at a time when it issues particularly sharp
forecasts, which illustrates nicely how tCRPS and LS emphasize tail-behavior.
The tCRPS is static in that it focuses on performance in the region of interest,
while the LS is more adaptive and penalizes events that are extreme with respect
to the predictive density. This variability is why particularly poor scores under
the LS may appear or disappear at different forecast horizons.
Table 5.2 shows the excess kurtosis of the score-differential series, and p-values
for all four considered tests. For longer forecast horizons, we use t-distribution
critical values for the DM test due to the tendency to overstate significance. In a
nutshell, we observe the typical result that experts are significantly better than
simple statistical models for one-step ahead forecasts, whereas their comparative
skill fades for forecast horizons of multiple quarters. They may still be superior
but the required sample size for such a deduction is distinctly higher.
We observe that the p-value from the DM test is typically smaller than those
from the nonparametric tests with one notable exception. For one-step ahead
forecasts that have been evaluated using the tCRPS, we observe an outlier in
’93Q1 that is extreme enough that we find ourselves in the scenario discussed in
Figure 5.2. This observation inflates the p-values of the DM test from a hypothet-
ical value of 0.059, when the observation in question is excluded, to the actually
observed value of 0.083. The influence of this extreme observation on the permu-
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tation test is a decrease from a hypothetical value of 0.029 to the observed 0.015,
as we would expect from an observation that pulls the score differentials’ sample
mean further away from 0. In Figure 5.5 we have learned that the DM test will
overstate significance for longer forecast horizons, so it is difficult to distinguish
whether the comparatively small p-values are an artifact of this tendency or a
result of being a more suitable test. However, we note an indication that the
permutation test performs at least as good as the DM test for one-step ahead
forecasts.
5.4 Discussion
In this chapter, we have discussed significance tests for equal predictive perfor-
mance. The question these tests seek to answer is not which of two forecaster
is superior, nor do they tell us how much better a forecast is in comparison to
its competitor. If we test for significance, we are interested in the question if we
have enough data to draw meaningful conclusions. Hence, the choice of level at
which we deem a result significant is connected to our perception of meaningful.
In a decision making scenario where waiting for additional data is unacceptable
and one of two forecasters has to be chosen, performing a significance test will
not help in making better decisions. The choice of forecaster must always be
based on the score differentials’ sample mean, but does not depend on whether
the sample size is sufficiently large. In a way, we can interpret the level at which
we test for significance as a measure of urgency with which a forecaster has to be
credited with superior predictive ability.
In contrast, we could consider a situation where we have one operational fore-
casting method and the question is whether it should be replaced by an alterna-
tive. Performing a significance test for equal predictive performance would not
answer the posed question. An appropriate testing procedure is an hypothesis
test, e.g.
H0 : Yi ∼ F1,i
H1 : Yi ∼ F2,i
for all i = 1, . . . , n, (5.13)
where the null hypothesis is that the observations can be interpreted as being
drawn from the operational forecaster issuing probabilistic predictions (F1,i)
n
i=1,
and the alternative is that the competitor provides a superior model. The like-
lihood ratio test (Neyman and Pearson 1933) is the most prominent example of
such a test, and interestingly, the log-transform of its test statistic corresponds
to the score differentials’ sample mean under the logarithmic score. This means
that a one-sided version of the discussed significance tests can be used as a hy-
pothesis test of the scenario in (5.13). However, these tests should prove to be
very conservative since the critical value for rejection of the null hypothesis would
be based on a distribution with a mean value of zero, i.e. a distribution that lies
somewhere between H0 and H1. Extensive investigation of these considerations
lies outside the scope of this thesis.
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We have discussed one asymptotic (Diebold-Mariano) and three non-parametric
(permutation, Wilcoxon signed-rank, sign) tests, and have stated the necessary
assumptions that allow the use of alternative test statistics in significance tests
for equal predictive performance. We observed that the tests’ performance is
influenced by many factors, where the choice of scoring function is a central one
that has not been studied extensively to our knowledge. It is just as important
for the distribution of score differentials as the underlying distribution of the
observations, since certain performance measures may introduce a large amount
of excess kurtosis. For one-step ahead forecasts in small sample sizes it seems
preferable to rely on nonparametric tests due to the sample variance’s volatility.
In particular, the permutation test seems to perform at least equally well with
distinct advantages under heavy tails and high excess kurtosis. Of course, the
DM test retains its broad applicability especially for multi-step ahead predictions
and score differentials with platykurtic distributions.
For the nonparametric tests, the discreteness of p-values and the presence of
serial correlation have to be accommodated. Further investigations could be
made regarding the viability of DM type tests under wide-sense stationarity of
the transformed score differentials leading to statistics of the type ψd̄n. Consid-
erations in this direction have already been made by Dell’Aquila and Ronchetti
(2004).
Lastly, significance tests based on Murphy diagrams using the bootstrap or
the Westfall-Young method (Westfall and Young 1993; Cox and Lee 2008) de-




“Computing the continuous ranked probability score is challenging.”
Primarily, the choice of performance measure is determined by the type of fore-
cast, and secondly, ease of implementation and interpretability. In this context,
the continuous ranked probability score (Matheson and Winkler 1976) is particu-
larly interesting because it is admissable for any forecast that can be represented
as a univariate cumulative distribution function. This includes the case of dichoto-
mous events, some categorical events, and any event measured by a real-valued
linear variable. It belongs to the class of kernel scores (Eaton 1982; Gneiting and
Raftery 2007) which work for forecasts valued in any metric space. However, they
are notoriously difficult to compute for non-discrete distributions. Often the only
remaining options for computing the scores are numerical methods, particularly
for multivariate forecasts.
6.1 Closed form expressions for the continuous
ranked probability score
Using the CRPS, probabilistic forecasts may be issued as predictive cumulative
distribution functions, allowing mixtures of discrete and continuous distributions
as predictions. For a Dirac measure in a single point, the CRPS collapses to the
absolute error. There are three well-known representations (Gneiting and Raftery
2007; Matheson and Winkler 1976; Laio and Tamea 2007) that are interesting for
their interpretability and diagnostic value,
CRPS(F, y) = EF |X − y| −
1
2








(1(y < Q(α))− α)(Q(α)− y) dα, (6.3)
where X and X ′ are independent random variables with cumulative distribution
function F and finite first moment, andQ is any generalized inverse to F , typically
mapping α to q−α,F as defined in section 3.1.1. Based on the elementary scores for
quantile forecasts, we have given another representation in (3.54), which can be
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rewritten in terms of Lebesgue-Stieltjes integrals in the following ways,



























1(θ < x) d(1− F )2(x) dθ. (6.5)
Integration of either equation with respect to α and x, respectively, recovers the
threshold decomposition of the CRPS. If we integrate with respect to θ first, then
(6.4) results in the quantile decomposition, while (6.5) gives a representation in
between the threshold decomposition, the quantile decomposition, and the kernel
representation. Due to the representation as a mixture of elementary scores, we
recover representations in terms of the cumulative distribution function and the
quantile function in a straight-forward manner.
A representation of the CRPS in terms of characteristic functions can be given









where < denotes the real part, and φX(t) = EF [eitX ] is the characteristic function
of the random variable X with distribution F . This is a special case of a result

















where the same formula can be recovered as a special case of the energy score
(Gneiting and Raftery 2007) with reference to Székely and Rizzo (2013). Some-
times we may need to calculate the CRPS for distributions where the cumulative
distribution function cannot be given in closed form, and even numerical ap-
proximation may be challenging. These scenarios can arise for distributions of
sums of independent random variables, e.g., for multi-step ahead forecasts in
auto-regressive time-series models.
6.1.1 Transformations
Here, we will introduce the unconventional notation
CRPSF (X, y) = CRPS(F, y),
where X has distribution F, which helps clarify why the CRPS can be described
as translation invariant and homogeneous. The most common tools to introduce
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additional parameters for a given kernel are the location-scale transformation
and the truncation of a distribution’s support. Let µ ∈ R and σ > 0 be location
and scale parameters in the transformation h(x) = x−µ
σ
, and let I = [a, b) be
a half-open interval with a, b ∈ R ∪ {−∞,∞}, a < b. This restriction on the




0, x < a,
F (x), x ∈ I,
1, x ≥ b,
and yI =

a, y < a,
y, y ∈ I,
b, y ≥ b.
Combining the two transformations, h(I) denotes the transformed interval with
endpoints h(a) and h(b).
Properties 6.1. All of the following properties follow straight-forwardly from
the threshold decomposition.
(a) The CRPS is invariant under translation,
CRPSF (X + µ, y + µ) = CRPSF (X, y). (6.7)
(b) The CRPS is homogeneous of order 1,
CRPSF (σX, σy) = σCRPSF (X, y) (6.8)
(c) The CRPS for a location-scale family generated by F and h is given by
CRPS(F ◦ h, y) = σCRPS(F, h(y)). (6.9)
(d) Let I = (Ii)i=1,2,... be a cover of R, such that the Ii = [ai, bi) are half-open,




CRPS(FI , yI). (6.10)
(e) Introducing a location-scale transformation on the underlying cumulative
distribution function F without changing the cover I of R can be reformu-
lated as keeping F and transforming the cover and observation,




Properties (a) through (c) allow us to derive the CRPS for members of location-
scale families from the standardized versions, e.g. the non-standardized Student’s
t-distribution or a transformed beta distribution for variables on an interval of
finite length. Properties (d) and (e) suggest how to piece together distributions
from censored versions, e.g., cumulative distribution functions that are step func-
tions, or the two-piece normal distribution.
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Figure 6.1: Cumulative distribution function with jumps in {x1, . . . x5}. The grey
area corresponds to the CRPS with respect to the observation y. Left:
Summation (6.12) as given by Hersbach (2000). Right: Summation
(6.13) as given by Murphy (1970).
6.1.2 Closed form expressions
One important case of a closed-form expression is for discrete distributions with
finitely many events {x1, ..., xm ∈ R : xi < xi+1}, i.e., when the cumulative
distribution function is a step function with a finite number of jumps. The class





pi 1{x ≥ xi},
where p1, ..., pm ≥ 0 are the probabilities corresponding to x1, .., xm. Hersbach








































where li is the length of the interval generated by the i-th component and its
successor in the sorted vector comprising of entries x1, ..., xm, y. Figure 6.1 vi-
sualizes these two summation formulas of the CRPS, which are Riemann sums
corresponding to the treshold and the quantile decomposition, respectively.
Clearly, some representations of the CRPS require less effort than others when
the goal is to find closed-form expressions for a given distribution. The kernel
representation is useful if the Gini coefficient of the predictive distribution is
1Murphy (1970, Section 4) gives (6.13) in the context of the ranked probability score (RPS),
but the generalization to the continuous RPS (CRPS) is straight-forward.
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already known, and the threshold decomposition may be the easiest if the square
interacts naturally with the specific form of the cumulative distribution function.
Otherwise, we will usually use one of the following representations, which are
again in the terms of Lebesgue-Stieltjes integrals,







= y(2F (y)− 1) + 2
∫ ∞
y
x dF (x) −
∫ ∞
−∞
x dF 2(x) (6.15)
= y(2F (y)− 1) + 2
∫ ∞
y




F (x) + F (x−)
)
dG(x) (6.16)
= y(2F (y)− 1)− 2
∫ y
−∞









−∞ t dF (t), Q is a generalized inverse to F , and F (x
−) denotes
the left-sided limit of F in x. Equations (6.14) and (6.15) follow directly from
(6.4) and (6.5) by integration with respect to θ. Alternatively, calculation of
the quantile decomposition, or using integration by parts for Stieltjes integrals
on the threshold decomposition yields equivalent results. Using the definitions
of the Stieltjes integral and the function G, we can transform (6.15) into (6.16),
which can then be transformed into (6.17) using integration by parts. Again,
the alternative route of calculating the convolution in the kernel representation
leads to the same result. Equation (6.14) was already stated by Friederichs and
Thorarinsdottir (2012), and for the case of continuous cumulative distribution
functions Taillardat et al. (2016) give a version of equations (6.15) and (6.16),
namely,
CRPS(F, y) = EF
(
|Y − y|+ Y − 2Y F (Y )
)
.
Example 6.1 (Beta distribution). The cumulative distribution function of a
beta distribution with parameters α, β > 0 is given by
Fα,β(x) =

0 x < 0
Ix(α, β) 0 ≤ x < 1
1 x ≥ 1
,
where Ix denotes the regularized incomplete beta function. We can find a closed
form expression for the CRPS using the beta function B,





Proof. We use a simplified version of (6.17), namely
CRPS(F, y) = y(2F (y)− 1)− 2
∫ y
−∞









































The last step can be seen using equation (8.17.8) from the NIST Digital Library of
Mathematical Functions (Olver et al. 2016) and equation (7.512.5) in Gradshteyn
and Ryzhik (2007),∫ 1
0










F2(1, 2β, α + β + 1; β + 1, 2α + 2β + 1; 1).
Equation (1) in Lavoie (1987) gives an explicit formula for the hypergeometric
function in terms of gamma functions, which can be further simplified using the
duplication formula,
3F2(1, 2β, α + β + 1; β + 1, 2α + 2β + 1; 1)
=






























Example 6.2 (truncation/censoring). Let F be the cumulative distribution
and f be the Lebesgue density of a continuous distribution. Restricting the sup-
port to I = [a, b), in combination with an affine transformation using parameters
c, d ∈ R, yields the cumulative distribution function
FI(x) =

0, x < a,
cF (x) + d, x ∈ I,
1, x ≥ b,
where the parameters c and d must satisfy
0 ≤ cF (a) + d ≤ cF (b) + d ≤ 1.
Let Px = FI(x)−FI(x−) and G(x) =
∫ x
−∞ tf(t) dt, then we can find the following
representation of the CRPS,
CRPS(FI , y) = y(2FI(y)− 1)− aP 2a + bP 2b + 2cG(a)Pa + 2cG(b)Pb
− 2

cG(a)− aPa, y < a,
cG(y), a ≤ y < b,






Proof. This result can be shown by isolation of the point masses in a and b from
the representation (6.17),













= aPa − cG(a) +

cG(a)− aPa, x < a,
cG(y), a ≤ x < b,




−) dFI(x) = aP
2
a + Pb(2aPa − 2cG(a) + 2cG(b) + bPb)






Equation (6.18) can be leveraged for numerous distributions including the nor-
mal distribution and Student’s t-distribution. For the standard normal distribu-
tion with CDF Φ and density ϕ, we know that G(x) = −ϕ(x) and
∫ b
a
G(x)ϕ(x) dx = −
∫ b
a











Similarly, the cumulative distribution function and probability density function




































where the symbol B denotes the beta function and 2F1 denotes the hypergeomet-































































where Ix denotes the regularized incomplete beta function. The identity can be









While closed form expressions of the CRPS for the normal distribution and deriva-
tions using truncation and censoring are well known (Gneiting et al. 2005, 2006;
Thorarinsdottir and Gneiting 2010; Gneiting and Thorarinsdottir 2010), formula
(6.18) covers truncation and censoring with arbitrary redistribution of the tail
probabilities, including the special cases
(a) of the original distribution, i.e. a = −∞, b =∞, c = 1, d = 0,
(b) of the censored version with concentration of the tail probabilities into point
masses in the respective boundary, i.e. −∞ ≤ a < b ≤ ∞, c = 1, d = 0,
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(c) of the truncated version with proportional redistribution of the total tail
probability, i.e. −∞ ≤ a < b ≤ ∞,
c =
1
F (b)− F (a)
, d = − F (a)
F (b)− F (a)
,
(d) and of the two-piece distributions with location parameter µ and scale pa-
rameters σ1, σ2 > 0,
F (x) =
{
F1(x), x < µ,
F2(x), x ≥ µ,






), x < µ,
1, x ≥ µ,
F2(x) =
{




) + d2, x ≥ µ,
the CRPS can be calculated as
CRPS(F, y) =
{
CRPS(F1, y) + CRPS(F2, µ), y < µ,
CRPS(F1, µ) + CRPS(F2, y), y ≥ µ,
using property 6.1(e).
6.2 Approximations for the continuous ranked
probability score
Approximation of the CRPS becomes necessary if a closed form expression is
unattainable. While analytical solutions can be found for many of the standard
distributions, this is not the case in general. We will gradually move from almost-
closed forms to cases where the CRPS needs to be estimated from a sample. It
stands to reason that as much analytical information as possible should be used
at all times.
Numerical integration
In the best case scenario, we are still able to numerically approximate the CRPS
using one of the representations in this chapter. For simplicity we will assume that
the predictive distribution is continuous. We consider several functions which
can be used to fully describe a distribution. The most standard ones are the
cumulative distribution function F and its inverse or quantile function Q, but
also the probability density function f and the quantile density function q. The
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cumulative expectation functions G(x) =
∫ x




or the characteristic function φX(t) = EF [eitX ] may also be used. This gives us








(1− F (x))2 dx (6.19)
= y(2F (y)− 1)− 2
∫ y
−∞
xf(x)F (x) dx+ 2
∫ ∞
y
xf(x)(1− F (x)) dx (6.20)



















(1− α)2q(α) dα (6.23)
= y(2F (y)− 1)− 2
∫ F (y)
0
αQ(α) dα + 2
∫ 1
F (y)
(1− α)Q(α) dα (6.24)




Nearly all representations require a closed form of the cumulative distribution
function F , except for equation (6.22) using solely the characteristic function.
Apart from that, the first group contains only the functions f , F , and G with the
corresponding infinite integrals, whereas the second group requires calculation of
merely finite integrals using the functions q, Q, and Q. By means of integration
by parts we can navigate through the representations (6.19) to (6.21) and (6.23)
to (6.25), and the substitution α = F (x) allows moving between the groups. The
representations (6.21) and (6.25) facilitate storage of the integral’s numerical
result when calculating the CRPS for different observations, or when the class of
predictive distributions happens to be a location-scale family (see 6.1(c)).
In Figure 6.2, we illustrate the behavior of representations (6.19) to (6.24) in
a non-comprehensive way. We choose the normal distribution and Student’s t-
distribution as examples, which means passing over representation (6.25) for lack
of a closed form or numerical implementation. The quantile density function, on





Naturally, these results depend strongly on the distribution and numerical inte-
gration routine, which in this case is the QUADPACK implementation used in
the integrate function of the statistical computing language R. As a proxy for
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Figure 6.2: Absolute errors (logarithmic scale) of the QUADPACK numerical in-
tegration routines as implemented in the integrate function of the
statistical computing language R. The x-axis shows the number of
iterations of the adaptive integration procedure for each integral in
the corresponding representation.
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the number of function evaluations in the numerical integration, we restrict the
number of iterations for the adaptive procedure. We observe a distinct leverage
of the implementation’s adaptive nature when using the first group of representa-
tions with infinite integrals. Additionally, as the integral in representation (6.21)
does not depend on y, it proves to be stable with respect to outlying observa-
tions. In comparison, the second group of representations exhibits great stability,
but also slower convergence with additional subdivisions. Although, the initial
estimate seems to be already quite accurate.
As a conclusion, numerical integration gives accurate approximations with all
of the given representations. Often the choice will be determined by the func-
tions which are available in closed forms. We note that it is important to avoid
points of discontinuity and singularities. Regarding singularities, the form of
representation (6.24) is chosen to leverage the fact that
α Q(α)→ 0 as α→ 0,
(1− α)Q(α)→ 0 as α→ 1,
when the first moment exists.
Sampling
Sampling procedures are characterized by yielding different results, or estimates,
on repeated calculations. They become necessary when none of the aforemen-
tioned representations can be evaluated numerically. However, we may still be
able to leverage analytical information.
In the classical Markov chain Monte Carlo setting, our predictive distribution
F has the form of a continuous mixture with respect to the distribution P of
some parameter vector θ. The cumulative distribution function typically does




F (x|θ) dP (θ),
where F (·|θ) is the conditional cumulative distribution function with a known
closed form for a given θ ∈ Θ. Krüger et al. (2016) investigate this scenario sys-
tematically using four different estimators. The first one is based on the empirical




i=1 is the parameter draw from the
MCMC algorithm. The remaining three ignore all analytical information and are
based solely on the sample (xi)
n
i=1 of the variable of interest, i.e., the empirical
cumulative distribution function, a kernel density estimator without degenerate
kernel, and a normal approximation based on the sample mean and variance. In
all cases, the CRPS can then be calculated using either a closed form expression
or a numerical approximation. Their results clearly suggest that using additional
analytical information is beneficial.
We now consider the fringe case where no analytical information can be lever-
aged. The only available information comes from a sample (xi)
n
i=1, where the size
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n may be chosen arbitrarily and even be increased during the evaluation. Based












where x(i) denotes the i-th order statistic. This is the equivalent to the algo-
rithm by Hersbach (2000), but instead using the quantile decomposition (6.3).











|xi − xσ(i)|, (6.26)
where σ(i) is a cyclic permutation with no fixed points. The first option uses the
complete information in the given sample but requires sorting, while the second
option is computationally cheap but does not use all available information for the
estimation of the second term.
However, if we can draw additional samples, we are not interested in the ac-
curacy for a given sample, but the accuracy for a given amount of computation
time. The sampling variance of the two terms in the threshold decomposition
(6.2),
E|X − y| and E|X −X ′|,
is equivalent in order. This means that if we spend computation time for esti-
mation more evenly between the two components and if the computational cost
for the sampling procedure is low, we can potentially draw a much bigger sample
and effectively reduce the overall error variance of the CRPS estimate for a given
computation time.
For independent samples, the choice of the cyclic permutation in (6.26) does
not matter. However, when dependencies are present we can minimize their
effect on the estimation by choosing an appropriate permutation. For example,
the circular shift operation






, maximizes the distance |i − σ(i)| while keeping it constant, for
all i = 1, ..., n, and thus minimizes time dependencies in MCMC methods.
Figure 6.3 shows the average computation time for a given sample size of four














the approximative kernel representation with cyclic permutation (AKR), the al-
gorithm by Hersbach (2000) based on the threshold decomposition (TD), and
the quantile decomposition (QD). For reference, the additional black line shows
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Figure 6.3: Left: Average computation time for a given a sample size with normal
i.i.d. samples. Right: Mean absolute error for a given mean computation
time (1000 iterations). Standard normal i.i.d. samples are used to estimate
CRPS(N0,1, 0) and CRPS(N0,1, 2).
how much time is spent drawing the sample, effectively giving a lower bound for
the CRPS estimation methods. We observe that computation of the AKR barely
costs anything in addition to the sampling procedure, and that the KR is sub-
stantially more expensive than any other method. Between the TD and the QD,
we cannot observe any difference in computation time, as the dominating factor
is the sorting algorithm. Obviously, this is dependent on the implementation.
Our methods are written in C++ and integrated into R via the Rcpp package.
Equipped with fairly efficient implementations for the four methods, we are
interested in their accuracy as measured by the mean absolute error (MAE) for
a given computation time. Figure 6.3 shows results for CRPS estimates derived
from 1000 iterations of independent standard normal samples with different re-
alized observations. As we can see in the figure, for realizations which lie in the
center of the predictive distribution, it is easier to compute accurate estimates of
the CRPS than for realizations which can be considered outlying with respect to
the predictive distribution. Something else we can observe, is the superior per-
formance of the AKR method for outlying realizations, which is not surprising
considering this method is designed to increase the emphasis on the estimation
of E|X − y|. The variance of |X − y| is largest when the realization y shifts the
distributions so far in one direction that X−y is either positive or negative almost
surely, making those the more difficult cases to estimate the CRPS accurately.
Ideally, we would choose a method and a corresponding sample size according
to the realization y to achieve a predetermined accuracy. Choosing the best
method may be difficult, but choosing an appropriate sample size is certainly
possible. Let us take a closer look at the AKR method in combination with the




when we know that some smaller shift j already produces approximately
independent pairs (xi, xσ(i)). And if that is the case, we may as well divide the
sample into sub samples of size at least 2j + 1, adjust the modulo of the shift
operator, and take the average of the CRPS values on those sub samples. This
does not change the accuracy of the final result on average, because it simply
corresponds to a different cyclic permutation, which also produces approximately
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independent pairs. However, we can then estimate the accuracy of the CRPS
approximation from this collection. If we have m of these CRPS values, then
the standard deviation of the final CRPS estimate is m−1/2 times the standard
deviation derived from the collection. When the total sample size is large enough
we can assume a normal distribution as a result of the Central Limit Theorem,
which allows us to compute a variety of accuracy metrics like the MAE, or a
confidence interval. Of course, we need an initiation period to create a CRPS
value collection of size at least 20, say, after which we would determine in regular
intervals whether additional sampling is necessary or the desired accuracy of the
CRPS estimate has been achieved. The same can be done in combination with
the TD and QD methods, but in these cases the accuracy will go down compared
to the accuracy of an estimation from the full sample. As trade-off we can expect
a lower computation time, because splitting up the sample reduces the work for
the sorting algorithm.
6.3 R-package: scoringRules
Collaborative work with Fabian Krüger and Sebastian Lerch has lead to the de-
velopment of a software package for the statistical programming language R (R
Core Team 2016). In the R-package scoringRules, we aim to lower barriers
to the use of proper scoring rules in practice, and give a dictionary-like refer-
ence for computing the continuous ranked probability score and the logarithmic
score. Catering to the most common scenarios in practice, we allow predictive
distributions to arise from parametric families or draws from sampling methods.
Commonly known, as well as previously unavailable, closed form expressions
have been implemented for numerous distributions. An overview of the analytic
representations that are available as of version 0.9.2 published on The Com-
prehensive R Archive Network (CRAN) is given in Table 6.1. Whenever the
scoringRules package is referenced in Table 6.1, we refer to a vignette that is
soon to be included in the package. A preliminary version is currently available
at https://github.com/FK83/scoringRules.
For predictive distributions given as draws from Markov chain Monte Carlo or
other sampling methods, the scores are computed from closed form expressions
that are associated with some approximation method. We offer default choices
based on the results presented in Krüger et al. (2016). Beyond that, the previ-
ous section on CRPS approximation discusses considerations which are currently
under development for implementation.
To the best of our knowledge, scoringRules is the most comprehensive library
of closed form expressions for the CRPS. However, other packages offer compa-
rable functionality in their respective domains of application. Inseparably linked
with model estimation in ensemble settings, the R packages ensembleBMA (Fraley
et al. 2016) and ensembleMOS (Yuen et al. 2013) provide for the computation of
the CRPS for normal and gamma distributions, as well as normal and gamma
mixtures. Evaluation in terms of the CRPS for predictive distributions issued
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Distributions on the entire real line
Distribution Reference
Laplace Jordan et al. (2016)
logistic Jordan et al. (2016); Taillardat et al. (2016)
normal Gneiting et al. (2005)
t Jordan et al. (2016)
mixture of normals Grimit et al. (2006)
two-piece-exponential Jordan et al. (2016)
two-piece-normal Gneiting and Thorarinsdottir (2010)
Distributions on the positive half-line
Distributions Reference
exponential Jordan et al. (2016)
gamma Scheuerer and Möller (2015)
log-Laplace Jordan et al. (2016)
log-logistic Jordan et al. (2016); Taillardat et al. (2016)
log-normal Baran and Lerch (2015)
Distributions on bounded intervals
Distribution Reference
beta Jordan et al. (2016); Taillardat et al. (2016)
uniform Jordan et al. (2016)
Distributions with variable support
Distribution Reference
censored/truncated logistic Scheuerer and Möller (2015); Jordan et al. (2016)
censored/truncated normal Gneiting et al. (2006); Thorarinsdottir and Gneit-
ing (2010); Jordan et al. (2016)
censored/truncated t Jordan et al. (2016)
generalized Pareto Friederichs and Thorarinsdottir (2012)
generalized extreme value Friederichs and Thorarinsdottir (2012)
Distributions on the natural numbers
Distribution Reference
negative-binomial Wei and Held (2014)
Poisson Wei and Held (2014)
Table 6.1: Parametric families, with closed form expressions for the CRPS and LS, that
are implemented in scoringRules as of version 0.9.2 published on CRAN.
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in the form of samples is provided by the verification (National Center for
Atmospheric Research 2015) and SpecsVerification (Siegert 2015) packages.
Base R allows the computation of the LS for all its native distributions via the
log-likelihood, and the crch (Messner et al. 2016) package extends to censored




In this thesis, we have discussed various facets of forecast evaluation. Fundamen-
tally, proper measures of predictive performance reconcile a forecaster’s subjec-
tive belief with their decision-theoretically optimal prediction in reporting. This
means that individual preferences may affect the evaluation of predictive perfor-
mance, but forecasters should not feel encouraged to deviate from their honest
opinion. As forecast rankings depend on subjective criteria, we have investigated
some classes of elementary performance measures and have developed tools to de-
termine a ranking’s stability. Furthermore, the reliability of an observed ranking
also depends on the chosen performance measure. Lastly, computing scores can
be challenging, and we have provided an overview of closed form solutions and
approximative procedures for the continuous ranked probability score.
In Chapter 3, we have investigated the classes SQα and SEα of scoring functions
that are consistent for the quantile and expectile functionals at level α ∈ (0, 1),
respectively. The class SESα comprising the consistent scoring functions for the
bivariate combination of quantile and expected shortfall at level α ∈ (0, 1) has also
been considered. The elementary members of the respective classes are linearly
parameterized by θ ∈ R,
SQα,θ(x, y) =

1− α, y ≤ θ < x,




(1− α)|y − θ|, y ≤ θ < x,
α|y − θ|, x ≤ θ < y,
0, otherwise,








Theorems 3.1a and 3.1b state the existence of a mixture representation for any





where T designates the quantile or expectile functional, respectively, and H is a
nonnegative mixing measure. For the joint evaluation of quantile and expected
shortfall predictions, a similar result applies,
SESα (x1, x2, y) = S
Q
α (x1, y) +
∫ ∞
−∞
SESα,θ(x1, x2, y) dH(θ),
99
Mean forecasts of Inflation
Patton (2015), n = 129
SPF vs. Michigan
90% Quantile forecasts of Wind Speed
Gneiting et al. (2006), n = 5136
RST vs. AR























(< 0 means that SPF is preferable) (< 0 means that RST is preferable)
Figure 7.1: Murphy diagrams as in Figure 4.7 for the score difference of two forecasters.
where SQα ∈ SQα , as presented in Theorem 3.2. Finding mixture representations
gets considerably more complicated for higher-dimensional multivariate point pre-
dictions. Probability forecasts for categorical events can be interpreted as such,
and we have demonstrated that the parameterization of elementary members
gets exceedingly difficult. If the class of proper scoring rules is too large, it will
even become impossible to fully characterize the subclass of elementary members.
Hence, suitable restrictions allowing for linear parameterizations serve multiple
purposes. First, it is likely that an economic interpretation of the elementary
scores and the corresponding parameterization exists. All elementary members
of the classes SQα , SEα , and SESα correspond to betting and investment scenar-
ios where the parameter θ corresponds to a threshold with implications for the
decision making process. Second, the existence of a linear parameterization al-
lows graphical inspection of all elementary members simultaneously by Murphy
diagrams as proposed in Chapter 4.
An examiner has the ability to influence the forecast evaluation, even when
choosing only from the proper performance measures. Murphy diagrams illustrate
the robustness of a conclusion with respect to the choice of scoring function. In
particular, the presence or absence of dominance relations can be confirmed with
a single glance. Whenever empirical Murphy diagrams intersect, a dominance
relation does not exist, and the forecast ranking depends on the mixing measure.
For such cases, we provide a means of quantifying the stability of the forecast
ranking. Figure 7.1 recapitulates the results from Figure 4.7, and illustrates the
correspondence between visual impression of stability and the numerical quantifi-
cation using the results from Section 4.3.2. At left, the line describing the aver-
age score difference for the elementary members crosses 0 prominently, whereas
at right, the mean score differences are mostly in favor of the RST method and
only barely favor the AR model otherwise. This is reflected by stability values
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Figure 7.2: Plots of the adjusted power (5% level) for one-step ahead forecasts and
normal innovations as in Figure 5.3. For details we refer to Section 5.2.
be warranted. First, the considerations regarding default mixing measures bear
a strong resemblance to the topic of uninformative priors in Bayesian statistics.
While translation-invariance is a natural criterion in the context of quantile and
expectile predictions, the choice for probability forecasts of binary events is less
obvious. Second, the results in Section 4.3.2 assume normalized mixing measures,
which, for bounded domains, correspond to probability measures, and regularity
conditions may be required for a well-defined Kullback-Leibler divergence (4.8)
otherwise.
Another factor that plays a distinct role in forecast evaluation is sampling vari-
ation. Choosing a forecaster’s opinion to rely on, and then reevaluating that
decision as further data arrive, is common practice. Significance tests do not in-
fluence the choice of forecaster, but describe a means of quantifying the reliability
of a forecast ranking. At times, they may have an influence on the decision of
“choose a forecaster” against the option “wait for more data”, but their main
contribution to forecast evaluation lies in their interpretation as indicators of a
forecast ranking’s stability with respect to the collection of additional data. In
this context, we illustrate that the paradigm shift to probabilistic forecasts rekin-
dles the interest in one of the most basic statistical tests, the sign test. Figure 7.2
recapitulates some of the results from Figure 5.3, and illustrates that the perfor-
mance measure can play an important role in significance testing. Under certain
conditions or assumptions, the sign test can be used to test for the null hypothesis
of equal predictive performance and may exhibit superior power properties. An
intriguing question is whether the accommodation of an autocorrelation estima-
tor in the sign test allows to omit the practice of multiple testing for forecast
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