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Re´sume´
L’utilisation de la me´thode de ge´ne´ration de colonnes s’est intensifie´e ces
dernie`res de´cennies, en particulier pour la re´solution de proble`mes discrets
de grande taille afin d’obtenir une borne lagrangienne. Elle est e´galement
integre´e dans la me´thode de se´paration et d’e´valuation (branch-and-price) ou`
elle est utilise´e pour le calcul de la fonction d’e´valuation en chaque nœud de
l’arbre de recherche.
A l’instar des me´thodes ite´ratives, elle souffre du phe´nome`ne d’amortis-
sement, particulie`rement lorsqu’elle est utilise´e pour re´soudre des proble`mes
de´ge´ne´re´s. Le sche´ma de ge´ne´ration de colonnes offre plusieurs possibilite´s
d’ame´liorations. Nous pre´sentons dans ce rapport quelques unes de ces pos-
sibilite´s propose´es dans la litte´rature, qui se basent sur des principes varie´s
selon que l’on ope`re sur le plan primal ou dual, que l’acce´le´ration concerne la
re´solution du proble`me maˆıtre, du sous-proble`me ou du processus global, ou
encore son hybridation avec d’autres me´thodes de re´solution.
Nous mettons l’accent a` la fin de ce rapport sur les techniques de re´op-
timisation qui s’ave`rent prometteuses pour l’acce´le´ration de la ge´ne´ration de
colonnes, particulie`rement lorsque le temps global de re´solution est domine´
par celui des sous-proble`mes.
Abstract
The use of the method of column generation was intensified during the
last decades, in particular for the resolution of huge discrete problems in
order to obtain a lagrangian bound. It is also integrated in a branch and
bound method (branch-and-price) where it is used for the computation of the
evaluation function at each node of the research tree.
Like iterative methods, it suffers from the long tail effect, particularly
when it is used to solve degenerated problems. The scheme of column gene-
ration offers several possibilities for improvements. We present in this report
some of these possibilities suggested in the literature, which are based on
varied principles according to whether one operates on the primal or dual
plan, or that acceleration relates to the resolution of the master problem, the
subproblem or the whole process, or his hybridization with other resolution
methods.
At the end of this report, we focus our study on reoptimization techniques,
which prove to be promising for the acceleration of column generation, par-
ticularly when the total time of resolution is dominated by that of the sub-
problems.
1 Introduction
De nombreux proble`mes rencontre´s dans la pratique sont complexes, de grande
taille et difficiles a` re´soudre. Ce qui les rend hors des capacite´s de re´solution des lo-
giciels disponibles aujourd’hui, meˆme les plus spe´cialise´s. Pour pouvoir les traiter,
des me´thodes de de´composition de l’espace des solutions sont utilise´es [1, 9, 43].
La de´composition engendre souvent des proble`mes avec un nombre de´mesure´ de
variables, d’ou` un intereˆt croissant pour la me´thode dite de ge´ne´ration de colonnes
[3, 10, 13, 25, 29, 31] dont le point fort est de pouvoir caracte´riser une solution
optimale d’un proble`me en manipulant un ensemble re´duit de ses variables.
La ge´ne´ration de colonnes a e´te´ introduite inde´pendamment par Dantzig et
Wolfe [9] d’un coˆte´ et Gilmore et Gomory [20] de l’autre. Elle consiste a` re´soudre
alternativement un proble`me maˆıtre et un sous-proble`me, re´sultants de la de´com-
position du proble`me d’origine. Le principe est de se´lectionner a` chaque ite´ration
une variable candidate a` ame´liorer la valeur courante du proble`me maˆıtre, en ex-
ploitant le cas particulier ou` les variables ont une structure spe´cifique qui permet
de les de´finir par un sous-proble`me d’optimisation (plus courts chemins [10, 13],
sac-a`-dos [20]).
A` l’instar des me´thodes ite´ratives, la ge´ne´ration de colonnes peut souffrir d’un
proble`me de convergence, particulie`rement lorsqu’elle est utilise´e pour re´soudre des
proble`mes de´ge´ne´re´s ou` elle peut passer beaucoup de temps a` ge´ne´rer des colonnes
qui n’ame´liorent que faiblement la valeur de l’objectif, ce phe´nome`ne est appele´
l’amortissement de la ge´ne´ration de colonnes. La version duale de la ge´ne´ration de
colonnes, connue sous le nom de la me´thode des plans coupants de Kelley [23], est
base´e sur le meˆme principe, mais utilise des techniques de re´solution diffe´rentes.
Du point de vu dual, le proble`me de convergence se traduit par des variations
d’une grande amplitude des solutions duales.
Plusieurs me´thodes visant a` ame´liorer la convergence de la ge´ne´ration de co-
lonnes ont e´te´ propose´es dans la litte´rature. Elles se basent sur des principes varie´s
selon que l’on ope`re sur le plan primal ou dual, que l’acce´le´ration concerne la re´-
solution du proble`me maˆıtre, du sous-proble`me ou bien du processus global, ou
encore de son hybridation avec d’autres me´thodes de re´solution. Les me´thodes les
plus connues et les plus utilise´es sont les me´thodes de stabilisation [4, 10, 35, 34]
qui ope`rent sur le processus global en ayant comme objectif la diminution du
nombre d’ite´rations en re´duisant les oscillations des valeurs des variables duales.
Nous rappelons dans la section 2 le principe de la ge´ne´ration de colonnes du
point de vu primal et dual et ses proble`mes de convergence. Dans la section 3
nous exposerons diffe´rentes me´thodes de stabilisation. Enfin dans la section 4,
nous pre´senterons d’autres techniques d’acce´le´ration et des pistes de recherches a`
explorer qui nous semblent prometteuses.
2 Principe de la ge´ne´ration de colonnes
Conside´rons le programme line´aire a` n variables et m contraintes :
(P ) max
∑
j∈J cjxj s.c.
∑
j∈J A
jxj ≤ a
xj ≥ 0, ∀j ∈ J
ou` J est l’ensemble des indices des variables (avec |J | = n), (cj , A
j) ∈ (R ×
R
m),∀j ∈ J et a ∈ Rm.
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Soient B une base re´alisable de (P ) et x(B) une solution de base associe´e. La
solution duale correspondante est donne´e par :
π = c(B)B
−1
La re´solution du proble`me (P ) par l’algorithme primal du simplexe consiste
a` ame´liorer ite´rativement la solution de base x(B) en se´lectionnant, parmi toutes
les variables hors base, une variable de couˆt re´duit ame´liorant, i.e. positif pour
un proble`me en maximisation. Le couˆt re´duit d’une variable xj est donne´ par :
c¯j = cj − πA
j . La colonne qui rentre dans la base peut eˆtre obtenue en re´solvant
le proble`me d’e´valuation :
c¯j∗ = max
j∈J
cj − πA
j (1)
Si c¯j∗ > 0 alors la solution courante peut eˆtre ame´liore´e en introduisant xj∗
dans la base. Sinon, la base courante B est optimale pour (P ).
Si on est amene´ a` manipuler un nombre de´mesure´ de variables (plusieurs mil-
lions), il est alors tre`s difficile de les e´nume´rer explicitement et par conse´quent,
la re´solution de (1) devient ardue, voire impossible. Dans le cas ou` les colonnes
ont une structure particulie`re, on peut les de´finir en re´solvant un proble`me d’op-
timisation [43]. Par exemple, le proble`me de de´coupe [20] dans lequel les colonnes
sont des vecteurs a` composantes entie`res non nulles, la de´finition d’une colonne
revient a` re´soudre un proble`me de sac-a`-dos a` variables entie`res. Les me´thodes de
de´composition reposent sur le meˆme principe : le proble`me d’origine est de´com-
pose´ en un ou plusieurs sous-proble`mes plus simples a` re´soudre, l’ensemble e´tant
ge´ne´ralement coordonne´ par un programme line´aire appele´ le proble`me maˆıtre.
L’algorithme de ge´ne´ration de colonnes est particulie`rement adapte´ a` la re´so-
lution des proble`mes engendre´s par la de´composition de Dantzig et Wolfe [9]. Son
principe est similaire a` celui de l’algorithme du simplexe et consiste a` re´soudre le
proble`me (P ) avec un ensemble re´duit de ses variables, puis a` l’alimenter ite´rative-
ment avec de nouvelles colonnes jusqu’a` atteindre l’optimalite´. Ainsi, on construit
a` une ite´ration k donne´e, un proble`me (P k) (appele´ proble`me maˆıtre restreint) a`
partir de (P ) en utilisant un sous-ensemble de colonnes Jk ⊆ J :
(P k) max
∑
j∈Jk cjxj s.c.
∑
j∈Jk A
jxj ≤ a
xj ≥ 0, ∀j ∈ J
k
Soient Bk une base optimale et re´alisable de (P k), xk et πk les solutions pri-
males et duales associe´es. On cherche donc une colonne de couˆt re´duit positif
(maximal) qui rentre dans la base en re´solvant le proble`me d’e´valuation (1) appele´
sous-proble`me. Deux cas peuvent se pre´senter :
(i) Soit c¯j∗ > 0 : la colonne j
∗ est rajoute´e a` l’ensemble Jk et le proble`me (P k)
augmente´ d’une colonne, est re´optimise´ sur l’ensemble Jk+1 = Jk ∪ {j∗}.
(ii) Ou bien c¯j∗ ≤ 0 : aucune variable ne posse`de un couˆt re´duit positif et par
conse´quent la base Bk est e´galement optimale pour (P ).
L’algorithme suivant re´sume les e´tapes de re´solution par la ge´ne´ration de co-
lonnes.
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Sche´ma ge´ne´rique de l’algorithme de ge´ne´ration de colonnes
{de´but}
k ← 1
Initialiser (P k)
Jk ← Ensemble des indices des variables de la base de de´part
Re´pe´ter
Re´soudre (P k)
Bk base re´alisable et optimale de (P k)
(xk;πk) ← solution optimale (primale ; duale) de (P k)
c¯∗ ← maxj∈J{cj − π
kAj}
j∗ ← argmaxj∈J{cj − π
kAj}
Jk+1 ← Jk ∪{j∗}, k ← k + 1
Jusqu’a` c¯∗ ≥ 0
Bk−1 est re´alisable et optimale pour (P )
{fin}
2.1 La ge´ne´ration de colonnes pour l’optimisation discre`te
La re´solution des proble`mes en nombres entiers ne´cessite souvent l’utilisation
de techniques de de´compositions [9, 17, 19, 22, 43]. Nous nous inte´resserons dans ce
qui suit a` la me´thode de de´composition de Dantzig et Wolfe [9] dont l’application
aboutit, d’une part a` un proble`me maˆıtre et d’autre part a` un ou plusieurs sous-
proble`mes [2, 3, 12, 13, 20, 21, 33]. Pour re´soudre le programme en nombres entiers
ainsi obtenu, la ge´ne´ration de colonnes peut eˆtre utilise´e directement [28, 29] ou
inte´gre´e a` un sche´ma de type branch-and-bound pour donner la me´thode de branch-
and-price.
Conside´rons le programme line´aire suivant :
(PNE) max cx s.c. Ax ≤ a (m contraintes)
Bx ≤ b (p contraintes)
x ∈ Nn
ou` A ∈ Rm×n, B ∈ Rp×n, a ∈ Rm et b ∈ Rp.
Soit X = {x ∈ Nn : Bx ≤ b} un ensemble fini indice´ par I. En notant xi,
i ∈ I, les e´le´ments de X, le proble`me (PNE) peut se re´e´crire comme suit :
max{cxi : Axi ≤ a, i ∈ I}
En associant une variable binaire λi, i ∈ I, a` chaque e´le´ment x
i deX, on obtient
la formulation du proble`me maˆıtre de Dantzig et Wolfe e´quivalent au proble`me
(PNE) :
max
∑
i∈I(cx
i)λi s.c.
∑
i∈I(Ax
i)λi ≤ a∑
i∈I λi = 1
λi ∈ N , ∀i ∈ I
(2)
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En relaˆchant les contraintes d’inte´grite´ sur les variables du proble`me (2) et en
substituant I par J , l’ensemble des indices des points extreˆmes de Conv(X), on
obtient la relaxation continue du proble`me maˆıtre de Dantzig-Wolfe :
(PM) max
∑
j∈J(cx
j)λj s.c.
∑
j∈J(Ax
j)λj ≤ a∑
j∈J λj = 1
λj ≥ 0 , ∀j ∈ J
(3)
Le nombre de points extreˆmes e´tant potentiellement exponentiel, on de´finit le
proble`me maˆıtre (PMk) restreint au sous-ensemble des variables d’indices dans
Jk ⊆ J construit ite´rativement avec l’algorithme de ge´ne´ration de colonnes (voir
proce´dure de´crite ci-dessus).
D’apre`s le paragraphe 2, le couˆt re´duit d’une variable λj , j ∈ J , est donne´ par :
cxj − π(Axj)− π0
et le proble`me d’e´valuation appele´ aussi le sous-proble`me est formule´ comme suit :
(SP ) max
j∈J
{(c− πA)xj − π0} ⇔ max
x∈Conv(X)
{(c− πA)x− π0}
ou` π ∈ Rm+ est le vecteur des variables duales correspondant aux contraintes∑
j∈J(Ax
j)λj ≤ a (dites couplantes) et π0 ∈ R la variable duale correspondant a`
la contrainte de convexite´
∑
j∈J λj = 1.
Remarques 1
(a) Le proble`me maˆıtre peut eˆtre initialise´ avec un ensemble de colonnes ge´-
ne´re´es par une heuristique ou bien en utilisant des variables artificielles a`
l’instar de la phase 1 de l’algorithme du simplexe.
(b) Il n’est pas ne´cessaire de re´soudre les sous-proble`mes jusqu’a` l’optimalite´,
une me´thode heuristique peut fournir des colonnes de couˆt re´duit positif en
un temps raisonnable [37], la re´solution exacte des sous-proble`mes n’est ne´-
cessaire que pour prouver l’optimalite´.
(c) Afin de re´duire le nombre d’ite´rations de la ge´ne´ration de colonnes, il est
pre´fe´rable de ge´ne´rer lors de chaque ite´ration un ensemble de colonnes de
couˆts re´duits positifs (cela revient a` de´terminer plusieurs solutions du sous-
proble`me de couˆts re´duits positifs en utilisant des heuristiques ou bien en
calculant les k meilleures solutions) que de n’en ge´ne´rer qu’une seule.
(d) Les proble`mes (PNE) et (2) sont e´quivalents mais leurs relaxations conti-
nues respectives sont diffe´rentes. La relaxation continue de (2) correspond a`
la relaxation lagrangienne des contraintes Ax ≤ a [39].
(e) D’apre`s la remarque (1-(b)) et lorsque le sous-proble`me posse`de la pro-
prie´te´ d’inte´gralite´1 (proble`me du plus court chemin [10] par exemple), la
borne obtenue est la meˆme que celle de la relaxation continue. Afin d’obte-
nir une meilleure borne, il est pre´fe´rable que le sous-proble`me ne posse`de pas
la proprie´te´ d’inte´gralite´.
1La re´solution de la relaxation continue d’un proble`me en nombres entiers posse`dant la pro-
prie´te´ d’inte´gralite´ fournit des solutions entie`res.
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2.2 La Ge´ne´ration de Colonnes dans l’espace dual
Conside´rons le dual du proble`me (PM) :
(DM) minπa+ π0 s.c. π0 ≥ cx
j − π(Axj) ∀j ∈ J
(π, π0) ∈ (R
m
+ ,R)
Ce proble`me peut eˆtre re´solu par la me´thode des plans coupants de Kelley [23].
Posons θ = πa+ π0, le proble`me (DM) peut eˆtre re´e´crit comme suit :
(D) min θ s.c. θ ≥ cxj + π(a−Axj) ∀j ∈ J
(θ, π) ∈ (R,Rm+ )
(4)
il en de´coule les formulations e´quivalentes :
min θ s.c. θ ≥ Θ(π)
(θ, π) ∈ (R,Rm+ )
⇔ minpi∈Rm+ Θ(π)
ou` Θ(π) = maxj∈J{cx
j + π(a−Axj)}.
Remarques 2
(a) La fonction π 7→ Θ(π) est une fonction convexe et line´aire par morceaux.
(b) Pour tout π ∈ Rm+ , M = maxj∈J{cx
j + π(a − Axj)} de´finit un majorant
de la valeur optimale du proble`me maˆıtre (PM).
(c) Le proble`me (4) est e´quivalent au dual de la relaxation lagrangienne du
proble`me (PNE) obtenu en dualisant les contraintes Ax ≤ a.
Par analogie avec la proce´dure pre´sente´e au de´but de la section 2, on de´finit le
proble`me maˆıtre (Dk) restreint a` un ensemble re´duit de contraintes ge´ne´re´es par
le sous-ensemble de colonnes Jk ⊆ J :
(Dk) min θ s.c. θ ≥ cxj + π(a−Axj) ∀j ∈ Jk
(θ, π) ∈ (R,Rm+ )
(5)
Ces contraintes qui sont (e´ventuellement) des supports de la courbe de Θ,
de´finissent une approximation Θk de Θ. La valeur de Θ(π) est fournie par la
re´solution du sous-proble`me
max
j∈J
{cxj + π(a−Axj)} (6)
Soit πk la solution optimale de (Dk), pour ve´rifier si πk est optimale pour (D),
on calcule la valeur de Θ(πk) en re´solvant le sous-proble`me (6). Deux cas peuvent
se pre´senter :
(i) Soit Θ(πk) > Θk(πk), la solution πk n’est pas optimale pour (D) et la
nouvelle coupe associe´e a` la colonne ge´ne´re´e par le sous-proble`me est rajoute´e a`
l’ensemble des coupes de´ja` ge´ne´re´es pour obtenir un nouveau proble`me (Dk+1), et
le processus est re´ite´re´.
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(ii) Soit Θ(πk) ≤ Θk(πk), dans ce cas πk est optimale pour (D) et l’algorithme
s’arreˆte.
Chaque coupe dans le dual correspond a` une colonne dans le primal, le the´o-
re`me ci-dessous permet de construire une solution primale re´alisable a` partir des
conditions d’optimalite´ du proble`me dual restreint [7].
The´ore`me 1 (1) La solution optimale πk de (Dk) est caracte´rise´e par l’existence
d’une solution primale re´alisable xk satisfaisant les conditions de comple´menta-
rite´ :
Axk − a ≤ 0, πk ≥ 0, (Axk − a)πk = 0
(2) xk co¨ıncide avec la solution optimale de (PMk).
(3) xk est optimale pour (PM) si cxk = Θ(π), avec π la meilleure solution duale
courante.
2.3 Convergence de la ge´ne´ration de colonnes
La ge´ne´ration de colonnes assure une tre`s rapide ame´lioration de la valeur
du proble`me maˆıtre durant les premie`res ite´rations. Cependant, elle peut passer
beaucoup de temps a` ge´ne´rer des colonnes qui n’ame´liorent que faiblement la va-
leur de l’objectif. La figure 1-(a) illustre l’effet d’amortissement lors des dernie`res
ite´rations.
pi1 pi2
Θ(pi2)
pi3
Θ(pi3)
Θ(pi1)
Θ(pi)
ite´rations
valeur de
l’objectif
pi
(a) (b)
Fig. 1 – Convergence de la ge´ne´ration de colonnes du point de vu primal et dual
Les proble`mes de convergence de la ge´ne´ration de colonnes proviennent es-
sentiellement de la de´ge´ne´rescence primale et de la qualite´ des colonnes ge´ne´re´es
qui n’appartiendront pas a` la base optimale. Sous l’aspect dual, ces proble`mes de
convergence se traduisent par des oscillations des valeurs des variables duales ou`
l’on observe des de´placements qui causent une de´te´rioration de la qualite´ de la
solution (figure 1-(b)). L’e´tude de la convergence de la ge´ne´ration de colonnes du
point de vue dual a e´te´ la source du de´veloppement des me´thodes de stabilisation,
dont le principe de base est de ge´ne´rer des solutions proches de la meilleure solu-
tion courante, pour diminuer les oscillations des valeurs des variables duales. Une
synthe`se des diffe´rentes me´thodes est pre´sente´e dans la section suivante.
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3 Me´thodes de stabilisation
Il existe dans la litte´rature plusieurs approches dites de stabilisation qui visent
a` diminuer les fluctuations des variables duales en guidant la me´thode pour ge´ne´rer
des solutions proches de la meilleure solution trouve´e jusqu’a` l’ite´ration courante.
Ces me´thodes ope`rent donc sur l’espace dual et ont pour effet de diminuer le
nombre d’ite´rations. Le principe de base de ces me´thodes est de restreindre la re´-
solution du proble`me dual (4) au voisinage de la meilleure solution trouve´e appelle´e
le centre de stabilite´. Nous pre´sentons dans ce qui suit deux types de stabilisation
des variables duales. Le premier, base´ sur la pe´nalisation du proble`me dual, en-
globe les me´thodes de type faisceaux et les me´thodes de stabilisation par pe´nalite´s
line´aires et consiste a` rajouter un terme de stabilisation a` l’objectif du proble`me
dual qui a pour effet de ge´ne´rer des solutions proches du centre de stabilite´. Le
second, englobe les me´thodes du centre qui de´terminent une localisation (borne´e,
convexe et ferme´e) et calculent un point a` l’inte´rieur de cet ensemble. Nous pre´-
senterons a` la fin de cette section une me´thode base´e sur un autre principe, qui
est de perturber la solution duale.
3.1 Me´thodes de stabilisation par pe´nalisation du proble`me dual
La me´thode du point proximal a e´te´ la premie`re technique a` introduire ce
concept [44], pour l’optimisation des fonctions convexes non diffe´rentiables. Le
principe est d’approcher la fonction Θ par une fonction Θ̂ e´galement convexe et
posse`dant les meˆmes points minimaux que Θ et de plus diffe´rentiable. Malheureu-
sement, le proble`me a` re´soudre lors de chaque ite´ration est aussi difficile que le
proble`me d’origine. Afin de reme´dier a` cela, nous avons besoin de re´unir les infor-
mations de´ja obtenues sur Θ lors des ite´rations pre´ce´dentes pour faciliter le calcul
de la prochaine approximation, d’ou` l’ide´e d’utiliser la me´thode des plans coupants.
Les me´thodes pre´sente´es dans cette section consistent a` rajouter un terme de
stabilisation a` l’objectif du proble`me dual afin de pe´naliser les solutions e´loigne´es
du centre de stabilisation. Cette pe´nalisation permet de re´duir l’espace des re´ali-
sables et a` pour effet de diminuer la complexite´ de re´solution du proble`me (D).
Le proble`me stabilise´ est formule´ comme suit :
(Dsta) min
pi∈Rm
Θ̂(π) ou` Θ̂(π) = Θ(π) + F (π − π¯)
ou` π¯ est le centre de stabilite´ et F une fonction convexe qui atteint son mi-
nimum au point 0. On utilise la me´thode des plans coupants pour re´soudre le
proble`me (Dsta). On de´finit le proble`me stabilise´ (D
k
sta) a` l’ite´ration k comme
suit :
(Dksta) min
pi∈Rm
Θ̂k(π) ou` Θ̂k(π) = Θk(π) + F (π − π¯) (7)
Les principales e´tapes des me´thodes de stabilisation sont re´sume´es ci-dessous :
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Algorithme ge´ne´ral de stabilisation de la ge´ne´ration de colonnes
{de´but}
Choisir un centre de stabilite´ π¯ et un ensemble de colonnes de de´part J0
Poser k ← 0 et fixer ε > 0 petit
Faire
Re´soudre le proble`me (7), soit πk une solution optimale
Calculer Θ(πk) en re´solvant le sous-proble`me (6)
Si (Θ(π¯) > Θ(πk)) Alors π¯ ← πk FinSi
Enrichir Θk avec le plan coupant obtenu
Jusqu’a` (Θ(πk)−Θk(πk)) < ε
{fin}
L’algorithme s’arreˆte lorsque l’e´cart entre le majorant Θ(πk) et le minorant
Θk(πk) est suffisamment petit (c’est-a`-dire infe´rieur a` ε et la solution obtenue est
ε-optimale).
Re´solution du proble`me stabilise´
Ajouter des contraintes au dual restreint correspond a` rajouter des colonnes
au proble`me maˆıtre restreint, le the´ore`me 1 permet de calculer une solution pri-
male re´alisable du proble`me maˆıtre restreint a` partir d’une solution duale. Notons
qu’une solution πk du proble`me (Dksta) n’est pas force´ment optimale pour (D
k),
afin d’obtenir une solution primale re´alisable, le proble`me maˆıtre restreint doit
eˆtre re´solu en incluant toutes les colonnes ge´ne´re´es. Afin d’e´viter ce calcul, il serait
avantageux de formuler le dual du proble`me (7) en fonction des variables d’origine,
cela deviens possible en utilisant les fonctions conjugue´es et la dualite´ de Fenchel
[7].
Le proble`me (Dksta) peut eˆtre reformule´ comme suit :
min
(pi,γ)∈Rm+×R
m
Θk(π) + F (γ), γ = π − πˆ
Le dual de la relaxation lagrangienne de cette nouvelle formulation obtenue en
relachant les contraintes γ = π − πˆ suivant le multiplicateur y ∈ Rm est appele´ le
dual de Fenchel :
(DF k) ≡ maxy∈Rm min(pi,γ)∈Rm+×Rm Θ
k(π)− yπ + F (γ) + yγ
≡ maxy∈Rm [minpi∈Rm+ (Θ
k(π)− yπ) + minγ∈Rm(F (γ) + yγ)]
≡ maxy∈Rm [−maxpi∈Rm+ (yπ −Θ
k(π))−maxγ∈Rm((−y)γ − F (γ))]
On de´finit T ∗, la fonction conjugue´e d’une fonction T comme suit :
T ∗(u) = max
v
uv − T (v)
Remarquons que “maxpi∈Rm+ (yπ − Θ
k(π)) = Θk
∗
(y)” et “maxγ∈Rm((−y)γ −
F (γ)) = F ∗(−y)”. Le dual de fenchel du proble`me (Dksta) peut donc se reformuler
comme suit :
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(DF k) ≡ max
y∈Rm
−Θ∗(y)− F ∗(−y)
Le terme −Θ∗(y) peut eˆtre de´veloppe´ comme suit :
−Θ∗(y) = −max{yπ −Θk(π) | π ∈ Rm+}
≡ −maxpi∈Rm+ {yπ −maxj∈Jk{cx
j + π(a−Ajxj)}}
≡ −maxpi∈Rm+ {yπ −maxx∈Conv(Xk){cx+ π(a−Ax)}}
≡ −maxpi∈Rm+ {yπ +minx∈Conv(Xk){−cx− π(a−Ax)}}
≡ −minx∈Conv(Xk){−cx+maxpi∈Rm+ {π(y + a−Ax)}}
Le proble`me (DF k) devient :
max cx+ yπˆ − F ∗(y)
Ax− a+ y = 0
x ∈ Conv(Xk)
y ∈ Rm
(8)
Une correspondance similaire que celle du the´ore`me (1) peut eˆtre e´tablie entre
les proble`mes (8), (PMk) et (PM) (voir [7]).
3.1.1 Les me´thodes de type faisceaux
Ces me´thodes ont e´te´ introduites dans [26] et [51]. Elles ont e´te´ conc¸ues a` l’ori-
gine pour l’optimisation des fonctions convexes non diffe´rentiables avec ou sans
contraintes. Elles peuvent eˆtre vues comme des me´thodes de stabilisation de la
me´thode des plans coupants.
Soit π¯ la meilleure solution obtenue jusqu’a` l’ite´ration courante et g(π¯) un
sous-gradient de Θ en π¯ ve´rifiant donc la proprie´te´ suivante :
Θ(π) ≥ Θ(π¯) + g(π¯)(π − π¯) ∀π ∈ Rm+
Le principe de base des me´thodes des faisceaux est de collecter un faisceau
d’informations sous la forme {(Θ(πj), g(πj)), j ∈ Jk} ge´ne´re´ jusqu’a` l’ite´ration k
pour tenter de calculer une direction de descente pour Θ au point π¯. E´tant donne´
que la direction obtenue n’est pas force´ment une direction de descente [6], cette
me´thode consiste a` se de´placer vers une meilleure solution si la valeur de l’objec-
tif est ame´liore´e significativement (e´tape de descente) ou a` rester dans le point
courant (e´tape nulle) et utiliser le sous-gradient ge´ne´re´ afin d’enrichir le faisceau
courant pour tenter de trouver une meilleure direction.
L’approximation Θk de Θ est donne´e par
Θk(π) = max
j∈Jk
{Θ(πj) + gj(π − πj)}
Ou` gj = g(πj). En posant d = π − π¯, Θk(π) s’e´crira :
Θkp¯i(d) = max
j∈Jk
{αj + dgj}+Θ(π¯)
ou` αj = Θ(πj) + gj(π¯ − πj)−Θ(π¯)
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Le prochain point de´sire´ est π¯ + d∗ ou` d∗ est solution optimale du proble`me
min
d
{Θkp¯i(d)} = min
θ,d
{ θ : θ ≥ αj + dgj , j ∈ Jk}+Θ(π¯)
Remarques 3
(a) La transformation ci-dessus est une translation de Θ au repe`re d’origine
(π¯,Θ(π¯)).
(b) La me´thode des plans coupants peut eˆtre vue comme une me´thode de calcul
d’une direction de recherche de nouvelles solutions. Si Θkp¯i(d
∗) = Θ(π¯ + d∗)
alors π = π¯ + d∗ est optimale pour (D), sinon, (Θ(π), g(π)) est rajoute´ au
faisceau courant.
E´tant donne´ que Θ est non diffe´rentiable, chaque point π¯ est caracte´rise´ par
un sous-diffe´rentiel ∂Θ(π¯), ensemble de tous les sous-gradients de Θ en π¯. La re-
cherche d’une direction de descente pour la fonction Θ au point π¯ revient a` la
recherche d’un vecteur de norme minimale dans ∂Θ(π¯) qui est malheureusement
difficile a` caracte´riser [18]. Une ide´e est alors de calculer une approximation de
∂Θ(π¯). La me´thode la plus simple est la me´thode de sous-gradient (ou de ma-
nie`re e´quivalente la me´thode des plans coupants) qui utilise un sous-gradient g(π¯)
comme approximation de ∂Θ(π¯). Cette me´thode est simple et d’une large utilisa-
tion, mais elle souffre d’un proble`me de convergence.
Afin d’approcher ∂Θ(π¯), d’autres me´thodes se basent sur le principe suivant :
on espe`re que les sous-gradients ge´ne´re´s en des points proches de π¯ sont proches
de certains sous-gradients de ∂Θ(π¯). Au lieu d’utiliser un seul sous-gradient, on
utilise un faisceau de sous-gradients autour de π¯, cet ensemble est appele´ l’ε-sous-
diffe´rentiel de Θ en π¯ et est note´ ∂εΘ(π¯) (pour plus de de´tails, voir [18]).
Lorsque la fonction a` optimiser est convexe et line´aire par morceaux (dans
notre cas Θ), le proble`me de la recherche d’une direction de descente est le dual
du proble`me d’origine (4) auquel on rajoute un terme quadratique a` l’objectif,
cette technique a donne´ lieu a` la premie`re variante des me´thodes des faisceaux
pour la stabilisation de la me´thode des plans coupants qui est pre´sente´e ci-dessous.
i) Stabilisation par pe´nalisation quadratique
Le proble`me re´solu lors de chaque ite´ration est le suivant :
min
pi∈Rm
{Θk(π) +
1
2t
‖ π − π¯ ‖2}
Ce proble`me est e´quivalent au proble`me (D) auquel on a rajoute´ le terme de
stabilisation 12t ‖ π − π¯ ‖
2, qui a pour objectif de pe´naliser les solutions e´loigne´es
de π¯. Le prochain point est obtenu en re´solvant le proble`me quadratique :
min θ + 12t‖π − π¯‖
2 : θ ≤ Θ(π¯) + gj(π − π¯) ∀ j ∈ Jk
(θ, π) ∈ R× Rm+
Le parame`tre t est appele´ coefficient de stabilisation et a pour roˆle de re´gler
l’effet de stabilisation. Si t est tre`s grand, la stabilisation est faible (i.e. on tole`re les
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e´loignements de π¯), si t est tre`s petit, la stabilisation est forte et on risque d’avoir
des ame´liorations tre`s faibles de la qualite´ de la solution ; la figure 2 montre l’effet
de la stabilisation en fonction du parame`tre t.
t1 t2
p¯i pi
Θ
pi1 pi2 pi3pi∗
t3
Fig. 2 – Stabilisation avec diffe´rentes valeurs de t : t1 < t2 < t3
ii) Stabilisation par re´gion de confiance (Trust region)
Cette me´thode a e´te´ introduite dans [45], elle offre une technique simple pour la
mise a` jour de t. Dans le cas d’une e´tape de descente, e´largir t peut eˆtre pre´fe´rable
au de´placement vers un nouveau point, car l’approximation Θk de Θ peut eˆtre
meilleure a` l’exte´rieur de la re´gion de confiance de´finie par la fonction de pe´nali-
sation. Dans le cas d’une e´tape nulle, de´croˆıtre t peut eˆtre pre´fe´rable a` l’insertion
d’un nouveau sous-gradient.
iii) Stabilisation par niveaux (Level stabilization)
Cette me´thode a e´te´ introduite dans [27], le principe est de controˆler la valeur
de l’objectif avec un niveau lk lors de chaque ite´ration k. Le proble`me stabilise´ a
la forme suivante :
min
pi∈Rm+
{
1
2
‖π − π¯‖2 : Θk(π) ≤ lk} (9)
Le principe est le suivant :
Calculer l’e´cart ∆(k) = θ¯k−θk, tel que θ¯k (resp. θk) est le meilleur majorant (resp.
minorant) de Θ a` l’ite´ration k. πk est une solution au plus ∆(k)-optimale pour Θ,
l’objectif est donc de forcer l’e´cart entre le majorant et le minorant a` s’annuler.
Ayant λ ∈ [0, 1] on re´sout (9) avec la valeur
lk = λθ¯
k + (1− λ)θk = θk + λ∆(k)
Fixer λ = 1 entrainera lk = θ¯
k, cela revient a` fixer Θ(π¯) comme majorant,
donc aucune information supple´mentaire n’est apporte´e au proble`me et la solu-
tion optimale restera π¯, d’un autre coˆte´, si λ = 0 on obtient la meˆme solution que
la me´thode des plans coupants, donc la meˆme convergence. Il est donc conseille´
d’attribuer de petites valeurs a` λ. Des re`gles simples peuvent eˆtre applique´es pour
mettre a` jour lk (voir [27]). Cette technique permet d’e´viter les pas nuls et donc
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de diminuer le nombre d’ite´rations de la ge´ne´ration de colonnes.
3.1.2 Me´thodes de stabilisation par pe´nalisations line´aires
Cette classe de me´thodes englobe celles qui utilisent une fonction de stabilisa-
tion line´aire par morceaux, nous pre´sentons ci-dessous quelques variantes.
pi
t
pi
F2(pi) F3(pi) F4(pi)
pipiq
F1(pi)
ε+ε−
q
−
q+ p+p−
ε+ε−
σ+σ
−
p¯i p¯i p¯iq
−
q+p¯i
Fig. 3 – Quelques fonctions de stabilisation
i) Me´thode du Boxstep
La me´thode du boxstep a e´te´ propose´e dans [32], le proble`me (4) est re´solu sur
une « boˆıte » (un hyper-cube) de largeur 2q, q ∈ R+ centre´e au centre de stabilite´
π¯. Le mode`le stabilise´ est formule´ comme suit :
min
pi∈Rm
Θk(π) + F1(π − π¯)
La fonction de stabilisation F1 est illustre´e dans la figure (3). Posons π¯ − q = q−
et π¯ + q = q+. La formulation line´aire du proble`me stabilise´ est donne´e par (DB)
dont le dual est (PB) :
(DB)


min θ
θ ≥ cxj + π(a−Axj) j ∈ Jk
q− ≤ πi ≤ q+ i = 1, ...,m
(θ, π) ∈ (R,Rm+ )
(PB)


max
∑
j∈J cx
jλj + q−y− − q+y+
∑
j∈J Ax
jλj + y− − y+ ≤ a∑
j∈J λj = 1
λj ∈ R+, ∀j ∈ J
y−, y+ ∈ R
m
+
La largeur de la boˆıte doit eˆtre fixe´e efficacement. Si q est grand, il n’y a pas
d’effet de stabilisation et si q est petit, la convergence devient lente. Contrairement
a` la me´thode des plans coupants, cette me´thode ne fournit pas, lors de chaque ite´-
ration, un minorant de la valeur de la solution optimale.
ii) Me´thode proximale avec une norme L1
Les auteurs de [24] ont utilise´ la fonction F2(π) = t‖π − π¯‖1 (voir la figure 3)
comme fonction de stabilisation. Le proble`me stabilise´ s’ecrit :
min
pi∈Rm
Θk + t‖π − π¯‖1
iii) Stabilisation avec une fonction line´aire a` 3 morceaux
Cette me´thode a e´te´ propose´e dans [35], elle consiste a` combiner la me´thode du
boxstep avec la me´thode des perturbations. Alors que dans la me´thode du boxstep,
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les nouvelles solutions doivent appartenir a` une boˆıte, cette me´thode autorise des
solutions a` l’exte´rieur de la boˆıte mais impose un prix a` payer. Nous pre´sentons
ci-dessous le proble`me perturbe´ (PP ) et le proble`me stabilise´ (PB) par la me´thode
du boxstep du proble`me (4) :
(PP )


max
∑
j∈J cx
jλj∑
j∈J Ax
jλj + y− − y+ ≤ a∑
j∈J λj = 1
y− ≤ ε−
y+ ≤ ε+
λj ≥ 0, ∀j ∈ J
y−, y+ ∈ R
m
+
(PB)


max
∑
j∈J cx
jλj + q−y− − q+y+∑
j∈J Ax
jλj + y− − y+ ≤ a∑
j∈J λj = 1
λj ≥ 0, ∀j ∈ J
y−, y+ ∈ R
m
+
Ou` y− et y+ sont des variables de surplus et d’e´cart, auxquelles on associe
respectivement des majorants ε−, ε+ ∈ R
m
+ dans (PP ) et des couˆts q−, q+ ∈ R
m
+
dans (PB).
De la combinaison des deux proble`mes ci-dessus de´coule la formulation stabi-
lise´e (SP ), soit (SD) le dual correspondant :
(SP )


max
∑
j∈J cx
jλj + q−y− − q+y+∑
j∈J Ax
jλj + y− − y+ ≤ a∑
j∈J λj = 1
y− ≤ ε−
y+ ≤ ε+
λj ≥ 0, ∀j ∈ J
y−, y+ ∈ R
m
+
(SD)


minπa+ π0 + ε−ω− + ε+ω+
πjAxj + π0 ≤ cx
j , j ∈ J
q− − ω− ≤ π ≤ q+ + ω+
π, ω+, ω− ∈ R
m
+
La figure 3 pre´sente la fonction de stabilisation, line´aire a` 3 morceaux F3.
Remarques 4
(a) [q−, q+] est l’intervalle dans lequel la pe´nalite´ est nulle (ω− = ω+ = 0) et
ε− et ε+ sont les vecteurs de pe´nalite´ correspondants a` π suivant que l’on se
trouve a` gauche ou a` droite de l’intervalle [q−, q+].
(b) Lorsque la pe´nalite´ est infinie, cette me´thode est e´quivalente a` la me´thode
du boxstep.
(c) Si q+ = q− = π¯ et ε+ = ε− = (ǫ, ..., ǫ), on obtient une me´thode de stabili-
sation utilisant la norme line´aire ‖.‖1.
iv) Stabilisation avec une fonction line´aire a` 5 morceaux
Les auteurs de [5] ont propose´ une me´thode de stabilisation par une fonction
line´aire a` 5 morceaux, repre´sente´e par la fonction F4 sur la figure 3. Les proble`mes
stabilise´s, primal et dual, sont donne´s ci-dessous :
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(SPP )


max
∑
j∈J cx
jλj + p−z− + q−y− − q+y+ − p−z−∑
j∈J Ax
jλj − z− − y− + y+ + z+ ≤ a∑
j∈J λj = 1
y− ≤ ε−, z− ≤ σ−
y+ ≤ ε+, z+ ≤ σ+
λj ≥ 0, ∀j ∈ J
z−, y−, z+, y+ ∈ R
m
+
(10)
(SDD)


minπa+ π0 + σ−β− + ε−ω− + ε+ω+ + σ+β+
πjAx
j + π0 ≤ cx
j , j ∈ J
q− − ω− ≤ π ≤ q+ + ω+
p− − β− ≤ π ≤ p+ + β+
ω+, ω−, β+, β− ≥ 0
(11)
Remarques 5
(a) les proble`mes (SPP ) et (SDD) posse`dent respectivement 4m variables et
4m contraintes de plus que (PM) et (D).
(b) Si une solution optimale π∗ de (D) appartient a` l’intervalle [q−, q+] alors
les proble`mes (D) et (SDD) ont les meˆmes solutions optimales.
(c) Si q− = p− = −M , q+ = p+ = +M et ε− = ε+ = +M , avec M → ∞ on
se trouve dans le cas ou` l’on pe´nalise la non-re´alisabilite´ par des couˆts tre`s
e´leve´s (me´thode du big M).
(d) Plus le nombre de morceaux est grand, plus la courbure de Θ est bien
approche´e, mais le nombre des parame`tres du proble`me devient important,
cela implique donc plus d’efforts pour la mise a` jour de ceux-ci.
3.2 Les me´thodes du centre
A` la diffe´rence de la me´thode de Kelley, les me´thodes du centre de´terminent
une localisation (borne´e, convexe et ferme´e) et calculent un point a` l’interieur de
cet ensemble (voir la figure 4). Ces me´thodes combinent deux techniques d’opti-
misation : la me´thode des plans coupants et la me´thode des points inte´rieurs.
Soit le proble`me (4), on de´finit l’ensemble de localisation
Lk(e) = {(θ, π) : θ ≤ e
θ ≥ Θ(πj) + gj(π − πj) ∀ j ∈ Jk
(π, θ) ∈ (Rm+ × R)}
comme la meilleure approximation a` l’ite´ration k du support de la fonction Θ
(πj est la solution duale avec laquelle la j e`me colonne est calcule´e). Les me´thodes du
centre consistent alors a` trouver un point central dans l’ensemble de localisation.
Elles diffe`rent principalement par les proprie´te´s du centre prises en compte.
3.2.1 Me´thode ACCPM (Analytic Center Cutting Plane Method)
Le premier de´veloppement de la me´thode ACCPM revient a` [21]. Le principe
est de trouver le point suivant en calculant le centre analytique de l’ensemble de
localisation reformule´ comme suit :
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pi
pi∗ pik+1p¯i
Θk
t
centre de stabilite´
Fig. 4 – Processus des plans coupants
Lk = {y : MTj y ≤ mj , j = 1, ..., k} (12)
ou` y = (π, θ) ∈ (Rm+ ,R), Mj ∈ R
m+1, mj ∈ R.
On note sj la variable d’e´cart de la j
e`me contrainte de Lk. Le centre analytique
est l’unique solution qui optimise Ψ =
∑k
j=1 sj pour y ∈ L
k. Notons que :
eΨ = e
Pk
j=1 sj = Πkj=1sj
On en de´duit que le centre analytique est le point qui maximise le produit
des variables d’e´cart de Lk, ce qui se traduit ge´ome´triquement par le point qui
maximise le produit des distances vers toutes les facettes du polytope Lk. Notons
par ailleurs que l’ajout d’une contrainte redondante au polytope Lk ne change pas
la ge´ome´trie du polytope, mais change le centre analytique.
3.2.2 Me´thodes d’Elzinga-Moore et pc3pa
La me´thode d’Elzinga-Moore [15], trouve le prochain point comme le centre
de la plus grande hypersphe`re contenue dans Lk. Ce point est appele´ le centre
de Chebichev et peut eˆtre calcule´ en re´solvant un programme line´aire de la forme
suivante [38] :
max σ
θ + σ ≤ e
Θ(πj) + gj(π − πj) + σ
√
1+ ‖ gj ‖2 ≤ 0, j ∈ Jk
σ, θ ∈ R, π ∈ Rm+
(13)
ou` σ est le rayon de hypersphe`re. Cette me´thode est facile a` mettre en oeuvre et
assure pour certains proble`mes de meilleurs performances que la me´thode des plans
coupants. Elle a pu eˆtre ame´liore´e dans [40], de´rivant la me´thode pc3pa (Proximal
Chebychev Center Cutting Plane Algorithm), cette ame´lioration consiste d’une
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part a` reme´dier au proble`me de compacite´ de l’ensemble de localisation, et d’autre
part aux insuffisances des approximations line´aires de la fonction duale (inde´pen-
demment de la technique de calcul du point courant).
Le principe de la me´thode pc3pa est similaire a` celui des faisceaux pour la
stabilisation de la me´thode des plans coupants, et consiste a` forcer la re´solution
a` calculer des solutions proches de la meilleur solution obtenue. Le proble`me (13)
est donc remplace´ par le proble`me perturbe´ :
max σ − t2 ‖ π − π
k ‖2
θ + σ ≤ Θ(πk)
Θ(πj) + gj(π − πj) + σ
√
1+ ‖ gj ‖2 ≤ 0, j ∈ Jk
σ, θ ∈ R, π ∈ Rm+
ou` t > 0 est un parameˆtre de pe´nalisation et πk est la solution obtenue a`
l’ite´ration pre´ce´dente (suppose´e k). Notons que l’ajout du terme quadratique rend
le proble`me compact.
3.3 Me´thode ponde´re´e de Dantzig et Wolfe
Cette me´thode a e´te´ introduite dans [50], le principe est analogue a` celui de´-
crit pre´ce´demment (a` savoir, calculer des solutions duales proches de la meilleure
solution duale courante), mais la proce´dure de re´solution est diffe´rente.
A` chaque ite´ration k, la solution duale utilise´e pour re´soudre les sous-proble`mes
n’est plus πk, mais
π˜k =
1
sk
πk +
sk − 1
sk
π¯
telle que sk = min{c, α}, c ∈ N est une constante supe´rieure ou e´gale a` 2 et
α = (k+ le nombre d’ame´liorations du majorant de la solution optimale de Θ)/2.
Le choix de la constante c est un compromis entre, d’une part, e´viter les solu-
tions trop e´loigne´es de π¯ (sk doit eˆtre petit), et d’autre part, conside´rer de nouvelles
informations πk (sk doit eˆtre relativement grand).
4 Autres techniques pour acce´le´rer la convergence de
la ge´ne´ration de colonnes
Nous pre´sentons dans cette section d’autres techniques, qui visent a` acce´le´rer la
convergence de la ge´ne´ration de colonnes, se basant sur deux principes. Le premier
est de tirer profit des avantages, comme la rapidite´ de re´solution ou la qualite´ des
solutions calcule´es, qu’offrent certaines me´thodes d’optimisation. Le second est
d’utiliser des techniques de re´optimisation qui sont adapte´es au cas des processus
ite´ratifs et qui visent a` diminuer le temps de re´solution des proble`mes a` chaque
ite´ration.
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4.1 La relaxation lagrangienne au sein d’un sche´ma de ge´ne´ration
de colonnes
Cette me´thode [8] consiste a` modifier le sche´ma de la ge´ne´ration de colonnes
en effectuant lors de chaque ite´ration une re´solution exacte et plusieurs re´solutions
approche´es des sous-proble`mes. Dans la re´solution exacte, les sous-proble`mes sont
re´solus par rapport a` la solution duale obtenue en re´solvant le proble`me maˆıtre
avec l’algorithme du simplexe (boucle externe). Dans les re´solutions approche´es,
les sous-proble`mes sont re´solus par rapport aux solutions duales obtenues en re´-
solvant la relaxation lagrangienne du proble`me de de´part (en relaˆchant les meˆmes
contraintes) avec l’algorithme de sous-gradient. Les e´tapes principales sont re´su-
me´es ci-dessous :
Relaxation lagrangienne dans un sche´ma de ge´ne´ration de colonnes
{De´but}
initialiser le proble`me maˆıtre et la pre´cision ε.
{de´but de la boucle externe}
Re´soudre le proble`me maˆıtre, soit VPM sa valeur optimale.
Re´soudre le sous-proble`me, soit VSP sa valeur optimale.
Si VSP − VPM < ε Alors
Arreˆter, la solution obtenue est ε-optimale.
Sinon
{De´but de la boucle interne}
Ge´ne´rer un ensemble de solutions duales avec l’algorithme de sous
-gradient applique´ au dual lagrangien du proble`me maˆıtre (en
relaˆchant les contraintes liantes).
Re´soudre le sous-proble`me avec ces nouvelles variables duales
et ge´ne´rer de nouvelles colonnes.
{Fin de la boucle interne}
Rajouter les colonnes ge´ne´re´es dans la boucle interne au proble`me maˆıtre
si elles n’ont pas encore e´te´ ge´ne´re´es.
{Fin de la boucle externe}
{Fin}
Le crite`re d’arreˆt de la boucle externe est celui de la ge´ne´ration de colonnes.
Le crite`re d’arreˆt de la boucle interne peut eˆtre un nombre d’ite´rations fixe´, lie´
au nombre de colonnes a` rajouter au proble`me maˆıtre lors de chaque ite´ration.
Afin de ne pas produire des colonnes de´ja` ge´ne´re´es, une proce´dure est applique´e
a` la solution duale afin de ge´ne´rer de nouvelles solutions (pour plus de de´tails,
voir [8]). Cette me´thode permet de combiner entre la rapidite´ de l’algorithme de
sous-gradient et l’exactitude de l’algorithme de Dantzig et Wolfe.
4.2 La relaxation agre´ge´e au sein d’un sche´ma de ge´ne´ration de
colonnes
Lors de chaque ite´ration de la ge´ne´ration de colonnes, la re´solution du sous-
proble`me fournit un majorant sur la valeur optimale du proble`me maˆıtre (cas d’un
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proble`me en maximisation), cette technique [30, 46] tente de ge´ne´rer de meilleurs
majorants, donc de meilleures colonnes en utilisant la relaxation composite (la-
grangienne/agre´ge´e).
Soient (PNE), (PM), (DM) et (SP ) les proble`mes de´finis dans la section 2.
Le majorant de la valeur optimale du proble`me maˆıtre obtenu lors de chaque
ite´ration pour une solution duale π est donne´ par
M = max
j∈J
{cxj + π(a−Ajxj)}
En agre´geant les contraintes Ax ≤ a du proble`me (PNE) avec le multiplicateur
σ ∈ Rm, on obtient le proble`me suivant :
(PA) max cx : σAx ≤ σa
Bx ≤ b
x ∈ Nn
Soit πs ∈ R+ le multiplicateur lagrangien correspondant a` la contrainte agre´ge´e
σAx ≤ σa. La relaxation composite de (PNE) est donne´e par :
max{cx+ σπ(a−Ax) : Bx ≤ b, x ∈ Nn}
σ est appele´ le multiplicateur composite, sa valeur optimale est obtenue en
re´solvant le proble`me dual ci-dessous en fixant la valeur de π [30] :
min
σ≥0
Θ(π)σ (14)
Soit X = {x ∈ Nn : Bx ≤ b} l’ensemble de´fini dans la section 2, la formula-
tion de Dantzig et Wolfe de (PA) est donne´e par (PS), soit (DS) son dual
(PS)


max
∑
j∈J(cx
j)λj∑
j∈J σ(Ax
j)λj ≤ σa∑
j∈J λj = 1
λj ≥ 0 , ∀j ∈ J
(DS)


minπsa+ πs0
πs0 ≥ cx
j − πsσ(Axj) ∀j ∈ J
(πs, πs0) ∈ (R
m
+ ,R)
Le sous-proble`me posse`de alors la forme suivante :
(SPS) Θ(πs)σ = max
j∈J
{(cxj − πsσAxj)− πs0}
ou` πs est le multiplicateur de la contrainte agrege´e et πs0 le multiplicateur de la
contrainte de convexite´. On peut e´crire d’une manie`re equivalente :
Θ(πs)σ ≥ {cx− π
sσAx} − πs0,∀x ∈ X
et
Θ(πs)σ + π
s
0 ≥ {cx− π
sσAx},∀x ∈ X
Remarquons que (πsσ,Θ(πs)σ + π
s
0) est une solution re´alisable pour (DM),
donc
M s = πsσa+Θ(πs)σ + π
r
0 = max
x∈X
{cxj − πsσ(a−Axj)}
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est un majorant de la valeur de (PM). Selon la valeur de σ, on distingue les cas
suivants :
– Pour σ = I = (1, 1, ..., 1), M s = maxx∈X{cx
j − πsI(a − Axj)} est la borne
lagrangienne.
– Pour σ = σ∗ solution de (14), M s est la meilleure borne composite.
Il en de´coule que
max
x∈X
{cx+ πsσ∗(a−Ax)} ≤ max
x∈X
{cx+ πs(a−Ax)}
lorsque σ∗ 6= 1.
Les proble`mes (SP ) et (SPS) ne fournissent pas les meˆmes colonnes. Celles
fournies par (SPS) sont meilleures car elles offrent de meilleurs majorants de la
valeur optimale du proble`me maˆıtre.
4.3 La re´optimisation
La re´optimisation consiste a` e´tudier les possibilite´s de re´solution efficace d’un
proble`me (P ′) obtenu a` partir d’un autre proble`me (P ) en modifiant une partie de
ses donne´es. Plusieurs travaux se sont inte´resse´s a` la re´optimisation dans le cadre
de diverses situations, nous en pre´sentons quelques-uns ci-dessous.
4.3.1 Re´optimisation dans la re´solution d’une suite de proble`mes de
plus court chemin
Plusieurs travaux se sont inte´resse´s a` la re´optimisation dans la re´solution de
plusieurs instances d’un proble`me de plus court chemin, lorsque certaines donne´es
changent. Dans [42] est propose´ le premier algorithme de re´optimisation pour la
re´solution d’une suite de proble`mes de plus court chemin lorsque le couˆt d’un ou
plusieurs arcs diminuent. Le cas ou` une perturbation du couˆt est applique´e a` un
seul arc est e´tudie´ dans [36] pour les graphes oriente´s et dans [14] pour les graphes
non oriente´s. Le cas ge´ne´ral ou` le couˆt d’un ou plusieurs arcs changent est e´tudie´
dans [41].
4.3.2 Re´optimisation dans la re´solution du proble`me du plus court
chemin avec feneˆtres de temps
Dans [11], les auteurs se sont inte´resse´s a` la re´optimisation dans la re´solution
du proble`me du plus court chemin avec feneˆtres de temps (PCCFT) pour le calcul
de chemins disjoints de couˆts minimaux. Cette technique peut eˆtre inte´gre´e dans
un sche´ma de ge´ne´ration de colonnes pour la re´solution du proble`me de tourne´es
de ve´hicules avec contraintes de temps ou` le proble`me maˆıtre est de type couver-
ture de taˆches, et le sous-proble`me de type (PCCFT).
Le proble`me (PCCFT) consiste a` trouver la route la moins couˆteuse reliant 2
nœuds d’un re´seau en visitant chaque nœud i dans un intervalle temporel [ai, bi].
Soient G = (N,A) un re´seau ou` N est l’ensemble des nœuds repre´sentants les
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taˆches, s est le nœud source et p le nœud puits. A` chaque arc (i, j) ∈ A sont
associe´s un couˆt cij qui inclus le couˆt de la taˆche i plus le couˆt d’enchaˆınement
des taˆches i et j, et une dure´e positive dij qui inclus la dure´e de la taˆche i plus la
dure´e d’enchaˆınement des taˆches i et j. Ce proble`me est formule´ comme suit :


min
∑
(i,j)∈A cijxij
∑
j∈N xij −
∑
j∈N xji = +1, i = s,∑
j∈N xij −
∑
j∈N xji = 0, i ∈ N ; i 6= s ; i 6= p,∑
j∈N xij −
∑
j∈N xji = −1, i = p
xij ≥ 0, (i, j) ∈ A
ti + dij ≤ tj , (i, j) ∈ A
ai ≤ ti ≤ bi, i ∈ N
(15)
ou` xij repre´sente la quantite´ de flux achemine´e sur l’arc (i, j) et ti la date d’arrive´e
au noeud i.
On s’inte´ressera a` la re´solution de ce proble`me par la programmation dyna-
mique. A` chaque chemin re´alisable Xsj allant du nœud s au nœud j est associe´e
une e´tiquette (temps, couˆt) correspondant respectivement a` la date d’arrive´e au
nœud j et au couˆt du chemin Xsj . Ces e´tiquettes sont note´es (T
k
j , C
k
j ) pour indi-
quer les caracte´ristiques du ke`me chemin de s a` j.
Soit Z0 le sous-proble`me de de´part et S0 l’ensemble des nœuds du chemin
optimal calcule´ avec l’algorithme de la programmation dynamique. Etant donne´
que l’objectif est de ge´ne´rer des chemins disjoints, tous les nœuds appartenant a`
S0 sont supprime´s du re´seau, on cherche donc a` calculer un chemin optimal dans
le re´seau re´duit, on appellera le nouveau sous-proble`me Z1. Pour chaque nœud j,
l’ensemble Qj des labels associe´s aux chemins efficaces de Z
0 peuvent eˆtre parti-
tionne´s en deux sous-ensembles :
(1) Pj = {(T
k
j , C
k
j )| le k
e`me chemin de s a` j Xksj est re´alisable pour Z
1}.
(2) Dj = {(T
k
j , C
k
j )| le k
e`me chemin de s a` j Xksj n’est pas re´alisable pour Z
1}.
Sachant que les e´le´ments de l’ensemble Pj sont des chemins efficaces pour le
proble`me Z0, ils sont aussi efficaces pour Z1, on dispose donc d’une partie de la
solution du proble`me Z1. Cette solution doit eˆtre comple´te´e en remplac¸ant les
e´le´ments de Dj .
Remarques 6
(a) Les labels de l’ensemble Qj = Pj∪Dj de´finissent une fonction duale repre´-
sentant un minorant des couˆts des labels efficaces au nœud j du proble`me Z1
en fonction de la date d’arrive´e, car les labels de Qj dominent leurs e´ventuels
remplac¸ants.
(b) D’un autre coˆte´, les labels de l’ensemble Pj de´finissent une fonction pri-
male repre´sentant un majorant des couˆts des labels efficaces au nœud j du
proble`me Z1 en fonction de la date d’arrive´e, car les labels de Pj sont ef-
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ficaces pour les deux proble`mes Z0 et Z1. La figure (5) montre ces deux
fonctions pour un nœud j donne´.
T
C
X1
X2
X3
X4
X5
X6
aj
T1
T2 T3 T4 T5 T6 bj
fonction primale
fonction duale
Fig. 5 – Fonctions primale, duale et zones d’incertitude
Les nouvelles solutions efficaces du proble`me Z1 appartiennent aux rectangles
gris, appele´s les zones d’incertitude. L’objectif est donc de re´duire ces zones jus-
qu’a` les e´liminer. Pour ce faire, il exite deux moyens :
• Augmenter la fonction duale en remplac¸ant le couˆt d’un label de Dj par un
nouveau minorant. Ce nouveau minorant est calcule´ en cherchant tous les chemins
Xsi pour lesquels un prolongement par un arc (i, j) ∈ A produit un chemin Xsj
dont le label appartient a` la zone d’incertitude traite´e. L’ensemble EFF des labels
efficaces est calcule´ pour obtenir de nouveaux labels qui de´finissent le nouveau mi-
norant comme suit :
Rj = EFF{(Tj , Cj) = (max{aj , Ti + dij}, Ci + cij)|∀(i, j) ∈ A, (Ti, Ci) ∈
Pi ∪Di et (Tj , Cj) appartient a` la zone d’incertitude traite´e }
• Ame´liorer la fonction primale en calculant tous les chemins re´alisables Xsi
dont le prolongement par un arc (i, j) ∈ A produit un chemin Xsj dont le label
appartient a` la zone d’incertitude traite´e. L’ensemble des solutions efficaces qui
de´finit la nouvelle borne primale est calcule´ comme suit :
RPj = EFF{(Tj , Cj) = (max{aj , Ti + dij}, Ci + cij)|∀(i, j) ∈ A, (Ti, Ci) ∈
Pi et (Tj , Cj) appartient a` la zone d’incertitude traite´e }
Les ensembles Pj et Dj sont alors mis a` jour comme suit :
Pj = Pj ∪ (Rj ∩ RPj), car les labels appartenants a` la fois a` Rj et RPj de´-
truisent l’incertitude en ce point, et Dj = (Dj − {(Tj , Cj)}) ∩ (Rj − (Rj ∩RPj)).
Cette proce´dure s’arreˆte lorsqu’il ne reste plus de zones d’incertitude, elle pre´-
sente l’avantage de ge´ne´rer lors de chaque ite´ration des solutions diversifie´es (cou-
vrants le maximum de taˆches possible) en un temps re´duit duˆ a` la re´optimisation.
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4.3.3 Re´optimisation dans la re´solution du dual lagrangien du pro-
ble`me du sac-a`-dos a` deux contraintes
Les travaux [49] et [48] conside`rent la re´optimisation dans le cadre de la re´-
solution du dual lagrangien du proble`me du sac-a`-dos a` deux contraintes, re´solu
par l’algorithme de sous-gradient. Ce proble`me est donne´ par le programme li-
ne´aire (BK), soit K(π) le proble`me lagrangien obtenu en dualisant la premie`re
contrainte :
(BK)


max cx
Ax ≤ a
Bx ≤ b
xj ∈ {0, 1}, j ∈ J
(K(π))


maxπa+ (c− πA)x
Bx ≤ b
xj ∈ {0, 1}, j ∈ J
ou` (cj , Aj , Bj) ∈ N
3,∀j ∈ J ; (a, b) ∈ N2 et π ∈ R+ le multiplicateur lagrangien
de la contrainte relaˆche´e. La re´solution de (BK) par l’algorithme de sous-gradient
consiste a` re´soudre une suite de proble`mes de sac-a`-dos unidimensionnels (K(π)),
dont chaque re´solution est compose´e de plusieurs phases (ces phases sont de´taille´es
dans [47]). La re´optimisation est inte´gre´e dans la phase du calcul d’un majorant
de la valeur optimale de (K(π)) en re´solvant sa relaxation continue que l’on notera
(K(π)).
Soit x¯(π) la solution optimale de (K(π)), on caracte´rise la tripartition suivante :
i(π) ∈ J , U(π) ⊆ J et L(π) = J \ (U(π)∪{i(π)}), tels que :
x¯j =


1 si j ∈ U(π) ⊂ {i ∈ J | ci−piAi
Bi
≥
ci(pi)−piAi(pi)
Bi(pi)
et
∑
i∈U(pi)Bi ≤ b}
0 si j ∈ L(π) ⊂ {i ∈ J | ci−piAi
Bi
<
ci(pi)−piAi(pi)
Bi(pi)
}
b−
P
i∈U(pi)Bi
Bj
tel que j = i(π) et
∑
i∈U(pi)Bi +Bi(pi) > b
(16)
Ou` i(π) est l’indice de la variable fractionnaire que l’on appelle aussi l’indice
critique. Cette tripartition est calcule´e avec l’algorithme NKR [16] qui consiste
a` se´lectionner les objets a` mettre dans le sac parmis ceux qui ont les rapports
cj−piAj
Bj
,∀j ∈ J les plus e´leve´s par rapport a` un e´le´ment de re´fe´rence, mis a` jour
au cours du tri.
Deux techniques ont e´te´ e´labore´es dans ce contexte : la me´thode MARIE (Me-
thod combining Approximation and Reoptimization for Integer programming Evo-
luating instances) [49] et la me´thode ASIA (Adapted Step sIze Algorithm for a
0-1 biknapsack lagrangean dual) [48].
La me´thode MARIE :
Cette me´thode est base´e sur un algorithme de sous-gradient projete´ qui ame´-
liore le sous-gradient classique et offre un cadre favorable a` la re´optimisation. Rap-
pelons que les multiplicateurs lagrangiens ge´ne´re´s par l’algorithme de sous-gradient
n’ame´liorent pas force´ment la valeur du lagrangien lors de chaque ite´ration.
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Le sche´ma de sous-gradient projete´ consiste en la conside´ration d’un intervalle
[π, π] contenant un multiplicateur optimal. A` chaque ite´ration k de ce sche´ma, un
multiplicateur πk appartenant a` cet intervalle est ge´ne´re´ en utilisant une formule
particulie`re pour le calcul du pas de de´placement (voir [49]). De plus, cet inter-
valle est dynamiquement re´duit selon le signe du sous-gradient. Compte tenu de
la convexite´ de la fonction duale, lorsque ce signe est positif, (resp. ne´gatif), π est
alors diminue´ (resp. π est alors augmente´).
Cette proce´dure permet de ge´ne´rer des multiplicateurs proches qui engendrent
des proble`mes lagrangiens voisins (dont les solutions sont probablement voisines)
favorisant ainsi la re´optimisation qui consiste a` utiliser la variable fractionnaire a`
l’ite´ration pre´ce´dente comme e´le´ment de re´fe´rence a` l’ite´ration courante lors du
calcul d’une tripartition optimale.
La me´thode ASIA :
Cet algorithme est construit pour calculer directement (sans re´solution) la va-
leur de K(π) lors de chaque ite´ration. Le principe est de caracte´riser pour un
multiplicateur π donne´, le multiplicateur voisin π¯ et la solution optimale de l’ins-
tance K(π¯). Pour cela, de´finissons les droites Cj , j ∈ I qui repre´sentent l’e´volution
des coefficients de l’objectif des variables xj ,∀j ∈ J en fonction du multiplicateur
π.
Pour π = π0 = 0, l’ensemble {C
j , j ∈ U(π0)} (resp.{C
j , j ∈ L(π0)}) repre´sente
les droites qui se situent au-dessus (resp. en dessous) de la droite Ci(pi0) (voir la
figure 6). Notons M i,j l’abscisse du point d’intersection entre les droites Ci et Cj
et soit π1 = minj∈U(pi0)∪L(pi0)M
i(pi0),j .
Dans l’intervalle [π0, π1] la tripartition ne change pas, donc l’indice critique
reste le meˆme, au dela` de π1 la tripartition change, mais l’indice critique peut
rester le meˆme. L’ide´e est de caracte´riser lors de chaque ite´ration le premier point
d’intersection entre la droite correspondant a` l’indice critique courant et celles
correspondant aux indices restants (voir la figure 6). Cette manie`re de ge´ne´rer les
multiplicateurs duaux permet de de´duire la solution courante de K(.) du moment
ou` l’on dispose lors de chaque ite´ration de la solution duale et de la variable
fractionnaire.
5 Conclusion
Nous avons pre´sente´ dans ce rapport quelques me´thodes d’acce´le´ration de la
ge´ne´ration de colonnes issues de la litte´rature, les premie`res me´thodes apparues
sont connues sous le nom des me´thodes de stabilisation. Elles visent a` stabiliser
le comportement des variables duales en guidant la me´thode pour ge´ne´rer des
solutions proches de la meilleure solution courante. Ces me´thodes permettent de
diminuer le nombre d’ite´rations de la ge´ne´ration de colonnes. Une comparaison
entre ces techniques applique´es a` une se´rie de proble`mes a e´te´ pre´sente´ dans [7].
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Ci(pi0)
Cj , j ∈ U(pi0)
Cj , j ∈ L(pi0)
pipi0 pi1
Fig. 6 – E´volution des rapports ci−piAi
Bi
∀i ∈ J
A` coˆte´ des me´thodes de stabilisation, le sche´ma de ge´ne´ration de colonnes
offre plusieurs autres possibilite´s d’ame´liorations, notamment en le combinant avec
d’autres me´thodes d’optimisation afin de tirer profit de leurs avantages.
Nous nous sommes inte´resse´s dans ce rapport a` la possibilite´ d’ame´lioration
qu’est la re´optimisation. Cette technique a e´te´ applique´e efficacement sur divers
processus ite´ratifs. Dans le cas de la ge´ne´ration de colonnes, le principe est d’exploi-
ter la re´solution du sous-proble`me lors d’une ite´ration pour re´soudre efficacement le
sous-proble`me a` l’ite´ration suivante. Notons que la re´optimisation est plus efficace
lorsque les instances re´solues sont voisines (lors des dernie`res ite´rations). A` la dif-
fe´rence des me´thodes de stabilisation qui visent a` diminuer le nombre d’ite´rations,
cette technique va tendre a` diminuer le temps de re´solution des sous-proble`mes.
L’efficacite´ de chacune des me´thodes cite´es dans ce rapport a e´te´ valide´e sur des
proble`mes varie´s. Il serait inte´ressant de les tester sur un ou plusieurs proble`mes
pour pouvoir e´tablir une comparaison cohe´rente entre leurs efficacite´s. Cela per-
metterait de de´tecter les points forts et faibles de chaque technique et d’essayer
d’y reme´dier en hybridant les unes avec les autres si possible.
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