ABSTRACT Energy harvesting enables the wireless devices to obtain energy for communication from the ambient environment. A general theme in prior works is to investigate the power scheduling policies to increase the utility ratio of the harvested energy, which arrives at random. One key assumption is the infinite data backlog, which means that as long as there is energy, there is data to transmit. However, in real systems, the buffer size is limited, and the arrival of data is also random. When the data backlog fills up the buffer, the subsequent arrival packets will be discarded directly. Therefore, we are motivated to jointly consider the data arrival and energy arrival processes in an energy harvesting communication system (EHCS). Specifically, we first derive the maximum average throughputr that EHCS can support with a simple online power scheduling scheme. Then, given a data arrival process whose average rate λ <r, we characterize the average data backlog for both constant and random data arrivals. Some further analyses are conducted to the variation of data backlog. To achieve a same packet drop rate, the buffer size needed for constant data arrivals is much smaller than that for random data arrivals, which can be seen from both our theoretical and simulation results. The analysis in this paper initiates a first step towards a more dynamic energy harvesting system, where data arrivals are of importance.
I. INTRODUCTION
While smart wireless devices play more and more important roles in various areas, the limited battery has also become a major constraint [1] - [4] . Energy harvesting has been considered as a promising solution [5] - [7] , which enables the wireless devices to harvest energy they need for communication from the ambient environment such as solar power, vibration and electromagnetic wave [8] . The harvested energy can either be instantly utilized to communicate or be firstly converted to chemical energy which is stored in the battery [9] . Ideally, the energy harvesting technique can keep the system running instantly as long as the energy source is available.
However, the uncertainty of energy arrival rate (e.g., the solar radiation intensity changes over time and may sometimes drop to near zero) will degrade the system performance (e.g., throughput). Then, intense studies on efficient power scheduling policies are proposed to increase the utility ratio of the harvested energy. In [10] , Yang et al. studied a singlenode Energy Harvesting Communication System (EHCS). With a given transmission task and prior known energy arrival information, an optimal off-line power scheduling policy is designed to minimize the transmission completion time. Further, they considered the case of multiple access channel with energy harvesting transmitters and derived the optimal offline power scheduling scheme [11] . To achieve the maximum average transmission rate without considering the data arrival process, Shaviv et al. designed a universally near optimal online power allocation policy in EHCS [12] . Dong et al. studied the optimal energy control in EHCS with wireless power transfer [13] . The impact of more realistic battery models on the scheduling schemes are also considered, such as the battery storage losses model [14] , the limited battery storage model [15] , [16] and the temperature related battery model [17] . When the source of energy is hybrid, Ahmed et al. investigated the optimal power allocation policy of EHCS [18] .
Based on the existing works of EHCS, one can find that most of them focus on designing power scheduling policies to increase the utility ratio of the harvested energy, thus maximizing the system throughput. A key assumption in prior works is the infinite data backlog, which means that as long as there is energy, there is data to transmit. However in real systems, the model will become more complex since the data arrival can be random and the data backlog cannot be infinite. Due to the uncertainty of both data and energy arrivals, the incoming data will temporarily backlog in the buffer if the available energy is insufficient. When the data backlog fills up the buffer, the subsequent arrival packets will be discarded directly. Thus, the system throughput not only depends on how we efficiently utilize the harvested energy, but also relates closely with the data arrival as well as the buffer size. Specifically, a small buffer cannot tolerate the fluctuation of data backlog which causes data loss and degrades the system throughput. Then it is important to characterize how large the buffer size should be to well preserve the data backlog and achieve a small data loss rate in EHCS.
In this work, we study the data backlog in EHCS by jointly considering the data and energy arrivals. In particular, we consider a random energy arrival model and the data arrival can either be random or constant. Given the data arrival process with an average rate of λ, we aim to characterize the average data backlog with respect to λ in EHCS. As disclosed earlier, the model will become much more complex when both data and energy arrivals are considered. Another challenge comes from the nonlinear function between the wireless channel rate and its consumed energy. We model the EHCS as a queueing system and first derive the maximum average transmission rater that the power system can support. Then we calculate the average data backlog with respect to the average arrival rate λ in both cases of random and constant data arrivals, whose λ <r. The main contributions of this work can be summarized as follows.
• We consider the impact of data arrival processes in an energy harvesting communication system, which is little investigated in previous works. The initial analysis can shed lights for future studies on EHCS regarding a more dynamic and realistic scenario.
• For both random and constant data arrivals, we present explicit characterizations on the average data backlogQ with respect to λ, which can then be utilized to calculate the data buffer size needed to achieve a small data loss.
• Simulations are conducted to validate the theoretical results, and reveal the impact of buffer size on both the system throughput and data loss rate. The remainder of this paper is organized as follow. In Section II, we introduce the system model. We describe the service facility of EHCS in Section III. We study the average data backlog for both cases of random and constant data arrivals in Section IV. We conduct simulations in Section V to validate the theoretical results. Finally Section VI concludes.
II. SYSTEM MODEL A. SYSTEM ARCHITECTURE
We consider an Energy Harvesting Communication System (EHCS) which consists of a wireless node Tx and a rechargeable battery, which is shown in Fig. 1 . One possible application of the proposed EHCS is the wireless sensor node with the power supply of energy harvesting. The sensor node keeps collecting the data and tries to transmit them to the sink or other neighbouring sensor nodes [21] . Specifically, time is divided into slots of equal length. We denote x t and r t as the amount of the arriving data and the maximum transmission rate at slot t respectively. Node Tx has a data buffer 1 which temporarily stores the incoming data that cannot be transmitted instantly. We denote the data backlog Q t as the data that is cached in the buffer at slot t.
B. ENERGY ARRIVAL MODEL
Node Tx can harvest energy from the ambient environment. In this work, we utilize the packetized model [22] to represent the energy arrival, i.e., the energy is viewed as the energy packet. Without loss of generality, we assume that the harvested energy cannot be utilized immediately at the slot that it is obtained, and can only be utilized in the next slot. At the beginning of each slot, node Tx extracts power from the battery and transmit the data that is stored in the buffer. In this work, we consider a simplified battery recharging model with a Bernoulli energy arrival process. Let e t denote the amount of harvested energy at slot t. Then we have e t = B with prob. p 0 with prob. 1 − p,
whereB denotes the battery capacity and p is the Bernoulli parameter which denotes the probability that the system harvestsB energy packets at slot t. This simple model is relevant to many sensor networks as the sensor's battery is small and is easy to be fully charged once the energy arrives [19] . We denote b t as the residual energy packets in the battery at slot t and the residual energy packets in the battery at slot t + 1 is Here p r t is the consumed power at slot t which is different from the allocated power p t at slot t. As p t is designed for making full use of the harvested energy to maximize system throughput, p t can either be larger or smaller than p r t due to the randomness of data arrivals.
C. TRANSMISSION MODEL
At the beginning of each slot t, node Tx makes decision to allocate the amount of power p t to transmit data according to a certain online power allocation policy. Then, the data backlog at slot t + 1 can be written as
where r t = 1 2 log 2 (1 + p t ), which is the commonly used AWGN channel model. By denoting r r t as the system throughput at slot t, we have
where r r t = 1 2 log 2 1 + p r t . In this work, we assume that the buffer size is infinite and pay attention to the fluctuation of data backlog Q t , which is essential to decide the proper buffer size for achieving high system throughput in EHCS. The main system parameters are summarized in Table I .
D. QUEUEING SYSTEM MODELING
We consider both data and energy arrivals are random, which brings challenge in the analysis. To this end, we model the EHCS as a queueing system where the data arrival is analogous to the customer arrival and the battery is analogous to the service facility which provides the service (transmission) to the customer (data). And, we say that the data is no longer in the buffer only when it leaves the system. In the following, we first analyze the service facility of EHCS including the service rate and service time. Then we calculate the average data backlogQ with respect to λ in both cases of random and constant data arrivals.
III. THE ANALYSIS OF SERVICE FACILITY IN EHCS
According to queueing theory, if the average data arrival rate is larger than the average service rate, the data backlog will approach infinity, which is not practical. Thus we first derive the average service rate of EHCS. We assume the channel capacity is sufficiently large and the maximum transmission rate at slot t is only restricted by the power supply of EHCS. Thus, to obtain the maximum average transmission rate, a certain power allocation policy is needed to make full use of the harvested energy.
A. OPTIMAL OFF-LINE POWER SCHEDULING AND IMPLICATION
Given a transmission deadline D and a fixed amount of energy E, Zafer et al. proved that the constant power consumption rate of E D achieves the maximum average transmission rate on condition that the power-rate function is concave 2 [20] . According to [20] , we can allocate the energy evenly over the time until the next energy arrival instant. However, due to the randomness, it is hard to know the future energy arrivals. Thus, an online power schedule is needed. The results in [20] implies that in either case of online or offline power scheduling algorithm, only by allocating the available energy evenly over time can the average transmission rate be maximized, given that the power-rate function is concave.
Based on the above implication, Shaviv et al. designed the fixed fraction policy and both theoretical and numerical results indicate that this online power scheduling scheme can make good use of the harvested energy and the throughput obtained by the fixed fraction policy is almost indistinguishable from the optimal one [12] . Without loss of generality, the service (transmission) process is assumed to be independent of the data arrival process in this work. Thus, we apply the fixed fraction policy to derive the average service rate (maximum average transmission rate) of EHCS.
B. FIXED FRACTION POLICY
At the beginning of any slot t, we observe the residual energy packets in the battery as b t , then the allocated transmission power is p t = b t × p (Fig. 2) . The main intuition behind this policy is as follows. Based on the energy arrival model (Equation (1)), the battery is fully charged once the energy arrives. Thus, the system tends to drain the battery before the energy arrives, otherwise the remaining energy in the battery will be wasted due to the overflow. Although the system cannot exactly predict when the energy will arrive, the average inter-arrival time of the energy arrival is 1/p = b t × p. This online power scheduling scheme is shown to be almost optimal with respect to the average transmission rate, which can aid us to obtain the average service rater. 2 The power-rate function we use in this work is the Shannon formula r t = 1 2 log 2 (1 + p t ), which is strictly concave. 
FIGURE 3.
The state transition of the service rate r t .
Theorem 1: Based on the fixed fraction policy, the average service rate of EHCS can be expressed as
where
n d is chosen to make log 2 (1 + θ) approximate to θ with given precision.
Proof: See Section III-A.
1) ANALYSIS OF THE AVERAGE SERVICE RATE
In this section, we mainly prove Theorem. 1. In Fig. 2 , we illustrate the variation of the allocated power p t . At slot t, the battery is assumed to be fully charged and we have p t =Bp according to the fixed fraction policy. The resulting maximum transmission rate at slot t is r t = 1 2 log 2 1 +Bp . Then r t keeps decreasing until time t * when the battery is again fully charged. During the time interval [t, t * ], r t varies over slots as
where t = 0, 1, 2, · · · . We define that r t is in state n if r t = 1 2 log 2 1 +Bp (1 − p) n , where n = 0, 1, 2, · · · . Thus, we can model the state transition of r t as a Markov process which is shown in Fig. 3 . The forwarding probability of transition from state n to state n + 1 equals to the probability that no energy arrives in the current slot, i.e., 1 − p. In addition, any state n has the probability of p returning to state 0 in the next slot as the energy will arrive at any slot with probability p. In the following, we first derive the steady state distribution of r t . We denote the probability that r t is in state n as π n , where n = 0, 1, 2, · · · . According to the following two equations
we have
where n = 0, 1, 2, · · · . Thus, we obtain the steady state distribution of r t as π n = p (1 − p) n . According to the definition of π n , i.e., π n represents the probability that r t = 1 2 log 2 1 +Bp (1 − p) n , we have
Next, we calculate the expectation of r t , which represents the maximum average transmission rate of EHCS. According to the definition of discrete form of expectation, we havē
The above result denotes the lower bound ofr, which is obtained by applying the inequality log (1 + ax) ≥ log (1 + a) + log (x), where 0 < x ≤ 1 [12] . Generally, it is hard to derive the exact expression ofr with respect toB and p. However, we provide the alternative method to approach the exact result with arbitrary precision. We first define
Substituting x n into Equation (6), then we havē
For a certain integer of n d , we define
where n d is chosen to make log 2 (1 + θ ) approximate to θ with arbitrary precision. Then Equation (7) turns intō
where, Y n denotes the sum of the first n d items in the sequence of x n log (1 + x n ), which can be calculated in limited time.
Note that as x n decays exponentially with n, a small integer of n d can make log 2 1 + x n d ≈ x n d with close approximation.
2) THE EXPECTATION AND VARIANCE OF THE SERVICE TIME IN EHCS
Now we have obtained the average service rate of EHCS asr. Thus according to queueing theory, we can conclude that for any data arrival process with the average data rate of λ, if λ ≥r, then EHCS is unstable that the data backlog will approach infinity as time increases. Therefore only the case of λ <r is meaningful. In this case, according to queueing theory, EHCS can achieve the average throughput close 3 to λ on condition that a certain size of data buffer is required. We first analyze another two key parameters, i.e., the expectations and the variance σ 2 b of the service time, which are necessary for calculating the average data backlog.
As the service rate denotes how many bits EHCS can transmit in each slot, we can refer to the service time as the number of slots that are needed to transmit one bit. According to queueing theory, the average service time equals to the reciprocal of the average service rate, i.e., the maximum average transmission rate in EHCS. Thus we havē
wherer can be obtained in Theorem.1. However, it is hard to give the exact expression of the variance σ 2 b with respect tō B and p, as we don't know the distribution of the service time. A rational approach to derive the variance of the service time is to analyze the service time for each arriving bit. Then we can calculate the variance of the service time as 3 The data loss is inevitable due to the random energy arrival. Thus, the average system throughput of λ cannot be achieved. where s n denotes the service time of the n-th bit and k n denotes the number of slots that are needed to transmit the n-th bit. The value of σ 2 b is decided by the battery capacityB and the parameter p. For differentB and p,s can be obtained by Theorem 1. However we can not give the general expression of k n and P (s n = k n ). Because the value of k n varies over bits and also varies for differentB and p. Specifically, if we do not know the value of the service rate at each slot in one cycle, then we cannot calculate the number of slots that required to transmit each bit of data. And, the value of the service rate can only be obtained by giving the value ofB and p. That is the reason why we cannot first give the general expression of σ 2 b with respect toB and p, then substitute the value ofB and p to obtain the value of σ 2 b . In the following, we show the method of calculating σ 2 b via a simple example, which can help to better understand the above analysis. Assume thatB = 10 and p = 0.5, we have r t varied over slots as in Fig. 4 . Based on the analysis in Section III-A, the variation of r t repeats from cycle to cycle. Thus, we only need to analyze the service time within one cycle. Now suppose that the first bit arrives at the beginning of slot 1, as the maximum transmission rate equals to 1.29, then the first bit can be transmitted within slot 1. For the second bit, it can be transmitted within two slots as 1.29 + 0.89 > 2, i.e., there are more than two bits that can be transmitted by the end of slot 2. In a similar way, the third bit needs three slots to transmit, i.e., slot 2, slot 3 and slot 4. SubstitutingB = 10, p = 0.5 ands = 1.02 into the equation (8), we have
It is easy to find that as r t decreases exponentially with time, the value of k 4 is at least the order of hundreds or thousands, not even mention k n where n > 4. As n 2 2 n ≈ 0 when n is sufficiently large, we have above case. As P (s n = k n ) × (k n −s) 2 decays exponentially with n fast, we only need to calculate the very limited number of the preceding items of the infinite series σ 2 b and omit the rest of it.
IV. DATA BACKLOG ANALYSIS
One problem in EHCS is that the amount of harvested energy varies over time (sometimes may drop to near zero). Moreover, the actual energy arrival is not deterministic. Thus, the data buffer is particularly essential for temporarily holding the data backlog for later transmission when the energy is sufficient. In the following, we first show how the system runs when jointly considering the data and energy arrivals. Then based on the analysis of the service facility in Section III, we study the average data backlog with both random and constant data arrivals.
A. SYSTEM WORKFLOW
The system workflow is illustrated in Fig. 5 . Specifically, at the beginning of any slot t, we observe the data backlog Q t and the residual energy packets in the battery b t . According to the fixed fraction policy, we obtain the allocated transmission power as p t = b t ×p and the resulting maximum transmission rate r t = 1 2 log 2 (1 + p t ). However, the remaining data Q t in the buffer may be smaller than r t . Thus we should compare the values of Q t and r t and calculate the system throughput at slot t as r r t = min (Q t , r t ). And then we can obtain the consumed transmission power as p r t = 4 r r t − 1 according to the power-rate function. Finally, we update b t and Q t via Equation (2) and Equation (3) in Section II. Then, the system continue to the next slot and repeat the procedure, as shown in Fig. 5 .
B. AVERAGE DATA BACKLOG WITH RANDOM DATA ARRIVAL
In this section, we consider the case of random data arrival with the average data rate of λ, where λ <r. Different from the classical single-server queueing system like M /M /1, we do not know the exact distribution of both inter-arrival time and service time in EHCS, although we have obtained the expectation and variance of the service time, i.e.,s and σ 2 b . Here, M denotes the exponential distribution and the number 1 denotes the number of servers is 1.
Kleinrock derived the general expression of the average waiting time for G/G/1 queueing system, where the distribution of either the inter-arrival time or the service time can be arbitrary [23] . For a G/G/1 queueing system, the average waiting time respect to λ can be expressed as
Here, σ 2 a and σ 2 b represent the variance of inter-arrival time and service time respectively.t ands denote the expectation of inter-arrival time and service time respectively. In addition, I andĪ 2 denote the first two moments of the idle period of the system.
1) IDLE PERIOD IN EHCS
In Fig. 6 , we briefly introduce the idle period. For example, D1, D2, D3 and D4 denote the four bits that arrive in sequence. When D2 arrives at the system, it finds that D1 is receiving the transmission service which means the system is busy. Thus after a period of waiting until when D1 leaves the system, D2 starts to receive service. For both D3 and D4, we can see that when they arrive, the system is idle. The idle period can be clearly shown in Fig. 6 (the red line) .
As the data backlog denotes all the data in EHCS, then we can obtain the expression of the average data backlog with respect to λ for EHCS as
where either the inter-arrival time or the service time can be arbitrarily distributed. So far we can get the values ofs and σ 2 b and however do not know the data arrival process. Even though we can somehow predict the average data arrival rate, it is still hard to calculate the average data backlog as there still remains parameters unsolved (e.g., σ 2 a ,Ī andĪ 2 ) without knowing the exact data arrival process. To this end, we consider the data arrival rate x t as a Poisson random variable with expectation of λ, which is a commonly used random data arrival model. Then we calculate the corresponding average data backlogQ p . VOLUME 5, 2017 2) Poisson RANDOM DATA ARRIVAL As the data arrival process is Poisson, the inter-arrival time follows the exponential distribution. Thus, the EHCS belongs to the M /G/1 queueing system. 4 According to the property of exponential distribution, we can calculate the expectation and variance of the inter-arrival time ast = 1 λ and σ 2 a = 1 λ 2 . In general, it is hard to solve for the first two moments of the idle period since the idle period depends upon the particular way in which the previous busy period terminated. However, in the following we show that for the M /G/1 queueing system, the idle period follows the same distribution as the inter-arrival time. As a new idle period must begin once the system terminates a busy period. Further, the newly started idle period will terminate instantly upon the arrival of the next data bit. Once the idle period begun, the time until the next arrival of data bit is determined by the inter-arrival time. Thus the distribution of idle period is the same as that of the Poisson inter-arrival time, which we can get the first two moments of the idle period as
By applying all the parameters, we have the following theorem.
Theorem 2: In the case of Poisson random data arrival, the average data backlog with respect to λ for EHCS can be expressed as
For the case of constant data arrival, we assume that x t = λ, where λ is a constant. Thus, the EHCS can be modeled as a standard D/G/1 queueing system. 5 Since the data arrival rate is constant, we havet = 1 λ and σ 2 a = 0. We apply the known parameters into Equation (10), the average data backlog with respect to λ can be written as
Next, we mainly focus on calculating the first two moments of the idle period I . Different from the case of random data arrival, here the inter arrival time is fixed as 1 λ . Thus, the idle period is totally decided by the distribution of the service time. However, it is hard to obtain the distribution of the service time. Thus in the following, we provide a simple approximate solution to obtain the exact expression of the first two moments of I with respect to λ. Simulation results show that this solution can achieve very close approximation. 4 M represents that the inter-arrival time follows the exponential distribution and G denotes that the distribution of service time s can be arbitrary. 5 Here, D denotes that the inter-arrival time is deterministic. 7 is illustrated to aid us to understand the simple solution. We first look at the upper time axis in Fig. 7 . The small red triangle denotes the end point of a certain busy period. Specifically, T n represents the end point of the n-th busy period, where n = 1, 2, 3, · · · . As the service time is a random variable with expectations and variance σ 2 b , T n is also a random variable. Now let's move on to the lower time axis. Clearly, the data arrival instants {δ k } forms a renewal process with the life of each component δ k as 1 λ . Note that no matter how long a certain busy period will last, it terminates somewhere in [δ k , δ k+1 ]. Once the busy period terminated, a new idle period starts and terminates upon the next arrival of data bit. Then each idle period equals to the residual life of δ k , which we denote as Y in Fig. 7 . Denoting the n-th moment of the inter-arrival time as A n and the n-th moment of the idle period as y n , we have
When T n is randomly chosen within the inter-arrival time [δ k , δ k+1 ], the relationship between A n and y n is established in [23] as
In our model, we assume that T n is randomly distributed within [δ k , δ k+1 ] and this approximation is shown to be in accord with the simulation results. By applying Equation (11), we can calculate the first two moments of I as
where A n = 1 λ n as the inter-arrival time is a constant of 1 λ . Based on the above analysis, we have the following theorem.
Theorem 3: In the case of constant data arrival, the average data backlog with respect to λ for EHCS can be expressed as
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Remark: For a general data arrival process, we may obtain the expectation and variance of the inter-arrival time. The challenge lies in the analysis of the idle period as we do not know the exact distribution of the inter-arrival time. In this case, we cannot derive the average data backlog with respect to λ of EHCS. Kleinrock [23] gave the upper bound of the average data backlog for the G/G/1-type EHCS, which is as followQ
V. SIMULATION RESULTS
In this section, we conduct simulations to validate the obtained theoretical results. Then, we study the impact of buffer size on the throughput and data loss rate in EHCS.
In the following, we first set the related parameters.
For the battery recharging model, we assume the battery capacityB = 10 and p = 0.5. Then, the Bernoulli energy arrival process can be modeled as: In this section, we show the simulation results of how the average data backlog varies with λ.
1) Poisson RANDOM DATA ARRIVAL
In this case, by substitutings = 1.02 and σ 2 b = 0.49 intoQ p , then the average data backlog with respect to λ can be written as
Next, we derive the simulation results to validate the above result. Time is divided into slots of equal length of 1 second. As the average service rate isr ≈ 0.98, we have the value of λ sampled in [0.01, 0.98). For each λ, we run the system for 100000 slots and then output the corresponding average data backlog. In Fig. 8 , we compare the simulation result with the theoretical result. Specifically, the red curve represents the theoretical average data backlog with respect to λ and the green curve refers to the upper bound of the average data backlog with respect to λ. The blue curve denotes the corresponding simulation result, where the blue nodes are the sampling points. From Fig. 8 , we can see that the simulation curve well matches the theoretical curve. The average data backlog increases with λ and grows fast when λ approaches 0.98.
2) CONSTANT DATA ARRIVAL
In this part, we show the average data backlog in the case of constant data arrival with x t = λ. By substitutings = 1.02 and σ 2 b = 0.49 inQ c , the average data backlog with respect to λ can be written as
Similarly, the value of λ is sampled in [0.01, 0.98). We directly show the comparison of the simulation result with the theoretical result in Fig. 11 .
It can be seen that the simulation curve matches well with the theoretical curve, which validates our results. As λ increases, the average data backlog tends to be larger and grows fast when λ approaches the average service rate 0.98.
Remark: The average data backlog in the case of constant data arrival increases relatively slower with λ, compared with that in the case of Poisson random data arrival. In addition, for the same value of λ, the average data backlog in the case of constant data arrival is smaller than that in the case of Poisson random data arrival. These observations imply that even though the energy arrival is random and intermittent, the average data backlog can keep relatively steady with the increment of constant data arrival rate if the power scheduling scheme is properly designed. However when both the data and energy arrivals are random, the data backlog tends to accumulate easily as λ increases.
B. IMPACT OF DATA BUFFER SIZE ON THROUGHPUT
In this section, we investigate the impact of buffer size on the average throughput in EHCS.
1) Poisson RANDOM DATA ARRIVAL
In this case, we show how the average throughput of EHCS varies with the buffer size. By setting the buffer size as Q max , the data backlog varies over slots as As Q max increases, we observe the variation of the average throughput, which is shown in Fig. 9 . It can be seen that when λ < 0.98, the average throughput of EHCS approximates to λ on condition that a certain buffer size is required. For a larger value of λ, we need a larger size of data buffer to handle the fluctuation of data backlog. Otherwise, much data will be discarded due to the buffer overflow, which then decreases the average throughput of EHCS. For example in Fig. 9 , for the cases of λ = 0.5 and λ = 0.7, the respective average throughput approximates to λ when the buffer size equals to about 6 and 10. Fig. 14 shows how the data backlog varies with time when the data arrival is Poisson. For the upper sub-figure in Fig. 14 when λ = 0.5, we can see that as time goes on, the instant data backlog ranges in [0, 6] with high probability. This implies that a buffer size of 6 is approximately sufficient to achieve the average throughput close to 0.5, which coincides with the result in Fig. 9 . For the lower sub-figure in Fig. 14 when λ = 0.7, we can similarly concludes that a buffer size of 10 is approximately sufficient to achieve the average throughput close to 0.7, which also coincides with the result in Fig. 9 .
2) CONSTANT DATA ARRIVAL Fig. 12 shows that as long as λ < 0.98, the average system throughput approximates to λ in the case of constant data arrival. Without loss of generality, the buffer size that required to approximate to the average throughput of λ increases with λ. Fig. 15 shows how the data backlog varies with time when the data arrival is constant. As with the analysis in the case of Poisson random data arrival, both Fig. 12 and   FIGURE 11 . Average data backlog with λ: Constant data arrival.
FIGURE 12.
Average system throughput with data buffer size: Constant data arrival.
FIGURE 13.
Average data loss rate with data buffer size: Constant data arrival. Fig. 15 show that for the cases of λ = 0.5 and λ = 0.7, the respective buffer size that required to approximate to the average throughput of λ equals to about 1.1 and 4. In the following, we make a comparison of the two cases (random and constant data arrivals).
Remark: By comparing Fig. 14 and Fig. 15 , it can be seen that for the same value of λ, the instant data backlog in the case of Poisson random data arrival is larger than that in the case of constant data arrival. Then by comparing Fig. 9 and Fig. 12 , we can find that the required buffer size to approximate to the average throughput of λ in the case of constant data arrival, increases approximately linear with λ. On the other side, the required buffer size in the case of Poisson random data arrival increases much faster with λ and it is nonlinear. All these phenomena imply that the data backlog is easy to accumulate with the random data arrival, which requires a larger size of data buffer to maintain the high system throughput. 
C. IMPACT OF DATA BUFFER SIZE ON DATA LOSS
From Fig. 10 and Fig. 13 , we can see that the average data loss rate decreases with the buffer size in both cases of Poisson and constant data arrivals. As the size of data buffer increases, the average data loss rate decreases much faster in the case of constant data arrival, compared with that in the case of Poisson random data arrival. This implies that the average data loss rate is sensitive to the variation of buffer size when the data arrival is constant, i.e., even though the buffer is enlarged a little bit, we can see obvious decrement of the average data loss rate. On the other hand, in the case of random data arrival, to lower the same degree of the average data loss rate, we may substantially increase the buffer size.
VI. CONCLUSION
In this work, we analyzed the data backlog in an Energy Harvesting Communication System (EHCS) by jointly considering the data and energy arrival processes. Given a data arrival process whose average rate λ <r, we characterized the average data backlog for both constant and random data arrivals. Some further analysis were conducted to the variation of data backlog. We observed that to achieve a same packet drop rate, the buffer size needed for constant data arrivals was much smaller than that for random data arrivals, which could be seen from both our theoretical and simulation results. The analysis in this paper initiated a first step towards a more dynamic energy harvesting system where data arrivals were of importance.
