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Many applications often involve complex multiple queries which share a lot of common
subexpressions (CSEs). Identifying and exploiting the CSEs to improve query perfor-
mance is essential in these applications. Multiple query optimization (MQO), which aims
to identify and exploit the CSEs among queries in order to reduce the overall query eval-
uation cost, has been extensively studied for over two decades and demonstrated to be an
effective technique in both RDBMS and MapReduce contexts by existing works. In this
thesis, we study the following three novel MQO problems.
First, we study the problem of efficient processing of enumerative set-based queries (SQs)
in RDBMS. Enumerative SQs aim to find all the sets of entities of interest to meet certain
constraints. In this work, we present a novel approach to evaluate enumerative SQs as
a collection of cross-product queries (CPQs) and propose efficient and scalable MQO
heuristics to optimize the evaluation of a collection of CPQs. Our experimental results
demonstrate that our proposed approach is significantly more efficient than conventional
RDBMS methods. To the best of our knowledge, that is the first work that addresses the
efficient evaluation of a collection of CPQs.
Second, we study multi-query/job optimization techniques and algorithms in the MapRe-
duce framework. In this work, we first propose two new multi-job optimization techniques
to share map input scan and map output in the MapReduce paradigm. We then propose
a new optimization algorithm that, given an input batch of jobs, produces an optimal
plan by a judicious partitioning of the jobs into groups and an optimal assignment of the
processing technique to each group. Our experimental results on Hadoop demonstrate
viii
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the efficiency and effectiveness of our proposed techniques and algorithms by comparing
with the state-of-the-art techniques and algorithms.
Finally, we examine the optimal join enumeration (OJE) problem, which is a fundamental
query optimization task for SQL-like queries, in the MapReduce framework. In this work,
we study both the single-query and multi-query OJE problems and propose efficient join
enumeration algorithms for these problems. The study of the single-query OJE problem
serves as a foundation for the study on the multi-query OJE problem. Our experimental
results demonstrate the efficiency of our proposed join enumeration algorithms. To the
best of our knowledge, this work presents the first systematic study of the OJE problem
in the MapReduce paradigm.
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In this chapter, we first present some background on multiple query optimization. We
then state the research problems and contributions of this thesis. Finally, we discuss the
organization of this thesis.
1.1 Multiple Query Optimization
Many applications often involve complex multiple queries which share many common
subexpressions (CSEs) [54, 51, 14, 74, 44]. In the presence of multiple queries, either
produced by complex applications or batched by some systems like database and MapRe-
duce systems, a simplistic solution to answer these queries is to evaluate them one by
one, ignoring the CSEs among them. However, this solution is suboptimal since the CSEs
are redundantly evaluated. An optimal solution should be able to evaluate the CSEs once
and reuse the results of the CSEs for subsequent queries to improve the overall query
performance. Since complex multiple queries usually take a long time to evaluate due
to the inherent complexity of the queries, there could be considerable performance sav-
ing by sharing the computation of the CSEs among the queries. As a result, identifying
1
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and exploiting the CSEs to improve the query performance is essential in these complex
multi-query applications.
To share the computation of the CSEs among multiple queries, a well known technique
is multiple query optimization (MQO). MQO, which aims to identify the CSEs among
queries and exploit them to reduce the query evaluation cost, has been extensively studied
for over two decades. MQO is originally proposed in the RDBMS context and existing
works [12, 27, 54, 49, 51, 73, 14, 74] in the RDBMS context have already shown that
substantial performance saving can be obtained by applying MQO techniques. For exam-
ple, the experimental results from [74] indicate that their proposed MQO techniques can
outperform the simplistic solution by up to 3 times.
In addition to the MQO techniques in the RDBMS context, there are also some prelimi-
nary studies [46, 44, 40] on the MQO techniques in the MapReduce context. The MapRe-
duce framework, proposed by Google [15], has recently emerged as a new paradigm for
large-scale data analysis and been widely embraced by Amazon, Google, Facebook, Ya-
hoo!, and many other companies. There are two key reasons for its popular adoption.
First, the framework can scale to thousands of commodity machines in a fault-tolerant
manner and thus is able to use more machines to support parallel computing. Second,
the framework has a simple yet expressive programming model through which users can
parallelize their programs without being concerned about issues like fault-tolerance and
execution strategy.
To simplify the expression of MapReduce programs, some high-level languages, such
as Hive [58, 59], Pig [47, 26] and MRQL [20], have recently been proposed for the
MapReduce framework. The declarative property of these languages also opens up new
opportunities for automatic optimization in the framework [44, 18, 40]. Since different
queries/jobs often perform similar work, there are many opportunities to exploit the shared
processing among the queries/jobs to optimize performance. As noted and demonstrated
by several works [46, 44], it is useful to apply the MQO techniques to optimize the pro-
cessing of multiple queries/jobs by avoiding redundant computation in the MapReduce
framework.
In summary, existing works have already shown that MQO techniques can significantly
improve query/job performance in the contexts of both RDBMS and MapReduce frame-
work. In this thesis, we study three novel MQO problems (one in RDBMS context
and two in MapReduce context), namely, efficient processing of enumerative set-based
queries, multi-query optimization in MapReduce framework and optimal join enumera-
tion in MapReduce framework, and present novel MQO techniques for these problems.
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While MQO techniques [12, 27, 54, 49, 51, 73, 14, 74] have been extensively studied in
the RDBMS context, they mainly focus on optimizing a handful of SQL (join) queries.
Our MQO problem in the RDBMS context is different from these works since we focus on
optimizing a large collection (hundreds or thousands) of cross product queries produced
by the applications of enumerative set-based queries. Furthermore, existing MQO tech-
niques [44, 40] in the MapReduce framework are very limited and do not fully exploit the
sharing opportunities among multiple queries/jobs. Thus, our two MQO problems in the
MapReduce context present a more comprehensive study of MQO techniques to further
exploit the sharing opportunities among multiple queries/jobs. In the following section,
we describe the three MQO problems.
1.2 Research Problems
In this thesis, we study three novel MQO problems, namely, efficient processing of enu-
merative set-based queries, multi-query optimization in MapReduce framework and opti-
mal join enumeration in MapReduce framework.
1.2.1 Efficient Processing of Enumerative Set-based Queries
Many applications, such as online shopping and recommender systems, often require find-
ing sets of entities of interest that meet certain constraints [69, 39, 60, 29, 7, 70]. Such
set-based queries (SQs) can be broadly classified into two types: optimization SQs that
involve some optimization constraint and enumerative SQs that do not have any opti-
mization constraint. For example, consider a relation R(id,type,city,price,duration,rating)
shown in Table 1.1 that stores information about various places of interest (POI), where
type refers to the category of the POI (e.g., museum, park), duration refers to the recom-
mended duration to spend at the POI and rating refers to the average visitors’ rating of the
POI. Suppose that a tourist is interested to find all tour trips near Shanghai consisting of
POIs that meet the following constraints: the trip must include both Shanghai (S.H.) and
Suzhou (S.Z.) cities, the trip must include POIs of type museum and park, and the total
duration of the trip should be between 6 and 10 hours. There are two packages that satisfy
the above query: {t1, t2} and {t1, t2, t3}. The above is an example of an enumerative SQ
to find all sets of POIs that satisfy the given constraints. If the query had an additional




Table 1.1: An example relation R
id type city price duration rating
t1 museum S.H. 50 4 7
t2 park S.Z. 70 3 5
t3 museum H.Z. 60 3 8
t4 shopping S.H. 80 5 7
As another example, suppose that an employer is looking to hire a team of language trans-
lators for a project that meet the following constraints: each team member must know En-
glish; the team collectively must be knowledgeable in French, Russian, and Spanish; the
team consists of at least two translators; and the total monthly salary of the team is no more
than $50K. Consider a relation Translator(id,location,salary,english,french,russian,span-
ish) that stores information about language translators available for hire, where the four
binary valued attributes english, french, russian, and spannish indicate whether a transla-
tor is knowledgeable in the specific languages, location represents the translator’s living
place, and salary represents the translator’s expected monthly salary. To browse through
all the possible teams for hiring, the employer executes an enumerative SQ on the Trans-
lator relation.
Another application of enumerative SQs is in the area of set preference queries [17, 9, 71],
which computes all sets of entities of interest that satisfy some preference function. Con-
sider again our example on hiring translators. In addition to the previously discussed
constraints, the employer could prefer to hire a team where (a) the team members are
located close to one another and (b) their total salary is low. Thus, this set preference
query is essentially a skyline set-query to retrieve non-dominated teams where the mem-
bers have close proximity and low total salary. The most general approach to evaluate
skyline set-queries is to first enumerate all the candidate sets followed by pruning away
the dominated sets. Although there has been recent work to integrate these two steps [71],
such optimization is applicable only for restricted cases (e.g., when the sets are of fixed
cardinality and the preference function satisfies certain properties); and is not applicable
for queries such as our example query. Therefore, efficient algorithms to evaluate enu-
merative SQs are essential for the efficient processing of set preference queries.
There has been much research on evaluating optimization SQs where the focus is on
heuristic techniques to compute approximately optimal or incomplete query results (e.g.,
[29, 7, 60, 70, 69, 71, 39]). However, to the best of our knowledge, there has not been
any prior work on the evaluation of enumerative SQs. Enumerative SQs are essentially a
generalization of conventional selection queries to retrieve a collection of sets of tuples
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(instead of a collection of tuples), and they represent the most fundamental fragment of
set-based queries.
In this thesis, we address the problem of evaluating enumerative SQs using RDBMS.
We present a novel approach to evaluate an enumerative SQ as a collection of cross-
product queries (CPQs). However, applying existing multiple query optimization (MQO)
techniques for this evaluation problem is not effective for two reasons. First, the scale
of the problem could be very large involving hundreds of CPQ evaluations. Existing
MQO heuristics, which are mainly designed for optimizing a handful of queries, are not
scalable for our problem. Second, as the queries here are CPQs (and not join queries),
existing MQO techniques, which are based on materializing and reusing the results of
common subexpressions, is not effective as the cost of materialization exceeds the cost of
recomputation. Thus, in this work, we study specialized MQO heuristics to optimize the
evaluation of a collection of CPQs.
1.2.2 Multi-Query Optimization in MapReduce Framework
The MapReduce framework has recently emerged as a powerful parallel computation
paradigm for large scale data analysis. The declarative property of the recently proposed
high-level languages for the framework, such as Hive [58, 59] and Pig [47, 26], opens
up new opportunities for automatic optimization in the framework [44, 18, 40]. Since
different jobs (specified or translated from some high-level query languages) often per-
form similar work (e.g., jobs scanning the same input file or producing some shared map
output), there are many opportunities to exploit the shared processing among the jobs to
optimize performance.
The state-of-the-art work in this direction is MRShare [44], which proposed two sharing
techniques for a batch of jobs. The share map input scan technique aims to share the scan
of the input file among jobs, while the share map output technique aims to reduce the com-
munication cost for map output tuples by generating only one copy of each shared map
output tuple. The key idea behind MRShare is a grouping technique to merge multiple
jobs that can benefit from the sharing opportunities into a single job.
While MRShare’s grouping technique is able to share map input scan and map output
for certain jobs, it has not fully exploited the sharing opportunities (i.e., share map input
scan and map output techniques) among multiple jobs. For example, consider the two
MapReduce jobs that are expressed in SQL queries over the relation T (a, b, c) as follows:
5
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J1: select a, sum(c) from T where a ≤ 10 group by a
J2: select a, b, sum(c) from T where a ≥ 5 group by a, b
MRShare’s grouping technique can only share map input scan for the two jobs since it
considers that the two jobs produce totally different map output that cannot be shared.
However, the map output of J2 for 5 ≤ a ≤ 10 indeed can be reused to derive the partial
map output of J1. Thus, MRShare’s grouping technique is very limited in exploiting the
sharing opportunities among multiple jobs.
In this thesis, we present a more comprehensive study of multi-query/job optimization
techniques to share map input scan and map output and algorithms to choose an evaluation
plan for a batch of jobs in the MapReduce context.
1.2.3 Optimal Join Enumeration in MapReduce Framework
The MapReduce framework has been widely adopted by modern enterprises, such as
Facebook [59], Greenplum [3] and Aster [2], to process complex analytical queries on
large data warehouse systems due to its high scalability, fine-grained fault tolerance and
easy programming model for large-scale data analysis. Given the long execution times
for such complex queries, it makes sense to spend more time to optimize such queries to
reduce the overall query processing time.
In this thesis, we examine the optimal join enumeration (OJE) problem, which is a fun-
damental query optimization task for SQL-like queries, in the MapReduce framework.
Specifically, we study both the single-query and multi-query OJE (denoted as SOJE and
MOJE respectively) problems where the study of the SOJE problem serves as a foundation
for our study on the MOJE problem.
While the OJE problem has attracted much recent attention in the conventional RDBMS
context [48, 41, 42, 16, 21, 24, 22, 23, 51, 14, 74], the solutions developed there are
not applicable to the MapReduce context due to the differences in the query evaluation
framework and algorithms.
There are two major differences between the OJE problem in MapReduce and that in
RDBMS. First, both binary and multi-way joins are implemented in MapReduce while on-
ly binary joins are implemented in RDBMS. Specifically, given a join query, RDBMS will
evaluate it as a sequence of binary joins while MapReduce will evaluate it as a sequence of
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binary or multi-way joins. As a result, the SOJE problem in MapReduce has a larger join
enumeration space than that in RDBMS due to presence of multi-way joins. While there
has been much recent works in the RDBMS context on the study of the complexity [48] of
the SOJE problem and its join enumeration algorithms [41, 42, 16, 21, 24, 22, 23], to the
best of our knowledge, there has not been any prior work on the study of these problems
in the presence of multi-way joins in the MapReduce context.
Second, intermediate results in MapReduce are always materialized instead of being
pipelined/materialized as in RDBMS which simplifies the MOJE problem in MapRe-
duce in two ways. First, the MOJE problem in RDBMS may incur deadlock due to the
pipelining framework [14] while that in MapReduce does not have the deadlock problem
due to the materialization framework. Second, materializing and reusing the results of
the CSEs in RDBMS may incur additional materialization and reading cost due to the
pipelining framework. However, since intermediate results are always materialized in the
MapReduce framework, there is no additional overhead incurred with the materialization
technique in MapReduce. Although the MOJE problem in RDBMS has been shown to
be a very hard problem with a search space that is doubly exponential in the size of the
queries [51, 14, 74], due to the simplification in MapReduce, we are able to propose ef-
ficient join enumeration algorithms for the MOJE problem in MapReduce based on our
comprehensive study of the SOJE problem.
To the best of our knowledge, our work presents the first systematic study of the OJE
problem in the MapReduce paradigm and proposes efficient join enumeration algorithms
for the problem.
1.3 Thesis Contributions
In this thesis, we make the following contributions.
Efficient processing of enumerative set-based queries. In this work, we first present
a baseline-SQL solution to evaluate enumerative SQs. While enumerative SQs can be
expressed using SQL, our experimental results on PostgreSQL demonstrate that existing
relational engines, unfortunately, are not able to efficiently optimize and evaluate such
queries due to their complexity.
We then propose a novel two-phase evaluation approach for enumerative SQs. In the
first phase, we partition the input table based on the different combinations of constraints
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satisfied by the tuples. In the second phase, we compute the answer sets by appropriate
combinations of the partitions which essentially are a collection of cross-product queries
(CPQs). To efficiently evaluate a collection of CPQs, we propose novel MQO techniques
which works for both in-memory and large disk-based data.
Finally, we implemented our approach on PostgreSQL 8.4.4 and conducted a comprehen-
sive experimental study to show the efficiency of our approach. Our experimental results
demonstrate that our proposed approach is significantly more efficient than conventional
RDBMS methods by up to three orders of magnitude.
Multi-query optimization in MapReduce framework. In this work, we first present
two new multi-job optimization techniques. The first technique is a generalized grouping
technique (GGT) that relaxes MRShare’s requirement for sharing map output. The second
technique is a materialization technique (MT) that partially materializes the map output of
jobs (in the map and/or reduce phase) which provides another alternative means for jobs
to share both map input scan and map output.
We then propose a novel two-phase optimization algorithm to choose an evaluation plan
for a batch of jobs. In the first phase, we choose the map output key for each job to
maximize the sharing. In the second phase, we partition the batch of jobs into multiple
groups and choose the processing technique for each group to minimize the evaluation
cost.
Finally, we conducted a comprehensive performance evaluation of the multi-job optimiza-
tion techniques using Hadoop. Our experimental results show that our proposed tech-
niques are scalable for a large number of queries and significantly outperform MRShare’s
techniques by up to 107%.
This work has been published in VLDB 2014 [65].
Optimal join enumeration in MapReduce framework. In this work, we first present a
comprehensive study of the SOJE problem which serves as a foundation for our study on
the MOJE problem. Specifically, we first study the complexity of the SOJE problem in the
MapReduce framework in the presence of multi-way joins for chain, cycle, star and clique
queries. We then propose both bottom-up and top-down join enumeration algorithms for
the SOJE problem with an optimal complexity w.r.t. the query graph based on a proposal
of an efficient and easy-to-implement plan enumeration algorithm.
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We then propose an efficient multi-query join enumeration algorithm for the MOJE prob-
lem. The main idea is to first apply the single-query join enumeration algorithm for each
query to generate all the interesting plans and then stitch the interesting plans for the
queries into a global optimal plan. A query plan is interesting if it is either the optimal
plan or produces some output that can be reused for other queries.
Finally, we conducted a comprehensive experimental study to demonstrate the efficiency
of our proposed algorithms. Our experimental results show that our proposed single query
join enumeration algorithm significantly outperforms the baseline algorithms by up to
473%, and our proposed multi-query join enumeration algorithm is able to scale up to 25
queries where the number of relations in the queries ranges from 1 to 10.
1.4 Thesis Organization
The rest of the thesis is structured as follows.
• Chapter 2 presents a comprehensive literature review of the three problems that we
have studied.
• Chapter 3 studies the evaluation problem for enumerative SQs and proposes effi-
cient evaluation techniques for enumerative SQs.
• Chapter 4 studies the multi-query/job optimization problem and proposes efficient
and effective multi-job optimization techniques and algorithms in the MapReduce
framework.
• Chapter 5 studies the OJE problem and proposes efficient join enumeration algo-
rithms for the problem in the MapReduce context.




In this chapter, we present a comprehensive literature review of studies related to the
three works we have done. Accordingly, this review is classified in terms of the three
works we have done. Specifically, Section 2.1 presents the background of MapReduce
framework. Section 2.2 presents the related work of our work on efficient processing
of enumerative set-based queries. Section 2.3 presents the related work of our work on
multi-query optimization in MapReduce framework. Section 2.4 presents the related work
of our work on optimal join enumeration in MapReduce framework.
2.1 Preliminaries on MapReduce
MapReduce, proposed by Google [15], has emerged as a new paradigm for parallel com-
putation due to its high scalability, fine-grained fault tolerance and easy programming
model. Since its emergence, it has been widely embraced by enterprises to process com-
plex large-scale data analysis such as online analytical processing, data mining and ma-
chine learning.
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MapReduce adopts a master/slave architecture where a master node manages and moni-
tors map/reduce tasks and slave nodes 1 process map/reduce tasks assigned by the master
node, and uses a distributed file system (DFS) to manage the input and output files. The
input files are partitioned into fix-sized splits when they are first loaded into the DFS. Each
split is processed by a map task and thus the number of map tasks for a job is equal to
the number of its input splits. Therefore, the number of map tasks for a job is determined
by the input file size and split size. However, the number of reduce tasks for a job is a
configurable parameter.
A job is specified by a pair of map and reduce functions, and its execution consists of a
map phase and a reduce phase. In the map phase, each map task first parses its corre-
sponding input split into a set of input key-value pairs. Then it applies the map function
on each input key-value pair and produces a set of intermediate key-value pairs which
are sorted and partitioned into r partitions, where r is the number of configured reduce
tasks. Note that both the sorting and partitioning functions are customizable. An optional
combine function can be applied on the intermediate map output to reduce its size and
hence the communication cost to transfer the map output to the reducers. In the reduce
phase, each reduce task first gets its corresponding map output partitions from the map
tasks and merges them. Then for each key, the reducer applies the reduce function on the
values associated with that key and outputs a set of final key-value pairs.
MapReduce uses job schedulers to manage all submitted jobs. The default job scheduler
in Hadoop 2 is FIFO which maintains a job queue for all submitted jobs according to their
submission times and priorities. FIFO allows a job to take all the slots within the cluster
and picks the first pending job for execution when there are available slots or a job releases
its slots. Other alternative schedulers include Yahoo!’s capacity scheduler and Facebook’s
fair scheduler [36]. The main idea of these schedulers is to maintain multiple job queues
for submitted jobs (one for each user or each organization) and allocate certain resources
for each queue. The main advantage of these schedulers is to allow jobs belonging to
different users or organizations to be concurrently executed. Among all the schedulers,
FIFO has been shown to have the minimum batch response time [36], and thus is used as
the job scheduler for our experiments in Chapter 4.
1Each slave node has fixed number of map/reduce slots which are configurable parameters
2We use Hadoop’s scheduler as a representative of MapReduce scheduling mechanisms
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2.2 Efficient Processing of Enumerative Set-based Queries
To the best of our knowledge, this is the first work that addresses the problem of efficient
evaluation of enumerative set-based queries. We present a novel approach to evaluate
enumerative set-based queries as a collection of cross product queries (CPQs) and propose
novel MQO techniques to optimize the evaluation of a collection of CPQs. As a result,
there are two main areas related to this work: set-based queries (SQs) and multi-query
optimization (MQO). In the following, we separately discuss them and position our work.
Set-based queries. Set-based queries aim to find sets of entities of interest to meet certain
constraints. There are several works on evaluation of set-based queries: OPAC queries for
business optimization problems [29], composite items construction in online shopping
applications [7], composite recommendation in recommender systems [70, 69], team for-
mation in social networks [39], set-based preference queries [71] and set-based queries
with aggregation constraints [60]. However, the focus of all these works is on optimiza-
tion SQs whereas our focus is on enumerative SQs. Moreover, as most of these works deal
with NP-hard optimization problems, their algorithms are mostly approximate or produce
incomplete solutions; in contrast, our algorithm is exact and complete. Finally, our work
is focused on optimizing query evaluation at the database engine level, whereas these
works is focused on middleware-level solution with mostly main-memory resident data.
Multi-query optimization (MQO). MQO aims to find evaluation plans that share com-
putation of common subexpressions (CSEs) for a batch of queries. Most of existing work-
s [31, 27, 13, 12, 53, 49, 51, 54, 57, 74] focus on materializing and reusing the results of
CSEs. The works in [49, 54] describe exhaustive search algorithms and heuristic search
pruning techniques to find a global optimal query plan by searching all the plan space.
However, the exhaustive search of the plan space incurs high optimization overhead which
make these works impractical. To reduce the high optimization cost, the works in [51, 74]
propose several cost-based greedy heuristics to find a global query plan. However, all
these works are not useful for our context since materializing and reusing the results of
CPQs is extremely costly. Thus, our approach for evaluating CPQs does not employ the
materialization technique; instead, we evaluate them by pipelining the results of CSEs to
CPQs.
There are several works [14, 73] that exploit pipelining for MQO. The work in [73] consid-
ers specialized MQO techniques to pipeline the results of CSEs for OLAP queries. Their
work addresses star join queries where all the dimension tables are assumed to be main-
memory resident (i.e., only the fact table is disk-based). In contrast, our MQO techniques
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are proposed for general CPQs without any strong assumption about the main-memory
residency of the relations.
The work in [14] addresses the MQO problem with pipelining and follows a two-phase
optimization strategy which is different from our proposed two-phase approach. The first
phase uses existing techniques (such as [51, 74]) to generate a global plan for a set of
queries which is represented as a plan-DAG. All the CSEs that can benefit from materi-
alization are captured by the plan-DAG. The second phase optimizes the plan-DAG by
pipelining the results of some CSEs in the plan-DAG. Thus, only the results of CSEs
that can benefit from materialization are considered for pipelining. This simplification
is restrictive since the results of a CSE could be pipelined to improve performance even
if materializing and reusing the results of that CSE does not improve performance. S-
ince our work does not materialize the results of any CSEs, their work is not applicable
for our context. Furthermore, their work assumes that the pipelined relations/results are
not buffered whereas our work focus on efficiently optimizing the buffer allocation for
pipelining.
2.3 Multi-Query Optimization in MapReduce Framework
This work presents a more comprehensive study of multi-query/job optimization tech-
niques and algorithms in MapReduce framework. We broadly classify its related work
into three categories: job optimization, query optimization and multi-query optimization.
In the following, we separately discussed them and position our work.
Job optimization. There are several works [37, 32, 33] on optimizing general MapReduce
jobs that are expressed as programs. The work in [37] proposes a system to automatically
analyse, optimize and execute MapReduce programs. It works by first analysing the pro-
grams to detect optimization opportunities, then applying the detected optimizations such
as index selection and data compression to the programs and finally executing the opti-
mized programs. The work in [32, 33] discusses the optimization opportunities presented
by the large space of MapReduce configuration parameters such as number of map and
reduce tasks, and proposes a cost-based optimizer to choose the best configuration param-
eters for MapReduce programs. It works by first collecting the profiles through dynamic
instrumentation and then estimating the cost through a detailed set of analytical models
using the collected profiles. Different from these works where the emphasis is on optimiz-
ing single MapReduce program, our work focuses on optimizing multiple jobs specified
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in or translated from some high-level query language such that the sharing among the jobs
can easily be detected.
Query optimization. The proposal of high-level declarative query languages for MapRe-
duce such as Hive [58, 59], Pig [47, 26] and MRQL [20], opens up new opportunities for
query optimization in the framework. As a result, there has been some recent works on
query optimization in MapReduce framework similar to query optimization in RDBMS.
These works include optimization strategies for Pig [46], multi-way join optimization in
MapReduce [5, 72, 30], optimization techniques for Hive [68, 28], algebraic optimization
for MRQL [20], theta join processing in MapReduce [45], set similarity join processing
in MapReduce [63], and query optimization using materialized results [18]. All these
works focus on query optimization techniques for a single query; in contrast, our work
focuses on optimizing multiple jobs specified in or translated from some high-level query
language.
The work in [18] presents a system ReStore to optimize query evaluation using material-
ized results. Given a space budget for storing materialized results, ReStore uses heuristics
to both decide whether to materialize the complete map and/or reduce output of each job
being processed as well as choose which previously materialized results to be evicted if
the space budget is exceeded. Our work differs from ReStore in both the problem focus
and the developed techniques. The results materialized by our MT technique for a given
job could be the partial map output of another job; in contrast, ReStore materializes the
complete output of the job being processed. Moreover, whereas the materialized output
produced by ReStore might not be reused at all due to the unknown query workload, this
is not the case for our context as the query workload is known and our techniques only
materialize output that will be reused.
Multi-Query optimization. There are several works on multi-query optimization [44,
40]. The work that is the most closely related to ours is MRShare [44]. Compared with
MRShare, our work is more comprehensive with additional optimization techniques (i.e.,
GGT and MT) which leads to a more complex optimization problem (e.g., the ordering of
the map output key of each job becomes important) and a novel cost-based, two-phase ap-
proach to find optimal evaluation plans. In MRShare, an input batch of jobs is partitioned
based on the following heuristic: the jobs are first sorted in non-descending order of their
map output size, and a dynamic-programming based algorithm is used to find an optimal
partitioning of the ordered jobs into disjoint consecutive groups. Thus, an optimal job par-
titioning where the jobs in a group are not consecutively ordered would not be produced
by MRShare’s heuristic. Note that our partitioning heuristic (with a time-complexity of
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O(n2)) does not have this drawback and is more efficient than MRShare’s partitioning
heuristic (O(n3) time-complexity).
The work in [40] proposes a transformation-based optimizer for MapReduce workflows
(translated from queries). The work considers two key optimization techniques: vertical
(horizontal, resp.) packing techniques aim to optimize jobs with (without resp.) producer-
consumer relationships; the horizontal packing techniques are based on MRShare’s group-
ing technique. In contrast, our work does not specifically consider MapReduce workflow
jobs that have explicit producer-consumer relationships; therefore, their proposed vertical
packing techniques are not applicable for our work.
2.4 Optimal Join Enumeration in MapReduce Framework
This work studies the optimal join enumeration (OJE) problem in MapReduce framework.
While the OJE problem has attracted much recent attention in the conventional RDBMS
context [48, 41, 42, 16, 21, 24, 22, 23, 51, 14, 74], the solutions developed there are
not applicable to the MapReduce context due to the differences in the query evaluation
framework and algorithms as discussed in Section 1.2.3. In this work, we study both the
single-query and multi-query OJE (denoted as SOJE and MOJE respectively) problems
as well as their join enumeration algorithms in the MapReduce context. As a result, we
broadly classify and discuss its related work in terms of SOJE and MOJE.
SOJE. The SOJE problem is a fundamental query optimization task in RBDMS. A well
known join enumeration algorithm for the SOJE problem is dynamic programming which
is divided into two categories, i.e., bottom-up enumeration [52, 41] and top-down enu-
meration [16, 21, 24, 22]. Both approaches have to consider the same enumeration s-
pace and neither of them is strictly better than the other. The work in [48] shows that
the (optimal) complexity of the SOJE problem depends on the query graph and analy-
ses the (optimal) complexity for chain, cycle, star and clique queries in RDBMS. The
work in [41] first shows that the complexity of existing two state-of-the-art dynamic pro-
gramming algorithms [52, 62] in RDBMS are far from optimal w.r.t. the query graph,
and proposes bottom-up dynamic programming algorithms with an optimal complexity.
Note that our proposed baseline join enumeration algorithms in MapReduce are adapted
from the two state-of-the-art algorithms [52, 62] in RDBMS and thus have a non-optimal
time complexity. In addition to the bottom-up dynamic programming algorithms, these
works in [16, 21, 24, 22] propose top-down dynamic programming algorithms with an
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optimal complexity. However, all these dynamic programming algorithms with an opti-
mal complexity are restricted to binary joins and thus are not applicable in the presence
of multi-way joins in the MapReduce context. In addition to the above works, there are
also several works [42, 23] on join enumeration algorithms for queries with more complex
join predicates such as R1.a = R2.b+ R3.c (i.e., their query graphs are hypergraphs). In
our work, we do not consider these complex join predicates and leave them as part of our
future work.
The MapReduce framework [15] has recently been widely used to process complex an-
alytical queries on large data warehouse systems. As a result, various MapReduce ver-
sions of algorithms have been proposed for database operators (e.g., join and aggrega-
tion) [10, 5, 45, 72, 30]. In particular, these works in [5, 72, 30] study efficient multi-way
join algorithms in MapReduce. Their experimental results show that the performance of
multi-way joins and that of a sequence of binary joins can outperform each other in dif-
ferent settings which thus increases the join enumeration space for the SOJE problem in
MapReduce. To the best of our knowledge, our work is the first to study the SOJE prob-
lem in the MapReduce context. The most related work is a proposal of a greedy heuristic
to find a good join order in MapReduce [68].
MOJE. The MOJE problem aims to find global optimal evaluation plans that share C-
SEs and has been shown to be a very hard problem with a search space that is doubly
exponential in the size of the queries [54, 49, 51, 14, 74] in RDBMS. This is due to the
pipelining/materialization framework in RDBMS which complicates its MOJE problem
as discussed in Section 1.2.3. As MapReduce always materializes intermediate results,
the MOJE problem in MapReduce becomes simpler which presents us an opportunity to
design an efficient and optimal multi-query join enumeration algorithm. Note that there
are also some early works in RDBMS [54, 49] that propose optimal join enumeration
algorithms for the MOJE problem using only materialization. However, they simply con-
sider all the plans for each query and stitch them into a global optimal plan which has
been demonstrated to be an impractical approach [51, 74]. Our work proposes effective
pruning techniques to prune away non-promising plans early and thus reduce the plan
combination space for the MOJE problem.
In addition to the above works, there are also several works [18, 44, 40] including our
work on multi-query optimization in MapReduce framework on optimizing multiple job-
s specified in or translated from some high-level SQL-query language. Our work are
orthogonal with these works since our work focuses on optimizing the translation from
16
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In this chapter, we study efficient evaluation techniques using RDBMS for enumerative
SQs which aim to find a collection of tuples sets that satisfy certain constraints. To the best
of our knowledge, there has not been any prior work on the evaluation of enumerative SQs.
For convenience, we refer to enumerative SQs as simply SQs in the rest of this chapter.
While SQs can be expressed using SQL, existing relational engines, unfortunately, are not
able to efficiently optimize and evaluate such queries due to their complexity involving
multiple self joins and/or view expressions. In this chapter, we propose a novel evaluation
approach for SQs which works for both in-memory and large, disk-based data. The key
idea is to first partition the input relation based on the different combinations of constraints
satisfied by the tuples and then compute the answer sets by appropriate combinations of
the partitions. In this way, a SQ is evaluated as a collection of cross-product queries
(CPQs). However, applying existing MQO techniques for this evaluation problem is not
effective for two reasons. First, the scale of the problem could be very large involving
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hundreds of CPQ evaluations. Existing MQO heuristics, which are mainly designed for
optimizing a handful of queries, are not scalable for our problem. Second, as the queries
here are CPQs (and not join queries), existing MQO techniques, which are based on mate-
rializing and reusing the results of the CSEs, are not effective as the cost of materialization
exceeds the cost of recomputation.
Thus, in this chapter, we propose specialized MQO techniques to optimize the evaluation
of a large collection of CPQs. To copy with the high optimization cost, we adapt a well-
known two phase approach [73, 57]. The first phase generates local optimal plans for
each CPQ by specifying an ordering of the partitions in the CPQ. The second phase uses
a trie structure to capture all the CSEs of the CPQs. In this way, our MQO heuristics are
able to scale to a large number of CPQs. We further optimize our evaluation approach by
exploiting the properties of set predicates in the SQs. We demonstrate the effectiveness of
our approach with a comprehensive experimental evaluation on PostgreSQL which shows
that our approach outperforms the conventional SQL-based solution by up to three orders
of magnitude.
The rest of this chapter is organized as follows. In Section 3.2, we formally introduce set-
based queries (SQs) and a fragment of SQs referred to as basic SQs (BSQs). Section 3.3
presents some preliminaries. Section 3.4 presents a baseline SQL-based solution to eval-
uate SQs. Section 3.5 presents our main-memory based approach to evaluate BSQs, and
Section 3.6 extends the approach to evaluate BSQs on disk-based data. In Section 3.7,
we extend our approach to evaluate general SQs beyond BSQs. Section 3.8 presents an
experimental performance evaluation of the proposed techniques, and we conclude this
chapter in Section 3.9.
3.2 Set-based Queries
In the simplest form, a set-based query (SQ) Q is defined by an input relation R, which
represents a collection of entities of interest, and an input set of predicates P on R. The
query’s result is a collection of all the subsets of R such that each subset satisfies the
predicates in P .
For convenience, we introduce an extended SQL syntax to express SQs more explicitly.
The example SQ in Section 1.2.1 can be expressed by the following extended SQL query.
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WHERE v1 in S AND v2 in S
AND v3 in S AND v4 in S
AND v1.city = S.H. AND v2.city = S.Z.
AND v3.type = museum AND v4.type = park
AND 6 ≤ SUM(S.duration) ≤ 10
The “SET(R) S” in the from-clause specifies S as a set variable whose value is a subset of
tuples in relation R. Each of the predicates of the form “vi in S” specifies vi as a member
variable representing a member of the set variable S. Note that the values of member
variables are not necessarily distinct. Each of the next four predicates specifies a constraint
on an individual member; and the last predicate specifies an aggregation constraint on the
set. The output schema of this query consists of all the attributes in relation R and an
additional, implicit integer attribute named sid that represents the identifier for an answer
set. The values of sid are generated automatically by the database system. The attributes
(sid, id) form the key of the output schema where id is the key of input relation R. Thus,
each answer set to the query is represented by a collection of output tuples having the
same sid value. Table 3.1 shows the output of the example SQ Qext on the input relation
R in Table 1.1 in Section 1.2.1.
Table 3.1: Output of the example SQ
sid id type city price duration rating
1 t1 museum S.H. 50 4 7
1 t2 park S.Z. 70 3 5
2 t1 museum S.H. 50 4 7
2 t2 park S.Z. 70 3 5
2 t3 museum H.Z. 60 3 8
As the values of member variables are not necessarily distinct, the maximum cardinality
of an answer set is bounded either implicitly by the number of member variables in the
query (as shown by the example query) or explicitly by a constraint on the set’s cardinality
(e.g., “COUNT(S) ≤ 3”).
There are two types of selection predicates in a SQ. A member predicate specifies a con-
straint on exactly one member variable (e.g., “v1.city = S.H.”). A set predicate speci-
fies a constraint on a set variable or more than one member variable; examples include
“SUM(S.duration) ≤ 10” and “v1.price + v3.price ≤ 100”.
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Given a set predicate p, it is classified as anti-monotone if whenever a set S does not satisfy
p, then any superset of S also does not satisfy p; it is classified as monotone if whenever
a set S satisfies p, then any superset of S also satisfies p. In our example SQ Qext, the
predicate “SUM(S.duration) ≤ 10” is an anti-monotone set predicate, while the predicate
“SUM(S.duration) ≥ 6” is a monotone set predicate. An example of a set predicate that
is neither monotone nor anti-monotone is “AVG(S.price) ≤ 20”. Note that set predicates
can also involve other SQL constructs such as groupby-clause and having-clause which
we omit in this chapter.
Since the number of qualifying answer sets could be very large for some SQs, there are
two natural ways to limit the size of the query result. The first approach is to retrieve
only some fixed number of say k result sets either using a limit clause to retrieve any k
sets or via a ranking function to retrieve the top-k sets. The second approach is to retrieve
only minimal sets that satisfy the query’s predicates. A set S is defined to be minimal
if no proper non-empty subset of S also satisfies the predicates in P . For example, the
answer set {t1, t2, t3} for the example SQ Qext is not minimal since its subset {t1, t2}
also satisfies the query’s predicates. Minimal answer sets are interesting as they could
save the budgets (e.g., money and time) for users while still guarantee the satisfaction of
the query’s predicates. They are also of interest on their own as they serve as a concise
representation of all the answer sets (i.e., any superset of a minimal answer set is also an
answer set) if all the set predicates in the query are monotone. The minimal set constraint
can be expressed in our extended SQL syntax by replacing “SET(R) S” by “MINSET(R)
S” to indicate that S is a minimal set variable.
To simplify the presentation of evaluation algorithms for SQs, we introduce a special
fragment of SQs called basic SQs. A SQ Q is defined to be a basic SQ (BSQ) if Q
retrieves only minimal sets and all the set predicates in Q are anti-monotone. Note that
for a BSQ, if a tuple inR does not satisfy any member predicate, then it will not contribute
to any answer set and can simply be removed from R.
We should emphasize that the focus of this chapter is not on the design of SQL extensions
but on efficient query evaluation. The above example is meant to illustrate how the se-
mantics of SQs can be expressed more explicitly and easily using some SQL extensions
instead of using conventional SQL, which we will discuss in Section 3.4.
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3.3 Preliminaries
In this chapter, we consider a SQ Q defined over a relation R, where there are n member
variables in Q. Thus, the maximum cardinality of the answer sets for Q is n.
Let V = {v1, · · · , vn} denote the set of member variables in Q. The predicates P in Q
can be partitioned into n+1 subsets, P0, P1, · · · , Pn, where each Pi, i ∈ [1, n], denote the
set of member predicates in Q that involves the member variable vi; and P0 denote the set
of set predicates in Q.
In this chapter, we refer to a set S as a k-set to mean that the cardinality of S is k. Thus,
each answer set for Q is an i-set, where i ∈ [1, n].
Example 3.1: In our example SQ Qext, there are four member variables (i.e., v1, v2,
v3 and v4). Therefore, the predicates can be partitioned into five subsets: P0 = {6 ≤
SUM(S.duration) ≤ 10}, P1 = {v1.city = S.H.}, P2 = {v2.city = S.Z.}, P3 =
{v3.type = museum} and P4 = {v4.type = park}. 2
3.4 Baseline Solution using SQL
In this section, we first outline a baseline approach to evaluate SQs using conventional
SQL in Section 3.4.1. We then illustrate the baseline solution using our example SQ Qext
in Section 3.4.2 by showing the detail SQL queries.
3.4.1 Baseline Solution
In this approach, answer sets are generated iteratively, i.e., answer i-sets are computed
before answer (i+ 1)-sets, which is similar to the Apriori-style of using SQL to compute
frequent itemsets [34]. Let Ci denote the collection of candidate answer i-sets that satisfy
all the anti-monotone set predicates in P0, and Ai ⊆ Ci denote the collection of answer
i-sets. Each Ci/Ai is represented by a relation/view where each tuple in Ci/Ai represents
a subset of i tuples from R. Each Ci, i ≥ 2, is computed using a self-join of Ci and each
Ai is derived from Ci. In this approach, the answer sets for a SQ are given by multiple
output tables A1, · · · , An, where each tuple in each Ai presents an answer i-set for Q.
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A1 A2
Q2: Select * from C1
where duration >= 6
id type city duration id1 type1 city1 duration1 id2 type2 city2 druation2
t1 museum S.H. 4 t2 park S.Z. 3
Q4: Select * from C2
where duration1 + duration 2 >= 6
id type city duration
id1 type1 city1 duration1 id2 type2 city2 druation2
and city = S.H. and city = S.Z.
and type = museum and type = park 
and (city1 = S.H. or city2 = S.H) and (city1 = S.Z. or city 2 = S.Z.)
and (type1 = museum or type2 = museum) 
and (type1 = park or type2 = park)C1 C2
t1 museum S.H. 4
t2 park S.Z. 3
t3 museum H.Z. 3
t1 museum S.H. 4 t2 park S.Z. 3
t1 museum S.H. 4 t3 museum H.Z. 3
t1 museum S.H. 4 t4 shopping S.Z. 5
t4 shopping S.H. 5 ... ...... ..... …… … ……. .... ……
t3 museum H.Z. 3 t4 shopping S.H. 5
Q1: Select * from R 
where duration <= 10 
Q3: Select * from C1 C11, C1 C12
where C11.id < C12.id  and  C11.duration + C12.duration <= 10 
Figure 3.1: Illustration of the first two iterations of the baseline SQL-based solution
In the first iteration, C1 is the subset of tuples in R that satisfy all the anti-monotone set
predicates in P0. A1 is the subset of tuples in C1 that satisfy all the predicates in Q. In
the ith iteration, i > 1, Ci is computed by a self join of Ci−1 to ensure two requirements.
First, Ci does not contain duplicate candidate answer i-sets1. Second, each tuple in Ci
satisfies all the anti-monotone set predicates in P0. Ai is derived from Ci by appropriate
selection predicates to ensure that each tuple in Ai must satisfy all the predicates in Q.
Thus, this approach is implemented as a sequence of SQL queries where the number of
queries is a linear function of n.
Example 3.2: Figure 3.1 illustrates the first two iterations of the baseline approach for
evaluating our example SQ Qext on the input relation R in Table 1.1 (more details are
shown in Section 3.4.2). To avoid clutter, the non-relevant attributes (i.e., price and
rating) are omitted from the figure. In the first iteration, C1 is computed by Q1 on R
to ensure that each tuple in C1 (representing a candidate answer 1-set) satisfies all the
anti-monotone set predicates. The answer 1-sets are given by A1 which is computed by
Q2 on C1; A1 is empty since there is no answer 1-set for this SQ. In the second iteration,
C2 is computed by Q3 with a self-join on C1 and A2 is computed from C2 using Q4. Ob-
serve that A2 contains one answer 2-set {t1, t2}. Since the answer sets for this query has
a maximum cardinality of four, this process continues for two additional iterations to find
answer 3- and 4-sets (details not shown). 2
1Following the same principle to avoid duplicates in [34], the self-join ofCi−1 to computeCi has (i−2)
equi-join predicates requiring that two matching tuples in Ci−1 (representing two (i− 1)-sets) have (i− 2)
identical tuples.
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Minimal set constraint. If the query requires only minimal answer sets, then the above
approach still works with the following two extensions. First, to generate Ci (representing
candidate answer i-sets), the self join is performed on Ci−1 \ Ai−1 instead of Ci−1 as all
the supersets of answer (i−1)-sets in Ai−1 are not minimal. Second, for each tuple in Ai,
in addition to satisfying all the predicates in Q, it must also represent a minimal set. To
verify the minimality of a candidate answer i-set S ∈ Ci, all the subsets of S have to be
examined to ensure that they do not satisfy all the predicates inQ. However, if P0 contains
only anti-monotone and monotone set predicates, then only subsets with a cardinality of
(i− 1) need to be examined.
Alternative SQL-based approach for BSQs. For BSQs, there is an alternative SQL-
based approach that generates all the answer sets in a single output table with arity equal
to the maximum cardinality of the answer sets given by n. This approach consists of two
main steps. The first step generates all the candidate answer sets in a relation/view M by
computing the cartesian product of n views M1, · · · , Mn, where each Mi is the set of tu-
ples inR that satisfies Pi. Note thatM may contain multiple tuples that represent the same
candidate answer set since each tuple in R may appear in multiple Mi’s. Therefore, we
need to remove the duplicate candidate answer sets from M . The second step computes
the answer sets by eliminating those candidate answer sets in M that are duplicates, do
not satisfy P0, or are not minimal. The details of this approach are given in Section 3.4.2.
It is important to note that this alternative approach is not applicable for evaluating SQs
since a tuple from R can contribute to an answer set even if it does not appear in any Mi
(1 ≤ i ≤ n). For evaluating BSQs, our experimental results show that the alternative
approach is significantly outperformed by the first discussed approach. The main reason
is due to the complex SQL queries used to remove duplicate and non-minimal candidate
answer sets in the second step. Given its limited applicability and poor performance, we
will not consider the alternative approach any further in this chapter.
3.4.2 Detail Illustration of Baseline Solution
In this section, we illustrate the baseline solution for evaluating SQs using our example
SQ Qext and BSQs using the BSQ Qder that is derived from the SQ Qext by removing its
non-anti-monotone set predicate (i.e., SUM(S.duration) ≥ 6).
Baseline solution to evaluate the SQ Qext. Figure 3.2 shows the SQL queries to evaluate
our example SQ Qext. To simplify the predicates as well as the minimality checking, we
24
CHAPTER 3. EFFICIENT PROCESSING OF ENUMERATIVE SET-BASED
QUERIES
create view C1(id,duration,p1,p2,p3,p4) as select  id, duration, 
case city = S.H. then 1 else 0 as p1, case city = S.Z. then 1 else 0 as p2,
case type = museum then 1 else 0 as p3, case type = park  then 1 else 0 as p4 from R where duration <= 10 
create view A1 as select * from C1 where p1 = 1 and p2 = 1 and p3 = 1 and p4 = 1 and duration >= 6
           
create view C2(id1,duration1,p11,p12,p13,p14,id2,duration2,p21,p22,p23,p24) 
as select * from C1 C11, C1 C12 where C11.id < C12.id and C11.duration + C12.duration <= 10 
create view A2 as select * from C2
where p11 + p21 > 0 and p12 + p22 > 0 and p13 + p23 > 0 and p14 + p24 > 0 and duration1 + duration 2 >= 6
create view C3(id1,duration1,p11,p12,p13,p14,id2,duration2,p21,p22,p23,p24, id3,duration3,p31,p32,p33,p34) as
select   C21.*, C22.id2* from C2 C21, C2 C22
where  C21.id1 = C22.id1 and C21.id2 < C22.id2 and C21.duration1 +  C21.duration2 + C22.duration2  <= 10 
create view A3 as select * from C3 where p11 + p21 + p31 > 0 and p12 + p22 + p32 > 0 and
p13 + p23 + p33 > 0 and p14 + p24 + p34 > 0 and  duration1 + duration 2 + duration3 >= 6 
create viewC4(id1,duration1,p11,p12,p13,p14,id2,duration2,p21,p22,p23,p24,id3,duration3,p31,p32,p33,p34,
id4,duration4,p41,p42,p43,p44) as select  C31.*, C32.id3* from C3 C31, C3 C32 where  C31.id1 = C32.id1 and
C31.id2 = C32.id2 and C31.id3 < C32.id3 and  C31.duration1 + C31.duration2 + C31.duration3 + C32.duration3 <= 10 
create view A4 as select * from C4 where p11 + p21 + p31 + p41 > 0  and p12 + p22 + p32 + p42 > 0 and
p13 + p23 + p33 + p43 > 0 and  p14 + p24 + p34 + p44 > 0 and  duration1 + duration 2 + duration3 + duration4 >= 6
Figure 3.2: SQL queries to evaluate our example SQ Qext
create C1 to represent the information of POIs that satisfy the anti-monotone set predicate
(i.e., SUM(S.duration) ≤ 10). Each tuple in C1 represents the information for a POI.
Each of the four binary valued attributes pi (1 ≤ i ≤ 4) indicates whether a POI satisfies
Pi, where a value of 1 indicates that the POI satisfies Pi. Note that in Figure 3.2, to sim-
plify the expression of SQL queries, in the select-clause, Ci.∗ represents that we retrieve
all the attributes in Ci and Ci.j∗ represents that we retrieve all the attributes from the jth
tuple in Ci.
Baseline solution to evaluate the BSQ Qder. Recall that there are two SQL-based ap-
proaches to evaluate BSQs. Figure 3.3 shows the SQL queries to evaluate the BSQ Qder
that generate answer sets in multiple output tables. In Figure 3.3, we use Bi to denote
Ci \ Ai. Note that for BSQ, Ci+1 is derived from Bi instead of Ci. In the view A3, the
first four conditions ensure that each answer set in A3 satisfies all the predicates in Qder
and the remaining conditions ensure that each answer set in A3 is minimal, i.e., for each
member in the answer set, there must exist some Pi (1 ≤ i ≤ 4) that is satisfied by only
this member in the answer set.
Figure 3.4 shows the SQL queries to evaluate the BSQ Qder that generate all the answer
sets in a single output table whose arity is equal to the maximum cardinality of the answer
sets given by n. To avoid clutter, we only keep the key attribute id. In this approach,
since a tuple may satisfy multiple member predicates, the same tuple may appear multiple
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create view C1(id,duration,p1,p2,p3,p4) as select id, duration, case city = S.H. then 1 else 0 as p1, 
case city = S.Z. then 1 else 0 as p2, case type = museum then 1 else 0 as p3, 
case type = park then 1 else 0 as p4 from R where duration <= 10 and p1 + p2 + p3 + p4 > 0
create view A1 as select * from C1 where p1 = 1 and p2 = 1 and p3 = 1 and p4 = 1
create view B1 as select * from C1 except select * from A1
create view C2(id1,duration1,p11,p12,p13,p14,id2,duration2,p21,p22,p23,p24) as
select * from B1 B11, B1 B12 where B11.id < B12.id and (B11.duration + B12.duration) <= 10 
create view A2 as select * from C2 where p11 + p21 > 0 and p12 + p22 > 0 and p13 + p23 > 0  and p14 + p24 > 0 
create view B2 as select * from C2 except select * from A2
create view C3(id1,duration1,p11,p12,p13,p14,,id2,duration2,p21,p22,p23,p24, id3,duration3,p31,p32,p33,p34) as
select   B21.*, B22.id2* from B2 B21, B2 B22
where  B21.id1 = B22.id1 and B21.id2 < B22.id2 and (B21.duration1 + B21.duration2 + B22.duration2 ) <= 10 
create view A3 as select * from C3 where p11 + p21 + p31 > 0 and p12 + p22 + p32 > 0 and  p13 + p23 + p33 > 0
and p14 + p24 + p34 > 0 and  ((p11 = 1 and p21 + p31 = 0) or (p12 = 1 and p22 + p32 = 0) or  (p13 = 1 and
p23 + p33 = 0) or (p14 = 1 and p24 + p34 = 0)) and  ((p21 = 1 and p11 + p31 = 0) or (p22 = 1 and p12 + p32 = 0) 
or (p23 = 1 and p13 + p33 = 0) or (p24 = 1 and p14 + p34 = 0) ) and  ((p31 = 1 and p11 + p21 = 0) or
(p32 = 1 and p12 + p22 = 0) or (p33 = 1 and p13 + p23 = 0) or  (p34 = 1 and p14 + p24 = 0))
create view B3 as select * from C3 except select * from A3
create view C4(id1,duration1,p11,p12,p13,p14,id2,duration2,p21,p22,p23,p24,d3,duration3,p31,p32,p33,p34,
id4,duration4,p41,p42,p43,p44) as select B31.*, B32.id3* from B3 B31, B3 B32 where  B31.id1 = B32.id1 and
B31.id2 = B32.id2 and B31.id3 < B32.id3 and (B31.duration1 + B31.duration2  + B31.duration3 +B32.duration3 ) <= 10 
create view A4 as select * from C4 where p11 + p21 + p31 + p41 = 1 and
p12 + p22 + p32 + p42 = 1 and p13 + p23 + p33 + p43 = 1 and  p14 + p24 + p34 + p44 = 1
Figure 3.3: SQL queries to evaluate the BSQ Qder that generate results in multiple output
tables
times (under different columns) within a row in the result table representing an answer
set. Therefore, this approach uses SQL’s case statements to check whether a candidate
answer set satisfies a set predicate. All the tuples in the view M satisfy all Pi (0 ≤ i ≤ 4).
The view M ′ removes the answer sets in M that are not minimal. In the view M ′, the first
four conditions ensure that all the members in the m2 tuple are contained in the m1 tuple,
and the remaining four conditions ensure that at least one member from the m1 tuple is
different from the m2 tuple which guarantees that the m2 tuple is a proper subset of the
m1 tuple. The view M ′′ removes duplicates in M ′ and stores the answer sets.
3.5 Basic Approach
To simplify the presentation of evaluation algorithms for SQs, we first present the evalua-
tion of BSQs in this section assuming that all the data and structures can be stored in main
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create view M as (id1, id2, id3, id4) 
select  R1.id, R2.id, R3.id, R4.id from R R1, R R2, R R3, R R4
where R1.city =  S.H. and R2.city = S.Z. and  R3.type = museum and R4.type = park
and    (R1.duration + case (R2.id = R1.id) then 0 else R2.duration  + case (R3.id = R1.id  
           or R3.id = R2.id)  then 0 else R3.duration  + case (R4.id = R1.id or R4.id = R2.id 
           or R4.id = R3.id) then 0 else  R4.duration) <= 10
create view M’ as select * from M m1 where Not Exists 
select * from M m2 where
(m2.id1 = m1.id1 or m2.id1 = m1.id2 or m2.id1 = m1.id3 or m2.id1 = m1.id4) and
(m2.id2 = m1.id1 or m2.id2 = m1.id2 or m2.id2 = m1.id3 or m2.id2 = m1.id4) and
(m2.id3 = m1.id1 or m2.id3 = m1.id2 or m2.id3 = m1.id3 or m2.id3 = m1.id4) and
(m2.id4 = m1.id1 or m2.id4 = m1.id2 or m2.id4 = m1.id3 or m2.id4 = m1.id4) and (
(m1.id1   m2.id1 and m1.id1   m2.id2 and m1.id1   m2.id3 and m1.id1   m2.id4) or
(m1.id2   m2.id1 and m1.id2   m2.id2 and m1.id2   m2.id3 and m1.id2   m2.id4) or
(m1.id3   m2.id1 and m1.id3   m2.id2 and m1.id3   m2.id3 and m1.id3   m2.id4) or
(m1.id4   m2.id1 and m1.id4   m2.id2 and m1.id4   m2.id3 and m1.id4   m2.id4) )
create view M’’ as select * from M’ m1 where Not Exist 
select * from M’ m2 where
(m2.id1 = m1.id1 or m2.id1 = m1.id2 or m2.id1 = m1.id3 or m2.id1 = m1.id4) and
(m2.id2 = m1.id1 or m2.id2 = m1.id2 or m2.id2 = m1.id3 or m2.id2 = m1.id4) and
(m2.id3 = m1.id1 or m2.id3 = m1.id2 or m2.id3 = m1.id3 or m2.id3 = m1.id4) and
(m2.id4 = m1.id1 or m2.id4 = m1.id2 or m2.id4 = m1.id3 or m2.id4 = m1.id4) and
(m2.id1   m1.id1 or m2.id2   m1.id2 or m2.id3   m1.id3 or m2.id4   m1.id4) and (
(m2.id1 < m1.id1) or (m2.id1 = m1.id1 and m2.id2 < m1.id2) or 
(m2.id1 = m1.id1 and m2.id2 = m1.id2 and m2.id3 < m1.id3) or
(m2.id1 = m1.id1 and m2.id2 = m1.id2 and m2.id3 = m1.id3 and  m2.id4 < m1.id4))
Figure 3.4: SQL queries to evaluate the BSQ Qder that generate results in a single output
table
memory, and then describe the extensions to handle large, external data in Section 3.6.
We extend our techniques for (general) SQs in Section 3.7.
Recall that a BSQ Q retrieves only minimal sets and all the set predicates in Q are anti-
monotone. Our proposed approach evaluates a BSQ Q in two phases. In the first phase,
a sequential scan of R is performed to partition R into s disjoint subsets, RV1 , · · · , RVs ,
s ∈ [1, 2n], where each Vi ⊆ V is a subset of member variables in Q, and RVi ⊆ R
represents the tuples that satisfy all the member predicates (i.e., ⋃vj∈Vi Pj) associated
with the member variables in Vi.
There are two partitions of R, namely, R∅ and RV , that are not materialized during the
partitioning phase 2. The partition R∅ contains tuples in R that do not satisfy any Pi
(1 ≤ i ≤ n) in Q. For a BSQ Q, none of the tuples in R∅ will contribute to an answer
set. Therefore, the partition R∅ is not materialized during the partitioning. At the other
2For SQs, both R∅ and RV have to be materialized as discussed in Section 3.7.1.
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extreme, each tuple in RV satisfies all Pi (1 ≤ i ≤ n) in Q; therefore, each tuple in RV
forms an answer 1-set if it also satisfies P0. If a tuple in RV does not satisfy P0, it will
not contribute to any answer set for a BSQ and can be ignored. Since each tuple in RV
can be either directly output as an answer set or ignored, these tuples will not contribute
to additional answer sets; thus, this partition is also not materialized during partitioning.
The partitions materialized in the first phase will be used in the second phase to generate
further answer sets.
In the second phase, the remaining answer sets are generated by combining tuples from
appropriate partitions such that the combined set of tuples qualifies as an answer set; i.e.,
the set of tuples is a minimal set of tuples that satisfies all the query’s predicates. Each
such combination of partitions is then evaluated as a cross-product query (CPQ); thus, the
remaining answer sets are computed as a union of CPQs. To enumerate these answer sets,
we first need to characterize the appropriate combinations of partition sets.
Consider a set of partitions U = {RV1 , · · · , RVk}. We define U to be a valid partition set
(or vpset) if U satisfies the following two properties: (P1) ⋃RVi∈U Vi = V ; and (P2) no
proper subset of U satisfies P1. Property 1 ensures that a candidate answer set S formed
by selecting one member from each partition in U will satisfy all the member predicates
in Q, while property 2 ensures that S is minimal.
For convenience, we refer to a vpset that is a k-set as a k-vpset. We use V PSet to denote
the collection of all vpsets.
Thus, if U = {RV1 , · · · , RVk} is a k-vpset, then a k-set S = {t1, · · · , tk}, where ti ∈ RVi ,
i ∈ [1, k], is an answer set for Q if S satisfies P0. Therefore, the remaining answer sets
for Q is computed by evaluating a collection of CPQs, where each CPQ is associated with
a vpset.







σP0(RV ) is evaluated in the first phase while σP0(
⋃
Ui∈V PSet
(×Rj∈Ui Rj) is evaluated in
the second phase. The cross-product expression represents a CPQ corresponding to the
vpset Ui, the union expression enumerates all the vpsets3, and the final selection operator
3The union operator is used only to combine the results and not to eliminate duplicates as the generated
results are all unique.
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selects the minimal sets that satisfy all the set predicates P0.
Example 3.3: Consider the evaluation of the BSQ Qder that is derived from our example
SQ Qext by removing its non-anti-monotone set predicate (i.e., SUM(S.duration) ≥ 6).
In the first phase, R is partitioned into four partitions: R{v1,v3} = {t1}, R{v2,v4} = {t2},
R{v3} = {t3}, and R{v1} = {t4}. In the second phase, two vpsets, {R{v1,v3}, R{v2,v4}} and
{R{v1}, R{v3}, R{v2,v4}}, are enumerated which generate two candidate answer sets {t1, t2}
and {t2, t3, t4}. Among them, only {t1, t2} satisfies the anti-monotone set predicate (i.e.,
SUM(S.duration) ≤ 10) and forms an answer set. 2
In the following, we elaborate on the details of the second phase, namely, how to efficient-
ly enumerate vpsets and evaluate the corresponding CPQs.
Enumeration of vpsets. Given the partitions of R created in the first phase, the collection
of all vpsets V PSet is efficiently enumerated based on the following theorem.
Theorem 3.1. If U is a k-vpset, then it satisfies the following three properties: (1) For
each RVi ∈ U , the cardinality of Vi is at most n− k + 1; (2) There must exist a partition
RVi ∈ U such that the cardinality of Vi is at least ⌈nk ⌉; (3) For any pair of distinct
partitions RVi and RVj in U , Vi 6⊆ Vj and Vj 6⊆ Vi.
Proof. We prove each of the three properties by contradiction.
Suppose the first property is false; i.e., there exists a partition RVi ∈ U such that the
cardinality of Vi is greater than n − k + 1. It follows that U is not a vpset since it does
not satisfy the second property of a vpset (i.e., U is not minimal). The reason for this is
as follows. To ensure that U is minimal, for any RVj ∈ U , Vj should contain at least one
member variable that other partitions do not contain. Since the cardinality of Vi is greater
than n− k+1, the remaining number of member variables is fewer than k− 1 which can
not ensure that the remaining k−1 partitions in U \RVi have at least one member variable
that other partitions do not contain. Thus, we have a contradiction.
Suppose the second property is false; i.e., for anyRVi ∈ U , the cardinality of Vi is less than
⌈n
k




is less than n which contradicts the first property.
Suppose the third property is false; i.e., there exists a pair of distinct partitions RVi and
RVj in U such that Vi ⊆ Vj . It follows that U is not a k-vpset since the subset U \RVi can
also satisfy all the member predicates which contradicts the second property.
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Based on the theorem, we enumerate all the vpsets by computing the cartesian product
of n sets (with the above three properties enabled to prune the cartesian product space)
where each set is {RV1 , · · · , RVs} representing the set of all generated partitions in the
partitioning phase. Thus, the time complexity to enumerate all the vpsets is O(2n2n2)
where O(2n2) is the time complexity to compute the cartesian product to generate all
the candidate vpsets and O(n2) is the time complexity to determine a candidate vpset is
indeed a vpset. As the value n is not expected to be large for BSQs, it is very fast to
enumerate all the vpsets by exploiting the above three properties.
Example 3.4: Continue with Example 3.3. Here we have n = 4. From the first property,
partition R{v1,v3} will not form a 4-vpset since the cardinality of the partition is 2. From
the second property, for a 2-vpset, at least one partition should satisfy two Pi (1 ≤ i ≤ 4),
otherwise the 2-vpset can not satisfy all Pi (1 ≤ i ≤ 4). From the third property, partitions
R{v1,v3} and R{v1} will not appear in the same vpset since one is a subset of the other. 2
Evaluation of CPQs. Each CPQ is evaluated using a multi-way nested-loop cross-product
(MNLCP) approach, which is a generalization of the well-known binary nested-loop join
algorithm. For convenience, we use the notation (RV1 , · · · , RVk) to refer to a CPQ Q′ that
is over k partitions {RV1 , · · · , RVk} as well as the ordering of the partitions in a MNL-
CP evaluation of Q′ where RV1 and RVk are, respectively, the outermost and innermost
relations of the MNLCP evaluation.
With the MNLCP evaluation, for a CPQQ′ = (RV1 , · · · , RVk), each result tuple (t1, t2, · · ·
, tk) of Q′ (where each tuple ti ∈ RVi) is constructed progressively as a sequence of par-
tial result tuples: (t1), (t1, t2), · · · , and finally (t1, t2, · · · , tk). To optimize the MNLCP
evaluation, for each partial result tuple t = (t1, t2, · · · , tj) (1 ≤ j < k), we check whether
t satisfies each anti-monotone set predicate p in P0. If t does not satisfy p, then this im-
plies that none of the partial result tuples extended from t will satisfy p; therefore, the
MNLCP evaluation involving t can be immediately “short-circuited” by dropping t from
further processing. Note that similar optimization is also applicable for the monotone
set predicates in SQs. Specifically, if each partial results tuple t satisfies p, then we can
conclude that each of the partial result tuple extended from t will also satisfy p. Fur-
ther optimizations for anti-monotone/monotone set predicates evaluation are discussed in
Section 3.7.2.
The number of CPQs evaluated for a BSQ can be very large: the maximum number of
CPQs when n ranges from 3 to 7 are 7, 48, 461, 6432, and 129424, respectively. There-
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fore, there could be considerable efficiency gains by applying MQO techniques to opti-
mize the evaluation of a BSQ. However, MQO is a very hard optimization problem with
a search space that is doubly exponential in the size of the queries [49, 51, 54, 74]. As
early exhaustive strategies [49, 54] are not practical, many heuristic solutions have been
proposed (e.g. [13, 51, 74, 14, 73, 57]). To cope with the high optimization complexity,
a well-known strategy for MQO is to adopt a two-phase optimization approach [57, 73].
The first phase generates local optimal query plans for the individual queries, and the sec-
ond phase generates a global query plan that exploits the common subexpressions (CSEs)
in the local query plans.
However, the existing MQO heuristics are not appropriate for our problem context for two
main reasons. First, as explained above, the number of CPQs in our problem is very large,
which means that it is important to use an efficient heuristic that can scale to thousands
of queries. Existing MQO heuristics are, however, not designed for such scale. As an
example, the state-of-the-art MQO heuristic [51] took 30 seconds to optimize 22 (which
is the maximum number of queries considered) queries without considering cross product
joins where each query only references five relations, and was unable to scale when the
number of relations in the queries increases or cross product joins are considered. Second,
most of the existing MQO works [49, 51, 54, 74, 57] are based on the materialization and
reusing the results of CSEs which is not beneficial for our context. This is because for
CPQs, the cost of computing, writing and reading a CSE result to/from disk is higher than
the cost of recomputing the CSE as shown by our experimental results in Section 3.8.1.
Thus, our approach for evaluating CPQs does not employ the materialization technique;
instead, we evaluate them by pipelining the results of CSEs to CPQs.
Due to both the scale of the problem as well as the nature of the queries (i.e., CPQs and
not join queries), existing MQO heuristics designed for optimizing a moderate number
of general join queries are too complex and not sufficiently scalable for our problem.
We therefore propose a novel and efficient heuristic, which is also based on the two-
phase approach, to optimize the evaluation of a large collection of CPQs. The first phase
generates a local optimal evaluation plan for each CPQ and the second phase optimize the
collection of local plans by exploiting CSEs.
In the first phase, since each CPQ is evaluated using the MNLCP method, the local evalu-
ation plan for a CPQ is simply a specification of the ordering of the partitions in the CPQ
(i.e., from outermost to innermost relation). To optimize the evaluation of CPQs, it is de-
sirable to minimize the cost to check anti-monotone set predicates (to find short-circuited
partial result tuples). Therefore, our approach to order the partitions for a CPQ is to order
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them in non-decreasing order of their cardinalities. The intuition behind the approach is
to minimize the cost to check the short-circuited partial result tuples assuming that any
pair of partial result tuples of the same length are equally likely to be short-circuited. As
shown by our cost model in Section 3.6.2, our approach to order the partitions for a CPQ
in a MNLCP evaluation is indeed optimal.
In the second phase, to efficiently identify the CSEs among the local query plans, our
heuristic uses a trie to represent all the local query plans. Each node in the trie, except for
the root node which is a virtual node, represents a partition, and each path from a child
node of the root node to a leaf node corresponds to the sequence of partitions (in non-
decreasing order of their cardinalities) in a local query plan. With this simple technique,
our heuristic is able to capture the common “prefixes” among the local query plans. The
time complexity of constructing the trie is proportional to the total number of partitions
in all the CPQs. The simplicity of this structure enables our heuristic to scale to a large
number of queries.
Once the trie has been constructed with the local query plans, the global query plan is
formed and evaluated by a top-down traversal of the trie structure. Consider a trie node
Ri that has multiple child nodes, and let (R1, · · · , Ri−1) be the path of ancestor nodes of
Ri in the trie (i.e., R1 is the child of the root node and each Rj is a child node of Rj−1,
j ∈ [2, i]). By pipelining the output of (R1 × · · · × Ri) to each of the child nodes of Ri,
the computation of the cross-product expression associated with the common prefix path
is shared among the child nodes.
Example 3.5: Consider a BSQ that is evaluated as five CPQs {Q1, · · · , Q5} with their
local query plans shown by the trie in Figure 3.5(a), where the node labeled ∅ represents
the virtual root node of the trie. Each path from a child node of the root node to a leaf
node corresponds to a local query plan for a CPQ. For example, the fourth leftmost path
corresponds to the local plan (R6, R7, R4) for Q4. Observe that the two local plans for
Q2 and Q3 share the partition R3. Thus, for every tuple t read from R3, the global plan
evaluation will pipeline t to its child nodes R4 and R5. 2
3.6 Handling Large Data
In this section, we extend our in-memory approach discussed in the previous section to
evaluate BSQs on large, disk-based data.
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(a) Trie of query plans (b) Two query batches constructed from (a)
R2
R2
(c) Size of partition in terms of number of pages
|R1| |R2| |R3| |R4| |R5| |R6| |R7|
1 2 2 3 4 2 2
Q1 Q2 Q3
Q4 Q5 Q1 Q2 Q3 Q4 Q5
Figure 3.5: An example of CPQ partitions organized as a trie
In the following discussion, we use B to denote the number of main memory buffer pages
available for evaluating a BSQ Q on a relation R. For a partition RVi , we use |RVi| and
‖RVi‖ to respectively denote its size in terms of number of pages and its cardinality in
terms of number of tuples. We assume that the answer sets computed for a BSQ are
directly output without being buffered.
3.6.1 Phase 1: Partitioning Phase
In the first phase, we need to allocate the available buffer space for reading R as well as
creating the partitions of R. This partitioning problem using limited buffer space can be
solved with two standard database techniques (i.e., sorting and hashing), which we briefly
described in this section.
In the hash-based approach, we allocate one buffer page for reading R and divide the
remaining buffer pages uniformly among the maximum number of 2n− 2 partitions to be
materialized4. Each tuple read from R is copied to the appropriate partition buffer, and
a partition buffer is flushed to disk when it becomes full. For the case where there is not
enough buffer space to even allocate one page for each partition, then R will have to be
partitioned in multiple passes instead of a single pass.
In the sort-based approach, each tuple read from R is assigned an appropriate partition
identifier (i.e., 1, · · · , 2n − 2) based on the subset of member predicates that it satisfies.
4Recall from Section 3.5 that R∅ and RT are not materialized.
33
CHAPTER 3. EFFICIENT PROCESSING OF ENUMERATIVE SET-BASED
QUERIES
The tuples are then sorted on this identifier using external merge-sort algorithm to create
the partitions.
If the buffer space is sufficiently large such that R can be hash partitioned in one scan,
then the hash-based approach is generally more efficient as the sort-based approach might
require multiple merge passes to sort R. However, if a BSQ contains certain type of set
predicates, then the sort-based approach could be optimized to become more efficient; we
defer the discussion of the optimization to Section 3.7.2.
3.6.2 Phase 2: Enumeration Phase
The main challenge in the second phase is how to efficiently evaluate a large collection of
CPQs given a buffer space constraint of B pages.
Consider a CPQ Q′ = (R1, · · · , Rk). What is an optimal approach to evaluate Q′ such
that (1) the buffer space used is minimized and (2) each partition in Q′ is read only once?
A well-known strategy to achieve this is to load all the partitions of Q′, except for the
outermost partition (i.e., R1), into the buffer and to allocate only one buffer page for R1.
As each page Rp of R1 is loaded into the buffer, the MNLCP method is used to compute
Rp×R2×· · ·×Rk. Thus, the minimum buffer space required for this optimal evaluation
is 1 +
∑k
i=2 |Ri| pages. Let minbuf(Q′) denote the minimum buffer space requirement
(in terms of number of pages) for evaluating a CPQ Q′ in this manner.
Given a buffer space of B pages, we classify a CPQ Q′ as a lean query if minbuf(Q′) ≤
B; otherwise, Q′ is classified as a fat query. Let Qlean and Qfat denote the set of all the
lean and fat CPQs, respectively, from the collection of CPQs to be evaluated. From the
optimization viewpoint, Qlean are easier to optimize than Qfat. Therefore, our proposed
approach optimizes the evaluation of Qlean and Qfat separately.
Evaluation of Lean Queries. To exploit the CSEs among a collection of lean CPQs, we
present an efficient strategy to evaluate them in batches such that each batch of queries can
be evaluated efficiently similar to the in-memory approach described in Section 3.5 using
only B buffer pages. We first formally define a query batch and then present efficient
heuristics to optimize both the partitioning of Qlean into query batches as well as the
evaluation order of the batches.
Consider a set of lean CPQs Qbatch = {Q1, · · · , Qm}, where Qbatch ⊆ Qlean and each
Qi = (Ri,1, · · · , Ri,ki). Let D(Qbatch) =
⋃
Qi∈Qbatch
{Ri,2, · · · , Ri,ki} denote the set of
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distinct partitions in all the m CPQs from Qbatch after excluding the outermost partition
from each CPQ (i.e., Ri,1, i ∈ [1, m]). We say that Qbatch forms a query batch if 1 +∑
Ri∈D(Qbatch)
|Ri| ≤ B. Note that a query batch Qbatch can be evaluated optimally using
only B buffer pages as each partition (involved in Qbatch) is read only once from disk.
Example 3.6: Assume that B = 10. Consider Q5 in Figure 3.5. Since minbuf(Q5) =
1 + |R7|+ |R5| = 7 < B, Q5 is classified as a lean query. Similarly, all the other queries
(Q1 to Q4) in Figure 3.5 are also classified as lean queries. Consider a set of lean queries
Q′batch = {Q4, Q5}. We have D(Q′batch) = {R7, R4}
⋃
{R7, R5} = {R7, R4, R5}. Since
the total size of the partitions in D(Q′batch) (i.e., |R7|+ |R4|+ |R5| = 9) is no larger than
B− 1, Q′batch forms a query batch. On the other hand, for the set of lean queries Q′′batch =
{Q1, Q4, Q5}, since the total size of the partitions in D(Q′′batch) = {R2, R7, R4, R5} is 11
which is larger than B − 1, Q′′batch is not a query batch. 2
Partitioning of query batches. Since a partition may appear in multiple CPQs which
are in different query batches, a partition may still be read into the buffer multiple times.
Thus, it is desirable to group CPQs that share some common partition (or more generally,
share some CSEs in the form of a subset of partitions) in the same query batch to minimize
both the number of times a common partition is read into the buffer as well as the number
of redundant computations of the CSEs.
Our heuristic to partition Qlean into query batches applies the same idea from Section 3.5
to organize the CPQs in Qlean using a trie to capture the common “prefixes” among the
CPQs. The query batches are then created by a pre-order traversal of the trie as follows.
We first initialize the current query batch Qbatch to be empty. Whenever the pre-order
traversal visits a leaf node in the trie, we have found a CPQ Q′ which corresponds to the
root-to-leaf path in the trie. If Qbatch remains a query batch after Q′ is added to it, we
add Q′ to be part of Qbatch; otherwise, we initialize a new query batch with only Q′ in it
and call this the current query batch. At the end of the traversal, Qlean is partitioned into
query batches. By partitioning Qlean in this way, our heuristic is able to capture the CSEs
among the CPQs in each batch. Thus, each query batch is a trie which is a subtree of the
input trie. The time complexity for the query batch partitioning is linear to the number of
nodes in the trie.
Evaluation order of query batches. We now explain how a query batch Qbatch =
{Q1, · · · , Qm} formed using the above approach is evaluated similar to the in-memory
approach. Here each Qi represents a CPQ. For each Qi = (Ri,1, · · · , Ri,ki) ∈ Qbatch, we
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load into the buffer all the partitions of Qi, except the outermost partition Ri,1. Note that
within each query batch, each partition is loaded exactly once in the buffer even if the
partition appears in different queries. By the definition of a query batch, the remaining
number of pages left in the buffer (denoted by B′) after loading all the partitions except
for Ri,1 must be at least one. Therefore, we can incrementally load the outermost partition
Ri,1 for each Qi into the buffer (B′ pages at a time), and pipeline the loaded tuples of Ri,1
to each child partition to compute the CPQs in the query batch.
The final optimization issue to consider is how to order the query batches formed for
evaluation. If two query batches have many partitions in common, then it is desirable to
evaluate these two batches consecutively so as to minimize the number of times the same
partition is loaded into the buffer (across query batches). This scheduling optimization
problem can be formulated as finding the longest Hamiltonian path in a fully-connected,
weighted, undirected graph G = (V ′, E ′) as follows. Each vertex in V ′ represents a
query batch, and each edge in E ′ has a weight that is equal to the sum of the sizes of the
common partitions (excluding the outermost partition in each CPQ) between the CPQs
corresponding to the connected vertices. This optimization problem is in general NP-
complete; and we solve this using a simple 3/4 approximation algorithm [6], which has a
time complexity O(|V ′|3) where |V ′| is the number of query batches.
Example 3.7: Assume that B = 10. Figure 3.5(b) shows two query batches, Q′batch =
{Q1, Q2, Q3} and Q′′batch = {Q4, Q5}, constructed from the trie in Figure 3.5(a) by a pre-
order traversal of the trie. Let us assume that Q′batch is evaluated before Q′′batch. When
evaluating the batch Q′batch, the partitions R2, R4 and R5 are completely loaded into the
buffer and the remaining 1 buffer page is used to load in the tuples in R1 and R3 se-
quentially with the tuples being pipelined to the corresponding children partitions. When
evaluating the batch Q′′batch, as R4 and R5 have already been loaded in the buffer, we only
need to load in R7 (i.e., R2 is evicted from the buffer) and the remaining 1 buffer page is
used to load in R6. 2
Evaluation of Fat Queries. Since each fat CPQ can not be evaluated optimally with the
available B buffer space, our evaluation approach for lean CPQs is not applicable for fat
CPQs. To exploit the CSEs among a collection of fat CPQs, another alternative strategy
is to materialize and reuse (instead of pipelining) the results of CSEs. However, since
a cross-product result is always larger than the combined size of its input operands, a
materialization strategy incurs a high I/O cost to write and read the materialized results.
Indeed, as shown by our experimental results, it is overall more efficient to recompute the
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results of a CSE (incurring a higher CPU cost) than to materialize and reuse the results of
a CSE. Thus, we propose to use the MNLCP method to evaluate each fat CPQ separately
without relying on any result materialization. The main challenge here is how to effec-
tively allocate the buffer space among the partitions in the CPQ to optimize both CPU and
I/O costs.
In the following, we first analyze the I/O and CPU costs of the MNLCP evaluation method,
and then present our heuristic to optimize the buffer allocation based on these cost models.
Cost models. Consider the evaluation of a fat CPQ Q′ = (RV1 , · · · , RVk) using the
MNLCP approach. Let (b1, · · · , bk) denote the buffer space allocation for the partitions,
where each RVi is allocated bi number of buffer pages, such that
∑k
i=1 bi ≤ B. The
MNLCP evaluation method will first load the first bi pages of each RVi into the buffer
and compute the cross-product among the tuples in the buffer, and then load in the next
b1 pages for RV1 , and so on. Whenever all the pages of some RVi have been read and
loaded into the buffer, the method will load in the next bi+1 pages for RVi+1 and “rewind”
each RVj , j ∈ [1, i], by loading in the first bj pages for each RVj , j ∈ [1, i]. The method
terminates when all the pages of RVk have been read. The I/O cost to evaluate Q′ in such
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where ccpu is the cost ratio to process a tuple and Si is the selective factor of anti-monotone
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senting the times to compute the cross-product results. Note that both ci/o and ccpu are
tunable constants commonly used in query optimizers and Si can be estimated based on
conventional RDBMS estimation techniques (e.g. with histograms).
We remark that if each bi (1 ≤ i ≤ k) is allocated |RVi | pages (i.e., in-memory case), then
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our approach to evaluate each CPQ with the partitions ordered in non-descending order
of cardinality indeed minimizes the CPU cost.
Optimizing buffer allocation. As bothCi/o andCcpu are not related to b1, we will allocate
the minimum of one page to b1. The overall optimization problem is to minimizeCtotal =
Ci/o + Ccpu with the following constraints: (1) b1 = 1, (2)
∑k
i=2 bi ≤ B − 1, and (3)
bi ≤ |RVi | for 2 ≤ i ≤ k.
A naive solution to optimize the above is to try all possible assignments for (b2, · · · , bk).
However, the time complexity will beO(Bk) which is not feasible whenB and k are large.
Therefore, we use a simple greedy approach to solve the problem by iteratively selecting
the “best” partition to increase its buffer allocation until the buffer space is fully utilized.
Initially, each partition is allocated one page (i.e., bi = 1 for 2 ≤ i ≤ k). At each iteration,
we first compute the benefit ratio for each partitionRVi , given by (C−C ′i)/(b′i−bi), where
bi is the current buffer allocation for RVi , C is Ctotal for the current buffer allocation, b′i






⌉, and C ′i is Ctotal
after increasing bi to b′i. Thus, the benefit ratio measures the reduction in evaluation cost
per additional buffer page allocated for a partition. Then we increase bi for the partition
RVi with the maximum benefit ratio to b′i. The time complexity of this heuristic is O(Bk)
where B is the maximum number of iterations and O(k) is the time complexity of an
iteration.
Unlike lean CPQs, where the order of evaluation is optimized, we do not optimize the
order of evaluating fat CPQs as the potential benefit is questionable. Since the allocat-
ed buffer for a partition is generally less than the partition size, and the allocation could
vary among CPQs having that partition, we can only partially share the scan of the parti-
tion across CPQs which entails non-trivial bookkeeping to keep track of partially loaded
partitions. We therefore do not consider this optimization in this work.
3.6.3 Progressive Approaches
Our proposed two-phase approach is a blocking algorithm in that the enumeration phase
can only start after the partitioning phase has completed. For a BSQ that does not require
retrieving all the answer sets (e.g., the query has a limit-clause), this approach is not ideal.
In this section, we describe how to extend the two approaches (sort-based and hash-based
approaches) for the first phase to make them non-blocking (i.e., progressive) so that more
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answer sets can be generated earlier during the first phase (beyond those produced byRT ).
The challenge is to avoid generating duplicate answer sets that are produced in both the
partitioning and enumeration phases.
Sort-based approach. To make the sort-based partitioning phase progressive, we gener-
ate answers while creating initial sorted runs as follows. For each set of tuples that form
an initial sorted run, we first sort them based on their partition identifiers, and then gen-
erate minimal answer sets using these in-memory partitions following the basic approach
described in Section 3.5. In this way, we are able to compute some answer sets as initial
sorted runs are being created in the partitioning phase. A simple way to avoid generating
duplicate answer sets is to simply assign a run number to each tuple in the partitioning
phase and detect for duplicate answer sets during the enumeration phase as follows: if all
the tuples in a potential answer set have the same run number, then the set is a duplicate
and is ignored.
Hash-based approach. To make the hash-based partitioning phase progressive, we sim-
ply generate answer sets for each new tuple t read with all the in-memory tuples (i.e.,
we construct the trie for the partition containing t with all the in-memory partitions). In
the event that the buffer space is full, we make room for t by selecting some other in-
memory partition and flush it to disk. To detect for duplicate answer sets, we adapted the
techniques from [61, 64] as follows. Each tuple t is assigned a timestamp [begin, end],
where begin and end represent, respectively, the time t is read into memory and the time
t is flushed to disk. Thus, for each potential answer set S considered in the enumeration
phase, S is a duplicate answer if the intersection of the timestamps of all the tuples is not
empty.
Comparing the two approaches, the hash-based approach may produce results earlier than
the sort-based approach since the former can produce results immediately for each newly
read tuple while the latter can only produce results after it has filled and sorted the buffer
with tuples. However, the hash-based approach is likely to run slower than the sort-based
approach due to the per-tuple overhead (i.e., trie construction for each tuple).
3.7 Extensions and Optimizations
In this section, we first extend our proposed approaches to evaluate SQs in Section 3.7.1.
We then discuss the further optimization of SQ evaluation for sort-based approaches based
on the properties of set predicates in Section 3.7.2.
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3.7.1 Evaluation of SQs
To evaluate SQs, our proposed approaches for BSQs can be extended as follows.
In the partitioning phase, the input table R is partitioned as before based on the combi-
nation of predicates satisfied by the tuples; however, we now need to materialize both
partitions R∅ and RT . This is because for a SQ Q, it is now possible for S ∪ {t} to
be an answer set for Q, where t ∈ R∅ ∪ RV and S is a set of tuples from the partitions
excluding R∅ and RV . Hence, both R∅ and RV need to be materialized for generating
potential answer sets in the second phase.
Since the answer sets for SQs are not necessarily minimal and the set predicates in SQs are
not necessarily anti-monotone, the enumeration phase now requires a weaker definition
of vpset (Section 3.5) that satisfies only property P1. This weaker definition has two
implications. First, the partitions in a vpset are now not necessarily distinct as it is possible
for an answer set to contain multiple tuples from the same partition. However, as the
cardinality of answer sets is bounded by n, the maximum number of partitions in a vpset is
also bounded by n. Second, it is now possible for one vpset to be a subset of another vpset.
For instance, in the example SQ in Section 3.1, if the query is not constrained to retrieve
only minimal answer sets, then both {R{v1,v3}, R{v2,v4}} and {R{v1,v3}, R{v1,v3}, R{v2,v4}}
are vpsets with one being a subset of the other.
Consequently, after constructing the trie to capture the CSEs for the local query plans,
each path from a child node of the root node to any node in the trie now may correspond
to a vpset. Note that this is different from the trie constructed for BSQs where only a
path from a child node of the root node to a leaf node corresponds to a vpset. Further-
more, since a vpset U could contain multiple instances of the same partition, the CPQ
corresponding to U needs to be evaluated such that answer sets with duplicates are not
generated by judicious manipulation of tuple pointers using the MNLCP approach5.
Minimal set constraint. For SQs that are constrained to retrieve only minimal sets, the
following additional extensions are required. In the partitioning phase, for RV , if a tuple t
in RV satisfies P0, then we simply output t as a singleton answer set; otherwise, we mate-
rialize t. Thus, the materialized RV contains tuples that satisfy all the member predicates
5Consider the evaluation of a CPQ (R1, R2, · · · ) where R1 and R2 are two instances of the same par-
tition R. To avoid generating duplicate answer sets, whenever the tuple pointer for the outer partition R1
is moved to the ith tuple of R, the tuple pointer for the inner partition R2 is rewind to the (i + 1)th (rather
than the first) tuple of R.
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but do not satisfy P0. In the enumeration phase, since the weaker vpset definition does
not guarantee that a candidate answer set is minimal, we need to verify its minimality
requirement during the enumeration phase as discussed in Section 3.4.
Example 3.8: Consider the example SQ Qext. In the partitioning phase, R is partitioned
into four partitions: R{v1,v3} = {t1}, R{v2,v4} = {t2}, R{v3} = {t3}, and R{v1} = {t4}. In
the enumeration phase, all the vpsets are enumerated using the weaker definition of vpset
for SQs. Some example vpsets include {R{v1,v3}, R{v2,v4}}, {R{v1,v3}, R{v2,v4}, R{v3}} and
{R{v1}, R{v3}, R{v2,v4}}. Note that the number of vpsets for the SQ is larger than that
for the corresponding BSQ (Example 3.3) due to the weaker definition of vpset for SQs.
After evaluating the corresponding CPQs and checking the set predicates, two answer sets
{t1, t2} and {t1, t2, t3} are formed. 2
3.7.2 Optimizations of SQ Evaluation
In this section, we describe how the evaluation of a SQ using MNLCP can be further
“short-circuited” for sort-based approach by exploiting the presence of certain set predi-
cates in the SQ. Before we describe the optimizations, we first present some preliminaries.
Given a k-set S = (t1, · · · , tk) and a function F , F is classified as distributive if there
is a function F ′ such that F (S) = F ′(F (t1), · · · , F (tk)). A distributive function F is
classified as monotone if for any two k-sets S1 = (t11, · · · , t1k) and S2 = (t21, · · · , t2k)
such that F (t1i) ≤ F (t2i) for each i ∈ [1, k], one has F (S1) ≤ F (S2). The function
“SUM(S.duration)” in Section 3.2 is an example of a distributive monotone function.
Anti-monotone set predicates. If a SQ contains an anti-monotone set predicate p of
the form F (S) ≤ c where F is a distributive monotone function, then we can optimize
the sort-based approach of partitioning as follows. Instead of sorting the tuples using
only the partition identifier pid, we sort on the composite key (pid, F (t)) which generates
partitions that are sorted on F (t). When evaluating a CPQ (RV1 , · · · , RVk) using MNLCP
to generate k-sets, if tj is the first tuple from RVj (1 ≤ j ≤ k) that does not satisfy p
when combined with a specific combined tuple (t1, · · · , tj−1) from (RV1 × · · · × RVj−1),
then we can short-circuit the MNLCP evaluation by dropping (t1, · · · , tj−1) from further
processing. Note that if we do not sort on the composite key (pid, F (t)), we can only
drop (t1, · · · , tj) from processing.
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Monotone set predicates. Consider a SQ that contains a monotone set predicate p of
the form F (S) ≥ c where F is a distributive monotone function, then we can optimize
the sort-based approach of partitioning as follows. Here again, we sort on the composite
key (pid, F (t)) which generates partitions that are sorted on F (t). When evaluating a
CPQ (RV1 , · · · , RVk) using MNLCP to generate k-sets, if tj is the first tuple from RVj
(1 ≤ j ≤ k) that satisfies p when combined with a specific combined tuple (t1, · · · , tj−1)
from (RV1 × · · · × RVj−1), then we do not need to check the satisfiability for the partial
result tuples extended from (t1, · · · , tj−1). Note that if we do not sort on the composite
key (pid, F (t)), we can only avoid the satisfiability checking for the partial result tuples
extend from (t1, · · · , tj).
Due to the fixed cardinality of the answer sets for a vpset, the above optimization can also
be applied for some functions that are not distributive monotone. One such example is
AVG(S.price) ≤ (or ≥) c.
3.8 Performance Study
In this section, we present an experimental study to compare the performance of our
proposed approach against the baseline SQL solution. Our approach was implemented on
PostgreSQL 8.4.4, and the experiments were performed on an Intel Dual Core 2.33GHz
machine with 3.2GB of RAM and two SATA2 disks running Linux. Both OS and DBMS
were installed on a 250GB disk, while the database was stored on a 1TB disk.
Implementation. We implemented our evaluation approach as a new operator inside the
PostgreSQL execution engine. An engine-based implementation offers the best perfor-
mance as it enables the implementation to leverage the existing evaluation code (e.g.,
external sorting and hashing). Furthermore, it makes the interaction with other database
operators much easier. For example, the results of SQs can be pipelined to other database
operators like join and set-skyline to perform additional computation.
Algorithms. Table 3.2 shows the notations for the five algorithms (four variants of pro-
posed approach and one baseline SQL solution) compared in the experiments. For each
non-progressive algorithm A (A ∈ {ns, nh}), we use A-p and A-e to represent, respec-
tively, its partitioning and enumeration phases. For the SQL solution, we actually experi-
mented with two variants: the first variant used virtual views while the second variant used
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Table 3.2: Compared algorithms
Notation Algorithm
ps progressive, sort-based algorithm
ns non-progressive, sort-based algorithm
ph progressive, hash-based algorithm
nh non-progressive, hash-based algorithm
bs baseline SQL solution
materialized views. In the experimental results, each running time shown for the SQL so-
lution refers to the timing of the more efficient variant; furthermore, we omit reporting its
running time if it exceeds 12 hours.
Datasets. We used both synthetic and real datasets for the experiments. Our real dataset
is from the MusicBrainz database [1] which stores music metadata. We created a materi-
alized view by joining several tables from the database as the input relation for our experi-
ments. The schema of the view is music(mid,mname,duration,language,bname,battribute,
btype,bscript,aname,abegindate,aenddate,atype), and the detailed information about the
attributes can be found in [1]. After removing tuples with non-positive duration attribute
value, the size of the materialized view is 1.35GB with 8,507,949 tuples.
Our synthetic dataset was generated based on the schema of the MusicBrainz database [1].
The size of the relation (in the default setting) is 408MB with 1 million tuples. For at-
tributes used for member predicates, their values were generated with a uniform distri-
bution to simplify our control on the selectively factors, while for the attribute (i.e., du-
ration) used for the set predicate, its values were generated with a Gaussian distribution
(µ = 300, σ = 55) to ensure that each query returns a reasonable number of answer sets.
Queries. Our experimental queries aim to find different subsets of music files to meet
certain constraints. We tested on both BSQs and SQs for the experiments. Each query
has between 2 to 6 member variables with exactly one member predicate for each mem-
ber variable. All the member predicates are on different attributes. Each BSQ also has
an anti-monotone set predicate of the form sum(S.duration) ≤ c, while each SQ has
the same anti-monotone set predicate as well as a monotone set predicate of the form
sum(S.duration) ≥ c/2, where c is some constant value. Each query was run three
times and we report their average running time.
Parameter settings. Table 3.3 shows the key parameters and their default values used
in the experiments; the default parameter values were used unless specified otherwise.
43
CHAPTER 3. EFFICIENT PROCESSING OF ENUMERATIVE SET-BASED
QUERIES
Table 3.3: Key experimental parameters
Parameter Notation Default
Cardinality of synthetic input table R ||R|| 1,000,000
Work memory B 40MB/200MB
Maximum number of returned answer sets k ALL
Number of member predicates n 4
Selectivity factor of each member predicate f 0.05
Aggregate value in set predicate c Avg
The k parameter represents the maximum number of required answer sets in the query’s
limit clause and has a default value of “ALL” to retrieve all answer sets. The c parameter
is used to control the selectivity of the set predicates and its default value (denoted by
“Avg”) refers to the average value of the duration attribute, which is 230 seconds for the
real dataset and 300 seconds for the synthetic datasets.
The work memory parameter B controls the main memory allocated in PostgreSQL for
our algorithms as well as for sorting and storing hash tables. Since we are interested
in comparing the disk-based variants of our algorithms, we set B = 40MB for BSQs
and B = 200MB for SQs in the default setting. Note that a larger B value was used
for SQs since the evaluation of SQs require both R∅ and RV to be materialized in the
partitioning phase which significantly increases the total size of the partitions. However,
for the baseline SQL solution, we actually used a larger, fixed value of 256MB of work
memory (to improve its performance via speeding up the sort-merge and hash joins in the
SQL solution), which is much larger than the typical work memory size recommended for
PostgreSQL [4]. Thus, our work memory allocation favors the baseline solution.
Summary of results. For queries where all the query results are returned, our algorithm-
s significantly outperform the SQL solution by up to three orders of magnitude and the
non-progressive algorithms are at least as fast as the corresponding progressive algorithm-
s. Furthermore, the sort-based algorithms are significantly faster by up to two orders of
magnitude than the corresponding hash-based algorithms due to the optimization tech-
nique discussed in Section 3.7.2 for sort-based algorithms. However, the partitioning
phase of nh is slightly faster than the partitioning phase of ns as discussed in Section 3.6.
For queries where the maximum number of returned answer sets are limited (i.e., with
limit-k clause), our experimental results (with k ranging from 10 to 50) show that both
the progressive and non-progressive algorithms outperform the baseline solution by up to
one order of magnitude and the progressive algorithms are faster than the corresponding
non-progressive algorithms. Furthermore, ph is able to produce results earlier than ps as
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ph can start to produce results immediately for each newly read tuple while ps needs to
fill and sort the buffer with tuples before producing any results.
3.8.1 Results for BSQs on Synthetic Datasets
In this section, we first compare our proposed algorithms against the baseline solution,
and then study the effectiveness of our optimizations for evaluating lean and fat CPQs,
and finally compare the relative performance of our algorithms for different settings.
Comparison with SQL baseline solution. Figure 3.6(a) compares the performance as a
function of the input relation cardinality ||R||. The running times for the baseline solution
are not shown on the graph as they are extremely long: for relation cardinality sizes of
1m, 1.5m and 2m, it took 1.2hr, 3.3hr and 6.9hr, respectively; and it exceeded 12hr for
cardinality sizes beyond that. Thus, comparing to the cases where the baseline solution
run to completion (i.e., under 12hr), our algorithms outperform the baseline solution by
up to three orders of magnitude.
As expected, the running times of our algorithms increase with the value of ||R||. Since
a larger input table results in larger partitions, this increases the CPQ processing time
for three reasons. First, larger partitions increase the number of results; second, larger
partitions cause lean CPQs to be partitioned into more query batches which requires more
processing time; and third, larger partitions also increase the number of fat CPQs (which
are more costly to evaluate than lean CPQs). For example, when the input cardinality is
1m, 1.5m, 2m, 2.5m, and 3m, the number of answer sets are, respectively, 7942, 15721,
31584, 51247, and 75273; the number of query batches are, respectively, 6, 8, 14, 14, and
15; and the number of fat CPQs are, respectively, 0, 1, 7, 7, and 7.
To enable the baseline solution to complete running within reasonable time, we also com-
pared the algorithms by limiting the maximum number of returned results by varying the
k parameter. The comparison is shown in Figure 3.6(b).
For the baseline solution, we manually control its running to obtain k results as follows.
Recall that the baseline solution works by generating answer sets iteratively (i.e., 1-sets,
2-sets, etc.) using a sequence of queries. We first try to obtain k answer sets from the
query that generates answer 1-sets. If k results are obtained, then we are done; otherwise,
we try to obtain the remaining answer sets from the query that generates answer 2-sets,
and so on until we get k results.
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(a) Effect of ||R|| (b) Effect of k
Figure 3.6: Comparison with the baseline solution
The performance of the baseline solution (results omitted in Figure 3.6(b)) is almost one
order of magnitude slower than our approach: specifically, the running time of bs are
3.6s, 14.9s, 15.0s, 18.1s and 26.9s, respectively, for a k value of 10, 20, 30, 40 and 50. As
expected, the execution time of our approach increases as k increases.
Effectiveness of Optimizations. We now study the effectiveness of our optimizations for
evaluating lean and fat CPQs.
To evaluate the effectiveness of our MQO heuristic (denoted by nh6) to process lean
CPQs, we created two alternative heuristics to compare against nh. The first heuristic
(denoted by nd) is equivalent to nh except for nd uses a different strategy to generate
the local plans: for each CPQ, its partitions are ordered in non-increasing order of their
cardinalities (i.e., opposite to nh’s strategy) for the MNLCP evaluation. nd is used to
demonstrate the effectiveness of our heuristic to generate local plans. The second heuristic
(denoted by nv) uses the same way as nh to generate local plans. However, unlike nh, nv
evaluates the CPQs one at a time without sharing the computations of any CSEs; i.e., nv
enumerates the vpsets one by one and process the corresponding CPQs one by one. To
enable partition scans to be shared, nv employs the following simple buffer replacement
strategy: if the buffer is full when a partition P is to be loaded into the buffer, nv randomly
evicts some partition(s) that are not needed by the CPQ being evaluated from the buffer
to make room for P . nv is used to demonstrate the effectiveness of our heuristic to share
computation of CSEs.
Figure 3.7(a) compares the running time of nh, nd and nv as a function of selectivity fac-
6We use nh to represent our algorithm since nh is more general than ns (i.e., the optimization technique
discussed in 3.7.2 for ns is only applicable for certain set predicates).
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tor of member predicates, f 7. Note that when f increases from 0.1 to 0.5, the cardinalities
of the partitions become more balanced. In particular, when f = 0.5, the cardinality of all
the partitions are almost the same and thus the running times of nh and nd do not show
much differences. The experimental results show that nh outperforms nd by 1.1 times on
average and up to 3.2 times when f = 0.1, which demonstrates the effectiveness of our
MQO heuristic to generate local plans, and nh outperforms nv by 1.7 times on average
and up to 2.6 times when f = 0.5, which demonstrates the effectiveness of our MQO
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Figure 3.7: Effectiveness of CPQ optimizations
To evaluate the effectiveness of our heuristic technique (denoted by Opt) for processing
fat CPQs, we compare against two other competing techniques (denoted by Mat and
Unf ). The first, Mat, is the materialization strategy discussed in Section 3.6.2 where a
fat CPQ is evaluated as a sequence of binary cross-products with each intermediate result
being materialized. The second, Unf , adopts the same MNLCP technique as our Opt but
uses a simple buffer allocation strategy that allocates the buffer space uniformly among
the query partitions.
To compare the performance of these methods, we created a single fat CPQ with one anti-
monotone set predicate that consists of four partitions whose sizes (cardinalities) are,
respectively, 3.7MB (7480 tuples), 5.0MB (10084 tuples), 5.1MB (10174 tuples) and
6.3MB (12594 tuples).
Our experimental results show that bothOpt andUnf significantly outperformMat by up
to one order of magnitude. As an example, when the work memory is 10MB, the running
times for Opt, Unf and Mat are 95s, 151s and 3163s, respectively. Given the poor
7To ensure that all the CPQs in the experiment are lean queries when we vary f , we set ||R|| = 10k and
n = 6.
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performance of Mat, we next focus on comparing Opt and Unf as a function of the work
memory (i.e., B) in Figure 3.7(b). As expected, when B increases, the running times for
both Opt and Unf decrease. The experimental results show that Opt outperforms Unf
by 83% on average and up to 108% when B = 10MB.
Effect of Other Parameters. We compare the effect of other parameters in Figure 3.8; as
before, the results for the baseline solution are omitted here as our algorithms outperform
the baseline solution by up to three orders of magnitude.
Figure 3.8(a) compares the effect of the work memory size, B. As B increases, the
running times for the non-progressive algorithms decrease. This is expected since for
non-progressive algorithms, the running times for both the partitioning and enumeration
phases decrease when B increases. However, the running times for the progressive algo-
rithms increase with more work memory. The reason is that although a larger B speeds up
the enumeration phase of the progressive algorithms, it also increases the running time for
the partitioning phase of the progressive algorithms since the larger work memory means
that more results are produced during the partitioning phase due to the larger buffer of
tuples. For the progressive algorithms, our experimental results show that as B increas-
es, the improvement in the enumeration phase is offset by the slower partitioning phase
resulting in an overall slower running time.
Figure 3.8(b) compares the effect of selectivity factor of member predicates, f . We ob-
serve an interesting trend where the running time initially increases with increasing f until
a certain threshold (f = 0.3) after which the running time decreases with increasing f .
This is because for BSQs, the value of f affects the type of resultant CPQs and hence
the evaluation cost. At one extreme with very small values of f , a tuple is more likely
to belong to a partition that satisfies a small number of member predicates. Thus, many
tuples will belong to the partition R∅ which means that the resultant CPQs can be evalu-
ated efficiently. At the other extreme with very large values of f , a tuple is more likely to
belong to a partition that satisfies a large number of member predicates. Thus, the resul-
tant CPQs correspond to vpsets with small cardinality (i.e., CPQs with small number of
operand partitions) which can also be evaluated efficiently.
Figure 3.8(c) compares the effect of the number of member predicates, n. Note that
the number of partitions increases exponentially with n. Although a larger number of
partitions reduces the number of tuples in each partition, it also increases the number of
CPQs which increases the running time as shown by our experimental results.
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(c) Effect of n (d) Effect of c
Figure 3.8: Effect of varying parameters on synthetic datasets
Figure 3.8(d) compares the effect of selectivity of the set predicate as we increase the
aggregate value c in the set predicate. As the value of c increases, the running times for
all the algorithms increase. This is expected since the number of results increases (e.g.,
the number of answer sets are, respectively, 7942, 14905, 27692, 51243, and 94326 for an
aggregate value of 300, 310, 320, 330, and 340) with increasing c value which therefore
increases the running time.
3.8.2 Results for BSQs on Real Dataset
In this section, we evaluate the performance of BSQs using the real dataset. Since the
cardinality of the real dataset is larger than that of the synthetic datasets, we used smaller
selectivity factors for the member predicates for the experiments on the real dataset. In
the default setting, each query has four member predicates with the following selectivity
factors: 6.1 × 10−4, 1.1 × 10−3, 9.4 × 10−4 and 5.8 × 10−4 8. Accordingly, we used a
8In Figure 3.9(a), the selectivity factors of the additional two member predicates are 3.6 × 10−4 and
2.3× 10−4.
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(c) Effect of B (d) Effect of k
Figure 3.9: Effect of varying parameters on real dataset
smaller default work memory size of 1MB to ensure that we are comparing the disk-based
variants of the algorithms.
In the default setting, the baseline solution did not complete running in 12 hours. In con-
trast, the running times of ns, ps, nh and ph are 13.8s, 15.0s, 86.4s and 104s respectively.
The results shows that our algorithms are at least three orders of magnitude faster than the
SQL solution.
Figure 3.9 compares the effect of varying various parameters using the real dataset. Our
experimental results for the real dataset exhibit similar trends observed for the synthetic
datasets, and we therefore do not repeat the analysis of the results. In Figure 3.9(d), the
running times of the baseline solution are not shown as they are one order of magnitude
slower than our algorithms. For example, when k = 10, the running times of ph, ps, ns,
nh and bs are respectively 3.5s, 5.0s, 8.4s, 8.4s and 84s.
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3.8.3 Results for SQs on Synthetic Datasets
In this section, we evaluate the performance of SQs on synthetic datasets. Our experimen-
tal results for SQs show that both SQs and minimal SQs (i.e., SQs that are constrained to
retrieve only minimal answer sets) are more time consuming to evaluate than BSQs. For
example, in the default setting, the running times of ph for BSQs, minimal SQs and SQs
are, respectively, 61s, 575s and 779s. The reason for this is threefold. First, SQs produce
more partitions as both R∅ and RV have to be materialized in the partitioning phase. Sec-
ond, SQs require more vpsets to be enumerated (due to the weaker definition of vpsets).
For example, when n = 4, the number of vpsets for BSQs and SQs are, respectively, 48
and 3229. Third, the number of returned answer sets for SQs are larger. For example, the
number of answer sets for BSQs, minimal SQs and SQs are, respectively, 7942, 9214 and
15563 (in the default setting). We also observe that minimal SQs can be evaluated more
efficiently than SQs as minimal SQs can prune the cross product space for SQs (i.e., if S











































(a) SQs (b) minimal SQs
Figure 3.10: Effect of ||R||
Figure 3.10 compares the effect of ||R|| for both SQs and minimal SQs. The baseline SQL
solution did not complete execution within 12 hours and we therefore omit its results in the
graphs. As expected, the running times of our algorithms increase with ||R|| as explained
in Section 3.8.1.
Figure 3.11 compares the effect of k for both SQs and minimal SQs. As the baseline
solution is two orders of magnitude slower than our algorithms, its running times are not
shown in the figure. For example, when k = 50, the running times of bs are respectively
651.0s and 649.5s for SQs and minimal SQs. As expected, the running times of our
algorithms increase slowly with the increasing of k.
51


















































(a) SQs (b) minimal SQs
Figure 3.11: Effect of k
We observe that the performance trends for SQs are similar to those for BSQs. Therefore,
we do not repeatedly report and discuss them further.
3.8.4 Results for SQs on Real Dataset
In this section, we evaluate the performance of SQs on the real dataset 9. Here again,
the experimental results show that our algorithms significantly outperform the baseline
solution. For example, for SQs in the default setting, the running times of ns, ps, nh
and ph are respectively, 0.8hr, 1.33hr, 2.25hr and 5.77hr while the baseline solution did
not finish running in 12 hours. Furthermore, even for the setting where only k results are
returned, both SQs and minimal SQs for the baseline solution did not finish running in 12
hours. This is because the answer sets for queries on the real dataset have large cardinality
due to the low selectivity factors of member predicates as discussed in Section 3.8.2, the
baseline solution has to spend more time to generate large size candidate answer sets
before producing any answer sets. Therefore, the baseline solution runs slowly even for
limit-k queries.
We do not repeatedly discuss the results for SQs on the real dataset as the trends are
similar to the results for SQs on the synthetic datasets.
9To compare the disk-based algorithms and reduce the number of answer sets, we set c = 100.
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3.9 Summary
In this chapter, we have proposed a novel and efficient approach to evaluate enumera-
tive set-based queries by transforming enumeration set-based queries as a collection of
cross product queries. Our extensive experimental results demonstrate that our proposed







In this chapter, we study multi-query/job optimization techniques and algorithms for a
batch of jobs in the MapReduce framework. The state-of-the-art work in this direction
is MRShare [44], which proposed two sharing techniques for a batch of jobs. The share
map input scan technique aims to share the scan of the input file among jobs, while the
share map output technique aims to reduce the communication cost for map output tu-
ples by generating only one copy of each shared map output tuple. The key idea behind
MRShare is a grouping technique to merge multiple jobs that can benefit from the sharing
opportunities into a single job. Compared to MRShare, the naive technique of processing
each job independently would need to scan the same input file multiple times and gen-
erate multiple copies of the same map output tuple. However, MRShare incurs a higher
sorting cost compared to the naive technique as sorting a larger map output produced by
the merged job is more costly than multiple independent sortings of smaller map outputs
produced by the unmerged jobs.
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In this chapter, we present a more comprehensive study of multi-job optimization tech-
niques and algorithms. We first propose two new job sharing techniques that expand the
opportunities for multi-job optimizations. The first technique is a generalized grouping
technique (GGT) that relaxes MRShare’s requirement for sharing map output. The second
technique is a materialization technique (MT) that partially materializes the map output of
jobs (in the map and/or reduce phase) which provides another alternative means for jobs
to share both map input scan and map output. Comparing with the naive technique, GGT
incurs a higher sorting cost (similar to MRShare’s grouping technique) while MT incurs
an additional materialization cost. Thus, neither GGT nor MT is strictly more superior, as
demonstrated also by our experimental results.
Given the expanded repertoire of three sharing techniques (i.e., the naive independen-
t evaluation technique, GGT which subsumes MRShare’s grouping technique, and MT),
finding an optimal evaluation plan for an input batch of jobs becomes an even more chal-
lenging problem. Indeed, the optimization problem is already NP-hard when only the
naive and grouping techniques are considered in MRShare [44]. We then propose a novel
two-phase approach to solve this non-trivial optimization problem.
We conducted a comprehensive performance evaluation of the multi-job optimization
techniques using Hadoop. Our experimental results show that our proposed techniques
are scalable for a large number of queries and significantly outperform MRShare’s tech-
niques by up to 107%.
The rest of the chapter is organized as follows. Section 4.2 introduces the assumptions
and notations used in this chapter. Section 4.3 presents several multi-job optimization
techniques to share map input scan and map output; their cost models are presented in
Section 4.4. Section 4.5 presents a novel two-phase algorithm to optimize the evaluation
of a batch of jobs given the expanded repertoire of optimization techniques. Section 4.6
presents a performance evaluation of the presented techniques, and we conclude in Sec-
tion 4.7.
4.2 Assumptions & Notations
We assume that the input queries are specified in some high-level language (e.g., [58, 59,
47, 26, 20]) which are then translated to MapReduce jobs. By specifying the input jobs via
a high-level query language, it facilitates the identification of sharing opportunities among
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Table 4.1: Running examples of MapReduce jobs.
Id Job <Key,Value>
J1 select a, sum(d) from T where a ≥ 10 group by a <a,d>
J2 select a, b, sum(d) from T where b ≤ 20 group by a, b <(a,b),d >
J3 select a, b, c, sum(d) from T where c ≤ 20 group by a, b, c <(a,b,c),d>
J4 select a, sum(d) from T where b ≤ 20 group by a <a,d >
J5 select b, sum(d) from T where a ≥ 20 group by b <b,d>
J6 select ∗ from T, R where T.a = R.e T:<a, T.∗>R:<e, R.∗>
J7 select ∗ from T, R where T.a = R.e and T.b = R.f T:<(a,b), T.∗>R:<(e,f), R.∗>
jobs (via their query schemas); and standard statistics-based techniques [38, 55, 68] could
be used to estimate the sizes of their shared map outputs. This assumption is also adopted
in several related work [44, 18, 40, 68].
In the rest of this chapter, we will use the terms queries and jobs interchangeably. Table 4.1
shows seven jobs (J1 to J7) that we will be using as running examples throughout this
chapter.
For a job Ji, we use Ki to represent its map output key, Ai to represent the set of attributes
in Ki, |Ai| to represent the number of attributes in Ai, fi to represent its reduce function,
Mi to represent its map output 1., and Ri to represent its reduce output. For example, for
J2 in Table 4.1, K2 = (a, b), A2 = {a, b} and |A2| = 2.
We use Ki  Kj to denote that Ki is a prefix of Kj , and Ki ≺ Kj to denote that Ki is a
proper prefix of Kj (i.e., Ki 6= Kj). For example, K4 ≺ K2 and K5 6≺ K2.
Consider a map output Mi with schema (Ai, Vi) where Ai and Vi refers to the map output
key and value attributes, respectively. Given a set of attributes A ⊆ Ai, we use MAi to
denote the map output derived from Mi where its map output key attributes are projected
onto A; i.e., MAi = πA,Vi(Mi). For example, M
{a}
2 = M4.
Consider two jobs Ji and Jj where Aj ⊆ Ai. We use Mi,j ⊆ Mi to denote the subset






Mj represents the subset of Mj that can be derived from
Mi. Furthermore, we use Mi
p
Mj to represent the (key, value-list) representation of
the map output Mi
⋂
Mj . For example, if Mi
⋂
Mj = {(k1, v1), (k1, v2), (k2, v3)}, then
Mi
p
Mj = {(k1, <v1, v2>), (k2, <v3>)}.
1For presentation simplicity, we do not consider combine functions to reduce the size of map output in
this chapter; however, our proposed techniques can be easily extended to operate in the presence of combine
functions.
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Figure 4.1: Multi-job optimization techniques
4.3 Multi-job Optimization Techniques
In this section, we discuss several multi-job optimization techniques. We first review
the grouping technique (GT) in MRShare [44], which is the most relevant work to ours,
and then present our proposed generalized grouping technique (GGT) and materialization
technique (MT). For simplicity, we first focus our presentation on two single-input jobs
Ji and Jj on an input file F and then discuss the generalization for more than two jobs;
the handling of multi-input jobs is discussed in Section 4.3.4. Figure 4.1 gives a pictorial
comparison of the techniques to process two jobs Ji and Jj , where Kj  Ki.
4.3.1 Grouping Technique
In this section, we review MRShare’s grouping technique.
Sharing map input scan. For two jobs Ji and Jj to share their map input scan, the input
files of Ji and Jj , the input key and value types of Ji and Jj , and the map output key and
value types of Ji and Jj must be all the same. We can then combine Ji and Jj into a new
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job to share the scan of the map input for the two jobs. We now describe the map and
reduce phases of the new job.
In the map phase, the common input file is scanned to generate the map outputs Mi for
Ji and Mj for Jj . To distinguish the map outputs of the two jobs in the reduce phase,
we use tag(i) to tag the map output Mi and tag(j) to tag the map output Mj . The tags
are stored as part of the map output values; thus, each map output tuple is of the form
(key,(tag,value)).
In the reduce phase, for each key and for each value associated with the key, if the tag
of the value is tag(i), we distribute the value to the reduce function of Ji; otherwise, we
distribute the value to the reduce function of Jj . When all the values associated with a key
have been examined, we generate the results for that key for the two jobs.
Sharing map output. For Ji and Jj to also share map output besides sharing map input
scan, the two jobs must additionally satisfy the requirement that Ki = Kj . We can then
combine Ji and Jj into a new job to share both their map input scan as well as any common
map output (i.e., Mi
⋂
Mj). Sharing map output reduces the map output size and hence
the sorting and communication cost. We now describe the map and reduce phases of the
new job.
In the map phase, the values of the map output are tagged tag(i), tag(j), and tag(ij),
respectively, for tuples that belong to Mi \Mj , Mj \Mi, and Mi
⋂
Mj . In this way, tuples
that belong to Mi
⋂
Mj are produced only once with the tag tag(ij).
In the reduce phase, for each key and for each value associated with the key, if the tag
of the value is tag(i), we distribute the value to the reduce function of Ji; if the tag
of the value is tag(j), we distribute the value to the reduce function of Jj; otherwise,
we distribute the value to the reduce functions of both Ji and Jj . When all the values
associated with a key have been examined, the reducer generates the results for that key
for both jobs.
Example 4.1: Consider the two jobs J1 and J4. We can combine them into a new job to
share both the input file T scan as well as the common map output for a ≥ 10∧b ≤ 20. In
the map phase, for each tuple t from T , if t.a ≥ 10 ∧ t.b > 20, we produce the key-value
pair (t.a, (tag(1), t.d)) indicating that it is produced by only J1; if t.a < 10 ∧ t.b ≤ 20,
we produce the key-value pair (t.a, (tag(4), t.d)) indicating that it is produced by only
J4; if t.a ≥ 10 ∧ t.b ≤ 20, we produce the key-value pair (t.a, (tag(14),t.d)) indicating
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that it is produced by both J1 and J4; otherwise, we do not produce any map output for
the tuple. In the reduce phase, for each key and for each value associated with the key,
if the tag of the value is tag(1), we aggregate the value for J1; if the tag of the value is
tag(4), we aggregate the value for J4; otherwise, we aggregate the value for both J1 and
J4. When all the values associated with a key have been aggregated, we output the results
for that key for J1 and J4. 2
4.3.2 Generalized Grouping Technique
In this section, we present a generalized grouping technique (GGT) that relaxes the re-
quirement of MRShare’s grouping technique (i.e., Ki = Kj) to enable the sharing of map
output. To motivate our technique, consider the two jobs J1 and J2 in Table 4.1. Although
K1 6= K2, it is clear that the map output of J2 for a ≥ 10 could be used to derive the
partial map output of J1. We first present the basic ideas for processing two jobs and then
discuss the generalization to handle more than two jobs.
Basic Ideas. To share the map output of two jobs Ji and Jj , GGT requires that Kj  Ki
which is a weaker condition than MRShare’s grouping technique (i.e., Ki = Kj). The
jobs Ji and Jj are combined into a new job to enable the map output of Ji to be reused for
Jj .
In the map phase of the new job, we generate the map output Mi for Ji and the partial
map output Mj \M
Aj
i for Jj . The remaining map output of Jj (i.e., MAji,j ) is not generated
explicitly since they can be derived from Mi (i.e., Mi,j). By sharing the map output of Ji
and Jj viaMi,j , we reduce the overall size of the map output. The values of the map output
are tagged tag(i), tag(j), and tag(ij), respectively, for tuples that belong to Mi \Mi,j ,
Mj \M
Aj
i , and Mi,j .
Note that in the MapReduce framework, the map output tuples for a job must all share the
same output schema (i.e., same key and value types). While this requirement is satisfied by
MRShare’s grouping technique (i.e., Ki = Kj), the relaxed requirement (i.e., Kj  Ki)
of GGT may require us to additionally convert the map output of Ji and Jj (produced
by our new job) to be of the same type. To achieve this, we use the simple approach of
converting both the key and value components of the map output to string values if their
types are different. Let us take the conversion of the key component for example. For
the key component of a map output tuple, we represent it as a string value that is formed
59
CHAPTER 4. MULTI-QUERY OPTIMIZATION IN MAPREDUCE
FRAMEWORK
by concatenating the string representation of each of its key attributes separated by some
special delimiter (e.g., “:”). For example, the string representations of the key components
of J2 and J3 are of the form “a:b” and “a:b:c”, respectively. This representation enables
each key attribute value to be easily extracted from the string representation of the key
component.
Since Kj  Ki, the map output of the new job is partitioned on Kj and sorted on Ki.
By partitioning on Kj , the map output tuples that have the same Kj values are distributed
to and processed by the same reducer thereby enabling the reuse of the map output of Ji
for Jj . The sorting on Ki is to facilitate the processing at the reducers (to be explained
later); note that this sorting is well defined: for the map output tuples of Jj (whose key
values do not contain all the values ofKi), the missing attribute values are treated as being
converted to empty string values.
In the reduce phase of the new job, to compute the results of Ji, for each key of Ji, we
apply the reduce function on the values associated with that key from tuples tagged tag(i)
or tag(ij). To compute the results of Jj , for each key of Jj , besides the values associated
with that key (from tuples tagged tag(j)), we also need to find the values of Ji that can
be reused for Jj ; i.e., tuples tagged tag(ij) where the projection of its key on Aj is equal
to the key of Jj . The reduce function of Jj is applied on all these values to produce the
result for that key. Note that all the relevant tuples needed for the reduce function can be
found very efficiently with a partial sequential scan of the map output (which is sorted on
Ki).
Unlike the grouping technique where each reduce function is applied on the values associ-
ated with one key, GGT may need to apply each reduce function on the values associated
with multiple consecutive keys due to the different number of map output key attributes
for the jobs. Therefore, in GGT, we have to determine when to apply the reduce functions
and output the results for the jobs (the details will be explained later). Figure 4.2 gives a
pictorial comparison of applying reduce functions for GGT and GT for two jobs Ji and
Jj .
Example 4.2: Consider the two jobs J1 and J2. As K1 ≺ K2, GGT is applicable to enable
both jobs to share map input scan and map output. In the map phase, for each tuple t from
T , if t.a < 10 ∧ t.b ≤ 20, we produce the key-value pair (t.a:t.b, (tag(2), t.d)) indicating
that it is produced and consumed by only J2; if t.a ≥ 10 ∧ t.b ≤ 20, we produce the
key-value pair (t.a:t.b, (tag(12), t.d)) indicating that it is produced by J2 and consumed by
both J1 and J2; if t.a ≥ 10 ∧ t.b > 20, we produce the key-value pair (t.a, (tag(1), t.d))
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case1: Ki = Kj








kj1, kj2  - keys of Jj         kj1:ks1, kj1:ks2, kj1:ks3  - keys of Ji
Figure 4.2: A comparison of applying reduce functions for GGT and GT
indicating that it is produced and consumed by only J1; otherwise, we do not produce any
map output for that tuple. We then partition the map output on a and sort the map output
on a:b. In the reduce phase, we apply the reduce functions of J1 and J2 on the appropriate
values to produce the results for J1 and J2. 2
Generalization. We now discuss how GGT can be generalized to handle more than two
jobs.
Consider a batch of jobs J = {J1, J2, · · · , Jn} that are sorted in non-ascending order
of |Ai|. For each job Ji ∈ J , let PJi denote all the jobs preceding Ji in J whose map
output can be reused for Ji; i.e., PJi = {Jj ∈ J | j < i,Ki  Kj}. Furthermore, let
NMi = Mi \ (
⋃
Jj∈PJi
MAij ) denote the map output of Ji that cannot be derived from the
map output of any job in PJi . We refer to NMi as the non-derivable map output of Ji in
J . We use NM =
⋃n
i=1NMi to denote the non-derivable map output for all the jobs in
J .
GGT combines the batch of jobs J into a single new job to share map input scan and
map output. In the map phase of the new job, for each Ji ∈ J , we produce and tag the
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map output NMi; each tag here is of the form tag(S), where S ⊆ {i, i + 1, · · · , n}. In
the reduce phase of the new job, we apply the reduce functions on the appropriate values
based on their tags to produce the results for the batch of jobs which are discussed below.
Applying reduce functions for GGT. We now discuss how to apply the reduce functions
and output the results for the batch of jobs for GGT. For ease of our presentation, we
assume sum reduce functions (or other distributive reduce functions as defined in Sec-
tion 3.7.2).
Algorithm 4.1: Reducer class for GGT
Input: a batch of n jobs (J1, J2, · · · , Jn)
Output: reduce output for each job (R1, R2, · · · , Rn)
1 Method INITIALIZE begin
2 A = new Int[n]; Default value is 0 ;
3 B = new boolean[n]; Default value is false ;
4 C = new String();
5 Method REDUCE (String key, List[(tag, value)]) begin
6 D = decompose key into attributes ;
7 foreach i in [1, Min(|D|,|C|)] do
8 if C[i] 6= D[i] then
9 foreach j in [1, n] do
10 if i ≤ |Aj | ≤ |C| and B[j] then
11 outkey = concatenate the first |Aj | attributes from C ;
12 emit(outkey, A[j]) ;
13 A[j] = 0; B[j] = false ;
14 break ;
15 C = D ;
16 foreach (tag, value) in Lists do
17 foreach i in [1, n] do
18 if tag contains i then
19 A[i] += value ;
20 if B[i] == false then
21 B[i] = true;
22 Method Close begin
23 foreach i in [1, n] do
24 if |Ai| ≤ |C| and B[i] then
25 outkey = concatenate the first |Ai| attributes from C ;
26 emit(outkey, A[i]) ;
Algorithm 4.1 shows the pseudocode for the reducer class for GGT. A reduce class in
Hadoop contains three methods: initialize(), reduce() and close(). Prior to processing
any (key, List[(tag,value)]) pair, the initialize method is called. In our reduce class, the
initialize method initializes three global variables; one for holding the aggregation values
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Figure 4.3: Example illustrating GGT
id a b c d
t1 15 30 25 5
t2 20 30 30 10
t3 15 15 25 5
t4 15 20 25 10
t5 15 15 15 10
t6 15 15 20 10
Key (a:b:c) Value-list (tag, d)
15 t1 → (tag(1), 5)
15:15 t3 → (tag(12), 5)
15:15:15 t5 → (tag(123), 10)
15:15:20 t6 → (tag(123), 10)
15:20 t4 → (tag(12), 10)
20 t2 → (tag(1), 10)
(a) An instance of T (b) (Key,Value-list) layout
for each job (denoted as A[n]), one for holding the boolean values for each job which
is used to indicate whether some aggregations are performed for each job since its last
output (denoted as B[n]) and the remaining one for holding the attributes for the previous
examined key (denoted as C and the number of attributes in C is denoted as |C|). Then
the reduce method is applied for each (key, List[(tag, value)]) pair. In our reduce class, for
each (key, List[(tag, value)]) pair (the local array D is used to hold the attributes for the
examined key and |D| is the number of attributes), the reduce method first checks whether
we can output the results for some jobs. This checking is done by finding the first changed
attributes (denoted as i where i ∈ [1, min(|C|, |D|)]) between arrays C and D and then
for each j ∈ [1, n], if i ≤ |Aj| ≤ |C| and B[j] == true, we output the results for Jj
where its key is formed by extracting the first |Aj| attributes from the array C and its value
is simply A[j] (we also have to reset A[j] = 0 and B[j] = false). The intuition is that
if the ith attribute changes, for a job Jj whose |Aj | is at least i, since the map output are
sorted on K1, all the values for the following keys can not be reused for the job for its key.
Therefore, the results for Jj for its key can be outputted. Then it updates the previous key
to be the current key (i.e., copy D to C). Finally, it applies the aggregations for the current
key and accordingly updates A and B. After applying the reduce method for each (key,
List[(tag,value)]) pair, the close method is called. In our reduce class, the close method is
used to output the remaining results for the jobs (i.e., for each j ∈ [1, n], B == true).
Note that the above algorithm assumes sum reduce functions (or other distributive reduce
functions). For non-distributive reduce functions, we need to defer the applying of reduce
function until all the required values which may be distributed in multiple consecutive
keys are buffered. Therefore, we may need to buffer the values associated with multiple
consecutive keys for non-distributive reduce functions.
Example 4.3: Consider using GGT to process three jobs J1, J2 and J3 over the input
table in Figure 4.3(a). Since K1 ≺ K2 ≺ K3, the map output of J3 can be reused for
J1 and J2 and the map output of J2 can be reused for J1. In the map phase, for each
63
CHAPTER 4. MULTI-QUERY OPTIMIZATION IN MAPREDUCE
FRAMEWORK
tuple in Figure 4.3(a), we properly tag and produce the map output for the three jobs. For
example, for the tuple t3, since it satisfies the selection conditions for J1 and J2 but not the
selection conditions for J3, we produce the map output key-value pair (15:15,(tag(12),5))
indicating that it is produced by J2 and can be reused for J1. Figure 4.3(b) shows the (key,
value-list) layout in the reduce task 2 for all the map output.
In the reduce phase, when applying the reduce functions for each (key,value-list) pair,
for the first three keys (i.e., 15, 15:15, 15:15:15), since the attribute values for each of
the three keys does not change by comparing with the previous key, we just apply the
reduce functions for them based on the tags. For example, for the second key 15:15,
we aggregate the value 5 for both J1 and J2 since it is tagged tag(12). For the fourth
key 15:15:20, compared to the previous key 15:15:15, the value of the third attribute c
changes. Thus, before applying the reduce functions for the key 15:15:20, we need to
output the results for a job if its number of map output key attributes is between the
number of the changed attribute (i.e., 3) and the number of attributes in the previous key
15:15:15 (i.e., 3). Therefore, we output the results for J3 for the key 15:15:15 (i.e., extract
the first 3 attributes from the previous key 15:15:15). The same procedure is applied for
the fifth key 15:20 (i.e., output the results for J2 for the key 15:15 and J3 for the key
15:15:20) and the sixth key 20 (i.e., output the results for J1 for the key 15 and J2 for the
key 15:20). After examining all the (key,value-list) pair, we output the remaining results.
In our example, we output the results for J1 for the key 20. 2
4.3.3 Materialization Techniques
In this section, we present an alternative approach, termed materialization techniques
(MT), for enabling multiple jobs to share map input scan and map output. Given a batch
of jobs, the main idea of MT is to process the jobs in a specific sequence such that the
map outputs of some of the preceding jobs can be materialized and used by the succeeding
jobs in the sequence. There are two basic materialization techniques, namely, map output
materialization and reduce input materialization, to enable sharing of map input scan and
map output, respectively. Here again, we first present the techniques for processing two
jobs and then discuss the generalization to handle more than two jobs.
Map Output Materialization (MOM). Our first materialization technique, which en-
ables jobs Ji and Jj to share the scan of the map input file, requires that the input files and
2We assume there is only one reduce task for the jobs.
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input key and value types of Ji and Jj to be the same. Assume that Ji is to be processed
before Jj .
In the map phase of Ji, we read the map input file F to compute both the map output
Mi for Ji as well as the map output Mj for Jj . Mj is materialized to the distributed file
system (DFS) to be used later for processing Jj . The reduce phase of Ji is processed as
usual.
In the map phase of Jj , instead of reading the map input file F a second time, we read the
materialized map output Mj from the DFS. The reduce phase of Jj is processed as usual.
This simple materialization technique is beneficial if the total cost of materializing and
reading Mj is lower than the cost of reading the input file F .
Reduce Input Materialization (RIM). Our second materialization technique aims to
enable jobs Ji and Jj to share map output. This technique requires that Kj  Ki, Ji to
be processed before Jj , and the map output of Ji and Jj to be partitioned on Kj . The key
idea of this technique is to materialize the map output MAji
p
Mj in the reduce phase of
Ji, to be used later by the reduce phase of Jj . In this way, the sorting and communication
cost of the map output MAji
⋂
Mj is eliminated when processing Jj .
The map phase of Ji is processed as usual: we scan the input file F to produce the map





map output Mi is tagged as follows: tuples in Mi,j are tagged using tag(ij) while the
remaining tuples (i.e., tuples in Mi \Mi,j) are tagged using tag(i).
In the reduce phase of Ji, for each key, we apply the reduce function of Ji on the values
associated with the key to produce the results of Ji. At the same time, for values that are
tagged tag(ij), we derive and materialize the sorted map output MAji
p
Mj into the DFS
so that the materialized output will be later used by the reduce phase of Jj . Note that
an optional combine function can be applied to reduce the size of the materialized map
output MAji
p
Mj and hence the materializing and reading costs.
In the map phase of Jj , we scan the input file F to generate the partial map output Mj \
M
Aj
i for Jj . The remaining map output of Jj (i.e., MAji,j ) is not generated explicitly since
they have already been sorted and materialized by Ji’s reduce phase.





and merge them with the map output that are shuffled from the map phase. Then for each
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key, we apply the reduce function of Jj on the values associated with that key to produce
the results of Jj .
Thus, RIM reduces the sorting and communication costs for Jj by reducing the size of
Jj’s map output, but incurs an additional cost to materialize and read MAji
p
Mj .
Combining MOM & RIM. Both MOM and RIM can be applied together as follows. In
the map phase of Ji, besides producing the map output Mi for Ji, we also generate the
map output Mj \M
Aj
i for Jj . Mj \M
Aj
i is materialized into the DFS to be reused later
for Jj . Then we process Ji as before.
In the map phase of Jj , instead of reading from the input file F , we read the material-
ized map output Mj \ MAji from DFS and simply redirect the read tuples as the map
output. Then we process Jj as before. The question of whether MOM and RIM should
used together is decided in a cost-based manner depending on whether the total cost of
materializing and reading Mj \MAji is lower than the cost of reading the input file F .
Example 4.4: Consider the two jobs J1 and J2 again. As K1 ≺ K2, MT is applicable to
enable both jobs to share map input scan and map output. As the map output of J2 can be
reused for J1, we process J2 before J1. In the map phase of J2, for each tuple t from T , if
t.b ≤ 20∧ t.a < 10, we produce the key-value pair (t.a:t.b,(tag(2),t.d)); if t.b ≤ 20∧ t.a ≥
10, we produce the key-value pair (t.a:t.b,(tag(12),t.d)); if t.b > 20∧t.a ≥ 10, we produce
the key-value pair (t.a, t.d) and materialize it into DFS to be reused later for J1 to share
map input scan; otherwise, we do not produce any map output for that tuple. In the reduce
phase of J2, for each key, we sum the values associated with the key to produce the results
of J2. At the same time, for each specific key t.ai:t.bi, for all the values <v1, · · · , vn>
associated with the key and tagged by tag(12), we materialize (t.ai,
∑n
i=1 vi) into DFS
to be reused later for J1 to share map output. When processing J1, in the map phase, we
read the materialized map output and sort and partition them. In the reduce phase, we first
read the materialized map output and merge them with the map output shuffled from the
map phase. Then for each key, we sum the values associated with the key to produce the
results of J1. 2
Generalization. Given a batch of jobs J = {J1, J2, · · · , Jn} sorted in non-ascending
order of |Ai|, MT processes the jobs sequentially based on this ordering since the map
output of a preceding job can possibly be reused for a succeeding job.
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When processing J1, in the map phase, we first produce NM1 for J1 (which is simply
M1), and tag each tuple t accordingly depending on the subset of remaining jobs in J
that t can be used to derive their map outputs. Then for each Ji (1 < i ≤ n), if the cost
of materializing and reading NMi is lower than the cost of reading the input file F , we
produce, tag, and materialize NMi for Ji. In the reduce phase, when applying the reduce
function for J1, for each Ji (1 < i ≤ n), based on the tags in the values, we materialize
the map output NMAi1
p
Mi to be reused later for Ji.
When processing Ji (1 < i ≤ n), in the map phase, ifNMi has been materialized, we read
NMi and simply redirect the read tuples as the map output; otherwise, we read the input
file F to produce and tag the map output NMi for Ji. In the reduce phase, we first merge
NMi with the map output that are materialized by the previous jobs (i.e., NMAij
p
Mi
for each j ∈ [1, i − 1]) and then process the reduce function of Ji. When processing
the reduce function of Ji, for each Jj (i < j ≤ n), based on the tags in the values, we
materialize the map output NMAji
p
Mj to be reused later for Jj .
4.3.4 Discussions
In this section, we compare the proposed techniques, discuss the choices for map output
keys and show how our proposed techniques apply to multi-input jobs.
Comparison of techniques. Our GGT generalizes and subsumes MRShare’s grouping
technique. However, there is no clear-cut winner between GGT and MT. Since GGT
merges a group of jobs into a single new job, it requires the map output key and value
types of the group of jobs to be the same, which may require a type conversion overhead.
Moreover, GGT also incurs a higher sorting cost due to the larger map output of the
merged job. On the other hand, MT has the limitation that the jobs within a group must
be executed sequentially, and MT also incurs the overhead of result materialization and
subsequent reading of the materialized results.
Choices for map output keys. For both GGT and MT, the choice of the map output key
(i.e., ordering of Ai that specifies the map output key Ki for a job Ji) is important as it
affects the sharing opportunities among jobs. For example, consider the jobs J1, J2 and J5
in Table 4.1. Observe that there are two alternative map output keys for J2: if we choose
K2 to be (a,b), we can share map output for J1 and J2; otherwise, withK2 = (b, a), we can
share map output for J5 and J2. Thus, to optimize the sharing benefits for a given batch
67
CHAPTER 4. MULTI-QUERY OPTIMIZATION IN MAPREDUCE
FRAMEWORK
of jobs, we need to determine the map output key for each job; we defer a discussion of
this optimization to Section 4.5.
Handing multi-input jobs. Our proposed techniques can be easily extended to handle
multi-input jobs as well. Consider the two jobs J6 and J7 in Table 4.1 which have the
common input files T and R. For both T and R, the map output key of J6 is a proper
prefix of the map output key of J7. Therefore, we can apply MT to share both the map
input scan as well as map output for the two jobs. Furthermore, by converting the map
output keys of the two jobs into the same type, MRShare’s grouping technique can share
the map input scan for the two jobs while our GGT can share both the map input scan and
map output for the two jobs.
4.4 Cost Model
In this section, we present a cost model to estimate the evaluation cost of a batch of job-
s J = {J1, J2, · · · , Jn} in the MapReduce framework using the proposed techniques.
Similar to MRShare, we model only the disk and network I/O costs as these are the domi-
nant cost components. However, our cost model can be extended to include the CPU cost
as well. Table 4.2 shows the system parameters used in our model, where the disk and
network I/O costs are in units of seconds to process a page.
We assume the jobs in J are sorted in non-ascending order of |Ai| and each Ji ∈ J is
processed as m map tasks and r reduce tasks on the input file F . We use |R| to denote
the size of R in terms of number of pages, where R can be an input file or map/reduce
output of some job. For a map output Mi, we use pmMi = ⌈logD⌈ |Mi|mBm ⌉⌉ to denote the
number of sorting passes of its map tasks where |Mi|
m
denotes the average size of a map
task, prMi = ⌈logD⌈
|Mi|
rBr
⌉⌉ − 1 to denote the number of sorting passes of its reduce tasks
where |Mi|
r
denotes the average size of a reduce task 3, and pMi to denote the sum of pmMi
and prMi .
3The final merge pass optimization is enabled for sorting in Hadoop’s reduce phase.
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Table 4.2: System parameters
Parameter Meaning
Clr cost of reading a page from local disk
Clw cost of writing a page to local disk
Cl sum of Clr and Clw
Cdr cost of reading a page from DFS
Cdw cost of writing a page to DFS
Cd sum of Cdr and Cdw
Ct network I/O cost of a page transfer
D merge order for external sorting
Bm buffer size for external sorting at mapper nodes
Br buffer size for external sorting at reducer nodes
4.4.1 A Cost Model for MapReduce
Given a job Ji, its total cost (denoted as Cji) consists of its map and reduce costs (denoted
as CMi and CRi respectively). The map cost is given by:




whereCdr|F | denotes the cost of reading the input file, Clw|Mi| denotes the cost of writing
the initial runs of the map output, and Cl|Mi|pmMi denotes the cost of sorting the initial
runs.
The reduce cost is given by:




where Ct|Mi| denotes the transfer cost of the map output, Cl|Mi|prMi denotes the sorting
cost of the map output, and Clr|Mi| denotes the reading cost for the final merge pass.
We do not include the cost of writing the job results since this cost is common to all the
proposed techniques.
Therefore, the total cost can be expressed as follows:
CRi = Cdr|F |+ (Ct + Cl + ClpMi)|Mi| (4.3)
Our cost model for Hadoop has one major difference from MRShare’s cost model. In
MRShare’s model, the number of initial runs for sorting in the reduce phase is assumed to
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be equal to the number of map tasks (i.e., m). Based on this assumption, using the group-
ing technique does not increase the sorting cost in the reduce phase. However, in practice,
Hadoop’s reduce phase actually merges the transferred map output in main memory based
on Br to build initial runs which implies that using the grouping technique could increase
the sorting cost in the reduce phase. Our cost model does not have this simplifying as-
sumption and it is therefore more accurate than MRShare’s model. In our performance
evaluation, we apply our more accurate cost model to MRShare’s GT technique as well
so that all the techniques are compared based on the same cost model.
4.4.2 Costs for the Proposed Techniques
In this section, we use the above cost model to estimate the costs for the naive technique
and our proposed GGT (which subsumes MRShare’s GT technique) as well as MT tech-
niques.
Naive technique: The naive technique processes each job independently. Thus, the cost
of the naive technique is simply the sum of the cost of each job which is given by:







Generalized grouping technique: GGT combines the batch of jobs J into a single new
job whose map output is denoted as NM = ⋃ni=1NMi. Thus, the cost of GGT is given
by:
CG = Cdr|F |+ (Ct + Cl + ClpNM)|NM | (4.5)
Materialization technique: MT processes the jobs in J sequentially in non-ascending
order of |Ai| and materialize and reuse the map output as we have described in Section
3.3. Thus the cost of MT is given by:
CM = Cdr|F |+
n∑
i=2




















i=2min{Cdr|F |, Cd|NMj |} denote the materialization and reading cost in the








Mj | denote the materialization and reading
cost in the reduce phase.
4.5 Optimization Algorithms
In this section, we discuss how to find an optimal evaluation plan for a batch of jobs
J = (J1, J2, · · · , Jn).
An evaluation plan for J specifies the following: (1) the map output key Ki for each
job Ji ∈ J ; (2) a partitioning of the jobs in J into some number of disjoint groups,
G1, · · · , Gk, where k ≥ 1 and J = G1 ∪ · · · ∪Gk; and (3) a processing technique Ti for
evaluating the jobs in each group Gi. Since MRShare’s grouping technique is subsumed
by GGT, and the naive evaluation technique is equivalent to partitioning J into n groups
each of which consists of a single job that is processed by GGT, we can simply consider
only GGT or MT for each Ti.
Let Cost(Gi, Ti) denote the cost of evaluating the group of jobs Gi ⊆ J with technique
Ti ∈ {GGT,MT}. The estimation of Cost(Gi, Ti) has already been discussed in Sec-
tion 4.4.
The optimization problem is to find an evaluation plan for J such that the total evaluation
cost
∑k
i=1 Cost(Gi, Ti) is minimized. A simpler version of this optimization problem
was studied in MRShare and shown to be NP-hard. The problem is simpler in MRShare
for two reasons: first, MRShare considers only the naive and grouping techniques; and
second, MRShare does not have to consider the selection of the map output keys as this
does not affect the sharing opportunities for the grouping technique. As a result, the
heuristic approach in MRShare can not be extended for our more complex optimization
problem.
To cope with the complexity of the problem, we present a two-phase approach to optimize
the evaluation plan. In the first phase, we choose the map output key for each job to
maximize the sharing opportunities among the batch of jobs. In the second phase, we
partition the batch of jobs into groups and choose the processing technique for each group
to minimize the total evaluation cost.
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4.5.1 Map Output Key Ordering Algorithm
In this section, we discuss how to choose the map output key for each job (i.e., determine
the ordering of the key attributes) to maximize the sharing opportunities for a batch of
jobs. To quantify the sharing opportunities for a batch of jobs J , we use the notion of
the non-derivable map output for J , denoted by NM , that was defined in Section 4.3.2.
Since a smaller size of NM represents a larger amount of sharing among the jobs in J ,
to maximize the sharing among the jobs in J , the map output key for each job is chosen
to minimize the size of NM .
A naive solution to optimize this problem is to enumerate all the combinations of map
output keys for the jobs and choose the combination that minimizes the size of NM .
However, the time complexity of this brute-force solution is O(|A1|!|A2|! · · · |An|!) which
is infeasible for large number of jobs4. In this work, we propose a greedy heuristic to
optimize the map output key for each job.
Our greedy algorithm determines the ordering of the map output key attributes for each job
Ji progressively by maintaining a list of sets of attributes, referred to as the ordering list
(denoted by OLi), to represent the ordering relationship for the map output key attributes
of Ji. The attributes within a set are unordered, and the attributes in a set S are ordered
before the attributes in another set S ′ if S appears before S ′ in the list. We use |OLi|
to denote the number of sets in OLi. For example, in the ordering list <{a, b, c}, {d}>,
the attributes in {a, b, c} are unordered and they precede the attribute d. Furthermore,
given two jobs Ji and Jj , we use OLi  OLj to represent that OLi is a prefix of OLj ,
i.e., for each i ∈ [1, |OLi|], the ith sets in OLi and OLj are the same. For example,
<{a, b}, {c}>  <{a, b}, {c}, {d}>.
Besides maintainingOLi for each job Ji, our approach also maintains a reuse set, denoted
by RSi, for each job Ji. The purpose of RSi is to keep track of all the jobs that can be
reused for computing the map output of Ji.
Initially, as we have not chosen any jobs to share map output, the size of NM is simply
the sum of each job’s map output size. Furthermore, for each Ji ∈ J , we initializeOLi to
be a list with a single set containing all the attributes in Ai and initialize RSi to be empty.
We then construct a weighted, undirected graph G = (V,E) to represent all the potential
sharing opportunities in J as follows. Each Ji ∈ J is represented by a vertex in V . An
4For example, we experimented with a batch of 25 randomly generated jobs each with a maximum of
four attributes in its map output key, and the brute-force approach did not complete running in 12 hours.
72
CHAPTER 4. MULTI-QUERY OPTIMIZATION IN MAPREDUCE
FRAMEWORK
Figure 4.4: An example to illustrate key ordering algorithm.
edge e = (Ji, Jj) is in E if there exists two map output keys Ki and Kj , respectively,
for Ji and Jj such that the map output of one job can be reused for the other job (i.e.,
Ki  Kj or Kj  Ki). The weight of (Ji, Jj) is initialized to be the reused map output
size for the two jobs (i.e., |MAji
⋂
Mj | if Kj  Ki or |MAij
⋂
Mi| if Ki  Kj). All the
edges in E are initialized to be unmarked.
Figure 4.4 shows an example of the initial graph constructed for a batch of five jobs
{J8, · · · , J12}. For ease of presentation, we use an interval of integers to represent the
map output of a job where the size of an integer is 1. For example, the map output size of
J8 is 20 since it contains 20 integers in its map output [1, 20]. The initial graph contains
the edge e1 = (J8, J10) since there exists K10 = (a, b, c) and K8 = (a, b, c, d) such that
K10  K8; moreover, the weight of e1 is 16 since there are 16 values (i.e., [5,20]) in the
map output of J8 that can be reused for J10.
For convenience, we use EJi to denote the set of all the unmarked edges incident on a
node Ji ∈ V , and use NJi to denote the set of all the vertices that have a marked edge
with a node Ji ∈ V .
Overall algorithm. Given an initial graph G = (V,E), to reduce the size of NM , our
greedy approach iteratively selects and marks one edge from the graph G until all the
edges in G have been marked. Algorithm 4.2 shows the pseudocode of our greedy ap-
proach. At each iteration, it first chooses an unmarked edge with the maximum weight
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Algorithm 4.2: Key Ordering Algorithm
Input: An initial graph G = (V,E)
Output: Map output key for each job
1 while E has unmarked edge do
2 choose an unmarked edge emax ∈ E with the maximum weight to share and mark it ;
3 V1 = nodes whose ordering lists change for emax ;
4 V2 = nodes whose reusing sets change for emax ;
5 foreach Ji in V1 do
6 foreach e in EJi do
7 if e is not valid then
8 remove e from E ;
9 foreach Ji in V2 do
10 foreach e in EJi do
11 update the weight for e ;
12 foreach Ji in V do
13 derive the map output key for Ji ;
(i.e., the chosen edge represents the largest sharing opportunity and maximizes the reduc-
tion of the size of NM) to share and marks the edge. Then based on the chosen edge,
it updates the ordering lists and reusing sets for some jobs. We refer to V1 and V2 as the
set of jobs whose ordering lists and reuse sets, respectively, have been changed in the
updating. Finally, for each Ji ∈ V1, we check the edge validity for all the edges in EJi
and remove the invalid edges (to be explained). For each Ji ∈ V2, we update the weights
for all the edges in EJi (to be explained). After the iterative process terminates, we derive
the map output key for each job based on its ordering list.
In the following, we explain how the graph is updated in each iteration and how the map
output key is derived at the end of the iterative process.
Updating ordering lists. Suppose that the edge e = (Ji, Jj) is selected in an iteration.
We first update the ordering lists for Ji and Jj . Then for each job Jk ∈ {Ji, Jj}, if the
ordering list of Jk has changed, we also update the ordering lists for the jobs in NJk and
recursively propagate the updating for the jobs in NJk whose ordering lists have changed
until all the jobs have been examined or there is no more job whose ordering list has
changed.
Given an edge e = (Ji, Jj), the main idea to update OLi and OLj is to ensure that after
the updating, one ordering list is a prefix of the other ordering list (i.e., OLi  OLj or
OLj  OLi). For example, the first iteration chooses e1 = (J8, J10) to share since the
weight of e1 is the highest, and since OL8 = <{a, b, c, d}> and OL10 = <{a, b, c}>,
OL8 is updated to <{a, b, c}, {d}> to ensure that OL10  OL8. Therefore, to update
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Algorithm 4.3: Update Ordering Lists
Input: An edge e = (Ji, Jj)
Output: Updated ordering lists for Jj and Jj
1 i = 1 ;
2 while i ≤Min(|OLi|, |OLj |) do
3 set1 = OLi.get(i) ;
4 set2 = OLj .get(i) ;
5 if set1.equals(set2) then
6 continue ;
7 else if set1.containAll(set2) then
8 set1.removeAll(set2);
9 OLi.insert(i, set2) ;
10 else if set2.containAll(set1) then
11 set2.removeAll(set1) ;
12 OLj .insert(i, set1) ;
13 i++;
OLi and OLj , we iterate through the sets in OLi and OLj and accordingly decompose the
corresponding sets to maintain the prefix relationship between the two lists. Algorithm 4.3
shows the pseudocode of this updating. The time complexity for this updating is O(m),
where m is the maximum number of map output key attributes in a job. Since m is usually
very small, we assume this checking can be done in O(1) time.
For example, in Figure 4.4, the first iteration chooses the edge e1 = (J8, J10) to share.
Then OL10 and OL8 are updated as follows: OL10 does not change and OL8 becomes
<{a, b, c}, {d}>. The second iteration chooses the edge e6 = (J10, J12), and OL12 and
OL10 are updated as follows: OL12 does not change and OL10 becomes <{a, b}, {c}>
which triggers the updating for OL8 since J8 has a marked edge with J10. Then we update
OL8 to be <{a, b}, {c}, {d}>.
Updating reuse sets. The updating of reuse sets is also done recursively similar to the
updating of ordering lists. Therefore, we focus on explaining the updating of reuse sets
for two jobs.
Given an edge e = (Ji, Jj), the main idea to update RSi and RSj is as follows. If
Ai ⊂ Aj , we update RSi by adding the jobs in RSj ∪ {Jj} into the set RSi since all the
jobs in RSj ∪ {Jj} can be reused for Ji. Similarly, if Aj ⊂ Ai, we update RSj by adding
the jobs in RSi ∪ {Ji} into the set RSj since all the jobs in RSi ∪ {Ji} can be reused for
Jj . Otherwise, we have Ai = Aj , and we update both RSi and RSj by assuming that the
map output of Jj will be reused for Ji as follows. Let S denote a copy of RSi. We update
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RSi by adding the jobs in RSj ∪ {Jj} into RSi, and update RSj by adding the jobs in S
into RSj . The time complexity of the updating is O(1).
After updating the ordering lists and reuse sets as described above, we then use the up-
dated information to update the graph G; this includes identifying invalid edges (to be
defined) in G, and updating some edge weights.
Identifying invalid edges. For a job Ji ∈ V1, since OLi has changed, for each e ∈ EJi ,
we need to check whether e is still a valid edge. An unmarked edge e = (Ji, Jj) in G is
defined to be a valid edge if we can derive two map output keys Ki and Kj , respectively,
for Ji and Jj from OLi and OLj such that Ki  Kj or Kj  Ki (i.e., we can share map
output for the two jobs); otherwise, e is considered an invalid edge and is removed from
G.
Algorithm 4.4: Identifying Invalid Edges
Input: An edge e = (Ji, Jj)
Output: Whether e is a valid edge
1 i = 1 ;
2 OL′i = newList(OLi); OL′j = newList(OLj) ;
3 while i ≤Min(|OL′i|, |OL′j |) do
4 set1 = OL′i.get(i) ;
5 set2 = OL′j .get(i) ;
6 i++ ;
7 if set1.equals(set2) then
8 continue ;
9 else if set1.containAll(set2) then
10 OL′i.insert(i, set1.removeAll(set2)) ;
11 else if set2.containAll(set1) then
12 OL′j .insert(i, set2.removeAll(set1)) ;
13 else
14 return false ;
15 return true ;
We can check whether an unmarked edge e = (Ji, Jj) is a valid edge or not as follows. If
we can derive two ordering lists OL′i and OL′j respectively from OLi and OLj such that
they satisfy the prefix relationship (i.e., OL′i  OL′j or OL′j  OL′i), then the edge is a
valid edge; otherwise, the edge is an invalid edge and can be removed from G. This detail
process (given in Algorithm 4.4) is similar to the process of updating the ordering lists for
two jobs, and the time complexity is also O(1). For example, in Figure 4.4, after choosing
e1 to share in the first iteration, OL8 becomes <{a, b, c}{d}> which makes e3 an invalid
edge since OL11 is <{a, d}>.
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Updating edge weights. For a job Ji ∈ V2, since RSi has changed, for each e ∈ EJi ,
we need to update the weight for e. If the updated weight is 0, we can simply remove the
edge since sharing the edge will not reduce the size of NM .
Given an edge e = (Ji, Jj), its weight is updated as follows. If Ai ⊂ Aj (i.e., the
map output of the jobs in RSj can be reused for Ji), then the weight of e is updated to
|Si1| − |Si2|, where |Si1| and |Si2| denote, respectively, the size of the map output that Ji
needs to produce (i.e., the size of the map output of Ji that can not be reused from RSi)
before and after we share e. Note that both |Si1| and |Si2| are computed based on RSi
which has to be updated if we share e. Similarly, if Aj ⊂ Ai (i.e., the map output of the
jobs in RSi can be reused for Jj), then the weight of the edge is updated to |Sj1| − |Sj2|,
where |Sj1| and |Sj2| denote, respectively, the size of the map output that Jj needs to
produce before and after we share e. Otherwise, we have Ai = Aj (i.e., the map output of
the jobs in RSi and RSj can be respectively reused for Ji and Jj), and the weight of the
edge is updated to be |Si1| − |Si2|+ |Sj1| − |Sj2|. The time complexity of this updating is
O(1).
For example, in Figure 4.4, after choosing e1 to share in the first iteration, RS10 becomes
{J8} which triggers the weight updating for the edges in EJ10 = {e4, e6}. Let us first
consider e4. After choosing e1 to share, J10 only needs to produce the map output [21,25]
(i.e., the remaining map output [5,20] can be reused from J8) and the map output of J9
can not be reused to reduce the map output [21,25] further. Therefore, the weight of e4
decreases to 0 and e4 is removed from the graph. Next, consider e6. After choosing e1 to
share, both the map output of J8 and J10 can be reused for J12. However, the weight of e6
remains the same since J8 does not enable additional reusing for J12.
Deriving map output key. Note that at the end of the iterative process, it is possible for
some set in an ordering listOLi to contain more than one attribute (i.e., the ordering of the
key attributes for Ji is not yet a total ordering). To derive the map output key for Ji, we
have to determine an ordering for the remaining partially ordered attributes. To correctly
derive the ordering of key attributes for such scenarios, we make use of a default ordering
for all the attributes. For example, in Figure 4.4, at the end of the iterative process (i.e.,
after we have chosen the edge e6 to share), the ordering lists for the five jobs J8, · · · , J12
all contain at least one set that have more than one attribute. Assuming that the default
ordering for all the attributes is (a, b, c, d), then the map output keys for J12, J10 and
J8 are, respectively, (a, b), (a, b, c), and (a, b, c, d), which captures all the sharing that
our algorithm has chosen. Note that without using a default ordering, we could wrongly
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choose the map output key (b, a) for J12 and the map output key (a, b, c) for J10 which
does not allow these two jobs to share their map output.
Time Complexity. The time complexity of the algorithm depends on the number of
iterations. The time complexity for the ith iteration is O(|Ei|), where |Ei| is the number
of edges in the graph in this iteration. Therefore, the time complexity of the algorithm is
O(In2) where I is the number of iterations and O(n2) is the maximum number of edges
in the graph.
4.5.2 Partitioning Algorithm
In this section, we discuss the second phase of our approach; i.e., how to partition a
batch of jobs into multiple groups and choose the processing technique for each group to
minimize the overall evaluation cost. We use the notation (Gi, Ti) to denote that a group of
jobsGi is being processed by a technique Ti. Recall that sinceGGT subsumes MRShare’s
grouping technique, and the naive evaluation technique is equivalent to partitioning the
batch of jobs into single-job groups each of which is processed by GGT, it is sufficient to
consider only the GGT and MT processing techniques.
Our partitioning algorithm is based on the concept of merging benefit which is defined
as follows. Consider two groups of jobs, (G1, T1) and (G2, T2), where G1 ∩ G2 = ∅.
We define the merging benefit from (G1, T1) and (G2, T2) to (G1 ∪ G2, T3), where T3 ∈
{GGT,MT}, as Cost(G1, T1) + Cost(G2, T2) - Cost(G1 ∪G2, T3).
Our partitioning algorithm is a greedy approach that iteratively selects a pair of groups
of jobs to be merged based on their merging benefit. Initially, each job is treated as a
single-job group processed by GGT (which is equivalent to the naive technique since
the group has only one job). At each iteration, it merges the two groups that have the
maximum positive merging benefit into a new group. Note that when computing the
cost for a merged group, as there are two techniques that we can process the group, i.e,
the generalized grouping technique and materialization technique, we will compute the
cost for both techniques and choose the better one for the group. The iterative process
terminates when the maximum merging benefit is non-positive.
Note that the time complexity of the grouping algorithm is O(n2), where n is the number
of jobs in the batch. In the first iteration, we compute the merging benefit for each pair of
groups, and in each subsequent iteration, since there is only one new group produced in
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Table 4.3: Compared algorithms
Notation Algorithm
NA Naive algorithm that evaluates each job independently
MRGT
MRShare’s grouping technique combined with
its own partitioning algorithm
GT
MRShare’s grouping technique combined with
our partitioning algorithm
GGT
Our generalized grouping technique combined with
our optimization algorithm
MT
Our materialization technique combined with
our optimization algorithm
GGTMT
Our generalized grouping and materialization techniques
combined with our optimization algorithm
the previous iteration, we only need to compute the merging benefit for each group with
the new group.
4.6 Experimental Results
In this section, we present an experimental study to evaluate our proposed approach. Sec-
tion 4.6.1 examines the performance of our approach, Section 4.6.2 evaluates the effec-
tiveness of our map output key ordering algorithm and Section 4.6.3 evaluates the effi-
ciencies of our optimization algorithms.
Algorithms. We compared six algorithms (denoted by NA, MRGT , GT , GGT , MT ,
and GGTMT ) in our experiments as shown in Table 4.3. The two competing algorithms
were NA, which denote the naive approach of evaluating each job independently, and
MRGT , which denote MRShare’s grouping technique combined with its own partitioning
algorithm. For MRGT , we experimented with two different implementation variants:
the original variant [44], which uses only a single global tuning parameter γ ∈ [0, 1]
to quantify the sharing among all the jobs in a batch, and an enhanced variant which
provides a more fine-grained and accurate approach to estimate job sharing using a tuning
parameter γi,j for each pair of jobs Ji and Jj . As our experimental results show that the
enhanced variant strictly outperforms the original variant5, we do not report results for the
original variant and use MRGT to denote the enhanced variant.
5For example, in the default setting, the running time for the enhanced variant was 3555s while that for
the original variant was, 3820s, 3942s, 3931s, 3802s, 3885s, 3860s, 4385s, 4872s, and 4881s, respectively,
for a γ value of 1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3 and {0.2, 0.1, 0}.
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Our three main proposed algorithms include: GGT , which denotes the generalized group-
ing technique (combined with our optimization algorithm); MT , which denotes the mate-
rialization technique (combined with our optimization algorithm); and GGTMT , which
denotes the approach combining both GGT and MT . In addition, to demonstrate the
effectiveness of our partitioning heuristic (Section 4.5.2), we also introduce a variant of
MRGT , denoted by GT , which combines MRShare’s grouping technique with our parti-
tioning heuristic.
Datasets and Queries. We used synthetic datasets and queries for our experiments.
The schema of the datasets was Data (key char(8), dim1 char(20), dim2 char(20), dim3
char(20), dim4 char(20), range int, value int) which consisted of one unique key attribute,
four dimensional attributes used as group-by attributes, one range attribute used as the se-
lection attribute, and one value attribute used as the aggregation attribute. Each of the four
dimensional attributes had 500 distinct values and all the attribute values were uniformly
distributed. The datasets were stored as text format and the size of each tuple was about
100 bytes. The default dataset had 1.7 billion tuples with a size of 160GB.
The synthetic queries were generated from the following template: select T, sum(value)
from Data where a ≤ range ≤ b group by T, where T was a randomly selected list of
dimensional attributes, and a and b were randomly selected values such that a ≤ b. The
default number of queries in a query batch was 20. Each batch of queries was run three
times and we report their average running times.
Experimental environment. Our experiments were performed using Hadoop 1.0.1 on a
cluster of nodes that were interconnected with a 1Gbps switch. Each node was equipped
with an Intel X3430 2.4GHz processor, 8GB memory, 2x500G SATA disks and running
CentOS Linux 5.5. The default cluster size was 41 (with 1 master node and 40 slave
nodes).
Hadoop configuration. The following Hadoop configuration was used for our experi-
ments: (1) the heap size of JVM running was 1024MB; (2) the default split size of HDFS
was 512MB; (3) the data replication factor of HDFS was 3; (4) the I/O buffer size was
128KB; (5) the memory for the map-side sort was 200MB; (6) the space ratio for the
intermediate metadata was 0.4; (7) the maximum number of concurrent mappers and the
maximum number of concurrent reducers for each node was both 2; (8) the number of
reduce tasks was 240; (9) speculative execution was disabled6; (10) JVM reuse was en-
abled; and (11) the default FIFO scheduler was used which supports concurrent execution
6Speculative execution is typically disabled in a busy cluster due to its negative impact on perfor-
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of jobs; note that for MT , while the jobs within a group were executed sequentially, jobs
from different groups were executed concurrently.
Cost model parameters. We ran some I/O benchmarks in the cluster to calibrate our cost
model parameters as follows: the cost ratio of local read/write is 1, the cost ratio for DFS
read and write are, respectively, 1 and 2 (due to replication factor), and the cost ratio of
network I/O is 1.4. Note that the setting of the same cost ratio for both local and DFS
reads is reasonable due to the data locality property of the MapReduce framework.
Summary of results. First, our algorithms (GT , GGT , MT , GGTMT ) significantly
outperform NA by up to 167% and MRGT by up to 107%. In particular, GT outper-
forms MRGT by up to 31% demonstrating the effectiveness of our partitioning algorithm
against MRShare’s partitioning algorithm. Second, among our algorithms, GT performs
the worst, and there is no clear winner between GGT and MT (as explained in Sec-
tion 4.3): GGT outperforms MT by up to 24% for some cases and MT outperforms
GGT by up to 12% for other cases. The overall winning approach is GGTMT which
outperforms the best of GGT and MT very slightly. Given this, to avoid cluttering the
graphs, we do not explicitly show GGMT in the graphs as its performance is approximat-
ed by the best of GGT and MT . Finally, our results show that the optimization overhead
incurred by our approach is only a negligible fraction of the total processing time. Thus,
the optimization overhead of our approach is negligible even if the queries do not have
any sharing opportunities.
4.6.1 Performance Comparison
In this section, we evaluate the effectiveness of our optimization algorithms by varying
four parameters, i.e., data size, split size, number of queries and cluster size. Figure 4.5
shows the experimental results with the the improvement factors (in %) of GGT , MT ,
GT and MRGT over NA indicated.
Effect of number of queries. Figure 4.5(a) compares the performance as the size of a
query batch is increased. Observe that our algorithms significantly outperform NA and
MRGT . For example, GGT outperforms NA by 105% on average and up to 167% when
mance [66]. Indeed, in our preliminary experiments with speculative execution enabled, we observed that
the performance of all the algorithms degraded. For example, in the default setting, the running times for
both NA and MRGT increased by 10% while that for GGT and MT increased by 6%. Thus, the winning
margin of our algorithms increased slightly over NA and MRGT with speculative execution enabled.
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the number of queries is 30, and GGT outperforms MRGT by 85% on average and up to
107% when the number of queries is 30. Furthermore, as the number of queries increases,
the winning margin of our algorithms over NA also increases. This is expected as the
sharing opportunities among queries also increase with the query batch size.
Effect of data size. Figure 4.5(b) examines the performance as a function of data size.
Note that as we increase the data size, we also increase the number of reduce tasks. This is
reasonable as the number of reduce tasks is usually proportional to the data size, as noted
also in [5, 68]. Therefore, we set the number of reduce tasks to be 120, 240, 360, and 480,
respectively, for data size of 80GB, 160GB, 240GB, and 320GB.
Here again, our algorithms significantly outperformNA and MRGT . For example,GGT
outperforms NA by 103% on average and up to 128% when the data size is 320GB, and
GGT outperforms MRGT by 82% on average and up to 93% when the data size is
320GB. Furthermore, as the data size increases, the running time for the algorithms also
increases. In particular, the running time for NA increases much faster than for the other
algorithms which therefore increases the winning margin of the other algorithms over
NA. The reason behind this is that by partitioning the queries into groups, the non-NA
algorithms are more scalable. For example, in the default setting (with a batch of 20
queries), NA needs to scan the input table 20 times while GGT , which has partitioned
the batch of queries into two groups, only needs to scan the input table twice.
Effect of cluster size. Figure 4.5(c) compares the effect of number of slave nodes in
the cluster. Here again, our algorithms significantly outperform NA and MRGT . For
example, GGT outperforms NA by 118% on average and up to 136% when the num-
ber of nodes is 10, and GGT outperforms MRGT by 89% on average and up to 92%
when the number of nodes is 10 (the improvement factor of GGT over MRGT does not
show significant differences for all the node sizes). Furthermore, as the cluster size in-
creases, the running time for all the algorithms decreases. In particular, the running time
for NA decreases much faster than for the other algorithms which therefore reduces the
winning margin of the other algorithms over NA as cluster size increases. Thus, the per-
formance improvement from the increased parallelism using a larger cluster benefits the
non-optimized NA more than the already optimized non-NA algorithms.
Effect of both data size and cluster size. Besides studying the effect of the data size and
cluster size parameters separately, we also conducted an additional experiment to examine
the joint effect of both these parameters. In Figure 4.5(d), a cluster size of 10, 20, 30,
and 40 slave nodes was used, respectively, for a data size of 40GB, 80GB, 120GB, and
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Figure 4.5: Effectiveness of optimization algorithms
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160GB. As the results show, the performance of each algorithm does not vary very much
as both the cluster size and data size jointly increase; this demonstrates the scalability of
our algorithms wrt these two parameters.
Effect of split size. Figure 4.5(e) compares the effect of the split size. Here again, our
algorithms significantly outperform NA and MRGT . For example, our best algorithm
(i.e., GGT or MT ) outperforms NA by 115% on average and up to 162% when the split
size is 128MB, and our best algorithm (i.e., GGT or MT ) outperforms MRGT by 81%
on average and up to 94% when the split size is 1GB. Observe that there is no clear winner
between GGT and MT as explained in Section 4.3. For NA, we observe that its running
time decreases with increasing split size until a certain threshold (e.g., 512MB for NA)
after which its running times increases. This is because when the split size is too small,
more map tasks will be launched for processing the job which incurs a higher startup cost;
on the other hand, when the split size is too large, each map task will process more data
which increases its sorting cost.
Analysis of MT. In this experiment, we analysis the relative effectiveness of the two
techniques, MOM and RIM, that form MT . Figure 4.5(e) compares NA against two
variants of MT : MT itself (denoted explicitly as RIM+MOM) and MT with only RIM
technique (denoted as RIM). As the results show, RIM is more effective than MOM in
reducing the running time. However, by further combining with MOM, we can improve
the performance of RIM by 17% on average and up to 23% when the number of queries
is 30.
4.6.2 Effectiveness of Key Ordering Algorithm
In this section, we evaluate the effectiveness of our key ordering algorithm (denoted by
Pka) by comparing against two extreme solutions: a brute-force algorithm that generates
the optimal key ordering (denoted by Oka) and a naive heuristic that uses a random key
ordering (denoted by Rka).
Recall from Section 4.5.1 that our map output key ordering algorithm is designed to max-
imize job sharing by minimizing the size of the non-derivable map output (denoted by





, where |NMx| denote the size of the non-derivable
map output for an input batch of queries using algorithm x, x ∈ {Pka,Oka,Rka}. The
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× 100% |NMPka|−|NMOka||NMOka| × 100%
Queries Min Max Avg Min Max Avg
10 10% 26% 16% 0 8% 3%
15 11% 20% 18% 0 7% 2%
20 16% 25% 19% 1% 2% 1%
25 16% 20% 19% − − −
30 14% 22% 19% − − −
first ratio measures the improvement factor of Pka overRka, while the second ratio mea-
sures the improvement factor of Oka over Pka.
Table 4.4 compares these two ratios for various query sizes. For each query size, we ran-
domly generate five batches of queries and report the average, minimum, and maximum
values of the ratios. From Table 4.4, the |NMRka|−|NMPka|
|NMPka|
values show that our key or-
dering heuristic is indeed effective in minimizing |NM | compared to the naive random
ordering heuristic, while the |NMPka|−|NMOka|
|NMOka|
values show that our heuristic is almost as
effective as the brute-force approach. Note that for query sizes 25 and 30, we were not
able to compute values for |NMPka|−|NMOka|
|NMOka|
as Oka did not finish running in 12 hours.
Indeed, as expected, Oka is not a scalable solution: for a query size of 20, Oka took
about 3 hours to run compared to only 50ms taken by our heuristic Pka.
To evaluate the effectiveness of the key ordering heuristics in terms of their impact on
query evaluation time (excluding optimization time), we also compared their running
times to evaluate query batches of difference size. In the following, we use the nota-
tion X-Y to denote the evaluation algorithm Y when used in combination with the key
ordering heuristic X , where Y ∈ {GGT,MT} and X ∈ {Pka,Rka,Oka}. Note that
the evaluation algorithms NA, MRGT , and GT were excluded from the comparison as
these algorithms do not require the key ordering step.
Figure 4.6(a) shows the running times for a representative query batch where its value of
|NMRka|−|NMPka|
|NMPka|
ratio is ranked in the middle among the five batches. As the performance
of Oka-Y is very close to that of Pka-Y (e.g., the former outperforms the latter by only
0.7% in the best case), we omit the results for Oka-Y in the graph. For each query
size, Figure 4.6(a) also indicates two improvement factors (in %) which represent the
performance improvement of Pka-Y over Rka-Y , Y ∈ {GGT,MT}. The results show
that for both GGT and MT , Pka outperforms Rka by 17% on average.
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(a) Comparison of key ordering algorithms (b) Optimization Time
Figure 4.6: Experimental results
4.6.3 Optimization vs Evaluation time
In this section, we quantify the optimization overhead of our approach and show that the
overhead incurs only a very small fraction of the total query processing time. Since the
optimization times for our algorithms do not show much differences, we here only report
the optimization time for GGTMT .
Figure 4.6(b) shows the optimization time for GGTMT as a function of query size. Note
that we separately report the optimization times for the two phases of our algorithms. As
shown from the figure, the optimization algorithms are very fast. Indeed, by comparing
with the evaluation time for the queries, the optimization time can even be ignored. For
example, in the default setting, the evaluation time for 20 queries for our best algorithm
(i.e., GGT ) takes 1895 seconds while the optimization time only takes 50 milliseconds
for 20 queries and 1 second for 100 queries. Therefore, our algorithms are very efficient
and can scale to a large number of queries.
4.7 Summary
In this chapter, we have presented a comprehensive study of multi-job optimization tech-
niques for the MapReduce framework. We have proposed two new job sharing techniques
and a novel two-phase optimization algorithm to optimize the evaluation of a batch of jobs
given the expanded repertoire of optimization techniques. Our experimental results show




OPTIMAL JOIN ENUMERATION IN
MAPREDUCE FRAMEWORK
5.1 Overview
In this chapter, we examine the optimal join enumeration (OJE) problem, which is a
fundamental query optimization task for SQL-like queries, in the MapReduce paradig-
m. Specifically, we study both the single-query and multi-query OJE (referred to as SOJE
and MOJE respectively) problems and propose efficient join enumeration algorithms for
these problems. Our study of the SOJE problem serves as a foundation for our study on the
MOJE problem. To reduce the complexity of the OJE problem, we follow a well-accepted
heuristic in RDBMS [48, 41, 42, 16, 21, 24, 22, 23] to consider all bushy plans but exclude
cross product from the enumeration space. This heuristic is particularly suitable for the
MapReduce framework since bushy plans are more suitable for parallel execution via the
MapReduce framework than left-deep or right-deep plans. Indeed, the work in [25] shows
that bushy plans are usually the optimal plans in distributed environment. Furthermore,
since the MapReduce framework always materializes intermediate results for fault toler-
ance and materializing cross product results is very costly, it is rare that an optimal join
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plan in the MapReduce framework will involve cross product. Thus, cross product should
be excluded from the enumeration space to reduce the complexity of the OJE problem.
While the OJE problem has attracted much recent attention in the conventional RDBMS
context [48, 41, 42, 16, 21, 24, 22, 23], the solutions developed there are not applicable
to the MapReduce context due to the differences in the query evaluation framework and
algorithms.
There are two major differences between the OJE problem in the MapReduce context and
that in the RDBMS context. First, both binary and multi-way joins are implemented in
MapReduce while only binary joins are implemented in RDBMS. Specifically, given a
join query, RDBMS will evaluate it as a sequence of binary joins while MapReduce will
evaluate it as a sequence of binary or multi-way joins. As a result, the SOJE problem
in the MapReduce context has a larger join enumeration space than that in the RDBMS
context due to presence of multi-way joins. While there has been much recent works in
the RDBMS context on the study of the complexity [48] of the SOJE problem and its join
enumeration algorithms [41, 42, 16, 21, 24, 22, 23], to the best of our knowledge, there
has not been any prior work on the study of these problems in the presence of multi-way
joins in the MapReduce context.
Second, intermediate results in MapReduce are always materialized instead of being
pipelined/materialized as in RDBMS which simplifies the MOJE problem in the MapRe-
duce context in two ways. First, the MOJE problem in RDBMS may incur deadlock due
to the pipelining framework [14] while that in MapReduce does not have the deadlock
problem due to the materialization framework. Second, materializing and reusing the re-
sults of CSEs in RDBMS may incur additional materialization and reading cost due to
the pipelining framework. However, since intermediate results are always materialized in
the MapReduce framework, there is no additional overhead incurred with the materializa-
tion technique in MapReduce. Although the MOJE problem in RDBMS has been shown
to be a very hard problem with a search space that is doubly exponential in the size of
the queries [51, 14, 74], due to the simplification in MapReduce, we are able to propose
efficient join enumeration algorithms for the MOJE problem in MapReduce.
In this chapter, we first study the SOJE problem in the MapReduce context. Specifically,
we first study the complexity of the SOJE problem in the MapReduce context. Since the
complexity of the SOJE problem depends on the query graph, we study the complexity
for various query graph types (chain, cycle, star and clique) in the presence of multi-way
joins. We then propose both bottom-up and top-down join enumeration algorithms for
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the SOJE problem with an optimal complexity w.r.t. the query graph based on a proposal
of an efficient and easy-to-implement plan enumeration algorithm. Our experimental re-
sults demonstrate that our proposed single query join enumeration algorithm significantly
outperforms the baseline algorithms by up to 473%.
We then study the MOJE problem in the MapReduce framework. We propose an effi-
cient multi-query join enumeration algorithm for the MOJE problem in the MapReduce
framework. The main idea is to first apply the single-query join enumeration algorithm
for each query to generate all the interesting plans and then stitch the interesting plans for
the queries into a global optimal plan. A query plan is interesting if it is either the opti-
mal plan or produces some output that can be reused for other queries. Our experimental
results show that our proposed multi-query join enumeration algorithm is able to scale up
to 25 queries where the number of relations in the queries ranges from 1 to 10.
We should emphasize that similar to existing works [48, 41, 42, 16, 42, 21, 24, 22, 23], the
focus of this work is on the proposal of efficient join enumeration algorithms for the OJE
problem in the MapReduce framework, but not on the effectiveness study of these join
enumeration algorithms as it is well known that the runtime of different join orders can
vary by orders of magnitude. Note that the proposed join enumeration algorithms could
also be served as a foundation for other heuristics to restrict the enumeration space for
queries with a large number of relations. To the best of our knowledge, our work presents
the first systematic study of the OJE problem in the MapReduce paradigm and proposes
efficient join enumeration algorithms for the problem.
The rest of this chapter is organized as follows. Section 5.2 presents some preliminar-
ies. In Section 5.3, we analyse the complexity of the SOJE problem in the MapReduce
framework for chain, cycle, star and clique queries. Sections 5.4 and 5.5, respectively,
present the join enumeration algorithms for the SOJE and MOJE problems in the MapRe-
duce paradigm. Section 5.6 presents experimental results and we conclude this chapter in
Section 5.7.
5.2 Preliminaries
In this section, we introduce the notations and assumptions used in this chapter. Table 5.1
summarizes the notations used through this chapter.
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Table 5.1: Notations used in this chapter
Notation Definition
Q input query for the study of the SOJE problem
R = {R0, · · · , Rn−1} set of relations in Q
G = (V,E) query graph for Q
N(Ri) set of neighbors for a relation Ri ∈ R w.r.t. G
N(S) set of neighbors for a set of relations S ⊆ R w.r.t. G
Min(S) relation with the smallest subscript index in a set of relations S
Ci set of connected subsets of R with a cardinality of i
C =
⋃n
i=2 Ci set of connected subsets of R with a cardinality of at least 2
P kS set of k-way partitions of a connected subset S
PS set of partitions of a connected subset S
P set of partitions of all the connected subsets in C
TS multiset of connected subsets in all partitions in PS
T multiset of connected subsets in all partitions in P
Q = {Q1, · · · , Qn} input batch of queries for the study of the MOJE problem
Ui = {Ui1, · · · , Ui|Ui|} set of all the possible plans for Qi
Wi = {Wi1, · · · ,Wi|Wi|} set of relations in Qi
IS set of interesting plans for a connected subset S
CSE(U ′) set of CSEs of a plan U ′ w.r.t. Q
Cost(U ′) cost of a plan U ′
SubP lan(U ′) set of subplans for a plan U ′
JoinExp(U ′) join expression associated with a plan U ′
5.2.1 Notations
Given an input query Q with a set of n relations R = {R0, · · · , Rn−1}, its query graph is
defined as an undirected graph G = (V,E) such that (1) each Ri (0 ≤ i < n) is a vertex
in V and (2) an edge e = (Ri, Rj) is in E if Ri and Rj are related by join predicates.
In this chapter, we assume the input query graph is connected and use |S| to denote the
cardinality of a set S.
Given a query graph G = (V,E), we use N(Ri) = {R′|(R′, Ri) ∈ E} to denote the
set of neighbors for a vertex Ri ∈ V , and N(S) =
⋃
Ri∈S
N(Ri) \ S to denote the set of
neighbors for a set of vertices S ⊆ V . Furthermore, we use Min(S) to denote the relation
with the smallest subscript index in a set of vertices S ⊆ V .
A subset S ⊆ R is referred to as a connected subset if it induces a connected subgraph
of the query graph. We use Ci (2 ≤ i ≤ n) to denote the set of all connected subsets of
R with a cardinality of i, and C =
⋃n
i=2Ci to denote the set of all connected subsets of
R with a cardinality of at least 2. All the above definitions follow existing works [41, 42,
16, 42, 21, 24, 22, 23].
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Figure 5.1: Examples of query types
Given a connected subset S ⊆ R (|S| ≥ 2), a k-way (2 ≤ k ≤ |S|) partition of S parti-
tions S into k disjoint, non-empty sets {S1, · · · , Sk} such that (1) each Si ⊆ S is a con-




Sk. Note that each k-way 1 partition {S1, · · · , Sk}
of a connected subset S is associated with a k-way join plan for S constructed by joining
the optimal plans for each Si (1 ≤ i ≤ k).











denote the multiset of all connected subsets in all partitions in PS. Furthermore, we
use P =
⋃






′ to denote the multiset of all connected subsets in all partitions in
P . Since each partition of a connected subset S is associated with a join plan for S, |PS|
represent the number of join plans for S and |P | represent the number of join plans for all
the connected subsets of R.
Example 5.1: Consider the query graph for a chain query with fours relations R =
{R0, R1, R2, R3} in Figure 5.1. First, we have Min(R) = R0, N(R1) = {R0, R2}
and N({R1, R2}) = {R0, R3}. Second, the subset {R0, R1, R2} ⊆ R is a connected
subset since it induces a connected subgraph while the subset {R0, R2, R3} ⊆ R is not a
connected subset. Furthermore, we have C2 = {{R0, R1}, {R1, R2}, {R2, R3}} consist-
ing of all the connected subsets with a cardinality of 2. Third, for the connected subset
S = {R0, R1, R2}, it has one 3-way partition (i.e., {{R0}, {R1}, {R2}} and two 2-way
partitions (i.e., {{R0, R1}, {R2}} and {{R0}, {R1, R2}}). Note that {{R0, R2}, {R1}} is
1In RDBMS, algorithms for the OJE problem consider 2-way partitions while that in MapReduce con-
sider all the k-way partitions where k ranges from 2 to |S|.
2⊎ denote a duplicate preserving union operator.
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not a 2-way partition of S since {R0, R2} is not a connected subset. Thus, we have PS =
{{{R0}, {R1}, {R2}}, {{R0, R1}, {R2}}, {{R0}, {R1, R2}}}, and TS = {{R0}, {R1},
{R2}, {R0, R1}, {R2}, {R0}, {R1, R2}}. 2
5.2.2 Assumptions
Similar to existing works [41, 42, 16, 21, 24, 22, 23], we assume that the number of
relations in a query is not large (no more than 64 relations) so that they can be mapped
to a machine word size (typically 32 or 64 bits). In this way, any subset of R can be
encoded by an integer value where the ith bit in the integer value represents Ri with a
value of 1 indicating that Ri is in the subset. Thus, the set operators (i.e., containment,
union, intersection, difference) can be performed via bitwise operators in constant time.
Furthermore, the connectedness checking for a subset of relations S ⊆ R can be done in
O(|S|) time as discussed in [16].
Under this assumption, recent works [41, 42, 16, 21, 24, 22, 23] in the RDBMS context
propose both bottom-up and top-down join enumeration algorithms for the SOJE problem
with an optimal complexity of O(|P |). In the relational DBMS context, the time com-
plexity of a join enumeration algorithm is optimal if it generates each partition P ′ ∈ P in
O(1) time. This is realizable in the RDBMS context since each partition consists of two
connected subsets which can be generated and output in O(1) time as shown by existing
works. However, in the MapReduce context, the number of connected subsets in a parti-
tion P ′ ∈ P ranges from 2 to |P ′| which cannot be generated and output in constant time.
Therefore, in the MapReduce context, the time complexity of a join enumeration algorith-
m is optimal if it generates each partition P ′ ∈ P in O(|P ′|) time. Thus, the optimal time
complexity of a join enumeration algorithm in MapReduce is O(|T |).
For simplicity, we focus our presentation on bottom-up dynamic programming follow-
ing the System R approach [52]; the extensions for top-down dynamic programming are
straightforward and thus are only discussed if necessary.
5.3 Complexity of SOJE Problem
In this section, we study the complexity of the SOJE problem in terms of both |P | and
|T | in the MapReduce context. Since the complexity of the SOJE problem depends on
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Table 5.2: Comparison of complexity results for SOJE problem










Cycle n3 − 2n2 + n 2n3 − 4n2 + 2n n2n−1 + 2n − n2 − n− 1 (n2 + n)2n−2 − n2
Star (n− 1)2n−1 (n− 1)2n 3n−1 − 2n−1 (n− 1)3n−2 + 3n−1 − 2n−1
Clique 3n − 2n+1 + 1 2× 3n − 2n+2 + 2 Bn+1 − 2n Bn+2 − 2Bn+1 − 2n + 1
the query graph [48], we examine the problem repeatedly for chain, cycle, star and clique
queries; an example of these query graphs on four relations R = {R0, R1, R2, R3} are
shown in Figure 5.1. Note that in the RBDMS context, since only binary-way joins are
considered, we have |T | = 2|P |. Table 5.2 compares the complexity of the SOJE problem
in the RDBMS context [48] and our cost analysis for the MapReduce framework based on
the following theorems where Bn is the nth Bell number [50] and Bn < ( 0.792nln(n+1))n [8]. In
Table 5.2, each column X-Y , X ∈ {RDBMS, MapReduce} and Y ∈ {|P |, |T |}, denotes
the complexity of the SOJE problem in the X context in terms of Y .
Theorem 5.1. For a chain query with n relations, we have |P | = 2n+1 − n2+3n
2
− 2 and




Proof. Assume that each (Ri, Ri+1) (0 ≤ i ≤ n− 2) is an edge. To generate a connected
subset S of R, the relations in S must be consecutive, i.e., (Ri, Ri+1, · · · , Rj) where
1 ≤ i < j ≤ n − 1. For each Ci (2 ≤ i ≤ n), the number of all connected subsets in Ci
is (n − i + 1), i.e., (Rj , Rj+1, · · · , Rj+i−1) for 0 ≤ j ≤ n − i. For each such connected






have to delete (k − 1) edges from the (i − 1) edges in S to partition S into k disjoint,







= 2i−1 − 1 and







= (i + 1)2i−2 − 1.
Therefore, we have |P | =
∑n
i=2(n − i + 1)(2
i−1 − 1) = 2n+1 − n
2+3n
2
− 2 and |T | =
∑n
i=2(n− i+ 1)((i+ 1)2




Theorem 5.2. For a cycle query with n relations, we have |P | = n2n−1+2n−n2−n−1
and |T | = (n2 + n)2n−2 − n2.
Proof. Assume that each (Ri mod n, R(i+1) mod n) (0 ≤ i < n) is an edge. For each Ci (2 ≤
i < n), the number of all connected subsets in Ci is n, i.e., (Rj mod n, R(j+1) mod n, · · · ,
R(j+i−1) mod n) for 0 ≤ j < n. For each such connected subset S in Ci, since S is of













= 2i−1 − 1 and the number of all







= (i + 1)2i−2 − 1. For Cn, the number
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of all connected subsets is 1 (i.e., R) and R is of type cycle. The number of all k-way





as we have to delete k edges from the n
edges in R to partition R into k disjoint, connected subsets, the number of all partitions















= n2n−1 − n. Therefore, we have |P | =
∑n−1
i=2 n(2
i−1 − 1) + 2n −
n − 1 = n2n−1 + 2n − n2 − n − 1 and |T | =
∑n−1
i=2 n((i + 1)2
i−2 − 1) + n2n−1 − n =
(n2 + n)2n−2 − n2.
Theorem 5.3. For a star query with n relations, we have |P | = 3n−1 − 2n−1 and |T | =
(n− 1)3n−2 + 3n−1 − 2n−1.
Proof. Assume that each (R0, Ri) (1 ≤ i < n) is an edge. To generate a connected subset






as R0 must be in a connected subset and the remaining (i−1) relations have
to be chosen from {R1, · · · , Rn−1}. For each such connected subset S in Ci, the number





as we have to delete (k − 1) edges
from the (i − 1) edges in S to partition S into k disjoint, connected subsets, the number






















(2i−1 − 1) =







((i+ 1)2i−2 − 1) = (n− 1)3n−2 + 3n−1 − 2n−1.
Theorem 5.4. For a clique query with n relations, we have |P | = Bn+1 − 2n and |T | =
Bn+2 − 2Bn+1 − 2
n + 1, where Bn is the nth Bell number.
Proof. Assume that each (Ri, Rj) (0 ≤ i < j < n) is an edge. For each Ci (2 ≤ i ≤ n),





as we have to choose i relations from
R. For each such connected subset S in Ci, the number of all k-way (2 ≤ k ≤ i)



















is the Stirling number of







= Bi − 1 where






















(Bi+1 − Bi − 1) = Bn+2 − 2Bn+1 − 2
n + 1. Note that Bn < ( 0.792nln(n+1))
n
as shown in [8].
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5.4 Single-Query Join Enumeration Algorithm
In this section, we first present two baseline join enumeration algorithms (denoted as
DPsize and DPset) for the SOJE problem in the MapReduce framework which are re-
spectively adapted from the two state-of-the-art join enumeration algorithms for RDBM-
S [52, 62, 41]. Both DPsize and DPset follow a naive generate-and-test approach and thus
have a time complexity that is not optimal in the MapReduce context. Then we present an
efficient and easy-to-implement plan enumeration algorithm (denoted as PEA) to enumer-
ate all the partitions (i.e., plans) of a connected subset. Finally, we propose both top-down
and bottom-up join enumeration algorithms with an optimal time complexity based on
Algorithm PEA.
5.4.1 Baseline Join Enumeration Algorithms
Algorithm 5.1: Bottom-up Enumeration:DPsize
Input: A connected query graph with a set of n relations R = {R0, · · · , Rn−1}
Output: The optimal join plan for R, BestPlan(R)
1 innercounter = 0 ;
2 outercounter = 0 ;
3 BestPlan = new HashTable() ;
4 for i = 0→ (n− 1) do
5 create BestPlan({Ri}) ;
6 for i = 2→ n do /* Enumerate i-plans */
7 foreach integer partition (i1, · · · , ik) of i such that 2 ≤ k ≤ i do
8 foreach {S1, · · · , Sk} ∈ Ci1 × · · · × Cik do
9 ++outercounter ;
10 if ∃Sg, Sh, 1 ≤ g < h ≤ k, Sg
⋂





13 if S′ is not a connected subset then
14 continue ;
15 ++innercounter ;
16 newPlan = createPlan(BestPlan(S1),· · · ,BestPlan(Sk)) ;
17 if Cost(BestPlan(S’)) > Cost(newPlan) then
18 BestPlan(S’) = newPlan ;
Size-driven Enumeration. For simplicity, we refer to a plan as a i-plan to mean that the
number of relations in (i.e., the size of) the plan is i. Our first baseline join enumeration
algorithm (referred to as DPsize) enumerates plans iteratively, i.e., i-plans are enumerated
before (i + 1)-plans, which is adapted from [52, 41] designed for the SOJE problem in
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the RDBMS context. Algorithm 5.1 shows the pseudocode for DPsize. In the algorithm,
BestPlan is a hash table that stores the best plan found so far for each connected subset of
R. Two counters innercounter and outercounter are maintained for complexity analysis
for the algorithm (to be explained). The algorithm starts by initializing the best plan for
each single relation in R and then enumerates plans in increasing size.
In the ith iteration to enumerate i-plans, DPsize appropriately combines disjoint, smaller-
size plans that have already been enumerated. To generate all the possible plan combina-
tions, DPsize first generates all the integer partitions for i 3 using an efficient algorithm
from [75]. Each integer partition (i1, · · · , ik) of i (2 ≤ k ≤ i) essentially represents a
way to combine plans of size i1, · · · , ik to generate i-plans. Thus, each (i1, · · · , ik) is
associated with some candidate partitions denoted as Ci1 × · · · × Cik . To make sure that
the plan 4 associated with a candidate partition {S1, · · · , Sk} ∈ Ci1 × · · · × Cik qualifies
as an i-plan (i.e., the candidate partition is indeed a partition), we need to ensure two
requirements. First, all the connected subsets in {S1, · · · , Sk} are disjoint which can be
checked in O(k) time. Note that the disjointedness checking is achieved by the bitwise
AND operator on the corresponding integer representations for each Sj (1 ≤ j ≤ k) 5.
Second, S ′ =
⋃k
j=1 Sj is a connected subset which can be checked in O(|S ′|) time (i.e.,
O|i| as |S ′| = i) as discussed in Section 5.2.
The time complexity of DPsize is not optimal for two reasons. First, it generates more
candidate partitions. Specifically, the value of the variable outercounter in Algorithm 5.1
represents the number of generated candidate partitions which is larger than the number
of the partitions for all the connected subsets of R (i.e., |P |) represented by the value
of the variable innercounter. Second, the time complexity to verify a candidate k-way
partition {S1, · · · , Sk} is indeed a partition is O(|
⋃k
j=1 Sj|) time due to the connected-
ness checking which is no smaller than the optimal time complexity to generate a k-way
partition which is O(k).
Subset-driven Enumeration. Our second baseline join enumeration algorithm (referred
to as DPset) enumerates all the subsets of R in increasing order of their integer represen-
tations, which is adapted from [62, 41] designed for the SOJE problem in the RDBMS
context. For each enumerated subset S of R, if S is not a connected subset, it is im-
mediately dropped; otherwise, we compute the optimal plan for S by generating all the
3An integer partition of a number i refers to a way of writing i as a sum of positive integers. Two sums
that differ only in the order of their summands are considered to be the same.
4The plan associated with a candidate partition {S1, · · · , Sk} is constructed by joining the optimal plans
for each Si (1 ≤ i ≤ k).
5Two subsets Si and Sj are disjoint if the result of the bitwise AND operator on their integer represen-
tations is 0.
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Algorithm 5.2: Bottom-up Enumeration:DPset
Input: A connected query graph with a set of n relations R = {R0, · · · , Rn−1}
Output: The optimal join plan for R, BestPlan(R)
1 innercounter = 0 ;
2 outercounter = 0 ;
3 BestPlan = new HashTable() ;
4 for i = 1→ (2n − 1) do /* Enumerate subsets */
5 Let S ⊆ R be the subset corresponding to i ;
6 if S is not a connected subset then
7 continue ;
8 if |S| = 1 then
9 create BestPlan(S) ;
10 continue ;
11 foreach {S1 ⊆ S, S2 ⊆ (S \ S1), · · · , Sk = (S \ S1 \ · · · \ Sk−1)} such that
2 ≤ k ≤ |S| and
⋃k
j=1 Sj = S do
12 ++outercounter ;
13 if ∃i ∈ [1, k] such that Si is not a connected subset then
14 continue;
15 ++innercounter ;
16 newPlan = createPlan(BestPlan(S1),· · · ,BestPlan(Sj)) ;
17 if Cost(BestPlan(S)) > Cost(newPlan) then
18 BestPlan(S) = newPlan ;
partitions of S and enumerating the corresponding join plans for S. Note that to compute
the optimal plan for S, all its subsets must be enumerated before itself. This is guaranteed
by DPset’s enumeration order of the subsets of R. Algorithm 5.2 shows the pseudocode
for DPset. Here again, BestPlan is a hash table that stores the best plan found so far for
each connected subset of R. Two counters innercounter and outercounter are maintained
for complexity analysis for the algorithm (to be explained).
For each enumerated and connected subset S of R, for each candidate partition {S1 ⊆
S, S2 ⊆ (S \S1), · · · , Sk ⊆ (S \S1\· · ·\Sk−1)} such that 2 ≤ k ≤ |S| and
⋃k
j=1 Sj = S,
we need to test for the connectedness for each Si (1 ≤ i ≤ k) to ensure that it is indeed
a partition of S. As each Si ∈ S (1 ≤ i ≤ k) has already been enumerated before S, the
connectedness checking for Si can be achieved by looking up the hash table BestPlan as
follows. If Si is present in BestPlan, then it is connected; otherwise it is not connected.
Therefore, the connectedness checking for {S1, · · · , Sk} is done in O(k) time.
To generate all the candidate partitions of a connected subset S, we have to generate all
the non-empty subsets S1 ⊆ S, · · · , Sk ⊆ (S \ S1 \ · · · \ Sk−1) such that 2 ≤ k ≤ |S|
and
⋃k
j=1 Sj = S. The generation of each Si can be done very efficiently in O(1) time
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by applying the idea from [62] 6. Furthermore, to avoid generating duplicate candidate
partitions, we restrict each Si ⊆ (S \ S1 \ · · · \ Si−1) (1 ≤ i ≤ k) to contain the re-
lation Min(S \ S1 \ · · · \ Si−1). The purpose is to give an unique ordering of all the
subsets S1, · · · , Sk so that duplicate candidate partitions are not generated. For exam-
ple, consider the chain query in Figure 5.1, for the connected subset R = {R0, · · · , Rs},
if we do not restrict each Si, we will generate S1 = {R0} and S2 = {R1, R2, R3},
and S1 = {R1, R2, R3} and S2 = {R0} which essentially represent the same parti-
tion {{R0}, {R1, R2, R3}} of S. However, if we restrict each Si, we will only generate
S1 = {R0} and S2 = {R1, R2, R3}.
Here again, the time complexity of DPset is not optimal. This is because DPset gen-
erates more candidate partitions to verify as represented by the value of the variable
outercounter in Algorithm 5.1. Indeed, the number of partitions of all the connected
subsets of R is equal to the value of the variable innercounter which is smaller than the
value of the variable outercounter. Note that the time complexity to verify the connect-
edness for a candidate partition {S1, · · · , Sk} is equal to the optimal time complexity to
generate a k-way partition which are both O(k).
Comparison of DPsize and DPset. Both DPsize and DPset follow a naive generate-
and-test approach and thus have a suboptimal time complexity, i.e., DPsize has to test
for disjointedness (Line 11 in Algorithm 5.1) while DPset has to test for connectedness
(Line 13 in Algorithm 5.2). When only 2-way joins (i.e., in RDBMS) are considered, the
experimental results in [41] demonstrate that neither DPsize nor DPset is strictly more
superior. This is because in RDBMS, the number of disjointedness checking in DPsize
and the number of connectedness checking in DPset can exceed each other for differen-
t query types. However, when multi-way joins are considered, our experimental results
demonstrate that DPset is significantly faster than DPsize by up to two orders of magni-
tude. This is due to the large number of integer partitions generated for DPsize which
results in a large number of disjointedness checking. For example, when the number of
relations in a chain query is 15, DPsize generates 668 integer partitions which results in
17.120.334 disjointedness checking while DPset only needs to check the connectedness
458.073 times.
6Given a set S and its integer representation V(S), each integer representation (denoted as V ) of the sub-
sets of S is generated using the following recursive formula V = V (S)&(V −V (S)) with the initialization
condition V = 0 (i.e., empty subset) and the termination condition V = V (S) (i.e., S).
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5.4.2 Plan Enumeration Algorithm
Existing works [52, 62, 41] have proposed both bottom-up and top-down dynamic pro-
gramming algorithms to generate each partition in P in Q(1) time in the RDBMS context.
However, their algorithms are limited to 2-way joins and thus are not applicable for multi-
way joins in the MapReduce context. Indeed, as discussed in Section 5.2, it is impossible
to generate each partition in O(1) time in the context of MapReduce framework. In this
section, we present a plan (i.e., partition) enumeration algorithm (denoted as PEA) to ef-
ficiently generate all the partitions of a connected subset S (i.e., PS) with each partition
P ′ ∈ PS being generated in O(|P ′|) time.
Algorithm 5.3: Connected subset enumeration algorithm (CSEA)
Input: A query graph with a set of relations R = {R0, · · · , Rn−1}
Output: All the connected subsets of R containing R0
1 output({R0}) ;
2 Enumerate({R0}, {R0}, N({R0}) ;
3 Function Enumerate (S,D,H) begin
4 if H is empty then
5 return ;




8 foreach non-empty S′ ⊆ H do
9 Enumerate(S ⋃S′, D⋃H , N(S⋃S′) \ (D⋃H))
Before we present our algorithm, we first review a connected subset enumeration algo-
rithm [41] (denoted as CSEA shown in Algorithm 5.3) which enumerates all the con-
nected subsets containing a relation R0 for an input query graph with a set of relations
R = {R0, · · · , Rn−1}. The main idea of the approach is as follows. Given an already
enumerated and connected subset S, the approach extends S by adding the relations S ′
from its neighbors (i.e., N(S)) into it to generate larger connected subsets. To avoid pro-
ducing duplicates, it maintains a set of relations D that have already been visited. When
adding the relations into S, it only adds the relations from N(S) \ D (i.e., H). The ap-
proach first outputs {R0} as a connected subset and then invokes the function Enumerate
with S = {R0}, D = {R0} and H = N({R0}) to generate connected subsets which
recursively invokes itself with different parameter values until it has generated all the
connected subsets.
As a representation of the input query graph for Algorithm CSEA, for each Ri, instead
of storing all its neighbors in an adjacency list (a typical way to represent a graph), it
is sufficient to maintain an integer to represent N(Ri) to simplify the computation of
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neighbors for connected subsets. Furthermore, we have N(S
⋃





S ′) for incremental neighbourhood computation. To generate all the subsets of U
(Line 5 in Algorithm 5.3), we apply the idea from [62] with a complexity of O(1) for
each subset as discussed in Section 5.4.1. By combining all these techniques, the time
complexity to generate each connected subset is O(1) as shown in [41].
Algorithm 5.4: Plan enumeration algorithm (PEA)
Input: A connected subset S = {R0, · · · , R|S|−1}
Output: All the partitions of S (i.e., PS)
1 for i = 1→ |S| do
2 Fi = {Ri−1, · · · , R|S|−1} ;
3 Si = getnext(Fi) ;
4 output{S1, · · · , S|S|} ;
5 i = |S| − 1 ;
6 while i ≥ 1 do /* Start an iteration to generate a partition */
/* Scan backward to find the first Fi to retrieve Si */
7 while (Si = getnext(Fi)) is null do
8 −− i;
/* Scan forward to rewind each Fi and Si */
9 Fi+1 = Fi \ Si ;
10 while Fi+1 6= ∅ do
11 Si+1 = getnext(Fi+1) ;
12 ++ i ;
13 Fi+1 = Fi \ Si ;
14 output(S1, · · · , Si) ;
We now discuss our plan (i.e., partition) enumeration algorithm PEA. Given a connect-
ed subset S = {R0, · · · , R|S|−1}, Algorithm 5.4 shows our approach to generate all the
partitions of S (i.e., PS) where each partition P ′ ∈ PS is generated in O(|P ′|) time. In
the algorithm, each Fi = S \
⋃i−1
j=1 Sj denotes the set of relations in S after excluding⋃i−1
j=1 Sj and can be incrementally computed by the formula Fi+1 = Fi \ Si, and each
Si ⊆ Fi represents a connected subset of Fi containing the relation Min(Fi). Similar to
our proposed technique for DPset, we restrict each Si to contain Min(Fi) to avoid gener-
ating duplicate partitions. Furthermore, the function getnext(Fi) is used to get the next
connected subset of Fi containing Min(Fi) and will eventually generate all the connected
subsets of Fi containing Min(Fi). Thus, for each Fi, Algorithm CSEA is first called to
retrieve a sequence of all the connected subsets of Fi containing Min(Fi) and then the
function getnext(Fi) is used to retrieve the next connected subset in the sequence.
To generate a partition of S, our algorithm generates a sequence of connected subsets
S1 ∈ F1, · · · , Sk ∈ Fk until Fk+1 is empty (i.e.,
⋃k
j=1 Sj = S). Each time when it
generates a connected subset Si of Fi (1 ≤ i ≤ k), it updates Fi+1 to be Fi \ Si to ensure
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Table 5.3: An example illustrating the plan enumeration algorithm
S1 S2 S3 S4 F1 F2 F3 F4
1 {R0} {R1} {R2} {R3} {R0, R1, R2, R3} {R1, R2, R3} {R2, R3} {R3}
2 {R0} {R1} {R2, R3} ∅ {R0, R1, R2, R3} {R1, R2, R3} {R2, R3} ∅
3 {R0} {R1, R2} {R3} ∅ {R0, R1, R2, R3} {R1, R2, R3} {R3} ∅
4 {R0} {R1, R2, R3} ∅ ∅ {R0, R1, R2, R3} {R1, R2, R3} ∅ ∅
5 {R0, R1} {R2} {R3} ∅ {R0, R1, R2, R3} {R2, R3} {R3} ∅
6 {R0, R1} {R2, R3} ∅ ∅ {R0, R1, R2, R3} {R2, R3} ∅ ∅
7 {R0, R1, R2} {R3} ∅ ∅ {R0, R1, R2, R3} {R3} ∅ ∅
that all the generated subsets S1, · · · , Sk are disjoint. In this way, {S1, · · · , Sk} qualifies
as a k-way partition of S. Furthermore, since both the retrieval of Si and the updating of
Fi is done in O(1) time, the time complexity to generate a k-way partition is O(k) in our
algorithm.
To generate all the partitions of S, our algorithm works as follows. Initially, it has Si =
{Ri−1} for each i ∈ [1, |S|] and simply outputs {S1, · · · , S|S|} as a |S|-way partition of
S. Then it goes into an iterative process to generate a partition of S. At each iteration,
it first scans backwards (from F|S| to F1) to find the first Fi, where not all the connected
subsets have been enumerated, to retrieve the next connected subset of Fi. It then updates
each Fj (j > i) and generates the first connected subset Sj of Fj until it has generated a
connected subset Sk such that Fk+1 is empty. Finally, it outputs {S1, · · · , Sk} as a k-way
partition of S. The iterative process terminates when F2 is empty (i.e., all the partitions
of S have been generated). Note that the last generated partition is a 1-way partition of S
and should be ignored.
Example 5.2: Consider the chain query in Figure 5.1. Table 5.3 illustrates our plan
enumeration algorithm to generate all the partitions of {R0, R1, R2, R3}. In the first iter-
ation, we simply output {{R0}, {R1}, {R2}, {R3}} as a 4-way partition. In the second
iteration, we scan backwards (from F4 to F1) and get F3 to retrieve the next connected
subset S3 = {R2, R3}. Then we have F4 = ∅ and output {{R0}, {R1}, {R2, R3}} as
a 3-way partition. In the third iteration, we get F2 to retrieve the next connected subset
S2 = {R1, R2}. Then we have F3 = {R3}, S3 = {R3}, F4 = ∅ and output a 3-way
partition {{R0}, {R1, R2}, {R3}}. We repeat the above process until we generate all the
partitions. 2
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5.4.3 Bottom-up and Top-down Enumerations
In this section, we propose both bottom-up and top-down dynamic programming algo-
rithms with an optimal time complexity of O(|T |) based on Algorithm PEA.
Algorithm 5.5: Bottom-up Enumeration:DPopt
Input: A connected query graph with a set of n relations R = {R0, · · · , Rn−1}
Output: The optimal join plan for R, BestPlan(R)
1 BestPlan = new HashTable() ;
2 for i = (n− 1) → 0 do
3 foreach S ∈ CSEA({Ri, · · · , Rn−1})) (i.e., Algorithm 5.3) do
4 if |S| = 1 then
5 create BestPlan(S) ;
6 continue ;
7 PS = PEA(S) (i.e., Algorithm 5.4) ;
8 foreach partition {S1, · · · , Sk} ∈ PS do
9 newPlan = createPlan(BestPlan(S1),· · · ,BestPlan(Sj )) ;
10 if Cost(BestPlan(S)) > Cost(newPlan) then
11 BestPlan(S) = newPlan ;
Bottom-up enumeration. Algorithm 5.5 shows the pseudocode of our bottom-up enu-
meration (denoted as DPopt) which makes two changes to DPset to ensure that it has an
optimal time complexity. First, DPset follows the approach in [41] to generate all the con-
nected subsets of R with each connected subset being generated in O(1) time 7. Second,
for each enumerated and connected subset S of R, DPopt generates all the partitions of S
(i.e., PS) using Algorithm PEA.
Top-down enumeration. Algorithm 5.6 shows the pseudocode of our top-down enumer-
ation. The algorithm starts by finding the optimal plan for each single relation in R and
then invoke the function GenOptimal(R) to construct the optimal plan for R.
Given a connected subset S of R, the function GenOptimal(S) generates the optimal
plan for S by enumerating all the partitions of S using Algorithm PEA and recursively
construct the optimal plan for each connected subset of S in the enumerated partitions. To
avoid redundant construction of optimal plans, a hash table BestPlan is used to cache the
optimal plan for each connected subset of R.
7The approach in [41] generates all the connected subsets of R by applying Algorithm 5.3 on the se-
quence of inputs {Rn−1}, {Rn−2, Rn−1},. . . , {R0, · · · , Rn−1}. In this way, for a connected subset S of
R, all its subsets are enumerated before itself.
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Algorithm 5.6: Top-down enumeration
Input: A connected query graph with a set of relations R = {R0, · · · , Rn−1}
Output: The optimal join plan for R, BestPlan(R)
1 BestPlan = new HashTable() ;
2 for i = 0→ (n− 1) do
3 create BestPlan({Ri}) ;
4 return GenOptimal(R) ;
5 Function GenOptimal(S) begin
6 if BestPlan(S) is null then
7 PS = PEA(S) (i.e., Algorithm 5.4) ;
8 foreach partition {S1, · · · , Sk} ∈ PS do
9 newPlan = createPlan(GenOptimal(S1),· · · ,GenOptimal(Sk)) ;
10 if Cost(BestPlan(S)) > Cost(newPlan) then
11 BestPlan(S) = newPlan ;
12 return BestPlan(S) ;
5.5 Multi-Query Join Enumeration Algorithm
In this section, we present a novel multi-query join enumeration algorithm for the MOJE
problem for a batch of queries Q = {Q1, · · · , Qn}. The MOJE problem aims to find a
global optimal plan for a batch of queries to share computation of their CSEs. As the
global optimal plan in general is not simply constructed from the local optimal plan for
each query, we have to consider all the possible plans for each query. Due to the large
number of possible plans for a query, enumerating all the plan combination space for a
batch of queries is usually very costly. In this section, we propose effective techniques to
prune away non-promising plans and thus reduce the plan combination space.
Our proposed multi-query join enumeration algorithm consists of two-phases. In the first
phase, for each Qi (1 ≤ i ≤ n), we apply the single-query join enumeration algorithm
(discussed in the previous section) to generate all the interesting plans for Qi. A plan
of Qi is interesting if it is either the optimal plan or produces some output that could be
reused for other queries. In the second phase, we stitch the interesting plans for the queries
maintained in the first phase into a global optimal plan.
While there has been some works on the study of the MOJE problem in the RDBMS
context [51, 14, 74], they mainly focus on greedy heuristics to find a good global plan for
a batch of queries. We present a novel two-phase algorithm to find a global optimal plan
for a batch of queries. Specifically, we present novel pruning techniques to prune away
non-promising plans as well as a systematic approach to merge the interesting plans for
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Table 5.4: Running examples of queries and plans
Query Plan CSE set
Q1: R0 ⊲⊳ R1 ⊲⊳ R2 ⊲⊳ R3
U11: ((R0 ⊲⊳ R1) ⊲⊳ (R2 ⊲⊳ R3)) CSE(U11): {R0 ⊲⊳ R1, R2 ⊲⊳ R3}
U12: (R0 ⊲⊳ R1 ⊲⊳ (R2 ⊲⊳ R3)) CSE(U12): {R2 ⊲⊳ R3}
U13: (R0 ⊲⊳ (R1 ⊲⊳ (R2 ⊲⊳ R3))) CSE(U13): {R2 ⊲⊳ R3}
U14: (((R0 ⊲⊳ R1) ⊲⊳ R2) ⊲⊳ R3) CSE(U14): {R0 ⊲⊳ R1, R0 ⊲⊳ R1 ⊲⊳ R2}
U15: ((R0 ⊲⊳ R1) ⊲⊳ R2 ⊲⊳ R3) CSE(U15): {R0 ⊲⊳ R1}
U16: ((R0 ⊲⊳ R1 ⊲⊳ R2) ⊲⊳ R3) CSE(U16): {R0 ⊲⊳ R1 ⊲⊳ R2}
Q2: R0 ⊲⊳ R1 ⊲⊳ R2 ⊲⊳ R4
U21: ((R0 ⊲⊳ R1) ⊲⊳ (R2 ⊲⊳ R4)) CSE(U21): {R0 ⊲⊳ R1, R2 ⊲⊳ R4}
U22: (((R0 ⊲⊳ R1) ⊲⊳ R2) ⊲⊳ R4) CSE(U22): {R0 ⊲⊳ R1, R0 ⊲⊳ R1 ⊲⊳ R2}
Q3: R2 ⊲⊳ R3 ⊲⊳ R4 U31: ((R2 ⊲⊳ R3) ⊲⊳ R4) CSE(U31): {R2 ⊲⊳ R3}
each query into a global optimal plan. In the following, we elaborate on the details of the
two phases.
Notations. For a query Qi, we use Wi = {Wi1, · · · ,Wi|Wi|} to denote the set of relations
in Qi, Ui = (Ui1, · · · , Ui|Ui|) to denote the set of all possible plans for Qi. Table 5.4
shows three example queries and some plans for each query that will be used to illustrate
our algorithm.
For a plan U ′ and its associated partition {S1, · · · , Sk} 8, we use JoinExp(U ′) to denote
its join expression without any execution order, SubP lan(U ′) to denote the set of subplans
of each Si, and Cost(U ′) to denote its evaluation cost based on some cost model. For
example, for the plan U14 in Table 5.4 and its associated partition {{R0, R1, R2}, {R3}},
we have JoinExp(U14) = R0 ⊲⊳ R1 ⊲⊳ R2 ⊲⊳ R3 and SubP lan(U14) = {(R0 ⊲⊳ R1) ⊲⊳
R2, R3}.
5.5.1 First Phase
In the first phase, for each plan Uij of Qi, we maintain a set of CSEs of Uij whose results
could be reused for other queries in Q. We refer to this set as CSE set and use CSE(Uij)
to denote the CSE set of Uij . For example, consider the plan U14 in Table 5.4, we have
CSE(U14) = {R0 ⊲⊳ R1, R0 ⊲⊳ R1 ⊲⊳ R2} since the results of the subexpressions R0 ⊲⊳
R1 and R0 ⊲⊳ R1 ⊲⊳ R2 could be reused for Q2. Note that there may be several plans
corresponding to the same CSE set. For example, the two plans U12 and U13 in Table 5.4
have the same CSE set (i.e., {R2 ⊲⊳ R3}). We say a plan Uij is interesting if it is either
the optimal plan or its CSE set is not empty. Note that even if a plan Uij is not the optimal
plan, the global optimal plan may choose Uij for Qi if Uij produces some output that
8Recall that each partition is associated with a plan as discussed in Section 5.2.
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could be reused for other queries in Q. Thus, in this phase, we need to maintain all the
interesting plans for each Qi to be further processed in the second phase.
Algorithm 5.7: Interesting plan generation algorithm
Input: An query Qi in Q
Output: Interesting plans for Qi (i.e., IWi)
1 for j = |Wi| → 1 do
2 foreach S ∈ CSEA({Wij , · · · ,Wi|Wi |}) (i.e., Algorithm 5.3) do
3 if |S| = 1 then
4 IS = createPlan(S) ;
5 continue ;
6 PS = PEA(S) (i.e., Algorithm 5.4) ;
7 foreach partition {S1, · · · , Sk} ∈ PS do
8 foreach {U ′1, · · · , U ′k} ∈ IS1 × · · · × ISk do
9 U ′ = createPlan(U ′1,· · · ,U ′k) ;
10 CSE(U ′) =
⋃k
j=1CSE(Uj) ;
11 if JoinExp(U ′) is a CSE w.r.t Q then
12 CSE(U ′) = CSE(U ′)
⋃
JoinExp(U ′);
13 IS = IS
⋃
U ′ ;
14 Apply the two pruning techniques for IS ;
We now discuss how the interesting plans and the corresponding CSE sets for a query
Qi are computed when applying the single query join enumeration algorithm for Qi. Al-
gorithm 5.7 shows the pseudocode of this process. To support incremental computation,
for each connected subset S of Wi, we compute and maintain all the interesting plans
for it (denoted as IS). Note that this is different from the SOJE problem where only one
optimal plan is maintained for S. Consider the enumeration of interesting plans and the
corresponding CSE sets for S, for each k-way partition {S1, · · · , Sk} of S and for each
{U ′1, · · · , U
′
k} ∈ IS1 × · · ·× ISk , the plan (denoted as U ′) joining U ′1,· · · ,U ′k is an interest-
ing plan for S, and the CSE set of U ′ is simply the union of each CSE(U ′i) (1 ≤ i ≤ k)
plus JoinExp(U ′) if the results of JoinExp(U ′) could be reused for other queries. Thus,
all the interesting plans and the corresponding CSE sets for S can be computed by enu-
merating all the partitions of S and examining the expression IS1 × · · · × ISk associated
with each partition {S1, · · · , Sk} in PS . After evaluating IS , we apply two pruning tech-
niques (to be explained) on the plans in IS to prune away the non-promising plans and
thus reduce the optimization cost. We now discuss our pruning techniques.
Pruning techniques. To prune away the non-promising interesting plans for Qi, we in-
troduces two pruning techniques based on the plan cost and the relationship between CSE
sets. The first pruning technique prunes plans with the same CSE set. Specifically, given
a set of plans with the same CSE set, it keeps the plan with the minimal cost and prunes
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the remaining plans. For example, for plans U12 and U13 in Table 5.4, we only need to
keep the one with the smaller cost and prune the other one.
The second pruning technique prunes plans with different CSE sets. Specifically, con-
sider two plans Uij and Uik with CSE(Uij) 6= CSE(Uik) and Cost(Uij) ≤ Cost(Uik).
Although Uij and Uik have different CSE sets, if Uij can compute the results of the C-
SEs that are present in Uik but not in itself (i.e., CSE(Uik) \ CSE(Uij)) in some cost
that is no greater than the value Cost(Uik) − Cost(Uij), then we can still prune Uik. Let
Cost(CSE(Uik) \ CSE(Uij) | CSE(Uij)) denote the cost to compute the results of the
CSEs in CSE(Uik) \ CSE(Uij) based on the results of the CSEs in CSE(Uij). If we
have Cost(Uij) + Cost(CSE(Uik) \ CSE(Uij) | CSE(Uij)) ≤ C(Uik), then we can
simply remove Uik. For example, consider the two plans U14 and U15 in Table 5.4, if
Cost(U15) + Cost({R0 ⊲⊳ R1 ⊲⊳ R2} | {R0, R1}) ≤ Cost(U14), then we can simply
prune U14.
To compute Cost(CSE(Uik) \ CSE(Uij) | CSE(Uij)), we have to compute the cost for
evaluating the results of each CSE in CSE(Pik) \ CSE(Uij) based on the results of the
CSEs in CSE(Uij). Furthermore, if a CSE E ′ is a subexpression of another CSE E ′′, we
should compute the results of E ′ first so that they could be reused to compute the results
of E ′′. We assume CSE(Uik) \ CSE(Uij) = {E1, · · · , Es} and if a CSE Ei is a subex-





{E1, · · · , Eg−1}). Note that for each CSE
Eg, it is associated with multiple interesting plans (maintained when applying the single
query join enumeration algorithm) and the costs of these plans are updated based on the
CSEs in CSE(Pij)
⋃
{E1, · · · , Eg−1} and the minimal cost is chosen as the cost of Eg.
We now discuss how to update the cost of a plan based on a CSE set where the results of
each CSE in the set have been materialized.
Algorithm 5.8 shows the pseudocode to update the cost of a plan U ′ based on a CSE set
O′ where the results of the CSEs in O′ have been materialized. The main idea of the
algorithm (denoted as CTUA) is to recursively traverse through the subplans of U ′ and
check whether the results of the CSEs in O′ can be reused for some subplans. Initially,
it adds U ′ into a queue. Then it goes into an iterative process to retrieve the subplans of
U ′. In each iteration, it pulls a plan U ′′ from the queue. If JoinExp(U ′′) ∈ O′, then the
results of U ′′ have already been materialized and the cost of U ′ is updated. Otherwise, if
O′ has overlap with the CSE set of U ′′, then the subplans of U ′′ (i.e., SubP lan(U ′′)) are
added into the queue since their results may have already been materialized. The iterative
process terminates when the queue is empty.
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Algorithm 5.8: Cost updating algorithm (CTUA)
Input: A plan U ′, a CSE set O′
Output: Updated cost of U ′ based on the results of the CSEs in O′
1 cost = Cost(U ′) ;
2 queue = newQueue() ;
3 queue.add(U ′) ;
4 while queue 6= ∅ do
5 U ′′ = queue.poll() ;
6 if JoinExp(U ′′) ∈ O′ then
7 cost = cost - Cost(U ′′) ;
8 else if CSE(U ′′)
⋂
O′ 6= ∅ then
9 queue.addAll(SubP lan(U ′′)) ;
10 return cost
Optimization. As the queries in the batch Q may have many CSEs, it is unnecessary
to redundantly optimize these CSEs in the first phase. For example, consider the CSE
R0 ⊲⊳ R1 ⊲⊳ R2 for Q1 and Q2, after optimizing Q1, the interesting plans for the CSE are
maintained in Q1’s hash table. When optimizing the CSE for Q2, instead of redundantly
optimizing it, we can reuse the results from Q1’s hash table for Q2. In this way, we share
the optimization of CSEs among the batch of queries.
5.5.2 Second Phase
In the second phase, we stitch the interesting plans for the queries maintained in the first
phase into a global optimal plan. Our approach constructs the global optimal plan pro-
gressively, i.e., the global plans for a set of i queries are constructed before that for a set
of i+ 1 queries. Similarly, we maintain a CSE set for each global plan where the results
of the CSEs in the set could be reused in future computation. Overall, we construct the
global optimal plan by evaluating the expression (((IW1 × IW2)× IW3)× · · · × IWn) with
intermediate global plans being materialized and pruned (via the two pruning techniques).
In this way, we are able to prune the combination space of the interesting plans for the
batch of queries. Let Mi ⊆ ((IW1 × IW2)× · · · × IWi) (2 ≤ i ≤ n) denote the interesting
global plans maintained for the set of queries {Q1, · · · , Qi}.
Algorithm 5.9 shows the pseudocode to generate the global optimal plan for a batch of
queries Q = {Q1, · · · , Qn}. In the ith iteration to examine the expression Mi−1 × IWi to
construct the global plans for the set of queries {Q1, · · · , Qi} (2 ≤ i < n), we need to
compute both the costs and CSE sets for the global plans. Specifically, consider a combi-
nation of plans (U ′, U ′′) ∈ (Mi−1 × IWi), its global plan (denoted as GP ) is constructed
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Algorithm 5.9: Global optimal plan generation algorithm
Input: Interesting plans for each Qi in Q = {Q1, · · · , Qn} (i.e., IWi , · · · , IWn)
Output: The global optimal plan for Q (i.e., Mn)
1 M1 = IW1 ;
2 for i = 2→ n do
3 foreach (U ′, U ′′) ∈ (Mi−1 × IWi) do
4 Let GP denote the global plan for (U ′, U ′′) ;
5 Cost(GP ) = Cost(U ′) + CTUP (U ′′, CSE(U ′)) (i.e., Algorithm 5.8) ;
6 CSE(GP ) = CSE(U ′) + CSUA(U ′′, CES(U ′)) (i.e., Algorithm 5.10);
7 Mi = Mi
⋃
GP ;
8 Remove the CSEs in Mi that can not be reused in future computation ;
9 Apply the two pruning techniques for Mi ;
by checking the reusable results of the CSEs in CSE(U ′) for U ′′ and updating both the
cost and CSE set for GP . The cost of GP is simply the cost of U ′ plus the updated cost
of U ′′ based on the results of the CSEs in CSE(U ′) which has already been discussed
in Algorithm 5.8. Similarly, the CSE set of GP is simply the CSE set of U ′ union the
updated CSE set of U ′′ based on the results of the CSEs in CSE(U ′). Algorithm 5.10
shows the pseudocode to update the CSE set of a plan U ′ based on a CSE set O′ where
the results of the CSEs in O′ are materialized. Similar to Algorithm 5.8, the main idea
of the algorithm (denoted as CSUA) is to traverse through the subplans of U ′, check the
reusable results of the CSEs in O′ for some subplans and update the CSE set of U ′. Since
the algorithm is very similar to Algorithm 5.8, we do not repeatedly discuss it.
Algorithm 5.10: CSE set updating algorithm (CSUA)
Input: A plan U ′, a CSE set O′
Output: Updated CSE set of U ′ based on the results of the CSEs in O′
1 cse = CSE(U ′) ;
2 queue = newQueue() ;
3 queue.add(U ′) ;
4 while queue 6= ∅ do
5 U ′′ = queue.poll() ;
6 if JoinExp(U ′′) ∈ O′ then
7 cse.removeAll(CSE(U ′′)) ;
8 else if cse
⋂
CSE(U ′′) 6= ∅ then
9 queue.addAll(SubP lan(U ′′)) ;
10 return cse
After computing Mi in the ith iteration, we apply the optimization technique (to be dis-
cussed) to remove the CSEs in Mi that can not be reused in future computation and apply
the two pruning techniques for Mi to prune away the non-promising plans. Note that after
the termination of the algorithm, Mn contains only one plan which is the global optimal
plan for Q = {Q1, · · · , Qn}.
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For example, consider the construction of the global plan for the plans (U16, U22) in Ta-
ble 5.4, the global plan will reuse the results of the CSE R0 ⊲⊳ R1 ⊲⊳ R2 from U16 for
U22. Therefore, the cost and the CSE set of the global plan are simply Cost(U16) and
CSE(U16) respectively.
Optimization. When constructing the global optimal plan for a batch of queries, to further
reduce the plan combination space, we remove the CSEs which can not be reused in
future computation as early as possible to enhance the effectiveness of the two pruning
techniques. For example, after the evaluation of IW1 ⊲⊳ IW2 in Table 5.4, the CSE R0 ⊲⊳
R1 ⊲⊳ R2 can not be reused in the evaluation of M2 ⊲⊳ IW3 and thus can be removed in
all the plans in M2. This early CSE removal optimization will help to prune more plans
when applying the proposed two pruning techniques. For example, before applying the
optimization, neither the global plan for (U15, U21) nor the global plan for (U15, U22) can
be pruned if their costs do not meet certain criterion (as discussed in Section 5.5.1) since
their CSE sets (i.e., CSE(U21) and CSE(U22) respectively) are different. However, since
all the CSEs in {R0 ⊲⊳ R1, R2 ⊲⊳ R4, R0 ⊲⊳ R1 ⊲⊳ R2} can not be reused when computing
M2 × I3, we can remove these CSEs and the two global plans become comparable and
only the one with a smaller cost need to be maintained. To achieve this, after the first
phase, for each CSE, we maintain an inverted list of queries where each query has at lease
one interesting plan with its CSE set containing the CSE. In the second phase, each time
when we finish evaluating the expressionMi−1 ⊲⊳ IWi , we removeQi from all the inverted
lists it appears. A CSE can be removed from the global plans if its inverted list is empty.
5.6 Experimental Results
In this section, we present an experimental study to evaluate the efficiency of our join
enumeration algorithms in terms of query optimization time. Sections 5.6.1 and 5.6.2
respectively study the efficiency of our single-query and multi-query join enumeration
algorithms. All the algorithms were implemented in Java and the experiments were per-
formed on an Intel Dual Core 2.33GHz machine with 3.2GB of RAM running Linux.
Generator. We generated different types of queries for our experiments including chain,
cycle, star, clique as well as random acyclic and cyclic queries. The random acyclic
queries were generated using the approach in [67]. To generate random cyclic queries, we
first generated random acyclic queries and then added additional edges into the queries
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Table 5.5: Query generation parameters










to form cycle. Note that all the edges were uniformly chosen to be added. The default
number of edges in a random cyclic query was (N −1)+⌈N(N−1)
2
×0.05⌉ where N is the
number of relations in the query (i.e., the (N − 1) edges were used to generate a random
acyclic query and an additional 5 percentage of edges were added in the query to form
cycle).
Following the discussion from [56, 43, 24], for each query, we generated random relations
and added random attributes with random domain sizes using the parameters in Table 5.5.
Furthermore, we generated both foreign-key join predicates as well as non-foreign-key
join predicates. For each foreign-key join predicate, its selectivity factor is estimated
such that the cardinality of the join result is equal to the cardinality of the relation with
the foreign key. For each non-foreign-key join predicate on attributes A1 and A2, its
selectivity factor is estimated using 1
max(dom(A1),dom(A2))
where dom(Ai) (i ∈ {1, 2}) is
the domain size of Ai. The details of the query generation approach can be found in [56,
43, 24]. Each query was run five times and its average running times was reported. For
random acyclic and cyclic queries, since the running times of generated queries vary due
to the different query graphs, we report the average running time for 10 random generated
queries.
Cost model. To estimate the cost of multi-way joins in the MapReduce framework, we
used the cost model in [5] to estimate the communication cost of multi-way joins (i.e.,
the cost to transfer the map output from map tasks to reduce tasks) and the cost model
in Chapter 4.4 to estimate the remaining cost of multi-way joins including map output
sorting cost, map input reading cost and so on.
5.6.1 Efficiency of Single-Query Join Enumeration Algorithm
In this section, we study the efficiency of our single query join enumeration algorithm.
Figure 5.2 compares our algorithm DPopt against the two baseline algorithms DPset and
DPsize for different query types as a function of number of relations in the queries. Note
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Table 5.6: Improvement factor of DPopt over DPset
Query type Minimum Average Maximum
Chain 56% 110% 168%
Cycle 74% 122% 206%
Star 84% 223% 473%
Clique 6% 10% 14%
Random acyclic 67% 190% 354%
Random cyclic 28% 49% 76%
that since DPsize ran very slowly, we do not show its running times in Figure 5.2 if it did
not finish running within 1 hour. We summarize the results as follows.
First, comparing the two baseline algorithms, DPset significantly outperforms DPsize by
up to two orders of magnitude. For example, when the number of relations in a chain query
is 22, the running times of DPset and DPsize are respectively 4.3s and 1136.7s. This is
due to the large number of integer partitions generated for DPsize which results in a large
number of disjointedness checking as explained in Section 5.4.1. For example, when
the number of relations in a chain query is 15, DPsize generates 668 integer partitions
which results in 17.120.334 disjointedness checking while DPset only needs to check the
connectedness 458.073 times. Since DPsize always runs significantly slower than DPset,
we focus on our comparison for DPopt and DPset in the following.
Second, as the number of relations in the queries increases, the running times of both
DPopt and DPset increase. However, the running time of DPset increases much faster
than the running time of DPopt which therefore increases the winning margin of DPopt
over DPset. For example, for star queries, the wining percentages of DPopt over DPset are
respectively 84%, 107%, 135%, 168%, 197%, 284%, 341% and 473% when the number
of relations in the query are 13, 14, 15, 16, 17, 18, 19 and 20. Table 5.6 shows the
average, minimum and maximum wining percentages of DPopt over DPset for different
query types for the experiments in Figure 5.2. Note that even in the worst case for clique
queries, DPopt still outperforms DPset by 10% on average.
Third, the running time of random acyclic queries falls between the running time of chain
queries and that of star queries. This is expected since chain queries are the simplest
acyclic queries while star queries are the most complex acyclic queries in terms of time
complexity. Similarly, the running time of random cyclic queries falls between the running
time of cycle queries and that of clique queries. Again here, the reason is that cycle queries
are the simplest cyclic queries while clique queries are the most complex cyclic queries
in terms of time complexity.
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(e) random acyclic queries (f) random cyclic queries
Figure 5.2: Efficiency of single query join enumeration algorithms
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Figure 5.3: Effect of number of edges
In additional to the above experiments, for random cyclic queries, we also conducted an
experiment to show the effect of number of edges in the queries. Figure 5.3 shows the
running times as a function of number of edges for cyclic queries with 18 relations. As
the number of edges in the queries increases, the running times of both DPopt and DPset
increase. This is expected since for DPopt, as the number of edges in the queries increases,
it generates more partitions which requires more time to enumerate. For DPset, as the
number of edges in the queries increases, although the number of candidate partitions
remains the same, the connectedness checking for a candidate partition requires more
time since more connected subsets and query plans are stored in the hash table. However,
the running time of DPopt increases faster than the running time of DPset which therefore
decreases the winning margin of DPopt over DPset. For example, the winning percentages
of DPopt over DPset are respectively 96%, 60%, 45%, 24% and 14% when the number of
edges are 18, 23, 28, 33 and 38.
5.6.2 Efficiency of Multi-Query Join Enumeration Algorithm
In this section, we study the efficiency of our proposed multi-query join enumeration
algorithm. To generate a batch of queries, we first generated N (the default value is 10)
relations. As discussed previously, we then generated the cardinalities for each relation
as well as the selectivity factors for each pair of relations representing a join predicate
between them. Finally, each query in a batch was generated as follows: we first randomly
chose a subset of the N relations for the query and then generated a random acyclic query
for the chosen relations. We chose random acyclic queries since they are more common
in real life applications. For example, 20 out of the 22 TPCH queries are acyclic queries.
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(a) Effect of number of queries (b) Effect of number of relations N
Figure 5.4: Efficiency of multi-query join enumeration algorithm
The default number of queries in a batch is 15. For each size of query batch, we randomly
generated 20 batches and their average running time is reported.
Figures 5.4(a) and 5.4(b) respectively show the efficiency of our multi-query join enumer-
ation algorithm as a function of number of queries and number of relations (i.e., N) in a
query batch. For example, when N = 10 and the number of queries in a batch is 20, it
took only 32 seconds to optimize the queries. Note that we separately report the running
times for the two phases of our algorithm. Furthermore, the running times of the first
and second phases can dominate each other in different settings depending on amount of
sharing among the queries. Specifically, if a batch of queries have a lot of CSEs, then the
second phase will run slower than the first phase since the first phase will generate more
interesting plans which requires more time to merge in the second phase. For example,
in Figure 5.4(a), the first phase took longer time to run than the second phase when the
number of queries in a batch are 5, 10 and 15. However, when the number of queries are
20 and 25, the second phase ran longer than the first phase. This is because the number of
CSEs becomes larger when the number of queries increases which results in more inter-
esting plans. For example, the number of interesting plans generated in the first phase are
respectively 12, 80, 149, 435 and 620 when the number of queries are 5, 10, 15, 20 and
25.
To demonstrate the effectiveness of our proposed two pruning techniques (to prune away
non-promising interesting plans), we compare against a naive solution that generates and
stitches the interesting plans without any pruning. Our experimental results show that the
naive solution consumes a lot of memory space and runs very slowly (due to the large
number of interesting plans generated in the first phase and materialized in the second
phase). For example, in the default setting, our approach consumed about 30MB Java
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heap space and took 3 seconds to run while the naive solution ran out of Java heap space 9
after running 6 minutes. Thus, to enable the naive solution to finish running within the
capacity of Java heap size, we setN = 5. Note that even for this setting, the naive solution
ran out of Java heap size after running about 6 minutes when the number of queries in a
batch is no smaller than 15. Thus, we only report the running times when the number
of queries in a batch are 5 and 10. The running times of our approach are respectively
8 and 30 milliseconds when the number of queries in a batch are 5 and 10 while that
for the naive solution are respectively 140 and 990 milliseconds which demonstrates that
our approach is at least one order of magnitude faster than the naive solution due to the
proposed pruning techniques. Furthermore, the number of generated interesting plans in
the first phase for our approach are respectively 12 and 36 when the number of queries in
a batch are 5 and 10 while that for the naive solution are respectively 50 and 111.
5.7 Summary
In this chapter, we have presented a comprehensive study of the OJE problem in the
MapReduce framework. We have studied both the SOJE and MOJE problems and pro-
posed efficient join enumeration algorithms for these problems. Our experimental results
demonstrate that our proposed single query join enumeration algorithm significantly out-
performs the baseline algorithms by up to 473%, and our proposed multi-query join enu-
meration algorithm is able to scale up to 25 queries where the number of relations in the
queries ranges from 1 to 10.
9Given the capacity of 3.2GB RAM, we set Java heap size to be 2.5GB which is also the maximum




In this thesis, we studied three problems using novel MQQ techniques, namely, efficien-
t processing of enumerative set-based queries, multi-query optimization in MapReduce
framework and optimal join enumeration in MapReduce framework. In this chapter, we
summarize our works and highlight some interesting works that are worthy of further
exploration.
6.1 Contributions
Our first contribution is the study of efficient evaluation techniques for enumerative set-
based queries (SQs). While enumerative SQs can be expressed using SQL, existing re-
lational engines, unfortunately, were not able to efficiently optimize and evaluate such
queries due to their complexity as demonstrated by our experimental results. Then we
proposed a novel evaluation approach for enumerative SQs. The key idea is to first par-
tition the input table based on the different combinations of constraints satisfied by the
tuples and then compute the answer sets by appropriate combinations of the partition-
s. In this way, an enumerative SQ is evaluated as a collection of cross-product queries
(CPQs). We presented efficient and scalable MQO heuristics to optimize the evaluation
116
CHAPTER 6. CONCLUSION
of a collection of CPQs. Our experimental results on Postgresql demonstrated that our
proposed approach significantly outperform the baseline solutions by up to three orders
of magnitude.
Our second contribution is the study of multi-query/job optimization techniques and algo-
rithms for a batch of MapReduce jobs. We first proposed two new techniques for multi-job
optimization in the MapReduce framework. The first technique is a generalized grouping
technique (which generalizes the recently proposed MRShare technique) that merges mul-
tiple jobs into a single job thereby enabling the merged jobs to share both the scan of the
input file as well as the communication of the common map output. The second technique
is a materialization technique that enables multiple jobs to share both the scan of the input
file as well as the communication of the common map output via partial materialization
of the map output of some jobs (in the map and/or reduce phase). Then we proposed a
new optimization algorithm that given an input batch of jobs, produces an optimal plan
by a judicious partitioning of the jobs into groups and an optimal assignment of the pro-
cessing technique to each group. Our experimental results on Hadoop demonstrated that
our new approach significantly outperforms the state-of-the-art technique, MRShare, by
up to 107%.
Our third contribution is the study of the optimal join enumeration (OJE) problem and pro-
posed efficient join enumeration algorithms for the problem in the MapReduce paradigm.
We first studied the SOJE problem which serves as a foundation for our study on the
MOJE problem. Specifically, we first studied the complexity of the SOJE problem in
the presence of multi-way joins for different query graph types (chain, cycle, type and
clique). We then proposed both bottom-up and top-down join enumeration algorithms for
the SOJE problem with an optimal complexity w.r.t. the query graph based on a proposal
of an efficient and easy-to-implement plan enumeration algorithm. Based on the proposed
single-query join enumeration algorithm, we then presented an efficient multi-query join
enumeration algorithm. Our experimental results demonstrated the efficiency of our pro-
posed algorithms.
6.2 Future Work
In this section, we discuss some interesting future directions related to the problems ex-
amined in this thesis.
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Finding interesting answer sets for enumerative SQs. Since the number of answer
sets for some enumerative SQs could be very large, it is essential to help users to browse
through all the ”interesting” answer sets. Two standard criteria for ”interestingness” in
the database context are top-k [19] and skyline [11] . Thus, one interesting direction is
to examine the evaluation of top-k enumerative SQs. In particular, if the ranking function
F is a distributive monotone function as defined in Section 3.7.2, then the sort-based
evaluation can be optimized as follows. In the partitioning phase, we generate partitions
that are sorted on F (t) by sorting the input relation on the composite key (pid, F (t))
where pid is the assigned partition identifier. In the enumeration phase, we apply existing
rank join algorithms [35] to incrementally produce the ranked answer sets for each vpset
and apply the well-known TA algorithm [19] to retrieve the top-k answer sets for all the
vpsets.
Another interesting direction is to investigate the set skyline operator in conjunction with
our work to retrieve non-dominated sets which is essentially a generalization of the tu-
ple skyline operator [11] to retrieve non-dominated tuples. To evaluate the set skyline
operator in conjunction with enumerative SQs, the most general approach is to first enu-
merate all the answer sets for enumerative SQs using our proposed approach followed
by pruning way the dominated sets. While there has been one preliminary work [71] to
integrate these two works to improve the query performance, their work is very limited by
assuming either fixed set cardinality or in-memory data which thus can not be applied for
our problem. As a result, we plan to investigate techniques to integrate these two works
to reduce the evaluation cost for both the set skyline operator as well as the enumerative
SQs.
Comprehensive optimization framework in the MapReduce paradigm. Our work on
the MOJE problem focuses on CSEs that produce the same results. However, in real life
applications, it is common to have some subexpressions whose results have overlap or
containment relationships. We denote these subexpressions as sharable subexpressions
(SSEs). To explore the sharing for both CSEs and SSEs, a simplistic solution is to apply
a two-phase approach. The first phase translates the queries into jobs to share the compu-
tation of the CSEs using our multi-query join enumeration algorithm. The second phase
applies our multi-job optimization techniques on the translated jobs to share the computa-
tion of the SSEs. However, this two-phase solution is suboptimal since we do not consider
the SSEs when we choose the global plan in the first phase. Thus, an interesting direction
for future work is to investigate a single phase approach to choose the global optimal plan
for a batch of queries to share the computation of both CSEs and SSEs.
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