This paper is concerned with the variable initial states problem in iterative learning control (ILC) for linear continuous systems. Firstly, the properties of the trajectory of 2-D continuous-discrete Roesser model are analyzed by using Lyapunov's method. Then, for any variable initial states which absolutely converge to the desired initial state, some ILC design criteria in the form of linear matrix inequalities (LMI) are given to ensure the convergence of the PD-type ILC rules. The convergence for variable initial states implies that the ILC rules can be used to achieve the perfect tacking for variable initial states, even if the system dynamic is unknown. Finally, the micropropulsion system is considered to illustrate efficiency of the proposed ILC design criteria.
Introduction
During the past two decades, a great deal of attention has been paid to the ILC. This is a particularly interesting control algorithm since it can progressively improve the tracking performance of the systems by a learning mechanism using the information of errors and inputs in the preceding trials. Consequently, there have been a lot of ILC techniques presented in the area of control systems (see the books [1, 2] , the recent survey paper [3] , and references therein).
In general, a boundary condition named as identical initialization condition ( . . ) is indispensable to achieve the perfect tracking performance of ILC rules. However, for many practical control systems, . . is hardly achievable. Therefore, the variable initial states problem in ILC is frequently investigated. For example, in [4] , for linear timevarying systems, an initial state learning algorithm has been proposed to achieve perfect tracking by making the initial state a convergent sequence, which requires the initial states are accessible and reachable. If the initial states are only accessible, an alternative is introduced in [5] for nonlinear systems by revising the target trajectory nearby the initial state into a new one. For a class of nonlinear systems with some different initial conditions, the convergence property of ILC was deeply investigated in [6] . Furthermore, if the system input matrix is accurately known, it is shown in [7] that the perfect tracking also can be achieved for any bounded initial tracking errors.
In recent years, the 2-D system theory was successfully and widely introduced to the ILC approach (see [8] [9] [10] [11] [12] [13] ). However, the . . is still a fundamental assumption for the perfect tracking. For example, for a linear continuous system with . . , the 2-D system theory based ILC method was presented in [8] . Furthermore, it is worth noting that Lyapunov stability theory of 2-D nonlinear systems is deeply studied under some special boundary conditions (see [14] [15] [16] [17] ). It motivates the authors to relax the . . of ILC for linear continuous systems by using 2-D system theory. This is the origin of this study.
The organization of this study is as follows. In next section, the convergence of the trajectory of 2-D continuousdiscrete Roesser model with respect to the discrete time index is investigated. In Section 3, some sufficient conditions in the form of LMI are derived to guarantee the convergence of PDtype ILC rules for any initial states which absolutely converge to the desired initial state. It implies that the perfect tracking can be fulfilled for variable initial states even if the system dynamics are unknown. In Section 4, the micropropulsion system is given to show the effectiveness of the results presented in the study.
Notations. Let R denote the -dimensional Euclidean space, R × the set of all × real matrices, R × + the set of all × real matrices with nonnegative elements, R + the set of all nonnegative real numbers, and Z + the set of all nonnegative integers. denotes the × identity matrix, ‖ ⋅ ‖ the usual Euclidean norm, and (⋅) the spectral radius.ẋ ( , ) denotes the partial derivative x( , )/ and " * " the elements below the main diagonal of a symmetric matrix.
2-D Continuous-Discrete System Theory
Consider the following 2-D continuous-discrete Roesser model:
where
] ∈ R is the state, where ] is the system matrix with the submatrices , , = 1, 2 of appropriate dimensions.
Lemma 1. For a time-invariant linear discrete system x(
Proof. It is easy to see that ( ) = (0)+∑
−1 =0
( −1− ). Note that there exist real constants > 0 and 0 < < 1 such that ‖ ‖ ≤ if ( ) < 1. So it follows that
Note that Our goal in the section is the following.
Theorem 2. Suppose 2-D continuous-discrete system (1) satisfy boundary condition
Then, the 2-D system trajectory satisfies
if there exist symmetric positive definite matrices
, )) < 0 which is equivalent to the inequality (6), where
which implies
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and lim → ∞ x ℎ ( , ) = 0 if the boundary condition (4) and the inequality (6) hold. Note that the inequality (6) implies (A 22 ) < 1. Therefore, the proof is completed.
2-D Iterative Learning Algorithm
Consider the following time-invariant linear continuous systemẋ
where ∈ [0, ] is the continuous-time index, ∈ [0, ∞) is the iteration index; x( , ) ∈ R , ( , ) ∈ R , and y( , ) ∈ R are the state, input, and output, respectively; A ∈ R × , B ∈ R × , and C ∈ R × are real matrices. An ILC rule is given as
where Δu is the modification of input that will be designed later. Then, one can now introduce the following definition. 
Now, let us consider the boundary conditions. From the boundary condition (4) of 2-D system (1), the boundary condition of the 2-D system (9)-(10) can be assumed to be absolutely convergent; that is,
It implies that ∑ ∞ =0 ‖ (0, )‖ < ∞ and lim → ∞ y(0, ) = y (0). Without loss of generality, the initial input can be chosen as zero; that is, u( , 0) = 0, ∀ ∈ [0, ]. Furthermore, it is obvious that ‖e( , 0)‖ ≤ ‖ẏ ( )‖ + ‖CA‖‖x( , 0)‖ < ∞. Thus, the initial states of 2-D error system (11) satisfy the boundary condition (4). It implies that Theorem 2 can be used to analyze the convergence of 2-D systems (9)-(10). (9) and (10) satisfy the boundary condition (12) . If there exist symmetric positive definite matrices P 1 ∈ R × , P 2 ∈ R × and real matrices
Theorem 4. Suppose 2-D systems
holds, where Π 11 = P 1 A + (BQ 1 ) + AP 1 + BQ 1 , then the PD-type ILC rule
is convergent with
Proof. It is not hard to see that the system matrix of 2-D error system (11) with ILC rule (14) is
From Theorem 2, the asymptotic stability of 2-D error system (11) with ILC rule (14) can be guaranteed by the following inequality:
× are symmetric positive definite matrices. By using the well-known Schur complement lemma, the inequality (16) can be rewritten as
Pre-and postmultiplying the above inequality by the matrix diag{W
Then, it is not hard to show that the inequality (18) can be rewritten as the LMI (13) . It implies that the LMI (13) 
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From Theorem 4, we can easily obtain the following theorem. (9) and (10) satisfy the boundary condition (12) . If there exist symmetric positive definite matrices P 1 ∈ R × , P 2 ∈ R × and real matrices Q 2 ∈ R × such that the following LMI
Theorem 5. Suppose 2-D systems
holds, then the ILC rule
Furthermore, the boundary condition (12) can be further relaxed if the system dynamic is known; that is, the system matrices , B, are accurately known. Remark 7. Theorems 4-6 can be considered as extensions of the results in [8] . The construction method of 2-D error system (9) is different with that in [8] , which makes us be able to analyze the variable initial states. From Theorems 4 and 5, we can see that the PD-type ILC rules can be used to achieve the perfect output tracking for linear continuous systems with any variable initial states which absolutely converge to the desired initial state, even if the system dynamics are unknown. Furthermore, the absolutely convergent boundary condition (12) can be relaxed to be convergent, but the system dynamic must be accurately known (see Theorem 6). 
Application to Micropropulsion System
To illustrate the efficiency of the proposed ILC design criteria, we consider the micropropulsion system shown in Figure 1 . The thrust of the micropropulsion system can be continuously controlled by adjusting the current. Since the thrust is difficult to be real-time detected, the mass flow rate is measured and fed back. Meanwhile, the relationship between mass flow rate and thrust will be demarcated by experiments. As we know, the micropropulsion system is a classic nonlinear system but could be approximated as a linear system in the current interval [70, 120] mA. In this interval, the dynamical model of the micropropulsion system could be presented as
which can be realized in state-space model (9) with = 20, = 8.92, = 1, where = is the mass flow rate (mg/s) and is the current (mA). In the field of aerospace and medicine, the micropropulsion systems are sometimes required to repetitively output thrust or mass flow. As such, assume the admired mass flow rate ( ) = 4 sin(5 ) + 12 (mg/s), ∈ [0, 2] and the initial states (0, ) = 0.9 + 12. By solving the LMI (13), we obtain the PD-type ILC law (14) with 1 = −2.28, 2 = 0.06. Under the PD-type ILC law, the convergence profiles of the total square error E( ) = ∫ =0 | ( ) − ( )| for simulation and actual operation along the iteration axis are demonstrated in Figure 2 .
Conclusions
The main contribution of this study is to show that the perfect tracking for linear continuous systems by ILC can be achieved for variable initial states which absolutely converge to desired initial state, even if the system dynamics are unknown. In order to show this result, the convergence of the trajectory of 2-D continuous-discrete Roesser model is investigated by using Lyapunov's method. The efficiency of the proposed ILC design criteria is demonstrated by the micropropulsion system. Furthermore, it is well known that the 2-D systems are closely associated with the ILC and partial differential equations (see [18] ). By studying the asymptotic stability of 2-D systems with proper boundary conditions, interesting results may be obtained for ILC and partial differential equations and others.
