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Abstract
Unmanned aerial vehicles are expected to fulfill increasingly complex mission requirements
but are limited by their inability to efficiently perform high-angle-of-attack maneuvers at low
Reynolds numbers, while birds seem to perform these maneuvers with little effort. Birds use
a passively-deployed feather called the covert feather to correct for flow reversal over their
wings during high-angle-of-attack maneuvers, thereby delaying the onset of stall. The overall
research goal is to extend the understanding of the covert feather’s role during flight in nature
and learn from it to increase the mission adaptability and agility of engineered aerial vehicles
during high-angle-of-attack maneuvers and during gust. This thesis presents experimental
lift results that show the benefits of attaching a covert-inspired flap to the suction side of
an airfoil. Results from a CFD solver are compared to the experimental results and show
good agreement. Furthermore, this work reports on the development of a low-order discrete
vortex model meant to predict the lift of an airfoil with a covert-inspired flap. Results show
that the discrete vortex model is able to reproduce the experimental results for certain flap
deflection angles.
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Cdu Uncorrected drag coefficient
C` Lift coefficient
C`u Uncorrected lift coefficient
DB Drag due to buoyancy
DVM Discrete Vortex Model
`flap Length of the flap




u,w Components of total velocity
V Velocity
V Volume
xflap Location along the chord of the flap root
α Angle of attack
β Deflection angle of flap
Γ Circulation
δ∗ Displacement thickness
ε Streamline curvature correction factor
λ Shape factor





As unmanned aerial vehicles, or UAVs, take on larger and more complex roles in military
and private sectors, their ability to perform complex maneuvers and handle a wide range of
unfavorable flight conditions becomes increasingly essential. The nature of a UAV’s mission
might require it to perform high-angle-of-attack maneuvers, fly at slow and fast speeds, or
fly through wind gusts of differing severity, all while maintaining a line of sight on a target
or keeping an important package secured. The flight regime in which UAVs fly make them
especially prone to flow reversal over their wings while encountering a gust or performing a
maneuver at a high angle of attack. Flow reversal can lead to separation and eventually stall,
which reduces or eliminates the UAV’s ability to produce lift. Delaying stall and controlling
separation are crucial during slow speed and high-angle-of-attack maneuvers, such as landing
and perching. Moreover, delaying stall enables flight through gusts where a sudden change
of wind speed and direction can correspond to an abrupt increase in angle of attack.
While small man-made fliers continue to struggle to overcome these shortcomings, na-
ture’s fliers seem to handle all of a UAV’s mission requirements with ease. Birds are able
to adapt to harsh flight conditions, perch, land, and even hover when necessary. Research
suggests that the apparent ease with which these birds perform these tasks is due to the
behavior of the birds’ feathers, which sometimes act like small deployable structures. These
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(a) (b)
Fig. 1.1: (a) Major types of wing feathers. (b) A Steppe eagle upper wing surface showing
the various feathers. P: primary feathers, S: secondary feathers, pc: primary covert
feathers, A: Alula feathers, sg: The greater secondary covert feathers, sm: the
median secondary covert feathers, and sl: the lesser secondary covert feathers. [2]
structures can mitigate the adverse pressure effects over a bird’s wing, increase the maximum
lift produced by the wing, delay stall, and control flow separation. The wing feathers that
are thought to be responsible for all of this are known as the covert feathers, shown in Figure
1.1. The covert feathers make up almost as large a proportion of the total wing surface area
as the other feathers combined. The coverts provide all of the upper surface contour and
most of the lower surface contour over the thick forward sections of the airfoil [1]. There are
several types of covert feathers, as shown in Figures 1.1a and 1.1b.
The exact mechanisms by which the covert feathers achieve these supposed functions have
been debated both in the engineering and biology communities. While some research efforts
suggest that they operate similar to leading edge Kruger flaps, others claim that they act as
vortex generators [3]. Recent studies based on free flight videos of a Steppe eagle propose that
covert feathers are nature’s equivalent of wing aero-elastic devices [2]. Observation of covert
deployment on bird wings leads to the assumption that covert feathers deploy depending on
the flight conditions. For example, during high-angle-of-attack maneuvers such as landing,
taking off, and perching, the lesser covert (sl) feathers on the lower side of the wing may be
more likely to deploy, as shown in Figure 1.2a. Conversely, the upper wing greater covert
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(a) (b)
Fig. 1.2: (a) An owl during a perch with the lower wing lesser secondary covert feathers
deployed. (b) A Steppe eagle with the upper wing greater secondary covert feathers
deployed.
(sg) feathers may deploy during gust conditions, as shown in Figure 1.2b. The deployment of
the covert feathers can increase the maximum lift coefficient and prevent stall, which enable
the birds to fly at slower speeds, fly in gusts, and land in adverse weather conditions.
The ability of birds’ wings to continue to produce lift even at high angles of attack has
been explained by multiple researchers as a “pressure dam” effect [4, 5]. As a bird wing’s
angle of attack increases from zero, the flow over the wing separates at points increasingly
closer to the leading edge. Whenever separation occurs, the ability for that section of the
wing that is in separated flow to produce lift diminishes. In other words, if the wing needs to
produce more lift, then more of the wing should be in regions of attached flow. The covert
feathers act to delay the forward progression of the separation point. This means that, for
a range of angles of attack, the covert feather essentially puts more of the wing in regions of
attached flow. This increases the lift that is produced by the wing at those angles of attack.
Another way to look at it is to say that the covert feather dams the pressure for certain
angles of attack such that the separation point is trapped and can’t progress forward for
certain angles of attack.
In addition to using the covert feathers as a means of improving lift characteristics of a
wing, birds may use covert feathers as part of a feedback system that allows them to alter
their motions while flying to achieve better aerodynamics. Research suggests that there are
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small sensors at the base of covert feathers that send signals to the bird’s brain, informing
the bird of specific flow conditions such as airspeed and how much of the wing might be
in separated flow. [6, 7] This allows the bird to adjust its flight in order to improve its
aerodynamics.
All of these benefits of the covert feather make it a good candidate for study while aiming
to improve the aerodynamics of man-made aerial vehicles.
1.1 Research Objectives
This work is part of a larger effort to extend the understanding of the role of birds’ covert
feathers during flight in order to mimic their functionality on UAVs. The goal is to design
covert-inspired deployable structures that, when distributed along the wing span and chord,
can mimic the function of the covert feathers such that some of the aerodynamic benefits
are realized. In order to design such structures, an aeroelastic model must be developed that
will aid in the investigation of the effect that the deployable devices’ location, stiffness, and
distribution along the wing has on the aerodynamic performance. Moreover, the deployment
mechanism should be adaptive such that when the structures are not deployed, the vehicle
can maintain its performance during flight conditions where flow reversal is not an issue (e.g.
cruise). With the development of an aeroelastic model that captures the aerodynamics and
the structural dynamics of a wing with a covert-inspired structure, the goal is to optimize
the design in order to improve the performance of UAVs as much as possible.
This work fits into the overall objective as it develops a tool that models the unsteady
aerodynamics of a wing with a covert-inspired flap attached to it. This works seeks to con-
tribute to the overall research objective in two specific ways: (1) verify experimentally that
a covert-inspired flap does indeed have beneficial effects on lift generation or stall mitigation
and (2) develop a low-order tool that predicts the unsteady aerodynamics and that will be
compatible with a structural dynamics code and optimizer.
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1.2 Prior Relevant Work
1.2.1 Covert-Inspired Design
There have been several studies, both numerical and experimental, that show either an
increase of post-stall lift or an increased stall angle of attack due to covert-inspired flaps.
Meyer et al. [8] conducted a study that included both experimental and numerical analyses
of a self-adjusting flap. They tested a single movable flap attached to a HQ17 wing in a
wind tunnel, and developed a high-fidelity code that combined unsteady Reynolds-averaged
Navier-Stokes simulations with large eddy simulations. Their tests and simulations were
performed at a Reynolds numbers of about 1 × 106. They determined that the lift of the
overall system could be enhanced by up to 10% by using a single flap on the suction side
near the trailing edge of the wing. It was also determined that the main effect of the flap is
blockage of reversed flow from the trailing edge to the leading edge. This led to a delay of flow
separation. The results of their analyses led them to conclude that the equilibrium position
of a self-adjusting flap does not produce maximum lift, but that a lower flap deflection angle
might. The authors suggest a torsion spring could be used to reduce the flap angle to achieve
maximum lift for a particular configuration.
A similar study was conducted by Kernstine et al. [9]. This study was conducted to
analyze the effect of flap placement, flap size, and flap number on the overall lift. Wind
tunnel tests at a Reynolds number of between 1× 105 and 5× 105 with a NACA 2412 airfoil
showed that post-stall lift could be increased using a flap whose length was between 10%
and 20% of the chord. Wind tunnel experiments by Johnston and Gopalarathnam [4] at a
Reynolds number of 4 × 105 also showed that post-stall lift was enhanced. Furthermore, it
was noted that the flaps postponed stall by 4-8◦ and made the stall behavior more gentle.
It was also found that the presence of the flaps caused the drag to be reduced at high angles
of attack.
Another study at a different Reynolds number of a self-adjusting flap was conducted
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by Schlüter. Water tunnel tests conducted by the authors at a Reynolds number of about
4× 104 also showed that post-stall lift is enhanced. [5] Based on all the prior relevant work,
post-stall lift enhancement due to the presence of a deployable flap was reported for a wide
range of Reynolds numbers (from 4× 104 to 1× 106). This is important to note because the
target for the current study is small UAVs which operate in that range.
Schlüter was also involved in another study that investigated 3D effects of self-activated
flaps on wings. Wang and Schlüter [10] performed a series of wind tunnel tests that studied
the effects of flap span, flap chord length, and flap position along the wing’s chord line. They
concluded that placing a flap near the wing tip has little to no effect on the lift and that best
performance is achieved when the flap span covers 80% of the wing span, leaving the 20%
next to the wing tip clear. They also showed that changing flap length and location along
the wing’s chord in a 3D model showed the same trends as those obtained in a 2D model.
Researchers have not only explored the passive nature of covert feathers (as with self-
activated flaps in the studies previously mentioned), but they have also investigated active
control techniques to mimic the functionality of covert feathers. Blower et al. [11] designed
a wing structure with an array of panels that are actuator-controlled that mimic the func-
tionality of covert feathers. The authors implemented a feedback loop such that a panel’s
orientation is changed by an actuator in response to inbound gusts. Dhruv et al. [12] devel-
oped a low-order panel method with vortex particle wakes to analyze the aerodynamics of
such a system.
The deployment of the covert feathers in nature is an example of mixed shape control. It
is demonstrated by the combination of active and passive control mechanisms. For example,
the tips of the covert feathers may deploy passively due to flow reversal. As this happens,
mechanoreceptors at the base of the feather sense the flow properties over the wing and
adjust the feather and overall wing shape. Mechanoreceptors are sensory nerve endings that
can respond to changes in pressure or position. These mechanoreceptors found at the base of
the covert feather was studied extensively by Brown and Feedle [6]. Additional experiments
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reveal that the mechanoreceptors’ response varies depending on their location [7].
The previously mentioned studies have furthered our understanding of how covert feathers
might be beneficial in modern aircraft. The present study will add to that understanding by
developing a low-order aerodynamic model that can be used in conjunction with a structural
model to efficiently find designs that will significantly improve the lift of a wing.
1.2.2 Modeling Flow Separation with Vortex Methods
A more in-depth commentary on the history and development of vortex methods than what
will be mentioned here is presented by Clements [13] and Leonard [14].
Vortex methods date back to at least 1931 when Rosenhead [15] replaced a detached
vortex sheet with what he called a distribution of “finite elemental vortices” along the trace
of the vortex sheet in an inviscid fluid model. Rosenhead assumed that the line joining these
vortices at any instant was an approximation of the actual shape of the vortex sheet and
used a numerical time stepping method to determine the paths of these vortices. Rosenhead’s
method correctly predicted wake roll-up for a number of cases, but failed in others. Chorin
[16] concluded that Rosenhead’s point vortex approximation was walid as long as some type
of smoothing was applied to the vortices to numerically compensate for their singular nature.
The inviscid discrete vortex model that dated back to Rosenhead was eventually extended
to include the effects of viscosity. Belotserkovsky [17, 18] suggested that the vortex flow
depended less on the criterion of boundary layer separation and the formation of vortices
than it did on the interaction of vortices with each other and the surface of the body. This
meant that a detailed model of the boundary layer development and separation was less
important than what the separated shear layer did in the wake. This simplified the analysis
and implied that if one could determine the point of separation and the strength of the shed
vortex, the vortex flow and resulting forces acting on the body could be captured by letting
the shed vortices evolve with the local flow without complex modeling of what happened
within the boundary layer.
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Belotserkovsky and Katz [19] both present methods for modeling the separated wakes.
The method for determining the strength of the separated vortex presented by Katz can be
applied to separation at any point along the body. Most modern research, however, models
separation at either the trailing edge or leading edge of airfoils. Robertson and Reich [20],
for example, made use of discrete vortex method to model the unsteady aerodynamics of a
wing during a perching maneuver. The code they developed modeled separation from the
trailing edge when the wing was at a low angle of attack and from the leading edge when
the wing reached some angle of attack that signaled that the wing had stalled. For the
case when separation occurred at the leading edge, they used Uhlman’s method to calculate
forces instead of a more traditional implementation of the Bernoulli equation. The results
they collected from their 2D code compared very well to experiments and tended to be much
faster than an equivalent CFD analysis. The results from the 3D version of their code also
agreed well with experiment while taking much longer than the 2D case, but still shorter
than an equivalent CFD run.
Wang and Eldredge [21] also used discrete vortex methods to model separation at the
leading edge of a flat plate. They, however, explored different ways of convecting the sepa-
rated vortices and varying the separated vortices’ strength. They proposed a new equation
for convecting the separated vortices that equated the rate of change of a vortex’s impulse
with that of an equivalent surrogate vortex with constant strength. Their method was shown
to agree better with experimental results than the more traditional convection methods of
the Brown-Michael model. They also used a method of calculating forces that calculates lift
directly from vortex strength instead of calculating lift based on pressures calculated from
velocity, which is dependent upon vortex strength.
These studies modeled separation at the leading edge or the trailing edge of the wing, but
nowhere between those two points. The work presented in this thesis modeled separation





2.1 Definition of Parameters for Current Work
Figure 2.1 defines several parameters used in this work, specifically the angle of attack (α),
the flap deflection angle (β), the location of the root of the flap along the chordline of the
airfoil (xflap), and the length of the flap (`flap).
Some important parameters and their values as used in the aerodynamic models are as
follows:
Fig. 2.1: Definition of four important geometrical parameters used in this study.
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Airfoil: NACA 2414
Reynolds Number = 200,000
xflap = 0.8c
`flap = 0.15c
α = 0◦ - 28◦
β = 0◦ - 75◦
Throughout this paper, the term “clean airfoil” will be synonymous with a flap deflection
angle β = 0◦.
2.2 Wind Tunnel Experiments with Force Balance
2.2.1 Test Objectives
The objectives for the wind tunnel experiments included: (1) independently verify that
covert-inspired flat plate structures attached to a wing do indeed enhance the lift charac-
teristics of a wing, and (2) provide lift measurements to be used in tuning the low-order
computational model.
The tests took force data for the wing assembly at different angles of attack and different
flap deflection angles at a Reynolds number of 200,000. The angle of attack values that were
tested were:
α = 0, 5, 8, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 26, 28
The flap deflection angles that were tested were:
β = 0, 15, 30, 45, 60, 75
Three readings were taken for each combination of α and β.
10
Fig. 2.2: Rendering of the experimental setup used to gather force data for the wing/flap
assembly.
2.2.2 Experimental Setup
Figure 2.2 shows the experimental setup inside the wind tunnel test section. Important
components are labeled and include the splitter plate and base plate, the force balance, the
rotary table, the wing, and the flap.
Wind Tunnel The wind tunnel used in the experiment was located in the Talbot
Laboratory at the University of Illinois at Urbana-Champaign. It is a closed-section, open-
loop, constant pressure wind tunnel. It has a total of four test sections, shown in Figure
2.3. Each test section measured 90 cm in width and 45 cm in height. The experiment was
conducted in the test section that was furthest upstream since the boundary layer was less
developed there than in the other test sections. Adrian et al. [22] provides more details
about the wind tunnel.
Splitter Plate Ideally, wind tunnel test sections for two-dimensional testing are much
taller than they are wide. That was not the case with the wind tunnel used in the current
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Fig. 2.3: The wind tunnel used for collecting force data and PIV data.
work. An alternative to building a wall-to-wall model, which could produce additional
difficulties and expense, is to use splitter plates. Splitter plates are flat plates that are
inserted into the test section of a wind tunnel to essentially make the test section smaller.
This means it would be relatively easy to turn a short, wide test section into a tall, thin
test section. Here, one splitter plate was placed close to a tunnel wall to create a tall test
section. Using splitter plates to conduct two-dimensional tests does have its complications.
Some of those will be discussed here.
A series of tests conducted by Schuster [23] at the NASA Langley Research Center’s
Transonic Dynamics Tunnel reviewed the effect of splitter plates on the operation of the
wind tunnel. It was found that blockage due to a splitter plate had a significant effect on
the flow, as did the pressure distribution over the plate. Despite the fact that the flow
velocities in the current experiment differed from that examined by Schuster, corrections
were implemented here. Corrections for solid blockage were implemented as discussed in
Section 2.2.3.
Schuster found that there was a significant suction peak near the leading edge of the
splitter plate. One reason for the presence of a suction peak in experiments using a splitter
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plate could be that the local flow at the leading edge of the splitter plate is angled (due to
the splitter plate being installed incorrectly or due to such phenomena as spillage effects or
entrainment effects, which will be discussed later). This effectively means that the forward
section of the splitter plate has some angle of attack. It has been shown [23], however,
that local flow angularity is not the only important factor that might generate a suction
peak. The geometry of the leading edge of the splitter plate also plays an important role.
In fact, for some flows, the leading edge geometry dominates and local flow angularity can
be neglected. It was found that leading edges that were tapered reduced the severity of the
suction peak at the leading edge.
The pressure distribution over the splitter plate depends to a large degree on the flow
velocity. The flow velocity for the current work was low enough that a large suction peak
probably wouldn’t develop. Nevertheless, because it was easy to taper the leading edge of
the splitter plate, that correction was implemented.
Three other important effects of a splitter plate inside a wind tunnel were identified by
Giguère and Selig [24] as spillage, entrainment, and blockage effects. These effects make it
especially difficult to correctly predict what the dynamic pressure is at the model. Spillage is
when air that would have traveled over the model is diverted to the other side of the splitter
plate. This occurs because of the presence of the model and its wake. Entrainment is when
the boundary layer on the tunnel wall and the boundary layer of the splitter plate meet
and block the flow from traveling smoothly between the splitter plate and tunnel wall. This
irregularity did not occur in the current setup because the splitter plate and wind tunnel
wall were spaced sufficiently far apart. Blockage effects arise as the presence of the splitter
plate restricts flow. Blockage effects are discussed in Section 2.2.3.
These three effects make it difficult to correctly predict the dynamic pressure at the
model. This is further complicated as the angle of attack of the model is changed and solid
and wake blockage corrections change. Typically, in order to mitigate these issues, one of
two things are done [24]: (1) flaps are attached to the trailing edge of the splitter plates that
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move as the angle of attack of the model changes. If done correctly, this ensures constant
flow between the splitter plates and tunnel walls, which ensures constant flow between the
splitter plates. This is not uncommon, but it is complex and was not implemented here;
(2) the velocity between the splitter plates is measured directly then corrected due to the
proximity of the measurement probe to the model. This is the method that was adopted for
this work and its associated correction is discussed in section 2.2.3.
Wing and Flap The wing and its accompanying flap are shown in Figure 2.4. The
airfoil used was NACA 2414 with a chord length of 120 mm. The flap was attached to the
wing via a 2-dimensional ball-and-socket joint. This allowed the flap to rotate inside the wing
without losing contact with the wing. Flap deflection angles were measured using wedges of
varying angles. The wedges were inserted between the top of the wing and the bottom of
the flap. Two base plates were attached to both ends of the wing (see Figure 2.5a). These
base plates were circular and would later be inserted into circular holes in the wind tunnel
wall and the splitter plate (see Figures 2.5b and 2.5c). The circular interfaces allowed the
wing assembly to rotate inside the wind tunnel. The flap was fixed in place at the ends by
inserting a screw through a small tab on the wing and then through a slot in the base plate.
The slot was cut in an arch whose center matched the flap’s center of rotation. This allowed
the screw to follow the path of the slot even while the flap was rotating. A nut was secured
to the end of the screw and tightened in order to fix the flap at a certain deflection angle.
Force Balance and Rotary Table The wing assembly was attached directly to an
ATI Gamma 6-axis force/torque sensor whose sensitivity is 6.25×10−3 Newtons. The force
sensor was mounted to a precision rotary table. This rotary table was a rotating platform,
driven by a stepper motor, that allowed for angular rotation resolution of ±0.0125◦. This was
how the angle of attack of the wing assembly was measured and controlled within the wind
tunnel. An Arduino Uno R3 was used to control the precision rotary table. The precision
rotary table was fixed to an assembly that fit into a circular hole in the wind tunnel wall.
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(a) (b)
Fig. 2.4: (a) Rendering of wing model with flap. While the setup would normally have two
end plates, only one is shown here. (b) A closer view of the flap joint. It is a
ball-and-socket type joint. The center of the joint is also the center of the arc cut
into the end plate.
The rotary table and force balance are shown mounted in the assembly that attached to the
wind tunnel in Figures 2.6a and 2.6b. The complete assembly, including the stepper motor,
mounted to the tunnel wall can be seen in Figures 2.6c and 2.6d.
Pitot-static Tube A standard pitot-static tube was used to measure the flow velocity.
This was placed upstream of the wing assembly and between the splitter plate and wind
tunnel wall. This was done to account for any differences in freestream velocity that might
be due to the presence of the splitter plate itself. Stagnation and static pressures were
acquired by a differential pressure transducer and processed by a National Instruments data




2 (Pstagnation − Pstatic)
ρ
(2.1)
where P is pressure and ρ is density of the air.
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(a) (b) (c)
Fig. 2.5: (a) Assembling a set of clear acrylic end plates to the wing model, which has
temporarily been wrapped with black tape. (b) A view from downstream of the
wing assembly. Here, the flap can be seen at a high flap deflection angle. (c)
Another view from downstream of the wing assembly that shows the splitter plate
and force balance (outside the wind tunnel).
2.2.3 Wind Tunnel Boundary Corrections
The flow around a wing behaves differently in a wind tunnel than it would in open air. For
this reason, several corrections have to be made to account for these differences. Here, five
correction are considered. One correction, that for horizontal buoyancy, was implemented by
physically altering the wind tunnel itself and so no mathematical correction was necessary.
The circulation correction was applied to the flow velocity. The corrections for blockage
and streamline curvature, which were applied to the lift coefficient, were applied after the
circulation correction had been applied. The blockage and streamline curvature corrections
were implemented using the equation [25]
C` = C`u(1− σ − 2 ε) (2.2)
where C`u is the uncorrected lift coefficient and where σ and ε are blockage and streamline




Fig. 2.6: (a) The rotary table (without the stepper motor installed) fixed inside the mounting
fixture. (b) The force sensor mounted to the rotary table. (c),(d) The mounting
fixture as it appeared during testing.
Buoyancy Buoyancy effect is when there is an apparent increase in drag because of
the fact that the model is operating in a pressure gradient. This pressure gradient is a
result of the boundary layer growth along the wind tunnel walls. The presence of boundary
layers effectively decreases the cross-sectional area through which air is flowing and creates
a negative pressure gradient in the direction of the flow. As an illustration of this effect,
consider a balloon that is placed under water. The pressure below the balloon is higher than
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the pressure above the balloon. A force results from this pressure difference that moves the
balloon upward. For a model in a wind tunnel, the pressure upstream of the model is higher
than the pressure downstream. This pressure difference creates a force in the downstream
direction. This force is an apparent increase in drag.








where λ2 is some shape factor, t is the thickness of the model, and dPdl is the pressure gradient.
The pressure gradient can be predicted using the displacement thickness, δ∗, or, as is usually
done, it can be measured with a device in the wind tunnel. As is usually the case, this effect
was corrected for in this work by diverging the wind tunnel walls.
Circulation The circulation from a lifting airfoil inside a wind tunnel induces a velocity
on a pitot tube [24]. This means that the flow measured by the pitot tube is not at the true
freestream velocity. In order to correct for this discrepancy, the lifting airfoil was modeled
by a single bound vortex at the quarter-chord line. Then, in order to model the wind tunnel
walls, an infinite system of mirror images was developed [26]. The velocity induced at the
pitot tube was then a summation of the velocities induced by the bound vortex and all of
the mirror images.
The same reasoning applies to a splitter plate that, for whatever reason, may not be
perfectly parallel to the flow. If it is not perfectly parallel to the flow, it will create lift and
may need this correction applied.
A simple algorithm [24] for applying this method of infinite mirror images follows:
1. Inputs. There are two inputs: measured velocity at the pitot tube (Vp) and measured
lift (L′u)
2. Initial estimate. Set the initial estimate for freestream velocity (V̂∞) equal to the
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measured velocity.
V̂∞ = Vp (2.4)





4. Biot-Savart. Use the Biot-Savart law to find the magnitudes of the velocities (v)





where r is the distance from from the vortex image to the tip of the pitot tube.
5. Components of induced velocity. Calculate the x- and y-components of the induced
velocity at the pitot tube using
vx = v cos(θ) (2.7a)
vy = v sin(θ) (2.7b)
where θ is the angle between the vertical axis and the vector from the vortex image
to the tip of the pitot tube. The final induced velocity at the pitot tube will be a
summation of the velocities induced by all the images.
6. Freestream velocity. Compute the freestream velocity using
V∞ =
√
(Vp)2 − (vy)2 − vx (2.8)
7. Check. Compare the computed freestream velocity (V∞) with the estimated freestream
velocity (V̂∞). If they are equal (or if they are within some tolerance of each other),
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then the algorithm is complete and the true freestream velocity is V∞. Otherwise,
replace V̂∞ with V∞ and repeat steps 3-7.
It should be noted here that this correction (or other corrections similar to it with the
same purpose) is usually applied after the flow is measured. One important question is
that of where to place the probe to get the least error. It turns out that there is no perfect
location. Giguère and Selig [24] analyzed the error in the dynamic pressure for different probe
locations. They proposed that there are three geometric parameters that have significant
impact on the dynamic pressure error: the height of the test section, the height of the probe
above the floor of the test section, and the distance between the airfoil quarter-chord and
the static orifices of the probe.
Solid Blockage This effect arises because of the flow accelerating as it passes between
the model or splitter plate and the wind tunnel walls. This higher velocity produces higher
forces and moments because the dynamic pressure is higher. The effect is mostly a function
of the model or splitter plate thickness and volume. Extensive correction factors are given





where V is the volume of the model and C is the test section cross-sectional area (which
could account for boundary layer thickness if greater accuracy is required).
This correction method gives significantly smaller corrections than those derived from the
continuity equation. This is because the streamlines at the wind tunnel walls are displaced
more than streamlines around the model. Consider flow impinging on some model inside the
wind tunnel. Because the flow goes around the model, the streamlines want to curve. They
are easily allowed to do so until they hit the tunnel wall (which is flat) where they have to
change curvature to become flat. Hence, the streamlines undergo the greatest change at the
wall. This means that there will be a greater effect from solid blockage at the wall than at
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the model (or splitter plate), thus the effect on the model (or splitter plate) is reduced.
Wake Blockage Wake blockage is very similar to solid blockage, but instead of flow
being accelerated between the model and tunnel walls because of the presence of the model,
the flow is accelerated between the wake boundary and tunnel walls because of the presence
of the wake. The effect of wake blockage is a function of the drag. Extensive correction





where c is the chord, h is the height of the wind tunnel, and Cdu is the uncorrected drag
coefficient.
The total blockage correction as used in Equation 2.2 is the sum of the solid blockage
and wake blockage correction factors:
ε = εSB + εWB (2.11)
Streamline Curvature The stagnation streamlines associated with a lifting airfoil in
open air and the stagnation streamlines associated with a lifting airfoil between wind tunnel
walls are not identical. Because of this difference, airfoils in wind tunnels see increased angles
of attack. In other words, the angle of attack experienced by the airfoil in the wind tunnel
is the sum of the geometrical angle of attack (or the measured angle of attack) and the
small change in angle of attack due to the curvature of the streamlines. The added velocity
components due to the increase in angle of attack effectively adds camber to the airfoil. The









2.3 Discrete Vortex Model (DVM)
2.3.1 Objectives
The objective of the discrete vortex model, or DVM, was to correctly predict the lift of an
airfoil with a static flap. This objective was intended to be fulfilled by a low-order model
that was fast for design purposes.
Robertson and Reich [20] made use of a discrete vortex method to model the unsteady
aerodynamics of a wing during a perching maneuver. Their code used a vorticity-velocity-
enthalpy formulation to calculate the pressure distribution and lift coefficient of the wing,
which provided a fast method of analyzing the aerodynamics of the wing. Their 2D code
compared well to experimental data and proved to be much faster than an equivalent CFD
analysis.
The discrete vortex method is computationally efficient and accounts for time depen-
dency. Because it is a low-order method, calculation times are small, which makes it ideal
for design purposes. It does, however, have some shortcomings, including the requirement
of a boundary layer model to account for viscous effects and the fact that it cannot directly
compute pressure values. Despite its disadvantages, this method was best suited to the goals
of this research by offering a fast way to model the unsteady aerodynamics in areas of high
separation.
There are several ways to distribute the discrete vortices along a 2D geometry. In the
case of airfoils, there are four general methods [20]:
1. Airfoil is modeled as a camberline and discrete vortices are placed on the camberline
2. Discrete vortices are placed on the upper surface and lower surface
3. Discrete vortices are placed some distance above the upper surface and below the
lower surface to simulate a boundary layer and only the discrete vortices at the point
of separation are shed into the wake
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4. Discrete vortices are placed some distance above the upper surface and below the lower
surface to simluate a boundary layer and each discrete vortices is shed at each time
step
2.3.2 Governing Equations and Theory
The governing equations for the discrete vortex method start with the Navier-Stokes equa-








where φ is the velocity potential function and with wall tangency boundary conditions
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−→n = 0. Equation 2.13 is often referred to as the Laplace equation. The velocity field of the









Hence, for in inviscid, incompressible, irrotational flow, the velocity field can be found if the
velocity potential function φ is known.
The question then becomes how to calculate φ. Since the Laplace equation is a second
order linear partial differential equation, solutions for complex flows can be built up by
the superposition of solutions for simple flows, often called elementary flows. Examples of
elementary flows include uniform, source, sink, or vortex flows. The discrete vortex method
satisfies the Laplace equation by superimposing uniform flow with (as the name suggests)
several discrete vortex flows distributed along the surface of the body. This is the premise
for the discrete vortex method.
The velocity at a given point (x, z) in the flowfield can be calculated by summing the
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velocity induced at that point by the freestream and by all of the vortices in the model:






[z − zi,−(x− xi)]
|r|2
(2.15)
where [u,w] are the components of the induced velocity, ri is the position vector from the
ith vortex to the point of interest, Γi is the circulation of the ith vortex, and g is a reduction
factor. The reduction factor is used to prevent u from approaching infinity as ri approaches
zero by assuming that the discrete vortices has a finite volume and that a point inside that
volume is only affected by a fraction of the vortex’s vorticity. In a a study conducted by
Robertson and Reich [20], several different reduction factors were explored. The one they
adopted, and the one that has been adopted here, is:
g = 1− exp(−r2) (2.16)
where r is the distance between the vortex and the point of interest normalized by the vortex
radius.
The application of the discrete vortex method to the configuration in Figure 2.1 required
that the airfoil and the flap be discretized into panels. Each panel had one bound vortex and
one collocation point associated with it. The collocation point was the point at which the
wall tangency boundary condition was satisfied by enforcing that no flow be perpendicular to
the panel at that point. A sample discretization using 30 panels is shown in Figure 2.7. The
collocation points and vortex locations are annotated in the figure, as are the pressure points.
The pressure points are the locations at which pressures were calculated for determining the
lift of the system. When it is assumed that no separation occurs in the model (which is
usually the case in simple potential flow solvers), the Bernoulli equation is often used to
calculate the pressure field from the velocity field. In this work, however, modeling flow
separation was desired.
Flow separation was implemented here by modeling the separated wake using discrete
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Fig. 2.7: Visualization of the DVM’s geometry.
vortices whose motion was determined by the local flowfield velocity [19]. These vortices
modeled the dividing streamline that extended from the separation point into the wake. In
order to accurately model the wake, two additional pieces of information were needed: (1)
the separation point where the dividing streamline originated on the body’s surface and (2)
the circulation of the newly-shed vortex. The separation point could be calculated internally
or a priori. In this work, the separation points were calculated a priori and prescribed in
the discrete vortex model. The method used to calculate the circulation of the newly-shed
vortex is discussed in Section 2.3.3.
With the geometry and the wake modeled as discrete vortices, all that remained to be
done is to determine the strength of each vortex such that the boundary conditions were
satisfied. Doing so allowed for the determination of the velocity flowfield around the body.
The boundary condition of no flow perpendicular to the body was satisfied when the velocities
induced at the collocation points by all the vortices in the model equaled the perpendicular
velocity of the collocation points. In equation form, that looks like
[I]body{Γ}body + [I]wake{Γ}wake = {v⊥} (2.17)
25
where I is the influence matrix (normal velocity per unit circulation), Γbody is the circulation
of the bound vortices on the body, Γwake is the circulation of the vortices in the wake, and
v⊥ is the normal velocity at collocation points. It should be noted here that the unknowns
in Equation 2.17 were the strengths of the bound vortices and one wake vortex. This is
an important point because if more than one wake is being modeled, that means there are
multiple vortices being shed into the wake in a single time step. Only one of those can be
solved using Equation 2.17, all others must be assigned in some way. Also, since the shed
vortices retain the strength they had when they were shed into the wake, the strength of
wake vortices shed at previous time steps are already known.
Close examination of Equation 2.17 shows that there is one more unknown than there
are equations. The additional equation comes from Kelvin’s circulation theorem. This
theorem essentially states that for in inviscid, incompressible fluid, the time rate of change





This essentially means that the the circulation in the system at one time step must be equal
to the circulation in the system at the next time step. The addition of this constraint to
Equation 2.17 allows for the solution of the circulation of the bound vortices and the one
unknown wake vortex.
Since flow separation was modeled in this implementation of the discrete vortex method,
the Bernoulli equation alone was not used to calculate pressures because it has been shown to
not yield accurate results in such conditions [20]. Instead, the Uhlman formulation was used.
The Uhlman formulation is an enthalpy equation that is especially suitable for predicting
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Fig. 2.8: Graphical representation of the workflow inside the discrete vortex code.
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2.3.3 Overview of the code
A brief overview of the workflow of the DVM code as illustrated in Figure 2.8 will be given
here.
1. Define geometry. The geometry is discretized by placing bound vortices and collo-
cation points at intervals along the body. For this code, a collocation point was placed
at the trailing edge of the airfoil and at the trailing edge of the flap in order to satisfy
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the Kutta condition.
2. Define separation points. This step can either be done before the code is run or
it can be done while the code is running. In this case, the separation points were
determined a priori using XFOIL.
3. Define flight conditions. For unsteady simulations, this is the time-history of the
motion undergone by the body. The simplest motion might only define some freestream
velocity and angle of attack, while more complex motions might include pitching or
plunging motions, or even gust simulation.
4. Save normal velocity at collocation points. Because we are interested in solving
for vortex strengths such that there is no flow normal to the surface at the collocation
points, it is essential to know the velocities of the collocation points themselves relative
to some fixed frame. This is most conveniently done directly after defining the body’s
motion.
5. Shed vortices into wake(s). A free vortex is placed at the point of separation for
each wake considered in the model. A temporary strength of zero is assigned to each
shed vortex as the final strength will be solved for or assigned later in the model. In
this code, two wakes are considered: the wake that is formed by the boundary layer
detaching from the upper surface, and the wake that is formed by the boundary layer
detaching from the lower surface. It is assumed that once a boundary layer detaches
from the body, there is no re-attachment.
There are a number of options for where exactly to place the newly-shed vortex. In
this code, it is placed directly on top of the collocation point nearest the separation
point.
6. Save all wake vortex locations. The positions of all the wake vortices from the
previous time step are saved in order to track the motion from one time step to another.
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7. Calculate induced velocities. Each free vortex “feels” a velocity induced on it by
every other vortex (bound and free) in the model. The sum of all of these individual
induced velocities is calculated here for each free vortex in the wake(s).
8. Convect wake vortices. Each free vortex will move due to (1) the velocity induced
on it by all other vortices and (2) the velocity imparted onto it from the freestream
flow. The distance a vortex travels is calculated by multiplying the vortex’s velocity
and the time step.
9. Assign strength to shed vortices, (if necessary). The equation governing this
model allows for the strength of one shed wake vortex to be solved for along with the
strength of all the bound vortices. This means that all other vortices that are shed into
a wake cannot be solved for and must therefore be assigned some value. The question
becomes how to determine the strength that should be assigned to these wake vortices.
In the present code, there were only two wakes in the model; therefore, only one wake
vortex had to be assigned a strength. Three methods of determining the strength were
investigated here:
(a) Assign the strength of the shed vortex such that the total circulation is zero. This
is done by summing the circulation strengths of all bound vortices and wake vor-
tices for the previous time step and assigning the newly-shed vortex a circulation
strength that is equal in magnitude and opposite in sign to that sum.
(b) Assign the strength of the shed vortex by applying the Kutta condition. This
method obviously works best only where it is appropriate to assume the Kutta
condition applies, such as at the leading or trailing edges of the airfoil. It is






Fig. 2.9: Figure adapted from Katz and Plotkin [19] showing the control volume for deter-
mining the circulation of a shed vortex.
where Γshed is the strength of the shed vortex, Γ is the strength of the bound
vortex at the point of separation (which is theoretically the strength needed to
turn the flow such that it does not penetrate the body), and K is some tuning
factor, often assumed to be 0.5 for thin bodies (where the bound vortex models
both the top and bottom surfaces) or 1.0 for thick bodies (where the upper and
lower surface are modeled by two sets of vortices). This equation essentially states
that the amount of vorticity shed from the body will equal some fraction of the
vorticity generated in the boundary layer over one panel in one time step.
(c) Assign the strength of the shed vortex based on Kelvin’s theorem around a con-
trol volume that includes flow above and below the dividing streamline. This is




(v2u − v2l ) ∆t (2.21)
where Γshed is the strength of the shed vortex, K is some tuning factor, vu is the
velocity above the dividing streamline, and vl is the velocity below the dividing
streamline, which is often assumed to be negligible.
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Of these three methods, the last method was used in all cases where separation was
not specified to occur at the leading edge. When separation did occur at the leading
edge, the second approach was implemented.
10. Calculate influence matrices. The influence that each vortex has on every col-
location point can be quantified with a matrix of coefficients. This matrix is the
combination of Ibody and Iwake in Equation 2.17 and is calculated in this step.
11. Solve for the circulation. There is now enough information to solve for Γbody in
Equation 2.17. The application of Kelvin’s theorem allows for the solution of the one
unknown circulation in Γwake. For this case, the unknown circulation is the vortex shed
due to the detachment of the boundary layer along the bottom surface of the wing.
12. Save the solution. The solution from the linear system of equations will be used in
the next time step, so it must be saved. Additionally, the strengths of all wake vortices
must be saved for every time step.
13. Calculate lift. This is done using Uhlman’s method, described in Section 2.3.2.
Robertson showed that Bernoulli equation didn’t adequately predict lift in separated
flow, also as discussed in Section 2.3.2.
14. Advance one time step. The time step of the scheme should be such that the shed
vortices form a well-defined sheet. One assumption in this model is that the vortex
sheets that exist in the physical world can be modeled here as discrete vortices. This
assumption is only valid when using an appropriate time step size.
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2.4 Computational Fluid Dynamics
2.4.1 Objectives
The main purpose in using CFD was to visualize the flow and try to gain some understanding
as to why the lift increased at certain flap deflection angles.
The CFD workflow was streamlined through the use of CAPS (Computational Aircraft
Prototype Syntheses), a software suite being developed at the Air Force Research Laboratory
in collaboration with several universities. CAPS is part of a larger program called the
Engineering Sketch Pad (ESP). CAPS creates links from a single ESP geometry model to
analysis and meshing tools via Analysis Interface Module (AIM) plugins, streamlining the
design process by integrating geometry creation, meshing, and solution methods into a single
workflow. More information on CAPS and ESP can be found in [29, 30, 31, 32].
2.4.2 Geometry and Mesh Creation
The CAPS software provided a framework that could handle 2- and 3-dimensional geome-
tries with ease. The way its geometry was generated also allowed for parametric modeling,
which will likely prove useful in the future of this research. CAPS also automated much of
the process and allowed everything to be driven by one Python script. These advantages
prompted the adoption of CAPS as the framework for the CFD analysis code.
The generation of the geometry was done using Engineering Sketch Pad. Engineering
Sketch Pad (ESP) is a CAD program that is based on the 3D modeling kernel OpenCascade.
It is all based on open-source software and has a graphical user interface that runs in a
web browser. Several advantages of ESP are the fact that all the geometry descriptions are
included in one text file that can be easily edited by the user, that it supports parametric
modeling, and that it supports logic like loops. This ability to support loops allowed for easy
sweeps over angles of attack and flap deflection angles without having to manually change
many geometry files.
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Fig. 2.10: Three-dimensional model of the wing and flap assembly created using Engineering
Sketch Pad.
Support for 3-dimensional geometry was well established when ESP was first used in this
work. Developing a 3-dimensional geometry file was, therefore, easily accomplished. Figure
2.10 shows the final 3D geometry. While 2-dimensional geometry was not immediately sup-
ported by ESP, it was eventually possible by simply extracting a face from the 3D geometry.
The meshing of the geometry was accomplished using AFLR3, AFLR2, and Delaundo.
The AFLR (Advancing-Front Local-Reconnection) series mesh codes are developed by David
Marcum from Mississippi State University [33]. AFLR3 is a volume mesh code that supports
the creation of meshes with advancing fronts. Advancing fronts near wall boundaries are
necessary to analyze viscous flows. The implementation of AFLR3 in this code was not
completely successful, as shown in Figure 2.11a. This figure shows the wing (without a flap)
and a spherical slice through the volumetric mesh surrounding the forward section of the
wing. Note the presence of advancing fronts being generated toward the center of the wing
that start from the wing boundary and advance into the domain. Also note the lack of
advancing fronts near the wing tips. This was not a desirable behavior, but as 2-dimensional
meshing became an option around the time this problem occurred, it was not pursued further.
As the model develops in the future to 3 dimensions, this problem will have to revisited and
fixed.
A 2-dimensional mesh was first created using AFLR4, which is a surface mesh code




Fig. 2.11: (a) Three-dimensional mesh of the wing without the flap generated using AFLR3.
The sphere is a spherical slice of the volumetric mesh and shows that advancing
fronts are developed at the surface of the wing near the mid-span of the wing, but
no advancing front are developed near the tips of the wing. (b) Two-dimensional
mesh using AFLR4. This tool was eventually abandoned because of the inability
to control advancing front layers.
successful; however, it was abandoned as soon as it was discovered that the thickness of each
advancing front layer could not be controlled by the user. Figure 2.11 shows the generated
mesh including the advancing fronts from the surfaces of the airfoil and flap. The advancing
front layers were too thick to be used in a viscous CFD analysis.
With the discovered deficiencies in AFLR4, another surface mesh code, Delaundo, was
used. Delaundo is an open-source code developed by J.-D. Müller [34] that generates advanc-
ing fronts whose layer thicknesses can be specified by the user. Figure 2.12 shows the final
mesh as produced by Delaundo, which was the mesh that was used in the final 2D analysis.
It contained roughly 76,000 nodes. Values for y+ wall spacing were below 0.2 everywhere
except for the corner underneath the flap, which was 1.0. The mesh is shown in Figure 2.12.
34
(a) (b)
Fig. 2.12: (a) The final 2-dimensional mesh used in the CFD analysis. (b) A close-up view
of the flap.
2.4.3 Solution Method and Parameters
The CFD analysis was conducted using NASA Langley’s FUN3D (Fully Unstructured Navier-
Stokes) code [35]. It is a Reynolds-averaged Navier-Stokes solver capable of conducting 2-
dimensional and 3-dimensional analyses. In this analysis, the unsteady Reynolds-averaged
Navier-Stokes (URANS) equations were solved using a second-order upwind scheme with a
Menter SST [36] turbulence model implementation.
2.5 Particle Image Velocimetry
2.5.1 Objectives
Particle image velocimetry (PIV) calculates velocity fields by tracking particles in a fluid
and estimating local velocities based on how far a particle has moved in a given time span.
PIV was used in this work to validate the velocity fields calculated by the discrete vortex
model and the RANS simulation. Because even RANS simulations cannot accurately predict
flow fields in massively separated flow, an experimental approach was taken to visualize the
flow. Since this method is expensive (both computationally and with regard to time in the
wind tunnel), only a limited number of configurations were analyzed using this method. The
configurations that were analyzed were
1. α = 14◦, β = 0◦
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Fig. 2.13: The setup used for PIV, as seen from upstream.
2. α = 16◦, β = 0◦
3. α = 14◦, β = 15◦
4. α = 16◦, β = 15◦
These cases were chosen because the experimental results showed that for β = 0◦ and for
β = 15◦ at an angle of attack of 14◦, the body had not yet stalled. At an angle of attack of 16◦,
the body had stalled. Choosing those four configurations was intended to provide insight as
to why lift was increased at a higher flap deflection angle and as to the stall mechanisms. The
PIV results were also intended to validate the ability of the RANS simulations to accurately
capture trends in the flowfield.
2.5.2 Experimental Setup
The final setup inside the wind tunnel for the PIV experimental setup is shown in Figure
2.13.
Wind Tunnel, Splitter Plate, Wing, and Flap The same wind tunnel, splitter
plate, wing model, and flap model were used here as described in Section 2.2.2. The wing
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(a) (b) (c)
Fig. 2.14: (a) The Laskin nozzles that were used to create small droplets of olive oil. These
droplets entered the wind tunnel and were photographed in order to approximate
the instantaneous velocity of the flow. (b) The laser setup used to illuminate the
oil droplets. The laser itself is in the lower right-hand corner. (c) The camera
setup, which was placed as close to the window as possible.
and flap were wrapped in black tape to minimize reflection during the PIV experiments.
Additionally, the wing and flap model were flipped upside down because the light from the
laser entered from the bottom of the wind tunnel, as will be explained later.
Seeding Olive oil droplets of 1 µm were used to seed the flow. This was accomplished
using several Laskin nozzles placed near the wind tunnel inlet (see Figure 2.14a).
Illumination A 250 mJ/pulse double-pulsed water-cooled Quantel laser was used to
illuminate the oil droplets inside the wind tunnel. It was placed underneath the test wind
tunnel such that the 1 mm-thick laser sheet entered the test section from the bottom. Because
of this, the model was flipped upside down in order to see what the flow looked like near the
flap. The laser setup is shown in Figure 2.14b.
Camera An 11-megapixel, 12-bit, frame-straddle CCD camera was used to capture
the field of view. It photographed 5,000 image pairs for each of the five configurations at a
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frequency of 1 Hz. The camera is shown in Figure 2.14c.
Software The image pairs were processed using Insight 4G from TSI. The software
uses recursive cross-correlation techniques. For this case, the interrogation window in this




The results from the wind tunnel tests, shown in Figure 3.1, show that the presence of the
flap affected the wing’s lifting characteristics in significant ways. These effects, as well as
the DVM’s ability to capture the effects, will be discussed in the following paragraphs. The
effects will be considered based on whether or not the wing was stalled.
(a) (b)
Fig. 3.1: Results from the wind tunnel force balance experiments. (a) Lift coefficient as
a function of angle of attack and flap deflection angle as measured by the force
balance. (b) Same as (a), but magnified.
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3.1 Effect of Flap on Pre-stall Behavior
The flap is detrimental to lift at low angles of attack. As might be expected,
the flap acted to decrease lift and increase drag at low angles of attack, essentially acting as
an air brake. These negative effects became greater as the flap deflection angles increased
and more of the flap extended into the flow. Figures 3.2 and 3.3 show that the effect on lift
was captured well by the discrete vortex model. As a note, for each flap deflection angle β,
the DVM attempted to calculate C` for the same angles of attack, which were:
α = 0, 5, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28
Some plots within Figure 3.2 have fewer data points than what was run because the code
exploded. For example, there are no results from the DVM for the β = 60◦ case after 16◦
angle of attack, and there is only one data point that did not fail for the β = 70◦ case.
The presence of the flap can increase lift near stall. As the angle of attack
increased toward the stall angle of attack, there was a point just before stall when the lift
associated with certain flap deflection angles exceeded the lift associated with a clean airfoil.
This is best seen in Figure 3.1b. The CFD results show the same results for angles of attack
lower than the stall angle of attack, as shown in Figure 3.4. Since CFD also captured this
trend, the CFD results were used to visualize the flowfield. Examination of the pressure
distribution in the flow (see Figure 3.5) showed, for example, that the area of low pressure
at the leading edge of the airfoil was a little larger and of higher magnitude, suggesting that
the suction peak at the leading edge was much stronger. This, in turn, would be indicative
of higher lift production. Additionally, the low-pressure area at the leading edge seems to die
out as the flap deflection angle increases. The accompanying effect on the velocity contours
is shown in Figure 3.6, which shows an overall reduction of streamwise velocity of the flow
over the top surface of the airfoil as the flap deflection angle increases. This reduction in
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Fig. 3.2: Results of the DVM compared to the experimental results.
streamwise velocity with increasing flap deflection angle would correspond to a decrease in
lift.
The PIV results also show increased mean boundary layer velocities on the upper surface
when the flap is deployed at 15◦ (Figures 3.7c and 3.7d) compared to the clean airfoil (Figures
3.7a and 3.7b). Additionally, it appears that the boundary layer stays attached for a longer
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Fig. 3.3: Results of the DVM. The DVM was unable to predict lift for all desired combina-
tions of α and β. Refer to Figure 3.2 to more clearly see the gaps in data points.
distance along the upper surface of the airfoil when the flap is deployed at 15◦. Longer runs
of attached flow may be one reason that the lift increases near stall for the β = 15◦ case.
The DVM captured this trend of increased lift for certain flap deflection angles near
the stall angle of attack. Figure 3.3 shows, for example, that a flap deflection angle of 15◦
produced the highest pre-stall lift coefficient, which is what the experiments indicated.
The natural question after seeing that the presence of the flap tended to increase the
maximum lift coefficient for some flap deflection angles was why this happened. It turns out
that studying that question from a DVM point of view is very helpful.
As a result of the Kutta-Joukowski theorem, it is known that, for an isolated, unbounded,
steady-state airfoil in inviscid fluid, the lift is proportional to the bound circulation by
L = ρ V Γ (3.1)
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Fig. 3.4: Results from the CFD code FUN3D. Note that the same trends were captured in
the CFD results as the experimental results, namely that certain flap deflection
angles had lift values higher than that of the clean airfoil near stall.
The DVM in this work did not actually use the Kutta-Joukowski theorem to calculate lift, but
the principle that lift is proportional to the bound circulation on a body Γ is still instructive.
It suggests that an increase in lift in the DVM might arise because of an increase in total
bound circulation around the body. This will help provide one explanation for why lift
increases for certain flap deflection angles.
To a degree, the bound vortices on the body are representative of the vorticity generated
over that vortex’s panel through the boundary layer. In the physical world, this vorticity
arises as a result of the no-slip condition at the solid surface and the tangential flow above
the boundary layer. Since the Kutta-Joukowski theorem suggests that one way to increase
lift would be to increase bound circulation, one method of increasing lift would be to change
the shape of the body such that more of the surface has attached flow, thereby creating
stronger bound circulation through the boundary layer.
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Fig. 3.5: Pressure distributions as calculated by FUN3D. This particular data set was chosen
because the airfoil was at the highest pre-stall angle of attack where reliable results
were obtained. These data sets were used to provide further insight as to why lift
increases given some flap deflection angles.
Consider, for example, the case where the wing has reached an angle of attack high enough
that the flow separates at a point along the upper surface of the wing that is upstream of the
flap root location xflap. The DVM simulation showed that the separated shear layer often
interacted with the flap in these cases. When the flap deflection angle was low enough, the
discrete vortices representing the separated shear layer would skim along the top surface of
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Fig. 3.6: Velocity distributions as calculated by FUN3D. This particular data set was chosen
because the airfoil was at the highest pre-stall angle of attack where reliable results
were obtained. Note that “uavgN” in the figure denotes the average x-component
of velocity normalized by freestream.
the flap and would leave the body at the end of the flap. In the physical world, it’s not
hard to imagine the same thing happening - the separated shear layer might be convected
downstream and easily interact with the flap. This interaction changes something in the
lifting characteristics of the body. When the flap deflection angle is low enough, it might be
that the separated shear re-attaches to the flap and starts generating a significant amount
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(a) β = 0◦,α = 14◦ (b) β = 0◦,α = 16◦
(c) β = 15◦,α = 14◦ (d) β = 15◦,α = 16◦
Fig. 3.7: PIV velocity results for different configurations. Note that the flow appears to stay
attached to the upper surface longer for the β = 15◦ case.
of additional bound vorticity through the boundary layer along the top surface of the flap.
This additional bound vorticity might account for some of the increase in lift of the body.
Consider the same example, but now the flap deflection angle is high enough that the
separated shear layer doesn’t have enough energy to “climb” up the flap. In this case, the
shear layer might hit the flap, re-attach momentarily, but would immediately detach and
create a small recirculation zone. In this case, no significant amounts of additional vorticity
would be added to the flow and the flap would simply act as an air brake, decreasing lift
and increasing drag.
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Both of the above examples were shown to occur by the DVM. When the flap deflection
angle was low enough, the separated shear layer convected over the top of the flap and
separated at the end. When the flap deflection angle was adequately high, the separated
vortices would not be able to make it over the flap and they would congregate in the area just
forward of the flap. There were also cases between those two cases where the flap deflection
angle was high enough to prohibit the separated vortices from easily moving along the top
of the flap, but low enough to allow some separated vortices to make it over the flap. This
case might reflect the physical situation of the recirculation zone being small enough that
sheets of vorticity might periodically convect over the top of the recirculation zone and then
convect over the flap.
These examples show one way to explain the increase in lift when the separation point is
upstream of the flap root location xflap. However, applying this same line of reasoning does
not hold when the upper surface separation point occurs elsewhere. For example, consider
a case where the flow would have separated near the trailing edge of a clean airfoil (without
a flap). Depending on the placement location (xf lap) and length (`flap) of the flap, the flow
might stay attached longer to the flap than to the clean airfoil, which would create just as
much or more vorticity through the boundary layer. In this case, however, lift would be
adversely affected. This is because the flap is essentially protruding into the flow and acting
as an airbrake once again. So while this reasoning of additional bound vorticity increasing
lift might hold for some cases, it must be considered in conjunction with whether or not the
flap protrudes into the freestream flow. Furthermore, the angle at which the freestream flow
is impinging on the flap and the length of the flap that is protruding into the freestream flow
also play a role in the magnitude of the effect on lift.
While the actual mechanisms by which lift is affected by the presence of the flap seem to
be complicated, it is clear that interactions of the flap and the separated shear layer are key
to understanding what happens in the physical world. Since the DVM models the separated
shear layer through time, it is an excellent tool to use to study these interactions and come
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to a better understanding of the mechanisms whereby lift is affected.
3.2 Effect of Flap on Post-stall Behavior
The maximum lift produced by the body occurs at higher angles of attack
for some flap deflection angles. Some researchers [4, 5] have suggested that this effect
is due to the flap acting as a “dam” that prevents the progression of the separation point
toward the leading edge as the angle of attack increases. This allows the wing to reach higher
angles of attack while still producing lift. From the experimental results shown in Figure
3.1, it appears that, for this particular airfoil, this was only true when the flap deflection
angle was large enough since, for example, the β = 15◦, β = 30◦ and β = 45◦ cases reached
their maximum lift at the same angle of attack that the clean airfoil reached its maximum
lift.
This phenomenon was not predicted well by the DVM. This is mostly due to the fact
that the DVM was not able to converge to an adequately large number of solutions in the
post-stall regime for flap deflection angles larger than β = 45◦.
The drop in lift after stall is less severe when a flap is present. The experimental
data shows that the lift for the clean airfoil dropped from a C` of 1.27 to 0.78 between angles
of attack of 15◦ and 16◦, meaning that, when the clean airfoil stalled, it stalled at a rate of
about 0.49 units of lift per degree. For the β = 15◦ case, the body stalled at a rate of about
0.36 units of lift per degree. For the β = 30◦ case, the body stalled at a rate of about 0.32
units of lift per degree. For the β = 45◦ case, the body stalled at a rate of about 0.29 units
of lift per degree. This decrease in rate of loss of lift is often referred to as “more gentle”
stall behavior and is desirable in many real-world scenarios. It appears that this drop in lift
is less severe when a flap is present.
While the DVM captured this tendency for the β = 15◦ and β = 30◦ cases, there was not
enough data for the other flap deflection angles to determine how well the DVM captured
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Fig. 3.8: Visualization of the some of the separated vortices from the leading edge wake being
“trapped” by the flap and some being allowed to convect past the flap.
this effect for those cases. However, for the cases where the DVM did predict this effect,
visualization of the flowfield showed that the separated shear layer interacted with the flap
such that some separated vortices were “trapped” in the area just upstream of the flap and
others convected past the flap as they might have done had the flap not been there (see
Figure 3.8). This may be one reason for the less severe drop in lift.
Lift is increased slightly with a flap. In general, lift values were slightly higher in
the post-stall region for cases with a flap than the case without a flap. While the DVM
did predict higher lift values for the β = 15◦ and β = 30◦ cases, the values were so far off
the experimental values that they were deemed untrustworthy. The DVM, therefore, did
not capture this trend for those cases. More data points would have been needed for flap
deflection angles greater than 30◦.
3.3 DVM Prediction of Flowfield
Best results from the DVM were seen when 50 panels were used around the airfoil. The flap
panel sizes were made to be approximately the same size as the panel nearest the flap root
location. These parameters were used for all DVM results presented in this paper.
While the DVM was able to predict overall lift decently well, there were some problems
with the predicted flowfield. The flowfield as predicted by the DVM for a wing at an angle
49
of attack of 16◦ with different flap deflection angles is shown in Figure 3.9. Some streamlines
appear to pass through the flap and airfoil surfaces. This is caused by very high bound
circulation near the corner where the flap joins to the airfoil. This issue may be associated
with why the DVM could not calculate lift values for high flap deflection angles as the
circulation at the corner appears to increase with increasing flap deflection angles.
-
+
(a) β = 0◦,α = 14◦
-
+
(b) β = 15◦,α = 14◦
-
+
(c) β = 30◦,α = 14◦
-
+
(d) β = 45◦,α = 14◦
-
+
(e) β = 60◦,α = 14◦
Fig. 3.9: Pressure fields and streamlines as predicted by the DVM for different configurations.




The objectives of this research as stated in Section 1.1 were to: (1) verify experimentally that
a covert-inspired flap does indeed have beneficial effects on lift generation or stall mitigation
and (2) develop a low-order tool that predicts the unsteady aerodynamics and that will be
compatible with a structural dynamics code and optimizer. The experimental studies carried
out in this work showed that, for a NACA 2414 airfoil, a covert-inspired flat-plate flap located
at 0.85c with a length of 0.15c does have beneficial effects of the lifting characteristics of
the wing. The assumption, however, that these same parameters would beneficially affect a
wing with a different airfoil shape is not necessarily true. Because different airfoils behave
so differently and have wide varieties of lifting characteristics, flap configurations that might
work for one cannot always be extended to another. Furthermore, a low-order discrete vortex
model was developed that predicts the unsteady aerodynamics of the previously mentioned
NACA 2414 airfoil with a covert-inspired flap. The tool was able to reproduce the pre-stall
experimental results for several flap deflection angles and for several angles of attack with fair
accuracy. There were, however, flap deflection angles that the tool was not able to handle
numerically. There is much room for improvement of this tool, but what has been developed
provides a solid framework for further development.
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4.1 Future Work
During the development of the DVM, the author accumulated a list of different techniques
to test in the code. Many of these methods were tested, but many remain untried. This list,
which will not be included in this thesis but is included with the source code, might prove a
useful resource to future users of the code.
Extending the capabilities of the current DVM to three dimensions would be a log-
ical extension. The covert feathers on birds are not two-dimensional, so eventually the
three-dimensional effects will need to be studied. The DVM presented here provides a solid
platform from which a three-dimensional analysis tool could be developed.
One issue that a future developer would want to address soon is that of the streamlines
crossing the flap and airfoil surfaces, which was addressed in Section 3.3. Eliminating this
undesired behavior may help in the ability of the code to more completely predict lift at
higher flap deflection angles.
Lastly, the DVM code appears to be highly sensitive to changes in parameters such as
panel size and tuning parameters such asK in Equation 2.21. This high sensitivity to various
parameters limits the ability of the code to be extended to other configurations. This issue
may be solved by introducing more sophisticated methods for implementing the physics of
the problem. For example, the current DVM is based on an inviscid model and artificially
introduces the effects of viscosity. More accurate models may be implemented.
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