This study investigated whether and how visual representations of individual objects are bound in memory to scene context. Participants viewed a series of naturalistic scenes, and memory for the visual form of a target object in each scene was examined in a 2-alternative forced-choice test, with the distractor object either a different object token or the target object rotated in depth. In Experiments 1 and 2, object memory performance was more accurate when the test object alternatives were displayed within the original scene than when they were displayed in isolation, demonstrating object-to-scene binding. Experiment 3 tested the hypothesis that episodic scene representations are formed through the binding of object representations to scene locations. Consistent with this hypothesis, memory performance was more accurate when the test alternatives were displayed within the scene at the same position originally occupied by the target than when they were displayed at a different position.
Humans spend most of their lives within complex visual environments, yet relatively little is known about how natural scenes are visually represented in the brain. One of the central issues in the study of scene perception and memory is how visual information from discrete objects and events is bound together to form an episodic representation of a particular environment. During scene viewing, the eyes and attention are oriented serially to individual objects of interest (for a review, see . For example, while viewing an office scene a participant might direct attention and the eyes to a coffee cup, then to a pen, then to a notepad. In each case, focal attention supports the formation of a coherent perceptual object representation (Treisman, 1988 ) and the consolidation of that object information into visual memory (Averbach & Coriell, 1961; Hollingworth & Henderson, 2002; Irwin, 1992; Schmidt, Vogel, Woodman, & Luck, 2002; Sperling, 1960) . Visual representations of objects are retained robustly in memory both during online scene viewing (Hollingworth, 2004b; Hollingworth & Henderson, 2002) and across significant delays as long as 24 hr (Hollingworth, 2004b (Hollingworth, , 2005b . To form representation of a scene as a whole, however, visual object representations must be episodically linked to the scene context.
Although there has been considerable research examining object perception and memory within scenes (see Henderson & Hollingworth, 1999a , 2003b Hollingworth, in press; Simons & Levin, 1997 , for reviews), current evidence is insufficient to answer the question of whether object representations are episodically linked in memory to scene context. This is quite an extraordinary knowledge gap in the field of visual cognition, especially considering that work on scene perception and memory often assumes the existence of scene-level representations (e.g., Hollingworth & Henderson, 2002) . If object representations were not linked to the scene in which they appeared, then the study of scene perception and memory would in key respects become equivalent to the study of object memory and object recognition; memory for discrete objects in a scene would be no more than a collection of unrelated object representations.
A necessary condition for examining the binding of objects to scenes is that object representations can be reliably retained in memory. Such evidence comes from a series of studies conducted by Hollingworth and Henderson (Hollingworth, 2003a , 2004 , 2005b Hollingworth & Henderson, 2002; Hollingworth, Williams, & Henderson, 2001 ). These studies examined object memory in scenes, both during the online viewing of a scene and after delays as long as 24 hr. The basic method (also used in the present study) was to present an image of a 3-D rendered scene containing a number of discrete objects. At some point during or after viewing, participants completed a change detection or forced-choice recognition task. In the change detection task, a single target object in the scene either remained the same or changed. When changed, the target was either replaced by a different object from the same basic-level category (token change) or rotated 90°in depth (orientation change). In the forced-choice test, two versions of the target were shown sequentially in the scene. One was the same as the original target object, and the other was either a different-token or different-orientation distractor. Both tasks required memory for the visual form of a single object in a scene.
Recent theories in the scene perception and change blindness literatures hold that performing these object memory tasks should be difficult if the target object is not the focus of attention when tested, as coherent visual object representations are proposed to disintegrate either immediately upon the withdrawal of attention from an object (Rensink, 2000; Rensink, O'Regan, & Clark, 1997) or as soon as an object is purged from visual short-term memory (VSTM; Becker & Pashler, 2002; Irwin & Andrews, 1996) . Yet memory performance in the Hollingworth and Henderson studies reflected robust retention of visual object representations, easily exceeding the capacity of VSTM (Hollingworth, 2004b (Hollingworth, , 2005b Hollingworth & Henderson, 2002) . Memory for the visual form of objects in scenes remained well above chance even when more than 400 objects, on average, intervened between target object fixation and test (Hollingworth, 2004b) and after a delay of 24 hr (Hollingworth, 2005b) .
Given that visual object representations can be retained reliably from natural scenes, are they episodically organized within a scene-level representation? There is surprisingly little evidence bearing on this issue. A handful of studies have examined memory for objects in scenes as a function of the semantic consistency between the object and the scene in which it appeared (Brewer & Treyens, 1981; Friedman, 1979; Hollingworth & Henderson, 2000 , 2003 Pedzek, Whetstone, Reynolds, Askari, & Dougherty, 1989) . The typical result has been better memory for objects that are inconsistent with a scene (e.g., a coffeemaker in a farmyard) than those that are consistent (e.g., a chicken in a farmyard). However, inconsistent objects in these studies were clearly anomalous during initial viewing, and the memory advantage for inconsistent objects could therefore reflect differences in initial encoding rather than differences in the organization of memory (Friedman, 1979; Gordon, 2004; Henderson, Weeks, & Hollingworth, 1999; Pedzek et al., 1989) . Mandler and colleagues examined memory for the spatial position and visual form of objects in scenes as a function of whether the scene was coherently organized (objects displayed in plausible spatial relationships) or not coherently organized (objects displayed in implausible spatial relationships) (Mandler & Johnson, 1976; Mandler & Parker, 1976; Mandler & Ritchey, 1977) . They found that long-term memory for object position was improved by coherent scene organization but that memory for the visual form of objects was independent of scene organization. The work by Mandler and colleagues provides no evidence to suggest that visual object representations (coding visual form) are episodically bound to scene context. However, their stimuli were highly abstract, consisting of five to six individual line drawings of objects. Contextual information was minimal, in contrast to the more naturalistic images used in the present study.
Outside the scene perception and memory literature, there is at least some indication that complex visual stimuli (containing multiple discrete objects) are episodically organized. In the VSTM literature, Jiang, Olson, and Chun (2000) manipulated contextual information in a change detection task. A memory array of colored squares was presented for 400 ms, followed by a 900-ms interstimulus interval and a test array. In the test array, a single target square either changed color or stayed the same color. In addition, the contextual objects either remained the same or were changed. In one condition, the positions of the contextual objects were scrambled at test. In another, the contextual objects were deleted at test. Color change detection was impaired with both types of change in background context, suggesting that object color was not stored independently of memory for the other objects in the array.
In the face recognition literature, Tanaka and Farah (1993; see also Tanaka & Sengco, 1997) examined memory for features of faces (nose, eyes, and mouth) and houses (windows and door), manipulating the presence of the original context at test. Testing face features within the face context led to higher recognition performance compared with testing the features in isolation. But there was no such contextual advantage for the recognition of house features. Tanaka and Farah argued that face features are remembered as part of a holistic face representation, containing information from all features of the face and, further, that faces are unique in this respect. This contrast between faces and houses has supported the view that face recognition is functionally different from other forms of visual pattern recognition (Farah, 1995) . However, Donnelly and Davidoff (1999) failed to replicate the Tanaka and Farah result with houses, finding a reliable wholecontext advantage for the recognition of house features. With respect to the present question of episodic binding in scene representations, the results are ambiguous, with one study showing a contextual advantage for house features consistent with episodic binding of objects within a scene (Donnelly & Davidoff, 1999) and two showing no such advantage (Tanaka & Farah, 1993; Tanaka & Sengco, 1997) . In addition, it is not clear from these studies whether the doors and windows of a house are to be considered parts of a single object (house) or discrete objects within a scene.
As is evident from this review, the fairly small body of relevant research provides no clear indication that visual object representations are bound in memory to the larger scene context. A primary goal of the present study was to provide such evidence. In Experiments 1 and 2, participants viewed 3-D-rendered images of complex, natural scenes for 20 s each. After viewing, memory for the visual form of a single object in the scene was tested in a twoalternative forced-choice test. In each experiment, participants had to discriminate the original target object from a different token or different orientation distractor, as illustrated in Figure 1 . To examine the binding of objects to scenes in memory, at test the test object alternatives were presented either within the original scene context (background present condition) or in isolation (background absent condition), similar to the background presence manipulations of Jiang et al. (2000) and Tanaka and Farah (1993) . If visual object representations are episodically bound to scene context, memory performance should be higher when that context is reinstantiated at test. This prediction follows from the encoding specificity framework of episodic memory (Tulving & Thompson, 1973) . If memory for a particular object is linked to other scene elements in memory, then the presentation of those other elements at test should provide multiple cues for target retrieval. In the background absent condition, however, contextual cues would not be available at test, leading to impaired retrieval of target properties. If visual representations of individual objects are stored independently of the scene in which they appeared, as suggested by the work of Mandler and colleagues and Tanaka and Farah (1993) , then the scene context cannot act as a retrieval cue at test, leading to the prediction of no difference in memory performance between background present and background absent conditions.
As a preview of the results of Experiments 1 and 2, both experiments found superior object recognition performance when the test alternatives were presented within the original scene context. Experiment 3 examined the manner by which object representations are bound to scene context, testing the hypothesis that object representations are bound to scene locations (Hollingworth & Henderson, 2002; Zelinksy & Loschky, in press) . In this final experiment, the test object alternatives were always presented within the original scene context. In the same position condition, the test alternatives occupied the same position as had been occupied by the target object at study. In the different position condition, the test alternatives were presented at a different position within the scene. If object representations are bound to specific scene locations in memory, recognition performance should be more accurate when tested at the original object location than when tested at a different scene location (Kahneman, Treisman, & Gibbs, 1992) . This predicted result was obtained in Experiment 3.
Experiment 1: Scene Specificity in Object Memory Experiment 1 examined whether visual memory for objects during online scene viewing is episodically bound in memory to the scene context. The events in a trial are illustrated in Figure 2 . Participants viewed a 3-D-rendered image of a scene, followed by a two-alternative, forced-choice recognition test. One of the options was the same as the target object initially viewed in the scene. The distractor object was either a different object from the same basic-level category (token discrimination condition) or the same object rotated 90°in depth (orientation discrimination condition). Token discrimination required object memory more specific than basic-level identity and typically required memory for visual form, as the majority of token pairs were identical at the subordinate level (see Figures 1 and 6 ). Rotation discrimination required memory for visual form, as the identity of the object did not change when rotated. The test options were displayed either within the scene context (background present condition) or in isolation (background absent condition). If visual object information is bound to the larger scene context, then object retrieval should be more efficient when the background is available at test, leading to higher recognition performance in the background present condition than in the background absent condition. However, if visual object representations are stored independently of scene context, then no effect of background presence at test should be observed.
Method
Participants. Twenty-four participants from the Yale University community completed the experiment. They either received course credit or were paid. All participants reported normal or corrected-to-normal vision.
Stimuli. Forty scene images were rendered from 3-D models of 40 different real-world environments. Scenes contained at least 7 discrete objects (conservatively defined as fully visible, movable objects), with the average number of objects in a scene approximately 11. In each model, a single target object was chosen. Target objects varied in size and location from scene to scene, with some targets in the foreground (see Figure 1 ) and some targets in the background (see Figure 6 ). To produce the target rotation images, the scene was rerendered after the target object had been rotated 90°in depth. To produce the token change images, the scene was rerendered after the target object had been replaced by another object token. Targets and token replacements were equated at the basic level, and the large majority were further equated at the subordinate level of categorization (e.g., the target and token replacement objects are both toy trucks in Figure 1 and are both sailboats in Figure 6 ). The objects for token changes were chosen to be approximately the same size as the initial target object. The background absent images were created by applying a transparent texture to all objects except the target object. Although not visible in the rendered image, background objects still reflected light and cast shadows within the model, ensuring that the target object appearance was identical to that in the standard scenes. The background was set to a uniform olive green (red/green/blue [RGB]: 90, 110, 20) , chosen because none of the target objects contained this color, and thus they would not blend into the background.
Scene stimuli subtended 16.9°ϫ 22.8°of visual angle at a viewing distance of 80 cm, maintained by a forehead rest. Target objects subtended 3.3°on average along the longest dimension in the picture plane. The mask was a patchwork of small colored shapes and was the same size as the scene stimuli. The onset dot was a neon green disk (RGB: 0, 255, 0), with a diameter of 1.2°. It appeared in a position within each scene unoccupied by any object that could plausibly be considered a target. The dot onset was a carryover from experiments seeking to ensure that the target was not Figure 1 . A sample scene illustrating object manipulations in the present study. The top row shows the background present stimuli. The bottom row shows the background absent stimuli. In the experiments, stimuli were presented in color.
currently attended when it was tested (Hollingworth, 2003a) , on the assumption that the dot would capture attention immediately before the test. Subsequent work has demonstrated that the presence or absence of the dot onset produces no observable influence on object memory (Hollingworth, 2004a) . The postcue arrow was also neon green, subtended 2.2°in length, and pointed unambiguously to the target object in the test scene. The postcue was necessary in the background present condition to ensure that decision processes were limited to a single object, as in the background absent condition.
Apparatus. The stimuli were displayed at a resolution of 800 by 600 pixels by 24-bit color on a 17-in. video monitor with a refresh rate of 100 Hz. The initiation of image presentation was synchronized to the monitor's vertical refresh. Responses were collected using a serial button box. The presentation of stimuli and collection of responses was controlled by E-Prime software running on a Pentium IV-based computer. The room was dimly illuminated by a low-intensity light source.
Procedure. Participants were tested individually. Each participant was given a written description of the experiment along with a set of instructions. Participants were informed that they would view a series of scene images. After viewing each scene, they would have to decide between two object options, one of which was the same as an object that had appeared in the original scene. The nature of the possible distractors was described, as was the background presence manipulation.
Participants pressed a pacing button to initiate each trial. Then, a white fixation cross on a gray field was displayed for 1,000 ms. This was followed by the initial scene presentation for 20 s, dot onset within the scene for 150 ms, initial scene again for 200 ms, pattern mask for 1,000 ms, Test Option 1 for 4 s, gray field for 500 ms, Test Option 2 for 4 s, and finally a screen asking participants to respond whether Option 1 or 2 was the same as the original target object. Participants were instructed to respond as accurately as possible; response speed was not mentioned. They either pressed a button on the serial box labeled first or a button labeled second. Button response terminated the trial.
Participants first completed a practice session of four trials, one in each of the conditions created by a 2 (background present, background absent) ϫ 2 (orientation discrimination, token discrimination) factorial combination. The scene items used for the practice trials were not used in the experimental session. In the experimental session, participants viewed each of the 40 scene items once, five scenes in each of the eight conditions created by the full 2 (background present, background absent) ϫ 2 (orientation discrimination, token discrimination) ϫ 2 (correct option first, second) factorial design. Across participants, condition-item assignments were counterbalanced by Latin square so that each scene item appeared in each condition an equal number of times. Trial order was determined randomly. The entire session lasted approximately 45 min.
Results and Discussion
Mean percent correct performance on the two-alternative forced-choice task is displayed in Figure 3 as a function of background presence and discrimination type (token and orientation). In this and in subsequent analyses, two analyses of variance (ANOVAs) were conducted, one treating participant as a random effect (F 1 ) and one treating scene item as a random effect (F 2 ). Reported means were derived from analyses treating participant as a random effect. There was a reliable main effect of background presence, with higher performance in the background present condition (88.3%) than in the background absent condition (79.8%), F 1 (1, 23) ϭ 14.52, p Ͻ .001; F 2 (1, 39) ϭ 13.45, p Ͻ .001. There was also a reliable main effect of discrimination condition by subjects and a marginal effect by items, with higher performance for token discrimination (87.3%) than for orientation discrimination (80.8%), F 1 (1, 23) ϭ 9.50, p Ͻ .01; F 2 (1, 39) ϭ 3.95, p ϭ .05. These two factors did not interact (Fs Ͻ 1). In addition to these principal effects, there was an effect of option order in the forced-choice test, with higher performance when the correct target was the first option (90.8%) than when the correct target was the second option (77.3%), F 1 (1, 23) ϭ 32.40, p Ͻ .001; F 2 (1, 39) ϭ 28.63, p Ͻ .001. Participants were biased to respond first in the two-alternative test. In addition, option order interacted with background presence, F 1 (1, 23) ϭ 9.37, p Ͻ .01; F 2 (1, 39) ϭ 11.59, p Ͻ .005. The advantage for first-option performance was larger in the background absent condition (21.3%) than in the background present condition (5.8%). Presumably, poorer recognition in the background absent condition yielded more trials that could be influenced by the first-option bias. The first-option bias does not influence interpretation of the background present advantage, as option order was counterbalanced across the main conditions of interest.
Discrimination performance on the object recognition test was reliably more accurate when the test objects were presented within the original scene context versus in isolation. This scene specificity effect demonstrates that memory for the visual form of individual objects in natural scenes is stored as part of a more comprehensive scene representation.
Experiment 2: Scene Specificity in Visual Long-Term Memory (VLTM) Experiment 1 tested object memory immediately after viewing each scene, examining memory formed during online scene viewing. Hollingworth (2004b; see also Zelinksy & Loschky, in press ) demonstrated that online scene memory is composed of both a VSTM component (for approximately the last two objects fixated) and a VLTM component (for objects attended earlier). In the Experiment 1 method, contextual effects on object memory could have depended on VSTM if the target object happened to be attended late in viewing or VLTM if the target object was attended earlier in viewing, raising the question of whether episodic binding is a property of VSTM, VLTM, or both. As reviewed above, Jiang et al. (2000) have already demonstrated contextual sensitivity for object memory in a VSTM paradigm. To assess episodic binding in VLTM, Experiment 2 replicated Experiment 1 but delayed each object test one trial after scene viewing, so that the viewing of scene n was followed by the test for scene n -1, and so on (Hollingworth, 2005b) . Given severely limited capacity in VSTM, the one-trial delay ensured that scene representation must have been entirely dependent on VLTM.
Method
Participants. Twenty-four new participants (19 from the Yale University community and 5 from the University of Iowa community) completed the experiment. They either received course credit or were paid. All participants reported normal or corrected-to-normal vision.
Stimuli and apparatus. The stimuli and apparatus were the same as in Experiment 1.
Procedure. Each trial consisted of the viewing of scene n followed by the forced-choice test for scene n -1. Participants pressed a pacing button to initiate each trial. Then a white fixation cross on a gray field was displayed for 1,000 ms, followed by the initial scene presentation for 20 s. The scene was followed by a gray screen with the message "Prepare for previous scene test" displayed for 3 s. This was followed by scene n -1 Test Option 1 for 4 s, gray field for 500 ms, scene n -1 Test Option 2 for 4 s, and response screen. Participants responded as in Experiment 1. The dot onset, offset, and scene mask used in Experiment 1 were eliminated from Experiment 2. Intervening between the viewing and test of a particular scene was the test of the previous scene item and the viewing of the subsequent scene item. Given current VSTM capacity estimates of no more than three or four objects (Pashler, 1988; Vogel, Woodman, & Luck, 2001) and the fact that each scene item contained many more than four individual objects, these intervening events ensured that the target object was no longer being maintained in VSTM when it was tested; performance must have depended on VLTM. The mean temporal delay between the end of scene viewing and the start of the forced-choice test of that item was 38.5 s.
Participants first completed four practice trials, one in each of the conditions created by a 2 (background present, background absent) ϫ 2 (orientation discrimination, token discrimination) factorial combination. The scene items used for the practice trials were not used in the experimental session. The experimental trials followed the practice trials without interruption: Viewing of the first experimental item was followed by test of the last practice item. Participants viewed all 40 scene items once, five items in each of the eight conditions created by the full 2 (background present, background absent) ϫ 2 (orientation discrimination, token discrimination) ϫ 2 (correct target option first, second) factorial design. Across participants, each scene item appeared in each condition an equal number of times. The last trial presented a dummy item for viewing so that the test of the final experimental item could be delayed one trial. The dummy item was not tested. Otherwise, trial order was determined randomly. The entire session lasted approximately 45 min.
Results and Discussion
Mean percent correct performance on the two-alternative forced-choice task is displayed in Figure 4 as a function of background presence and discrimination type (token and orientation). There was a reliable main effect of background presence, with higher performance in the background present condition (89.4%) than in the background absent condition (84.2%), F 1 (1, 23) ϭ 6.18, p Ͻ .05; F 2 (1, 39) ϭ 4.62, p Ͻ .05. There was a trend toward an effect of discrimination type, with higher performance for token discrimination (88.8%) than for orientation discrimination (84.8%), F 1 (1, 23) ϭ 2.34, p ϭ .14; F 2 (1, 39) ϭ 2.16, p ϭ .15. These two factors did not interact (Fs Ͻ 1). As in Experiment 1, there was also an effect of option order in the forced-choice test, with higher performance when the correct target was the first option (90.8%) than when the correct target was the second option (82.7%), F 1 (1, 23) ϭ 9.87, p Ͻ .005; F 2 (1, 39) ϭ 10.18, p Ͻ .005. The interaction between option order and background presence was not reliable, F 1 (1, 23) ϭ 1.40, p ϭ .25; F 2 (1, 39) ϭ 2.27, p ϭ .14, although the numerical trend was in the same direction as in Experiment 1.
In Experiment 2, the scene specificity effect was observed under conditions that required VLTM, demonstrating that the long-term visual representation of an object is linked to memory for the scene context in which the object was originally viewed. A notable feature of the Experiment 2 data is that overall performance was no lower than that in Experiment 1, despite the one-trial delay. Similarly, Hollingworth (2005b) found, in a within-subject design, that object memory performance was unreduced by the introduction of a one-trial delay from the level of performance when the test was administered immediately after viewing of the scene. Visual object memory is highly robust.
Discussion of Experiments 1 and 2
The results of Experiments 1 and 2 demonstrate that memory for object form is stored as part of a larger scene representation. These results raise the question of which scene properties serve to facilitate object memory. To this point, we have been considering the scene context as any information in the scene not directly part of the target object. Scene information might include large-scale geometric structures (such as the walls, floor, and ceiling of a room), other discrete objects in the scene, or the local contextual information where the target object contours intersect with the scene (such as the local relationship between the toy truck and the rug in Figure 1) .
Considering the last possibility first, it is unlikely that local contextual information was driving the background present advantage in Experiments 1 and 2. Relevant evidence comes from an experiment conducted by Hollingworth (2003b) . Similar to Experiments 1 and 2, on each trial participants viewed an image of real-world scene for 20 s, followed by a 1,000-ms scene mask, followed by a single test image. The task was a left-right mirrorreflection change detection: The target object in the test was either the same as in the studied scene or mirror reflected, and participants responded "same" or "changed." In one condition of this experiment, the test object was presented within the scene background, and in another condition it was presented in isolation, similar to the background presence manipulation in Experiments 1 and 2. However, in both conditions, the test object was presented within a blank disk so that local contextual information was eliminated. Figure 5 shows a sample scene. If the background present advantage in the present study was driven by memory for local contextual information, that advantage should have been reduced or eliminated under these conditions. Yet a reliable background present advantage was still observed (background present, 82% correct; background absent, 74% correct) and was of similar magnitude to the background present advantage found in Experiments 1 and 2 of this study. Thus, local contextual information is not critical for obtaining the background present advantage.
The results of Hollingworth (2003b) suggest that the background present advantage is likely driven by memory for more global scene information, such as memory for large-scale scene structures and other discrete objects. Earlier work using highly simplified scenes has dichotomized scene information into largescale geometric structures (e.g., horizon lines, walls of a room) and individual objects (Mandler & Ritchey, 1977) . But for naturalistic scene stimuli, such as the scenes used in the present study, there is no clear division between these classes of scene information. A desk serves as a large-scale surface for objects, but it is also a discrete object itself. Similarly, a refrigerator is a discrete, bounded object, but it is also a large, fixed (i.e., generally nonmovable) element within a kitchen that could easily be considered part of the large-scale scene structure. In the present stimulus set, all scenes contained elements that could be considered both discrete objects and large-scale contextual elements (e.g., the dresser and bed in the Figure 1 scene; the train and benches in the Figure 5 scene). Future research with scenes designed to isolate large-scale scene structures and discrete objects will be necessary to examine the contributions of these two sources of scene contextual information to object memory.
Experiment 3: Position Specificity
Experiments 1 and 2 established the basic scene specificity effect. Experiment 3 investigated the means by which object representations are structured within a larger scene representation. Hollingworth and Henderson (2002) proposed a possible mechanism for episodic binding within scenes. In this view, individual object representations are bound to positions within a spatial representation of the scene. Specifically, as the eyes and attention are oriented within a scene, higher level visual representations are formed for attended objects and are activated initially in VSTM. The higher level object representation is bound to a position within a spatial representation of the scene (Henderson, 1994; Hollingworth, 2005a; Irwin, 1992; Irwin & Zelinsky, 2002; Kahneman et al., 1992; Zelinsky & Loschky, in press), which is consolidated into VLTM. During scene viewing, VSTM representations are replaced as attention and the eyes select subsequent objects. However, the VLTM representation is retained robustly and accumulates with visual representations from other previously attended objects. In addition, the retrieval of object information is mediated by spatial position: Attending back to the original location of an object facilitates retrieval of the object information bound to that location (Kahneman et al., 1992; Sacks & Hollingworth, 2005) .
Experiment 3 tested this spatial binding hypothesis of scene contextual structure. The method was similar to that in Experiment 1 (immediate two-alternative object test after scene viewing), except that the principal manipulation was the position of the test object alternatives in the scene rather than the presence of the background scene at test. After viewing each scene, the two test objects were presented within the scene either at the same position as had been occupied by the target object at study or at a different position on the other side of the scene (i.e., the left-right mirrorreflected position). Figure 6 shows the stimulus manipulations for a sample scene item. If object representations are bound to scene spatial positions, then memory performance should be more accurate when the test alternatives are presented at the original object location (Kahneman et al., 1992) .
In Experiment 3, the test object alternatives were always presented within a blank, olive-green disk surrounded by neon-green ring (see Figure 6 ). The neon green ring simply provided a salient target postcue. The olive-green disk ensured that position effects were not confounded with differences in the intersection of local contours between object and scene. If the test objects had been integrated within the scene, then the intersection between the scene and object contours would have changed in the different position condition but would have remained the same in the same position condition. Eliminating local contextual information in both conditions prevented this confound.
Method
Participants. Sixteen new participants from the University of Iowa community completed the experiment. They received course credit or pay for their participation. All participants reported normal or corrected-tonormal vision.
Stimuli and apparatus. The set of scene items was expanded from the 40 used in Experiments 1 and 2 to 56. This change reflected general expansion of the set of 3-D scenes and was not related to any experimental manipulation. In Experiment 3, the test objects were presented within an olive-green disk surround by a neon-green ring. The disk was large enough to enclose all versions of the target object (initial, token substitution, and rotation). The ring served to cue the relevant object at test, eliminating the need for a postcue arrow. The apparatus was the same as in Experiment 1.
Procedure. In Experiment 3, a four-digit verbal working memory load and articulatory suppression were added to the paradigm. Experiments 1 and 2 did not include such measures for suppression of verbal encoding, because previous work has demonstrated that verbal encoding plays little or no role in paradigms examining object memory in scenes (Hollingworth, 2003a (Hollingworth, , 2005b or even in paradigms examining memory for easily nameable color patches (Vogel et al., 2001) . A verbal working memory load and articulatory suppression produce a dramatic impairment in verbal encoding and memory (Vogel et al., 2001 ) but produce minimal effects on memory for objects and colors. The inclusion of a verbal working memory load and articulatory suppression in Experiment 3 was simply a conservative measure to ensure that contextual effects would still be observed when the opportunity for verbal encoding was minimized. At the beginning of each trial, the initial screen instructing participants press a button to start the next trial also contained four randomly chosen digits. Participants began repeating the four digits aloud before initiating the trial and continued to repeat the digits until the object test. Participants were instructed to repeat the digits without interruption or pause, at a rate of approximately two digits per second. The experimenter monitored digit repetition to ensure that participants complied.
Otherwise, the sequence of events in a trial was similar to that in Experiment 1. Participants pressed a pacing button to initiate each trial. Then, a white fixation cross on a gray field was displayed for 1,000 ms, followed by the initial scene presentation for 20 s, pattern mask for 500 ms, Test Option 1 for 4 s, blank (gray) interstimulus interval for 500 ms, Test Option 2 for 4 s, and finally a screen instructing participants to respond to indicate whether the first or second option was the same as the initial target. Button response terminated the trial.
In each two-alternative test, one object was the same as the original object presented in the scene. The other was either a different token distractor (token discrimination condition) or a different orientation distractor (orientation discrimination condition), as in Experiments 1 and 2. In the same position condition, the two test options were displayed in the same position as had been occupied by the target in the initial scene. In the different position condition, the two test options were displayed at the corresponding position on the other side of the screen (i.e., the left-right mirror-reflected position). Vertical position in the scene and distance from scene center were held constant. For approximately half of the scene items (27 of 56), it was possible to construct the scene so that the different position was a plausible location for the target object, as illustrated in Figure 6 . For the remainder of the items, the different position was implausible (e.g., the object did not have a supporting surface). The results, reported below, did not differ for the two sets of items.
Participants were instructed that the relevant object would always appear in the neon-green ring. In addition, they were told that the test options would appear either in the same position within the scene that the target object had initially occupied or in a different position. They were instructed that regardless of test object position, they should decide which of the two object options was the same as the object displayed initially in the scene.
Participants first completed eight practice trials, one in each of the conditions created by the 2 (same position, different position) ϫ 2 (orientation discrimination, token discrimination) ϫ 2 (correct target option first, second) factorial design. The scene items used for the practice trials were not used in the experimental session. In the experimental session, participants viewed each of the 56 scene items once, seven in each of the eight conditions. Across participants, condition-item assignments were counterbalanced by Latin square so that each scene item appeared in each condition an equal number of times. Trial order was determined randomly. The entire session lasted approximately 55 min.
Results and Discussion
Mean percent correct performance on the two-alternative forced-choice task is displayed in Figure 7 as a function of test object position and discrimination type (token and orientation). There was a reliable main effect of test object position, with higher Figure 6 . Sample scene stimuli illustrating the test object and position manipulations in Experiment 3. The initial, studied scene is displayed at the top of the figure. Test objects were presented either at the original target object location (same position) or at a different location equally distant from scene center (different position). In the two-alternative forced-choice test, one object option was the same as the original target (same target), and the other option was either a different token (token substitution) or the same object rotated 90°in depth (rotation). In the experiment, stimuli were presented in color. performance in the same position condition (80.1%) than in the different position condition (74.7%), F 1 (1, 15) ϭ 4.79, p Ͻ .05; F 2 (1, 55) ϭ 4.13, p Ͻ .05. Discrimination type did not produce a reliable main effect (Fs Ͻ 1). There was no interaction between test object position and discrimination type (Fs Ͻ 1). In addition to the effect of position, there was also an effect of option order in the forced-choice test, with higher performance when the correct target was the first option (87.9%) than when the correct target was the second option (66.9%), F 1 (1, 15) ϭ 36.76, p Ͻ .001; F 2 (1, 55) ϭ 57.01 ( p Ͻ .001). Participants were biased to select the first option, but again, this effect does not influence interpretation of the position or discrimination type effects, as option order was counterbalanced across those conditions. The interaction between option order and background presence was not reliable, F 1 (1, 15) ϭ 2.25, p ϭ .15; F 2 (1, 55) ϭ 1.42, p ϭ .24.
In Experiment 3, memory accuracy was higher when position consistency was maintained from study to test. The test object options were always presented within the original scene context. Thus, a general benefit for reinstantiating the original context could not account for the same position advantage. The same position advantage indicates that visual object representations are bound to scene locations in memory, as claimed by Hollingworth and Henderson (2002) . Object-position binding is therefore a plausible candidate mechanism for the construction of episodic scene representations (Hollingworth & Henderson, 2002; Irwin & Zelinsky, 2002; Zelinksy & Loschky, in press ).
General Discussion
The present study asked a simple but important and heretofore unresolved question: Are visual object representations bound in memory to the scene context in which they were viewed? In Experiments 1 and 2, participants more accurately recognized object exemplars when the object was displayed at test within the original scene context versus in isolation. This is the first study to provide unequivocal evidence that objects in scenes are episodically bound to scene context in memory, forming a scene-level representation. Experiment 3 then tested the hypothesis that episodic scene representations are constructed by the binding of object representations to specific scene locations (Hollingworth & Henderson, 2002; Zelinsky & Loschky, in press) . Supporting this spatial binding hypothesis, participants more accurately recognized object exemplars when the test alternatives were presented at the target's original location in the scene than when they were presented at a different scene location.
The idea that spatial position within a scene plays an important role in structuring object memory is supported by evidence from at least three sources. First, VSTM studies have found evidence of object-position binding (Henderson, 1994; Henderson & Anes, 1994; Irwin, 1992; Irwin & Gordon, 1998; Irwin & Zelinsky, 2002; Kahneman et al., 1992; Noles, Scholl, & Mitroff, 2005) and of contextual structure based on global spatial configuration (Jiang et al., 2000) . Second, Hollingworth and Henderson (2002) observed that when the deletion of an object was not initially detected during online scene viewing, participants often detected the change later in viewing, but only after they had fixated the location where the object had originally appeared, suggesting that object memory was bound to spatial position and that attending to the original position facilitated object retrieval. Finally, three studies have found direct evidence that participants can successfully bind local object information to specific scene locations (Hollingworth, 2005a; Irwin & Zelinsky, 2002; Zelinsky & Loschky, in press ). Visual object representations are likely maintained in inferotemporal brain regions (Logothetis & Pauls, 1995) , and spatial scene representations, in medial temporal regions (Epstein & Kanwisher, 1998) . Binding of objects to scene locations could be produced by simple associative links between scene-specific hippocampal or parahippocampal place codes and inferotemporal object representations, similar to models of landmark-position binding in the rodent navigation literature (Gallistel, 1990; McNaughton et al., 1996; Redish & Touretzky, 1997) .
The spatial binding hypothesis can account for the basic background present advantage in Experiments 1 and 2 if we assume that object positions are defined relative to the particular scene spatial context in which the object was viewed (Hollingworth, 2003b; see Klein & MacInnes, 1999 , for evidence that position memory during search within a scene is defined relative to the particular scene spatial context). When the scene background was presented at test, the spatial context serving to define object position was reinstantiated, allowing participants to attend the location in the scene where the target appeared. Attending to object location relative to the scene facilitated retrieval of the object representation associated with that scene location (Sacks & Hollingworth, 2005) . When the scene context was not presented at test, participants could not efficiently reinstantiate the scene spatial context that served to define object location, participants could not attend to the scene-relative location where the target had originally appeared, and object retrieval was impaired.
The conclusion that scene spatial context supports episodic binding of objects to locations requires a pair of qualifications. First, spatial binding is not the only possible binding mechanism for the construction of episodic scene representations; it is merely a plausible one. For example, representations of objects in the same scene could be associated directly with each other rather than through scene spatial position. Although object-to-object association could certainly account for the basic background present advantage in Experiments 1 and 2, object-to-object association could not easily account for the same position advantage in Experiment 3, as the same set of contextual objects was visible in the same and different position conditions. Although Experiment 3 does not eliminate the possibility of object-to-object association, it does demonstrate that at least one mechanism of binding in scene memory is inherently spatial.
Second, although the present study found episodic structure in memory for objects in scenes, this cannot be taken as evidence that such binding is unique to visual scenes. Faces (Tanaka & Farah, 1993) , individual objects (Donnelly & Davidoff, 1999; Gauthier & Tarr, 1997) , and arrays of simple objects (Jiang et al., 2000) have shown similar contextual effects. In addition, the present data do not speak to the possibility that stimuli from other perceptual and cognitive systems (e.g., auditory information) could also be bound within a multimodal representation of an environment. Further research will be required to determine whether object-to-scene binding depends on scene-specific mechanisms or on domaingeneral binding mechanisms.
The present results demonstrated contextual effects in the exemplar-level recognition of objects in scenes. The token manipulation in Experiments 1 and 2 probed exemplar-level object recognition. The orientation manipulation probed subexemplar recognition of visual form. This raises the question of why contextual facilitation is observed in the present experiments but not in paradigms examining context effects on the perceptual categorization of objects at the entry level , 1999 . The critical difference likely lies in the nature of object recognition in the two types of paradigm. In studies examining effects of scene consistency on the perceptual categorization of objects (Biederman, Mezzanotte, & Rabinowitz, 1982; Boyce, Pollatsek, & Rayner, 1989; Davenport & Potter, 2004; , 1999 Palmer, 1975) , scene stimuli are presented very briefly, and the task is usually to detect the presence of a particular type of object at the basic, or entry, level. Under structural description approaches to object recognition, entry-level categorization depends on highly abstracted object models (Biederman, 1987) . Contextual effects would not be expected, because stored category models simply do not contain contextual information. Under image-based approaches, entry-level categorization is proposed to depend on the combined activation of large numbers of exemplar representations (Perrett, Oram, & Ashbridge, 1998; Tarr & Gauthier, 1998) . Again, contextual information should play little or no role in entry-level categorization, because even if we assume that object image representations retain contextual information, contextual features would be lost as activation from multiple exemplars is pooled. It is possible that semantic-level knowledge (e.g., that toasters are likely to appear in kitchens but not in bathrooms) could directly feed back into object recognition processes (Biederman et al., 1982) or that scene recognition could prime object category models (Friedman, 1979; Palmer, 1977) , but neither class of object recognition theory has proposed such a mechanism, and the data suggest that when detection sensitivity is isolated from participant bias to report consistent objects, semantically consistent objects are detected no more accurately than inconsistent objects , 1999 . The contextual independence of entry-level object identification supports the human ability to identify objects across different scene contexts (a bear should be identified as a bear whether it appears in the woods or on Main Street; Tarr & Vuong, 2002) and to do so just as efficiently for objects unexpected within a scene as for objects expected within a scene.
In contrast, object exemplar recognition, by its very nature, depends on memory for an individual object. In the present experiments, the test object alternatives were displayed for 4 s each. There were minimal demands placed on perceptual processing of the test objects, and the present results therefore do not address top-down effects on perception. Instead, contextual differences were likely attributable to differences in memory retrieval. Under image-based theories, factors that influence the efficiency or success of retrieving the appropriate exemplar image will influence recognition performance. Retrieval of stored exemplar representations has not typically been considered a limiting factor in exemplar recognition, but it certainly could be when attempting to retrieve a single object exemplar representation (e.g., to decide whether an object has changed token or orientation) from among many thousands of such representations stored in memory. Although exemplar recognition was significantly worse in the background absent and different position conditions, it was still fairly accurate. And indeed, an exemplar recognition mechanism that failed to identify individual objects in new contexts or in new locations would be suboptimal. Exemplar recognition appears to balance contextual specificity, as individual objects are often consistently found in specific locations in a scene, with the ability to generalize recognition to new scenes and new locations. Theories of exemplar-level object recognition, which have typically addressed object recognition in isolation, will need to account for effects of contextual specificity.
The present results also have implications for theorizing in the face recognition literature. The fact that faces appeared to be unique in showing contextual sensitivity for the recognition of local features was taken as evidence that faces are represented in a manner different from other visual stimuli, holistically rather than by part decomposition (Tanaka & Farah, 1993) . Subsequent work, however, has demonstrated that recognition of house features also shows contextual sensitivity (Donnelly & Davidoff, 1999) , as does the recognition of object parts under conditions of observer expertise (Gauthier & Tarr, 1997) . The present results demonstrate that recognition of local objects in scenes shows contextual sensitivity, providing further evidence that faces are not unique in this respect. But in any case, contextual sensitivity cannot be taken as strong evidence of holistic representation. Contextual sensitivity could indeed be generated by holistic representation, but it could also be generated if discrete parts or objects, parsed from the larger stimulus, are bound together within a higher level episodic representation of the object, face, or scene.
Finally, the results from Experiment 2 extend our understanding of contextual structure in visual memory systems. Jiang et al. (2000) found strong evidence of contextual structure in VSTM. Experiment 2 of this study demonstrated that contextual sensitivity is also a property of VLTM. The relationship between VSTM and VLTM is not yet well understood. Evidence from Hollingworth (2004b) suggests that VSTM and VLTM are closely integrated to support the online visual representation of natural scenes. However, Olson and Jiang (2004) found that the existence of a VLTM representation of an array does not improve VSTM representation of the items in the array, suggesting a degree of independence.
Regardless of the precise relationship between VSTM and VLTM, both memory systems appear to maintain visual representations of similar format. Visual representations maintained over the short term are sensitive to object token (Henderson & Hollingworth, 2003a; Henderson & Siefert, 2001; Pollatsek, Rayner, & Collins, 1984) , orientation (Henderson & Hollingworth, 1999b , 2003a Henderson & Siefert, 1999 Tarr, Bülthoff, Zabinski, & Blanz, 1997; Vogel et al., 2001) , and object part structure (Carlson-Radvansky, 1999; Carlson-Radvansky & Irwin, 1995) but are insensitive to absolute size (Pollatsek et al., 1984) and precise object contours (Henderson, 1997; Henderson & Hollingworth, 2003c) . Similarly, visual representations retained over the long term are sensitive to object token (Biederman & Cooper, 1991) , orientation (Tarr, 1995; Tarr et al., 1997) , and object part structure (Palmer, 1977) but are insensitive to absolute size (Biederman & Cooper, 1992) and precise object contours (Biederman & Cooper, 1991) . The present results demonstrate a further commonality between VSTM and VLTM object representations: Both are stored as part of a larger contextual representation of the scene.
