Introduction
Most supervised training algorithms are based on the Backpropagation (BP) algorithm [1] . The main reason for the success of the backpropagation algorithm is its remarkable simplicity and ease of implementation. The algorithm is, in its crude form, an integration of the chain rule and the gradient descent [2] . However, the original BP algorithm, as introduced in [1] , shares the same typical conundrums as all the steepest descent strategies: very slow convergence rate and the a priori requirement of learning parameters. It is common practice to increase the number of nodes of the hidden layers or add more hidden layers to improve learning. On the contrary, numerical experiments show that the speed of convergence is frequently made worse by the addition of extra nodes to either hidden layers or more hidden layers of neural networks. Theoretically, even though an exact solution of the training problem exists, steepest descent methods frequently fail to converge at all. All the above phenomena limit the practical use of this algorithm.
In the last decade, several improved training algorithms have been reported in the literature. Some use heuristic rules to find optimal learning parameters [2, 3] . Others manage to improve the error function [4, 5] . Further approaches employ different nonlinear optimisation methods [6, 7] . By looking at the structure of neural networks, Konig and Barmann [8, 9] separated neural networks into linear and nonlinear parts, and optimised the linear part layerby-layer using the least squares method. Various linearisation methods of the nonlinear part of neural networks and similar methods are also suggested in [10, 11] .
All these improvements achieve better convergence rates and, for many purposes, they perform sufficiently. However, for applications particular to real-time control systems, which require high speed and high precision outputs, the known algorithms are often still too slow and inefficient.
Careful analysis of the above algorithms points to a common characteristic: they do not consider the output of the hidden layer. All the training only depends upon the inputs and outputs of the training samples. This paper, inspired by the work of Konig and Barmann [8, 9] , proposes a new training algorithm which does not only rely upon the training samples, but also depends upon the output of the hidden layer. The numerical simulations are implemented to demonstrate the performance of the proposed algorithm.
The rest of this paper is organised as follows. The training method is derived in the next section. Some simulation results are given in Section 3. Finally, Section 4 contains the conclusion.
Multilayer Neural Networks and The Algorithm
Multilayer feedforward networks have the capability of learning the internal representation of complex non-linear systems, which makes them desirable candidates in problems associated with system modelling and control. Cybenko [12] proved that multilayer perceptrons with only one hidden layer and sigmoidal hidden layer activation are capable of approximating any continuous function to within an arbitrary accuracy. Therefore, three-layer neural networks are generally considered and studied in most of the published literature on training neural network algorithms. It should be noted that a generalisation of the algorithm to networks with more than one hidden layer is a straightforward extension. Before proceeding to describe the training algorithm, it is necessary to give an explicit description of a three-layer feedforward neural network. The architecture of such a network is shown in Fig. 1 , where X and Y are the input and output of the network, respectively. The network may be represented in block diagram form as a series of affine transformations W1 and W2, and a diagonal non-linear operator Q with identical sigmoidal activations. In other words, each layer of the network is regarded as the composition of an affine transformation with a nonlinear mapping: 
As observed, a three-layer neural network is denoted by f(W1,W2), where W1 and W2 are the weights of the connection. A is the output of the hidden layer in the network. Here, let the input training data set X be a N × m matrix; m is the number of input neurons and N is the length of the training data set. Similarly, the target data set T is an N × n matrix; n is the number of output neurons. In practice, the number of input nodes and the number of neurons in the output layer are fixed by the number of inputs and outputs of the system being considered. However, the numbers and states of the neurons in the hidden layer are important design parameters: they not only determine the structure of the network, but also play an important role in the approximation of the network. Unfortunately, all of the known algorithms and methods of training and constructing neural networks focus on the input-output training pairs, and the number of the neurons in the hidden layer. Few researchers have taken into consideration the state of the hidden layer neurons. In fact, the potential of the neuron states in the hidden layer can have a significant impact on the training process.
In this paper, we highlight the use of the hidden layer in the network after a brief review of the Least Square Backpropagation (LSB) method. In 1993, Konig and Barmann [8, 9] separated neural networks into linear parts, summations of the weighted inputs to the neurons, and nonlinear parts, nonlinear activity functions (such as sigmoidal activation). While solving the linear parts optimally, they used the inverse of the activation to propagate the remaining error back into the previous layer of the neural networks. Therefore, the learning error is minimised on each layer separately from the output layer to the hidden and input layers by using the least squares method (see [8, 9] for details). That is so-called Least Square Backpropagation. The convergence of the algorithm is much higher than that of the classical BP algorithm. However, the drawback of the LSB algorithm is that the training error cannot be further reduced after the first two or three iterations.
The final goal of training is to decrease the errors between the outputs of the output layer (that is, the outputs of the network) and the desired outputs. Thus, the outputs of the network should be optimised in a step-by-step fashion. In the process, we assume that the hidden layer should have a certain status R, and if R satisfies some requirements, then the outputs of the output layer would be optimal. Therefore, R can be determined based on the objectives set out by the designer. Next, we consider how to adjust the output of the hidden layer and make it satisfy those requirements. Although there are many ways to achieve that, here we prefer to introduce the output as its input. The main reason is that it adds a feedback loop for each neuron. The neurons with feedback, as in a closed control system, can sense the changes in the output due to the process changes, and attempt to correct the output. The neurons without feedback lack this type of self-regulation [13] .
Here we adjust both the outputs of the hidden layer and the weights of network. To achieve this target, the relationship between the outputs of the hidden layer and the outputs of the output layer should be predetermined, and a method to adjust the outputs of the hidden layer should be determined. The overall training scheme is derived as follows.
To Determine the Output R of Hidden Layer
Let us consider the above network. The structure of the network is m-p-n and is fully connected between layers. To obtain a good convergence, the first neuron in each layer is a bias node with a constant output of 0.5.
The weights on the connections between the input layer and the hidden layer form a matrix W1 of real numbers with elements w ij (i = 1,2,%m; j = 1,2,%p). An element w ij connects the ith neuron in the input layer with the jth neuron in the hidden layer. Row number 1 of W1 contains the weights of the initiating connections at the bias node of the input layer. Similarly, W2 is a p × n weight-matrix between the hidden layer and the output layer.
The neurons used in this paper are of a standard type. They first build a scalar product of the incoming signals with their respective weights. Afterwards, an activity function is applied, producing the output of the neuron, which is sent to all neurons of the following layer or to the outside world, respectively. We use the standard sigmoid activation function with values between 0 and 1:
For a given N sets of input signals (each set contains m real numbers between 0 and 1), there are N sets of output values (each output set contains n real numbers between 0 and 1). We can summarise all given input signals in a matrix X with N rows and m columns. Each row contains the signals of one input set. All elements of the first column are constant 0.5 (the outputs of the bias node of input layer). Similarly, we can summarise all output signals we want to train the network in a matrix T with N rows and n columns (no bias column). Propagating the given examples through the network, we get (by multiplying the input matrix with the weights matrix between the input layer and the hidden layer, applying the activation function to all matrix elements, and adding a bias constant column of 0.5):
where A and Y are the outputs of the hidden layer and output layer.
Teaching the network means trying to adjust the weights such that Y is equal to (or as close as possible to) T. By introducing
let us reformulate the task of learning. Adjust the weights of the network such that S is as close as possible to A‫ء‬W2. The problem of determining W2 optimally can be formulated as a linear least squares problem:
Note that, since Q is a nonlinear function, the minimum of Eq. (7) is not necessarily identical with the minimum of ʈY − Tʈ 2 . After obtaining an optimal set W2 of weights, we could determine a required output matrix R of the hidden layer, which is as close as possible to A, and fulfils
Again, this is for a given matrix W2 and S, a linear least square problem. Equivalently, one can find the minimal norm solution of ⌬R in
and determine R as R = A + ⌬R Since the output of the bias node is a constant 0.5, we require the first column of ⌬R to vanish. Hence, we have to reformulate Eq. (9) to take care of this constraint. Let T1 and ⌬T1 be the matrixes containing all columns of R and ⌬R, except for the first, and V be the matrix containing all rows of W2 except for the first. We then have to solve the linear least squares problem.
Now the output R of the hidden layer has been determined. Since the activation function (5) can only produce values between 0 and 1, this is only feasible if all elements of R are in this range. To transform R to a matrix with elements between 0 and 1, we construct a matrix C with p rows and columns such that R trans = R‫ء‬C −1 and W trans = C‫ء‬W2
The minimal condition (10) is then still valid for the new matrices. Using the following notation:
we can define the elements of C:
All other elements of C are zeros. The inverse matrix of C has the same structure as C, with elements
With this choice of C, all elements of R trans are between 0 and 1, and the average output of each node is 0.5. We can now use the formalism as (6) and (7) to teach the hidden layers of the networks to produce R trans . Therefore, the desired output of the hidden layer is R = R trans .
Adjustment of Hidden Layer Output
The hidden layer is adjusted by adding the desired output of the hidden layer as the inputs. That is, the input of the hidden layer is not only the input samples, but also the desired output of the hidden layer calculated from the output of the network. Let the input weights of the hidden layer be Wr. Wr is a (m + p) × p matrix including the weights W 1 from input layer and the weights W for the added inputsdesired outputs of the hidden layer. Similarly, the input matrix Xr should be a N × (m + p) matrix. It includes the sample inputs X and the added inputs R. Therefore,
where Q −1 (R) is the inverse function of sigmoid activation function.
To adjust the weights and make it equal to (or as close as possible to) Q −1 (R), minimise ʈQ −1 (R) − Xr‫ء‬Wrʈ. It becomes a least square problem again, and can be solved as above. The solution of the least squares problem is the new weights for the hidden layer.
Description of the Complete Algorithm
To simplify the computation, the above process is improved slightly. The desired outputs of the hidden layer are initially set to zeros. The dimension of the weights remains unchanged during the overall training process.
The complete training procedure can be stated as follows:
Initialisation:
¼ Set randomly initial values, between [−1, 1] for weights W1, W2 and set the desired output R of the hidden layer to zero. Form the input matrix Xr of hidden layer 2. Optimisation of the output layer weights:
¼ Propagate the given input matrix Xr through the network and get the outputs of the hidden layer and the output layer. ¼ Get the 'desired' weighted sums of the output neurons by inverse activation function Eq. (6). ¼ Compute the optimal weights of output layer according to Eq. (7). ¼ Determine the 'required' output of the hidden layer using Eqs (8) and (9) . ¼ Normalise the 'desired' output of the hidden layer through Eqs (13-19).
Optimisation of the hidden layer weights:
¼ Determine the 'desired' weighted sum of the hidden neurons according to the desired output of the hidden layer computed from above step using Eq. (6). ¼ Form the input matrix Xr of the hidden layer. ¼ Compute the optimal weights Wr of the hidden layer using Eq. (7). 4. Repeat steps 2-3 until a certain error tolerance is satisfied.
Although the training process cannot be completed in one iteration because the desired output of the hidden layer is different every time, it can converge within three iterations in general. Note that, because the activation of the network is a nonlinear one, the linear minimum weighted sum error is not necessarily identical to the output error. Let the actual error and the weighted sum error be as follows:
Here, n is the number of neurons in the output layer and N is the length of the training set. In addition, the optimal weights for a neural network are not unique; there may be numerous optimal sets of weights. The algorithm derived above is constructed for generality. The activity function can be adjusted to other ones according to the application. For example, the activation in the output layer can be set to a linear function. During numerical simulation, it is found that sometimes the training error for a network using a linear function in the output layer is unstable. This problem can be solved by adding a hidden layer to the networks. Then the training results are in harmony with those using a sigmoidal function in the output layer. Therefore, the network can be applied to some common regression problems.
The proposed method is partially a recurrent neural network, but different from conventional NNs. Conventional recurrent neural networks propagate back the outputs (or parts) of neurons in the hidden layer to their inputs through the recurrent paths, whereas the desired outputs of the hidden layer are used in this paper. It is a kind of teacher-forced training in the hidden layer so that a better training result can be achieved. Figure 2 shows the structure of the proposed network. The recurrent paths apply both during training and use. In the training process, since the network can reach its steady state in two feedforward propagations and the algorithm allows variation of the outputs, the networks can be trained as general feedforward networks, although there is recurrency in it. It is not necessary to wait until the network reaches its steady state, as for recurrent networks. One advantage of the algorithm is being able to begin the training while the network is still in its dynamic period. During use, the network needs only two feedforward propagations to reach its steady states before a result is extracted, because the delay in the recurrent paths is very small.
Numerical Simulation Results
In this section, we present some numerical experimental results for the proposed algorithm. The efficiency of a training procedure depends mainly upon the training error and convergence speed.
To evaluate the performance of the training method presented, some comparisons with other methods have been carried out. We have implemented the following: the well-known classical BP algorithm, Quasi-Newton BFGS algorithm [14] , Least square algorithm and the algorithm presented in this paper to train the networks with the same structure.
Case 1. MIMO Nonlinear System
Consider the nonlinear mapping of eight input quantities x i into three output quantities y i , defined by
All three functions are defined for values between 0 and 1, and produce values in this range. For the training set, 100 sets of input signals x i were generated with a random number generator; the corresponding y i were computed using Eq. (24). The error reported is the average absolute error on this learning set example and output nodes:
The starting values for the weights of the networks have also been determined between 0 and 1 using a random number generator.
The training errors compare the algorithm presented with the classical BP algorithm, LSB [8] algorithm and BFGS Quasi-Newton algorithm, as shown in Table 1 .
The errors for the BP algorithm are obtained after 2000 iterations. The errors for LSB, BFGS QuasiNewton and the proposed algorithms are obtained after 10 iterations. The BP algorithm is the standard BP algorithm [1] with a learning rate of 0.1 and momentum factor of 0.9. One iteration (or epoch) indicates that all sets of input signals X i are sent to a certain network, a set of corresponding outputs of the network is obtained, and all the weights are adjusted once [15] . In fact, the LSB method and the algorithm presented need about twice the computer time of the backpropagation method per iteration, independent of the network's structure [8] .
Comparing the results in Table 1 , the performances of the proposed algorithm for the networks 8-12-3, 8-16-3, 8-24-3 and 8-36-3 are obviously the best ones. The training errors have been improved from 86.5% to 92.6% compared to the errors by using the LSB algorithm, and from 96.8% to 99.1% compared to the errors by using the BFGS QuasiNewton algorithm.
The BFGS Quasi-Newton algorithm is generally faster than the conjugate gradient algorithms, but requires storage of the approximate Hessian matrix, and is slower than those algorithms developed from LSB. By comparison, it is found that the training errors of the method presented reduce iteratively, but the errors of the LSB don't reduce after three iterations.
Case 2. Prediction of the Chaotic Mackey-Glass Time Series
Mackey and Glass modelled the chaotic oscillations in physiological processes. It is shown as
One thousand training samples were generated according to Eq. (26). The input vector of the network consists of past values of X, i.e., x(k), x(k − 1), target is x(k + 1) . The networks retrained to predict the coming x(k + 1) from the 17 past values. The first 750 samples are used as the training set; the rest are used to test the performance of the trained networks. The initial values of the weights of all the networks are generated randomly between 0 and 1. The first 17 samples are initialised randomly between 0 and 1. All desired outputs are scaled between 0 and 1 through linear mapping. Table 2 shows the performance results compared with the BP, LSB and BFGS QuasiNewton algorithms. The training error tolerance is chosen to be 0.02.
The overall time is the training time of each corresponding method for reaching the criterion, using Matlab to implement the simulations in an IBM586. As shown in Table 2 , to reach the training error tolerance, 0.02, the proposed method takes a little longer than LSB, due to a greater network complexity. However, the testing error of the proposed method is less than that of LSB. By comparison, the BFGs Quasi-Newton algorithm has the lowest testing error, but it needs 7 or 8 minutes, 50 times longer than that of the proposed algorithm to reach the same error tolerance. The Quasi-Newton BFGS algorithm still suffers from the typical handicap; slow convergence of all steepest descent approaches. The BP algorithm takes more than three hours to reach the same error tolerance, and the testing error is the largest one among the four methods.
Case 3. Comparison with General Recurrent Neural Networks
It may be argued that the improvements of the training algorithm may be due to the addition of the weights in the hidden layer. To demonstrate that the above is not true, we compare the performance of the proposed algorithm with the LSB method for a recurrent neural network with the same topology (same number of neurons and same weights).
Take the MIMO case again, where 100 samples are applied. The converging performances are shown in Fig. 3 . The training errors and iterations corresponding to the errors are shown in Table 3 . As shown in Fig. 3 , in the MIMO case, the errors of LSB for RNN and the proposed method are nearly the same at the first two iterations. Afterwards, the error of LSB for RNN has no further reduction; however, the error of the proposed scheme can be reduced gradually. The error for the Quasi-Newton BFGS method is much higher than the other two algorithms.
Conclusions
A new training algorithm for multilayer networks is proposed and tested, which optimises the network weights through an iterative process layer-by-layer. The proposed training algorithm takes the output of nodes in the hidden layer into consideration. It not only adjusts the weights of the networks, but also adjusts the output of the hidden layer. To achieve the goal of adjusting the output of the hidden layer, a new structure for multi-layer neural networks is suggested. The proposed network works like a recurrent neural network, but it can reach its steady state very quickly because of its novel training algorithm. From the simulation results, it is observed that after the first three epochs for LSB, no substantial progress could be achieved by continuing the iterations. However, for the proposed method, not only can it further reduce the error, but it can also converge within 10 iterations. In the case of the classical BP algorithm, to reach the same accuracy it will take nearly 1000 iterations [2, 3] . Although the Quasi-Newton BFGS algorithm is the fastest algorithm among the conjugate gradient methods, it takes more than 50 times longer than that of the proposed algorithm to reach the same error tolerance for the same application. The Quasi-Newton BFGS algorithm still suffers from the typical handicap; slow convergence of all steepest descent approaches.
All the simulation results presented show that the proposed algorithm is orders of magnitude faster than the classical backpropagation and Quasi-Newton BFGS algorithms. The performance of the proposed method is also better than that of the original LSB method, with its inherent drawback that its training error cannot be reduced further after three iterations.
