Abstract-Multivehicle control for collective motion has applications in environmental sampling in the atmosphere and oceans. Previous works in this field have produced theoretically justified decentralized algorithms for stabilization of motion primitives such as parallel and circular motion of self-propelled vehicles using measurements of relative position and relative velocity. This paper describes an observer-based distributed control algorithm for the stabilization of parallel and circular motion using measurements of the relative position only. The algorithm enables each vehicle to utilize information about vehicle dynamics and turning rates to estimate the relative velocity of other vehicles. Theoretical justification is provided for the closed-loop performance, and numerical simulations illustrate the extension of the algorithm to a 3-D model of a miniature submarine. The algorithm has also been implemented on a laboratory-scale multivehicle underwater testbed. We describe the results of experimental validation using motion-capture-based feedback control in the University of Maryland's Neutral Buoyancy Research Facility.
particles. In [9] , theoretically justified control laws for this model are provided to stabilize synchronized, balanced, and circular formations. The authors in [10] and [11] build upon these control laws and adapt them to function in the presence of a spatially and temporally varying flowfield. The authors in [12] provide a second-order steering control for a self-propelled vehicle model using backstepping as an alternative to proportional control. The authors in [13] examine collective motion via pursuit dynamics, where a leader vehicle performed a behavior and the other vehicles pursued the leader. Taking another approach, [14] examined the effects of long-range connections on collective behaviors.
A challenge to achieving collective motion is the stabilization of moving formations with limited information. In [15] , flocking behavior of agents is described whereby only a certain number of agents are informed of the desired behavior. This restriction is also described in [16] , in the context of a self-propelled particle system with limited communication between agents. Information can also be limited by sensing capabilities. In this case, other approaches such as estimation must be taken into consideration to determine the missing information. In [17] , limited sensing is overcome using sliding-mode estimators to achieve formation tracking.
Additional research into cooperative control involves the experimental validation of the proposed control algorithm. Validation can be achieved through a variety of platforms ranging from aircraft to submersibles. The researchers in [18] designed a cost-effective ground platform capable of self-assembly. The authors of [19] utilized a fin-actuated platform to stabilize parallel and balanced formations of underwater vehicles. The authors in [3] and [4] utilized vehicles capable of waypoint navigation to perform the desired behavior.
In this paper, parallel and circular formations are studied using a self-propelled vehicle model with second-order steering control. These particular formations represent basic motion primitives from which more complex trajectories can be designed to meet application specific demands, such as environmental sampling [4] . Previous works on these collective behaviors indicate that each vehicle requires knowledge of the relative position and relative velocity orientation of the other vehicles in the group. Here, we assume that each vehicle is capable of sensing only the relative position of other vehicles as well as its own turning rate. The main contributions of this paper are to present theoretically justified methods for: 1) estimating the velocity of one vehicle relative to another vehicle and 2) utilizing that estimate in an observer-based feedback control to stabilize parallel and circular formations of multiple self-propelled vehicles with second-order rotational dynamics. The cooperative control algorithms are implemented on a 3-D submarine model to simulate a more realistic performance, and are experimentally validated using a laboratory-scale testbed of multiple underwater vehicles.
The outline for this paper is as follows. Section II presents kinematic and dynamic models of self-propelled vehicle motion, including control laws that stabilize parallel and circular formations using relative position and relative velocity. Section III derives an observer-based feedback control to estimate relative velocity using noise-free measurements of relative position and turning rate. Section IV describes a 3-D rigid-body submarine model and results from simulating the corresponding control implementation. Section V discusses results from experimental validation using an underwater vehicle testbed. Section VI summarizes the results and ongoing work.
II. PARTICLE DYNAMICS AND STATE-FEEDBACK CONTROL
In our study of collective motion, we consider parallel and circular formations as building blocks for more complex motion. These cooperative motions have been achieved in [9] using a particle model to represent each vehicle in a group. We describe that model here, along with a vehicle model with second-order rotational dynamics. For each model, we include a description of control algorithms for stabilizing parallel and circular formations.
A. Self-Propelled Vehicle Model With First-Order Steering
A dynamic model that has been used to design collective motion [9] is a constant-speed vehicle model with first-order steering control also known as a self-propelled particle model. This model assumes that each agent moves in the plane at a constant speed, often assumed to be 1. The inertial position of vehicle k is denoted
, and the orientation of its (planar, unit) velocity by θ k . The steering control ν k is applied to the heading rate allowing the vehicle to change course as indicated by the following equations of motion:
where k = 1, . . . , N represents the kth vehicle in a group of size N. Collective control laws have been designed for this model resulting in parallel and circular formations [9] . A parallel formation is achieved when each vehicle obtains the same velocity orientation. The following gradient control achieves this motion with all-to-all communication [9] :
where
Note that the absolute orientations of the other vehicles' velocities are not required for control ν k ; only the relative orientations suffice. The choice of control gain K influences the convergence speed of the formation as well as the formation type. Choosing K< 0 in (2) produces straight-line motion where all the vehicle trajectories are parallel [9] . Choosing K > 0 yields balanced motion; this behavior occurs when the sum of all vehicles' velocities is equal to zero. These motions are illustrated in Fig. 1 . A circular formation is achieved when each vehicle's turning rate and center of rotation is identical to the rest of the group. The center of rotation c k is defined in Cartesian notation with respect to an inertial frame I as
where |ω 0 | −1 is the circle's radius. Using the center of rotation, the following control expressed in matrix notation produces a circular formation with all-to-all communication [9] 
and K > 0. P k is the kth row of the projector matrix
This formation is also illustrated in Fig. 1 . Note that the circular control law for vehicle k can be represented in terms of relative velocity orientations θ k and relative positions R k , expressed as components in a path reference frame (see Section III-A).
B. Self-Propelled Vehicle Model With Second-Order Steering
Although the first-order vehicle model is useful for studying various group behaviors, it may not adequately represent the rotational dynamics of an actual vehicle. A conventional vehicle applies a moment to control the rotational acceleration instead of controlling the heading rate to change direction. Incorporating this observation yields the following dynamics:
The control laws (2) and (4) derived for the vehicle model with first-order steering control can be extended to the vehicle model with second-order steering control via a proportional controller that drives the desired turning rate to that of the first-order model's control law. The parallel formation for this model becomes [12] 
where α k (θ k ) is defined in (2) and K p > 0. A five-vehicle simulation of this control law is illustrated in Fig. 2 . Theorem 1: The vehicle model (5) with control (6), where (2) , stabilizes the set of parallel formations in which θ k = θ j for all pairs k, j and ω k = 0 for all k.
Proof: Begin by examining the second-order rotational dynamics of a single vehicle implementing the parallel control lawθ where K< 0, K p > 0, and
k . These dynamics can be expanded to the entire system of N vehicles using vector notation aṡ
yields the following derivative with respect to time:
According to the invariance principle, solutions converge to the largest invariant set in whichV = 0, i.e., the set = {ω k ≡ 0, ∀ k}. In , ω =ω = 0, which implies ∇U = 0. Therefore, contains the critical points of U (θ ) which include parallel, balanced, and unbalanced configurations. Only the set of parallel formations is stable for K< 0 [9] .
Similarly, circular motion can be achieved with models using the following control law [12] :
where γ k (R k , θ k ) is defined in (4) and K p > 0. The collective behaviors produced by the first-order model are also exhibited in this extended model. A five-vehicle simulation of this control law is illustrated in Fig. 3 .
The vehicle model (5) with control (11), where (4), stabilizes the set of circular formations in which c k = c j for all pairs k, j and ω k = ω 0 for all k.
Proof: Consider the following composite Lyapunov function:
Taking the derivative with respect to time yieldṡ
According to the invariance principle, the solutions converge to the largest invariant set in whichV = 0, i.e., the set = {ω k ≡ ω 0 , ∀ k}. In , ω k = ω 0 andω k = 0 for all k, which implies that each particle is constantly rotating at ω 0 . Based on (4), this constant rotational control occurs only when P k c[1 1] T = 0 for all k, i.e., each particle is traveling about the same circle.
Theorems 1 and 2 ensure that the proportional controller stabilizes both parallel and circular formations with the second-order vehicle model. With the assurance that our control design is stable, the next step is to address the limitations in the sensory information required to perform the collective behaviors.
III. OBSERVER-BASED FEEDBACK CONTROL DESIGN
The parallel-and circular-formation controls in the previous section require that each vehicle is aware of the relative velocity orientation of other vehicles in the group. Here, we assume knowledge of relative position only, and design an observer to estimate the relative velocity, which requires that each vehicle knows its own turning rate.
A. Dynamic Model of Relative Orientation
Without loss of generality, we begin by examining a pair of particles j and k. Fig. 4 shows particles j and k in an inertial frame, I. Each particle's position relative to the origin is represented by the vectors r j and r k , respectively, while the vector between the particles is represented by r j/ k = r j − r k .
An inertial-frame representation is not necessarily known to each particle. Particle k views the world from path frame
, which moves with the particle so that x k is aligned withṙ k as shown in Fig. 4 and y k = z k × x k , where z k is out of the plane. We express r j/ k as components in frame
Consider the inertial kinematics of j relative to k. Taking the derivative of r j/ k with respect to the inertial frame and expressing the result in matrix notation with respect to frame I yields
In this equation, I v j/ k represents the velocity of particle j with respect to k in the inertial frame. The subscript I refers to the coordinate system in which this quantity is expressed. For example, I v j/ k I means that the inertial velocity of particle j with respect to particle k is expressed as vector components in the inertial frame I. The inertial kinematics do not contain the relative orientation θ j − θ k , which is needed to implement controllers (2) and (4) . To obtain the relative orientation, we rewrite the inertial velocity in particle k's path frame. The angular velocity of B k with respect to I is I ω B k = ω k z k . The velocity in the inertial frame can be expressed as components in frame B k 
Although the resulting matrix contains the desired relative orientation, the term on the left is not directly measurable from the path frame. It can be related to the path frame velocity B k v j/ k using the transport equation [20] 
In matrix notation
Using
Solving for θ j − θ k yields
Using (19), calculating particle j 's velocity orientation relative to k requires knowledge of k's turning rate as well as the position and velocity of particle j with respect to k. Assuming that the turning rate ω k and relative position r j/ k are measured, each particle can estimate the relative velocity B k v j/ k in the path frame B k using the estimator described next.
B. Estimation of Relative Velocity Orientation
Consider the case where particle k is estimating the relative velocity of particle j in frame B k . In this case, letr j/ k = x j/ k x k +ŷ j/ k y k and B kv j/ k =ŝ j/ k x k +v j/ k y k be the position and velocity estimates, respectively. Also, let r j/ k r j/ k − r j/ k and B k v j/ k B kv j/ k − B k v j/ k represent the estimation errors for position and velocity. Note that we estimate the velocity of particle j with respect to particle k in frame B k . Choosing the estimator dynamics
where K 1 > 0 and K 2 > 0, yields the following error dynamics:
. (21) Observe that the estimator is a linear system of the forṁ e j/ k = Ae j/ k + g j/ k (t), where g j/ k (t) is a time-varying perturbation equal to the relative acceleration of j with respect to k in frame B k .
Representing the equations in vector notation is useful for studying the stability of the system, but the second-order (5) and relative-orientation relationship (19) utilize Cartesian coordinates with respect to the frame B k . To be consistent, we rewrite (20) asẋ
where x j/ k x j/ k − x j/ k and y j/ k ŷ j/ k − y j/ k . Notê x j/ k andŷ j/ k represent the position estimates, andŝ j/ k and v j/ k represent the relative velocity estimates in frame B k .
For the estimator defined in (21), the perturbation g j/ k (t) is not bounded, but can be made arbitrarily small using an appropriate choice of gains as described next.
Lemma 3: The error in the velocity estimation due to the perturbation g j/ k (t) defined in (21) is proportional to the positive quantity
Proof: Consider the Lyapunov function
The matrix P is chosen by solving the Lyapunov equation
where Q ∈ R 4x4 is the identity matrix. For this system
The estimator assumes that the relative position is known; therefore, the error in the position estimate is negligible.
As
We have not identified an analytic method for optimally choosing gains K 1 and K 2 ; however, the quantity defined in (23) can be minimized by choosing K 2 K 1 1.
C. Observer-Based Feedback Control
Let us now consider an N-particle system that obeys the second-order model (5). Each particle utilizes the estimator (22) to determine the relative velocities of the other particles. These estimates are then used to calculate the relative orientations of the particles using (19). Finally, each particle implements the desired control using the estimated relative orientations. The state-space representation of the combined system isẋ
where k, j = 1, . . . , N andν k represents the desired control law. Let
Note that the combination of the control law and estimator establish the perturbation in (21) as vanishing [21] because vehicles in the desired formation do not move relative to the body frame, B k . If a vehicle remains stationary in frame (2) . Noting that the parallel control law is a summation of sine terms and that the relative orientation calculation uses an inverse tangent, the parallel control law can be simplified using trigonometric identities to
The following result is the product of Lyapunov analysis of the combined observer and control dynamics (28). Theorem 4: Choosing the control ν k = α k (θ k ) defined in (2) ensures that, along solutions of (28), z = [ω T e T ] T is bounded by a quantity proportional to given in (23) .
Proof: Consider the composite Lyapunov function
where 
The matrix P is chosen by solving the Lyapunov equation P A + A T P = −Q, where Q ∈ R 4×4 is the identity matrix. For this system
where is defined in (23) . Taking the derivative with respect to time yieldsV
where I is the identity matrix with dimensions given by the subscript,
and C is a 2N 2 × 2N 2 diagonal matrix with diagonal
A change of coordinates is used to simplify (34) by letting
which yieldṡ
Note that the second term can be rewritten as the following double summation:
where r j/ k is the position error and B k v j/ k is the velocity error. In the context of the problem, we assume that the relative position is measured. Therefore, in the steady state, r j/ k is proportional to the measurement noise, which we ignore. This simplification allows the function of gains to be pulled outside of the double summation and used to scale this term in the Lyapunov derivative. Under this simplification,V ≤ 0 when
Hence, solutions that lie outside the bound
B k v j/ k || will approach this boundary. Once on the boundary or inside, the solutions will remain there becauseV < 0 in the region outside of the boundary.
In Theorem 4, we have some authority over through our choice of estimator gains. Making small reduces the bound on z. (Were we to enforce physical limits on turning rate and separation distance between vehicles, we could use Theorem 4 to establish that z is uniformly bounded.) Simulated results of the parallel formation are shown in Fig. 5 . Using a similar formulation described next, the error terms in the observer-based circular control law can also be bounded by a term proportional to . Implementation of the circular control law is achieved usingν k = γ k (R k ,θ k ) . Note that the relative orientation is used to calculate the centers of rotation (3) in particle k's path frame.
Theorem 5: Choosing the control ν k = γ k (θ k , R k ) defined in (4) guarantees that along solutions of (28)
T is bounded by a quantity proportional to given in (23) .
and P is the projector matrix. The vector e and matrix P are defined in (32) and (33), respectively. Taking the derivative with respect to time yieldṡ
where ω = [ω 1 , . . . , ω N ] T and Q ∈ R 4×4 is the identity matrix. The matrix B is defined in (35). A change of coordinates is used to simplify (43) by letting
where D is defined in (37), which yieldṡ
where r j/ k is the negligible position error and B k v j/ k is the velocity error. Under the assumption of noise-free measurements,V ≤ 0 when
B k v j/ k || will approach this boundary. Once on the boundary or inside, solutions will remain there becauseV < 0 in the region outside the boundary.
We choose K 2 K 1 1 so that is small, allowing the vehicles to approach arbitrarily close to the circular formation. Simulation results in Fig. 6 illustrate the observer-based feedback control algorithm converging to a circular formation. Note that the error in the estimates approaches zero, which implies that each vehicle determines the relative position and relative velocity of the other vehicles in steady state.
IV. SIMULATED SUBMARINE DYNAMICS AND CONTROL
The vehicle model used above is useful in developing control laws, but does not take into account the translational dynamics of an actual vehicle. Therefore, we have developed a higher fidelity model of a miniature submarine to validate the algorithm. The submarine model has six degrees of freedom and obeys Euler's equations of motion. Fig. 7 displays a free-body diagram of the six forces acting on the vehicle: buoyancy F b , gravity F g , drag F d , thrust F t , rudder F r , and dive planes F e . A proportional-integral controller is implemented to regulate depth by deflecting the dive planes. (The integral term is required to find the elevator deflection that counteracts the buoyancy force.)
For the collective control law implementation, knowledge of the relative horizontal velocity orientation θ k − θ j between the vehicles is required. Note that the extension to a 3-D rigid body requires that we further define the relative velocity orientation as the difference in orientation of each vehicle's velocity projected onto the horizontal plane. We approximate this quantity by assuming that each vehicle's planar velocity heading is aligned with its yaw angle ψ k . Although this assumption is not true in general, due to the vehicle's sideslip velocity, the sideslip velocity is zero when traveling in a parallel formation [22] . The parallel control law is
A five-submarine simulation of this control is shown in Fig. 8 from an overhead view. Note that, just like the vehicle model, each submarine converges to the desired formation. The assumption that the submarine's velocity heading is well approximated by its yaw angle does not hold for circular motion. While traveling in a circle, the submarine model exhibits a sideslip angle β k [22] . The circular control law (4) becomes 
. A five-vehicle simulation of this implementation is shown in Fig. 9 from an overhead view. Note that each vehicle's turning rate converges to s k ω 0 , and β k converges to a constant.
The relative velocity estimator was adapted for the submarine model. Based on how the estimator was derived, each submarine's estimates take place in a path frame aligned with its horizontal velocity. By utilizing the estimator onboard the model, there is no need to know the other vehicles' sideslip angle because the estimates will contain that information. Therefore, each submarine only needs to know its own sideslip angle to perform the desired control.
The addition of the estimator with the parallel formation caused oscillations about the desired heading due to estimation error. Understanding that the estimator error was induced by the rotational movement of the body, the K gain was scheduled according to K = 9.99|| p θ || − 10, where p θ is the average of the vehicles' unit velocities. This choice slows down the speed of convergence as well as the rotational movement of the model. The reduction in turning rate and turning acceleration reduces the perturbation and allows the estimates to converge; ultimately, the formation converges as well.
Figs. 10 and 11 display the parallel and circular formations using the estimated quantities. Note that, in the submarine model, the estimates do not converge to zero for the circular case. This observation is attributed to the high rudder control effort when approaching the desired formation. Instead of settling to a constant offset, the rudder oscillates around that offset because the estimates have not completely converged. The rudder actuation amplifies the time-varying perturbation that induces error in the estimates as well. Nonetheless, the estimation error remains bounded, and the circular formation converges as shown in Fig. 11(a) .
V. EXPERIMENTAL RESULTS WITH LABORATORY TESTBED
The control laws and estimator described in Sections III and IV are designed using an idealized modeling framework. This technique allows high-level control laws to be evaluated for stability and convergence without the need for a specific system model to be utilized. In order to demonstrate the usefulness of the control laws, we have implemented them on an underwater-vehicle testbed (see Fig. 12 ). The testbed is operated in the University of Maryland's Neutral Buoyancy Research Facility, which is 25 ft deep and 50 ft across, and outfitted with 12 Qualisys underwater motion-capture cameras. Each submarine is a radio-controlled 1:60 scale model of the U.S.S. Albacore and uses an onboard microprocessor and sensors to steer. (Additional details about the testbed are available in [23] .)
The multivehicle control system functions using inner and outer control loops. Fig. 13 shows a block diagram of the control architecture. The inner loop, which runs at 50 Hz on the microprocessor onboard the submarine, is used to stabilize the desired turning rate using state feedback. The microprocessor serves two separate functions. First, the submarine's yaw rate is stabilized to a desired rate via state-feedback control provided by a gyroscope fixed to the vehicle. The microprocessor also serves as an analyzer for the desired yaw rate which is passed from the transmitter to the receiver. The outer loop runs at 20 Hz from the motion-capture computer. The loop receives each submarine's position and orientation from the cameras and computes the desired turning rate and dive plane deflections. The data is transmitted wirelessly to the submarine via a radio-frequency transmitter.
Experimental validation of the control laws was first performed using a single submarine and a virtual vehicle. For a parallel formation, the virtual vehicle provides a reference horizontal velocity orientation [16] . Fig. 14 shows a test run in which the virtual vehicle travels along the positive x-axis and the submarine changes course to align with this heading. For test runs of the circular formation, the virtual vehicle travels around the center of the tank with a radius of 2.5 m. The submarine consistently circles the center of the tank at the desired radius. At the end of the test run, the desired center of rotation and the submarine's center of rotation are approximately 0.1 m apart. These experimental results demonstrate that the control laws and the onboard turning-rate controller are performing as expected.
The next set of experimental runs used two submarines to perform the desired control law. Fig. 15 shows a test run of two submarines performing the parallel control law. The initial conditions were chosen such that the final orientation should utilize the maximum area of the tank. In this case, the submarine's yaw orientation started with approximately 60°e rror, which by the end of the run was less than 3°.
The circular control was also tested with two submarines and illustrated in Fig. 16 . In these tests, the submarines attempt to converge to an arbitrary circular formation with a 3-m radius. Though not perfect, the results are promising because the vehicles are rotating in the correct direction and the circle-center difference is not increasing. Fig. 17 shows the results of implementing the observer-based parallel control algorithm. The addition of the observer appears to degrade the performance compared to the two submarine case, though the final error is less than 20°. Fig. 18 shows the results from implementing the observer-based method with the circular control law. The performance is similar to the two-submarine test of the circular control law. We observe each vehicle turning in the correct direction, but the error in the center agreement varies in time. Possible error sources include measurement noise, model approximation error, and tracking accuracy. We also use time differencing to extract the inertial velocity from the motion capture's position data, which may introduce additional error in the definition of each submarine's path frame.
Although the algorithm may contribute to the observed performance, the testbed itself may also introduce additional error sources. For example, the submarines must operate in a band of water that is deep enough for the motion-capture system to see but not so deep that radio transmission is compromised. Under the loss of radio transmission, the submarine will enter a safe mode which stops the propeller until a connection is re-established. Similarly, when tracking is lost, the submarine will enter a hold mode where the last known settings are utilized. Both these modes deviate from the desired behavior, but are necessary to ensure the safety of the submarine and the experimental facility.
VI. CONCLUSION
This paper described an observer-based decentralized feedback control algorithm to stabilize parallel and circular formations using an all-to-all communication topology. The extension to a limited communication topology is more than likely possible based on previous work with a first-order particle model [16] . The proposed algorithm was theoretically justified for a second-order vehicle model, and simulations illustrated convergence to the desired formation. In addition, the cooperative control algorithms were extended to a 3-D rigid-body submarine model with appropriate rotational dynamics. Simulations using this model reinforced the theoretical results obtained by the idealized version. A laboratory-scale testbed of underwater vehicles was also described along with corresponding experimental results. Test runs using a virtual vehicle validated the parallel and circular formation controllers. Results from tests of the cooperative control algorithms with multiple vehicles were also presented. The parallel formation was achieved with and without the observer. For circular formations, further research is necessary to understand how the combination of vehicle sensing, dynamics, and control impacts performance. For example, we are examining the stability of the formation in the presence of sensor noise. A stochastic formulation of this problem would provide insight into the performance of the submarine testbed. Additionally, while beyond the scope of this paper, the impact of external disturbances such as water currents is the topic of ongoing research [10] , [11] .
