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COMMENSURABILITY OF BAUMSLAG-SOLITAR GROUPS
MONTSERRAT CASALS-RUIZ, ILYA KAZACHKOV, AND ALEXANDER ZAKHAROV
Abstract. In this paper we classify Baumslag-Solitar groups up to commensurability.
In order to prove our main result we give a solution to the isomorphism problem for a
subclass of Generalised Baumslag-Solitar groups.
1. Introduction
The central objects of this paper are the Generalised Baumslag-Solitar groups, or GBS
groups, for short. A GBS group is simply the fundamental group of a finite graph of groups in
which all vertex and edge groups are infinite cyclic. As the name suggests, GBS groups are a
natural generalisation of Baumslag-Solitar groups, which were introduced in [1] as examples
of non-Hopfian groups. By definition, a Baumslag-Solitar group is an HNN-extension whose
base group and associated subgroups are infinite cyclic, that is the fundamental group of a
graph of groups with only one vertex and one edge and so it has a presentation of the form
BS(m,n) = 〈a, t | t−1amt = an〉, m,n ∈ Z \ {0}.
GBS groups have appeared in the study of finitely generated groups of cohomological
dimension 2, see [17], splittings of groups and JSJ decompositions, see [18], the study of
one-relator groups, see [5, 24, 26] and mapping tori, see [20].
Two groups are called (abstractly) commensurable if they have isomorphic subgroups of
finite index. This is an equivalence relation, and finitely generated commensurable groups
are quasi-isometric. Gromov suggested to study groups from geometric point of view and
understand the relation between these two concepts, as well as study quasi-isometry and
commensurability classification of groups. The classification of groups up to commensura-
bility has a long history and a number of solutions for very diverse classes of groups, see,
for instance, [2] and references there.
(G)BS groups have been studied both from geometric and algebraic perspectives. Ge-
ometrically, there is a number of strong results classifying the class of GBS groups up to
quasi-isometry. In [9], Farb and Mosher studied the problem for solvable Baumslag-Solitar
groups and established that solvable Baumslag-Solitar groups are quasi-isometrically rigid,
that is BS(1,m) and BS(1, n) are quasi-isometric if and only if they are commensurable if
and only if there exist r, k and l such that n = rk and m = rl.
In contrast, Whyte showed that the non-solvable Baumslag-Solitar groups and most GBS
groups are not at all quasi-isometrically rigid. In particular, if n 6= ±m, n,m 6= ±1,
then BS(m,n) is quasi-isometric to BS(2, 3), see [28]. On the other hand, the unimodular
Baumslag-Solitar groups, that is BS(±m,±m), m ∈ N, m > 1 are commensurable, and so
quasi-isometric, to F2 × Z. At the same time, Whyte showed that BS(m,n) and BS(p, q)
are not commensurable, whenever m and n are coprime, and p and q are coprime.
The progress achieved in understanding geometric aspects of GBS groups is in sharp
contrast with the algebraic side: the isomorphism problem for GBS groups and their classi-
fication up to commensurability are still open. The isomorphism problem has been studied
since the very introduction of GBS groups in the 90’s, and the problem of classification of
Baumslag-Solitar groups up to commensurability since at least the late 90’s, alongside their
quasi-isometric classification, and was formally formulated by Levitt in [23].
There are, however, some partial results on the isomorphism problem and the commen-
surability classification. In a series of papers [10, 11, 12, 3, 4], Clay and Forester studied
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GBS groups via their actions on the Bass-Serre trees and the structure of their splittings.
More precisely, the authors showed that two splittings of the groups are in the same defor-
mation space and they are related by a sequence of moves described in [4]. In general, the
number of reduced graphs in the deformation space may be infinite. In the special cases
when there are only finitely many reduced graphs in the deformation space, one can obtain
useful information about Out(G), see [14, 21, 25] and solve the isomorphism problem for
some subclasses: when Out(G) does not contain a non-abelian free group, see [21], when the
modular groups contain no integers other than ±1, see [11], for GBS groups whose labeled
graphs have first Betti number at most one, see [3] and for GBS groups where one of the
underlying graphs has a sole mobile edge, see [7].
First results on commensurability of (generalised) Baumslag-Solitar groups are closely
linked to the study of their quasi-isometric classification, see [9, 28]. In [28] (see also [6]),
Whyte described finite index subgroups of BS(m,n), where gcd(m,n) = 1 and showed that
no two groups in this class are commensurable. In his work, see [20], Levitt studied the
class of GBS groups that generalises the condition gcd(m,n) = 1 for BS(m,n), that is the
class of GBS groups without proper plateaus. In his work, Levitt showed that finite index
subgroups of such GBS groups correspond to covers, described their rank and classified some
groups from the class up to commensurability, see [20, Lemma 6.4, Proposition 6.5].
In this paper we address two central algebraic questions for (generalised) Baumslag-
Solitar groups: the isomorphism problem for a class of GBS groups and the classification of
Baumslag-Solitar groups up to commensurability.
Our first result is an explicit solution to the isomorphism problem for a certain class
of GBS groups whose deformation space contains infinitely many reduced graphs. As we
noticed, the previous results on the isomorphism problem were for classes of GBS groups
with finitely many reduced graphs in the deformation space. More precisely, we solve the
isomorphism problem for finite index subgroups of groupsGd1,q which are fundamental groups
of the bouquets of Baumslag-Solitar groups BS(1, q), see Equation (1) in the case p = 1.
Theorem 1.1. The isomorphism problem is decidable for finite index subgroups of groups
Gd1,q, q, d ∈ N, i.e. there is an algorithm that given two finite index subgroups H1 ≤ G
d1
1,q1
,
H2 ≤ G
d2
1,q2
(given by their finite generating sets) decides whether or not H1 and H2 are
isomorphic.
In order to do so, we describe a normal form for finite index subgroups of groups Gd1,q.
It is our belief that the ideas to approach the isomorphism problem for GBS groups with
mobile edges can be extended to more general classes and may be an important ingredient
together with the other established techniques for a solution of the isomorphism problem
for GBS groups in general.
We then use the structural results on finite index subgroups of GBS groups Gd1,q to
give a complete classification of Baumslag-Solitar groups up to commensurability. In con-
trast with the complete lack of geometric rigidity, we show that non-solvable Baumslag-
Solitar groups are algebraically rigid: apart from some exceptions listed below, they are
non-commensurable. More precisely, we prove the following:
Theorem 1.2. Let G1 = BS(m1, n1) and G2 = BS(m2, n2) be two Baumslag-Solitar
groups, where 1 ≤ |mi| ≤ ni, i = 1, 2. Then the groups G1 and G2 are commensurable
if and only if one of the following holds:
(1) |m1| = |m2| = 1 and n1, n2 are powers of the same integer, i.e.
BS(1, nk1) ∼ BS(1, nk2), n, ki ∈ N;
(2) n1 = n2 and m1 = ±m2, i.e.
BS(m1, n1) ∼ BS(±m1, n1);
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(3) |m1| > 1, |m2| > 1, m1 | n1, m2 | n2 and
n1
|m1|
= n2|m2| , i.e.
BS(±k, kn) ∼ BS(±l, ln), k, l, n ∈ N, k, l > 1.
Here ∼ denotes commensurability relation.
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2. Preliminaries
We assume that the reader is familiar with Bass-Serre theory, see [27].
AGeneralised Baumslag-Solitar group, or GBS group, for short, is simply the fundamental
group of a finite graph of groups in which all vertex and edge groups are infinite cyclic. A
GBS group is completely defined by a finite directed graph Γ and a labelling: for each
oriented edge e there is a label A(e) ∈ Z \ {0} defining the embedding at the origin of e and
Ω(e) ∈ Z \ {0} defining the embedding at the end of e.
A graph of groups is called reduced if for every edge which is not a loop none of the two
embeddings of the edge group into the corresponding vertex groups is an isomorphism. For
GBS groups, this just means that if e is not a loop then A(e) 6= ±1 and Ω(e) 6= ±1. A simple
cycle (in a graph) is a closed path without repetitions of vertices (except for the first and
last vertices in the path) or edges. In a directed graph, a directed simple cycle is a simple
cycle with consistent edge orientation.
By convention, we will always include the inverses of oriented edges in our graph. The
original directed edges of the graph will be called positive edges, and their inverses, negative.
For an oriented edge e of a directed graph we denote by α(e) its initial vertex, by ω(e)
its terminal vertex and by e−1 its inverse. For a GBS graph we have A(e) = Ω(e−1).
By definition, every GBS group can be studied via its actions on Bass-Serre trees with
infinite cyclic vertex and edge stabilizers. Note that for GBS groups the graph of groups
splitting is determined uniquely by the action on a Bass-Serre tree (and vice versa, which
is always true). The indexed graph is then almost uniquely determined, up to two allowed
change of sign moves: changing the signs of both labels of a given edge, and changing the
signs of all labels of edges at some given vertex, see [11].
By convention, we establish that ag = gag−1. By gcd(p, q) we denote the greatest common
divisor of p and q.
The theory of deformation spaces is crucial for the study of GBS groups. We now recall
some of the facts which will be used and we refer the reader to [10], [11] and [15] for definitions
and basic properties. For any GBS group, which is not isomorphic to Z × Z or the Klein
bottle group (i.e., to BS(1, 1) or BS(1,−1)), the set of elliptic subgroups is the same for
all its actions on Bass-Serre trees with infinite cyclic vertex and edge stabilizers, see [10].
Therefore, any two splittings of such a GBS group with infinite cyclic vertex and edge groups
are in the same deformation space. This means that these graphs of groups are related via a
sequence of collapse and expansion moves (also called elementary deformations), which are
defined below.
Any two reduced graphs of groups in the same deformation space are also related by
a sequence of 3 types of moves: slide moves, induction moves and A±1-moves. We now
illustrate these moves in the GBS groups case; for more details, for the case of arbitrary
deformation spaces and proofs see [3], [4].
Collapse and expansion moves are as follows:
r r ✲✛collapse
expansion
✔✔
❚❚
❜❜
✧✧
r❜❜
✧✧
✔✔
❚❚
a
b
n 1 c
d
a
b
nc
nd
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There are two slide moves:
r r❆❆❆✲slide ✧✧
❜❜
❜❜
✧✧ m n
ℓnr r✁✁✁ ✧✧
❜❜
❜❜
✧✧ m n
ℓm
and
r✚✙
✛✘
✲slide
✧✄✄
❈❈
m
nℓnr✚✙
✛✘
✧✄✄
❈❈
m
nℓm
An induction move is as follows:
✚✙
✛✘r ✚✙
✛✘r 
❅
 
❅
a
b
1
ℓm
✲✛induction ℓa
ℓb
1
ℓm
Both directions of the move are considered induction moves. This move decomposes into a
sequence of elementary deformations as follows:
✚✙ ✚✙
✛✘r
✚✙
✛✘r ✛✘r r 
❅
 
❅
 
❅
a
b
1
ℓm
✲expansion a
b
1
m
ℓ
1
✲collapse ℓa
ℓb
1
ℓm
Finally, the A±1-moves are below:
✚✙
✛✘r ✚✙
✛✘rr 
❅
 
❅
a
b
1
ℓm
ℓ k ✲✛
A−1
A
a
b
k
kℓm
Note that, since edge groups are cyclic, for any two non-trivial elliptic elements a, b in a
GBS group 〈a〉 ∩ 〈b〉 has finite index in both 〈a〉 and 〈b〉.
Another important tool in studying (G)BS groups is the so-called modular homomor-
phism, see [21] and [11] for more details. The modular homomorphism ∆G from a GBS
group G to the multiplicative group of rational numbers Q∗ is defined as follows: given
g ∈ G, take any elliptic element a and find non-zero p, q such that gaqg−1 = ap, and define
∆G(g) = p/q. In this notation, ∆G(g) is called the modulus of g. One can show that the
modular homomorphism is well-defined, i.e. does not depend on the particular choice of a
and p, q. Moreover, it is trivial on the elliptic elements by definition, so it factors through
the quotient of G by the normal subgroup generated by all the elliptic elements, which can
be thought of as the (topological) fundamental group of the underlying graph Γ.
Denote by M(G) the image of the modular homomorphism ∆G.
Remark 2.1. It is not difficult to see that if g ∈ G corresponds to a closed path e1e2 . . . el in
Γ, then ∆G(g) =
A(e1)
Ω(e1)
A(e2)
Ω(e2)
. . . A(el)Ω(el) . It follows that M(BS(m,n)) = 〈
n
m
〉Q∗ = {(
n
m
)k, k ∈
Z}.
Remark 2.2. If H is a finite index subgroup of a GBS group G, then the modular ho-
momorphism for H is just the restriction of that for G. It follows that M(H) is a finite
index subgroup in M(G). Thus, for any finite index subgroup H of BS(m,n) we have
M(H) = 〈( n
m
)k〉Q∗ for some k ∈ Z+. Therefore, if BS(m,n) and BS(p, q) are commensu-
rable, then there exist k, l ∈ Z\{0} such that ( n
m
)k = ( q
p
)l. In particular, if m1 | n1, but
m2 ∤ n2, then BS(m1, n1) and BS(m2, n2) are not commensurable.
A GBS group G is said to have no non-trivial integral moduli (as defined in [11]) if the
image of the modular homomorphism M(G) contains no integers of absolute value bigger
than 1. The class of GBS groups with no non-trivial integral moduli is better understood
than GBS groups in general. In particular, the isomorphism problem for such GBS groups
was solved by Forester in [11]. One of the reasons why such GBS groups are better behaved
is that the deformation space for such groups is non-ascending, i.e. any graph in such space
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has no strictly ascending loops (a loop is called strictly ascending if one of its labels is ±1
and the other is not), see [3] and [15]. It is proved in [3] that in a non-ascending deformation
space any two reduced graphs are related by slide moves, while in general deformation spaces
(even for GBS groups) induction moves and A±1-moves are necessary, see [3], [11], [12]. In
particular, in a non-ascending deformation space any two reduced graphs have the same
number of vertices and edges, which might be no longer true in the ascending case. We refer
the reader to [22] for a simple example (in the case of BS(2, 6)). Note that if G is a GBS
group with no non-trivial integral moduli, and H is a finite index subgroup of G, then H
also has no non-trivial integral moduli, by Remark 2.2.
It is well-known that Baumslag-Solitar group BS(m,n) is solvable if and only if m or n is
equal to ±1, and otherwise it contains a non-abelian free subgroup, so is not quasi-isometric
to a solvable one. Since BS(−m,−n) ∼= BS(m,n) ∼= BS(n,m), we can always assume that
n ≥ |m| ≥ 1.
3. Finite index subgroups of (G)BS groups
Finite index subgroups of Baumslag-Solitar groups BS(p, q) with gcd(p, q) = 1, and, more
generally, subgroups of GBS groups without proper plateau, have a very nice description:
they correspond to covers of the graph Γ defining the group (with lifted labels), see [20,
Corollary 6.6].
The notion of plateau was introduced in [20, Definition 3.1] and we recall it here for
completeness. For a prime number p′ a non-empty connected subgraph P of a GBS graph
Γ is a p′-plateau if the following condition holds: for every edge e which starts in a vertex
of P the label A(e) is divisible by p′ if and only if e is not contained in P . The graph P is
called a plateau if it is a p′-plateau for some prime p′. It is proper if it doesn’t coincide with
the whole Γ.
In particular, one can completely describe finite index subgroups of BS(p, q) when
gcd(p, q) = 1, as follows.
Proposition 3.1 (see [6, 20, 28]). Let H be a finite index subgroup of the Baumslag-Solitar
group BS(p, q), where gcd(p, q) = 1. Then H is a GBS group given by a cycle e1e2 . . . el,
l ≥ 1, and such that A(ei) = p, Ω(ei) = q, for each i = 1, . . . , l. Moreover, this cycle
is the induced (from the action of H on the Bass-Serre tree of BS(p, q)) graph of groups
decomposition of H .
For general (G)BS groups this description of finite index subgroups does not hold. How-
ever, in [20, Proposition 6.8], Levitt shows that every GBS group contains a finite index
subgroup without proper plateau. In order to study finite index subgroups of Baumslag-
Solitar groups BS(m,n) when n > m > 1 and gcd(m,n) = d > 1, we first describe a special
finite index subgroup of this group without proper plateau.
Let n > m > 1 and gcd(m,n) = d, m = dp, n = dq, so gcd(p, q) = 1. Define a
homomorphism
ϕ = ϕm,n : BS(m,n)→ 〈z〉d, ϕ(t) = 1, ϕ(a) = z.
This is well-defined since n−m is a multiple of d. Let Hm,n = Ker(ϕm,n), which has index
d in BS(m,n).
Define the following group:
(1) Gdp,q = 〈a, t1, . . . , tk | t
−1
i a
pti = a
q, i = 1, . . . , k〉,
i.e., Gdp,q is the GBS group with underlying graph having one vertex and d directed loops
e1, . . . , ed such that A(ei) = p, Ω(ei) = q.
The following lemma describes the structure of the subgroup Hm,n: it is isomorphic to
the group Gdp,q.
Lemma 3.2. Let Hm,n be a finite index subgroup of BS(m,n) defined as above. In the
above notation, the following holds.
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(1) Hm,n = 〈〈t, a
d〉〉.
(2) Hm,n = 〈a
d, t, ta, . . . , ta
d−1
〉.
(3) Hm,n is isomorphic to the GBS group G
d
p,q.
(4) The subgroups Bi = 〈a
d, ta
i
〉 are all isomorphic to BS(p, q), for i = 0, . . . , d− 1.
Proof. Denote H = Hm,n and G = BS(m,n) for short. The first claim follows directly from
the definition of H .
Denote H0 = 〈a
d, t, ta, . . . , ta
d−1
〉 ⊆ H . We want to show that H0 = H . Since t, a
d ∈ H0,
it suffices to show that H0 is normal, i.e. that for any g ∈ G we have t
g ∈ H0 and (a
d)g ∈ H0.
Note that ta
k
∈ H0 for all k. Indeed, let k = ds+ r, where 0 ≤ r ≤ d− 1, then
ta
k
= akta−k = (ad)s(arta−r)(ad)−s = (ad)sta
r
(ad)−s ∈ H0.
Suppose that g = ak1tǫ1ak2tǫ2 . . . akN tǫnakN+1, with ǫi ∈ {±1} and ki ∈ Z. Then
g = (tǫ1)a
k1
ak1+k2tǫ2 . . . akN tǫN = (tǫ1)a
k1
(tǫ2)a
k1+k2
. . . (tǫN )a
k1+k2+...+kN
aM = h0a
C ,
where M = k1 + k2 + . . . + kN+1, M = Sd + C, h0 ∈ H0 and 0 ≤ C ≤ d − 1. Then
tg = h0a
Cta−Ch−10 = h0t
aCh−10 ∈ H0 and (a
d)g = h0a
Cada−Ch−10 = h0a
dh−10 ∈ H0. This
proves the second claim.
Now consider the action of G = BS(m,n) on the Bass-Serre tree T = TG associated to
the standard splitting of G. By Bass-Serre theory, the vertex set of T is the set of right
cosets g〈a〉, g ∈ G, and the edges incident to the vertex 〈a〉 are the following: outgoing
edges e0, e1, . . . , em−1, with ei going to the vertex a
it〈a〉, i = 0, . . . ,m−1, and ingoing edges
f0, f1, . . . , fn−1, with fj going from the vertex a
jt−1〈a〉, j = 0, . . . , n− 1. The action is by
left multiplication and all the other stars of vertices in TG are obtained by transferring the
star of the vertex 〈a〉 by an element of G.
Recall that m = pd and n = qd. We claim that the set of edges e0, e1, . . . , ed−1 together
with the vertex w0 = 〈a〉 is a fundamental domain for the action of H on T .
Indeed, first notice that H acts transitively on the set of vertices of T : since
H,Ha,Ha2, . . . , Had−1 forms the set of cosets of H in G by definition of H , for any g ∈ G
we have g = hak for some 0 ≤ k ≤ d − 1, h ∈ H , so g〈a〉 = h〈a〉 and h−1 takes g〈a〉
to 〈a〉. It follows that any edge e in T can be taken by H to one of the edges from the
set e0, e1, . . . , em−1, by taking the initial vertex of e to w0, since the edge orientations are
preserved by the action.
Now we show that the edges ei and ej are in the same H-orbit if and only if d | (i − j).
Indeed, if i−j = sd for some s then the element (ad)s ∈ H takes ej to ei, since it fixes w0 and
takes the vertex ajt〈a〉 to the vertex ait〈a〉. On the other hand, if hei = ej for some h ∈ H
then h fixes w0, so h = a
dl for some l, and hait〈a〉 = ajt〈a〉, so adl = h = ajtaN t−1a−i, for
some N , therefore, aN = t−1ai−j+dlt. This can happen in BS(m,n) only if d | i− j + dl, so
d|i− j, as desired.
This shows that indeed the set of edges e0, e1, . . . , ed−1 together with the vertex w0 = 〈a〉
is a fundamental domain for the action of H on T , and so the quotient graph H\T has one
vertex and d loops E1, . . . , Ed.
Note that the stabilizer of w0 inH is equal to 〈a
d〉. If ui is the end vertex of ei, i = 0, . . . , d,
then the stabilizer of ui in H is equal to 〈ta
dt−1〉, since H is a normal subgroup. The
stabilizer of the edge ei in H (and in G) is equal to 〈a
m〉 = 〈tant−1〉, which has index p in
〈ad〉 and index q in 〈tadt−1〉. It follows that A(Ei) = p and Ω(Ei) = q for all i = 1, . . . , d,
as desired. This proves the third claim.
Finally, note that the element ta
i
takes w0 to ui, so it can be taken as the Bass-Serre
element corresponding to the edge Ei in the induced splitting of H . It follows immediately
that Bi = 〈a
d, ta
i
〉 ∼= BS(p, q), for i = 0, . . . , d− 1, and the lemma is proven. 
Thus, the question of commensurability of Baumslag-Solitar groups reduces to the ques-
tion of commensurability of the groups Gdp,q with gcd(p, q) = 1. Since the group G
d
p,q does
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not have proper plateaus when gcd(p, q) = 1, we can give a description of its finite index
subgroups, which follows from [20] (one can also deduce it from [6]).
The following lemma states that finite index subgroups of Gdp,q can be all obtained through
graph coverings of the bouquet of circles, see Figure 1 for an example of a finite index
subgroup K of the group G21,p.
Lemma 3.3. Let K be a finite index subgroup of Gdp,q, for some d, p, q ≥ 1, with gcd(p, q) =
1. Then K is isomorphic to a GBS group defined by a GBS graph ΓK such that
(1) There is a map π from ΓK to the bouquet of circles defining G
d
p,q, which is a covering
map of directed graphs. In particular, each vertex of ΓK has degree 2d, with d
incoming and d outgoing positive edges.
(2) For every positive edge e in ΓK we have A(e) = p, Ω(e) = q. In particular, if
q > p > 1 then ΓK is reduced.
(3) The quotient of K over the subgroup of all elliptic elements is a free group, defined
by ΓK as a covering of a bouquet of d circles, i.e. it is isomorphic to the topological
fundamental group of ΓK .
Proof. Note that since p and q are coprime, the GBS graph defining Gdp,q (which is a bouquet
of circles) contains no proper plateau. By [20, Corollary 6.6], it follows that every finite index
subgroup K of Gdp,q can be represented by a labelled graph ΓK which is a (topological)
covering of the bouquet of circles defining Gdp,q. This proves the first claim.
It follows from [20] that the corresponding covering map π is an admissible map in the
sense of [20, Definition 6.1], and since π is a covering, it follows from [20, Lemma 6.4] that
π preserves the labels. This proves the second claim.
The third claim is well-known and easy to see, see [21]. 
In fact, it is not hard to see that the graph ΓK is given by the induced splitting of K
under its action on the Bass-Serre tree of Gdp,q with respect to the natural splitting, see [20].
4. Structure of finite index subgroups of Gd1,q
We now turn to the case when p = 1, q > 1, d > 1. In this section, we give a canonical
way to describe finite index subgroups of Gd1,q and show in Section 5 that this representation
is in fact a normal form that allows us to solve the isomorphism problem for finite index
subgroups of Gd1,q in an explicit way.
The subgroup K still has the GBS structure described by Lemma 3.3, but in the case we
are considering the GBS graph ΓK might be not reduced, so we can apply collapsing moves
to it, as the following lemma describes.
Lemma 4.1. Let K be a finite index subgroup of Gd1,n, for some d, n ≥ 2, and ΓK be the
corresponding covering GBS graph given by Lemma 3.3. Let k be the rank of the topological
fundamental group of ΓK . Then
(1) There exists a spanning tree S in ΓK with all the positive edges in the tree oriented
towards a given vertex.
(2) K is isomorphic to a GBS group defined by a bouquet BK of k circles e1, . . . , ek,
which is obtained by collapsing all the edges in S. More precisely, for each i =
1, . . . , k the edge ei is the image under collapsing of zi, where z1, . . . , zk are the
reduced paths in ΓK generating the topological fundamental group of ΓK such that
each path zi contains exactly one edge outside of S, which is positive.
(3) If p(zi) is the number of positive edges in zi, and q(zi) is the number of negative
edges in zi, then A(ei) = n
q(zi) and Ω(ei) = n
p(zi), for each i = 1, . . . , k.
(4) There exist i1 6= i2 ∈ {1, . . . , k} such that A(ei1) = A(ei2 ) = 1, and Ω(ei1) > 1.
(5) If K 6= Gd1,n then k ≥ 3 and there exists j ∈ {1, . . . , k} such that A(ej) = n.
Proof. Recall that by Lemma 3.3 the subgroup K can be represented by a GBS graph ΓK
covering a bouquet of circles which defines Gdp,q. We denote by Di the set of vertices of ΓK
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projecting into a given edge ei of G
d
p,q, for i = 1, . . . , d. Thus, each connected component
of Di is a simple directed cycle, and each vertex of ΓK belongs to exactly one such cycle.
Note that ΓK is connected as a directed graph, i.e. for any vertices u, v of ΓK there is a
path from u to v which traverses all edges in the positive direction.
We now construct a spanning tree as in (1). Start with any vertex v and let S1 be just the
vertex v. Let N be the number of vertices of ΓK . We claim that for each i = 1, . . . , N there
exists a subtree Si of ΓK with all edges oriented towards v which has i vertices. Indeed, by
induction let it exist for i ≤ i0 < N . Let w be any vertex of ΓK outside of Si0 . Let p be a
path from w to v consisting of only positive edges, which exists since ΓK is connected as a
directed graph. Let u be the last vertex on this path which is not in Si0 , and e be the edge
coming after u in p. Then we can add u together with e to Si0 and obtain Si0+1. In the end
we get SN which is the required spanning tree, so (1) holds.
We now prove (2). Recall that for every edge e of ΓK we have A(e) = 1 and Ω(e) = n, by
Lemma 3.3. We apply collapsing moves to the edges of S in any order. When we collapse an
edge e with A(e) = 1 and Ω(e) = C for some C ≥ 1, beginning in u1 and ending in u2, the
vertices u1 and u2 get identified, all the labels of edges incident to u1 at u1 get multiplied by
C, and all the other labels remain unchanged. Note that by definition of S at every vertex
of S except the base vertex v there is just one outgoing positive edge which is in S, and
there is no outgoing positive edge in S from v. Therefore, after collapsing any edge in S,
all the remaining positive edges in S will still have an A-label equal to 1. This implies that
we can continue collapsing until all the edges from S are collapsed, and what we get is a
bouquet of k circles e1, . . . , ek. It is immediate that ei is the image under collapsing of zi,
as in the statement, for every i = 1, . . . , k. This proves (2).
We now show (3). Consider the path zi for some fixed i = 1, . . . , k. Note that zi =
y−1i Eixi, where Ei is a positive edge outside of S and xi, yi are paths in S with all edges
positive (each of them might be empty; they might also have edges in common). Then
p(zi) = |xi|+ 1 and q(zi) = |yi|, where |p| denotes the edge-length of a path p. It is easy to
see that collapsing all the edges in yi makes A(Ei) multiply by n
|yi|. Similarly, collapsing
all the edges in xi makes Ω(ei) multiply by n
|xi|. Collapsing all the other edges in S does
not affect the labels of Ei; also, collapsing an edge which is in xi but not in yi does not
affect A(Ei) and collapsing an edge which is in yi but not in xi does not affect Ω(Ei). Since
A(Ei) = 1, Ω(Ei) = n, we get A(ei) = n
|yi| = nq(zi) and Ω(ei) = n
|xi|+1 = np(zi), as
required. This proves (3).
Since d ≥ 2, there are at least two positive edges beginning in the base vertex v, and
all positive edges beginning in v are not in S. It follows that there are at least two paths
among z1, . . . , zk which start from an edge outside of S. Suppose these are zi1 and zi2 .
These paths consist of only positive edges, so q(zi1) = q(zi2) = 0, and it follows from (3)
that A(ei1 ) = A(ei2) = 1. It is immediate also that Ω(ei1),Ω(ei2) > 1. This proves (4).
Now suppose that K 6= Gd1,n. It follows that ΓK has at least two vertices, since if it only
had one vertex, it would have d oriented loops at this vertex with all the A-labels equal to
1 and all the Ω-labels equal to n, and so we would have K = Gd1,n. It follows that k ≥ 3,
since d ≥ 2. Also, there is at least one positive edge in S. Let e be a positive edge of S
ending in the base vertex v, and suppose e starts in a vertex w. Let e′ be any positive edge
starting in w distinct from e, such an edge exists since k ≥ 2. Then e′ /∈ S by the definition
of S. Thus there exists a path among z1, . . . , zk, which is of the form zj = e
−1e′p, where
p is some path in S with all edges positive. Then q(zj) = 1, and so by (3) A(ej) = n, as
required. This proves (5) and the lemma, see Figure 1. 
After collapsing to a bouquet of circles, as described by Lemma 4.1, we can adjust the
petal labels by applying slide moves, as described in the following lemma, see Figure 1 for
an example.
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Figure 1. Example illustrating Lemmas 3.2, 3.3, 4.1 and 4.2. The bold
edges in the top left graph represent the spanning tree S, as in Lemma 4.1.
In the notation of Lemma 4.1, let
(2) m = gcd(|p(z1)− q(z1)|, |p(z2)− q(z2)|, . . . , |p(zk)− q(zk)|).
It follows from Lemma 4.1 that there exists i such that q(zi) = 0 and p(zi) > 0, so m ≥ 1.
Lemma 4.2. In the above notation, the following holds. The subgroup K is isomorphic to
a GBS group defined by a bouquet B′K of circles f1, . . . , fk, such that
(1) A(f1) = 1, Ω(f1) = n
m.
(2) For each i = 2, . . . , k we have A(fi) = Ω(fi) = n
pi , where 0 ≤ pi ≤ m− 1.
(3) There exists i1 ∈ {2, . . . , k} such that A(fi1 ) = Ω(fi1) = 1.
(4) If also K 6= Gd1,n and m ≥ 2, then k ≥ 3 and there exists i2 ∈ {2, . . . , k} such that
A(fi2) = Ω(fi2) = n.
Proof. We know that K is isomorphic to a GBS group defined by a bouquet BK of k circles
e1, . . . , ek, described by Lemma 4.1. By Lemma 4.1(4), in which without loss of generality
we can assume that i1 = 1, we have q(z1) = 0, and p(z1) > 0. Let m1 = p(z1) and mi =
gcd(mi−1, |p(zi)− q(zi)|), for i = 2, . . . , k. Note that mk = m, and that each mi, 1 ≤ i ≤ k,
is a multiple of m.
The idea is to apply multiple slide moves to BK in order to reach the desired bouquet of
circles B′K . We can successively apply these slides for pairs (e1, e2), (e1, e3), . . . , (e1, ek) to
make e1 into a loop with A-label equal to 1 and Ω-label equal to n
m, and then slide all the
other loops over it to make their A- and Ω- labels as described in (2).
We first describe abstractly the procedure we are going to apply later to each pair (e1, ei),
i = 2, . . . , k. This is a modification of Euclid’s algorithm. Suppose that we have a GBS group
which includes a vertex w with 2 loops, E and F , with A(E) = 1, Ω(E) = na, A(F ) = nb
and Ω(F ) = nc, where a ≥ 1, b, c ≥ 0. Denote a0 = a, b0 = b, c0 = c, E0 = E,F0 = F .
Apply the following for i = 0.
Step 1. Let bi = aisi+ bi+1, ci = aiti+ ci+1, where 0 ≤ bi+1, ci+1 ≤ ai− 1. Slide the edge
Fi over the edge Ei si times on the one side (of Fi) and ti times on the other side (of Fi), so
that the obtained (from Fi) edge Fi+1 has A(Fi+1) = n
bi+1 and Ω(Fi+1) = n
ci+1 , while the
edge Ei is not affected. Now, if bi+1 = ci+1 then let Ei+1 = Ei, ai+1 = ai and terminate
the procedure.
Step 2. If bi+1 > ci+1, let ai − ci+1 = λi(bi+1 − ci+1) + µi, where 1 ≤ µi ≤ (bi+1 − ci+1),
let ai+1 = ai − λi(bi+1 − ci+1) = µi + ci+1 ≥ 1, and slide the edge Ei over the edge Fi+1
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λi times, so that the obtained (from Ei) edge Ei+1 has A(Ei+1) = 1 and Ω(Ei+1) = n
ai+1 ,
while the edge Fi+1 is not affected. Note that in this case 1 ≤ ai+1 ≤ bi+1. If ci+1 > bi+1
apply the same but with the roles of b’s and c’s interchanged.
Now keep applying the above procedure (both steps) with i increased by 1 at each step,
until it terminates. Note that for each i we have ai > bi+1, so (unless the procedure
terminates at this step) we have ai−ci+1 > bi+1−ci+1 and so λi ≥ 1, therefore, ai+1 ≤ ai−1,
and so the procedure has to terminate.
Let I be the index for which the procedure terminates and N = I + 1. We let (EN , FN ),
with their labels, be the output of our procedure. It is immediate that A(EN ) = 1 and
A(FN ) = Ω(FN ). Note that for all 0 ≤ i ≤ N we have A(Ei) = 1, Ω(Ei) = n
ai , A(Fi) = n
bi
and Ω(Fi) = n
ci .
Let d = gcd(a, |b − c|). We claim that aN = d, 0 ≤ bN = cN ≤ d− 1 and bN = b mod d.
We first show that aN | a and aN | |b − c|. We claim that aN | ai, aN | |bi − ci|,
i = 0, . . . , N . It is obvious for i = N , since bN = cN . Suppose by (reverse) induction it is
true for i = j + 1, where 0 ≤ j ≤ N − 1, then
aj = aj+1 + λj · |bj+1 − cj+1|, so aN | aj , and
bj − cj = aj(sj − tj) + (bj+1 − cj+1), so aN | |bj − cj |.
For i = 0 we get aN | a and aN | |b− c|.
Suppose D is such that D | a and D | |b− c|. We show that in this case D | aN . Indeed,
D | a0 and D | |b0 − c0|, and we can see by induction that D | ai, |bi − ci|, for 0 ≤ i ≤ N :
suppose it is true for i = j, 0 ≤ j ≤ N − 1, then we have
bj+1 − cj+1 = (bj − cj)− aj(sj − tj), so D | bj+1 − cj+1, and
aj+1 = aj − λj |bj+1 − cj+1|, so D | aj+1.
Therefore, D | aN . Since aN | a and aN | |b− c|, it follows that aN = d.
Note that 0 ≤ bN = cN ≤ aN−1 − 1 = aN − 1 = d − 1 by construction. Moreover, since
bi = aisi + bi+1, and d | ai, i = 0, . . . , N − 1, we have that bi = bi+1 mod d. Since b0 = b,
we get that bn = b mod d, as required. The same holds with c’s instead of b’s. Thus,
A(EN ) = 1, Ω(EN ) = n
d, and A(FN ) = Ω(FN ) = n
l, where l is the residue of b (and of c)
modulo d.
Recall that we have A(e1) = 1, Ω(e1) = n
p(z1) with p(z1) ≥ 1, A(e2) = n
q(z2), Ω(e2) =
nq(z2). We now apply the above procedure (i.e., corresponding slide moves) to e1 and e2 in
BK , without affecting the other edges. We get a bouquet of circles e
2
1, e
′
2, e3, . . . , ek, such
that
A(e21) = 1, Ω(e
2
1) = m2 = gcd(p(z1), |p(z2)− q(z2)|), A(e
′
2) = Ω(e
′
2) = n
l2 ,
where l2 = p(z2) = q(z2) mod m2, 0 ≤ l2 ≤ m2 − 1. Then apply the above procedure to
(e21, e3), getting a bouquet of circles (e
3
1, e
′
2, e
′
3, e4, . . . , ek), with A(e
3
1) = 1, Ω(e
3
1) = n
m3 ,
A(e′3) = Ω(e
′
3) = n
l3 , where l3 = p(z3) = q(z3) mod m3, 0 ≤ l3 ≤ m3 − 1. Continue
successively applying the procedure to all the pairs (ei1, ei+1), i = 1, . . . , k − 1. In the end
we get a bouquet of circles (f1, e
′
2, e
′
3, . . . , e
′
k) such that the following holds: A(f1) = 1,
Ω(f1) = n
m, A(e′i) = Ω(e
′
i) = n
li , where li = p(zi) = q(zi) mod mi, 0 ≤ li ≤ mi − 1, for all
i = 2, . . . , k. Here f1 = e
k
1 .
The following applies to every i = 2, . . . ,m. Since m | mi, we have li = p(zi) = q(zi)
mod m. Let li = mxi + pi, where 0 ≤ pi ≤ m − 1; then pi = p(zi) = q(zi) mod m. Slide
the edge e′i over f1 xi times, so that the obtained edge fi has A(fi) = Ω(fi) = n
pi ; the edge
f1 is not changed. Thus, we obtained a bouquet B
′
K of circles (f1, f2, . . . , fk), whose GBS
group is K.
We claim that B′K satisfies the assertions of the lemma. Indeed, (1) and (2) hold by
construction. Claim (3) follows immediately from Lemma 4.1(4), since i2 6= i1 = 1 satisfies
pi2 = q(zi2) = 0. Similarly, claim (4) follows from Lemma 4.1(5), since for K 6= G
d
1,n and
m ≥ 2 we have pj = q(zj) = 1. This proves the lemma. 
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5. Isomorphism criterion for some GBS groups
In this section, we show that the description of finite index subgroups provided in Lemma
4.2 is in fact a normal form. More generally, we introduce a class of GBS groups and solve
the isomorphism problem for this class.
For every m ≥ 1, n, r, s ≥ 2, 0 ≤ p1, p2, . . . , ps−1 ≤ m− 1, i = 2, . . . , s, such that n = r
l
for some l ≥ 1, denote by Γ(n, r;m; p1, p2, . . . , ps−1) the following GBS graph of groups: it
is a bouquet of circles e1, e2, . . . , es, with A(e1) = 1, Ω(e1) = n
m, A(ei) = Ω(ei) = n
pi−1 ,
i = 2, . . . , s.
To each graph Γ of this form we associate a vector V (Γ) = (v0, v1, . . . , vlm−1) in Z
lm as
follows: vj = 0 if l ∤ j, and if j = lj0, 0 ≤ j0 ≤ m−1, then vj is equal to the number of edges
ei among e2, . . . , es for which we have pi−1 = j0. In other words, for every 0 ≤ j ≤ lm−1 the
number vj is equal to the number of edges ei among e2, . . . , es with labels A(ei) = Ω(ei) = r
j .
We say that two vectors (v0, v1, . . . , vN ) and (w0, w1, . . . , wN ) in Z
N+1 are cyclic permu-
tations of each other if there exists C ∈ {0, . . . , N} such that vi′ = wi, where i
′ = i + C if
i+ C ≤ N and i′ = i+ C −N otherwise.
Note that if n1 and n2 are not powers of the same number, then the GBS groups defined
by the graphs Γ(n1, r1;m1; p1, p2, . . . , pk1−1) and Γ(n2, r2;m2; q1, q2, . . . , qk2−1) cannot be
isomorphic, since they have different images under the modular homomorphism, see Remark
2.2; therefore, the interesting case is when r1 = r2. The following theorem tells us when
two GBS groups of such form are isomorphic. Recall that the isomorphism problem for the
GBS groups in general is not known to be decidable yet.
Theorem 5.1. Suppose n1 = r
l1 and n2 = r
l2 , where r ≥ 2, l1, l2 ≥ 1. Suppose G1 is the
GBS group defined by a graph Γ1 = Γ(n1, r;m1; p1, p2, . . . , pk1−1), and G2 is the GBS group
defined by a graph Γ2 = Γ(n2, r;m2; q1, q2, . . . , qk2−1), for some m1,m2 ≥ 1, k1, k2 ≥ 2, 0 ≤
pi ≤ m1 − 1, i = 1, . . . , k1 − 1, 0 ≤ qi ≤ m2 − 1, i = 1, . . . , k2 − 1.
Then G1 and G2 are isomorphic if and only if the following three conditions hold:
(1) nm11 = n
m2
2 . In other words, l1m1 = l2m2.
(2) k1 = k2.
(3) V (Γ1) is a cyclic permutation of V (Γ2).
Proof. Recall that two reduced GBS graphs give rise to isomorphic GBS groups if an only if
one can get from one to the other by successively applying the slide moves, induction moves
and A±1-moves, and so that all the intermediate graphs are reduced, see [3].
We have that Γ1 is a bouquet of circles e1, . . . , ek1 , and Γ2 is a bouquet of circles
f1, . . . , fk2 , with A(e1) = A(f1) = 1, Ω(e1) = n
m1
1 , Ω(f1) = n
m2
2 , A(ei) = Ω(ei) = n
pi−1 ,
2 ≤ i ≤ k1, and A(fi) = Ω(fi) = n
qi−1 , 2 ≤ i ≤ k2.
Suppose first that conditions (1), (2), (3) hold. Then e1 and f1 already have equal A-
labels and equal Ω-labels, and it remains to adjust the other edges. Let k = k1 = k2,
S = l1m1 = l2m2. Let C be such that the cyclic permutation of V (Γ1) by C gives V (Γ2).
It’s easy to see that it is equivalent to l1pi+C = l2qσ(i) mod S, for some permutation σ of
{1, . . . , k − 1} and for all i = 1, . . . , k − 1. Then apply the induction move to Γ1 C times,
each time multiplying the labels of the edges e2, . . . , ek by r. We get from Γ1 a new bouquet
Γ′1 of k circles e1, e
′
2, . . . , e
′
k, with A(e1) = 1, Ω(e1) = r
S , and A(e′i) = Ω(e
′
i) = r
l1pi−1+C ,
for i = 2, . . . , k. Since l1pi−1+C = l2qσ(i−1) mod S, we can apply slide moves to e
′
2, . . . , e
′
k
over e1, if necessary, to obtain the graph Γ2. This shows that the conditions (1),(2),(3) are
sufficient.
Suppose now that G1 and G2 are isomorphic. It is immediate that the condition (1) holds,
since the images under the modular homomorphism of G1 and G2 must be the same, and
M(G1) = 〈(n1)
m1〉Q∗ , M(G2) = 〈(n2)
m2〉Q∗ , by Remark 2.1 (since all the loops apart from
e1, f1 do not contribute in M(G1), M(G2) respectively). Moreover, condition (2) holds,
since ki is the rank of the quotient of Gi by the subgroup of all the elliptic elements, for
i = 1, 2, see Lemma 3.3, so k1 = k2. Denote k = k1 = k2. Therefore, it remains to prove
(3). If Γ1 and Γ2 are related only by slide moves and induction moves, this is not hard to
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see, however since some A±1-moves might be involved, the intermediate graphs might be
not bouquets of circles, and so the proof is more complicated.
Let ∆1,∆2, . . . ,∆N be a sequence of reduced GBS graphs, such that ∆1 = Γ1, ∆N = Γ2
and ∆i+1 is obtained from ∆i by a slide move, induction move or A
±1-move Mi, for each
i = 1, . . . , N − 1. Let ∆ = ∆i for some i = 1, . . . , N . Note that ∆ defines the GBS group
isomorphic to G1 ∼= G2.
Lemma 5.2. For every loop e in ∆ we have Ω(e)/A(e) = n1
m1C for some C ∈ Z. In
particular, if A(e) = 1, then Ω(e) = n1
m1C for some C ≥ 0.
Proof. The claim follows immediately from the fact that the image under modular homo-
morphism of G1 consists of the powers of n
m1
1 , see Remark 2.1. 
It also follows that we can always suppose that the labels of loops in ∆ are positive (by
multiplying both labels of a loop by −1 if necessary).
Abusing the notation, below we sometimes denote the vertex in ∆i and its image under
Mi in ∆i+1 by the same letter, and similar for edges which remain unaffected by the move
Mi, together with their labels.
Lemma 5.3. In the above notation, at every vertex v of ∆ there exists a loop e such that
A(e) = 1 and Ω(e) = nm1C1 for some C > 0.
Proof. By Lemma 5.2, it suffices to show that at every vertex v of ∆ there exists a strictly
ascending loop e, i.e. a loop with one label equal to 1 and the other label greater than 1.
For ∆ = Γ1 such a loop exists: e = e1. Suppose by induction that such a loop exists in
∆i and prove that it exists in ∆i+1, i = 1, . . . , N − 1. Recall that Mi is the move which
transforms ∆i into ∆i+1.
Indeed, suppose first Mi is a slide move of an edge E over a loop F , which changes only
the Ω-label of E, with ω(E) = α(F ) = ω(F ) = v. The strictly ascending loops at vertices
not equal to v are not affected. If F or any other loop at v not equal to E is strictly
ascending in ∆i, then its image is also strictly ascending in ∆i+1. So we can suppose that E
is a strictly ascending loop, and F is not. If A(E) = 1 then it stays equal to 1 after applying
Mi, and Ω(E) stays bigger than 1, since F is not strictly ascending, therefore, the loop E
stays strictly ascending. If Ω(E) = 1, then one of the labels of F has to be equal to 1; since
F is not strictly ascending, this implies A(F ) = Ω(F ) = 1, so the slide move is the identity
(i.e. does not change the graph nor the labels) and the result follows.
Suppose now Mi is a slide move of an edge E over a non-loop edge F , with ω(E) =
α(F ) = u. It is immediate that every vertex except u will keep the ascending loop, since
all the edges incident to these vertices remain unchanged. Since the graph ∆i+1 has to be
reduced, it follows that E is not an ascending loop, so there has to be an ascending loop at
u which remains unchanged under Mi, so in this case the result also follows.
Suppose Mi is an induction move at a vertex v, with E being a loop over which the
induction is performed. Note that one of the labels of E is equal to 1, so either A(E) =
Ω(E) = 1, in which case the induction move is the identity, or E is a strictly ascending loop,
which remains unchanged under Mi, and the result follows.
Finally, suppose Mi is an A
±1-move. Suppose first Mi is an A
−1-move, which collapses
an edge E, such that the vertex α(E) = u has degree 3 and has a strictly ascending loop
at it, to a loop at ω(E). In this case the ascending loops at all the vertices except u are
not affected, and the result follows. If Mi is an inverse move, i.e. an A-move, then the
new vertex u of degree 3 will have a strictly ascending loop by definition, and the strictly
ascending loops at all the other vertices are not affected. This proves the lemma. 
Note that although the labels of ∆ don’t have to be powers of n1, in general, the propor-
tions between the labels at any vertex always are, at least after we throw out one strictly
ascending loop at each vertex, as the following lemma shows.
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Lemma 5.4. In the above notation, for every vertex v of ∆, there exists a strictly ascending
loop fv at v, such that for every two edges e, e
′ of ∆ which both begin in v and none of which
is equal to fv or f
−1
v , the proportion A(e)/A(e
′) is a power of n1.
Note that there exists a strictly ascending loop at each vertex of ∆, by Lemma 5.3.
Moreover, if there is more than one strictly ascending loop at v, then, since the labels of
such loops are powers of n1 by Lemma 5.2, we will get that in fact for every two edges e, e
′
of ∆ which both begin in v A(e)/A(e′) = nD1 for some D ∈ Z. Therefore, the choice of the
strictly ascending loop fv at a vertex v is not essential.
Proof. For ∆ = Γ1 the claim obviously holds. Suppose by induction that the claim holds
in ∆i and prove that it holds in ∆i+1, i = 1, . . . , N − 1, so e, e
′ ∈ ∆i+1. Recall that Mi
is the move which transforms ∆i into ∆i+1. By the above remark, we can always suppose
that the claim holds for every choice of strictly ascending loops at each vertex in ∆i, and it
suffices to prove it for some choice of strictly ascending loops at each vertex in ∆i+1.
Suppose first Mi is a slide move of an edge E over a loop F , which changes only the
A-label of E, multiplying it by Ω(F )/A(F ), with α(E) = α(F ) = ω(F ) = v. Let E′ be the
image of E, with A(E′) = A(E)Ω(F )/A(F ). Note that the move Mi does not affect any
vertices other than v, so for these vertices of ∆i+1 the claim holds, and we only need to
check it holds at v.
Suppose F is a strictly ascending loop. Then we can choose F as fv both in ∆i and
∆i+1. We have e, e
′ 6= F in ∆i+1. If e, e
′ 6= E′, then they also appear in ∆i with the same
proportion, so the claim holds. So we can assume that e′ = E′. In this case we have
A(e)/A(e′) = A(e)/A(E′) = A(e)/A(E) ·A(F )/Ω(F ),
and A(e)/A(E), A(F )/Ω(F ) are powers of n1, since e, E 6= F and by Lemma 5.2. Therefore,
A(e)/A(e′) is a power of n1, as desired.
Suppose now that F is not a strictly ascending loop. If E is a strictly ascending loop,
then E′ also has to be a strictly ascending loop, by the definition of a slide move, and we
can choose E as fv in ∆i and E
′ as fv in ∆i+1. Then we have e, e
′ 6= E′ in ∆i+1, and so
they also appear in ∆i with the same proportion, and the claim holds. Suppose now that
both E and F are not strictly ascending loops. Let f be some strictly ascending loop in ∆i
and ∆i+1, and choose fv to be f in ∆i and ∆i+1. Then we have e, e
′ 6= f . If e, e′ 6= E′, then
they also appear in ∆i with the same proportion, and the claim holds. So suppose e
′ = E′.
As above, we have A(e)/A(e′) = A(e)/A(E′) = A(e)/A(E) · A(F )/Ω(F ) and A(e)/A(E),
A(F )/Ω(F ) are powers of n1, since e, E 6= f and by Lemma 5.2. Therefore, A(e)/A(e
′) is a
power of n1, as desired.
Suppose now that Mi is a slide move of an edge E over a non-loop edge F , which changes
only the A-label of E, multiplying it by Ω(F )/A(F ), where α(E) = α(F ) = u and ω(F ) = v.
Let E′ be the image of E, with A(E′) = A(E)Ω(F )/A(F ). Since the graphs ∆i, ∆i+1 are
reduced, E and E′ are not ascending loops. Choose fu, fv to be some strictly ascending
loops at u, v respectively, both in ∆i and ∆i+1, then e, e
′ 6= fv. If e, e
′ 6= E′, then they also
appear in ∆i with the same proportion, and the claim holds. Therefore, we can assume that
e′ = E′, and e begins in v. We have
A(e′)/A(e) = (A(E)Ω(F ))/(A(F )A(e)) = A(E)/A(F ) · A(F−1)/A(e).
Since E,F 6= fu, and e, F
−1 6= fv, we have by induction hypotheses that A(E)/A(F ) =
nD11 , A(F
−1)/A(e) = nD21 for some D1, D2 ∈ Z, and so A(e
′)/A(e) = nD1+D21 , as required.
Suppose Mi is an induction move at a vertex v, over a loop E. We can suppose that E
is strictly ascending, since otherwise the move is the identity. Choose E as the designated
loop fv, both in ∆i and ∆i+1. The induction move does not change the proportions of the
A-labels of two edges with the same initial vertex which are both distinct from E and E−1,
and so the step of induction follows immediately in this case.
Finally, suppose Mi is an A
±1-move. Suppose first Mi is an A-move, which collapses
an edge E, such that the vertex α(E) = u has degree 3 and has a strictly ascending loop
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F at it, to a loop F ′ at ω(E) = w. Note that A(F ′) = Ω(E), and Ω(F ′)/A(F ′) = nC1
for some C ∈ Z, by Lemma 5.2. Choose any strictly ascending loop fv at w, same in
∆i and in ∆i+1. If neither e nor e
′ is equal to F ′ or (F ′)−1, then the claim holds, since
the labels are unchanged by Mi, so we can suppose that e = F
′ or e = (F ′)−1 and e′
begins in w. In the first case, we have A(e)/A(e′) = A(F ′)/A(e′) = A(E−1)/A(e′), and
e′, E 6= fv, so A(E
−1)/A(e′) is a power of n1 and the claim holds. In the second case, we
have A(e)/A(e′) = Ω(F ′)/A(e′) = nC1 A(E
−1)/A(e′), so the claim also holds.
Now suppose Mi is an A
−1-move. Then the new degree 3 vertex has only one incident
edge which is not a strictly ascending loop, so the claim is vacuous for it. For all the other
vertices, it is immediate to see that the required proportions in ∆i+1 are all coming from
the same proportions in ∆i, and we can leave the loops fv unchanged. This completes the
proof of the lemma. 
We are going to construct some invariant of the moves. In order to do it, to each ∆
we associate an auxiliary “dual” edge-labelled graph ∆ constructed as follows. Recall that
by Lemma 5.3, at each vertex of ∆ there is a strictly ascending loop. Let ∆′ be a graph
obtained from ∆ by deleting one strictly ascending loop fv at each vertex v; if there is more
than one such loop at some vertex, then delete any, see Figure 2. The graph ∆′ is labelled
by restriction of labelling from ∆.
Let ∆ have one vertex v(e) for each non-oriented edge e of ∆′. The edges of ∆ are
coloured in V colours, where V is the number of vertices in ∆; the edges corresponding to
a vertex v of ∆ (or equivalently ∆′) we call v-edges. For each vertex v of ∆′ let d(v) be
the set of edges in ∆′ beginning in v, both positive and negative, except loops: each loop at
v counts as only one edge in d(v) (we choose an arbitrary orientation of it). Then the set
of v-edges of ∆ by definition forms a complete graph on |d(v)| vertices, namely, each pair
of vertices in ∆ corresponding to distinct edges in d(v) is connected by a v-edge in ∆, and
this applies to all vertices v of ∆′. (If v has degree 3 in ∆, then it has degree 1 in ∆′ and
so there are no v-edges in ∆.) This defines ∆ as a (coloured) graph; note that it can have
multiple edges (at most double and of different colours), but has no loops, see Figure 2.
Now we define an edge labelling on the graph ∆ as follows. We now think of ∆ as a
directed graph, choosing an arbitrary orientation of edges. By Lemma 5.4, if e and e′ are
two distinct edges in d(v), then A(e)/A(e′) = nC1 , for some C ∈ Z; let 0 ≤ C0 ≤ m1 − 1,
C0 = C mod m1. In this case we label the oriented v-edge of ∆ going from v(e
′) to v(e) by
C0. We do this for both positive and negative edges of ∆.
For an edge E of ∆ we denote its label by L(E). It’s easy to see that we have L(E−1) =
−L(E) mod m1. Note that the labelled graph ∆ does not depend on the choice of the
orientation of loops in d(v), by Lemma 5.2. Note also that the labelled graph ∆ doesn’t
depend on the choice of the strictly ascending loops in the construction of ∆′, since by
Lemma 5.2 all the labels of strictly ascending loops in ∆ are powers of nm11 , and so if e
′,
e′′ are strictly ascending loops and A(e)/A(e′) = nC1 , A(e)/A(e
′′) = nC
′
1 , then C = C
′
mod m1. Since ∆ is connected, ∆ is also connected.
If P = E1E2 . . . Es is a path in ∆, we let L(P ) = L(E1) +L(E2) + . . .+L(Es) mod m1,
0 ≤ L(P ) ≤ m1 − 1, be the label of the path P . We let the empty path have label 0. Below
all the labels of edges and paths are considered modulo m1, and we omit this often.
The main property of the graph ∆ is described in the following lemma, see the example
in Figure 2. Recall that k is the number of loops in Γ1 and in Γ2, and the pi, qi are as in
the statement of the theorem.
Lemma 5.5. The number of vertices in ∆ is equal to k − 1, and there is an enumeration
v1, v2, . . . , vk−1 of the vertex set of ∆ such that for every 1 ≤ i, j ≤ k− 1 and every path Pij
from vi to vj we have L(Pij) = pj − pi.
Proof. First note that the claim holds for ∆ = Γ1. Indeed, in this case ∆
′ is a bouquet
of k − 1 circles, with labels npi , i = 1, . . . , k − 1. Therefore, ∆ has k − 1 vertices, there is
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only one colour and ∆ is a complete graph on k − 1 vertices v1, . . . , vk−1, with edges eij
from vi to vj having labels L(eij) = pj − pi, 1 ≤ i 6= j ≤ k − 1, and the claim follows
immediately. Suppose by induction that the claim holds in ∆s and prove that it holds in
∆s+1, s = 1, . . . , N − 1. Recall that Ms is the move which transforms ∆s into ∆s+1.
Note that the number of edges in ∆′ is equal to the number of edges in ∆ minus the
number of vertices in ∆, which is equal to the rank of (topological) fundamental group of
∆ minus 1, i.e., k − 1. Alternatively, it is easy to see that Mi does not change the number
of edges in ∆′. Therefore, ∆ has k − 1 vertices.
Let v1, v2, . . . , vk−1 be the enumeration of the vertex set of ∆s such that for every 1 ≤
i, j ≤ k−1 and every path Pij from vi to vj we have L(Pij) = pj−pi. We want to construct
a similar enumeration for ∆s+1.
Consider the following two (abstract) operations on the labelled graph ∆s, which don’t
change the vertex set of ∆s: adding an edge e1 from vi1 to vj1 such that L(e1) = pj1 − pi1
(and L(e−11 ) = pi1 − pj1) for some 1 ≤ i1, j1 ≤ k − 1; deleting an edge e2 from vi2 to vj2
such that the graph remains connected after deleting e2, for some 1 ≤ i2, j2 ≤ k − 1. It
is immediate to see that the graph obtained by these operations from ∆s still satisfies the
condition that for every 1 ≤ i, j ≤ k − 1 and every path Pij from vi to vj in the new graph
we have L(Pij) = pj−pi. Therefore, it suffices to see that ∆s+1 can be obtained from ∆s by
applying a finite number of the above two operations, which we call admissible operations.
It is easy to see that if Ms is an induction move or an A
±1-move, then ∆i+1 = ∆i as
labelled graphs. Therefore, the induction step holds in this case.
Suppose now that Ms is a slide move of an edge E over a loop F , which changes only
the A-label of E, multiplying it by Ω(F )/A(F ), where α(E) = α(F ) = ω(F ) = v. Let E′ be
the image of E. As in the proof of Lemma 5.4, we can choose the distinguished loop fv at
v to be either E in ∆s and E
′ in ∆s+1, or the same in both graphs. Since Ω(F )/A(F ) is a
power of nm11 by Lemma 5.2, the proportions defining labels of ∆ don’t change modulo m1
when applying Ms. It follows that again ∆s+1 = ∆s as labelled graphs, so the induction
step holds in this case.
The only remaining case to consider is when Ms is a slide move of an edge E over a
non-loop edge F , which changes only the A-label of E, multiplying it by Ω(F )/A(F ), where
α(E) = α(F ) = v and ω(F ) = w. Let E′ be the image of E, with A(E′) = A(E)Ω(F )/A(F ).
Since the graphs ∆s, ∆s+1 are reduced, E and E
′ are not ascending loops. Choose fv, fw
to be some strictly ascending loops at v, w respectively, both in ∆s and ∆s+1.
Recall that for an edge z of ∆′ we denote by v(z′) the corresponding vertex of ∆. Let
E1, . . . , Et be all the edges of ∆
′
s starting in v which are not equal to E, E
−1 and F , and
E′1, . . . , E
′
t′ be all the edges of ∆
′
s+1 starting in w which are not equal to E
′, E′−1 and F−1,
where t, t′ ≥ 0.
The set of vertices of ∆s+1 is the same as the set of vertices of ∆s, except that the
vertex v(E) is replaced by the vertex v(E′). Note that the only edges of ∆s+1 which can be
different from those in ∆s are the v-edges and w-edges.
Suppose first that the edge E is not a loop, and ω(E) 6= ω(F ), so that E′ is also not
a loop. Then the v-edges of ∆s form a complete subgraph on v(E), v(F ), v(E1), . . . , v(Et),
the w-edges of ∆s form a complete subgraph on v(F ), v(E
′
1), . . . , v(E
′
t′), the v-edges of
∆s+1 form a complete subgraph on v(F ), v(E1), . . . , v(Et), and the w-edges of ∆s+1 form a
complete subgraph on v(E′), v(F ), v(E′1), . . . , v(E
′
t′). It follows that in this case the graph
∆s+1 can be obtained from ∆s by renaming v(E) to v(E
′), adding the w-edges connecting
v(E′) to v(F ), v(E′1), . . . , v(E
′
t′) (with the labels as in ∆s+1), and then deleting the v-edges
connecting v(E′) to v(F ), v(E1), . . . , v(Et) (which come from the edges connecting v(E) to
v(F ), v(E1), . . . , v(Et) in ∆s).
Consider first the w-edges which are added to ∆s. By definition of sliding and of the
labels, the label of the new w-edge connecting v(E′) to v(F ) (in ∆s+1) is equal to the
label of the v-edge of ∆s connecting v(E) to v(F ). Moreover, the label of the new w-edge
16 M. CASALS-RUIZ, I. KAZACHKOV, AND A. ZAKHAROV
connecting v(E′) to v(E′i) (in ∆s+1) is equal to the sum of the label of the v-edge of ∆s
connecting v(E) to v(F ), and the label of the w-edge of ∆s connecting v(F ) to v(E
′
i), for
each i = 1, . . . , t′. It follows that the operations of adding all these edges are admissible
operations.
Now consider the v-edges which are deleted from the obtained labelled graph. It is
immediate that all the graphs obtained in the process of deleting these edges are connected,
since ∆s+1 is connected, therefore, these are also admissible operations. Thus, in this case
∆s+1 is obtained from ∆s by applying the admissible operations, as desired.
The other cases are similar. Indeed, suppose that E is a loop, then E′ is not a loop.
Then the v-edges of ∆s form a complete subgraph on v(E), v(F ), v(E1), . . . , v(Et), the w-
edges of ∆s form a complete subgraph on v(F ), v(E
′
1), . . . , v(E
′
t′), the v-edges of ∆s+1 form a
complete subgraph on v(E), v(F ), v(E1), . . . , v(Et), and the w-edges of ∆s+1 form a complete
subgraph on v(E′), v(F ), v(E′1), . . . , v(E
′
t′). It follows that in this case the graph ∆s+1 can
be obtained from ∆s by renaming v(E) to v(E
′) and adding the w-edges connecting v(E′)
to v(F ), v(E′1), . . . , v(E
′
t′) (with labels as in ∆s+1). As before, we get that ∆s+1 is obtained
from ∆s by applying the admissible operations, as desired.
Finally, suppose that ω(E) = ω(F ), so E′ is a loop. Then the v-edges of ∆s form
a complete subgraph on v(E), v(F ), v(E1), . . . , v(Et), the w-edges of ∆s form a com-
plete subgraph on v(E), v(F ), v(E′1), . . . , v(E
′
t′), the v-edges of ∆s+1 form a complete sub-
graph on v(F ), v(E1), . . . , v(Et), and the w-edges of ∆s+1 form a complete subgraph on
v(E′), v(F ), v(E′1), . . . , v(E
′
t′ ). It follows that in this case the graph ∆s+1 can be obtained
from ∆s by deleting the v-edges connecting v(E) to v(F ), v(E1), . . . , v(Et), and renaming
v(E) to v(E′). As before, we get that ∆s+1 is obtained from ∆s by applying the admissible
operations, as desired. This proves the lemma. 
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Figure 2. Example of ∆1,∆
′
1 and ∆1 and Lemma 5.5. The labels of neg-
ative edges of ∆ are omitted.
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We now apply Lemma 5.5 to ∆ = ∆N = Γ2. Since Γ2 is a bouquet of circles
f1, f2, . . . , fk, with A(f1) = 1 and A(f2) = n
m2
2 , the graph ∆ in this case is a complete
graph on k − 1 vertices. We obtain from Lemma 5.5 that there is σ ∈ Sk−1 such that
A(fσ(j)+1)/A(fσ(i)+1) = n1
pj−pi+λm1 = rl1(pj−pi+λm1) for all 1 ≤ i < j ≤ k − 1 and for
some λ ∈ Z. But we also have A(fσ(i)+1) = n2
qσ(i) = rl2qσ(i) , A(fσ(j)+1) = n2
qσ(j) = rl2qσ(j) ,
so rl2qσ(j)−l2qσ(i) = rl1pj−l1pi+λl1m1 , therefore l2qσ(j) − l2qσ(i) = l1pj − l1pi mod S, where
S = l1m1 = l2m2. Taking i = 1, we get l2qσ(j) − l2qσ(1) = l1pj − l1p1 mod S, so
l2qσ(j) = l1pj + C mod S for all j = 1, . . . , k − 1, where C = l2qσ(1) − l1p1, i.e., V (Γ1)
and V (Γ2) are cyclic permutations of each other, as required. This finishes the proof of
Theorem 5.1. 
We can now prove Theorem 1.1.
Proof of Theorem 1.1. Given finite generating sets of the subgroups H1, H2, we can
algorithmically compute their GBS graphs (corresponding to their induced splittings), by
[16]. Note that by Remark 2.1 if q1 and q2 are not powers of the same number, then the
groups Gd11,q1 and G
d2
1,q2
are not commensurable, and so H1 and H2 are not isomorphic.
Therefore, we can suppose that q1 and q2 are powers of the same number. It is easy to see
that the proofs of Lemma 4.1 and Lemma 4.2 are algorithmic, and so for subgroups H1 and
H2 we can compute their GBS graphs Γ1 and Γ2 in the normal form, i.e. as in the statement
of Theorem 5.1. Now it follows from Theorem 5.1 that we can decide whether H1 and H2
are isomorphic. This proves Theorem 1.1.
6. Commensurability of some (G)BS groups
The next two lemmas are probably well-known and describe the only ways non-solvable
Baumslag-Solitar groups can be commensurable.
Lemma 6.1. Let n ≥ m ≥ 1. Then the groups BS(m,n) and BS(−m,n) are commensu-
rable.
Proof. Let G1 = BS(m,n) = 〈a, t | t
−1amt = an〉 and ϕ : G → 〈z〉2, ψ(a) = 1, ψ(t) = z.
ThenKer(ψ) = H1 is an index 2 subgroup in G, and it is easy to see that H1 is isomorphic to
the GBS group given by a simple cycle of length 2, e1e2, with A(e1) = A(e2) = m, Ω(e1) =
Ω(e2) = n. In the same way, we define H2 of index 2 in G2 = BS(−m,n) isomorphic to the
GBS group given by a simple cycle of length 2, f1f2, with A(f1) = A(f2) = −m, Ω(f1) =
Ω(f2) = n. Now these two GBS groups are isomorphic, which can be seen by changing the
signs first of A(f1) and Ω(f1), and then of Ω(f1) and A(f2). 
Lemma 6.2. Let n ≥ 1, k > 1, l > 1. Then the groups BS(k, kn) and BS(l, ln) are
commensurable.
Proof. Suppose first that n = 1. It is well-known and easy to see that BS(k, k) has a finite
index subgroup isomorphic to Fk × Z, so BS(k, k) and BS(l, l) are commensurable, for all
k, l > 1.
Suppose now that n > 1. It suffices to show that for each n > 1 and k > 2 the groups
BS(2, 2n) and BS(k, kn) are commensurable. By Lemma 3.2, BS(d, dn) has Gd1,n as a finite
index subgroup, which is a GBS group with underlying graph having one vertex and d loops
E1, . . . , Ed such that A(Ei) = p, Ω(Ei) = q, i = 1, . . . , d. It suffices to show that G
2
1,n has
Gk1,n as a finite index subgroup, for every k > 2.
Indeed, for each k > 2 consider a finite index subgroup Hk of F2 = 〈a, b | 〉 given by
the following covering graph Γk. It has vertices v1, . . . , vk−1, and the following edges: if
k is odd, it has loops labelled by a at v1 and vk−1, oriented edges labelled by a from v2i
to v2i+1 and back, i = 1, . . . , (k − 3)/2 (none if k = 3), and oriented edges labelled by b
from v2i−1 to v2i and back, i = 1, . . . , (k − 1)/2; and if k is even, it has a loop labelled
by a at v1, a loop labelled by b at vk−1, oriented edges labelled by a from v2i to v2i+1
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and back, i = 1, . . . , k/2 − 1, and oriented edges labelled by b from v2i−1 to v2i and back,
i = 1, . . . , k/2− 1.
Note that Hk has index k − 1 in F2, and has rank k. Consider the epimorphism ϕ :
G21,n → F2, which has the set of all elliptic elements of G
2
1,n as the kernel, and let H
′
k be
the full preimage of Hk in G
2
1,n under ϕ. Then H
′
k has finite index in G
2
1,n, and it is easy to
see that it has the following GBS structure: the underlying graph is Γk (with labelling by a
and b removed), and for every oriented edge e we have A(e) = 1, Ω(e) = n.
Choose any maximal subtree in Γk which consists of edges oriented from vi to vi+1,
i = 1, . . . , k − 2, and apply the collapse moves to these edges for H ′k, in any order. It is
easy to see that after performing these k − 2 reductions we obtain a bouquet of circles Sk,
with edges e1, . . . , ek, where for each i = 1, . . . , k we have A(ei) = n
pi , Ω(ei) = n
qi for some
non-negative integers pi, qi. Without loss of generality we can suppose that e1 is the edge
coming from the loop at vi+1, then its label was not changed while collapsing the edges, so
A(e1) = 1, Ω(e1) = n.
Now successively applying slide moves over the edge e1 one can make the edges e2, . . . , ek
have labels A(ei) = 1 and Ω(ei) = n, i = 2, . . . , k, since these labels were powers of n and
sliding over e1 or its inverse allows to divide or multiply a given label of a given edge distinct
from e1 by n. Since collapse moves and slide moves don’t change the GBS group, we obtain
that H ′k is isomorphic to G
k
1,n, and so G
k
1,n sits as a finite index subgroup in G
2
1,n, for every
k > 2. This completes the proof of the lemma. 
7. Proof of the main result
We now complete the proof of Theorem 1.2. First we show that G1 and G2 are in-
deed commensurable in the cases described in the theorem. Indeed, by Lemma 6.1 groups
BS(m,n) and BS(−m,n) are commensurable. Moreover, as mentioned above, it is easy to
see that BS(1, nk) embeds as a finite index subgroup in BS(1, n) for n, k ≥ 1, so BS(1, nk)
and BS(1, nl) are commensurable for all n, k, l ≥ 1 (see [9]). So if |m1| = |m2| = 1 and
n1, n2 are powers of the same integer, then BS(m1, n1) and BS(m2, n2) are commensurable.
Finally, suppose that |m1| > 1, |m2| > 1, m1 | n1, m2 | n2 and n1/|m1| = n2/|m2|. By
Lemma 6.2 the groups BS(|m1|, n1) and BS(|m2|, n2) are commensurable, and, therefore,
by Lemma 6.1, BS(m1, n1) and BS(m2, n2) are also commensurable, as desired.
To prove the converse, we will need the following two lemmas.
Lemma 7.1. Suppose that n1 > m1 > 1 and n2 > m2 > 1, m1 ∤ n1, m2 ∤ n2, and the pairs
(m1, n1) and (m2, n2) are distinct. Then the groups BS(m1, n1) and BS(m2, n2) are not
commensurable.
Proof. We use the notation of previous sections. Let d1 = gcd(m1, n1) and d2 = gcd(m2, n2),
m1 = p1d1, n1 = q1d1, m2 = p2d2, n2 = q2d2, and q1 > p1 > 1, q2 > p2 > 1. Since G
di
pi,qi
embeds as a finite index subgroup in BS(mi, ni) for i = 1, 2 by Lemma 3.2, it suffices to
prove that G1 = G
d1
p1,q1
and G2 = G
d2
p2,q2
are not commensurable.
Suppose K1 is a finite index subgroup of G1 and K2 is a finite index subgroup of G2, then
K1 and K2 satisfy the conclusions of Lemma 3.3. Let ΓKi be the covering graphs which are
GBS graphs for Ki, i = 1, 2, as in Lemma 3.3. Then ΓKi is reduced, and the degree of each
vertex in Ki is equal to 2di, for i = 1, 2. It follows that if Vi is the number of vertices in ΓKi ,
then the number of edges in ΓKi is diVi, and so the rank of the (topological) fundamental
group of the underlying graph of ΓKi is equal to Vi(di − 1), i = 1, 2.
Note that since mi ∤ ni, the group BS(mi, ni) has no non-trivial integral moduli, and so
also the GBS groups Gi and Ki have no non-trivial integral moduli, by Remark 2.2. This
means that the deformation spaces for K1 and K2 are non-ascending, since the existence of
a strictly ascending loop immediately implies existence of a non-trivial integral modulus, by
Remark 2.1. It follows that any two graphs in such a deformation space are related by a
finite sequence of slide moves (see [11] and [15]).
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Suppose that K1 and K2 are isomorphic, then ΓK1 and ΓK2 are in the same deformation
space.
Suppose first p1 = q1 and p2 = q2, then d1 6= d2. Since ΓK1 and ΓK2 are related
by slide moves, they have the same number of vertices: V1 = V2. But also V1(d1 − 1) =
V2(d2−1), since deformations never change the rank of the (topological) fundamental group,
contradiction.
Then we have p1 6= q1 or p2 6= q2. But the slide moves applied to ΓK1 will never change
the set of labels of all edges, which is {p1, q1} for ΓK1 and {p2, q2} for ΓK2 , so it is impossible
to obtain ΓK2 from ΓK1 by slide moves, contradiction. 
Lemma 7.2. Suppose that n1 > m1 > 1, n2 > m2 > 1, m1 | n1, m2 | n2, and
n1
m1
6= n2
m2
.
Then the groups BS(m1, n1) and BS(m2, n2) are not commensurable.
Proof. Let n1 = m1d1, n2 = m2d2, then d1 6= d2. It follows from Remark 2.2 that if d1 and
d2 do not have a common power, then BS(m1, n1) and BS(m2, n2) are not commensurable.
Therefore, we can suppose that there exist r, l1, l2 such d1 = r
l1 , d2 = r
l2 . We need to
show that BS(m1,m1r
l1 ) and BS(m2,m2r
l2) are not commensurable, when l1 6= l2. Note
that by Lemma 6.2, BS(m1,m1r
l1) is commensurable to BS(2, 2rl1) and BS(m2,m2r
l2)
is commensurable to BS(2, 2rl2). Moreover, by Lemma 3.2, BS(2, 2rl1) is commensurable
to G2
1,rl1
and BS(2, 2rl2) is commensurable to G2
1,rl2
. Therefore, it suffices to show that
G1 = G
2
1,rl1
and G2 = G
2
1,rl2
are not commensurable, for any r > 1, l1 6= l2, l1, l2 ≥ 1.
Suppose on the contrary that G1 and G2 are commensurable, and K1 ≤ G1 and K2 ≤ G2
are isomorphic finite index subgroups. Note first that G1 and G2 are not isomorphic, since
they have different images under the modular homomorphism (generated by rl1 for G1 and
by rl2 for G2), see Remark 2.2. Furthermore, note that K1 6= G1. Indeed, the quotient of
G1 over all the elliptic elements gives F2, and it is easy to see from Lemma 3.3 that for every
proper finite index subgroup K2 ≤ G2 the quotient of K2 over all the elliptic elements is a
free group of rank at least 3 (since it is a proper finite index subgroup of F2, given by the
covering graph ΓK2). Therefore, we can assume that K1 6= G1 and K2 6= G2.
Let m1 for K1, m2 for K2 be defined as in (2). By Lemma 4.2, K1 is isomorphic to a GBS
group defined by a bouquet BK1 of circles f1, . . . , fk, such that A(f1) = 1, Ω(f1) = r
l1m1 ,
and for each i = 2, . . . , k we have A(fi) = Ω(fi) = r
l1pi , where 0 ≤ pi ≤ m1 − 1. Similarly,
K2 is isomorphic to a GBS group defined by a bouquet BK2 of circles f
′
1, . . . , f
′
k, such that
A(f ′1) = 1, Ω(f
′
1) = r
l2m2 , and for each i = 2, . . . , k we have A(fi) = Ω(fi) = r
l2qi , where
0 ≤ qi ≤ m2− 1. Note that the number of loops is indeed the same, since the quotients over
all the elliptic elements must be isomorphic. Moreover, k ≥ 3, since K1 6= G1 and K2 6= G2.
By Theorem 5.1, we get that l1m1 = l2m2 and V (B
′
K1
) is a cyclic permutation of V (B′K2).
Denote l1m1 by L. Let V (B
′
K1
) = (v0, v1, . . . , vL−1) and V (B
′
K2
) = (w0, w1, . . . , wL−1).
Since l1 6= l2, we havem1 6= m2. Without loss of generality, we can assume thatm1 > m2.
In particular, m1 ≥ 2. Since also k ≥ 3, it follows from Lemma 4.2 that there exist
i, j ∈ {2, . . . , k} such that A(ei) = Ω(ei) = 1 and A(ej) = Ω(ej) = r
l1 . In other words,
v0 6= 0 and vl1 6= 0. However, since l1m1 = l2m2 and m1 > m2, we have l1 < l2, so
neither the vector (w0, w1, . . . , wL−1) nor its cyclic permutations can have two non-zero
coordinates with indices differing by l1, since in (w0, w1, . . . , wL−1) only the coordinates
with indices dividing l2 can be non-zero. But (w0, w1, . . . , wL−1) is a cyclic permutation of
(v0, v1, . . . , vL−1), which has two non-zero coordinates with indices differing by l1. This is a
contradiction. 
Now suppose that none of the conditions (1), (2), (3) of Theorem 1.2 hold. We claim
that in this case G1 and G2 are not commensurable. By Farb and Mosher [9], this is true in
the solvable case, so we can assume that n1 ≥ |m1| > 1 and n2 ≥ |m2| > 1. Moreover, since
BS(m,n) and BS(−m,n) are commensurable, we can assume that m1,m2 > 0. Note also
that if m1 = n1 and m2 > n2, then BS(m1, n1) and BS(m2, n2) cannot be commensurable,
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in fact they are not even quasi-isometric [28]. Therefore, we can assume that n1 > m1 > 1
and n2 > m2 > 1.
By Remark 2.2, if m1 | n1 and m2 ∤ n2, then BS(m1, n1) and BS(m2, n2) are not
commensurable, and the same is true if m1 ∤ n1 and m2 | n2. Therefore, there are two
cases to consider – the non-ascending case, when m1 ∤ n1, m2 ∤ n2, and the ascending case,
when m1 | n1, m2 | n2. In the non-ascending case Lemma 7.1 implies that BS(m1, n1)
and BS(m2, n2) are not commensurable, and in the ascending case Lemma 7.2 implies that
BS(m1, n1) and BS(m2, n2) are not commensurable. This completes the proof of Theorem
1.2.
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