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Re´sume´ – Les deux principaux types d’approche des proble`mes de de´tection et d’isolation de de´faillances sont rappele´s ici
dans le but de mettre en e´vidence les liens the´oriques qui existent entre celles-ci. Cette tentative d’unification permet e´galement
d’envisager des proble`mes de de´tection d’une complexite´ accrue et la prise en compte de certaines informations jusque la` ne´glige´es.
Abstract – The two main approaches of Fault Detection and Isolation (FDI) are briefly recalled here in order to put a stress on
the theoretical links that might lead to a further unification of FDI. This relationship between these two approaches also allows
the consideration of increasingly complex problems and might take into account some, so far, neglected information.
1 Formulation ge´ne´rale des proble`-
mes de de´tection envisage´s
Nous nous inte´resserons a` des mode`les de la forme ge´ne´rique
suivante ( 1){
Xk+1 = F (Xk, Uk, θ)
Yk = H(Xk, Uk, θ) + ξk
pour k ≥ 0, (1)
ou` Xk,Uk,Yk sont respectivement l’e´tat (inconnu), une
entre´e du syste`me (suppose´e ici connue) et la sortie (vec-
teur de mesures) a` l’instant k ; ξk repre´sente un bruit de
mesure a` l’instant k, θ ∈ Rm est un vecteur de parame`tres
du mode`le, conside´re´, en premie`re approche, comme constant
dans le temps.
Nous avons, a` un instant n, une suite d’observations
(Y0, . . . , Yn, U0, . . . , Un)
ou` Yk = Y (kδ), Uk = U(kδ) et δ est le pas de discre´tisation,
on note aussi YN0 = (Y0, . . . , Yn)T et UN0 = (U0, . . . , Un)T .
Le proble`me ge´ne´ral envisage´ est la construction d’une
re`gle de de´cision entre une hypothe`se H0 : θ ∈ Θ0, qui
correspond a` un fonctionnement normal du syste`me, et
une hypothe`se H1 : θ ∈ Θ1, qui correspond a` un fonction-
nement de´grade´ (assez souvent, l’hypothe`se de base H0
consiste ((ide´alement)) a` ve´rifier la nullite´ des parame`tres
formant le vecteur θ).
2 Position ge´ome´trique du proble`me
2.1 Description ge´ne´rale
Pour la communaute´ Automatique, le proble`me consiste
a` construire des relations de redondance analytique (RRA)
1. Cette e´criture peut re´sulter de la ((discre´tisation)) d’un mode`le
en temps continu
(YN0 ,UN0 ) 7→ G(YN0 ,UN0 ) =
(
g1
(YN0 ,UN0 ) , . . . , gr (YN0 ,UN0 ))
telles que le syste`me des r relations correspondant a`
G(YN0 ,UN0 ) = 0 (2)
caracte´rise un fonctionnement normal et
G(YN0 ,UN0 ) 6= 0 (3)
caracte´rise une de´faillance ( 2). Le traitement effectif du
proble`me de de´cision se fait alors en visant, non pas, bien
suˆr, la ve´rification exacte de ces relations, mais en exami-
nant l’espe´rance Eθ(G(YN0 ,UN0 )) pour comparer cette va-
leur a` un seuil a` partir duquel on de´cide qu’il y a de´faillance,
cela par des moyens statistiques qu’on peut qualifier de
((classiques)).
2.2 Illustration
On peut illustrer ce type d’approche par le traitement
du mode`le statique suivant (nous verrons plus bas qu’il
ne s’agit pas ne´cessairement d’une vision restrictive par
rapport a` la forme (1) lorsque (1) est line´aire)
Y = HX + θ + ξ (4)
ou` Y correspond aux mesures, θ a` une de´faillance e´ventuelle
et ξ a` un bruit gaussien de moyenne nulle. Les relations
de redondance analytique sont dans ce cas des relations
du type ((G(Y ) = 0)) (en l’absence d’une entre´e U) et
on constate que ce type de relation est obtenu graˆce a`
des re´sultats classiques d’alge`bre line´aire en cherchant une
base du noyau a` gauche de la matrice H qui de´finira une
projection W telle que
WH = 0
On souhaite alors construire un test pour de´terminer si
H0 : E(WY ) = 0 ou bien H1 : E(WY ) 6= 0, ce que l’on
2. On peut voir ces relations comme re´sultant de l’e´limination de
l’e´tat du syste`me entre YN0 et UN0
re´alise en utilisant un test de type ((χ2)) sur ‖WY ‖2 (si ξ
est un bruit gaussien, WY reste une statistique gaussienne
par transformation line´aire). Il s’agit bien de de´terminer,
pour un niveau α souhaite´ pour le test, le seuil λ tel
que l’ine´galite´ ‖WY ‖2 ≥ λ permet de penser que H1 est
ve´rifie´e.
3 Approches statistiques
On conside`re le cas ge´ne´ral ou` l’ensemble d’observa-
tions Yn1 est issu d’une distribution de probabilite´ Pθ quel-
conque, θ ∈ Θ ⊆ Rm. L’hypothe`se de base peut se mettre
sous la forme assez ge´ne´rale
H0 = {θ ∈ ω : η(θ) = 0} (5)
avec ω ( Θ, ce qui, par l’interme´diaire des composantes
ηi (1 ≤ i ≤ r) de la fonction η : Θ→ Rr de´finit l’ensemble
ω par un syste`me de r relations. Cette formulation a e´te´
propose´e par Wald( 3)[1]. La contre-hypothe`se est de´finie
par
H1 = {θ ∈ Θ1 = {Θ \ ω}} (6)
Pour e´tablir une analogie avec l’approche ge´ome´trique et
les RRA, η(θ) = 0 caracte´rise un fonctionnement normal
(H0) et η(θ) 6= 0 caracte´rise une de´faillance (H1). Wald a
de´montre´ (sous certaines conditions de re´gularite´ impose´es
sur les fonctions η1, . . . , ηr et les fonctions supple´mentaires
ηr+1, . . . , ηm) qu’il est possible de construire un test de
choix, entre H0 et H1, asymptotiquement (n → ∞) le
plus rigoureux (asymptotically most stringent test) dans
la classe Kα des tests de niveau α.
Rappelons qu’un test qualifie´ de plus rigoureux, parmi
des tests de niveau α construits pour un meˆme proble`me
statistique, est un test δ∗ qui ve´rifie :
sup
θ∈Θ1
{β(θ)− βδ∗(θ)} ≤ sup
θ∈Θ1
{β(θ)− βδ(θ)} (7)
pour tout test δ de niveau α, en notant θδ la fonction
puissance d’un test et β l’enveloppe supe´rieure de toutes
les fonctions puissances.
Le test propose´ est fonde´ sur la statistique suivante :
Λ˜(Yn1 ) = n η(θˆ(n))T F˜−1r (θˆ(n))η(θˆ(n)), (8)
ou` θˆ(n) est l’estimation des composantes de θ qui maxi-
mise la fonction de vraisemblance fθ(Yn1 ), ou` la matrice
carre´e F˜r est obtenue a` partir de la matrice Σ = JF−1JT
en supprimant ses m − r dernie`res lignes et ses m − r
dernie`res colonnes. J est la matrice jacobienne de l’ap-
plication η˜ : θ 7→ (η(θ)T , ηr+1(θ), . . . , ηm(θ))T , F est la
matrice d’information de Fisher obtenue a` partir de YN0 .
Le test δ∗ fonde´ sur (8) est, e´galement,le plus puissant
dans la classe des tests de niveau α ayant une fonction
puissance β(θ) constante sur chaque surface Sc ∈ S, avec
la famille de surfaces S = {Sc} de´finie par
Sc =
{
θ/η(θ)T F˜−1r (θ)η(θ) = c
}
3. La the´orie de Wald exige, e´galement, l’existence de m − r
fonctions supple´mentaires ηi = ηi(θ1, . . . , θm), i = r + 1, . . . ,m
pour e´tablir un diffe´omorphisme de l’ensemble des parame`tres sur
lui-meˆme a` l’aide des fonctions η1, . . . , ηm.
ce qui signifie qu’il ve´rifie :
βδ∗(θ) = βδ∗(θ′),∀θ ∈ Θ1,∀θ′ ∈ Θ1 (9)
et
βδ∗(θ) ≥ βδ(θ),∀θ ∈ Θ1 (10)
pour tout test δ de niveau α donne´, ayant une fonction
puissance constante sur les surfaces de la famille S.
4 Passerelles entre les deux types
d’approche
4.1 Principes ge´ne´raux
Par analogie avec la notion de RRA rappele´e au para-
graphe 2, on peut parler de relations de redondance pa-
rame´trique (RRP) pour de´signer les e´quations du type
η(θ) = 0 mises en place au paragraphe 3.
Le passage des RRA aux RRP est relativement simple
dans le cas ou` le bruit ξN0 intervient dans la forme interne
( 4) des RRA a` travers des fonctions line´aires. Il existe
donc un lien entre les deux types d’approches et nous exa-
minerons la manie`re dont on peut comple´ter les relations
de redondance analytique obtenues pour un syste`me du
type (1) afin d’obtenir la situation de´crite par Wald (3).
Nous le ferons d’abord dans le cas ou` les observations YN0
de´pendent line´airement de l’e´tat X0 du syste`me (on sait
alors proce´der a` l’e´limination de l’e´tat par des ope´rations
d’alge`bre line´aire), puis dans le cas plus ge´ne´ral ou` le
syste`me (1) est issu d’un syste`me dynamique ou` les obser-
vations de´pendent de manie`re polynoˆmiale de l’e´tat (on
dispose alors de techniques d’e´limination de l’e´tat repo-
sant sur des outils de calcul diffe´rentiel, comme les bases
de Gro¨bner). La the´orie de Wald peut alors de´boucher
sur la construction d’un test optimal pour les proble`mes
de´crits par ces mode`les.
Les RRP ou les RRA e´voque´es jusqu’ici sont des contraintes
d’e´galite´ (statistique) et une e´tape supple´mentaire consis-
tera a` prendre en compte des contraintes de type ine´galite´
sur les parame`tres θ des mode`les conside´re´s, afin de pou-
voir prendre en compte l’information contenue dans les
bornes e´ventuelles que l’on peut de´terminer pour certains
parame`tres de nuisance : il est en effet ((classique)) de proce´der
a` l’e´limination d’un parame`tre parce que sa valeur est
inconnue a` un instant donne´, cependant la re´alite´ phy-
sique du proble`me envisage´ permet de fixer des bornes
((raisonnables)) a` ce parame`tre (altitude d’un ae´ronef, puis-
sance d’un moteur...). Des investigations sur cet aspect du
proble`me ([3]) ont de´ja` montre´ la pertinence de la prise
en compte d’informations ((de bornes)) pour l’ame´lioration
des re`gles de de´cision usuelles.
4.2 Illustration de ces liens sur un exemple
Conside´rons le cas ou` le syste`me (1) est line´aire avec la
forme suivante{
Xk+1 = AXk +BUk + Fxθk
Yk = CXk,+DUk + Fyθk + ξk
(11)
4. i.e. obtenue en remplac¸ant YN0 par son expression en fonction
de θN0 , UN0 et ξN0 apre`s e´limination de l’e´tat.
ou` nous supposons toujours l’entre´e Uk connue a` chaque
instant. La re´e´criture de l’e´quation de mesure
Yk = CXk,+DUk + Fyθk + ξk
entre les instants k = 0 et k = N permet de mettre (11)
sous la forme suivante ([2]) :










la matrice d’observabilite´ lie´e a` A et C et MN (B,D),
MN (Fx, Fy) des matrices de Toeplitz ade´quates. Nous
sommes alors ramene´ a` une e´quation statique de la forme
Z = HX + θ + ξ (12)
ou` X correspond a` l’e´tat, ξ au bruit et θ a` une de´faillance
e´ventuelle. Le proble`me de de´cision envisage´ est
H0 = {Z ∼ N (HX, IN )}
contre
H1 = {Z ∼ N (HX + θ, IN ) , θ 6= 0} (13)
Ce proble`me statistique est laisse´ invariant par le groupe
des transformations lie´es aux diffe´rents e´tats X possibles
G = {TX : Z 7→ Z +HX}
et l’on obtient une statistique invariante (i.e. qui permet
de construire une re`gle de de´cision sans utiliser l’e´tat in-
connu X) lorsqu’on construit une projection W telle que
WH = 0 et WWT = I (14)
satisfaisant une conditions ((naturelle)) de rang lie´e a` la
dimension du noyau a` gauche de H.
L’approche propose´e dans [1] peut alors eˆtre mise en place
en de´finissant l’ensemble
ω = {θ/Wθ = 0} (15)
L’application η mentionne´e plus haut est alors de´finie par
θ 7→ η(θ) = Wθ et, si les lignes de W sont inde´pendantes,
on peut comple´ter les r relations correspondant a` η(θ) = 0
pour suivre la de´marche de Wald par N − r autres rela-
tions. L’estimation de θ au sens du maximum de vraisem-
blance est dans ce type de cas donne´e trivialement par
θˆ = Z et l’approche propose´e de´bouche sur l’utilisation de
la statistique
T (Z) = ‖WZ‖2 (16)
si l’on veut obtenir un test ayant les proprie´te´s d’optima-
lite´ e´nonce´es dans [1].
On peut montrer que, sous les conditions mentionne´es plus
haut, le choix de la projection W n’influence pas la qualite´
d’un test fonde´ sur T (Z), qui est, en fait, le test utilise´ clas-
siquement dans les approches par redondance analytique.
La deuxie`me condition impose´e dans (14) peut en effet
eˆtre vue ici comme un e´le´ment de ((confort)) calculatoire,
car si l’on choisit une autre projection W ′ = AW avec
W ve´rifiant (14) et A une matrice carre´e quelconque, la
de´marche suivie pre´ce´demment conduit e´galement a` l’uti-
lisation de la statistique T (Z) = ‖WZ‖2.
On obtient ainsi sur cet exemple une justification statis-
tique the´orique de l’approche par RRA deja` e´voque´e pour
ce type d’exemple dans 2.2.
5 Conclusion
Les perspectives entrouvertes ici laissent penser qu’il est
possible d’obtenir une cohe´rence the´orique accrue entre les
approches ge´ome´triques et statistiques des proble`mes de
de´tection, tout en se montrant plus syste´matique dans la
se´lection de la partie conside´re´e comme pertinente des in-
formations disponibles pour construire des re`gles de de´cision.
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