This paper presents an algorithm for finding feasible solutions of linear matrix inequalities. The algorithm is based on the method of alternating projections (MAP), a classical method for solving convex feasihility problems. Unlike MAP, which is an iterative method that converges asymptotically to a feasible point, the algorithm converges after a finite number of steps. The key computational component of the algorithm is a n eigenvalueeigenvector decomposition which is carried out at each iteration. Computational results for the algorithm are presented and comparisons are made with existing algorithms.
Introduction
The linear m a t h inequality (LMI) problem is to find z E R" such that (1) Here F, E R"'", i = 0,1,. . . , m, are given real symmetric matrices and > 0 stands for positive definite. LMIs are by now well known, having numerous applications in systems and control theory 141 (see also 131).
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In this paper we present a new algorithm for solving the LMI problem. The algorithm is iterative in nature and is based on t,he method of alternating projections (MAP), a classical method for finding a point in the intersection of a finite number of closed convex sets. Unlike MAP, which is an iterative method that in general only converges asymptotically [Si, the algorithm converges t o a solution in a finite number of steps.
The work in this paper relies on the ideas presented in [l] . In that paper a finite step method is given for 'National ICT Australia, C / -Research School of Information Sciences and Engineering, The Australian Na- solving problems involving finding a point in the intersection of two convex cones'. Specifically, given closed convex cones C1 and Cz in a Hilbert space H , a finite step method is given for finding a point in the intersection of the interior of C1 and the closed set Cz. The work in this paper can he considered a specialization of the ideas in [l] t o the LMI problem.
As well as giving the theoretical underpinnings of our algorithm, the paper contains computational results showing that, subject to constraints on how large m is in comparison to n, the algorithm compares very favorably with existing algorithms used for solving the Lh4I problem.
The key computational component of the algorithm is an eigenvalue-eigenvector decomposition which is carried out at each iteration. The algorithm also contains a single matrix inversion.
The paper is structured as follows. The remainder of this section lists some notation which is used in the rest of the paper. Section 2 introduces the MAP algorithm and related results. The algorithm is described in Sections 3. This section also contains a pseud-code representation of the algorithm. Section 4 contains some computational results, including comparisons.to other algorithms. Section 5 examines the effect of a particular algorithm parameter on performance. The paper ends with some concluding remarks.
Notation. R is the set of real numbers. R+ is the set of non-negative real numbers. R++ is the set of positive real numbers. S" is the set of real symmetric n x n matrices. ST is the set of positive semi-definite real symmetric n x n matrices. S;+ is the set of positive definite real symmetric n x n matrices. C denotes the interior of the set C. AT denotes the transpose of a matrix A. ?&(A) denotes the sum of the diagonal elements of a square matrix A. diag(v) for v E R" denotes the n x n diagonal matrix whose i'th diagonal term is vi. We remark that the usefulness of MAP for finding a point in the intersection of a number of convex sets is dependent on being able to compute the projections Pc..
In order to solve the LMI problem via the MAP algorithm, we will reformulate the problem into one of finding an element in the intersection of two convex cones. Specifically, we will show that it is equivalent to the following conic feasibility problem:
where Cl and Cz are closed convex cones in a Hilbert space H . As pointed out in 111, problem (2) is equivalent to the problem:
where e is any k e d element in the interior of C1. (CI +e denotes the set {c + e 1 c E Cl}.) Their equivalence follows from the fact that [l] :
For any y E H and z E CI there exists
Property 1 implies that if x is a solution of (3) then it is also a solution of (2). Alternatively, property 2 with y = e implies that if z is a solution of (2) then az E (CI + e ) fl CZ for some a > 0.
Problem (2) can be solved using the following finite step algorithm [l] which works by applying MAP to the closed convex sets (C, + e) and CZ. 
converges in a finite number of steps to a point in C, n Cz.
Theorem 2 guarantees that the sequence converges asymptotically to (C1 + e ) n CZ. This, the fact that CI +e C Ci, and the fact that zzk E CZ for all k , implies that, for some k sufficiently large, xzk E CI fl C2. 
Algorithm
In this section we show that the LhlI problem is equivalent to a conic feasibility problem and derive an algorithm for solving the problem based on the results of the previous section. We will refer to the algorithm as LMI-Feas.
3.1
This subsection contains a reformulation of the LMI problem as a conic feasibility problem.
By introducing the slack variable S E S" and the scalar variable xo E R++, the LhlI problem is equivalent to the following: Find such that
Reformulation of the LMI Problem
and L = {(TO, 2, S) E H I zoFo + x 1 4 + . . . + z , , -s = 01. (6) Both K and L are closed convex cones in H, indeed L is even a linear subspace of H .
The interior of K is R++ x W m x ST+ and hence our original LMI problem is equivalent to:
Calculation of Projections
In order to solve problem (7) via Theorem 3, all that remains is to determine PK+= and PL, which we do now.
The particular e we will use is e = (p,O,pI). Here p > 0 can be any positive constant' and I denotes the n x n identity matrix. Note, e is an element of the interior of K . 
PI.
We s t a t with PK+..
20) and &-(z) = 5.

The following lemma from [I] gives Ps;(S).
Calculation of Ps;,,, is aided by the following result
Lemma 6 Given a closed conuez subset C of a Hilbert space H, and any y E H , then the projection onto C + y is given by P C +~( Z )
= Pc(z -y) + y, for all z E H .
(4)
Combining Lemmas 5 and 6, if S = VDVT The equivalence of these problems can be seen as follows. is an eigenvalue-eigenvector decomposition of Ifzsatisfies(l),then(I,z,Fo+zIF~+ ...+ z,F,)is with = diag(d1,. . . , &), then, defining of (4), then 2 / 2 0 satisfies (1).
Problem (4) is a conic feasibility problem with the same form as problem (2). Indeed let H be the Hilbert a solution of (4). Alternatively, if ( 
show that PS;+~~(S) = VDVT.
dn}), one can
To calculate PL, we will need the following result [6] . . . . , (z, yp))T For zo E R and z E Rm, we will use [zo; z] to denote and G E RPxP is given by G,, = (ys,y7).
Izo,zTIT ER"+'.
Here-is our algorithm for solving the LMI feasibility The linear constraint that characterizes the elements problem.
of L, see (6) , can be rewritten as p = n(n + 
.,(Fm)ij)T,-Eij)
. , .
with Eij E S" defined as We now have all the ingredients needed for our algorithm, which is presented in the next subsection.
An Algorithm for Solving the LMI Problem: LMI-Feas
This subsection contains our algorithm for finding a z that satisfiffi (1). In the algorithm, the relaxed projection operator
is used in place of P K +~. As noted in Section 2.1, t can take any value in the open interval (0,2). In Section 4 we will see that, in comparison to the unrelaxed algarithm (t = l), performance of the algorithm improves by choosing t close to 2. Before presenting the algorithm, we introduce some additional notation.
Given a symmetric matrix A E S", we will use A to denote A as an element in RP, p = w. 
Find an eigenvalueeigenvector decomposition 
Computational Results
This section contains some computational results. Presented is a comparison of our algorithm with SeDuMi In were obtained using a 2 GHz Pentium 4 machine, with particular, the F,'s are not required to be linearly independent. The results of Tables 1 and 2 also demonstrate the benefit of using relaxed projections. In all cases, the relaxed algorithm (t = 1.99) performs better than the unrelaxed algorithm (t = 1). In all cases tested, including tests not documented here, the algorithm performs best with t close to 2. Indeed, solving the same problem a number of times using different values o f t it becomes apparent that performance improves monotonically with increasing t E (0,2). Similar comments to the ones made above apply for other values of n: if m is large in comparison to n, LMIFew performs very favorably. Averaged results for some larger values of n are given in Table 3 randomly generated with n = 10 and m = 30, and t = 1.)
The effect of the parameter p on performance.
From Figure 1 , a number of interesting observations can be made. Firstly, the performance of LMI-Feas a p pears to vary continuously with p and appears to have an optimal setting. Secondly, performance of the algcrithm becomes independent of p if p is sufficiently large.
(In this particular example, if p is about 10 or larger.) Unfortunately, performance for these large values of p can be an order of magnitude worse than at the optimal value. Finally, choosing p too small results in very poor performance. Indeed in the limiting case of p = 0, our algorithm reduces to applying the MAP algorithm t o the sets K and L rather than to K + e and L with e E ; .
This highlights the benefit of our scheme over a more direct application of the MAP algorithm. Also, such a direct application will in general only converge to a point on the boundary of our feasible set rather than to a point in its interior, as desired.
While the optimal value of p seems to be problem dependent, depending both on the size of the problem, that is, on n and m, as well as on the problem data, the r 6 sults of Table 2 demonstrate that given n and m there may be a p that works very well for a high percentage of problems but does not necessarily work well for all problems. These slower to converge problems can actually b e solved just as quickly as problems which are quicker to converge if they are solved using a different value of
p. An open question is whether there is a method of determining a priori an optimal or near optimal p? Alternatively, perhaps one could adapt p from one iteration to the next, starting at say a larger value and reducing p until sufficiently fast convergence was detected.
Conclusions
In this paper we have presented an algorithm for solving LMI problems. Assuming that a given problem is solvable, that is, that there exists 2 satisfying (l), the algorithm has been shown to converge t0.a solution of the problem in a finite number of steps. Computational results indicate that the algorithm perform relatively well, compared to other algorithms tested, for problems with a larger number of F; matrices though not as well as such algorithms when the number of Fi matrices is smaller.
