Abstract-In this paper, we consider four test sequencing problems that frequently arise in Test Planning and Design For Testability (DFT) process. Specifically, we consider the following problems: 1) How to determine a test sequence that does not depend on the failure probability distribution? 2) How to determine a test sequence that minimizes expected testing cost while not exceeding a given testing time? 3) How to determine a test sequence that does not utilize more than a given number of tests, while minimizing the average ambiguity group size? 4) How to determine a test sequence that minimizes the storage cost of tests in the diagnostic strategy? We present various solution approaches to solve the above problems and illustrate the usefulness of the proposed algorithms.
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I. PRELIMINARIES

B
EFORE we consider the test sequencing problems arising in Test Planning and Design for Testability (DFT) process, we discuss the formulation of the basic test sequencing problem and the associated top-down algorithms based on AND/OR graph search. Once the basic notation and algorithms are explained, we go on to present the variations needed on these algorithms to solve the proposed problems.
The test sequencing problem, in its simplest form, consists of:
1) a set of system states associated with the system, where denotes the faultfree state of the system and denotes one of the potential faulty states in the system; 2) the prior conditional probabilities of the system states where is the conditional probability that no fault exists in the system and denotes the probability that has occurred; 3) a set of available tests with an application cost vector where denotes the usage cost of test , measured in terms of time, manpower requirements, or other economic factors;
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4) a diagnostic dictionary matrix , where is 1 if test detects a failure state , and 0 otherwise. The problem is to design a test algorithm that is able to unambiguously identify the occurrence of any system state in using the tests in the test set , and that minimizes the expected testing cost, , given by (1) where is an by binary matrix such that is if test is used in the path leading to the identification of system state , and is zero otherwise.
This problem belongs to the class of binary identification problems that arise in medical diagnosis, nuclear power plant control, pattern recognition, and computerized banking. The optimal algorithms for this problem are based on dynamic programming (DP) and AND/OR graph search procedures [11] . The DP technique is a recursive algorithm that constructs the optimal decision tree from the leaves up by identifying successively larger subtrees until the optimal tree rooted at the initial node of complete ambiguity is generated.
Suppose we are given an ambiguity subset, i.e., a suspected set of failure states . Upon applying a test , the ambiguity set can be reduced based on the outcome of test and the diagnostic dictionary matrix . If the test fails, then our reduced ambiguity set would consist of those failure sources from which can be detected by , i.e.,
. Similarly, if the test passes, then our reduced ambiguity subset would consist of those failures from which cannot be detected by , i.e., . Let denote the cost of the optimal decision strategy starting from an ambiguity set . We can now write the DP recursion relating , and as follows:
where the conditional probabilities of the ambiguity subsets and are given by
and (5) 1083-4427/99$10.00 © 1999 IEEE
The DP recursion is initiated with the known terminal conditions . The DP technique has storage and computational requirements of for the basic test sequencing problem [10] .
Efficient top-down algorithms based on AND/OR graph search were developed in [11] to contain the computational explosion of DP. An AND/OR graph is a directed graph with a root (or initial) node , and a nonempty set of terminal leaf (or goal) nodes, . The initial node represents the given problem to be solved, while the terminal leaf nodes correspond to sub-problems with known solutions. The AND/OR graph associated with the test sequencing problem has the following properties:
1) the initial node of complete ignorance represents the original test sequencing problem to be solved; 2) the intermediate nodes of residual ambiguity correspond to test sequencing subproblems that must be solved in order to obtain a solution to the original problem; 3) the goal nodes of zero ambiguity represent primitive sub-problems with known solution (that is, system state identified) and zero cost; 4) if the solution tree contains an AND node, all its successors (representing the resulting ambiguity subsets) are also in the solution tree; 5) if an OR node is in the solution tree, then only one successor of the node is in the solution tree and represents the optimal test at that node. Since the generation of an optimal test algorithm is an NPcomplete problem [11] , it is necessary to explore heuristic approaches for guiding the AND/OR graph search. These heuristic approaches use problem domain knowledge, in the form of an heuristic evaluation function (HEF), to avoid enumerating the entire set of potential solution trees. The HEF is an easily computable heuristic estimate of the optimal cost-to-go, from any node of ambiguity set to the goal nodes of zero ambiguity. Various HEF's based on Huffman and feasible codes were derived for the basic test sequencing problem in [11] , [13] .
II. MINIMAX TEST SEQUENCING
A common criterion that is minimized in most test sequencing problems is the expected cost of diagnosis. Minimization of the expected cost can sometimes result in inordinately expensive sequences of tests to isolate faults of very low probability of occurrence. This may not be acceptable since the estimates of the mean time to failure (MTTF's) of components are often inaccurate. Typically, the theoretical estimates of MTTF's may be off by as much as a factor of 10 from the actual MTTF's under field conditions [1] , [2] . In these cases, the dependence of the cost function on the underlying probability distribution can result in diagnostic strategies that are not truly optimal. For this problem, we consider the so-called Minimax (minimizing the maximum testing cost) criterion to construct robust diagnostic strategies.
Formally, the problem is to devise a sequential testing strategy that minimizes the maximum testing cost (i.e., diagnostic cost) defined by (6) where is an by binary matrix such that is if test is used in the path leading to the identification of system state , and is zero otherwise.
Suppose we are given an ambiguity subset, i.e., a suspected set of failure states
. Upon applying a test , the ambiguity set can be reduced based on the outcome of test and the diagnostic dictionary matrix . If the test fails, then our reduced ambiguity set would consist of those failure sources from which can be detected by , i.e.,
The recursion is initialized with at the solution nodes (i.e., leaf nodes of no ambiguity). Note that the above DP recursion is very similar to that obtained for the basic test sequencing problem. Thus, we can use AO to solve this problem, provided an admissible and consistent HEF can be found to approximate the optimal cost-to-go.
A. Minimax Coding Problem
If all tests are available and the test costs are identical, then this test sequencing problem is identical to the Minimax coding problem; that is, the problem of generating a prefixfree binary code of a set of binary messages for transmission over a noiseless channel. The problem is to find the minimal maximum length of code for a set of binary messages,
. Note that there is no dependence on the prior probabilities of messages. The analogy between the Minimax test sequencing and the noiseless Minimax coding is as follows: the system states correspond to the binary messages, the sequence of test results are similar to the message code word, and the maximum number of tests required to isolate a failure correspond to the length of the longest code word. The only differences are that the generation of a test algorithm is constrained by the availability of tests, whereas no such constraint exists for the coding problem, and the tests may have unequal costs in the test-sequencing problem. Using the following lemmas, we can construct such a code for a given value of . Lemma 1: If , then there is no prefixfree code with maximum code word length less than or equal to .
Proof: If the maximum code word length is less than or equal to , then the maximum number of such distinct binary code words is . Hence, such a code cannot exist for this message set.
Lemma 2: A prefix code exists with a maximum code word length of .
Proof: Let be an expanded message set with pseudomessages . This message set can be encoded by a length binary code. By dropping the code words for the pseudomessages (in case ), we then have a code for where all code words have length .
From the above lemmas, it is seen that the minimal maximum code word length for a message of cardinality is given by where denotes the smallest integer greater than or equal to .
B. HEF for Minimax Test Sequencing
We derive the appropriate HEF for this problem by appealing to the analogy between the minimax test sequencing problem and the minimax coding problem discussed earlier.
Let us denote the minimal maximum code word length for any node of ambiguity subset as follows: (8) where is the cardinality of the ambiguity set . The minimal maximum code word length for any node of ambiguity subset provides a lower bound on the maximum length of any test algorithm rooted at (including the optimal test algorithm with maximum length). Formally (9) where if test is used by a test algorithm rooted at to identify the system state and is zero otherwise.
The above property of Minimax code can be used to derive an admissible HEF as shown in the following theorem.
Theorem 1: Assume, without loss of generality, that the test costs are in ascending order . Then a lower bound is given by (10) Proof: The cost of the optimal tree rooted at is given by (11) where if test is used in the subtree of the optimal algorithm rooted at and is zero otherwise. Let be the length of the code word for in the optimal test algorithm rooted at . That is (12) Since the test costs are in ascending order, we have (13a) where (13b) That is, the cost of the optimal tree must be greater than the cost of a tree that uses the smallest test costs. Note that is monotone increasing, convex function of . Now (14) where is the maximum length of the optimal test algorithm rooted at . From the monotonicity of and the property of Minimax code in (9), we have (15) completing the proof of the theorem.
Thus, the HEF for minimax optimization does not depend on the probability distribution of failure sources in the ambiguity group . It has been shown in [12] that the application AO in conjunction with an admissible HEF is sufficient to yield optimal solutions. We now show that the above HEF has the additional property of consistency, thus ensuring that the AO algorithm with this HEF monotonically converges to an optimal solution. An HEF is consistent, if for each node in an AND/OR graph (16) First, we consider the case where the test costs are identical to derive a key result which will then be used to prove the general case where test costs are not identical. Consider the two minimax trees corresponding to and . Let the lengths of the Minimax code-words for each of these trees be denoted by and , respectively. One can construct a prefix-free code (although not necessarily optimal) for the subset by connecting the two minimax trees by a binary link. Since the length of each code-word is increased by 1 for each , the maximum code-word length of the tree denoted by , is
Let us now denote . Without loss of generality, let us assume that . Consider the following two cases.
• Case 1: Note that, if is an admissible test for the ambiguity set (i.e., splits into two nonempty subsets and ), then it will not be an admissible test for and , since and . 
C. Simulation Results
In order to demonstrate the robustness of the diagnostic strategy computed via Minimax approach, we generated several random diagnostic dictionary matrices of varying sizes ( number of faults, number of tests) and computed the diagnostic strategies due to Minimax HEF and Huffman code based HEF 1 described in [11] (using a randomly generated prior probability distribution for failure sources). We then computed the following parameters for these strategies averaged over a set of 1000 randomly generated probability distributions.
Projected expected cost of AO diagnostic strategy based on the initial probability distribution.
Projected maximum testing cost of AO diagnostic strategy based on the initial probability distribution. Mean expected testing cost of AO diagnostic strategy averaged over 1000 random fault probability distributions. 1 Assume, without loss of generality, that the test costs are in ascending order 0 c 1 c 2 111 c n . The Huffman code based lower bound (HEF) for the optimal cost-to-go h(x) at an ambiguity node x is given by
where w 3 (x) is the Huffman code length computed using the normalized conditional probabilities of failure sources belonging to the ambiguity group x and w 0 (x) is the integer part of w 3 (x). Standard deviation of expected testing cost of AO diagnostic strategy over 1000 random fault probability distributions. Projected expected cost of Minimax diagnostic strategy based on the initial probability distribution. Projected maximum testing cost of Minimax diagnostic strategy based on the initial probability distribution. Mean expected testing cost of Minimax diagnostic strategy averaged over 1000 random fault probability distributions. Standard Deviation of expected testing cost of Minimax diagnostic strategy over 1000 random fault probability distributions. Tables I-IV show the results for various system sizes ( number of faults, number of tests). It is seen that and are less than and for most cases. Also, the projected testing cost for Minimax is very close to the actual testing cost for most of the cases; thus, with a Minimax strategy, we have a reliable estimate of the actual testing cost when the probability distribution is unknown.
III. CONSTRAINED OPTIMIZATION OF TEST SEQUENCE
Most reasonably complete formulations of real world problems involve multiple, conflicting, and noncommensurate objectives. In the context of test sequencing, optimizing the diagnostic strategy with respect to both expected testing cost with a constraint on the expected testing time is a very important problem that has not been addressed so far. The problem of constrained optimization of diagnostic strategy can be formally written as (23) such that (24) where is an by binary matrix such that is if test is used in the path leading to the identification of system state , and is zero otherwise and are the test costs and are the test times. The following argument shows that a variation of AO algorithm can be used to solve this problem optimally. Let be an ambiguity node in the AO graph and be an admissible (information giving) test at . Let be the estimate of cost-to-go (based on test times) at the root OR node before splitting the node using test . When the ambiguity node is split using test , the cost-to-go estimate (based on test times) at can be revised using the HEF values for the successors and of . The admissibility and consistency of HEF ensures that the cost-to-go estimate can only increase. This cost increase is propagated all the way up to the root OR node, and suppose that this entails a cost estimate of at the root OR node. If , then it clearly indicates that the inclusion of test at the ambiguity node results in an infeasible solution. Thus, can be deemed inadmissible at and the search space can thus be reduced to avoid infeasible solutions. Note that more and more infeasible directions can be identified and pruned as the estimates become more accurate as node expansion proceeds. A nice feature of this approach is that the computational requirements of this algorithm can only be less than those of unconstrained AO . Also note that, when all tests are pruned at an ambiguity node (that is not a leaf), this indicates that a feasible diagnostic strategy does not exist for the specified threshold on expected test time.
An important implementation issue in AO algorithm variants is that of node selection strategy for expansion. We considered the following node-selection strategies and evaluated their performance (in terms of the number of nodes expanded before the solution is obtained). While traversing the graph from the root OR node in search of an expandable node, if both children of the current node are unsolved.
Always pick the left child. Always pick the right child.
Pick the child node with minimum test cost based HEF . Table V shows the number of node expansions required for these strategies for various values of the test time constraint for a random system having 15 faults and 15 tests. Table VI shows the results for a system with 20 faults and 20 tests. We see that the strategies and resulted in minimal node expansions. This is in contrast to unconstrained AO where is found to be the best node-selection strategy. Fig. 1 shows the set of nondominated solutions 2 obtained by invoking constrained AO with various values of the test time constraint for the system considered above. Note that it is possible to obtain solutions that linearly interpolate the given set of nondominated solutions via randomizing the test strategy selection over any two given points. In order to understand this concept, consider any two solution points and that are adjacent to each other in Fig. 1 . Suppose, we employ a randomized testing strategy that involves choosing the strategy corresponding to the first solution point with a probability and choosing the strategy corresponding to the second solution point with a probability . The expected testing time and testing cost of this strategy are . This is equivalent to the existence of a solution point that divides the line segment joining the original two solution points in a ratio. 
IV. TEST SEQUENCING WITH A CONSTRAINT ON THE NUMBER OF TESTS USED An important problem that arises in the Design
For Testability is one of constructing a test sequence that utilizes less than a specified number of tests, while minimizing the average ambiguity group. This is especially true for systems with limited accessibility to test points, and/or very expensive tests. In this case, the system designer is burdened with the task of selecting the best set of tests that can be used to diagnose the system with minimal average ambiguity group size.
Formally, let represent the AND/OR graph denoting the diagnostic strategy and let be a Boolean variable that represents the presence of test in . That is, if test is used in the diagnostic strategy , and otherwise. Let be the set of leaves in (a leaf node is one which is not split by a test, i.e., no successors). The problem is to determine a diagnostic strategy minimizing (25) where represents the average ambiguity group size for a diagnostic strategy resulting in the leaf set . The solution approach to this problem consists of two steps. First step involves constructing a complete diagnostic strategy based on a limited lookahead heuristic without explicitly enforcing the constraint on the number of distinct tests used. The second step is to prune the diagnostic strategy, removing tests on an incremental basis, until the constraint on the number of distinct tests used is satisfied. The limited lookahead strategy in Step 1 to select the next best test at every unexpanded ambiguity node is based on a Figure of Merit (FOM). This FOM represents the effectiveness of a test in producing a good diagnostic strategy in terms of the number of distinct tests used. Clearly, if a diagnostic tree is constructed in such a way that many tests are used more than once in the tree (i.e., in multiple branches), then such a strategy results in a low cardinality of the set of tests used. This enables us to define two different heuristic functions for limited lookahead strategies.
Let be the ambiguity node for which the next best test is to be chosen. Let and be the child ambiguity nodes of following Pass and Fail outcomes of test , respectively. The limited lookahead strategy is to pick the test that minimizes the average ambiguity group size at the next step (26) where represents the cardinality of the set , and are the failure probabilities. This is a greedy heuristic that is expected to produce reasonable diagnostic strategies by locally optimizing the next test.
Another heuristic is to pick the test that maximizes (27) where denotes the set of all admissible tests at an ambiguity node . This heuristic is intuitively appealing because, by maximizing the cardinality of the set of common tests available to the successors of the ambiguity node , we can expect the same tests to be used in multiple branches of the diagnostic strategy, thus utilizing a smaller number of distinct tests in the diagnostic tree. In addition to the above Once a diagnostic tree is constructed using all the available tests without enforcing the constraint on the number of tests, as a post-processing step, we prune the tree removing extra tests in Step 2. Once again, we employ greedy heuristics to discard the tests in an incremental fashion. Note that pruning, i.e. discarding a test that splits an ambiguity node that is not a leaf, results in the removal of all tests that follow the Pass and Fail branches of that test. This entails a decrement in the number of distinct tests used, by more than one, and at the same time, it also results in a larger increment of average ambiguity group size for the tree. Hence, we need to weigh these factors appropriately for the pruning choice.
Consider an ambiguity node split by a test in the diagnostic tree. Let be the number of distinct tests to be removed from the diagnostic strategy in order to meet the constraint. Let be the number of tests that are discarded when test is pruned (the tests that follow the successor nodes of ). Let be the set of leaf nodes of the subtree rooted at . Pruning results in an increment of the average ambiguity group size given by (28) Given this, we can choose the next test to be discarded as one that minimizes the incremental average ambiguity group size per pruned test, i.e., (29) This incremental pruning process is continued until the constraint on the number of distinct tests used is met.
Tables VII-X show a comparison of the performance of the two FOM's for various random systems ( number of faults, number of tests, maximum number of tests allowed, Average ambiguity group size obtained using FOM1, Average ambiguity group size obtained using FOM2). FOM2 is seen to be clearly a better criterion than FOM1, since it resulted in lower ambiguity group sizes almost all the time. 
V. DIAGNOSTIC STRATEGIES WITH MINIMAL STORAGE COST
The problem of minimizing the storage (the number of tests in the tree) required for a diagnostic strategy is of considerable interest. In many situations, a decision algorithm residing in the primary memory can perform more efficiently than an algorithm whose components must continually be swapped between the primary and the secondary storage. Pollack [3] and Press [4] have given heuristics for computing storage efficient decision trees for certain types of decision tables (i.e., fault-test point dependency relationships). The General Optimized Testing Algorithm (GOTA) of Hartmann et al. [5] can also be applied to the storage problem. In addition, Reinwald and Soland [6] have presented a branch and bound algorithm for designing decision tables with minimum storage. Recent work by Murphy and McCraw [7] considered this problem and presented a suboptimal heuristic approach to this problem which was shown to be faster and more efficient than the previous approaches, yet achieving reasonably nearoptimal solutions.
In the following, we present a formulation of the generalized minimal storage problem and derive an optimal AO based algorithm. The top-down nature of AO algorithm readily extends to produce a series of near-optimal solutions which provide a nice tradeoff between optimality and computational effort. We present extensive simulation results to demonstrate that our optimal and near-optimal approaches are superior to the heuristic approaches presented in [7] . is minimized where is the number of times test is used in the diagnostic strategy.
A. Problem Formulation
If we denote to represent the ambiguity subset, and to denote the resultant ambiguity sets based on the outcome (pass or fail) of test , then the DP technique for the test sequencing problem employs the recursion (31) where is the optimal cost-to-go (i.e., the storage cost) for the diagnostic strategy rooted at the ambiguity group . The recursion is initialized with at the solution nodes (i.e., leaf nodes of no ambiguity).
Noting that the above DP recursion is very similar to that obtained for the basic test sequencing problem, we can see that AO can be used to solve this problem, provided an admissible and consistent HEF can be found to approximate the optimal cost-to-go.
B. NP-Completeness of the Storage Problem
A simplified storage minimization problem would be to assume that all the storage costs are identical. In this case, the objective is to seek a strategy with the minimal number of tests. In the following, we show the NP-completeness of the simplified problem and then go on to consider the optimal solution procedure for the general problem.
Hyafil and Rivest [8] have shown that the problem of designing decision trees that minimize the processing time (average and worst case path length) is an NP-complete problem. It is shown in Comer and Sethi [9] that designing storage optimal trees is NP-complete for cases where each module is associated with a single failure source provided that the tests may have ternary outcomes. The result does not hold for the binary case since, trivially, every decision algorithm that identifies each of the failure sources will require tests. It is also known that designing storage optimal full binary decision trees is NP-complete [9] .
The Decision Tree Storage Problem for the reachability matrix and the integer [denoted by ] is to determine whether there exists a decision tree for with storage cost less than or equal to .
Theorem 2: is NP-complete.
Proof:
is in NP since a nondeterministic Turing machine can guess the decision tree and then determine in polynomial time if it has storage cost less than or equal to . To complete the proof, it will be shown that the problem Vertex Cover reduces to DTS. (The vertex cover problem asks if there is a subset of the set of vertices for the graph such that every edge in the set is incident on at least one element of and ). For the graph, , where , we construct the testing problem as follows. Define where . (Let us ignore and since it does not result in any loss of generality.) The set of modules will have cardinality 2 where is defined by for and . There are tests, one for each vertex, where the test associated with the vertex is described by the set is incident on . Note that the tests must be used to partition the failure source from the remaining failure sources (i.e., partition and ). Therefore, if has a vertex cover of size , then there is a decision tree for with tests that discriminate from every one of the edges. Alternatively, if there exists a decision algorithm for with tests, then the vertices associated with those tests form a vertex cover for .
An obvious corollary of Theorem 2 is that DTS remains NPcomplete if the set of failure sources is partitioned into two modules or if the system has only a single module containing more than one failure source. As noted, the set of instances of DTS where there is a single module associated with each action can be solved in polynomial time. Let denote the set of instances of the problem DTS where there are no more than two objects associated with any action.
Theorem 3: is NP-complete. Proof: It shall be shown that the NP-complete problem CLIQUE reduces to DTS2. (The decision problem CLIQUE asks if there is a clique (complete subgraph) of size for a given graph .) For a given instance of the problem CLIQUE, a corresponding instance of the problem can be constructed in polynomial time as follows. For each of the vertices in the set , we shall add two failure sources to the set . Therefore, define
. Consider the decision problem associated with the above construction. If the answer to is yes, it implies that there are modules that have not been partitioned by the tests of some decision tree for , which means that there are tests which do not split these actions. A test associated with vertex will split these actions corresponding to vertices not adjacent to . This implies that the vertices associated with the unpartitioned modules in the decision tree form a clique of size in the corresponding graph. Alternatively, if has a clique of size , then there is a decision algorithm for with vertices. To see this, note that only a path constructed of vertex tests will leave modules undivided. The tests associated with each of the individual failure sources can then be used to discriminate the failures in divided modules from those in the undivided modules.
C. HEF for Minimal Storage Test Sequencing
Consider an ambiguity set whose cardinality in terms of modules is . Clearly, the minimal number of tests required for isolation is . We need a lower bound on the storage cost of the optimal diagnostic tree rooted at . Assume, without loss of generality, that the test costs are in ascending order . Theorem 4: The lower bound is given by
where is an indicator function which is 1 when the logical expression is true and 0 otherwise.
is an integer satisfying (33)
Proof: Let us first consider the case . An obvious and crude lower bound would be to take . However, this bound can be very weak for , since test can be used at most times in a tree rooted at . Such a tree is necessarily balanced, i.e., there are tests at depth from the root . Now that we have used the least cost test at all nodes at level , the maximum number of times any other test can appear in this tree is , which implies that it be used at all nodes at depth . Thus, by extending the above rule, we can assign the least cost tests to nodes at various depths for this diagnostic tree resulting in a storage cost of (34) Now consider the case where . For this , the maximum number of times the least cost test can appear is the maximum of (depth = ) and depth . Note that this tree is balanced only up to a depth of . Now that the least cost test has been used at nodes, can be used at nodes. From this point on, tests can be used at nodes, resulting in a storage cost given by (32), completing the proof of the theorem.
The above proof of admissibility of the HEF is sufficient for obtaining optimal solutions when used with AO algorithm. In addition, we also show that the above HEF is consistent, thus ensuring that AO algorithm with this HEF monotonically converges to an optimal solution. An HEF is consistent, if for each node in an AND/OR graph (35) Consider the two minimal storage trees corresponding to and . Note that one can construct a valid diagnostic strategy (although not necessarily optimal) for the subset by connecting the two minimal storage trees with a binary link. The storage cost of this feasible tree at is given by (36) for which is clearly a lower bound, since is a lower bound for the optimal tree storage cost.
D. Heuristic Storage Measures
In the following, we briefly present the heuristic algorithms considered in [7] for the minimal storage test sequencing problem. Consider an ambiguity node and a test which splits into and based on its outcomes. Let be the cardinality of be the cardinality of , and be the cardinality of . The heuristic storage measure is defined as follows:
if is root Parent of otherwise
where is the test used to arrive at if is not the root node. The single step look-ahead algorithm would select the test maximizing the average storage measure per-unit cost of A multistep look-ahead algorithm expands the node into a partial tree up to a given depth (look-ahead value) for each admissible test, and picks the test that maximizes the sum of values over all nodes in the partial tree. Tables XI and XII show the relative suboptimality of the solutions obtained by various limited search AO algorithms ( Limited Search AO with the number of best tests retained at every OR-node during the AO cost propagation and pruning steps) and the Heuristic Storage Measure based algorithms ( Heuristic Algorithm of [7] with depth ). The AO based algorithms are clearly far superior to the heuristic methods of [7] . A nice feature of the limited search AO is that they result in monotonically better solutions, unlike the heuristic techniques where no monotonicity is guaranteed.
VI. CONCLUSION
In this paper, we considered a set of four test sequencing problems arising in Design for Testability. Specifically, we considered 1) robust test sequencing; 2) test sequencing with a constraint on one of the objectives;
3) test sequencing with a constraint on the number of distinct tests used; 4) the problem of minimal storage test sequencing. We developed optimal and near-optimal solutions for these problems based on AO and other heuristic top-down graph search techniques.
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