The paper considers how to choose the joint distribution of several random variables each with a given marginal distribution so that their sum has a variance as small as possible. A theorem is given that allows the solution of this and of related problems for normal random variables. Several specific applications are given. Additional results are provided for radially symmetric joint distributions of three random variables when the sum is identically zero.
Introduction
Suppose that real valued random variables X i , i = 1, . . . , n have marginal distributions with cumulative distribution functions F i with finite variances. How may one choose a joint distribution for all the X i such that the variance of X i is minimised? Let us call this Problem A.
This problem has been considered, in a slightly different form, by Rüschendorf and Uckelmann in [7] . They provide a solution in the case n = 3, the X i having identical uniform distributions and being chosen so that X i = 0. Building on that work, in [8] solutions are found in the case that the common distribution of the X i is unimodal, but those solutions are not the radially symmetric ones given here. One may wish to see related work by Gangbo andŚwiȩch [4] , and additional results by Gaffke and Rüschendorf [3] which also points out connections to the method of antithetic variables in Monte Carlo simulation. Earlier work by Dowson and Landau [2] contains results on maximising and minimising the trace of the covariance matrix of the sum of two multivariate normal variables, each with a given covariance matrix; that work only covers a trivial case of the results given here. There is work on the superficially similar problem of maximising the trace of the covariance matrix of a sum of three multivariate normal variables by Olkin and Pukelsheim, and by Olkin and Rachev [5, 6] , but those results are, as far as we can see, of little help when minimising the variance of a sum of univariate random variables.
Section 2 specifies Problem B, which includes Problem A as a special case when the marginal distributions are normal. Problem B deals with the minimisation of the variance of X i by choosing a joint distribution for X 1 , . . . , X n subject to the constraint that some of the variances of the X i and the covariances of pairs of the X i are given fixed known values. A dual for Problem B is defined which is called Problem B * .
In Section 3 a theorem is given that allows solution of Problem B. Section 4 shows an application of the theorem to Problem A for normal distributions in the case n = 3, and further applications, with n = 3, 4.
Section 5 considers the important special case when n = 3, the variance of the sum can be made equal to 0, and the solution is radially symmetric. Such radial solutions are shown to be always available for F 1 = F 2 = F 3 , when these marginal distributions are symmetric about 0, unimodal at 0 and possess differentiable densities. Explicit solutions are given in several cases, and a general formula.
Minimising variances of sums of normal random variables
Let us define 1 as an n × 1 vector with elements all equal to 1. With this notation, Problem A for random variables X 1 , . . . , X n with marginal normal distributions is the same as finding a covariance matrix = { ij } for X 1 , . . . , X n such that 1 1 is as small as possible, while preserving the known non-zero variances ( 11 , . . . , nn ) on the diagonal of . We will write i =
√
ii for i = 1, . . . , n. The covariance matrix is symmetric and non-negative definite, which we write as 0. We can summarise Problem A for normal random variables as Find 0 to minimise 1 1, subject to ii = ii for i = 1, . . . , n.
This problem can be generalised to cover the case when any set of elements in the covariance matrix are held fixed. The ij held fixed will be those pairs with (i, j ) in a set H. The generalised problem will be called Problem B, stated as:
Problem B. Find to minimise 1 1, subject to ij = ij for (i, j ) ∈ H and 0.
It will be assumed that the fixed ij are chosen so that it is possible to find at least one 0 satisfying the constraints ij = ij for (i, j ) ∈ H .
Problem B * is now described, which is a dual to Problem B in the sense of convex optimisation. To find this dual one could use, for instance, the general results in Section 3.1 of the book edited by Wolkowicz et al. [9] , which also show that there is always a solution to the problems. The treatment here is, however, self-contained.
Problem B * . Find to maximise trace( ) subject to 11 − 0 and ij = 0 for (i, j ) / ∈ H . 
Then =¯ solves Problem B, and =¯ solves Problem B * .
Proof. Since 11 −¯ 0,
So¯ solves Problem B. Similarly,
So¯ solves Problem B * .
Remarks on Theorem 1
Using Theorem 1 to solve Problem B amounts to discovering one or more linear combinations of the random variables X i such that the sum of the variances of those linear combinations has coefficients of ij all equal to 1 for terms ij with (i, j ) ∈ H . If each of those linear combinations has zero variance for =¯ , then¯ is a solution for Problem B.
To use Theorem 1 to prove a conjecture usually requires finding vectors in the kernel space of the conjectured¯ which are taken as columns of a matrix X. The matrix X is designed so that trace[ (11 − XX )] does not depend on the elements ij for (i, j ) / ∈ H . Since it is often easy to guess the form for a solution, verification becomes a long but possible option.
Applications

Problem A when n = 3
When n = 3, it is easier to consider Problem A for normal random variables in two different cases. First let us look at the case when 1 , 2 , 3 can be arranged as lengths of the sides of a triangle, as in Fig. 1 .
The joint distribution is obtained by taking normal random variables X i with variances ii , with correlations cos 1 , cos 2 , cos 3 between (X 2 , X 3 ), (X 1 , X 3 ), (X 1 , X 2 ), respectively. In this case the minimum variance of X 1 + X 2 + X 3 is 0, as can be seen directly, without using Theorem 1, from the minimising covariance matrix It is easy to check that the principal minors of¯ are all non-negative. Using well known properties of the triangle, 1 can be written as a constant multiple of
and one can check that 1 ¯ 1 = 0. To use Theorem 1 in this case one can choose¯ as above, and = 0. The second case is when the i cannot be lengths of the sides of a triangle. Without loss of generality suppose that 1 > 2 + 3 . It is easy to guess how to minimise the variance of X i . One should take X 2 , X 3 each to have correlation −1 with X 1 , leading to
Theorem 1 can be used to check that this is the correct answer, with
It is easy to check that 11 −¯ has principal minors all non-negative. The geometry of this case, corresponding to Fig. 1 , is that the two shorter edges, of length 2 , 3 are folded onto and within the edge of length 1 .
Equal correlation for consecutive pairs
Suppose that X 1 , X 2 , X 3 all have variance 1, and that corr(X 1 , X 2 ) = corr(X 2 , X 3 ) = . What is the minimum variance possible for X 1 +X 2 +X 3 ? In this application of Theorem 1, it is enough to take¯ Going back to the sort of representation in Fig. 1 , for minimum variance the vectors corresponding to the three random variables are chosen to lie in a plane.
Consider now adding another random variable X 4 with corr(X 3 , X 4 ) = . If > 0, then the minimum variance for X 1 + X 2 + X 3 + X 4 is 8 2 (1 + ) as can be seen from applying Theorem 1 with¯
(which has eigenvalues 0, 0, 2(1 − + 2 3 ), 2(1 + − 2 3 )) and
(where the eigenvalues of 11 −¯ are 0, 0, 4(1− 2 +2 3 ), 4 (1+2 +2 2 )). Using a geometrical approach similar to that of Fig. 1 , we have four edges of length 1 with an obtuse included angle between consecutive pairs. The minimum variance is obtained when the edges lie in a plane. If, on the other hand, 0, then the minimum variance is 0, for we may takē
(which has eigenvalues 0, −4 , 2 + 2, 2 + 2) and¯ = 0. The geometry in this case is illustrated, for = −0.5, in Fig. 2 . 
Radially symmetric distributions with X + Y + Z = 0
It is interesting to compare the radially symmetric distributions given in this section with the non-radially symmetric ones produced by the simpler method in [8] .
Suppose that has a uniform distribution on (0, 2 ), and R has independently some distribution on (0, ∞). Then
will be said to give a radially symmetric triple of random variables (X 1 , X 2 , X 3 ). It is clear that X i = 0. It is immediate that X 1 , X 2 and X 3 must have a continuous distribution with a density function which is symmetric about 0, except perhaps for a non-zero probability at 0.
These joint distributions are now explored. It is shown how to find the distribution for r corresponding to a given distribution for X 1 (if that be possible), and necessary and sufficient conditions are given for the existence of a suitable distribution of R.
First, a radially symmetric triple is found giving X i all uniform on (−1, 1) . This provides a solution to the uniform margins problem different from that given by [7] .
Uniform margins
It is simpler to work with the conditional density for X 1 given X 1 > 0, and to take with a uniform distribution on (0, /2). Then since
with R and independent, the Mellin transform of the density of X 1 (defined as the expected value of X t 1 ) is the product of the Mellin transforms of the densities of R and cos . The Mellin transform for the uniform density of X 1 on (0, 1) is 1/(t + 1). The density function of cos at u is 2
which has Mellin transform
It follows that the Mellin transform for the density of R should be
and this corresponds to the density function for R, say g(r), where
The density function for R in (2) will give a radially symmetric triple with margins that are uniform over (−1, 1). The same approach can be used to try to find a density function for R, corresponding to any given density function for X 1 symmetric about 0, but one is heavily reliant on recognising the Mellin transforms, and little insight is obtained into the conditions which allow a solution. It is possible, since the random variables are all taken positive, to use the characteristic functions for ln cos and ln R instead of Mellin transforms, but that is of little help. It is shown below how to obtain explicit solutions when X 1 is a continuous random variable with a finite mean and a differentiable density function f (x) which is non-increasing on (0, ∞).
Unimodal margins symmetric about 0
The idea is to consider
where U is independent of T, and has a uniform distribution on (0, 1). It easily follows, using Mellin transforms, or more directly, with density function f (x) for X 1 that T has density function
From (1) it follows that, choosing S to have density from (2) , and uniform on (0, /2)
Still conditioning on X 1 0, the density function, say g(r), of R = TS at r is,
where f is the derivative of f.
One can obtain (4) by inverting the formula for the density of X in terms of those for R and cos through a reduction to and solution of Abel's integral equation. The derivation given above seemed to give more insight into the form of the result. One can also obtain it by using for x > 0 the representation
which shows that when f (u) is defined for all u > 0, one can write f as a mixture of uniform distributions on (0, u) with mixing density for u given by −uf (u). Then (4) follows by using a representation TS cos similar to (3).
To illustrate the application of (4), radially symmetric solutions for several cases are given. which evaluates routinely to r exp(−r 2 /2). This is a well-known result, at the base of the Box-Muller method of generating pseudo-random normal deviates (see Chay et al. [1] ).
Example 2. Suppose that Cauchy margins are required. Again using (4), the density for R is 
