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1 Introduction and summary
The purpose of this paper is to study four-dimensional N = 1 supergravity compactified on
a spatial circle. We will show that this background is quantum mechanically unstable: the
circle dynamically expands and the ground state is Minkowski space with all three spatial
dimensions non-compact.
Quantum mechanical instabilities of Kaluza-Klein compactifications have a long his-
tory. In the absence of supersymmetry, a Casimir force is generated perturbatively with a
competition between bosonic fields, which cause the circle to contract, and fermionic fields
which cause the circle to expand [1, 2]. More scary instabilities lurk at the non-perturbative
level, with space teetering on the brink of tunnelling into a bubble of nothing [3].
The existence of supersymmetry removes both instabilities described above. But an-
other remains. As we show in some detail, a Casimir force is now generated by gravitational
instantons. This results in a superpotential which schematically takes the form
W ∼ exp
(
−πR
2
4GN
− iσ
)
(1.1)
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where R is the radius of the spatial circle and σ is dual to the Kaluza-Klein photon,
dσ ∼ ⋆F . The existence of the superpotential (1.1) was first proposed in [4] on the basis
of fermi zero mode counting. It is also closely related to the superpotentials arising from
D6-brane instantons wrapping G2-holonomy manifolds described in [5]. Our goal in this
paper is to develop the full quantum supergravity computation which results in (1.1).
One motivation for performing the instanton calculation in some detail is that N = 1
supergravity offers a testing ground in which some of the old ideas of Euclidean quantum
gravity can be explored, but where many of the accompanying difficulties do not arise.
It thus provides an opportunity for precision Euclidean quantum gravity. Indeed, as we
will see, we will be able to compute the numerical prefactor in (1.1). In doing these
calculations, we met a number of issues that were (at least to us) surprising and we think
worth highlighting.
The scale of gravitational instantons. The natural energy scale associated to any
quantum gravity effect is usually thought to lie far in the ultra-violet, whether Planck
scale, string scale or something else. However, in situations where gravitational instantons
play a role, this is not the only scale of importance. The partition function for quan-
tum gravity comes equipped with a hidden infra-red scale, Λgrav. This arises through
dimensional transmutation from the logarithmic running of the coefficient α(µ) of the
Gauss-Bonnet term,
Λgrav = µ exp
(
−α(µ)
2α1
)
.
Here α1 is an appropriate beta-function for the Gauss-Bonnet term. Of course, gravity is
not a renormalisable theory and so, in some sense, includes an infinite number of extra scales
associated to the higher-derivative operators. These are all ultra-violet scales, naturally of
order of the Planck mass or other UV cut-off. In contrast, the scale Λgrav is distinguished
by the fact that, like its Yang-Mills counterpart ΛQCD, it can be naturally exponentially
suppressed relative to the Planck scale.
The Gauss-Bonnet term is topological and the scale Λgrav plays no role in perturbative
physics around flat space. However, it becomes important when summing over gravita-
tional instantons with non-trivial topology. Moreover, in supersymmetric theories, Λgrav
is naturally complex, with the phase supplied by the gravitational theta angle. The com-
plexified Λgrav lives in a chiral multiplet and, indeed, we will see that it provides (part of)
the pre-factor for the superpotential (1.1). A discussion of this new scale can be found in
section 3.1 and 3.5.
Summing over topologies. One conceptual issue that arises in this paper is the ques-
tion of what topologies we should include in the path integral. We are interested in physics
onM∼= R1,2 × S1. In Euclidean space, this manifold has boundary ∂M∼= S2 × S1. How-
ever, the gravitational instantons that we meet have boundaries with different topologies.
They are the multi-Taub-NUT spaces, whose boundary is isomorphic to the Lens space Lk
in which the S1 is non-trivially fibered over the S2 with winding k. We will argue that
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we should, nonetheless, include these in the path integral. The superpotential (1.1) arises
from the simplest Taub-NUT space in which the S1 winds once around S2.
There are further gravitational instantons whose boundary has the topology of S1
fibered over RP2 ∼= S2/Z2. The Atiyah-Hitchin manifold falls in this class and has the
right number of zero modes to contribute to the superpotential. However, we argue that
this class of solutions should be discarded. This discussion can be found in section 4.1.
One-loop determinants. The final issue that we wish to highlight is of a more techni-
cal nature. In any instanton calculation, one should compute the one-loop determinants
around the background of the classical solution. In supersymmetric theories, there is a
pairing between the bosonic and fermionic non-zero modes and, correspondingly, a naive
expectation that these determinants should cancel. However, for non-compact spaces such
as Taub-NUT, the spectrum of operators is continuous and although the range of bosonic
and fermionic eigenvalues coincides, their densities need not. We will show that the re-
sulting determinants in Taub-NUT indeed do not cancel but, nonetheless, are computable.
They are closely related to the boundary terms that appear in index theory. These deter-
minants are computed in section 4.2.
The one-loop determinants contribute to the pre-factor of (1.1). Ignoring numerical
factors, the superpotential is more precisely given by
W ∼ Λ41/24grav R−7/24 exp
(
−πR
2
4GN
− iσ
)
.
The presence of a power of R in the pre-factor appears to be in tension with the expected
holomorphy of the superpotential. We will, however, find that there is a one-loop correction
to the complex structure relating R and σ and that the superpotential above is indeed
holomorphic as expected. This discussion can be found in section 3.4.
The plan of the paper. We begin in section 2 by describing a few simple classical aspects
ofN = 1 supergravity and its Kaluza-Klein compactification to three dimensions. Section 3
is devoted to perturbative aspects. We start with a summary of the most important results,
including the one-loop divergences that give rise to the new scale Λgrav, as well as the
finite renormalisation of the kinetic terms. The remainder of section 3 describes these
calculations in more detail. Section 4 covers the instanton computation. We again start
with a summary, focussing in particular on the gravitational instantons of interest and
a discussion of the kind of asymptotic boundaries that we should admit. The majority
of section 4 is concerned with the computation of the one-loop determinants around the
background of Taub-NUT.
Readers who would like to skip the gruesome calculational details can get by with
reading section 2, section 3.1 and section 4.1, before skipping to the punchline at the end.
2 Classical aspects
We work with N = 1 supergravity in d = 3+1 dimensions. Throughout the paper, we focus
on the minimal theory containing only a graviton and gravitino. The bulk four-dimensional
– 3 –
J
H
E
P
1
2
(
2
0
1
4
)
1
4
2
action is given by
S =
M2pl
2
∫
d4x
√−g (R(4) + ψ¯µγµνρDνψρ) . (2.1)
We use the notation of the (reduced) Planck mass M2pl = 1/8πGN instead of the Newton
constant GN. Here R(4) is the 4d Ricci scalar, with the subscript to distinguish it from its
3d counterpart that we will introduce shortly. There is also the standard Gibbons-Hawking
boundary term which we have not written explicitly.
The action is to be thought of as a functional of the Majorana gravitino ψµ and the
vierbein eaµ where µ, ν = 0, 1, 2, 3 are spacetime indices and a, b = 0, 1, 2, 3 are tangent
space indices. Here we follow the standard notation of suppressing the spinor indices on
the gravitino, whose covariant derivative is given by
Dνψρ = ∂νψρ + 1
4
ωˆabνγ
abψρ.
In this formalism, the spin connection ωˆabµ that appears in the covariant derivative differs
from the purely geometric spin connection by the addition of a gravitino torsion term:
ωˆabµ = ωabµ(e) +Habµ with
Habµ = −1
4
eνae
ρ
b
(
ψ¯µγρψν − ψ¯νγµψρ − ψ¯ργνψµ
)
.
The action is, of course, invariant under diffeomorphisms and local supersymmetry trans-
formations. The latter act as δeaµ =
1
2 ǫ¯γ
aψµ and δψµ = Dµǫ.
The classical theory also enjoys a U(1)R symmetry which acts by axial rotations on ψ.
As we describe in more detail in sections 3 and 4, this U(1)R symmetry is anomalous in
the quantum theory. (Although, as we will see, it mixes with a U(1)J bosonic symmetry
that will be described shortly and a combination of the two survives.)
2.1 Reduction on a circle
Our interest in this paper is in the dynamics of N = 1 supergravity when compactified on
a manifold M ∼= R1,2 × S1. We denote the physical radius of the circle as R. We choose
the spin structure such that the fermions are periodic around the compact direction and
supersymmetry is preserved.
At distances larger than the compactification scale R, the dynamics is effectively three
dimensional. The metric degrees of freedom are parameterised by the familiar Kaluza-Klein
ansatz,
ds2(4) =
L2
R2
ds2(3) +
R2
L2
(
dz +Aidx
i
)2
(2.2)
where z ∈ [0, 2πL) is the periodic coordinate. Here R, Ai and the 3d metric g(3)ij are
dynamical degrees of freedom, while L is a fixed, fiducial scale. It is natural to pick
coordinates such that R(x)→ L asymptotically and we will eventually do so but, for now,
we leave L arbitrary.
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Evaluated on this background, the Einstein-Hilbert action becomes
Seff =
M2pl
2
∫
d4x
√−gR(4)
=
M3
2
∫
d3x
√−g(3)
[
R(3) − 2
(
∂R
R
)2
− 1
4
R4
L4
FijF
ij
]
with M3 = 2πLM
2
pl the 3d Planck scale and Fij = ∂iAj − ∂jAi the graviphoton field
strength.
In three dimensions, it is often useful to dualise the gauge field in favour of a periodic
scalar σ. This is particularly true if we are interested in instanton physics [6]. The dual
photon can be viewed as Lagrange multiplier which imposes the Bianchi identity,
Lσ = σ
4πL
ǫijkDiFjk. (2.3)
With the magnetic charge quantised in integral units, σ has periodicity 2π. Integrating
out the field strength, we can write the low-energy effective action in dual form,
Seff =
∫
d3x
√−g(3)
[
M3
2
R(3) −M3
(
∂R
R
)2
− 1
M3
L2
R4
(
∂σ
2π
)2]
. (2.4)
This action enjoys a new U(1)J symmetry which acts by shifting the dual photon: σ → σ+c.
All other fields are left invariant under this symmetry. The symmetry is preserved in
perturbation theory but, as we will see in section 4, is broken by instanton effects.
Our goal in this paper is to determine the quantum corrections to the effective ac-
tion (2.4). We describe perturbative corrections in section 3 and instanton corrections in
section 4.
Fermions. This bosonic effective action has a fermionic counterpart which is dictated by
supersymmetry. Let us work for now with a Majorana basis of 4d gamma matrices,
γi =
(
0 γi3d
γi3d 0
)
i = 0, 1, 2 , γz =
(
1 0
0 −1
)
(2.5)
with γi3d = (iσ
2, σ3, σ1). Upon dimensional reduction, the 4d Majorana gravitino ψµ de-
composes into a 3d spin-3/2 Dirac fermion λi and 3d spin-1/2 Dirac fermion χ. To perform
this reduction, it’s simplest to work with the frame index, so that ψa = e
µ
aψµ. Further, to
make life easy for ourselves, we restrict to the flat background R1,2 × S1 with metric (2.2)
and make the spinor ansatz,
ψi =
(
Reλi + (γ3d)iImχ
Imλi + (γ3d)iReχ
)
and ψz =
(
Reχ
Imχ
)
. (2.6)
The gravitino kinetic term in (2.1) then becomes,
Sfermions =
∫
d4x
√−g M
2
pl
2
ψ¯µγ
µνρ∂νψρ
=
∫
d3x
√−g(3) M3LR
(
1
2
λ¯iǫ
ijk∂iλk − χ¯ /∂χ
)
. (2.7)
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After dividing out by local supersymmetry transformations, the spin-3/2 fermion λi carries
no propagating degrees of freedom. (This is the supersymmetric analog of the statement
that the 3d metric carries no propagating degrees of freedom.) In contrast, the spin-
1/2 fermion χ carries two propagating degrees of freedom; these are the supersymmetric
partners of R and σ. We will postpone a more detailed discussion of how supersymmetry
relates R, σ and χ to sections 3.4 and 4.4.
2.2 Topological terms
In addition to the Einstein-Hilbert action, there are two topological terms that will play a
role in our story. Both are higher derivative terms, with dimensionless coefficients. They
are the Gauss-Bonnet term
Sα =
α
32π2
∫
d4x
√
g ⋆R⋆µνρσRµνρσ (2.8)
which integrates to the Euler characteristic of the manifold, and the Pontryagin class,
Sθ =
θ
16π2
∫
d4x
√−g ⋆RµνρσRµνρσ. (2.9)
If we care only about perturbative physics on R3 × S1, then we can neglect these terms.
However, when we start to sum over manifolds of different topology, they become im-
portant.
Usually, when working with an effective field theory, we keep all relevant and marginal
terms in the action, neglecting only the irrelevant operators on the grounds that they
are suppressed by some high mass scale. In the present case, there are two further four-
derivative terms which come with dimensionless coefficients: R2 and RµνRµν . However,
both can be absorbed into the Einstein-Hilbert term through a redefinition of the metric [7].
For this reason, we need only consider Sα and Sθ above.
In supergravity, the Gauss-Bonnet (2.8) and Pontryagin (2.9) terms can be written as
an F-term [19, 20] (using the so-called “chiral projection operator”). This, in turn, means
that the two coupling constants α and θ combine into the complex coupling
τgrav = α+ 2iθ (2.10)
which naturally lives in a chiral multiplet. We will see later that τgrav appears in the
instanton generated superpotential.
3 Perturbative aspects
In this section we describe the results of quantum fluctuations of the graviton and gravitino
around the background R1,2 × S1. There are two kinds of effects: those from divergences
that arise already in four dimensions; and finite corrections to the low-energy effective
action which are suppressed by the dimensionless combination 1/M2plR
2.
3.1 Summary
We open this section by summarising the main results. The remainder of the section
contains details of the computations.
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Finite corrections. Finite corrections to the effective action occur when the theory is
compactified on R1,2 × S1 and arise due to loops wrapping the spatial circle. The results
depend on R, the radius of the circle and so are non-local from the four-dimensional
perspective. For this reason, they are not sensitive to the ultra-violet details of the theory
and can therefore be reliably calculated.
These finite corrections were first computed in the Kaluza-Klein context in [1, 2],
where they manifested themselves as a Casimir force, causing the Kaluza-Klein circle to
either shrink or expand. (The analogous calculation was performed earlier in the thermal
context [10].) The effective 3d potential is given by1
Veff = −NB −NF
720π
L3
R6
. (3.1)
Here NB is the number of massless bosonic degrees of freedom; these make the Kaluza-
Klein circle contract. NF the number of massless fermionic degrees of freedom; these make
the circle expand. Of course, in supersymmetric theories NB = NF and Kaluza-Klein com-
pactifications are perturbatively stable. The presence of fermions with periodic boundary
conditions means that the bubble-of-nothing instability is absent in this theory [3], but
other gravitational instantons, discussed in section 4, will contribute.
Although the perturbative potential vanishes, there are still finite one-loop effects of
interest. These renormalise the kinetic terms in the effective action (2.4). Much of this
section is devoted to computing these effects; we will show that the low-energy effective
action becomes,
Leff = 1
2
(
M3 +
5
16π
L
R2
)
R(3) −
(
M3 − 1
6π
L
R2
)(
∂R
R
)2
−
(
M3 +
11
24π
L
R2
)−1 L2
R4
(
∂σ
2π
)2
. (3.2)
This is the one-loop effective action. We certainly expect that there will be further cor-
rections, both from higher-loops and from non-perturbative effects. Nonetheless, this will
suffice for our purposes. The most important fact that we will need is the observation that
the renormalisation of the R and σ kinetic terms come with different coefficients. This will
prove important later when we reconcile this with supersymmetry: it results in a one-loop
shift in the complex structure and R and σ sit together in a chiral multiplet with lowest
component
S = 2π2M2plR2 +
7
48
log(M2plR
2) + iσ.
The log term above arises from the one-loop correction. This will be described in section 3.4.
Anomalies and one-loop divergences. It is well known that the S-matrix is one-
loop finite in pure Einstein gravity [7] and two-loop finite in pure N = 1 supergravity [8,
1The standard Casimir potential in four dimensions scales as 1/R3. The 1/R6 scaling seen here arises
after a Weyl transformation to the 3d Einstein frame.
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9]. Nonetheless, these theories do suffer from divergences at one-loop which, while not
appearing in the S-matrix, can affect the physics. As we review, these divergences are
related to anomalies.
For our purposes, the most important one-loop divergence is associated to the Gauss-
Bonnet term (2.8). This, of course, is a total derivative in four-dimensions but will be
important when we come to discuss gravitational instanton physics. The coefficient α is
dimensionless and runs logarithmically at one-loop [7]
α(µ) = α0 − α1 log
(
M2UV
µ2
)
(3.3)
where α0 is the coupling at the UV cut-off which we denote as MUV. In general, for a
theory with Ns free massless spin-s fields, the beta-function is given by [12–15]
α1 =
1
48 · 15
(
848N2 − 233N3/2 − 52N1 + 7N1/2 + 4N0
)
.
The computation leading to this result is closely related to the trace anomaly for massless
fields in fixed, curved spacetime. Indeed, for spins s ≤ 1, the coefficients above are the
same as c− a of the trace anomaly. The running coupling α(µ) results in an RG-invariant
scale,
Λgrav = µ exp
(
−α(µ)
2α1
)
. (3.4)
For the pure supergravity theory that is our focus in this paper we have N0 = N1/2 = N1 =
0 while N3/2 = N2 = 1 which gives α1 = 41/48.
In the original discussions of Euclidean quantum gravity, the suggestion seems to have
been that Λgrav (or sometimes µ) should be identified with the Planck scale. (See, for
example, [16].) In contrast, here we view Λgrav as a new scale which emerges in quantum
gravity through dimensional transmutation; it dictates the length at which topological
fluctuations are unsuppressed by the Gauss-Bonnet term. Like its counterpart ΛQCD in
Yang-Mills theory, Λgrav can naturally be exponentially smaller than the Planck scale. As
we will see shortly, like its Yang-Mills counterpart, it provides the scale at which instanton
effects become important.
In the previous section, we saw that α sits in a background chiral multiplet with the
gravitational theta-term θ. These combine into the complex coupling τgrav = α+2iθ. This
means that the scale Λgrav = µe
−τ/2α1 is also naturally complex in supergravity and sits
in a chiral multiplet.
There is one further one-loop divergence that will play a role in our story. This is
responsible for the axial anomaly for the U(1)R symmetry with current J
µ
5 = iψ¯νγ
νµργ5ψρ.
In general, the anomaly is given by [13, 14, 17, 18]
∇µJµ5 =
1
24 · 16π2
(
21N3/2 −N1/2
)
⋆RµνρσRµνρσ. (3.5)
For us, N1/2 = 0 and N3/2 = 1. As usual, the anomaly can be compensated by shifts on
the gravitational theta angle which means that we should view Λgrav as carrying U(1)R
charge.
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3.2 One-loop determinants
In this section, we present the determinants arising from one-loop fluctuations of the gravi-
ton, the gravitino and their ghosts. This material is standard fare but, since we will need
this for a number of subsequent calculations, we take the time to describe it in some detail.
The graviton and its ghost. Throughout this paper, we use the background field
method. We work in Euclidean space and write the metric as background gµν , which is
taken to obey the Einstein equations, and fluctuation hµν ,
gµν → gµν + hµν .
From now on, all covariant derivatives and curvatures are to be thought of with respect to
the background. It’s useful to further decompose the fluctuations into the trace h = gµνhµν
and traceless parts, h¯µν = hµν − 14gµνh.
We expand the Einstein-Hilbert action to quadratic order in hµν following, for exam-
ple, [21]. The residual gauge freedom hµν → hµν +∇µξν +∇νξµ is fixed by imposing the
condition
∇µ
(
hµν − 1
2
gµνh
)
= 0.
The resulting Fadeev-Popov determinants are exponentiated in the usual fashion through
the introduction of ghosts which, in this context, are anti-commuting complex vectors.
The Einstein-Hilbert action is, famously, unbounded below. In the present context,
this shows up in the negative-definite operator ∇2 for the trace fluctuations h. We follow
the prescription of [21] and rotate the contour to integrate over imaginary conformal factors
so that we work with the positive definite operator
∆0 = −∇2. (3.6)
For the ghosts and traceless fluctuations, no such rotation is necessary. The operators for
these other fields are most conveniently written using tangent space indices. This means,
for example, that we write the metric fluctuation as hab = e
µ
aeνbhµν = e
µ
(a δeb)µ. (Note that
the asymmetric components of eaµ are non-propagating.) The fluctuation operator for the
symmetric, traceless spin-2 field h¯ab and is given by
(∆2)ab;cd = −1
4
ηacηbd∇2 +
(
1
4
ηacηbdR− 1
2
ηacRbd − 1
2
Racbd
)
. (3.7)
Meanwhile the fluctuation operator for the spin-1 ghosts takes the form,
(∆1)a;b = −ηab∇2 −Rab. (3.8)
Note that in each of (3.6), (3.7) and (3.8), the subscript on ∆s labels the spin of the field
and therefore determines the appropriate Laplacian ∇2. Integrating out the graviton and
its ghost at one-loop then results in the determinant factor,
ΓB =
det∆1
det1/2∆2 det
1/2∆0
. (3.9)
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The gravitino and its ghost. The quantisation of the spin-3/2 fermion was described
in [23, 24]. (See also [12].) We again need to fix the redundancy of local supersymmetry
transformations. The standard choice is γµψµ = 0. After gauge fixing, the kinetic term for
the gravitino reads
Lgravitino = i
2
ψ¯a
(
γb /Dγa
)
ψb.
In computing the one-loop determinants, it’s somewhat simpler to work with the squares
of Dirac operators. For the spin-3/2 gravitino, this is given by
(
∆3/2
)
a;b
=
(
γc /Dγa
) (
γb /Dγc
)
= −ηab∇2 − 1
2
Rcdabγ[cγd] +Rab (3.10)
where we have left the Dirac spinor indices implicit in this expression. Meanwhile, the
gravitino is accompanied by three commuting, spin-1/2 Majorana ghosts. These come
with the simple Dirac operator i /D which, after squaring, becomes
∆1/2 = (i /D)
2 = −∇2 + 1
4
R. (3.11)
Integrating out the gravitino and its ghosts then give rise to the one-loop determinants
ΓF =
det1/4∆3/2
det3/4∆1/2
. (3.12)
The one-loop effective action. Each of the one-loop fluctuation operators introduced
above takes the form,
∆s = −∇2 − Es
where, for each spin s = 0, 12 , 1,
3
2 , 2, the operator includes a spin-dependent term Es, linear
in the curvature Rabcd and is given, respectively, in (3.6), (3.11), (3.8), (3.10) and (3.7).
Of course, the Laplacian ∇2 also hides a spin structure since acting on the spin s field,
∇µ = ∂µ + 1
2
ωabµt
ab
(s)
where tab(s) are the spin-s Lorentz generators (or, in Euclidean space, rotation generators).
The one-loop determinants from gravitons (3.9) and gravitinos (3.12) can be exponen-
tiated to give the one-loop contribution to the effective action. This can be written as
Sone-loop = −
2∑
s=0
ζs log det∆s (3.13)
where the coefficients ζs are the exponents of the various operators, given by
ζs =
(
−1
2
,−3
4
,+1,+
1
4
,−1
2
)
s = 0,
1
2
, 1,
3
2
, 2.
The number of off-shell degrees of freedom of a spin-s field are ds = (1, 4, 4, 16, 9). (Recall
that the spin-2 operator acts on the traceless part of symmetric tensors which is why
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d2 = 9.) Note that ~ζ · ~d = 0. This, of course, is the manifestation of supersymmetry in the
guise of an equal number of bosonic and fermionic off-shell degrees of freedom.
In the rest of this section, we will compute various terms in the expansion of (3.13).
We will also return to compute the ratio of determinants ΓBΓF in section 4.2 in a self-dual
background where, as we show, considerable simplifications occur.
3.3 Two-derivative effective action
We first compute the finite corrections to the low-energy effective that we previewed in (3.2).
Specifically, we compute the one-loop effective action (3.13) in a gradient expansion around
the flat background R3 ×S1, keeping only terms with two derivatives or fewer. As we will
see, supersymmetry means that many of the contributions vanish.
We take the flat metric to be given by (2.2) with Ai = 0 and R constant. We denote
this metric as gˆµν and the associated Laplacian as ∇ˆ2. Each of the terms in the low-energy
effective action can then be expanded as
log det∆s = Tr log[−∇ˆ2] + Tr log[1− ∇ˆ−2(∆s + ∇ˆ2)]
≈ Tr log[−∇ˆ2] + Tr (−∇ˆ−2)(∆s + ∇ˆ2) (3.14)
−1
2
Tr (−∇ˆ−2)(∆s + ∇ˆ2)(−∇ˆ−2)(∆s + ∇ˆ2) + . . .
where higher order terms do not contribute to the two-derivative effective action. The lead-
ing term above, involving only ∇ˆ2, provides the perturbative contribution to the Casimir
energy advertised previously in (3.1). For us, supersymmetry ensures it vanishes after
summing over all spins, due to the relation ~ζ · ~d = 0.
Subsequent terms in the expansion also enjoy cancellations. To see this, let’s start with
the second term, Tr (−∇ˆ−2)(∆s + ∇ˆ2). Expanding the Laplacian, the general fluctuation
operator can be written as
∆s = −gµν∂µ∂ν − 1
2
gµν{∂µ, ωabνtab(s)} −
1
4
ωabµω
µ
cd t
ab
(s)t
cd
(s) + g
µρΓνµρ∇ν − Es. (3.15)
The sum over different spins s = 0, . . . , 2 will mean that any term which doesn’t have an
explicit spin dependence will vanish. That immediately kills the ∂2 term and the term
with the Christoffel symbol. The term linear in tab(s) vanishes as soon as the trace over spin
indices is taken. We’re left with
2∑
s=0
ζsTr (−∇ˆ−2)(∆s + ∇ˆ2) =
2∑
s=0
ζsTr (−∇ˆ−2)
[
−1
4
ωabµω
µ
ab t
ab
(s)t
cd
(s) − Es
]
.
Here the trace Tr should be taken over both spin and momentum quantum numbers. We
deal with the spin trace first. We have
trspin[t
ab
(s)t
cd
(s)] = as(−δacδbd + δbcδad) (3.16)
where the coefficients as are related to the Casimirs of the representation of the Lorentz
group2 and are given by
as = (0, 1, 2, 12, 12).
2The irreducible representation (j1, j2) has dimension d = (2j1 + 1)(2j2 + 1) and the appropriate group
theory gives a = d/3[j1(j1 + 1) + j2(j2 + 1)]. (See, for example, [13, 14].)
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Meanwhile, the trace over spin indices of Es is proportional to the Ricci scalar of the
background:
trspinEs = −bsR with bs = (0, 1,−1, 4, 6).
This allows us to express the contribution to the one-loop effective action in terms of traces
over momentum states only.
2∑
s=0
ζsTr (−∇ˆ−2)(∆s + ∇ˆ2) = 1
2
(~a · ~ζ) Tr [−∇ˆ−2ωabcωabc] + (~b · ~ζ) Tr [−∇ˆ−2R]. (3.17)
We’ll perform these momentum integrals shortly. But, first, we also need to include the
contributions from the third term in (3.14).
X3 = −1
2
2∑
s=0
ζsTr (−∇ˆ−2)(∆s + ∇ˆ2)(−∇ˆ−2)(∆s + ∇ˆ2).
Once again, any term linear in tab(s) upon taking the trace over spin indices, while any term
without a spin structure vanishes after summing over different spins due to supersymmetry.
After the dust settles, we find that just two terms are relevant,
X3 =−
2∑
s=0
Tr
[
1
2
(−∇ˆ−2)tab(s)ωab µ∂µ(−∇ˆ−2)tcd(s)ωcd ν∂ν+(−∇ˆ−2)Es(−∇ˆ−2) (g − gˆ)µν ∂µ∂ν
]
≈ (~a · ~ζ) Tr
[
(−∇ˆ−2)2ωab µωabν∂µ∂ν
]
+ (~b · ~ζ) Tr
[
(−∇ˆ−2)2R∆gµν∂µ∂ν
]
(3.18)
with ∆gµν = gµν − gˆµν . In the second line, we have moved derivatives past some of the
fields; the difference only shows up in higher derivative terms in the effective action.
The remaining traces in (3.17) and (3.18) are over momentum. Since we are working
on R3×S1, this involves both an integral and a discrete sum3 for the momentum k4 = n/L,
with n ∈ Z, for modes on S1
Tr −→ 1
2πL
∑
n
∫
d3k
(2π)3
.
With this, the expressions (3.17) and (3.18) for the one-loop contribution to the two-
derivative effective action combine to become,
Sone-loop = − 1
2πL
∑
n
d3k
(2π)3
{
(~a · ~ζ)
[
ωabcω
abc
2gˆµνkµkν
− ωab
µωabνkµkν
(gˆµνkµkν)2
]
(3.19)
+ (~b · ~ζ)
[
1
gˆµνkµkν
− ∆g
µνkµkν
(gˆµνkµkν)2
]
R
}
.
These integrals suffer both quadratic and logarithmic divergences which we need to tame.
Our method of choice is Pauli-Villars regularisation.
3Strictly speaking, to compute the Wilsonian effective action we should drop the n = 0 zero-mode in
the sum. These terms can be interpreted as counterterms for the 3d theory.
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Pauli-Villars regularisation. Pauli-Villars offers perhaps the most straightforward
method of regularisation. We start by providing all of our original fields with a small
mass m. This will act as an infra-red cut-off and ultimately we send m→ 0. (In practice,
this means that we need only replace k2 → k2 +m2 in the denominator of integrals.)
The UV divergences are tamed by introducing very heavy ghost particles with mass
MUV. We will ultimately take MUV →∞. Introducing one such field is enough to remove
logarithmic divergences, but we also have a quadratic divergence to deal with. This requires
the introduction of two further fields; a physical field with mass-squared γM2UV and a ghost
with mass-squared (γ−1)M2UV+m2 where γ is an arbitrary parameter on which no physical
quantity should depend. The upshot is that the integrands in (3.19) are replaced by their
regulated form such as
1
gˆµνkµkν
→
[
1
gˆµνkµkν +m2
]
PV
where we’ve introduce the notation
[
f(m2)
]
PV
= f(m2)− f(M2UV) + f(γM2UV)− f((γ − 1)M2UV +m2). (3.20)
Our goal is to now evaluate the integrals (3.19) using this regularisation procedure.
Extracting the divergent piece. Before we proceed, it will help to better understand
the origin of the divergent pieces and, more importantly, the finite pieces. Because the
divergences arise from the UV, it should come as no surprise to learn that they are the
same regardless of whether we work on R4 or R3 × S1. In contrast, the finite terms that
we seek are proportional to 1/R2 and are only present when we are on the circle. For this
reason, it’s useful to write
1
2πL
∑
n
d3k
(2π)3
=
∫
d4k
(2π)4
+

 1
2πL
∑
k4=n/L
d3k
(2π)3
−
∫
d4k
(2π)4

 .
All divergences are contained in the first term. Meanwhile, we will see that the second term,
which captures the difference between physics on the circle and in the plane, contains only
finite pieces.
As it stands, the integrands in (3.19) are not quite rotationally invariant, even
when integrated over R4. This is because the background flat metric gives gˆµνkµkν =
(R2/L2)k2 + (L2/R2)k24. To proceed, we rescale the 3-momentum k → (R2/L2)k. Then,
the integrand in (3.19) becomes isotropic. On grounds of rotational invariance, the di-
vergent piece of the one-loop effective action, arising from integrating over
∫
d4k, is then
given by
Sdivergent = −L
4
R2
∫
d4k
(2π)4
{
(~a · ~ζ)
[
1
2(k2 +m2)
− k
2
4(k2 +m2)2
]
PV
ωabcω
abc
+ (~b · ~ζ)
[
1
k2 +m2
− gˆµν∆g
µνk2
4(k2 +m2)2
]
PV
R
}
(3.21)
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where the factor of L4/R4 arises from the aforementioned rescaling of the momentum and
is identified as
√
gˆ.
The regulated integrals in the above expression are easily computed. They are given by∫
d4k
(2π)4
[
1
k2 + µ2
]
PV
= − 1
16π2
[
m2 logm2
]
PV
and ∫
d4k
(2π)4
[
k2
(k2 + µ2)2
]
PV
= − 1
8π2
[
m2 logm2
]
PV
.
We see that the ω2 terms in (3.21) cancel. (This is perhaps rather surprising; if you consider
the unregulated integrands with m2 = 0 then the two terms appear to differ by a factor of
2. But, of course, such unregulated integrals are ill-defined. The same cancelling factor of
2 can also be seen in dimensional regularisation as discussed, for example, in [27].)
The term proportional to R in (3.21) does not vanish. Instead, it gives
Sdivergent =
~b · ~ζ
16π2
[
m2 logm2
]
PV
(
1− 1
2
gˆµν∆g
µν
)√
gˆR
= − 15
64π2
[
m2 logm2
]
PV
√
gR (3.22)
where the ∆g term acts simply to change the fiducial metric
√
gˆ into the background metric√
g (to the order in which we’re working). This term is divergent but can be absorbed
through a renormalisation of Newton’s constant. As we will see in the next section, it
agrees with the divergence computed using heat kernel methods.
Extracting the finite pieces. As described above, the finite terms in the effective
action (3.19) arise from the difference between physics on the circle and physics on the
plane.
Sfinite = −
[
1
2πL
∑
n
d3k
(2π)3
−
∫
d4k
(2π)4
] {
(~a · ~ζ)
[
ωabcω
abc
2gˆµνkµkν
− ωab
µωabνkµkν
(gˆµνkµkν)2
]
+ (~b · ~ζ)
[
1
gˆµνkµkν
− ∆g
µνkµkν
(gˆµνkµkν)2
]
R
}
.
We again rescale the 3-momentum k → (R2/L2)k. Isotropy and parity ensure that the
terms with kµkν in the numerator are once again diagonal, but we now have to treat the
R3 and S1 components separately. The relevant integrals are
1
2πL
(∑
n
−
∫
dn
)
L4
R4
∫
d3k
(2π)3
[
1
(n/L)2 + k2 +m2
]
PV
−→ 1
48π2
L2
R4
and
1
2πL
(∑
n
−
∫
dn
)
L4
R4
∫
d3k
(2π)3
[
k2
((n/L)2 + k2 +m2)2
]
PV
−→ 1
32π2
L2
R4
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and
1
2πL
(∑
n
−
∫
dn
)
L4
R4
∫
d3k
(2π)3
[
(n/L)2
((n/L)2 + k2 +m2)2
]
PV
−→ − 1
96π2
L2
R4
where −→ means that we have dropped terms which vanish as we remove the regulators,
m2 → 0 and M2 →∞. This leaves behind only finite contributions as promised. The final
result is
Sfinite = −
∫
d4x
√
g
1
48π2
1
R2
{
(~a · ~ζ)ωab4ωab4 + (~b · ~ζ)R
}
where, as in the divergent case, the role of the ∆g terms is to ensure that the R that appears
here is now the dynamical field rather than the fixed, asymptotic value of gˆ. Substituting
the three-dimensional expressions for ω and R we have
Sfinite = −
∫
d3x
√
g(3)
1
24π
L
R2
{
(~a · ~ζ)
[
2
(
∂R
R
)2
+
1
4
R4
L4
F 2
]
+ (~b · ~ζ)
[
R(3) + 2
(
∂R
R
)2
+
1
4
R4
L4
F 2 − 2∇2 logR
]}
.
We now integrate the last term by parts, discarding the total derivative, leaving us with
Sfinite = −
∫
d3x
√
g(3)
1
24π
L
R2
{
(~b · ~ζ)R(3) + 2(~a−~b) · ~ζ
(
∂R
R
)2
+
1
4
(~a+~b) · ~ζ R
4
L4
F 2
}
.
Note that the finite renormalisations to the scalar R and field strength F are different:.
this will prove important shortly since it can be interpreted as a one-loop correction to the
complex structure. Putting this together with the tree-level contributions, we find that the
one-loop effective action in Euclidean space is given by
Seff =
∫
d3x
√
g(3)
{
1
2
(
M3 +
5
16π
L
R2
)
R(3) +
(
M3 − 1
6π
L
R2
)(
∂R
R
)2
+
1
2
(
M3 +
11
24π
L
R2
)
1
4
R4
L4
F 2
}
.
It remains only to rotate back to Lorentzian signature and to subsequently dualise the
photon in favour of the periodic scalar σ. The result is the effective action,
Seff =
∫
d3x
√−g(3)
{
1
2
(
M3 +
5
16π
L
R2
)
R(3) −
(
M3 − 1
6π
L
R2
)(
∂R
R
)2
−
(
M3 +
11
24π
L
R2
)−1 L2
R4
(
∂σ
2π
)2}
(3.23)
as previously advertised in (3.2).
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3.4 Supersymmetry and the complex structure
We now describe how the low-energy effective action is consistent with supersymmetry.
After dimensional reduction, the propagating bosonic fields R and σ lie in a chiral multi-
plet [4]. (The most general form of the 3d supergravity action with chiral multiplets was
presented in [25].) The lowest component of the chiral multiplet is given by
S = 2π2M2plR2 + iσ (3.24)
and the classical action (2.4) for this complex scalar takes the form
S = −M3
∫
d3x
√−g(3) 1(S + S†)2∂S∂S† (3.25)
which is derived from the classical Ka¨hler potential
K = − log(S + S†). (3.26)
The presence of the Planck massMpl in the complex structure (3.24) means that this chiral
multiplet does not survive the rigid limit in which gravity is decoupled. (The distinction
between rigid and gravitational theories was stressed, in particular, in [26].) This, in turn,
means that we cannot use the fact that R sits in a chiral multiplet to restrict the way it
appears in superpotentials when rigid supersymmetric gauge theories are compactified on
a circle as in [40, 41].4
One-loop corrected complex structure. As we have just seen, the kinetic terms are
corrected at one-loop. This in principle affects both the complex structure and Ka¨hler
potential. For our present purposes, we are only concerned with the shift to the complex
structure.
The renormalisation of the complex structure can be seen from the fact that the (∂R)2
and (∂σ)2 terms pick up different 1/R2 corrections in (3.23). (Strictly speaking, we should
first perform a conformal transformation so that we are working in the Einstein frame, but
this only affects the complex structure at order 1/R4 and so can be neglected at one-loop
order.) It is simple to check that the one-loop corrected complex structure is given by
S = 2π2M2plR2 +
7
48
log(M2plR
2) + iσ. (3.27)
(Tracing the origin of this shift, we see that it depends on the ~a coefficients defined in (3.16),
but is independent of the ~b coefficients defined in (3.17).) We will have use for this later
when we compute the instanton-generated superpotential.
3.5 Divergences and the heat kernel
The gradient expansion employed in section 3.3 is the simplest approach for computing the
effective action at the two derivative level. However, it becomes increasingly cumbersome
as we look to higher derivatives. In particular, as described at the beginning of section 3, we
4We thank N. Seiberg for discussions on these issues.
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are interested in computing the logarithmic running of the coefficient of the Gauss-Bonnet
term. For this, we turn to the heat kernel method. The results of this section are not new
but, for completeness, we describe the essence of the computation. Further details can be
found in the original paper [13, 14]. A clear review of heat kernel methods can be found
in [28].
The heat kernel approach starts by writing the one-loop effective action (3.13) as
Sone-loop = −
2∑
s=0
ζs log det∆s =
2∑
s=0
ζs
∫
dt
t
Tr
[
e−t(∆s+m
2)
]
PV
which is true up to an (infinite) constant which we can safely ignore. Ultra-violet diver-
gences show up in the t→ 0+ limit of the integral. The standard expansion gives5
Tr
[
e−t∆s
] ∼ t−2B0 + t−1B2 +B4 +O(t)
where the Schwinger-DeWitt coefficients Bk are geometric quantities, constructed from the
data in the operator ∆s = −∇2−Es, with ∇µ = ∂µ+ 12ωabµtab(s). The leading divergence is
simply the cosmological constant term,
B0(∆s) =
1
16π2
∫
d4x
√
g tr 1.
This vanishes when we sum over the spins s = 0, 1/2, 1, 3/2, 2 by virtue of supersymmetry,
in the guise of ~ζ · ~d = 0 as we saw in the previous section. The quadratic divergences are
contained in the B2 coefficient which is given by
B2(∆s) =
1
16π2
∫
d4x
√
g tr
(
Es +
1
6
R
)
.
Here, the R/6 term contains no spin dependence and once again cancels due to supersym-
metry. The trace of Es is given in (3.17), leaving us with
∑
s
ζsB2(∆s) = −
~b · ~ζ
16π2
∫
d4x
√
g R.
This is the renormalisation of Newton’s constant. One can easily check that it agrees with
the quadratic divergence (3.22) that we computed using the gradient expansion in the
previous section.
For our purposes, the most important quantities are the logarithmic divergences con-
tained in B4. This is given by
B4(∆s) =
1
16π2
∫
d4x
√
g tr
(
1
6
∇2Es + 1
6
REs + 1
2
E2s +
1
72
R2 − 1
180
RµνRµν
+
1
180
RµνρσRµνρσ + 1
48
tab(s)Rabµνtcd(s)R µνcd
)
. (3.28)
5On manifolds with boundary, further terms may arise in the heat kernel approach. These can give rise,
for example, to renormalisation of the coefficient of the Gibbons-Hawking term. Here we focus only on bulk
divergences.
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The story is, by now, familiar. Any terms without spin dependence vanish due to super-
symmetry. The ∇2Es term survives, but results in divergences for ∇2R which is a total
derivative and vanishes on the backgrounds we’re interested in. For this reason, we ignore
this term. Meanwhile, the REs term results in a logarithmic divergence to R2. Both
R2 terms and RµνRµν terms can be absorbed into the Einstein-Hilbert action through a
field redefinition [7]. Indeed, this is the heart of the statement that the S-matrix of pure
Einstein-Hilbert gravity is one-loop finite.
The upshot of this is that the only terms that we care about are those that give rise
to logarithmic divergences for RµνρσRµνρσ. This receives contributions from E2s and the
last, tRtR term. In particular,
tr(E2s ) = csRµνρσRµνρσ + . . . with cs = (0, 0, 0, 2, 3) .
Putting this together with (3.16), we have
2∑
s=0
ζsB4(∆s) =
1
32π2
∫
d4x
√
g
(
~c− 1
12
~a
)
· ~ζ (RµνρσRµνρσ + . . .) .
The same field redefinitions of the metric that we described above allow us to massage the
. . . terms above so that they become the Gauss-Bonnet term, with the integral given by
the Euler character
χ =
1
32π2
∫
d4x
√
g
(RµνρσRµνρσ − 4RµνRµν +R2) .
The one-loop effective action therefore contains the logarithmically divergent term
Sone-loop = −41
48
log(µ2/m2)χ (3.29)
where, in the Pauli-Villars scheme (3.20), µ2 = γ−1γ M
2
UV. This is the origin of the running
of the Gauss-Bonnet coefficient described in (3.3).
We note that the interpretation of this “running” as a scale-dependent coupling con-
stant comes with a caveat. In gauge theories, the running coupling g2(µ) tells us how
the strength of local interactions varies with the energy scale of the process. But, in the
gravitational context, there is no local process associated to the Gauss-Bonnet term. In-
stead, it knows only about the global properties of the space. The real physics in this
running coupling is the emergence of the infra-red scale Λgrav defined in (3.4) which tells
us characteristic scale at which manifolds with different topologies contribute to the path
integral.
4 Non-perturbative aspects
In this section we describe the instanton corrections to the low-energy effective action.
We will show that they generate a superpotential term for the chiral multiplet S. The
techniques of gravitational instanton computations were pioneered in the late 1970s [29–
31] and much of this section is devoted to reviewing and extending this machinery. We
start, however, with a brief introduction to gravitational instantons and the role they play
in N = 1 supergravity.
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4.1 Gravitational instantons
Gravitational instantons are saddle points of the four-dimensional path integral. In super-
symmetric theories, we can restrict attention to (anti)-self-dual solutions to the Einstein
equations satisfying
Rµνρσ = ±⋆Rµνρσ. (4.1)
Such backgrounds preserve half of the supersymmetry. This means that supersymme-
try transformations generate only two fermionic Goldstino zero modes, which is the right
number to contribute towards a superpotential in N = 1 theories [32]. The self-duality
requirement (4.1) is a necessary, but not sufficient, condition for instantons to contribute
to the superpotential; there may also be further fermionic zero modes which do not arise
from broken supersymmetry which we describe below.
For theories on R3×S1, the gravitational instantons are Kaluza-Klein monopoles [33,
34] which, in the present context are perhaps best referred to as “Kaluza-Klein instan-
tons”. From the low-energy 3d perspective, these solutions look like Dirac monopoles
and the calculation can be thought of as a gravitational completion of Polyakov’s famous
computation [6]. The contribution of these “Kaluza-Klein instantons” has been discussed
previously in the non-supersymmetric context in [35] and, more recently, in [36]. The
simplest class of gravitational instantons are the multi-Taub-NUT metrics [29],
ds2 = U(x)dx · dx+U(x)−1 (dz +A · dx)2 (4.2)
with
U(x) = 1 +
L
2
k∑
a=1
1
|x−Xa| and ∇×A = ±∇U.
The metric is smooth when z ∈ [0, 2πL) and the Xa are distinct. For ∇×A = ±∇U , the
Riemann tensor obeys Rµνρσ = ∓⋆Rµνρσ.
The Taub-NUT metric takes the same form as our Kaluza-Klein ansatz (2.2) with
U = L2/R2. However, because U → 1 asymptotically, it means that we have made a
coordinate choice in which the fiducial length L is taken to be the physical asymptotic
length of the circle: R(x)→ L.
One might wonder about the relevance of Taub-NUT spaces to the Euclidean path
integral. Ultimately, we’re interested in physics on R1,2 × S1 and, after a Wick rotation,
the boundary of space is S2×S1. But for k 6= 0, the boundary of the manifold is the S1 is
fibered non-trivially over the S2. For example, with k = 1, the boundary is topologically S3.
The question at hand is whether we should sum over these different boundary conditions
in the path integral.
A similar question arises in gauge theories in flat space, where the issue becomes
whether one should sum over topologically non-trivial bundles at infinity. Here the answer
is certainly yes: a trivial gauge bundle can be smoothly deformed into an instanton-anti-
instanton pair which are subsequently moved far apart. Such configurations certainly
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contribute to the path integral but locality and cluster decomposition then requires us to
also sum over individual instanton bundles. (See, for example, [26] for a recent discussion
of this topic.) However, these same arguments also hold in the present case: we can
equally well locally nucleate a NUT-anti-NUT pair which can then be moved far apart.
This suggests that should sum over all asymptotic windings. (There is, admittedly, one
loophole which is the lack of local observables in a theory of gravity but this does not seem
to be a serious objection to the argument.)
Another way to motivate including non-trivial S1 bundles is to consider a parallel to a
more familiar story with gauge theory instantons. There, one imposes ‘initial’ and ‘final’
conditions in Euclidean time and boundary conditions at spatial infinity which require local
decay everywhere, but allow for non-trivial global behaviour of the solution. For us, where
the distinction between initial and boundary conditions is blurred, the obvious analogy
is to consider ‘initial’ and ‘final’ surfaces which are asymptotically flat hemispheres of S2
with a (necessarily trivial) S1 bundle, and require them to be glued in a locally smooth,
flat manner. The non-trivial global behaviour now arises due to the possibility of creating
a non-trivial bundle of S1 over the whole S2.
We conclude that, despite the different boundary conditions, we should be summing
over Taub-NUT configurations to determine the low-energy physics on R1,2 × S1. We
would reach the same conclusion by considering the low-energy world where we would
expect to sum over different Dirac monopole configurations provided they have a suitable
microscopic completion [6]. We also reach the same conclusion by considering the very
high-energy world of string theory, where these Taub-NUT instantons can be viewed as
D6-brane instantons wrapping manifolds of G2-holonomy [5].
The multi-Taub-NUT solution (4.2) enjoys 3k bosonic zero modes, parameterised by
the centres Xa, and 2k spin-3/2 fermionic zero modes [30].
6 Although this result is well
known, we will provide a slightly different derivation of the index theorem for the fermionic
zero modes in section 4.3 en route to calculating the one-loop determinants. For now, we
merely note that only the k = 1 Taub-NUT solution, with two fermionic zero modes, can
contribute to the superpotential [4].
The action. The Einstein-Hilbert action evaluated on the Taub-NUT space with charge
k = 1 is, after subtracting appropriate counterterms, given by [31, 37],
STN = 2π
2M2plR
2
where R here is interpreted as the asymptotic radius of the circle. (In the coordinates (4.2),
we could just as well have written STN = 2π
2M2plL
2.) However, there are a number of
further contributions to the action. The first comes from the dual 3d photon which, as first
observed by Polyakov, acts as a chemical potential for the topological instanton charge [6].
6For Yang-Mills instantons, the number of zero modes can be simply determined by integrating the
anomaly. In the present case there is a mismatch between the integrated anomaly (3.5) and the number of
zero modes due to the presence of boundary terms. These are known as eta-invariants [38] and will also
play a role when we come to discuss the one-loop determinants around the background of the gravitational
instanton.
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This follows from the coupling (2.3): the 3d field strength arising from the metric (4.2) has
charge
∫
S2 F = 2πL, which ensures that the single Taub-NUT instanton also comes with a
factor of
S = 2π2M2plR2 + iσ.
This coincides with the classical complex structure (3.24). Of course, this had to be the case
since the superpotential will come with the factor W ∼ e−S . Turning this observation on
its head, it could be viewed as a particularly simple derivation of the action of Taub-NUT, a
subject which has previously enjoyed some controversy before the definitive analysis of [37].
Further contributions come from the total derivative terms: these are the Gauss-Bonnet
term (2.8) and the Pontryagin term (2.9). For Taub-NUT, the integral of the Gauss-Bonnet
term gives the Euler character (there is no boundary contribution),
χ =
1
32π2
∫
d4x
√
g ⋆R⋆µνρσRµνρσ = 1.
This means that the Taub-NUT instanton will contribute to the superpotential in the form
W ∼ e−Se−τgrav . (4.3)
This is the promised superpotential (1.1). Here τgrav is given by (2.10) and, like S, is nat-
urally complex and lives is the lowest component of a chiral multiplet. This superpotential
drives the moduli S to large values, decompactifying the Kaluza-Klein circle.
A summary of what’s to come. The rest of this section is devoted to understanding
more fully the computations involved in deriving (4.3). The key extra ingredient is the
computation of the one-loop determinants around the background of Taub-NUT. We will
show that, despite the existence of supersymmetry, these determinants do not cancel.
Instead, after removing the zero-modes, the determinants are computed to be (up to a
numerical constant)
dets ∼ µ41/24R−7/24
where µ is the UV cut-off. This provides the prefactor to the superpotential (4.3) which
becomes
W ∼ µ41/24R−7/24e−Se−τgrav .
Now we can see how all the pieces fit together. As we explained in section 3, the Gauss-
Bonnet coupling τgrav runs at one-loop and so depends on µ. This combines with the µ
41/24
factor that arises from the determinant and whose exponent agrees with the beta-function
for τgrav. Together they give the RG-invariant scale Λgrav defined in (3.4). Meanwhile, the
factor of R−7/24 coming from the determinants can be exponentiated and has the right
coefficient to shift the chiral multiplet S to its one-loop corrected value given in (3.27).
The net result is that the superpotential takes the simple form
W ∼ Λ41/24grav e−S
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where the ∼ is hiding a numerical coefficient and factors of Mpl which ensure that the
dimensions work out.
The remainder of this section is devoted to performing these computations in some
detail. However, before diving into this, we make a few more general comments on these
instanton computations.
Relation to three dimensional gauge theories. There is a close analogy between our
gravitational computation and the quantum dynamics of N = 1 SU(2) Yang-Mills theory
compactified on R1,2×S1. In both cases, the low-energy physics comprises of a U(1) gauge
field and a neutral scalar, with the only difference classically lying in the form of the Ka¨hler
potential (3.26).
In the case of Yang-Mills theory, there are two contributions to the low-energy effec-
tive action. The first, considered long ago in [39], arises from monopoles in the three-
dimensional effective gauge theory and results in a run-away potential on the Coulomb
branch, parameterised by the chiral multiplet Φ. The second contribution is four-
dimensional in origin; it arises from monopoles twisted around the spatial S1, sometimes
known as calarons. This second contribution carries the quantum numbers of a four-
dimensional instanton, e2πiτYM with τYM = 2π/θYM + 4πi/g
2
YM. The net result is the
superpotential [40, 41],
WYM ∼ e−Φ + e+Φe2πiτYM .
The gravitational instanton contribution (4.3) is analogous to the second term above.7 Both
are associated to physics in four dimensions that does not have a strict three-dimensional
counterpart. And both drive the moduli to the region where the heavy states — whether W-
bosons or Kaluza-Klein modes — become light. In the Yang-Mills case, this is the strongly
coupled region and the W-bosons do not ultimately become massless; in the gravitational
case, this is the weakly coupled region and the Kaluza-Klein modes do become massless.
Of course, in the Yang-Mills case the first term stabilises the Coulomb branch scalar
and the theory on S1 has two, isolated vacua. There seems to be no analog of the first
term in the gravitational context. The reason is simply that the strict three dimensional
theory is U(1) and not SU(2) and the former has no microscopic monopoles of its own.
4.1.1 Other topologies and moduli fixing
The Taub-NUT metrics (4.2) are not the only self-dual gravitational instantons which
asymptote to a space with one compact direction. For our purposes, the other relevant
instanton is the Atiyah-Hitchin manifoldMAH. This admits a smooth hyperKa¨hler metric
with isometry group SO(3), as opposed to the SO(3) × U(1) isometry of Taub-NUT [42].
This means that the Kaluza-Klein modes around the asymptotic S1 are excited in this
solution.
7We thank N. Seiberg for discussions on this issue.
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The Atiyah-Hitchin manifold has 3 bosonic zero modes and 2 fermionic zero modes,
the right number to contribute to the superpotential.8 Let us first proceed naively and
ask what would happen if we were to admit Atiyah-Hitchin as a contribution to the path
integral. While Taub-NUT has winding, or magnetic charge, 1, Atiyah-Hitchin has winding
number −4. (See, for example, [40].) By supersymmetry, this means that its complexified
action should be SAH = −4S. The minus sign is important here. It is related to the
fact that, viewed as a soliton, Atiyah-Hitchin has negative mass. As explained in [36], it
follows from the breaking of the U(1) isometry, and the fact that spatial kinetic terms act
like a negative mass in gravity. (It is also related to the fact that M-theory compactified
on Atiyah-Hitchin reduces to type IIA string theory in the presence of an orientifold O6-
plane [44, 45] and orientifolds have negative tension.) Including contributions from both
Taub-NUT and Atiyah-Hitchin would give rise to the superpotential,
W ∼ e−Se−τgrav + e+4Se−τgrav .
The theory appears to now have a ground state with the radius R fixed at some value (albeit
at the Planck scale where the analysis is not trustworthy). The presence of the Atiyah-
Hitchin manifold here is reminiscent of the role orientifolds play in more complicated models
of moduli stabilisation [46].
Nonetheless, there is reason to doubt that we should include MAH as a saddle in the
path integral. This is because the asymptotic structure of MAH is given by a S1 bundle
over RP2 ∼= S2/Z2 rather than a bundle over S2. It’s not clear whether such an asymptotic
change of topology should be allowed in the sum over geometries.
Of course, we have just argued that we should be summing over different asymptotic
S1 bundles and we could try to repeat the nucleation argument that we made above for
NUTs. Now the object that lies at the centre of Atiyah-Hitchin is a “bolt”, a 2-cycle
with topology RP2 and size ∼ R. The non-local nature makes it less clear whether bolts
and anti-bolts can be smoothly nucleated from the vacuum. Furthermore, the “gluing”
argument that we presented above suggests that we should not include Atiyah-Hitchin in
the path integral.
While we don’t yet know the complete rules for performing the path integral over
manifolds we different topology, we suspect that it is consistent to only include S1 bundles
over S2 in the path integral. This means that we do not sum over discrete quotients of the
asymptotic S2 and ignore the contribution from Atiyah-Hitchin. The same conclusion was
reached in [36]. In the remainder of the paper, we proceed under this assumption.
4.2 Determinants again
In section 3.2 we computed the ratio of determinants arising from one-loop fluctuations
around a general background. They are
Γ =
det∆1 det
1/4∆3/2
det1/2∆2 det
1/2∆0 det
3/4∆1/2
(4.4)
8The double cover of Atiyah-Hitchin also admits a smooth hyperKa¨hler metric, but this space has 6
bosonic zero modes and 4 fermionic zero modes so cannot contribute to the superpotential. (The 6 bosonic
zero modes consist of 3 translations and 3 deformations described in [43].)
– 23 –
J
H
E
P
1
2
(
2
0
1
4
)
1
4
2
where ∆s is the Laplacian-type operator acting on a field of spin s. The definitions of
each of them can be found in section 3.2. The purpose of this section is to compute this
ratio of determinants explicitly in the Taub-NUT background. We will find that, despite
the existence of supersymmetry, the bosonic and fermionic determinants do not cancel.
Nonetheless, there is sufficient simplification that the ratio can be evaluated exactly.
4.2.1 Determinants in an anti-self-dual background
We start by finding a simplified expression for the ratio of determinants in an anti-self-dual
background obeying Rµνρσ = −⋆Rµνρσ. The key observation is that the self-dual part of
the spin connection is flat. This means that it is possible to choose coordinates such that,
ω µab = −
1
2
ǫabcd ω
cdµ. (4.5)
(One can check that the coordinates in which we’ve written the Taub-NUT metric (4.2)
have this property.)
To see the implications of this, it is useful to change from the Majorana basis of gamma
matrices introduced in (2.5) to a chiral basis. In Euclidean space, these are given by
γa =
(
0 σa
σ¯a 0
)
a = 1, 2, 3, 4 and γ5 =
(
1 0
0 −1
)
with σa = (1, ~σ) and σ¯a = (1,−~σ). In such a basis, Dirac spinors decompose in the familiar
left-handed (undotted) and right-handed (dotted) chiral spinors,
ψ =
(
χα
λ¯α˙
)
. (4.6)
In what follows, we work with this chiral decomposition, using indices α, α˙ = 1, 2. (This
contrasts with the earlier part of the paper where we worked with 4d Majorana spinors.)
The utility of this is that the spin connection acting on right-handed spinors is 12ωabµσ¯
ab
α˙β˙
where σ¯ab = 12 σ¯
[aσb] is self-dual and so, in the coordinates in which (4.5) holds, vanishes
when contracted with the spin connection. Meanwhile, the spin connection acting on left-
handed spinors involves ωabµσ
ab
αβ and does not vanish since σ
ab = 12σ
[aσ¯b] is anti-self-dual.
This means that the chiral Dirac operator acting on left-handed fermions — which we
call σ¯µ∇+µ — includes a spin connection, but the chiral operator acting on right-handed
fermions — which we call σµ∇−µ — does not. (Of course, both of these covariant derivatives
do contain Levi-Civita connections when acting on objects which also carry vector indices.)
We will show that each of the operators ∆s has a natural decomposition into operators
that act on left-handed or right-handed spinors. This is simplest to see for the spin s = 1/2
operator, where we have
∆1/2 = (i /D)
2 =
(
−σµ∇−µ σ¯ν∇+ν 0
0 −σ¯µ∇+µ σν∇−ν
)
≡
(
∆1/2+ 0
0 ∆1/2−
)
.
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Moreover, the self-duality of the spin connection means that the operator on right-handed
fermions simplifies yet further. It is given by
∆1/2− = ∆0 12 ⇒ det∆1/2− = (det∆0)2.
To perform a similar decomposition for higher spin operators, we need to work a little
harder. We start with ∆1 defined in (3.8). A self-dual background has Rµν = 0, so the
operator involves only the Laplacian acting on vectors. To decompose this in terms of
spinors, we use the fact that the background admits two, orthogonal, covariantly constant
(and, in fact, actually constant) right-handed spinors, ξα˙(i). These obey the simple equation
∇−µ ξ(i) = 0 i = 1, 2
where, in the coordinates in which (4.5) holds, ∇−µ ξ(i) ≡ ∂µξ(i).
The constant spinors ξ(i) allow us to decompose any (complexified) field so that the
dynamical degrees of freedom live in irreducible representations of su(2)L ⊂ so(4). We
first demonstrate this with the vector field Aa which we write it in the usual bi-spinor form
as Aαα˙ = Aa(σ
a)αα˙. The existence of the pair of constant spinors ξα˙ allows us to write a
general complex vector in this background as
Aαα˙ =
2∑
i=1
aα(i)ξ
α˙
(i)
where the dynamical degrees of freedom are now the two left-handed spinors a(i). When
sandwiched between two such vectors, ∆1 reads
A˜† a(∆1)a;bA
b =
2∑
i=1
ξ†(i)ξ(i) (a˜
†
(i)∇2a(i))
where we’ve used the fact that the ξ(i) with i = 1, 2 are orthogonal to eliminate the cross-
terms. The upshot of this argument is that in a self-dual background, we can write
det∆1 = (det∆1/2+)
2.
Let’s now move on to discuss ∆3/2 defined in (3.10). This involves a new element since
the Riemann tensor now appears. We make use of the fact that, after replacing the spatial
indices with bi-spinors, an anti-self-dual Riemann tensor can be written as,
Rαα˙ ββ˙ γγ˙ δδ˙ = Cαβγδ ǫα˙β˙ ǫγ˙δ˙
where Cαβγδ is the totally symmetric, anti-self-dual Weyl tensor. As in the spin-1/2 case,
the ∆3/2 operator naturally decomposes into left and right-moving parts,
det∆3/2 = det∆3/2− det∆3/2+.
To get more of a handle on these determinants, we again decompose a spin-3/2 fermion in
terms of the covariantly constant spinors ξ(i). We have to treat the left and right-moving
pieces somewhat differently. A general, complex right-handed spinor can be decomposed as
ψαα˙β˙ ≡ (σµ)αα˙ψβ˙µ = fα(1)ξα˙(1)ξβ˙(1) + fα(2)ξα˙(1)ξβ˙(2) + fα(3)ξα˙(2)ξβ˙(1) + fα(4)ξα˙(2)ξβ˙(2).
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The 8 dynamical degrees of freedom are now contained in four, left-moving spinors f(i),
i = 1, 2, 3, 4. Perhaps unsurprisingly, the Riemann tensor does not act on this part of
ψ. The same kind of argument that we used for ∆1 shows that ∆3/2− does not mix the
different f(i), and we find
det∆3/2− = (det∆1/2+)
4.
The decomposition of the left-handed spin-3/2 field involves a new ingredient. We write
ψαα˙β ≡ (σµ)αα˙ψβµ =
2∑
i=1
Fαβ(i) ξ
α˙
(i) + φ(i)ǫ
αβξα˙(i). (4.7)
Now the dynamical degrees of freedom are contained in two scalars φ(i) and two, symmet-
ric tensors Fαβ(i) . The Riemann tensor does not affect the scalar fields φ(i); these merely
contribute a factor of (det∆0)
2 to det∆3/2+. However, the Riemann tensor does affect the
operators acting on the symmetric tensors F(i). To see how, we look at the contraction
(σ¯a)α˙α
(
∆3/2 +
)
aγ;b
δ (σb)ββ˙ = σ¯
a α˙α
(
−ηabδδγ∇2 −
1
2
Rcdabσcγγ˙ σ¯d γ˙δ
)
σb
ββ˙
= −2δα˙
β˙
δαβ δ
δ
γ∇2 −
1
2
Cγ δα β δγ˙γ˙ δα˙β˙
≡ 2δα˙
β˙
∆C
α
γ; β
δ
where we define a new operator ∆C which acts on anti-self-dual 2-forms (which transform
in the (1, 0) representation of SO(4) rotations) and involves the Weyl tensor:
(∆C)
αβ
γδ = −δαγ δβδ∇2 −
1
2
Cαβγδ.
Our expression for the left-moving spin-3/2 determinant is then
det∆3/2+ = (det∆C)
2 (det∆0)
2.
The same operator ∆C also shows up in the determinant of ∆2. The traceless part of the
metric is decomposed as
h¯αα˙ ββ˙ = Hαβ(1)ξ
α˙
(1)ξ
β˙
(1) +H
αβ
(2)ξ
(α˙
(1)ξ
β˙)
(2) +H
αβ
(3)ξ
α˙
(2)ξ
β˙
(2) (4.8)
where the nine dynamical degrees of freedom are now contained in three symmetric tensors,
Hαβ(i) , with i = 1, 2, 3. The Laplacian operator ∆2 is defined in (3.7) and also contains a
Riemann tensor term. To understand its action on theH(i), we again look at the contraction
σ¯a α˙ασ¯b β˙β(∆2)ab;cdσ
(c
γγ˙σ
d)
δδ˙
= σ¯a α˙ασ¯b β˙β
(
−1
4
ηacηbd∇2 − 1
2
Racbd
)
σ
(c
γγ˙σ
d)
δδ˙
=
1
2
[
−δαγ δβδ δα˙γ˙ δβ˙δ˙ ∇
2 − 1
2
Rαα˙ γγ˙ ββ˙ δδ˙ + (γγ˙ ↔ δδ˙)
]
=
1
2
δα˙γ˙ δ
β˙
δ˙
(∆C)
αβ
γδ
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where, at each step, these operators are understood to be acting on suitably symmetrised
objects. This means that we have
det∆2 = (det∆C)
3 =
(det∆3/2+)
3/2
(det∆0)3
.
Putting all this together, we find that the ratio of determinants (4.4) in an anti-self-dual
background can be written as
Γ =
(
det∆3/2 +
det∆3/2 −
)−1/2(det∆1/2 +
det∆1/2 −
)+1/4
. (4.9)
The determinants take the form of ratios of chiral Dirac operators. This is characteristic
of instanton computations in supersymmetric theories. Indeed, since the spectrum of non-
vanishing eigenvalues of ∆s+ (with s = 1/2, 3/2) is identical to the spectrum of ∆s− one
might naively think that these determinants cancel. (This was the conclusion reached
in [30] based on an explicit bijection between the bosonic and fermionic eigenfunctions in
of the operators in (4.4).) However, this is too quick. The spectra of both ∆s+ and ∆s−
contain a continuum of scattering states, and while the range of eigenvalues of the two
operators coincide, their densities are not necessarily the same. Below we will compute Γ
in a multi-Taub-NUT background and show that it is non-trivial.
The non-cancellation of determinants around self-dual backgrounds has precedent. It
occurs in three-dimensional supersymmetric gauge theories where the instantons are ’t
Hooft-Polyakov monopoles [49, 50]. (The spectral asymmetry of the Dirac operators had
been appreciated earlier in the renormalisation of monopole states in four-dimensional
gauge theories [51].) The non-cancellation of determinants also arises in supersymmetric
quantum mechanics where the instantons are kinks [52]. (Again, the first appearance of
this can be traced to the mass renormalisation of kinks in two dimensional theories [53]; a
detailed review of these effects can be found in [54].)
Finally, we mention that closely related results have been seen recently in the com-
putation of the elliptic genus in non-compact sigma-models, where the non-cancellation
of a continuum of scattering states results in a holomorphic anomaly [55, 56]. This effect
also occurs for Taub-NUT sigma-models [57]. It would be interesting to see if there is any
deeper relationship between these two effects.
4.2.2 Evaluating the determinants
We now turn to the task of evaluating the determinants explicitly. This is possible because
there is a close relationship between the ratio of determinants in (4.9) and the (regularised)
index for the appropriate Dirac operator [49]. To see this we first define the regularised
ratio
D(m2) =
det∆+ +m
2
det∆− +m2
. (4.10)
This expression could apply to either s = 1/2 or s = 3/2 operators. Here m2 plays the role
of an infra-red regulator; its presence will allow us to easily extract the zero modes from
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the determinants later. Now consider
I(m2) = ∂ logD
∂ logm2
= Tr
[
m2
∆+ +m2
− m
2
∆− +m2
]
.
This is the regularised index of the Dirac operator. The index itself is given by
I = lim
m2→0
I(m2)
and counts n+ − n− where n± is the number of zero modes of ∆±.
In what follows, we want to treat both s = 1/2 and s = 3/2 operators at once. We
can do this at the expense of introducing some new notation. We return to the original
4-component spinor notation, with the Dirac operator written as γˆ · ∇. For the spin-1/2
field, we simply choose γˆµ = γµ. But, for the spin-3/2 field, the Dirac operator in (2.1)
means we should pick (γˆµ)ρσ = −12γσγµγρ, where the additional indices are contracted
with the spacetime indices of ψµ.
For both cases, we have {γˆa, γˆb} = 2δab, and γˆ5 = γˆ1γˆ2γˆ3γˆ4 = γ5 so that {γˆ5, γˆa} = 0.
We should also bear in mind that the Lorentz generators tab are different for the two spins.
With this new notation, we can write the regularised index as
I(m2) = Tr
[
γˆ5
m2
−(γˆ · ∇)2 +m2
]
.
We now split this expression for I(m2) into two terms. One of these will be somewhat
subtle and we should be careful in proceeding. Wary of this, we will work with a form of
zeta-function regularisation. This means first introducing a new parameter z and replacing
the expression in square brackets above with
γˆ5
m2
(−(γˆ · ∇)2 +m2)1+z = γˆ
5 1
(−(γˆ · ∇)2 +m2)z + γˆ
5 (γˆ · ∇)2
(−(γˆ · ∇)2 +m2)1+z . (4.11)
We will ultimately set z = 0. The first term above naively looks like it reduces to γˆ5 when
we set z = 0. But this is too hasty: it ignores the presence of the anomaly. To see this,
we use the same heat kernel techniques that we employed in section 3.5. Taking the trace,
the first term above reads
Tr
[
γˆ5
1
(−(γˆ · ∇)2 +m2)z
]
= Tr
[
γˆ5
1
Γ(z)
∫ ∞
0
dt
t1−z
e−(−(γˆ·∇)
2+m2)t
]
.
This is the same kind of integral that we saw in section 3.5. Up to terms which vanish as
z → 0, the result is very almost the expression B4 given in (3.28); the only difference is the
presence of γˆ5 in the spinor trace. This kills most of the terms and changes RµνρσRµνρσ
expression in (3.28) into ∗RµνρσRµνρσ. The end result is
lim
z→0
Tr
[
γˆ5
1
(−(γˆ · ∇)2 +m2)z
]
=
αs
24 · 16π2
∫
d4x
√
g ⋆RµνρσRµνρσ.
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This is the promised contribution from the axial anomaly. The coefficient αs depends on
the spin of the operator and is given by9
α1/2 = 1 and α3/2 = −20.
We now turn to the second term in (4.11). This term is less delicate and we can happily
set z = 0 from the beginning without repercussion. (We will, however, still implicitly use
zeta-function regularisation later when we come to evaluate it.) This term is, in fact, a
total derivative, and the full regularised index takes the form
I(m2) = αs
24 · 16π2
∫
d4x
√
g ⋆RµνρσRµνρσ +
∫
dSµ
√
gbdy J
µ (4.12)
where
√
gbdy is the square-root of the induced metric on the boundary and the current J
µ
is defined by
Jµ = lim
y→x
1
2
tr 〈y| γˆ5γˆµ γˆ · ∇
(−(γˆ · ∇)2 +m2) |x〉 . (4.13)
The two contributions in (4.12) are typical for index theorems on manifolds with boundary.
(See, for example, [58], for a discussion of index theorems for gravitational instantons. A
similar structure is also seen in index theorems for Yang-Mills-Dirac operators on R3 ×
S1 [59].)
So far our discussion has been for a general anti-self-dual metric. At this point we
restrict to the multi-Taub NUT spaces of interest, with metric given in (4.2). They have
Pontryagin class
1
16π2
∫
d4x
√
g ⋆RµνρσRµνρσ = −2k. (4.14)
To compute the boundary in (4.12), we use some standard machinery [60]. The current is a
local response to a nearby (as x→ y) excitation and its flux through the boundary can be
computed using only the asymptotic form of the metric (4.2). Since the volume scales as
r2, anything decaying as 1/r3 or faster in the current vanishes. Accordingly, if we expand
the covariant derivatives as ∇µ = ∂µ + 12 tabωabµ, we have
Jµ =
1
2
tr 〈x| γˆ5γˆµγˆν
(
∂ν +
1
2
ωabνt
ab
)[
1
(−∆0 +m2)
+
1
(−∆0 +m2)ωab
ρtab∂ρ
1
(−∆0 +m2) + . . .
]
|x〉 .
The leading terms vanish using trγˆ5γˆaγˆb = 0. Keeping only terms which survive asymp-
totically, we find
Jµ −→ 1
2
tr
[
γˆ5γˆµγˆνtab
]
ωab
ρ 〈x|
[
1
2
gνρ
(−∂2 +m2) +
∂ν∂ρ
(−∂2 +m2)2
]
|x〉 .
9In the expression for the axial anomaly (3.5), the spin-3/2 and spin-1/2 contributions differ by a factor
of −21. This is because, in computing the physical anomaly, the factor of −21 includes the contribution
from three spin-1/2 ghosts. These have different chiral charges and change the α3/2 = −20 that arises in
the present computation into the −21 that appears in (3.5).
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The overall coefficient is determined by the trace of gamma matrices. It differs for spin-1/2
and spin-3/2:
1
2
tr
[
γˆ5γˆµγˆνtab
]
= βsǫ
µνab with β1/2 = 1 and β3/2 = 4.
Using the self-duality of the spin connection (4.5), we can then write
Jµ −→ −βs ωµνρ 〈x|
[
gνρ
(−∂2 +m2) +
2∂ν∂ρ
(−∂2 +m2)2
]
|x〉
= −βs ωµνρg−1/2 1
2πL
∑
n
∫
d3k
(2π)3
[
gνρ
(k2 +m2)
− 2kνkρ
(k2 +m2)2
]
where we have introduced a Fourier basis to integrate over the 4d momenta kµ = (k, n/L).
Our interest is in the outward flux, J i where we will take i = 1, 2, 3 to be a tangent space
index for simplicity. Asymptotically, the metric is locally flat and we have k2 = k2+n2/L2.
Using the explicit form of the spin connection, one finds that only the ν, ρ = 4 components
contribute, and the relevant current is given by
J i −→ −βs
2
(∂i logU)
1
2πL
∑
n
∫
d3k
(2π)3
[
1
(k2 + n2/L2 +m2)
− 2
(k2 + n2/L2 +m2)2
n2
L2
]
= +
βs
2
∂i
(
1 +
Lk
2|x|
)
1
8π2L
∑
n
[(
n2
L2
+m2
)1/2
+
(
n2
L2
+m2
)−1/2
n2
L2
]
= − βsk
32π2L
xi
|x|3
∑
n
[(
n2 +m2L2
)1/2
+
(
n2 +m2L2
)−1/2
n2
]
where we have taken the liberty of regularising the linearly divergent term that appears in
going from the first to the second line. Finally, we need the fact that the asymptotic flux
is given by ∫
dSi
√
gbdy
xi
|x|3 = 8π
2L.
Putting this together with the Taub-NUT Pontryagin class (4.14), the regularised in-
dex (4.12) can be written as
I(m2) = −αsk
12
− βsk
4
∑
n∈Z
[(
n2 +m2L2
)1/2
+
(
n2 +m2L2
)−1/2
n2
]
. (4.15)
The index. Let us pause to compute the index of the Dirac operator in the multi-Taub-
NUT backgrounds. As we saw previously, the index is given by I(m2 = 0). In this limit,
the sum above reduces to 4ζ(−1) = −1/3. (The sum is over both positive and negative
integers which gives a factor of 2.) Combined with the contribution from the Pontryagin
class, we find
I = − k
12
+
k
12
= 0 for spin-1/2
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and
I = +20k
12
+
4k
12
= 2k for spin-3/2.
This agrees with the results of [58]. This also confirms a statement that we made earlier:
if we are interested in contributions to the superpotential, only the single Taub-NUT, with
k = 1, will play a role. Nonetheless, for completeness we will compute the determinants
around an arbitrary multi-Taub-NUT background.
It’s instructive to return to the decomposition of spin-3/2 fermions in a self-dual back-
ground (4.7). We see that the degrees of freedom include two anti-self-dual two-forms,
Fαβ , transforming in the (1, 0) representation of SO(4). These are the objects that carry
the zero modes. The same objects appear in the decomposition of the metric (4.8) which
contains three anti-self-dual two forms Hαβ . This is the reason why the metric (4.2) has
3k bosonic zero modes. These are identified with the positions Xa of the NUTs.
Back to the determinants. We now return to the task of computing the determinants.
The sums in our expression (4.15) for I(m2) are divergent. Although we have used zeta-
function regularisation in the derivation of the first term in (4.15), at this stage it is
important that we return to Pauli-Villars regularisation so that we can correctly match the
finite terms with our one-loop counterterm (3.29). We have
logD(m2)− logD0 =
∫ 1
0
dλ
λ
[
I(λm2)
]
PV
=−βsk
4
∑
n
[
2
√
n2 +m2L2 − 2|n| − 4|n| log
(
1
2
+
1
2
√
1 +
m2L2
n2
)]
PV
where logD0 = limλ→0 [logD(λm
2)]PV is the logarithmic ratio of determinants in the limit
in which all four fields in the Pauli-Villars regulator become massless. The equality on the
second line follows after noting that any m2-independent piece in I(m2) vanishes in the
Pauli-Villars regulator.
The sum above is now finite for each Pauli-Villars field individually. In the limit
m2 → 0, the sum vanishes which means that it receives no contributions from the original
field. But it still receives contributions from the three additional terms in the regularisa-
tion (3.20). Each of these has a large mass given by MUV (or γMUV or (γ − 1)MUV +m2)
and we are interested in the asymptotic form of the sum in the limit MUV → ∞. We
find that ∫ 1
0
dλ
λ
[
I(λm2)
]
PV
−→ βs
12
[
log(µ2R2) + C ′
]
where µ2 = (γ − 1)M2UV/γ is the appropriate Pauli-Villars scale. The same quantity
appeared in the one-loop counterterm (3.29). The constant is given by C ′ = − log 4 + 1−
24ζ ′(−1).
The quantity logD0 = limλ→0 [logD(λm
2)]PV is dominated by the zero modes. As we
saw above, there are I = 0 zero-modes for spin-1/2 operators and I = 2k zero modes for
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spin-3/2. We have
D0 =
(λm2)I(λγM2UV)
I
(λM2UV)
I(λ(γ − 1)M2UV + λm2)I
−→
(
m2
µ2
)I
.
We now have everything that we need to compute the one-loop determinants (4.9) about the
k-centered Taub-NUT background. In the limit m2 → 0, the determinants take the form
Γ =
(
det∆3/2 +
det∆3/2 −
)−1/2(det∆1/2 +
det∆1/2 −
)+1/4
= m−2k Γ′
which reflects the fact that 2k zero modes are carried by ∆3/2 +. The truncated determi-
nants Γ′ are given by
Γ′ = (µ2)41k/48
(
R2
A
)−7k/48
(4.16)
where the constant numerical factor is
A = 4e24ζ
′(−1)−1.
We note that we’ve seen the numbers that appear in (4.16) before. The fraction 41/48
appeared as the beta-function for the running Gauss-Bonnet coupling (3.29). This is not a
coincidence. The fraction 7/48 appeared in the one-loop shifted complex structure (3.27).
This is not a coincidence either.
4.3 Zero modes and jacobians
In any instanton computation, one should isolate the zero modes and replace their con-
tribution to the path integral with a normal integration over the associated collective
coordinates. In doing so, we pick up a Jacobian factor for our troubles. For gravitational
instantons, this procedure was described in [22].
Bosonic zero modes. We restrict our attention to the Taub-NUT metric (4.2) with
k = 1. This metric has three collective coordinates which are identified with the position
X of the nut. The three corresponding zero modes arise from translations and suitably
gauge-fixed versions of them can be conveniently constructed by taking the Lie derivative
of the metric along one of the three vector fields ∂/∂xi, i = 1, 2, 3,
h(i)µν = Ligµν = 2∇µ∇νx(i).
These zero modes are pure gauge. However, they arise from large gauge transformations
which do not die off sufficiently fast at infinity and so should be thought of as physical. To
see that they satisfy the transverse trace-free gauge condition, we use the facts that in our
background we have
∇2x(i) = gµνΓiµν = 0
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and also that we can commute certain derivatives through each other since Rµν = 0.
Consequently, we find
∇µ
(
∇µ∇νx(i)
)
= ∇ν∇2x(i) = 0 gµν
(
∇µ∇νx(i)
)
= ∇2x(i) = 0.
To compute the Jacobian, we need an inner product between the modes. This is inherited
from the action and is given by,
M2pl
2
∫
d4x
√
g
1
2
h(i)µνh
(j)µν = M2pl
∫
d4x
√
g
(
∇µ∇νx(i)
)(
∇µ∇νx(j)
)
= M2pl
∫
dSµ
√
gbdy
(
∇µ∇νx(i)
)(
∇νx(j)
)
= 2πM2plL
∫
d2x eµk
xk
r
r2
(−Γiµν) (gνj)
= πM2plL
∫
d2x
xk
r
r2
(
−δij∂k − δik∂j + δjk∂i
)
U
= 2π2M2plL
2 δij .
This we recognise as the Taub-NUT action, STN = 2π
2M2plL
2. The upshot is that the
integral over the three bosonic collective coordinates comes with the measure∫
dµB =
∫
d3X
(2π)3/2
S
3/2
TN . (4.17)
Fermionic zero modes. As we saw in the previous section, the gravitino has two zero
modes in the k = 1 Taub-NUT background. These are Goldstino modes, arising from
broken supersymmetry but, like their bosonic counterparts, are physical as they arise from
large gauge transformations, ψµ = ∇µǫ. The ǫ parameter satisfies the gauge fixing condition
γµψµ = /Dǫ = 0.
The gravitino introduced in the original action (2.1) is a Majorana fermion. However, there
is no Majorana condition in Euclidean space and, for this reason, it’s simplest to work with
a two component Weyl spinor formalism where
ψµ =
(
ψµα
ψ¯ α˙µ
)
.
The zero mode for this two-component spinor is then ψµα = ∇µǫα, α = 1, 2, and the zero
mode equation reduces to
σ¯µ∇µǫ = −iσi
∂i
(
U1/2ǫ
)
U
= 0
which has normalisable solutions of the form
ǫ =
1
U1/2
ξ
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for any constant spinor ξα. (These are not to be confused with the right-handed spinors
ξα˙ introduced in section 4.2.1 which are associated to the unbroken supersymmetry. In
contrast, the left-handed spinors ξα are associated to the broken supersymmetry.)
The fermionic zero modes are accompanied by the measure∫
dµF =
∫
d2ξ J −1F .
The fermionic Jacobian, JF , is given by the overlap of zero modes,
JF =
M2pl
2
∫
d4xd2ξ
√
g (∇µǫ)α (∇µǫ)α
=
M2pl
2
∫
dSµd2ξ
√
gbdy ǫ
α (∇µǫ)α
= πM2plL
∫
d2x xi r (∂iU
−1/2) =
1
2
STN
where, in the last line, we use the normalisation
∫
d2ξ ξ2 = 1. Putting this together with
the bosonic measure (4.17), we find that the integration over all collective coordinates is
accompanied by the Jacobian factor∫
dµBdµF =
∫
d3X
(2π)3/2
∫
d2ξ 2S
1/2
TN . (4.18)
4.4 Computing the superpotential
We now have all the ingredients necessary to compute the instanton-generated superpo-
tential. We start by computing the two-point function of the 3d spin-1/2 fermion χ which
arises under dimensional reduction (2.6) from ψ4. As we have just seen, in the background
of Taub-NUT we can turn on a fermionic zero mode. For χ, this is given by
χα =
1
2
ωab4
(
σabξ
)
α
=
∂iU
U3/2
(
σi4ξ
)
α
.
Far from the NUT itself, the zero mode becomes
χα → πLSF(x−X) βα ξβ
where SF(x) = γ
i
3dxi/4πx
3 is the flat-space propagator. This form will suffice for our instan-
ton computation. Using our results for the action (4.3), the one-loop determinants (4.16)
and the measure (4.18), we have the two-point function
〈χα(x)χβ(y)〉 =
∫
d3X
(2π)3/2
∫
d2ξ 2S
1/2
TN µ
41/24
(
R2
A
)−7/48
e−2π
2M2
pl
R2+iσe−τ
⋆
grav
× π2L2SF(x−X) γα ξγ SF(y −X) δβ ξδ.
Let’s firstly explain why the various fractions that appear in the determinants are not
coincidental. The power of the Pauli-Villars scale µ41/24 combines with the e−τ
⋆
grav factor
to give rise to the RG-invariant scale that we introduced in (3.4),
(Λ⋆grav)
41/24 = µ41/24e−α(µ)+2iθ.
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As we explained in section 2, the complexified Λgrav sits in a chiral multiplet and so can
appear in the superpotential. Meanwhile, the power of (R2)−7/48 combines with the in-
stanton action to give e−S
⋆
where S is the one-loop corrected complex structure introduced
in (3.27),
S = 2π2M2plR2 +
7
48
log(M2plR
2) + iσ.
Once again, S is the lowest component of a chiral multiplet and so can naturally appear in
a superpotential. (There are further powers of R buried in the factor S
1/2
TN in the two-point
function but, as we will now see, these do not appear in the superpotential.)
Continuing with the computation, we have
〈χα(x)χβ(y)〉 = A
7/48
2(2π)3/2
(
Λ⋆grav
Mpl
)41/24
S
3/2
TN e
−S⋆
∫
d3X SF(x−X)αγSF(y −X)βδǫγδ.
We want to write down a low-energy effective action for χ which captures this two-point
vertex. This can be simply done if the kinetic term (2.7) around a flat background is
supplemented by the interaction term
Sχ =
∫
d3x
√−g(3) M3
[
χ¯ /∂χ+
M3A
7/48
4(2π)3/2
(
Λgrav
Mpl
)41/24
S
3/2
TN e
−S χχ+ h.c.
]
(4.19)
where we’re now working in the choice of coordinates of (4.2) such thatR(x)→ L asymptot-
ically. We would like to determine the supersymmetric completion of this interaction term.
Supersymmetric effective action. The spin-1/2 fermion χ is related to the superpart-
ner of our complex scalar S defined classically by (3.24). However, there is an important
normalisation that must be determined. We denote by Ψ the spin-1/2 Dirac fermion that
sits in the chiral multiplet with S. By supersymmetry, the kinetic term for Ψ must agree
with that of S in (3.25), namely
SΨ =M3
∫
d3x
√−g(3) 1(S + S†)2 Ψ¯ /DΨ.
Restricting to a flat background, and comparing to (2.7), we learn that the correctly
normalised superpartner of S is given by
Ψ = 2πM3Rχ.
The instanton-generated ΨΨ vertex in the low-energy effective action arises from a super-
potential. The general form involves a number of terms. (See, for example, [61] for the
general form in four-dimensions, or [25] for the three-dimensional effective action.) How-
ever, to the order that we’re working, only the leading term contributes and the fermionic
part of the action should take the form
SΨ =
∫
d3x
√
g(3)M3
[
(∂∂¯K) Ψ¯ /DΨ+
1
2
(eK/2∂∂W)ΨΨ + h.c.
]
(4.20)
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where for the purposes of this calculation it suffices to use the classical Ka¨hler potential
K = − log(S +S†) defined in (3.26). Comparing the two expressions (4.19) and (4.20), we
find that the superpotential is given by,
W = CM3
(
Λgrav
Mpl
)41/24
e−S
with the overall constant
C =
(
4e24ζ
′(−1)−1
)7/48
2(4π)3/2
.
Note that the superpotential is not invariant under the U(1)J symmetry which shifts the
dual photon. Further, the Yukawa vertex in (4.20) explicitly breaks the U(1)R symme-
try under which the gravitino is charge; this is manifestation of the axial anomaly (3.5).
However, a combination of U(1)J and U(1)R symmetry survive.
The potential. The supersymmetric completion of the Yukawa term is a potential. In
three-dimensional supergravity, this is given by (see, for example, [4, 25])
V =M3 e
K
(
(∂∂¯K)−1 |DW|2 − 4|W|2)
with DW = ∂W + (∂K)W. This potential includes some critical points at S ∼ O(1).
They are not to be trusted as they lie outside the semi-classical regime of large S where
we performed our calculation. Instead, at large S, the potential is dominated by the |W ′|2
term and takes the runaway form
V ∼M33 (RΛgrav)41/24 exp
(−4π2M2plR2) .
We learn that the Kaluza-Klein compactification of N = 1 supergravity on R3 × S1 is
not a ground state of the theory. This instanton-generated potential causes the circle to
decompactify to large radius R.
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