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Abstract
The t-J model proposed to simulate the electronic structure of high-temperature
cuprate superconductors, is itself a very complex system, many of its properties still
being a subject of controversy. The physics of the t-J model in the regime pertaining
to the underdoped cuprates can be understood in the framework of an SU(2) theory
employing the slave-boson decomposition together with a particle-hole symmetry for
spinons. The SU(2) theory is of a mean-field type without a small parameter, and
without including all fluctuations, its results must be interpreted with caution.
In the first part of my thesis, I propose to account for the no-double-occupancy
constraint by a Gutzwiller-type projection of the SU(2) mean-field function. The
projection is also constructed in an SU(2) gauge invariant way. The resulting wave
function coincides with the d-wave Gutzwiller-projected wave function known to give
a very good variational energy. The SU(2) symmetry of the construction allows us to
link this wave function to the staggered-flux phase of the SU(2) theory, which explains
the correlations of the staggered vorticity of holes. A loop-soup construction based
on the staggered-flux description provides an understanding of the hole pairing. The
discussion is supported by variational Monte Carlo simulations.
The second part of the thesis is devoted to applying the SU(2) theory to two-leg
t-J ladders. In the low-temperature staggered-flux phase, we can exclude the spin
degrees of freedom which have an energy gap. For gapless charge excitations the
effective theory is the Luther-Emery liquid. Our analysis is applicable at low doping
and in the "physical" range of parameters t/J ~ 3 where there is only one massless
mode in the charge sector and no massless modes in the spin sector. Within our
model we make predictions about correlation exponents and the superconductivity
order parameter.
In the last part of the thesis, we study the nuclear spin-lattice relaxation rate
1/T 1 in the two-leg antiferromagnetic spin-1/2 Heisenberg ladder. More specifically,
we consider the contribution to 1/T 1 from the processes with momentum transfer
(7r, 7r). In the limit of weak coupling between the two chains, this contribution is of
activation type with gap 2A at low temperatures (A is the spin gap), but crosses over
to a slowly-decaying temperature dependence at the crossover temperature T ~ A.
We also discuss applicability of our results to weakly doped t-J two-leg ladders.
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Chapter 1
Introduction
The men of principled simplicity
Will have no traffic with our subtle doubt.
The world is flat, they tell us, and they shout:
The myth of depth is an absurdity!
For if there were additional dimensions
Beside the good old pair we'll always cherish,
How could a man live safely without tensions?
How could he live and not expect to perish?
In order peacefully to coexist
Let us strike one dimension off our list.
If they are right, those men of principle,
And life in depth is so inimical,
The third dimension is dispensable.
From The poems of Knecht's student years,
The Glass Bead Game, Hermann Hesse
(translated by Richard and Clara Winston)
1.1 Hubbard and t-J models and cuprate super-
conductors
The first high-temperature superconductor, (LaBa)2 CuO 4 , with the critical temper-
ature T, = 33K has been discovered in 1986 [1]. Since then, many more super-
conducting cuprates have been found, such as (LaSr) 2 CuO 4 (T, = 34K) and YBCO
(T, = 92K). The critical temperatures reach as high as 164K [2], but the explanation
of the phenomenon of high-temperature superconductivity still remains a challenge
for theoretical physics.
The characteristic feature of cuprate superconductors is the copper-oxide planes
where copper atoms form a square lattice with oxygen atoms in the centers of the
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links (fig. 1-1). An analysis of atomic levels suggests that the electronic properties
are determined by the nearly half-filled Cu(3d)-O(2p) hybridized orbitals. At half fill-
ing, the layer becomes a Mott insulator, with antiferromagnetically ordered electron
spins (electrons may be visualized as localized on copper atoms). When doped with
mobile holes, the antiferromagnetic long-range order quickly disappears, and a su-
perconducting phase emerges. The critical temperature is maximal at the "optimal
doping" (typically, about 15%), and decreases with further doping (fig. 1-2). The un-
derdoped region is very different in many respects from the overdoped one, the latter
resembling the conventional Fermi liquid in the normal state. The work presented
in the thesis is related to the underdoped case which exhibits anomalous behavior in
both superconducting and normal states.
The layered crystal structure is responsible for the inhomogeneous superconduc-
tivity: the superconducting electrons are mostly confined within copper-oxide planes,
and the Josephson coupling between planes provides the three-dimensional phase co-
herence. The superconducting order parameter has experimentally been shown to
have a d-wave structure [3]. But the most unusual feature of the superconducting
state is the relation between the superconducting gap A and the critical temperature
Tc. In the underdoped region, the gap A only weakly depends on the hole concentra-
tion, while T, is roughly proportional to the doping, thus the BCS relation between
A and T, does not hold.
Moreover, above Tc, in the underdoped region, the gap A manifests itself as a
spin gap observable in NMR [4] and photoemission experiments [5], specific heat [6]
and c-axis conductivity [7]. This gap affects only spin degrees of freedom, and is
not observable, for example, in the in-plane optical conductivity. Another interesting
feature of the underdoped cuprates is the evolution of the Fermi-surface from small
segments ("hole pockets") near wave vector (w/2, -/2) at low doping [8] to a full
Fermi surface with area (1 - x) in optimally doped cuprates [9].
Such a collection of anomalous features requires a non-Fermi-liquid description
with possible spin-charge separation. The mechanism of superconducting pairing is
not the phonons, but the spin fluctuations of electrons in Cu-O planes. It has been
suggested (the first three "Dogmas" of Anderson [13]) that most of the anomalous
properties are contained in a simple strongly-correlated two-dimensional model: the
one-band Hubbard model or its strong-coupling limit t - J model.
The Hubbard model describes fermions on a lattice with an on-site repulsion:
H = -t 1 ccj + U Z(cc i) 2 , (1.1)
ij i
where the hopping term, in the simplest case, connects only nearest-neighbor sites
(next-nearest-neighbor hopping is also sometimes included, but its physical relevance
is unclear). In the limit of U > t, the low-energy effective Hamiltonian is that of the
t - J model:
H = -tP ( cc P+J(s si - n i, (1.2)
9
Figure 1-1: A schematic view of the copper-oxide layer.
where P is the projector onto the states without doubly occupied sites, J = 2t 2/U is
the exchange constant appearing in the second-order perturbation theory in U. (A
more consistent derivation uses a canonical transformation to exclude higher-energy
states [11].)
With the seemingly simple Hamiltonians, the physics of the Hubbard and t-J mod-
els is complicated and inaccessible to regular perturbation-expansion-type treatment.
The properties of the t-J and Hubbard models are believed to be qualitatively similar
(in the low-energy regime), but it is still not clear if these models alone are able to
reproduce the anomalous behavior of superconducting cuprates, or further complica-
tions (such as next-nearest-neighbor hopping) may be required. The discussion of the
present thesis is limited to the t - J model with nearest-neighbor hopping only.
In understanding the origin of high-temperature superconductivity, we may ben-
efit from studying "ladder" compounds [12]. With a microscopic structure similar to
planar materials, "ladder" compounds have copper atoms organized in ladders with
number of legs depending on the stoichiometric composition and on fabrication de-
tails. The inter-ladder interactions are frustrated and at the first approximation may
be neglected. The (quasi)-one-dimensionality of ladders allow us to apply a much
more powerful machinery of methods including bosonization and mapping onto ex-
actly solvable systems. Besides attempts of extrapolating the theory from ladders
onto two-dimensional layers [13], ladder cuprates also provide an additional insight
into the microscopics of cuprates and a testing ground for approximations and models.
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Figure 1-2: Phases of superconducting cuprates.
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1.2 SU(2) theory of the t-J model
One of the most straightforward treatments of the t-J model is the mean-field ap-
proach [14, 15, 16, 17]. The no-double occupancy constraint may be dealt with by
representing the electron as a product of auxiliary fermion and boson particles (a
spinon and an holon): c, = f.bt. Then the constraint becomes a linear one requiring
that the total number of particles (spinons and holons) on each site is equal to one.
On one hand, such a slave-boson approach implies a certain degree of separation of
spin and charge degrees of freedom, which is helpful for explaining the spin-gap phe-
nomenon in the underdoped region. On the other hand, this will eventually lead to
the physical picture of a hole-doped resonating-valence-bond (RVB) state proposed
by Anderson [18].
The mean-field phase diagram based on the slave-boson representation captures
the physics of cuprates remarkably well. In particular, in the underdoped region,
the spinon-pairing temperature T* is higher than that of the Bose-condensation Tc,
leaving a region of the spin gap in the normal phase. However, not very much can be
done beyond the mean-field theory. In fact, including gauge-field fluctuations around
the mean-field state has been shown to lead to instabilities [19, 20].
A more advanced SU(2) version of the slave-boson decomposition which already
includes some of the fluctuations over the U(1) mean-field state has been proposed
by Wen and Lee [21, 22]. The SU(2) approach extends the particle-hole symmetry
present at half-filling [23] to the doped case. This is done by doubling the number of
bosons. In addition to the fermionic SU(2) doublets
q (1.3)
and
a n dW i =P , i ( 1 .4 )
we introduce a bosonic doublet
b - ( (1.5)
(i is the index for the lattice site). A physical hole may now be represented as either
a no-spinon site with a bI holon or as a two-spinon site with a bt holon. The physical
subspace of the spinon-holon space on each site consists of the only three SU(2)-
invariant states: f 10), f 10), and I(b + b2f f )10), corresponding to a spin-up site,
a spin-down site, and a hole, respectively.
The electron .operators are represented as
ct= 1 tb - (ftb + fb2)
T V_2T - 72
c _ = tb = If b1 -tb2), (1.6)
and the spin operators (when projected onto the physical subspace) contain only
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spinon variables:
S = Uc 0uc3 = f . (1.7)
This representation is redundant: it is invariant with respect to an SU(2) gauge
symmetry:
Tic, _ WiWiC1,
bi - Wi bi,7 (1.8 )
where Wi are arbitrary site-dependent SU(2) matrices.
Any physical observable must be an SU(2) gauge-invariant quantity; correlation
functions of non-gauge-invariant quantities are equal to zero after averaging over
gauge transformations (1.8). The mean-field phase diagram and the electronic spec-
tral function in the SU(2) approach were derived in [21, 22].
In the present thesis I am making an attempt to explain the physical meaning of
the SU(2) ansatz. In the next two chapters I develop the SU(2) approach for the two-
dimensional lattice (in the variational formalism) and for the two-leg ladder. Being
very different in physics and in the methods, those two problems have a common
feature - pairing of holons into an SU(2) singlet. This suggests that the SU(2)
approach may be beneficial for describing hole pairing in the t - J model.
1.3 Outline of the thesis.
The main part of the thesis consists of three chapters devoted to different aspects of
the physics of the t-J model.
The first part (Chapter 2) studies the SU(2) theory of the t-J model in two dimen-
sions in the variational formulation in terms of Gutzwiller-projected wave functions.
We find that the d-wave Gutzwiller-projected wave function [24, 25] may be alter-
natively viewed as a SU(2)-projected staggered-flux wave function. The signature
of the staggered flux is the staggered pattern of the correlations of local electrical
current, which suggests that pairs are formed of holes circulating in opposite direc-
tions. In the staggered-flux description, the paired holes have opposite SU(2) indices.
This variational wave function describes a superconducting phase transition at zero
temperature as binding-unbinding of hole pairs. The SU(2) variational approach
may also be useful for describing quantum phase transitions into phases with broken
time-reversal or translational symmetry (e.g. Neel antiferromagnetic phase).
The second part (Chapter 3) is devoted to application of the SU(2) approach to
two-leg t-J ladders. The physics of the t - J model in two-leg ladders is now very
well understood. The even-leg antiferromagnetic spin-1/2 ladders are known to have
a spin gap similar to the Haldane gap in integer-spin chains. This gap persists at
low hole doping. Both in the limits of weak and strong coupling between the two
legs of the ladder, analytic studies show that the low-energy charge excitations are
massless and carry charge two (we call such hole pairs bipolarons). We derive a similar
picture from the SU(2) slave-boson formalism in the case when the inter-chain and
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intra-chain couplings are of the same order of magnitude. The gapped spin degrees
of freedom may be integrated out, and holes of opposite SU(2) charge are confined
into pairs by fluctuations of the gauge field. Our approach also predicts the d-wave
structure of pairing correlations.
Finally, the third part (Chapter 4) reports the theoretical study of the spin-lattice
relaxation in two-leg antiferromagnetic spin-1/2 ladders. Inspired by the NMR ex-
periments by Imai et al [26], we have developed a simple theory of the temperature
dependence of the staggered-spin contribution to 1/T 1 in the weak-interchain-coupling
limit. Our theory is based on scaling-type arguments and predicts a crossover from
an activational behavior of (1/T 1), at low T to a weakly decreasing temperature de-
pendence at high T. A crossover, with a maximum of (1/T 1), is shown to occur at
a temperature close to the spin gap. This type of temperature behavior is predicted
for both undoped and weakly doped ladders.
The material of Chapter 3 and most of the material of Chapter 4 have been
previously published in [27, 28].
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Chapter 2
An SU(2) approach to variational
wave functions of the t-J model in
two dimensions.
2.1 Introduction
The SU(2) theory of the t-J model proposed by Wen and Lee has proven effective
in describing superconducting cuprates. Its mean-field phase diagram explains the
spin-gap phenomenon in the normal state of underdoped cuprates, while the physical
electron spectral function shows an evolution from Fermi-surface segments at small
doping to a large Fermi surface as the doping increases [1, 2, 3].
At the same time, there are questions essential for the SU(2) theory that re-
main open. Firstly, the questions of interpreting the SU(2) formalism: the physical
meaning of the SU(2) order parameter ("flux") and the mechanism of the supercon-
ducting transition. Secondly, we need to understand the effect of fluctuations about
the mean-field state and the interplay between charge and spin degrees of freedom.
In the present paper we address these questions with the variational formulation
of the SU(2) approach which allows us to go beyond the mean-field theory. The
no-double-occupancy constraint can be imposed exactly in the Gutzwiller-projected
wave functions [4]. While the Gutzwiller approximation is equivalent to treating the
slave bosons at the mean-field level [5], the Gutzwiller projection corresponds to av-
eraging over gauge fluctuations responsible for the constraint. This reasoning can be
straightforwardly extended to the SU(2) formalism.
The SU(2) version of the Gutzwiller projection involves not only fermions (spin-
ons), but also bosons (holons). A hole may be represented by either a no-spinon
site with a type-one holon or from a two-spinon site with a type-two holon. This
construction simply recasts the SU(2) slave-boson decomposition into the language
of Gutzwiller projection. We apply the SU(2) projection to a mean-field state corre-
sponding to the staggered-flux (sF) or to the d,2-2-wave (pairing) mean-field phase
which are SU(2) gauge-equivalent and represent the mean-field solution at low tem-
peratures. The holons are taken Bose-condensed, which implies that the resulting
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wave function is superconducting. Since the projection is formulated in an SU(2)-
covariant form, the wave function after the projection is the same for the sF and
pairing phases (we shall further call it the SU(2) wave function to stress its dual
origin). Moreover, we prove that it coincides with the d-wave pairing wave function
projected by means of the conventional (U(1)) Gutzwiller projection.
If we use variational wave functions only as a computational tool, the SU(2)
approach provides no new result, because the resulting wave function is the same as
in the conventional U(1) theory. However, we learn two lessons from the alternative
sF description of the wave function.
The first lesson is to look at the staggered-flux signatures in the wave function.
We compute the equal-time current-current correlation function by the variational
Monte Carlo method and find that it has a well-pronounced pattern of staggered
vorticity. A natural explanation arising from the sF picture is the formation of pairs
of holes of opposite staggered vorticity.
The second lesson is that the staggered-flux formulation provides a useful "loop-
soup" picture of the variational wave function. Correlation functions are given by
statistical averages over all loop coverings of the lattice such that every site belongs
to exactly one loop. The statistical weights of configurations are not necessarily
positive, but contain minus-one factors arising from fermionic loops. We conjecture
that for our choice of the mean-field phase (which features four nodal points instead
of a Fermi surface at the mean-field level) the weight of large loops decays as a
power of the size of the loop (the exponent depends continuously on the parameters
of the wave function). The attraction of spinons and holons is represented as loops
connecting them. This leads to the power-law behavior of many correlation functions.
In particular, the staggered-spin correlations decay as power law at any concentration
of holes. The density-density correlation function for two holes also decays as power
law. For the realistic values of parameters, the results of the variational Monte Carlo
computations give the exponent less than two, which results in the unbound state in
the thermodynamic limit. The power-law dependence on the distance is also found
in the current-current correlations.
The rest of the paper provides the details of the above outline arranged in a some-
what different order. In the second section, we define the wave function, rigorously
prove some of its properties, and present explicit expressions in the sF and pairing
gauges. The last part of the second section is devoted to optimizing the variational
energy by adjusting the variational parameter and by introducing the antiferromag-
netic order or the "chemical potential". In the third section we develop the loop-soup
theory of the wave function. The fourth section contains data on correlation func-
tions obtained by the VMC method and their interpretation from the point of view
of the SU(2) theory. Finally, in the last section we speculate on the possible in-
terpretations of our results for the theory of the t-J model and of high-temperature
superconductivity.
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2.2 Construction of the wave function.
2.2.1 SU(2)-invariant construction.
In this section we construct a variational ground-state wave function by means of a
Gutzwiller-type projection of a mean-field spinon-holon state. Our projection differs
from the conventional Gutzwiller projection [4] in that we represent a hole by either an
empty or a doubly occupied with spinons site, in agreement with the SU(2) "particle-
hole" symmetry (we shall nevertheless call our wave function "Gutzwiller-projected"
(GP) reserving the name "conventional Gutzwiller projection" for the projection of
a purely fermionic state prohibiting doubly-occupied sites). We shall prove later
that our wave function in fact coincides with the d,2-2 wave function studied by
Gros [6] and by Yokoyama and Ogata [7]. However, we present our SU(2)-invariant
construction in the belief that it provides an additional insight in the physics of the
wave function by reconciling its superconducting and staggered-flux properties. Our
derivation of the SU(2) invariance follows the argument of Zhang et al [8] and extends
it to the doped case.
In a few words, to construct the GP wave function we start from the bands of the
mean-field theory, with the half-filled fermionic bands, and put bosons at the bottom
of the bosonic bands. Finally, we perform the projection onto the only three allowed
states at each site: ftO), ft ), and -(bt b f f)O) (4 and 4 are the spinons with
spins up and down, bl and bt is the SU(2) doublet of holons, 10) is the "empty" site;
we follow the notation of [1]). Below we elaborate this construction for a particular
case of the staggered-flux (or, equivalently, d-wave-pairing) phase.
We start from the mean-field Hamiltonian for the spinons and the holons:
HJE( tf fi )U T + h.c. +
+tE ( bh bt ) Ui (I + h.c., (2.1)
where Uij are unitary 2x2 matrices [1]. At the moment we neglect the Lagrange
multiplier terms for no-double-occupancy constraint assuming their mean-field value
is zero and postpone their discussion until later. We also disregard the overall energy
scale of the Hamiltonian and may, without loss of generality, take Uji normalized:
detUij = -1.
t tThe physical electrons c and c are expressed as
1
c=\ (f Tbi + f~b2 ),
1
c _(_ b - ft b2). (2.2)
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This slave-boson representation is redundant and enjoys the SU(2) gauge symmetry:
U f WiUW ,) (2.3)
I i W,I i t ) afi Wi _Iftli (2.4)
( b i (2.5)bt Jt
i2i
where Wi are arbitrary site-dependent SU(2) matrices.
In particular, the staggered-flux configuration
U j= ieaija, (2.6)
where the gauge field aij has alternating flux ± around plaquets, is gauge-equivalent
to the d-wave-pairing configuration
Uij = Xoz ± Aoa (2.7)
with plus for horizontal links and minus for vertical links. The staggered flux V is
related to the gap 3 as
- tan -. (2.8)2 X 4
Let E be the ground state of the fermionic Hamiltonian. In the sF gauge, E is the
half-filled fermionic state:
B:sF = j(f) f) t 10), (2.9)
k k
where the product is performed over all negative-energy states. In the pairing gauge,
E is of the BCS form:
]a (Uk + Vk ftTftk) |0). (2.10)
k
The bosonic part of the Hamiltonian has two degenerate minima (representing
the two species of bosons) - except in the case of r-flux (or, equivalently, A = 2),
but the variational value of the flux is always less then 7r (see also subsection 2.2.5).
Denote Bt and Bt the operators creating holons at the bottom of the bosonic bands.
The unprojected (spinon-holon) wave function is the product of E and the Bose
condensate of holons. There is an apparent ambiguity in populating the two minima
of the bosonic bands, so in general we write the spinon-holon wave function as
Nh
1s-- cm (B)m (Bt) E -m11
m=O
with some undetermined coefficients cm. Nh is the number of holes.
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Finally, we apply the projection operator
where the product is taken over all sites of the lattice and at each site
4 ) f10), (2.13)
*) 1 (bt + bt f f t)
Thus, for any choice of gauge we end up with a Gutzwiller-projected wave function
'JGP - PGs-h CmPG (B= (B Nh-m (2.14)
With different choices of coefficients cm, qIGP spans some subspace of a dimension
not greater than Nh + 1.
We shall now prove the two properties of this subspace:
A) It is one-dimensional, i.e. TGP is defined unambiguously, and
B) It is SU(2)-gauge-invariant, i.e. 'GP is the same for gauge-equivalent config-
urations of Uij.
We start with proving part B.
First, recall that the SU(2) gauge symmetry may be extended from operators
(eqs. (2.4),(2.5)) to the Hilbert space of unprojected (spinon-holon) wave functions.
Let HM and HM denote the fermionic and the bosonic Hilbert spaces at the site i
(the total Hilbert space Hi at the site i is the product of HV) and H (b), and the total
spinon-holon Hilbert space is the product of all Hi). To extend the SU(2) rotations of
spinons (2.4) onto H f, we need to rotate the vacuum so that it will be annihilated
by the images of ff and f . Obviously, this consistently and uniquely defines the
SU(2) rotation of the space HM (this space is four-dimensional, and transforms as
the (s = 1/2) 0 (s = 0) 0 (s = 0) representation of SU(2): the states with a nonzero
spin fI0) and 1fl) are SU(2) singlets, and the zero-spin states 10) and ftf.I0) form
an SU(2) doublet).
The SU(2) action on H b) is obvious: it rotates bl to bt and vice versa, leaving
the vacuum invariant. By acting with different SU(2) rotations on different sites, we
realize the SU(2) gauge action on the whole space H of unprojected wave functions.
Further, the eigenfunctions of the Hamiltonian (2.1) map into the eigenfunctions of
the transformed Hamiltonian, with the total number of holons preserved. Therefore,
the subspace of unprojected wave functions ,s-h as defined in (2.11) maps under any
SU(2) gauge transformation into the subspace ,s-h corresponding to the transformed
Hamiltonian.
Finally, we remark that the projection operator PG defined by (2.12) is SU(2)
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gauge-invariant, namely PGG PG for any SU(2) gauge transformation G. This
guarantees that SU(2)-equivalent unprojected wave functions X's-h result in the same
projected wave function "GP, which proves our statement B.
To prove property A, it suffices to check it in the sF gauge. The number of
fermions in EsF is equal to the number of lattice sites, and therefore the number
of empty sites is equal to the number of doubly-occupied sites. As a result, after
the projection (2.14) only the term with m = Nh/2 will survive, all the other terms
projected out. As we proved above, the subspace XPGP is the same in all gauges. It is
one-dimensional in the sF phase and therefore in any gauge-equivalent phase. This
proves property A.
When applied to the case of zero doping, the above argument of the SU(2) gauge
invariance establishes the exact equivalence between the d2_,2 2 Gutzwiller-projected
wave function of Gros [6], Yokoyama and Ogata [7] on one side and the staggered-flux
GP wave function of Dmitriev et al. [9] and the present work on the other side (this
equivalence is also implicitly suggested in [10]). The gap A/t in the notation of [6, 7]
is equal to A in our notation and converts into the flux through plaquet O according
to (2.8). This relation explains the symmetry A/2t -+ 2t/A noticed in [7]: in the
flux-phase description this transformation is equivalent to W -4 W + 27F.
The values of the energy as a function of A/t at half filling numerically computed
in [6, 7] agree with those in [9]. In particular, both [9] and [7] find that the energy is
minimized not at W = 7r, but at a much smaller flux p/r = 0.32..0.35.
At a finite doping, we establish equivalence of our wave function to d22y2 wave
function of Yokoyama and Ogata [7] and of Gros [6]. Working in the pairing gauge
(2.7), the minima of the bosonic bands are Bt E bf and Bt = E(1)bt. Now
we use a freedom to choose the coefficients cm in (2.14) as long as the result of the
projection is non-zero. In particular, we may choose cNh = 1, all the other cm to
be zero. In that case only B 1 bosons are allowed, and the projection becomes the
conventional Gutzwiller projection.
We must also remark that the SU(2) wave function does not exist at finite dop-
ing and zero flux: the doped spinon-holon wave function projects to zero by the
SU(2) projection (2.12). To prove this, observe that at zero flux, Uij are scalars, and
therefore the fermionic Green's function E is invariant with respect to global SU(2)
rotations. Therefore, to get a non-zero projection wee need to form a singlet bosonic
combination E cm(Bt)m(Bt)Nh-m. But no such singlet exist at Nh > 0. This proves
the non-existence of doped zero-flux SU(2) wave function. An alternative diagram-
matic proof is presented in the "loop-soup" section. A possible remedy for a zero-flux
wave function is the non-zero "chemical potential" 1- which we shall briefly discuss in
section 2.2.5.
2.2.2 Variational wave function in the staggered-flux gauge.
In this section we derive an explicit form for the components of the projected wave
function starting from the sF description. As a result, the wave function is expressed
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Figure 2-1: Ordering convention for the wave function.
as a sum of CNh/2 determinants of matrices of fermionic Green's functions in the sF
mean-field phase. That expression will be used further for the "loop-soup" description
of the wave function.
We perform our construction on a finite N x N lattice. Assume that the lattice
size N is even (to avoid spin frustrations). It is convenient to choose the boundary
conditions in a way to avoid the nodal points (±F/2, ±7r/2) in the momentum lattice
(e.g. periodic boundary conditions with N not divisible by four, or mixed periodic-
antiperiodic boundary conditions). The number of holes Nh is also taken to be even,
since in a half-filled system, the numbers of empty sites (bi-sites) and of doubly-
occupied sites (bt-sites) must be equal.
Now the GP wave function may be written as
'I' Z ''(jf, .. .iN2Nh I* N2-N 11 ' J ch I;o,(1), C'N2;o.(N2)O- (2.15)
2 2
Here the sum is performed over all possible partitions of the lattice sites 1, . . . , N2 into
"spin-up" sites j1, . . . , j N 2 Nh "spin-down" sites j,.. , - , and holes i .... , "*
2 2
In the product of the electron creation operators ctW, the operators are ordered along
the contour shown in Fig. 2-1. u(j) denotes the spin located at the site j. For the
sites with holes, the electron operators are skipped in the product. We adopt the
notational convention that within each list of arguments jt, j , and j*, the sites are
also ordered as shown in Fig. 2-1. We introduce the special notation [t],[4, and [*]
for these ordered sequences, respectively. Below we write the explicit formulas for the
wave-function components T([t], [4], [*]).
We use the form of the Hamiltonian (2.1) with the sF hopping amplitudes given
by (2.6). It will be convenient to get rid of the imaginary prefactor in the expression
of Ujj by an additional gauge transformation. The resulting Hamiltonian is:
H = JZ (fteiai fj) + h.c. + tb(b-ieia bj1 - bl2eia b2 2 ) + h.c. (2.16)
ijo e i
One possible choice of gauge fields aij is shown in Fig. 2-2. The unit cell consists of
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Figure 2-2: A possible realization of the staggered-flux phase in the abelian gauge.
Links with arrows correspond to aij = yo/2 in the direction of the arrow. Links
without arrows have aij = 0. The two sublattices A and B are labeled.
two sites, and there is a natural partition of the lattice into two sublattices (labeled
A and B in the figure). The spectrum of the fermions in this parametrization is
E(k) = V(cos k,) 2 + (cos ky) 2 + 2 cos cos cos (2.17)
and it has four nodal points at k = (±F/2, t-r/2). Denote the states with positive
energies I+, and the states with negative energies I-. Since the fermionic and the
bosonic Hamiltonians are proportional to each other, the bosons bI condense into the
state T-~, the bosons bt - into the state (I+).
To conveniently handle the sign of fermionic expressions, we introduce the sign
function P(ji,. .. ,j,) which is equal to the sign of the permutation of ji,...,j,
required to bring them into the order of Fig. 2-1. For example, P([t]) = P([]) =
P([*]) = 1, because these sets are already ordered. The explicit expression for the
wave function (2.15) may be written as
F([t], [4], [*]) = E Slater-([t], [T]) Slater_([, [ti]) x
XUTI=*
x II IF-(j) 11 (I (j'))P([T], [4]). (2.18)jEX j'ct4
Here the sum is taken over all partitions of the set of holes * into the two sets x and
t4 containing Nh/2 elements each and corresponding to b4 and bt sites respectively.
As mentioned above, [A] denotes the set A ordered according to Fig. 2-1. Slater- (A)
(for any set A consisting of N 2 /2 elements) is the Slater determinant
k
Slater (A) = det('j;-(j)). (2.19)
jEA
The ordering of the quantum numbers k is of no importance - it can only change
the overall sign of the wave function. Similarly, we define Slater+(A) as the Slater
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determinant of positive-energy states.
Further we derive a more symmetric expression for the wave function (2.31) using
the identities similar to those used by Laughlin and Zou [11.
The first identity is
Slater_ ([A]) = e2 0P([A], [A]) (Slater+ ([A]))*, (2.20)
where oz is an unimportant phase depending on gauge, but not on the choice of the
set A. The above identity holds for any set A of N 2 /2 lattice sites. A denotes the set
complementary to A.
The proof is straightforward:
Slater ([A]) (0 c1  ... cjN2 / 2 (Tkl)t ... (''N2/2)t10),
(Slater+([A]))* = (*It ... ct/ , (2.21)
where JA and j* are the elements of [A] and [A] respectively, *) is the fully filled
state.
f)=(J2)t .. (4'k+)t(4'kj)t.. (4v )tjo) - e2Qci ..ct2 1) (2.22)N N 2 /2
for some phase a. Substituting these expressions into (2.21) immediately proves
(2.20).
In the model (2.16) on a bipartite lattice, any negative-energy state I- may be
converted into a positive-energy state I+ by simply changing the sign of its wave
function on one of the two sublattices. Therefore, up to an irrelevant sign,
Slater+(A) = T(A)Slater_(A) (2.23)
where T(A) denotes the function taking values ±1 depending on the parity of the
number of the elements of the set A on one (fixed) of the sublattices.
We may use the above identities to rewrite the expression (2.18) for the GP wave
function as
([Gt], [], [*]) = E Slater_([t], [t4])(Slater ([t], [x]))* 1J T-(x) JJ(X (T))*x
T4-ux=* x 4
x P([t], [t])P([4J, [T])P([], [x])P([ U tt], [t u x])T(t u x )T(t), (2.24)
(again, we omit an unimportant overall phase). The two extra P-functions arise from
reordering the arguments inside Slater determinants, and the extra factor T(t4) -
from converting T+ into 'J'. The product of the sign factors in the above expression
may be conveniently converted into
T(t)P([t u 1], [*])T(*)P([t4, [x]). (2.25)
The first three factors in this product do not depend on the partition of * into x
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and t4, but only on the positions of holes. Next, if we had chosen the ordering
scheme which alternates the two sublattices, the second and the third factors would
have canceled each other. The ordering scheme shown in Fig. 2-1 does not obey this
property: there is no change of sublattice every time we pass to the next row (for
even N). In this case instead of cancellation we get the parity of the number of holes
in even (or, equivalently, odd) rows:
R(*) = (-1)#{(Y)E*x=O mod 21 (2.26)
Note that for the half-filled case all hole-dependent factors drop out, and the wave
function becomes
,F([T], [4) Slater_ (T)12 T(T). (2.27)
In agreement with Marshall's sign rule [12], it changes sign when nearest-neighbor
spins of opposite directions are transposed.
We further transform the expression for the GP wave function by replacing the
product of the Slater determinants in (2.24) by the determinant of the product. Define
G(j 1, 12 ) = Fk (1)(Fk (j2))* = (c(ji)ct(j 2 ))o (2.28)
k
- the Green's function of the half-filled fermionic system or, equivalently, the pro-
jector onto the negative-energy states. For any ordered sets A and B of size N 2 /2
define
i2EB
DG(AIB) = det (G(ji,j 2 )). (2.29)ji EA
Then the expression for the wave function becomes
T ([T], 4,[] T(T)R(*) E P([T, [x ])DG([T],I [T ] I[T], [x ]) x
t4Ux=*
x IF - (x ( (I ))*, (2.30)
x t4
or, incorporating the bosonic factors in the determinant,
F(t, [], [*]) = T(t)R(*) E P([td], [x])DG#([t], [ti]I[t], [x]), (2.31)
Tsu x=
where
j2 CB
DG#(AIB) = det (G#(ji, j2)), (2.32)ji EA
G#(ji, j2) = (F (ji1))*G(j 1, j2)'F (j2). (2.33)
(G# (Ji, i2) is a U(1) gauge invariant quantity, i.e. it does not depend on the particular
choice of aij, but only on fluxes through plaquets).
26
2.2.3 Variational wave function in the pairing gauge.
In this section, we review the explicit expression for the wave function in the pairing
gauge derived by Gros [6]:
ST], ], , *)=det (a(rjg)) P([T], [),(2.34)
zET
where a(rij) is the Fourier transform of Vk/Uk [13]:
a(r) = Zak cos(kr), (2.35)
k
a - - = (2.36)
Uk 2k+ A (k) 2  (.6
G= -2(cos(km) + cos(ky)), (2.37)
A(k) = a(cos(k-) - cos(ky)), (2.38)
the rest of notation is defined in the previous section, and Z is related to the flux
p by (2.8). The above expression for the components of the wave function follows
directly from its BCS form (2.10) by the conventional Gutzwiller projection onto no-
doubly-occupied states with a fixed number of particles which has been shown to be
equivalent in this case to the SU(2) projection. (We put the chemical potential of
the fermions to be zero. Gros [6], as well as Yokoyama and Ogata [7], found that a
negative chemical potential close to that of non-interacting fermions further improves
the ground-state energy. We shall comment on this in the next section, here we simply
remark that zero chemical potential is required for the equality of the sF and pairing
wave functions.)
To make the Fourier transform of ak well-defined, we need to avoid its singular
points in the momentum space. It can be most conveniently achieved by imposing
antiperiodic boundary conditions in one direction (x) and periodic in the other direc-
tion (y) for a square lattice N x N with arbitrary even N [7]. Most of the numerical
results reported in this paper were obtained in this setup.
Remarkably, the equation (2.34) gives the same result as much more complicated
expressions derived in the previous section. The pairing gauge appears much more
convenient for performing numerical computations. On the other hand, in the sF
gauge the wave function is expressed in terms of rapidly decaying free-fermion Green's
function G(r) (it decays with distance as r-2 ), while the "singlet bonds" a(r) in the
pairing gauge are long ranged (due to singularities in ak), and correlations in the
projected wave function arise from a strong interference of multiple singlet configura-
tions. Thus, the sF expressions may be more useful for qualitative understanding of
the physics of the wave function; we shall use them for the "loop-soup" interpretation
in section 2.3.
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2.2.4 Symmetry of the wave function.
The following properties of the wave function easily follow from its definition.
1. Time-reversal invariance.
Under time-reversal symmetry, the set of "hopping amplitudes" U3 in (2.1) trans-
forms into its gauge-equivalent. Therefore, from our theorem about SU(2)-equiv-
alence, it follows that the projected wave-function remains the same. It can also be
seen from explicit expressions: the wave function in (2.34) is explicitly real, the wave
function in (2.31) can be shown to be real for even Nh/2 and purely imaginary for
odd Nh/2.
2. Translational and rotational invariance.
Similarly to time-reversal symmetry, it follows directly from the SU(2) invariance.
Of course, it is also obvious in the symmetric d-wave gauge.
3. Spin-rotational invariance.
The unprojected wave function is a singlet, and the projection is spin-invariant.
Therefore, the projected wave function is also a spin singlet.
2.2.5 Optimizing the wave function and the "chemical po-
tential" P.
The SU(2) wave function, as constructed in the previous section, should further
be optimized by adjusting its only variational parameter o (or, equivalently, A =
2 tan(y9/4)). This optimization has been done in the work of Yokoyama and Ogata
[7] (they used one more variational parameter p which we shall discuss later). The
optimal flux pVpt is a function of the doping nh and of the ratio t/J. At zero doping,
popt ~ 0.32..0.357 [9, 7], which corresponds to A ~~ 0.51..0.57 (contrary to the renor-
malized mean-field result Popt = 7, A = 2 of [8]). In the parameter range J/t < 1,
the optimal value of the flux VPopt decreases with doping (according to Yokoyama
and Ogata, o,,pt has a slight increase at small doping, which should probably be at-
tributed to the antiferromagnetic instability, see below). The gap closes (§opt -+ 0)
at the doping of about 30..40% for J/t ~ 0.3 [7].
Even at the optimal value of the flux, the SU(2) wave function is known to be non-
optimal. It can be further improved in one of the two ways: either with a staggered
magnetization (at low doping) [14, 15] or with a non-zero chemical potential [6, 7].
The instability towards antiferromagnetic order at low doping smoothly arises
from the Neel phase of the spin-1/2 Heisenberg antiferromagnet. The variational
energy of the antiferromagnetic wave function turns out to be better than that of the
d-wave projected one, independent of the way to impose the long-range order [7, 10,
14, 15, 9]. The critical value of the doping destroying antiferromagnetism is estimated
as 5..10% for J/t = 0.2..0.4 [14, 15]. A remarkable feature of such wave functions is
that they predict the co-existence of the superconductivity and antiferromagnetism.
While we cannot a priori rule out the possibility of antiferromagnetic superconductors,
it is definitely a point requiring further analysis. In the present paper we restrict our
discussion to the paramagnetic state, in the belief that our RVB-type wave function
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is adequate outside the region of antiferromagnetic instability.
The "chemical potential" p has been introduced by Gros and by Yokoyama Ogata
[6, 7] as an additional variational parameter in the d-wave formalism, the equation
(2.37) being modified as
G = -2(cos(k,) + cos(ky)) - p. (2.39)
They found that a non-zero value of p close to its free-fermion value Ato improves the
variational energy with respect to p = 0 by approximately 0.2%.
The zero value of p is the point of higher SU(2) symmetry than finite A, in the
sense that it is invariant under a larger subgroup of SU(2) rotations. The symmetry
at p 0 can be reduced by introducing a non-zero value of the "Lagrange multipliers"
for the no-double-occupancy constraint a' [1]. These Lagrange multipliers play the
role of the temporal components of the gauge field and form an SU(2) triplet. A
non-zero value of p - ao (in the pairing gauge) does not break the time-reversal or
translational symmetry, while nonzero values of ao or a' do. In the staggered-flux
phase, the p-term is represented by an on-site pairing
A(O3) = p~ef2if fifi + p/e--O fit (2.40)
with a special choice of the phases 0, consistent with the choice of gauge fields aij.
As a consequence of the reduction of the symmetry by a nonzero value of At, the
space '['GP defined in (2.14) is no longer one-dimensional. In other words, condensa-
tion of different mixtures of the two species of bosons leads to different wave functions.
The p-dependence of the variational energy derived by Yokoyama and Ogata [7] al-
lows us to suggest that A < 0 favors BI bosons in the pairing gauge, i.e. the energy
is minimized by taking cNh 0 0, cm<N= 0. The same structure of the condensate
is derived in the SU(2) mean-field theory [1], but as a consequence of satisfying the
constraint.
In the mean-field theory At plays a more important role than just a variational
parameter. It represents the mean-field value of the temporal component of the
gauge field ao or, equivalently, of the Lagrange multiplier enforcing the constraint
[1]. In the mean-field theory, the non-zero value of p leads to a specific mechanism
of Bose condensation at finite temperature. Thus, a finite At may be a signature of
superconductivity.
The role of At appears somewhat less significant in the variational approach. Al-
ready at At = 0 the ground-state wave function exhibits a long-range superconducting
order. A non-zero value of p somewhat suppresses antiferromagnetic spin correla-
tions at large distances. Numerically, the effect of allowing a non-zero At is found to
be small. Therefore, in the present paper we mostly study the wave function at zero
p, and only briefly discuss the possible physical meaning of p # 0.
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2.3 Loop-soup interpretation of the wave func-
tion.
The BCS expression (2.10) for the wave function admits an RVB-type interpretation
with singlet amplitudes a(r) given by (2.35) [13, 6]. In turn, RVB wave functions can
be described in terms of "loop-soup" [16, 17]: correlation functions can be computed
as statistical averages over all partitions of the lattice into non-intersecting loops,
with statistical weights depending on the singlet amplitudes a(r).
However, this description is not physically transparent, because the amplitudes
a(r) are long ranged. Instead, we shall build an alternative loop-soup construc-
tion starting from the sF wave function (2.31). In the sF gauge, we shall use the
R-2-decaying fermionic Green's functions G#(i, j) instead of a(r), and most of the
statistical weight falls on small-size loops. We find this picture suitable for quali-
tative understanding of the physics behind the projected wave function and make
conjectures about the behavior of correlation functions.
Our construction is based on representing the determinant of a matrix as a sum
over permutations. In turn, each permutation is a product of non-intersecting cycles.
Therefore, for any matrix M (of size m x m), we may write
det M - (-1)m 3 (-1)#{C iH(H M**), (2.41)
{C1,...,Ck} i Ci
where the sum is taken over all partitions of indices 1, . .. , m into non-intersecting cy-
cles C1, ... , Ck, #{Ci} denotes the number of cycles (including cycles of length one),
and the last product is taken along each of the cycles Ci (i.e. for a cycle (ji,... ji)
the product reads Mj1jMi2i3 ... Mj, 1 ). Notice that every cycle produces an addi-
tional factor of (-1) (the same as that for fermionic loops in the usual diagrammatic
technique).
With the use of (2.41) we shall rewrite the GP wave function as a sum over
partitions of the lattice into non-intersecting cycles. We first consider the undoped
case (the Heisenberg antiferromagnet), and then expand the rules to include holes.
We start from computing the normalization of the wave function (TIT) as de-
fined in the previous section. The following diagrammatic rules may be derived for
computing (T'I4I):
1. Consider all partitions of the lattice into non-intersecting cycles. Every site
must belong to exactly one cycle. The cycles are directed, i.e. (123) and (321) count
as different cycles. An example of such a partition is shown in fig. 2-3. (Note that
G# (j1, J2)= 0 when connecting two different sites at the same sublattice. Therefore,
all cycles of length greater than one have even number of links.)
2. Label each cycle by a spin index (t or 4).
3. Add a factor of (-1) per cycle. (This fermionic minus sign cannot be rep-
resented as a product over link amplitudes. This distinguishes loop-soup rules for
Gutzwiller-projected-type wave functions from those for spin-basis RVB wave func-
tions considered by Liang et al [16].
4. Multiply G#(ji,12) (defined in eq.(2.33)) along cycles and sum over all parti-
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Figure 2-3: An example of partitioning the lattice into non-intersecting cycles. All
cycles have either length one or even length.
tions. (For the undoped system we may multiply the bare Green's functions G(ji, j2 ),
with the same result. With holes, it will be more convenient to work with G#(ji, j2)
instead.)
Symbolically, the recipe may be written as
(IFfII) = E (-2)#{C } G#(*, *)) (2.42)
{Ci} i C
The derivation of the above rules proceeds in the following way: we use the ex-
pression (2.31) for the ket-vector IT) and its spin-symmetric version for (TI (with
the determinants on the spin-down sites). Then (TI4) is a quadratic expression in
determinants whose size is half the number of lattice sites. Writing each of the deter-
minants as a loop sum (2.41), we arrive to the loop-soup (2.42). The (-2) factor for
each loop comes from (-1) fermionic sign and 2 for two possible spin orientations.
If G# (j1 , J2 ) were local (exponentially decaying at large distances), (TIT) might
be considered as a partition function of a classical model (with non-positive statistical
weights). In that case, (TI4) oc e-FV for lattices with large number of sites V, F is
the "free energy" per unit cell [17].
In the staggered-flux phase, G#(ji, j 2 ) is not local, but decays as R 2 at large
distances. However, we believe that our analogy with statistical mechanics is still
valid. The "long-range interaction" will result in power-law correlation functions for
some observables.
Consider now the spin-spin correlation function, (0-z(i)c-z(j)). To compute
(T|orz(i)orz(j)4) we simply multiply the corresponding diagrams by the product
of the spin indices at the two points i and j. Obviously, only the partitions with
i and j in the same cycle will contribute. This implies that the spin correlations
decay as probability to find large cycles. Again, if we had a gap without nodes, i.e.
if G#(ji, j2) were local, the spin correlations would decay exponentially. In the sF
phase, G#(ji, 2 ) decays as power law, and we expect the spin correlations to decay
as power law, although we are unable to predict the exact exponent. In the next
31
Figure 2-4: The four possible configurations of a hole in the "loop-soup".
(A) (B) (C)
Figure 2-5: An illustration of the "alignment" sign rule. The loop (A) is aligned
("alignment" sign +1). The loop (B) requires the direction of two segments to be
reversed for alignment (sign +1). The loop (C) requires the direction of one or three
segments reversed (sign -1).
section we shall verify this prediction with VMC results.
Now turn to the case of a finite doping. From the expression (2.31) for the wave
function, the diagrammatic rules for holes are as follows:
5. Every hole has two lines attached: one with a spin-up label, and one with
a spin-down label. Each line may be either in-going or out-going, so that the total
number of possible configurations is four (Fig. 2-4).
6. Any connected loop with holes counts as one cycle. The statistical weight
for such a loop is calculated in the same way as for cycles without holes (product
of G#(ji, j 2) times the fermionic (-1)) multiplied by an additional sign factor due to
holes.
7. The sign factor due to holes is calculated as follows. First, each hole on the A-
sublattice gives an additional factor of (-1). (We could take B-sublattice instead, it is
of no importance as soon as the number of holes is fixed). And second, an additional
factor of (-1) comes from each part of the loop between two adjacent holes whose
direction need to be reversed to make all such segments aligned (the direction of the
alignment is unimportant, because the total number of the segments is even) - see
Fig. 2-5.
Using the "alignment" sign rule we may present a "diagrammatic" proof that a
doped wave function vanishes as the flux o goes to zero. Indeed, at o = 0, the Green's
function G#(Ji, j2) is real, and reversing any single segment of a hole-containing loop
produces an exactly opposite contribution to (IT), so that the total sum is zero.
Equal-time correlation functions can be represented as sums over loop configura-
tions. Spin and hole-density correlation functions are shown pictorially in Fig. 2-6.
The shaded box in the figure denotes the sum over loop coverings, lines without
arrows assume summation over allowed directions.
Remarkably, the loop-soup description explains attraction between holes discov-
ered numerically by Gros [6]. Consider two holes in a N x N lattice. Then the
32
(A) (B)
Figure 2-6: Diagrams for spin-spin (A) and hole-density (B) correlation functions.
The shaded box denotes the summation over loop coverings; lines without arrows
assume summation over directions.
diagram in Fig. 2-6B requires that these two holes belong to the same loop. On
general grounds, we argue that the hole-density correlation must decay with distance
as power law: (nh(0)nh(R)) c R-'. If a > 2, this correlation function is normal-
izable in the limit N -+ oc, and the holes are truly confined. If a < 2, the holes
become deconfined in the thermodynamic limit. The mean-field value of a is four,
but it is strongly renormalized by the no-double-occupancy constraint. We expect
that a is non-universal and continuously depends on the gap A. The diagrammatic
rules suggest that a may be equal to the spin exponent. We do not have a rigorous
proof of this fact. Our numerical results appear to agree with this conjecture, except
for the small gap A = 0.1, where finite-size effects are strong, and our numerical
data are inconclusive. For all values of the gap, in the system with two holes, our
numerical simulations indicate that a < 2, which means that two holes are always
deconfined. However, as we shall see later, this does not rule out superconductivity
at finite doping.
In Figs. 2-7,2-8 we present diagrams for the single-particle Green's function and
for pairing correlations. [The dashed lines in the figures denote the way to visualize
the loops (a line entering the site j is thought to be exiting the site i) for the purpose
of counting the sign of the diagram for each loop configuration.] At large distances,
the pairing correlations factorize (AtA)L, = (At)(A) (Fig. 2-8), which might serve
as a proof of superconductivity. The long-range superconducting order in this wave
function has been indeed found numerically by Gros and by other authors [6, 18].
However, our diagrammatic "proof" is deceptive: it relies only on the phase coherence
of condensed bosons. In fact, it may turn out that (A) would vanish as the size of
the system goes to infinity, i.e. electron pairs become unbound. Numerically, we
have found that this is not the case at doping as small as 5% and at intermediate
values of the gap A. The unbound state of two holes, however indicates that the
superconductivity may disappear at very low doping or at a very small gap (which
occurs at high doping).
Finally, we want to speculate on the possible effect of the "chemical potential"
p. In the sF gauge, M = 0 corresponds to the on-site pairing (2.40). Accordingly,
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Figure 2-7: Diagrams for the Green's functions Kc(i)cT(j)) (A) and (ct(i)c (j)) (B).
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Figure 2-8: Diagram for the pairing correlation (ct(il)c (i 2)c(jl)c (2)) (A). As the
distance between the pairs of sites (ii, i2 ) and (ji, j2) goes to infinity, the correlation
function factorizes (B).
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the Green's function G# (i, J) acquires an anomalous part (which, in the diagram-
matic representation, reverses the direction of the loop and flips the spin index). As
a consequence, for large loops, a finite correlation length may appear, beyond which
the correlations decay much faster than the short-length-scale power law (at large
distances, we expect R 4 decay of spin and charge correlations, the same as in the
mean-field theory). For doping of order 10% and for realistic values of p, this cor-
relation length is of the order of the size of our systems, which makes it difficult for
numerical studies.
2.4 Correlation functions computed by the VMC
method.
In this section we report the results of variational Monte Carlo (VMC) computations
to test our conjectures and to illustrate our discussion of the properties of the pro-
jected wave function. We compute spin, density, single-particle and superconducting
correlation functions some of which have previously been studied by other authors
[6, 7].
The last part of the section is devoted to current-current correlations. We discover
a novel type of correlations which we call "staggered vorticity". We explain these
correlations from the staggered-flux picture, which suggests that pairs are formed of
holes of opposite staggered vorticity.
In our VMC computations we use the scheme employed by Yokoyama and Ogata
[7]. Metropolis trials [19] are performed for exchanging states at nearest-neighbor
sites; the updating of determinants is optimized to O(n 2) operations by method of
Ceperley et al [20]. We use the square lattice N x N with maximum size 20 x 20
sites. The boundary conditions are mixed periodic-antiperiodic to satisfy the closed-
shell condition. The sampling is performed every N 2 Monte Carlo steps. The first
20 - N 2 steps are used to thermalize the system. The error bars represent mean-
square deviation and are deduced from 10 independent VMC runs. A typical number
of samples in a run for 20 x 20 system is 103 (which amounts to 4. 106 VMC steps in
10 runs).
2.4.1 Spin correlations.
It has been known that our variational wave function does not have a long-range
spin order, even in the undoped case [9, 7]. We find, more precisely, that the spin-
spin correlations decay with distance as power law, in agreement with our loop-soup
picture:
(UZ(0)o-z(R)) c< R-'. (2.43)
The exponent a non-universally depends on the gap , and on the doping nh -
1 - n. In Fig. 2-9 we plot the staggered spin correlations (-1)R-+Ry (c7z(0)o-z(R)) as
a function of R 2 for the undoped system at various values of A. The exponent is
maximal at A = 2 (7r-flux phase): a e 1.6. At the "optimal flux" A = 0.55, a a 1.2,
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Figure 2-9: Staggered spin correlation (-l)R.+Ry (crz(0)crz(R)) as a function of R 2 for
the undoped system. Lattice size 20 x 20, number of samples 104.
and at 3L = 0.1 a ~ 0.6. These results confirm our expectation that the correlations
decay faster at larger gaps. The data at smaller gaps reveal some anisotropy of the
prefactor in the power law (2.43).
Further, in Fig. 2-10 we plot the spin correlations at constant E = 0.55 at various
values of hole doping. Naturally, doping with holes leads to a more rapid decay of
spin correlations. Still, it apparently remains power law: we find a - 2.4 at nh = 5%,
a ~ 3.4 at nh = 10%.
2.4.2 Density correlations.
We start our numerical study of density correlations with the ground state of two
holes. Based on the loop-soup interpretation of the wave function, we claim that
within our variational ansatz, the density-density correlations of two holes exhibit a
power-law behavior. The existence of a bound state then depends on whether the
exponent is greater or less than two, as the correlation function must satisfy the
sum rule: f d2R (nh(0)nh(R)) = nh. Figs. 2-11-2-13 show the correlation function
for two holes in 14 x 14 lattice at various values of the gap A. Similarly to the spin
correlations, a larger gap results in faster decay. Fitting the data with the power law
{nh(O)nh(R) -C a(244)
we find a ~ 1.6 at A = 2, and a ~ 1.2 at 3 = 0.55, which coincides with the
exponents for the spin correlations in the undoped systems. At A = 0.1 we observe
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Figure 2-10: Staggered spin correlation (_1)R-+Ry (a,,(0) a,(R)) as a function of R 2 at
various values of doping x. The gap value is ZL = 0.55 (optimal gap at zero doping).
Lattice size 20 x 20, number of samples 104.
strong finite size effects, and our estimate a ~ 0.3 differs from the spin exponent.
Since at any gap the charge exponent is less than two, we conclude that within our
variational ansatz the two holes are always unbound.
To confirm this conclusion, we compute the nearest-neighbor and (1, 1) next-
nearest-neighbor (at the distance of \/2) density correlations for two holes doped in
the systems of different size, at a fixed value of the gap A = 0.55. The results are
plotted in Fig. 2-12. For the power law (2.44), the normalization C must scale as
C oc N-, y = 2 - a, (2.45)
with the linear size of the lattice N. From the data in Fig. 2-14 we find -y ~ 0.6.
This slightly disagrees with a ~~ 1.6 found from both the density correlations. The
disagreement is probably due to the fact that the nearest-neighbor and next-nearest-
neighbor correlations do not represent accurately the normalization constant C. In
any case, the data clearly indicate that these correlations decay with the size of the
system, contrary to the conclusion of Gros [6] about the saturation of such correla-
tions.
An interesting feature of the density correlations is that they may additionally
depend on whether the two points belong to the same or to different sublattices,
and further in the case of the same sublattice, on whether the distance has odd or
even R, or Ry. As a general rule, we find that the correlations are enhanced for odd
sites on the same sublattice and suppressed for even sites on the same sublattice, see
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Figure 2-11: Hole density and staggered vorticity correlations for two holes in the
18 x 18 lattice at 3L = 0.55 as a function of R2 . Number of samples: 2 - 104. Both
correlation functions are normalized to the density of holes nh.
Figs. 2-11-2-13. For the special value of A = 2.0, the correlations at even sites on the
same sublattice (with both R, and Ry even) identically vanish, as a signature of an
additional symmetry.
At finite doping, the density correlations exhibit only a short range attraction,
screened at the average inter-hole distance. Beyond that distance, the correlation
function quickly equilibrates to its value at infinity n2 (Figs. 2-15,2-16).
2.4.3 Single-particle equal-time Green's function.
We performed numerical computation of the single-particle equal-time Green's func-
tion (cf(i)ca(j)). Its Fourier transform is the electron density in the momentum
space
n(k) = (4 cii) = (c,) (2.46)
(with the normalization (1/N 2 ) Ek n(k) = (1 - nh)/2). Our results confirm the
characteristics of n(k) known from high-temperature series [21] and from quantum
Monte Carlo data [22]: a very sharp "Fermi surface" near (ir/2, ir/2) smeared out
along (0,0) - (0, 7r) - (7r, 7r). is a consequence of the d.,2_2 superconducting gap
vanishing on the diagonal of the Brillouin zone. We can tune the sharpness of the
Fermi surface away from the zone diagonal by varying the gap parameter . The
"chemical potential" p shifts the position of the Fermi surface from (7r/2, ir/2) along
the diagonal. We also observe that the sharpness of the drop near (7r/2, ir/2) decreases
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Figure 2-12: The same as previous figure, but at L = 2.0. The hole correlations at
the even sites of the same sublattice (with even R. and Ry) identically vanish.
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Figure 2-13: The same as previous figure, but at n = 0.1.
39
I I i i i i i I I I I . I .
0.10
0.08 F
0.06 F
0.04
6 10
N
14 18
Figure 2-14: Nearest-neighbor and (1, 1)-neighbor hole correlations for two holes in
the N x N lattice as a function of N (in log-log scale). The gap value is fixed '.k = 2.0.
Each point is the result of averaging over 2 - 104 samples.
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Figure 2-15: The same as fig. 2-11, but for 16 holes in the 18 x 18 lattice. E& = 0.55.
Log-log scale for vorticity and log-linear scale for density. Number of samples: 2 -10 3.
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Figure 2-16: The same as the previous figure, but for 32 holes in the 18 x 18 lattice.
A = 0.55. Log-log scale for vorticity and log-linear scale for density. Number of
samples: 1 _ 103.
at large doping (as the electrons gather at the center of the zone).
In Fig. 2-17 we present a typical distribution of the hole momentum nh(k) (the
hole momentum distribution is normalized by (1/N 2 ) Ek nh(k) = nh and is related to
the electron momentum distribution n(k) by n(k) = (1 + nh)/2 - nh(k)).
2.4.4 Vorticity correlations.
Perhaps, one of the strongest arguments in favor of staggered-flux-type theories is the
staggered vorticity correlations which we observe in the SU(2) wave function. We
define a vorticity at any plaquet as the sum of currents jij around the plaquet,
V = (j 12 + j 23 + j3 4 + j 41)0 , (2.47)
with current being defined as
i= j (co(i)c,.(j) - ci()c'(i)) (2.48)
for nearest-neighbor sites i and j. In Fig. 2-18A we present data for current-current
correlations for 10 holes in the 10 x 10 lattice at A = 0.55 and p = -0.16 (close to the
optimal values). Except for the case of two links being the opposite sides of a plaquet,
the current correlations obey a staggered-vorticity pattern (we did not compute the
current correlations for intersecting links, because of the ambiguity with ordering
non-commuting current operators). By a double-summation over sides of plaquets,
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Figure 2-17: Momentum distribution of holes for 10% doping of 10 x 10 lattice and
A = 0.57.
the current current correlations may be converted into vorticity correlations (Fig. 2-
18B). The correlations of vorticity have alternating sign, with the half-period shift,
so that the correlation function at a vector (RX, Ry) has the sign (-1)R +R+1. The
correlations decay with distance, and, similarly to spin and density correlations, the
increase of doping or the increase of the gap leads to a faster decay.
Similarly to the case of density correlations, we find it instructive to first study
the system with only two holes. Remarkably, we find that the staggered-vorticity
correlations decay as power law, with (apparently) the same exponents as density
(and, possibly, spin) correlations (see Figs. 2-11-2-13). This, together with the sign
of the correlations, suggests that the staggered vorticity of a hole corresponds to its
SU(2) index in the staggered-flux description.
In the mean-field sF phase, spinons carry a non-zero staggered vorticity (let us
call it type-A vorticity). Then the Bt holes represented by zero-spinon sites carry the
opposite, type-B, vorticity, while the Bt holes have two spinons per site and carry
type-A vorticity. Then the staggered vorticity correlations are proportional to the
correlations of the SU(2) index of holes. In the case of only two holes in the system,
they always carry opposite SU(2) labels, and the staggered-vorticity correlations are
proportional to the density correlations. Also, the above picture predicts the correct
sign of the correlations. It must be kept in mind though, that, after the projection,
the time-reversal symmetry is restored, and the average staggered vorticity of an
individual hole is zero, but it is the relative staggered vorticity of the two holes that
produces the correlations.
As we dope the system further, the decay of correlations becomes faster, but still
can be best fitted with power-law (Figs. 2-15,2-16), we find (with EL = 0.55) a ~~ 2.2
at 5% doping and a ~ 2.4 at 10%, the latter being noticeably smaller than the spin
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exponent. The staggered vorticity correlations show the increased probability to find
a hole of opposite staggered vorticity around a given hole. Thinking of the pairing of
holes of opposite staggered vorticity, we interpret the staggered-vorticity correlations
as the hole correlations within one pair which may far exceed the average distance
between holes. In this "soup" of overlapping pairs, the staggered-vorticity correlations
provide a good measure of the size of the hole pair, more meaningful than the density
correlations.
2.5 Discussion and conclusion.
To summarize, we present a new interpretation of the physics of the d,2-2-pairing
variational wave function for the t - J model. This wave function is shown to appear
naturally from the SU(2) slave-boson theory in the staggered-flux or d-wave-pairing
phase. The staggered-flux origin of the wave function produces the staggered-vorticity
pattern in the current correlations. This can be interpreted as pairing of holes of
opposite staggered vorticity.
Further, we have studied the properties of the wave function at the zero value of
the chemical potential (p) for spinons. In this case, the only variational parameter of
the wave function is the staggered flux which at the same time serves as the mean-
field gap for spin excitations. The wave function exhibits power-law decay of spin
correlations as well as of vorticity correlations and, in the two-hole system, of hole-
hole correlations. Such a critical behavior can be understood from the loop-soup
representation of the wave function. Those correlations require that the two points
are connected by a continuous loop made out of spinon propagators.
The exponent of the power-law dependence in the correlations of staggered vor-
ticity governs the binding-unbinding transition for the hole pairs. At zero doping,
this exponent is less than two, which results in an unbound state of two holes in
the thermodynamic limit. This agrees with the numerical studies by Shih et al [23].
As the doping increases, so does the exponent in the staggered-vorticity correlations,
which we believe to coincide with the exponent for the hole correlations in a super-
conducting pair. Numerically, we find this exponent to be only slightly greater than
two, which means a very large pair with a diverging average distance between the
paired holes. The large size of superconducting pairs may be responsible for some
numerical indications of absence of superconductivity at small J/t, when probing only
nearest-neighbor pairing Ag [23, 24]. For very large hole doping, the gap closes and
the system returns back to a non-superconducting state.
In this description of superconducting transition at zero temperature, it is very im-
portant to understand the role of the additional variational parameter /t (the chemical
potential in the pairing gauge). We conjecture that a finite value of /p moves the wave
function away from the "critical point" with an infinite correlation length towards a
truly superconducting state characterized by a finite size of superconducting pairs.
(In spite of a finite size of superconducting pairs, we expect the vorticity correlations
to decay only as R- 4 at large distances, as a signature of nodes in the d-wave gap).
The /t = 0 SU(2) wave function is a universal starting point for variational de-
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Figure 2-18: (A) Current-current correlations for 10 holes in the 10 x 10 lattice at
A = 0.55 and p = -0.16 (normalized to hole density). The number on a link is the
correlation of the current on this link and of the current on the circled link. The
arrows point in the direction of the positive correlations of the current. The error
bars are one or two units in the last digit. (B) The same, but in the form of vorticity
correlations. The number on a plaquet is the vorticity correlation of this plaquet and
the crossed plaquet.
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scription of quantum phase transitions. Besides the possibility to continuously tune
it into an antiferromagnetically-ordered state, other types of phase transitions are
possible via generating non-zero values of the SU(2) counter-parts of P (correspond-
ing to on-site pairing in the d-wave gauge). Such phases have a broken translational
or time-reversal symmetry and, at certain conditions, they may be favored over a
superconducting state.
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Chapter 3
An SU(2) theory of t-J two-leg
ladders
3.1 Introduction
Theoretical studies of t-J ladders have proven to be valuable for understanding Hi-Te
cuprate compounds. While containing certain features of the two-dimensional t-J
model, the ladders are quasi-one-dimensional, which greatly simplifies the treatment
of the problem. Recently, cuprate compounds with ladder structures have been pro-
duced experimentally, and data on their electronic properties have been obtained [1].
The ladder compounds may be used for verification of models and mechanisms of
superconductivity proposed for layered cuprates. The experimental works are now
complemented by numerical results on t-J and Hubbard models [2, 3]. Together with
experimental results, they provide a good testing ground for any analytical treatment.
The challenge of theoretically solving the t-J model on ladders arises from its
strongly correlated nature. In the real ladder compounds the coupling is nearly
isotropic, i.e. the interchain coupling parameters (t and J) are close to the intra-
chain coupling. Thus, the problem does not have a small parameter and cannot be
treated by a standard perturbation theory. Several works exist based on starting from
uncoupled chains and then including interchain hopping and spin exchange as pertur-
bations [4, 5]. While weak-coupling approach is the most consistent and controlled of
the existing analytic methods, it is not completely reliable as the interchain coupling
increases and approaches the single-chain bandwidth. We shall further comment on
possible corrections to this treatment.
In the present paper we employ the SU(2) slave-boson mean-field approach [6, 7].
Although not a controlled approximation, we believe that it can correctly capture the
low-energy physics of the systems with a spin gap. In the paper we specialize to two-
leg ladders, but our treatment may be further extended to any even-leg ladders which
are known to exhibit spin gap. The spin gap ensures that most of the fluctuations
around the mean-field state are massive. The only massless fluctuation is the 1+1-
dimensional abelian gauge field which can be explicitly included as a pair-binding
potential.
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The general idea of slave-boson method is to represent the vacant sites (holes)
by an auxiliary bosonic field, which allows us to rewrite the non-linear no-double-
occupancy condition as a linear constraint in terms of fermions (representing spin
degrees of freedom) and bosons (representing charge degrees of freedom) [6, 7, 8].
Introducing auxiliary bosons expands the Hilbert space of states, and the system
acquires an additional gauge symmetry. The mean-field ansatz breaks this symmetry,
which is restored for physical correlation functions after averaging over all gauge-
equivalent configurations.
We use the SU(2) version of the slave-boson construction developed earlier for
the two-dimensional problem [6, 7]. In this method, the auxiliary boson has two
components (we call the corresponding degree of freedom isospin; it is distinct from
the actual spin) which describe holes in the two different ways: either as sites with
no fermions or as sites doubly occupied by fermions. Thus extended, the system
has a SU(2) gauge symmetry (rotating isospin). We choose to use the SU(2) for-
malism instead of U(1) version of the slave-boson method developed previously for
two-dimensional t-J model [8, 9]. We note that both analytic and numerical works
[2, 5, 10] point to a bipolaron picture where the holes are bound in pairs. As we shall
see, this picture naturally emerges out of the SU(2) formulation as the confinement
between two species of bosons, while the U(1) formalism fails to give the correct low-
energy physics. We believe that the SU(2) mean-field theory has an advantage at
low doping where it generalizes the SU(2) symmetry of t-J model at half-filling [6].
A discussion of relation between U(1) and SU(2) approaches may be found in [7].
We find that the low-temperature mean-field phase is the staggered-flux phase
(similar to that found for the two-dimensional problem in [6, 7]). The fluctuations
about this mean-field state are described by gauge fields which have a gap, except
for the in-phase fluctuations which form a 1+1-dimensional abelian gauge field. As a
result, we find that the low-energy effective theory consists of two degenerate bands
of holons with a short-range interaction and coupled to a U(1) gauge-field. The
dynamics of this gauge field arises from its interactions with spinons. Spinons have
a gap and, therefore, give a nonsingular dynamics to the gauge field with the energy
scale J. The two bands of holons have opposite charges with respect to this gauge
field and, therefore, form confined pairs. This leads us to the conclusion that the
resulting theory for the hole excitations is the Luther-Emery liquid of hole pairs.
This agrees with the bipolaronic picture of charge excitations proposed earlier both
analytically and numerically [2, 5, 10]. It is known that the Luther-Emery liquid
has two competing orders: superconducting singlet pairing (SS) and charge density
wave (CDW) [4, 5, 11]. We point out the necessity to distinguish between the hole
density (two-particle operator) and the pair density (four-particle operator). While
the product of the correlation exponents for the SS and CDW order parameters is
equal to one when CDW is understood as hole-density correlations, this relation does
not necessarily hold for four-particle pair-density correlations. The relation between
the single-hole and pair CDW exponents depends on the degree of the overlap of the
bipolaronic pairs. At low density of holes, when the pairs do not overlap, these two
exponents coincide. On the other hand, in the limit of highly overlapping pairs we find
that the effective exponents may differ by 2. This possibly explains the unexpected
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numerical results for the correlation exponents obtained by Noack et al. [2].
Further, we discuss the possible implication of our model for the superconduct-
ing transition via pair condensation (of course, interladder correlations would be
necessary). We describe the superconducting order by the nearest-neighbor order
parameter Aij. We extend our discussion for a more general case of a weakly doped
antiferromagnet on a bi-partite lattice with a spin gap. This class of systems includes
all even-leg ladders as a particular case. We assume that at low temperature such
a system is in the staggered flux phase, which results in two degenerate interacting
holonic bands. Under these assumptions we find that the order parameter obeys the
modified d-wave relation:
tiAij = 0, (3.1)
where the sum is performed over all nearest neighbors of a site i. This relation holds
in the limit of zero doping, with corrections involving the hole concentration. This
relation was first derived by S. C. Zhang as an exact result for the Hubbard model
[12]. Our derivation should be understood as a verification that the SU(2) mean-
field approximation preserves this exact property. When specialized to the case of
the two-leg ladder with isotropic coupling, the above equation becomes A1 = - 2 A1.
This agrees very well with the earlier numerical results [2, 3].
The rest of the paper is organized in three sections. In the first section, we
review the SU(2) slave-boson method and present the results of the mean-field theory
computations. In the second section we discuss the effective theory for the holons
and the correlation exponents for SS and CDW pairing. Finally, the third part is
devoted to the discussion of the modified d-wave relation for the superconducting
order parameter.
3.2 SU(2) mean-field theory of the ladder
In this section we present the SU(2) mean-field theory for the t-J Hamiltonian
H= 5J(SiS - 1in ) - tP(cticaj + h.c.) P (3.2)
{ij}
on the ladder (Fig. 3-1).
The sum is performed over nearest-neighbor site pairs {i, j}, cci and cci are the
electron creation and annihilation operators on site i (o is the spin index), Si is the
electron spin, S = i-aflcoi, ni is the occupation number of the site i (ni =Caicai),
P is the projector onto the no-double-occupancy states (with ni <; 1 for any i). t and
J are the parameters of the Hamiltonian. In the real ladder compounds t and J are
estimated to be about 4000K and 1300K respectively [1]. In what follows we assume
that the interchain and the intrachain couplings are equal (t1 = = t, J1 = J= J)
and as a realistic approximation we take t/J = 3.
Following the usual procedure of the SU(2) slave-boson method [6, 7], we introduce
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Figure 3-1: Two-leg t-J ladder.
two fermionic and one bosonic isospin doublets on each site:
i = 2 _2i h = (3.3)(fi )=fl ( b12
with the electronic operators written in terms of bosons hi and fermions abij as
Cai = h (3.4)
The resulting Hilbert space is larger than that of the original t-J system. To select the
subspace of physical states (which is invariant under the Hamiltonian of the original
system) we impose a linear constraint (replacing the non-linear no-double-occupancy
constraint):
( ±a + hYhi) phys) = 0 (3.5)2a
F are identical to the Pauli matrices a, but they act in the isospin space, and we
denote them by a different letter to distinguish from the Pauli matrices 9' acting on
true spin). On a given site, this constraint allows only three states: f1f0), f I0), and
(bt + btftft)10), which correspond to spin up, spin down electrons and a vacancy
respectively. Thus in the SU(2) formulation, a vacancy may be represented by both
two-spinon and no-spinon states corresponding to different isospins of the holon hi.
Thus formulated, the extended system is invariant under an SU(2) gauge symme-
try:
00i F- 91oai, hi - gihi. (3.6)
This gauge symmetry acts on the isospin of fermions and bosons, and mixes creation
operators ft with the annihilation operators of opposite spin f0a.
Introducing the nearest-neighbor mean-field parameters
( )- t((hjht) + I(hjht)TI) (3.7)Ji Ti)iot)
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with
-1 0 (3.8)
and the Lagrange multipliers a' (pt = 1, 2, 3) for enforcing the linear constraint (3.5),
the mean-field Hamiltonian becomes
H = [4Tr(UiiUh) + -VliUjj~aj + (htUijhj + h.c.) +
{ij}
+ ap ( I rtjT,,, + htrg hi). (3.9)2 (39
In the present paper we use combinatoric coefficients in (3.9) different from those
used in [6, 7, 9]. Our choice of coefficients in (3.9) gives the correct combinatoric
factors for tadpole diagrams, and they differ from those obtained from the Hubbard-
Stratonovich transformation. This ambiguity in the numeric factors of order one is
of no practical significance, since it falls within the uncertainty of the mean-field
approximation.
The mean-field Hamiltonian (3.9) is accurate only up to four-boson terms which
we neglect in the usual way [81. The four-boson terms give rise to only short-range
interactions between holons and can be omitted at this level of approximation.
In [6] it was argued that the non-zero values of a' correspond to Bose condensation.
We do not expect Bose condensation in a quasi-one-dimensional system and set mean-
field value a = 0. This implies that we in fact release the no-double-occupancy
constraint (it is satisfied only on average). Afterwards, the constraint may be imposed
by including the fluctuations of the field at.
Introducing the chemical potential p, we arrive at the mean-field Hamiltonian
H _ Tr(UijU) + U + .c.) - p 1(hhi - 6), (3.10)
{ij} [
where 6 is the concentration of holes (doping). The matrices Ujj have the form
Ugy = UT. = ia.gGg (3.11)
where aij are positive real numbers (amplitudes), Gij E SU(2) are 2 x 2 matrices.
The mean-field saddle point at temperature T is found as the extremum of the
free energy
F[Uij] = -T log Trh,,p exp(-H/T). (3.12)
F[Uij] is invariant under SU(2) gauge transformations
U- + WUjjWt (3.13)
for any set of SU(2) elements Wi.
The mean-field solution breaks this gauge symmetry. Only gauge invariant quan-
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Figure 3-2: The two closed contours used in constructing mean-field order parameters.
tities correspond to physical observables. Any non-gauge-invariant expression will
vanish after averaging over all gauge-equivalent configurations of Uj3 .
Now we turn to describing possible phases. Phases should be parametrized by
gauge-invariant functions of Uij. We assume that the translational symmetry is un-
broken, i.e. a translation of the mean-field solution {Uj3} along the ladder transforms
it to a gauge equivalent configuration. We also assume that the symmetry of reflection
about the ladder axis (interchanging the two legs) is also preserved in the mean-field
solution. Under these assumptions all possible phases may be parametrized by four
real parameters: the two amplitudes all and a1 (intrachain and interchain respec-
tively), and two SU(2) order parameters:
1b = Tr f Gij, (3.14)2 r
1C =Trl Gij (3.15)
r2
with the products taken along the contours I1 and 1 2 shown in Fig. 3-2 (the first
product contains four matrices, the second one - eight matrices).
The meaning of the order parameter b is analogous to the cosine of the flux through
plaquet in the U(1) formulation [8]. To explain this analogy we may introduce the
SU(2) flux B defined by
exp(i$ ) Gij, (3.16)
r 1
where the product starts and ends at a site A of the contour L, (Fig. 3-2). Then
b = cos JB (obviously, the direction of the vector B depends on the choice of the
starting point A, but its magnitude JBI does not).
The order parameter c measures the relative orientation of neighboring SU(2)
fluxes. Namely, define the two fluxes B1 and B 2 through neighboring plaquets with
a common starting point A (Fig. 3-2). Then
1 ($A -B2)c = -Tr (exp(i$ 1 - 1) exp(-iB2 - -i)) = cos IB1 I cos IB2 I + _# -, sin BI I sin IB 2 .-|B 1 |B 2 | (3.17)
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Figure 3-3: Space of mean-field phases. The two corners correspond to the ir-flux and
uRVB phases, boundaries - to the uniform-flux and staggered-flux phases.
Then we see that for any Gij E SU(2) the order parameters b and c are restricted to
- 1 < b < 1, (3.18)
2b 2 --1 < c < 1. (3.19)
Thus, the SU(2) order may be represented by a point in a two-dimensional domain
(Fig. 3-3) with the two corners representing the ir-flux and the uRVB phases, the
boundaries corresponding to the uniform flux (uF) and staggered flux (sF) phases
analogous to their U(1) counterparts [9], but preserving translational and time-
reversal symmetries. In the uF phase the neighboring SU(2) fluxes are parallel,
in the sF phase they are antiparallel, and inside the shaded region in Fig. 3-3 they
form angles ranging between 0 and ir.
By numerically minimizing the free energy (3.12) (at t/J = 3) we find the following
mean-field phase diagram in the (6, T) coordinates:
where
1. 0 denotes the high-temperature free spin phase (all = ai = 0);
2. uRVB is the phase with al $ 0, ai $ 0, Gij = 1 (so that b = c = 1);
3. D is the dimer phase: a1 $ 0, all = 0;
4. sF is the staggered-flux phase with a1 = 0, all = 0, -1 < b < 1, c = 2b 2 _ 1.
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Figure 3-4: Mean-field phase diagram at isotropic coupling and t/J = 3.
Numerically we find that the transition between D and sF phases is a very soft first-
order transition. In fact, the dimer phase D has flat spectra for bosons and fermions
and will be destroyed by the fluctuations (correlations along the ladder will appear).
We shall disregard the dimer phase as an artifact of the mean-field approximation
and for the rest of the paper we restrict our discussion to the sF phase.
The sF phase may be described by different gauge-equivalent configurations of
Uj. One of the translationally invariant configurations (analogous to d-wave pairing
phase in the U(1) mean-field theory [9]) is (Fig. 3-5):
G1 = iT, Gi = i(cos PT1 + sin -T 2 ), (3.20)2 2
or, equivalently,
Ua e0 a , Ul = - a0 . (3.21)
Further, we shall use a different, the so called "abelian" parametrization with
G11 = 1, G1 = cos P + (-1)'irsin T , (3.22)2 2'(.2
(Fig. 3-6) which corresponds to
l= a , = i (aie(1) aie-i1)mi , (3.23)
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Figure 3-5: sF phase order parameters in the translationally invariant gauge.
Gil Gil
GL Gj_
Figure 3-6: sF order parameters in the abelian gauge.
where m is the number of the rung. This gauge fixing is not translationally invariant,
but instead it has the property that all U 3 commute. This choice of gauge resembles
the staggered-flux U(1) phase [9]. In the U(1) formalism, the staggered-flux and d-
wave pairing phases are different, but their SU(2) counterparts are gauge-equivalent
[6].
In the SU(2) mean-field theory bosonic and fermionic spectra are proportional
to each other (with the scales t and J respectively). In the sF phase we obtain the
spectrum
Ef -b - + (2a11)2 cos 2 k + 2(2a11)a1 cos cos k (3.24)
J t 2 k 2
(k E [0; 27r] is the wave vector) and each of these two bands is doubly degenerate
(four bands total). We remark that labeling the states by wave vectors k may depend
on the gauge, but, because gauge-dependent shift of k involves equally bosons and
fermions, the gauge-invariant quantities remain unchanged.
The double degeneracy of states is a characteristic feature of the staggered-flux
phase. It is due to the fact that a certain non-abelian subgroup of the full symmetry
group of the extended Hamiltonian remains unbroken by the mean-field ansatz. In the
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Figure 3-7: Typical fermionic-bosonic spectrum. Both bands are doubly degenerate.
staggered-flux phase the order parameters Ujj are invariant under a U(1) subgroup of
global isospin rotations (in the abelian gauge (3.22) - (3.23) these are simply global
rotations by T3). Besides, there remains a particular symmetry of Uij, which is the
combination of time reversal (transforming Ujj '-± Ui*) and global isospin rotation
(exchanging isospins up and down in the abelian gauge). This symmetry operation
does not commute with the U(1) rotation, but extends them to a non-abelian group.
The two degenerate bands form a two-dimensional representation of this group, with
time reversal mapping one band onto the other.
The typical numerical values for all, a1 and cos 2 are all = 0.5, a2 0.9, cos
0.4 (found by minimizing free energy at 6 = 0.05, T = 0.1J, t/J = 3). This means
that the upper bands of the spectrum are separated from the lower bands by a gap
of order J for fermions and of order t for bosons (Fig. 3-7). The fermionic spectrum
is half-filled, i.e. the lower bands are completely filled whereas the upper bands are
empty. The fermionic excitations have a gap of order of J. This agrees with the
prediction of spin gap in two-leg ladders and is crucial for the stability of the phase.
Finally, we need to include the fluctuations about the mean-field phase. These
fluctuations are described by the spatial SU(2) gauge fields Aij = Ufj3U'j defined
on the links and their temporal counterparts ai = arT defined on the sites [6, 7, 8].
The temporal components of the gauge field ai coincide with the constraint-fixing
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Figure 3-8: Gauge fields describing the fluctuations of the order parameter. We
choose the gauge with A1 = 0.
Lagrange multipliers in (3.9) when expressed in units of J. The effective action for
the fields Aij and ai is invariant under the (time-dependent) gauge transformations
Aij - Wit )AijW (t ), a- - ai + i~tWi(t ) (3.25)
for arbitrary SU(2) matrices W(t) defined on sites.
In the sF phase the SU(2) gauge symmetry is broken down to U(1) global sym-
metry. In the abelian gauge, this residual symmetry is realized by rotations by 73 .
As shown in the Appendix B of [7], the free energy will contain terms proportional
to Tr H U23, where the products are taken along closed loops on the lattice. When
expanded in gauge-field fluctuations, these terms give rise to mass for the gauge
modes proportional to T1 and T2. Thus, massless modes of the gauge field must be
proportional to 73 [7], and we may treat Aij and a. as U(1) gauge fields.
To proceed further, we may make use of the symmetry (3.25) (now an U(1) gauge
symmetry with all Wi(t) being rotations by T3). The analysis appears to be particu-
larly simple in the gauge where A 3 = 0 across the rungs (Fig. 3-8).
Then the remaining gauge fields split into the in-phase and out-of-phase modes
A - A k A ± ) ") (3.26)
(where the superscripts (I) and (II) label the two legs of the ladder). The dynamics
of the gauge fields arises from their coupling to the spinons and can be found by
computing the polarization diagram (Fig. 3-9), solid lines denote spinons):
In contrast to the two-dimensional model, where there exist massless transverse
fluctuations of the gauge field, it is not the case in the ladder. The ladder geometry
restricts the transverse wave vector to two values kI_ = 0 and k1 = wr which correspond
to the modes (A+, a+) and (A_, a_) respectively. The out-of-phase modes A- and a_
(describing the fluctuations of the flux p through the plaquet) acquire a finite mass
of order J and, therefore, can be neglected, giving only a short-range interactions
between holons.
On the other hand, the modes A+ and a+ become 1+1 QED gauge fields with the
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Figure 3-9: Lowest-order diagram responsible for the dynamics of the gauge field.
Solid lines denote spinon propagators. This diagram gives mass to the out-of phase
mode and 1+1-dimensional QED dynamics for the in-phase mode.
long-wavelength action
S = (4- A+ + a+)2 dx dt (3.27)
with J* of order J. This action arises from expanding the polarization diagram in
Fig. 3-9. The particular value of J* depends on the values of mean-field parameters,
and for the typical values cited above differs from J only by a factor of order unity.
Since the two lower bosonic bands have different isospin, they have opposite
charges with respect to the gauge field (A+, a+). In 1+1 dimension, electromag-
netic field leads to a confining (linearly growing with the distance) potential between
charges:
U(r) = ±J*JrJ. (3.28)
In the limit of low hole density, the bosons will form isospin-neutral dipole pairs
(bipolarons) which produce no field outside each pair. Therefore, bipolarons will
interact only by short-range forces.
We may estimate the size of bipolaron by solving a simple quantum-mechanical
problem of two particles interacting via the potential (3.28). The holon hopping
amplitude is of order t, therefore the kinetic energy of bipolaron is of order t-.
The potential energy, on the other hand, is of order J~pai,. Thus from variational
principle we find that the size of bipolaron is pair ~ (t/J)1/3 up to a factor of
order one. For our assumption t/J = 3, this gives pair ~ 1, which means that now
the other short-range (repulsive) terms, which we omitted before, give a comparable
contribution. Due to the no-double-occupancy constraint, the two species of bosons
must be subject to a substantial on-site repulsion. It increases the estimated size of the
pair by several lattice spacings, but does not change the long-range attractive force.
Since we omitted the short-range part of the interaction from the very beginning, we
cannot compute the size of the pair more precisely. From the numerics [2] we know
that the characteristic decay length for the pairing correlation function is about four
lattice spacings, in agreement with our discussion.
A simple classical explanation of the confinement may be obtained from the picture
of fluctuating singlet bonds (somewhat in the spirit of [10]). We may think of the
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Figure 3-10: Fluctuating singlets in the spin ladder.
Figure 3-11: Misplaced singlet bonds between two holes in the t-J ladder. The energy
cost is proportional to the distance between the holes.
spin structure of the Heisenberg antiferromagnet on the ladder as of spins forming
fluctuating singlet bonds with nearest neighbors (Fig. 3-10).
Once we have a single hole, it leads to the appearance of a localized spin, which
costs a finite energy of order J. When putting two holes, the spins between the
holes must form singlet bonds in a non-favorable way without a freedom to fluctuate
(Fig. 3-11).
Naturally, this string of singlets costs certain energy J*r, where r is the distance
between the holes and J* is of order J. We believe that this naive picture gives a
correct understanding of the holon confinement which we derived starting from the
mean-field sF phase.
3.3 Luther-Emery liquid and correlation expo-
nents
In the previous section we have shown that the low-energy excitations in our model
are pairs of holons - bipolarons - which are bound by long-range confining inter-
action. Due to complete screening of the confining interaction by a single particle in
one dimension, bipolarons interact only via short-range forces, and this recovers the
picture of Luther-Emery liquid of hole pairs proposed earlier in [10].
In fact, this simple picture is valid at low hole concentration 6 < Qir when
bipolarons do not overlap. The purpose of this section is to show that as overlap
increases, the charge-density-wave exponents for single-particle and for pair densities
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may differ.
For quantitative description of bipolarons we introduce the three different correla-
tion exponents as follows. Let n(x) = i) +n(II) -26 be the fluctuation of the number
of holes on the rung (x is the coordinate along the ladder, superscripts refer to the two
chains). Let further npair (n(') - 6)(n(I) - 6) be the fluctuation of the probability
that both sites of the same rung contain holes. Finally, let A(x) = cMtc(II) - cc(I)
be the singlet superconducting order parameter on the rung at the position x. Then
define the correlation exponents ai, a 2 and -y by
(n(x)n(y))2kF C - Yj_1, (3.29)
(npar(x)npair(y))2kF CX - yVC 2 7 (3.30)
( (x)AM(y)) c x - y1-, (3.31)
where (...)2kF is the coefficient at cos[2kF(x - y)] in the expansion of the correlation
function [14]:
(n(x)n(y)) = Aojx - y-~OO + A1 x - yl-" cos[2kF(X - y)] +
+A 2kc - y|- 0 2 cos[4kF(X - y)] + - - - (3-32)
The correlation function (3.29) describes charge-density-wave (CDW) ordering, and
the correlation function (3.31) - singlet superconductivity (SS) ordering.
By kF we denote the "Fermi wavevector" for the holons in the lower bands, so
that 2kF = 27r6. For comparison with other works, we must remark that 2kF in our
notation corresponds to 4kF in the notation of [2] and [5].
In the limit of dilute gas of bipolarons (the doping is much less than the inverse
size of a bipolaron: 6 < Qa ir) we may describe the low-energy states of the system
in terms of bipolaron creation and annihilation operators (similarly to the large JUI
limit in the attractive Hubbard model [11, 13]). Bipolarons interact repulsively and,
from a naive classical picture, it is likely that the repulsion is nearly hard-core. In
this limit a, = a2, because on the bipolaronic subspace of the total Hilbert space the
matrix elements of the operators n(x) and npair(x) differ only by a numerical factor
(the probability of the two holons in the pair to occupy the same rung). For hard-
core repulsion a, 2 = 2, since hard-core bosons can be mapped to free fermions by
a Jordan-Wigner-type transformation, so that density-density correlations coincide
with those of free fermions. From the theory of Luther-Emery liquid it is known
that CDW and SS correlations are described by dual phases, and the corresponding
exponents are therefore reciprocal: y = 1/a [11, 13]. A more detailed discussion of
the Luther-Emery theory of bipolaronic excitations may be found in [10].
The opposite limit of highly overlapping bipolarons is more subtle. In this limit
(6 < (t/J)1 3 ) bipolarons can exchange particles. Exchanging a particle would cost
interaction energy of order J6-1 , while the gain of kinetic energy would be of order
t62 . Thus, in this limit we cannot speak of isolated bipolarons, but rather of two
species of bosons with attraction much smaller than the bandwidth. We suggest
that in this case we may replace the screened long-range interaction by a short-range
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one. In the long-wavelength limit the system may be described as two Luther-Emery
liquids with a weak attraction:
H = H, + H 2 + Hzt, (3.33)
Hi = dx[vj (VpN)2 + vN(V0i),2 Z 1,2, (3.34)2w r
Hint = -V dxpi(x)P 2 (x), (3.35)
where Vi and 0, are dual phases,
[pi(x), 0(y)] 6ii 2sign(x - y), (3.36)
vj and VN are the parameters depending on the short-range properties of the inter-
action, and pi(x) are the density fluctuations expressed by [14]
1
p(x) = -V02 (x) + 2 po cos(2kFx - 20i(x)) + higher order terms. (3.37)
The interaction (3.35) contains a term proportional to
cos 2(0 1(x) - 02(x)) and locks the relative phase 0- = 01 - 02. The only remain-
ing gapless mode is the in-phase fluctuations (0+ = 01 + 02 and V+ = (Pi + 02)
corresponding to propagation of bipolarons.
If we at first approximation neglect higher-order terms in the density expansion
(3.37), we find
(A t (x)A(y)) ~(ei[W+(x)-w+(Y)l), (3.38)
(n(x)n(y))2kF (ei[O+(X)~0+(Y)), (3.39)
(ripair (x)ripair (Y) )2kF (V0+ (X)V0± (y)C e[0+(x> 0 ±+(Y)]) (3.40)
which yields a 2 = a, + 2, -y = 1/a1. This would explain the numerical results of
[2] who found a 2 ~y 2 (at 6 = 1/8, pair 4). Our prediction of power-law
correlations (3.29) also explains the small, but relatively narrow peak at 2kF in the
Fourier transform of (n(x)n(y)) in [2].
As it was pointed out by Haldane [14], in general one must also include higher-
order terms in the density expansion (3.37). These terms proportional to cos[m(2kFx+
20i(x))] with m > 1 are absent in the free fermion theory (and, consequently, in hard-
core boson theory), but arise as we include interactions mixing left- and right-moving
excitations. They produce terms proportional to exp i[m01(x) - (m ± 1)0 2 (x)] in the
npair(X)2kF expansion, and give a contribution to (npair(x)npair(Y))2kF decaying with
the exponent a 1 instead of a, + 2. This effect that originally higher-order terms re-
sult in leading correlation exponents is not paradoxical in view of the crossover to the
dilute limit where the binding interaction is strong and the higher-order corrections
to (3.37) play a dominating role. we suggest that the crossover from a 2 = a1 in the
dilute limit to a 2 = a1 + 2 in the weak-coupling limit is governed by the overlap of
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bipolarons. Namely,
A B
(npair(x)npair(Y))2kF- A(X - y)i (x - Y).1
with relative weights of A and B depending on the average pair overlap (A > B at
pai,6 < 1 and A < B at Gpair6 > 1). The actual behavior of the coefficients A
and B strongly depends on the short-scale features of the interaction, and cannot be
found in our rude treatment.
The whole discussion of this section is equally applicable to the negative-U (at-
tractive) Hubbard model. In the low-density (or large JUJ) limit the exponents a 1 and
a 2 coincide, while in the small U limit we expect a crossover (3.41) to a 2 = a1 +2. In
other words, because of screening, the long-range gauge interaction between holons
in one dimension leads to the same behavior at large distances as a short-range at-
traction.
Finally, we comment on our disagreement with the prediction of Nagaosa [5] that
the correlations (npair(x)npair(y))2kF decay exponentially (note again that 2kF in our
notation corresponds to 4kF in the notation of [5]). The disagreement my be ex-
plained from the fact that Nagaosa starts from two uncoupled chains and treats the
interchain couplings (t1 and J±) as perturbations. In that picture, power-law cor-
relations (npair(x)npair(y))2kF will appear as a correction for the nonlinearity of the
spectrum as the coupling increases and approaches the bandwidth. In contrast to
the weak-coupling approach, our model starts directly from diagonalizing a strong-
coupling Hamiltonian (3.10), and the correlations (3.29) are present from the very
beginning.
3.4 Modified d-wave relation on superconducting
order parameter
In this section we verify that our approximation scheme is consistent with the exact
relation for the superconducting order parameter derived by S. C. Zhang for the
Hubbard model [12] (and later translated to t-J model in [15]).
Let us define the pairing operator
Ai3 = ci cjT - citcj (3.42)
and consider the quantity
AM = (2|Ajj|0), (3.43)
where 10) and 12) are the ground states with zero and two holes respectively. Should
a superconducting transition happen, A 9 ) will become the superconducting order
parameter.
From now on, we restrict i and j to be nearest-neighbor sites. Zhang's results
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states that on a bipartite lattice in the limit of zero doping A9 obey the relation
0 (3.44)
where the sum is over the nearest neighbors of the site i. On the two-dimensional
square lattice this implies the d-wave symmetry of pairing; thus we may call Eq. (3.44)
the modified d-wave relation.
Below we re-derive this result within the SU(2) slave-boson mean-field approxi-
mation. For the sake of generality, we extend our further discussion to the t-J model
on an arbitrary quasi-one-dimensional bi-partite lattice, provided it exhibits a spin
gap (the most popular examples of this type are even-leg ladders). Further, assume
that the low-temperature mean-field phase is analogous to the sF phase of the two-leg
ladder. Namely, we require that the SU(2) order parameter may be brought to the
diagonal form (by a suitable choice of gauge):
Ugy =(20 .3.45)0i -Xij
This requirement means that spinons and holons form doubly degenerate bands re-
lated by the symmetry of simultaneous time-reversal and isospin flip. In such a phase
a superconductivity may evolve by pair formation between the holons at the bottom
of the two lowest bands (of course, superconductivity is possible only when stabilized
by inter-ladder interactions, see e.g. [11]).
For simplicity, let the coupling be isotropic (t and J are the same on all links), as
it was assumed in the previous sections. At the end of this section we shall extend
the result to non-isotropic coupling.
Using our slave-boson representation, we express Aij (for nearest-neighbor i and
j) in terms of spinons and holons as
A I [(h4'V2i)(hVi41) - (h 4'ii)(h 2j) . (3.46)
At low doping, the fermionic part of the correlation function (4.2) may be replaced
by the mean-field order parameters
Xij - (flif fl + f2if2'), (3.47)
and we find
Am= (Xi (2jblib110) + X* (21btbb (3.48)
where 10) and 12) now denote the states in the holonic sector. Let bi(k) and b2 (k) be
the operators destroying holons at a wave vector k in the two lowest bands (subscripts
denote the isospin). Then the single-pair wave-function 12) has the form
12) = kIo (k)bt(k)bt(-k)10), (3.49)f27r 1 2
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where To(k) is the relative wave function of the two holons in a pair. Eq.(3.48)
becomes
~jO Jdk4
'A (k),Ai (k), (3.50)
where
Aig (k ) = (xij(0|b2(-k) )b1(k) )b bj |0) + Xi*|2 -k)1k)lii|)2 2 + j 0))-
Xij (0 b2(-k)bt10)(lbi(k)b 0) + X*(0Jb2(-k)btiJ0)(0Jbi(k)btJ0)) . (3.51)
Since bi (k) and b2 (k) are related by the time-reversal symmetry (accompanied by a
gauge transformation), (0 b2 (- k)bt 10) - (-1)2(0I bibt (k) 0), and for nearest-neighbor
sites i and j
1
Aig (k) = 1((-1)jXij(0lbij bt(k)10)(0|bi(k)bli|0)+
+(-1) X (Olblibt(k)10)(0lbi(k)btly 0))=
.1
= (-1)z(kI (-xijbtibij + xG bt3 bii)lk), (3.52)
where Ik) is a single-holon plane wave created by bI(k). The state Ik) is an eigenvector
of the free Hamiltonian proportional to the bosonic part of Eq.(3.10)
Ho = I (btxis bij + btj x'b 1i) (3.53)2 11 }
(with the sum performed over nearest-neighbor pairs of sites). Therefore
Z ij (k) (-1)'(k I[btibi), Ho]Ik) = 0, (3.54)
where the sum is over the nearest neighbors of the site i. This immediately implies
the result (3.44).
The above derivation holds also at a non-zero temperature (with ground-state
expectation values replaced by thermal averages). However, it is strictly limited to
zero doping: at finite doping Eq.(3.47) is no longer valid. A remarkable feature of
the relation (3.44) is its independence of the coupling parameters t and J.
For the two-leg ladder the modified d-wave relation (3.44) turns into
A1 = -2A 11 . (3.55)
This result agrees with the available numerical results [2, 3]. It would provide a good
test for possible numerical models on ladders with a higher number of legs.
The d-wave relation (3.44) may be easily extended to a non-isotropic coupling. In
fact, the whole slave boson mean-field theory may be re-derived for arbitrary coupling
constants tij and Jij, differing at different links. One just needs to replace t and J in
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Eqs. (3.7) - (3.10) by tij and Ji3 . The whole argument of this section may be repeated
down to Eq.(3.53) which we must now replace by the Hamiltonian
Ho = I ti (blixjbij + bi 2X*-b1). (3.56)
{ij}
Finally, this leads to the following generalization of the d-wave relation (3.44):
tij AM = 0. (3.57)
This equation implies that as the hopping on a link increases, the weight of the
superconducting order parameter on this link decreases. Of course, Eq.(3.57) may
also be derived exactly for the Hubbard model (with the site- and link-dependent U
and t) by the method of [12].
3.5 Conclusion
We presented the low-energy effective theory for charge excitations in two-leg t-J
ladder, based on the mean-field treatment of spin degrees of freedom. We found that
the SU(2) slave-boson formalism predicts bipolaronic picture of charge excitations,
as expected from earlier analytic and numerical works. While capturing well the
low-energy physics, our approximation is not reliable for spin and single-electron
excitations which have a gap of order J. In the framework of the model developed
in the paper, single-hole excitations may be constructed as holon-spinon pairs bound
by confining gauge-field interaction. The similarity of the boson-fermion spectrum in
Fig. 3-7 to the single-hole spectrum found numerically in [10] makes this possibility
very appealing. However, spin structure of the ladder was included in the lowest
mean-field order, and to restore correctly spin excitations requires a more elaborate
treatment.
We wish to thank Christopher Mudry for illuminating discussions of one-dimens-
ional systems and for many helpful remarks. We are grateful to N. Nagaosa, X.-
G. Wen, and D. H. Kim for useful discussions. This work is supported by NSF under
the MRSEC program, DMR 94-0034.
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Chapter 4
Staggered-spin contribution to
nuclear spin-lattice relaxation in
two-leg antiferromagnetic spin-1/2
ladders.
Recent NMR experiments on Cu 20 3 ladders in A 14Cu 240 41 compounds (A 14 =La6 Cas,
Sr 14 , SrliCa3 ) reveal unexpected behavior of the nuclear spin-lattice relaxation rate
1/T 1 at temperatures of order of the spin gap [1]. While both 63 (1/T 1 ) and 17(1/T 1 )
exhibit activation-type behavior at low temperature, a well-pronounced crossover is
observed in 63 Cu nuclear spin relaxation rate. There exist numerous theoretical stud-
ies of 1/T 1 in antiferromagnetic two-leg ladders [2, 3, 4, 5], but none of them predicts
a similar crossover. In this paper we argue that the observed crossover is due to the
processes with the momentum transfer q = (7r, 7r).
We describe the spin ladder by the Heisenberg Hamiltonian
H = [(J(g I)$ +L")$+ + J1 (I)gI) . (4.1)
Here n is an integer labeling the rungs of the ladder, the superscripts refer to the two
chains. J and J1 are the coupling constants. From analyzing experimental data on
magnetic susceptibility [6] and on 17 0 NMR Knight shift [1], it has been suggested
that in Cu 2O 3 ladders J1 /J d 0.5.
Both the strong-coupling (J±/J > 1) and the weak-coupling (J1 /J < 1) ap-
proaches confirm that the low-lying magnetic excitations in the ladder are spin-
1 magnons with the minimal gap at k = (7r, 7r); in the physically relevant range
J1 /J ~ 0.5, the value of the gap is known to be A ~ 0.5J 1 [7, 5, 8]. We believe
that the weak-coupling limit captures the characteristic features of the nuclear spin
relaxation. For the sake of simplicity we assume that T, J1 < J (with no assumptions
on the relative magnitudes of J1 and the temperature T). Then all excited magnons
have momenta close to the wave vector k = (7r, 7). The relaxation rate 1/T 1 is given
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by
1 2T
2 E F(q)S(q, wo) = F(q) ImX(q, wo), (4.2)
T1 q q WO
where F(q) are the appropriate coupling constants, wo is the nuclear resonance fre-
quency (wo < A, T), S(q, w) is the dynamical structure factor, and X(q, w) is the
dynamical magnetic susceptibility. We employ the system of units with h = kB =
P-B 1. Since the excited magnons have momenta close to (7, 7r), there are two major
contributions to 1/Ti: that with q ~ (0, 0) (via even-magnon-number processes) and
that with q ~ (7, ) (via odd-magnon-number processes). Accordingly, define
= 2 I dq S((q, 0), wo), (2 )S((q, r), wo) (4.3)
TI O qqO 2T1 qr
(defined this way, the quantities (1/T1)q=o and (1/T1)q=, do not have the dimension of
inverse time). Then the total relaxation rate 1/T 1 is a linear combination of (1/T) qo
and (1/T1)=,.
The coupling constants F(q) for the oxygen sites vanish at q = (7, r) [1], so
17() 
. (4.4)
T1 T1 q=O
The experiments on SrCu 2O 3 suggest that in Cu2 03 ladders the coupling constant
F(q) for the copper site is dominated by the on-site hyperfine interaction and therefore
only weakly depends on q [9]. Thus we expect that 13 (1/T 1 ) is a linear combination
of (1/Ti)q=o and (1/T)q=, with the coefficients of the same order of magnitude.
Next, the available numerical studies[4] indicate that at temperatures of order of
the spin gap the contributions (1/T1)q=o and (1/T)q=, have comparable magnitudes.
Therefore, we suggest that 63 (1/T 1 ) in the experimentally relevant temperature range
is not dominated by the q = 0 contribution, in contrast with other studies [2, 3].
A simple argument shows that the contribution (1/T1)q=, has gap 2A as opposed
to gap A for (1/T)q=o (this argument was originally proposed for spin-1 chains [10],
but it also remains valid for spin-1/2 ladders). In (1/T)q=o, the nuclear spin is relaxed
by the quasi-elastic scattering of a thermally excited magnon, which requires a gap
of A. On the other hand, (1/Ti)q=, assumes an elastic scattering with momentum
transfer near (7,7r), which means that the total number of incoming and outcoming
magnons must be odd (each magnon carries momentum close to (7,7r)). Processes
of creating and annihilating a single magnon cannot occur at zero energy because
of the gap. Therefore, the leading contribution comes from three-magnon processes:
two thermally excited magnons are converted into a single magnon carrying the total
energy of the incoming magnons (up to the NMR frequency wo), or vice versa (see
Fig. 1 below). Such processes require energy at least 2A.
On the basis of the above argument, the contribution (1/T1)q=, was usually ne-
glected. However, several recent works conclude that the effective gap in (1/T) qo is
somewhat larger than A (determined from susceptibility), either because of magnon
interaction [3] or due to the singlet excitation mode [2]. A larger gap in 1/T 1 than in
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the susceptibility is indeed reported in Cu 2O 3 ladders [11, 9]. In view of these results,
our suggestion of importance of q = w contribution to 3CU nuclear spin relaxation
rate appears more plausible.
For the rest of the paper we focus on computing (1/T)q,__ in the weak-coupling
limit J1 < J. Although we are unable to find a closed analytic form for (1/Ti)q=, in
the whole range of temperatures, we find the high- and low-temperature asymptotics
and estimate the crossover temperature.
According to the results of [8], in the weak-coupling limit, the spin-1/2 two-leg
ladder is equivalent to four massive Majorana fermions, combined into a triplet of
mass A and a singlet of mass 3A:
Hf = HA[ 1] + HA[2] +HA[H [6+ H3A[p] + Hint, (4.5)
where each Hm[ ] is a free massive Hamiltonian of a Majorana fermion ; Hint is the
four-fermion interaction arising from the marginal term in the interchain coupling [8].
It has been argued in [3] that the interaction would lead to nonperturbative effects
in (1/T) qo. However, the staggered magnetization is nonlocal in terms of fermions,
and we expect that the interaction will play a smaller role in (1/T)q=,. Following
[8], we neglect Hint. (See also Appendix B on neglecting the interaction.)
In the continuum limit, the local magnetization (c) may be split into the uniform
and staggered components:
§ ) = J1) + (-)" (). (4.6)
While J has a quadratic expression in terms of the Majorana fermions, n' is non-local
in the fermion operators. If the Majorana fermions are mapped onto non-critical
1+1-dimensional Ising models (we need four Ising models - one for each Majorana
fermion), the operator n' may be expressed in terms of order (a) and disorder (p)
parameters of the Ising models [8]. In particular,
n; = n(i) _ n(ii) OC UIo2p3O, (4-7)
where a* is the order parameter for the Ising model with gap A* = 3A; U1, U2, and
P3- order and disorder parameters of the three identical Ising models with gap A
[8]. Conventionally, we have chosen the Ising models to be in ordered state, so that
(a) : 0 at zero temperature.
The expression (4.7) would enable us to compute (1/Ti)q=, using (4.3), should we
know the non-critical Ising correlation functions at finite temperature. In a recent
work [12], the latter has been expressed as a series in number of fermionic excitations,
and we shall use their result to match the high- and low-temperature asymptotics of
the Ising correlation functions.
The proportionality coefficient in (4.7) is non-universal. To fix the relative nor-
malization of the high- and low-temperature asymptotics, define
5- = U1921L3* (4.8)
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with the order and disorder operators normalized by their short-distance asymptotics:
I
(o x)r(0)) (p(x)1 (0)) 1 , 1 X 0. (4.9)
In what follows we normalize (1/TI)q=, accordingly, in other words, in (4.3) we set
S(x, t) = (hZ;(x, t)hz(0, 0)).
In a natural way, the following three limits may be distinguished:
(i) T < A. In this low-temperature limit, (1/T) q=, has activation-type behavior
with gap 2A. The prefactor may be computed using the results of [12].
(ii) T > A. In this limit the gaps presumably play no role, and the system
is equivalent to two uncoupled chains ("quantum critical" phase). The result for
(1/T)q=, in this limit may be borrowed from [13]. Although this high temperatures
are beyond the experimental range, considering this limit is useful for determining
the degree of applicability of the approximations being made.
(iii) A < T < A*. In the ladder system this intermediate limit is never attained,
since A* = 3A. However we may formally take this limit assuming A* > A. The
validity of this approximation will be discussed further.
Below we describe in more detail the computations and the results in these three
limits.
(i) T < A. According to [12], the (non-ordered) Ising correlation functions may
be expressed as the series in the number of fermionic excitations:
1 f+oo " d#(o(t, 0)o(0, 0)) = 2 e , E ]EJ If  (d3 )3iEiE(Oi)t F(3 1 , . . . , 12n)i,.
n even U-Ei -00 i=21
(4.10)
where Ej = ±1 (i = 1,..., n) are the particle-hole indices,
fE(/3) = [1 + exp(-eE(#)/T)] 1  (4.11)
is the Fermi distribution function, #3 are the rapidities of the excitations with energies
E(#) = A cosh #.
F(01 , .. . , On)-..,En = in/2 11 (tanh * 2 (4.12)
i<j
are the corresponding formfactors [12, 14].
The same expression gives (p(t, 0)p(0, 0)), with the only difference that the sum
is taken over odd numbers of excitations n.
The zero-temperature magnetization co may be taken from the exact result on
the Ising model [15, 16]:
(o =A 1 42'1 6 -1 /4 A3  1.8437A1 1 4 , (4.13)
where A = exp[1/12 - ('(-1)] = 1.282427... is the Glaisher constant. In the Ising
model with gap 3A, o 2 = 31/4(T2
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Figure 4-1: Three-magnon processes contributing to (1/T1)q=,.
Using (4.10), we express
2 dt(5-(x, t)h-(0, 0)) (4.14)
T1 q=r f--0
as a sum of the odd-magnon-number processes with zero energy transfer. The one-
magnon process has a gap and does not contribute to (4.14). In Fig. 4-1 we show the
three types of three-magnon processes contributing to (1/T1)q=r.
In the diagrams, the arrows correspond to the particle-hole index Ej in (4.10),
the labels 1,2,3 - to the three different Majorana fermions (equivalently, to the
spin of magnons). The contribution from the diagrams shown in Fig. 4-1 must be
multiplied by two to account for the diagrams with arrows reversed. We neglect
processes including the singlet channel (with gap 3A), since they have a larger gap
4A. The processes (a) and (b) in Fig. 4-1 can be shown to have temperature depen-
dence T 2 exp(-2A/T), while the process (c) dominates at low temperatures with the
temperature dependence T exp(-2A/T). Including only the latter contribution, we
find:
(1 46*2 +00 d 1 d#2 d 3 27T6 (E(01) + E(32) - E(33)) c 2 (1 - 3= 4o aocoth2
T1qr O1 27r 27r 27 8 cosh E(f 1) cosh E(02 ) cosh E(33) 2
(4.15)
The low-T asymptotics of this expression is
1 ) 4v'_ (jg2 T) 2A
-) ~ -- - e T#. (4.16)
TI q_= 7r A
Putting in the numbers,
~ 33.54 ( e- (4.17)
(with the normalization (4.9), (1/T)q=, is dimensionless).
(ii) In the high-temperature limit T >> A*, the quantity (1/T) q= is determined
by the short-distance asymptotics of the correlation function
1
(-(W)- (0)) ~ -. (4.18)X
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In this case Sachdev's result [13] gives
(I1/T1)q=7r = 7r ~ 3.1416. (4.19)
(iii) In this limit, we replace the operator a* by its zero-temperature expectation
value, while pretending that the three remaining operators in (4.8) are massless. Then
*2
(5-_(x)i-(0)) ~ (4.20)
To handle this case, we redo the calculation of [13] for arbitrary exponent T in
(i-(x)i-(0)) ~ D (4.21)X77
The magnetic susceptibility is then given by [17]
x(w, k) = iW F ( ) (7- 4 (4.22)(2wTT) 2 -?7 F~k (r i (I !Z _ ___k
which leads to
I+00 dk 2T( ~ i) mX= Imx(w, k) = D (2-rT)7 1 . (4.23)(T1q_, wo doo 27r w F(77)
In our case (Tj = 3/4, D = or),
1F 2
1 ) * ( ) (2rT)-1/4. (4.24)T1 q=,r 
- 7
Numerically,
= I.2 
-
. (42A
The three temperature dependences (4.17), (4.19), and (4.25) are plotted in Fig. 4-
2.
The mismatch of the asymptotics (ii) and (iii) at T ~ 3A is due to the roughness
of the approximation (a-*(t)U*(0)) = o2 made in (4.20). At T ~ A*, this correlation
function decays at time scale of order T-1 (the same as the triplet-channel correlation
functions), which substantially decreases (1/T) q=,. Although for A* = 3A the limit
(iii) is never realized, it clearly indicates that at high temperature (1/Ti)q=, slowly
decreases with temperature, approaching the constant value of the asymptotics (ii).
Another qualitative consequence of our discussion is the crossover from increasing
activation behavior of asymptotics (i) to slowly decreasing high-temperature asymp-
totics (iii)-(ii). The crossover occurs at T ~ A, in spite of the gap 2A of the low-
temperature asymptotics. This agrees with the experimental results of T. Imai et al.,
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Figure 4-2: The three limiting asymptotics of the temperature dependence of
(1/Ti)q,. Dashed line is the qualitative interpolation of the actual temperature
dependence.
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who observed a sharp crossover in 63(1/T 1 ) at T ~ 425K in the undoped compound
La 6 CasCu 24 0 41 [1]. Moreover, the form of the temperature dependence of 63(1/T 1 )
in the hole-doped compounds Sr 14Cu 2 40 41 and Srj1Ca 3Cu 2 4O 41 appear qualitatively
very close to the proposed form of (1/T)q=, (including a slowly-decreasing high-T
behavior). We may speculate that this can possibly be explained by a different hy-
perfine coupling of the 63Cu spin in these compounds making (1/T) q=, contribution
dominate in 13 (1/T 1 ). On the other hand, hole doping may modify the tempera-
ture dependence of (1/T) q=,, which deserves further theoretical study. (See also the
discussion of the weakly doped case in Appendix A.)
It is worth mentioning that our interpolation of (1/T,) q=, (dashed line in Fig. 4-2)
is higher than the asymptotics (i) at low temperature. This comes from the fact that
all terms in the low-temperature expansion (4.10) are positive, and including only the
leading term underestimates (1/T,) q=, at low temperatures. This observation ensures
that the crossover from (i) to (iii)-(ii) is sufficiently sharp.
To experimentally separate (l/T1)q=, and (1/T)q=o contributions in the total
spin-lattice relaxation rate 63 (1/T 1 ), one can use the fact that q = -F contribution
does not have a singular dependence on the external field. While (1/T) qo singularly
diverges at low magnetic fields (as log H in the free-magnon model [5] or as H-1/2 in
the spin-diffusion model [3, 18]), (1/T)q=, only weakly depends on the magnitude of
the magnetic field.
We hope that further experimental and numerical works will provide a better
understanding of the crossover in (1/T)q=, discussed in this paper.
We would like to thank T. Imai for sharing the experimental data prior to publi-
cation, A. M. Tsvelik for drawing our attention to ref. [12], and D. H. Kim for many
helpful discussions.
This research was supported by the MRSEC program of NSF under award number
DMR 94-00334.
P.S. After the publication of this work, we have learned about the preprint of
Naef and Wang, whose numerical computations by DMRG method agree with our
analytic weak-coupling predictions [19].
4.1 Appendix A. Case of weakly doped ladders
In this appendix we argue that, at small doping, the temperature dependence of 1/T 1
is qualitatively similar to that in the undoped ladder (except for the renormalization
of the spin gap A).
The spin gap persists at low doping, and the spin-gap behavior of (1/T 1 ), will
remain similar to the undoped case, with a smaller gap. The pre-exponential factor
in eq. 4.17 may also change.
In the scaling regimes T > A one may expect the change of the conformal dimen-
sion of the staggered-spin operator n- due to charge degrees of freedom. However,
at low doping, the "holons" reside near the bottom of their band, and linearizing
the dispersion of charge degrees of freedom near the "Fermi points" would be a bad
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approximation. The finite doping will affect only the long-range part of the correla-
tion function (nyn;), at distances exceeding the average inter-hole distance 1/x (x
is the hole concentration) [20]. In the temporal correlation function, the holes affect
time scales larger than (1/x)v; 1, where v, is the velocity of charge excitations. It
may be estimated as v. = Cxt, where C is a numerical coefficient (in one-dimensional
Hubbard model at U - o, C = 2-r [20], but in the ladder it may be different), t is
the hopping parameter of the t - J model. At a finite temperature T, holes affect the
scaling behavior if (1/x)v;f < T- 1 or, equivalently,
T < Cx2 t. (4.26)
Therefore, for small doping, if the inequality
X < (4.27)
Czt
is satisfied, the high-temperature behavior of 1/T 1 is not affected. In application to
the experiments of Imai et al. [1], this inequality is definitely satisfied for Sr 14Cu 240 41
with x ~ 0.06 and possibly for Sr 1 1 Ca 3Cu 2 4 0 4 1 with x~ 0.12.
4.2 Appendix B. On the validity of neglecting
magnon interaction in computing 1/T1
As found by Damle and Sachdev [3], the four-magnon interaction arising from the
marginal interchain term in the Hamiltonian (4.1) leads to a non-perturbative renor-
malization of the scattering matrix at low momenta (and further to the diffusive spin
dynamics). In view of this result, our neglecting interaction of magnons may appear
questionable. However, a simple argument will show that the staggered component
of the spin is not subject to these non-perturbative effects.
The outline of this appendix is as follows. We use the mapping of the Hamil-
tonian onto the sine-Gordon model with the cosine dimension slightly shifted (by
interaction) from the free-fermion point. The magnons are represented by solitons
and antisolitons. We observe that the exact scattering matrix for the sine-Gordon
model reproduces Damle and Sachdev's result. Finally, we notice that the staggered-
spin field has identical commutation relations with a soliton and with an antisoliton
and, therefore, "hard-core" scattering of solitons at low momenta has no effect on the
correlations of staggered spin.
Consider the "x-y part" of the ladder Hamiltonian (containing only the magnons
1 and p2). It is convenient to combine the two Majorana fermions into one complex
fermionic field T, then the Hamiltonian reads as [8]:
H = HO + Hi, (4.28)
where
H Z = -2VS(J na0R - ' L0,14) - 'A('14R 'L - 'LXR 429)
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is the free massive Hamiltonian,
Hint = _ f( It j + qjL 1,L 2 (-02 R L
is the interaction term with g = JaO (ao is the lattice constant). Now we bosonize
the Hamiltonian, and the density-density term Hint becomes quadratic in the bosonic
field p:
Hint = 9 (Vy) 2 . (4.31)47
By appropriate rescaling the field p, this term may be incorporated in the kinetic
energy, and we arrive to the sine-Gordon Hamiltonian
H = Vs (r2 + (Vg)2) -A cos(p3 ), (4.32)
2 7ao
where the dimension of the cosine term is (to lowest order in g) [8]
- 32 gD 4 2 .v (4.33)
It is shifted from the free-fermion point D = 1 by interaction. Denote
E = 2(1 - D) g _ . (4.34)
Although, by assumption, this parameter is small, it nonperturbatively modifies the
scattering matrix at very low momenta [3].
The magnons '1 and 2 (or rather i and IF) correspond to solitons and antisolitons
in the sine-Gordon model. The soliton-antisoliton S-matrix is known exactly [21,
22]. The scattering results in either transmission (with a possible phase shift) or in
the hard-core reflection (the soliton and the antisoliton exchange their momenta).
Respectively, the scattering matrix consists of the two components, t and r. In the
low-momentum limit, they are given by
t = o (4.35)
S+ io'
r = (4.36)
& + io'
where 0 is the difference of the rapidities of the soliton and the antisoliton, 0 = 01 -02.
When the momenta ki are small, 62 ~ vki/A. We see that the exact sine-Gordon
result reproduces the scattering matrix obtained by Damle and Sachdev, including
the numerical prefactor in the small parameter e.
Here we want to make two brief remarks about the result (4.35), (4.36). First, in
the sigma-model approach discussed in Damle and Sachdev's work [3] the scattering
matrix is given by (4.35), (4.36) with E = 2r. This has a natural explanation as a
classical limit of the sine-Gordon model (E = 27 corresponds to D = 0). Second, the
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pole in the S-matrix at 0 i gives the soliton-antisoliton bound state (breather). In
the original ladder problem, such breathers correspond to the lowest triplet magnetic
excitations at momenta near (0,0).
Let us now consider the staggered-spin operators projected onto the 1- 2 subsys-
tem. In the bosonized form, they are given by [8]
nz cx cos(v'Wp), (4.37)
ni± oc e . (4.38)
In turn, the soliton and the antisoliton are constructed from the fermionic operators
'FR,L OC C i V/7rW ,-- (.9
Apt eiv/7'z\/VWO. (4.40)RNL OC C~irf
The actual soliton (antisoliton) operator is a linear combination of TR and "EL (T'X
and tL) mixed by the mass term (up to perturbative in g corrections). The dual
angles o and 0 obey the commutation relation
[O(x), 0(y)] = i0(x - y), (4.41)
where e is the step function: 0(x > 0) = 1, O(x < 0) = 0 (with this definition, the
right- and left-movers (4.39), (4.40) correctly anticommute).
Then it is straightforward to show that
nz~)4(t) (y) - (_1)e(x-)(t) (Y)nz(X), (4.42)
n±(X),F(t)(y) =(_1)E)(y-x)qf(t) (y)n±(x). (4.43)
in other words, the operator product of the staggered spin and a magnon has a branch
cut in either positive or negative direction. The key feature of the commutation
relations (4.42), (4.43) is that they are identical for the solitons (T) and for the
antisolitons (,Ft) [23].
This formal derivation has a simple quasiclassical interpretation. nz reaches a non-
zero value at the minima of the sine-Gordon potential. Each soliton or antisoliton
shifts V/7?o by r, and nz changes sign regardless of whether \/7r9 is shifted in positive
or negative direction. This argument is identical to that of Sachdev and Young for
the Ising chain in a transverse magnetic field [24]. The quasiclassical treatment of
that work may be used to compute the correlation functions of nr at low temperature
(in a dilute gas of solitons).
The insensitivity of the staggered spin to the sign of the soliton contrasts the
situation with the uniform component of the spin. The uniform z-component of the
spin is in the bosonic language Jz = Vy/fr which is obviously sensitive to the sign of
the soliton. One can verify from commuting T(t) with Jz that the soliton (antisoliton)
carries spin 1 (-1 respectively).
At low temperature, the gas of solitons is dilute, and in a semiclassical computa-
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tion of the correlations of the staggered spin, both solitons and antisolitons may be
replaced by a single species of particles (again, up to perturbative in g corrections)
obeying the commutation relations (4.42), (4.43). This is possible, because in any
event of the soliton-antisoliton scattering, the resulting particles have again the same
momenta as the original ones; in other words, if we do not distinguish the sign of
solitons, we may treat them as free particles. This is equivalent to neglecting the
magnon interactions. We conclude, therefore, that our neglecting interactions leads
only to perturbative in g corrections. In particular, the spin gap observed in (1/T)q=,
equals 2A (plus perturbative in g corrections) as in the noninteracting model.
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