We exploit the quantum coherence between pair-produced D 0 andD 0 in ψ(3770) decays to make a first determination of the relative strong phase differences between
I. INTRODUCTION
A central goal of flavor physics is the determination of all elements of the CKM matrix [1] , magnitudes and phases. Of the three angles of the b − d CKM triangle, denoted α, β, and γ by some, φ 2 , φ 1 , and φ 3 by others, the least-well determined is γ/φ 3 , the phase of V ub relative to V cb . It is of great interest to determine γ/φ 3 using the decay B ± → K ±D0 , since in this mode, the γ/φ 3 value obtained is expected to be insensitive to new physics effects in B decays. Here,D 0 is either D 0 orD 0 , and both decay to the same final state, and so their amplitudes add. Sensitivity to the angle γ/φ 3 comes from the interference between two Cabibbo-suppressed diagrams: b → cūs, giving rise to B − → K − D 0 , and the color and CKM suppressed process b → ucs, giving rise to B − → K −D0 . One of the most promisingD 0 decays for measuring γ/φ 3 using this method isD 0 → K 0 S π + π − , because it is Cabibbo favored (CF) for both D 0 andD 0 decays, thus providing large event yields. To make use of this decay, however, the interference effects between
need to be understood. These interference effects can be understood and measured using CLEO-c data.
We first write the amplitude for the B ± decay as follows:
iθ ± fD(x, y).
Here, x ≡ m S π + π − at (x, y), r B is the ratio of the suppressed to favored amplitudes, and θ ± ≡ δ B ± γ, where δ B is the strong phase shift between the color-favored and color-suppressed amplitudes. Ignoring the second-order effects of charm mixing and CP violation [2, 3] , we have fD(x, y) = f D (y, x), and Eq. 1 can then be rewritten as:
The square of the amplitude clearly depends on the phase difference ∆δ D ≡ δ D (x, y) − δ D (y, x), where δ D (x, y) is the phase of f D (x, y). Thus, for the determination of γ/φ 3 , one must know ∆δ D (x, y). Previous analyses extracted ∆δ D (x, y) by fitting a flavor-tagged D 0 → K 0 S π + π − Dalitz plot to a model for D 0 decay involving various 2-body intermediate states [4] [5] [6] . Such an approach introduces a 7
• ∼ 9
• model uncertainty in the value of γ/φ 3 , 1 which would be a limiting uncertainty for LHCb [7] and future B-factory experiments.
In the analysis presented here, we employ a model-independent approach to obtain ∆δ D (x, y) as suggested by Giri et al. 
II. FORMALISM
Giri et al. proposed [2] a model-independent procedure for obtaining ∆δ D (x, y), as follows. The Dalitz plot is divided into 2N bins, symmetrically about the line x = y. The bins are indexed from −i to i, excluding zero. The coordinate exchange x ↔ y thus corresponds to the exchange of bins i ↔ −i. The number of events in the i-th bin of a flavor-tagged K 0 S π + π − Dalitz plot from a D 0 decay is then expressed as:
where A D is a normalization factor. The interference between the D 0 andD 0 amplitudes is parameterized by two quantities
and
where the integral is performed over a single bin. The parameters c i and s i are the amplitudeweighted averages of cos ∆δ D and sin ∆δ D over each Dalitz-plot bin. It is important to note that c i and s i depend only on the D 0 decay, not the B decay, and therefore these quantities can be measured using CLEO-c data. In principle they could be left as free parameters in ã [8] that increased sensitivity is obtained if the bins are chosen to minimize the variation in ∆δ D over each bin. Thus, we divide the Dalitz phase space into N bins of equal size with respect to ∆δ D as predicted by the BaBar isobar model [4] . In the half of the Dalitz plot m
, the i th bin is defined by the condition
The −i th bin is defined symmetrically in the lower portion of the Dalitz plot. Such a binning with N = 8 is shown in Fig. 1 . One might suspect that because we are using a model to determine our bins, we are not free of model dependence. In fact any binning is correct in that it will give a correct, unbiased answer for γ/φ 3 , at the cost of larger uncertainties compared to an optimal binning with respect to ∆δ D .
We now describe how CLEO-c data can be used to determine c i and s i . The event yields in the i th bin of both flavor-tagged and CP-taggedD 0 → K 0 S π + π − Dalitz plot are required. Because the ψ(3770) has C = −1, the CP of theD 0 → K 0 S π + π − decay can be determined by reconstructing the companionD 0 in a CP eigenstate. With a CP-taggedD
decay, the amplitude is given by:
for CP-even and CP-odd states of aD
Since the event rate is proportional to the square of this amplitude, the number of events in the i th bin of a CP-tagged Dalitz plot is then:
where h CP ± = S ± /2S f is a normalization factor that depends on the number, S f , of single flavor-tagged signal decays, and the number, S ± , of single CP-tagged signal decays. Thus, access to c i is enabled by measuring the number of events,
Dalitz plot, and the number of events, K i , in a flavor-tagged K 0 S π + π − Dalitz plot. Unfortunately, as evident from Eq. 4, the sign of ∆δ D is undetermined in each of the i bins. However, sensitivity to both c i and s i can be obtained by analyzing
The primed and unprimed Dalitz-plot coordinates correspond to the Dalitz-plot variables of the twoD
Defining M ij as the event rate in the i th bin of the first and the j th bin of the secondD 0 → K 0 S π + π − Dalitz plots, respectively, we have:
Here, h corr = N DD /2S 2 f , where N DD is the number of DD pairs, and as before S f is the number of flavor-tagged signal decays. Equation 10 then relates the product (c i c j + s i s j ) to the measured yields of events in the flavor-taggedD
The sensitivity to this product leads to a four-fold ambiguity: change of sign of all c i or all s i . In combination with the CP-tagged analysis though, where the sign of c i is determined, this reduces to a two-fold ambiguity. One of the two solutions can be chosen based on a weak model assumption [4] . 
for CP vs. 
We can see this by inspecting the D 0 decay amplitude for each Dalitz plot
The effect of this relative minus sign is to introduce a 180 
model, we multiply all DCSD amplitudes by −1 and multiply each CP eigenstate amplitude by (1 − 2re iδ ), with r = tan 2 θ C and δ = 0 • fixed for every resonance (here θ C is the Cabibbo angle). We then determine central values for the corrections, ∆c i ≡ c [4] . We ascribe uncertainty to both the choice of r and δ, as well as the usage of the BaBar model to determine the uncertainties on ∆c i and ∆s i . The former are estimated by varying the phase δ between 0 and 2π, and r by ±50%. For the latter, we estimate ∆c i and ∆s i using the Belle [6] and CLEO [9] 
− isobar model fits, and take the largest resulting deviation from the value found with the BaBar model as a model-dependent systematic uncertainty. The total systematic uncertainties in the corrections are the quadrature sum of these two uncertainties. The central values and uncertainties on ∆c i and ∆s i are shown in Table I .
III. EVENT SELECTION
We analyze 818 pb −1 of e + e − collision data produced by the Cornell Electron Storage Ring (CESR) at E cm = 3.77 GeV and collected with the CLEO-c detector. The CLEO-c detector is a general purpose solenoidal detector which includes a tracking system for measuring momentum and specific ionization (dE/dx) of charged particles, a Ring Imaging Cherenkov detector (RICH) to aid in particle identification, and a CsI calorimeter for detection of electromagnetic showers. The CLEO-c detector is described in detail elsewhere [10] .
Standard CLEO-c selection criteria for π ± , K ± , π 0 , and K 0 S candidates are used, and are described in Ref. [11] . To distinguish electrons from hadrons, we use a multivariate discriminant [12] that combines information from the ratio of the energy deposited in the calorimeter to the measured track momentum (E/p), ionization energy loss in the tracking chamber (dE/dx), and the ring-imaging Cherenkov counter (RICH). For K 0 S decays, we select candidates with |M(
MeV/c 2 , and require the decay vertex to be separated from the interaction region with a significance greater than two standard deviations (except for
2 . We form ω → π + π − π 0 candidates and require their mass to be within 20 MeV of the nomimal ω mass [13] .
In this analysis, we reconstruct D 0 mesons in several flavor-tagged modes, CP-tagged modes, and in K 0 S π + π − . From these selected events, we also reconstruct the companion D 0 from the ψ(3770) decay in either
The single tags yields enter our analysis through the S f and S ± factors, whereas the double-tags provide the K i , M i and M ij yields across their respective Dalitz plots. The double-tagged events we consider are shown in Table II (all the notations include charge conjugate if not otherwise specified.). We thus consider flavor tags: 
− sample is determined by evaluating the phase difference for each data point according to the BaBar isobar model. The contribution of each isobar to the total amplitude is evaluated as a function of all three invariant mass-squared combinations computed directly from the fourmomentum of theD daughters as described in Ref. [14] . The phase difference is well defined beyond and continues smoothly across the kinematically allowed Dalitz-plot boundary as shown in Fig. 2 . A small number of candidate events (∼1-3% depending on tag and signal mode) included in this analysis are reconstructed outside the kinematically allowed region due to finite detector resolution. 
The ψ(3770) resonance is below threshold for DDπ production, and so the events of interest, [16] .
For events with a K − π + , K + K − , and π + π − single-tag (ST) that have no additional charged particles, we apply additional selection requirements to suppress cosmic ray muons and Bhabha events. We do not allow tracks identified as electrons or muons to be used in the tag. We demand evidence of the other D by requiring at least one electromagnetic shower in the calorimeter above 50 MeV not associated with the tracks of the tag, where a single minimum ionizing particle deposits the equivalent of 200 MeV. For K + K − ST candidates, additional geometric requirements are needed to remove doubly radiative Bhabha events followed by pair conversion of a radiated photon. We accept only one candidate per mode per event; when multiple candidates are present, we choose the one with smallest |∆E|.
The resulting M BC distributions are shown in Fig. 3 . Each distribution is fit to a signal shape derived from simulated signal events and to a background ARGUS [17] threshold function. The ST yield is given by the area in the signal peak in the mass region from 1.86 < M BC < 1.87 GeV. 
B. Double tags with
− sample plays a key role in extracting s i values, we drop the requirement on the flight distance significance for K 0 S candidates to increase the statistics. We find 421
candidates which include about 9% background. We increase the yield by about 15% (additional 54 candidates, ∼15% background) by reconstructing the K
is not reconstructed. The presence of the π ± is inferred from the missing four-momentum calculated from the well known initial state and the reconstructed particles. distribution for D 0 → K − e + ν candidates is shown in Fig. 4 . The points with error bars are data and the shaded histogram represents a simulation of the background, which is less than 1% in the signal region, |U| < 50 MeV. making requirements on the energy of showers in the calorimeter that are not associated with the decay products of the K 0 S π + π − or the π 0 . We compute the angle, θ, between each unassigned shower and the direction of the missing momentum. For cos θ < 0.9, we require the energy of showers, E shower < 100 MeV for any single shower. If 0.9 < cos θ < 0.98, we require E shower < 100 + 250 × (cos θ − 0.9) MeV. The M 
F. Yields in Data
The ST yields for the tag modes and DT yields for K 0 S/L π + π − versus different tags are shown in Table III . To determine the
ST yields we use the integrated luminosity, measured D 0D0 cross-sections [11] and measured branching fractions [18, 19] . Combining all modes of the same CP, we show in Fig. 7 the Dalitz-plot distribution of CP-even and CP-odd taggedD Figure 8 shows the corresponding distributions for CP-taggedD
The signal-to-background ratios in our K 0 S/L π + π − DT samples range from 10 to better than 100, depending on tag mode. The tag side ∆E, K 0 S and ω sidebands are used for combinatorial and non-resonant background subtraction. On the signal side, the background level is 1.9% for K 0 S π + π − after applying the K 0 S flight significance requirement. This part of the background is considered as a systematic error. The background-to-signal ratio for the K 0 L π + π − signal side is about 5%, of which about 2% is a peaking background from
We estimate this peaking background yield using K 0 S π + π − data and a misidentification rate determined from a quantum-correlated Monte Carlo simulation. The combinatorial background contribution is estimated using the M 2 miss sidebands. The expected yields from these two background sources are subtracted from the observed signal yields to obtain background-corrected yields.
For the
S flight significance requirement was applied, resulting in a background-to-signal ratio of ∼9%. About 7% (of 9%) of this background comes fromD
This background is subtracted using a Monte Carlo simulation of this decay, where the π + π − π + π − Dalitz-plot structure is taken 
from the FOCUS experiment [20] . The impact of the remaining ∼1.9% of background on our nominal fit results is small and included in the systematic uncertainties. The reconstruction efficiency is defined as the ratio of reconstructed events to generated events in each bin. The reconstruction efficiencies are calculated from large Monte Carlo samples generated according to the amplitude description of Eqs. 7 and 9 for different tag modes. Dividing the observed yields in each δ D bin by this efficiency, we obtain the efficiency-corrected yields, M ± i and M ij .
IV. EXTRACTION OF c i AND s i
We determine the coefficients c i , s i by minimizing the negative log-likelihood function
where
is calculated according Eqs. 8 and 11, and M ij is calculated according Eqs. 10 and 12, and P (M, M ) is the Poisson probability to get M events given the expected number, M . In our nominal fit, a χ 2 penalty term Table I .) This constraint has little impact on c i but is important for s i and will be relaxed and tightened as a systematic variation.
From Monte Carlo studies, we found that DCSD decays in flavor tag modes ( i and s the latter, we estimate the biases and adjust the K
i values using the correction factor:
Here r = |A(
| and δ Kπ are the ratio of amplitudes of the DCSD to CF decay and the relative strong phase, respectively. The amplitude ratio squared, r 2 = (3.44 ± 0.01 ± 0.09) × 10 −3 and δ Kπ = (22 ± 16.3)
• are taken from Ref. [16] . This correction factor is estimated in each of our eight Dalitz-plot bins using the BaBar D 0 → K 0 S π + π − Dalitz-plot fit amplitude [4] . The model dependence of this correction is negligible. Uncertainties on these corrections due to the uncertainty on δ Kπ are small and are included in our systematic uncertainties.
The fitting procedure was tested using a simulated C-odd D 0D0 Monte Carlo sample where we performed 100 toy K were consistent with zero and one, respectively, indicating no bias and proper estimation of statistical uncertainties.
To enable the separation of the statistical uncertainty on c i and s i from the systematic uncertainty on ∆c i and ∆s i we perform a likelihood fit to (c i , s i ) with the values of (c [4] to resolve the two-fold ambiguity discussed in Section II. Table VI and  Table VII summarize the main contributions of the systematic uncertainties for c i and s i , respectively. Table VIII and Table IX summarize In the global fit, the fitter does not take the statistical uncertainties associated with flavor tagged samples into account. We estimate this part of the uncertainties by varying the input variables (K ( ′ ) i ) one by one according to their statistical uncertainties, and by making new fits. At the end, we take the quadratic sum of all the variations as the systematic error.
Since our Dalitz-plot binning results in bins with unusual shapes and in some cases very narrow regions (see Fig. 1 ), the migration of events from one bin to another bin may bias our result. The position of an event in the Dalitz plot depends on its momentum determination. The systematic error associated with momentum resolution is studied by smearing the momentum of a fully simulated Monte Carlo 200 times, according to the CLEO detector momentum resolution. The distributions of the results for (c i , s i ) and (c this condition Eq. 8, Eq. 10, Eq. 11, and Eq. 12 have the same dependence on efficiency. To account for a small non-uniformity, we generate a large number of toy experiments where we randomly distribute the efficiency of each bin according to a Gaussian distribution (width is taken as 0.02) and repeat this process for many times. The widths of the resulting distributions for (c i , s i ) and (c Table VI -Table IX . The systematic uncertainties due to the estimation of the tag side background are studied mode by mode, and the quadratic sum is given in Table VI -Table IX. Though we used ∆E and M(π + π − ) mass sidebands for the tag side backgrounds subtraction, we did not apply any background subtraction for K 0 S π + π − signal side, which is believed to be small since we require the decay vertex of K 0 S to be separated from the interaction region with a significance greater than two standard deviations. The background level in the signal region is estimated from M(π + π − ) sidebands. We found there is about a 1.9% background in the signal region. The systematic uncertainties due to this part of the background are estimated using Quantum Correlated Monte Carlo samples. We estimate the background contributions from Quantum Correlated Monte Carlo samples, then make a new fit with the background subtracted. The differences of the results between the nominal fit and the new fit are taken as the systematic uncertainties.
The systematic uncertainties due to the K 0 L π + π − background shape are considered by repeating the fit assuming the background across the Dalitz plot is uniform. The uncertainties due to the estimation of the background level are negligible. The systematic uncertainties due to flavor-tagged, CP-even tagged, CP-odd tagged, and
− samples are considered separately and summed in quadrature in Table VI -Table IX .
It is possible to select a wrong combination when there are multiple signal candidates in an event, especially for K
since there are many pions with similar momenta. The systematic uncertainties are studied by applying correction matrices to the yield matrices M ij . The corrections are typically 2% (5%) for the K 
− samples are also negligible. For other samples, there are 1∼2% contributions depending on the tag mode. A systematic study is performed by assuming the background is uniformly distributed over the Dalitz plot.
For the DCSD effect, we made corrections to
− yields in Section IV by using results from Ref. [16] . The systematic uncertainties due to r is negligible since it is precisely measured. The systematic uncertainties due to the strong phase δ are studied by varying it according to its error. For K − π + π 0 , and K − π + π + π − tag modes, there are no relative strong phase measurements, so we consider four cases, δ = (0
• ), and take the maximum variations among the four cases as the systematic uncertainty.
The total systematic uncertainties on (c i , s i ) and (c Tables VI  -Table IX. In the global fit, ∆c i and ∆s i are constrained using a χ 2 term. The errors on ∆c i and ∆s i are determined by comparing BaBar, Belle, and CLEO II D 0 → K 0 S π + π − Dalitz-plot fit results. The constraint on c and c ′ can be removed with little impact on the result. The constraint on s and s ′ can be relaxed to a factor of 4, but cannot be removed entirely, otherwise, the fit does not converge. To assess our sensitivity to this constraint we consider the following 1) we relax the constraint by a factor of 2, i.e. increase the errors by a factor of 2 and re-fit the data. 2) we fix ∆c i and ∆s i and re-fit the data (see Table IV ). The maximum difference for each (c i , s i ) and (c ′ i , s ′ i ) between these fits and the nominal fit is interpreted as the systematic uncertainty. An alternate assessment of this systematic uncertainty is the difference in quadrature of the errors reported for the "fixed" and "constrained" fits reported in Table IV . The quadrature average of these two methods is reported as the third error on (c i ,s i ) and (c Table X and Table XI , respectively. Fig. 9 . We find good agreement between the data and the results obtained using the BaBar model, modified to account for the difference between Table X and Table XI , respectively. The statistical uncertainties dominate for c i and s i . The systematic uncertainty due to ∆c i and ∆s i which relate the strong phase difference of
VII. FINAL RESULTS AND IMPACT ON
− is comparable to − but does not dominate − all other contributions to the total systematic uncertainty.
To see the impact of our results on the γ/φ 3 measurement, we generate toy Monte Carlo B ± →D 0 K ± samples with γ/φ 3 = 60
• , δ B = 130
• and r B = 0.1. The B ± →D 0 K ± sample is large enough so that the statistical uncertainty associated with B decays is negligible. We assume the reconstruction efficiency is 100% and that no background is present. We fit for γ/φ 3 , δ B , and r B 10,000 times by sampling c i and s i according to their uncertainties and correlations. We find the width of the resulting γ/φ 3 distribution, shown in Fig. 10 , is about 1.7
• . However, a small bias of 0.5
• is observed, which is believed to be caused by the unphysical c i and s i pairs (617 out of 8000) with c
Comparing with a model uncertainty of 7
• for BaBar [5] and 9
• for Belle [6] , great improvement on the γ/φ 3 measurement can be achieved by using a model-independent approach incorprating CLEO-c's results on the strong phase parameters c i and s i presented in this article. This will be realized at LHCb where using 10 fb −1 of data a statistical error on γ/φ 3 of 5.5
• is anticipated [7] . The weight of B →DK,D → K 0 S π + π − in the combination of tree-level γ measurements at LHCb, which is predicted to have sensitivity of 1
• − 2 • [21] , depends upon the CLEO-c's results on the strong phase parameters c i and s i presented in this article.
Sensitivity to New Physics is obtained through the comparison of γ/φ 3 measured directly in tree-level processes and indirect determinations of γ/φ 3 . One indirect determination, γ/φ 3 = (67 +5 −4 )
• , arises from the intersection of the B (s) mixing and sin 2β contours in the (ρ, η) plane [22] . The uncertainty is dominated by the LQCD calculations for mixing [23] and are expected to improve. Another determination of γ/φ 3 follows from the unitarity constraint γ = 180
• − α − β = (70 +6 −5 )
• . Here the uncertainty is dominated by the determination of α/φ 1 = (88 +6 −5 )
• from B → ππ, ρπ, ρρ [22] . 
VIII. SUMMARY
In summary, using 818 pb −1 of e + e − collisions produced at the ψ(3770), we make a first determination of the strong phase parameters, c i and s i , in Table X . From a toy Monte Carlo study with a large sample of B ± →D 0 K ± data generated with γ/φ 3 = 60
• and r B = 0.1, we find that the decay model uncertainty on γ/φ 3 is reduced to about 1.7
• due to these new measurements. As a result, the precision of the γ/φ 3 measurement using B + →D 0 K + decays will not be limited by the strong interference effects in thẽ
The improved precision in the direct determination of γ/φ 3 enabled by this measurement of the strong phase parameters c i and s i enhances sensitivity to New Physics through the comparison with indirect determinations of γ/φ 3 .
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