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Re´sume´
Cet article s’inte´resse a` la mode´lisation des exigences et a` l’expression de leur com-
patibilite´ avec une re´glementation et des contraintes du domaine. Nous nous plac¸ons
dans le cas ou` les exigences sont ordonne´es selon un ordre de priorite´. Le proble`me
est alors de de´terminer, parmi les exigences ordonne´es de l’agent, les plus pre´fe´re´es
qui sont compatibles avec la re´glementation et avec les contraintes du domaine. Pour
cela, nous proposons de mode´liser les exigences, les re´glementations et les contraintes
dans un cadre formel unique, une logique de pre´fe´rences conditionnelles. Le choix d’un
formalisme unique nous permet de donner une caracte´risation simple des meilleures
exigences compatibles avec la re´glementation et les contraintes.
mot-cle´s : logiques modales, cohe´rence, logique de´ontique, repre´sentation de
pre´fe´rences.
1 Introduction
Dans le contexte de la conception et fabrication d’un syste`me, qu’il soit
logiciel ou mate´riel, les exigences expriment des proprie´te´s qu’un agent attend
de ce syste`me [FGH+94], [HN98]. De`s l’expression des exigences, il convient
de prendre en compte les re´glementations en vigueur, qui e´noncent ce qui est
permis, interdit ou obligatoire relativement au syste`me a` construire. Il convient
e´galement de prendre en compte les contraintes du domaine qui expriment les
contraintes physiques, les lois du domaine et qui refle`tent ce qui est possible
dans ce domaine. En effet, avant de lancer la conception puis la fabrication du
syste`me, il faut s’assurer que les proprie´te´s exprime´es par les exigences e´mises
a` son sujet ne caracte´risent pas un syste`me qu’il sera impossible de construire
ou bien un syste`me qui violera une re´glementation. C’est cette caracte´ristique
des exigences que nous appelons ici compatibilite´ vis a` vis des re´glementations
et des contraintes.
Pour plus de ge´ne´ralite´, nous supposons qu’un agent peut ordonner en fonc-
tion de leur priorite´ les exigences qu’il e´met.
Bien que dans un contexte re´el, les exigences sont e´mises en ge´ne´ral par plu-
sieurs agents, cet article ne conside`re qu’un unique agent e´metteur d’exigences,
et ce pour respecter la taille requise des articles.
Dans ce travail, nous montrons comment l’utilisation d’un unique forma-
lisme (la logique de pre´fe´rences conditionelles de Boutilier [Bou94b]) pour
mode´liser les exigences d’un agent, les re´glementations et les contraintes du do-
maine permet de de´finir la compatibilite´ des exigences au regard des contraintes
et des re´glementations, et aussi de de´terminer les exigences pre´fe´re´es compa-
tibles avec ces contraintes et ces re´glementations.
Cet article est organise´ comme suit. Dans la section 2, nous de´crivons rapi-
dement la logique de pre´fe´rences conditionnelles. L’utilisation de cette logique
pour mode´liser les exigences, les re´glementations et les contraintes du domaine
est de´crite dans les sections 3, 4 et 5. Le proble`me de la compatibilite´ des
exigences vis a` vis des re´glementations et des contraintes est formalise´ dans
la section 6. Un exemple est traite´ dans la section 7. La section 8 conclut cet
article.
2 Rappel : la logique CO
La logique CO est une logique de pre´fe´rences conditionnelles de´veloppe´e par
Craig Boutilier [Bou94b, Bou94a].
2.1 Se´mantique de CO
Boutilier conside`re un langage propositionnel bimodal LB constitue´ d’un
langage propositionnel classique PROP muni des connecteurs ¬ , ∨, ∧ et →
et de deux ope´rateurs modaux  et
←
.
La se´mantique de CO est caracte´rise´e par des mode`les de Kripke 〈W,≤, val〉
ou` :
– W est un ensemble de mondes possibles ;
– ≤ est un pre´ordre total sur W : c’est donc une relation sur W 2 qui est
re´flexive et transitive. Si w et w′ sont deux mondes de W , alors w ≤ w′
signifie que w est au moins autant pre´fe´re´ que w′ ;
– val est une fonction de valuation sur W 1. On notera classiquement ||ϕ|| =
val(ϕ) (cf. [Che80]).
De´finition 1 Soit M = 〈W,≤, val〉 un CO-mode`le et w ∈ W . La valeur de
ve´rite´ d’une formule ϕ de LB dans w par rapport a` M est de´finie par :
– M |=w ϕ ssi w ∈ val(ϕ) pour ϕ formule bien forme´e de PROP ;
– M |=w ¬ϕ ssi M 	|=w ϕ ;
– M |=w ϕ ∨ ψ ssi M |=w ϕ ou M |=w ψ ;
– M |=w ϕ ssi ∀w′ ∈W tel que w′ ≤ w alors M |=w′ ϕ ;
– M |=w← ϕ ssi ∀w′ ∈W tel que w′ 	≤ w alors M |=w′ ϕ.
1I.e. val : PROP → 2W et val ve´rifie val(¬ϕ) =W − val(ϕ) et val(ϕ1 ∧ ϕ2) = val(ϕ1) ∩
val(ϕ2).
ϕ est vraie dans w signifie « ϕ est vraie dans tous les mondes au moins
autant pre´fe´re´s que w ».
←
 ϕ est vraie dans w ssi ϕ est vraie dans tous les
mondes moins pre´fe´re´s que w. Comme d’habitude, les ope´rateurs duaux  et
←
 sont de´finis par : ϕ ≡ ¬¬ϕ et ← ϕ ≡ ¬ ← ¬ϕ. ↔ ϕ ≡ ϕ∧ ← ϕ
et
↔
 ϕ ≡ ϕ∧ ← ϕ correspondent respectivement aux ope´rateurs modaux
classiques de ne´cessite´ et de possibilite´ (cf. [Che80]).
Par exemple, la figure 1 montre un CO-mode`le M tel que M |=↔ α (car
tous les mondes satisfont α) et M |=w2 β (car tous les mondes au moins
autant pre´fe´re´s que w2 satisfont β).
w1 w2 w3
α
β
¬γ
≤
α
β
γ
≤
α
¬β
¬γ
Fig. 1: Un CO-mode`le particulier
Enfin, la notion de conse´quence est de´finie par :
De´finition 2 Soit Σ = {ϕ1, . . . , ϕn} un ensemble de formules de CO. Une
formule ψ est une conse´quence de Σ, note´ Σ |= ψ ssi pour tout CO-mode`le M,
M |= ∧
i∈{1,...,n}
ϕi ⇒ M |= ψ.
2.2 Expression de pre´fe´rences conditionnelles dans CO
Selon Boutilier, les pre´fe´rences sont des formules du type I(β|α) qui si-
gnifient que « ide´alement si α est vraie, alors β est vraie ». Formellement,
l’ope´rateur I est de´fini par :
I(β|α) ≡def
↔
 ¬α∨ ↔ (α ∧ (α → β))
Ainsi, si l’on conside`re un CO-mode`le M, I(β|α) sera satisfaite dans M
ssi :
– soit α n’est vraie dans aucun monde de W ;
– soit il existe un monde w qui satisfait α et tel que tous les mondes au
moins autant pre´fe´re´s a` W satisfont α → β.
Cette de´finition traduit bien la signification intuitive en terme d’ide´alite´
donne´e a` la formule I(β|α). I(β) sera un raccourci d’e´criture pour I(β|). De
meˆme, on notera la notion duale de tole´rance par T (β|α) ≡def ¬I(¬β|α).
3 Repre´sentation d’exigences
3.1 Rappels : notion de position
Partant des travaux de Cholvy et Hunter [CH], nous conside´rons que les
exigences d’un agent sont des formules propositionelles (d’un langage donne´
PROP ), sur lesquelles l’agent exprime un ordre de priorite´. La donne´e des
exigences est donc la donne´e d’un tuple, appele´ “position” de l’agent, dont la
de´finition formelle est la suivante :
De´finition 3 Soit a un agent. On appelle position de l’agent a un tuple de
formules propositionnelles d’un langage donne´, PROP , Γa = [α1, . . . , αn] telle
que {α1, ...αn} soit consistant. Chaque αi est une exigence de l’agent a. De
plus αi pre´ce´de αj dans le tuple Γa ssi l’agent a conside`re αi comme e´tant
prioritaire par rapport a` αj.
Pour Cholvy et Hunter, la signification intuitive d’une position [α1, α2] est
la suivante : pour l’agent, l’objet a` concevoir doit satisfaire en priorite´ α1∧α2 ;
mais, si cela n’est pas possible (du fait de la re´glementation et du fait des
contraintes), alors l’objet doit satisfaire α1 ∧ ¬α2 ; si cela n’est toujours pas
possible, alors l’objet doit satisfaire ¬α1¬α2 ; enfin, dans le pire des cas, l’objet
doit satisfaire ¬α1 ∧ ¬α2. Plus formellement, Cholvy et Hunter ont montre´
qu’une position [α1, ..., αn] induit un pre´ordre sur les mondes possibles de´fini
par l’ordre lexicographique sur l’ensemble {‖ β1∧...∧βn ‖ : βi ∈ {αi,¬αi}}−∅.
Notation 1 Dans la suite de l’article, comme nous ne conside´rons qu’un seul
agent, pour alle´ger les notions nous omettrons de rappeler l’identifiant de l’agent
en indice.
Exemple 1 Soit un agent X qui de´sire acheter une maison. X voudrait que la
maison ne soit pas proche d’une station de me´tro (a` cause de la geˆne provoque´e
par le bruit) ou qu’elle soit bien insonorise´e ; il voudrait e´galement que si la
maison n’est pas proche du centre ville, alors elle soit proche d’une station de
me´tro. La premie`re exigence est prioritaire pour X, par rapport a` la deuxie`me.
On conside`re un langage propositionnel contenant les variables I (la maison est
insonorise´e), M (la maison est proche d’une station de me´tro) et C (la maison
est proche du centre ville), alors on peut exprimer l’ensemble des exigences de
l’agent par la position : Γ = [¬M ∨ I,¬C → M ]. Ceci signifie que X voudrait
que sa maison ve´rifie ¬M ∨ I et ¬C → M . Mais si ce n’est pas possible (a`
cause des contraintes du domaine ou de la re´glementation), il pre´fe´rerait que
la maison ve´rifie ¬M ∨ I et ne ve´rifie pas ¬C → M . Si ce n’est toujours
pas possible, il accepte que la maison satisfasse ¬C → M et ne satisfasse pas
¬M ∨ I. Enfin, dans le pire des cas, il accepte que la maison ne satisfasse ni
¬C → M ni ¬M ∨ I. Cette position est associe´e au pre´-ordre sur les mondes
possibles suivant :
||(¬M ∨ I) ∧ (C ∨M)|| ≤ ||(¬M ∨ I) ∧ (¬C ∧ ¬M)|| ≤ ||(M ∧ ¬I) ∧ (C ∨M)|| ≤
||(M ∧ ¬I) ∧ (¬C ∧ ¬M)||
Ainsi, les mondes qui satisfont (¬M ∨ I) ∧ (C ∨M) sont plus pre´fe´re´s que
les mondes qui satisfont (¬M ∨ I)∧ (¬C ∧¬M), lesquels sont eux-meˆmes plus
pre´fe´re´s aux mondes qui satisfont (M ∧¬I)∧(C ∨M), lesquels sont eux-meˆmes
plus pre´fe´re´s aux mondes qui satisfont (M ∧ ¬I) ∧ (¬C ∧ ¬M).
3.2 Mode´lisation des exigences dans la logique CO
Dans ce paragraphe, notre objectif est de montrer que toute position peut
s’exprimer par des formules de CO. Pour cela, nous allons dans un premier
temps construire les formules associe´es a` chaque « cluster » de mondes ordonne´s
selon le pre´ordre correspondant a` une position.
De´finition 4 Soit {α1, . . . , αn} un ensemble cohe´rent de formules proposition-
nelles. Soit f[α1,...,αn] : N → PROP la fonction qui associe a` un entier
i ∈ {0, . . . , 2n − 1} la formule propositionnelle α1(i) ∧ . . . ∧ αn(i) de la fac¸on
suivante :
– i est de´compose´ en i =
n−1∑
k=0
ck(i)∗2n−1−k avec ∀k ∈ {0, . . . , n−1} ck(i) = 0
ou ck(i) = 1 ;
– ∀k ∈ {1, . . . , n} αk(i) =
{
αk si ck−1(i) = 0
¬αk si ck−1(i) = 1
Exemple 2 Dans le cas de l’exemple 1, on obtient :
fΓ(0) = (I ∨ ¬M) ∧ (M ∨C)
fΓ(1) = (I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ¬M ∧ ¬C ∧ I
fΓ(2) = ¬(I ∨ ¬M) ∧ (M ∨ C) ≡ ¬I ∧M ∧ C
fΓ(3) = ¬(I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ⊥
On restreint maintenant la fonction f pour n’obtenir que des propositions
satisfaisables :
De´finition 5 Soit {i0, . . . , im} ⊂ {0, . . . , 2n − 1} l’ensemble des entiers tels
que ∀j ∈ {i0, . . . , im} fΓ(j) est satisfaisable. f ′Γ est construite de telle fac¸on
que ∀j ∈ {0, . . . ,m} f ′Γ(j) = fΓ(ij)
Exemple 3 En reprenant l’exemple 2, on obtient :
f ′Γ(0) = (I ∨ ¬M) ∧ (M ∨C)
f ′Γ(1) = (I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ¬M ∧ ¬C ∧ I
f ′Γ(2) = ¬(I ∨ ¬M) ∧ (M ∨ C) ≡ ¬I ∧M ∧ C
On voit que la fonction f ′ permet de trouver les « clusters » de mondes
ordonne´s selon le pre´ordre sur les mondes correspondant a` la position de l’agent,
soit ||f ′Γ(0)|| ≤ ||f ′Γ(1)|| ≤ ||f ′Γ(2)||.
Nous allons maintenant construire a` partir des formules donne´es par f ′
un ensemble de formules de CO dont les mode`les correspondront au pre´ordre
pre´ce´dent.
De´finition 6 On note : α <E β ≡def
↔
 (α∧ ← ¬α ∧ ¬β)
De´finition 7 Soit Γ = [α1, . . . , αn] la position de l’agent. Cette position est
repre´sente´e par l’ensemble de formules de CO note´ ΓCO de´fini par :
ΓCO =
⋃
i∈{0,...,m−1}
{f ′Γ(i) <E f ′Γ(i + 1))}
De´finition 8 On dira que α <Γ β ssi ΓCO |= α <E β.
The´ore`me 1 <Γ est une relation d’ordre sur les formules propositionnelles de
PROP .
Preuve: La de´monstration se fait en trois points :
– <Γ est une relation irre´flexive
La de´monstration est aise´e : supposons que <Γ ne soit pas une relation
irre´flexive, alors il existe deux propositions α et β telles que α <Γ β et
α ≡ β (au sens logique). On a donc ΓCO |=↔ (α∧ ← ¬α ∧¬β). Comme
α ≡ β, on a donc ΓCO |=↔ (α∧ ← ¬α ∧ ¬α).
Soit M = 〈W,≤, val〉 un mode`le de ΓCO. Il existe un monde w0 de W tel
que M,w0 |= α ∧ ¬α, donc en particulier M,w0 |= α ∧ ¬α ce qui est
impossible.
– <Γ est une relation antisyme´trique
Supposons que <Γ soit une relation syme´trique, alors il existe deux propo-
sitions α et β telles que ΓCO |= α < β et Γ |= β < α. Soit M = 〈W,≤, val〉
un mode`le de ΓCO. On a :
1. ∃wα tel que M,wα |= α ∧ ¬β
2. ∃wβ tel que M,wβ |= β ∧ ¬α
Supposons que wα ≤ wβ , alors dans ce cas, M,wα |= α ∧ ¬α, ce qui est
impossible. La de´monstration est identique pour le cas wβ ≤ wα.
– <Γ est une relation transitive
Soient α, β et γ trois propositions telles que ΓCO |= α < β et ΓCO |= β <
γ. On a donc α <Γ β et β <Γ γ.
Soit M = 〈W,≤, val〉 un mode`le de Γ. On a :
1. ∃wα tel que M,wα |= α ∧ ¬β∧ ← ¬α
2. ∃wβ tel que M,wβ |= β ∧ ¬γ∧ ← ¬β
Supposons que wβ ≤ wα, alors on a M,wβ |= β ∧ ¬β car M,wα |= ¬β,
donc wα ≤ wβ .
Comme M,wβ |= ¬γ, M,wα |= ¬γ. Donc M,wα |= α ∧ ¬γ∧ ← ¬α,
donc ΓCO |= α < γ.
The´ore`me 2 Soit Γ = [α1, . . . , αn] la position de l’agent. Les CO-mode`les
〈W,≤, val〉 de ΓCO sont tels que : ‖f ′Γ(0)‖ ≤ . . . ≤ ‖f ′Γ(m)‖.
Preuve: Soit Γ = [α1, . . . , αn] la position de l’agent. Soit M = 〈W,≤, val〉 un
mode`le de ΓCO. Soit j ∈ {0, . . . ,m − 1}, on note wj le monde de W tel que
M,wj |= f ′Γ(j)∧
←
 ¬f ′Γ(j) ∧ ¬f ′Γ(j + 1).
De´montrons dans un premier temps que ∀j ∈ {1, . . . ,m − 1} wj−1 ≤ wj .
Soit j ∈ {0, . . . ,m − 1}, alors M,wj−1 |= ¬f ′Γ(j). Or M,wj |= f ′Γ(j) donc
wj−1 ≤ wj .
Soit j ∈ {0, . . . ,ma − 1}, deux cas se pre´sentent :
– soit j 	= 0 et alors dans ce cas M,wj |= f ′Γ(j)∧
←
 ¬f ′Γ(j). Donc ∀w ∈
‖f ′Γ(j)‖ w ≤ wj .
De plus, M,wj−1 |= ¬f ′Γ(j), donc ∀w ∈ ‖f ′Γ(j)‖ wj−1 ≤ w.
Comme ∀j ∈ {1, . . . ,m − 1} wj−1 ≤ wj , on peut e´crire que M,wj−1 |=∧
l∈{0,...,j−1}
←
 ¬f ′Γ(l) et que M,wj |=
∧
l∈{j+1,...,m}
¬f ′Γ(l). Donc pour tout
w ∈W , si w ≤ wj et wj−1 ≤ w, M,w |=
∧
l ∈ {0, . . . ,m}
l 	= j
¬f ′Γa(l).
Soit w ∈W tel que w ≤ wj et wj−1 ≤ w. Si pour tout l ∈ {0, . . . ,m}, on
e´crit f ′Γ(l) = α1(l) ∧ . . . ∧ αn(l), alors ∀l ∈ {1, . . . ,m} l 	= j ⇒ M,w |=
¬α1(l) ∨ . . . ∨ ¬αn(l).
Or par construction de f ′Γ, ∀l ∈ {1, . . . ,m} l 	= j ⇒ ∃lj ∈ {1, . . . n} tq
αlj (l) ≡ ¬αlj (j).
Donc comme ∀l ∈ {1, . . . ,m} l 	= j ⇒ M,w |= ¬α1(l) ∨ . . . ∨ αn(l),
M,w |= α1(j) ∧ . . . ∧ αn(j). Donc M,w |= f ′Γ(j).
Les mode`les de f ′Γ(j) sont donc les mondes w ∈ W tel que w ≤ wj et
wj−1 ≤ w.
– soit j = 0, M,w0 |= f ′Γ(0)∧
←
 ¬f ′Γ(0) donc ∀w ∈ ‖f ′Γ(0)‖, w ≤ w0.
De plus, on peut e´crire que M,w0 |=
∧
l∈{1,...,m}
¬f ′Γ(l) donc d’apre`s ce
qui pre´ce´de, ∀w ∈W , w ≤ w0 ⇒ M,w |= f ′Γ(0).
Enfin, M,wm−1 |= ¬f ′Γ(m) donc ∀w ∈ ‖f ′Γ(m)‖ wm−1 ≤ w. De plus,
M,wm−1 |=
∧
l∈{0,...,m−1}
←
 ¬f ′Γ(l), donc ∀w ∈W wm−1 ≤ w ⇒ M,w |= f ′Γ(m).
On remarquera donc que l’encodage dans CO de la position de l’agent nous
permet de retrouver un ordre sur les mondes possibles identiques a` celui e´tabli
par Cholvy et Hunter.
Exemple 4 Reprenons l’exemple 1. On a Γ = [¬M ∨ I,¬C → M ]. On a donc
ΓCO = {(I ∨ ¬M) ∧ (M ∨C) < ¬M ∧ ¬C ∧ I,¬M ∧ ¬C ∧ I < ¬I ∧M ∧ C}.
Nous avons donc montre´ dans cette section, que tout ensemble ordonne´
d’exigences (cad toute position) pouvait eˆtre mode´lise´ par un ensemble de for-
mules de CO.
Nous allons, dans la section suivante, nous inte´resser aux re´glementations.
4 Repre´sentation de phrases normatives avec CO
Dans [CG01, CG02a, Gar02], nous avons montre´ comment mode´liser des
phrases normatives a` l’aide de la logique CO, qu’il s’agisse de simples obli-
gations, permissions ou interdictions (comme par exemple, il est interdit de
construire en zone non constructible , il est permis de peindre les volets en
vert) ou qu’il s’agisse de phrases normatives plus complexes telles les normes
avec exceptions (comme par exemple il est interdit de peindre les volets en cou-
leur, sauf si la maison ne se trouve pas proche d’un batiment historique) ou les
Contrary-to-Duties (comme par exemple il est interdit de peindre les volets en
couleur ; mais si les volets sont peints en couleur, alors ils doivent l’eˆtre dans
un ton clair).
Dans le tableau suivant, nous listons les traductions en formules de CO de
ces diffe´rentes phrases normatives, sans rappeler en de´tail les choix qui nous
ont amene´ a` ces propositions ni les proble`mes encore en suspens (pour cela,
nous renvoyons le lecteur aux articles pre´ce´dents).
il est obligatoire que α soit vraie I(α)
il est autorise´ que α soit vraie T (α) ≡ ¬I(¬α)
il est interdit que α soit vraie I(¬α)
il est normalement interdit que α I(¬α) ∧ ¬I(¬α|β)
mais si β est vraie, alors α est
autorise´
il est normalement interdit que α I(¬α) ∧ I(α|β)
mais si β est vraie alors α est
obligatoire
Contrary-To-Duty :
(RP) Il est interdit que α soit vraie I(¬α)
(CTD) Mais si α est vraie, alors il est I(β|α)
obligatoire que β soit vraie
5 Repre´sentation de contraintes du domaine avec CO
Les contraintes du domaine repre´sentent les contraintes physiques ou les
contraintes inhe´rentes au domaine de l’objet a` concevoir. Elles repre´sentent
ce qui est ne´cessairement vrai dans le monde re´el. Exprimer les contraintes
du domaine en CO est aise´ car il suffit de restreindre les mondes possibles a`
des mondes qui ve´rifient les contraintes du domaine. Ceci est exprime´ par la
de´finition suivante :
De´finition 9 Une contrainte du domaine du type « la proposition α est tou-
jours vraie » est repre´sente´e par la formule de CO
↔
α.
Ainsi, la contrainte « les grandes maisons couˆtent plus de 100 000 euros »,
peut eˆtre mode´lise´e par la formule
↔
G → P 100000 (G repre´sente le fait qu’une
maison est grande et P 100000 qu’elle couˆte plus de 100 000 euros). Les CO-
mode`les de cette formule sont tels que le monde {G,¬P 100000} n’est pas un
monde possible.
De´finition 10 Un ensemble de contraintes du domaine C est un ensemble
cohe´rent de formules du type
↔
α.
6 Compatibilite´ des exigences vis a` vis d’une re´glementation et de
contraintes du domaine
Pour ve´rifier la compatibilite´ d’un ensemble d’exigences avec une re´glementa-
tion et des contraintes du domaine, il convient tout d’abord de ve´rifier que la
re´glementation est compatible avec les contraintes du domaine, ce qui signifie
intuitivement que la re´glementation n’oblige pas quelque chose qui est impos-
sible, ou n’interdit pas quelque chose qui est ne´cessairement vrai.
6.1 Compatibilite´ d’une re´glementation vis a` vis des contraintes
De´finition 11 Soit R un ensemble de phrases normatives. R est compatible
avec la contrainte du domaine
↔
ϕ ssi ∀ψ telle que ψ∧ϕ est satisfaisable, alors
R |= ¬I(¬ϕ|ψ). R est compatible avec l’ensemble de contraintes du domaine
C = {↔ϕ1, . . . ,↔ϕl} ssi R est compatible avec ↔(ϕ1 ∧ . . . ∧ ϕl).
Exemple 5 Conside´rons la re´glementation suivante : toute maison doit avoir
une connexion EDF, mais si une maison n’a pas de connexion EDF, alors elle
doit eˆtre pourvue d’un groupe e´lectroge`ne. On mode´lise cette re´glementation
par l’ensemble {I(edf), I(groupe|¬edf)}. Supposons que les contraintes du do-
maine nous indique qu’il est impossible que la maison soit pourvue d’un groupe
e´lectroge`ne. Dans ce cas, la re´glementation n’est pas compatible avec les contrain-
tes car il existe des cas pre´vus par la re´glementation (le cas ou` une maison n’a
pas de connexion EDF) ou` il est obligatoire de mettre un groupe e´lectroge`ne,
alors que c’est impossible.
6.2 Etats tole´re´s par une re´glementation
De´finition 12 Soit R une re´glementation et C un ensemble de contraintes.
On note
T (R, C) =
∨
R|=¬I(¬φ) et C|=↔φ
φ
T (R, C) est une formule dont les mode`les sont les e´tats tole´re´s par la re´glementa-
tion R sous les contraintes C.
Le re´sultat suivante montre que l’ensemble des e´tats tole´re´s par une re´glementa-
tion compatible avec des contraintes n’est jamais vide.
The´ore`me 3 Soit R une re´glementation compatible vis a` vis d’un ensemble
de contraintes C. ‖ T (R, C) ‖	= ∅
Pour prouver ce the´ore`me, il suffit de remarquer que si R est compatible
avec C = {↔ ϕ1, . . . ,↔ ϕl}, alors ϕ1 ∧ . . . ∧ ϕl est une disjonction de T (R, C).
6.3 Caracte´risation des exigences compatibles avec la re´glementation
et les contraintes
De´finition 13 Soit ΓCO les formules de CO qui expriment les exigences de
l’agent. Soit R une re´glementation et C un ensemble de contraintes du domaine
comatibles. L’ensemble des meilleures exigences compatibles avec R et C est :
ΓCOmin = {ϕ : ΓCO |= I(ϕ|T (R, C))}
On de´termine donc les meilleures exigences compatibles avec R et C en
de´rivant, a` partir de ΓCO, les formules qui sont vraies dans les mondes mini-
maux pour le pre´ordre de´fini par ΓCO, e´tant fixe´es les situations tole´re´es.
The´ore`me 4 ΓCOmin est non vide
2.
Preuve: Supposons que ΓCOmin soit vide (hormis les tautologies).
Soit M = 〈W,≤, val〉 un mode`le de ΓCO. Deux cas se pre´sentent :
– soitM |= ¬T (R, C) et alorsM |= I(ϕ|T (R, C)) pour n’importe quelle for-
mule ϕ (on peut remarquer que ce cas n’arrive jamais, car
∨
i∈{1,...,m}
f ′(i) ≡
 et T (R, C) 	= φ).
– soit ∃(wo, . . . , wl) ∈Wn tel que ∀i ∈ {1, . . . , l} M, wi |= T (R, C).
Soit J ⊆ {1, . . . , l} tel que ∀i ∈ J ∀j ∈ {1, . . . , l} wi ≤ wj (rappelons que
d’apre`s la construction de ΓCO tous les mondes de W sont comparables
deux a` deux). Dans ce cas, comme M est un mode`le de ΓCO, il existe
i0 ∈ {1, . . . ,m} tel que ∀j ∈ J wj ∈ ‖f ′(i0)‖ (d’apre`s la construction de
ΓCO).
De plus, toujours d’apre`s la construction de ΓCO, quelque soit le mode`le
M de ΓCO, i0 est unique (i.e. les meilleurs T (R, C) sont toujours dans le
meˆme « cluster »).
Comme tous les mondes de ‖f ′(i0)‖ ve´rifient f ′(i0), on peut e´crire que
ΓCO |= I(f ′(i0)|T (R, C)).
On est donc toujours suˆr de trouver un ensemble d’exigences qui soient
compatibles avec les contraintes du domaine.
2On ne conside`re bien suˆr pas les tautologies.
7 Exemple
Conside´rons un agent qui e´met des exigences a` propos de sa future maison.
Il souhaiterait que la maison soit au centre ville ou proche d’une station de
me´tro ; la maison ait des murs blancs ; la maison couˆte moins de 100 000 euros
et soit dans un quartier peu bruyant. La position de M. X respecte l’ordre des
exigences ci-dessus.
Par ailleurs, les contraintes du domaine sont telles que si une maison est
proche d’une station de me´tro, alors elle n’est pas dans un quartier peu bruyant ;
si une maison est au centre ville, alors elle couˆte plus de 100 000 euros.
Enfin la re´glementation de la ville stipule que si une maison est au centre
ville, alors ses murs ne doivent pas eˆtre peints en blanc.
On conside`re un langage propositionnel dont les lettres sont C (la maison
est au centre ville), M (la maison est proche d’une station de me´tro), B (les
murs de la maison sont blancs), L (la maison couˆte moins de 100 000 euros),
T (la maison est dans un quartier peu bruyant) et H (la maison est sous une
ligne haute tension).
La position de l’agent, l’ensemble des contraintes du domaine et la re´glementa-
tion s’e´crivent respectivement :
Γ = [C ∨M,B,L ∧ T ] C = {↔(M → ¬T ),↔(C → ¬L)} R = {I(¬B|C)}
Remarquons tout de suite que C est bien un ensemble cohe´rent de formules
de CO et que R est bien compatible avec C.
La position de l’agent est mode´lise´e par l’ensemble de formules : ΓCO =
{(C ∨M) ∧B ∧ (L ∧ T ) < (C ∨M) ∧B ∧ (¬L ∨ ¬T )
(C ∨M) ∧B ∧ (¬L ∨ ¬T ) < (C ∨M) ∧ ¬B ∧ (L ∧ T )
(C ∨M) ∧ ¬B ∧ (L ∧ T ) < (C ∨M) ∧ ¬B ∧ (¬L ∨ ¬T )
(C ∨M) ∧ ¬B ∧ (¬L ∨ ¬T ) < (¬C ∧ ¬M) ∧B ∧ (L ∧ T )
(¬C ∧ ¬M) ∧B ∧ (L ∧ T ) < (¬C ∧ ¬M) ∧B ∧ (¬L ∨ ¬T )
(¬C ∧ ¬M) ∧B ∧ (¬L ∨ ¬T ) < (¬C ∧ ¬M) ∧ ¬B ∧ (L ∧ T )
(¬C ∧ ¬M) ∧ ¬B ∧ (L ∧ T ) < (¬C ∧ ¬M) ∧ ¬B ∧ (¬L ∨ ¬T )}
Conside´rons la formule la plus pre´fe´re´e, c’est a` dire : (C ∨M)∧B ∧ (L∧T ).
On peut ve´rifier que ses mode`les ne sont pas des e´tats tole´re´s, car ce ne sont pas
des e´tats possibles du fait des contraintes. En effet, ((C∨M)∧(L∧T ))∧((M →
¬T ) ∧ (C → ¬L)) est insatisfaisable.
Regardons maintenant les mode`les de la formule juste un peu moins pre´fe´ree,
c’est a` dire : (C∨M)∧B∧(¬L∨¬T ). On peut ve´rifier que certains de ses mode`les
ne sont pas des e´tats tole´re´s : en particulier, les mondes ve´rifiant C ne sont pas
tole´re´s car ils ve´rifient e´galement B (or la re´glementation interdit C ∧ B). Or
les mode`les de (C∨M)∧B∧(¬L∨¬T ) qui ve´rifient ¬C ve´rifient e´galement M .
Cependant, parmi ceux la`, seuls ceux qui ve´rifient ¬T sont des e´tats tole´re´s (du
fait de la premie`re contrainte). Les deux mode`les de (C ∨M)∧B ∧ (¬L∨¬T )
qui sont tole´re´s sont donc : {¬C,M,B,¬T, L} et {¬C,M,B,¬T,¬L}
La formule qui a ses deux mondes pour mode`les est M ∧ ¬C ∧B ∧ ¬T , et
donc ΓCOmin = {M ∧ ¬C ∧B ∧ ¬T }.
Les meilleures exigences compatibles avec la re´glementation et les contraintes
sont donc les suivantes : la maison sera proche d’une station de me´tro, ne sera
pas au centre ville, aura des murs blancs et ne sera pas dans un quartier tran-
quille. Cependant, rien n’empeˆche que la maison couˆte moins de 100 000 euros.
8 Conclusion
Cet article a de´crit comment utiliser une formalisme unique (la logique
des pre´fe´rences conditionnelles de Boutilier) pour mode´liser des exigences, des
contraintes du domaine et des re´glementations.
En effet, nous avons montre´ que toute position (notion introduite par Cholvy
et Hunter pour exprimer des exigences ordonne´es par priorite´) correspond a`
un ensemble de formules de CO. Nous avons e´galement montre´ quelles sont
les formules de CO qui expriment les contraintes du domaine. Et enfin, nous
avons montre´ comment repre´senter par la logique CO des phrases normatives
complexes, comme des re`gles avec exception ou des Contrary-to-Duties.
Traduire toutes ces notions dans une logique unique nous a permis de de´finir
la notion de compatibilite´ entre une re´glementation et les contraintes du do-
maine, puis la notion de meilleures exigences d’un agent, qui sont, rappelons-le,
les exigences qui sont celles qu’il pre´fe´re parmi toutes celles qu’il a exprime´es
et qui sont compatibles avec les contraintes et la re´glementation.
Comme il a e´te´ note´ dans l’introduction, le processus d’inge´nierie des exi-
gences fait intervenir plusieurs participants (agents qui e´mettent des exigences).
Une perspective de poursuite de ce travail serait donc d’e´tendre l’approche
propose´e pour prendre en compte plusieurs participants pouvant e´mettre des
exigences contradictoires. L’utilisation d’une me´thode de fusion d’exigences
permettrait d’obtenir un seul ensemble cohe´rent d’exigences repre´sentant un
consensus entre les diffe´rents agents. Une e´bauche de ce travail a e´te´ effectue´e
dans [CG02b].
Re´fe´rences
[Bou94a] C. Boutilier. Conditional logics of normality : a modal approach.
Artificial Intelligence, 68(1) :87–154, 1994.
[Bou94b] C. Boutilier. Toward a logic for qualitative decision theory. In
J. Doyle, E. Sandewall, and P. Torasso, editors, Principles of Know-
ledge Representation and Reasoning (KR’94), pages 75–86. Morgan
Kaufmann, 1994.
[CG01] L. Cholvy and C. Garion. An attempt to adapt a logic of conditio-
nal preferences for reasoning with contrary-to-duties. Fundamenta
Informaticae, 48(2,3) :183–204, November 2001.
[CG02a] L. Cholvy and C. Garion. Collective obligations, commitments and
individual obligations : a preliminary study. In J.F. Horty and
A.J.I. Jones, editors, Proceedings of the 6th International Workshop
on Deontic Logic In Computer Science (ΔEON’02), pages 55–71,
Londres, May 2002.
[CG02b] L. Cholvy and C. Garion. Merging conflictual requirements with a
majority approach. In Proceedings of the International Workshop
for High Assurance Systems (RHAS’02), Berlin, September 2002.
[CH] L. Cholvy and A. Hunter. Merging requirements from different
agents. Knowledge Based Systems. A paraˆıtre.
[Che80] B.F. Chellas. Modal logic. An introduction. Cambridge University
Press, 1980.
[FGH+94] A. Finkelstein, D. Gabbay, A. Hunter, J. Kramer, and B. Nuseibeh.
Inconsistency handling in multi-perspective specifications. In IEEE
Transactions on Software Engineering, volume 20, pages 569–578,
August 1994.
[Gar02] C. Garion. Apports de la logique mathe´matique en inge´nierie des
exigences. PhD thesis, E´cole Nationale Supe´rieure de l’Ae´ronautique
et de l’Espace, 2002. In French.
[HN98] A. Hunter and B. Nuseibeh. Managing inconsistent specifications :
Reasoning, analysis and action. Transactions on Software Enginee-
ring and Methodology, 7(4) :335–367, October 1998.
