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This article proposes a comprehensive analysis of light propagation in an anisotropic and spatially
homogeneous Bianchi I universe. After recalling that null geodesics are easily determined in such a
spacetime, we derive the expressions of the redshift and direction drifts of light sources; by solving
analytically the Sachs equation, we then obtain an explicit expression of the Jacobi matrix describing
the propagation of narrow light beams. As a by-product, we recover the old formula by Saunders
for the angular diameter distance in a Bianchi I spacetime, but our derivation goes further since
it also provides the optical shear and rotation. These results pave the way to the analysis of both
supernovae data and weak lensing by the large-scale structure in Bianchi universes.
PACS numbers: 98.80
I. INTRODUCTION
The standard cosmological model relies heavily on the
assumption that on the large scale it is well described by
a spacetime with homogeneous and isotropic spatial sec-
tions. All cosmological observations tend to agree with
this geometrical assumption, and to back up the predic-
tions of the ΛCDM model with a primordial inflationary
phase.
A lot of efforts are invested in order to determine
whether the source of the acceleration of the expansion
of the Universe is due to a cosmological constant or has a
dynamical origin (new matter fields dubbed dark energy
or gravity beyond general relativity); see e.g. Refs. [1, 2].
It has also revived the importance of testing the validity
of the Copernican principle.
While a primordial shear decays if it is not sourced,
late-time anisotropy appears in many phenomenological
models of dark energy [3–7] and is a generic prediction of
bigravity models [8] and backreaction [9]. Contrary to the
former [10–14], the latter remains weakly constrained by
the observation of the cosmic microwave background tem-
perature field; this naturally stimulated analyses based,
e.g., on the observation of supernovae [15–27], or using
low-redshift galaxies [28, 29]. Besides the strict detec-
tion of anisotropy, drawing quantitative conclusions from
such analyses requires one to understand how light prop-
agates through an anisotropic universe. This issue has
been addressed since the late sixties [30–33], in partic-
ular, a remarkably simple expression of the angular di-
ameter distance in Bianchi I models was found by Saun-
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ders [30, 31] using observational coordinates [34], and re-
cently rederived in Ref. [16].
The purpose of this article is to provide a complete ana-
lytical study of light propagation in Bianchi I spacetimes.
On the one hand, the integration of the null geodesic
equation (though already well known) allows us to derive
the expressions of the redshift, redshift drift and position
drift of an arbitrary light source. More importantly, on
the other hand, we solve the Sachs equation governing the
geometry of geodesic bundles. From the resulting Jacobi
matrix, we not only recover Saunders’ formula for the an-
gular diameter distance, but also characterize the whole
lensing properties generated by anisotropy. These results
pave the way to the computation of the lensing B-mode
signal induced in an anisotropic universe—as predicted
in Ref. [35]—since it provides the background result for
the general computation in perturbed Bianchi models.
The article is organized as follows. After summarizing
the main geometrical properties of a Bianchi I universe in
Sec. II, and the laws of geometric optics in curved space-
time in Sec. III, we solve the null geodesic equation and
derive the expressions of the redshift and direction drifts
in Sec. IV. One technical key point of our construction is
the use of a conformal transformation, whose dictionary
is detailed in Sec. V. The heart of our derivation is then
exposed in Secs. VI and VII, in which, respectively, we
construct the Sachs basis and obtain the expression of
the Jacobi matrix—see in particular Eq. (7.8). An algo-
rithmic way of using our results is proposed in Sec. VIII.
Finally, in the Appendix we give a proof of the result of
Ref. [31].
2II. THE BIANCHI I SPACETIME
The classification of spatially anisotropic and homoge-
neous spacetimes [36] is based on the Bianchi’s classifica-
tion of homogeneous but not necessarily isotropic three-
dimensional spaces [37]. The spatial sections of these
spacetimes are Bianchi spaces characterized by their Rie-
mann tensor (more precisely the Riemann tensor of the
induced metric on the spatial sections), and the full ge-
ometry is then determined from the extrinsic curvature of
the spatial sections. The simplest of these spacetimes is
Bianchi I, which enjoys Euclidean spatial sections, that is
with a vanishing Riemann tensor of the induced 3-metric.
Its metric reads simply
ds2 = gµνdx
µdxν = −dt2 + a2(t)γijdxidxj , (2.1)
where the spatial metric is given by
γij = e
2βi(t)δij (2.2)
with the constraint
3∑
i=1
βi = 0. (2.3)
The inverse spatial metric is γij = e−2βi(t)δij , such that
γikγ
kj = δji . With this choice of the metric parametriza-
tion, the volume expansion is encoded in the scale fac-
tor a(t), while the evolution of γij is volume preserving,
thanks to the condition (2.3). The conformal time η is
defined from cosmic time t by the usual relation dt = adη.
The conformal shear (rate) tensor σij is defined by
σij ≡ 1
2
(γij)
′ = β′iγij (2.4)
where a prime denotes a derivative with respect to con-
formal time η. Its geometrical interpretation is simple as
it is directly related to the traceless part of the extrinsic
curvature of space sections, whose components are just
a2σij . The indices of σij are respectively raised and low-
ered by γij and γij . Note that γikγ
kj = δji implies
σij = β′iγ
ij = −1
2
(γij)′ , σji = β
′
iδ
j
i . (2.5)
Since the spatial sections are homogeneous, there ex-
ists a class of preferred observers—called fundamental
observers—for which space indeed looks homogeneous.
They are comoving with respect to the Cartesian coor-
dinate system introduced in Eq. (2.1), and cosmic time t
represents their proper time, so that the four-velocity of
fundamental observers reads uµ = (∂t)
µ.
For a universe filled by a homogeneous fluid, the stress-
energy tensor is
Tµν = ρuµuν + P (gµν + uµuν) + Πµν , (2.6)
with ρ and P being the energy density and the isotropic
pressure, and where Πµν the anisotropic stress. This lat-
ter symmetric tensor is traceless and spatial, in the sense
that uµΠµν = 0 = Π
µ
µ. We further define the conformal
anisotropic pressure by piij ≡ Πij/a2 and piij ≡ Πija2
such that the indices of piij are respectively raised and
lowered by γij and γ
ij , as is the case for σij .
The Einstein field equations then read
H2 = 8piG
3
a2ρ+
σ2
6
, (2.7)
H′ = −4piG
3
a2(ρ+ 3P )− σ
2
3
, (2.8)
(σij)
′ = −2Hσij + 8piGa2piij , (2.9)
where H ≡ a′/a is the conformal expansion rate, and
σ2 ≡ σijσij =
3∑
i=1
(β′i)
2
. (2.10)
III. GEOMETRIC OPTICS IN A GENERAL
CURVED SPACETIME
This section briefly reviews the essential equations gov-
erning light propagation in curved spacetime, its main
purpose being to fix the notations. For further details,
we refer the reader e.g., to the textbook [38] or the re-
view [39] and our previous papers [40–42].
A. Light rays
Electromagnetic waves, described by Maxwell electro-
dynamics and identified to light rays in the eikonal ap-
proximation, are shown to follow null geodesics [43]. If v
denotes an affine parameter along such a geodesic, its
tangent vector kµ = dxµ/dv—which is also the wave
four-vector of the electromagnetic signal—is a null vec-
tor (kµkµ = 0) that satisfies the geodesic equation
Dkµ
dv
≡ kν∇νkµ = 0, (3.1)
where ∇µ denotes the covariant derivative associated to
the metric gµν .
An observer whose worldline intersects the ray can
naturally define the notions of pulsation (or energy) ω,
and spatial direction of observation dµ, by performing a
3 + 1 decomposition of kµ with respect to his own four-
velocity uµ, as
kµ = ω(uµ − dµ), (3.2)
where ω ≡ −uµkµ, and dµ is a unit spatial vector, i.e.
uµdµ = 0 and d
µdµ = 1.
B. Light beams
A (narrow) light beam is a collection of neighboring
light rays, i.e. an infinitesimal bundle of null geodesics.
3The behavior of any such geodesic, with respect to an
arbitrary reference one, is described by the separation (or
connecting) vector ξµ. If all the rays converge at a given
event O—the observation event “here and now” denoted
with the index “o” in the following—then ξµ(vo) = 0.
The evolution of ξµ(v) along the beam is governed by
the geodesic deviation equation [43]
D2ξµ
dv2
= Rµνρσk
νkρξσ, (3.3)
where Rµνρσ denotes the Riemann tensor.
C. Sachs basis
For any observer whose worldline intersects the light
beam at an event different from O, the beam has a non-
zero extension since a priori ξµ 6= 0. The observer can
thus project it on a screen to characterize its size and
shape. This screen is by essence a two-dimensional space-
like plane chosen to be orthogonal to the local line-of-
sight dµ. Thus, if (sµA)A=1,2 is an orthonormal basis of
the screen, then
sµAuµ = s
µ
Adµ = 0, s
µ
AsBµ = δAB. (3.4)
Note that, by virtue of Eq. (3.2), we also have sµAkµ = 0.
Now, consider a flow of observers lying all along the
beam [defining a four-velocity field uµ(v)] who want to
compare the size, shape, and orientation of the pattern
they observe on their respective screen. To avoid any
spurious rotation of this pattern, one has to further im-
pose that the basis vectors (sµA)A=1,2 are Fermi-Walker
transported along the beam,
Sµν
DsνA
dv
= 0, (3.5)
where
Sµν ≡ δABsµAsνB = gµν + uµuν − dµdν (3.6)
is the screen projector. The transport rule (3.5) must
be understood as: sµA is parallel transported as much as
possible while keeping it orthogonal to uµ and dµ.
The set of vectors (sµA)A=1,2 satisfying Eqs. (3.4) and
(3.5) is known as the Sachs basis.
D. Jacobi matrix
The screen projection of the connecting vector, ξA ≡
sµAξµ, represents the relative position on the screen of
the two light spots associated with two rays separated
by ξµ. Similarly, and if we set by convention ωo = 1,
θA ≡ −(dξA/dv)o represents the angular separation of
those rays, as observed fromO. The matrix relating ξA(v)
to θA via
ξA(v) = DAB(v ← vo)θB , (3.7)
is known as the Jacobi matrix. The equation governing
its evolution along the beam derives from the geodesic
deviation equation (3.3), and reads
d2DAB
dv2
= RACDCB, (3.8)
where RAB = −RµνρσsµAkνsρBkσ is called the optical
tidal matrix. Note that the position of the screen indices
A,B,C, . . . does not matter, since they are raised and
lowered by δAB. The initial conditions for Eq. (3.8) are
DAB(vo ← vo) = 0, (3.9)
dDAB
dv
(vo ← vo) = −δAB. (3.10)
By definition (3.7), the Jacobi matrix relates the size
and shape of the beam to its observed angular aperture.
It is thus naturally related to the angular diameter dis-
tance DA, linked to the ratio of the area d
2As of a (small)
light source to its observed angular size d2Ωo,
DA ≡
√
d2As
d2Ωo
=
√
detD(vs ← vo). (3.11)
More generally, the Jacobi matrix encodes all the in-
formation about the deformation of a light beam with
its propagation through a curved spacetime, i.e., gravi-
tational lensing. A canonical decomposition1 of D that
makes such effects explicit is
D = DA
[
cosψ sinψ
− sinψ cosψ
]
︸ ︷︷ ︸
rotation
exp
[−Γ1 Γ2
Γ2 Γ1
]
︸ ︷︷ ︸
shear
. (3.13)
According to this decomposition, the real size and shape
of a light source is obtained from its image by perform-
ing the following transformations: (i) an area-preserving
shear, (ii) a global rotation, (iii) a global scaling.
IV. GEODESIC MOTION IN BIANCHI I
There is a simple and elegant way to determine
geodesics in a spacetime with spatial homogeneity, with-
out explicitly solving the geodesic equation (3.1). It relies
1 Although the authors have never seen this decomposition used
in the literature so far, they advocate that it is more meaningful
than the standard one
D = DFLA
[
1− κ− γ1 γ2 − ω
γ2 + ω 1− κ+ γ1
]
, (3.12)
which explicitly makes use of the angular distance in a
Friedmann-Lemaˆıtre (FL) spacetime, DFLA , and the “conver-
gence” κ, “shear” γ1,2, and “rotation” ω with respect to it. Addi-
tionally to the fact that such a decomposition relies on the choice
of a specific background (namely FL), the quantities κ, γ1,2, and
ω lose their geometrical meaning for finite (noninfinitesimal) lens-
ing effects. This is why, for instance, γ appears in the expression
of the magnification. It is not the case for the decomposition
proposed in Eq. (3.13).
4on the basic fact [44] that for any Killing vector ζµ of the
metric, the scalar kµζµ is constant along the geodesic
whose tangent vector is kµ (whether it is null or not).
A. Light rays
Since ∂i is a Killing vector of the Bianchi I spacetime,
the quantity g(∂i, k) = ki is a constant of geodesic motion.
Moreover, since k is a null vector, ω2 ≡ (kt)2 = gijkikj
and the wave four-vector thus reads
ki = cst, k
i = a−2γijkj 6= cst, (4.1)
ω =
ω˜
a
, (4.2)
where
ω˜ ≡
√√√√ 3∑
i=1
(e−βiki)2. (4.3)
The components of the direction of observation vector dµ
are, by definition,
di = −ki/ω , di = −ki/ω . (4.4)
From now on, we set by convention a(to) = 1 and βi(to) =
0 at O (t = to), hence the redshift is given by
1 + z ≡ ωs
ωo
=
1
a(ts)
√√√√ 3∑
i=1
[
e−βi(ts)ki
]2
. (4.5)
The constants of motion ki are directly related to the
direction in which the observer at O needs to look to de-
tect the light signal. Indeed, with the conventions spec-
ified above, at the observation event (gij)o = δij , more-
over we have used the remaining freedom to set ωo = 1,
so that −ki = (di)o is a unitary Euclidean three-vector.
B. Parentheses: On timelike geodesics
The previous reasonings also apply to timelike
geodesics. Consider a general observer, whose four-
velocity vµ can be decomposed with respect to the four-
velocity uµ of the fundamental (comoving) observers as
vµ = Euµ + pµ (4.6)
with uµpµ = 0 and u
µuµ = −1. Since vµvµ = −1, we
have pµpµ = −1 + E2. Now the constancy of pi implies
that E2 = 1 + a−2γijpipj → 1 as t increases (in an ex-
panding universe), so that the worldline of the observer
tends to align with the worldline of the fundamental ob-
servers, i.e. the Hubble flow, exactly as in Friedmann-
Lemaˆıtre spacetimes [45].
C. Redshift and direction drifts
1. Redshift drift
As originally pointed out by Sandage and McVittie [46,
47] a consequence of the expansion of the Universe is the
existence of a drift of the cosmological redshifts. This
effect is thought to be observationally accessible [48, 49]
in the standard cosmological framework [50–53].
Consider a photon received at to + δto, corresponding
to the emission time ts+ δts; by definition of the redshift,
1 + z + δz ≡ ω(ts + δts)
ω(to + δto)
=
√
gij(ts + δts)kikj
gij(to + δto)kikj
. (4.7)
We can expand the above formula at first order in δto
and δts using g
ij = γij/a2, which leads to
δz
1 + z
=
δto
ao
(H + σijdidj)o − δtsas (H+ σijdidj)s . (4.8)
Since moreover δts/δto = 1/(1 + z), we finally get the
redshift drift z˙o ≡ δz/δto observed by O:
z˙o = (1 + z)H
‖
o −H‖s , (4.9)
where
H‖(z, di) ≡ 1
a
(H+ σijdidj) . (4.10)
It is interesting to notice that Eq. (4.9) is identical to the
one obtained in a Lemaˆıtre-Tolman-Bondi universe [51],
and indeed reduces to the Sandage formula [46, 47] in the
isotropic case.
2. Direction drift
A consequence of anisotropic expansion is that, besides
redshift drift, the position of a comoving light source on
the observer’s celestial sphere also changes with time. Let
us compute the velocity of this direction drift. The posi-
tion xis of the source is obtained by integrating the wave
vector ki with respect to the affine parameter,
xis =
∫ vs
vo
ki dv =
(∫ vs
vo
a−2e−2βi dv
)
dio, (4.11)
where we used ki = cst = d
i
o. Like for redshift drift,
we can evaluate the above relation at a later observation
time to + δto corresponding to an emission time ts + δts.
If the source is comoving, then xis remains unchanged, so
that(∫ v(ts)
v(to)
a−2e−2βi dv
)
dio
=
(∫ v(ts+δts)
v(to+δto)
a−2e−2βi dv
)
(dio + δd
i
o). (4.12)
5The direction drift velocity d˙io ≡ δdio/δto is finally ob-
tained by performing a first-order expansion of Eq. (4.12),
using in particular v(t+ δt) = v(t)+ δt/ω, and the result
is
d˙io =
(∫ vs
vo
a−2e−2βi dv
)−1(
dio −
dis
1 + z
)
. (4.13)
V. THE CONFORMAL DICTIONARY
The determination of the Jacobi matrix in a Bianchi I
spacetime is greatly simplified by using the fact that two
conformal spacetimes have the same light cone.2 Let the
conformal metric g˜µν be defined by
gµν = a
2g˜µν . (5.1)
Property.—Any null geodesic for gµν , affinely
parametrized by v, is also a null geodesic for g˜µν ,
affinely parametrized by v˜ with dv = a2dv˜. The
associated wave four-vectors then read k˜µ = a2kµ.
As a consequence, the covariant components of k are
unchanged by the conformal transformation, indeed
k˜µ = g˜µν k˜
ν = a−2gµνa
2kµ = kµ. (5.2)
The four-velocities of comoving observers for both ge-
ometries are respectively u = ∂t and u˜ = ∂η, so that
u˜µ = a uµ, thus
ω ≡ gµνuµkν = a−1g˜µν u˜µk˜ν = ω˜/a. (5.3)
The 3+1 decomposition of k˜µ is therefore
k˜µ = ω˜(u˜µ − d˜µ) (5.4)
with d˜µ ≡ a dµ implying d˜µ = dµ/a.
The Sachs basis (s˜µA)A=1,2 for the conformal geometry
is related to the original one by
s˜µA = a s
µ
A. (5.5)
One can indeed check that, with Eq. (5.5), the usual or-
thonormality and Fermi-Walker transport conditions are
2 In four dimensions, this result can be related to the conformal
invariance of Maxwell theory. However, this property of the null
geodesics holds even in higher dimensions whilst Maxwell theory
is no more conformal invariant. From the physical point of view,
this is due to the fact that in the eikonal approximation all the
terms which are not conformally invariant are subdominant. It
follows that geometric optics enjoys more symmetries that the
microscopic theory it derives from.
preserved by the conformal transformation,3 i.e.

sµAuµ = 0,
sµAdµ = 0,
sµAsBµ = δAB,
Sνµk
ρ∇ρsνA = 0.
⇐⇒


s˜µAu˜µ = 0,
s˜µAd˜µ = 0,
s˜µAs˜Bµ = δAB,
S˜νµk˜
ρ∇˜ρs˜νA = 0.
(5.7)
In these relations, Sµν is the screen projector defined in
Eq. (3.6) and we have an analogous definition for the
conformal geometry, which implies Sµν = a
2S˜µν .
The separation four-vector ξµ between two neighbor-
ing geodesics is defined by comparing events only, inde-
pendently from any metric. It is therefore invariant un-
der conformal transformations. However, its projection
over the Sachs basis changes (since the Sachs basis itself
changes), indeed
ξA ≡ sµAξµ = a−1s˜µAa2ξ˜µ = a ξ˜A. (5.8)
The above relation allows us to relate the Jacobi matrices
calculated in both geometries, and the result is
DAB(s← o) = asD˜AB(s← o), (5.9)
which, by virtue of Eq. (3.11), implies
DA = asD˜A. (5.10)
VI. SACHS BASIS IN A CONFORMAL
BIANCHI I GEOMETRY
Important remark.—In this section, all the calculations
are performed in the conformal geometry g˜µν . Since only
intermediary results are at stake, we temporarily drop
all the tildes on the vectors d˜µ, s˜µA to alleviate notation.
However, we do not drop the tilde on ω˜ because it could
lead to ambiguities.
By definition, the Sachs basis is purely spatial, so
uµs
µ
A = 0. (6.1)
The evolution of the nonzero spatial part of sµA follows
from the Fermi-Walker transport (3.5), which takes the
form
(siA)
′ + Sijσ
j
ks
k
A = 0, (6.2)
where Sij = δ
i
j − didj (since ui = 0) and we used that the
only nonvanishing Christoffel coefficients are
Γ˜i0j = σ
i
j , Γ˜
0
ij = σij . (6.3)
3 The connections ∇˜ and ∇ are related by
∇˜µVν = ∇µVν − Vα
[
2δα(µ∇ν) ln a− gµνg
αβ
∇β lna
]
. (5.6)
6A. General solution of the transport equation
Let (nµA)A=1,2 be an arbitrary orthonormal basis of
the screen space (i.e. orthogonal to both uµ and dµ),
not necessarily Fermi-Walker transported along the light
beam. Explicit examples of such a basis will be given
in Sec. VIC. The Sachs basis (sµA)A=1,2 being also an
orthonormal basis of the same space, the two basis are
related by a rotation{
sµ1 = cosϑn
µ
1 + sinϑn
µ
2 ,
sµ2 = − sinϑnµ1 + cosϑnµ2 .
(6.4)
Hence, provided the basis (nµA)A=1,2 is known, the Sachs
basis is entirely determined by the angle ϑ.
In order to determine the evolution of this angle, it
is convenient to rewrite Eq. (6.2) in terms of the com-
ponents of sA over a tetrad basis (ea)a=1...3 rather than
over the coordinate basis (∂i)i=1...3. The choice e
i
a =
exp(−βi)δia and eai = exp(βi)δai implies that the compo-
nents saA ≡ g(sA, ea) read
(saA)
′ + da(db)
′sbA = 0, (6.5)
thus
(cosϑ)′ = (n1as
a
1)
′ = (n1a)
′sa1 − n1ada︸ ︷︷ ︸
=0
(db)
′sb1. (6.6)
Since n1 is normalized, (n1a)
′na1 = 0, so (n1a)
′ =
(n1b)
′nb2n2a + (n1b)
′dbda, therefore
(cosϑ)′ = (n1b)
′nb2n2as
a
1 = (n1b)
′nb2 sinϑ, (6.7)
which finally reduces to
ϑ′ = −(n1a)′na2 = (n2a)′na1 . (6.8)
Summarizing, if a basis (nµ1 , n
µ
2 ) can be found, then the
Sachs basis is completely determined by Eq. (6.4) with ϑ
given by the integral of (n2a)
′na1 .
B. Evolution matrix
Let E be the 2× 2 matrix that relates the components
siA of the Sachs basis to their values at O, (s
i
A)o ≡ siA(ηo),
siA(η) = EAB(η ← ηo)(siB)o. (6.9)
It is straightforward to show that this evolution matrix
is the solution of
E ′AB + σACECB = 0, (6.10)
EAB(ηo ← ηo) = δAB, (6.11)
where σAB ≡ siAsjBσij . Note that, by definition (6.9),
EAB(η ← ηo) = siA(η)sBi(ηo). (6.12)
Note also that the position of i does matter in the above
relation, because the vectors sA(η) and sA(ηo) do not live
in the same tangent spaces of the spacetime manifoldM.
The former live in Tη(M), their indices are raised and
lowered by γij(η), while the latter live in Tηo(M), their
indices are raised and lowered by γij(ηo) = δij .
In fact, inverting the position of the i indices in
Eq. (6.12) leads to the transposed inverse (E−1)T of the
evolution matrix, because
sAi(η)s
i
B(ηo) = sAi(η)EBC(ηo ← η)siC(η)
= EBA(ηo ← η)
= E−1BA(η ← ηo). (6.13)
It is straightforward to check that (E−1)T satisfies a dif-
ferential equation almost identical to Eq. (6.10), except
for a minus sign before σAC ,
(E−1BA)′ − σACE−1BC = 0. (6.14)
Using the general solution for the Sachs basis con-
structed in Sec. VIA, the evolution matrix and its trans-
posed inverse take the form
E =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
ni1(s1i)o n
i
1(s2i)o
ni2(s1i)o n
i
2(s2i)o
]
, (6.15)
(E−1)T =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
n1i(s
i
1)o n1i(s
i
2)o
n2i(s
i
1)o n2i(s
i
2)o
]
, (6.16)
with the angle ϑ given by Eq. (6.26).
Let us close this subsection by showing that the deter-
minant of E has a remarkably simple expression. Indeed
(detE)′ = Tr(E−1E ′) detE
= −Tr(E−1σE) detE
= −Trσ detE , (6.17)
where σ ≡ (σAB) is the projection of σij on the Sachs
basis, as defined below Eq. (6.11); its trace reads
Trσ = σAA = σijS
ij = σii − σijdidj , (6.18)
but, on the one hand, remember that Eq. (2.3) implies
σii =
3∑
i=1
β′i = 0, (6.19)
and, on the other hand,
σijd
idj =
σijkikj
ω˜2
=
(−γijkikj)′
2ω˜2
= − ω˜
′
ω˜
, (6.20)
so that finally
(detE)′ = − ω˜
′
ω˜
detE whence detE =
1
ω˜
.
(6.21)
We shall see in Sec. VII that the evolution matrix is a
key ingredient in the expression of the Jacobi matrix.
7C. Explicit examples
This subsection provides three explicit examples of or-
thonormal basis (n1, n2) which can be used for the con-
struction described in Sec. VIA, and the associated ro-
tation angle ϑ. For the last example, we also give the
expression of the evolution matrix.
1. Frenet basis
Since dµ is a unit vector, it is easy to construct a vec-
tor orthogonal to it from its own derivative. Here again,
calculations are easier if one works with the components
over the tetrad basis (ea)a=1...3. We thus define
na1 ≡
(da)′√
(db)′(db)′
, (6.22)
and complete it by na2 ≡ εabcdbnc1. In terms of compo-
nents over the coordinate basis (∂i), we have
ni1 =
(
σijd
j +
ω˜′
ω˜
di
)(
diσijS
j
kσ
k
ℓ d
ℓ
)−1/2
, (6.23)
ni2 = ε
i
jkd
jnk1 . (6.24)
The equation (6.8) for the evolution angle ϑ then reads
ϑ′ = (n2a)
′na1 =
εabcd
a(db)′(dc)′′
(da)′(da)′
, (6.25)
which, in terms of components over the coordinate basis,
becomes
ϑ′ =
εijkdiβ
′
jdj
[
(β′k)
2dk − β′′kdk
]
diσijS
j
kσ
k
ℓ d
ℓ
. (6.26)
Interestingly, the two terms in the numerator of Eq. (6.26)
are sourced by distinct geometrical properties of the
Bianchi I spacetime. On the one hand, the term in (β′k)
2
is essentially a Vandermonde determinant,
εijkdiβ
′
jdj(β
′
k)
2dk = d1d2d3
∏
i>j
(β′i − β′j). (6.27)
It depends on the triaxiality of the Bianchi spacetime,
and vanishes for an axisymmetric Bianchi I since two β′i
are equal. On the other hand, the term in β′′k in Eq. (6.26)
can be rewritten in terms of matter’s anisotropic stress.
Indeed, using Eq. (2.9) and σji = β
′
iδ
j
i (without summa-
tion), we get
εijkdiβ
′
jdjβ
′′
kdk = 8piGa
2εijkdiσ
ℓ
jdℓpi
m
k dm. (6.28)
Thus, with the choice of Eqs. (6.23–6.24) for (n1, n2), the
angle ϑ is ruled by an equation of the form
ϑ′ = ϑ′tri + ϑ
′
stress, (6.29)
where ϑ′tri and ϑ
′
stress vanish in, respectively, an axisym-
metric and anisotropic-stress-free Bianchi I model.
Though having interesting properties, the Frenet basis
presented in this paragraph suffers from singularities: for
a beam propagating along a principal axis of the Bianchi
spacetime, da = cst, so that n1 cannot be defined. The
next two examples will be free from such problems.
2. Initial basis
Another way of constructing vectors which keep or-
thogonal to dµ is to use that ki are constants of motion
[see Eq. (4.1)], which implies that the covariant vector
di = ω˜
−1ki always points towards the same direction.
Thus, the Sachs basis (siA)o at O remains orthogonal to
di(η) at any time:
∀η di(η)(siA)o = 0. (6.30)
This motivates the following definitions,

ni1 ≡
(si1)o√
γ˚11
ni2 ≡ εijkdjnk1 ,
(6.31)
with γ˚11(η) ≡ γij(η)(si1sj1)o. Note that ni2 cannot be
constructed from (si2)o in the same way as n
i
1 is from
(si1)o, because then n1 and n2 would not be orthogonal
to each other.
In this example, the angle ϑ reads
ϑ′ = (n2a)
′na1 = −σijni1nj2 =
−εijkdiσkℓ (sj1sℓ1)o
γij(si1s
j
1)o
. (6.32)
All these quantities are well behaved, as long as γ˚11 6= 0.
3. Symmetrized initial basis
The construction of the previous example can be
slightly improved in order to be more symmetric. As
mentioned above, if we define
vi1 ≡
(si1)o√
γ˚11
, vi2 ≡
(si2)o√
γ˚22
, (6.33)
with
γ˚AB(η) ≡ γij(η)(siAsjB)o (6.34)
as in Eq. (6.31), then viA is normalized and div
i
A = 0,
but v1 and v2 are not orthogonal to each other. Let
us call δ(η) the angle expressing their departure from
orthogonality,
cos
(pi
2
+ δ
)
= − sin δ ≡ γijvi1vj2 =
γ˚12√
γ˚11γ˚22
. (6.35)
8Albeit not orthogonal itself, (v1, v2) can easily be used to
obtain an orthonormal basis. Like for any couple of unit
vectors, v1+v2 is orthogonal to v1−v2, which encourages
us to define
ni± ≡
vi1 ± vi2√
2∓ 2 sin δ . (6.36)
This could be used as the orthonormal basis of this last
example, however we will prefer its rotation by pi/4,
ni1 ≡
1√
2
(
ni+ + n
i
−
)
, ni2 ≡
1√
2
(
ni+ − ni−
)
, (6.37)
so that (niA)o = (s
i
A)o, i.e. ϑo = 0. In this case, and after
a few calculations, we obtain that the angle ϑ reads
ϑ′ = (n2a)
′na1 = (n+a)
′na− (6.38)
=
1
4
tan δ
[
ln
(
γ˚22
γ˚11
)]′
, (6.39)
that can also be written (tan δ)σij(v
i
2v
j
2 − vi1vj1)/2.
Finally, let us also give the (transposed inverse) evo-
lution matrix which, in the present example, enjoys the
relatively simple expression
(E−1)T =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
cos(δ/2) sin(δ/2)
sin(δ/2) cos(δ/2)
]
·
[√
γ˚11 0
0
√
γ˚22
]
. (6.40)
Note that the second matrix of Eq. (6.40) is not a rotation
matrix. From this result one can deduce the interesting
relation
ω˜ = detE−1 =
√
γ˚11γ˚22 cos δ =
√
γ˚11γ˚22 − γ˚212, (6.41)
which can also be checked by brute-force calculation.
VII. JACOBI MATRIX IN A CONFORMAL
BIANCHI I GEOMETRY
As in the previous one, all the calculations of this sec-
tion are performed in the conformal geometry g˜µν . How-
ever, all the tildes will here be carefully written, because
nonintermediary results are derived.
A. General solution for the Jacobi matrix
Let us now solve the Jacobi matrix equation
d2D˜AB
dv˜2
= R˜ACD˜CB, (7.1)
where we recall that the optical tidal matrix is defined
by
R˜AB ≡ −R˜µνρσ k˜µs˜νAk˜ρs˜σB. (7.2)
The nonzero components of the Riemann tensor for the
conformal Bianchi I geometry being
R˜0i0j = σ
k
i σkj − σ′ij , R˜ijkℓ = 2σk[iσj]ℓ. (7.3)
A straightforward calculation, using in particular
Eqs. (6.2) and (6.20), then leads to
R˜AB = ω˜2
[
(σAB)
′ + σACσCB +
ω˜′
ω˜
σAB
]
. (7.4)
Therefore, since d/dv˜ = ω˜d/dη, Eq. (7.1) reads
D˜′′AB +
ω˜′
ω˜
D˜′AB =
[
(σAC)
′ + σADσDC +
ω˜′
ω˜
σAC
]
D˜CB.
(7.5)
Now notice that if a matrixMAB is solution ofM
′
AB =
σACMCB, then it is also solution of Eq. (7.5). Compar-
ing with Eq. (6.14), we deduce that the transposed in-
verse (E−1)T of the evolution matrix is such a solution.
However, it is not the Jacobi matrix, because it does not
satisfy the right initial conditions (3.9) and (3.10), but
rather
(E−1)BA(ηo ← ηo) = δAB, (7.6)
d(E−1)TAB
dv
(ηo ← ηo) = (σAB)o. (7.7)
From this particular solution, one can obtain the Jacobi
matrix by use, for instance, of the method of the “varia-
tion of the constant” to get
D˜(ηs ← ηo) = (E−1)T
∫ ηo
ηs
ω˜−1ETE dη. (7.8)
This formula is the main result of our article. Since
EAB(ηs ← ηo) = s˜iA(ηs)s˜Bi(ηo), (7.9)
(E−1)TAB(ηs ← ηo) = s˜Ai(ηs)s˜iB(ηo), (7.10)
it can also be rewritten in terms of the components of
the Sachs basis as
D˜AB(ηs ← ηo) = (s˜Ai)s(s˜iC s˜Cj)o
×
(∫ ηo
ηs
ω˜−1S˜jk dη
)
(s˜Bk)o. (7.11)
This form of the Jacobi matrix, entirely determined by
the Sachs basis, reminds us about the recent results of
Refs. [54, 55], based on the geodesic-light-cone coordi-
nates [56]. The connection between the two formalisms
is left for further studies.
B. An explicit expression
Of course, Eq. (7.8) cannot be considered explicit as
long as one does not have an expression for E, which was
precisely the purpose of Sec. VI. Here, we choose to use
9the results of our third example (Sec. VIC 3): plugging
the expression (6.40) of E into Eq. (7.8), we obtain
D˜(ηs ← ηo) =
[
cosϑs sinϑs
− sinϑs cosϑs
] [
cos(δs/2) sin(δs/2)
sin(δs/2) cos(δs/2)
]
·
[√
γ˚11(ηs) 0
0
√
γ˚22(ηs)
] ∫ ηo
ηs
dη
ω˜3
[˚
γ22 γ˚12
γ˚12 γ˚11
]
(7.12)
where the various quantities are defined in Sec. VI C3,
and things ≡ thing(ηs). In particular,
ϑs =
1
4
∫ ηo
ηs
γ˚12
ω˜
[
ln
(
γ˚22
γ˚11
)]′
dη. (7.13)
C. Angular diameter distance
The angular diameter distance is related to the Jacobi
matrix via Eq. (3.11), that is here
D˜A =
√
detE−1
√
det
∫ ηo
ηs
ω˜−1ETE dη. (7.14)
We have already seen at the end of Sec. VIB that the
determinant of E−1 is ω˜, see Eq. (6.21), so that
D˜A =
√
ω˜∆, (7.15)
where ∆ denotes the second determinant involved in
Eq. (7.14). As originally found by Saunders in Ref. [31],
this determinant admits the remarkably simple expres-
sion
∆ =
∑
i6=j 6=ℓ
IiIjk
2
ℓ (7.16)
with
Ii ≡
∫ ηo
ηs
ω˜−3e2βi dη. (7.17)
It is however surprising that the author of Ref. [31] gives
this nontrivial expression of ∆ with no derivation. Since
we did not find any elsewhere in the literature, we pro-
pose one in the Appendix. Note that, by computing di-
rectly the determinant of the explicit expression (7.12),
one can obtain an alternative form—though mathemati-
cally equivalent—of Saunders’ determinant
∆ = I11I22 − I212, (7.18)
with
IAB ≡
∫ ηo
ηs
ω˜−3γ˚AB dη. (7.19)
D. The weak shear regime
Our solution for the Jacobi matrix is completely gen-
eral, which means that it remains valid even for very
anisotropic Bianchi I spacetimes [with βi = O(1)]. How-
ever, because cosmological observations suggest that our
Universe is extremely close to isotropic, it can be inter-
esting in practice to study the weak-shear behavior of
our solution. We now perform such an expansion of the
Jacobi matrix—and the related quantities—at first order
in βi ≪ 1, in the conformal Bianchi I geometry.
In this regime, the cyclic frequency of the photons and
the evolution matrix of the Sachs basis respectively read
ω˜ = 1− B +O(β2i ), (7.20)
EAB = δAB + BAB +O(β2i ), (7.21)
where we have defined the first order quantities
BAB(η) ≡
3∑
i=1
βi(η)(s
i
As
i
B)o, (7.22)
B(η) ≡
3∑
i=1
βi(η)k
2
i = −Tr(BAB). (7.23)
Note that, in terms of the notations of Sec. VIC, γ˚AB =
δAB+2BAB+O(β2i ). The expression of the Jacobi matrix
is then easily found to be
D˜AB(ηs ← ηo) = δAB
[
(ηs − ηo) +
∫ ηo
ηs
B dη
]
+ (ηs − ηo)BAB(ηs)− 2
∫ ηo
ηs
BAB dη +O(β2i ). (7.24)
Note that, at this order, the Jacobi matrix remains
symmetric. In terms of the decomposition of Eq. (3.13), it
means that the rotation angle vanishes ψ = O(β2i ). The
angular diameter distance is obtained by computing the
(square root of the) determinant of (7.24), which leads to
D˜A =
(
1− Bs
2
)
(ηo− ηs)+ 2
∫ ηo
ηs
B dη+O(β2i ). (7.25)
Finally, the optical shear, encoded into the exponential
matrix of Eq. (3.13) is at this order equal to the traceless
part of the Jacobi matrix D˜〈AB〉,[−Γ1 Γ2
Γ2 Γ1
]
= (ηs − ηo)B〈AB〉(ηs)
− 2
∫ ηo
ηs
B〈AB〉 dη +O(β2i ), (7.26)
where 〈AB〉 means the traceless part with respect to δAB;
in particular B〈AB〉 = BAB − B δAB/2. Note that the
above shear does not need to be tilded, because D˜ ∝ D
so that (Γ˜1, Γ˜2) = (Γ1,Γ2).
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VIII. SUMMARY
Before concluding, let us summarize the main results of
this paper, under the form of a recipe for the reader who
would like to use them in practice. It is also the occasion
to recover the untilded quantities from the tilded ones
using the dictionary of Sec. V.
1. Solve for the cosmology (Sec. II) to determine the
scale factor a(η), and the functions βi(η) character-
izing the spatial conformal metric γij . Set by con-
vention a(ηo) = 1 and βi(ηo) so that (gµν)o = ηµν .
Note that, by virtue of the dictionary of Sec.V, all
conformal (tilded) quantities are equal to their un-
tilded counterpart at η = ηo. An example of such
dynamics can be found in Ref. [11].
2. Pick a direction of observation dio on the sky and
an initial Sachs basis (siA)o orthogonal to it. A
possible choice using spherical coordinates (θo, ϕo)
is
(di)o = (sin θo cosϕo, sin θo sinϕo, cos θo) (8.1)
(si1)o = (cos θo cosϕo, cos θo sinϕo,− sin θo) (8.2)
(si2)o = (− sinϕo, cosϕo, 0) (8.3)
3. Set by convention ωo = 1. The wave four-vector
of the photon is then characterized at any time
by ki = cst = d
i
o and k
t = ω = ω˜/a where ω˜ is
given by Eq. (4.3). This is enough to compute the
redshift z ≡ 1/ω − 1, the redshift drift (4.9), the
direction drift (4.13), and the angular diameter dis-
tance DA = aD˜A =
√
a3ω∆, where ∆ is given by
Eqs. (7.16) and (7.17)). In the weak shear regime,
use the expression (7.25) for D˜A.
4. In order to get the full Jacobi matrix D, first de-
termine the evolution matrix E using the method
described in Sec. VI, then plug it into Eq. (7.8) to
obtain D˜. An example of this procedure had been
given in Sec. VII B. Apply finally the conformal dic-
tionary relation D = aD˜.
5. Quantities such as optical shear and optical rota-
tion are obtained by performing the canonical de-
composition (3.13) of the obtained Jacobi matrix.
Their weak-shear expressions are the ones obtained
in Sec. VIID.
IX. CONCLUSION
This article detailed an analytic integration of all the
equations governing light propagation in a Bianchi I
spacetime. From a technical point of view, the symme-
tries of the problem were central in our derivations. First,
in Sec. IV, the invariance of the metric under spatial
translation allowed us to solve the null geodesic equa-
tion without any calculation. Second, the invariance of
the equations governing light propagation under confor-
mal transformations allowed us to greatly simplify the
calculation of the Jacobi matrix in Sec. VII.
As a first output, we obtained formulas for the red-
shift and direction drift in a Bianchi I universe, which
are comparable to former papers generally restricted to
Lemaˆıtre-Tolman-Bondi spacetimes [51, 53]. As a sec-
ond output and sanity check, we recovered the already
known [16, 30, 31] expression of the angular diameter
distance. However, we emphasize that our results are
more powerful, because they also give access to the com-
plete lensing behavior of Bianchi I, including optical shear
and rotation. This new step will be the starting point
of a deeper analysis of light propagation in a perturbed
Bianchi I spacetime, which would allow us to evaluate
the amplitude of the comic shear B-mode signal associ-
ated with a violation of local isotropy, as predicted by
Ref. [35].
Our study can therefore be used to set constraints on
the spatial isotropy of the Hubble flow from the analy-
sis of the Hubble diagram, but also from possible future
observation such as the redshift drift [48, 49] (see e.g.
Ref. [52] for a review of the observational possibilities
concerning both the time and direction drifts). Together
with weak lensing [35], this offers a set of tools to con-
strain any late-time anisotropy of cosmic expansion.
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Appendix: Derivation of Saunders’ formula
Let us calculate Saunders’ determinant [31], defined as
∆ ≡ det
∫ ηo
ηs
ω˜−1ETE dη (1)
= det
[
(sAi)oIij(sBj)o
]
(2)
where we have denoted
Iij ≡
∫ ηo
ηs
ω˜−1S˜ij dη, (3)
so that the quantity ∆ is the determinant of the restric-
tion of I ≡ (Iij) on the 2-plane spanned by [(sAi)o]A=1,2.
It turns out that this restriction actually encodes the
whole matrix I. Indeed, since Iijki = 0 (ki being a
constant, it can safely enter into the integral), it is easy
to check that
Iij = [(sAk)oIkℓ(sBℓ)o] (siAsjB)o; (4)
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in other words, written in the basis [ki, (si1)o, (s
i
2)o], the
matrix I reads
I =

0 0 00 (s1i)oIij(s1j)o (s1i)oIij(s2j)o
0 (s2i)oIij(s1j)o (s2i)oIij(s2j)o

 . (5)
We conclude that if (0, I+, I−) denote the three eigenval-
ues of I, then ∆ = I+I− is the product of the last two.
Let us now calculate this product.
The characteristic polynomial of I reads
χI(X) ≡ det(I −X13) (6)
= −X
2
[
(TrI)2 − Tr(I2)]+X2TrI −X3 (7)
= −XI+I− +X2(I+ + I−)−X3, (8)
where we have used that detI = 0, and the fact that the
roots of χI are (0, I+, I−); thus
∆ = I+I− = 1
2
[
(TrI)2 − Tr(I2)] . (9)
Written explicitly, the expression above is
∆ = I11I22 + I11I33 + I22I33
− (I13)2 − (I12)2 − (I23)2, (10)
but it can be further simplified using again that Iijki = 0,
which implies
I11 = −k2
k1
I12 − k3
k1
I13, (11)
I22 = −k1
k2
I12 − k3
k2
I23, (12)
I33 = −k2
k3
I23 − k1
k3
I13. (13)
Plugging these relations in Eq. (10) indeed leads to
∆ =
k1I12I13 + k2I12I23 + k3I13I23
k1k2k3
. (14)
Finally, with the definitions
I1 ≡ − I
23
k2k3
, I2 ≡ − I
13
k1k3
, I3 ≡ − I
12
k1k2
, (15)
we recover Saunders’ formula
∆ = k21I2I3 + k
2
2I1I3 + k
2
3I1I2. (16)
Of course, we also have to check that the Iis defined in
Eq. (15) agree with the expressions given in Eq. (7.17).
Consider for instance I1, starting from
I1 ≡ − I
23
k2k3
= − 1
k2k3
∫ ηo
ηs
ω˜−1S˜23 dη. (17)
Because S˜23 = γ23− d˜2d˜3, and (γij) is diagonal, we have
−S˜23 = d˜2d˜3
= e−2β2e−2β3 d˜2d˜3
= e2β1(ω˜−1k˜2)(ω˜
−1k˜3) (18)
= e2β1 ω˜−2k2k3. (19)
whence
I1 =
∫ ηo
ηs
ω˜−3e2β1 dη. (20)
In Eq. (18) we have used that
∑3
i=1 βi = 0, and in
Eq. (19) the relation k˜i = ki established in Sec. V. Equa-
tion (20) agrees with Eq. (7.17), and it is clear that the
same calculation can be done for I2, I3.
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