In the following we shall let U= [u] and 33 = [v] denote arbitrary Banach spaces, and £= [t] denote a Hausdorff space. ï and g) are to denote the spaces of all continuous functions mapping X into U and into 33 respectively. We shall let ß denote the space of all linear continuous mappings of U into 33. A function K on Ï to fi which is bounded on X and continuous in the strong topology of ß induces a linear continuous operator k on 3£ to g) by the formula (2) k(x\ t) = K(t)x(l).
In the following we shall let U= [u] and 33 = [v] denote arbitrary Banach spaces, and £= [t] denote a Hausdorff space. ï and g) are to denote the spaces of all continuous functions mapping X into U and into 33 respectively. We shall let ß denote the space of all linear continuous mappings of U into 33. A function K on Ï to fi which is bounded on X and continuous in the strong topology of ß induces a linear continuous operator k on 3£ to g) by the formula (2) k(x\ t) = K(t)x(l).
The main result of this paper, contained in §3, gives sufficient conditions that k map H onto the whole space g). Applications to nonlinear equations, integral equations, and to underdetermined systems of differential equations, including certain types of partial differential equations, are given in § §4, 5, and 7. In §6 we consider the case when X is a compact interval of the real axis, and let 7L' and §)' denote the subspaces of H and g) consisting of those functions which are of class C. Sufficient conditions are given that k map ï' onto g)', and this result is applied to the case of nonlinear equations.
In the case when, for each /, K(t) gives a one-to-one correspondence between the spaces U and 33, the results of this paper have been long known and are easily derived. The methods used here enable us to prove the existence of solutions with certain useful properties in cases when the solution is not unique.
1. Topological preliminaries. J. A. Dieudonné has discussed [3] a generalization of the notion of compactness of a topological space which will be of considerable use in §3. We therefore summarize a few definitions and results in the form that we shall need. In the following all coverings of topological spaces are supposed to consist of open sets.
Definitions. A covering 33 is said to be a refinement of the covering 3Í if every set in 33 is contained in some set in 2(. A covering is said to be neighborhood-finite if every point has a neighborhood which intersects only a finite (') The part contributed by the junior author was completed while he was an Atomic Energy Commission Predoctoral Fellow.
(2) The following remarks on notation may be useful. If A is an element of ii, the functional value of A for a given u will be denoted by A(u) or by Au as convenient. When A =K{t), u -x(t), it is convenient to write K(t)x(t). For fixed x, k(x) is a function of t, whose value at Í, n{x){t), is more conveniently written k(jc|í)-number of sets in the covering. A Hausdorff topological space is said to be paracompact if every covering 21 has a refinement covering 33 which is neighborhood-finite. Dieudonné showed that every paracompact space is a normal ( 7Y) topological space, and that every closed subset of a paracompact space is itself paracompact in its relative topology, but this is not generally true for arbitrary subsets. On the other hand, A. H. Stone showed [7] that every metric space is paracompact.
This theorem is very important for our purposes. It implies, in particular, that any subset of a metric space is paracompact. It is not known whether there are any spaces other than metrizable spaces in which arbitrary subsets are paracompact.
We shall need the following special case of Theorem 6 in Dieudonné's paper. (Cf. also Lefschetz [8, p. 26 ].)
Lemma. Let Xbea normal space and [A,} a covering of X which is neighborhood-finite. Then there exists a covering {Br} of X with the same index class and for which B"(ZAvfor all v.
Under the conditions of this lemma, it follows that for each v there exists a real-valued continuous function \p, which is non-negative everywhere and such that \¡/,(t) =1 for t(EJ5v and $,(£) =0 for t^Av. By the assumption of neighborhood-finiteness we know that every point is contained in only a finite number of the sets {A,}, hence ip,(t) = 0 except for a finite number of indices. Moreover each point is contained in some B" so not all of the functions can vanish at any given point. Hence the sum £,, i^"(/) is well-defined at each point and is neither zero nor infinite. Since, in the neighborhood of each point, only a finite number of terms are nonzero, this sum is a continuous function on all of X. Let </>,(t) =ipv(t)/ ^y ^»(¿)-It is clear that <f>"(t) =0 for t(£A" and ^" <¡>,{t) =1 for all ¿GÏ. Such a collection of continuous functions {<¡>,\ is called a continuous partition of unity subordinate to the covering {A,} [2, p. 66].
The following lemma follows immediately from the above discussion:
Lemma. Let Xbe a paracompact space and { C"} a covering of X. Then there is a neighborhood-finite refinement covering {A,} and a continuous partition of unity {<j>,\ subordinate to {A,).
We note that {<j>,} is also subordinate to {C"} in the sense that for every v there exists some C^ outside of which <j>, is identically zero.
2. Induced linear transformations.
In the space X of all continuous functions on X to U, we define the "norm" of an element x by the formula 11*11 =sup {||x(¿)|| |¿E£}. The subspace of 36 on which this norm is finite we denote by HB ; it is a Banach space. When X is sequentially compact 3£s = 3E. The corresponding notations 2), ||y||, g)B are used in connection with the space of continuous functions on X to 33.
In the space ß of linear continuous transformations L of U into 33, the "uniform" topology is that determined by the norm in ß, while the "strong" topology is that corresponding to a system of neighborhoods 7 When K is given, let kk be defined by
When k is given, let KK be defined by
where xu(t) =u for all /. Let (2) m0(k) = suP {||x(o|| | tex}.
As a consequence of the Uniform Boundedness Theorem of Hildebrandt (see also [6, p . 26]) we have the following condition for the finiteness of Mo(K)(s).
Lemma. If K(t)u is a bounded function of t for each fixed m£U, then M0(K) <».
We can now state the following relations between K and kk, and between k and KK. The verification of these statements is straightforward, and will be omitted. A simple example in which k maps 36 onto §), but KK does not map X into ß0, is obtained by taking X= [O, l] , U = 33=reals, ic(x\t)=x(t) -tf10x(s)ds. Here K~\y\t) =y(t)+2tP0y(s)ds, X«(1)=0.
It is natural to ask about conditions for the mapping K to be continuous with the uniform topology in ß. The following answer is readily verified. (3) We note that in the lemma the completeness of the space S? is not needed, and in Theorem 1 neither U nor 35 needs to be complete. Since the concepts of equicontinuity and compactness are sometimes related, the next theorem seems rather natural. Proof. In view of Theorem 2, to prove the first assertion in the theorem it is sufficient to prove that k(36i) is an equicontinuous family of functions in 9j. Since 36i is a bounded family of functions in 36, the hypotheses imply that k(36i) is totally bounded in §). Hence, given any e>0, there exists a finite set of functions {z¡\ in £) so that for each x"£36i there is at least one j for which ||k(Xu)-Zj\\y<e/3. For fixed t0 and for each j, there exists a neighborhood Uj(t0) so that tÇzUj(t0) implies that \\zj(t) -z3(to)\\v<e/3.
Since there are only a finite number of z¡, we can take U(to) ={)jUj(to). Then ¿£?7(£o) implies that for any x"G36i we have
for some one of the z¡. So k(36i) is equicontinuous and K, is continuous witn the uniform topology in ß. The final statement of the theorem is immediate. The converse of Theorem 3 is not true. That is, if K(f) is completely continuous for each t and K is continuous with the uniform topology in ß, then it does not follow that the induced mapping kk is completely continuous. For example, if U and 33 are chosen to be the real line, X is the closed unit interval, and K(t) is the identity map for all /, then each K(t) is completely continuous.
However, k is the identity transformation on C[0, l] and is not completely continuous.
Evidently it is easier to carry the properties from k to KK. In the next section we shall go the other way and prove a converse to the final state ment in Theorem 1 (b).
3. Induced transformations mapping 36 onto g with the number M0 defined by (2) , and with the number JVo = sup {l(K(t))\teX}.
When K is continuous in the uniform topology of ß, and X is sequentially compact, then M0 and N0 are automatically finite.
Theorem 4. Suppose that the space X is paracompact, that K is a mapping of X into ßo which is continuous in the uniform topology, and that M0 and N<¡ are finite. Then the induced transformation k defined by (1) maps 36 onto all of g). Moreover, if N>N0, ;yG£), ande>0, then there exists an xG36/or which k(x) =y and \\x{t)\\ £N\\y(t)\\+efor all tGX.
Proof. Suppose that the theorem is proved for all yGD such that \\y\\ 2»1. Then for an arbitrary yG §) we take y*(t) =y(t) when ||y(i)||=l and y*(t) =3'(¿)/||3'W|| when ||y(0|| =L By our supposition there exists an #*G?6 so that K(x*)=y* and ||x*(/)|| ^iV||y*(/)l +« for all t(=X. We now put x(t)=x*(t) when ||y(i)||gl and x(/) =\\y(t)\ x*(t) when ||y(/)||^l. It is easily verified that x(/) satisfies the conclusions of the theorem with N replaced by N+e. Since N and e are subject only to the restrictions N>N0 and e>0, we see that it suffices to prove the theorem under the hypothesis that Ibllái.
Suppose, then, that we are given such an element yG2) as well as the two numbers iVand e. Take g>2(7V+€+l)2.
For each i0GÏ and for any positive integer r, the continuity of y and K as functions of / implies that there exists an open neighborhood Vr(t<>) of t0 such that if ¿'G Vr(to), then (3,) \\y{t') ~ y(t0)\\ <e/2q',
We cover X by the open sets { Fi(¿)|/GÍf-By the paracompactness of X there exists an open covering tyi= {Pi,,} such that each Pi,,C.Vi(liiV) for some point ¿i," and so that the covering $1 is neighborhood-finite.
Let {01,,.} be a continuous partition of unity subordinate to ^TJi, so that 0i,, vanishes outside of Vi(ti,P) (since by construction it vanishes outside of Pi,,. But from (3i) and the triangle inequality, we have for ¿G Vi(h,r) that | \\y(h,,)\\ -\\y(t)\\\ g \\y(hs) -y(t)\\ <</2q.
So we get that ||y(ii,,)|| <||y(*)|| +e/2q. Inserting this in the preceding and using the definition of q to show that N/q<l, we have for all t: Hence we have shown that, for all /:
(81) \\y(t) -K(t)Xl(t)\\ < e/2>N.
Suppose that for each positive integer r^m we have chosen a pair of bounded continuous functions yr and xr so that for each /GÏ the following inequalities are satisfied :
IIyr(0-y« II <*/2q', (7,) ||«r(0|| <^||yW||+e/2+---+*/2% (8r) ||y(0-X(/)xr(0|| <e/2'+W,
We shall show that we can construct ym+i and xm+i so that these same inequalities are true with r replaced by m-\-\. For any to, since K(t0) maps onto 33, we can choose a point m0GU so that K(t0)uo=y(to) and there is an open coverinĝ ßm+i= {-Pm+i,,} which is neighborhood-finite and each of whose sets is contained in Wm+\{t) for some I (which we shall henceforth label as tm+i,,). As before we construct a continuous partition of unity {0m+i,,} subordinate to the covering tym+i. We then define ym+l(t) = Z^> 0m+l,»Wy('m+l,,), Xm+l(t) = 2^ 0m+l.,(Owm+l,,i
where the point mot+i,, is the point chosen to correspond to the point tm+i,, by the process outlined above. Since 0m+i,, vanishes outside Pm+i," we see from (3OT+i) that (5«+0 ||y"+i(0 -yW|| <i/2?'"+1 for all t. Since 0m+i,, vanishes except possibly for those t for which (6ro+i) holds, we have ||a;m+l(0 -Xm(t)\\ = || X 0m+l,»WMm+l,, -xm(t)\\ = W11 4>m+lAt) {Um+l,v -Xm(t) ) || á Z<í>™+l.,(0||«m+l,, -*«(/)|| < t/2m+\
Hence for all /, we have Now by (6m+i) and (7m), ||«m+i,,|| <N\\y(tm+1,,)\\+e^N+e, and since 0m+i,, vanishes outside of the set where (4m+i) holds, ||ym+i(¿)-K(t)xm+1(t)\\ < (iV+e)€/2gm+1. By combining this inequality with (5m+i) we obtain (8m+i) ||y(i) -K{t)xm+l{t)\\ < e/2™+*N, since e(N+e + l)/2qm+l<e/2m+2N. Thus we obtain by the inductive process described above two infinite sequences {yr} and {xr}. From (9), it follows that {xr} is a Cauchy se-quence in 36, and so there exists a function xG36 which is the limit of this sequence.
In terms of the induced transformation k, (8r) states that ||y -K(xr)|| <e/2r+1N. Hence /c(xr)->y in the space §). But since k is a continuous function on 36, we have /c(xr)->k(x) in the space g). Consequently y = /c(x); that is, k maps 36 onto §).
Passing to the limit in (7,) we see that ||¡e(¿)|| <-¿V||y(<)||+€ for all ¿G£. This completes the proof of the theorem.
The next corollary allows one to drop the e in the estimate on the magnitude of x(t) given in the final inequality of the theorem.
Corollary.
With the hypotheses of the theorem, given any N>N0 and any yG §) for which the open subset of X where y(t)^0 is paracompact, then the final inequality of the theorem may be strengthened to read ||x(£)|| á-¿V"||y(í)|| for all ¿GÏ-In particular this is true for arbitrary yÇzty when X is a metric space.
Proof. If y(t) 7¿Q on X, we can define the function y*{t) = y(/)/||y(í)|| for all values of t, and ||y*(/)|| =1. Pick e>0 so small that N0<N-e, and let N* -N-e. Applying the theorem to N*, y*, and e we get an x*^X such that *(x*)=y* and ||x*(/)|| <iV*||y*(/)||+e = iV-e+e = iV. From this, by defining x(t) = \\y(t)\\x*(t), we get k(x) =y and ||x(/)|| ^2V||y(/)||.
If the set Xo= {t\y(t) ^0} is paracompact, we can consider the function y restricted to Xo, in which case the preceding remarks are valid and we get an x obeying the stronger inequality on Xo-Extending the domain of definition of this x to all of X by setting it equal to zero outside of Xo gives a continuous function on X which satisfies the two conditions.
In passing, we note that the preceding result generalizes Theorem 4 of Then there is a continuous function x(t) defined on X such that G(x(t), t) = 0, x(to) = 0, ||x(0|| á ||G(0, 011^/(1 -NQ).
Proof. Let \(x\t)=L(x(t)), T(x\t)=G(x(t), t)-G(0, t), y(t) = -G(0, t).
Then it follows from Theorem 4 that Theorem 5 is applicable.
Corollary. Let X be a metric space, and suppose G(u, t) and its partial differential duG(u, t; du) are continuous for \\u\\ <5, ¿GÏ, uniformly for \\du\\ = 1. Suppose also that G(0, to) =0, and that duG(0, to; du) maps XX onto the whole space 33. Then there exists a number e>0 and a continuous function x(t) defined for dist (/, io) <c such that G(x(t), t) =0, x(t0) =0. Proof. Let T(x) be defined by r(*|o =G(x(t),t)
for *G36' with ||x(0 -m0|| <5. If we denote this domain of the function V by 36o', it is straightforward to verify that V is of class C on 36o', with values in §)', and that its differential dT(x; dx) is given by dT(x; dx\t) = duG(x(t), t; dx{t)).
If we set x0(0=Mo, we see by Theorem 8 that dT(x0; dx) maps 36' onto §)'. Then by Theorem 2 of [4] , the desired result follows. It is easily seen that we may require that ||x -x0||' be arbitrarily small by taking \\y-yo||' sufficiently small. 7. Generalization of equations of Volterra type. Theorem 7 is here generalized in two ways-by removing most of the restrictions on the space X, and by modifying the Lipschitz condition (10) on the function a(x). We suppose that X is the Cartesian product of two Hausdorff spaces 9Î and ©. Corresponding to a real-valued nonnegative function p(r) defined on 9Î, and a function xG36b, we set P = sup p(r), and group the remaining terms to form a function y¡(r, s), we see that the conditions of the preceding discussion are satisfied, provided the matrix (/,-,■) has rank m at every point With the help of Theorem 2 of [4] , an embedding theorem lor nonlinear equations may then be secured.
