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Abstract
This paper is devoted to higher dimensional Anosov flows and consists of two
parts. In the first part, we investigate fiberwise Anosov flows on affine torus
bundles which fiber over 3-dimensional Anosov flows. We provide a dichotomy
result for such flows — they are either suspensions of Anosov diffeomorphisms or
the stable and unstable distributions have equal dimensions.
In the second part, we give a new surgery type construction of Anosov flows,
which yields non-transitive Anosov flows in all odd dimensions.
Keywords: Anosov flow, fiberwise Anosov flow, geodesic flow, hyperbolic man-
ifold, DA flow, surgery.
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1 Introduction
Anosov dynamical systems have been fascinating many mathematicians by their uni-
form and regular structure leading to chaotic dynamics. All known examples of Anosov
diffeomorphism are transitive, that is, they have an orbit which is dense in the ambient
manifold. One early surprise in the field was the 1979 example of Franks and Williams
of a non-transitive Anosov flow.
Theorem 1.1 ([FW80]). There exists a 3-dimensional closed manifoldM which admits
a non-transitive Anosov flow.
Further, Theorem 1.1b) of [FW80] asserts that building upon the 3-dimensional
example one can obtain non-transitive Anosov flows on manifolds of higher dimension
≥ 5 with dimensions of stable and unstable distributions — s and u— taking arbitrary
values ≥ 2. (Recall that codimension one Anosov flow on manifold of dimension ≥ 4
are transitive by work of Verjovsky [Ve74].)
In this article, we revisit Franks-Williams examples and point out a deficiency in
their higher dimensional construction. First we put Franks-Williams suggestion into a
more general context of fiberwise Anosov flows on affine torus bundles (see the next
section for a precise definition) and prove the following result about fiberwise Anosov
flows.
∗Part of this article was done during a visit of C.B. to Pennnsylvania State University, supported
by the Centre for Dynamical Systems and Geometry - Penn State and NSF DMS-1500947. A.G. was
partially supported by Simons grant 427063. F.R.H. was partially supported by NSF DMS-1500947.
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Theorem 1.2. Let M be a closed 3-dimensional manifold and let ϕt : M → M be an
Anosov flow. Let Td → E → M be an affine torus bundle and let Φt : E → E be a
fiberwise Anosov flow which fibers over ϕt. Then Φt is Anosov (as a flow on the total
space E) and one of the following assertions must hold
1. flow ϕt is topologically orbit equivalent to a suspension flow of an Anosov auto-
morphism of the 2-torus T2, and Φt is also a suspension of an Anosov diffeomor-
phism;
2. the dimensions of stable and unstable distributions of the Anosov flow Φt are
equal and ≥ 3:
s = u ≥ 3.
We will explain that both possibilities above indeed occur. Note that because sus-
pension flows are transitive the above theorem precludes the existence of non-transitive
higher dimensional Anosov flows which fiber over a non-transitive 3-dimensional Anosov
flow when s 6= u.
Theorem 1.2 is a corollary of the following result.
Theorem 1.3. Let M be a closed manifold and let ϕt : M → M be an Anosov flow.
Let Td → E →M be an affine torus bundle and let Φt : E → E be a fiberwise Anosov
flow which fibers over ϕt. Assume that there exists two periodic orbits a and b (possibly
a = b) of ϕt such that a is freely homotopic to −b, i.e., to the orbit b with reversed
orientation, then d has to be even, d ≥ 4, and the fiberwise stable and unstable distri-
butions of Φt have equal dimensions.
Remark 1.4. Just as in Theorem 1.2 the flow Φt is Anosov as a flow on the total
space E (see Proposition 2.4). The fiberwise stable and unstable distributions of Φt
are the restrictions of the stable and unstable distributions to the tangent space of the
fibers. Hence, if ϕt has matching stable and unstable dimensions (so, in particular,
if ϕt is a 3-dimensional flow, in which case the stable and unstable distributions are
both one-dimensional) then the stable and unstable distributions of Φt also have equal
dimensions.
Work of Barbot and Fenley (see Theorem 2.15 below) implies that the only Anosov
flows on 3-manifolds that do not admit pairs of periodic orbits which are freely homo-
topic to each others’ inverse are orbit equivalent to suspensions of Anosov automor-
phisms. This allows us to deduce Theorem 1.2 from Theorem 1.3.
Another application of Theorem 1.3 concerns algebraic Anosov flows. An Anosov
flow Φt is called algebraic if it can be seen as a R-action on a homogeneous man-
ifold H\G/Γ, where G is a connected Lie group, H a compact subgroup of G and
Γ ⊂ G a torsion-free uniform lattice. Tomter [To68, To75] (see also [BM13]) gave a
certain classification of algebraic Anosov flows and supplied examples. We can use this
classification of Tomter and Theorem 1.3 to deduce the following.
Corollary 1.5. Let Φt be an algebraic Anosov flow. Then either the dimensions of
the stable and unstable distributions of Φt are equal, or Φt is (up to passing to a finite
cover) a suspension of an Anosov automorphism.
In the second part of this article, we proceed to recover some non-transitive exam-
ples in the case when s = u by replanting the Franks–Williams idea into the setting of
geodesic flows on hyperbolic manifolds.
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Theorem 1.6. For any n ≥ 1 there exists a (2n+ 1)-dimensional manifold M which
supports a non-transitive Anosov flow ψt : M →M with s = u = n.
Remark 1.7. It seems to be clear that by following our surgery idea for the proof of
the above theorem one can obtain further examples of Anosov flows (transitive and non-
transitive) in odd dimensions by pasting together several “hyperbolic pieces.” Indeed,
one might even hope to fully develop the machinery of Be´guin–Bonatti–Yu [BBY17]
in any odd dimension. However, it is clear that the proof of the Anosov property
becomes much more subtle and we do not pursue this direction here. However we will
give, without providing all the details, one relatively easy way of building a transitive
example (Proposition 3.10)
As we mentioned above, in dimension 3, the only Anosov flows which do not admit
periodic orbits freely homotopic to each others’ inverse are the suspensions of Anosov
diffeomorphisms. Tomter’s classification of algebraic Anosov flows also implies that
only suspensions do not satisfy that property. Finally, it is also easy to notice that the
examples we build in Theorem 1.6 all admit a pair of periodic orbits which are freely
homotopic to each others’ inverse, and this would be the case for any example build
with a similar surgery construction. Hence, the following question arises naturally.
Question 1.8. Does there exists an Anosov flow (on a manifold of dimension at least
4), which is not a suspension of an Anosov diffeomorphism, and such that it does not
admit a pair of periodic orbits which are freely homotopic to each others’ inverse?
In order to obtain Theorem 1.3, we strongly rely on the fiberwise Anosov structure.
However, it is not clear that it is necessary to have this structure in order to deduce
the equality of the stable and unstable dimensions. Thus, we ask
Question 1.9. Let ϕt be an Anosov flow on a manifold M . Suppose that ϕt admits
a pair of periodic orbits that are freely homotopic to the inverse of each other. Does
this imply that the stable distribution and the unstable distribution have the same
dimension?
In light of the situation with algebraic flows, one can even combine the above two
questions, and wonder about a “Generalized Verjovsky Conjecture.” We pose it as a
question.
Question 1.10. Does there exist an Anosov flow which is not orbit equivalent to a
suspension and which has different dimensions of stable and unstable distributions?
In particular, we wonder about the existence of non-transitive examples. Indeed,
if Questions 1.8 and 1.9 lead naturally to the general case of Question 1.10, there is
another way of arriving to that question. Verjovsky [Ve74] proved that codimension
one Anosov flow in dimension strictly greater than 3 are transitive. So one can ask
whether the essential feature for Verjovsky’s result to hold is indeed the codimension
one hypothesis or if the difference of stable and unstable dimensions is enough (notice
that we are asking about the result, Verjovsky’s proof do use codimension one in an
essential way).
In Section 2 we describe the setting of fiberwise Anosov flows, revisit the Franks-
Williams construction and then prove Theorems 1.2 and 1.3. In Section 3, we explain
the construction which yields Theorem 1.6.
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2 Franks–Williams and fiberwise Anosov flows
2.1 Definition of fiberwise Anosov flows and examples
Let M be a closed smooth manifold and let Td → E pi→ M be an affine torus bundle,
that is, a locally trivial fiber bundle with structure group SL(d,Z)⋉ Td acting on Td
by affine transformations (A, v)x = Ax + v. Denote by Tdx the fiber over x ∈ M and
by V E = kerDpi the vertical subbundle of the tangent bundle TE, which consists of
vectors tangent to the fibers of pi.
Definition 2.1. Given an affine torus bundle Td → E pi→M and a flow ϕt : M →M ,
a flow Φt : E → E is called a fiberwise Anosov flow over ϕt : M → M if the following
two conditions hold:
1. Φt fibers over ϕt, that is, the diagram
E
pi

Φt
// E
pi

M
ϕt
// M
commutes;
2. there exists a DΦt-invariant splitting V E = V s ⊕ V u a constant C > 0 and a
constant λ ∈ (0, 1) such that for t > 0
‖DΦtvs‖ ≤ Cλt‖vs‖, vs ∈ V s
‖DΦ−tvu‖ ≤ Cλt‖vu‖, vs ∈ V u
(Cf. the definition of fiberwise Anosov flow in [FG16].)
Among the fiberwise Anosov flows, we single out the following type
Definition 2.2. A flow Φt : E → E is called a fiberwise affine Anosov flow over
ϕt : M → M if it is a fiberwise Anosov flow and, for each x ∈ M and t ∈ R, the
map Φt : Tdx → Tdϕt(x) is an affine diffeomorphism (note that the property of being
affine is independent of the choice of trivializing charts at x and ϕt(x) because of our
assumption on the structure group);
Remark 2.3. It follows from the definition that the splitting V E = V s ⊕ V u is also
affine.
In this article, we will only be interested in the case when the base flow ϕt is Anosov.
By using the standard cone argument one can easily verify the following.
Proposition 2.4. Let Φt : E → E be a fiberwise Anosov flow which fibers over an
Anosov flow ϕt : M →M . Then Φt is Anosov as a flow on the total space E.
The following partial converse to Proposition 2.4 also holds.
Proposition 2.5. Let Φt : E → E be a fiberwise (affine) flow which fibers over an
Anosov flow ϕt : M →M . Assume that Φt is Anosov (as a flow on the total space E)
then Φt is a fiberwise (affine) Anosov flow, i.e., also satisfies condition 2 of Defini-
tion 2.1.
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Proof. Using the fact that both Φt and ϕt are Anosov one can easily verify that
Dpi : TE → TM respects the Anosov splittings TE = EsΦ⊕XΦ⊕EuΦ and TM = Esϕ ⊕
Xϕ ⊕ Euϕ and that the restrictions Dpi : EsΦ → Esϕ, Dpi : XΦ → Xϕ and Dpi : Euϕ → Euϕ
are onto. We let
V s = ker(Dpi : EsΦ → Esϕ), V u = ker(Dpi : EuΦ → Euϕ).
Clearly V s and V u are subbundles of V E which are transverse and satisfy the Anosov
property. It remains to notice that by dimension count V s and V u span V E.
Example 2.6. Let A : Td → Td be a hyperbolic automorphism. Let
MA = T
d × [0, 1]/(x, 1) ∼ (Ax, 0)
be its mapping torus and ΦtA : MA → MA the suspension flow given by ΦtA : (x, s) 7→
(x, s+ t) mod Z, where Z is the Deck covering group of the obvious covering Td×R→
MA. Then Φ
t is a fiberwise affine Anosov flow which fibers over ϕt : S1 → S1 given by
ϕt : s 7→ s+ t mod Z.
Example 2.7. Let B : Td → Td and A : Tn → Tn be two hyperbolic automorphisms.
Let ΦtA : MA → MA and ΦtB×A : MB×A → MB×A be the suspension flows of A and
B×A, respectively. The map p˜i : Td×Tn×R→ Tn×R given by (x, y, s) 7→ (y, s) is a
trivial affine Td bundle. This bundle map, obviously, commutes with the t-translation
in the last coordinate and intertwines the Z-action of the Deck group on Td × Tn × R
with the Z-action of the Deck group on Tn × R. Hence pi = p˜i/Z : MB×A → MA is an
affine Td bundle and ΦtB×A is a fiberwise affine Anosov flow over the suspension flow
ΦtA. When n = 2 this provides examples for Case 1 of Theorem 1.2.
Example 2.8. Tomter [To68] exhibited an algebraic Anosov flow Φt : G/Γ→ G/Γ of
“mixed type”, where G = PSL(2,R)⋉R4 and Γ = Γ1⋉Z
4 with Γ1 < PSL(2,R) a co-
compact lattice. If we view G/Γ as an affine T4 bundle over PSL(2,R)/Γ1 then Φ
t can
be viewed as a fiberwise affine Anosov flow over the geodesic flow ϕt : PSL(2,R)/Γ1 →
PSL(2,R)/Γ1. For this example the dimensions of stable and unstable distributions
are equal to 3, i.e., s = u = 3. In particular this implies that the conclusion of Case 2
on Theorem 1.2 is optimal.
More examples of this type can be build. A general method is described in [BM13,
Section 3.4.2].
Another open question regarding fiberwise Anosov flows is the following.
Question 2.9. Does there exist a non-transitive Anosov flow ϕt : M →M on a man-
ifold M and a fiberwise affine Anosov flow Φt : E → E which fibers over ϕt with
s = u ≥ 3?
Finally, we notice that a fiberwise Anosov flow over a suspension of an Anosov
diffeomorphism is itself a suspension.
Proposition 2.10. Let Φt : E → E be a fiberwise Anosov flow which fibers over an
Anosov flow ϕt : M → M . Suppose ϕt is a suspension of an Anosov diffeomorphism
f : N → N . Then Φt is a suspension of an Anosov diffeomorphism fˆ : Nˆ → Nˆ , where
Nˆ is a manifold that fibers over N with fibers Td.
Proof. We view N ⊂ M as a section for ϕt. Let Nˆ = pi−1(N). Then, clearly, Nˆ is a
section for Φt and the return map is an Anosov diffeomorphism.
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Remark 2.11. When ϕt is a suspension of an Anosov nilmanifold automorphism (e.g.,
when M is 3-dimensional), with more work, one can show that Nˆ is finitely covered
by a nilmanifold. Then Φt is orbit equivalent to the suspension of an affine Anosov
diffeomorphism on an infranilmanifold.
2.2 The Franks-Williams construction
In this section we briefly recall the beautiful 3-dimensional Franks-Williams construc-
tion omitting all technical details. Then we explain that the higher dimensional con-
struction suggested in [FW80], if they exists, belong to the class of fiberwise affine flows.
Further we point out the problematic step in the higher dimensional construction and
discuss relations to our Theorem 1.2.
Let A : T2 → T2 be a hyperbolic automorphism. Deform A in a neighborhood of a
fixed point p to obtain a DA diffeomorphism f : T2 → T2 such that the non-wandering
set of f consists of the repelling fixed point p and a 1-dimensional hyperbolic attractor
whose stable foliation W sf is contained in the stable foliation of A and, hence, is linear.
Consider the suspension flow ϕt : Mf →Mf (similarly to Example 2.6). The key idea of
Franks andWilliams is to remove a small tubular neighborhood of the repelling periodic
orbit (corresponding to p) and then to equip certain twisted double of this manifold
with a non-transitive Anosov flow. Namely, after removing the tubular neighborhood
we obtain a manifold M¯f with torus boundary which is equipped with the flow ϕ
t
whose orbits are transverse to the boundary and flow “inwards.” Also consider another
copy of M¯f , say M¯f , which is equipped with ϕ
−t whose orbits are transverse to the
boundary and flow “outwards.” Then we paste together (M¯f , ϕ
t) and (M¯f , ϕ
−t) using a
gluing diffeomorphism h : T2 → T2 which identifies the boundaries of M¯f and M¯f . The
gluing diffeomorphism h is designed so that the week stable foliation of the attractor
in M¯f is transverse to the weak unstable foliation of the repeller in M¯f on the gluing
torus as indicated in Figure 1. This control on the foliations on the torus boundary
allows to deduce the Anosov property of the surgered flow.
For higher dimensional examples Franks and Williams suggested looking at the
product B× f : Td ×T2 → Td ×T2, where f is the DA diffeomorphism, as before, and
B is a hyperbolic automorphism. The idea is to view the suspension flow of B × f ,
which we denote by ϕtB as an affine Anosov flow over the suspension flow ϕ
t of f (cf.
Example 2.7) and try performing “twisted double surgery” so that the resulting flow
fibers over the 3-dimensional Franks-Williams flow.
For suspension flow ϕtB the mapping torus MB × {p} is a repeller. Removing a
neighborhood ofMB×{p} yields a manifold with boundaryMB×S1 equipped with an
inward flow ϕtB . The same construction using a hyperbolic automorphism C : T
d → Td
yields a manifold with boundary MC × S1 which we equip with an outward flow ϕ−tC
([FW80, pp. 166-167] suggest taking C = B−1). Now one tries to paste together the
flows ϕtB and ϕ
−t
C using a gluing H : MB × S1 →MC × S1 which puts the weak stable
distribution of ϕtB transversely to the weak unstable distribution of ϕ
−t
C . Note that
both ϕtB and ϕ
−t
C are fiberwise affine flows and both MB × S1 and MC × S1 are affine
T
d bundles over T2. Hence, we can try to look for a fiberwise affine H which fits into
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ϕt
Mf
f
p
b
(a) The suspended DA flow
h
∂M¯f ∂M¯f
(b) Quarter-turn gluing diffeomorphism h which takes solid-line Reeb
foliation to the dashed one assures needed transversality.
Figure 1: The Franks-Williams construction
the commutative diagram
MB × S1

H
// MC × S1

T
2 h // T
2
where h is the “quarter-turn” gluing diffeomorphism from the Franks-Williams 3-
dimensional surgery construction. After cutting MC and MB along the transverse
tori, the bundles MB × S1 → T2 and MC × S1 → T2 both become trivial bundles
T
d × [0, 1]× S1 → [0, 1]× S1, hence H must have the form
H(x, y) = (Dx, h(y)), (2.1)
where D : Td → Td is an automorphism. Because formula (2.1) must induce a diffeo-
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morphism of mapping tori we have the following condition
C = DBD−1. (2.2)
This implies that the suspension flows ϕtB and ϕ
t
C are conjugate. Therefore, if we look
for H in the affine form (2.1) then the stable distributions of ϕtB and ϕ
t
C in the fiber
are identified via H along the boundary. Hence, the stable distribution in the fiber of
ϕtB is identified with the unstable distribution in the fiber of ϕ
−t
C via H . We conclude
that the sought transversality cannot be achieved in this way.
Remark 2.12. We do not know if one can repair this construction by considering
more general glueing diffeomorphisms H : MB × S1 → MC × S1. Note that (2.2) is a
condition for manifolds MB and MC to be homeomorphic.
Note also that Theorem 1.2 yields the following corollary.
Corollary 2.13. Let ϕt be a 3-dimensional non-transitive Anosov flow. Assume that
Φt : E → E is a fiberwise Anosov flow over ϕt. Then s = u ≥ 3. (Here s and u are
dimensions of stable and unstable distributions of Φt.)
2.3 Proof of Theorem 1.3
Let a and b be the periodic orbits of ϕt such that a is freely homotopic to −b.
Let H : [0, 1]× S1 →M be an homotopy between a and −b. We pull-back E →M
using H to obtain an affine Td bundle H∗E → [0, 1] × S1. Up to translation on Td,
the monodromy of this bundle is given by an automorphism A : Td → Td. Because
the boundary of the base cylinder corresponds to the pair of periodic orbits a and
−b we also have that the boundary of H∗E is equipped with the Anosov flow. It
follows that the first return map of the flow to Td along one boundary component,
say {0} × S1, is an Anosov diffeomorphism f : Td → Td homotopic to A. And the
first return map of the flow to Td along the other boundary component, {1} × S1, is
an Anosov diffeomorphism g : Td → Td homotopic to A−1. By work of Franks and
Manning [Fr69, Ma74], the automorphism A is hyperbolic and f is conjugate to A.
Hence, the dimension of the stable subspace of A must be dimV s — the dimension
of the stable bundle of f . Similarly, the dimension of the stable subspace of A−1 (=
dimension of the unstable subspace of A) is dimV s — the dimension of the stable
bundle of g. Hence d is even and the fiberwise stable and unstable distributions have
same dimension.
To finish the proof it remains to rule out the case when d = 2. To do that we will
need the following simple lemma.
Lemma 2.14. Let T2 → E →M be an affine bundle and let Φt : E → E be a fiberwise
Anosov flow. Denote by V u ⊕ V s the vertical Anosov splitting and by Vu the integral
foliation of V u. Then Vu does not have circle leaves.
Proof. Indeed, if there is a circle C tangent to V u then the length of Φ−t(C) will go
to zero as t → ∞ by the Anosov property. If C is contractible then this is impossible
because V u is uniformly continuous. And if C is homotopically non-trivial this is also
impossible because there exists a lower bound on the length of homotopically non-trivial
loops due to compactness of the total space E.
The above lemma implies that, on every torus fiber, the foliation Vu does not
have Reeb components. We say that a foliation of the torus T2 is parallel to a linear
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foliation if the lifts of its leaves to the universal cover R2 remain at finite distance from
leaves of a linear foliation on R2. Every V on T2 with no Reeb components is always
parallel to exactly one linear foliation W . This follows from the fact that the rotation
number is well-defined for Reebless foliations. Further, if one varies V continuously the
corresponding linear foliation W also varies continuously.
Assume that there exists a fiberwise Anosov flow Φt : E → E, with T2 fibers, which
fibers over an Anosov flow ϕt. Consider the fiberwise Anosov splitting V E = V s⊕V u,
and the corresponding integral foliations, whose leaves are contained in the T2 fibers.
Pulling back the “vertical unstable foliation” to the affine bundle T2 → H∗E → [0, 1]×
S1 and then restricting to the segment [0, 1]× p ⊂ [0, 1]× S1 yields a continuous one-
parameter family of foliations Vt, t ∈ [0, 1]. The foliation V0 is the unstable foliation of
f and V1 is the unstable foliation of g (where f and g are described at the beginning
of the proof). For each t ∈ [0, 1], the foliation Vt is parallel to a unique linear foliation
Wt which varies continuously with t. Because f is conjugate to A, V0 is parallel to the
linear foliation W0 given by the unstable eigendirection of A. Similarly, V1 is parallel
to the linear foliation W1 given by the stable eigendirection of A.
BecauseW0 andW1 are different linear irrational foliations, the intermediate value
theorem yields a t0 such thatWt0 is a rational foliation. Because Vt0 is parallel toWt0 ,
Vt0 has rational rotation number, i.e., the return map to a circle transversal to Vt0 has
rational rotation number. It follows that Vt0 has a circle leaf, which is in contradiction
with Lemma 2.14.
2.4 Proof of Theorem 1.2
In order to prove Theorem 1.2, all we have to do is show that, if Φt is a fiberwise
Anosov flow over a 3-dimensional Anosov flow ϕt, then Theorem 1.3 applies except
when ϕt is orbit equivalent to a suspension, which, together with Proposition 2.10,
yields Theorem 1.2. This characterization of suspensions in 3-manifold follows directly
from works of Barbot and Fenley. However, as we did not find this property explicitly
stated in the way we needed in their work, we provide a proof.
Theorem 2.15 (Barbot, Fenley). Let ϕt : M → M be an Anosov flow on a closed
3-manifold M . Then one of the following assertions holds:
1. either ϕt is topologically equivalent to the suspension flow of an Anosov automor-
phism of the torus T2;
2. or there exist periodic orbits a and b such that a is freely homotopic to −b, i.e.,
to the orbit b with reversed orientation.
Remark 2.16. Theorem 2.15 is essentially given in Corollary E of [Fe98], but the
author does not state the fact that the free homotopy can be between two orbits with
reversed orientation, so we recall the arguments.
Remark 2.17. In the statement of Theorem 2.15, a and b might have to be taken as
going twice around the periodic orbit of ϕt. Another possibility is that a and b are
actually the same, i.e., a is freely homotopic to its inverse.
We proceed with some preparations for the proof. A pair of periodic orbits which
are freely homotopic to the inverse of each other will be found as corners of lozenges
that we will now define.
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If ϕt is an Anosov flow on a 3-manifoldM , then we denote by Fss, Fuu, Fs and Fu
the strong stable, strong unstable, stable and unstable foliations, respectively. All of
these foliations, as well as the flow, lift to the universal cover M˜ of M , and we denote
the lifts by ϕ˜t, F˜s, F˜u, F˜ss and F˜uu. It is well known that F˜s and F˜u are foliations
by planes, and Palmeira’s theorem then implies that M˜ is homeomorphic to R3.
We define the orbit space of ϕt as M˜ quotiented out by the relation “being on the
same orbit of ϕ˜t ”, and we denote the orbit space by O. We also define the stable (resp.
unstable) leaf space of ϕt as the quotient of M˜ by the relation “being on the same leaf
of F˜s (resp. F˜u)”. We denote these leaf spaces by Ls and Lu, respectively.
In general, the stable and unstable leaf spaces are non-Hausdorff. However, the orbit
space O of an Anosov flow in dimension 3 is always homeomorphic to R2 (see [Ba95a,
The´ore`me 3.1] or [Fe94, Proposition 2.1]). The foliations F˜s and F˜u descend to folia-
tions by lines ofO that we still denote by F˜s and F˜u. When one leaf space is Hausdorff,
then the other is also Hausdorff (see [Ba95a, The´ore`me 4.1] or [Fe94, Theorem 3.4]),
and, in this case, we say that the flow is R-covered.
The following notion of lozenge proved to be essential in the study of Anosov flow
in 3-manifolds.
Definition 2.18. Let α, β be two orbits in O and let A ⊂ F˜s(α), B ⊂ F˜u(α), C ⊂
F˜s(β) and D ⊂ F˜u(β) be four half leaves satisfying:
• For any λs ∈ Ls, λs ∩B 6= ∅ if and only if λs ∩D 6= ∅,
• For any λu ∈ Lu, λu ∩ A 6= ∅ if and only if λu ∩ C 6= ∅,
• The half-leaf A does not intersect D and B does not intersect C.
A lozenge L with corners α and β is the open subset of O given by (see Figure 2)
L := {p ∈ O | F˜s(p) ∩B 6= ∅, F˜u(p) ∩ A 6= ∅}.
The half-leaves A,B,C and D are called the sides.
b
b
L
α˜
β˜
A B
D C
Figure 2: A lozenge with corners α˜, β˜ and sides A,B,C,D
Lemma 2.19. Let L be a lozenge with corners α and β. Suppose that α corresponds
to a lift of a periodic orbit γα. Then β corresponds to a lift of a periodic orbit γβ, and
γα (or, possibly, the orbit obtained by going twice around γα) is freely homotopic to the
inverse of γβ (or, possibly, the orbit obtained by going twice around γβ).
Remark 2.20. The proof of this result can be found in [Fe95, Section 3] or in [Ba95b,
Section 3], but it is not stated exactly as we want, so we provide the argument.
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Proof. Since α is the image in O of a lift of a periodic orbit γα, there exists an element
g ∈ pi1(M) which represents this orbit γα (oriented according to the flow direction)
and which leaves α invariant. Note that, since g represents γα, the action of g on the
unstable leaf F˜u(α) in the orbit space O is a contraction, and its action on F˜s(α) is
an expansion.
Since g fixes F˜u(α), either g fixes the side of L on F˜u(α), or g2 does. And similarly
for the side of L in F˜s(α). So, up to considering the orbit that goes twice around γα,
and taking g2 instead of g, we can assume that g represents γα and that it fixes the
sides of L on the stable and unstable leaves of α in O.
By the definition of lozenge, since g fixes the sides of L that contain α, it also should
fix the opposite sides of L (see, for instance, [Ba95b, Lemme 3.4]). Hence, the opposite
corner β is the image in O of a lift of a periodic orbit γβ of ϕt.
Because the action of g on F˜u(α) in O is a contraction, its action on F˜u(β) in O
has to be an expansion. Otherwise, there would need to be at least one stable leaf
intersecting both F˜u(α) and F˜u(β) fixed by g. That would imply the existence of two
periodic orbits on, for instance, the unstable leaf of γα, which is impossible.
Hence, if h is the element of pi1(M) that represents γβ and fixes β, there exists
n ≥ 1 such that hn = g−1. But, by arguing in the same way as before we can shows
that h2 has to fix α. Hence h = g−1 or h2 = g−1.
If h = g−1, then γβ is freely homotopic to the inverse of γα. And if h
2 = g−1,
then the orbit of the flow obtained by going twice around γβ is freely homotopic to the
inverse of γα.
Proof of Theorem 2.15. If ϕt is R-covered, then ϕt is transitive [Ba95a, The´ore`mes
2.7]. Further, if every leave of F˜uu intersects every leave of F˜s, then ϕt is a suspension
of an Anosov diffeomorphism [Ba95a, The´ore`mes 2.7].
If ϕt is R-covered and not a suspension of an Anosov diffeomorphism, then ϕt is
skewed [Fe94, Theorem 3.4], and hence every lift of every periodic orbit is a corner
of a lozenge (see, for instance, the proof of [Fe94, Theorem 3.4]). Then Lemma 2.19
concludes the proof.
If ϕt is not R-covered, then there exist lozenges whose corners correspond to periodic
orbits [Fe98, Theorem B and Corollary 4.4]. In this case, again, the proof is complete
by Lemma 2.19.
2.5 Proof of Corollary 1.5
Let us recall Tomter classification result (see [BM13, Theorem 4]): Let Φt be an alge-
braic Anosov flow. Then, up to passing to a finite cover, Φt is either a suspension of an
Anosov automorphism of a nilmanifold, or it is a nil-suspension over the geodesic flow
of a locally symmetric space of real rank one. A nil-suspension means that Φt : E → E
is an affine fiberwise Anosov flow over a geodesic flow ϕt : M → M , as in Definition
2.1, except that E is now a fiber bundle over M whose fiber is any nilmanifold N ,
instead of just a torus.
So Corollary 1.5 is a direct consequence of Theorem 1.3 when Φt is a Td-suspension
over a geodesic flow (i.e., a fiberwise Anosov flow in the setting of Definition 2.1).
To deal with the more general nil-suspensions, one just have to recall that every nil-
suspensions can be obtained by successive Td-suspensions (see, [BM13, Section 3.3.1]).
Hence, applying Theorem 1.3 iteratively to each of the successive suspensions yields
Corollary 1.5.
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3 Proof of Theorem 1.6
3.1 Hyperbolic manifolds which admit totally geodesic hyper-
surfaces
Denote byM an n-dimensional closed oriented hyperbolic manifold i.e., closed manifold
modeled on the hyperbolic n-space Hn, n ≥ 2. Let N be a closed totally geodesic
codimension one submanifold in M . Further we will assume that the normal bundle of
N is trivial, i.e., that N ⊂M is two-sided. We will call such N ⊂M a totally geodesic
hypersurface in M . Clearly N is (n − 1)-dimensional hyperbolic manifold. Denote by
SM and SN the unit tangent bundles of M and N , respectively. Then the induced
embedding SN ⊂ SM is codimension two and, clearly, the geodesic flow on SM leaves
SN invariant.
When n = 2 the hypersurface N is just a simple closed geodesic. For n ≥ 3 hy-
perbolic manifolds which admit two-sided totally geodesic hypersurfaces can also be
constructed. When n = 3 hyperbolic manifolds which admit such totally geodesic
subsurfaces (or, equivalently, cocompact torsion-free Kleinian groups which admit co-
compact Fuchsian subgroups) can be constructed in multiple ways. One elementary
method to construct such a pair N ⊂ M is by gluing M from a compact hyperbolic
tetrahedra whose dihedral angles are submultiples of pi [BM82]. (F. Lanne´r showed
that there are precisely 9 such tetrahedra [La50].) The Kleinian group generated by
reflection in the faces of such tetrahedron is a Coxeter group whose index two subgroup
consisting of orientation preserving isometries is the fundamental group of sought man-
ifold M . Clearly each face develops into a closed totally geodesic surface. In general,
this surface is only immersed, but it becomes embedded (and two-sided) after passing
to a finite cover.
For constructions in all dimensions ≥ 3 see [GPS88] and [CD95, Section 5].
3.2 Special coordinates adapted to the geodesic flow around
the totally geodesic hypersurface
In this section we construct a special parametrization of a neighborhood of SN ⊂ SM
which will be well suited to performing the pitchfork bifurcation on SN in Section 3.3.
3.2.1 A 2-dimensional submanifold of SH2
We start by describing some special submanifold in SH2, the unit tangent bundle of
the hyperbolic disc.
Fix (x, v) in SH2. Let cv(t) be the geodesic through x in the direction v. Denote
by v+ and v− the endpoints of cv(t) in ∂∞H
2. Choose u ∈ SxH2 orthogonal to v, and
denote by ut ∈ Scv(t)H2 the vector obtained by parallel transport of u along cv. We
consider the following curves in H2 which pass through x.
1. S(s) is the horocycle through x and v+, and U(s) is the horocycle through x and
v−; we parametrize horocycles by arc-length.
2. For any t ∈ R, let αt(s) be the circle centered at cv(t) and passing through x.
3. For any t ∈ R, let kt(s) be the geodesic through cv(t) in the direction ut
and let γt(s) the equidistant curve to kt(s) passing through x. We choose the
parametrization of γt so that, for any s, d(γt(s), kt(s)) = t.
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Definition 3.1. For any (x, v) ∈ H2, we define the set U(x,v) ⊂ SH2 by
(y, w) ∈ U(x,v) if and only if

y = x and w ∈ SxH2
y = S(s) and w = S˙(s)− pi/2
y = U(s) and w = U˙(s)− pi/2
y = αt(s) and w = α˙t(s)− pi/2
y = γt(s) and w = γ˙t(s)− pi/2
where w = w′ − pi/2 means that w was obtained by rotation of pi/2 from w′ and the
orientation is chosen so that v = u− pi/2 (see Figure 3).
v
Figure 3: The set U(x,v) with the five different types of elements
An essential property of the set U(x,v) is that it is invariant under the geodesic flow
in the following sense.
Proposition 3.2. For all (x, v) ∈ SH2, and ε > 0, we define
U(x,v),ε =
{
(y, w) ∈ U(x,v) | dSas((y, w), c˙v) ≤ ε
}
,
where dSas denotes the Sasaki distance induced by the Sasaki Riemannian metric on
SH2. Then the sets U(x,v) and U(x,v),ε, (x, v) ∈ SH2 satisfy the following:
1. For all (x, v) ∈ SH2 and t ∈ R we have
gt
(
U(x,v)
)
= Ugt(x,v),
where gt is the geodesic flow.
2. For all (x, v) ∈ SH2 and ε > 0,
σ
(
U(x,v),ε
)
= U(x,−v),ε,
where σ : SH2 → SH2 is the flip map, i.e., σ(y, w) = (y,−w).
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3. For all (x, v) ∈ SH2, and ε > 0 small enough (ε < pi), the set U(x,v),ε is a
2-dimensional smoothly embedded disc which contains (x, v).
Remark 3.3. In our definition of U(x,v),ε, we choose to take the intersection of U(x,v)
with the ε-tubular neighborhood (with respect to the Sasaki metric) of the geodesic
c˙v ⊂ SH2. We would like to emphasize that it is not the same thing as taking all points
inside U(x,v) that are at distance ε from (x, v). Indeed, of all the radial curves that
we use in our definition to foliate U(x,v), only four of them are geodesics of the Sasaki
metric: the two horospheres, the fiber over x, and the curve projecting to γ0(s) = k0(s).
For all the other curves, their projection to H2 are also projections of Sasaki geodesics,
but their “vector part” makes them fail to be Sasaki geodesics (see the classification of
Sasaki geodesics in [Sa76]). Hence, the orthogonal projection of most points in U(x,v)
to c˙v will not be (x, v).
Proof. Part 1 is a straightforward consequence of our definitions and of hyperbolic
geometry: one just have to verify that the five types of points (y, w) ∈ U(x,v) flows to
one of the five types in Ugt(x,v). This is trivial if (y, w) = (x, v). If y ∈ U(s) or y ∈ S(s),
then, according to our definition, (y, w) is in the strong stable or strong unstable leaf
through (x, v), which are invariant under the flow. If y ∈ αt′(s), for some t′, then the
projection of gt(y, w) onto H2 is a circle centered at cv(t
′) = cgt(x,v)(t − t′) of radius
|t′ − t|, and the vector direction of gt(y, w) is still orthogonal to that circle. Hence,
gt(y, w) ∈ Ugt(x,v). A similar argument deals with the last case.
Part 2 follows from the fact that, by our definition, σ
(
U(x,v)
)
= U(x,−v), and the
fact that σ is an isometry with respect to the Sasaki metric.
We are left with showing that part 3 holds. For any (x, v) ∈ SH2, let P(x,v) be
the plane distribution in TSH2 orthogonal to X(x, v) for the Sasaki metric, where
X : SH2 → TSH2 is the vector field generating the geodesic flow. Then, by the clas-
sification of geodesics of the Sasaki metric [Sa76], the five family of curves used for
the definition of U(x,v) are all projections of Sasaki geodesics. Moreover, one has that
pi(U(x,v)) = pi
(
expSas,(x,v) P(x,v)
)
, where pi : SH2 → H2 is the projection and, expSas
is the exponential map of the Sasaki metric. In particular, we have that U(x,v) is
obtained from expSas,(x,v) P(x,v) by rotating the vector directions to make them or-
thogonal to the projections of the Sasaki geodesics (and the amount one needs to
rotate depends smoothly on the point, see [Sa76, Theorem 9]). Hence, U(x,v) is a
smooth subset of SH2, and for any ε > 0 small enough, U(x,v),ε is diffeomorphic to
expSas,(x,v)
({z ∈ P(x,v) | ‖z‖ < ε}), which is a smoothly embedded disk.
3.2.2 A special parametrization of a neighborhood of SN
We begin by fixing a lift N˜ of N inside M˜ = Hn. Note that since N is a totally geodesic
hypersurface in M , then, N˜ is a totally geodesic hyperbolic space Hn−1 inside Hn. For
any (x, v) ∈ SN , we denote by (x˜, v) a lift in SN˜ .
Because N is two-sided we can choose u a vector field along N which is normal to
N . We denote by u˜ the lift of u to N˜ .
Now, for any (x˜, v) ∈ SN˜ , we let D(x˜,v) ⊂ M˜ be the totally geodesic hyperbolic
2-plane which contains x˜ and is tangent to v and u˜(x). Then, we define U˜(x˜,v) ⊂
SD(x˜,v) as in Definition 3.1, and accordingly, for any ε, we define U˜(x˜,v),ε ⊂ U˜(x˜,v) as
in Proposition 3.2.
Because our definition of U˜(x˜,v) relies on the hyperbolic metric only and the covering
piM : M˜ →M is a local isometry, the following lemma is immediate.
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Lemma 3.4. For all ε > 0, the disks U˜(x˜,v),ε are pi1(M)-equivariant, i.e., for any
γ ∈ pi1(M) which leaves N˜ ⊂ M˜ invariant we have
γU˜(x˜,v),ε = U˜γ·(x˜,v),ε.
Further, for all (x, v) ∈ SN , the set
U(x,v),ε = piM
(
U˜(x˜,v),ε
)
,
is well-defined.
Another easy property of the sets U˜(x˜,v),ε is the following
Lemma 3.5. If (x˜, v) 6= (x˜′, v′) ∈ SN˜ , then, for any ε > 0 small enough,
U˜(x˜,v),ε ∩ U˜(x˜′,v′),ε = ∅.
Proof. The claim is immediate if the hyperbolic planes D(x˜,v) and D(x˜′,v′) are disjoint.
So we can assume that they intersect. Then either they are equal or they intersect
along a geodesic.
We first assume that D(x˜,v) and D(x˜′,v′) are distinct, and call γ the geodesic given by
their intersection. Given the definition of these discs, the intersection needs to be or-
thogonal to N˜ , i.e., along a geodesic kt(s). Hence, SD(x˜,v)∩SD(x˜′,v′) = {(kt(s), k˙t(s))},
and dSas((x˜, v), (kt(s), k˙t(s))) ≥ pi/2 (where we choose the Sasaki metric such that the
length of each great circle in the fiber is 2pi). Therefore we get the conclusion for all
ε < pi/2.
So we are left to consider the case when D(x˜,v) = D(x˜′,v′), that is if (x˜, v) and (x˜
′, v′)
define the same geodesic of N˜ (with orientation potentially reversed). By the definition
of U˜(x˜,v),ε, it is again clear that U˜(x˜,v),ε ∩ U˜(x˜′,v′),ε = ∅.
Definition 3.6. For any ε, we define the sets Vε ⊂ SM by
Vε =
⋃
(x,v)∈SN
U(x,v),ε
We denote by gt : SM → SM the geodesic flow.
Proposition 3.7. There exists ε0 > 0 such that, for all ε < ε0, we have the following:
1. The sets Vε are neighborhoods of SN and codimension 0 embedded submanifolds.
In particular, we have
Vε = {(y, w) ∈ SM | dSas((y, w), SN) ≤ ε} ≃ SN × D2
2. For any t ∈ R, there exists ε′ > 0, such that
gt (Vε′) ⊂ Vε
gt
(
U(x,v),ε′
) ⊂ Ugt(x,v),ε
3. The sets Vε are invariant under the flip map σ : SM → SM , i.e.,
σ (Vε) = Vε,
where σ(y, w) = (y,−w).
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4. For all (x, v) ∈ SN , the sets U(x,v),ε are transverse to the geodesic flow. Moreover,
the weak stable and weak unstable foliations of the geodesic flow gt of M restrict
to two transverse 1-dimensional foliations of U(x,v),ε
5. For all (x, v) ∈ SN , there exist coordinates (s, u) on the disc U(x,v),ε around (x, v)
such that:
(a) For all z ∈ Vε and t ∈ R such that gt(z) ∈ Vε, if z = (s, u;x, v), then
gt(z) =
(
e−ts, etu; gt(x, v)
)
.
(b) For any (x, v) ∈ SN , and u0 constant, we have {(s, u;x, v) ∈ Vε | u = u0} ⊂
Fu(x, v).
(c) For any (x, v) ∈ SN , and s0 constant, we have {(s, u;x, v) ∈ Vε | s = s0} ⊂
Fs(x, v).
(d) For any (x, v) ∈ SN , we have
{(0, u;x, v) ∈ Vε} × FuuN (x, v) = Fuu(x, v) ∩ Vε,
where FuuN (x, v) is the restriction of the strong unstable leaf through (x, v)
to SN .
(e) For any (x, v) ∈ SN , we have
{(s, 0;x, v) ∈ Vε} × FssN (x, v) = Fss(x, v) ∩ Vε,
where FssN (x, v) is the restriction of the strong stable leaf through (x, v) to
SN .
Proof. Items 2 and 3 are direct consequences of items 1 and 2 of Proposition 3.2 together
with the equivariance with respect to the fundamental group given by Lemma 3.4.
We will now prove item 1. Let (y, w) ∈ SM be a point in a tubular neighborhood
(of radius, say, η for the Sasaki metric) of SN . Fix a lift SN˜ of N and (y˜, w) lift of
(y, w) in the tubular neighborhood of SN˜ . Let z˜ ∈ N˜ be the orthogonal projection of
y˜ onto N˜ . Let D(z,vz) be a hyperbolic plane in M˜ ≃ H3 that is normal to N˜ , contains
y˜ and tangent to w at y˜. The plane D(z,vz) is unique except if the hyperbolic geodesic
through y˜ in the direction w is normal to N˜ (equivalently, contains z). If this is the case,
then it would imply that dSas((y˜, w), SN˜) ≥ pi/2. So, if we assume that η < pi/4, then
the plane D(z,vz) is uniquely determined. From here, it is easy to see that there exists
a unique (x˜, v) ∈ SN˜ , on the geodesic determined by (z, vz), such that (y˜, w) ∈ U(x˜,v).
Indeed, if we call cvz (t) the geodesic in N˜ determined by (z, vz), then one can notice
that
∪t∈RU(cvz (t), ˙cvz (t)) ⊃ SD(z,vz),
which implies the existence of (x˜, v), and its uniqueness is also immediate. Hence, we
proved that for any η small enough, the tubular neighborhood of radius η around SN
is contained in Vε for all ε ≥ η. Now, by definition of U(x,v),ε, we also have that Vε is
contained in the tubular neighborhood around SN of any radius η ≥ ε. Therefore,
Vε = {(y, w) ∈ SM | dSas((y, w), SN) ≤ ε}.
To prove item 4, we go back to the universal cover. By definition of U˜(x˜,v), there
exists a 1-dimensional submanifold F˜uu1 (x˜, v) ⊂ F˜uu(x˜, v) such that F˜uu1 (x˜, v) ⊂ U˜(x˜,v).
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Similarly, there exists a 1-dimensional submanifold F˜ss1 (x˜, v) ⊂ F˜ss(x˜, v) such that
F˜ss1 (x˜, v) ⊂ U˜(x˜,v). Now, since U˜(x˜,v) ⊂ SD(x˜,v) and for ε > 0 small enough (ε < pi),
g˜t(x˜,−v) ∩ U˜(x˜,v),ε = ∅, we have for any (y, w) ∈ U˜(x˜,v),
F˜s(y, w) ∩ F˜uu1 (x˜, v) 6= ∅.
Indeed, in the unit tangent bundle of the hyperbolic plane, every weak stable leaf Ls
intersect all the strong unstable leaves, except for the ones on the weak unstable leaf
Lu obtained from Ls by rotation by pi. Hence, we deduce that F˜s restrict to a 1-
dimensional foliation on U˜(x˜,v),ε, and similarly for F˜u. Projecting down to M gives
item 4.
Thanks to item 4, we can put coordinates on each U(x,v),ε in the following way.
We parametrize the submanifolds in the strong leaves Fuu1 (x, v) and Fss1 (x, v) by the
arc-length of their projections to M . Hence, we can set
Fuu(x, v) ∩ U(x,v),ε = {(0, u;x, v) | |u| < ε}
Fss(x, v) ∩ U(x,v),ε = {(s, 0;x, v) | |s| < ε},
where u is the arc-length along piM (Fuu1 (x, v)) and s the arc-length along piM (Fss1 (x, v))
(which also happen to correspond to the arc-length along Fuu1 (x, v) and Fss1 (x, v) for
the Sasaki metric).
Now, for any (y, w) ∈ U(x,v),ε, there exists u, and s such that
Fs(y, w) ∩ Fuu1 (x˜, v) = (0, u;x, v) and
Fu(y, w) ∩ Fss1 (x˜, v) = (s, 0;x, v),
so, we set (y, w) = (s, u;x, v).
Then items 5 b) and c) hold by our definition. Item 5 a) follows directly from the
flow invariance (item 2) and the fact that, since our metric is hyperbolic, the distance
along the strong stable and unstable leaves are contracted/expanded exactly by the
factor et.
3.3 The DA flow
In this section we deform the geodesic flow gt : SM → SM in the neighborhood Vε
of SN to obtain the DA flow ϕt such that SN is a repeller for ϕt and the attractor
of ϕt is hyperbolic with (n − 1, 1, n − 1) splitting. This is standard and well-known
to the experts. However we were not able to locate any reference with a rigorously
constructed DA flow, so we provide a reasonable amount of details.
We pick a small ε > 0 — how small to be specified later. Then Proposition 3.7
gives the (s, u, v) coordinates on Vε and we will heavily rely on these coordinates.
Let α : R→ [0,√2] be a smooth bump function such that
α(x) =
{√
2, x = 0
0, |x| ≥ 1
We also assume that α is even and that it is decreasing on [0, 1]. Pick δ ≪ ε — how
much smaller to be specified later — and define a 2-dimensional bump function
β(s, u) = α
(s
δ
)
α
(u
δ
)
,
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which we now use to define the flow ϕt : SM → SM as follows. Let Uδ ⊂ Vε be given
by Uδ = {(s, u, v) : |s| ≤ δ, |u| ≤ δ} and let
ϕ˙t = g˙t
outside Uδ. When |s| ≤ δ and |u| ≤ δ we let ϕ˙t = (s˙t, u˙t, g˙tN ), where{
s˙t = (β(s, u)− 1)s
u˙t = u
(3.1)
and gN is the geodesic flow on SN . Recall that by Proposition 3.7, inside Vε, the
geodesic flow is a product of the saddle flow and the geodesic flow on SN . Therefore
one can easily check that the above definitions yields a smooth flow ϕt. It is also clear
that SN is a ϕt-invariant repeller. (Note that ϕt depends on δ but we have dropped
this dependence from our notation in order to keep notation lighter.)
Proposition 3.8. There exist an ε > 0 and a δ > 0 such that the flow ϕt : SM → SM
is a DA flow. That is,
1. SN ⊂ SM is a hyperbolic repeller;
2. there is an open neighborhood of the repeller Vκ ⊂ Uδ such that the set Λ =
SM\ ∪t≥0 ϕt(Vκ) is a hyperbolic attractor with (n− 1, 1, n− 1) splitting;
3. the weak stable manifolds of ϕt|Λ are submanifolds of the weak stable manifolds
for gt.
Proof. The fact that SN is a ϕt-invariant repeller is immediate from the definition of
ϕt. We pick a small neighborhood Vκ of SN such that ϕ˙t is transverse to ∂Vκ. Then
the set Λ = SM\∪t≥0ϕt(Vκ) is a closed ϕt-invariant attractor. To prove hyperbolicity
of Λ we will follow the usual route of constructing the stable and unstable cones. Note
that ϕt is constructed by “pushing away” along the horizontal curves {s = const}
inside Vε. According to Proposition 3.7 these horizontal curves subfoliate the weak
stable foliation of gt. Therefore, the weak stable foliation of gt is invariant under ϕt
and we can look for stable cones Css for ϕt inside of the weak stable distribution Es,
which will be easy. As a byproduct we will automatically obtain that weak stable leaves
for Λ are contained (some are not complete) in the weak stable leaves of gt as posited
in item 3 of the proposition. Constructing the unstable cones Cuu is more challenging
and we will need to make the parameter δ sufficiently small to assure invariance and
expansion of the unstable cones. We proceed to explain the construction of the cones.
The domains. Consider the set E ⊂ [−δ, δ]× [−δ, δ] given by the condition β(s, u) > 1.
Then, according to the definition of β, this is a symmetric oval-shaped domain. Note
that according to (3.1) we have s˙ = 0 on the boundary ∂E and, hence, the flow (st, ut)
is a vertical outward flow on ∂E except at two fixed points (−s¯, 0) and (s¯, 0) which are
indicated on Figure 4. Here, s¯ and −s¯ are the solutions to β(s, 0) = 1. Hence, with the
exception of the points (−s¯, 0) (s¯, 0) the flow (st, ut) is an outward flow on ∂E . We let
Eˆ = (st0 , ut0)(E) ⊃ E ,
for some small t0 > 0. From now on consider Eˆ instead of E because it has the following
property
∀(s, u) /∈ Eˆ β(s, u) < 1 unless (s, u) = (±s¯, 0) (3.2)
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Figure 4: The DA flow in the neighborhood Vε
According to our definition of Eˆ we have (Eˆ × SN) ∩ Λ = ∅ and (∂Eˆ × SN) ∩ Λ =
{(−s¯, 0), (s¯, 0)}. Hence, to show that Λ is a hyperbolic set it is sufficient to construct
invariant stable/unstable cones on the set SM\(Eˆ × SN), which contains Λ. Further,
we subdivide SM\(Eˆ × SN) into three subdomains.
1. DG = SM\Vε — the domain which is far from the support of the DA deformation
(and we will be able to use the cones of the geodesic flow there);
2. DP = Uδ\(Eˆ ×SN) — the domain where the deformation took place with Eˆ ×SN
excised (and the cones have to be carefully constructed here);
3. DT = Vε\Uδ — the transition region (which is needed to interpolate the cones
between DG and DP ).
The stable cones. Recall that ϕt preserves the weak stable distribution Es of gt. Denote
by Ess the (n− 1)-dimensional strong stable distribution of gt and let Css be the cone
fields about Ess inside Es of a fixed small aperture (= the angle of the cone), say pi/10.
We claim that outside of Eˆ × SN the cone family Css is invariant, i.e., for all t ≥ 0
ϕ−t(Css) ⊂ Css
and contracting, i.e., there exists µ > 1 such that for all t ≥ 0 and v ∈ Css
‖Dϕ−tv‖ ≥ µt‖v‖.
Within domains DG and DT these properties hold just because ϕ
t = gt. Within the
domain DP , recall
gt(s0, u0, v) = (e
−ts0, e
tu0, g
t
N (v)),
ϕt(s0, u0, v) = (s
t(s0, u0), u
t(s0, u0), g
t
N (v))
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and ut(s0, u0) = e
tu0. By Proposition 3.7, within Vε the leaves of the weak stable
foliation Fs have the product form {(s, u) : u = const} × FsN . Further, again by
Proposition 3.7, the (strong) stable leaves through (0, 0, v), v ∈ SN , are given by
{(s, 0)} × FssN . It follows that for sufficiently small δ the cone field Css on Uδ contains
the sum distribution ∂
∂s
⊕ EssSN . Hence, to show that Css is invariant and contracting
it suffices to show that st is an exponential contraction. We calculate
d(log(s˙t))
dt
=
ds˙t
ds
= (β − 1) + ∂β
∂s
s
Now recall that outside Eˆ we have β − 1 ≤ 0. Also ∂β
∂s
s ≤ 0. Moreover, ∂β
∂s
(s¯, 0)s¯ < 0
by our choice of β. Hence by combining with (3.2) we indeed have
(β − 1) + ∂β
∂s
s < −ξ < 0, (3.3)
for some ξ > 0.
The unstable cones: the scheme. The unstable cones have to be constructed, of course,
inside of the full tangent space. Inside the domain DG we define Cuu as the cone field
about Euu of aperture pi/10. Within the domain DP the flow ϕ
t has the product form
and, hence, it is convenient to look for Cuu in the product form
Cuu = Cuul−r × CuuSN , (3.4)
where Cuul−r is a 2-dimensional cone family to be carefully defined on [−δ, δ]× [−δ, δ]\Eˆ
and CuuSN is the cone field in T (SN) about EuuSN of aperture pi/10.
Note that by our choice of domains there exists an upper bound on time which an
orbit of ϕt can spend inside of DT = Vε\Uδ. (This upper bound, of course, depends
on δ.) Therefore we do not need to explicitly define the cones inside DT . However we
will need to check invariance of the cone field within DG and DP and also when an
orbit travels from DG to DP or vice versa. Also we will check eventual expansion of
vectors in the cones. Then this will be sufficient to conclude hyperbolicity of Λ from
the standard cone criterion (see, for instance, [KH95]).
The unstable cones: invariance. Clearly Cuu is invariant in DG. Because ϕt =
(st, ut, gtN ) in DP , according to our definition (3.4), to check invariance of Cuu within
DP we only need to make sure that Cuul−r is invariant under (st, ut).
We define Cuul−r using (s, u) coordinates as a “constant” cone family. Namely, given a
point (s0, u0) ∈ [−δ, δ]× [−δ, δ]\Eˆ we set Cuul−r to be the cone of vectors based at (s0, u0)
which lie between vl = ( l1 ) and vr = (
r
1 ) (the cone contains the vertical vector (
0
1 )
). Here l < 0 < r are constants which are to be determined. To establish invariance
of Cuul−r under (st, ut) we need to check that vl rotates clockwise under Dϕt and vr
rotates counter-clockwise. This is a local property. To check it we linearize (st, ut).
The Jacobian at a point (s0, u0) is given by
J = J(s0, u0) =
(
∂s˙t
∂s
∂s˙t
∂u
∂u˙t
∂s
∂u˙t
∂u
)
=(
β(s0, u0)− 1 + ∂β∂s (s0, u0)s0 ∂β∂u (s0, u0)s0
0 1
)
def
=
(−σ(s0, u0) −c(s0, u0)
0 1
)
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By (3.3) we have σ > 0. It is also clear that c ≥ 0. We will also need the following
upper bound on c.
c(s0, u0) = −α
(s0
δ
) 1
δ
α′
(u0
δ
)
s0 <
√
2
1
δ
max |α′|δ =
√
2max |α′| def= c¯. (3.5)
Note that this upper bound is independent of δ.
Now, the invariance of Cuul−r can be expressed infinitesimally as follows
〈J ( r1 ) , (−1r )〉 > 0 and 〈J ( l1 ) ,
(
1
−l
)〉 > 0.
The first inequality simplifies as
σr + c+ r > 0,
which clearly holds for any r > 0. The second inequality yields the following condition
on l
l <
−c
σ + 1
.
Hence we define Cuul−r (and hence Cuu) by setting l = −c¯ and r = c¯. Then, using (3.5)
we have
l < −c < −c
σ + 1
,
which implies that Cuul−r is invariant in DP by the above discussion.
To complete the proof of invariance of Cuu we need to show that if an orbit of ϕt
travels from DG to DP then the cone at the starting point of the orbit from the cone
field Cuu|DG maps inside Cuu|DP . (We also need the symmetric property for orbits
travelling from DP to DG. Its proof is completely analogous, so we omit it.)
We extend Cuu to the boundary ∂DG ≃ ∂Vε. To see this invariance property recall
that the distribution Euu is the axis of Cuu|DG∪∂DG . Further, for small ε, Euu is very
close (but does not coincide) to the sum distribution ∂
∂u
⊕EuuN inside Vε and the angle
between these distributions goes to zero as the base point approaches SN ⊂ Vε. It
follows that, provided that ε is sufficiently small, the cone field Cuu|∂DG is contained
inside the cone field Cˆuu|∂DG which is the cone field about ∂∂u ⊕EuuN and has aperture
pi/9. (Recall that aperture of Cuu|DG is pi/10.)
Now both Cuu|DP and Cˆuu|∂DG are cone fields centered at the same distribution
∂
∂u
⊕ EuuN . (Note that according to our definitions Cuu|DP is a “product cone field”
while Cˆuu|∂DG is a “round cone field”, but this is a minor technicality which does not
cause any trouble.) Apertures of both of these cone fields are fixed and do not depend
on δ. Further, the distribution ∂
∂u
⊕ EuuN stays Dϕt-invariant as an orbit crosses DT
on its way from DG to DP . And from the product form of the flow, the distribution
∂
∂u
⊕EuuN is exponentially expanding within DT while the complementary distribution
∂
∂s
⊕ EssN is exponentially contracting. It remains to notice that the time it takes to
reach DP ⊂ Uδ from DG increases as δ → 0. Hence, by choosing sufficiently small δ,
we ensure that cones Cˆuu|∂DG map inside the cones Cuu|DP for orbits traveling from
DG to DP . Hence the cones Cuu|∂DG map inside Cuu|DP as well.
Remark 3.9. The distribution ∂
∂u
⊕ EuuN is not globally invariant under Dϕt, but it
stays invariant for finite orbit segments in Vε.
The unstable cones: expansion. Because ϕt|DT∪DG = gt|DT∪DG the cone field is in-
finitesimally expanding and, moreover, the vectors from Cuu|DG which travel to DT
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keep expanding while in DT . Therefore we only need to establish exponential expan-
sion property for Cuu|DP . We will show that vectors in Cuu|DP are eventually expanding
i.e.,
∃C > 0 : ∀t > 0 ∀v ∈ Cuu|DP ‖Dϕtv‖ ≥ Cµt‖v‖
where µ > 1. Eventual expansion of vectors in the cones is a weaker property, but still
sufficient for hyperbolicity.
Recall that Cuu|DP is a product (3.4) and hence, obviously, we only need to show
that Cuul−r is eventually expanding under (st, ut). Recall that
(st, ut)(s0, u0) = (s
t(s0, u0), e
tu0)
and, hence,
D(st, ut) =
(∗ ∗
0 et
)
For a vector v = ( a1 ) ∈ Cuul−r (i.e., |a| ≤ c¯) we calculate
D(st, ut)v =
(
aˆ
et
)
.
And now we verify eventual expansion as follows
‖D(st, ut)v‖2
‖v‖2 =
aˆ2 + e2t
a2 + 1
≥ e
2t
c¯2 + 1
.
Hence we have established hyperbolicity of Λ by verifying the assumptions of the cone
criterion.
3.4 Anosov flow on the twisted double
We are now ready to give the
Proof of Theorem 1.6. We follow closely the argument of Franks-Williams [FW80]. Re-
call that, according to the discussion in Subsection 3.1, for any n ≥ 2, we can find an
n-dimensional hyperbolic manifold M with a totally geodesic hypersurface N ⊂ M .
Then we can use the DA construction explained above and our starting point is the
DA flow ϕt : SM → SM given by Proposition 3.8. We excise a small neighborhood of
SN ,
Vκ = {x ∈ SM : dSas(x, SN) ≤ κ},
out of SM . This gives a manifold with boundary (W1, ∂W1) which we equip with
the DA flow ϕt. By Proposition 3.8 the flow ϕt is transverse to ∂W1 provided that
κ > 0 is sufficiently small. Then we take a second copy of the same manifold which
we denote by (W2, ∂W2) and equip it with the flow ϕˆ
t = ϕ−t, that is, we reverse the
time direction of the DA flow. Given a diffeomorphism ω : ∂W1 → ∂W2 we can form a
closed manifold W by pasting together W1 and W2 along their boundaries using ω
W =W1 ∪ω W2.
The flows ϕt and ϕˆt also paste together and yield a flow ψt. (In fact, for the flow ψt
to be well defined one also has to add a collar between W1 and W2 and extrapolate
ϕt and ϕˆt so that they are both orthogonal to the core of the collar, this point was
thoroughly addressed in [FW80].)
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According to Proposition 3.8, the flow ψt : W → W is a flow with a hyperbolic
attractor Λ1 and a hyperbolic repeller Λ2. The remaining points flow from Λ2 to Λ1
and hence are wandering. Moreover, by construction, both hyperbolic sets Λ1 and Λ2
have (n− 1, 1, n− 1) splitting. According to a criterion of Man˜e´ [Ma77] the flow ψt is
Anosov provided that we can additionally verify that the (weak) stable foliation of Λ1
and the (weak) unstable foliation of Λ2 intersect transversely. Intersections between
stable leaves of Λ1 and unstable leaves of Λ2 occur along wandering orbits.
Again by construction, each wandering orbit intersects ∂W1 transversely. Therefore,
it is enough to check the transversality property at the points on ∂W1, which we can
identify with ∂Vκ. By Proposition 3.8 (the W1 component of) the stable manifold of
a point in Λ1 is embedded into the stable manifold of g
t and (the W2 component of)
the unstable manifold of a point in Λ2 is embedded into the unstable manifold of g
−t
(= stable manifold of gt). It follows that the flow ψt satisfies Man˜e´’s transversality
condition provided that ω(F¯s) ⋔ F¯s, where F¯s = Fs ∩ ∂Vκ.
In order to construct such ω recall that by Proposition 3.7 the flip map σ : SM →
SM given by σ(v) = −v leaves Vκ invariant. Clearly, the flip map σ maps flow lines
to flow lines, reversing the time, and it sends stable horocycles to unstable horocycles.
Hence, letting ω = σ|∂Vκ , we have ω(F¯s) = F¯u, where F¯u = Fu ∩ ∂Vκ. Clearly, F¯s is
transverse to F¯u and, hence, the proof is complete.
We end this article by sketching an argument to obtain transitive examples in a
fairly easy way. The idea is to take an arbitrarily large cover in order to garantee
hyperbolicity. This argument was recently used in [BGP16] and similar argument were
used before, see e.g. [FJ78, FG12]. Note that passing to a finite cover changes the
homotopy type of the manifold unless the manifold admits self covers (such as tori).
Proposition 3.10. For any odd n, there exists a non-algebraic, transitive Anosov flow
on a n-manifold.
Sketch of proof. Let M be a d-dimensional hyperbolic manifold which admits a non-
separating totally geodesic hypersurface N . For any integer k ≥ 1 one can construct
a k-fold cover of M in the following way. Cut M along N to obtain a manifold M ′
with boundary ∂M ′ = Na ∪Nb, two copies of N . Now take k copies of M ′, and glue
them cyclically along their boundaries to obtain a (closed) manifold Mk. By taking k
large enough, we obtain a hyperbolic manifold Mk which contains two totally geodesic
hypersurfaces N1 and N2 which are as far from each other as we would like them to
be.
Now consider the geodesic flow gt on SMk. One can perform a repelling DA con-
struction for gt along SN1 (as in Section 3.3), and an attracting DA along SN2.
Call ϕt the flow obtained in this way. So SN1 is a repeller of ϕ
t, SN2 is an at-
tractor, and there exists two neighborhoods V1 and V2 of SN1 and SN2 such that
SMk r (∪t≥0ϕt(V1) ∪ ∪t≥0ϕ−t(V2)) is an invariant set for ϕt. To show that this set
is in fact hyperbolic, one can redo the cone argument in the proof of Proposition 3.8,
except that, now, one needs to consider certain modified cones (i.e., the unstable cones
in the proof of Proposition 3.8) for both the stable and unstable cones. The fact that
the distance between SN1 and SN2 can be assumed to be arbitrarily large, allows one
not to check invariance explicitly with the cones going from a neighborhood of SN1 to
a neighborhood of SN2, since enough hyperbolicity will be gained along the way.
Now, as in the proof of Theorem 1.6, we can consider the flow ϕt on the manifold
SMk r (V1 ∪ V2) and glue ∂V1 onto ∂V2 using the flip map. Let Vk be the manifold
obtained by such gluing, it supports a flow ϕ¯t obtained from ϕt by gluing.
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Notice that, since we did two opposite DAs on the same manifold, we cannot pre-
serve the stable/unstable foliations anymore. Hence the gluing using the flip map does
not send stable to stable and unstable to unstable, as opposed to the non-transitive ex-
ample above. However, the proof of Proposition 3.8 shows that the new stable/unstable
directions are in a cone of aperture at most pi/9 from the stable/unstable directions
of the original geodesic flow. Hence, the flip map will still glue the stable foliations
transversely to the unstable ones.
However, just verifying transversality is not enough, as we cannot use Man˜e´’s char-
acterization anymore to prove that ϕ¯t is Anosov. So one has to go back to the cone
criterion. The difficulty of proving that the cone criterion is verified for general flows
build in such a way is to deal with cones along the orbits that will pass through the glu-
ing repeatedly. Once again, taking a sufficiently large cover Mk, allows us to sidestep
this difficulty. Since the distance between N1 and N2 inMk can be as large as we want,
any orbit that goes from ∂V2 to ∂V1 will spend a very long time in SMk r (V1 ∪ V2),
picking up enough hyperbolicity along the way to correct for whatever happened in the
neighborhood of the gluing. Hence, for k big enough, the flow ϕ¯t on Vk is Anosov.
The fact that ϕ¯t is not algebraic is easy to establish. For instance, one can notice
that there exists pairs of distinct periodic orbits that are freely homotopic (and freely
homotopic to the inverse of another pair of orbits). These are the periodic orbits
contained in the two copies of the invariant submanifolds homeomorphic to SN1 that
are created by the DA construction. Whereas, the periodic orbits of gt that stayed
away from the neighborhood of SN1 and SN2 are still periodic orbits of ϕ¯
t and are
alone in their free homotopy class.
Finally, we need to show that ϕ¯t is transitive. To do that, we use the idea described
in [BBY17] in the 3-dimensional case. First, one follows the proof of item 6 of [BBY17,
Proposition 7.1] to obtain that the flow ϕt is transitive on its invariant set Λ = SMkr
(∪t≥0ϕt(V1) ∪ ∪t≥0ϕ−t(V2)). Second, one needs to show that the local stable (resp.
unstable) foliation of any point on the gluing hypersurface ∂V1 ≃ ∂V2 intersects the
unstable (resp. stable) foliation of the invariant set Λ. One way to do that is to use
once more the fact that we can take an arbitrarily large cover and use the hyperbolicity
to argue that the intersections of the stable and unstable foliations of the invariant set
Λ with the gluing surfaces are ε-dense. Thus we get non-empty intersections. This
shows that there is only one chain recurrent class for the glued flow ϕ¯t, hence it is
transitive.
Remark 3.11. It would be quite interesting to pursue cut-and-glue constructions of
(higher-dimensional) Anosov flows further. For instance, one might want to know
whether passing to a finite cover in the above example is avoidable? Or whether
the above example is, or can be made, volume preserving? Or whether one can glue
multiple DA pieces together? More generally, we would like to know if it is at all
possible to make this type of construction starting from a different Anosov flow? In
particular, deciding whether this construction can be somehow made to work starting
from a suspension flow could help answer Question 1.10.
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