Abstract-In this paper, we address the joint design of the wireless backhauling network topology, as well as the frequency/power allocation on the wireless links, where nodes are capable of fullduplex (FD) operation. The proposed joint design enables the coexistence of multiple wireless links at the same channel, resulting in an enhanced spectral efficiency. Moreover, it enables the usage of FD capability when/where it is gainful. In this regard, a mixed-integer linear program is proposed, aiming at a minimumcost design for the wireless backhaul network, considering the required rate demand at each base station. Moreover, a retuning algorithm is proposed, which reacts to the slight changes in the network condition, e.g., channel attenuation or rate demand, by adjusting the transmit power at the wireless links. In this regard, a successive-inner-approximation-based design is proposed, where, in each step, a convex subproblem is solved. Numerical simulations show a reduction in the overall network cost via the utilization of the proposed designs, thanks to the coexistence of multiple wireless links on the same channel due to the FD capability.
I. INTRODUCTION

D
EPLOYMENT of small-cell base stations (SCBSs) is a necessary paradigm to meet the rapid increase of rate demand in the context of the fifth-generation cellular wireless networks. In particular, small cells enable high-capacity radio access solutions due to the short distance coverage, facilitating a higher energy and spectral efficiency [2] . However, with the expected dense deployments of SCBSs, the main challenge for the operators will be to provide backhaul solutions at a reasonable cost, in order to handle the data traffic to (from) the core network. In this regard, application of wireless backhaul solutions appears to be a good alternative to the traditional fiber connections, due to the lower capital expenditure and ease of de- The authors are with the Institute for Theoretical Information Technology, RWTH Aachen University, 52074 Aachen, Germany (e-mail:, taghizadeh@ti. rwth-aachen.de; sirvi@ti.rwth-aachen.de; narasimha@ti.rwth-aachen.de; leon @ti.rwth-aachen.de; mathar@ti.rwth-aachen.de).
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ployment [3] , [4] . However, wireless backhaul links are known to suffer from occasional failure/degradation due to blockage and weather conditions, limited information capacity compared to the traditional fiber connections, and the additional consumption of energy and spectrum. In order to overcome the aforementioned drawbacks, several works have been dedicated to the efficient design of the wireless backhaul networks from the aspects of link/topology planning and resource allocation [5] - [15] , as well as exploring promising technologies with the goal of enhancing the performance of the traditional line-of-sight (LOS) point-to-point microwave links. This includes, e.g., establishment of non-LOS links for resolving blockage situations [16] , [17] or technologies with the potential to enhance spectrum utilization, e.g., operating in unlicensed millimeter-wave bands [18] and optical links [19] , as well as the realization of in-band backhauling, i.e., the coexistence of access and backhaul links at the same channel [20] - [25] . Among the promising technologies for the efficient usage of spectrum, full-duplex (FD) capability has been introduced as a transceiver's capability to transmit and receive simultaneously and at the same frequency, however, resulting in a strong selfinterference (SI) [26] , [27] . Recently, effective methods for selfinterference cancellation (SIC) have been proposed [28] - [31] , motivating further studies on a wide range of related applications [32] , [33] , [60] , [61] . In particular, the utilization of the FD capability at wireless backhaul links is presented as a promising use case, due to the zero-mobility conditions and the utilization of directive antennas, hence showing a potential to reduce the cost of spectrum [32] .
A. Related Works 1) Wireless Backhaul Planning:
The efficient planning of a wireless access network has been the focus of several recent works [13] . In this regard, the first step is to determine the location and the required number of SCBS sites, considering the available resources from the operator, distribution of users, and the expected rate demands [34] - [36] . A proximity-based clustering method is proposed in [15] , associating the groups of given SCBS sites to the available root node, i.e., a gateway node to the core network via fiber connection. Once the clusters of SCBSs are identified in association with the root nodes, the remaining task is to optimally plan the backhauling network within each cluster. This includes the choice of the links to be established, identifying the network topology, as well as the link specifications, e.g., link technology and the operating frequency bands. In this regard, the problem of backhaul topology planning and optimization has been addressed with the considerations of energy efficiency [3] , [9] , [10] , overall network cost [8] , [11] - [14] , delay performance [37] , [38] , and reliability and fault tolerance [5] - [8] . The problem of resource allocation and frequency planning for a network with a fixed topology is studied in [39] and [40] . In the recent works [12] , [13] a multiobjective design is considered, accounting for the impact of interference, delay, and system throughput. However, the aforementioned works are not yet extended for a joint frequency/topology wireless backhaul planning, which is essential for the scenarios with the high impact of interference, e.g., dense urban deployment.
2) FD-Enabled Communication: In [25] , the performance of an FD in-band backhauling system is analyzed by means of stochastic geometry, where the superior performance of an FDenabled system is observed compared to the half-duplex (HD) counterparts. An adaptive FD/HD backhauling system is studied in [24] , where FD in-band backhauling is used in a two-tier star topology. The aforementioned system is also extended with the considerations of system sum-rate analysis and optimization [23] and minimum-cost resource allocation [22] . In [20] and [21] , a flexible frame structure is used to jointly optimize the access and backhaul parameters. In all of the aforementioned works, the FD capability is considered on a single backhaulaccess link or on a fixed star topology.
B. Contribution
In this paper, we address the joint topology design 1 and resource allocation in a wireless backhaul network, where FD capability is enabled at the wireless links, with the goal of minimizing the collective network cost. The contributions of this paper are summarized as follows. 1) In [20] - [24] , the FD capability is utilized for a fixed star topology, where a single or multiple FD SCBSs forward their own backhaul traffic to a central station. In this work, we consider a general topology with the coexistence of multiple backhaul and access links on the same channel, where each SCBS can also relay the backhaul traffic associated with other nodes. However, the coexistence of multiple wireless links at the same spectrum calls for an efficient interference management. In order to facilitate this, we consider a framework, where the interference conditions for backhaul-to-access and the backhaulbackhaul links can be obtained via the utilization of a wave propagation simulator, suited for dense urban scenarios, where relatively accurate environment information is available [41] , [42] .
2) We integrate the network resource allocation problem, i.e., the allocation of spectrum and transmit power at each link, with the design of the network topology, since the aforementioned factors jointly impact the network interference pattern and the resulting link throughput for a dense urban deployment. This is in contrast to the connected graph approaches proposed in [8] and [11] - [14] or the resource allocation with the fixed topology [39] , [40] , [61] , which separate the design of the network topology with the allocation of power/frequency at the wireless links. In particular, this approach enables a flexible usage of the FD capability when/where it is gainful. In this regard, a mixed-integer-linear-programming (MILP) design framework is proposed to obtain a minimum-cost network operation, complying with the required quality of service (QoS), as well as the operational network constraints. 3) Due to the modifying nature of the network data, e.g., change of traffic load or wireless link conditions, the networks are usually adjusted to the worst-case conditions, resulting in a reduced efficiency. In this regard, we propose a successive inner approximation (SIA) design framework for adjusting the transmit power at the wireless links, with the goal of keeping the network in compliance with the changing channel or QoS conditions. In contrast to the introduced proactive measures in [5] - [8] , where the network is designed with the consideration of a possible failure, our proposed approach is a reactive one, enabling the network to react to the partial changes with a minimal cost. Numerical simulations show a reduction in the network cost via the utilization of the proposed designs, thanks to the coexistence of multiple links on the same channel due to the FD capability.
The rest of this paper is organized as follows. In Section II, the studied network model is defined. In Section III, the network cost model is presented. Moreover, two design frameworks are proposed, addressing the initial planning of the network as well as a methodology to adapt the design to the slight changes in the network data. The performance of the proposed designs is then numerically evaluated in Section IV. This paper is concluded by summarizing the main findings in Section V.
II. NETWORK MODEL
We consider a network of backhaul nodes, including root nodes and nonroot nodes, whereby the data traffic is carried to (from) the access network from (to) the core network (see Fig. 1 ). Root nodes are connected to the core network via highcapacity fiber connections, whereas nonroot nodes set up wireless links directed to the root nodes or to the other nonroot nodes, which relay their data traffic through the network. The goal of the network is hence to deliver the required uplink (UL) [downlink (DL)] information rate from (to) the nonroot nodes to (from) the core network, while complying with the operational network constraints. For each wireless link, the transmit power can be adjusted for different frequency subchannels, thereby facilitating an effective interference control and spectrum-saving mechanism. The wireless channels associated with each link, as well as the interference channels between different links, are assumed to be frequency flat at each subchannel. See Table I for a list of the main notations.
A. Acquisition of Network Information
In order to deliver a mathematical description of the network operation, the following information is obtained via direct observations and measurements or via postprocessing of the observable data.
1) Node Locations:
The topology of the network is partly determined by the location of the root and nonroot nodes. Moreover, based on the location of the nodes, the potential wireless links are determined. This can be identified via the existence of a LOS between two nodes, and the corresponding link does not exceed a maximum distance limit [12] , [13] . The set of root nodes, nonroot nodes, and all nodes are, respectively, denoted as R, M, and N. The set of all potential links is denoted as L.
2) Available Spectrum: The information regarding the provisioned operational spectrum, including the spectrum dedicated for backhaul and access, is obtained. The set of all frequency subchannels and those used in the access network are denoted as F and F a , respectively.
3) Large-Scale Channel Parameters: The large-scale channel parameters associated with the desired and interference paths are obtained for each potential wireless link and used as the basis for network planning. This includes the estimated channel strength, i.e., the ratio between the transmit and receive powers at each link. Note that the exact channel information may not be obtained via direct measurements, as all of the potential links may not exist prior to the network planning and realization. However, the large-scale channel conditions can be estimated at each link via the application of a wave propagation simulator [42] , utilizing the used antenna specifications as well as the related environment information, e.g., city map and node locations. It is worth mentioning that for the studied system, this process reaches a high accuracy, considering the static wireless links with LOS connections and almost zero mobility, which reduces the randomness. 3 The interference channel strength between a link and the access network, e.g., from a wireless link to a remote base station, can be obtained by following a similar methodology. The desired channel strength associated with the wireless backhaul link (i, j) ∈ L and the interference channel strength from the wireless link (l, k) ∈ L to the link (i, j) are denoted as Λ ij,f and Γ ij,lk ,f , respectively. Moreover, the interference channel strength from the wireless link (i, j) to the access network associated with node m is denoted as Ω ij ,m ,f , where f ∈ F and i, j, m ∈ N.
4) SIC Level: Due to the strong SI signal, SIC algorithms usually span in multiple signal domains, such as passive isolation [43] , antenna design and placement [31] , RF analog subtraction/processing [30] , and the digital (baseband) signal processing [30] , [44] . A widely used model for the operation of an FD transceiver is given in [45, Sec. II] , where the residual self-interference (RSI) is modeled incorporating the combined effects of the transmit chain distortions, receiver chain distortions, and the inaccurate estimation of the SI channel. In particular, it is observed that the RSI signal can be modeled as a statistically independent Gaussian random process, whose variance (at each chain) is proportional to the desired signal power, i.e., RSI ∼ N (0, Γ ij,k i,f X ij,f ) for the node i ∈ N and from the link (i, j) to (k, i) ∈ L; also see [46] and [47] for similar modeling. Note that the model parameter Γ ij,k i,f represents the inverse level of SIC and is obtained differently for different SIC implementations. For instance, for a system with low-resolution quantization, e.g., [48] , the RSI level is dominated by the available quantization bits (b), e.g., Γ ij,k i,f ≈ −6b dB, if a uniform quantization is assumed. For the analog SIC proposed in [30] , the value of Γ ij,k i,f is also related to the number of the fixed delay taps (see [30, Sec. 3.1] ). However, the collective impact of the aforementioned factors can be effectively obtained via direct measurements, e.g., by dedicating training periods for the transceivers to update their channel information and tune the related SIC parameters.
5) Average Processing Delay:
The processing delay at the intermediate nodes, denoted as d i , i ∈ N, plays a dominant role in the overall delay for the transfer of information from (to) the core network [37] . Note that the average processing delay can be considered as a function of the available processing and storage resources at each node and is assumed to be a known information in our work.
6) Power Budget:
The maximum transmit power at each wireless link, denoted as P max,ij , and the total consumed power at each node, denoted as P max,i , should be considered in the design of network parameters. Note that the value of P max,ij is usually limited by the range of the transmit chain elements, e.g., power amplifier, whereas P max,i is limited by the available power sources, e.g., when the node is battery powered or relies on the harvesting sources.
7) Required Information Rate:
The required information rate at each node is denoted as R ul,i , representing the UL traffic requirement, and as R dl,i , as the DL traffic requirement, i ∈ N. The values of R ul,i and R dl,i can be estimated considering the number of users associated with a backhaul node or by learning from the previous network demands.
8) Pre-Existing Links:
Other than the wireless backhaul links, the network may make use of the pre-existing wired links, e.g., pre-existing cooper connections. The available collective link capacity from the other technologies is denoted as C ij,0 , for the link (i, j) ∈ L.
9) Interference Temperature Threshold: Interference temperature threshold, denoted as I th,k ,f , gives a tradeoff between the protection of the access network against the interference from backhaul wireless links and the coexistence possibility for backhaul and access links at the same frequency. For instance, it can be chosen equal to the noise variance, i.e., keeping the interference below the noise floor.
B. Wireless Link Throughput
Once a wireless link is established, the link quality in terms of the signal-to-interference-plus-noise ratio (SINR) is obtained as
where X ij,f and W ij,f , respectively, represent the transmit power and the thermal noise variance for the link (i, j) ∈ L at the subchannel f ∈ F . γ ij,f is the SINR, resulting in
where B is the bandwidth of each frequency subchannel, and C ij,f is the achievable information rate for the wireless link (i, j) at the subchannel f . Note that equality (2) holds only for a Gaussian transmit signaling and for an arbitrarily long coding block length and can be otherwise treated as an approximation.
C. Role of Planning
As mentioned, each node may setup a wireless link among the identified feasible set L, as a usual planning choice in the context of wireless backhaul planning. In this work, we also assume that the available spectrum is divided into multiple frequency subchannels, 4 where the transmit power for each link can be adjusted at each frequency subchannel. The aforementioned flexibility enables the planning algorithm with two enhancements compared to the usual planning strategies [8] , [11] - [14] . First, an effective interference management is enabled, regarding the interference to the other links, the SI in the FD mode, and the interference to the access network. In particular, it facilitates a proper incorporation of the FD capability by enabling different duplexing modes, which are chosen depending on the interference conditions, SIC quality, and QoS requirements (see Fig. 2 ). Moreover, the required transmission rates can be obtained by adjusting the transmit powers, reducing unnecessary additional costs due to excessive spectrum and energy consumption. Note that the expressions in (1) and (2) formulate the achievable information rate of each wireless link, given the transmit strategies throughout the network. This is the main focus of the next part of this paper to identify how the aforementioned planning choices should be made in order to satisfy the network QoS requirements with a minimum overall costs.
III. MINIMUM-COST NETWORK PLANNING AND OPTIMIZATION
In this section, two design strategies are proposed considering the defined wireless backhaul network. First, a full-scale network planning and optimization method is proposed, employing an MILP framework, where the planning choices explained in Section II-C, including the network topology, operational frequency bands, and the transmit power of wireless links, are determined in order to set up a minimum-cost wireless backhaul network. However, this approach demands major reconfigurations of the network parameters, e.g., topology, which may be only practical in the initialization phase of the network setup. Hence, as the second design strategy, the transmit power of the wireless links is adjusted in order to cope with slight changes in the network information, e.g., channel situation, SIC quality, or a slightly increased rate demand. The latter design acts as a network retuning method, assuming that the major network parameters including network topology and the functioning frequency bands are already fixed. 
A. Decision Variables
The following decision variables are considered as the outcome of our design (see Table II ).
1) Transmit Power X ij,f : The decision variables X ij,f , (i, j) ∈ L, f ∈ F , determine the transmit power of the wireless links at each frequency band.
2) Used Link Capacity for UL (DL) C ul,ij (C dl,ij ): These variables determine the information flow within the network, regarding the used capacity of each link (i, j) ∈ L dedicated to UL (DL) traffic.
3) Auxiliary Variables: Link and Subchannel Activity Indicators J ij , J f : The binary variables J ij ∈ {0, 1} indicate the usage of the link (i, j) ∈ L, where the binary variable J f ∈ {0, 1} indicates the activeness of a frequency subchannel. A wireless link (subchannel) is active if the transmit power associated with any of the associated subchannels (links) is nonzero.
B. Network Cost Model
The main required expenditures for the successful function of the wireless backhaul network can be expressed into the following three parts.
1) Power Consumption:
The cost of power can be formulated as W p (i,j )∈L f ∈F X ij,f , where W p is the price of power. Note that the value of W p may be chosen with the direct consideration of the energy market price or with an extra emphasis on energy saving in order to reduce the consequent CO 2 emissions, which is a rising criteria for the design of wireless networks [49] , [50] .
2) Wireless Links: The establishment of the wireless links is considered as one of the main capital expenditure of a wireless backhaul network, including the establishment of directive antennas suitable for backhaul links, as well as the corresponding transmit and receive chains. This can be expressed as W l (i,j )∈L J ij , where W l is the overall cost of establishing a wireless link.
3) Spectrum Usage: With almost all of the sub-6-GHz spectrum already utilized, obtaining a dedicated spectrum license is considered as a major cost of a wireless network, motivating research regarding efficient spectrum utilization as well as the usage of higher frequency bands [18] , [19] . The overall cost of spectrum can be expressed as W f f ∈F\F a J f , where W f represents the cost of spectrum for each frequency subchannel dedicated to backhaul.
Consequently, the collective network cost is expressed in relation to the decision variables as
C. Constraints
Formulation of the system constraints is essential in order to ensure a feasible solution, considering the operational limits, e.g., maximum transmit power, and the service requirements, e.g., successful transportation of the required UL and DL traffic under an acceptable delay range.
1) Auxiliary Variables:
The value of the defined auxiliary variables is inferred from the main decision variables X ij,f , via the imposition of the following constraints:
where C0 enforces the domain of the power values, andP max is any arbitrary upper bound on the total network power consumption, e.g.,P max = i∈N P max,i . The value of J ij (J f ) is 1 if any of the corresponding power values is nonzero. Moreover, they are forced to 0, if the corresponding link (frequency subchannel) is inactive, to reduce the cost function.
2) Transmit Power Constraints: The per-link power constraint and the constraint on the power budget at each node are, respectively, formulated as C3:
See Section II-A.
3) Average Delay Constraint: Related to many applications, latency is considered as an important feature of communication quality in the context of next-generation communication systems [37] . The delay associated with the transfer of information from (to) the core network to (from) the backhaul nodes is dominated by the processing delay (see Section II-A). In this regard, the average network latency is formulated in relation to the per-node delay as C5:
is the tolerable average UL (DL) delay. 5 
4) Interference Threshold on the Access Network:
The coexistence of the backhaul and access network is conditioned on complying with the tolerable collective interference threshold Fig. 3 . Information flow conservation at each backhaul site: no information shall be lost or artificially generated. This is separately true regarding the UL and DL data traffic.
I th,l,f (see Section II-A). This is expressed as C6:
5) Link Information Flow Constraint:
The physical information capacity on each link, including the wired and wireless connections, needs to be sufficient for the dedicated UL and DL information rates, i.e., C ul,ij , C dl,ij . This is expressed as
where C ij,f is related to the other variables from (2), and C 0,ij indicates the available link capacity via wired technologies.
6) Network Information Flow Constraint:
The preservation of the network information flow, separately at the root nodes and non-root nodes, is formulated as
where C8 and C9 indicate the flow conservation at each node, i.e., all information delivered to a backhaul node has to be forwarded to the other valid nodes in the network, i.e., no information may be artificially generated and no information may be lost in a backhaul node (see Fig. 3 ). Moreover, C10 and C11 represent the conservation of the information over the network, i.e., all DL (UL) information delivered to the backhaul network has to be exactly forwarded to the small cells (core network), i.e., no information may be artificially generated and no information may be lost in the backhaul network.
D. Network Planning: An MILP Model
In this section, we provide an MILP framework, addressing a minimum-cost wireless backhaul network design. The corresponding optimization problem is formulated as
where the sets P , C U , C D , J L , and J F represent the decision variables (see Table II ). It is observed that the cost function and constraints C0-C6 and C8-C11 comply with the intended mixed linear structure. However, the above problem is not an MILP due to the nonlinear constraint C7. In order to observe this, we recall from (2) that the achievable information rate at each link is related to the power of the desired and interfering links as
where
which holds a difference of concave functions over the decision variables P . Unfortunately, this formulation is challenging for the standard numerical solvers due to the nonconvexity of the resulting feasible set in C7 and the logarithmic concaveconvex expressions. In order to comply with the intended MILP framework, we undertake three steps. First, we introduce the achievable link capacity C ij,f as an auxiliary variable in the optimization and directly impose (5) as a constraint, thereby linearizing the constraint set C0-C11. Second, the equality in (5) is relaxed as an inequality constraint; however, it is easily verified that the constraint will be tight for an optimal system design, resulting in zero relaxation gap. 6 Third, we apply linear conservative approximations on the nonlinear terms f 1 and f 2 . In this respect, the logarithmic term f 1 is approximated as a piecewise linear function, i.e., approximating the concave expression as a maximum of multiple affine functions, denoted as L p (P ; P 0 ), such that
Moreover, the logarithmic term f 2 is approximated as an overestimating affine, denoted as L (P ; P 0 ), such that
which is directly obtained via the first-order Taylor expansion at the point P 0 . 7 Note that the collective approximation generates a tight and piecewise affine function, which bounds the original nonlinear function from above; see (8) and (9) . The wireless 6 The proof is obtained via contradiction; if, for an optimal design of network parameters, the constraint is not tight for the link (i, j) and at the subchannel f , then the transmit power value X ij,f can reduced until the constraint is tight. This will reduce the objective (cost), while it does not violate any of the design constraints. 7 A tight affine approximation of a convex (concave) function obtained via Taylor approximation is also a global lower (upper) bound [51] . m ← m + 1; 4: (11c) ; 5: until a stable point, or a maximum number of m reached 6: return
link capacity constraint can be hence satisfied by imposing
where P 0 is the point of approximation. Note that the satisfaction of (10) consequently ensures that the wireless link realizes the capacity value C ij,f , due to the proposed conservative approximation. However, this may result in an inefficient solution due to the approximation gap. 8 In this regard, an iterative update is applied, where the obtained variable set P at each iteration is set as the approximation point, i.e., P 0 , for the next design iterations. The minimum-cost network design problem can be hence formulated as
the setC represents the sets of the variables C ij,f , and m denotes the iteration index (see Algorithm 1). The algorithm stops as a stable set of decision variables is obtained or a maximum number of iterations is expired. 1) Numerical Implementation: As intended, the obtained optimization framework (11) is an MILP in each iteration. Note that due to the combinatorial structure, such problems are not convex, and hence, the popular interior point methods may not be applied [51] . However, efficient variations of branch and bound methods [52] have been recently developed and implemented in the framework of the standard numerical solvers, e.g., CPLEX and Gurobi, resulting in efficient numerical solutions for the MILP problems with large dimensions.
2) Algorithm Initialization: We initialize the network operation with a maximum utilization of the resources, i.e., maximal utilization of power and spectrum. This results in a high network cost; however, it enforces a best-effort feasible operation.
In particular, the initial algorithm state is defined via the following: 1) all feasible potential links, i.e., ∀(i, j) ∈ L are activated; 2) the transmit power from each node is set to maximum at the wireless link connected to the root node. This results in a high link throughput and low delay information exchange with the core network; and 3) the adjacent links are activated at separate frequency subchannels. This leads to a high usage of frequency bands, but avoids situations where a feasible network operation is not obtained due to interference. 9 3) Convergence: The convergence of Algorithm 1 is obtained by observing two facts. First, at every iteration, the solution to the approximated problem (11a)-(11c) results in a feasible solution to the original problem, with a monotonically decreasing objective at the subsequent iterations. 10 Second, the objective of the original problem, i.e., total network cost, is bounded from below. The monotonically decreasing nature of the objective over the subsequent algorithm iterations, together with the fact that the objective is bounded from below, results in a necessary algorithm convergence. Further analysis regarding the algorithm convergence behavior and computational complexity is conducted via numerical simulations in Section IV.
E. Network Retuning: An SIA Model
The joint consideration of the power allocation on wireless links, as well as the frequency and topology planning, is expected to be gainful as the aforementioned factors jointly impact the network interference pattern and information flow. In this regard, a full-scale design of the wireless backhaul network is proposed in the previous part, assuming the availability of the accurate network information and integrating the FD capability. In this part, we propose a methodology to retune the network operation by adjusting the transmit power at the wireless links, assuming that the links and the operating frequencies are already established. 11 In particular, this approach enables the network to adapt to slight changes, e.g., change in the channel situations due to weather and temperature fluctuations, a slight increase or decrease in the required information rate, and the occasional degradation of the SIC quality. Moreover, contrary to usual planning strategies that focus on the worst-case network requirements, the provided flexibility results in a higher efficiency and reduced cost, e.g., by reducing the transmit power at a wireless link when the data traffic is low. Finally, the reduced setup complexity, as a result of the fixed network topology, is 9 It is worth mentioning that the above-mentioned initialization enforces the network into a feasible operation on the best-effort basis. When the obtained initialization is not feasible, the algorithm objective is initially replaced by the constraint violations penalty in order to obtain a feasible operation; see [52] for the elaboration on penalty methods. However, a feasible operational point may not be theoretically guaranteed and is dependent on the network conditions/requirements and the available resources. For instance, the network may not possess any feasible operational point as the rate demands R ul,i , R dl,i grow very large or if the available power is not sufficient. 10 This is because the approximation (10) is tight and holds for all feasible points of P . Hence, the optimum solution to the MILP approximated problem (11a)-(11c) also leads to a feasible solution to (5) with a reduced objective. 11 Note that while the main network planning choices, i.e., which links should be established and which portion of the spectrum is used by the network, may not be changed easily, the transmit power at the links can be easily changed to retune the network when the rate demand or channel conditions are changed. constructively used to obtain a computationally more efficient design.
Given an active set of links and frequency subchannels, the problem of adjusting the transmit powers at the wireless links is formulated as
It is observed that due to the elimination of the binary variable sets J L and J F , the problem is simplified to a nonlinear program over a continuous domain; hence, the utilization of MILP-based solvers is not necessary. However, problem (13) is not a convex optimization problem due to constraint C7. In this regard, we introduce an SIA framework [53] , where the nonconvex feasible region constructed by C7 is inner-approximated in each iteration as a convex set. In this regard, we follow the same procedure as implemented for (11), i.e., introduction and relaxation of (5) as an inequality constraint, and upper-approximation of f 2 via (9). However, the term f 1 can be directly applied, since it does not violate the convexity. The approximated optimization problem is hence formulated as minimize
where m denotes algorithm iteration. The iterations of (14) are continued until convergence, or a maximum number of algorithm iterations is expired; see Algorithm 2 for a detailed procedure.
1) Algorithm Initialization:
Since the retuning algorithm is intended to operate on an existing network, the current state of the network including the transmit power of the wireless links is used as the initial point.
2) Convergence and Numerical Implementation: Due to the convexity of the approximated problem (14) in each iteration, the optimum solution can be obtained via standard numerical solvers for convex problems, e.g., SeDuMi [54] and SDPT3 [55] , employing efficient interior point methods. Moreover, it is easily verified that the proposed linear approximation, i.e., (14b), satisfies the set of properties established in [53] for smooth problems. 12 Together with the fact that the approximated problem at each step is solved to the optimality, it certifies a necessary convergence to a stationary point of the original nonconvex problem (13) .
IV. NUMERICAL EVALUATION
In this section, we evaluate the impact of the proposed designs in terms of the total network cost, benefiting from the FD capability at the wireless links, via numerical simulations. The simulated network is obtained from the city map of Aachen, Germany (see Fig. 4 ), employing our developed wave propagation simulator [42] , in combination with the urban micro-cell scenario from WINNER II model [56] . The antenna type is chosen with a directivity gain of 13 dBi and a directivity angle of 15
• in accordance with the European Standard [57] . The evaluations of the channel properties are carried by keeping the center frequency of 5 GHz and with bandwidth of each frequency subchannel of 20 MHz. The planning algorithm determines the wireless links to be established, as well as the operating power and frequency bands at each link. Unless otherwise stated, the following values define the default setup: W ij,f = −97 dBm, B = 20 MHz, P max,ij = 30 dBm, P max,i = 30 dBm, R req = R ul,i = R dl,i = 100 Mbits/s, |N| = 23, |F | = 8, |L| = 100, and C 0,ij = 0. The SIC is assumed to be perfect, i.e., ρ si = Γ ij,li,f = 0. The network cost model is set [58] , [59] , as W p = 1, W l = 20, and W f = 10. The following approaches are considered as the main performance benchmarks. 12 For a smooth and differentiable (but potentially nonconvex) optimization problem, the iterations of convex approximations converge to a KKT point of the original problem, if the approximated functions are: 1) global upper bounds of the original (differentiable but potentially nonconvex functions); 2) tight (at the point of approximation); and 3) share the same slope (derivative) with the original functions at the point of approximations; see [53, Step1(i)-(iii)]. 13 The presented approaches are augmented by the same resource allocation (power/bandwidth adjustment) part of Algorithm 1 under the same problem constraints and the similar cost model. This is to obtain a fair comparison and to ensure the feasibility of the obtained solutions. 
1) FD-Mesh:
The proposed joint design for network topology and resource optimization (see Algorithm 1). The FD capability is enabled at the wireless links. 2) FD-Star: FD capability is utilized for a fixed star topology [20] - [24] . Hence, the joint design is reduced to a resource allocation problem on a known topology. 3) HD-Mesh: The backhaul network topology is addressed, assuming HD links. It is a similar approach as proposed in [11] - [14] . 4) HD-Star: The resource optimization problem is visited on a fixed star topology, with HD links [39] , [40] , [61] . In Fig. 5 , the average convergence behavior of the proposed MILP model is depicted. Due to the proposed iterative improvement, the convergence behavior is interesting as an indication of the algorithm complexity, as well as the achievable iterative improvement. The star topology indicates the case where each node is connected to a root node via a direct wireless link, whereas the mesh topology represents the result of the design proposed in Algorithm 1. Furthermore, the convergence curves indicate the different regimes regarding the backhaul rate requirements, i.e., R req = 100, indicated as "Rate-Low," and R req = 200, indicated as "Rate-High." A monotonic decrease in cost is observed, where the convergence is obtained within three to eight iterations.
The impact of the SIC quality on the overall network cost is depicted in Figs. 6 and 7. It is observed that the FD gain is reduced as the SIC quality is degraded. This is expected, as a high SIC quality results in a better separation of wireless links coexisting at the same subchannel, thereby enhancing the resulting spectral efficiency. Moreover, the resulting network cost reaches close to the performance of the network with HD links for a poor SIC condition, where the SI does not exist as the wireless links at opposite directions may not coexist at the same channel.
In Figs. 8 and 9 , the impact of the rate demand is depicted. It is observed that a higher rate demand results in a higher cost and also enforces a higher usage of spectrum, i.e., usage of more frequency subchannels. Moreover, it is observed that the application of the proposed schemes results in the usage of less frequency subchannels and reducing the total cost by approximately 10-20% depending on the traffic load.
14 In particular, the obtained gain consists of the impact of joint design for the network topology and resource allocation, noted as planning gain, as well as enabling the use of FD wireless technology, resulting in the improved spectral efficiency and thereby a reduced network cost, noted as FD gain. In particular, it is observed that as the rate demand increases, a higher planning gain is obtained. This stems from the fact that at a higher rate regime, the wireless links utilize a higher transmit power to enhance the link throughput. This, in turn, leads to a stronger inter-link interference effect, which necessitates the use of the proposed resource allocation and planning mechanism.
The performance of the proposed iterative network retuning is depicted in Fig. 10(a)-(c) , for different levels of fluctuations in 14 Note that although Fig. 9 indicates almost doubling the spectral efficiency, the evaluated gain in Fig. 8 stays in the 10-20% margin, depending on the traffic load. This is because the observed gain in Fig. 8 is evaluated on the total estimated network cost, including the cost of energy, cost of the established wireless links, and the cost of spectrum, and leads to a more realistic evaluation of FD technology. TABLE III REQUIRED CPU TIME the channel, noise, and rate requirements. The algorithm starts with the outcome of the planning given in Algorithm 1 as the initial point; however, it iteratively adjusts the transmit power to comply with the new network conditions. In particular, the ratio α R indicates the level by which the specific parameters are scaled. Note that due to the infeasibility of the given initial point from Algorithm 1, as a result of the scaled parameters, the network power consumption may raise at the initial retuning iteration. Nevertheless, the network power consumption is decreased monotonically after the second iteration and converges in three to six iterations. Note that the benefits of enabling the proposed retuning method are twofold. First, it obtains a feasible network operation point, adjusting to the new rate requirements, noise, or channel conditions. Second, it enables the network to save energy, by opportunistically benefiting from the reduced rate demand, when network traffic load is not high.
In Table III , the average per-iteration CPU time is reported for both Algorithms 1 and 2, for different node cluster sizes. 15 It is observed that a larger problem dimension, i.e., d := |L| × |F |, results in a higher computational time for both algorithms; however, it remains below 10 h for d ≤ 1200 on a standard user processor. Moreover, due to the proposed SIA framework, Algorithm 2 results in a significantly smaller computational load due to the efficient convex problem structure.
V. CONCLUSION
With almost all of the below 6-GHz spectrum already assigned, and the 1000-fold expected increase of data traffic over 15 The simulations are performed on a Linux Debian system with processor Intel Core i7-3770S CPU @3.10 GHz X 4, RAM of 8 GB. The version 2016b of MATLAB was used along with CVX 2.1 and Gurobi 7.0 Solver. the next decade, the need for spectral efficient solutions is apparent in the context of cellular wireless communication systems. In this work, the application of FD wireless links is studied as a spectrum-saving mechanism for the wireless backhaul networks. In particular, the coexistence of multiple wireless links at the same channel resource is investigated, utilizing an environment-aware interference management scheme, leading to a reduced overall cost. Moreover, a reactive network retuning method is proposed, which reacts to small changes in the network data, e.g., QoS requirements or channel conditions, via transmit power adjustment on each wireless link. Numerical simulations suggest that for a dense urban deployment, the proposed methodologies result in the reduction of up to 20% in the overall network cost compared to the HD counterparts.
