INTRODUCTION
The goal of the research described in this paper is to develop efficient, complete and trainable acoustic models for speech processing that include an 'articulatory-based' representation, and can thus characterize the mechanisms that give rise to variablity in speech. In principle, such models will accommodate production strategies used in different speaking styles, offer improved performance in adverse environments, and ultimately provide a unified framework which can support a range of speech technologies, from recognition to coding and synthesis.
Acoustic features of speech, typically derived from short-term log power spectra, reflect articulatory dynamics indirectly, often as movement across frequency bands. Automatic extraction of akiculatory features from acoustic data is prone to error, and simple substitution with more-appropriate articulatory features is not viable. In the present work, states of the underlying Markov process are associated with trajectories in an articulatory-based feature space (intermediate layer), which are mapped onto the surface (acoustic) feature space, where comparison is made with observations. We consider a simple class of Multi-level Segmental HMM (MSHMM) whose trajectories in the articulatory-based representation are linear, and whose articulatory-to-acoustic mapping is realized as a set of one or more linear mappings [2] . Non-linear mappings, such as multilayered perceptrons and radial-basis function networks, have been investigated [3] , and many kinds of trajectory tried in the acoustic domain, e.g., [4, 51. In the present case, the trajectories are also linear in the acoustic-feature space, although modifying either the intermediate representation or the mapping function would remove this property. Thus, the performance of an appropriate fixed linear-trajectory SHMM (of the type described in [6] ) provides a theoretical upper bound on the performance of this type of MSHMM. Such a +This work is funded by EPSRC grant M87146. See http://web.bham.ac.u!dpkipjacksodbalthasar/ model has been shown to outperform a conventional HMM [6] . Therefore, the goal of this paper is to determine whether this upper bound can be achieved by appropriate choice o f articulatory representation and linear articulatory-to-acoustic mappings.
THEORY

Linear-trajectory segment models
The terminology follows [ l ] and [6] . Consider a fixed, linear-trajectory segmental HMM (FT-SHMM). Each state sI of such a model is identified with a midpoint vector c, and slope vector m,, whose dimension N is that of the acoustic-feature space.
A trajectory 5 of duration T is defined by 1; (t) = (t -7)m, + c, , where 7 = (T + 1)/ 2, and the probability of the sequence ofacoustic vectors y; = {YO), ...,y( z)}, givens,, is where N(y(t);A(t),R,) is a multivariate Gaussian pdf with mean f , ( t ) and diagonal NxN covariance matrix Ri, evaluated at y ( t ) . The case mi = 0 corresponds to a constant-trajectory SHh4M [6] .
Linear trajectories in the articulatory layer
Now consider a trajectory5 in the Mdimensional articulatory space. f; is projected onto the acoustic layer by a mapping W, which is assumed to be linear. The midpoint c, and slope mi are Mdimensional and equation (1) is replaced by:
Model parameter estimation
'Matched' articulatory-acoustic data are used to learn W. This is not necessary, but preserves the strict articulatory interpretation of the models in the intermediate layer. Given matched sequences a; and y ; o f articulatory and acoustic features, we use singular value decomposition to find a matrix W that minimizes the error,
T E = C(wa(f)-y(t))TRII(Wa(t)-y ( t ) ) .
,=I
(3)
In general the speech is partitioned into K phone categories, each with a mapping Wk.
Let M b e an S-state phone-level MSHMM, such that a g o i f j < i. Then a state sequence n of length T can be written as x = n , @x,, ..., nR @ x R , where R < S , +=si for some i, and n, C3 x, denotes n, time frames in state x , . A simple extension of the segmental Viterbi decoder ( [ 6 ] ) can be used to compute the state sequence i that maximizes:
where the sequence x enters x, at time t,. Given P , the maximum-likelihood estimates of the midpoint ci and slope mi for state si are 
Limitations of the linear model
It has been indicated elsewhere ( [ 4 ] ) that a linear transformation is inadequate for general articulatory-to-acoustic mapping. For example, consider the case of where speech is represented in the acoustic domain as the output of a set of D uniformly-spaced band-pass filters spanning frequencies up to 4 H z , and a single, hypothetical, 'formant' trajectoryf; with unit amplitude, whose frequency increases linearly from lOOHz to 4 H z . The corresponding trajectory in acoustic space is a complex path over the surface of the D dimensional unit sphere, which passes through each of the axes in turn. This cannot be realised as the image of funder a linear mapping. All of the experiments use the TIMIT speech corpus. Speech from all male subjects in the TIMIT training and test sets was downsampled to 8 H z for compatibility with the formant analyser. Acoustic features (13 MFCCs including zeroth) were obtained using HTK (25ms window, lOms fixed frame rate), while formant-based parameters for the intermediate layer were extracted using the Holmes formant analyser [7] . Three such parameterisations were considered: (a) first 3 formant frequencies (25Hz resolution); (b) first 3 formant frequencies plus 5 frequency-band energies; (c) the 12 control parameters from Holmes-Mattingly-Shearme parallel formant synthesizer. A bias input (set equal to 1) was added to all of them to allow an offset to be learnt, for each acoustic feature. The data was partitioned into three sets: a training set, comprising speech from all male speakers in the TIMIT training set except for the first speaker in each dialect region, an evaluation set, comprising all of the speech from the first male speaker in each of the eight dialect regions, and a test set comprising speech from all male speakers in the TIMIT test set.
Acoustic models were built for each of the normal 49 TIMIT phones. Linear 'articulatory'-to-acoustic mappings were estimated using matched sequences of formant-based and acoustic data. Given these mappings, equations (5) were applied to re-estimate the MSHMM parameters using segmental Viterbi alignment. The maximum state duration was set to 15 frames in all experiments (zmm = 15). 
Phone categories
RESULTS
Language model scale factor
A phone-level probabilistic bigram language model was estimated using all of the TIMIT label files in the training set. Since acoustic and language model probabilities are not necessarily compatible, it is common practice to apply a language model scczle factor.
Typically this factor is a power, to which the language model probabilities are raised, or, equivalently, a multiplicative factor in the log probability domain. The optimal value of the language model scale factor was estimated empirically on the evaluation set (see figure 1) . A value of 10 is close to optimal in all cases, and was used in all subsequent experiments.
Performance on the TIMIT male test set
The complete set of results is shown in table 1. The 'baseline' results for a FT-SHMM with zero and non-zero slope are 65.08% and 66.93% respectively. In the following, 'FT-SHMM' will refer to the FT-SHMM with non-zero slope. It has already been noted that since the image of a linear trajectory in articulatory space under a linear articulatory-to-acoustic mapping is linear, any MSHMM of the type considered in this paper is functionally equivalent to a linear trajectory FT-SHMM. Therefore, the performance achieved by this type of MSHMM can always be matched or exceeded by that of an appropriate FT-SHMM. In practice the algorithms used to train these models may only find local optima, and so the superior performance of any particular linear trajectory FT-SHMM cannot be guaranteed. However, table 1 shows that in these experiments the performance of the FT-SHMM is greater than that of the various MSHMMs in all cases. I Baseline I (a)Fl-3 1 (b)Fl-3 I (c) 
CONCLUSION
