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Abstract
We obtain concentration and large deviation for the sums of independent and identically distributed random
variables with heavy-tailed distributions. Our concentration results are concerned with random variables whose
distributions satisfy P (X > t) ≤ e−I(t), where I : R → R is an increasing function and I(t)/t → α ∈ [0,∞) as
t→∞. Our main theorem can not only recover some of the existing results, such as the concentration of the sum of
subWeibull random variables, but it can also produce new results for the sum of random variables with heavier tails.
We show that the concentration inequalities we obtain are sharp enough to offer large deviation results for the sums
of independent random variables as well. Our analyses which are based on standard truncation arguments simplify,
unify and generalize the existing results on the concentration and large deviation of heavy-tailed random variables.
I. INTRODUCTION
The concentration of measure inequalities have recently received substantial attention in high-dimensional statistics
and machine learning [1]. While concentration inequalities are well-understood for subGaussian and subexponential
random variables, in many application areas, such as signal processing [2], machine learning [3] and optimization [4]
we need concentration results for sums of random variables with heavier tails. The standard technique, i.e. finding
upper bounds for the moment generating function (MGF), clearly fails for heavy-tailed distributions whose moment
generating functions do not exist. Furthermore, other techniques, such as Chebyshev’s inequality, are incapable of
obtaining sharp results. The goal of this paper is to show that under quite general conditions on the tail, a simple
truncation argument can not only help us use the standard MGF argument for heavy-tailed random variables, but is
also capable of obtaining sharp concentration results.
The problem of finding sharp concentration inequalities dates back to 1970s [5]–[10]. For instance, [5] discusses
several inequalities for finite sums of independent random variables with variety of tail decays [5]. The proof techniques
of the present paper have a similar flavor to what is used in [5]; we also use the truncation of random variables and
bound the MGF of the truncated random variables. The generality of the inequalities presented in [5] in terms of the
truncation levels, the moments of random variables, etc., makes the results difficult to use and interpret. In particular,
obtaining the optimal choice of the parameters that appear in different upper bounds and simplifying the expressions
for a given set of parameters is a time-consuming and cumbersome task. Compared to [5], we only consider the sum
of random variables with bounded variances. For this class of distributions we are able to find the optimal truncation
level. Using this right truncation level, we have been able to reduce he problem of obtaining sharp concentration
results to that of finding an upper bound for the expectation of a smooth function of the distribution of individual
random variables. We have also offered several insights on the quantity that is involved in our upper bound. As a
result, our concentration results, while less general than [5], are much more interpretable and the calculations that
are involved in them can be easily carried out. Despite the simpler form of our results, as we show through large
deviation, they are still sharp. We should also emphasize that there have been more follow-up researches [6]–[10]
2that have appeared after [5]. These works suffer from similar issues as the ones we discussed about [5]. For instance,
the bounds in [6] are written in terms of the solutions of some optimization problems which are not easily solvable
for most distributions of interest.
Recently, a few papers have considered specific classes of distributions with heavier tails than exponential and
obtained extensions of the classical concentration results. In [11], the authors consider the class of subWeibull variables,
and prove a concentration inequality for the sum of independent random variables from this class by leveraging a
novel Orlicz’s norm. The first advantage of the approach proposed in this paper compared to [11] is its generality;
our approach is not tailored to the form of the tail. As a result, we have been able to consider much more generic tail
decays, compared to [11], and study the effect of the tail-decay on the concentration. Furthermore, the same approach
gives sharp large deviation bounds that shows the sharpness of the exponents that we obtain in our concentration
results.
To explore the accuracy of our concentration approach, we use our technique to obtain large deviation results.
Not surprisingly, the tools we offer for our concentration results are also able to obtain the large deviation results
that are consistent with the existing literature on the large deviation behavior of sums of independent, heavy-tailed
random variables [12]–[18].
II. OUR MAIN CONTRIBUTIONS
A. Concentration
First, we discuss our concentration results for heavy-tailed distributions. Let us start with the following definition.
Definition 1. Let I : R→ R denote an increasing function. We say I captures the right tail of random variable X
if
P (X > t) ≤ exp (−I(t)) , ∀t > 0. (1)
Note that for the moment I(t) can be a generic function. However, as we will see later, in our theorems we
will impose some constraints on I(t). Clearly, Ibr(t) = − log P (X > t) captures the right tail of X for any random
variable X . We call Ibr(t) the basic rate capturing function. One can use Ibr(t) in our concentration results. However,
as will be discussed later, it is often more convenient to approximate this basic tail capturing function.
Given a sequence of independent and identically distributed random variables X1, X2, . . . , Xm with E [Xi] <∞,
the goal of this paper is to study
P
(
Sm − E [Sm] > mt
)
,
where Sm =
m∑
i=1
Xi. Based on the definition of the rate capturing function we state our concentration result. In the
rest of the paper, we use the notation XL to denote the truncated version of the random variable X , i.e.,
XL = XI(X ≤ L).
Theorem 1 (General Concentration). Suppose X1, ..., Xm
d
= X are independent and identically distributed random
variables whose right tails are captured by an increasing and continuous function I : R → R≥0 with the property
I(t) = O(t) as t→∞. Define ZL , XL − E [X]. Moreover, for β ∈ (0, 1], L > 0, and λ = β I(L)
L
, define
cL,β , E
[(
ZL
)2
I
(
ZL ≤ 0
)
+
(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
. (2)
3Finally, define tmax(β) , sup
{
t ≥ 0 : t ≤ βcmt,β I(mt)mt
}
.1 Then,
P
(
Sm − E [Sm] > mt
) ≤


exp
(−ctβI(mt))+m exp (−I(mt)) , t ≥ tmax(β),
exp
(
− mt
2
2cmtmax,β
)
+m exp
(
−mtmax(β)
2
βcmtmax,β
)
, 0 ≤ t < tmax(β),
(3)
where ct is a constant between
1
2
and 1. More precisely, ct = 1− 12
βcmt,β
t
I(mt)
mt
.
The proof of this theorem can be found in Section IV. Note that the concentration result we obtain is similar
to the concentration results that exist for sub-exponential random variables; there is a region for t in which the
distribution of the sum looks like a Gaussian, and a second region in which the sum has heavier tail than a Gaussian.
We will apply our theorem to some popular examples, including the subexponential distributions later. Before that,
let us discuss some of the main features of this theorem.
Remark 1. As is clear from the proof of Theorem 1 one can replace cmt,β with an upper bound. In other words,
if cmt,β ≤ c, then Theorem 1 remains valid by replacing cmt,β with c in the definition of tmax and the coefficients
appeared in (3).
Obtaining an accurate upper bound for cL,β is a key to using Theorem 1 for different applications. Since, we are
often interested in the behavior of cmt,β for large values of mt, it is usually instructive to understand the behavior
of cL,β for large values of L. Suppose that there exists a function g(X) such that∣∣∣∣∣
(
ZL
)2
I
(
ZL ≤ 0
)
+
(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)∣∣∣∣∣ < g(X),
and that E
[
g(X)
]
< ∞. Further, assume that I(L) = o(L). Then, from the dominated convergence theorem we
have
lim sup
L→∞
E
[(
ZL
)2
I
(
ZL ≤ 0
)
+
(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
= E
[
(X − E [X])2
]
.
Hence, if the random variables have bounded variances, then we expect cL,β <∞ for all values of L. If we replace
cmt,β in Theorem 1 with a fixed number, then the statement of the theorem becomes simpler. Note that this argument
is based on an asymptotic argument and is not particularly useful when we want to derive concentration bounds.
Hence, our next few lemmas obtain simpler integral forms for E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
.
Lemma 1. Let ZL = XL − E [X], and Ibr(t) = − log P (X > t) denote the basic tail capturing function. Then,
E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
=
∫ L−E[X]
0
exp
(
λt− Ibr(t+ E [X])
) (
2t+ λt2
)
dt.
Proof. We have
E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
=
∫ ∞
0
P
((
ZL
)2
exp
(
λZL
)
> u, ZL > 0
)
du
=
∫ L−E[X]
0
P
(
X > t+ E [X]
)
du, t2 exp (λt) = u,
=
∫ L−E[X]
0
exp
(−Ibr(t+ E [X])) (2t+ λt2) exp (λt) dt
=
∫ L−E[X]
0
exp
(
λt− Ibr(t+ E [X])
) (
2t+ λt2
)
dt,
1We set tmax = 0, when the set is empty.
4which completes the proof.
We can use the integral expression we derived in Lemma 1, and the specific properties of the rate function that
we have, to obtain simpler upper bounds for E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
. The following simple lemma
is an upper bound we will use in our examples.
Lemma 2. Suppose that
I(t)
t
is a nonincreasing function, and let λ = βI(L)
L
Then,
E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
≤ exp
(
−βE [X] I(L)
L
)∫ L−E[X]
0
exp
(−(1− β)I(t+ E [X]))(2t+ β I(L)
L
t2
)
dt
≤ exp
(
−βE [X] I(L)
L
)∫ L−E[X]
0
exp
(−(1− β)I(t+ E [X])) (2t+ βtI(t))dt.
Proof. Similar to the proof of Lemma 1, we have
E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
≤
∫ L−E[X]
0
exp
(−I(t+ E [X])) (2t+ λt2) exp(β I(L)
L
t
)
dt
≤ exp
(
−βE [X] I(L)
L
)∫ L−E[X]
0
exp
(−(1− β)I(t+ E [X]))(2t+ β I(L)
L
t2
)
dt
≤ exp
(
−βE [X] I(L)
L
)∫ L−E[X]
0
exp
(−(1− β)I(t+ E [X])) (2t+ βtI(t))dt,
where to obtain the last two inequalities we used the fact that
I(t)
t
is a nonincreasing function.
We will later show how combining Theorem 1 and Lemma 2 leads to sharp concentration results for some well-
known tail capturing functions. It is straightforward to see that as long as (1− β)I(t+ E [X]) > 2a log t for some
a > 1, the upper bound given by Lemma 2 remains bounded even when L → ∞. Hence, we can use these upper
bounds for a broad range of tail decays. We will discuss this in more details at the end of this section.
Remark 2. Note that Theorem 1 considers the case where I(L) = O(L). The other cases, i.e. I(L) = Ω(L), can
be studied using standard arguments based on the moment generating function and hence, are not explored in this
paper. We will later emphasize that this condition is not enough for the usefulness of Theorem 1. For instance, if the
tail is too heavy then cL,β will be infinite. We will discuss this issue in more details later.
Let us now show how Theorem 1 can be used in a few concrete examples which are popular in application areas.
Our first example considers the well-studied class of subexponential distributions.
Corollary 1. Let I(t) = kt for some fixed coefficient k. Then, for all β ∈ (0, 1) and L > E [X] we have
cL,β ≤ E
[
(X − E [X])2I(X ≤ E [X])
]
+
1
(1− β)3
2
k2 exp
(
kE [X]
) = cβ . (4)
Hence for m > E[X]
βcβk
,
P
(
Sm − E [Sm] > mt
) ≤


exp (−ctβkmt) +m exp (−kmt) , t ≥ βcβk,
exp
(
− 1
2cβ
mt2
)
+m exp
(
−βcβk2m
)
, 0 ≤ t < βcβk,
(5)
where ct = 1− 12
βcβk
t
.
5Proof. We would like to use Theorem 1 for proving the concentration. Toward this goal, we use Lemma 2 to obtain
an upper bound for cL,β . First note that, λ = β
I(L)
L
= βk. Hence, according to Lemma 1 we have
E
[(
ZL
)2
exp
(
λ
(
ZL
))
I
(
ZL > 0
)]
≤ exp (−βkE [X]) ∫ L−E[X]
0
exp
(−(1− β)k(t+ E [X])) (2t+ βkt2) dt
≤ exp (−βkE [X]) ∫ ∞
0
exp
(−(1− β)k(t+ E [X]))(2t+ βkt2) dt
= exp
(−kE [X]) ∫ ∞
0
exp
(−(1− β)kt) (βkt2 + 2t) dt
= exp
(−kE [X])( βk
(1− β)3k3 Γ(3) +
2
(1− β)2k2 Γ(2)
)
= exp
(−kE [X]) 2
k2
1
(1− β)3 .
We also have that if L > E [X], then
E
[(
ZL
)2
I
(
ZL ≤ 0
)]
= E
[(
XL − E [X]
)2
I
(
XL ≤ E [X]
)]
= E
[(
X − E [X])2 I (X ≤ E [X])] .
Our next example considers subWeibul distributions.
Corollary 2. Let X be a centered random variable, i.e. E [X] = 0, whose tail is captured by cα
α
√
t for some α ≥ 1.
Moreover, assume E
[
X2I(X ≤ 0)
]
= σ2− <∞. Then, we have
cL,β ≤ σ2− + Γ(2α+ 1)(
(1− β)cα
)2α + L 1α−1 βcαΓ(3α+ 1)
3
(
(1− β)cα
)3α .
Hence, one can apply Theorem 1 with the above bound. In this case, two regions of the concentration are separated
by tmax(β) = (βcmt,βcα)
α
2α−1 m−
α−1
2α−1 .
Proof. Note that since α ≥ 1, I(t)
t
is indeed nonincreasing. We just need to apply Lemma 2 with I(t) = cα
α
√
t to
obtain ∫ L
0
exp
(
−(1− β)cα α
√
t
)(
2t+ βcαL
1
α
−1t2
)
dt
≤
∫ ∞
0
exp (−u)

 2uα(
(1− β)cα
)α + βcαL
1
α
−1u2α(
(1− β)cα
)2α

 αuα−1(
(1− β)cα
)α du
=
2α(
(1− β)cα
)2αΓ(2α) + βcαL
1
α
−1α(
(1− β)cα
)3α Γ(3α)
=
Γ(2α+ 1)(
(1− β)cα
)2α + L 1α−1 βcαΓ(3α+ 1)
3
(
(1− β)cα
)3α .
Finally, it is straightforward to note that
E
[
(XL)2I(XL ≤ 0)
]
≤ E
[
X2I(X ≤ 0)
]
.
In our last example, we consider random variables with polynomially decaying tails.
6Corollary 3. Let X be a centered random variable, i.e. E [X] = 0, whose tail is captured by γ log t, where γ > 2.
Moreover, assume E
[
X2I(X ≤ 0)
]
= σ2− <∞. Then, we have
cL,β ≤


σ2− + L
γβ
L +
2− γβ
2−γ(1−β)
2− γ(1− β)
(
L2−γ(1−β) − 1
)
+
γβL2−(1−β)γ logL
2− (1− β)γ , β 6= 1−
2
γ
,
σ2− + L
γ−2
L + 2 logL+
γ − 2
2
(logL)2 , β = 1− 2
γ
.
(6)
Proof. Note that
E
[(
XL
)2
exp
(
λXL
)
I(XL > 0)
]
= E
[(
XL
)2
exp
(
λXL
)
I(0 < XL ≤ 1)
]
+ E
[(
XL
)2
exp
(
λXL
)
I(XL > 1)
]
≤ exp
(
βγ
log(L)
L
)
+ E
[(
XL
)2
exp
(
λXL
)
I(XL > 1)
]
= L
γβ
L + E
[(
XL
)2
exp
(
λXL
)
I(XL > 1)
]
.
Thus, for β 6= 1− 2
γ
, using the upper bound given in Lemma 2, we just need to show
∫ L
1
exp
(−(1− β)γ log t) (2t+ βγt log t) dt = 2− γβ2−γ(1−β)
2− γ(1− β)
(
L2−γ(1−β) − 1
)
+
γβL2−(1−β)γ logL
2− (1− β)γ . (7)
Toward this goal, note that∫ L
1
exp
(−(1− β)γ log t) (2t + βγt log t) dt = ∫ L
1
t1−(1−β)γ (2 + βγ log t) dt
=
t2−(1−β)γ
2− (1− β)γ
(
2 + βγ
(
− 1
2− (1− β)γ + log t
)) ∣∣∣∣∣
L
1
=
2− γβ
2−γ(1−β)
2− γ(1− β)
(
L2−γ(1−β) − 1
)
+
γβL2−(1−β)γ logL
2− (1− β)γ .
In the above equality, we are using
∫
tk = 1
k+1
tk+1 and
∫
tk log t =
(
− 1
(k+1)2
+ log t
k+1
)
tk+1.
For β = 1− 2
γ
we have 1− (1− β)γ = −1 and γβ = γ − 2. Hence∫ L
1
exp
(−(1− β)γ log t) (2t+ βγt log t) dt = ∫ L
1
t−1
(
2 + (γ − 2) log t) dt
= 2 log t+
γ − 2
2
(log t)2
∣∣∣∣∣
L
1
= 2 logL+
γ − 2
2
(logL)2 ,
which concludes the proof.
Remark 3. Note that β < 1 − 2
γ
is equivalent to 2 − (1 − β)γ < 0. Hence, the right hand side of (6) remains
bounded when L grows to infinity. By letting β get closer to 1 we can cover any γ > 2. Hence, we can obtain a
concentration inequality for the sum of independent and identical random variables with polynomially decaying tail
as long as P (X > t) < 1
tγ
for some γ > 2.
Let us try to find another bound for cL,β for the distributions we discussed in Corollaries 2 and 3. These bounds
enable us to obtain another concentration result that is in some sense sharper than the one we derived above and
shows the flexibility of our framework.
Lemma 3. Suppose that var(X) <∞ and the right tails of random variables X is captured by I(t). Suppose that
I(t) satisfies one of the following conditions:
(a) I(t) = Iα(t) = cα
α
√
t for α > 1 and β < 1,
7(b) I(t) = γ log t for γ > 2 and β < 1− 2
γ
.
Then, if we set λL,β = β
I(L)
L
we have
lim
L→∞
E
[(
XL − E [X]
)2(
I
(
XL ≤ E [X]
)
+ exp
(
λL,β
(
XL − E [X]
))
I
(
XL > E [X]
))]
= Var(X).
The proof of this lemma is presented in Section IV-B. This lemma implies that if L is large enough, then we
should expect cL,β to be very close to Var(X). So, assuming mt is large enough we can obtain a more accurate
concentration result.
Corollary 4. Suppose that the right tails of independent and identically distributed random variablesX1, X2, . . . , Xm
are captured by cα
α
√
t for α > 1, and V ar(Xi) = σ
2. Define Sm =
∑
i≤m
Xi. Then, for any 0 < β < 1 and ǫ > 0,
there is a constant Cǫ such that for all mt > Cǫ
P
(
Sm − E [Sm] > mt
) ≤


exp
(
−ctβcα α
√
mt
)
+m exp
(
−cα α
√
mt
)
, t > tmax,
exp
(
− mt
2
2 (σ2 + ǫ)
)
+m exp
(
− mt
2
max
β(σ2 + ǫ)
)
, t ≤ tmax,
(8)
where tmax =
(
β(σ2 + ǫ)cα
) α
2α−1
m−
α−1
2α−1 and ct = 1− 12β(σ2 + ǫ)cαm
1
α
−1t
1
α
−2 varies between 1
2
and 1.
Proof. Note that, by Lemma 3, for any given ǫ > 0 we can find a positive constant Cǫ, such that
E
[(
XL − E [X]
)2(
I
(
XL ≤ E [X]
)
+ exp
(
λL,β
(
XL − E [X]
))
I
(
XL > E [X]
))]
≤ σ2 + ǫ, ∀L > Cǫ.
Hence, for all mt > Cǫ, Theorem 1 is applicable with cL,β = σ
2 + ǫ. The Corollary follows by substituting this
cL,β and I(t) = cα
α
√
t in Theorem 1.
Remark 4. According to Corollary 4, if Cǫ < mt ≤ mtmax, then P
(
Sm − E [Sm] > mt
)
is upper bounded by
exp
(
− mt2
2(σ2+ǫ)
)
+ m exp
(
− mt2max
β(σ2+ǫ)
)
. Note that exp
(
− mt2
2(σ2+ǫ)
)
is very close to the term that appears in
the central limit theorem. Furthermore, if mt > tmax, then P
(
Sm − E [Sm] > mt
)
is bounded from above by
exp
(
−ctβcα α
√
mt
)
+m exp
(
−cα α
√
mt
)
. Again we will show in the next section that this bound is sharp. Hence,
an accurate bound for cL,β results in an accurate concentration result.
Remark 5. Using part (b) of Lemma 3, a corollary similar to Corollary 4 can be also written for I(t) = γ log t with
γ > 2. For the sake of brevity, we do not repeat this corollary. Hence, Theorem 1 can be used to obtain concentration
results as long as I(t) > γ log t with γ > 2 (for large enough values of t). Note that if Ibr(t) = γ log t for γ < 2, then
the variance of the random variable is unbounded. This is the region in which the sum of independent and identically
distributed random variables does not converge to a Gaussian and it converges to other stable distributions (See
Chapter 1 of [19]). We leave the study of the concentration of sums of such random variables to future research.
B. Large deviation
In this section, as a simple byproduct of what we have proved for obtaining concentration bounds and also
evaluating the sharpness of our results, we study the large deviation properties of the sums of independent and
identically distributed random variables. Towards this goal, we consider the limiting version of Definition 1 in which
the exact rate of decay of the tail is captured by I(t).
Definition 2. Let I : R→ R denote an increasing function. We say I captures the right tail of random variable X
in the limit if
lim
t→∞
− log (P (X > t))
I(t)
= 1. (9)
8We say a random variable is super-exponential if its tail is captured in limit by a function I such that I(t) = o(t)
as t→∞.
Note that if the basic right tail capturing function satisfies Ibr(t) = o(t), then the moment generating function
of the distribution is infinity for λ ∈ (0,∞). Hence, Cramer’s theorem is not useful. Our next theorem offers a sharp
large deviation result for superexponential random variables.
Theorem 2 (General Large Deviation). Suppose that X1, X2, . . . , Xm are super-exponential random variables with
finite variance whose tails are captured in the limit by I(t). Furthermore, suppose that I is an increasing function
and lim
t→∞
log(t)
I(t)
= 0. Finally, let γm be an increasing sequence of real numbers that satisfy
logm≪ I(γm)≪ γ
2
m
m
.2 (10)
If (2) remains bounded for X1 and for all β < 1, then
lim
m→∞
− log P (Sm − E [Sm] > γm)
I(γm)
= 1. (11)
The proof of this theorem is presented in Section IV-C. Again we use this theorem to obtain large deviation
results for a few concrete examples.
Corollary 5. Let the tail of independent and identically distributed random variables X1, X2, . . . , Xm be captured
by I(t) = cα
α
√
t in the limit, where α > 1. Then, we have
lim
m→∞
− log P (Sm − E [Sm] > mt)
α
√
mt
= cα.
Proof. It suffices to choose γm = mt and apply Theorem 2 with I(t) = cα
α
√
t. Note that
logm≪ cα α
√
mt≪ (mt)
2
m
= mt2, (12)
for all α > 1.
Remark 6. We should emphasize that the large deviation result for subWeibul distribution has been studied in the
literature [20], [18]. Being able to answer this question for subWeibull distributions, although it is not novel, shows
the strength of the results developed in this paper. Note that even if t grows with m, as long as (12) is satisfied, i.e.
mtm ≫ m α2α−1 , we have
lim
m→∞
− log P (Sm − E [Sm] > mtm)
α
√
mtm
= cα.
On the other hand, it is known that if mtm ≪ m α2α−1 , then the decay is characterized by Φ¯
(
mtm√
mVar(X)
)
, where
Φ¯ = 1−Φ, and Φ denotes the cumulative distribution function of a standard normal random variable [20]. According
to Table 3.1 of [20] a similar result as the one presented in Corollary 5 has been known for γm ≫ m α2α−2 when
0 ≤ 1
α
≤ 1
2
. However as we discussed above, an extension of Corollary 5 fills the gap between m
α
2α−2 and m
α
2α−1 ,
and shows that in this region still the tail of the sum behaves like the tail of the maximum.
Theorem 2 does not cover the polynomially-decaying tails. Hence, for the sake of completeness we discuss the
polynomial example below.
Corollary 6. Suppose X has zero mean and finite variance σ2 and its right tail is captured by I(t) = α log t for
some α > 2. For any sequence γm that satisfies any of the following conditions
(i) lim
m→∞
logm
log γm
= k for some k < 2,
(ii) lim
m→∞
logm
log γm
= 2 and γm ≫ √m logm,
2f(t) ≪ g(t) means that f(t) = o(g(t)) as t→∞.
9we have
lim
m→∞
−P (Sm > γm)
I(γm)− logm = 1. (13)
The proof can be found in Section IV-D.
Remark 7. The result of Corollary 6 is known in the literature. For instance, the interested reader may refer to
Proposition 3.1 in [20]). The main reason it is mentioned here is to show that this is also a simple byproduct of our
main results in Section II-A. Note that the conditions Corollary 6 imposes on the growth of γm cover all sequences
that satisfy γm ≫
√
m logm (maybe after passing to a subsequence to make lim logm
log γm
exist). For sequences that
grow slower than
√
m logm the rate function for large deviations is not I(γm)− logm anymore [20].
III. DISCUSSION OF THE SHARPNESS OF THEOREM 1
In this section, we would like to discuss that the bounds offered by Theorem 1 are sharp if compared with
the limiting expressions obtained from the large deviation results. We clarify this point through the following two
examples: Let I(t) capture the right tail of a centered random variable X and also captures its right tail in the limit
(Ibr(t) has this property). Assume that X1, ..., Xm are independent copies of X and Sm =
∑
i≤m
Sm. Below we
discuss the subWeibull distributions and the distributions with polynomial tail decays.
1) I(t) = cα
α
√
t: Theorem 1 yields
P (Sm > γm) ≤


exp
(
−c γm
m
βI(γm)
)
+m exp
(−I(γm)) , γm ≫ m α2α−1 ,
exp
(
− γm
2
2m (σ2 + ǫ)
)
+m exp
(
− mt
2
max
β(σ2 + ǫ)
)
, γm ≪ m α2α−1 .
(14)
Note that 1 − β and ǫ can be chosen arbitrarily small. Moreover, lim
γm→∞
c γm
m
= 1. Hence, in the first case the
right hand side behaves like its dominant term which is exp
(−I(γm)). As proven in Theorem 2, P (Sm > γm) ∼
exp
(−I(γm)) which proves the asymptotic sharpness of our first bound. Furthermore, when γm ≪ m α2α−1 the
right hand side of Inequality (14) behaves like exp
(
− γ2m
2mσ2
)
. It is known for γm growing at this speed we have
lim
m→∞
P (Sm > γm)
Φ¯
(
γm
σ
√
m
) = 1,
where Φ¯ = 1−Φ(t) and Φ is the CDF of standard normal distribution [20]. Since Φ¯
(
γm
σ
√
m
)
∼
√
mσ√
2πγm
exp
(
− γ2m
2mσ2
)
we have
lim
m→∞
− log Φ¯
(
γm
σ
√
m
)
γ2m
2mσ2
= 1.
Hence,
lim
m→∞
− log P (Sm > γm)
γ2m
2mσ2
= 1.
This proves the asymptotic sharpness of our second bound.
2) I(t) = γ log t for γ > 2: Theorem 1 yields
P (Sm > γm) ≤


exp
(
−c γm
m
βI(γm)
)
+ exp
(
− (I(γm)− logm)) , γm ≫√m logm,
exp
(
− γm
2
2m (σ2 + ǫ)
)
+m exp
(
− mt
2
max
β(σ2 + ǫ)
)
, γm ≪
√
m logm,
for any β < 1− 2
γ
. This time, one can easily check m exp
(−I(γm)) = mγ−γm and exp
(
− γm2
2m(σ2+ǫ)
)
will be
dominant for the first and second cases, respectively. One more time, the rate function given by Corollary 1 in
the first case, and the Gaussian CDF approximation in the second case [20] match the dominant terms offered by
Theorem 1.
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IV. PROOFS OF OUR MAIN RESULTS
In this section, we state and prove a key lemma about the truncated random variable. This lemma is important
in the proof of our concentration and large deviation results.
A. Proof of Theorem 1
Lemma 4. If XL , X1X≤L, then for all λ > 0 and L > 0 we have
logE
[
exp
(
λ(XL − E [X])
)]
≤ kL,λ
2
λ2,
where
kL,λ = E
[(
XL − E [X]
)2
I
(
XL ≤ E [X]
)]
+E
[(
XL − E [X]
)2
exp
(
λ
(
XL − E [X]
))
I
(
XL > E [X]
)]
.
Proof. From the mean value theorem we have
exp (λXL) = exp
(
E [λX]
)
+
(
λXL − E [λX]
)
exp
(
λE [X]
)
+
1
2
(
λXL − E [λX]
)2
exp (λY ) , (15)
where Y is a random variable whose value is always between E [X] and XL. Hence,
logE
[
exp
(
λX1X≤L
)]
= λE [X] + log
(
1 + λ
(
E [XL]− E [X]
)
+
1
2
λ2E
[(
XL − E [X]
)2
exp
(
λY − E [λX])]) .
(16)
Note that XL −X ≤ 0 and λ > 0. Thus,
logE
[
exp
(
λ
(
X1X≤L − E [X]
))]
= log
(
1 + λ
(
E [XL]− E [X]
)
+
1
2
λ2E
[(
XL − E [X]
)2
exp
(
λY − E [λX])])
≤ log
(
1 +
1
2
λ2E
[(
XL − E [X]
)2
exp
(
λY − E [λX])])
≤ 1
2
λ2E
[(
XL − E [X]
)2
exp
(
λY − E [λX])] . (17)
Since Y falls between E [X] and XL we have
Y ≤ E [X] I
(
XL ≤ E [X]
)
+XLI
(
XL > E [X]
)
.
Hence the expectation in (17) is bounded by
E
[(
XL − E [X]
)2
I
(
XL ≤ E [X]
)]
+ E
[(
XL − E [X]
)2
exp
(
λ
(
XL − E [X]
))
I
(
XL > E [X]
)]
.
Proof of Theorem 1. Note that by Lemma 4 and (2) we have
logE
[
exp
(
λ(XL − E [X])
)]
≤ cL,β
2
λ2.
Moreover,
P
(
Sm − E [Sm] > mt
) ≤ P (∑XLi − E [Sm] > mt)+ P (∃i Xi > L)
≤ exp (−λmt)E
[
exp
(
λ(XL − E [X])
)]m
+mP (X > L)
≤ exp
(
m
(
−λt+ cL,β
2
λ2
))
+m exp
(−I(L)) . (18)
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The main remaining step is to find good choices for the free parameters L and λ. The goal is to choose the
values of λ,L such that we get the best upper bound in (18). We consider two cases: (i) t > tmax, and (ii) t ≤ tmax.
In each case, we select these parameters accordingly.
• Case 1 (t > tmax): In this case, we choose L = mt and λ = β
I(mt)
mt
. We have
P
(
Sm − E [Sm] > mt
) ≤ exp
(
−β
(
1− βcL,βI(mt)
2mt2
)
I(mt)
)
+m exp
(−I(mt))
= exp
(−βctI(mt))+m exp (−I(mt)) .
Note that since for all t > tmax we have t > βcL,β
I(mt)
mt
, we can conclude 1
2
≤ ct < 1.
• Case 2 (t ≤ tmax): In this case, we pick L = mtmax and λ = tcL,β ≤
tmax
cL,β
= β I(L)
L
. Then, (18) implies
P
(
Sm − E [Sm] > mt
) ≤ exp(− 1
2cL,β
mt2
)
+m exp
(−I(mtmax))
= exp
(
− 1
2cL,β
mt2
)
+m exp
(
− 1
βcL,β
mt2max
)
.
Note that cL,β is increasing in β. Hence, choosing a smaller value for λ, as we did in this case, causes no
problem.
B. Proof of Lemma 3
First, we prove the lemma under Assumption (a). Note that for L > E [X] we have
(
XL − E [X]
)2 ≤(
X − E [X])2 ∈ L1. Furthermore, XL a.s.−−→ X . Hence, by using the dominant convergence theorem we obtain
E
[(
XL − E [X]
)2
I
(
X ≤ E [X])] L→∞−−−−→ E [(X − E [X])2I (X ≤ E [X])] . (19)
Furthermore, it is straightforward to show that
(XL − E [X])2 exp
(
λL,β(X
L − E [X]
)
a.s.−−→ (X − E [X])2. (20)
Hence, if we find an L1 function that dominates (XL − E [X])2 exp
(
λL,β(X
L − E [X]
)
, then we can use the
dominant convergence theorem to complete the proof. Toward this goal, we consider
Y =
(
X − E [X])2 exp(βcα α√max(X, 0) + 1) I (X > E [X]) .
Note that for X > E [X], L > 2E [X] and −λL,βE [X] ≤ 1, we have (we remind the reader that λL,β = β I(L)L → 0
as L→∞)
exp
(
λL,β(X
L − E [X])
)
≤ exp
(
λL,βX
L + 1
)
= exp
(
βcα
α
√
L
L
XL + 1
)
≤ exp
(
βcα
α
√
max(X, 0) + 1
)
.
(21)
Thus, for L large enough we have
(XL − E [X])2 exp
(
λL,β(X
L − E [X]
)
I
(
X > E [X]
) ≤ Y. (22)
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To prove the integrability of Y , note that
E
[(
X − E [X])2 exp(βcα α√max(X, 0)) I(X > E [X])
]
=
∫ ∞
0
P
((
X − E [X])2 exp(βcα α√max(X, 0)) > u,X > E [X]
)
du
≤ E
[(
X − E [X])2 I (E [X] ≤ X < 0)]+ ∫ ∞
0
P (X > t) du (t− E [X])2 exp
(
βcα
α
√
t
)
= u
≤ V ar(X) +
∫ ∞
0
exp
(
−cα α
√
t
)
du
≤ V ar(X) +
∫ ∞
0
exp
(
−cα α
√
t
)(
2(t− E [X]) + βcα
α
t
1
α
−1(t− E [X])2
)
exp
(
βcα
α
√
t
)
dt
≤ V ar(X) +
∫ ∞
0
exp
(
−cα(1− β) α
√
t
)
Poly
(
t
1
α
−1, t
)
dt <∞.
Recall that β < 1 and cα > 0, hence the exponent of the last line is negative. Thus Y is integrable as it was desired.
The proof under assumption (b) is analogous to the proof of part (a). The only difference is to prove the dominant
convergence theorem for the following variable:
(XL − E [X])2 exp
(
λL,β(X
L − E [X)]) I (X > E [X]) .
Toward this goal we use the dominant variable:
Y =
(
X − E [X])2 exp(βγ log (X − E [X])) I (X > E [X])
=
(
X − E [X])2+βγ I (X > E [X]) .
The proof of the integrability of this variable is left to the readers.
C. Proof of Theorem 2
We start with a lemma that will be used in our proof later.
Lemma 5. Let an, bn and cn be sequences of positive numbers such that
lim
n→∞
log an
cn
= a, lim
n→∞
log bn
cn
= b, lim
n→∞
cn =∞.
Then
lim
n→∞
log(an + bn)
cn
= max {a, b} . (23)
Proof. Without loss of generality assume a ≥ b, hence an ≥ bn for large enough n. Thus
a = lim
n→∞
log an
cn
≤ lim
n→∞
log(an + bn)
cn
≤ lim
n→∞
log 2an
cn
= lim
n→∞
log 2
cn
+ lim
n→∞
log an
cn
= a.
Therefore
lim
n→∞
log(an + bn)
cn
= a.
First note that
P
(
Sm − E [Sm] > γm
) ≥ P (X > γm)P (Sm−1 − E [Sm−1] ≥ E [X]) .
Since
Sm−1−E[Sm−1]√
m−1
d−→ N (0,Var(X)) and E[X]√
m−1 → 0 we have
P
(
Sm−1 − E [Sm−1] ≥ E [X]
) ≥ C > 0,
for a positive constant C and large enough m. Therefore,
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lim
m→∞
− log P (Sm − E [Sm] > γm)
I(γm)
≤ lim
m→∞
− log P (X > γm)
I(γm)
+
− logC
I(γm)
= 1. (24)
To obtain the last equality we used the fact that since logm≪ I(γm) we have I(γm)→∞ as m→∞. Hence,
lim
m→∞
− logC
I(γm)
= 0.
On the other hand,
P
(
Sm − E [Sm] > γm
) ≤ exp (−λγm)E
[
exp
(
λ(XL − E [X])
)]m
+mP (X > L)
≤ exp (−λγm) exp
(
kL,λ
2
λ2m
)
+mP (X > L) , (25)
where we used Lemma 4 to obtain the last inequality. Let L = γm and λ = β
I(γm)
γm
. Moreover, assume cβ is the
bound for cL,β when L is large enough. Then, (25) implies that
P
(
Sm − E [Sm] > γm
) ≤ exp
(
−βI(γm) + β
2cβ
2
mI(γm)
2
γ2m
)
+mP (X > γm) . (26)
In order to find a lower bound for lim
− log P(Sm−E[Sm]>γm)
I(γm)
, we use Lemma 5. Hence, we need to bound each term
of (26) separately.
lim
m→∞
βI(γm)− β
2cβ
2
mI(γm)
2
γ2m
I(γm)
= β +
β2cβ
2
lim
m→∞
−mI(γm)
γ2m
= β, (27)
where we used I(γm) = o(
γ2m
m
) to obtain the last equality. Moreover,
lim
m→∞
− log(mP (X > γm))
I(γm)
= 1. (28)
The last equality holds because I captures the tail of X asymptotically and grows faster than log(m). Hence, using
(26), (27) and (28) we obtain
lim
m→∞
− log P (Sm − E [Sm] > mt)
I(mt)
≥ β, ∀β < 1,
which implies
lim
m→∞
− log P (Sm − E [Sm] > mt)
I(mt)
≥ 1. (29)
By using (24) and (29) we obtain
lim
m→∞
− log P (Sm − E [Sm] > mt)
I(mt)
= 1,
which concludes the proof.
D. Proof of Corollary 6
First, assume γm satisfies (i). Let β < 1 − kα , hence (1− β)α = k′ > k. According to Corollary 3 for this β
and L = γm we have
cγm,β ≤ Cγ2−(1−β)αm log γm = Cγ2−k
′
m log γm.
Therefore
γm
m
≫ γ2−k′m logm
γm
≥ C′βcγm,β
I(γm)
γm
,
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since we have lim logm
log γm
= k < k′. Thus, for large enough m, when applying Theorem 1 with t = γm
m
and the
chosen β above we will be in the t > tmax regime.
For the second case that γm satisfies (ii), Lemma 3 implies that for any β < 1 − 2α , cγm,β remains bounded.
Hence we have
γm
m
≫ βcγm,β
I(γm)
γm
= O
(
logm
γm
)
,
which means we still are in the region t > tmax. Hence,
P (Sm > γm) ≤ exp
(
−c γm
m
βI(γm)
)
+m exp
(−I(γm)) . (30)
Note that c γm
m
= 1− 1
2
βcγm,β
γm
m
I(γm)
γm
m→∞−−−−→ 1, so we obtain
lim
m→∞
c γm
m
βI(γm)
I(γm)− logm = limm→∞
β
1− logm
I(γm)
= lim
m→∞
β
1− logm
α log γm
=
β
1− k
α
=
α− k′
α− k , ∀k
′ > k. (31)
Moreover,
lim
m→∞
I(γm)− logm
I(γm)− logm = 1. (32)
By combining (30), (31) and (32) we obtain
lim
m→∞
− log P (Sm > γm)
I(γm)− logm ≥
α− k′
α− k , ∀k
′ > k,
which implies
lim
m→∞
− log P (Sm > γm)
I(γm)− logm ≥ 1. (33)
On the other hand,
P (Sm > γm) ≥
m∑
j=1
P

∑
i6=j
Xi > −ǫ
√
m, max
i6=j
Xi < γm

P (Xj ≥ γm + ǫ√m)
= mP
(
Sm−1√
m
> −ǫ, max
i≤m−1
< γm
)
P
(
Xm ≥ γm + ǫ
√
m
)
≥
(
P
(
Sm−1√
m
> −ǫ
)
− P (∃i ≤ m− 1, Xi > γm)
)
mP
(
X ≥ γm + ǫ
√
m
)
≥
(
P
(
Sm−1√
m
> −ǫ
)
− (m− 1)P (X > γm)
)
mP
(
X ≥ γm + ǫ
√
m
)
. (34)
Note that by the central limit theorem we have P
(
Sm−1√
m
> −ǫ
)
≥ P
(
Sm−1√
m
> 0
)
m→∞−−−−→ 1
2
. Furthermore,
(m− 1)P (X > γm) = exp
(
log(m− 1)− Ibr(γm)
) ∼ exp (log(m− 1)− α log(γm)) ∼ exp
(
(1− α
k
) logm
)
.
(35)
Since k ≤ 2 < α, the right hand side of (35) goes to 0 as m grows. Hence for large enough m, we have(
P
(
Sm−1√
m
> −ǫ
)
− (m− 1)P (X > γm)
)
≥ 1
3
.
Therefore, by (34) we obtain
lim
m→∞
− log P (Sm > γm)
I(γm)− logm ≤ limm→∞
log 3− log P (X > γm + ǫ√m)− logm
α log γm − logm
= lim
m→∞
α log
(
γm + ǫ
√
m
)− logm
α log γm − logm = 1
To obtain the last equality we have used limm→∞
log(γm+ǫ
√
m)
log γm
= 1 which can be easily proved by noting that
log γm ≤ log
(
γm + ǫ
√
m
) ≤ log γm + ǫ√mγm and that √m≪ γm since k < 2.
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V. CONCLUSION
We developed a framework to study the concentration of the sum of independent and identically distributed random
variables with heavy tails. In particular, we considered distributions for which the moment generating function does
not exist. Techniques that we offered in this paper are pretty simple and yet effective for all distributions that have
finite variances. The generality and simplicity of the tools not only enable us to recognize different deviation behaviors,
but also help us to determine the boundary of such phase transitions precisely. Furthermore, we showed the tools that
we developed for obtaining concentration inequalities are sharp enough to offer large deviation results as well. Note
that there are plenty of results in the literature, such as Hanson-Wright inequality [21] and Gatner-Ellis’s Theorem
[22], whose proof heavily relies on the moment generating function. We believe that the framework presented here
can extend all such results to the class of distributions with finite variance.
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