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1. Introduction
For abounded linear operator T ona complexHilbert spaceH (shortly, T ∈ B(H))with innerproduct
〈, 〉, the numerical range and numerical radius are, by deﬁnition
W(T) = {〈Tx, x〉 : x ∈ (H)1}
and
w(T) = sup{|λ| : λ ∈ W(T)},
respectively, where (H)1 := {x ∈ H : ‖x‖ = 1} is the unit sphere in H. The numerical radius satisﬁes
‖T‖w(T) 1
2
‖T‖ , (1)
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which show that w(T) is an equivalent norm of T .
Note that the second inequality in (1) is obtained from the polarization principle (see, for example,
[2, Theorem 1.3.1]). We also remark that if R(T) ⊥ R(T∗), thenw(T) = 1
2
‖T‖ (see [2, Theorem 1.3.4]).
It is well-known thatW(T) is a bounded convex subset of the complex plane C (see, [1,2]). When
H is ﬁnite dimensional, it is even compact. Its closureW(T) contains σ(T), the spectrum of T . Further,
1
dist (λ, σ (T))

∥∥∥(T − λI)−1∥∥∥ 1
dist (λ, W (T))
(see [3]).
In this paper, by using themodel technique of Sz.-Nagy and Foias, we describe the numerical range
of some operators on H and estimate their numerical radius. We also show thatW(T) of any compact
square-zero operator T ∈ B(H) is a closed disc centered at 0 and with radius ‖T‖
2
. In particular, we
show that the numerical range of the skew-symmetric Volterra operator V0, acting on the Lebesgue
space L2(−1, 1) by the formula (V0f )(x) = ∫ x−x f (t)dt, is D 2
π
.
2. Notations and preliminaries
The symbol H∞ denotes the Banach algebra of all bounded and analytic functions on the unit disc
D = {z ∈ C : |z| < 1}. The Hardy space H2 = H2(D) consists of analytic functions f (z) =∑∞
n=0
∧
f (n)zn on D satisfying the condition
‖f‖2
H2
= sup
0<r<1
∫
T
|f (rζ )|2 dm (ζ ) =
∞∑
n=0
∣∣∣∣∧f (n)
∣∣∣∣
2
< +∞,
wheredm is thenormalizedLebesguemeasureon theunit circleT = ∂D. A function f ∈ H∞ satisfying
|f (ζ )| = 1 almost everywhere in T is called an inner function. Let us recall that the characteristic
function θT of the contraction T ∈ B(H) is deﬁned by
θT (λ) =
[
−T +
∞∑
m=1
λmDT∗
(
T∗
)m−1
DT
]
|DT (λ ∈ D) ,
where DT = (I − T∗T)1/2, DT∗ = (I − TT∗)1/2, DT = DTH, DT∗ = DT∗H, and the series is norm con-
vergent.
Let E1 and E2 be Hilbert spaces, B(E1, E2) the space of bounded linear operators from E1 to E2, and
H∞(B(E1, E2)) the space of bounded analytic functions on the unit disc D taking values in B(E1, E2).
We call a function θ ∈ H∞(B(E1, E2)) inner if θ(ζ )∗θ(ζ ) = IE1 for almost all ζ ∈ T, and ∗− inner if
θ(ζ )θ(ζ )∗ = IE2 for almost all ζ ∈ T, where IEi is an identity operator in Ei, i = 1, 2. A function that is
inner and ∗− inner simultaneously (i.e., θ(ζ )∗θ(ζ ) = IE1 and θ(ζ )θ(ζ )∗ = IE2 for almost all ζ ∈ T)
is called a two-sided inner function. It is known that θT ∈ H∞(B(DT ,DT∗)).
Recall that C00 is the class of all contractions T ∈ B(H), for which limn Tnx = limn T∗nx = 0 for
all x ∈ H. A completely nonunitary operator T ∈ B(H) is said to be of class C0 if f (T) = 0 for some
nonzero function f ∈ H∞. Then there is a unique (up to a constant factor ofmodulus one) nonconstant
inner function u, called the minimal function of T , such that u(T) = 0. Clearly, C0 ⊂ C00.
It is a well-known result of Sz. Nagy and Foias (see [4,5]) that each T ∈ C00 is unitary equiva-
lent to its model operator Mθ = Pθ SE|Kθ , acting on the model space Kθ = H2(E)  θH2(E). Here
θ = θT ∈ H∞(B(E)) is the characteristic function of the contraction T (a two-sided inner function);
E is a Hilbert space with dim E = dim(I − T∗T)H, H2(E) is the Hardy space of E-valued functions
consisting of all Taylor series f (z) = ∑∞n=0 fˆ (n)zn, z ∈ D = {z ∈ C : |z| < 1}, where fˆ (n) ∈ E, n 0,∑∞
n=0 ‖fˆ (n)‖2E < +∞; Pθ = I − θP+θ∗ is the orthogonal projection of H2(E) onto Kθ , where P+ is
the Riesz projector of L2(E) onto H2(E), and SEf = zf is the unilateral shift operator on H2(E). In
particular, if T ∈ C00 then its characteristic function θ ∈ H∞(B(E)) is a two-sided inner function.
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3. Results
3.1. Model operators
Let us start with the following result concerning the numerical range and numerical radius of a
contraction of class C0.
Theorem 1. If T ∈ C0, thenW(T) ⊂ W(Mu), and therefore w(T)w(Mu), where u is aminimal function
of T andMu = PuSE|Ku is a correspondingmodel operatoracting in themodel spaceKu = H2(E)  uH2(E).
Proof. If T ∈ C0, then by the result of Sz. Nagy and Foias T is unitary equivalent to its model oper-
ator Mθ = Pθ SE|Kθ , acting on the model space Kθ = H2(E)  θH2(E), where θ = θT ∈ H∞(B(E))
is the characteristic function of T (a two-sided inner function). Then, clearly W(T) = W(Mθ ) and
w(T) = w(Mθ ). Let u ∈ H∞ be a minimal function of the contraction T , and let Mu = PuSE|Ku be a
corresponding model operator acting in the model space Ku = H2(E)  uH2(E). Since T ∈ C0, by the
theorem on scalar multiple (see, e.g., [4,5]) there exists Ω ∈ H∞(B(E)) such that
θΩ = Ωθ = uIE. (2)
Since θΩH2(E) ⊂ θH2(E), it follows from (2) that
H2 (E)  θH2 (E) ⊂ H2 (E)  θΩH2 (E) = H2 (E)  uH2 (E)
or
Kθ ⊂ Ku. (3)
Consequently, it follows from inclusion (3) that
{〈Pθ zf , f 〉 : f ∈ (Kθ )1} ⊂ {〈Puzg, g〉 : g ∈ (Ku)1},
that isW(Mθ ) ⊂ W(Mu), and therefore w(T) = w(Mθ )w(Mu),which completes the proof. 
Before giving a corollary of Theorem1, let us state the followingwell-known result (see e.g., [2,6–9]).
Since our proof somewhat differs from the known one, we will give the sketch of its proof.
Lemma 1. The following inequality is hold:
sup
⎧⎨
⎩
n−2∑
i=0
xixi+1 : xi ∈ R (i = 0, 1, . . . , n − 1) and
n−1∑
i=0
x2i = 1
⎫⎬
⎭ cos πn + 1 (4)
Proof. Let us deﬁne the following auxiliary function:
Φλ (x0, x1, . . . , xn−1) := x0x1 + x1x2 + · · · + xn−2xn−1 + λ
(
x20 + · · · + x2n−1 − 1
)
.
It is well-known that the extremum points of this function Φλ are obtained from the system of
equations
Φ ′λ,xi (x0, x1, . . . , xn−1) = 0, i = 0, 1, . . . , n − 1,
with the constraint x20 + x21 + · · · + x2n−1 = 1.
It is easy to see that this is equivalent to the system of algebraic equations⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2λx0 + x1 = 0
x0 + 2λx1 + x2 = 0
. . . . . . . . . . . . . . . . . .
xn−3 + 2λxn−2 + xn−1 = 0
xn−2 + 2λxn−1 = 0
(5)
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with x20 + x21 + · · · + x2n−1 = 1. By using the classical Jacobi matrix technique it is not difﬁcult to
obtain from (5) that the function Φλ(x0, x1, . . . , xn−1) attains its extremum values at the points
λk = cos πk
n + 1 , k = 1, 2, . . . , n.
For λ = λk = cos πkn+1 (k = 1, 2, . . . , n), the solution of (5) is
xp = (−1)p
sin πk
n+1 (p + 1)
sin πk
n+1
x0, p = 1, 2, . . . , n − 1.
Since
∑n−1
p=0 x2p = 1,we have
x20
⎛
⎝ n∑
p=0
sin2
πk
n + 1p
⎞
⎠ = sin2 πk
n + 1 .
On the other hand, since
x20
⎛
⎝ n∑
p=0
sin2
πk
n + 1p
⎞
⎠ = x20
⎛
⎝n
2
− 1
2
sin πk
n+1n. cos
πk
n+1 (n + 1)
sin πk
n+1
⎞
⎠
= x20
⎛
⎝n
2
− 1
2
(−1)k−1 (−1)k sin
πk
n+1
sin πk
n+1
⎞
⎠
= x20
n + 1
2
,
we obtain that
xp = ±(−1)p
√
2
n + 1 sin
πk (p + 1)
n + 1 , p = 0, 1, 2, . . . , n − 1. (6)
For these values we have:
n−2∑
p=0
xpxp+1 = − 2
n + 1
n−2∑
p=0
sin
πk (p + 1)
n + 1 sin
πk (p + 2)
n + 1
= − 1
n + 1
⎡
⎣n−2∑
p=0
(
cos
πk
n + 1 − cos
πk
n + 1 (2p + 3)
)⎤⎦
= − 1
n + 1
⎡
⎣(n − 1) cos πk
n + 1 −
n−2∑
p=0
cos
πk
n + 1 (2p + 3)
⎤
⎦
= − 1
n + 1
[
(n − 1) cos πk
n + 1 + 2 cos
πk
n + 1
]
= − cos πk
n + 1
for k = 1, 2, . . . , n. Clearly,
max
{
− cos πk
n + 1 : k = 1, 2, . . . , n
}
= − cos πn
n + 1 ,
and consequently
n−2∑
p=0
xpxp+1 = − cos πn
n + 1 = − cos
(
π − π
n + 1
)
= cos π
n + 1 .
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It is easy to verify that for λ = cos πn
n+1 = − cos πn+1 , d2Φλ < 0 at the points xp given by equalities
(6), which shows that at the points xp (p = 0, 1, 2, . . . , n − 1) the function Φλ attains its maximum.
Inequality (4) is proved. 
Corollary 1. Let T ∈ B(H) be a nilpotent contraction with the nilpotency degree n 2 and θ = θT is its
characteristic function. Then
W (T) =
⎧⎨
⎩
n−2∑
m=0
〈 ∧x (m) , ∧x (m + 1) 〉E : x ∈ (Kθ )1
⎫⎬
⎭
and
w (T) cos
π
n + 1 . (7)
Proof. Since the minimal function of the nilpotent contraction T is zn, by setting u = zn in (3), we
have that every x ∈ Kθ has the form
x (z) =
n−1∑
m=0
∧
x (m) zm.
Then for each x ∈ (Kθ )1 we have
〈Mθ x, x〉 = 〈Pθ zx (z) , x (z)〉
=
〈
z
n−1∑
m=0
∧
x (m) zm,
n−1∑
m=0
∧
x (m) zm
〉
=
〈
n−1∑
m=0
∧
x (m) zm+1,
n−1∑
m=0
∧
x (m) zm
〉
=
n−2∑
m=0
〈∧
x (m) ,
∧
x (m + 1)
〉
E
(E can be identiﬁed with a subspace of constant functions in H2(E)). That is,
〈Mθ x, x〉 =
n−2∑
m=0
〈∧
x (m) ,
∧
x (m + 1)
〉
E
. (8)
Thus, the numerical rangeW(Mθ ) of the model operatorMθ of the nilpotent contraction T is the set
W (Mθ ) =
⎧⎨
⎩
n−2∑
m=0
〈∧
x (m) ,
∧
x (m + 1)
〉
E
: x ∈ (Kθ )1
⎫⎬
⎭ ,
as desired.
Now by applying Cauchy–Schwartz inequality we obtain from equality (8) and Lemma 1 that
|〈Mθ x, x〉|
n−2∑
m=0
∥∥∥∥∧x (m)
∥∥∥∥
E
∥∥∥∥∧x (m + 1)
∥∥∥∥
E
 cos
π
n + 1
for every x ∈ (Kθ )1, which implies that w(T) cos πn+1 , as desired. The proof is completed. 
Theorem 2. Let θ be a ﬁnite Blaschke product such that θ(z) = znΩ(z), where n 1 is some integer and
Ω(0) /= 0. If for every ε > 0 there is xε ∈ ker(Mnθ ) ∩ (Kθ )1 satisfying
w (Mθ ) |〈Mθ xε , xε〉| + ε,
3154 M.T. Karaev, N.Sh. Iskenderov / Linear Algebra and its Applications 432 (2010) 3149–3158
then
w (Mθ ) = cos π
n + 1 .
Proof. It is clear from the condition θ(z) = znΩ(z) that
Kzn = H2  znH2 ⊂ H2  θH2 = Kθ .
Using Lemma 1, we have
w (Mθ ) sup
y∈(Kzn )1
|〈Mθy, y〉| = cos π
n + 1 ,
that is w(Mθ ) cos πn+1 .
Now, let us prove the inverse inequality. It is known that (see [5]) for every ϕ ∈ H∞
ker (ϕ (Mθ )) = θ
G C D {θ ,ϕi}H
2  θH2,
whereϕi is an inner factor ofϕ in its Nevanlinna–Riesz factorization (see [10]). Therefore, the condition
x :=xε ∈ ker(Mnθ )means that x ∈ ΩH2  θH2, that is x = Ωh for some h ∈ H2 such that 〈Ωh, θ f 〉 =
0 for all f ∈ H2. In particular, 〈Ωh, zmθ〉 = 0 for allm 0, or
1
2π
∫ 2π
0
Ω
(
eit
)
h
(
eit
)
θ
(
eit
)
e−imt dt = 0, ∀m 0,
that is
1
2π
∫ 2π
0
h
(
eit
)
e−i(n+m)t dt = 0, ∀m 0.
Hence hˆ(n + m) = 0 for allm 0. Therefore the function h(z) is a polynomial with deg h n − 1, that
is h(z) = hˆ(0) + hˆ(1)z + · · · + hˆ(n − 1)zn−1. It is clear that ‖h‖2 = ‖x‖2 = 1. Using this and the
condition of the theorem, and Lemma 1, we obtain:
w (Mθ )  |〈Mθ x, x〉| + ε = |〈zx (z) , x (z)〉| + ε
= |〈zΩ (z) h (z) ,Ω (z) h (z)〉| + ε
= |〈zh (z) , h (z)〉| + ε
=
∣∣∣∣∣∣
n−2∑
i=0
hˆ (i) hˆ (i + 1)
∣∣∣∣∣∣+ ε

n−2∑
i=0
∣∣∣hˆ (i)∣∣∣ ∣∣∣hˆ (i + 1)∣∣∣+ ε
 cos
π
n + 1 + ε.
Since ε > 0 is arbitrary, letting ε go to 0 in the last inequality we obtain the desired inequality
w(Mθ ) cos πn+1 . Thus w(Mθ ) = cos πn+1 ,which proves the theorem. 
Let L2(E)denote the vector-valued Lebesgue space L2 with values in E, where E is a Hilbert space.
Let L∞(B(E)) be a class of bounded functions on the unit circleTwhose values are bounded operators
from E to E. If F ∈ H∞(B(E)), then
‖F‖∞ def= sup
z∈D
‖F (z)‖ = ess sup
ζ∈T
‖F (ζ )‖ .
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Recall, that given Φ ∈ L∞(B(E)), the Toeplitz operator TΦ with symbol Φ is deﬁned as
TΦ : H2 (E) → H2 (E) , TΦ f def= P+Φf ,
where P+ is the orthogonal projection from L2(E) onto H2(E). Clearly, T∗Φ = TΦ∗ .
Now we can formulate our next result which generalizes a result in [11].
Theorem 3. Let θ1, θ2 ∈ H∞(B(E)) be two -sided inner functions. Let us deﬁne the following operator:
Kθ1 ,θ2
def=
[
Tθ∗1 , Tθ2
]
Mθ2 ,θ1 ,
where [Tθ∗1 , Tθ2 ] = Tθ∗1 Tθ2 − Tθ2Tθ∗1 is the commutator of Toeplitz operators Tθ∗1 and Tθ2 , and Mθ2 ,θ1
def= Pθ2Tθ1 |Kθ2 , where Kθ2 = H2(E)  θ2H2(E). Then W(Kθ1 ,θ2) ⊂ D1/2, and therefore w(Kθ1 ,θ2) 12 .
Proof. Let us denote Nθ2
def= Tθ2Pθ2 = Tθ2(I − Tθ2T∗θ2). Since θ2 is a two-sided inner function, the stan-
dard calculations show that (see [11, Proposition 5]) the operator Kθ1 ,θ2 can be rewritten as
Kθ1 ,θ2 = Pθ2
(
Tθ∗1 Nθ2Tθ1
)
|Kθ2 .
Then for every f ∈ (Kθ2)1 we have:〈
Kθ1 ,θ2 f , f
〉 = 〈Pθ2 (Tθ∗1 Nθ2Tθ1
)
f , f
〉
= 〈Nθ2θ1f , θ1f 〉 .
Considering that θ1f ∈ (H2(E))1 (because θ1 is a two-sided inner function), we have that〈
Kθ1 ,θ2 f , f
〉 ∈ W (Nθ2) ,
that is,W(Kθ1 ,θ2) ⊂ W(Nθ2). SinceN2θ2 = 0 and‖Nθ2‖ = 1,byCorollary 1we conclude thatW(Kθ1 ,θ2)
⊂ D1/2, and therefore w(Kθ1 ,θ2) 12 ,which completes the proof of theorem. 
There is some general result in this direction.
Theorem 4. Let T ∈ B(H)bea contraction such that for some integer n > 0 there exists x ∈ ker Tn ∩ (H)1
such that w(T) = |〈Tx, x〉|. Then w(T) cos π
n+1 .
Proof. Indeed, if T is a contraction and x is a unit vector in ker Tn for some n 1 such that |〈Tx, x〉| =
w(T), then let E be the subspace spanned by x, Tx, . . . , Tn−1x. Since E is an invariant subspace of T
with dimension at most n, the restriction T|E is a nilpotent contraction with nilpotency order  n.
Thus w(T) = |〈Tx, x〉|w(T|E) cos π
n+1 by inequality (7). 
3.2. Nilpotent operators
Recall that T ∈ B(H) is a nilpotent operator if Tn = 0 for some n 1. Then, obviously, 0 ∈ σ(T),
and hence 0 ∈ W(T). If T /= 0, then 0 is actually in the interior of W(T), since it is an eigenvalue of
multiplicity more than 2 of the operator T .
In the next propositionwe give another proof of the claim that 0 ∈ int W(T) based on the so-called
printer mapping in sense of Bonsall and Duncan [12].
Recall that a mapping Φ deﬁned on B(H) is a printer on B(H) if, for each A ∈ B(H), it satisﬁes the
following axioms:
(i) Φ(A) is a non-void set of complex numbers;
(ii) Φ(αI + βA) = α + βΦ(A) for α,β ∈ C;
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(iii) sup |Φ(A)| ‖A‖;
(iv) inf |Φ(A)| ‖Ax‖ forx ∈ (H)1.
It is easy to verify that the numerical range gives a printer A → W(A) on B(H) .
Proposition 1. If T ∈ B(H) is anonzeronilpotentoperatorwithnilpotencyordern 2, then0 ∈ int W(T).
Proof. If 0 is not an interior point of thenumerical rangeW(T)of anilpotent operator T , thenbyBonsall
and Duncan’s result [12] ker T ⊥ R(T) (where R(T) = TH), that is 〈x, y〉 = 0 for every x ∈ ker T and
y ∈ R(T) (because the numerical range W(T)gives a printer T → W(T) on B(H)). Since R(Tn−1) ⊂
ker T and R(Tn−1) ⊂ R(T), we have from the last equality that〈
Tn−1z, Tn−1z
〉
= 0
for all z ∈ H, which gives that Tn−1 = 0, but this is contradiction, which proves that 0 is an interior
point ofW(T). 
Note that Proposition 1 is not necessarily true for a nonzero quasinilpotent operator T (i.e., σ(T) =
{0}). Really, it is well-known that for the Volterra integration operator
(Vf ) (x) =
∫ x
0
f (t) dt
(
f ∈ L2 (0, 1)
)
0 belongs to the boundary ofW(V) (see, for instance, [1]).
However,wedonot know: underwhat conditions lies 0 in the boundary ofW(T) of a quasinilpotent
operator T ∈ B(H)?
We remark that the numerical rangeW(A) of the nilpotent 3 × 3 matrix
A =
⎛
⎝0 1 10 0 1
0 0 0
⎞
⎠
with the nilpotency degree 3, is a set with a line segment on its boundary along the vertical line
x = − 1
2
. This can be proved by using Corollary 3.3 of the paper Keeler, Rodman and Spitkovsky [13].
Using this result it can be also showed that the numerical range of the compact nilpotent operator
∞∑
n=1
⊕1
n
⎛
⎝0 1 10 0 1
0 0 0
⎞
⎠
is not a closed disk centered at 0.
These remarks show that in general, the main theorem of the paper [14] is not true, and thus its
proof is not correct.
The main result of this subsection is the following theorem, which removes the lacks of the paper
[14] in case n = 2.
Notice that if T ∈ B(H) and A = T‖T‖ , then, clearly, A is contaction and W(T) = ‖T‖W(A) and
w(T) = ‖T‖w(A) hold.
Theorem 5. Let H be a complex Hilbert space and let T ∈ B(H) be a nonzero square-zero operator. Then
the numerical range W(T) of the operator T is a disc (open or closed) with center at 0 and radius
‖T‖
2
.
Proof. Clearly, 0 ∈ W(T) because ker T /= {0}.Moreover, by Proposition 1, 0 is an interior point of the
numerical rangeW(T) of the operator T .
Now we prove that the numerical rangeW(T) of a square-zero operator T is a circular set. For this
purpose, let the point λ ∈ W(T) be realized in the element x ∈ (H)1, i.e., λ = 〈Tx, x〉. Then for any
t ∈ [0, 2π ] we have
eitλ = eit 〈Tx, x〉 =
〈
eitTx, x
〉
. (9)
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On the other hand, the square-zero operator T can always bewritten in diagonal form
(
0 A
0 0
)
for some
operator A. If we deﬁne then Ut to be matrix
(
I 0
0 eit I
)
we do have the relation
TUt = eitUtT .
Moreover, Ut is a unitary operator, and hence T and e
itT are unitarily equivalent operators. Therefore
W(eitT) = W(T). Then, by virtue of (9),we have
eitλ = 〈Ty, y〉
for somey ∈ (H)1.Consequently, eitλ ∈ W(T) for each t ∈ [0, 2π ],whichmeans thatW(T) is invariant
under rotations (around the origin). On the other hand, since by the Toeplitz–Hausdorff theorem (see
[1]) the numerical range is convex,W(T) is a disc (open or closed) with center at zero, and by virtue of
inequalities (1) and (7) the radius of this disc is
‖T‖
2
,which completes the proof of the theorem. 
Corollary 2. If T ∈ B(H) is a compact square-zero operator, then W(T) is a closed disc centered at 0 and
with radius
‖T‖
2
.
Proof. It follows from the result of Lancaster [15] that if K ∈ B(H) is compact, thenW(K) is closed if
and only if 0 ∈ W(K). It remains only to apply Theorem 5. 
Example 1. Let (V0f )(x) = ∫ x−x f (t)dt be a skew-symmetric Volterra operator acting on the space
L2(−1, 1). Then its numerical rangeW(V0) is a closed disc with center 0 and radius 2π , i.e., W(V0) = D 2π .
Proof. Observe that the range of the operator V0 is contained in the set of all odd functions from the
space L2(−1, 1) and for the odd function f , V0f = 0. This means that V20 = 0, i.e., V0 is a nilpotent
operator with nilpotency order 2. Then, by Theorem 5, W(V0) is a disc with center at zero. Since
V0 is a compact operator and 0 ∈ W(V0), by Corollary 2, W(V0) is a closed disc and w(V0) = ‖V0‖2 .
Since‖V0‖ = 4π (see [1]), we have that w(V0) = 2π ,which completes the proof. 
Remark 1. Let θ be a scalar inner function and Nθ = Tθ (I − TθTθ¯ ) be a corresponding square-zero
operator. Then it follows from the result of ﬁrst author’s paper [16, Theorem 1] that W(Nθ ) = D1/2.
On the other hand, since Tθ is an isometry, it is clear that Nθ is not compact if and only if θ is not a
ﬁnite Blaschke product. These show that the compactness of operator T in Corollary 2 is only sufﬁcient
condition.
Other applications of square-zero operators in the form NV = V(I − VV∗) (and for connected
operators) where V ∈ B(H) is a nonunitary isometry, can be found in [17].
Related questions are also discussed, for instance, in [18–20].
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