Abstract. In this article, we present an idea for solving deterministic partially observable markov decision processes (POMDPs) based on a history space containing sequences of past observations and actions. A novel and sound technique for learning a Q-function on history spaces is developed and discussed. We analyze certain conditions under which a history based approach is able to learn policies comparable to the optimal solution on belief states. The algorithm presented is model-free and can be combined with any method learning history spaces. We also present a procedure able to learn history spaces especially suited for our Q-learning algorithm.
Introduction
In a POMDP setting, the learning agent does not have full information about the current state of the system. The common approach for solving POMDPs is therefore to replace the original state space S by the belief space of probability distributions over S. The belief space is huge and computing the optimal value function over beliefs can be very costly even for small state spaces. A still bigger problem is solving POMDPs without a model. In general, estimating the model (stochastic transitions and stochastic observations) is hard, since the current state s t ∈ S is unknown at any time step.
In this article, we investigate the technique of including short-time memory into the representation of the POMDP. By using short-time memory, we can maintain an estimate of the current state s t ∈ S of the system, which is adaptable with respect to size and precision. A reasonable way of establishing such an estimate is to consider a sequence of past observations and actions. Such a sequence is called a history list. In contrast to the history list approach, the belief space formulation of the POMDP is a perfect solution to the problem of estimating the current state, since all information about past events is merged into a probability distribution over states. However, due to the enormous complexity of learning policies on belief states, we restrict ourselves to suboptimal, but good policies that can be found with an algorithm based on history lists.
The overall problem of solving POMDPs without a model using history lists can be divided into two subproblems:
1. Building a set of history lists constituting a history space 2. Learning a policy on history lists after substituting the state space by the history space
First, we will concentrate on the second problem mentioned above, assuming that a history space is already available. We want to analyze certain conditions under which a history space can be used to learn near optimal policies by a variant of Q-learning. We will then present a procedure for learning history spaces, which is especially suited for our Q-learning algorithm. Unfortunately, it does not suffice to compute a Q-function on history lists and then extract a greedy policy.
Before the Q-function can be exploited it is necessary to establish a sequence of observations and actions providing reliable information about the current state. We will discuss how such an approach relates to the optimal solution on belief states and present empirical evidence for a benchmark with more than one hundred states. Although we will consider only deterministic systems, we choose to stay within the POMDP framework. Our work aims at solving reinforcement learning problems. The task of learning policies for deterministic POMDPs can be naturally formulated as such a problem.
Basic Facts about History Lists
Throughout the paper, we will assume a deterministic POMDP (T, S, U, O, r, f, Ω) such that T is a discrete set of time steps, S is a discrete state space, U is a discrete action space, O is a discrete observation space, r : S × U → R is the reward function, f : S ×U → S is a deterministic transition function and Ω : S ×U → O is a deterministic observation model. To illustrate the use of history lists, con- sider the maze given in Figure 1 . The agent, which is denoted by an arrow in a circle, is expected to find a certain goal cell in the maze. To determine the current position of the agent, only bump-sensors are available. These sensors, denoted by black dots, can tell the agent if there are walls at the four surrounding cells. The observation space therefore consists of sixteen combinations of walls plus an additional goal observation. The action space contains four distinct actions for moving left, right, up or down. If the agent tries to break through a wall or tries to leave the maze, the position of the agent remains the same.
How can the agent make use of history lists in this situation? The basic idea is to determine the current position of the agent by comparing history lists at different time steps. If the same sequence of past wall observations and actions is given at two time steps t = t ′ , it is likely that also the position of the agent is the same at these time steps (s t = s t ′ ). We do not expect a history list to contain the complete sequence of past observations and actions. In general, history lists can be of arbitrary length.
Definition 1. History Lists
* is a possibly empty sequence of action-observation pairs. The length |h| of a history list is defined as the number of observations it contains. The space of possible history lists H * ⊆ (U × O) * contains all history lists which can be generated by the transition function f and the observation model Ω. Every time the agent notices a sequence of observations and actions that matches a history list h ∈ H of a given history space H ⊆ H * , an action u h with respect to history h is executed. Assume that the sequence of observations and actions until time step t ∈ T is given by
We call a history list h ∈ H the current history list h t at time step t ∈ T if h is a maximal suffix of the sequence [h t−1 , u t−1 , o t ]. At time step t = 0, the current history list is the empty sequence. To be compatible with the literature [1], we decided not to include reward signals into the definition of a history list. However, our algorithm will make use of reward signals.
A history list h ∈ H is especially useful if it helps us to determine the current state s t ∈ S of the system. We will now give a more general definition of such sequences.
Definition 2. Identifying History Lists A history list h ∈ H * is called identifying for a set of states S ′ ⊆ S, if |h| > 0 and the following proposition holds: If [u 0 , o 1 , ..., u t−1 , o t ] is a sequence of observations and actions that can be generated by the transition function f and the observation model Ω, and h is a suffix of this sequence, then it holds that s t ∈ S ′ .
In the following, we will use the term "identifying history list" only in the context of single states (|S ′ | = 1), unless the set S ′ is explicitly specified. What makes identifying history lists interesting is the fact that these lists are closed under some typical list operations. 
Solving POMDPs with History Lists
Our algorithm consists of two separate modules.
1. At time step t = 0, a preferably short sequence of actions is executed, such that the current history list at time step t ′ ≥ 0 becomes identifying for a single state. This corresponds to establishing a belief state in which a single state s ∈ S has probability p(s) = 1, while all other states have probability zero. This module is called the efficient exploration strategy 2. From time step t ′ on, follow a greedy policy extracted from a Q-function defined on identifying history lists. This is reasonable, since every identifying history list corresponds to a single state s ∈ S. If at some time step later than t ′ , the current history list becomes non-identifying, jump back to the first step of this enumeration (to reestablish an identifying history list)
To implement a procedure as described above, it is necessary to have a criterion able to decide whether a history list h ∈ H is identifying or not. Furthermore, we need an efficient exploration strategy leading to an identifying history list as quickly as possible. We will now develop two criterions for detecting identifying history lists, as well as an efficient exploration strategy.
Definition 3. Sufficient History Length
Given a deterministic POMDP M := (T, S, U, O, r, f, Ω), the sufficient history length l su is defined as l su := max s∈S min h∈H * {|h|, h identifies state s} It is possible to find an identifying history list no longer than l su for an arbitrary state s ∈ S . Thus, every history space H ⊆ H * should contain identifying history lists having a size at least equal to l su . Otherwise, it would be impossible to identify every state in S.
Definition 4. k-Complete History Space
Let H k denote the set of identifying history lists (for single states) which have a length less or equal to k. Let the set of minimal suffixes
A k-complete history space must contain an identifying history list h of length |h| ≤ k, if h is a minimal suffix of an identifying history list. If h is such a suffix with length no longer than k − l su , a k-complete history space must not contain extensions at the front of h.
Theorem 1. Detection of Identifying History Lists
Let H ⊆ H * be a history space and h ∈ H a history list of lengthk := |h|. If k −k ≥ l su for a fixed k ∈ N, then the following two propositions hold:
Let h ∈ H be an identifying history list and let h min be the minimal identifying suffix of h. Since |h min | ≤ |h| =k ≤ k − l su < k and H is k-complete, it must hold that h min ∈ H. We assume that there exists a history list h ′ ∈ H such that h is a suffix of h ′ . From Lemma 1, it follows that h ′ is an identifying history list. In this situation, H would not be k-complete since both h min and h ′ are identifying history lists in H, h Note that it is not necessary to know the exact value of l su . An overestimation of l su will not affect the proof of the above theorem. It is easy to show that if the observation model only depends on the current state (Ω : S → O), the above theorem also holds for an extended history list h = [o 0 , u 0 , .., u t−1 , o t ] including the observation of the initial state of the history sequence.
Since the criterion above can be checked solely by inspecting the history space H, it is possible to compute an efficient exploration strategy on the basis of H and a set of transitions F sampled from the underlying POMDP. These sample transitions can also be used to establish an alternative criterion: For a deterministic system, the sequence of observations and rewards is uniquely determined given a starting state and a sequence of actions. A history list h contains a link to all sampled episodes in which h became the current history list at some time t. By examining these episodes, it can be checked whether for an action sequence occurring after time t, the corresponding sequence of observations and rewards is uniquely determined. If this is the case for all action sequences (occurred after time t), the history list h is considered to be identifying. The idea for this criterion was already introduced in [1] for building a prediction suffix tree, but without considering reward signals.
-To apply Q-learning on history spaces, two alternative criterions are available to detect identifying history lists.
Criterion A A history list h ∈ H is considered to be identifying if this can be proved by Theorem 1, assuming a k-complete history space or at least H min k ⊆ H. Additionally, h is considered to be identifying if it is an extension of another history list h ′ ∈ H which can be proved to be identifying. Otherwise, h is considered to be non-identifying. Criterion B If the sequence of observations and rewards following a history list h is uniquely determined for action sequences occurred on sampled episodes, h is considered to be identifying. Otherwise, h has been proven to be non-identifying. We implemented an efficient exploration strategy (Figure 3) trying to minimize the expected length of a path to an identifying history list. It would also be possible to develop a reward-based exploration which maximizes the rewards on a path to an identifying history list. ht is not identifying, compute an action sequence probably leading to an identifying history list. This can be implemented by considering action sequences of length 1 < l ≤ lmax starting from the current history list ht ∈ H. By inspecting the estimated transition model, every possible current history list h t+l ∈ H after l time steps can be discovered and added to a candidate set. Then, it can be checked by criterion A or criterion B, how many candidates are identifying history lists.
Fig. 3. Efficient Exploration Strategy
Proof. A detailed proof is omitted due to space constraints. If criterion A is used, convergence immediately follows from Theorem 1, since updates of the Qfunction are made only on sequences consisting of identifying history lists. Since every identifying history list corresponds to a single state s ∈ S, the subset of the history space used to update the Q-function is markovian. If criterion B is used, then a similar argument holds: For an updated history list h, it holds that all stored sequences of observations and rewards (occurred on a sampled episode) are deterministic after history list h becomes the current history list. Thus, it is possible to create a new deterministic POMDP with a new state space S ′ and observation model Ω ′ such that all sampled episodes are compatible with the new POMDP and h is an identifying history list for a state in S ′ . Now we want to discuss which criterion is better suited to detect identifying history lists. If a k-complete history space is available, it is preferable to choose criterion A, because it has been proven to work correctly and can be checked efficiently. Note that if the history space used is not k-complete, but at least it holds that H min k ⊆ H, then Q-learning will still converge, but the criterion will detect only a subset of all identifying history lists. If the history space used is of very poor quality, it seems to be better to choose criterion B. Criterion B gives only empirical evidence that a history list identifying, but at least guarantees convergence of the Q-learning algorithm. The problem with criterion B is that even if the Q-function converges, the extracted policy is not necessarily successful if applied to the problem. This comes from the fact that a history list classified as identifying by criterion B can actually be non-identifying. In such a situation, the efficient exploration strategy might lead to non-identifying history lists. Thus, we propose to consider a history list as identifying only if this is confirmed by both criterions. By this procedure we achieve guaranteed convergence and the performance of the exploration strategy will gradually improve with the quality of the history space used. The reason for this is that criterion B will never classify a history list as non-identifying if this is not truly the case but it will revise wrong classifications made by criterion A. In other words, if the criterions are combined, the resulting classification will always be better than a classification solely based on criterion A.
The question arises whether the learned Q-function gives a policy of high performance. It is easy to see that if H (or rather k) is sufficiently large, then the safe Q-learning algorithm will converge to a near optimal policy. This is due to the fact that every extension (at the end) of an identifying history list is again identifying (Lemma 2). If H contains identifying history lists corresponding to an optimal path from a starting state to the goal, Q-learning will investigate this path.
Empirical Results
We applied our algorithm to the partially observable maze shown in Figure 1 . The size of the state space is |S| = 104, which is rather large compared to typical POMDP benchmarks from the literature. The reward is -1 at all non-goal cells. Note that for the maze considered it holds that l su = 5. Since there are many cells in the maze having no walls surrounding them, it is necessary to take a couple of well advised steps to identify the current state. Since the observations only depend on the state, we used history lists with an additional (initial) observation at the front.
We compared our algorithm against the optimal solution on belief states computed by the Witness algorithm [2] and a random exploration strategy. The initial probability distribution over states (belief state) is chosen according to the initial observation of the sampled episode. By this procedure, we incorporate knowledge about the observation of the initial state of an episode into the belief state. Unfortunately, we were not able to compute the optimal policy on belief states for the whole maze. Since the state space contains more than one hundred states, the computational effort for establishing the optimal value function becomes intractable. We therefore conducted an additional experiment in which only the lower right part of the maze is considered. This reduced maze only has twenty states. For both mazes, we computed the optimal solution of the corresponding MDP (fully observable maze). This solution always bounds the optimal solution of the POMDP mazes.
The random exploration samples an action at random if it is not possible to prove that the current history list is identifying. Otherwise, it takes the greedy action according to the learned Q-function. The efficient exploration (Figure 3) tries to identify the current state as quickly as possible and then takes a greedy policy to the goal. Thus, the resulting policy is not optimal, but reasonably close to the optimum.
We conducted experiments with three k-complete history spaces such that each experiment corresponds to a different choice of the parameter k ∈ {6, 7, 8}. Only criterion A was used to detect identifying history lists, because for kcomplete history spaces this criterion works perfectly (Theorem 1). All values presented are mean values from ten runs of the algorithm. Every run of an ex- Table 1 . Performance of learned policies. The fourth/fifth column gives the number of steps to the goal averaged over every possible starting state. The values given in braces are the performance of the policy learned after the third iteration of the main loop.
periment (large maze) consists of fifteen iterations of the main loop of the safe Q-learning algorithm. In every iteration, 10 5 transition instances are collected by applying an ǫ-greedy policy. For the small maze, only a single iteration of the main loop is carried out, sampling a total number of 50000 transition instances. An episode sampled to collect transition instances ends if the goal state is reached or the number of collected transition instances exceeds the threshold max step = 200. Sampling 10 5 transition instances approximately corresponds to 660 sampled episodes. The exploration rate is set to ǫ = 0.1. Table 1 shows that it is possible to learn good policies based on a Q-function defined on history lists. The performance of the algorithm develops with the size of the history space and with the length of the history lists, respectively. Moreover, the efficient exploration strategy achieves significantly better results than the random exploration strategy. The optimal solution on belief states for the large maze is presumably close to ten steps. To show the robustness of the Table 2 . Results of the second experiment. The setup of the experiment is equal to the first experiment (large maze, 8-complete) but with a reduced history space. The third (fifth) column of the last row shows an experiment in which all extensions of history lists of size six (seven) are deleted.
algorithm against non k-complete spaces, we conducted an additional experiment with the efficient exploration strategy in which a number of identifying history lists are randomly selected from all lists having size eight (8-complete history space) and then deleted from the history space. To detect identifying history lists, we used a combination of criterions as discussed in the previous section. Table 2 shows that even if it holds that H min k ⊆ H, the algorithm still performs well.
In this section, we want to discuss the applicability of history based approaches to real world problems. From our perspective, two questions are especially important in this context.
1. Is it possible to learn a k-complete history space? 2. Is it possible to scale the approach to stochastic POMDPs?
We performed preliminary experiments in which it was possible to learn kcomplete history spaces by the following procedure based on sampling a number of episodes at random.
-Initially, the history space H consists of all possible history lists of length one (e.g. h = uo), l := 0 -Loop (until the history space H does no longer changes)
• l = l + 1
• Delete old data and collect new data by sampling a number of episodes. An episode is a sequence consisting of actions, observations and rewards.
• Build all one step extensions (at the end and at the front) of all history lists in H having a size equal to l. One step means a single actionobservation pair. If the size of an extended list does not exceed the threshold k − l su , add the list to H.
• If a history list in H is a (possibly multi step) front extension of another history list in H, which is classified as identifying by criterion B, then shorten the extended list by deleting the first (at the front) actionobservation pair of the list -End of loop -Add all possible history lists to H having size k − l su < |h| ≤ k except for front extensions of those identifying history lists, which were previously included during the loop (detected with criterion B)
The above procedure can be proven not to include front extensions of an identifying history list h ∈ H with |h| ≤ k − l su . This is a critical aspect of learning a k-complete history space. We were able to learn a 8-complete history space for the large maze. In the past, it has already been demonstrated that history list approaches are practical and can be scaled to complex problems, e.g. continuous, multidimensional state spaces ( [3] , [4] ). In fact, even in cases in which it is not possible to learn k-complete history spaces, e.g. for infinite state spaces, the convergence proof for our algorithm still applies (criterion B). A certain benefit of k-complete history spaces is that the size of the history space learned can be adjusted by the parameter k. Even for small values of k, it will be possible to learn good policies on a k-complete space because of the efficient exploration strategy. While applying a policy, the efficient exploration strategy establishes exactly those identifying history lists for which stored Q-values are available.
We think that the basic idea of this approach can be carried over to the general case of stochastic POMDPs. It may always be advantageous to explicitly search for belief states in which the probability mass concentrates on few states. This is the reason why our definition of identifying history lists also covers sets of states. We think that a search procedure as mentioned above is much more efficient than computing Q-values for every single belief as it is done in classical POMDP algorithms. Following this idea, we currently work on an extension of our algorithm to sparse stochastic systems (systems with less stochasticity).
Related Work
This section contains a summary of existing work concerning the issue of learning POMDP representations with short-time memory as well as learning policies on those representations.
For a deterministic transition function and a deterministic observation model, a POMDP can be represented by a Finite State Automaton (FSA). To learn a model of an FSA, the concept of tests is introduced in [5] . A test itself consists of a sequence of actions, while the outcome of a test is defined as the observation made after executing the action sequence. A randomized algorithm is presented which is able to learn a sufficient number of tests such that future observations can be perfectly predicted. In [6] , this idea is generalized to the stochastic case yielding Predictive State Representations (PSRs). In the context of PSRs, tests are considered to be sequences of observations and actions such that probabilities can be assigned to these sequences. Precisely, the expression p(t|h) = p(o 1 , .., o k |hu 1 , ..., u k ) for a test t = u 1 o 1 ...u k o k denotes the probability of observing a certain sequence of observations, given that a certain sequence of actions is executed and a certain history h (past events) occurred. Similar to the work in [5] , it can be shown that the model of an arbitrary POMDP of finite size can be expressed by a sufficiently large set of tests {t 1 , ..., t n } which is then called a PSR. The prediction vector p(h) = [p(t 1 |h), ..., p(t n |h)] constitutes a sufficient statistic of the system. In [1] , it is shown that for the deterministic case, it is possible to derive a PSR from a prediction suffix tree, which can be decomposed into a set of history lists. Existing literature about PSRs focuses only on predicting the state, but not on learning policies.
In [1] , predictions of future observations of an FSA are made by building a prediction suffix tree with loops. A path through this tree starts at the root node and corresponds to a certain, possibly cyclic sequence of past observations and actions. The leaf nodes of the tree contain predictions about future observations. By allowing the tree to have loops, it is possible to deal with long subsequences of useless information which can be sandwiched into an enclosing sequence. This procedure can substantially reduce the number of history lists (branches of the tree) needed to be stored in memory. In our approach, we did not include loops, because loop detection is a potential source of error. An incorrectly detected loop (by inspecting sampled episodes) could damage the performance of the efficient exploration strategy. However, it would be easily possible to include the looping mechanism by inserting links from longer (identifying) history lists to shorter (identifying) history lists. In contrast to our algorithm, the suffix tree is only designed for prediction purposes. Neither an efficient exploration is used to identify the current state in minimal time nor is a policy learned. Moreover, the concept of k-complete history spaces makes it possible to bound the size of the history space by the parameter k. A suffix tree always provides perfect prediction, but is possibly of great depth.
In [3] , a Q-learning variant is used to learn policies for POMDPs based on a tree structure called UTree. The tree is used to estimate the current state by distinguishing future rewards of sequences of observations and actions. Unfortunately, there is no guarantee that Q-learning will eventually converge in such a setting. Thus, UTree can only heuristically be applied to POMDPs.
Conclusion
We developed a variant of Q-learning able to learn near optimal policies for deterministic POMDPs without a model. This is accomplished by substituting the state space by a history space consisting of sequences of past observations and actions. The algorithm is sound in the sense that convergence can by achieved without any assumptions with respect to the history space used. By introducing the concept of k-complete history spaces, we showed that the performance of the algorithm gradually improves with the quality of the history space available. We empirically showed that the algorithm is robust against "incomplete" history spaces and a relatively simple algorithm is able to learn k-complete history spaces.
