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Abstract
We consider two intimately related statistical mechanical problems on Z3: (i) the tricritical
behaviour of a model of classical unbounded n-component continuous spins with a triple-well
single-spin potential (the |ϕ|6 model), and (ii) a random walk model of linear polymers with
a three-body repulsion and two-body attraction at the tricritical theta point (critical point
for the collapse transition) where repulsion and attraction effectively cancel. The polymer
model is exactly equivalent to a supersymmetric spin model which corresponds to the n = 0
version of the |ϕ|6 model. For the spin and polymer models, we identify the tricritical point,
and prove that the tricritical two-point function has Gaussian long-distance decay, namely
|x|−1. The proof is based on an extension of a rigorous renormalisation group method that
has been applied previously to analyse the |ϕ|4 and weakly self-avoiding walk models on Z4.
Keywords: self-avoiding walk, spin system, tricritical point, polymer collapse, renormalisation
group, supersymmetry.
MSC2010 Classifications: Primary 82B27, 82B28 82B41; Secondary 60K35.
1 Introduction and main results
In statistical mechanics, it often occurs that variation of a parameter leads abruptly to passage
from one phase to another as the parameter passes through a critical value. Prominent examples
are freezing, evaporation, superconductivity, Bose-Einstein condensation, or the metal-insulator
transition. The mathematically best understood examples include the Ising model and percolation.
In many cases, the critical point separates an ordered (low-temperature) phase from a disordered
(high-temperature) phase. The universal behaviour at and near the critical point is a phenomenon
of great interest.
In this paper, we construct the tricritical point of the n-component |ϕ|6 model (n ≥ 1) on the
3-dimensional cubic lattice Z3. The tricritical point is conjecturally a point of confluence of lines
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of first-order and second-order phase transition. We also analyse a polymer model on Z3 having
a three-body repulsion and two-body attraction, with parameters adjusted to be at the tricritical
theta point where repulsion and attraction effectively cancel. For the polymer model, the tricritical
point conjecturally divides a curve of critical points into an arc of self-avoiding walk critical points
and an arc of critical points for polymer collapse. In each case, we prove Gaussian decay of the
tricritical two-point function, i.e. |x|−1 decay.
Tricritical behaviour has been much less studied mathematically than critical behaviour. One
reason is that techniques effective in the analysis of the critical behaviour, such as correlation
inequalities, cannot be used to identify a multicritical point. An exception to this is the renormal-
isation group (RG) approach. Our proof is based on the rigorous RG method of [14], which has
been applied previously to analyse the critical behaviour of the n-component |ϕ|4 model and of
the weakly self-avoiding walk, on the 4-dimensional integer lattice Z4 (see, e.g., [3,5,8]), as well as
for long-range models below the upper critical dimension [28, 32]. A substantial part of previous
papers in this RG scheme—and the main one that depends on the specific model—is taken up by
perturbation theory. One of the contributions of our work is to simplify and shorten the treatment
of perturbation theory, and a principal focus in the paper is on this aspect.
The polymer model we study is exactly equivalent to a supersymmetric spin model which
corresponds to the n = 0 version of the |ϕ|6 model, and our treatment for n ≥ 1 and n = 0 is
unified. The fact that the polymer theta point should be investigated as the n = 0 version of the
spin problem was clarified in the physics literature in the 1980s [15, 16]. Although the tricritical
theory of |ϕ|6 spins is a standard part of the physical theory, a mathematical treatment has been
lacking, apart from initial steps taken for a hierarchical model in [30]. For the polymer problem,
there are no previous mathematical results on the theta point; the combination of repulsion and
attraction makes the polymer model even more difficult than the self-avoiding walk, which is purely
repulsive.
We begin with precise definitions of the two models and a precise statement of our results.
1.1 |ϕ|6 model
Fix L > 1 and let Λ = ΛN denote the 3-dimensional discrete torus of period L
N . We are interested
in the infinite-volume limit N →∞. We write ∆ for the Laplace operator on functions f : Λ→ R,
defined by
(∆f)x =
∑
y∈Λ:|y−x|1=1
(fy − fx). (1.1)
We use the same symbol ∆ for the Laplacian on Z3; the meaning should be clear from context.
The Laplacian operates component-wise on vector-valued functions. The lattice Green function
C0,x is the matrix element of the inverse of −∆Z3 , and its diagonal element C0,0 plays a role in our
results.
Let n ≥ 1 be an integer. The spin field is a function ϕ : Λ→ Rn. Given a > 0 and g, ν ∈ R, let
V (ϕx) =
1
8
a|ϕx|6 + 1
4
g|ϕx|4 + 1
2
ν|ϕx|2, (1.2)
where |ϕx|2 =
∑n
i=1(ϕ
i
x)
2. The partition function is
Za,g,ν;n,N =
∫
(Rn)Λ
e−
∑
x∈Λ(V (ϕx)+ϕx·(−∆ϕx))
∏
x∈Λ
dϕx, (1.3)
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and the expectation of a function F of the spin field is written as
〈F 〉a,g,ν;n,N = 1
Za,g,ν;n,N
∫
(Rn)Λ
F (ϕ)e−
∑
x∈Λ(V (ϕx)+ϕx·(−∆ϕx))
∏
x∈Λ
dϕx. (1.4)
The finite-volume two-point function and susceptibility are defined respectively by
GN ;0,x(a, g, ν;n) =
1
n
〈ϕ0 · ϕx〉a,g,ν;n,N . (1.5)
χN(a, g, ν;n) =
1
n
∑
x∈Λ
〈ϕ0 · ϕx〉a,g,ν;n,N . (1.6)
Their N →∞ limits (assuming they exist) are denoted G0,x(a, g, ν;n) and χ(a, g, ν;n).
1.2 Polymer model
The polymer model is defined in terms of X = (X(t))t≥0, which denotes the continuous-time
simple random walk on the discrete torus ΛN with nearest-neighbour steps occurring at the events
of a rate-6 Poisson process (here “6” is the degree of ΛN). We write EN for the expectation when
X(0) = 0.
For x ∈ Λ and T ≥ 0, the random variable
LT,x =
∫ T
0
1X(t)=xdt (1.7)
denotes the local time at x up to time T . For fixed a > 0, and for g ∈ R and x ∈ ΛN , we define
cT,N(a, g; x) = EN
(
e−
∑
y∈ΛN
(aL3T,y+gL
2
T,y)
1X(T )=x
)
, (1.8)
cT,N(a, g) =
∑
x∈ΛN
cT,N(a, g; x) = EN
(
e−
∑
x∈ΛN
(aL3
T,x
+gL2
T,x
)
)
. (1.9)
Note that, by definition,
∑
x∈ΛN
L2T,x =
∫ T
0
∫ T
0
1X(s)=X(t)ds dt,
∑
x∈ΛN
L3T,x =
∫ T
0
∫ T
0
∫ T
0
1X(s)=X(t)=X(u)ds dt du. (1.10)
We are interested in g < 0; in this case there is an attractive two-body term and a competing
repulsive three-body term in the exponent on the right-hand side of (1.8).
The finite-volume two-point function and susceptibility are defined respectively by
GN ;0,x(a, g, ν; 0) =
∫ ∞
0
cT (a, g; x)e
−νTdT, χN(a, g, ν; 0) =
∫ ∞
0
cT (a, g)e
−νTdT. (1.11)
The finite-volume susceptibility is finite for all (g, ν) ∈ R2 (and hence so is the two-point func-
tion), since by Ho¨lder’s inequality T =
∑
x∈Λ LT,x ≤ (
∑
x∈Λ L
3
T,x)
1/3|Λ|2/3, and also ∑x∈Λ L2T,x ≤
(supx LT,x)
∑
x LT,x ≤ T 2, so
cT,N(a, g)e
−νT ≤ e−aT 3|Λ|−2+|g|T 2+|ν|T . (1.12)
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The right-hand side is indeed integrable for all (g, ν) ∈ R2, as long as a > 0.
We define the infinite-volume two-point function and susceptibility by
G0,x(a, g, ν; 0) = lim
N→∞
GN ;0,x(a, g, ν; 0), χ(a, g, ν; 0) = lim
N→∞
χN (a, g, ν; 0), (1.13)
assuming the limits exist.
1.3 Supersymmetry and n = 0
The two-point function for the polymer model can be written exactly as the supersymmetric
integral
GN ;0,x(a, g, ν; 0) =
∫
e−
∑
y∈ΛN
(aτ3y+gτ
2
y+ντy)e−Sφ¯0φx, (1.14)
with
τy = φyφ¯y + ψyψ¯y, S =
∑
y∈ΛN
(
φy(−∆φ¯)y + ψy(−∆ψ¯)y
)
. (1.15)
The above notation is explained in [8, Chapter 11] and the identity (1.14) is an immediate con-
sequence of [8, Corollary 11.3.7]. The analysis of the supersymmetric model is a modification of
the analysis of the |ϕ|6 model, which follows the same well-trodden path as for the 4-dimensional
analysis in [4,33]. Formulas for the spin system involving the number n of spin components transfer
to the polymer setting with n = 0. For notational simplicity, we focus our discuss in this paper on
the case n ≥ 1, and comment occasionally on the supersymmetric case.
1.4 Main result
Our main result is Theorem 1.1. The existence of the limit defining the tricritical two-point
function, namely the left-hand side of (1.17), is part of its statement. For n ≥ 1 the point
(gc(a), νc(a)) is the tricritical point, and for n = 0 it is the tricritical theta point. In terms of
critical exponents, (1.17) says that tricritical two-point function has decay |x|−(d−2+η) with η = 0.
Theorem 1.1. Let d = 3 and n ≥ 0. Let L be sufficiently large and δ > 0 sufficiently small.
There exists a continuous function (g∗(t, a), ν∗(t, a)) of (t, a) ∈ (0, δ)2, with limit (gc(a), νc(a)) =
limt↓0(g
∗(t, a), ν∗(t, a)), such that for (t, a) ∈ (0, δ)2 the limit
G0,x(a, g
∗(t, a), ν∗(t, a);n) = lim
N→∞
GN ;0,x(a, g
∗(t, a), ν∗(t, a);n) (1.16)
exists, and moreover
lim
t↓0
G0,x(a, g
∗(t, a), ν∗(t, a);n) = Aa,n
1
|x|
(
1 +O((log |x|)−1)) (1.17)
as x→∞, with Aa,n = (4π)−1(1 +O(a)).
It would be of interest to study the geometry of the curve (g∗(t, a), ν∗(t, a)) as t varies, but this
has not yet been investigated.
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Theorem 1.2. For n ≥ 0, the asymptotic behaviour of the tricritical point (νc(a), gc(a)), as a ↓ 0,
is given (with C0,0 = (−∆Z3)−10,0) by
gc(a) = −3
2
(n+ 4)C0,0a+O(a
2), (1.18)
νc(a) =
3
4
(n + 4)(n+ 2)C20,0 +O(a
2). (1.19)
1.5 Discussion
1.5.1 Conjectured phase diagram
The conjectured phase diagram associated with the tricritical point, as predicted by the Landau
mean-field theory (see, e.g., [1, Section 7.6.4] or [25, Appendix 5.A]), is illustrated in Figure 1.
ν
g
Figure 1: The conjectured phase diagram for n ≥ 0. For n ≥ 1, the tricritical point lies at the
confluence of lines of first-order (solid) and second-order (dashed) phase transitions. For n = 0,
the dashed line corresponds to self-avoiding walk critical points, while the solid line corresponds
to polymer collapse. The shaded region is the disordered phase.
Theorem 1.1 indicates that Gaussian decay of the two-point function occurs at the point
(gc(a), νc(a)), but does not show that it is tricritical point in the sense of being a point of con-
fluence of first- and second-order transitions. However, for dimension d = 3, we expect that the
tricritical point is the only point in the (g, ν) plane where Gaussian decay occurs. A more complete
description would require an analysis of the neighbourhood of (gc, νc), a very difficult problem.
There is potential to extend our methods to study the divergence of the susceptibility (for
n ≥ 0) and specific heat (for n ≥ 1) as the tricritical point is approached from the disordered
phase. Our preliminary calculations support the conjecture that the open half plane
Hn = {(g, ν) ∈ R2 : ν + (n+ 2)C0,0g > 0} (1.20)
plays a key role for this. In particular, given a point (g, ν) such that (g − gc, ν − νc) ∈ Hn, we
conjecture that the susceptibility and specific heat are finite along the line segment (gc + t(g −
gc)), νc+t(ν−νc) for t ∈ (0, t∗] (for t∗ small depending on a), that the susceptibility asymptotically
diverges as a multiple of t−1 as t ↓ 0, and that the specific heat asymptotically diverges as a multiple
of t−1/2. The conjecture assumes that a is taken smaller as the angle of approach becomes closer
to the boundary of Hn.
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Our present methods are not sufficient to study the high-density phase. The related problem of
the high-density phase of the weakly self-avoiding walk on a 4-dimensional hierarchical lattice has
been studied in [19]. Recent progress on applying the RG to study broken symmetry was obtained
in [27], where the critical magnetisation of the 4-dimensional ϕ4 model is analysed.
1.5.2 Infrared asymptotic freedom
For dimension d = 4, the mean-field |x|−2 decay of the critical two-point function has been exten-
sively studied [4,17,18,33], both for spin and polymer (weakly self-avoiding walk) models. On Z4,
the mean-field behaviour results from infrared asymptotic freedom, which is itself closely connected
to the marginal nature (in the RG sense) of |ϕ|4 for d = 4. The RG flow is to a Gaussian fixed
point. The logarithmic divergence of the massive bubble diagram
∑
x∈Z4[(−∆ + m2)−10,x]2 plays
an important role, especially in the study of the divergence of thermodynamic quantities in the
approach to the critical point where logarithmic corrections appear [3, 5, 21].
For dimension d = 3, |ϕ|4 becomes a relevant monomial, whereas |ϕ|6 is marginal. The |x|−1
decay in (1.17) is again mean-field behaviour, which is again a consequence of infrared asymptotic
freedom, and correspondingly a Gaussian RG fixed point. The role of the bubble diagram is now
played instead by the logarithmically divergent diagram
∑
x∈Z4 [(−∆+m2)−10,x]3; the bubble diagram
diverges as m−1.
A difference between Z3 and Z4 is that for the latter it is only required to tune one parameter
(coefficient of |ϕ|2) to obtain a critical theory, whereas for Z3 it is necessary to tune two parameters
(coefficients of |ϕ|2 and |ϕ|4) to obtain the tricritical theory. This has long been understood in the
physics literature, e.g., [34, 36].
Much of our proof of Theorem 1.1 parallels the analysis used for the 4-dimensional case in
[4, 33]. In particular, with minor modifications, the results in [13, 14] provide the analysis of a
single RG step. The tuning of parameters follows as in [7] with only notational changes. The
analysis of perturbation theory is also similar to that in [4, 33], but here we present an improved
and streamlined treatment of perturbation theory, which in particular demystifies the change of
variables used in [6].
1.5.3 Interacting self-avoiding walk
The tricritical model of the theta point studied in this paper was investigated extensively in the
physics literature during the 1980s, e.g., [15,16] where misconceptions in the earlier literature were
clarified. We are not aware of any previous mathematically rigorous analysis. In the mathematics
literature, it has been more common to study the interacting self-avoiding walk, in which a self-
avoiding or weakly self-avoiding walk receives an energetic reward for nearest-neighbour contacts
[24]. The interacting self-avoiding walk has been studied in dimensions d > 4 in [20, 35], in
dimension d = 4 in [9], and in dimension d = 1 in [22, 23]. The interacting prudent walk was
studied in [31].
2 The RG map and RG flow
Our RG method is based on a multiscale analysis which is implemented via the finite-range co-
variance decomposition discussed in Section 2.1. Representations for the susceptibility and the
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two-point function are presented in Section 2.2. In Section 2.3, the RG map is discussed along
with the estimates on the global RG flow which are an essential ingredient for the proof of our
main result. The tricritical point is identified in Section 2.4.
2.1 Covariance decomposition and progressive integration
We generalise (1.2) and define
Va,g,ν,z(ϕx) =
1
8
a|ϕx|6 + 14g|ϕx|4 + 12ν|ϕx|2 + 12zϕx(−∆ϕ)x. (2.1)
By definition, for any mass m > 0 and for any wave function renormalisation z0 > −1,
Va,g,ν,1(ϕx) = V0,0,m2,1((1 + z0)
−1/2ϕx) + Va0,g0,ν0,z0((1 + z0)
−1/2ϕx), (2.2)
with
a0 = a(1 + z0)
3, g0 = g(1 + z0)
2, ν0 = (1 + z0)ν −m2. (2.3)
For X ⊂ Λ, we define
V0(X) = V0(ϕ,X) =
∑
x∈X
Va0,g0,ν0,z0(ϕx), Z0(ϕ) = e
−V0(ϕ,ΛN ). (2.4)
Given a positive semi-definite covariance Λ×Λ matrix C, we write expectation with respect to
the Gaussian measure for n-component fields as EC . For n = 0, we instead use a superexpectation,
exactly as in [5]. Let C = (−∆ΛN+m2)−1, where ΛN is the discrete torus of period LN . Form2 > 0,
the inverse matrix exists and it is positive definite. Then, with F˜ (ϕ) = F ((1+z0)
1/2ϕ), the change
of variables ϕx 7→ (1 + z0)1/2ϕx gives
〈F 〉a,g,ν,N = EC F˜Z0
ECZ0
. (2.5)
We use decompositions of both of the covariances (−∆Zd +m2)−1 and (−∆ΛN +m2)−1, based
on the method of [2]. For Zd, this Green function exists for d > 2 for all m2 ≥ 0, but for finite Λ we
must restrict to m2 > 0. As we discuss in Appendix A, there is a sequence (Cj)1≤j<∞ (depending
on m2 ≥ 0) of positive-definite covariances Cj on Zd such that
(∆Zd +m
2)−1 =
∞∑
j=1
Cj (m
2 ≥ 0). (2.6)
The Cj are translation invariant and have the finite-range property Cj;x,y = 0 if |x − y| ≥ 12Lj.
Thus, for j < N , Cj can also be identified as a covariance on the torus Λ. For m
2 > 0, there is
also a covariance CN,N on Λ such that
(−∆Λ +m2)−1 =
N−1∑
j=1
Cj + CN,N (m
2 > 0), (2.7)
so the finite-volume and infinite-volume decompositions agree until the last term in the finite-
volume decomposition. Properties of the covariance decomposition are collected in Appendix A.
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We define the mass scale jm to be the largest integer j such that mL
j ≤ 1. In particular,
limm2↓0 jm =∞. By Proposition A.1, for multi-indices α, β with ℓ1 norms |α|1, |β|1 at most some
fixed value p,
|∇αx∇βyCj;x,y| ≤ cϑj−1L−(j−1)(2[ϕ]+(|α|1+|β|1)), (2.8)
where
ϑj = 2
−(j−jm)+ (2.9)
with x+ = max{x, 0}, where the dimension of the field is
[ϕ] =
d− 2
2
=
1
2
, (2.10)
and where the constant c depends on p but not on m2, j, L. The bound (2.8) also holds for CN,N
if m2L2(N−1) ≥ δ for some fixed δ > 0, with c depending on δ but not on N .
For n ≥ 1, we write ECθF for the convolution of F with the Gaussian expectation EC . Explic-
itly, θ is the shift operator θF (ϕ, ζ) = F (ϕ+ ζ), and
(ECθF )(ϕ) = ECF (ϕ+ ζ). (2.11)
In (2.11), the expectation EC acts on ζ with ϕ held fixed. By a standard property of Gaussian
integration, the decomposition (2.7) gives
ECθF =
(
ECN,N θ ◦ ECN−1θ ◦ · · · ◦ EC1θ
)
F. (2.12)
With Z0 = e
−V0(ΛN ) as in (2.4), we define
Zj+1 = ECj+1θZj (j < N). (2.13)
In particular,
ZN = ECθZ0, ZN(0) = ECZ0. (2.14)
To simplify the notation, we write Ej = ECj , and leave implicit the dependence of Cj on m
2. There
is a supersymmetric version of (2.12)–(2.14), exactly as in [5].
2.2 Susceptibility and two-point function
2.2.1 Susceptibility
Let n ≥ 1. We define
χˆN(m
2, a0, g0, ν0, z0) =
∑
x∈ΛN
EC(ζ
1
0ζ
1
xZ0(ζ))
EC(Z0(ζ))
. (2.15)
By (2.5), when (2.3) is satisfied the finite volume susceptibility obeys
χN(a, g, ν) = (1 + z0)χˆN (m
2, a0, g0, ν0, z0). (2.16)
Although (2.16) requires (2.3), it is nevertheless useful at times to relinquish the identity and
consider the variables (m2, a0, g0, ν0, z0) on the right-hand side of (2.5) as independent variables.
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Given a test function J : ΛN → Rn, let
ΣN (J) = EC(Z0(ζ)e
ζ·J). (2.17)
Differentiation in the direction 1 = (1, 0, . . . , 0) gives
χˆN(m
2, a0, g0, ν0, z0) =
1
|ΛN |
D2ΣN (0;1,1)
ZN(0)
. (2.18)
By completing the square, we obtain
ΣN (J) = e
1
2
J ·(CJ)
EC(Z0(ζ + CJ)) = e
1
2
J ·(CJ)ZN(CJ). (2.19)
Differentiation of (2.19), together with C1 = m−21, leads to
D2ΣN (0;1,1) =
1
m2
|ΛN |ZN(0) + 1
m4
D2ZN(0;1,1), (2.20)
and hence
χˆN(m
2, a0, g0, ν0, z0) =
1
m2
+
1
m4
1
|ΛN |
D2ZN(0;1,1)
ZN(0)
. (2.21)
Thus the evaluation of the susceptibility reduces to the evaluation of ZN(ϕ) for constant field ϕ.
2.2.2 Two-point function and observable fields
Let n ≥ 1. By (2.5), when (2.3) is satisfied the two-point function (1.5) can be written as
GN ;x,y(a, g, ν;n) = (1 + z0)
EC(ζ
1
x
ζ1
y
Z0(ζ))
ECZ0(ζ)
. (2.22)
Let 1ˆ = n−1/2(1, . . . , 1) ∈ Rn. Given observable fields σx, σy ∈ R, we define V0 by
V0;x = V
∅
0;x − σx(1ˆ · ϕx)1x=x − σy(1ˆ · ϕy)1x=y, (2.23)
with V ∅0 a new notation for the bulk polynomial (2.4). Although σx and σy carry subscripts x, y,
they are real constants. Let ∂2σxσy denote
∂2
∂σxσy
|σx=σy=0. Then
GN ;x,y(a, g, ν;n) = (1 + z0)∂
2
σyσy logECe
−V0(Λ). (2.24)
The observable field σx1ˆ1x=x+σy1ˆ1x=y can be regarded as an implementation of a special case
of the test function J used in (2.17). However, for the susceptibility only a constant test function
was needed, whereas the observable fields are highly localised. For the two-point function, we now
regard the observable field as part of the potential V , and we track the flow of the new terms in
V under progressive integration. It is via this flow that we will be able to compute the behaviour
of the two-point function.
A hybrid approach is also possible, as follows. Let ∂σx denote
∂
∂σx
|σx=σy=0 and Z∅N(0) =
ECe
−V ∅0 (Λ). Let 1ˆ denote the constant field 1ˆx = 1ˆ for all x ∈ Λ. We note for later use that,
with Z0 now defined using (2.23),
χˆN =
∂σxDΣN(0; 1ˆ)
Z∅N(0)
=
∂σxDZN(0;C1ˆ)
Z∅N(0)
=
1
m2
∂σxDZN(0; 1ˆ)
Z∅N(0)
, (2.25)
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where the second equality follows from (2.19) and C1 = m−21.
The calculation of the two-point function only requires the second derivative in (2.24), and
therefore only needs the dependence on the observables to second order. As in [4, 14, 33], we
formalise this simplification via use of a quotient space, in which two functions of ϕ, σx, σy become
equivalent if their formal power series in the observable fields agree to order 1, σx, σy, σxσy. Thus
we define N to consist of C16 functions of ϕ of the form
F = F∅ + σxF
x + σyF
y + σxσyF
xy, (2.26)
where each F α is a function of ϕ.
For n = 0, the above can be modified exactly as in [4], with observable fields σx, σy ∈ C, and
V0;x = V
∅
0;x − σxφ¯x1x=x − σ¯yφy1x=y. (2.27)
Similarly to (2.24), since the partition function with σx = σ¯y = 0 is equal to 1 by supersymmetry,
with EC now a super-expectation we have
GN ;x,y(a, g, ν; 0) = (1 + z0)∂
2
σxσ¯yECe
−V0(Λ) = (1 + z0)∂
2
σxσ¯y logECe
−V0(Λ). (2.28)
2.3 RG map
Integration of a single scale is recorded in (2.13) as Zj+1 = ECj+1θZj, with Z0 = e
−V0(Λ). Now we
use the version (2.23) of V0 with observables. It would be desirable to have Zj also represented
by an effective potential Vj as Zj ≈ e−Vj(Λ) with Vj of the same form as V0 but with renormalised
coupling constants. However, such an approximation requires great care. Instead, exactly as
in [14], we use a representation involving the circle product. In the following, we do not always
give precise definitions, as these can be found in [14, Section 1] with the same notation as used
here.
We need the following definitions. For each j = 0, 1, . . . , N , the discrete torus ΛN of period L
N
partitions into LN−j disjoint d-dimensional cubes of side Lj , called blocks, or j-blocks. We denote
the set of j-blocks by Bj . A union of j-blocks (possibly empty) is called a polymer or j-polymer,
and the set of j-polymers is denoted Pj . The set of blocks in a polymer X ∈ Pj is denoted
Bj(X), and the set of connected components Cj(X). The unique N -block is ΛN itself. With these
definitions, we write each Zj in the form
Zj = e
ξj (Ij ◦Kj)(Λ) = eξj
∑
X∈Pj
Ij(Λ \X)Kj(X), (2.29)
where Ij(X) and Kj(X) are functions of the field in the neighbourhood of X , and the prefactor
has the form
ξj = −uj|Λ|+ 1
2
(qx,j + qy,j)σxσy. (2.30)
The functions Ij and Kj satisfy the factorisation properties Ij(X) =
∏
B∈Bj (X)
Ij(B) and Kj(X) =∏
C∈Cj(X)
Kj(C). More precisely, Ij(B) = e
−Vj(B)(1 +Wj(Vj , B)), where Wj(Vj , B) is an explicit
quadratic function (defined in (3.16) below) of
Vj,x = ajτ
3
x + gjτ
2
x + νjτx + zjτ∆,x − λx,jσx(1ˆ · ϕx)1x=x − λy,jσy(1ˆ · ϕx)1x=y. (2.31)
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The nonperturbative coordinate Kj encompasses all irrelevant (in RG sense) terms that are O(V
3
j ).
All first- and second-order contributions are in Ij. Since Wj(Vj) = O(V
2
j ), it is instructive to
pretend that Ij(X) ≈ e−Vj(X). At the last scale, (2.29) becomes a sum over the two polymers
X = ∅ and X = ΛN , and hence
ZN = e
ξN (IN(ΛN) +KN(ΛN)) = e
ξN [e−VN (ΛN )(1 +WN(ΛN)) +KN(ΛN)]. (2.32)
If the above can be achieved with KN appropriately vanishing in the limit N → ∞, then
we would have ZN(ϕ) ≈ eξN−VN (ϕ), and differentiation as in (2.21) and (2.24) would permit the
susceptibility and two-point function to be evaluated as
χN ≈ (1 + z0)(m−2 +m−4νN ), GN ;x,y ≈ (1 + z0)qN . (2.33)
This suggests that knowledge of the coupling constants νN and qN is tantamount to a computation
of the susceptibility and two-point function.
The calculation of the coupling constants requires an understanding of iterations of the RG
map, which is a map
(Vj , Kj) 7→ (Uj+1, Kj+1) = (δξj+1, Vj+1, Kj+1) (2.34)
that is defined in such a way that
Zj+1 = Ej+1θZj = e
ξjEj+1θ(Ij ◦Kj)(Λ) = eξj+1(Ij+1 ◦Kj+1)(Λ), (2.35)
with
δξj+1 = ξj+1 − ξj = −δuj+1|Λ|+ 1
2
(δqx,j + δqy,j)σxσy. (2.36)
Indefinite iteration of the RG map requires tuning of the initial values g0, ν0 to values corresponding
to the tricritical point.
The map (Vj, Kj) 7→ (δξj+1, Vj+1) is a combination of a perturbative map PT, which is a
function only of Vj, and a nonperturbative remainder which extracts the relevant part of Kj.
Thus,
Vj+1 = PT
(0)
j (Vj) +R
(0)
j+1(Vj, Kj), (2.37)
δξj+1 = PT
(ξ)
j (Vj) +R
(ξ)
j+1(Vj, Kj). (2.38)
The maps PT
(0)
j ,PT
(ξ)
j are components of an explicit quadratic map PTj defined in Section 3.2. [In
detail, PT(0) is the operator PT followed by the replacement of (y, z, u, qx, qy) by (0, y + z, 0, 0, 0),
and PT(ξ) consists of the (u, qx, qy) components of PT.] We write the individual coefficients of the
remainder terms as Raj+1, R
g
j+1, . . ..
The next theorem is for the bulk, which corresponds to setting σx = σy = 0. It asserts the
existence of a global bulk RG flow with estimates on Kj and on the remainders Rj to perturbation
theory. The statement of the theorem involves seminorms ‖F‖T0(ℓj) (defined in [3, Section 2.3] for
n ≥ 1 and in [5, Section 6.3] for n = 0). Although the proof of the theorem requires working with
a stronger norm (see Section B.1.1), for our application we only need to know that
|F (0)|+ L−[ϕ]j|DF (0;1)|+ L−2[ϕ]j|D2F (0;1,1)| ≤ O(1)‖F‖T0(ℓj), (2.39)
where D denotes the derivative with respect to ϕ in the direction 1 as in (2.18), as well as that if
R∅ = Ra|ϕ|6 +Rg|ϕ|4 +Rν |ϕ|2 +Rz(ϕ · (−∆ϕ)) +Ru then
|Raj |, |Rzj |, Lj |Rgj |, L2j |Rνj |, L3j |Ruj | ≤ O(1)‖R∅(B)‖T0(ℓj). (2.40)
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Theorem 2.1. Fix L sufficiently large and δ > 0 sufficiently small. There are continuous functions
gc0, ν
c
0, z
c
0 of (m
2, a0) ∈ [0, δ)2 such that if (g0, ν0, z0) = (gc0(m2, a0), νc0(m2, a0), zc0(m2, a0)) then, for
all j < N ,
Lj |gj|, L2j |νj |, L3j|δuj| = O(ϑjaj), (2.41)
and the following remainder bounds hold, for B ∈ Bj, X ∈ Cj, and some (small) α > 0,
‖R∅j (B)‖T0(ℓj) = O(ϑ3ja3j ), (2.42)
‖W∅j (B)‖T0(ℓj) = O(ϑ2ja2j ), (2.43)
‖K∅j (X)‖T0(ℓj) = O(ϑjaj)3+α(|Bj(X)|−2
d)+ . (2.44)
The functions gc0, ν
c
0, z
c
0 are O(a0), are equal to zero at (m
2, 0), and obey
∂gc0
∂a0
,
∂νc0
∂a0
,
∂zc0
∂a0
= O(1)
uniformly in (m2, a0) ∈ [0, δ)2. Moreover, all the above bounds hold also for j = N provided m2 ≥
L−2N . Finally, the coupling constants aj , gj, νj, zj and their remainder terms R
∅
j are independent
of the volume parameter N provided N ≥ j.
Upper bounds in Theorem 2.1 are expressed in terms of aj , so it is important to understand
the behaviour of this sequence. As we discuss in detail in Section 4.1 below, aj obeys the recursion
aj+1 = aj − βja2j +O(ϑ3ja3j ) (2.45)
with explicit coefficients βj . When m
2 > 0, aj converges to a constant which vanishes logarithmi-
cally as m2 ↓ 0, and aj → 0 when m2 = 0. This vanishing of the massless limit goes by the name
of infrared asymptotic freedom and is a manifestation of the fact that the RG flows to a Gaussian
fixed point.
The next theorem supplements Theorem 2.1 to permit nonzero values of the observable fields.
It requires the following definition. Given x, y ∈ Λ, we define the coalescence scale jxy to be the
unique integer such that
1
2
Ljxy ≤ |x− y| < 1
2
Ljxy+1, (2.46)
namely jxy = ⌊logL(2|x − y|)⌋. It follows from the finite-range property of Cj that Cj;x,y = 0 if
j ≤ jxy.
Theorem 2.2. Fix L sufficiently large and δ > 0 sufficiently small, and let (m2, a0) ∈ [0, δ)2.
Let (g0, ν0, z0) = (g
c
0(m
2, a0), ν
c
0(m
2, a0), z
c
0(m
2, a0)). Then, for all j < N and for x = x, y, the
following remainder bounds hold, for B ∈ Bj, X ∈ Cj, and some (small) α > 0:
|Rλxj | = 1j<jxyO(ϑja2j), (2.47)
|Rqxj | = 1j≥jxy|x− y|−2[ϕ]4−(j−jxy)O(ϑjaj), (2.48)
‖W xj (B)‖T0(ℓj) = L−(j∧jxy)[ϕ]2−(j−jxy)+O(ϑ2ja2j), (2.49)
W xyj (B) = 0, (2.50)
‖Kxj (X)‖T0(ℓj) = L−(j∧jxy)[ϕ]2−(j−jxy)+O(ϑjaj)2+α(|Bj (X)|−2
d)+ , (2.51)
‖Kxyj (X)‖T0(ℓj) = L−2(j∧jxy)[ϕ]4−(j−jxy)+O(ϑjaj)1+α(|Bj(X)|−2
d)+ . (2.52)
Moreover, all the above bounds hold also for j = N provided m2 ≥ L−2N . Finally, the coupling
constants λx,j, qx,j and their remainder terms R
λx
j , R
qx
j are independent of the volume parameter
N provided N ≥ j.
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The bounds (2.42)–(2.44) and (2.47)–(2.52) imply that the leading order contributions to the
two-point function and susceptibility are given by perturbation theory, i.e., by the map PT. Our
main focus is therefore on the analysis of the map PT. The proof of Theorems 2.1–2.2 is discussed
in Appendix B. It relies significantly on external results adapted from the 4-dimensional setting.
2.4 Identification of tricritical point
In this section, we identify the tricritical point.
Given (m2, a0), Theorem 2.1 provides an initial condition for a global flow with final conditions
g∞ = 0 and ν∞ = 0 and with good bounds on (Vj, Kj). This allows for an exact computation of
χˆ in the following corollary to Theorem 2.1.
Corollary 2.3. For (m2, a0) ∈ (0, δ)2,
χˆ(m2, a0, g
c
0(a0, m
2), νc0(a0, m
2), zc0(a0, m
2)) =
1
m2
. (2.53)
Proof. In this proof, we take σx = σy = 0. According to (2.21),
χˆN(m
2, a0, g0, ν0, z0) =
1
m2
+
1
m4
1
|ΛN |
D2ZN(0;1,1)
ZN(0)
, (2.54)
with ZN given by the sum in (2.32). It follows from Theorem 2.1 that the contributions from WN
and KN vanish in the limit N → ∞, and direct computation gives D2e−VN (0;11) = −νN |ΛN |.
Then (2.53) follows from the fact that limN→∞ νN = 0 by (2.41).
On the eight variables a, g, ν,m2, a0, g0, ν0, z0, we impose the three constraints
a0 = a(1 + z0)
3, g0 = g(1 + z0)
2, ν0 = (1 + z0)ν −m2, (2.55)
of (2.3), and the three constraints
g0 = g
c
0(m
2, a0), ν0 = ν
c
0(m
2, a0), z0 = z
c
0(m
2, a0), (2.56)
with gc0, ν
c
0, z
c
0 the functions of Theorem 2.1. The next proposition shows that if we fix (m
2, a) then
the other six variables are determined by the constraints.
Proposition 2.4. There exists δ1 > 0 and continuous functions (g
∗, ν∗, a∗0, g
∗
0, ν
∗
0 , z
∗
0) of (m
2, a) ∈
[0, δ1)
2, such that (2.55)–(2.56) hold and
a∗0 = a +O(a
2), g∗0, ν
∗
0 , z
∗
0 = O(a). (2.57)
Proof. For (m20, a0) ∈ [0, δ)2, set
t(m2, a0) =
a0
(1 + zc0(m
2, a0))3
. (2.58)
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By Theorem 2.1, gc0, ν
c
0, z
c
0 are continuous in (m
2, a0) ∈ [0, δ)2, are O(a0), and have bounded a0-
derivatives. Thus, with derivatives evaluated at (m2, a0),
∂t
∂a0
=
(1 + zc0)
3 − 3a0(1 + zc0)2 ∂z
c
0
∂a0
(1 + zc0)
6
= 1 +O(a0) > 0. (2.59)
For sufficiently small δ > 0, t is therefore a strictly increasing continuous function of a0 ∈ [0, δ) such
that |t(m2, u)− t(m2, v)| ≥ (1−O(δ))|u− v| and hence, for m2, s fixed, t(m2, ·) is a continuously
invertible map from [0, δ) onto the interval [0, t(m2, δ)). We denote the inverse map as a∗0, set
g∗0(m
2, a) = gc0(m
2, a∗0(m
2, a)), ν∗0(m
2, a) = νc0(m
2, a∗0(m
2, a)), z∗0(m
2, a) = zc0(m
2, a∗0(m
2, a)),
(2.60)
and define
g∗(m2, a) =
g∗0
(1 + z∗0)
2
, ν∗(m2, a) =
ν∗0 +m
2
1 + z∗0
. (2.61)
Since νc0, z
c
0, a
∗ are continuous, it is also the case that g∗0, ν
∗
0 , z
∗
0 , ν
∗ are continuous. It is immediate
that (2.55)–(2.56) hold, and also that (2.57) holds.
Let δ1 =
1
2
δ. By (2.58), [0, δ1) lies in the intersection over m
2 > 0 of the intervals [0, t(m2, δ)).
Therefore, a = t(m2, a0) can be solved for a0 as a function a
∗
0(m
2, a) for a ∈ [0, δ1) and a∗0 is
continuous in a for m2 fixed. To see that a∗0 is jointly continuous in (m
2, a), it suffices to show
that if (mˆ2, aˆ)→ (m2, a) then aˆ0 → a0, where aˆ0, a0 solve t(mˆ2, aˆ0)− aˆ = 0 = t(m2, a0)− a. This
follows from (1−O(a∗))|aˆ0− a0| ≤ |t(mˆ2, aˆ0)− t(mˆ2, a0)| = |(t(m2, a0)− t(mˆ2, a0))+ (aˆ− a)| → 0,
since t(·, a0) is continuous by (2.58) and the continuity of zc0.
With the continuous functions produced in Proposition 2.4, we see from (2.53) that
χ(a, g∗, ν∗) = (1 + z∗0)χˆ(m
2, a∗0, g
∗
0, ν
∗
0 , z
∗
0) = (1 + z
∗
0)
1
m2
. (2.62)
In particular, the susceptibility χ(a, g∗, ν∗) is finite if m2 > 0, whereas χ(a, g∗, ν∗)→∞ as m2 ↓ 0.
The divergence of the susceptibility, together with the fact that the RG fixed point is Gaussian,
leads us to define the tricritical point as
(gc(a), νc(a)) = (g
∗(0, a), ν∗(0, a)). (2.63)
We will see in Section 5.1 that (g∗(m2, a), ν∗(m2, a)) defines the curve of Theorem 1.1, parametrised
by m2. The geometry of the curve is of interest, but we do not investigate it in this paper.
3 The map PT and the approximate flow
In this section, we define the perturbative map PT and its simplification called the approximate
flow. In particular, we incorporate improvements to the treatment of the map PT used in [3, 6],
and extend it to include a |ϕ|6 term. The improvements include a more systematic treatment of
the change of variables (transformation) used in [6], as well as the use of general estimates for
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coefficients arising in flow equations rather than detailed individual estimates based on explicit
formulas. The main result of this section is Proposition 3.5, which provides the approximate flow.
We use the notation appropriate for n ≥ 1. The relevant (1, τ, τ 2) and marginal (τ 3, τ∆, τ∇∇)
bulk monomials obeying Euclidean and O(n) symmetry are:
1, τ = 1
2
|ϕ|2, τ 2 = 1
4
|ϕ|4, τ 3 = 1
8
|ϕ|6, (3.1)
τ∆ =
1
2
ϕ · (−∆ϕ), τ∇∇ = 14
∑
e∈Zd:|e|1=1
∇eϕ · ∇eϕ. (3.2)
The following complex vector spaces of polynomials play a role:
V∅ = {aτ 3 + gτ 2 + ντ + zτ∆ : a, g, ν, z ∈ C}, (3.3)
U∅ = {V + yτ∇∇ + u : V ∈ V∅, y, u ∈ C}, (3.4)
V = {V − λxσx(1ˆ · ϕ)1x − λyσy(1ˆ · ϕ)1y : V ∈ V∅, λx, λy ∈ C}, (3.5)
U = {Uλxσx(1ˆ · ϕ)1x − λyσy(1ˆ · ϕ)1y − 12(qx1x + qy1y)σxσy : U ∈ U∅, λx, λy, qx qy ∈ C}. (3.6)
The field ϕ is evaluated at a point x ∈ Λ, and here 1x represents the Kronecker delta 1x(x) =
1x=x = δx,x. Given X ⊂ Λ, we also define, e.g.,
V(X) = {V (X) =∑x∈XVx : V ∈ V}. (3.7)
The counterparts of these monomials and spaces for n = 0 are defined in [6].
3.1 Localisation
Given X ⊂ Λ, the localisation operator is a linear map LocX which projects N onto a subspace
of polynomials consisting of relevant and marginal monomials summed over X , essentially as a
Taylor expansion. Since LocX preserves O(n) symmetry, in practice it maps into U(X). The
definition and properties of Loc are developed in detail in [12]; it involves parameters which we
specify in Section B.1.3. The following example gives the action of Locx with these parameters
when X = {x} is a single point; this is all that is required for the rest of Section 3.
Example 3.1. For notational simplicity, suppose that the number of field components is n = 1.
(i) If r + s is even then
Locxϕ
r
xϕ
s
y =
{
0 (r + s > 6)
ϕr+sx (r + s = 4, 6).
(3.8)
Also, Locxϕ
r
x = ϕ
r
x for r ≤ 6, whereas Locxϕrx = 0 for r > 6.
(ii) Suppose that p : Λ→ R satisfies px = 0 if |x| > 12diam(Λ) = 12LN and that, for some p(∗∗) ∈ R,∑
x∈Λ
pxxi = 0,
∑
x∈Λ
pxxixj = p
(∗∗)δi,j, i, j ∈ {1, 2, 3}. (3.9)
Then, as in [12, Section 1.5] or [6, (5.29)–(5.30)], with τxy =
1
2
ϕxϕy and p
(1) =
∑
x px,
Locx
(∑
y∈Λ
px−yτy
)
= p(1)τx + p
(∗∗)(τ∇∇,x − τ∆,x), (3.10)
Locx
(∑
y∈Λ
px−yτxy
)
= p(1)τx + p
(∗∗)τ∆,x. (3.11)
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3.2 Definition of the map PT
In this section, we define the quadratic map PTj : U → U (“PT” stands for “perturbation
theory”). It is designed in such a way that if Zj is represented perturbatively as Zj ≈ e−Uj(Λ) for
a polynomial Uj ∈ U , then the map Zj 7→ Zj+1 can be approximated by the map Uj 7→ PTj(Uj).
This is discussed in detail in [6, Section 2]. We use the notation here for n ≥ 1; the adaptation to
n = 0 can be found in [6].
Given a Λ×Λ matrix C, we define a linear operator on sufficiently differentiable complex-valued
functions of ϕ by
LC = 1
2
n∑
i=1
∑
u,v∈Λ
Cu,v
∂
∂ϕiu
∂
∂ϕiv
. (3.12)
For a polynomial A in the field, ECθA = e
LCA, where the exponential is defined by power series
expansion which terminates when applied to a polynomial (see [11, Lemma 4.2]). For polynomials
A,B in the field, we define
FC(A,B) = e
LC
(
e−LCA
)(
e−LCB
)−AB. (3.13)
As in [6, Lemma 5.6], F can be evaluated using
FC(Ax, By) =
degA∧degB∑
k=1
1
k!
n∑
i1,...,ik=1
∑
ul,vl∈Λ
(
k∏
l=1
Cul,vl
)
∂kAx
∂ϕi1u1 · · ·∂ϕikuk
∂kBy
∂ϕi1v1 · · ·∂ϕikvk
. (3.14)
Let w0 = 0. For j ≥ 1 and for Ci the terms in the covariance decomposition (2.6), let
wj =
j∑
i=1
Ci. (3.15)
The range of wj is the same as that of Cj, namely
1
2
Lj . For U ∈ U and X ⊂ Λ, we set
Wj(U,X) =
1
2
∑
x∈X
(1− Locx)Fwj(Ux, U(Λ)). (3.16)
The map PTj : U → U is then defined by
PTj(U) = e
LCj+1U − Pj(U) (3.17)
with
Px,j(U) = Locx
(
eLCj+1Wj(U, x) +
1
2
FCj+1(e
LCj+1Ux, e
LCj+1U(Λ))
)
. (3.18)
By translation invariance, Px,j(U) defines a local polynomial with coefficients independent of x.
According to [6, Lemma 5.5], an equivalent alternate formula for Px,j(U) is
Px,j(U) =
1
2
(
LocxFwj+1(e
LCj+1Ux, e
LCj+1U(Λ))− eLCj+1LocxFwj(Ux, U(Λ))
)
. (3.19)
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3.3 Linear term
Throughout Sections 3.3–3.5, we study only on the bulk, and return to observables in Section 4.2.
According to (3.17), the linear term in the map PT is given by U 7→ eLCj+1U . In the following
lemma, we compute this linear map, for U ∈ U∅ and for an arbitrary covariance C. The matrix is
with respect to the representation of U = aτ 3 + gτ 2 + ντ + yτ∇∇ + zτ∆ + u ∈ U∅ as
U = (u, ν, g, a, y, z). (3.20)
Lemma 3.2. Let n ≥ 0. The linear map eLC on U has matrix representation, with c = C0,0 and
c∆ = ∆C0,0,
eLC =


1 1
2
nc 1
4
n(n+2)c2 3
32
n(n+2)(n+4)c3 − 1
2
nc∆ −
1
2
nc∆
0 1 (n+2)c 3
4
(n+4)(n+2)c2 0 0
0 0 1 3
2
(n+4)c 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 . (3.21)
Proof. The exponential of L = LC is defined by expansion in Taylor series, which gives, for U ∈ U ,
eLU =
(
1 + L+ 1
2!
L2 + 1
3!
L3
)
U. (3.22)
Suppose first that n ≥ 1. Differentiation gives
L|ϕ|2 = nc, L|ϕ|4 = 1
2
4(n+ 2)c|ϕ|2, L|ϕ|6 = 1
2
6(n+ 4)c|ϕ|4, (3.23)
L(ϕ ·∆ϕ) = 1
2
∑
|e|1=1
L(∇eϕ · ∇eϕ) = −n∆C0,0, (3.24)
from which the desired formula can be obtained after some algebra. Similar computations in the
supersymmetric setting give the result for n = 0, as in [6].
3.4 Dimensionless form of the perturbative flow
We define D = {0, 1, 2, 3,∇∇,∆} as a set whose elements are representatives of the monomials
1, τ, τ 2, τ 3, τ∇∇, τ∆. We write these monomials as M
i for i ∈ D. The dimension of i ∈ {0, 1, 2, 3}
is defined to be [i] = i, and [∇∇] = [∆] = 3.
We rewrite the coupling constants as
γ0 = u, γ1 = ν, γ2 = g, γ3 = a, γ∇∇ = y, γ∆ = z. (3.25)
By (3.17), the perturbative flow equations, which express the coupling constants of PT(U) in terms
of those of U , have the form
γi,pt =
∑
p∈D
αpi γp −
∑
p,q∈D
αpqi γpγq. (3.26)
The linear coefficients αpi are matrix elements of (3.21). The quadratic coefficients α
pq
i are our
main concern in the rest of this section. They can be computed exactly as in [3,5], but mostly we
do not need exact values here. The following lemma obtains estimates much more efficiently than
those obtained from exact formulas in [3, 6]. Recall that ϑj is defined in (2.9).
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Lemma 3.3. For i, p, q ∈ D, the coefficients αpi , αpqi in (3.26) obey the estimates
αii = 1, (3.27)
αp0 = O(ϑjL
−j[p]) (p 6= 0), (3.28)
αp1 = O(ϑjL
−j([p]−1)) (p = 2, 3), (3.29)
α32 = O(ϑjL
−j(3−2)), (3.30)
αpqi = OL(ϑjL
j(3+[i]−[p]−[q])), (3.31)
and all αpi not listed above are equal to zero.
Proof. For the linear terms, we can read off the coefficients from Lemma 3.2, and the bound follows
from the estimate (2.8) on the covariance.
For the quadratic terms, we use the T0(ℓ)-seminorm (defined in [3, Section 2.3] for n ≥ 1 and
in [5, Section 6.3] for n = 0) with parameter
ℓj = ℓ0L
−j[ϕ] = ℓ0L
−j/2, (3.32)
with ℓ0 a (large) L-dependent constant. If B is a j-block, then a calculation gives
‖M r(B)‖T0(ℓ) ≍L Lj(3−[r]), (3.33)
where the notation ≍L indicates upper and lower bounds with constants that may depend on L.
We apply [13, Proposition 4.10] and (3.33) to see that
‖P (Mp(B),M q(B))‖T0(ℓ) = OL(ϑ)Lj(3−[p])Lj(3−[q]). (3.34)
Since, by definition,
P (Mp(B),M q(B)) =
∑
i∈D
αpqi M
i(B), (3.35)
it follows from the fact that ‖αpqi M i(B)‖T0(ℓ) ≤ ‖
∑
i∈D α
pq
i M
i(B)‖T0(ℓ) (as in [13, (3.4)]) that
‖αpqi M i(B)‖T0(ℓ) ≤ OL(ϑ)Lj(6−([p]+[q])), (3.36)
so that
|αpqi | ≤ OL(ϑ)Lj(6−([p]+[q]))L−j(3−[i]) = OL(ϑ)Lj(3+[i]−[p]−[q]). (3.37)
This completes the proof.
We now rescale to dimensionless variables, as follows. Let
γˆi = L
(3−[i])jγi, γi = L
−(3−[i])j γˆi. (3.38)
We define dimensionless coefficients, with all αˆpi , αˆ
pq
i bounded by ϑ (except αˆ
i
i = 1), by
αˆpi = L
j([p]−[i])αpi , αˆ
pq
i = L
j(−3−[i]+[p]+[q]))αpqi . (3.39)
Then we can rewrite the original perturbative flow equations (3.26) in dimensionless form as
γˆi,pt = L
3−[i]
(∑
p∈D
αˆpi γˆp −
∑
p,q∈D
αˆpqi γˆpγˆq
)
(i ∈ D). (3.40)
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3.5 Change of variables
In this section, we make a change of variables and transform the dimensionless perturbative flow
equations (3.40) into a triangular form. This is achieved in Proposition 3.5. A related transfor-
mation was used in [6, Section 4.2] in a more ad hoc manner. Here we present the transformation
in a systematic way.
Let U ∈ U∅. We write F = Fw, F+ = Fw+C , and L+ = Lw+C. By (3.19), the quadratic term
in PT(U) is
Px(U) =
1
2
(
LocxF+(e
L+Ux; e
L+U(Λ))− eL+LocxF (Ux;U(Λ))
)
. (3.41)
Let Q(U, U) = 1
2
LocxF (Ux;U(Λ)). There are coefficients κ
pq
i (i, p, q ∈ D) such that
Q(Mpx ,M
q(Λ)) =
∑
i∈D
κpqi M
i
x. (3.42)
Rescaled versions of the coefficients are defined, as in (3.39), by
κˆpqi = L
j(−3−[i]+[p]+[q])κpqi . (3.43)
The coefficients κˆpqi may be bounded or unbounded in the scale j, and we define
Sbd = {(i, p, q) : κˆpqi = O(1)}, (3.44)
and, for U =
∑
i∈D γiM
i, set
Qbd(U, U) =
∑
(i,p,q)∈Sbd
κpqi γpγqM
i
x, Q
div(U, U) = Q(U, U)−Qbd(U, U). (3.45)
Thus we have divided Q into its bounded and unbounded terms as Q = Qbd +Qdiv, so
Px(U) = Q+(e
L+U ; eL+U)− eL+Q(U, U)
= [Qdiv+ (e
L+U ; eL+U)− eL+Qdiv(U, U)]
+ [Qbd+ (e
L+U ; eL+U)− eL+Qbd(U, U)]. (3.46)
We write the map PT as ϕpt, set Upt = ϕpt(U), and rewrite the equation Upt = e
L+U − P as
ϕpt(U) +Q
bd
+ (e
L+U ; eL+U) = eL+(U +Qbd(U, U))− [Qdiv+ (eL+U ; eL+U)− eL+Qdiv(U, U)]. (3.47)
Next, we define a transformation T : U → U by
T (U) = U +Qbd(U, U). (3.48)
Note that T is equal to the identity map plus a quadratic part. It follows from (3.47) that
ϕpt(U) +Q
bd
+ (ϕpt(U);ϕpt(U)) (3.49)
= eL+(U +Qbd(U, U))− [Qdiv+ (eL+T (U)U ; eL+T (U))− eL+Qdiv(T (U), T (U))] +O(U3),
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and hence
(T+ ◦ ϕpt ◦ T−1)(U) = eL+U − [Qdiv+ (eL+U ; eL+U)− eL+Qdiv(U, U)] +O(U3). (3.50)
The approximate flow is defined by dropping the error term in the above, which yields
U¯+ = e
L+U¯ − [Qdiv+ (eL+U¯ ; eL+U¯)− eL+Qdiv(U¯ , U¯)]. (3.51)
The following lemma identifies several coefficients whose indices belong to Sbd. The proof of
the lemma shows that many of the options in (3.55) are in fact zero, but since we do not need to
know they are zero, we state the weaker bounds for simplicity. It is not necessary to transform
the variables u, y so we omit them from the following discussion.
Lemma 3.4. For i, p, q ∈ {1, 2, 3,∆}, the coefficients obey
κˆpqi = O(1) (p+ q < 3 + i, i, p, q ∈ {1, 2, 3}), (3.52)
κˆ131 = κˆ
31
1 = O(1), (3.53)
κˆpq∆ = O(1) (p, q ∈ {1, 2, 3} except (p, q) = (3, 3)), (3.54)
κˆ∆pi = κˆ
p∆
i = O(1) (i, p ∈ {1, 2, 3,∆}). (3.55)
Before proving the lemma, we discuss its important consequence that the approximate flow is
triangular.
Proposition 3.5. The approximate flow has the following form, with all coefficients β¯ = O(ϑ):
γ¯3,+ = γ¯3 − β¯333 γ¯23 , (3.56)
γ¯∆,+ = γ¯∆ − β¯33∆ γ¯23 , (3.57)
γ¯2,+ = L
(
γ¯2 + β¯
3
2 γ¯3 − β¯232 γ¯2γ¯3 − β¯332 γ¯23
)
, (3.58)
γ¯1,+ = L
2
(
γ¯1 + β¯
2
1 γ¯2 + β¯
3
1 γ¯3 − β¯221 γ¯22 − β¯231 γ¯2γ¯3 − β¯331 γ¯23
)
. (3.59)
Proof assuming Lemma 3.4. The linear terms on the right-hand sides of (3.56)–(3.59) have the
desired form by Lemma 3.3, so we only need to study the quadratic terms. By Lemma 3.3, the
quadratic coefficients are all O(ϑ).
It follows from (3.52) that there are no γ¯1 or γ¯2 terms in the γ¯3 equation, that there are no γ¯1
terms in the γ¯2 equation, and that there is no γ¯1γ¯2 or γ¯1γ¯1 term in the γ¯1 equation.
It follows from (3.53) that there is no γ¯1γ¯3 term in the γ¯1 equation.
It follows from (3.54) that the γ¯∆ equation can only have a γ¯
2
3 term, among γ¯1, γ¯2, γ¯3.
It follows from (3.55) that no γ¯∆ terms occur in any equation.
Concerning the coefficients β¯, by Lemma 3.2 the linear ones are
β¯21,j = (n+ 2)L
jCj+1;0,0, β¯
3
1,j =
3
4
(n+ 4)(n+ 2)L2jC2j+1;0,0, (3.60)
β¯32,j =
3
2
(n+ 4)LjCj+1;0,0. (3.61)
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For the quadratic coefficients, we extend (3.15) by defining, for integers j ≥ 0 and k ≥ 1,
wj =
j∑
k=1
Ck, w
(k)
j =
∑
x∈Zd
wkj;0x, w
(k,∗∗)
j =
∑
x∈Zd
x21w
k
j;0x. (3.62)
Bounds on these quantities are given in Lemma A.2. Two marginal coefficients play a specific role,
which can be computed directly (including the case n = 0) as
β¯333 = (18n+ 132)δ[w
(3)], β¯232 = (12n+ 48)δ[w
(3)], (3.63)
where we write in general δ[f ] = fj+1 − fj. For later use, we define p2 as the ratio
p2 =
β¯232
β¯333
=
2(n+ 4)
3n+ 22
. (3.64)
By Proposition 3.5, δ[w(3)] is bounded, but in fact this results from a difference of unbounded
terms. Although we do not need it, explicit computation also gives
β¯221 = (2n+ 4)δ[w
(3)], β¯33∆ = −
9
4
(n+ 2)(n+ 4)δ[(w5)(∗∗)] + bounded. (3.65)
Proof of Lemma 3.4. For notational simplicity, suppose that the number of field components is
n = 1. Recall from (3.43) that κˆpqi = L
j(−3−[i]+[p]+[q])κpqi , where κ
pq
i is the coefficient appearing in
Q(Mpx ,M
q(Λ)) =
∑
y
1
2
LocxF (M
p
x ,M
q
y ) =
∑
i∈D
κpqi M
i
x. (3.66)
Proof of (3.52). Suppose first that p, q ∈ {1, 2, 3} and that p+ q− i < 3. By the formula for F in
(3.14), there are cp,q,k such that
LocxF (ϕ
2p
x , ϕ
2q
y ) =
2p∧2q∑
k=1
cp,q,kw
k
xyLocxϕ
2p−k
x ϕ
2q−k
y . (3.67)
By Example 3.1, if p+ q − k ≥ 2 then
Locxϕ
2p−k
x ϕ
2q−k
y = 1p+q−k≤3 ϕ
2(p+q−k)
x , (3.68)
and hence, for i = p+ q − k (which entails k < 3 by hypothesis),
κˆpqi ∝ Lj(−3−i+p+q)w(k)j = O(1), (3.69)
since w
(k)
j ≤ O(Lj(3−k)) by Lemma A.2. If instead p+ q − k = 1 then it follows from Example 3.1
that
Locx
∑
y
ϕ2p−kx w
k
xyϕ
2q−k
y = ϕ
2
xw
(k) + 12q−k>0ϕ
2
∆,xw
(k,∗∗), (3.70)
where ϕ2∆,x represents a linear combination of τ∆,x and τ∇∇,x. The first term in (3.70) yields κˆ
pq
1 ,
which is O(1) as in (3.69).
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Proof of (3.54). The second term in (3.70) gives rise to κˆpq∆ and κˆ
pq
∇∇, and the relation p+q = k+1
implies that k < 5 if we exclude (p, q) = (3, 3). Therefore, by Example 3.1 and by Lemma A.2,
these contributions are bounded above by
Lj(−3−3+p+q)O(Lj(5−k)) = Lj(k−5)O(Lj(5−k)) = O(1), (3.71)
which proves (3.54). (In (3.70), the marginal term w(5,∗∗) arises for κˆ33∆ .)
Proof of (3.53). The coefficient κˆ131 violates the assumption p+ q − i < 3 of (3.52). However, this
coefficient is zero because F (ϕ2x, ϕ
6
y) and F (ϕ
6
x, ϕ
2
y) contribute no ϕ
2 term because the maximal
number of field derivatives in (3.14) is two on each factor, and this leaves ϕ4, not ϕ2.
Proof of (3.55). There are three cases: F (τ∆, τ∆), F (τ∆, ϕ
2q), and F (ϕ2p, τ∆). For the first,
Locx
∑
y
F (∆ϕ2x,∆ϕ
2
y) = Locx
∑
y
∆x∆yF (ϕ
2
x, ϕ
2
y)
=
∑
y
∆x∆yLocx
(
c1ϕxwxyϕy + c2w
2
xy
)
= ∆x
∑
y
∆ywxy(c1ϕ
2
x + c
′
1(y − x)2ϕ2∆,x) + ∆x
∑
y
∆yc2w
2
xy
= 0, (3.72)
with the last equality a consequence of summation by parts. For the second case,
Locx
∑
y
F (∆xϕ
2
x, ϕ
2q
y ) = Locx
∑
y
∆xF (ϕ
2
x, ϕ
2q
y )
=
∑
y
∆xLocx
(
c1ϕxwxyϕ
2q−1
y + c2w
2
xyϕ
2q−2
y
)
. (3.73)
If q = 3 then Locx simply replaces y by x and the result is zero because
∑
y∆xw
m
xy =
∑
y∆yw
m
xy = 0.
If q = 2 then Locx replaces ϕ
3
y by ϕ
3
x in the first term, and replaces ϕ
2
y by by ϕ
2
x + (y − x)2∆ϕ2x in
the second term. The overall result is again zero. If q = 1 then the w2 term vanishes due to the
Laplacian, and the other term becomes ϕ2x(∆w)
(1)+ϕ2∆(∆w)
(1,∗∗). The first of these terms is zero,
and the second yields a coefficient κˆ∆,2∆ which by Lemma A.2 is at most
L−j(3+3−3−1)(∆w)(1,∗∗) = L−j(3+3−3−1)O(Lj2) = O(1). (3.74)
Finally, for the third case,
Locx
∑
y
F (ϕ2px ,∆ϕ
2
y) =
∑
y
∆yLocx
(
c1ϕ
2p−1
x wxyϕy + c2ϕ
2p−2
x w
2
xy
)
. (3.75)
The last term vanishes due to the Laplacian. For p ≥ 2 the effect of Locx on the first term is the
replacement of ϕy by ϕx and the result vanishes due to the Laplacian. For p = 1 the first term is∑
y
∆ywxy(c1ϕ
2
x + c
′
1(y − x)2ϕ2∆) (3.76)
and again this vanishes by summation by parts.
22
4 Analysis of the RG flow
In this section, we analyse the RG flow in preparation for the proof of Theorems 1.1–1.2. The bulk
flow is discussed in Section 4.1, and the observable flow in Section 4.2.
4.1 Analysis of bulk flow
In this section, we analyse the approximate flow of Proposition 3.5, modified by inclusion of
remainder terms produced by Theorem 2.1. We write the variables in the modified approximate
flow as µ rather than γ¯. By Proposition 3.5, (3.64) and Theorem 2.1, the modified approximate
flow is
µ3,+ = µ3 − β¯333 µ23 + e3, (4.1)
µ∆,+ = µ∆ − β¯33∆ µ23 + e∆, (4.2)
µ2,+ = L
(
µ2(1− p2β¯333 µ3) + β¯32µ3 − β¯332 µ23
)
+ e2, (4.3)
µ1,+ = L
2 (µ1 − ρ1) , (4.4)
with
ρ1 = −β¯21µ2 − β¯31µ3 + β¯221 µ22 + β¯231 µ2µ3 + β¯331 µ23 − e1, (4.5)
with all coefficients β¯ = O(ϑ), and with e∗ = O(ϑµ
3
3). The approximate flow is the special case
with e∗ = 0.
A solution to the µ3 flow is given in [8, Section 6.1.1], which in our present setting yields the
statements in the following proposition. Recall from (3.63) that β¯333 = bδ[w
(3)] with b = 18n+132.
The L-dependent constant λ3 in Proposition 4.1(i) arises in Lemma A.3.
Proposition 4.1. Let m2 ∈ [0, δ) and µ3,0 ∈ (0, δ).
(i) If m2 = 0 then µ3,j(0) ∼ 1/(bλ3j) → 0 as j → ∞. For m2 > 0, the limit µ3,∞(m2) =
limj→∞ µ3,j(m
2) > 0 exists, is continuous in m2, and obeys µ3,∞(m
2) ∼ 1/(bw(3)∞ (m2)) as m2 ↓ 0.
(ii) The sequence µ3,j obeys µ3,j = O(µ3,0), µ3,j+1 = µ3,j(1+O(µ3,0)), ϑj(m
2)µ3,j(m
2) ≤ O(µ3,j(0)),
and
∞∑
l=j
ϑlµ
p
3,l ≤ O(ϑjµp−13,j ) (p > 1). (4.6)
Lemma 4.2. If |fj| ≤ O(A−j) for some A > 1, and if p > 0, then
∞∑
j=0
fjµ
p
3,j = µ
p
3,0
∞∑
j=0
fj +O(µ
p+1
3,0 ). (4.7)
Proof. We apply [5, (8.21)] with ψ(t) = ptp−1, and then use (4.6) and the fact that β333,l = O(ϑl)
by Proposition 3.5, to obtain
µp3,0 − µp3,j = p
j−1∑
l=0
(β333,lµ
2
3,l − e3,l)µp−13,l +O(µp+13,0 )
= p
j−1∑
l=0
β333,lµ
p+1
3,l +O(µ
p+1
3,0 ). (4.8)
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Therefore, after interchanging sums and using µ3,l = O(µ3,0), we obtain
∞∑
j=0
fj(µ
p
3,0 − µp3,j) =
∞∑
l=0
β333,lµ
p+1
3,l O(fl) +O(µ
p+1
3,0 ) = O(µ
p+1
3,0 ), (4.9)
as required.
The other three equations can be solved backwards with zero final condition. For µ∆, this gives
µ∆,j =
∞∑
l=j
(β¯33∆,lµ
2
3,l − e∆,l), (4.10)
which converges by (4.6). For µ2, we write the equation backwards and solve with zero final
condition to get
µ2,j =
∞∑
l=j
L−(l−j)π−1j,l (−β¯32,lµ3,l + β¯332,lµ23,l − e2,l) (4.11)
with
πi,j =
j∏
k=i
(1− p2β¯333,kµ3,k). (4.12)
By [8, Lemma 6.1.6],
πi,j =
(
µ3,j+1
µ3,i
)p2
(ci +O(ϑjµ3,j)) with ci = 1 +O(ϑiµ3,i). (4.13)
Finally,
µ1,j =
∞∑
l=j
L−2(l−j)ρ1,l. (4.14)
The powers of L give exponential convergence of the sums in (4.11) and (4.14).
4.2 Analysis of observable flow
The bulk flow has been constructed above, with the critical initial conditions given by Theorem 2.1.
We now construct the observable flow in terms of the bulk flow.
4.2.1 Flow of λ
The perturbative flow of λ is as in [33, Proposition 3.2] (or [6, (3.34)] for n = 0). Namely, for
x = x, y,
λx,pt =
{
(1− δ[νw(1)])λx (j + 1 < jxy)
λ (j + 1 ≥ jxy).
(4.15)
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Here j refers to the scale of the input V , w(1) is given by (3.62) and is O(L2j) by Lemma A.2, and
δj [νw
(1)] = ν+j w
(1)
j+1 − νjw(1)j (4.16)
with ν+j defined to be the first order part of (4.3), namely
ν+j = νj + β¯
2
1,jL
−jgj + β¯
3
1,jL
−2jaj . (4.17)
Here ν+j contains an a-dependent term which is absent absent in [6, (3.24)] where there was no
|ϕ|6 term.
Note that the perturbative flow of λ stops one scale prior to the coalescence scale. Since x, y
are points in the torus ΛN , we always have N ≥ jxy, so the perturbative flow stops before reaching
scale N . By Theorem 2.2, the nonperturbative flow also stops prior to the coalescence scale and
is given by
λx,j+1 = (1− δj[νw(1)])λx,j +Rλxj+1 (j + 1 < jxy), (4.18)
with, for some M =M(L),
|Rλxj+1| ≤Mϑja2j1j+1<jxy . (4.19)
Let
fj = 1− δj [νw(1)], Πj =
j∏
k=0
fk. (4.20)
Lemma 4.3. There exists α = 1 +O(a0), independent of j, such that
Πj = α(1 +O(ϑjaj)). (4.21)
Proof. Let δj = δj [νw
(1)], δ′j = νj+1w
(1)
j+1− νjw(1)j , and ∆j = (δ′j − δj)(1− δ′j)−1. Then δ′j = O(ϑjaj)
by estimating term by term using νj = O(L
−2jϑjaj) and w
(1)
j = O(L
2j) by Theorem 2.1 and
Lemma A.2. Also, ∆j = O(ϑja
2
j) because δ
′
j − δj = (νj+1 − ν+j )w(1)j+1 and there is a cancellation of
all first order terms in νj+1 − ν+j .
By definition,
Πj =
j∏
k=0
(1− δ′k)
j∏
i=0
(1 + ∆i) = exp
[
j∑
k=0
log(1− δ′k)
]
exp
[
j∑
i=0
log(1 + ∆i)
]
. (4.22)
We use a telescoping sum to see that
j∑
k=0
log(1− δ′k) = −νj+1w(1)j+1 +
j∑
k=0
[log(1− δ′k) + δ′k]. (4.23)
The sum on the right-hand side has terms O(ϑka
2
k) so it is summable by (4.6), the infinite sum is
a constant c = 1 +O(a0), and the sum over k > j is O(ϑjaj). Thus, with α = e
c, we have
Πj = e
−νj+1w
(1)
j+1αeO(ϑjaj), (4.24)
which has the desired form since νj+1w
(1)
j+1 = O(ϑjaj).
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We define λ∗
x,j to be the sequence λx,j when λx,0 = 1, λy,0 = 0 and jxy = ∞. As in [4, 33], the
sequence λx,j with λx,0 = λy,0 = 1 is equal to λ
∗
x,j until the coalescence scale.
Proposition 4.4. For N ∈ N and j ≤ N , λ∗
x,j is continuous in (m
2, a0) ∈ [0, δ)2 and
λ∗
x,j = 1 +O(ϑjaj), (4.25)
and similarly for λ∗
y,j. In particular, λx,jxy = 1 +O(ϑjxyajxy) for x = x, y.
Proof. We first use induction on j to prove that
λ∗x,j+1 = Πj
(
1 +
j∑
k=0
ek
)
, |ek| ≤ 2Mϑka2k (j + 1 ≤ N). (4.26)
If (4.26) holds for j (it clearly holds for j = 0), then, by (4.18),
λ∗x,j+1 = (1− δj)Πj−1
(
1 +
j∑
k=0
ek
)
(4.27)
with ej = Π
−1
j R
λx
j+1. This completes the induction, since by (4.19) and Lemma 4.3,
|ej | ≤ 2|Rλxj+1| ≤ 2Mϑja2j . (4.28)
By (2.25),
χˆN =
1
m2
∂σxDZN(0; 1ˆ)
Z∅N(0)
. (4.29)
As in the proof of Corollary 2.3, limN→∞ Z
∅
N(0) = 1. The σx term in e
−VN (ϕ) is simply λ∗
x,Nσx(1ˆ ·ϕ),
so its double derivative (with respect to σx and with respect to ϕ in the direction 1ˆ) is λ
∗
x,N . Since
∂σxDZN = ∂σxDIN + ∂σxDKN , we can use Theorem 2.2 to take the limit N →∞ and obtain
χˆ = m−2λ∗
x,∞. (4.30)
Thus, from (2.53) we conclude that λ∗
x,∞ = 1. By (4.26), Lemma 4.3, and (4.6), this implies that
λ∗x,j+1 − 1 = α(1 +O(ϑjaj))
(
1 +
j∑
k=0
ek
)
− α
(
1 +
∞∑
k=0
ek
)
= −α
∞∑
k=j+1
ek +O(ϑjaj) = O(ϑjaj). (4.31)
The remaining item is the continuity. The continuity can be concluded along the lines of the
corresponding argument in the proof of [4, Proposition 4.3], and we omit the details.
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4.2.2 Flow of q
The perturbative flow of q is exactly as in [33, Proposition 3.2] (or [6, (3.35)] for n = 0), namely,
for x = x, y,
qx,pt = qx + λxλy Cj+1;x,y, (4.32)
with j the scale of the input V . Since Cj+1;a,b = 0 when j + 1 ≤ jxy, for j ≤ jxy we have qpt = 0 if
q = 0. Thus, while the perturbative flow of λ stops at the coalescence scale, the flow of q only starts
at the coalescence scale. By Theorem 2.2, the nonperturbative flow also starts at the coalescence
scale, and
qx,j+1 = qx,j + λx,jxyλy,jxy Cj+1;x,y +R
qx
j+1 (j + 1 ≥ jxy), (4.33)
with
|Rqxj+1| ≤ 1j+1≥jxy |x− y|−14−(j−jxy)O(ϑjaj). (4.34)
Proposition 4.5. Let λx,0 = λy,0 = 1. For (m
2, a0) ∈ [0, δ)2 and x = x, y, the limit
qx,∞(m
2, a0) = lim
N→∞
qx,N(m
2, a0), (4.35)
exists, is continuous, and, as |x− y| → ∞,
qx,∞(0, a0) = (−∆−1Z3 )x,y
(
1 +O
(
1
log |x− y|
))
. (4.36)
Proof. For N ∈ N and (m2, g0) ∈ [L−2(N−1), δ)× (0, δ), the solution of the recursion (4.33) is
qx,N = λx,jxyλy,jxywN ;x,y +
N−1∑
i=jxy
Rqxi+1. (4.37)
The limit N →∞ exists, and by Proposition 4.4, (4.34), and Proposition 4.1,
qx,∞(m
2, a0) = λx,jxyλy,jxyCx,y(m
2) +
∞∑
i=jxy
Rqxi+1
= (1 +O(ϑjxyajxy))Cx,y(m
2) + |x− y|−1O(ϑjxyajxy)
= (1 +O(j−1
xy
))Cx,y(m
2) + |x− y|−1O(j−1
xy
). (4.38)
The continuity is a consequence of the continuity of Cx,y, λx,xy and R
qx , and the estimate (4.36)
follows from jxy ≍L log |x− y| and the fact that Cx,y(0) = (−∆Z3)−1x,y .
27
5 Proof of Theorems 1.1–1.2
5.1 Proof of Theorem 1.1
Fix (m2, a) ∈ (0, δ). Let (a0, g0, ν0, z0) be given by the continuous functions (a∗0, g∗0, ν∗0 , z∗0) of
Proposition 2.4; we record this with notational stars in the following. By (2.24), and since WN
has no σxσy term by [13, Proposition 4.10],
GN ;x,y(a, g
∗, ν∗;n) = (1 + z∗0)∂
2
σxσy logZ
∗
N(0)
= (1 + z∗0)∂
2
σxσy log
(
e
1
2
(q∗
x,N
+q∗
y,N
)σxσy(1 +W ∗N(0)) +K
∗
N(0)
)
= (1 + z∗0)
(
1
2
(q∗
x,N + q
∗
y,N) + ∂
2
σxσy log(1 +K
∗
N(0))
)
. (5.1)
By Proposition 4.5 and Theorem 2.2, the N →∞ limit of the right-hand side exists and is
Gx,y(a, g
∗, ν∗;n) = (1 + z∗0)
1
2
(q∗
x,∞ + q
∗
y,∞). (5.2)
Since z∗0 and q
∗
x,∞ are continuous as m
2 ↓ 0, from (4.36) we obtain
Gx,y(a, g
∗(0, a), ν∗(0, a);n) = (1 + z∗0(0, a))
1
2
(qx,∞(0, a
∗
0(0, a)) + qy,∞(0, a
∗
0(0, a)))
= (1 + z∗0(0, a))(−∆−1Z3 )x,y
(
1 +O
(
1
log |x− y|
))
. (5.3)
This proves (1.17) with Aa,n = (1+ z
∗(0, a))(4π)−1, since (−∆Z3)−1x,y = 14π |x− y|−1(1+O(|x− y|−2))
(see, e.g., [26], the constant (4π)−1 is for our definition of the Laplacian). The tricritical point
is (g∗(0, a), ν∗(0, a)), and the continuous curve in Theorem 1.1 is the curve (g∗(m2, a), ν∗(m2, a))
parametrised by m2.
5.2 Proof of Theorem 1.2
Throughout this section we take m2 = 0, and we write ≃ for equality up to an additive term that
is O(µ23,0).
It suffices to prove that
µ2,0 ≃ −3
2
(n+ 4)C0,0µ3,0, (5.4)
µ1,0 ≃ 3
4
(n+ 4)(n+ 2)C20,0µ3,0. (5.5)
The proof is similar to the analysis in [5, Section 8.5]. Our starting point is the equations
µ2,j = −
∞∑
l=j
L−(l−j)π−1j,l (β¯
3
2,lµ3,l +O(ϑlµ
2
3,l)), (5.6)
µ1,0 = −
∞∑
l=0
L−2l(β¯21,lµ2 + β¯
3
1,lµ3 +O(ϑlµ
2
3,l)), (5.7)
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which are consequences of (4.11) and (4.14). Here,
π−1j,l =
(
µ3,j
µ3,l+1
)p2
(c−1j +O(ϑlµ3,l)) with c
−1
j = 1 +O(ϑjµ3,j), (5.8)
and
L−2lβ¯21,l = b
2
1Cl+1, L
−2lβ¯31,l = b
3
1C
2
l+1, L
−lβ¯32,l = b
3
2Cl+1 (5.9)
with Cl+1 = Cl+1;0,0 and
b21 = (n + 2), b
3
1 =
3
4
(n + 4)(n+ 2), b32 =
3
2
(n+ 4). (5.10)
Note that b21b
3
2 = 2b
3
1.
Proof of Theorem 1.2. By (5.6), (4.13), and Lemma 4.2,
µ2,0 ≃ −b32
∞∑
j=0
π−10,jCj+1µ3,j
= −b32(1 +O(µ3,0))µp23,0
∞∑
j=0
Cj+1µ
1−p2
3,j ≃ −b32µ3,0C0,0, (5.11)
which proves (5.4). Similarly, by (5.6)–(5.7) (we use b21b
3
2 = 2b
3
1 to obtain the third line),
µ1,0 ≃ −b21
∞∑
j=0
Cj+1µ2,j − b31
∞∑
j=0
C2j+1µ3,j
≃ b21b32
∞∑
j=0
Cj+1
∞∑
l=j
π−1l,j Cl+1µ3,l − b31
∞∑
j=0
C2j+1µ3,j
≃ b31
(
∞∑
j=0
2Cj+1
∞∑
l=j+1
π−1l,j Cl+1µ3,l +
∞∑
j=0
C2j+1µ3,j
)
= b31
∞∑
l=0
(
2Cl+1
l−1∑
j=0
π−1j,l Cj+1 + C
2
l+1
)
µ3,l. (5.12)
By Lemma 4.2,
∞∑
l=0
C2l+1µ3,l ≃ µ3,0
∞∑
l=0
C2l+1. (5.13)
Also,
2
∞∑
l=0
Cl+1
l−1∑
j=0
π−1j,l Cj+1µ3,l = (2 +O(µ3,0))
∞∑
l=0
Cl+1µ
p2
3,j
l−1∑
j=0
Cj+1µ
1−p2
3,l
= (2 +O(µ3,0))
∞∑
l=0
Cl+1µ
p2
3,j
(
l−1∑
j=0
Cj+1µ
1−p2
3,0 +O(µ
2−p2
3,0 )
)
≃ 2µ3,0
∞∑
l=0
Cl+1
l−1∑
j=0
Cj+1 = µ3,0
(
C20,0 −
∞∑
l=0
C2l+1
)
. (5.14)
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Therefore, there is a cancellation and
µ1,0 ≃ b31C20,0µ3,0, (5.15)
which is (5.5). This completes the proof.
A Covariance decomposition
Finite-range covariance decompositions of the type we use were developed in [10], and a different
perspective was given in [2] which we follow here. The following lemma is a restatement of [6,
Proposition 6.1]. The Cj are positive-definite on Z
d, as discussed below [29, (1.7)]. This does
not immediately imply that they are positive-definite on the torus, but they are at least positive
semi-definite and this is sufficient for our needs.
Let ∇xk denote the finite-difference operator ∇xkf(x, y) = f(x+ek, y)−f(x, y), where ek is one
of the 2d (positive or negative) unit vectors on Zd. We write ∇αx = ∇α1x1 · · ·∇αdxd for a multi-index
α = (α1, . . . , αd) ∈ Nd0.
Proposition A.1. Let d > 2, L ≥ 2, j ≥ 1, m2 ∈ [0, 1]. There exist positive-definite covariances
Cj on Z
d such that (−∆+m2)−1 =∑∞j=1Cj, and the following hold.
(i) For multi-indices α, β with ℓ1 norms |α|1, |β|1 at most some fixed value p, and for any q > 0,
|∇αx∇βyCj;x,y| ≤ c(1 +m2L2(j−1))−qL−(j−1)(d−2+(|α|1+|β|1)), (A.1)
where c = c(p, q) is independent of m2, j, L. If m2L2(N−1) ≥ ε for some ε > 0, then the same
bound holds for CN,N with c depending on ε but independent of N .
(ii) The Cj have the finite-range property Cj;x,y = 0 if |x− y| ≥ 12Lj.
(iii) Let m2 = 0. There exists a smooth function c0 : R
d → R with compact support such that, as
j →∞,
Cj;x,y = L
−(d−2)jc0(L
−j(x− y)) +O(L−(d−1)(j−1)) for m2 = 0. (A.2)
The next lemma concerns the quantities defined in (3.62). Recall that the mass scale jm is the
largest integer j such that mLj ≤ 1, with j0 =∞.
Lemma A.2. For d = 3, j ≥ 1, and m2 ∈ [0, 1],
w
(k)
j = OL(L
(3−k)(j∧jm)) (k < 3), (A.3)
w
(k,∗∗)
j = OL(L
(5−k)(j∧jm)) (k < 5), (A.4)
(∆wj)
(k,∗∗) = OL(L
(3−k)(j∧jm)) (k < 3). (A.5)
Proof. The factor involving the mass in (A.1) obeys (1+m2L2(j−1))−q ≤ OL(L−q(j−jm)+), so Cj;0,x =
O(L−jL−q(j−jm)+). For k = 1, with the finite-range property we obtain
w
(1)
j =
∑
1≤i≤j
∑
x
Ci;0,x ≤
∑
1≤i≤j
L3iL−iOL(L
−q(i−jm)+) ≤ OL(L2(j∧jm)), (A.6)
30
and, for k = 2,
w
(2)
j ≤ 2
∑
1≤i≤l≤j
∑
x
Ci;0,xCl;0,x ≤
∑
1≤i≤l≤j
L3iL−iL−q(i−jm)+L−lOL(L
−q(l−jm)+)
≤
∑
1≤i≤j
L2iL−q(i−jm)+L−iOL(L
−q(i−jm)+) ≤ OL(L(j∧jm)). (A.7)
The proof for (∆wj)
(k,∗∗) is the same because
∑
xCi;0,x and
∑
x x
2
1∆Ci;0,x obey the same bounds
L3iL−i = L2i and L3iL2iL−3i = L2i (with the same enhanced decay beyond the mass scale).
The proof for w
(k,∗∗)
j is almost the same for k = 1, 2 as it is for w
(n)
j : we simply replace the
L3iL−i bound on
∑
xCi;0,x by a bound with an additional factor L
2i. For k = 3, 4 it is similar.
With further effort, the constant λ3 in Lemma A.3 could be computed as an explicit universal
constant times logL, as in [6, Lemma 6.3(a)].
Lemma A.3. Let d = 3 and m2 = 0. There is an L-dependent constant λ3 such that
lim
j→∞
(w
(3)
j+1 − w(3)j ) = λ3. (A.8)
Proof. The proof is similar to the proof of [6, Lemma 6.3(a)] for w(2) when d = 4, so we only give
a sketch. Constants in error estimates may depend on L here, and we abbreviate subscripts 0, x
by x alone. Sums are over x ∈ Z3 and integrals are over R3.
Since wj+1 = wj + Cj+1, we have
w
(3)
j+1 − w(3)j =
∑
x
(
C3j+1;x + 3C
2
j+1;xwj;x + 3Cj+1;xw
2
j;x
)
=
∑
x
C3j+1;x + 3
j∑
k=1
∑
x
C2j+1;xCk;x + 3
j∑
k,l=1
∑
x
Cj+1;xCk;xCl;x. (A.9)
We use (A.2) to write Ci;x = ci(x) + ei(x) with ci(x) = L
−ic0(L
−ix) and ei(x) = O(L
−2i). By
Riemann summation,∑
x
ck(x)ck+s(x)ck+t(x) = L
−3k
∑
x
c0(L
−kx)cs(L
−kx)ct(L
−kx)
=
∫
c0(x)cs(x)ct(x)dx+O(L
−k−s−t), (A.10)
where the error term is a bound on L−k‖c0csct‖∞. This permits the sums over x in (A.9) to be
approximated by integrals, and the sums of those integrals over scales produce the constant λ3.
For example, the first term on the right-hand side of (A.9) is∑
x
C3j+1;x =
∑
x
cj+1(x)
3 +
∑
x
ej+1(x)
(
3c2j+1(x) + 3cj+1(x)ej+1(x) + e
2
j+1(x)
)
. (A.11)
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The first term is equal to
∫
c30 plus an error of order L
−j , and the remaining sum is smaller by L−j
because there is at least one ej+1 factor. Similarly, the middle term in (A.9) is handled by
j∑
k=1
∑
x
C2j+1;xCk;x =
j∑
l=1
∫
c2l c0 +O(L
−j), (A.12)
together with the fact that the series
∑∞
l=1
∫
c2l c0 converges since its terms are O(L
−2l). The last
term in (A.9) can be handled similarly.
B Existence of a global RG flow
We discuss the minor changes to the analysis of [4,7,13,14] that lead to a proof of Theorems 2.1–2.2.
B.1 Parameters
Several parameters require natural adjustments to take into account the change from |ϕ|4 and
d = 4 to |ϕ|6 and d = 3.
B.1.1 Norm parameters
The space K is as in [33, Definition 4.5] with h = 1ˆ, and CK is its restriction to connected polymers.
We modify the definition of the W-norm on CK, with the following revised parameters compared
to [14, Section 1.7]. We fix a sequence a˜j such that
1
2
a˜j+1 ≤ a˜j ≤ 2a˜j+1. (B.1)
Specifically, given m˜2 ≥ 0, we use the sequence
a˜j(m˜
2, a˜0) = a¯j(0, a˜0)1j≤jm˜ + a¯jm˜(0, a˜0)1j>jm˜, (B.2)
where jm is the mass scale, and a¯ is the sequence µ3 of (4.1) with remainder e3 = 0 and initial
condition a¯0 = a˜0. The norm depends on m˜
2, which is a replacement for m2 to avoid dependence
of the norm on m2; see the discussion above [14, Theorem 1.13].
Given a (large) L-dependent constant ℓ0 and a (small) L-independent constant k0, we set
hj =
{
ℓ0L
−j/2 (h = ℓ)
k0a˜
−1/6
j L
−dj/6 (h = h),
(B.3)
hσ,j = ℓ
−1
j∧jxy2
(j−jxy)+ ×
{
a˜j (h = ℓ)
a˜
1/6
j (h = h).
(B.4)
With ϑ˜j = 2
−(j−jm˜)+ , we define
ǫ¯j =
{
ϑ˜j a˜j (h = ℓ)
ϑ˜j a˜
1/6
j (h = h),
(B.5)
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and set
ωj =
ǫ¯j(ℓ)
ǫ¯j(h)
= a˜
5/6
j . (B.6)
With the above parameters, exactly as in [14, Section 1.7] we define a norm on CKj by
‖K‖Wj = max
{
‖K‖Fj(G), ω3j‖K‖Fj(G˜)
}
. (B.7)
In [14, (1.44)] for d = 4, (B.6) was instead ωj = g˜
3/4
j so ω
3
j = g˜
9/4
j = O(ℓj/hj)
9 and ω3j (g˜
1/4
j )
3 = g˜3j .
This determined that we needed pN ≥ 9 + 1 = 10 derivatives of the field (see [14, Lemma 2.4]).
Now, instead, we have ω3j of order (ℓj/hj)
15, and we can choose any pN ≥ 16.
Also, a scale-dependent norm on U ≃ C10 is defined by
‖U‖U = max{|a|, |z|, |y|, |g|Lj, |ν|L2j , |u|L3j, ℓjℓσ,j|λx|, ℓjℓσ,j |λy|, ℓ2σ,j|qx|, ℓ2σ,j |qy|}, (B.8)
with ℓj and ℓσ,j as in (B.3)–(B.4). The RG domain for V now becomes, with CD a (large) universal
constant,
Dj = {(a, g, ν, z, λa, λb) ∈ C6 : Re a > C−1D a˜, |Im a| <
1
10
CDa˜,
Lj |g|, L2j|ν|, |z| ≤ CDa˜, |λa|, |λb| ≤ CD}.
(B.9)
The stability domains [13, (1.85)–(1.86)] are replaced now, given α, α′, α′′L > 0, by
D¯j(ℓ) = {V : |Im a| < 15Re a, ǫV,j(ℓj) ≤ α′′La˜}, (B.10)
D¯j(h) = {V : |Im a˜| < 15Re a˜, α ≤ ǫaτ3,j(hj), ǫV,j(hj) ≤ α′}. (B.11)
B.1.2 Small parameters ǫV and ǫ¯
The small parameter ǫV , defined in [13, (1.80)] as a sum of T0-seminorms of monomials, requires
modification in our present setting. The parameters h and hσ have been chosen precisely to make
this modification insignificant. We illustrate this here for the monomials aτ 3, gτ 2, and ντ :
Ldj
(‖aτ 3‖T0(h) + ‖gτ 2‖T0(h) + ‖ντ‖T0(h)) ≍
{
|a|ℓ60 + Lj |g|ℓ40 + L2j |ν|ℓ20 (h = ℓ)
k60 + L
j |g|a−4/6k40 + L2j |ν|a−2/6k20 (h = h).
(B.12)
For V ∈ Dj , the right-hand side is bounded by an L-dependent multiple of a˜ when h = ℓ, and by
an L-independent multiple of k0 when h = h.
Our choice of the small parameter ǫ¯ in (B.5) is made to dominate the norm of δV as in [13,
Lemma 3.4]. By following the proof of [13, Lemma 3.4], for V ∈ D¯ we again get, as required,
‖δV (b)‖T0(h⊔ℓ) ≤ ‖θV (b)− V (b)‖T0(h⊔ℓ) + ‖V (b)− Vpt(b)‖T0(h⊔ℓ)
≤ ℓˆ
h
OL(ǫV ) ≤ OL(ǫ¯). (B.13)
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B.1.3 Localisation parameters
By definition, the operator LocX acts term by term in the direct sum decomposition (2.26), with
an action that depends on the number of σ factors (as well as on the scale when there is just one
σ). As discussed in detail in [12], the definitions require: (i) specification of the field dimensions,
(ii) choice of a maximal monomial dimension d+(α) for each α ∈ {∅, x, y, xy}, and (iii) choice of
covariant field polynomials Pˆ . Item (iii) is done exactly as in [12, (1.19)] and plays a minor role.
The field dimension is always d−2
2
= 1
2
in this paper. For (ii), we make the following choices. For
α = ∅, we set d+(∅) = d = 3. For α = xy, we set d+(xy) = 0. For α = x and α = y, we make
the scale dependent choice d
(j)
+ (x) = d
(j)
+ (y) =
1
2
1j<jxy , where jxy is the coalescence scale. This is as
in [4, 33], after taking into account that the field dimension here is 1
2
rather than 1.
B.2 Stability
The delicate stability estimate is [13, Proposition 5.1(ii)], which shows how the |ϕ|4 term in e−V
provides integrability for d = 4. The next proposition adapts its essential part to our present
setting, in which the |ϕ|6 term stabilises the integral for d = 3. Only minor modifications to
the proof of [13, Proposition 5.1(ii)] are needed. In addition to the Tϕ-seminorm, the statement
involves the same Φ and Φ˜ norms used in [13].
Proposition B.1. Let q ≥ 0, B ∈ Bj, V ∈ U . Suppose that |Im a| ≤ 12Re a and ǫV ≤ Cǫaτ3 . Then
‖e−V (B)‖Tϕ ≤ eO(1+q
3)ǫV e
−qǫ
aτ3‖ϕ‖
2
Φ(B)e
O(q)ǫV ‖ϕ‖2
Φ˜(B). (B.14)
Proof. For notational simplicity, we present the proof for the case n ≥ 1; a minor adaptation
applies for n = 0. Constants in this proof can depend on n.
We isolate the |ϕ|6 term in V as V = 1
8
a|ϕ|6+Q. By the product property of the Tϕ-seminorm,
‖e−V (b)‖Tϕ ≤ e‖Q(b)‖Tϕ
∏
x∈B
‖e− 18aϕ6x‖Tϕ . (B.15)
Let α = 1
8
Re a, so 1
8
|a| ≤ 3
2
α by hypothesis. Let tx = |ϕx|/h, H = (h, . . . , h), and P (t) = (t+
√
n)2.
As in the proof of [11, Proposition 3.9],
‖|ϕx|2‖Tϕ = |ϕx +H|2 ≤ h2P (tx) (B.16)
and
‖e− 18aϕ6x‖Tϕ ≤ e−2α|ϕx|
6
e
3
2
αh6P (tx)3 = eαh
6[−2t6x+
3
2
P (tx)3]. (B.17)
Given any q1 ≥ 0, we can estimate the exponent on the right-hand side to obtain
‖e− 18aϕ6x‖Tϕ ≤ eαh
6[q2−q1(t2x+t
4
x)] (B.18)
for some q2 = O(1 + q
3
1). We define ‖ϕ‖pLp = L−dj
∑
x∈B(|ϕx|/h)p. Then, since ǫaτ3 = 18 |a|h6Ldj ≤
3
2
αh6Ldj , ∏
x∈B
‖e− 18aϕ6x‖Tϕ ≤ e(O(1+q
3
1)−
2
3
q1(‖ϕ‖2
L2
+‖ϕ‖4
L4
))ǫ
aτ3 . (B.19)
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Since for some c > 0 we have
‖Q(b)‖Tϕ ≤ cǫV (‖ϕ‖4L4 + 1), (B.20)
and since ǫV ≤ Cǫaτ3 by hypothesis, it follows that
log ‖e−V (b)‖Tϕ ≤
[
O(1 + q31)−
2
3
q1‖ϕ‖2L2 −
2
3
q1‖ϕ‖4L4 + cC(‖ϕ‖4L4 + 1)
]
ǫaτ3 . (B.21)
Now we choose q1 =
3
2
(q + cC) to obtain
log ‖e−V (b)‖Tϕ ≤ O(1 + q3)ǫV − q‖ϕ‖2L2ǫaτ3 . (B.22)
Finally, as the proof of [13, Proposition 5.1(ii)] we use
‖ϕ‖2L2 ≥
1
2c22
‖ϕ‖2Φ(B) − ‖ϕ‖2Φ˜(B), (B.23)
and redefine q to complete the proof.
B.3 Proof of Theorems 2.1–2.2
The proof proceeds in three steps which exactly parallel the analysis for d = 4, as follows.
1. A single RG step. We estimate the map representing a single RG step using the results
of [14, Section 1.8]. The domain for V is given by (B.9), and g˜ in [14] becomes instead a˜.
2. Global bulk RG flow. The construction of the (m2, a0)-dependent critical initial condition
(gc0, ν
c
0, z
c
0) for the global bulk RG flow (without observables) in Theorem 2.1 is achieved
using an adaptation of [7, Theorem 1.4]. The adaptation of [7] is notational only, to take
into account that there now are two relevant variables g, ν rather than just ν.
3. Global observable flow. The bulk flow is independent of the flow of the observable coupling
constants (λ, q). Unlike the construction of the critical initial condition in Step 2, which
involves what is essentially a delicate implicit function theorem (couched in the context
of local existence theory for ODEs in [7]), the observable flow is simply solved forward
recursively from the initial condition. This requires a relatively straightforward induction
argument, which can be carried out just as in [4, Section 4] (or as in [33]). In Theorem 2.2, we
have isolated the estimates produced by the induction argument. The part of that argument
involving the coupling constants is given in Section 4.2 to illustrate the calculations that lead
to our main result.
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