ABSTRACT The extension of supervised extreme learning machine (ELM) to unsupervised one, which involves discriminative and manifold regularization, is increasingly gaining attention in hyperspectral image (HSI) clustering. This is due to the fact that HSI clustering problem requires a spectral-spatial feature extraction mechanism that must fully exploit local spectral-spatial contexts and global discriminative information to reduce the misclassification while improve the robustness in clustering procedural. In this paper, we propose a novel context-aware unsupervised discriminative ELM method for HSI clustering. The main novelty of the proposed method are twofold:1) a local spectral-spatial context integration and reshaping mechanism is incorporated into the hidden layer feature representation by using a context-aware propagation filtering procedure; and 2) both local manifold and global discriminative regularization are integrated into unsupervised ELM framework to learn an effective data representation. The most important advantage of the proposed method is that it efficiently exploits the spatial contextual information of HSI through a propagation filtering procedural; furthermore, the learned data representation can capture the intrinsic structure by exploiting the local manifold and global information by discriminative regularization. Experimental results show that the proposed algorithm obtains a competitive performance and outperforms other state of the art ELM-based methods and the other unsupervised methods.
I. INTRODUCTION
Hyperspectral images (HSIs) are widely used in mineral identification, environmental monitoring, military monitoring and other fields because of their high spectral correlation and rich spatial information [1] . Due to the difficulty of labeling a large number of training samples for the supervised classification of high-dimensional HSI data, clustering has been widely used in various applications and offers an unsupervised alternative. HSI clustering can be defined as the process of classifying pixels into corresponding sets which satisfy the requirement that the differences between sets are much greater than the differences within sets. Therefore, clustering is a very challenging task because of the large spectral variability and complex spatial structures present in HSIs.
To date, many different clustering methods for HSIs have been proposed, which can be divided into the following four categories: (1) biological clustering methods, such as unsupervised remote sensing image classification using an artificial immune network [2] and an artificial immune approach for unsupervised classification of remote sensing image data [3] ; (2) density based clustering, such as the densitybased spatial clustering of applications with noise(DBSCAN) method [4] and the EnDBSCAN (enhanced DBSCAN) method which can detect any embedded cluster structure over spatial domain [5] ; (3) centroid-based clustering, such as K-Means [6] , and Fuzzy C-means (FCM) [7] ; (4)spectralbased clustering methods [8] . For the density methods and the biological methods, since they do not always exactly fit the characteristics of the HSIs, the clustering results are not always satisfactory. For the widely used spectral clustering methods, the key issue is to construct an adjacent matrix which describes the memberships of the data points to obtain well clustering result. Typically, the Laplacian eigenvalue (LE) [9] and spectral clustering (SC) [10] both use spectral techniques by performing eigenvalue decomposition on the graph Laplacian and the normalized affinity matrix respectively, which can be used for embedding and clustering by mapping the original data into low-dimensional space in HSIs. However, the aforementioned methods ignore the local and global information in similarity measurement. Based on SC, the local spectral clustering based approaches, such as local subspace affinity [11] , locally linear manifold clustering [12] , and spectral local best-fit flats [13] , [14] , use the local information around each data point to establish the similarity measure between the pairs of points. On the contrary, the global spectral clustering-based approach, such as spectral curvature clustering [15] , try to build more accurate similarities between data points using global information. Unfortunately, most of the methods described earlier suffer from significant misclassification because of the non-uniform feature point distribution caused by the large spectral variability of HSIs [16] . Therewith, the sparse subspace clustering (SSC) algorithms [17] and low-rank subspace clustering (LRSC) algorithms [18] , [19] have been proposed to group data points into different subspaces by finding the sparsest or low-rank representation for each data point while only selecting the data points from its own subspace to represent itself.
The purpose of all the algorithms aforementioned is to learn an efficient data representation for hyperspectral data clustering, but they are faced with the problems of high computational complexity, long computation time and low accuracy in dealing with large-scale data. In order to solve these problems, some scholars began to pay much attention to a new machine learning approach that is termed as the Extreme Learning Machine (ELM) [20] , [21] . Compared with the existing learning methods, the ELM is characterized by a unified formulation for binary, multiclass, and regression problems. Therefore, it maintains the advantages of the remarkable training efficiency and straightforward implementation based on the theoretical basis of minimizing the training error and the norm of the output weights.
Though many ELM variants were proposed in the last few years [22] - [24] , the extension on ELM research focused mainly on many supervised learning tasks in hyperspectral data. This greatly limits the applicability of ELM in utilizing unlabeled data. On the basis of manifold regularization, Huang proposed two ELM variants, i.e. semi-supervised ELM (SSELM) and unsupervised ELM (USELM) [25] . Similar to LE and SC, the USELM also uses spectral techniques for embedding and clustering based on the affinity matrix, and it is converted to solve a generalized eigenvalue decomposition problem. However, the eigenvectors obtained by USELM are not used for data representation directly, but are used as the parameters of the network, i.e., the output weights. Specifically, USELM shows excellent performance in clustering when comparing with several state-of-the-art unsupervised algorithms in the aspect of computation and accuracy. However, it usually only exploits the local structure of the data and ignores the discriminative information of different classes. More specifically, various studies have shown that both manifold structure and discriminative information are important in dealing with discriminative tasks such as classification [26] , [27] and clustering [28] , [29] . To overcome these drawbacks, Peng et al. [30] utilized both local manifold and global discriminative learning into ELM and proposed an unsupervised discriminative ELM (UDELM) model.
More specifically, He et al. [31] proposed to do clustering in the ELM hidden layer space in view of the good properties of its random feature mapping, which generates better results than clustering in the original data space. This is a manifestation of the usefulness of the ELM hidden feature mapping techniques. Thus, the work motivates us to investigate a more effective hidden features learning method in this paper. As described above, the aforementioned ELM-based works are built only based on spectral information of HSI data, and not exploit the pixels correlations in their original spatial domain. Hence, it is valuable to integrate the spatial contextual information of hyperspectral data into the ELM-based clustering models. In [32] , Huang et al. used square pooling method to make full advantage of the hidden representation feature and the spatial contextual information. In this paper, we use a propagation filtering mechanism for the hidden feature mapped data to better exploit the spatial correlations of the hyperspectral data, and the rest is done as UDELM to utilize both the local structure and global discriminative information of the data.
Under the framework of UDELM, based on the ability of propagation filter in spatial domain, we propose a new context-aware UDELM (termed as C-UDELM) model to capture the spectral-spatial context and inherent feature information of HSI data. In this case, the proposed method can preserve image's contextual information like edges or textural regions over neighboring image pixels, as well as, it can preserve the intrinsic structure as much as possible through efficiently exploiting the local manifold information and the global structure through exploiting the discriminative information to make the learned representation achieve the power of clustering . The flowchart of the proposed C-UDELM algorithm is illustrated in Fig. 1 .
The rest of this paper is organized as followed. Section II briefly introduces the USELM and UDELM models for HSIs. In Section III, we propose the C-UDELM algorithm for HSIs, detailing the way of incorporating the spatial information by propagation filter and focusing on image clustering with the well-structured features data. The experimental results are given in Section IV. Finally, Section V concludes this paper. 
II. RELATED WORK

A. PRELIMINARY
Let X 0 ∈ R D×W ×L denotes a hyperspectral image, where D denotes the numbers of bands, W and L represent the width and length of the image, respectively. Let X = x 1 , x 2 , . . . , x N ∈ R D×N be a hyperspectral data matrix expanded by pixel from X 0 , where N = W ×L. Subsequently, every hyperspectral pixel within X can be represented by a vector x i ∈ R D . y i ∈ R C is the cluster indicator vector, which indicates the class to which a pixel belongs to, where C denotes the number of the classes. Y = y 1 , y 2 , . . . , y N T ∈ R N ×C is the corresponding label matrix, where y i,j = 1 indicates that x i is associated with the label j, otherwise, y i,j = 0.We also introduce a corresponding scaled indicator matrix is
j is the number of pixels in the jth cluster.
For a hyperspectral image, considering each pixel as a node, its local structure graph S is defined as follows:
where σ is the scale parameter, N k (x i ) is the set of k nearest neighbors of x i . Moreover, we summarize some notations used throughout the paper in Table 1 .
B. UNSUPERVISED ELM (USELM)
The task of the ELM is to learn a decision criterion by training a network with labeled samples x i , y i N i=1 [21] . The model structure of ELM consists of mapping D-dimensional input data into M -dimensional hidden layer by non-linear mapping and then the hidden space and the C-dimensionality output space (embedded space) are linked by output weight A ∈ R M ×C , which should be learned.
The outputs of hidden layer is expressed as:
where
is the biases, w i and b i are randomly generated and g (·) is the hidden layer activation function. The numerical relationship between the outputs of hidden layer and the outputs of output layer can be expressed as:
For all the pixels, the compact form is Y = H T A, where H ∈ R M ×N . General ELM aims to solve the output weights by minimizing the empirical risk and the structural risk, which is formulated as:
However, in unsupervised cases where no labeled data are available, H T A − Y 2 is equal to 0, we should explore the underlying structure of the data. In [25] , it refers the thought of manifold learning, and excavates the nonlinear geometry of the data in the ELM feature space to further improve the performance of the ELM algorithm, which is the popular USELM. If two samples x i and x j are close to each other, then, the outputs h T i A and h T j A of USELM should be close to each other as well. So, the objective function of the manifold based on graph can be generalized as follows:
where S i,j represents the similarity of x i and x j , which is defined as (2). Minimizing the above objective function (6) is equivalent to minimizing the following objective function:
where Tr (·) is the trace of the matrix, L = D − S is the graph Laplacian matrix, and D is a diagonal matrix
Sij.
Note that the above formulation always attains its minimum at A = 0. As suggested in [9] , Belkin and Niyogi introduced additional constraints to avoid a degenerated solution. Specifically, the formulation of USELM is given by arg min
where λ is regularization parameter. In this way, the local intrinsic geometric structure is consistent with that in the original space and the output weight can be obtained by (8) .
C. UNSUPERVISED DISCRIMINATIVE ELM (UDELM)
In USELM, the graph Laplacian matrix relies only on the local k-nearest neighbors' structure of the input data, which can lead to over-fitting and thus affect the performance of clustering. Thus, as pointed out in [30] , the global discriminant information should be exploited as a new regularization term, a classical objective is to simultaneously maximize the between-cluster scatter S b and minimize the total scatter S t , which can be measured by
where,X = XM is the centered data matrix,
N is a centering matrix, where 1 N is a column vector with all ones and is an identity matrix, I N is indicator matrix.
According to the principle of discriminative analysis, it is reasonable to maximize the following objective function:
Then, the optimization problem in (10) can be rewritten as follows:
arg min
. Combining problem (8) and (11), we propose to formulate the objective as:
where β is the regularization parameter. According to the definition of the scale indicator matrix F, each row of it, there is only one positive element and others are 0, which makes (12) an NP-hard problem. A well-known solution is to relax F into continuous domain and make it computational tractable. The objective function (12) is relaxed to arg min
Similar to [29] , we set ε = 0, which is equivalent to set H T A = F, then, the objective function of UDELM is as follow:
III. CONTEXT-AWARE UDELM
The proposed method is based on UDELM. Therefore, this section provides the process of the integration about the spatial contextual information in UDELM. VOLUME 6, 2018
A. CONTEXT INTEGRATION VIA PROPAGATION FILTERING
With the notion that performing a nonlinear data transformation into some high dimensional feature space increases the probability of the linear separability of the data within the transformed space. However, the operation is based on the spectral information of the hyperspectral data. In fact, neighboring pixels in an HSI usually consist of similar materials that have a very high probability of belonging to the same land-cover class [33] . According to the scheme of ELM, in the hidden representation procedure, adjacent pixels within a local window tend to represent the same samples, and the hidden representation feature will be very close to each other. Considering the spatial neighborhood information in HSI, it is necessary to incorporate it into the ELM procedure to improve the discriminative performance. Therefore, we propose to construct an ELM model incorporating spatial information for HSI. At present, a few popular spatial-context filters are used in hyperspectral processing, such as average filter and bilateral filter. In addition, we also introduce the propagation filter into it to obtain a more accurate hidden representation matrix.
Propagation filter [34] is a novel image filter operator, with the goal of smoothing over neighboring image pixels while preserving image context like edges or textural regions.
For each input data, which is a D-dimensional vector, through a nonlinear transformation, ELM will map the data into the M -dimensional hidden layer feature H = h 1 , h 2 , . . . , h N . By using the propagation filter to get spatial information integrated hidden feature representation, which can be described as:
where PF (·) denotes spatial propagation filter operation. Specifically, we first reshape the 2-D hidden matrix H ∈ R M ×N to a 3-D cube T ∈ R M ×W ×L , the same form as the original HSI cube, to treat each feature vector as a ''pixel'' in the 3-D cube. In our work, we apply propagation filter for 3-D cube to extract the local contextual spectral-spatial feature. Let T (m) denotes a vector of T at pixel m, the filtered outputT produced by propagation filter is calculated bŷ
where N (m) indicates the set of neighboring pixels centered at m. We have w m,n as the weight for each pixel n to performing the filtering of T (m), while Z (m) as the normalization factor for ensuring the sum of all weights equal to 1. The algorithm is driven by the idea that, for the pixel m being related to pixel n, the intermediate pixels between m and n not only need to be photo-metrically related to m, they are also required to be adjacent-photo-metrically related to their predecessors. As a result, we derive the filter weight by the following definition:
where σ d and σ r are the scale parameters. For simplicity, we choose σ d = σ r . As illustrated in Fig. 2 , we show the procedure of calculating the weight w m,n . After getting the propagation filtered cube dataT , the feature matrix denoted byĤ ∈ R M ×N is obtained by reshaping the 3-D cubeT ∈ R M ×W ×L into a 2-D matrix, which will be served as a robust hidden feature for the output of ELM hidden feature.
B. THE PROPOSED MODEL
Context-aware UDELM (termed as C-UDELM) can be formulated as arg min
According to the Rayleigh-Ritz theorem [37] , the optimal solution of (18) for the relaxed constraint can be obtained by generalized eigenvalue decomposition. The Lagrangian function of problem (18) is
Taking the derivative of L (A) and setting the derivative to 0, we have
Then, we have
The solution is given by choosing as the matrix whose columns are eigenvectors corresponding to the first small eigenvalues of the generalized eigenvalue problem as
Let γ i is the i th smallest eigenvalues of (22), corresponding to the i th element in diagonal matrix , and v i be the corresponding eigenvectors. However, the first eigenvector of (21) always leads to small variations (corresponding to the smallest eigenvalue 0) in embedding. Thus we choose eigenvectors corresponding to other first C smallest eigenvalues except for the first one to compose the output weights A.Then the solution of the output weights A is given by (21) is underdetermined. We obtain the alternative formulation below.
Again, let u i be the generalized eigenvectors corresponding the i th smallest eigenvalues of (22) . Then, the final solution is
. . , C + 1are the normalized eigenvectors.
C. CLUSTERING ALGORITHM
Based on the above discussion, the C-UDELM algorithm is summarized as Algorithm1. The proposed algorithm takes six steps as shown in Algorithm 1, the time complexity of them are
and O tC 2 N , respectively, where N is the number of pixels, D is the number of bands, M is the dimension of the hidden feature, w is the size of the window in propagation filter, t denotes the number of iterations in K-means.Since C D and C M , the whole cost of the proposed method is
As the traditional unsupervised clustering method used in hyperspectral image, SSC needs O T N 2 D 2 + tDN 3 to construct a similarity graph, and O DN + DN 2 to calculate the eigenvectors of the Laplacian matrix, T denotes the number of iterations of the algorithm. It is easy to find that the computational cost of the proposed method is much less than the SSC method.
IV. EXPERIMENTAL A. EVALUATION METRICS
Following the convention of the clustering study, we use the clustering accuracy (ACC) and normalized mutual information (NMI) as evaluation metrics. Furthermore, overall accuracy (OA), average accuracy (AA) and Kappa statistic are also given for each experiment.
Algorithm 1 C-UDELM Algorithm
Input: Hyperspectral data:X ∈ R D×N , parameters:λ, β, µ. Output: clustering label vector:y ∈ N N ×1 + .
Step 1: Construct the graph Laplacian L from X;
Step 2: Initiate an ELM network of M hidden neurons with random parameters (including input weights and biases), and calculate the output matrix of the hidden neurons H ∈ R M ×N ;
Step 3: Compute the propagation filtered new hidden output matrixH ∈ R M ×N by section 3.1; Step 4: Solve the output weight A:
Compute the generalized eigenvectors v 1 , v 2 , . . . , v C+1 of (22), get A via (23); else
Compute the generalized eigenvectors u 1 , u 2 , . . . , u C+1 of (24), get A via (25); end if
Step 5: Calculate the feature map matrixH T A;
Step 6: Each column inH T A as a pixel, N pixel points are clustered into k classes using the method of k-means, and the output label vector is y.
1) CLUSTERING ACCURACY (ACC)
Given a data set with N points, for x i , let y i be the clustering result from the clustering algorithm and c i is the ground truth label. ACC is defined as
where δ (x, y ) = 1, if x = y ; δ (x, y ) = 0, otherwise. map y i is the optimal mapping function that permutes clustering labels to match the ground truth labels. The best mapping can be found by using the Kuhn-Munkres algorithm [35] . A lager ACC indicates better performance.
2) NORMALIZED MUTUAL INFORMATION (NMI)
For two arbitrary variables P and Q, NMI is defined as:
where I (P, Q) is the mutual information between P and Q, H (P) and H (Q) respectively denote the entropies of P and Q. Obviously, if P is identical with Q, NMI (P, Q) will be equal to 1; if P is independent from Q, NMI (P, Q) will become 0. Let t l be the number of samples in the cluster C l ( 1 ≤ l ≤ C) obtained by clustering algorithm andt h be the number of samples in the h th ground truth cluster (1 ≤ h ≤ C). NMI is defined as [38] where t l,h is the number of samples, which are in the intersection between the cluster C l and the h th ground truth cluster. Similarly, a lager NMI indicates better clustering results.
B. EXPERIMENTAL RESULTS
1) DATASETS
Four hyperspectral data sets with different imaging environment settings were used to validate the performance of the proposed method: 1) the Salinas data set; 2) the Pavia Center data set; 3) the Pavia University data set; 4) the Indian Pines data set. Table 2 summarizes the detailed information of these four data sets in terms of the total number of samples, feature dimension and clusters.
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2) COMPARED ALGORITHMS
In order to evaluate the performance of the proposed method, nine clustering methods in hyperspectral image are considered for a fair comparison. These methods can be divided into three categories.
(1) The first category comprises two common centroidbased clustering methods. The first method is k-means clustering [4] , whose parameters are the iterations (which is set 200) and the number of the classes. The second method is FCM [5] , its hyper parameter is fuzzy exponential, which is 2.
(2) The second category comprises five methods relevant to spectral-based methods. The first method is Stacked Auto Encoder (SAE), we set two cascade connection hidden layers in the network, and the number of the neurons is set 50 and 5, respectively. The learning rate of SAE is set 1 in our experiment. The second method is SC [10] , the adjacent matrix for measuring node similarity weights is computed by ''Gaussian'' kernel, and the scale parameter σ is set by crossvalidation. The LE [9] method is set in the same way. The last two methods are SSC [17] and LRSC [18] , the regularization parameter λin them are selected from 10 −3 , 10 −2 , . . . , 10 3 . (3) The third category comprises three methods using the unsupervised ELM technology. The first two methods are original USELM [25] and UDELM [30] . In them, the activation function is ''sigmoid'' function and the number of the hidden layer is 2000 in ELM related methods for fairness. The regularization parameter λand β in them are searched from 10 −3 , 10 −2 , . . . , 10 3 .The parameter µ used to avoid singularity problem in UDELM is searched from 10 −9 , 10 −7 , . . . , 10 9 . By experiments, we select the best parameters used in three hyperspectral datasets, where λ = 15, µ = 10 −9 . For the proposed method C-UDELM, except to the same parameters in USELM and UDELM, propagation filter parameters wand σ have the impact on the results, and this will be discussed below.
For all the graph-based methods, the number of neatest neighbors (k) is set to a small number 5 as suggested in [36] . We ran K-means algorithm in the original space and the embedded spaces of C-UDELM, UDELM, USELM, SAE, LE, and SC methods 100 times independently, and the mean results of clustering performance, corresponding variance values and the mean computational efficiency were recorded.
3) PARAMETER SENSITIVITY ANALYSIS
There are two parameters, the size of the window w and the scale parameter σ of Gaussian function (to obtain the adjacent relationship value), in C-UDELM. It is worth noting that there are two scale parameters σ d and σ r used in the Gaussian functions of the propagation filter, for simplicity, we choose σ d = σ r . The other two parameters: the regularization parameter λ, β and the parameter µ used to avoid singularity problem are set the same values of USELM and UDELM algorithms in the above experiments, which should be fair comparison. Thus we only investigate the performance of C-UDELM in terms of the parameters combination (w, σ ). Figs. 3 and Figs. 4 show how the ACC and NMI of C-UDELM varies with the parameters combination (w, σ ) respectively, where w is chosen from {1, 2, . . . , 9}, σ is chosen from 10 −4 , 10 −3 , . . . , 10 4 . From the Fig. 3 (a) and Fig. 4 (a) , in Selinas-A data set, we can see that the performance of C-UDELM is very well, when the size of the window is less than 7. The reason is that the data sets is cut from a big data set; the data distribution is very narrow stripe, when the window becomes larger, and it is easy to calculate a lot of wrong pixels from other classes. Then, we select w = 4 and σ = 1000 to achieve the best result in Selinas-A data set. From the Fig. 3 (b) and Fig. 4 (b) ,in Pavia Center data set, the performance of C-UDELM get the best result, when w is larger than 7 and σ is more than 10. From the Fig. 3(c) and Fig. 4(c) , in Pavia University data set, we can see that the performance is well when w is larger than 7 and σ is more than 10 in C-UDELM method. The reason is that, if the weight of pixel n for filtering m is too small, propagation filtering would prevent undesirable pixels by applying a threshold into the filtering process, and only compute the weight with high similarity. So, when w becomes larger, we can calculate the impact of pixels with more similarity on the center pixel, at the same time, only σ becoming larger can effectively remove the pixels with small similarity, so that the weight from the similar pixels become larger. Then, we select w = 8 and σ = 100 to achieve the best result in Pavia University data set. As shown in Fig. 3(d) and Fig. 4 (d) , in Indian Pines data set, we can see that the performance is very well and stable when the parameter σ is more than 1 and the size of window is more than 4. Then, we select w = 8 and σ = 1 to achieve the best result in Indian Pines data set. 
4) EXPERIMENT ANALYSIS
In this section, we test all the compared clustering methods on the four real hyperspectral data sets. Both the visual clustering results and quantitative evaluations are given for each experiment. Fig. 5 shows the effectiveness of the proposed C-UDELM method on the four hyperspectral data sets in (ACC and NMI) two evaluation metrics. Table 3 gives the quantitative results of all the clustered hyperspectral data sets. As listed in Table 3 , the C-UDELM outperforms the USELM, UDELM and all the other algorithms in four data sets. Based on the quantitative comparison results, in Selinas-A data set, meanwhile, C-UDELM averagely achieve 1% improvement on ACC and 2.06% improvement on NMI than the result of UDELM. In Pavia Center data set, the C-UDELM method obtains 0.89% improvement on ACC and 1.65% improvement on NMI compared with the UDELM, respectively. Similar results can be found in Pavia University data set. The improvements on ACC and NMI in C-UDELM are 3.93% and 6.46% than the result of UDELM, respectively. The cluster maps of the various clustering methods are shown in Fig. 7 . In Indian pines data set, for the average performance, C-UDELM can still obtain 13.66% improvement on ACC and 15.97% improvement on NMI when comparing with the UDELM, respectively. Fig. 6-7 shows the clustering results on the Selinas-A and Pavia University data, respectively. Moreover, each clustered method gives the different performance on different datasets. The USELM method can preserve the geometric structures, particularly in the narrow region than other centroid-based methods and spectral-based methods in Fig. 7 (i) . The UDELM method can product better clustering result in Fig. 6 (j) and Fig. 7(j) , while containing the global information on the basis of USELM. The C-UDELM method rejects many clustering error, because of the propagation filter preserving the spatial information in Fig. 6(k) and Fig. 7(k) .
Furthermore, Table 4 gives the quantitative results in the metric of overall accuracy (OA), average accuracy (AA) and Kappa statistic for the four real hyperspectral datasets clustering, respectively. As listed in Table 4 , the proposed C-UDELM method consistently give the best results among all the compared methods, which indicates that the spatial information integrated in UDELM by propagation filter performs the best quality in the proposed method. Thus, these experiments further demonstrate the effectiveness of the proposed methods.
5) COMPARISON EFFICIENCY
The training time comparison of these algorithms was shown in Table 5 . It is obvious that the K-means algorithm have the best computational efficiency, FCM and SAE after it. LE and SC have longer training time than K-means, FCM and SAE methods. The SSC and LRSC methods have the longest training time. Especially, in Selinas-A data set, the SSC method need more than 4393 seconds. However, USELM and UDELM only need less than 10 seconds, which is far less than the above methods. Due to the addition of the spatial information, the computation in C-UDELM is increased, nevertheless, they are still less than SSC and LRSC. Then, we can make the conclusion that the computational complexity of C-UDELM algorithm is still efficient.
V. CONCLUSION
In this paper, we have proposed an algorithm, named C-UDELM, to integrate the spatial information based on the traditional framework of UDELM. Compared to existing unsupervised algorithms, the proposed C-UDELM maintains almost all the advantages of ELMs, such as the remarkable training efficiency and straightforward implementation for multiclass classification problems. Meanwhile, they all integrate the spatial context information of hyperspectral data while learning the hidden representation feature. We have evaluated the C-UDELM on the real hyperspectral data clustering tasks. Experimental results demonstrate that C-UDELM give favorable performance compared to the other unsupervised clustering algorithms. This extension of UDELM for unsupervised learning is expected to greatly expand the applicability and provide new insights in hyperspectral data clustering problems.
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