An iterative perturbation method is presented for saddle point problems as an iterative scheme for mixed nite element methods. It can be viewed as an extension of augmented Lagrangian methods to second order elliptic equations with a reaction term. This iterative method can lead to positive de nite systems and decouple the ux variable from the pressure variable. Convergence analyses are established at the di erential and nite-dimensional levels. Various computational experiments for problems with continuous and discontinuous coe cients and full di usion tensors are conducted to con rm the theoretical claims. These experiments are implemented in the object oriented programming paradigm using C++ to take advantage of object oriented software engineering techniques such as encapsulation, inheritance, and polymorphism.
Introduction
Consider the second order scalar elliptic problem with Neumann boundary condition: nd the pressure variable p 2 H 1 ( ) such that ?div (K(x)rp) + a(x)p = f(x); x 2 ; holds in the case of a = 0. In general, we assume that a 2 L 1 ( ) is a non-negative known function. The coe cient K 2 L 1 ( ) is assumed to be a d by d positive de nite matrix possibly with discontinuities in its entries. In the context of reservoir simulation 4, 22] K represents the permeability (actually, mobility) tensor. Heterogeneity of the porous medium is characterized by strong variations, by orders of magnitude, in the entries of K from one part of the region to another. Anisotropy occurs if the ratio of any two eigenvalues of K is large. The inclusion of This research is supported in part by Institute for Mathematics and its Applications at University of Minnesota. This paper appeared in IMA Journal of Numerical Analysis, 19(1999) 215-231. y email: yang@math.wayne.edu or dyang@na-net.ornl.gov, http:==www.math.wayne.edu=eyang the zero-order term a(x)p in equation (1.1) permits one to deal with compressible ow and timedependent problems as well. When renormalization techniques 19] are used to model the geology of the reservoir, K may be a non-diagonal matrix and anisotropy can occur in general directions. This may complicate both the discretization and numerical solution of the problem. Mixed nite element methods 10, 9, 8, 24] and nite volume methods 11] have been applied to the problem (1.1)-(1.2). They are well suited not only for saddle point problems, like the Stokes problem, but also for elliptic di erential equations like (1.1)-(1.2), in that they have the capability of obtaining accurate approximation for ux and handling rough coe cients, compared to standard nite element or di erence methods. This is important for, e.g., heterogeneous and anisotropic oil reservoir problems in which the permeability of the porous media may be represented by a non-diagonal matrix and involves discontinuity or strong variations in its entries and eigenvalues. However, mixed nite element methods result in non-banded and non-positive de nite linear systems of algebraic equations. Over the past decades, many e orts have been made to solve such linear systems e ciently and accurately 1, 13, 14] . Finite volume methods in 11] have greater complexities when dealing with variable coe cients and non-uniform grids than constant diagonal coe cients and uniform grids.
Uzawa's Methods 6, 10, 13] and augmented Lagrangian methods 7, 10, 15, 20, 29] have been proposed to iteratively solve the mixed nite element schemes so that at each iteration, only positive de nite systems are solved. To be more speci c, we state the augmented Lagrangian methods for the problem (1.1)-(1.2) with a = 0 as follows. De ne the ux variable u = ?Krp. Taking to be a small positive number and p 0 an arbitrary initial guess, nd fu m ; p m g such that, for m = 1; 2; , This scheme allows one to solve banded symmetric and positive de nite linear systems involving the ux variable only, and achieve the accuracy of mixed nite element and nite volume methods in a small number of iterations. Note that hybridized mixed methods also lead to positive de nite linear systems for the Lagrange multipliers de ned on inter-element boundaries 2, 10].
The augmented Lagrangian method or iterative perturbation method 7, 15, 20, 29] has been proved to be an e ective way for solving saddle point problems via mixed nite element methods. However, we have seen some formulation and analysis of the method only for the problem (1.1)-(1.2) with a = 0 and steady state Stokes problems 7, 20] . Note that the analyses presented in 7, 20] do not seem to apply to the problem (1.1)-(1.2) with a general coe cient a. Since the problem (1.1)-(1.2) with a 6 = 0 and time-dependent Stokes problems are important in scienti c and engineering computing, we, in this paper, will generalize the idea in 7, 15, 20] to the problem (1.1)-(1.2) with a general coe cient a in variational form with minimum regularity assumptions on the solution, and conduct some numerical experiments on the performance of the method for problems with continuous and discontinuous coe cients. We will also consider Dirichlet and mixed boundary conditions. Stokes problems can be dealt with in a similar way and are included implicitly in an abstract framework.
We now introduce some notation for the rest of the paper. Note that if we require the initial guess p 0 be in the space Q, then all pressure iterates p m belong to Q. Although it is given at the di erential level, one can easily see that, at the discrete level, the coe cient matrix of the resulting linear systems is positive de nite, and is also symmetric if K is assumed to be symmetric. A convergence theory and numerical experiments will both show that a small number of iterations are enough to achieve a prescribed precision.
Next, we prove some convergence results for (2.9)-(2.10) at the di erential level in variational form. The regularity assumptions can be kept to the minimum with the variational argument. Assuming that M < 1, the proof of the theorem can be nished easily. The error estimates show an advantage of the iterative perturbation method over penalty methods in that the former permits larger values for , which leads to better conditioning of the resulting linear systems. In the case of a in equation (1.1), the conditioning of our iterative procedure (2.9)-(2.10) does not depend much on the perturbation parameter , since we have a + a. Thus most iterative linear system solvers (e.g. preconditioned conjugate gradient method) will work well. where the initial guess P 0 is assumed to be taken in the space Q h . Note that failure of doing the projection in (3.5) could cause large errors in the approximate solution.
Theorem 3.1 Let fu; pg be the solution to the system (2.4)-(2.6), and fU m ; P m g the solution of (3.4)-(3.5). Then there exists a constant M, independent of , u, p, and P 0 , such that ku ? U m k H(div; ) + kp ? P m k M h h k+1 (kuk H k+1 + kdiv uk H k+1 + kpk H k+1) + m kp ? P 0 k i ; m = 1; 2; : (3.6) Proof: Note that Robin boundary conditions can be treated similarly.
An Abstract framework
In this section, we give an abstract framework, which applies to more general problems, including second order and fourth order elliptic problems and time-dependent problems after time discretization. Let V h and Q h be two nite dimensional Hilbert spaces with certain approximation property. The matrices C and D are diagonal or banded with small band width, depending on the order of polynomial approximations and numerical quadratures applied. The system (5.13) is positive de nite. There are some preconditioners for solving (5.13) based on domain decomposition and multigrid techniques 3, 5] . Multilevel preconditioners can be constructed in such a way that they do not depend on the grid size, and the coe cient jumps in the case of piecewise constant or moderately varying K(x); see 3, 12, 16, 25] . The system (5.13) resembles (3.4), but applies to general cases including variable coe cient a in (1.1). The second term in (5.2) can also be extended to some bounded bilinear forms c( ; ) 10]. Note that hybridized mixed nite element methods 10, Chapter 5] also lead to positive de nite linear systems for interelement multipliers. Although such linear systems only involve unknowns de ned on interelement boundaries, they are obtained through a process in which inversions of element-by-element matrices must be performed. After the multiplier equation is solved, ux and pressure unknowns need be recovered by multiplication of the inverses of these element matrices. For the lowest Raviart-Thomas spaces, the number of unknowns in the interelement multiplier equation is equal to that of (5.13). Thus hybridized mixed methods do not seem to have much advantage over our scheme (5.13)-(5.14). The scheme (5.13)-(5.14) takes only a few iterations to converge in practice and applies to more general problems, such as the Stokes equation.
Numerical Experiments
We apply our iterative perturbation algorithm to some two dimensional test problems using C++ in the object oriented programming style.
Partition the domain into a set of rectangles of size h 1 h 2 . We employ the Raviart-Thomas 10, 24] space of index 0. Thus W h = (P 1 P 0 ) (P 0 P 1 ); where P k is the set of one variable polynomials of order less than or equal to k. In other words, the x-component of a function in W h is a polynomial of degree one in x; while its y-component is a polynomial of degree one in y: Consequently, the approximate pressure P m lies in the space of piecewise constants. For easy implementation we choose the four basis functions of W h to be 1 = (1 ? x; 0); 2 = (x; 0); 1 = (0; 1 ? y); and 2 = (0; y); on the standard reference square 0; 1] 0; 1]: Partitioning the domain into triangles, or applying higher order approximation polynomials can be treated analogously.
We de ne a class for the PDE solver with a public function member to coordinate the iterative process. This function is accessible inside the main program and takes arguments like the iterative perturbation parameter and the stopping criterion for the iterative process. All other data and function members of the class are made private to achieve encapsulation and information hiding. This class inherits from a base class for grid generation. The grid generation class has data members for storing (and numbering) the grid points and their coordinates. These are protected members of the class since they need be accessed by the derived PDE solver class. The PDE solver class also contains matrix and vector members for the sti ness matrix and load vector. They are formed and solved by our matrix and vector library which is also written in the object oriented style.
For the matrix and vector library, we de ne an abstract matrix class that just contains the number of rows of the matrix, two pure virtual functions for matrix-vector multiplication and preconditioning, and functions for the preconditioned conjugate gradient and GMRES methods. Since the preconditioned conjugate gradient and GMRES algorithms can be implemented once we have a matrix-vector multiplication function and a preconditioning function, they are de ned in the abstract matrix class and inherited by classes for full, banded, and sparse matrices. With operator overloading, the preconditioned conjugate gradient and GMRES functions can be written in about the same number of lines and format as the algorithm (which increases the readability of the code) and are de ned only once in the abstract class. They then can be called in the derived classes for full, banded, and sparse matrices that need to de ne the matrix-vector multiplication and preconditioning functions according to their data structures of the matrix storage. These functions can be implemented di erently and perhaps more e ciently later to take advantage of ANSI C++ libraries for high performance computing (eg. the valarray class), without a ecting other part of the code (which promotes data locality, maintainability, and reusability). However, Gauss elimination and LU decomposition functions have to be de ned in derived classes since they can not be performed without knowing the structure of the matrix. Note that the banded matrix class inherits the row number from the abstract matrix class and needs to de ne a data member for the bandwidth. C++'s generic programming feature, template, makes it possible to write one copy of code for matrices of various data types such as double, long double; and complex numbers (with traditional languages like Fortran and C, di erent copies of code have to be written for di erent date types).
All data members for matrices, vectors, coordinates, etc. are of data type double in all of our test runs, which are performed on a Sun Ultra 2 workstation. To test the convergence rate, we will show the iterative and true errors de ned as:
Iterative error = max In the implementation below, the initial guesses are always chosen to be zero. Our main objective is to validate our generalization of the augmented Lagrangian method (2.7)-(2.8). Thus optimal preconditioners for solving (5.13)-(5.14) are not attempted. The relative errors between the iterates at the current and previous iteration levels are shown in Tables 6.1 Comparing the results in Tables 6.2 and 6 .4 with those in 11, 23], we see that our iterative perturbation method is as accurate as mixed nite element and nite volume methods in a few iterations.
From Tables 6.1 and 6.3 we see that the convergence of the iterative procedure is as predicted by our Theorems. That is, a geometrical convergence rate with respect to is achieved (see Theorems 2.2 and 5.1). (52 + cos(xy)) ; for x > 0, where the parameter represents the strength of the discontinuity at x = 0 for the permeability. Neumann boundary condition is imposed and the true solution is chosen to be p(x; y) = (cos( x) + cos( y) + e x ? e y )= : (6.3) In Tables 6.5 and 6.6 we list the iterative errors as de ned by (6.1) at di erent iterations with various values for the strength of discontinuity parameter . It can be seen that the convergence is not slowed down due to strong discontinuity in the coe cient and full di usion tensor. We have 
Concluding Remarks
We have proposed and implemented an iterative perturbation algorithm for saddle point problems, including second order elliptic problems with a reaction term. The idea of this algorithm is to perturb the original partial di erential equation in a way that the perturbed problem is easy to solve and accurate ux and pressure approximations can be obtained simultaneously. This algorithm also allows one to cope with discontinuous coe cients and full permeability tensor in the same capacity of mixed nite element methods. It has applications in oil reservoir simulation, heat conduction, electrostatics, and potential theory, to name just a few. As mixed nite element methods, our scheme can provide accurate approximations of ux and pressure, and cope well with rough permeability coe cient (compared to standard nite element or di erence methods). In contrast to standard mixed nite element methods, our iterative algorithms can decouple the ux and pressure variables and play a stabilization or penalization role in some cases. Both theoretical analysis and numerical experiments show good accuracy and fast convergence 
