By using sub-millimetre laser speckle pattern projection we show that photogrammetry systems are able to measure smooth three-dimensional objects with surface height deviations less than 1 µm. The projection of laser speckle patterns allows correspondences on the surface of smooth spheres to be found, and as a result, verification artefacts with low surface height deviations were measured. A combination of VDI/VDE and ISO standards were also utilised to provide a complete verification method, and determine the quality parameters for the system under test. Using the proposed method applied to a photogrammetry system, a 5 mm radius sphere was measured with an expanded uncertainty of 8.5 µm for sizing errors, and 16.6 µm for form errors with a 95 % confidence interval. Sphere spacing lengths between 6 mm and 10 mm were also measured by the photogrammetry system, and were found to have expanded uncertainties of around 20 µm with a 95 % confidence interval.
Introduction
Photogrammetry is a passive triangulation technique based on the matching of points between many images of an object [1] . Through the matching of points over the surface of an object, photogrammetry is able to triangulate a point cloud for which geometric information about the object may be extracted. The accuracy and working range of photogrammetry depend on many factors, the most important of which are the camera parameters and reconstruction algorithms. Given the significant advancements of both imaging and computation technologies over the last few decades, photogrammetry has been able to extend its range down to sub-millimetre scales. Commercial systems, such as the geodetic V-STARS range, are already able to measure objects 1 m to 10 m in size with uncertainties of 5 µm + 5µm/m [2] . In particular, more recent research has shown that photogrammetry has the potential to provide three-dimensional (3D) form measurements to standard uncertainties of less than 10 µm [3] [4] [5] [6] [7] [8] [9] . There are other applications of photogrammetry able to produce even lower uncertainties, such as reconstructions based on scanning electron microscope (SEM) images [10] . Although SEM based photogrammetry is able to produce high magnification images, it will not be covered by the scope of this paper due to other issues such as cost, field of view and surface pre-processing. Given the relatively low uncertainties of recent results, photogrammetry is promising for micro-scale coordinate metrology.
The production of miniature, complex, high-precision components is key to the transition to high-value manufacturing [11] . There are a range of techniques able to measure 3D features at the micro-scale level, each of which is subject to some limitations [12] . Stylus instruments and micro-coordinate measuring machines are able to measure the form of objects to low uncertainties by placing a mechanical tip in contact with the object surface and monitoring the response. However, for highly complex parts, contact instruments can take many hours to produce a sufficiently dense grid of points. Optical techniques are able to measure millions of points within a single measurement, greatly reducing the time required to measure complex geometries. Although optical techniques, such as laser triangulation and micro-fringe projection, provide similar reductions in operation time, photogrammetry has significant benefits. The simplicity of photogrammetry means that system costs can be substantially lower than other microscale geometry measurement techniques and is a very simple technique in practice. Overall, photogrammetry provides a simple, low-cost technique for the measurement of highly complex surface geometries.
It is asserted that, in order for photogrammetry to become more widely adopted, a standard methodology for evaluating the measurement uncertainty of objects measured by such as system is needed. The only existing specification standard for photogrammetry is VDI/VDE 2634 part 3 [13] . VDI/VDE 2634 part 3 has already been applied to larger scale photogrammetry systems, typically involving standard artefacts consisting of targets to act as points of correspondence [14] [15] [16] . When applying VDI/VDE 2634 part 3 to smaller scales with sub-millimetre features, the use of target detection methods becomes problematic. Manufacturing sub-millimetre targets is both expensive and complex, and the target itself can distort the geometry of the artefact.
Photogrammetry methods for objects without targets are reliant on the process of feature detection and matching. Scale invariant feature transform (SIFT) algorithms are widely regarded as the most effective method of feature detection [17] , and are based on the detection of local minima and maxima within a difference-of-Gaussian function. Detected features can then be matched by assigning unique descriptors based on local gradients and directions of the difference-of-Gaussian function [18] . In order for SIFT algorithms to detect any features, there must be some variation within neighboring pixels, which is observed as texture in the image, for this reason, objects with very little surface texture will not exhibit enough features for SIFT algorithms to detect. Although this inability to detect objects with little texture is an intrinsic limitation of photogrammetry, it is particularly problematic when considering the verification of a photogrammetry system. As will be discussed in Section 2.2, verification artefacts are required to have surface height variation values significantly smaller than the anticipated measurement uncertainty. This means that for a photogrammetry system to be verified to a standard uncertainty of the order of a few micrometres, an artefact with a surface height variations less than 1 µm is required. An object with such a smooth surface would not display any surface texture detectable by the system and as a result, will cause it to fail.
Improving the effectiveness of photogrammetry based systems on surfaces with insufficient texture is already an established area of research. The ARAMIS Digital Image Correlation System [19] is able to find image correspondences through the use of random patterns that have been physically painted onto the object to be measured. Although physically applying a texture onto a surface has been shown to be highly effective, the process itself will significantly alter the surface topography of submillimetre objects. Koutsoudis et al. [7] have demonstrated that by instead projecting pseudo-random patterns onto an object during the imaging process, the density and accuracy of the resulting point-cloud is significantly increased. A similar method was also implemented by Siebert et al. [20] in which speckle patterns were projected onto human subjects to demonstrate the application of photogrammetry in medicine. The use of texture projection is not only used to improve spatial correspondence, in particular, by rapidly altering a speckle pattern produced by a laser and diffuser, Schaffer et al. were able to produce real-time reconstructions based on temporal matching algorithms [21] .
Through the use of laser speckle projection, we aim to provide a methodology that will allow the measurement uncertainty of smooth calibrated spheres to be determined. In turn, the calibrated sphere uncertainties will allow the performance of micro-scale photogrammetry systems to be verified to uncertainties lower than previously possible. The methodology will also benefit from being easily implemented, without the need for any sophisticated or expensive equipment.
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Methodology

System design
The photogrammetry system can be seen in Figure 1 . The system consists of a simple rotating stage and camera mount that allows the desired number of images to be taken at a range of angles. The positions of the camera can also be altered in order to produce the required image magnification at a range of camera elevation angles. The imaging system itself consists of a commercial DSLR camera (Nikon D3300, 24 MP sensor) with a 60 mm macro lens to allow high magnification images. The laser speckle system is mounted directly to the rotating table to ensure that the speckle pattern remains stationary with respect to the object as it rotates. Tests were also performed to ensure the projected pattern remained stable over one hour period, much longer than the time required for any particular experiment. Both the average and standard deviation of all SIFT features were monitored for the length of the test relative to the first image. The average motion was around two to three pixels, and corresponds to the mechanical stability of the camera. Despite the camera motion, for the duration of the test the calculated standard deviation of the average motion was less then one pixel, corresponding to the relative motion of the speckle features on the object surface. Since the variation of the pattern is less than one pixel, we are confident that the pattern will remain stable for the duration of the measurements. The laser speckle projection is achieved with the use of a laser diode (532 nm, 4.5 mW), focusing lens (50 mm, bi-convex) and glass diffuser (600 Grit polished). The green laser diode was chosen to ensure the imaging system was most sensitive to intensity variations due to the Bayer filter and CMOS sensor design of the camera. The laser is then focused on to the glass diffuser by the focusing lens, as shown in Figure 2 . The interaction with the rough glass surface results in a complex, but structured interference pattern that can be projected onto the object surface. As discussed in Section 1, we have used the laser speckle pattern to provide artificial texture that can be detected and matched by SIFT algorithms. A significant requirement for the laser speckle system is that the object surface diffusely reflects the speckle pattern in order for the pattern to be observed on the objects surface. There will also be some further interaction of the laser speckle pattern with the object surface, creating subjective speckle. Subjective speckle is an unwanted pattern as it will vary depending on the camera position, and therefore, will not produce corresponding features [22] . However, by selecting a sufficiently low F-stop value (F/8), the contrast of the subjective speckle can be reduced to become effectively zero. 
Current specification standards
VDI/VDE 2634 part 3 is the specification standard available for the verification and acceptance of a photogrammetry system [16] . VDI/VDE 2634 part 3 defines multiple ways of verifying the measurement uncertainty of an object measured with a certain instrument, but for the most part this can be broken down into three main quality parameters: probing form error, probing size error and sphere spacing error [13] . Both the probing form and size error can be evaluated through the measurement of a sphere. The probing form error characterises the difference between the measured data and a fitted perfect sphere, whereas the probing size is the difference between the fitted radius of the sphere and its calibrated value. The sphere measurement is repeated five times in different sphere positions within the measurement volume. With five different measurements, the probing form and size error is defined as the maximum range of errors. Similarly, the sphere spacing error is determined by measuring a ball bar and comparing the distance between fitted spheres and their calibrated sphere to sphere distances. This process is repeated with the ball bar in seven different orientations as can be seen in Figure 3 . As with the probing errors, the sphere spacing error is defined as the maximum range of errors for all length measurements.
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Artefacts
As we have seen in Section 2.2, a sphere and ball bar are required for the verification of a photogrammetry system according to VDI/VDE 2634 part 3. Therefore, one 10 mm diameter and three 5 mm diameter tungsten carbide tooling balls were selected to construct the required artefacts [23] . The tungsten carbide tooling balls have a roundness of 0.2 µm and an Ra parameter of 0.25 µm, whilst still having a diffusely reflecting surface ideal for photogrammetry [24, 25] . The 10 mm sphere was used as the probing error measurement sphere and placed in an object holder for individual use. The three 5 mm spheres were used to construct a ball plate, the design of which can be seen in Figure 4 . The triangular orientation of spheres in Figure 4 was chosen such that three individual ball bar lengths could be measured from a single measurement. The ball bar lengths were calibrated using a Ziess F25 coordinate measurement machine (CMM) with a maximum permissible error of 0.25 µm [26] . After calibration, the 6 mm, 8 mm and 10 mm lengths were found to be 5.942 µm, 7.956 µm and 9.957 µm respectively. 
Modified tests
The probing form and size error tests can be performed exactly as described in VDI/VDE 2634 part 3. However, replicating the ball bar arrangements in Figure 3 proves problematic when including the laser speckle projection system. As can be seen in Figure 2 , the laser speckle projection system is placed directly above the object to provide optimal coverage of the objects surface. Due to the design of the system, it is not possible to project the speckle pattern onto two spheres when they are vertically aligned. Due to the limiting effect of projecting texture from above, vertical ball bar arrangements, such as placement 1 in Figure 3 , cannot be measured. In order to compensate for this missing position, an additional tilted measurement was taken to give the ball plate orientations shown in Figure 5 . Modifications to the evaluation process were also made in order to better agree with other CMM specification standards. ISO 10360 part 8 [27] outlines some acceptance tests for CMMs with optical distance sensors, many of which are similar to those in VDI/VDE 2634 part 3. As ISO 10360 part 8 specifically addresses CMMs with optical distance sensors based on a single view, it cannot be directly applied to photogrammetry based systems. Although ISO 103060 part 8 is very similar to VDI/VDE 2634 part 3, it is aimed at single view optical distance sensor based CMMs and therefore not applicable to photogrammetry systems. According to ISO 10360 part 8, each test should be repeated three times in order to provide more data sets for the evaluation of the system. VDI 2634 part 3 also provides some basic methods for the evaluation of quality parameters. A more appropriate method of uncertainty evaluation for photogrammetry applications is outlined by ISO 15530 part 3 [28] . ISO 15530 part 3 describes uncertainty evaluation for a CMM using a calibrated workpiece. As photogrammetry requires some calibrated length to scale a reconstruction, ISO 15530 part 3 provides an ideal method for uncertainty evaluation. ISO 15530 part 3 defines the expanded uncertainty by the equation
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where k is the coverage factor (k = 2 is the recomended value for 95 % coverage), u cal is the standard uncertainty of the calibrated workpiece, u p is the standard uncertainty of the measurement being made, u b is the standard uncertainty of the systematic errors in the measurement process and u w is the standard uncertainty associated with material and manufacturing variations between the object being measured and calibrated workpiece. As the reconstructions are entirely scaled using the calibrated workpiece, u b will always be zero. Similarly, as the calibrated workpieces and measurement objects have been manufactured in the same way with the same materials, u w is also assumed to be zero. The expanded uncertainty can then be evaluated using the standard uncertainty of the measured parameter and the standard uncertainty of the workpiece used to scale the reconstruction.
Results
This Section describes the process of obtaining and evaluating the data for the verification tests described in Section 2.4. Each test was performed three times by taking thirty images through 180
• of rotation. Once the images had been taken, the reconstruction was performed using commercial photogrammetry software (Agisoft PhotoScan) to produce a dense point cloud of the object [29] . The dense point cloud was then exported from the software for analysis and measurements to be made. All measurements were performed under the same conditions, with temperature variations being sufficiently small to have no significant effect on measurements [30] . The procedure for repeat measurements was to reset the entire system and alter the speckle pattern such that a different pattern is observed on the object surface.
Sphere form and sizing error
The sphere form and sizing error test was performed in agreement with the tests described in Section 2.4. The 10 mm sphere was used as the main sphere for measurement, with the camera placed in five arbitrary positions and each measurement repeated three times. The camera positions were chosen in order to produce approximately the same magnification and elevation. In order to provide a length to scale the reconstruction, the ball plate was placed in close proximity to provide two additional spheres within the reconstruction volume. The calibrated radii of the two ball plate spheres could then be used to accurately scale the main sphere. A magnification of 1 : 3 was chosen to ensure that all spheres are in focus for the majority of the measurement, whilst maximising the resolution of the main sphere. An elevation of approximately 45
• was also chosen to provide the best coverage of the sphere surface. Once all images had been captured, each was reconstructed using commercial photogrammetry software (Agisoft PhotoScan) and each spheres point cloud exported individually [29] . The point cloud data was then analysed by fitting each sphere with a least squares regression, according to the equation
where [x i , y i , z i ] is the ith entry of N coordinates, [a, b, c] is the sphere centre and r is the sphere radius. The parameters of Equation (2) are solved through the simple linear relation
where A is defined as
and r = √ a 2 + b 2 + c 2 − d. Once Equation (3) has been solved, the radial error, ∆r i , of each point can be calculated from
The sphere fit is then further refined by removing 5 % of points with the greatest radial errors, according to Equation (6) . With the refined data, the sphere fitting process is repeated to give a final fitted radius r and the radial errors for the refined points ∆r.
The fitted radius r and the radial errors ∆r can then be scaled using the fitted radii of the two 5mm spheres. Table 1 shows the fitted radius and standard deviation of the radial errors for all measurements. Table 1 also shows the mean value of all the fitted radii as well as its associated standard deviation.
As can be seen in Table 1 , the system was able to produce a point cloud with a form standard uncertainty of around 8 µm and a sizing standard uncertainty of 4 µm on a sphere of radius 4.999 mm. The expanded uncertainty of the sizing error can then be calculated from Equation (1) to give 8.5 µm with a coverage factor of two. Similarly, the form errors give a mean expanded uncertainty of 16.6 µm with a coverage factor of two. As two 5 mm spheres were used as the calibrated workpiece, the roundness of the 5 mm spheres was used as the standard uncertainty on the calibrated workpiece.
Camera Position
Fitted radius, r /mm 
Sphere spacing error
Using the ball plate described in Section 2.3, the sphere spacing error test was performed as described in Section 2.4. All orientations shown in Figure 5 were measured three times, for all three lengths. As in Section 3.1, the camera was placed in order to produce a magnification of 1:3 such that all three spheres were in focus for the majority of the measurement. Unlike the previous section, the camera was placed at a slightly higher elevation in order to ensure the camera depth of field more evenly covered the ball plate surface. Again, once all measurements had been taken and reconstructed, all three spheres were fitted using the same process outlined in Section 3.1. The sphere spacing lengths were then calculated according to
where L r,i is the reconstruction length i and [a i , b i , c i ] are the coordinates for the centre of sphere i. For each length, the metric value can then be calculated from
where L m,i and and L c,i are the metric measurement and calibrated value of length i, respectively. Using this method, the test was performed for all lengths, three times in all seven positions. The measured lengths for the sphere spacing error can be seen in Table 2 along with the mean of each length, the difference from the calibrated value and the standard deviation on the mean. Table 2 shows that the system was able to measure lengths between 6 mm and 10 mm, to a standard uncertainty of around 10 µm to 12 µm. Based on the maximum permissible error of the sphere spacing calibrations of 0.25 µm, the expanded uncertainty on the sphere spacing measurements with a coverage factor of two are 21 µm, 25.2 µm and 20.8 µm for the 6 mm, 8mm and 10mm lengths respectively.
Conclusion
In this paper, a laser speckle projection system has been used to provide observable texture on the surface of smooth verification artefacts that would otherwise appear featureless. Using the laser speckle, acceptance tests modified from the specification standards VDI/VDE 2634 part 3 were performed on a set of verification artefacts with surface height variations less than 1 µm. With such low surface height variations on the verification artefact, the measurement uncertainty can potentially be evaluated to uncertainties on the order of a micrometre. The sizing, form and sphere to sphere length measurement expanded uncertainties of the photogrammetry system under test were found to be 8.5 µm, 16.6 µm and 25.2 µm over a 95 % confidence interval, respectively.
In conclusion, this paper has demonstrated a technique for the evaluation of photogrammetry measurement uncertainties on the order of a micrometre. Given the expanded uncertainties achieved by the photogrammetry system under test, this will provide a standard verification method for further advancements in micro-scale photogrammetry technology. In order to develop this methodology as a potential extension to the VDI/VDE standard, further work will also be done on better
