Abstract:
Introduction
Clinical trials are expensive and lengthy endeavours, with success of a given trial dependent upon collection of a sufficient amount of primary endpoint information to draw meaningful trial conclusions (for the desired statistical power), whether positive or negative. In randomized trials with time-to-event primary endpoints, the amount of such information is prospectively defined in the protocol in terms of the number of events, or patient outcomes, that must be observed before an analysis (interim or final) can be performed. The required number of observed outcomes is a function of the desired effect size, power and type I error rates for the trial, the expected rate of patient accrual and the distribution of the time-to-event endpoint itself (usually summarized by a median event time, assuming the underlying time-to-event outcome is exponentially distributed). Once a trial opens to enrolment and patient follow-up and treatment begins, however, the accrual rate may fluctuate over time, and the distribution of the time-to-event outcome may not closely resemble an exponential distribution. While the latter issue can be prevented through careful modelling of similar data from historical trials during initial planning of the study, accrual issues commonly plague already-launched clinical trials in practice, leading the study team and funding entities to question a moving target: the time remaining and additional resources required to reach the amount of information (events) necessary to perform interim and final analyses.
A number of existing works have addressed related issues such as mid-trial sample-size recalculation or adaptive use of real-time endpoint information to make termination or continuation decisions; reviews of these topics are given by Friede and Kieser (2006) and Kairalla et al. (2012) , respectively.
1-2 A more common situation arises when mid-trial changes to the design are not necessarily desired, but the remaining trial duration (in months or years) would be useful to estimate. In these cases, generally all that is readily known during the study is the accrual rate (per some period of time, such as months) since the study opened, the number of events already observed (unless some parties are blinded to this information) and some external estimate or hypothesis of the distribution of event times for the specific disease and treatment(s) under study. In some cases, it is also learned mid-trial that patient outcomes observed thus far are better than what was expected during trial planning, such that adaptations to a null hypothesized event rate must be considered. Bagiella and Heitjan (2001) proposed two methods for forecasting analysis dates: one that extrapolates cumulative mortality into the future until the number of required events (deaths) for the analysis is reached and another that produces a Bayesian prediction based on a predictive distribution of milestone event times.
3 However, both of these methods are fully parametric, assuming exponentially distributed event times and enrolment times following a Poisson distribution; because of this, deviations from underlying distributional assumptions could easily result in bias or inefficiency. To address these issues, Ying et al. (2004) proposed a nonparametric method for the prediction of event times in randomized clinical trials, which extrapolates Kaplan-Meier probabilities into the future using a Bayesian bootstrap to identify the time at which the required number of events for an analysis may occur. 4 These authors showed that their nonparametric approach is superior when the underlying time-to-event outcome violates the assumptions of Bagiella and Heitjan, yet their method is informed only by data from the trial itself and does not make use of existing knowledge (e.g. similar historical data) that is often available and could improve endpoint modelling and thus analysis time predictions in the present trial. Furthermore, these and other existing methods rely heavily on rather sophisticated (e.g. Bayesian) statistical techniques, which may present practical limitations for many trial practitioners. In this paper, we demonstrate and validate an algorithm for obtaining predictions of interim and final analysis times, through application of relatively straightforward parametric and non-parametric methodologies to a multi-trial collaboration in earlystage colon cancer.
Motivating Example: IDEA Collaboration
The work presented here was motivated by a specific example: the International Duration Evaluation of Adjuvant Therapy (IDEA) Collaboration, a collection of six concurrent clinical trials whose joint mission is to test the non-inferiority of 3 months of oxaliplatinbased adjuvant chemotherapy for the treatment of stage III colon cancer versus the standard 6 months' administration of the same therapy, with the primary endpoint of disease-free survival (DFS). In this setting, DFS is defined as the time from study randomization to disease recurrence or death, whichever occurs earlier. Full details of the individual IDEA trials and rules governing the collaboration, including data sharing, have been described by André et al. (2013) .
5 According to the IDEA statistical analysis plan, 3 months of adjuvant therapy will be deemed non-inferior to 6 months of therapy if the two-sided 95% confidence interval for the hazard ratio lies entirely below 1.12. A total sample size of at least 10,500 patients across the six trials (with a targeted 12,500 patients if each trial fully enrolls) is required to observe 3,390 DFS events to achieve 90% power for this design, assuming a 3-year DFS rate of 0.72 in the control group. The individual studies opened to enrolment between 2007 and 2012, and as of January 2014 (when the predictions reported in this paper were requested), two studies had completed their planned accrual while the other four studies remained open for enrolment (Table 1) .
Patients and Methods
Predicted interim and final analysis times for the IDEA trial collaboration were derived from the actual monthly accrual rates supplied by each trial, in combination with simulated patient outcomes, where features of the latter were estimated from similarly treated stage III patients enrolled to previously completed clinical trials contained in the Adjuvant Colon Cancer Endpoints (ACCENT) database.
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The ACCENT database is a collection of patient-level data from more than 40,000 patients enrolled to randomized clinical trials for adjuvant treatment of early-stage colon cancer since 1977. For the purposes of this analysis, only ACCENT patients from recent trials with oxaliplatin-containing arms were considered for endpoint estimation, as detailed below.
IDEA Accrual Determination
Historical monthly accrual of stage III patients was reported by each IDEA clinical trial, and these accrual rates plotted over time for visual examination. After increasing or decreasing trends in recent months' accrual were ruled out, future monthly accrual rates for each of the four IDEA trials still enrolling patients were projected by carrying forward the average monthly accrual for the past 12 months until the protocol-defined maximum accrual for stage III patients was met.
ACCENT Outcome Estimation
Separately, possible parametric models for DFS were examined using historical outcomes from patients who received 6 months planned FOLFOX (FLOX in C-07) or XELOX (the control arms in IDEA) while enrolled on the trials C-07 8 , C-08 9 , N016968 (XELOXA) 10 and N0147 11 contained in the ACCENT database. Patients from the FOLFOX + Bevacizumab arm of C-08 and the FOLFOX + Cetuximab arm of N0147 were included as each of those individual trials showed no improvement from the addition of the experimental therapy. Each of these trials used DFS as the primary endpoint and enrolled patients within the past 15 years, such that the model with the best fit to these 6,537 patients could subsequently be used to simulate hypothetical outcomes for similarly treated IDEA patients. Candidate parametric models included the Weibull, Gompertz, Log-Normal, Log-Logistic, Generalized Gamma and Generalized F distributions (see, e.g. Kalbfleish and Prentice (2002) 11 and Prentice (1975) 12 ). Goodness of fit was determined visually by superimposing the fitted model from each family onto a Kaplan-Meier curve of the ACCENT patients and checking for best proximity over all time points. Formal analytical goodness-of-fit testing was planned for cases where visual comparisons would not have yielded a clear winner
12
. Rates of patient loss to follow-up over time were also examined in ACCENT, such that simulated outcomes for IDEA patients could be modified to account for similar potential loss to follow-up. 
IDEA Patient Simulation
Using both the monthly trial-specific accrual from IDEA and the parametric estimation of DFS from ACCENT, hypothetical patient outcomes were simulated for each trial within the IDEA collaboration as follows. First, random accrual dates were generatedfrom the reported and projected monthly accrual rates, assuming uniform accrual within each trial and month. Next, a random DFS time for each patient was simulated from the best-fitting parametric model previously estimated from ACCENT. These simulated patient DFS times were then added to the simulated accrual dates to produce a simulated event date for each patient. Early patient dropout was accounted for by randomly and uniformly right-censoring IDEA patients at the same rates estimated within monthly intervals from ACCENT. This process of IDEA patient data simulation described above was repeated over 100 iterations, such that stable analysis time predictions based on averages taken over hypothetical "runs" of the IDEA collaboration could be obtained. In this setting, 100 iterations were deemed sufficient as the variability across iterations was low and computational time was non-negligible.
Interim and Final Analysis Time Predictions
After accrual and event times were simulated for all IDEA patients, the predicted interim and final analysis dates were derived by calculating the cumulative number of predicted events by month to identify those months where 1695 and 3390 events were reached, respectively, and then averaging these predictions over the 100 simulation iterations. The hypothetical impact on the final IDEA analysis date of the SCOT trial's possible discontinuation of follow-up beyond November 2014 was also considered. Importantly, the actual numbers of events per trial at past quarterly census dates were withheld by the IDEA steering committee from the statistician performing this analysis until after the predictions were completed. At that time, the most recently reported number of events per trial was compared with the trial-specific event predictions from the same month, assuming a 4-month "information lag time" between clinical documentation of patient events and submission of these events to centralized trial databases. This decision readily allowed for evaluation and validation of the prediction methodology.
Results

IDEA Accrual Determination
Monthly accrual for each trial since July 2007, when the first trial (TOSCA) opened to enrolment, is shown in Figure 1 . From these patterns, it was determined that future monthly accrual rates for the four IDEA trials that remained open as of January 2014 (PRODIGE, C80702, HORG and ACHIEVE) could reasonably be estimated by their respective monthly accrual averages calculated over the past 12 months.
ACCENT Outcome Estimation
In Figure 2 , the candidate parametric models for DFS applied to the historically similar ACCENT patients are shown, superimposed on the empirical Kaplan-Meier estimate for DFS in ACCENT with its 95% confidence band. Among these candidate distributions, it was visually determined that the Generalized F distribution yielded the best parametric fit to the empirical data, as represented by its general proximity to the Kaplan- Meier curve at most follow-up times. Details of the generalized F distribution and its parameter estimates from ACCENT are given in the Appendix. Because of this clear winner, no additional numerical goodness-of-fit testing was performed. Further analysis of the ACCENT data revealed monthly loss to follow-up rates ranging from less than 0.1% prior to 5 years to more than 1.5% beyond 5 years, which were the follow-up loss rates applied to the simulated patient outcomes in IDEA.
Interim and Final Analysis Time Predictions
With DFS event times simulated for each patient in IDEA, the cumulative number of predicted events was computed, both within trials and overall, for each calendar month since July 2007. Figure 3 presents the averages of these predictions taken over the 100 simulation iterations. Based on these predictions, it was estimated that the 1,695th event required to perform the single pre-specified interim analysis would occur in January 2014 (simulated IQR: December 2013 to January 2014), and the 3,390th event required to perform the final analysis (if the interim analysis allowed the project to continue) would occur in September 2016 (simulated IQR: August 2016 to October 2016). For the hypothetical scenario in which the SCOT trial discontinued patient follow-up beyond November 2014, it was predicted that the 3,390th event could not be observed until June 2017, causing a final analysis delay of approximately 9 months (Figure 4) .
The total event projections (lines) shown in Figures  3 and 4 were constructed without knowledge of the actual number of events at any point during the IDEA collaboration, such that the predictions could not be biased by "back fitting" the models to known quantities. Once analysis date predictions were provided to members of the IDEA steering committee, the number of events per trial and the total number of events overall as of the last quarterly census (January 2014) were disclosed. These counts were then added to Figures 3 and 4 (represented by solid squares), assuming a 4-month information lag time between the actual occurrence of events and when they are centrally recorded in trial databases. The high concordance observed between the predicted and actual number of events, both within trials (a difference of fewer than 10 events for 4 out of 6 trials) and overall (a difference of only 8 events), suggests a strong resemblance of IDEA patients to those in ACCENT who received oxaliplatincontaining regimens, as well as a strong parametric fit of the generalized F distribution to the ACCENT data.
Discussion
In this manuscript, using the IDEA trial collaboration as an example, we have demonstrated a useful methodology for estimating the eventual analysis time in a clinical trial where a time-to-event outcome is of interest. Having a reasonably accurate idea of the final analysis date well in advance allows for trial resource allocation and planning to occur more efficiently and offers an opportunity for foresight in situations where it becomes evident that adjustments to trial objectives or design characteristics should be made. As we have shown, the eventual analysis time in a clinical trial is a function of patient accrual, the distribution of the patient outcome being studied and consistency of follow-up. As was shown in the hypothetical scenario where one IDEA trial terminated follow-up prematurely, losing even a fraction of the endpoint information can profoundly impact the time until a final analysis can be performed. In single trial settings, this can occur when individual centers within a trial fail to report patient data in a timely manner, or when a higher number of patients than anticipated are lost to followup. Even as trial characteristics such as the amount of patient information (number of events) required for the final analysis are generally determined well before the first patient is enrolled, utilization of accumulating endpoint data-in a neutral and prospective manner such as that presented here-may be useful for judging whether a primary trial objective is still on track to be achievable within a reasonable amount of time, or revealing the necessity for design changes while they can still be made.
