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Abstract
We define a toric degeneration of an integrable system on a projective manifold, and prove the existence
of a toric degeneration of the Gelfand–Cetlin system on the flag manifold of type A. As an application, we
calculate the potential function for a Lagrangian torus fiber of the Gelfand–Cetlin system.
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1. Introduction
It is well known that a polarized toric variety (X,L) is related to a convex polytope L, the
moment polytope, in two different ways:
• L is the image of the moment map for the standard torus action on X, and
• the space H 0(X,L) of holomorphic sections of L has a basis consisting of Laurent monomi-
als, or equivalently, the weight decomposition of H 0(X,L) with respect to the torus action
is multiplicity-free, and each monomial corresponds to an integral point of L.
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λ = (λ1  λ2  · · · λn)
be a non-increasing sequence of real numbers and consider the orbit
Oλ = AdU(n) ·diag(λ1, . . . , λn)
of the Hermitian matrix diag(λ1, . . . , λn) under the adjoint action of the unitary group U(n). This
orbit has a natural Kähler structure, where the complex structure comes from an identification
with the flag manifold F = GL(n,C)/P of type A, and the Kähler form ωλ comes from the
Kostant–Kirillov symplectic form on the coadjoint orbit in the dual space u(n)∗ of the Lie algebra
u(n), identified with Oλ by the Killing form.
When all λi are integral, there is a U(n)-equivariant ample line bundle Lλ on Oλ whose first
Chern class c1(Lλ) is represented by ωλ. The Borel–Weil theory states that H 0(F,Lλ) is an
irreducible representation of U(n) of highest weight λ. In this setting, a convex polytope λ,
called the Gelfand–Cetlin polytope, appears in two different ways:
• λ is the image of the moment map of a completely integrable system on F called the
Gelfand–Cetlin system [15].
• H 0(F,Lλ) admits a multiplicity-free decomposition into one-dimensional subspaces with
respect to the action of a chain
U(1) ⊂ U(2) ⊂ · · · ⊂ U(n− 1) ⊂ U(n)
of subgroups. Each of these subspaces is parametrized by a sequence(
λ(1), λ(2), . . . , λ(n−1), λ(n)
)
of highest weights, which is in one-to-one correspondence with an integral point of λ.
By choosing a non-zero element of each subspace, one obtains the Gelfand–Cetlin basis of
H 0(F,Lλ) [10].
Despite the similarities between the toric moment map and the Gelfand–Cetlin system, there
are marked differences: The Hamiltonian torus action of the Gelfand–Cetlin system does not
preserve the complex structure on the flag manifold unlike the case of a toric variety. Although
the fibers over the interior of the moment polytope are Lagrangian tori in both cases, the fibers
over the boundary of λ are not necessarily isotropic tori in contrast to the case of L. In
Example 3.8, we will see that the moment polytope for the full flag manifold in dimension three
has a vertex where the fiber is a Lagrangian three-sphere.
It is known [13,4,19] that there is a flat family f : (X,L) → C of polarized varieties such that
• (Xt = f−1(t),Lt = L|Xt ) is isomorphic to (F,Lλ) as a polarized manifold for any t = 0,
and
• (X0,L0) is the polarized toric variety associated with the Gelfand–Cetlin polytope λ.
In this paper, we study the relation between the Gelfand–Cetlin system on (F,Lλ) and the mo-
ment map of (X0,L0). To state our main result, we make the following definition:
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be a completely integrable system on it. A toric degeneration of Φ consists of a flat family
f : X → B of algebraic varieties over a complex manifold B , a Kähler form ω˜ on X, a piecewise
smooth path γ : [0,1] → B , a continuous map Φ˜ : X|γ ([0,1]) → RN on the total space X|γ ([0,1]) =
f−1(γ ([0,1])) of the family restricted to the path, and a flow φt on X|γ ([0,1]) which covers the
path γ and is defined away from the union
⋃
t∈[0,1] Sing(Xt ) of the singular loci of the fibers
Xt = f−1(γ (t)) such that
• for each t ∈ [0,1], Φt = Φ˜|Xt is a completely integrable system on the Kähler variety
(Xt ,ωt = ω˜|Xt ), whose image Φt(Xt ) is a convex polytope  independent of t ,
• (X1,ω1) is isomorphic to (X,ω) as a Kähler manifold,
• Φ1 coincides with Φ under the above isomorphism X1 ∼= X,
• (X0,ω0) is a toric variety with a torus-invariant Kähler form,
• Φ0 : X0 → RN is the moment map for the torus action on X0 (hence  is a moment polytope
of X0), and
• if we set ◦ = \Φ0(Sing(X0)) and X◦t = Φ−1t (◦), then the flow φt sends X◦t ′ to another
fiber X◦
t ′−t preserving the symplectic structures and the completely integrable systems:
(X◦
t ′ ,ωt ′)
Φt ′
φt
(X◦
t ′−t ,ωt ′−t )
Φt ′−t
RN
Note that the existence of a toric degeneration of a projective manifold with a structure
of an integrable system does not imply the existence of a toric degeneration of that inte-
grable system. For example, P1 × P1 admits a flat degeneration into the Hirzebruch surface
F2 = P(OP1 ⊕ OP1(2)), although the corresponding toric integrable structures cannot be related
by a degeneration since their moment polytopes are distinct.
Now the main theorem in this paper is the following:
Theorem 1.2. For any non-increasing sequence λ = (λ1  λ2  · · · λn) of real numbers, the
Gelfand–Cetlin system on (Oλ,ωλ) admits a toric degeneration.
Essential ingredients of the proof are the degeneration in stages of the flag manifold, in-
troduced by Kogan and Miller [19] to relate the Gelfand–Cetlin basis of H 0(F,Lλ) with the
monomial basis of H 0(X0,L0) in a geometric way, and the gradient-Hamiltonian flow, intro-
duced by W.-D. Ruan [21] to construct Lagrangian torus fibrations on Calabi–Yau manifolds.
As an application of Theorem 1.2, we compute the potential function of the Gelfand–Cetlin
system in Theorem 10.1 by reducing to the case of toric Fano manifolds, first studied by Cho and
Oh [6] and further elaborated by Fukaya, Oh, Ohta and Ono [9]. The potential function is a Floer
theoretic invariant of a Lagrangian submanifold introduced by Fukaya, Oh, Ohta and Ono [8],
which encodes the information of holomorphic disks with Lagrangian boundary condition. It will
be used in Theorem 12.1 to show the existence of a non-displaceable Lagrangian torus in the flag
manifold just as in the toric case [9, Theorem 1.5].
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tential after the substitution of e−1 into the indeterminant element T of the Novikov ring and a
suitable change of variables. The Landau–Ginzburg potential appears in Givental’s integral rep-
resentation of the J -function, which generates the quantum D-module encoding the information
of Gromov–Witten invariants. As a corollary to this integral representation, one obtains an iso-
morphism between the quantum cohomology ring and the Jacobi ring of the Landau–Ginzburg
potential. Such properties continue to hold in the case of a full flag manifold, where the J -
function gives a solution to the quantum completely integrable system called the quantum Toda
lattice, although it fails for more general flag manifolds.
The organization of this paper is as follows: In Section 2, we fix notation and recall basic facts
on flag manifolds which are used through this paper. In Section 3, we recall the construction of the
Gelfand–Cetlin system. In Section 5, we introduce toric degenerations of flag manifolds in stages
following [19]. A toric degeneration of the Gelfand–Cetlin system is constructed in Section 6
and Section 7. In Section 6 we construct a map Φ˜ in Definition 1.1 using the degeneration in
stages, and prove in Section 7 that the gradient-Hamiltonian flow sends the flag manifold to
the toric variety X0 preserving the structure of completely integrable systems. In Section 8,
we construct another, not in-stages, toric degeneration of the Gelfand–Cetlin system so that Xt
is biregular to X for any t = 0. This will be used in Section 9 to compare the moduli spaces
of holomorphic disks in the flag manifold and the Gelfand–Cetlin toric variety. In Section 10,
we recall the definition of the potential function, and compute it for a Lagrangian torus fiber
in the Gelfand–Cetlin system. In Section 11, we study the case of the full flag manifold F (3)
and the Grassmannian Gr(2,4) in some detail. In Section 12, we prove the existence of a non-
displaceable Lagrangian torus in the flag manifold along the lines of [9]. In Section 13, we recall
Givental’s integral representation of the J -function for the full flag manifold, and discuss its
relation with the potential function.
2. Partial flag manifolds
Fix a sequence 0 = n0 < n1 < · · · < nr < nr+1 = n of integers, and set ki = ni − ni−1 for
i = 1, . . . , r + 1. The partial flag manifold F = F(n1, . . . , nr , n) is a complex manifold parame-
terizing nested subspaces
0 ⊂ V1 ⊂ · · · ⊂ Vr ⊂ Cn, dimVi = ni.
Let F (n) denote the full flag manifold F(1,2, . . . , n) for short. The dimension of F(n1, . . . , nr , n)
is given by
N = N(n1, . . . , nr , n) := dimC F(n1, . . . , nr , n) =
r∑
i=1
(ni − ni−1)(n− ni).
Let P = P(n1, . . . , nr , n) ⊂ GL(n,C) be the isotropic subgroup of the standard flag Vi =
〈e1, . . . , eni 〉, where {e1, . . . , en} is the standard basis of Cn. Then the intersection of P and
U(n) is U(k1)× · · · ×U(kr+1), and F is written as
F = GL(n,C)/P = U(n)/(U(k1)× · · · ×U(kr+1)).
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GL(n,C) is a Borel subgroup consisting of upper triangular invertible matrices, and T is a max-
imal torus in U(n) consisting of diagonal matrices.
In this paper we will use two descriptions of flag manifolds, (co)adjoint orbits and Plücker em-
beddings. First we recall the (co)adjoint orbit description. Using a U(n)-invariant inner product
〈,〉 on the Lie algebra u(n) of U(n), we identify the dual u(n)∗ of u(n) with the space √−1u(n)
of Hermitian matrices. We fix λ = diag(λ1, . . . , λn) ∈
√−1u(n) with
λ1 = · · · = λn1︸ ︷︷ ︸
k1
> λn1+1 = · · · = λn2︸ ︷︷ ︸
k2
> · · · > λnr+1 = · · · = λn︸ ︷︷ ︸
kr+1
. (1)
Then F is identified with the adjoint orbit Oλ ⊂
√−1u(n) of λ by
F = U(n)/(U(k1)× · · · ×U(kr+1)) ∼−→ Oλ, [g] −→ gλg∗.
Note that Oλ consists of Hermitian matrices with fixed eigenvalues λ1, . . . , λn. Oλ has a standard
symplectic form ωλ called the Kostant–Kirillov form. Recall that tangent vectors of Oλ at x can
be written as adξ (x) = [x, ξ ] for ξ ∈ u(n). Then ωλ is defined by
ωλ
(
adξ (x), adη(x)
)= 1
2π
〈
x, [ξ, η]〉.
Note that ωλ is the unique U(n)-invariant Kähler form in its cohomology class [ωλ].
Next we recall the Plücker embedding of F . For each k = 1, . . . , n − 1, we set Pk :=
P(
∧k
Cn) = P(nk)−1. Then the Plücker embedding is given by
ι : F ↪→
r∏
i=1
Pni ,
(
0 ⊂ V1 ⊂ · · · ⊂ Vr ⊂ Cn
) → (∧n1V1, . . . ,∧nr Vr).
Note that we have a natural projection
π = πn1,...,nr :
∏n−1
k=1 Pk −→
∏r
i=1 Pni
∪ ∪
F (n) −→ F(n1, . . . , nr , n).
For an n× n matrix z = (zij ) and I = {i1 < · · · < ik} ⊂ {1, . . . , n}, we set
zI =
⎛⎜⎜⎝
zi11 zi12 · · · zi1k
zi21 zi22 · · · zi2k
...
...
...
zik1 zik2 · · · zikk
⎞⎟⎟⎠ .
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pI (z) := det zI
for I with |I | = n1, . . . , nl . In other words, F can be obtained as a “multiple Proj” of C[pI ; |I | =
n1, . . . , nr ]:
F(n1, . . . , nr , n) = multiple ProjC
[
pI ; |I | = n1, . . . , nr
]⊂ r∏
i=1
Pni ,
which means that F is a subvariety in
∏r
i=1 Pni =
∏r
i=1 ProjC[ZI ; |I | = ni] corresponding to
C[pI ; |I | = n1, . . . , nr ]. In this setting, ωλ coincides with the restriction ι∗ω˜λ of a Kähler form
ω˜λ =
r∑
i=1
(λni − λni+1)ωFS,ni (2)
on
∏r
i=1 Pni , where ωFS,k is the Fubini–Study form on Pk .
Example 2.1. The full flag manifold F (3) for n = 3 is three-dimensional and embedded into
P1 × P2 = P2 × P2 as a hypersurface by
ι = ([p1 : p2 : p3], [p12 : p13 : p23]) : F (3) −→ P2 × P2.
The defining equation (i.e. the Plücker relation) is given by
Z1Z23 −Z2Z13 +Z3Z12 = 0,
where [Z1 : Z2 : Z3], [Z12 : Z13 : Z23] are homogeneous coordinates on P1 and P2 respectively.
Example 2.2. F (4) is of dimension six and embedded into
∏
k Pk = P3 × P5 × P3. The Plücker
relations are given by ten quadrics, and hence F (4) is not a complete intersection. The projection
π2 :∏k Pk → P2 = P5 maps F (4) to the Grassmannian F(2,4) = Gr(2,4) of two-planes in a
four-space, which is a hypersurface in P2 defined by
Z12Z34 −Z13Z24 +Z14Z23 = 0.
We consider the case where λi ∈ Z for i = 1, . . . , n. Then λ can be regarded as a character of
T by
T −→ C∗, diag(t1, . . . , tn) −→ tλ11 · · · tλnn ,
and hence gives an action of T on C. Using this T -action, we define a line bundle on F (n) by(
U(n)× C)/T −→ F (n) = U(n)/T .
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It is easy to see that this descends to a line bundle Lλ on F(n1, . . . , nr , n) under the condition (1).
Note that Lλ is also written as
Lλ = ι∗OPn1 (λn1 − λn2) · · ·OPnr (λnr − λn),
where  is the outer tensor product. Hence ωλ represents the first Chern class c1(Lλ) of Lλ.
We recall the description of the anti-canonical bundle K−1F on F in terms of characters λ.
Note that the holomorphic tangent space of F (n) at the standard flag can be identified with⊕
i<j CEij , where Eij is the matrix whose (i, j)-entry is 1 and the other entries are zero. Hence
the anti-canonical bundle K−1
F (n)
of the full flag manifold corresponds to the sum of “positive
roots” (0, . . . ,0,1,0, . . . ,0,−1,0, . . . ,0):
K−1
F (n)
= L2ρ, 2ρ = (n− 1, n− 3, . . . ,−n+ 3,−n+ 1).
Similarly, the anti-canonical bundle of the partial flag manifold F(n1, . . . , nr , n) is given by
λ = (n− n1, . . .︸ ︷︷ ︸
k1
, n− n1 − n2, . . .︸ ︷︷ ︸
k2
, . . . , n− nr−1 − nr, . . .︸ ︷︷ ︸
kr
,−nr, . . . ,−nr︸ ︷︷ ︸
kr+1
), (3)
the sum of roots corresponding to Eij above the diagonal squares Qk of the ladder diagram,
which will be introduced in the following. For example, the anti-canonical bundle K−1Gr(r,n) of the
Grassmannian Gr(r, n) corresponds to
λ = (n− r, . . . , n− r︸ ︷︷ ︸
r
,−r, . . . ,−r︸ ︷︷ ︸
n−r
).
Now we introduce the standard ladder diagram, which is used in [4] to describe the toric
degeneration of F . (See Fig. 1.)
Definition 2.3. We consider an n× n square Q and place squares Ql of size kl × kl (l = 1, . . . ,
r + 1) on the diagonal. The ladder diagram is the set of boxes below the diagonal squares. Let
O0 denote the lower left corner of the ladder diagram. For l = 1, . . . , r , the lower right corner of
Ql is denoted by Ol .
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Note that the number of boxes in the ladder diagram is equal to N(n1, . . . , nr , n) =
dimC F(n1, . . . , nr , n). Any matrix in P(n1, . . . , nr , n) has 0’s in its entries which correspond
to boxes in the ladder diagram, and U(kl) is placed in the diagonal square Ql .
Definition 2.4. A positive path is a path on the ladder diagram, starting at the lower left corner
O0 and moving either upward or to the right along edges, until one of Ok is reached.1
For each positive path ending at Ok , we can associate a homogeneous coordinate on Pnk =
P
( nnk)
−1
. Note that the number of positive paths reaching Ok is
(
n
nk
)
. If the path is horizontal in
the i1, . . . , ink -th steps, then the corresponding coordinate is Zi1,...,ink . For example, the positive
path in Fig. 2 corresponds to Z1,3,6,7,9 on P5.
3. The Gelfand–Cetlin system
In this section we recall the construction of the Gelfand–Cetlin system. First we consider the
case of full flag manifold F (n) = F(1,2, . . . , n). Note that this corresponds to the case where all
λi are distinct:
λ1 > λ2 > · · · > λn.
For x ∈ Oλ and k = 1, . . . , n− 1, let x(k) denote the upper-left k × k submatrix of x. Since x(k)
is also a Hermitian matrix, it has real eigenvalues λ(k)1 (x)  λ
(k)
2 (x)  · · ·  λ(k)k (x). By taking
the eigenvalues for all k = 1, . . . , n− 1, we obtain a set of functions
Φλ : Oλ −→ Rn(n−1)/2, x −→
(
λ
(k)
i (x)
)
k=1,...,n−1,
i=1,...,k
. (4)
Recall that dimC F (n) = n(n− 1)/2.
1 The choice of the orientation of positive paths is different from the one in [4].
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(Oλ,ωλ).
{λ(k)i }k,i is called the Gelfand–Cetlin system on (F (n),ωλ).
Remark 3.2. For k = 1, . . . , n− 1, we regard U(k) as a subgroup of U(n) by
U(k) ∼=
(
U(k) 0
0 1n−k
)
⊂ U(n). (5)
Then the map x → x(k) gives a moment map of the U(k)-action on (Oλ,ωλ).
For later use, we present a proof of this theorem. We first recall some basic facts on moment
maps. Let G be a compact Lie group acting on a symplectic manifold (M,ω) with a moment
map μ : M → g∗. Note that g∗ has a Poisson structure induced from the Kostant–Kirillov form.
For functions f1, f2 on g∗, their Poisson bracket {f1, f2}g∗ at x ∈ g∗ is defined to be the Poisson
bracket at x of the restrictions fi |Ox to the coadjoint orbit Ox of x.
Lemma 3.3. For f1, f2 ∈ C∞(g∗), it follows that
{
μ∗f1,μ∗f2
}
M
= μ∗{f1, f2}g∗ ,
where {,}M is the Poisson bracket on M . In particular, if f1 (or f2) is Ad(G)∗-invariant, then we
have
{
μ∗f1,μ∗f2
}
M
= 0.
See [14] for a proof. We also recall the following Noether type theorem, which will be used
in Section 7.
Lemma 3.4. If f ∈ C∞(M) is G-invariant, then μ is constant along the Hamiltonian flow of f .
Now we go back to our situation and prove Theorem 3.1. Since λ(k)i is a pull-back of a U(k)-
invariant function on
√−1u(k) by the moment map x → x(k), Lemma 3.3 implies that
{
λ
(k)
i , λ
(l)
j
}= 0
on (Oλ,ωλ).
Next we see the image Φλ(Oλ) of Oλ. We first consider the eigenvalues of x and x(n−1). The
mini-max principle implies that
λ1  λ(n−1)  λ2  λ(n−1)  λ3  · · · λn−1  λ(n−1)  λn.1 2 n−1
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λ1 λ2 λ3 · · · λn−1 λn     
λ
(n−1)
1 λ
(n−1)
2 λ
(n−1)
n−1  
λ
(n−2)
1 λ
(n−2)
n−2 · · · · · · 
λ
(1)
1
(6)
An array of real numbers satisfying (6) is called a Gelfand–Cetlin pattern for λ. The Gelfand–
Cetlin polytope λ is a polytope consisting of Gelfand–Cetlin patterns for λ. The above argument
means the image Φλ(Oλ) is contained in λ.
Lemma 3.5. Let a1, . . . , ak+1, b1, . . . , bk be real numbers satisfying
a1  b1  a2  · · · ak  bk  ak+1.
Then there exist x1, . . . , xk ∈ C and xk+1 ∈ R such that⎛⎜⎜⎝
b1 0 x¯1
. . .
...
0 bk x¯k
x1 · · · xk xk+1
⎞⎟⎟⎠
has eigenvalues a1, . . . , ak+1.
We omit the proof. Using this lemma successively, we can prove that Φλ(Oλ) = λ. The fact
that dimλ = n(n− 1)/2 implies the functional independence of λ(k)i ’s.
Remark 3.6. Recall that a moment map of the T -action on Oλ is given by
x = (xij ) −→
⎛⎝x11 0. . .
0 xnn
⎞⎠ .
Since
xkk = trx(k) − trx(k−1) =
∑
i
λ
(k)
i −
∑
i
λ
(k−1)
i ,
the T -action is contained in the Gelfand–Cetlin system.
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Fig. 4. The Gelfand–Cetlin polytope for F(3) .
Remark 3.7. We can think of the ladder diagram as a container of a Gelfand–Cetlin pattern
leaning to the right, here λ1, . . . , λn are placed in the diagonal squares Q1, . . . ,Qn respectively
(see Fig. 3). A vertex of the Gelfand–Cetlin polytope is given by a Gelfand–Cetlin pattern each
of whose entry is connected to some λi by a chain of equalities. By putting arrows on edges
of the ladder diagram where the adjacent entries are distinct, we obtain a tree of positive paths,
which is called a meander in [4].
Example 3.8. In the case of F (3), the Gelfand–Cetlin system consists of three functions
Φλ =
(
λ
(2)
1 , λ
(2)
2 , λ
(1)
1
) : F (3) −→ R3,
and the Gelfand–Cetlin polytope is illustrated in Fig. 4. Topology of the fibers are quite similar
to the toric case: for almost every point in λ, if it is contained in an i-dimensional face, its fiber
is an i-dimensional torus. A difference appears at the vertex where four edges are intersecting.
The fiber of this point is a three-dimensional sphere S3. This can be seen as follows. The vertex
is given by the equations
λ1 λ2 λ3
= =
λ
(2)
1 λ
(2)
2= =
(1)
.λ1
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x(2) =
(
λ2 0
0 λ2
)
,
or equivalently, x must have the form
x =
(
λ2 z1
λ2 z2
z¯1 z¯2 ν
)
.
The condition that x has eigenvalues λ1, λ2, λ3 is equivalent to
ν = λ1 − λ2 + λ3, |z1|2 + |z2|2 = (λ1 − λ2)(λ2 − λ3),
which means that the fiber is isomorphic to S3.
Remark 3.9. The torus action given by the Gelfand–Cetlin system does not preserve the complex
structure on F . In fact any torus acting holomorphically on F must be contained in a maximal
torus of PGL(n,C) which is the holomorphic automorphism group of the flag manifold. Thus the
inverse image of a face of the Gelfand–Cetlin polytope is not necessarily a complex subvariety
in F . In the case of F (3), for two faces of dimension two in the back side of λ in Fig. 4, their
inverse images are complex subvarieties. On the other hand, it is not true for other four faces of
dimension two.
We move on to the case of a partial flag manifold F(n1, . . . , nr , n) ∼= Oλ where λ satisfies (1).
(See Fig. 5.) We can consider the functions (4) also in this case. Under the condition (1), (6)
implies that
λ
(n−1)
1 = · · · = λ(n−1)n1−1 = λn1,
λ
(n−1)
n1+1 = · · · = λ
(n−1)
n2−1 = λn2,
...
which mean that λ(k)i contained in Ql is a constant function λnl . In other words, non-constant
λ
(k)
i exactly corresponds to a box in the ladder diagram. In particular, we have the right number
of Poisson commuting functions
Φλ :
(
F(n1, . . . , nr , n),ωλ
)−→ RN(n1,...,nr ,n), x −→ (λ(i)j (x)).
We call this the Gelfand–Cetlin system on F(n1, . . . , nr , n).
Example 3.10. We consider the case of Gr(2,4), where the condition λ1 = λ2 > λ3 = λ4 is
satisfied. The Gelfand–Cetlin system consists of four functions
Φλ =
(
λ
(3)
, λ
(2)
, λ
(2)
, λ
(1)) : Gr(2,4) −→ R4.2 1 2 1
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Under the projection R4 → R, (λ(3)2 , λ(2)1 , λ(2)2 , λ(1)1 ) → λ(3)2 , λ is fibered by Gelfand–Cetlin
polytopes for F (3), and the fiber shrinks to a two-dimensional triangle on the boundaries λ(3)2 =
λ1, λ3. We see a fiber of a boundary point given by λ(3)2 = λ(2)1 = λ(2)2 = λ(1)1 = s. From the
argument in the F (3)-case, each matrix x in this fiber satisfies
x(3) =
(
s z1
s z2
z¯1 z¯2 α
)
with α = λ1 +λ3 − s and |z1|2 +|z2|2 = (λ1 − s)(s −λ3). We assume that λ1 > s > λ3, and take
g ∈ U(3) such that g∗x(3)g = diag(λ1, s, λ3). Note that such g is unique up to scalar. Then it is
easy to check that x has the form
(
g
1
)∗
x
(
g
1
)
=
⎛⎜⎝
λ1 0
s z3
λ3 0
0 z¯3 0 α
⎞⎟⎠
with |z3|2 = (λ1 − s)(s − λ3). This means that the fiber is a Lagrangian S3 × S1. When s goes
to a boundary, say λ1, we have x = diag(λ1, λ1, λ3, λ3), which means that the fiber shrinks to a
point.
In the rest of this section, we see some properties of the Gelfand–Cetlin polytope. Readers
who are interested only in toric degeneration of the Gelfand–Cetlin system can skip to the next
section. First we consider the case where ωλ represents the anti-canonical class, or equivalently,
λ is given by (3).
Definition 3.11. An N -dimensional integral polytope  ⊂ RN is said to be reflexive if the fol-
lowing two conditions fold:
(i) all codimension one faces of  are supported by an affine hyperplane of the form {u ∈ RN |
〈u,v〉 = −1} for some v ∈ ZN , where 〈,〉 is the standard inner product on RN .
(ii)  contains only one integral point 0 in its interior.
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It is proved in [2] that  is reflexive if and only if the toric variety obtained from  by the
Delzant construction is Fano.
Lemma 3.12. Under the condition (3), the Gelfand–Cetlin polytope λ is reflexive after a trans-
lation.
See also [4], where the same is proved in the dual side.
Proof. For each k and i, we set λ(k)i = k − 2i + 1. Then it is easy to check that the collection of
these λ(k)i gives a Gelfand–Cetlin pattern. The definition implies that
λ
(k+1)
i = λ(k)i + 1 > λ(k)i > λ(k)i − 1 = λ(k+1)i+1
for each k and i, which means that this (λ(k)i ) is the unique integral point in the interior of λ.
(See Fig. 6.) 
Next we compute the volume of the Gelfand–Cetlin polytope λ, though it is not used in the
following.
Proposition 3.13. Under the condition (1), the volume of the Gelfand–Cetlin polytope λ is
given by
Vol(λ) =
∏
i<j (λni − λnj )kikj∏n−1
k=1 k!
.
Proof. When all λi are integers, the Borel–Weil theory states that the space H 0(F,Lλ) of holo-
morphic sections of Lλ is an irreducible representation of U(n) of highest weight λ. Gelfand
and Cetlin [10] constructed a basis of H 0(F,Lλ) called the Gelfand–Cetlin basis, which is in-
dexed by integral points of λ. In particular, the dimension of H 0(F,Lλ) is equal to the number
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the Weyl dimension formula
dimH 0(F,Lλ) =
∏
i<j (λi − λj + j − i)∏n−1
k=1 k!
.
The proposition follows from
1
mN
#
(
mλ ∩ZN
)= Vol(λ)+O( 1
m
)
and
1
mN
dimH 0(F,Lmλ) = 1
mN
∏
i<j (mλi −mλj + j − i)∏n−1
k=1 k!
=
∏
i<j (λni − λnj )kikj∏n−1
k=1 k!
+O
(
1
m
)
for sufficiently large m ∈ Z>0. 
For example, in the full flag case, the volume of λ is given by the difference product of
λ1, . . . , λn:
Vol(λ) =
∏
i<j (λi − λj )∏n−1
k=1 k!
.
We close this section with computation of the volume of the dual polytope (λ)∗ of λ for
full flag manifolds and Grassmannians, which will be used in Section 12. First we consider the
case of full flag manifolds. Let e(k)j denote the unit vector corresponding to the coordinate λ
(k)
j .
Then (λ)∗ is a convex hull of ±e(n−1)j , e(k+1)j − e(k)j , and e(k)j − e(k+1)j+1 .
Lemma 3.14. In the full flag case, the volume of (λ)∗ is equal to 2N/N !, where N =
n(n− 1)/2 = dimF (n).
To see this, we observe that ∗ can be constructed successively as follows. We start with
±e(n−1)1 , which give an interval [−1,1]. Adding ±e(n−1)2 we obtain a square which is a union
of two triangles of height 1 over the base [−1,1], glued along the interval. By adding ±e(n−1)3
further, we get an octahedron, two pyramids of height 1 over the square, glued along the common
base square, and so on. The construction is almost the same for rows below λ(n−1)j : adding
e
(k+1)
j − e(k)j and e(k)j − e(k+1)j+1 we also obtain two cones of height 1 over the polytope constructed
at this stage, glued along their bases. Therefore the volume of (λ)∗ is given by
2 · 2 · 2 · · · 2 = 2
N
.
2 3 N N !
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In the case of Grassmannian Gr(k, n), we start with the shaded boxes in Fig. 7. Since
λ1  u1  u2  · · · un−1  λk+1
are the only nontrivial relations, this part gives a simplex with vertices⎛⎜⎜⎜⎜⎜⎜⎝
−1
0
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎜⎝
1
−1
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎜⎝
0
1
−1
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎠ , . . . ,
⎛⎜⎜⎜⎜⎜⎜⎝
0
0
...
0
1
−1
⎞⎟⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎜⎝
0
0
...
0
1
⎞⎟⎟⎟⎟⎟⎟⎠ .
Its volume is given by
1
(n− 1)! det
⎛⎜⎜⎜⎜⎜⎜⎝
2 1 1 · · · 1 1
−1 1 0
0 −1 1 0
. . .
. . .
. . .
. . .
0 −1 1 0
0 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎠=
n
(n− 1)! .
Since contributions of the remaining boxes are the same as in the full flag case, we obtain the
following.
Lemma 3.15. The volume of (λ)∗ for the Grassmannian Gr(k, n) is given by
Vol(λ)∗ = n2
N−(n−1)
N ! ,
where N = k(n− k) = dim Gr(k, n).
4. Refinement of Gelfand–Cetlin polytopes and small resolutions
In this section, we show the following result about the geometry of Gelfand–Cetlin polytopes:
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cial cones, without adding new rays, gives a resolution of the Gelfand–Cetlin toric variety. In
particular, this gives a small resolution.
Remark 4.2. This statement was shown in [1] for a particular refinement of the fan. See also the
discussion in the last part of Section 5 for the full flag case. Below we give a different proof,
which gives the result for any refinement.
To prove the proposition, it suffices to show the following lemma.
Lemma 4.3. Let σ be any N -dimensional simplicial cone given by N-rays of a maximal-
dimensional cone in the fan Σ . Then the monoid ZN ∩ σ is generated by the integral generators
of the rays of σ .
Proof. Since each ray in Σ corresponds to a toric divisor, which is given by Gelfand–Cetlin
patterns such that just one of the inequalities is chosen to be an equality, the choice of rays can
be expressed as a set of equalities in a Gelfand–Cetlin pattern. Each equality has the form
λi − λ(n−1)i = 0 or λ(n−1)i − λi+1 = 0
if the equality appears in the top row of the Gelfand–Cetlin pattern, and
λ
(k−1)
i − λ(k)i+1 = 0 or λ(k)i − λ(k−1)i = 0
otherwise. Hence the generators of one-dimensional cones in Σ have the form (0, . . . ,0,±1,
0, . . . ,0) or (0, . . . ,0,±1,0, . . . ,0,∓1,0, . . . ,0). Recall that each cone in Σ of maximal di-
mension corresponds to a vertex of the Gelfand–Cetlin polytope, and the vertex is given by a
Gelfand–Cetlin pattern such that every entry is connected to some λi in the top row by a chain
of equalities. Note also that every singular locus is a toric stratum such that the corresponding
Gelfand–Cetlin patterns contain a loop of equalities such as
λ
(k+1)
i+1
= =
λ
(k)
i λ
(k)
i+1= =
λ
(k−1)
i ,
and such a loop makes the corresponding cone to be non-simplicial. Hence choosing N -rays
which give a simplicial cone is equivalent to removing some of the equalities in the Gelfand–
Cetlin pattern so that the resulting set of equalities does not form any loop. Note that the resulting
chain of equalities may contain a part which does not occur in Gelfand–Cetlin patterns such as
λ
(k+1)
i+1
= =
λ
(k)
i λ
(k)
i+1= 
λ
(k−1)
.i
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matrix A. Then Lemma 4.3 follows from the following:
Claim 1. The matrix A has determinant ±1.
Proof. Since the chain of equalities above is a tree when it is regarded as a graph in such a way
that its edges are given by the equalities, we can take a univalent end. The row in A correspond-
ing to this univalent end has the form (0, . . . ,0,±1,0, . . . ,0), and hence the calculation of the
determinant can be reduced to that for an (N − 1)× (N − 1) matrix. We obtain the above claim
by repeating this process. 
5. Degeneration of flag manifolds in stages
It is known that F(n1, . . . , nr , n) degenerates into the Gelfand–Cetlin toric variety, a toric
variety which corresponds to the Gelfand–Cetlin polytope [13,19,4]. In this section, we recall
the construction of toric degenerations in [19], with minor changes.
The toric degeneration is given by deforming the Plücker embedding. For that purpose, we
introduce a weight wij of each variable zij given by
wij =
{
3i−j−1, i > j,
0, i  j.
Namely, the matrix of weights wij is given by
w = (wij ) =
⎛⎜⎜⎜⎜⎝
0
1 0
3 1 0
...
. . .
. . .
. . .
3n−2 . . . 3 1 0
⎞⎟⎟⎟⎟⎠ .
For each I = {i1 < · · · < ik} ⊂ {1, . . . , n}, we set
qI (z, t) := t− trwI pI
(
twij zij
)= t− trwI det(twij zij )I .
Since the diagonal term
dI (z) = zi11zi22 . . . zikk
of pI (zij ) = det zI is the unique term of the lowest weight, qI (z, t) is a polynomial in zij and t .
From the construction, qI (z,1) = pI (z) is a Plücker coordinate for t = 1, and qI (z,0) = dI (z)
is a monomial for t = 0. We define a one-parameter family of projective varieties by
X = X(n1, . . . , nl, n) = multiple ProjC
[
t, qI ; |I | = n1, . . . , nr
]⊂ r∏Pni ×C.
i=1
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from X(n) by the natural projection
πn1,...,nl : X(n) −→ X(n1, . . . , nr , n)↓ ↓
C = C.
Theorem 5.1. f : X → C is a flat family of projective varieties such that X1 := f−1(1) is the
flag manifold F , and the central fiber X0 := f−1(0) is the Gelfand–Cetlin toric variety.
The existence of toric degenerations is first proved by Gonciulea and Lakshmibai [13], and the
fact that X0 is isomorphic to the Gelfand–Cetlin toric variety is proved by Kogan and Miller [19]
in the full flag case. The results are generalized to partial flag cases by Batyrev et al. [3,4]. Note
that X0 is singular except for the trivial case, i.e. the case of projective spaces. It is proved in [4]
that the singular locus of X0 consists of codimension three conifold strata.
Remark 5.2. For every t = 0, Xt = f−1(t) is isomorphic to the flag manifold F as a complex
manifold. On the other hand, the restriction ω˜λ|Xt of the Kähler form defined in (2) coincides
with the Kostant–Kirillov form only when |t | = 1. Note also that the natural U(k)-action on∏
Pni =
∏
P(
∧ni Cn) (k  2) induced from the inclusion (5) does not preserve Xt for |t | = 1 in
general.
Example 5.3. The degenerating family for the full flag manifold F (3) of dimension three is given
by
X = {([Z1 : Z2 : Z3], [Z12 : Z13 : Z23], t) ∣∣Z1Z23 −Z2Z13 + tZ3Z12 = 0},
with the central fiber
X0 =
{([Z1 : Z2 : Z3], [Z12 : Z13 : Z23]) ∈ P2 × P2 ∣∣ Z1Z23 −Z2Z13 = 0}.
Note that X0 has a singularity at ([0 : 0 : 1], [1 : 0 : 0]), which corresponds to the vertex of the
Gelfand–Cetlin polytope emanating four edges.
Example 5.4. Recall that Gr(2,4) is embedded into P5 with its defining equation Z12Z34 −
Z13Z24 +Z14Z23 = 0. The equation for the toric degeneration of Gr(2,4) is given by
tZ12Z34 −Z13Z24 +Z14Z23 = 0.
Then X0 has conifold singularities along {Z13 = Z24 = Z14 = Z23 = 0} = P1.
Now we see the Gelfand–Cetlin toric variety X0 more closely. Let I = {i1 < · · · < ik} and
J = {j1 < · · · < jl} be subsets of {1, . . . , n} with k  l, and γI , γJ the corresponding positive
paths. We define their meet and join by
I ∧ J = {min(i1, j1), . . . ,min(ik, jk), jk+1, . . . , jl},
I ∨ J = {max(i1, j1), . . . ,max(ik, jk)}.
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Then I ∧J (resp. I ∨J ) corresponds to a positive path moving along the lower (resp. upper) route
of the union γI ∪ γJ . The defining equations for the Gelfand–Cetlin toric variety X0 ⊂∏i Pni
are given by the following binomial relations
ZIZJ −ZI∧JZI∨J = 0 (7)
(see [13] or [19]). Next we see the monomial embedding of X0 into
∏
Pni . Let Tk be a torus
corresponding to the k-th row (λ(k)i )i from the bottom of Gelfand–Cetlin patterns. In the full flag
case, Tk is a k-dimensional torus T k . We take natural coordinates (τ (k)i )i on T
C
k = Tk ⊗ C, and
consider the following matrix
τ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
τ
(n−1)
1 . . . τ
(2)
1 τ
(1)
1
τ
(n−1)
1 . . . τ
(2)
1 τ
(n−1)
2 . . . τ
(2)
2
...
...
. . .
τ
(n−1)
1 τ
(n−2)
1 τ
(n−1)
2 τ
(n−2)
2 . . . τ
(n−1)
n−2 τ
(n−2)
n−2
τ
(n−1)
1 τ
(n−1)
2 . . . τ
(n−1)
n−2 τ
(n−1)
n−1
1 1 . . . 1 1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where we assume that τ (k)i = 1 if the corresponding λ(k)i is contained in a diagonal square Ql .
Then the embedding of X0 into
∏
i Pni is given by the monomials
ZI = dI (τ ), |I | = n1, . . . , nr . (8)
These monomials can be described using the ladder diagram in the following way. We put τ (k)i on
the ladder diagram in the same way as for λ(k)i . Then each monomial is written as dI (τ ) =
∏
τ
(k)
i ,
where the product is taken over τ (k)i ’s placed above the positive path γI corresponding to I . For
example, the path in Fig. 8 corresponds to τ (4)1 τ
(3)
1 τ
(2)
1 τ
(4)
2 τ
(3)
2 . It is easy from this expression to
see that these monomials satisfy the binomial relations (7).
We extend f : X → C to an (n− 1)-parameter family to define the degeneration of flag man-
ifolds in stages which is also introduced in [19], on which we will construct a toric degeneration
of the Gelfand–Cetlin system. Let t = (t2, . . . , tn) be parameters and set
w˜k,ij =
{
0, i < k,
w −w , i  kkj k−1,j
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t w˜ij := t w˜2,ij2 t
w˜3,ij
3 · · · t
w˜n,ij
n .
Then the matrix of multi-weights is given by
(
t w˜ij
)
ij
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
t2 1
t2t
2
3 t3 1
t2t
2
3 t
6
4 t3t
2
4 t4 1
...
...
. . .
. . .
t2t
2
3 t
6
4 . . . t
2·3n−3
n t3t
2
4 . . . t
2·3n−4
n . . . tn 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that tk does not appear above the k-th row. We set
q˜I (zij , t2, . . . , tn) = dI
(
t w˜ij
)−1
pI
(
t w˜ij zij
) ∈ C[zij , tk].
Since t w˜ij = twij for t = (t, . . . , t), we have q˜I (zij , t, . . . , t) = qJ (zij , t). By taking multiple Proj
of C[ti , q˜I ], we obtain an (n− 1)-parameter family f˜ : X˜ → Cn−1 of projective varieties. From
the construction, X(1,...,1) := f˜−1(1, . . . ,1) is isomorphic to the flag manifold F , and X(0,...,0) =
f˜−1(0, . . . ,0) is the Gelfand–Cetlin toric variety X0. An important point is that the U(k − 1)-
action on
∏
i Pni preserves each fiber X(1,...,1,tk,...,tn) for t2 = · · · = tk−1 = 1, and the action of
Tn−1 × · · · × Tk preserves X(t2,...,tk,0,...,0) for tk+1 = · · · = tn = 0 (see [19], or the discussion
below). Hence we consider a sequence of degenerations given by varying the parameters as
follows:
t = (1, . . . ,1) (1, . . . ,1,0) (1, . . . ,1,0,0) · · · (0, . . . ,0).
Let
fk : Xk = X˜| t2=···=tk−1=1
tk+1=···=tn=0
−→ C
∪ ∈
X(1,...,1,tk,0,...,0) −→ tk
(9)
denote the (n − k + 1)-th stage of the degeneration, i.e. a one-parameter sub-family given by
fixing t2 = · · · = tk−1 = 1 and tk+1 = · · · = tn = 0. We write Xk,tk := f−1k (tk) = X(1,...,1,tk,0,...,0)
for short. Note that each Xk,t has actions of Tn−1 × · · · × Tk and U(k − 1). In particular, Xk,1 =
Xk+1,0 admits actions of Tn−1 × · · · × Tk and U(k).
Remark 5.5. The final stage f2 : X2 → C of the toric degeneration is a trivial family. For exam-
ple, the two-parameter family for F (3) is given by
t2Z1Z23 − t2Z2Z13 + t23Z3Z12 = 0.
This fact is related to the fact that F (2) = P1 is a toric variety and the family in this case is trivial
(see the discussion below).
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the actions of Tn−1 and U(n− 1) can be seen explicitly as follows:
Lemma 5.6. Xn−1,1 has a resolution hn−1,1 : Yn−1,1 → Xn−1,1 such that Yn−1,1 has a structure
of (P1)n−1-bundle over a smaller flag manifold F (n−1). The U(n − 1)-action on Xn−1,1 is in-
duced from the standard one on F (n−1), and the Tn−1-action comes from the natural torus action
on the (P1)n−1-fibers.
Proof. We consider the multi-parameter family X˜(n−1) → Cn−2 for F (n−1). Recall that each
fiber is a subvariety in P(n−1) :=∏k P(∧kCn−1). Let E0 = En−1 = OP(n−1) be trivial bundles and
Ek = pr∗kOP(∧k Cn−1)(1) for each k, where prk : P(n−1) → P(∧kCn−1) is the natural projection.
We define a (P1)n−1-bundle on P(n−1) by
E := P(E0 ⊕ E1)×P(n−1) P(E1 ⊕ E2)×P(n−1) · · · ×P(n−1) P(En−2 ⊕ En−1).
Restricting this to each fiber X(n−1)(t2,...,tn−1), we obtain a family
Y −→ X˜(n−1)
∪ ∪
Y(t2,...,tn−1) −→ X(n−1)(t2,...,tn−1)
of (P1)n−1-bundles. We claim that there exists a surjective birational morphism
Y −→ X˜|tn=0
∪ ∪
Y(t2,...,tn−1) −→ X(t2,...,tn−1,0).
To see this, we observe that
q˜I (z, t2, . . . , tn−1,0) =
{
q˜I
(
z(n−1), t2, . . . , tn−1
)
, ik < n,
znkq˜i1,...,ik−1
(
z(n−1), t2, . . . , tn−1
)
, ik = n (10)
for I = {i1 < · · · < ik} ⊂ {1, . . . , n}, where q˜I in the right-hand side is regarded as a function of
(n − 1) × (n − 1) matrices z(n−1). Let Z′I , I ⊂ {1, . . . , n − 1} be the homogeneous coordinates
of
∏
k P(
∧k
Cn−1), where we assume that Z′∅ = Z′1,...,n−1 = 1, and [ui : vi] the fiber coordinates
of P(Ei−1 ⊕ Ei ) with ui ∈ Ei−1 and vi ∈ Ei . Then (10) implies that
ZI =
{
ukZ
′
I , if n /∈ I,
vkZ
′
i1,...,ik−1 , if I = {i1, . . . , ik−1, ik = n}
(11)
on Pk gives a surjective birational morphism
Y(t2,...,tn−1) ⊂ E −→ X(t2,...,tn−1,0) ⊂
∏
Pk
for each (t2, . . . , tn−1) (we may think that znk = vk/uk). In particular, we have a resolution
hn−1,1 : Yn−1,1 := Y(1,...,1) −→ Xn−2,1 = X(1,...,1,0)
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one on F (n−1) = X(n−1)(1,...,1). On the other side, (8) implies that the Tn−1-action on
∏
Pk is given
by
ZI −→
{
τ
(n−1)
1 . . . τ
(n−1)
k ZI , if n /∈ I,
τ
(n−1)
1 . . . τ
(n−1)
k−1 ZI , if I = {i1, . . . , ik−1, ik = n}
on Pk , or equivalently,
[ZI : ZI ′n]I,I ′⊂{1,...,n−1} −→
[
τ
(n−1)
k ZI : ZI ′n
]
I,I ′⊂{1,...,n−1}.
This together with (11) mean that the action of Tn−1 is induced from a natural action on the fiber
(P1)n−1. 
By repeating this process, we have an iterated fibration
Ym,1
(P1)n−1−→ · · · (P
1)m−→ F (m)
over F (m) and a resolution hm,1 : Ym,1 −→ Xm,1 for each m = n− 1, . . . ,2 such that the U(m)-
action on Xm,1 is induced from the standard one on F (m), and the torus action comes from
a natural action on the fibers. Taking the Plücker coordinates ([Z′I ]|I |=k)k on F (m) and fiber
coordinates ([uni : vni ])i=1,...,n−1 ∈ (P1)n−1, . . . , ([um+1i : vm+1i ])i=1,...,m ∈ (P1)m, hm,1 is given
by
ZI = χl,I ′′(u, v) ·Z′I ′ (12)
for I = {i1 < · · · < ik < ik+1 < · · · < il} ⊂ {1, . . . , n} with I ′ = {i1, . . . , ik} ⊂ {1, . . . ,m} and
I ′′ = {ik+1, . . . , il} ⊂ {m + 1, . . . , n}, where χl,I ′′(u, v) is a monomial in uki , vlj defined induc-
tively by (11). χl,I ′′(u, v) is explicitly given by
χl,I ′′(u, v) = unl · · ·uil+1l vill uil−1l−1 · · ·uil−1+1l−1 vil−1l−1uil−1−1l−2 · · ·vik+1k+1uik+1−1k · · ·um+1k .
Note that (12) also gives a birational surjective morphism hm,t : Ym,t → Xm,t for each t .
In particular, we obtain a resolution Y0 → X0 of the Gelfand–Cetlin toric variety such that Y0
has a structure of iterated fibration over P1. This is a small resolution of X0 constructed in [4].
6. Toric degeneration of Gelfand–Cetlin systems
In this and the next sections we construct a toric degeneration of the Gelfand–Cetlin system
using the degeneration in stages discussed in the previous section.
For each m = 1, . . . , n − 1, we consider the natural U(m)-action on ∏rj=1 Pnj which is an
extension of the action on F(n1, . . . , nr , n). Let
μ(m) :
r∏
Pnj −→
√−1u(m)j=1
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λ˜
(m)
i :
r∏
j=1
Pnj −→ R, λ˜(m)1  · · · λ˜(m)m
be functions which associate eigenvalues of μ(m)(Z) for each Z ∈ ∏rj=1 Pnj . From the
construction, the collection of λ˜(m)j ’s restricted to X1 gives the Gelfand–Cetlin system on
F(n1, . . . , nr , n). Hereafter we do not assume that indices of ZI are increasing, and use the
convention
Zσ(i1),...,σ (ik) = (sgnσ)Zi1,...,ik
for σ ∈ Sk . Then the moment map μ(n) of the U(n)-action is given by
μ(n)(Z) =
r∑
k=1
λnk − λnk+1∑
|I |=nk |ZI |2
( ∑
|I ′|=nk−1
ZiI ′ZjI ′
)
i,j=1,...,n
+ λn · 1n,
and μ(m) is its m×m upper left block
μ(m)(Z) =
r∑
k=1
λnk − λnk+1∑
|I |=nk |ZI |2
( ∑
|I ′|=nk−1
ZiI ′ZjI ′
)
i,j=1,...,m
+ λn · 1m. (13)
We also extend to
∏r
j=1 Pnj the torus action on the Gelfand–Cetlin toric variety X0, and consider
the moment map
ν˜
(m)
i :
r∏
j=1
Pnj −→ R
of the action of τ (m)i . From (8), the torus action is given by
ZI −→ dI (τ ) ·ZI .
In particular, the action of Tm is given by
ZI −→ τ (m)1 . . . τ (m)k ZI
for I = {i1 < · · · < ik < ik+1 < · · · < il} with {i1 < · · · < ik} ⊂ {1, . . . ,m} and {ik+1 < · · · <
il} ⊂ {m + 1, . . . , n}, where we assume that τ (m)i = 1 if it is contained in a diagonal square Qj .
Hence we have
ν˜
(m)
j =
r∑
k=1
λnk − λnk+1∑
|I |=nk |ZI |2
∑
|I |=nk,
i m
|ZI |2 + λn. (14)
j
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Φm,t =
(
ν˜
(n−1)
i , . . . , ν˜
(m)
j , λ˜
(m−1)
k , . . . , λ˜
(1)
1
)∣∣
Xm,t
: Xm,t −→ RN(n1,...,nr ,n).
Then Φn,1 coincides with the Gelfand–Cetlin system on Xn,1 = F , while Φ2,0 is the moment
map of the torus action on the Gelfand–Cetlin toric variety X0.
Theorem 6.1. Let fm : Xm → C be the (n − m + 1)-th stage of the toric degeneration defined
in (9) (m = n, . . . ,2). Then, for each t , Φm,t : Xm,t → RN is a completely integrable system on
(Xm,t , ω˜λ|Xm,t ). Moreover, for t = 0,
λ˜
(m−1)
k = ν˜(m−1)k
on Xm,0 = Xm−1,1. Namely, Φm,0 coincides with the initial map Φm−1,1 in the next stage.
Proof. Functional independence for λ˜(k)i ’s and ν˜
(l)
j ’s follows from the fact that, for all t , the
image Φm,t (Xm,t ) coincides with the Gelfand–Cetlin polytope λ, whose dimension is equal to
1
2 dimR Xm,t . This will be proved in the next section (Corollary 7.3). We prove here the Poisson
commutativity of the functions. Since the symplectic structure and the moment maps μ(k), ν˜(l)j
in the full flag case descend to those in the partial flag case under the condition (1), it suffices to
prove in the full flag case.
Since the U(m − 1)-action preserves Xm,t , the restriction μ(m−1)|Xm,t gives a moment map
of the U(m− 1)-action on Xm,t . From Lemma 3.3, we have{
λ˜
(k)
i , λ˜
(l)
j
}= 0, k, l m− 1
on Xm,t . Similarly, the restrictions of ν˜(k)i to Xm,t (k  m) give a moment map of the
Tn−1 × · · · × Tm-action on Xm,t , and hence we obtain{
ν˜
(k)
i , ν˜
(l)
j
}= 0
for k, l m on Xm,t .
To see that λ˜(k)i commutes with ν˜
(l)
j (k < m, l m), we pull them back to Ym,t . Hereafter we
normalize homogeneous coordinates so that
∑
|I |=k |ZI |2 =
∑
|I |=k |Z′I |2 = |uki |2 + |vki |2 = 1,
and assume that λn = 0 for simplicity. From (13) and (12) we have
h∗mμ(m) =
n−1∑
l=1
(λl − λl+1)
(
l∑
k=1
∑
I ′⊂{1,...,m},
|I ′|=k−1,
I ′′⊂{m+1,...,n},
|I ′′|=l−k
χl,I ′′Z
′
iI ′χl,I ′′Z
′
jI ′
)
i,j=1,...,m
=
n−1∑
l=1
(λl − λl+1)
{
l∑
k=1
( ∑
I ′′⊂{m+1,...,n},
′′
|χl,I ′′ |2
)( ∑
I ′⊂{1,...,m},
′
Z′iI ′Z
′
jI ′
)
i,j=1,...,m
}
.|I |=l−k |I |=k−1
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In particular, we have {
λ˜
(k)
i , ν˜
(l)
j
}= ξ
ν˜
(l)
j
λ˜
(k)
i = 0, k m− 1, l m
on Xm,t , where ξν˜(l)j
is the Hamiltonian vector field of ν˜(l)j .
Finally we check that λ˜(m)j = ν˜(m)j on Xm,1 = Xm+1,0, which is also seen on the resolution
Ym,1. Since h∗mμ(m) has a form of a moment map of the standard U(m)-action on F (m), the
eigenvalues h∗m,1λ˜
(m)
j are U(m)-invariant. In particular, h
∗
m,1λ˜
(m)
j is determined by its values on
the fiber over the standard flag in F (m). Recall that the standard flag is given by
Z′I =
{
1, if I = {1, . . . , k},
0, otherwise
on Pk . Then we have
h∗mμ(m) =
n−1∑
l=1
(λl − λl+1)
{
l∑
k=1
( ∑
I ′′⊂{m+1,...,n},
|I ′′|=l−k
|χl,I ′′ |2
)(
1k
0m−k
)}
on the fiber of this point. Thus its eigenvalues are given by
h∗mλ˜
(m)
j =
n−1∑
l=1
(λl − λl+1)
{
l∑
k=j
( ∑
I ′′⊂{m+1,...,n},
|I ′′|=l−k
|χl,I ′′ |2
)}
. (15)
On the other hand, from (14) we have
h∗mν˜
(m)
j =
n−1∑
l=1
(λl − λl+1)
(
l∑
k=j
∑
I ′⊂{1,...,m},
|I ′|=k,
I ′′⊂{m+1,...,n},
|I ′′|=l−k
∣∣χl,I ′′Z′I ′ ∣∣2
)
=
n−1∑
l=1
(λl − λl+1)
{
l∑
k=j
( ∑
I ′′⊂{m+1,...,n},
|I ′′|=l−k
|χl,I ′′ |2
)( ∑
I ′⊂{1,...,m},
|I ′|=k,
∣∣Z′I ′ ∣∣2)
}
.
Since
∑
|I ′|=k |Z′I ′ |2 = 1, it follows that
h∗mν˜
(m)
j =
n−1∑
l=1
(λl − λl+1)
(
l∑
k=j
∑
I ′′⊂{m+1,...,n},
|I ′′|=l−k
|χl,I ′′ |2
)
,
which coincides with (15). 
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For a family of hypersurfaces in a Kähler manifold, W.-D. Ruan [21] constructed a flow, called
the gradient-Hamiltonian flow, which sends a member of the family to another. We apply this
to the toric degenerations of flag manifolds in this section and finish the construction of a toric
degeneration of the Gelfand–Cetlin system from the previous section.
Let (X, ω˜) be a Kähler variety. Assume that we have a family Xt = {f = t} (t ∈ C) of complex
hypersurfaces defined by a meromorphic function f on X. For example, if Xt is given by Xt =
{s0 − ts∞ = 0} for some holomorphic sections s0, s∞ ∈ H 0(X,L) of a line bundle L on X, then
we choose f = s0/s∞. Let ∇(f ) be the gradient vector field of the real part of f , and ξf the
Hamiltonian vector field of the imaginary part of f , which are defined on the smooth locus of X.
Then the Cauchy–Riemann equation implies that
∇(f ) = −ξf .
We define the gradient-Hamiltonian vector field of f by
V = − ∇(f )|∇(f )|2 =
ξf
|ξf |2 .
The flow of V is called the gradient-Hamiltonian flow. From the definition, we have
V (f ) = − 1|∇(f )|2
〈∇(f ),∇(f )〉= −1
and
V (f ) = 1|ξf |2 {f,f } = 0.
Therefore the gradient-Hamiltonian flow sends (an open dense subset of) X1 to another member
X1−t of the family. Note that V does not preserve the symplectic structure ω˜, because V is
normalized and hence not a Hamiltonian vector field. However we can check that the restrictions
ωt := ω˜|Xt to Xt are preserved. In other words, the gradient-Hamiltonian flow gives a map
φt = exp(tV ) : (X1,ω1) −→ (X1−t ,ω1−t )
between (open dense subsets of) symplectic varieties.
Remark 7.1. (See Ruan [22].) If we write f locally as u/v for some holomorphic functions u,v,
then V can be written as
V = −2(v¯(∇v − t∇u))|du− t dv|2 . (16)
In particular, V is smooth on the smooth part of Xt . Note that (16) makes sense even on the locus
where f is not defined, if it is smooth.
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preserves each Xt . Let μ : X → g∗ be the moment map. Then, for h ∈ C∞(g∗), μ∗h is invariant
under the gradient-Hamiltonian flow of f .
Proof. G-invariance of f and Lemma 3.4 implies that
ξf
(
μ∗h
)= 0,
which proves the proposition. 
We apply this to each stage fm : Xm → C of the toric degeneration. We take a Kähler form on
Xm, which is invariant under the actions of U(m− 1) and Tn−1 × · · ·× Tm, and the restriction to
each Xm,t coincides with ω˜λ|Xm,t . Then we obtain the gradient-Hamiltonian vector field Vm of
fm and its flow
φm,t = exp(tVm) :
(
X◦m,1, ω˜λ|X◦m,1
)−→ (X◦m,1−t , ω˜λ|X◦m,1−t ),
where X◦m,t is an open dense subset of Xm,t . Proposition 7.2 implies that the gradient-
Hamiltonian flow φm,t preserves the values of ν˜(n−1)i , . . . , ν˜
(m)
j and λ˜
(m−1)
k , . . . , λ˜
(1)
1 . In partic-
ular, the image Φm,t (X◦m,t ) is a dense subset of the Gelfand–Cetlin polytope λ for each t ,
and hence Φm,t (Xm,t ) = ◦λ = λ. The above fact also implies that X◦m,t can be taken to be
Φ−1m,t (◦λ), where ◦λ = λ\Sing(X0). Hence we have
Corollary 7.3. The gradient-Hamiltonian flow φm,t gives a deformation of X◦m,t preserving the
structure of completely integrable systems. In particular, the image Φm,t (Xm,t ) is the Gelfand–
Cetlin polytope λ for t  0:
X◦m,1
Φm,1
φm,1−t
X◦m,t
Φm,t
λ
Combining this with Theorem 6.1, we obtain a toric degeneration of the Gelfand–Cetlin sys-
tem.
Remark 7.4. By changing the phase of the rational function fm, we obtain a flow sending Xm,t to
Xm,0 for each t not necessarily real. Note that, if |t0| = 1, then (Xn,t0 , ω˜λ|Xn,t0 ) is isomorphic to
(F,ωλ), and the restriction Φn,t0 coincides with the Gelfand–Cetlin system. Applying the same
argument, we have Φm,t (Xm,t ) = λ for each t ∈ C.
Remark 7.5. The toric degeneration of the Gelfand–Cetlin system gives an isomorphism between
geometric quantizations for the flag manifold and Gelfand–Cetlin toric variety. To see this, we
recall the method of geometric quantization via Lagrangian torus fibrations. Let (M,ω) be a
symplectic manifold, L a complex line bundle on M with a unitary connection whose first Chern
form coincides with ω (such a line bundle is called a prequantum bundle). We further assume
676 T. Nishinou et al. / Advances in Mathematics 224 (2010) 648–706that M admits a Lagrangian torus fibration Φ : M → B . A fiber L(u) := Φ−1(u) of Φ is said
to be Bohr–Sommerfeld if the restriction L|L(u) has trivial holonomies. The real quantization
is defined to be the space of covariantly constant sections of L restricted to Bohr–Sommerfeld
fibers.
Assume that λni − λni+1 ∈ Z for all i, and consider a family of line bundles Lλ → Xm given
by
OP1(λ1 − λ2) · · ·OPn−1(λn−1 − λn),
on
∏
i Pni . Then the restriction Lm,t = Lλ|Xm,t gives a prequantum line bundle on each Xm,t .
Using the completely integrable systems Φm,t , we obtain a real quantization for each Xm,t . It
is proved in [15] that Bohr–Sommerfeld fibers for the Gelfand–Cetlin system exist exactly on
integral points of the Gelfand–Cetlin polytope. It is easy to check that the vector field Vm lifts
to Lλ preserving the unitary connection on each Lm,t . In particular, the gradient-Hamiltonian
flow preserves the Bohr–Sommerfeld condition, and hence it gives an isomorphism between real
quantizations on the flag manifold and the Gelfand–Cetlin toric variety.
Example 7.6. We see the gradient-Hamiltonian flow for F (3) in P2 × P2 instead of in the total
space X of the deformation. Recall that the degenerating family is given by
Xt =
{([Z1 : Z2 : Z3], [Z12 : Z13 : Z23]) ∣∣Z1Z23 −Z2Z13 + tZ3Z12 = 0}.
Hence the rational function in this case is
f = Z2Z13 −Z1Z23
Z3Z12
.
Theorem 6.1 says that the restriction
Φt :=
(
λ˜
(2)
1 , λ˜
(2)
2 , λ˜
(1)
1
)∣∣
Xt
: (Xt , ω˜λ|Xt ) −→ R3
to Xt is a completely integrable system for each t , and Φ0 coincides with the moment map of
the torus action on the Gelfand–Cetlin toric variety. The gradient-Hamiltonian vector field V
vanishes on X1 ∩ X0, which is the inverse image of two faces in the back side of λ in Fig. 4.
Hence X1 ∩X0 is fixed under the gradient-Hamiltonian flow. We see the behavior of the S3-fiber
of the Gelfand–Cetlin system. Recall that this S3 is given by λ(2)1 = λ(2)2 = λ(1)1 = λ2. It is easy
to check that the image in P2 × P2 of the S3-fiber is
{([z1 : z2 : λ1 − λ2], [λ2 − λ3 : z¯2 : −z¯1]) ∣∣ |z1|2 + |z2|2 = (λ1 − λ2)(λ2 − λ3)}.
From Corollary 7.3, the image of S3 under the flow is given by Φ−1t (λ2, λ2, λ2), or equivalently,
φ1−t
(
S3
)= {μ(2)(Z) = (λ2
λ
)}
∩Xt .2
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yi = Zi√∑
j |Zj |2
, yij = Zij√∑
k,l |Zkl |2
.
Then we have
μ(2) = λ1 − λ2∑ |Zi |2
( |Z1|2 Z1Z2
Z1Z2 |Z2|2
)
+ λ2 − λ3∑ |Zij |2
( |Z12|2 + |Z13|2 Z13Z23
Z13Z23 |Z12|2 + |Z23|2
)
+
(
λ3
λ3
)
= λ1 − λ2∑ |Zi |2
( |Z1|2 Z1Z2
Z1Z2 |Z2|2
)
+ λ2 − λ3∑ |Zij |2
(−|Z23|2 Z13Z23
Z13Z23 −|Z13|2
)
+
(
λ2
λ2
)
= (λ1 − λ2)
( |y1|2 y1y2
y1y2 |y2|2
)
+ (λ2 − λ3)
(−|y23|2 y13y23
y13y23 −|y13|2
)
+
(
λ2
λ2
)
.
It is easy from this to see that φ1−t (S3) is given by
φ1−t
(
S3
)= {√ty = (√ty1,√ty2,√ty23,√ty13) ∣∣ y ∈ S3},
and this means that the S3-fiber shrinks to the singular point of X0 under the flow. In particular,
the gradient-Hamiltonian flow extends to Xt → X0.
8. A not-in-stages degeneration of the Gelfand–Cetlin system
First we summarize what we have obtained and then we will mention what we will need
for the application of the toric degeneration to the Floer theory of flag manifolds, which is the
content of the latter half of the paper.
So far we considered degeneration of flag manifolds in stages and we saw that the gradient-
Hamiltonian flow connects the two integrable system structures: Gelfand–Cetlin and toric. The
degeneration is parametrized by Cn−1. The point (0, . . . ,0) corresponds to the Gelfand–Cetlin
toric variety. The point (1, . . . ,1) corresponds to the flag manifold embedded in the product of
projective spaces by the Plücker embedding. This has a natural action of U(n) (which can be
extended to an action on the ambient multiple projective space), and from this we construct the
Gelfand–Cetlin system.
The gradient-Hamiltonian flow maps the fiber over (1, . . . ,1) to the fiber over (1, . . . ,1,0),
then to the fiber over (1, . . . ,1,0,0) and so on, along a piecewise linear path on the base. From
the point of view of finding structures of integrable systems, the problem is that when we move
from (1, . . . ,1), we cannot see the natural U(n) action any more. More precisely, since we use
only U(n − 1) action to construct Gelfand–Cetlin systems, true problem emerges after the first
degeneration. For example, there is only natural U(n − 2)-action on the fiber over (1, . . . , t,0),
0 t < 1. So we cannot apply the construction of the Gelfand–Cetlin integrable system on these
fibers. The only structures of integrable systems we have on the fibers over (1, . . . , t,0), 0 < t < 1
are the ones which are the push-forward of the Gelfand–Cetlin system on the fiber over (1, . . . ,1)
by the gradient-Hamiltonian flow.
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the U(n − 2) action and the new action of the torus T n−1 (Theorem 6.1). The good point is
that this natural structure of an integrable system on the fiber over (1, . . . ,1,0) coincides with
the structure of the integrable system induced by the push-forward of the Gelfand–Cetlin system
by the gradient-Hamiltonian flow (Corollary 7.3). The same procedure can be applied along the
path from (1, . . . ,1,0) to (1, . . . ,1,0,0) and so on, giving the degeneration of the Gelfand–
Cetlin integrable system on the flag manifold to the Lagrangian fibration of the Gelfand–Cetlin
toric variety.
What we want to do from now is to compute some Floer theoretical quantity of the flag
manifolds. Namely, we want to compute the potential function of the Lagrangian torus fibers of
the Gelfand–Cetlin system. Such a computation was done by Cho and Oh [6] for toric manifolds.
Since the Gelfand–Cetlin system degenerates to the toric integrable system, we want to use their
result in our case, too. This works for F (3), which degenerates directly (not in stages) to the toric
integrable system, but in general, we cannot directly apply Cho–Oh’s computation.
The first problem is we have to care about the singularity of the toric variety ([6] deals with
smooth toric manifolds), but this point is not very problematic for the calculation of the potential
functions, for which we need to consider only those disks with Maslov index two. We study this
point in the next section.
The other problem, which is also related to the first, is that since the gradient-Hamiltonian
flow does not preserve the complex structure, the moduli space of holomorphic disks with La-
grangian boundary condition may change along the flow (note that in the degeneration in stages,
the variety near the Gelfand–Cetlin toric variety is in general singular, and it is not isomorphic to
flag manifold. To reach to the flag manifold by chasing back the gradient-Hamiltonian flow, we
have to go the long way along the piecewise linear path, which will change the complex structure
widely).
This problem will be resolved as follows, assuming we have a fiber preserving flow on the
family over the segment (t, . . . , t), 0  t  1, which preserves the symplectic forms and the
Lagrangian fibration structures. Note that in this case the fiber over (0, . . . ,0) is the Gelfand–
Cetlin toric variety, and the others are flag manifolds. Let  be a positive small number. The
fiber over (, . . . , ) has structure of an integrable system, which is the push-forward of (so
identical to) the Gelfand–Cetlin system. This integrable system will sufficiently resemble the
toric integrable structure on the special fiber. On the other hand, the complex structures of the
fiber over (, . . . , ) and of the special fiber are quite close, too (at least away from the singular
locus). Note that the complex structure on the fiber over (, . . . , ) is not the push-forward by the
flow, but the natural one as a submanifold of the multiple projective space.
So we want to construct such a flow and this is what we do in the rest of this section (in fact,
we will construct a flow over some piecewise linear path, not on (t, . . . , t), since it will suffice
for application. However, we can easily modify the construction so that we actually have a flow
on (t, . . . , t)). One may think that the gradient-Hamiltonian flow along the segment (t, . . . , t),
0  t  1 will give such a flow, but this need not be true. The gradient-Hamiltonian flow will
produce a structure of an integrable system on the fiber over (0, . . . ,0) by push-forward, but it
need not coincide with the toric integrable structure in general (the resulting integrable system
may depend on the path on the base). So we will give another construction. Recall that we
constructed a family of projective varieties parametrized by t = (t2, . . . , tn) ∈ Cn−1 in Section 4.
We write the total space by X˜ → Cn−1. Denote the fiber over (t2, . . . , tn) by X(t2,...,tn) as before.
The result is the following.
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Gelfand–Cetlin system (X,ω,Φ) with the following properties.
1. f˜ : X˜ → Cn−1 is the (n− 1)-parameter family constructed in Section 6.
2. γ : [0,1] → Cn−1 is a piecewise linear path with γ (0) = (1, . . . ,1) and γ (1) = (0, . . . ,0).
There is a positive small number  such that γ restricted to the interval [1 − ,1] is given by
γ (t) = (1 − t, . . . ,1 − t).
3. The map φt : X◦ = X◦1 → X◦1−t , t ∈ [0,1] is a diffeomorphism which coincides with the
gradient-Hamiltonian flow for t ∈ [0,1− ], but (possibly) not for t ∈ [1− ,1]. It preserves
the symplectic structures and the completely integrable systems, as required by Defini-
tion 1.1.
Remark 8.2. Contrary to the degenerations in stages, all Xt , t = 0 are isomorphic to the flag
manifold as complex manifolds.
Proof. Let δ be a positive small number. Consider the following piecewise linear path on Cn−1,
which approximates the path Γ over which we constructed the degeneration of the Gelfand–
Cetlin system in stages. We start from (1, . . . ,1) and go straight to (1, . . . ,1, δ). Then we turn and
go to (1, . . . ,1, δ2, δ). Proceeding similarly, we go to (δn−1, δn−2, . . . , δ) through the piecewise
linear path. Then finally we go to (δn−1, δn−1, . . . , δn−1).
Recall that the gradient-Hamiltonian flow can be defined when we have a one parame-
ter family of hypersurfaces in a Kähler manifold. In our case, over the segment between
(1, . . . ,1, δi, δi−1, . . . , δ) and (1, . . . ,1, δi+1, δi, . . . , δ), we take the union of the fibers over a
holomorphic disk containing this segment as the ambient Kähler manifold (the Kähler structure
is induced by the restriction of the Kähler structure on the product of the disk and the mul-
tiple projective manifold). The base parameter gives a one parameter family of hypersurfaces,
so we have a gradient-Hamiltonian flow along the path between (1, . . . ,1, δi, δi−1, . . . , δ) and
(1, . . . ,1, δi+1, δi, . . . , δ) for each i and similarly along the path between (δn−1, δn−2, . . . , δ)
and (δn−1, δn−1, . . . , δn−1).
Since the path from (1, . . . ,1) to (δn−1, δn−2, . . . , δ) approximates the path Γ (degeneration
in stages), the integrable system on the fiber over (δn−1, δn−2, . . . , δ) defined by the push-forward
of the Gelfand–Cetlin system by the gradient-Hamiltonian flow approximates the integrable
system on the fiber over (δn−1,0, . . . ,0) (which is also defined as the push-forward of the
Gelfand–Cetlin system), at least away from the singular locus (when one wants to be more pre-
cise, one can say as follows. Consider the path from (δn−1, δn−2, . . . , δ) to (δn−1,0, . . . ,0) and
the gradient-Hamiltonian flow along this path. Then we have two structures of integrable sys-
tems on the fiber over (δn−1,0, . . . ,0), pushing forward the Gelfand–Cetlin system along two
paths. One can deform the one integrable structure to the other on a complement of some com-
pact neighborhood (of small measure) of the singular locus by a diffeomorphism of small norm,
bounded by O(δ).).
Since the path between (δn−1, δn−2, . . . , δ) and (δn−1, δn−1, . . . , δn−1) is very short, one sees
that the induced integrable system on the fiber over (δn−1, . . . , δn−1) also approximates the one
on the fiber over (δn−1,0, . . . ,0). On the other hand, the structure of the integrable system on the
fiber over (δn−1,0, . . . ,0) approximates that of the Gelfand–Cetlin toric variety. Consequently,
we constructed an integrable system, which is canonically identified with the Gelfand–Cetlin
system, on the fiber over (δn−1, . . . , δn−1), with the property that it approximates well the
Gelfand–Cetlin toric integrable system on the central fiber in the sense remarked above.
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(δn−1, . . . , δn−1) and (0, . . . ,0) ((0, . . . ,0) is not contained in the segment), we have a dif-
feomorphism from the fiber over (1, . . . ,1) to the fiber over p, by the composition of the
gradient-Hamiltonian flows along the path. Since the path deforms continuously as we deform δ,
the diffeomorphism also deforms continuously (with respect to the C∞-norm), so this defines
a flow along the segment between (δn−1, . . . , δn−1) and (0, . . . ,0). By construction (and Corol-
lary 7.3) it is clear that this flow extends to (0, . . . ,0), and the push-forward of the Gelfand–Cetlin
system converges to the toric integrable system. This gives the desired flow.
Take γ to be the piecewise linear path
(1, . . . ,1) → (1, . . . ,1, δ) → ·· · → (δn−1, . . . , δ)→ (δn−1, . . . , δn−1)→ (0, . . . ,0),
with a suitable parametrization, and define the flow φ as above, along γ . The claims of the
proposition are obvious consequences of the above push-forward construction and the conver-
gence property of the integrable system by the flow. 
9. Holomorphic disks in a flag manifold
Let (f˜ : X˜ → Cn−1, γ, Φ˜,φ) be a toric degeneration of a Gelfand–Cetlin system as in Sec-
tion 8. Let  be a positive small number. We consider the subfamily over the closed segment
between (, . . . , ) and (0, . . . ,0) with a flow constructed in Section 8. We write the fiber over
(t, . . . , t) as Xt . We also fix a point u ∈ Intλ in the interior of the Gelfand–Cetlin polytope and
write the Lagrangian fiber Φ−1t (u) ⊂ Xt as Lt .
To compare holomorphic disks in X0 and Xt , we first construct a map from Xt to X0. The
gradient Hamiltonian flow φt gives such a map on a dense open subset of Xt , in particular, it
induces a diffeomorphism
φt ′ |Lt : Lt ∼−→ Lt−t ′,
but there is a little problem that the flow is not defined on the whole Xt . So we modify the
definition of the flow as follows.
Consider the subfamily of f˜ : X˜ → Cn−1 over the diagonal
C =
{
(t, . . . , t) ∈ Cn−1 ∣∣ t ∈ C}.
We write it as
f˜ : X˜ → C.
Note that the total space X˜ may not be smooth. However, the base C is taken so that the
singularity lies only on the central fiber. So by blowing up along appropriate locus of the central
fiber, we have another family
f˜,sm : X˜,sm → C
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product ∏
Pnj × C,
so there is a natural metric on X˜ induced from the ambient space
∏
Pnj ×C, here we take the
standard Euclidean metric on C ∼= C. Precisely speaking, the metric is defined on the smooth
part of X˜.
Now we define a metric on X˜,sm. This is obtained by gluing the above metric on the smooth
part of X˜ and some fixed metric defined on a neighborhood of the exceptional locus of the
blowing-up X˜,sm → X˜. For the latter, we take a metric of the form
f˜ ∗,smgC + ηg0,
here gC is the standard metric on C, g0 is some fixed metric on the neighborhood of the
exceptional locus, and η is a small positive number. Note that in this process, the subset of X˜
on which the metric is modified can be taken arbitrary small, the only condition is that the subset
must contain the singular locus of X˜.
Now let y be the pull-back to X˜,sm of the standard coordinate on C, and consider the
gradient flow
φ−|y|2,s : X˜,sm → X˜,sm, s ∈ [0,∞)
of the function −|y|2 with respect to the metric constructed above. By the form of the metric
we defined, the norm of ∇(−|y|2) is bounded by some uniform constant multiple of the norm
of (f˜,sm)∗(∇(−|y|2)). It follows that the length of the integral curve starting from any point of
X˜,sm is finite.
Let us define
D =
{
(t, . . . , t) ∈ C
∣∣ |t | < 1}.
By the above observation, φ−|y|2 extends to the limit s → ∞ and gives a deformation retract of
f˜−1,sm(D) to the central fiber. By composing with the blowing down of the exceptional locus,
we have a deformation retract of f˜−1 (D) to X0. In particular, it gives a map
φ−|y|2, : X → X0.
Also by construction, the isotopy classes of the restriction of φ−|y|2, ,
φ−|y|2, : φ−1−|y|2,
(
X◦0
)∩X◦ → X◦0
and of φ ,
φ : φ−1−|y|2,
(
X◦0
)∩X◦ → X◦0
are the same. It follows that we can modify φ in a small neighborhood of X \ X◦ so that it
extends to a continuous map from X to X0. We write this extension as φ′ .
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subset of X◦ . We summarize the construction so far as follows.
Lemma 9.1. Let Sing(X0) be the singular locus of X0. Take an arbitrary small closed neighbor-
hood W of Sing(X0). Then there is a continuous map φ′ : X → X0 such that φ′ coincides with
φ on φ
−1
 (X0 \W).
In particular, the map
φ′ |L : L ∼−→ L0
coincides with φ |L .
Note that the restriction of φ′ to φ−1 (X0 \W) is a diffeomorphism.
Lemma 9.2. The map
φ′ : X → X0
induces an isomorphism (
φ′
)
∗ : π2(X)
∼−→ π2(X0)
of the homotopy groups.
Proof. Let S be the singular locus of X0 and
φ′ : X → X0
be the map constructed above. Recall that π2(X0) is generated by torus-invariant curves. Let
p : X˜0 → X0
be a small resolution. Since the fan for X˜0 is obtained from that for X0 without adding one-
dimensional cones, for any torus-invariant curve l in X0, there is a unique torus-invariant curve
l˜ in X˜0 mapped isomorphically to the curve l. We think of l and l˜ as inclusion maps. Since
X˜0 is nonsingular and the exceptional locus has real codimension greater than two, one can
continuously move l˜ to a map
l˜′ : S2 → X˜0,
so that the image is disjoint from p−1(W), here W is the subset defined in Lemma 9.1. Then
l′ = p ◦ l˜′ is homotopic to l (seen as a map by inclusion) and it can be lifted to X by (φ′)−1.
This proves that the map (
φ′
)
∗ : π2(X) → π2(X0)
is surjective.
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Schubert subvarieties). Let β1, β2 ∈ π2(X) be any classes represented by (union of) rational
curves. Let
ϕ1,i : C1,i ,→ Xti , ϕ2,i : C2,i ,→ Xti
where ti → 0 as i → ∞, be two sequences of holomorphic maps from possibly disjoint unions
of prestable rational curves, representing the classes β1 and β2 respectively. These sequences can
also be seen as sequences of holomorphic curves in the fixed ambient space:
Ci →
∏
Pnj .
By Gromov compactness theorem, we can assume there are limits ϕ1 and ϕ2 of ϕ1,i and ϕ2,i
respectively. Again by using the small resolution, we can deform ϕ1 and ϕ2 so that their images
do not intersect (a small neighborhood of) the singular locus of X0, and we can lift them to Xt .
Now assume that ϕ1 and ϕ2 give the same class in π2(X0). Then the homotopy classes of their
lifts in Xt are also the same. On the other hand, these classes are β1 and β2 respectively by
construction. Hence ϕ1,i and ϕ2,i must be in the same homotopy class, and the injectivity of the
map (φ′)∗ is proved. 
Lemma 9.2 and the long exact sequences of homotopy groups for the pairs (X,L) and
(X0,L0) immediately give the following:
Corollary 9.3. The map
φ′ : X → X0
induces an isomorphism (
φ′
)
∗ : π2(X,L)
∼−→ π2(X0,L0)
of the relative homotopy groups.
The Maslov index of holomorphic disks into (Xt ,Lt ) is a homomorphism
μ : π2(Xt ,Lt ) → Z.
Although X0 is a singular variety, we can define the Maslov index of disks into (X0,L0) by
using the isomorphism in Corollary 9.3. This is a reasonable definition if any holomorphic disk
into (X0,L0) can be deformed to avoid the singular locus of X0, so that they can be lifted to a
(not necessarily holomorphic) map into (Xt ,Lt ). Proposition 9.5 below shows that this is indeed
the case. To state it, we recall the notion of toric transversality of holomorphic curves in a toric
variety.
Definition 9.4. (See Nishinou and Siebert [20, Definition 4.1].) A holomorphic curve in a toric
variety X is said to be torically transverse if it is disjoint from all toric strata of codimension
greater than one. A stable map ϕ : C → X is torically transverse if ϕ(C) ⊂ X is torically trans-
verse and ϕ−1(IntX) ⊂ C is dense. Here IntX is the complement of the toric divisors of X.
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Proposition 9.5. Any disk ϕ : (D2, S1) → (X0,L0) can be deformed into a holomorphic disk
with the same boundary condition which is torically transverse.
We need the following to prove Proposition 9.5:
Theorem 9.6. (See Cho and Oh [6, Theorem 5.3].) Let L be a Lagrangian torus fiber in a smooth
projective toric variety
XΣ =
(
Cm \Z(Σ))/K.
Here m is the number of one-dimensional cones of a fan Σ , the subset Z(Σ) ⊂ Cm is defined
by the Stanley–Reisner ideal, and K is the kernel of the map (C×)m → (C×)N defined by one-
dimensional cones in Σ . Then any holomorphic map
ϕ : (D2, ∂D2)→ (XΣ,L)
from the unit disk with Lagrangian boundary condition can be lifted to a holomorphic map
ϕ˜ : D2 → Cm \Z(Σ)
so that the homogeneous coordinate functions (z1(ϕ˜), . . . , zm(ϕ˜)) are given by the Blaschke
products with constant factors;
zj (ϕ˜) = cj ·
μj∏
k=1
z− αj,k
1 − αj,kz ,
where cj ∈ C×, αj,k ∈ IntD2 and μj is a non-negative integer for j = 1, . . . ,m. Moreover, the
Maslov index of ϕ is given by
ν(ϕ) = 2
m∑
j=1
μj .
Proof of Proposition 9.5. Let X˜0 be a small resolution of X0 and ψ be the proper transform
of ϕ. Since X˜0 is smooth, the map ψ has an explicit description
zj (ψ˜) = cj ·
μj∏
k=1
z− αj,k
1 − αj,kz
by Theorem 9.6. Note that ψ intersects a toric stratum of higher codimension exactly when there
are j1 = j2 such that αj1,k1 = αj2,k2 for some k1 and k2. From this remark, and since X˜0 is a
small resolution of X0 so that the exceptional locus has codimension larger than one, we can
make ψ torically transverse by perturbing αj,k . Since the resolution is small, torically transverse
disks in X˜0 project to torically transverse disks in X0. This proves the proposition. 
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locus of X0. Then the Maslov index of ϕ is larger than two.
Proof. In the proof of Proposition 9.5, a disk ϕ intersecting the singular locus lifts to a disk in
X˜0 whose description via Theorem 9.6 has at least two non-constant factors. Hence when we
deform it into torically transverse disk, it intersects the toric boundary at least at two points. This
implies that ϕ has Maslov index larger than two. 
Corollary 9.8. Any holomorphic disk φ : (D2, ∂D2) → (X0,L0) with Maslov index two is writ-
ten as
zj (ϕ˜) =
{
ci · z−α1−αz if j = i,
cj otherwise,
(17)
for some i ∈ {1, . . . ,m}, (cj )mj=1 ∈ (C×)m and α ∈ IntD2.
The relative homotopy class of the holomorphic disk in Corollary 9.8 will be denoted by βi .
The image of βi in π1(L0) under the map in the exact sequence
1 → π2(X0) → π2(X0,L0) → π1(L0) → 1
will be denoted by vi . If we identify π1(L0) ∼= ZN with the lattice of cocharacters of the torus
acting on X0, then the i-th face of the moment polytope of X0 is defined by
i(u) := 〈vi, u〉 − τi = 0
for some τi ∈ R, where 〈•,•〉 is the standard inner product on RN as in Definition 3.11.
Lemma 9.9. There is a small neighbourhood W0 of the singular locus S ⊂ X0 such that any
holomorphic disk ϕ : (D2, S1) → (X0,L0) of Maslov index two is disjoint from the closure of W0.
We may assume the subset W of Lemma 9.1 is contained in W0.
Proof. The intersection of the holomorphic disk (17) with the complement of the big torus in X0
is given by [
(c1, . . . , ci−1,0, ci+1, . . . , cm)
] ∈ X0.
Its image by the moment map is determined by the condition
ϕ
(
∂D2
)⊂ L0,
so that the image ϕ(D2) intersects the toric boundary of X0 only at an interior point of a toric
divisor, whose image by the moment map is independent of (cj )j and α, and the lemma fol-
lows. 
Let us introduce the following notation:
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π2(M,L) be a relative homotopy class. Then M1(M,L;β) will denote the moduli space of sta-
ble maps of degree β from a bordered Riemann surface of genus zero with one marked point and
with Lagrangian boundary condition. The open subspace of M1(M,L;β) consisting of maps
from a disk will be denoted by M1(M,L;β).
Theorem 9.11. (See Cho and Oh [6, Theorem 6.1].) Let XΣ = (Cm \Z(Σ))/K be a projective
toric variety and L ⊂ XΣ be a Lagrangian torus fiber. Assume that a holomorphic disk
ϕ : (D2, S1)→ (XΣ,L)
is disjoint from the singular locus of XΣ and admits a lift
ϕ˜ : (D2, S1)→ (Cr \Z(Σ),π−1(L))
to the homogeneous coordinate space. Then ϕ is Fredholm regular.
Theorem 9.11 shows that M1(X0 \W0,L0;β) is a smooth manifold without any virtual struc-
ture. Corollary 9.8 and Lemma 9.9 give:
Lemma 9.12. If β ∈ π2(X0,L0) is a class with Maslov index two, then M1(X0,L0;β) = ∅ if
and only if β = βi for some 1 i m, and the evaluation map induces a diffeomorphism
ev : M1(X0 \W0,L0;βi) ∼−→ L0.
In terms of the moduli space of holomorphic disks, Lemma 9.9 can be stated as follows:
Lemma 9.13. For any 1 i m, the natural inclusion
M1(X0 \W0,L0;βi) ↪→ M1(X0,L0;βi)
is surjective.
The fact that X0 is a Fano variety implies the following:
Lemma 9.14. If β ∈ π2(X0,L0) is a class with Maslov index two, then the natural inclusion
M1(X0,L0;β) ↪→ M1(X0,L0;β)
is surjective.
Proof. Let
ϕ : D1 ∪ · · · ∪Dp ∪ S1 ∪ · · · ∪ Sq → X0
be a stable map of genus zero and Maslov index two, where Di and Si are disk and sphere
components of the domain curve. Then the contribution of each Di to the Maslov index of ϕ is
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implies p = 1 and q = 0 so that the lemma follows. 
The same reasoning as above shows the following:
Lemma 9.15. The moduli space M1(X0,L0;β) is empty if the Maslov index of β is less than
two.
The following is the main result in this section:
Proposition 9.16. For any relative homotopy class β ∈ π2(X0,L0) of Maslov index two, there is
a positive real number 0 < t  1 and a diffeomorphism
ψ : M1(X0,L0;β) → M1(Xt ,Lt ;β)
such that the diagram
H∗(M1(X0,L0;β))
ev∗
ψ∗
H∗(L0)
(φ−1t )∗
H∗(M1(Xt ,Lt ;β))
ev∗
H∗(Lt )
is commutative.
The existence of the map ψ comes from the Fredholm regularity:
Proposition 9.17. For a class β ∈ π2(X0,L0) with Maslov index two and a sufficiently small
positive number t , there is a map
ψ : M1(X0,L0;β) → M1(Xt ,Lt ;β)
which is a diffeomorphism into a connected component of M1(Xt ,Lt ;β).
Proof. Let ϕ0 be an element of M1(X0,L0;β). Lemmas 9.13 and 9.14 imply that ϕ0 is a holo-
morphic map
ϕ0 :
(
D2, ∂D2
)→ (X0 \W0,L0),
which is Fredholm regular by Theorem 9.11. Then for sufficiently small t , the differential equa-
tion for holomorphic maps ϕt : (D2, ∂D2) → (Xt ,Lt ) near φ−1t ◦ ϕ0 is a small perturbation of
the equation on X0 which has the solution ϕ0, so this equation also has a solution and it is Fred-
holm regular. From this, it follows that the moduli space M1(Xt ,Lt ;β) contains a connected
component diffeomorphic to M1(X0,L0;β) = M1(X0 \W0,L0;β). 
To show the surjectivity of ψ , we use the following version of the Gromov compactness
theorem:
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assume that we are given the following data:
• {Jt }t∈[0,1] is a smooth family of tame almost complex structures on M ,
• {Nt }t∈[0,1] is a smooth family of compact totally real submanifolds,
• {ti} is a strictly decreasing sequence in [0,1] converging to 0, and
• {ϕi}i∈N is a sequence of pseudo holomorphic disks in (M,Jti ) with boundary on Nti .
Assume further that the area of ϕi is uniformly bounded by a positive constant. Then there is
a subsequence of {ϕti }i∈N which converges to a stable J0-holomorphic map from a bordered
Riemannian surface of genus 0 in M with boundary on N0.
Now we can prove the following:
Corollary 9.19. For sufficiently small t and a class β ∈ π2(Xt ,Lt ) of Maslov index two, one has
an inclusion
M1(Xt \Wt,Lt ;β) ⊂ Imψ,
where Wt = (φ′t )−1(W0).
Proof. Suppose that the statement is false. Then there is a sequence {ti}i∈N converging to zero
and a sequence
ϕi :
(
D2, S1
)→ (Xti \Wti ,Lti )
of holomorphic disks not contained in Imψ . By Theorem 9.18, we can assume that ϕi converges
to a stable map
ϕ : C → X0
of Maslov index two from a bordered Riemannian surface C of genus 0. Strictly speaking, we
need to care about the singularity of X0. But one can argue as follows. Note that X0 is equivari-
antly embedded in the product of projective spaces with a natural torus action. So the Lagrangian
torus fiber L0 extends to a Lagrangian torus L˜0 of the product of projective spaces. It is easy to
deform L˜0 to totally real submanifolds L˜t so that Lt ⊂ L˜t , since totally real condition is an open
condition. Now we can apply Theorem 9.18.
By Lemma 9.14, the stable map ϕ is a holomorphic disk, and Proposition 9.17 implies that
ϕti for sufficiently small ti are contained in the family constructed there, a contradiction. 
Lemma 9.20. For sufficiently small t , the Maslov index of any holomorphic disk
ϕ : (D2, ∂D2)→ (Xt ,Lt )
is greater than or equal to two.
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and a sequence
ϕi :
(
D2, S1
)→ (Xti ,Lti )
of holomorphic disks with Maslov index less than two. Then as in the proof of Corollary 9.19,
we will have a subsequence of ϕi converging to a stable map
ϕ : C → X0
of Maslov index less than two, which contradicts the fact that X0 has no such stable maps. 
Lemma 9.21. For sufficiently small t , the natural inclusion
M1(Xt ,Lt ;β) → M1(Xt ,Lt ;β)
is surjective.
Proof. This follows from Lemma 9.20 and the fact that Xt is Fano in just the same way as in the
proof of Lemma 9.14. 
Lemma 9.22. For sufficiently small t and a class β ∈ π2(Xt ,Lt ) of Maslov index two, the natural
inclusion
M1(Xt \Wt,Lt ;β) → M1(Xt ,Lt ;β)
is surjective.
Proof. Assume that the statement is false. Then there is a sequence {ti}i∈N converging to zero
and a sequence
ϕi :
(
D2, S1
)→ (Xti ,Lti )
of holomorphic disks intersecting Wti . As in the proof of Corollary 9.19, we can show that ϕti
converges to a holomorphic map
ϕ : D2 → X0
from a disk with Maslov index two by taking a suitable subsequence if necessary. Then the image
of ϕ must intersect the closure of W0, which contradicts our choice of W0 in Lemma 9.9. 
The commutativity of the diagram in Proposition 9.16 follows from the standard cobordism
argument on variations of moduli spaces under perturbations.
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In this section, we recall the definition of the potential function and compute it for Lagrangian
torus fibers of the Gelfand–Cetlin system. Since our treatment here follows Fukaya, Oh, Ohta
and Ono [9] closely, we only give a sketch of the proof and refer the reader to [9] for further
details.
Let
Λ0 =
{ ∞∑
i=1
aiT
λi
∣∣∣ ai ∈ C, λi  0, lim
i→∞λi = ∞
}
be the Novikov ring and
v : Λ0 → R
∈ ∈∑∞
i=1 aiT λi → mini{λi}∞i=1
be its valuation. The maximal ideal and the quotient field of the local ring Λ0 will be denoted by
Λ+ and Λ respectively.
For a Lagrangian submanifold L in a symplectic manifold M , Lagrangian intersection Floer
theory equips the Λ0-valued cochain complex of L with the structure of an A∞-algebra [7,8]. By
taking the canonical model, one obtains an A∞-structure {mk}∞k=0 on H ∗(L;Λ0). An element
b ∈ H 1(L;Λ+) is called a weak bounding cochain if it satisfies the Maurer–Cartan equation
∞∑
k=0
mk(b, . . . , b) ≡ 0 mod PD
([L]). (18)
The set of weak bounding cochains will be denoted by M̂weak(L). For any b ∈ M̂weak(L), one
can twist the Floer differential as
mb1(x) =
∑
k,l
mk+l+1
(
b⊗k ⊗ x ⊗ b⊗l).
Maurer–Cartan equation implies mb1 ◦mb1 = 0 and the resulting cohomology group
HF
(
(L;b), (L;b))= Ker(mb1 : H ∗(L;Λ0) → H ∗(L;Λ0))
Im(mb1 : H ∗(L;Λ0) → H ∗(L;Λ0))
will be called the deformed Floer cohomology. The potential function
PO : M̂weak(L) → Λ+
is defined by
∞∑
mk(b, . . . , b) = PO(b) · PD
([L]). (19)
k=0
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Let vi ∈ RN be the primitive inward normal vector of the i-th face of λ and choose τi ∈ R so
that
i(u) = 〈vi, u〉 − τi
defines the i-th face of the Gelfand–Cetlin polytope λ. Here 〈•,•〉 is the standard inner product
on RN as in Definition 3.11. The Lagrangian fiber Φ−1λ (u) over an interior point u ∈ Intλ of the
Gelfand–Cetlin polytope will be denoted by L(u). We will identify H 1(L(u);Λ+) with (Λ+)N
using the angle coordinate dual to the standard coordinate on the range RN of the Gelfand–
Cetlin system. The following theorem is a Gelfand–Cetlin analogue of [9, Proposition 3.2 and
Theorem 3.4]:
Theorem 10.1. For any u ∈ Intλ, one has an inclusion
H 1
(
L(u);Λ+
)⊂ M̂weak(L(u))
and the potential function on H 1(L(u);Λ+) is given by
POu(x) =
m∑
i=1
e〈vi ,x〉T i(u). (20)
Sketch of proof. We use the homotopy-invariance of the A∞-structure under Hamiltonian iso-
topy to work with (Xt ,Lt ) instead of (X1,L1), and write the image of L(u) in Xt by the
gradient-Hamiltonian flow for sufficiently small t as L(u) by abuse of notation. Recall that the
A∞-structure on H ∗(L(u);Λ+) is the canonical model of the A∞-structure on the cochain com-
plex of L(u) defined by
mk(a1, . . . , ak) =
∑
β∈π2(F,L(u))
mk,β(a1, . . . , ak),
mk,β(a1, . . . , ak) = (ev0)virt!
(
ev∗1 a1 ∪ · · · ∪ ev∗k ak
) · T β∩ω
where Mk+1(L(u),β) is the moduli space of stable maps with Lagrangian boundary condition
from a bordered Riemann surface of genus zero to F with k + 1 marked points on the boundary,
evi : Mk+1
(
L(u),β
)→ L(u), i = 0, . . . , k
is the evaluation at the i-th marked point, and (ev0)virt! is the integration along the fiber against
the virtual fundamental chain. Since
virt.dim Mk+1
(
L(u),β
)= dimL(u)+μ(β)+ k − 2,
one has
degmk,β(b, . . . , b) = 2 −μ(β)
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tribute mk(b, . . . , b) = ∑β mk,β(b, . . . , b). Since there is no contribution from a class with
Maslov index less than two by Lemma 9.15, mk(b, . . . , b) must be proportional to PD([L]) for
degree reasons, and the inclusion
H 1
(
L(u);Λ+
)⊂ M̂weak(L(u))
follows. It follows from Proposition 9.16 that
mk,βi (x, . . . , x) = (ev0)virt!
(
ev∗1 x ∪ · · · ∪ ev∗k x
) · T β∩ω
=
∫
[Mk+1(X,L(u);βi)]virt
(
ev∗0 PD
([pt])∪ ev∗1 x ∪ · · · ∪ ev∗k x) · T βi∩ω
=
∫
L(u)×Ck
(
ev∗0 PD
([pt])∪ ev∗1 x ∪ · · · ∪ ev∗k x) · T βi∩ω
= Vol(Ck)
(∫
βi
x
)k
· T βi∩ω
= 1
k! 〈vi, x〉
kT i(u)
for x ∈ H 1(L(u);Λ+) and i = 1, . . . ,m. Here, we have used the Fredholm regularity of disks in
Mk+1(X,L(u);βi) and the fact that the complement of
Mk+1
(
X,L(u);βi
)= L(u)×Ck
in Mk+1(X,L(u);βi) is a measure zero set, where
Ck =
{
(t1, . . . , tk)
∣∣ 0 < t1 < · · ·< tk < 1}
is the configuration space of k points on the unit interval. Now the potential function is given by
POu(x) =
∞∑
k=0
mk(x, . . . , x)
=
m∑
i=1
∞∑
k=0
mk,βi (x, . . . , x)
=
m∑
i=1
∞∑
k=0
1
k! 〈vi, x〉
kT i(u)
=
m∑
i=1
e〈vi ,x〉T i(u).
This concludes the proof of Theorem 10.1. 
T. Nishinou et al. / Advances in Mathematics 224 (2010) 648–706 693The following is an immediate corollary of Theorem 10.1:
Corollary 10.2. The potential function
POu : H 1(L(u);Λ+)→ Λ+
can be regarded as a Laurent polynomial
POu ∈ Q[Q±11 , . . . ,Q±1r+1][y±11 , . . . , y±1N ]
where
yk = exkT uk , k = 1, . . . ,N
are combinations of the variable x ∈ H 1(L(u);Λ+) with the parameter u ∈ λ for the position
of the fiber and
Qj = T λnj , j = 1, . . . , r + 1
is the parameter for the symplectic structure on F .
11. Examples
In this section, we study the critical points of the potential function for the full flag manifold
F(1,2,3) and the Grassmannian Gr(2,4). In the latter case, we will see that the number of
critical points is strictly smaller than the rank of the cohomology group.
Let us first discuss the case of F(1,2,3). Fix λ = (λ1, λ2, λ3) ∈ R3 satisfying
λ1 > λ2 > λ3,
so that the corresponding coadjoint (or adjoint) orbit Oλ is the full flag manifold of dimension
three. The Gelfand–Cetlin pattern in this case is given by
λ1 λ2 λ3   
u1 u2 
u3
and the Gelfand–Cetlin polytope λ is defined by six inequalities
λ =
{
u = (u1, u2, u3) ∈ R3
∣∣ i(u) = 〈vi, u〉 − τi  0, i = 1, . . . ,6}
where
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〈
(−1,0,0), u〉+ λ1,
2(u) =
〈
(1,0,0), u
〉− λ2,
3(u) =
〈
(0,−1,0), u〉+ λ2,
4(u) =
〈
(0,1,0), u
〉− λ3,
5(u) =
〈
(1,0,−1), u〉,
6(u) =
〈
(0,−1,1), u〉.
The potential function is given by
PO = e−x1T −u1+λ1 + ex1T u1−λ2 + e−x2T −u2+λ2
+ ex2T u2−λ3 + ex1−x3T u1−u3 + e−x2+x3T −u2+u3
= Q1
y1
+ y1
Q2
+ Q2
y2
+ y2
Q3
+ y1
y3
+ y3
y2
.
By equating the partial derivatives
∂PO
∂y1
= −Q1
y21
+ 1
Q2
+ 1
y3
,
∂PO
∂y2
= −Q2
y22
+ 1
Q3
− y3
y22
,
∂PO
∂y3
= − y1
y23
+ 1
y2
with zero, one obtains
Q1Q2y3 = y21(y3 +Q2),
Q3(y3 +Q2) = y22 ,
y1y2 = y23 ,
whose solutions are given by
y1 = y
2
3
y2
,
y2 = ±
√
Q3(y3 +Q2),
y3 = 3
√
Q1Q2Q3, ω
3
√
Q1Q2Q3, ω
2 3√Q1Q2Q3,
where ω = exp(2π√−1/3) is a primitive cubic root of unity. Since dimH ∗(F (1,2,3),Λ) is six,
one has as many critical point as dimH ∗(F (1,2,3),Λ) in this case. One can show that all these
critical points are non-degenerate by computing the Hessian. The valuations of the critical points
are given by
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(
y23/y2
)
= −u2 + 2u3,
u2 = v(y2) = 12v
(
Q3(Q2 + y3)
)
= 1
2
(
λ3 + min{λ2, u3}
)
,
u3 = v(y3) = 13v(Q1Q2Q3)
= 1
3
(λ1 + λ2 + λ3),
so that u = (u1, u2, u3) is unique for any λ = (λ1, λ2, λ3) and always lies in the interior of the
Gelfand–Cetlin polytope.
Next we discuss the case of Gr(2,4). Fix λ = (λ1, λ2, λ3, λ4) ∈ R3 satisfying
λ1 = λ2 > λ3 = λ4,
so that Oλ is the Grassmannian of two-planes in a four-space. The Gelfand–Cetlin pattern in this
case is given by
λ1 λ1 λ3 λ3= =   = =
λ1 u1 λ3   
u2 u3 
u4
so that the Gelfand–Cetlin polytope λ is defined by six inequalities
λ =
{
u = (u1, u2, u3, u4) ∈ R4
∣∣ i(u) = 〈vi, u〉 − τi  0, i = 1, . . . ,6}
where
1(u) =
〈
(0,−1,0,0), u〉+ λ1,
2(u) =
〈
(−1,1,0,0), u〉,
3(u) =
〈
(1,0,−1,0), u〉,
4(u) =
〈
(0,0,1,0), u
〉− λ3,
5(u) =
〈
(0,1,0,−1), u〉,
6(u) =
〈
(0,0,−1,1), u〉,
and the potential function is given by
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+ ex3T u3−λ3 + ex2−x4T u2−u4 + e−x3+x4T −u3+u4
= Q1
y2
+ y2
y1
+ y1
y3
+ y3
Q3
+ y2
y4
+ y4
y3
.
By equating the partial derivatives
∂PO
∂y1
= − y2
y21
+ 1
y3
,
∂PO
∂y2
= −Q1
y22
+ 1
y1
+ 1
y4
,
∂PO
∂y3
= − y1
y23
+ 1
Q3
− y4
y23
,
∂PO
∂y4
= − y2
y24
+ 1
y3
with zero, one obtains
y21 = y2y3,
Q1y1y4 = y22(y1 + y4),
y23 = Q3(y1 + y4),
y24 = y2y3,
whose solutions are given by
y1 = ±
√
Q1Q3,
y2 = Q1Q3/y3,
y3 = ±
√
2Q3y1,
y4 = y1.
Since dimH ∗(Gr(2,4),Λ) is six, one has less critical points than dimH ∗(Gr(2,4),Λ) in this
case, in contrast to the case of F(1,2,3). All these critical points are non-degenerate and one
can see that
u1 = 12 (λ1 + λ3),
u2 = 14 (3λ1 + λ3),
u3 = 14 (u1 + 3λ3),
u4 = 1 (λ1 + λ3),2
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of the Gelfand–Cetlin polytope.
12. Non-displaceable Lagrangian torus fibers
We give a proof of the following theorem in this section:
Theorem 12.1. Let λ = (λ1  λ2  · · · λn) be a non-increasing sequence of real numbers and
Φλ : F → λ be the corresponding Gelfand–Cetlin system. Then there exists u ∈ Intλ such
that the Lagrangian torus fiber L(u) = Φ−1λ (u) satisfies
ψ
(
L(u)
)∩L(u) = ∅
for any Hamiltonian diffeomorphism ψ : Oλ → Oλ. If ψ(L(u)) is transversal to L(u) in addi-
tion, then
#
(
ψ
(
L(u)
)∩L(u)) 2N.
This theorem is an analogue of [9, Theorem 1.5] for flag manifolds, and follows immediately
from Theorem 12.2 below and the Hamiltonian isotopy invariance in Lagrangian intersection
Floer theory [8, Theorem J].
Theorem 12.2. For any λ, there exists u ∈ Intλ and x ∈ H 1(L(u);Λ0) such that the deformed
Floer cohomology is isomorphic to the ordinary cohomology:
HF
((
L(u), x
)
,
(
L(u), x
);Λ0)∼= H (L(u);Λ0).
Note that x above is taken from H 1(L(u);Λ0) whereas the bounding cochain b appearing in
the definition of the deformed Floer cohomology in Section 10 is taken from H 1(L(u);Λ+).
To define the deformed Floer cohomology twisted by x ∈ H 1(L(u);Λ0), one divide x into the
constant part and the positive part
x = x0 + x+,
x0 ∈ H 1
(
L(u);C),
x+ ∈ H 1
(
L(u);Λ+
)
,
take the flat non-unitary line bundle Lρ whose holonomy representation is given by
ρ = exp(x0) : H1
(
L(u);Z)→ C×,
consider the A∞-operation {mρk }∞k=0 twisted by the flat non-unitary line bundle Lρ as in Cho [5],
and define the deformed Floer differential mx1 by
m
x
1(x) =
∑
m
ρ
k
(
x⊗k+ ⊗ x ⊗ x⊗l+
)
.k,l
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any i = 1, . . . ,N , one has
m
x
1(ei )∩
[
L(u)
]=∑
k,l
m
ρ
k
(
x⊗l+ ⊗ ei ⊗ x⊗(k−l−1)+
)∩ [L(u)]
= yi ∂PO
u(y)
∂yi
∣∣∣∣
y=exp(x)
.
This shows that mx1 = 0 on H 1(L(u);Λ0) if y = exp(x) is a critical point of POu(y). If this is
the case, the induction argument of [9, Lemma 12.1] on the degree and the Maslov index μ(β)
using the A∞-relation
m
ρ,b
1,β (f1 ∪ f2) =
∑
β1+β2=β
±mρ,b2,β1
(
m
ρ,b
1,β2(f1)⊗ f2
)
+
∑
β1+β2=β
±mρ,b2,β1
(
f1 ⊗mρ,b1,β2(f2)
)
+
∑
β1+β2=β
±mρ,b1,β1
(
m
ρ,b
2,β2(f1 ⊗ f2)
)
shows that mx1 = 0 on H ∗(L(u);Λ0), so that the deformed Floer cohomology is isomorphic to
the ordinary cohomology;
HF ∗
((
L(u), x
)
,
(
L(u), x
);Λ0)∼= H ∗(L(u);Λ0).
Note that
v
(
exp(x)
)= 0.
Hence one can find a twisting cochain x ∈ H 1(L(u);Λ0) such that the deformed Floer coho-
mology HF ∗((L(u), x), (L(u), x);Λ0) is isomorphic to the ordinary cohomology, if there is a
critical point
y = (y1, . . . ,yN) ∈ ΛN
of the Laurent polynomial
P(y) =
m∑
i=1
yvi T −τi
such that
v(y) = (v(y1), . . . ,v(yN)) ∈ λ ⊂ RN.
The existence of such a critical point follows from Proposition 12.3, which we learned from
Hiroshi Iritani. See also [9, Proposition 3.6].
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 = {u ∈ RN ∣∣ i(u) 0, i = 1, . . . ,m}
where
i(u) = 〈vi, u〉 − τi,
define a Laurent polynomial P ∈ Λ[y±11 , . . . , y±1N ] by
P =
m∑
i=1
yvi T −τi .
Then P has at least one critical point whose valuation lies in the interior of .
We divide the proof into three steps:
Step 1. Let P ∈ R[y±11 , . . . , y±1N ] be a Laurent polynomial over the field of real numbers such
that every non-zero coefficient is positive and the origin is in the interior of the Newton polytope.
Then P has a critical point in (R>0)N .
Proof. The set {
y ∈ (R>0)N ∣∣ P(y) c}
is compact for any c ∈ R, so that P has a global minimum in (R>0)N . 
Step 2. The Laurent polynomial P has a critical point y in (Λ×)N .
Proof. The set of critical points is defined as the common zero of partial derivatives of the
potential function, which always exists in the compactification PN(Λ) of the torus (Λ×)N . If
all the critical points lie at infinity and none of them lies on the torus, then it remains so after
substituting any real number into T . However P has a critical point in (R>0)N after substituting
any positive real number in T by Step 1, which shows that P also have a critical point y on the
torus (Λ×)N . 
Step 3. The valuation of y lies in the interior of .
Proof. Let Γ be the convex hull of the set{
(vi, z) ∈ RN ×R
∣∣ z−τi}i ∪ {(0, z) ∈ RN × R ∣∣ z 0}
and φ : RN → R be the piecewise-linear map such that the union of faces of Γ containing the
origin is a part of the graph of φ. A subset of RN where φ is linear forms a maximal-dimensional
cone of a complete fan Σ in RN . For each cone σ in Σ , define uσ ∈ RN by
φ|σ (v) = −〈uσ , v〉.
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−τi  φ(vi)−〈uσ , vi〉
for any i, so that uσ ∈ . We will write Σ(N) for the set of N -dimensional cones of the fan Σ .
Let u be the valuation of y and put τu = mini{〈vi, u〉 − τi}. The leading term Pu of P is
defined as
Pu =
∑
i: 〈vi ,u〉−τi=τu
yvi T −τi ,
which has the leading term y0 of y as its critical point. Assume that u is not in the interior of
the convex hull of {uσ }σ∈Σ(N) . Then the Newton polytope of Pu will not contain the origin in
its interior, and one can choose a coordinate of the torus so that Pu contains only non-negative
powers of y1. This shows that the coefficient of any term in ∂Pu/∂y1 is positive if one substitutes
a positive real number into T . Recall from Step 2 that y gives positive real numbers if one
substitutes a positive real number into T . It follows that y0 gives positive real numbers after
substituting a sufficiently small positive real number  into T and hence one has
∂Pu
∂y1
(y0)
∣∣∣∣
T=
> 0.
This contradicts the fact that y0 is a critical point of Pu so that u must be contained in the interior
of the convex hull of {uσ }σ∈Σ(N) , which in turn is contained in . 
13. A relation with Toda lattice
In this section, we discuss the potential function for the full flag manifold after substituting
e−1 into the indeterminate element T in the Novikov ring, and its relation with quantum coho-
mology and the quantum Toda lattice. Although the potential function is no longer invariant under
Hamiltonian isotopy after this substitution and hence unfit for application to symplectic topology,
it is the potential function after this substitution which appears as the Landau–Ginzburg potential
of the mirror of Fano manifolds, studied by string theorists such as Hori and Vafa [16]. The main
result in this section is Theorem 13.3, which is an immediate consequence of Theorem 10.1 and
Givental’s integral representation in Theorem 13.2.
Let us first recall the definition of quantum cohomology and Givental’s J -function. For a
projective manifold X with its Kähler class ω, the quantum product ◦ on H ∗(X;Λ) is defined by
〈A ◦B,C〉 =
∑
β∈H2(X;Z)
T β∩ω
∫
[M0,3(X,β)]virt
ev∗1(A)∪ ev∗2(B)∪ ev∗3(C)
where 〈•,•〉 is the Poincaré pairing, [M0,3(X,β)]virt is the virtual fundamental class of the mod-
uli space of stable maps of genus zero and degree β with three marked points into X, and
evi : M0,3(X,β) → X, i = 1,2,3,
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group H ∗(X;Λ) with the structure of a Frobenius algebra. Now consider the substitution T =
e−1, although it may not make sense since the definition of quantum product involves an infinite
sum. When this sum converges, the quantum cohomology ring ◦ can be regarded as a family
of Frobenius algebras, parametrized by (an open subset of) H 2(X;R) considered as the moduli
space of symplectic structures.
Now choose a basis {Ti}hi=1 of H ∗(X;R) such that {Ti}ri=1 is a basis of H 2(X;R). Let (ti)ri=1
be the coordinate of H 2(X;R) dual to the basis {Ti}ri=1, so that the symplectic form ω of X is
represented as ω =∑ri=1 tiTi . Then quantum product is an infinite series in
q = (qi)ri=1 =
(
exp(−ti )
)r
i=1,
which, in the case of the flag manifold, is known to be convergent for sufficiently small q . One
can also let q take values in the complexification H 2(X;C) of H 2(X;R).
The Givental’s (small) J -function is defined by
Jj =
∑
β∈H2(F (n);Z)
qβ
∫
[M0,1(X);β)]virt
ev∗(Tj ∧ exp(∑ri=1 piti/h¯))
h¯(h¯−ψ) , j = 1, . . . , h.
It is known that
Jj = 〈sj ,1〉,
where (sj )hj=1 is a basis of flat sections of the Givental connection, which is a connection on the
trivial vector bundle on H 2(X;C) with fiber H ∗(X;C) defined by
∇ ∂
∂ti
= h¯ ∂
∂ti
− Ti ◦ .
The D-module on H 2(X;C) generated by the J -function is called the quantum D-module,
whose characteristic variety is the spectrum of the quantum cohomology ring.
For the full flag manifold F (n), let Vi → F (n) be the universal subbundle of rank i and
pi = c1(Vi+1/Vi ) ∈ H 2
(
F (n);Z), i = 0, . . . , n− 1
be the first Chern class of the i-th quotient line bundle Vi+1/Vi . The set {pi}n−1i=0 generates
H ∗(F (n);Z) and the complete set of relations is given by
(λ+ p0) · · · (λ+ pn−1) = λn.
We introduce a redundant parameter (ti)n−1i=0 for H 2(F (n);C) and define the J -function by
Jj =
∑
β∈H2(F (n);Z)
qβ
∫
[M0,1(F (n));β)]virt
ev∗(Tj ∧ exp(∑n−1i=0 piti/h¯))
h¯(h¯−ψ)
where j runs from 1 to dimH ∗(F (n);C) = n!.
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manifold following Givental and Kim [12] (see also Kim [18] and Joe and Kim [17]). The quan-
tum Toda Hamiltonian is defined by
H = h¯
2
2
n−1∑
i=0
∂2
∂t2i
−
n−1∑
i=1
eti−ti−1 .
It commutes with n mutually commutative differential operators
Di
(
h¯
∂
∂t0
, . . . , h¯
∂
∂tn−1
, q1, . . . , qn−1
)
, i = 1, . . . , n (21)
where qi = exp(ti − ti−1),
det(A+ xI) = xn+1 +
n∑
i=1
Di(p0, . . . , pn−1, q1, . . . , qn−1)xn−i ,
and
A =
⎛⎜⎜⎜⎜⎜⎜⎝
p0 q1 0 · · · 0 0
−1 p1 q2 · · · 0 0
0 −1 p2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · pn−2 qn−1
0 0 0 · · · −1 pn−1
⎞⎟⎟⎟⎟⎟⎟⎠ .
The following theorem gives an astonishing relation between the quantum cohomology ring
of the full flag manifold and the quantum Toda lattice:
Theorem 13.1. (See Givental and Kim [12], Kim [18].) The J -function of the full flag manifold
F (n) is an eigenfunction of the quantum Toda lattice:
DiJj = 0, i = 1, . . . , n, j = 1, . . . , n!.
It follows from this theorem that the quantum cohomology ring of the full flag manifold is
isomorphic to the coordinate ring of the Lagrangian level set of the classical Toda Hamiltonians.
Now we recall the stationary-phase integral representation of the eigenfunction of the quantum
Toda lattice due to Givental [11]. Consider n(n− 1) variables
{Xij ,Yij | i = 1, . . . , n− 1, j = 1, . . . , n− i}
and the n(n− 1)/2-dimensional torus Yq cut out from SpecC[X±1ij , Y±1ij ]i,j by the equations
Yi,jXi,j = Xi+1,j Yi,j+1, i = 1, . . . , n− 2, j = 1, . . . , n− i − 1,
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Xi,n−iYi,n−i = qi, i = 1, . . . , n− 1,
where q = (q1, . . . , qn−1) ∈ (C×)n−1. These relations imply that Xij and Yij can be expressed
by n(n− 1)/2 variables
{Tij | i = 1, . . . , n− 1, j = 1, . . . , n− i}
as
Xij = exp(Tij − Ti,j+1)
and
Yij = exp(Ti+1,j − Tij ),
where
qi = exp(Ti+1,n−i − Ti,n−i+1), i = 1, . . . , n− 1.
Define the phase function fq and the holomorphic volume form ω on Yq by
fq =
∑
i,j
(Xij + Yij )
and
ω =
∧
i,j
dTij .
Fix h¯ ∈ C× and a complete Kähler metric on Yq . A Lefschetz thimble is the unstable manifold of
(fq/h¯) starting from a critical point of fq . The following theorem is due to Givental:
Theorem 13.2. (See Givental [11].) The phase function has dimH ∗(F (n)) = n! critical points,
and the stationary-phase integrals
Ia =
∫
Γa
efq/h¯ω
for the corresponding Lefschetz thimbles {Γa}n!a=1 gives the component Ja of the J -function for
a suitable choice of a basis of H ∗(F (n);C).
Now it is obvious that the potential function PO|T=e−1 and the phase function fq are related
by
Tij = x(i+j−1) + λ(i+j−1), i = 1, . . . , n− 1, j = 1, . . . , n− i,i i
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Ti,n−i+1 = λi, i = 1, . . . , n.
This results in the following striking relation between the Gelfand–Cetlin system and the quan-
tum Toda lattice:
Theorem 13.3. The potential function for Lagrangian torus fibers of the classical Gelfand–Cetlin
system on the full flag manifold F (n), considered as a Laurent polynomial in n(n−1)/2 variables
with n parameters after substituting e−1 to T , is the phase function for an integral representation
of the solution to the quantum Toda lattice.
Now let us discuss the classical limit of the above story. The classical Toda lattice is a com-
pletely integrable system whose Hamiltonians are the classical limits
Di(p0, . . . , pn−1, q1, . . . , qn−1), i = 0, . . . , n− 1
of the differential operators (21). The level set of {Di}n−1i=0 is a Lagrangian subvariety of
(SpecC[p1, . . . , pn−1, q1, . . . , qn−1],ω), where p0 is determined by
D1(p0, . . . , pn−1) = p0 + · · · + pn−1 = 0,
and the symplectic form is given by
ω =
n−1∑
i=1
pi ∧ dqi
qi
.
The classical limit of the stationary-phase integral is controlled by the Jacobi ring
J (fq) = Q[q1, . . . , qn−1]
[
y±11 , . . . , y
±1
N
]/( ∂fq
yi∂yi
)N
i=1
whose spectrum is the set Cr(fq) of critical points of fq , in that there is a birational map
Cr(fq) → SpecC[p1, . . . , pn−1, q1, . . . , qn−1]
∈ ∈
(y, q) →
(
q
∂fq
∂q
(y), q
)
,
into the characteristic variety of the D-module generated by the stationary phase integrals. On the
other hand, the characteristic variety of the quantum D-module is the spectrum of the quantum
cohomology ring. By putting them together, we obtain the following:
Corollary 13.4. The Jacobi ring of the potential function for Lagrangian torus fibers of the clas-
sical Gelfand–Cetlin system on the full flag manifold F (n) is isomorphic to the ring of functions
on the level set of the classical Toda Hamiltonians, and hence to the quantum cohomology ring
of F (n).
T. Nishinou et al. / Advances in Mathematics 224 (2010) 648–706 705Note that the isomorphism between the Jacobi ring of the potential function for Lagrangian
torus fibers of the classical Gelfand–Cetlin system and the quantum cohomology ring cannot hold
for general partial flag manifolds; the simplest example is the Grassmannian Gr(2,4) where the
number of critical points of the potential function for general q is four, which is strictly smaller
than the rank of the cohomology ring.
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