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Résumé et mots clés
Cet article s’intéresse à l’évaluation de méthodes de segmentation d’images en régions. Nous commençons
par un état de l’art des critères d’évaluation, en séparant le cas où l’on dispose d’une segmentation 
de référence de celui où l’on n’en dispose pas. Nous appuyant sur une analyse des principaux critères 
existants, nous proposons alors de nouveaux critères pour le cas où l’on ne dispose pas de référence. 
Ces critères, basés sur une formulation énergétique, prennent en compte à la fois la complexité 
de la segmentation et la fidélité aux données initiales d’un modèle sous-jacent. L’intérêt est de ne pas figer 
le niveau de détail attendu mais de le laisser au choix de l’utilisateur en fonction de son but. Les critères 
proposés sont donc des critères d’évaluation multi-échelle. Dans un premier temps, nous comparons 
les performances expérimentales de différentes formulations énergétiques possibles. Dans un second temps,
ayant fait un choix d’énergie particulier, nous comparons les performances de notre nouveau critère avec
celles des principaux critères existants.
Image, segmentation, évaluation, énergie, échelle, critère.
Abstract and key words
This paper deals with evaluation of image segmentation methods. We start with a state-of-the art of the evaluation 
criteria, involving a reference segmentation or not. Based on an analysis of the main exiting criteria, we propose new 
criteria, when no ground-truth is available. These criteria, based on an energetical formalism, take into account both 
the complexity of the segmented image and the goodness-of-fit of an underlying model with the initial data. The main
interest is not to fix the expected level of resolution but to leave it to the user’s choice, according to his purpose. These
evaluation criteria are thus multi-scale criteria. Various forms of energy formulation are experimentally compared. Then
after having choosen a particular energy, the performances of this new criterion is compared to the main existing criteria.
Image, evaluation, segmentation, criterion, energy, scale.
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1. Introduction
Devant le foisonnement de méthodes développées depuis plu-
sieurs décennies pour la segmentation des images, le problème
de l’évaluation est devenu crucial. Disposer de méthodes d’éva-
luation de résultats est nécessaire :
• aux chercheurs pour comparer un nouvel algorithme à ceux
préexistants ;
• aux utilisateurs pour choisir un algorithme et régler ses para-
mètres en fonction du problème à résoudre.
Les critères d’évaluation quantitative peuvent être groupés en
deux classes, selon que l’on possède ou non une «vérité-ter-
rain » qui constitue une segmentation de référence. Celle-ci est
directement accessible dans le cas d’images de synthèse, mais
elle doit être construite «à la main» par un expert du domaine
de l’application dans le cas d’images réelles : tracés effectués
par des médecins, des géographes, etc… à l’aide d’outils infor-
matiques de dessin.
Si l’on veut comparer de manière objective les méthodes, il est
plus simple d’utiliser des images de synthèse, pour lesquelles
une « vérité» est parfaitement connue, à savoir la segmentation
qui a servi à synthétiser l’image. L’inconvénient d’une telle
démarche est que ces images ne représentent pas toutes les
situations possibles d’une utilisation réelle.
Bien que l’évaluation sur images réelles soit certainement plus
réaliste, elle pose d’autres difficultés, la principale étant qu’il
n’existe généralement pas de solution unique à la division d’une
image en régions «pertinentes». La «pertinence» d’une région
est en effet une notion éminemment dépendante de l’applica-
tion : qui cherche à suivre les individus dans une vidéo sera inté-
ressé par le détourage des silhouettes, qui s’intéresse à la mode
voudra isoler les vêtements des personnages, etc. Néanmoins,
deux segmentations humaines d’une même image tendent à être
cohérentes dans le sens où elles sont des raffinements mutuels
l’une de l’autre [2] : certaines régions d’une segmentation
constituent une sur-segmentation de certaines régions de l’autre
et inversement. Autrement dit, la principale différence entre
deux segmentations humaines d’une même image est une diffé-
rence de niveau de détail (nous en verrons des illustrations à la
section 4).
Yu et Shi [28] ont récemment proposé une classification des
méthodes de segmentation en deux grandes catégories : d’une
part une approche dite «discriminative» qui, dans la droite ligne
des méthodes de classification non supervisée, envisage la seg-
mentation comme un problème de regroupement des pixels en
classes compactes et bien séparées et d’autre part une approche
dite « générative», de type «problème inverse», qui envisage la
segmentation comme un problème de recherche d’un «modèle
générateur » des données (generative model). Or le problème de
l’évaluation de la segmentation sans référence est extrêmement
proche du problème de segmentation lui-même. Nous verrons
que les critères d’évaluation sans référence suivent cette même
classification en deux grands groupes, l’un basé sur l’approche
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«discriminative» aboutit à des mesures de type contraste et
l’autre basé sur l’aproche générative, conduit à une modélisa-
tion par morceaux de l’image.
C’est cette deuxième approche que nous avons exploitée en
nous appuyant sur une formulation énergétique multi-échelle de
la segmentation [9, 11]. Nous proposons des critères d’évalua-
tion qui prennent en compte explicitement le niveau de détail
auquel l’utilisateur souhaite aboutir. Ces critères permettent
d’ordonner les différentes segmentations concurrentes en fonc-
tion d’un paramètre d’échelle et de rejeter les segmentations qui
ne sont pertinentes à aucune échelle.
La section 2 commence par faire un état de l’art des critères
d’évaluation existant dans la littérature, en séparant le cas où
l’on dispose d’une vérité-terrain de celui où l’on n’en dispose
pas.
En s’appuyant sur une critique des critères existants, la section3
développe alors les nouveaux critères proposés pour l’évalua-
tion sans référence.
La section 4 présente finalement des résultats expérimentaux.
Dans un premier temps, nous avons évalué différentes énergies
possibles pour l’évaluation multi-échelle. Dans un second
temps, nous avons comparé les nouveaux critères proposés aux
principaux critères existants, à la fois sur des résultats de seg-
mentation automatique et sur des résultats de segmentations
manuelles.
2. État de l’art
Quand on dispose d’une vérité-terrain, l’évaluation des seg-
mentations s’effectue à l’aide de critères comparant chaque seg-
mentation avec l’image de référence. On peut ainsi ordonner les
segmentations.
En l’absence de vérité-terrain, il faudra employer des critères
quantitatifs absolus ou des calculs de cohérence entre les diffé-
rents résultats de segmentation.
Dans la suite de l’article, une image I est définie sur un
ensemble de sites X représentant les coordonnées spatiales des
pixels (ligne, colonne) et une fonction f à valeurs dans un
ensemble Z. Par exemple f pourra être l’intensité pour les
images à niveaux de gris (dans ce cas Z est un sous-ensemble 
de N) et la couleur dans l’un des espaces colorimétriques pour
les images couleurs (dans ce cas Z est un sous-ensemble 
de N 3).
On notera R une segmentation à évaluer, c’est donc une parti-
tion de X en régions notées Ri , i = 1,…,N vérifiant
Ri ∩ Rj = ∅ et
N⋃
i=1
Ri = X . On note A le nombre de pixels de
l’image et Ai le nombre de pixels de la région Ri. On a donc :
A = ∑Ni=1 Ai = card X .
2.1 Avec segmentation de référence
Dans cette partie, nous disposons d’une segmentation de réfé-
rence notée V , dont les régions sont notées Vi, i = 1,…,M .
2.1.1 Mesure de Vinet [25]
La mesure de Vinet s’appuie sur un appariement biunivoque
entre les régions des deux segmentations à comparer. Pour tout
couple de régions (Vi ,Rj ), on définit leur recouvrement par
ti j = card(Vi ∩ Rj ). Un couplage de poids maximal du graphe
bipartite (V,R,t) fournit alors un appariement biunivoque opti-
mal entre régions des deux segmentations au sens de la somme
des recouvrements des parties appariées. Soit K le nombre de
couples obtenus et C1,. . . ,CK les recouvrements de chacun de 
ces couples. 
1
A
×
K∑
k=1
Ck représente alors le poids total du cou-
plage normalisé par la surface de l’image.
La mesure de dissimilarité de Vinet est alors : 1 − 1
A
×
K∑
k=1
Ck .
Bien que le couplage ne soit pas nécessairement unique cette
mesure est une distance.
Une approximation de la mesure de Vinet peut être obtenue effi-
cacement par un algorithme glouton qui consiste à coupler ité-
rativement les deux régions de recouvrement maximal. 
Cette mesure de dissimilarité a été utilisée dans [5] pour com-
parer des segmentations sur des images synthétiques mono-
chromes comportant différents bruits et textures.
Des mesures généralisant la distance de Vinet à des apparie-
ments multivoques ont été proposés dans [8] et [2].  
2.1.2 Mesure de cohérence entre segmentations de Martin [18]
Définie par D. R. Martin pour évaluer la cohérence entre deux
segmentations manuelles (voir Fig. 8) d’une même image, cette
mesure peut être utilisée pour comparer deux segmentations
l’une de référence, l’autre obtenue par un algorithme.
Elle est basée sur deux erreurs calculées en chaque pixel : une
erreur de V par rapport à R et une erreur de R par rapport à V .
Si le pixel s appartient à la région Vj dans la vérité-terrain et à
la région Ri dans l’image résultat, ces erreurs valent :
E(s) = card(Vj \Ri )
card(Vj ) et E
′(s) = card(Ri \Vj )
card(Ri ) . E(s) vaut 0 si Vj est un
sous-ensemble de Ri et vaut 1 si l’intersection des deux régions
est réduite au pixel s.
La dissimilarité entre segmentation résultat et segmentation de
référence se mesure alors par l’erreur locale de cohérence 
LC E (R,V ) = 1
A
∑
s
min
{
E(s),E ′(s)
}
ou par l’erreur globale de cohérence
GC E (I,V ) = 1
A
min
{∑
s
E(s),
∑
s
E ′(s)
}
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Cette dernière mesure est plus sévère que la première et a le
défaut de favoriser une sur-segmentation (ou une sous-segmen-
tation) de toute l’image par rapport à un mélange des deux situa-
tions (sur et sous-segmentation selon les zones de l’image).
2.1.3 Position des pixels mal segmentés : mesure de Yasnoff et al. [27]
Compter simplement le nombre de pixels mal segmentés est
insuffisant, il faut aussi tenir compte de la position de ces pixels
en utilisant par exemple la distance entre un pixel mal segmen-
té et la région à laquelle il appartient dans la référence.
La mesure de Yasnoff et al. s’écrit :
100
A
×
√∑
s
d2(s)
où la sommation s’effectue sur les pixels mal segmentés et d est
la distance au pixel le plus proche de la région à laquelle il
appartient.
Cet indice a été utilisé dans [29] pour comparer des méthodes
de seuillage.
2.1.4 Distance de Baddeley [26]
Cette distance prend en compte non seulement la position du
site s dans l’image mais également son intensité.
Soit une image d’intensité f : X −→ Z ⊂ N .
Le sous-graphe de f est :
 f = {(s,z), s ∈ X, z ∈ Z , et z  f (s)}.
La distance entre un couple de X × Z et le sous-graphe de f est
définie par : dB((s,z), f ) = in f {d((s,z),(s ′,z′)),(s ′,z′) ∈  f } .
Cette distance est seuillée pour ne pas rechercher trop loin de z
le minimum.
Et la distance entre deux images f et g est finalement :
(
1
A2
∑
(s,z)
∣∣dB((s,z), f ) − dB((s,z),g)∣∣p
) 1p
avec p  1.
Cette distance est souvent citée. Elle peut s’utiliser en prenant
pour d une distance de chanfrein au lieu de la distance eucli-
dienne. Elle a été récemment étendue aux images couleur [6].
2.2 Sans segmentation de référence
De nombreux critères ont été proposés, cherchant à quantifier la
qualité ou la lisibilité de l’image. Suivant la classification des
méthodes de segmentation proposée dans [28], on peut classer ces
critères en deux grandes catégories: les critères de «contraste» et
les critères d’«adéquation à un modèle». Les premiers recherchent
une variabilité inter-région, alors que les seconds recherchent une
uniformité en intensité ou en couleur à l’intérieur des régions.
Parmi les critères de contraste, nous présentons ci-dessous celui
de Levine et Nazif et celui de Zeboudj, ainsi que le critère de
Rosenberger.
Parmi les seconds, nous présentons le critère d’uniformité 
de Levine et Nazif, le critère de Liu et Yang, et celui de Borsotti
et al.
Si f représente un attribut du pixel (en général son intensité ou
sa couleur), on notera mi (resp. σi) la moyenne (resp. l’écart-
type) de f dans la région Ri .
2.2.1 Contraste inter-région de Levine et Nazif [16]
Soit ci j = |mi −mj |mi +mj le contraste entre deux régions adjacentes Ri
et Rj.
Le contraste de la région Ri est :
ci =
∑
Rj
pi j ci j où les Rj sont les régions adjacentes à Ri et 
pi j = li jli est le rapport longueur de la frontière commune entre
Ri et Rj sur le périmètre de Ri.
Le contraste global est alors :
∑
Ri
wi ci∑
Ri
wi
wi est un poids associé à chaque région, qui peut être l’aire de
la région.
Ce critère, utilisé par Zhang [29] sans pondération s’est révélé
absolument non discriminant !
2.2.2 Contraste de Zeboudj [5]
Cet indice prend en compte le contraste intérieur et le contraste
extérieur aux régions, mesurés sur un voisinage W (s) du 
pixel s.
Soit c(s,t) = | f (s)− f (t)|L−1 le contraste entre deux pixels s et t, avec
f représentant l’intensité et L le maximum des intensités.
Le contraste intérieur d’une région Ri est :
Ii = 1Ai
∑
s∈Ri
max{c(s,t),t ∈ W (s) ∩ Ri }
Le contraste extérieur d’une région Ri est :
Ei = 1li
∑
s∈Fi
max{c(s,t),t ∈ W (s),t /∈ Ri } où Fi est la frontière 
de Ri et li la longueur de Fi.
Le contraste de Ri est :
C(Ri ) =


1 − Ii
Ei
si 0 < Ii < Ei
Ei si Ii = 0
0 sinon
(1)
Le contraste global est enfin :
1
A
∑
i
Ai .C(Ri ).
Cet indice a été utilisé dans [5] pour comparer des segmenta-
tions en régions sur des images réelles et de synthèse (cf. 2.5.2).
Cet indice n’est pas adapté aux images trop bruitées ou textu-
rées.
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2.2.3 Critère de Rosenberger [3]
Pour résoudre le problème des images monochromes contenant
des textures, Rosenberger commence par caractériser chaque
région en région texturée ou uniforme, grâce à un calcul d’uni-
formité des niveaux de gris basé sur les matrices de cooccur-
rences. Il calcule ensuite la disparité intra-région, notée D et la
disparité inter-région, notée D. La première correspond à
l’écart-type des intensités pour une région uniforme et à un
ensemble d’attributs de texture pour une région texturée. D est
égale à la différence des moyennes pour deux régions uni-
formes, à la distance euclidienne entre attributs de texture pour
deux régions texturées et à 1 pour une région texturée et une
région uniforme.
La disparité intra-région globale est égale à la moyenne pondé-
rée des disparités calculées pour chaque région :
D = 1
N
∑
i
Ai
A
Di
et de même pour la disparité inter-région globale.
Finalement le critère de Rosenberger est égal à : D−D2
2.2.4 Critère d’uniformité intra-région de Levine et Nazif [16]
Ce critère simple est basé sur la somme des variances des
régions. Il doit donc être faible.
∑
i
∑
s∈Ri
[
f (s) − 1
Ai
∑
s∈Ri
f (s)
]2
=
∑
i
σ2i
C
(2)
f peut être l’intensité du pixel s ou tout autre attribut (couleur,
texture).
C est un facteur de normalisation, égal à la variance maximale :
σ2max = ( fmax− fmin)
2
2
On peut également pondérer chaque région par son nombre de
pixels.
L’avantage de ce critère est d’être facilement mis à jour dans les
opérations de fusion ou de division des régions.
Il a été utilisé pour comparer des méthodes de seuillage dans [22]
(voir § ??) et des méthodes de segmentation [29], où il s’est révélé
peu discriminant. Il fait partie des critères testés au paragraphe 4.2.
2.2.5 Mesure de dissimilarité de Liu et Yang [17]
Ce critère est basé sur le nombre de régions, l’aire des régions
et la couleur moyenne, dans l’espace RGB:
1
1 000 × A
√
N
N∑
i=1
e2i√
Ai
(3)
où ei est la somme des distances euclidiennes entre les vecteurs
couleur des pixels de la région Ri et le vecteur couleur attribué
à la région Ri dans l’image segmentée (en général la moyenne
des couleurs de la région).
Le critère doit être faible. Les termes 
√
N au numérateur et√
Ai au dénominateur de l’expression pénalisent la sur-segmen-
tation. Il est assez proche de celui de Levine et Nazif, le calcul
des écarts à la moyenne est légèrement différent, ainsi que la
normalisation, mais l’idée générale reste la même.
Cette mesure de dissimilarité a été utilisée par leurs auteurs [17]
pour rechercher le meilleur espace colorimétrique pour la seg-
mentation. Malheureusement, aucun espace ne s’est dégagé
comme meilleur pour tout type d’image. Nous l’utiliserons dans
nos tests comparatifs du paragraphe 4.2.
2.2.6 Critère de Borsotti [1]
La mesure de dissimilarité de Liu et Yang pénalise les segmen-
tations contenant trop de régions ou avec des régions non homo-
gènes en couleur.
Borsotti et al. ont proposé de l’améliorer par :
1
10 000 × A
√
N
N∑
i=1
(
e2i
1 + logAi +
N (Ai )2
A2i
) (4)
où N (Ai ) est le nombre de régions ayant une aire égale à Ai .
Ce critère doit aussi être faible. Le premier terme de la somme
favorise les régions homogènes, comme le critère de Liu et
Yang. Le deuxième terme a une valeur élevée quand il y a beau-
coup de petites régions, ce qui pénalise les images sur-segmen-
tées en beaucoup de régions de même taille.
D’après les auteurs [1], ce critère a fourni sur 500 images un
classement des segmentations plus conformes à notre apprécia-
tion visuelle que le critère de Liu et Yang. Il sera comparé aux
autres critères dans le paragraphe 4.2.
2.3 Avec calcul d’attributs
La segmentation étant rarement l’étape ultime du traitement,
celle-ci peut être évaluée par les traitements ultérieurs. Il existe
quantité de mesures que l’on peut effectuer sur un objet ou un
ensemble d’objets extraits de l’image.
Si l’on dispose d’un ensemble d’exemples des objets à extraire,
on peut évaluer la segmentation d’un objet par les méthodes
employées en classification : distance aux k plus proches voisins
dans la classe, distance à un prototype (centre de gravité par
exemple), etc. Les attributs de régions les plus simples sont les
critères géométriques tels que l’aire, le périmètre, et des facteurs
de forme comme la circularité, la courbure moyenne, etc.
On peut aller plus loin et mesurer la qualité de la segmentation
grâce à la qualité de la classification des objets extraits. Les
classifieurs flous offrent ainsi l’avantage, par le degré d’appar-
tenance aux classes qu’ils fournissent de donner une évaluation
de la segmentation [12].
2.4 Comparaison de critères
Y. J. Zhang [29] a comparé certains de ces critères pour évaluer
des méthodes de seuillage binaire (recherche d’un seuil global
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sur l’image). Les tests ont été effectués sur des images de syn-
thèse comportant deux régions, bruitées par un bruit additif
gaussien de moyenne nulle. 5 images sont ainsi formées avec 
5 écarts-type de bruit différents. Les résultats sont ensuite
moyennés sur les 5 images. Le but est de déterminer pour 
14 valeurs de seuil, quel est le critère d’évaluation qui discrimi-
ne le mieux les résultats (d’une valeur de seuil à l’autre). 5 cri-
tères ont été testés, 3 utilisent la vérité-terrain.
1. mesure d’attribut de régions, en l’occurrence l’aire des
régions (sur un seuillage et seulement deux régions, on se doute
que c’est très discriminant !) ;
2. probabilité de mauvaise classification :P(O) × P(B|O)
+P(B) × P(O|B), où O est l’objet et B est le fond ;
3. mesure de Yasnoff et al ;
4. mesure d’uniformité intra-région de Levine et Nazif ;
5. le contraste inter-région de Levine et Nazif.
Les trois meilleurs résultats sont obtenus par comparaison avec
la vérité-terrain (les trois premiers critères).
Dans Laurent et al. [14] la plupart des critères cités dans ce
paragraphe ont été comparés sur une base de 100 images syn-
thétiques avec ou sans texture. Les critères de Zéboudj et le
contraste inter-région de Levine et Nazif se sont révélés les plus
performants pour tous les types d’images sauf celles contenant
exclusivement des zones texturées pour lesquelles le contraste
de Rosenberger est le plus performant. Il est intéressant de noter
que bien qu’étant normalisés, certains critères ont une amplitu-
de très faible (Borsotti et intra-région de Levine), et que d’autres
critères attribuent une note assez médiocre à la segmentation
idéale.
2.5 Emploi des techniques d’évaluation
2.5.1 Fiabilité de la vérité-terrain
L’image constituant la segmentation de référence, ou vérité-ter-
rain est soit parfaitement connue s’il s’agit d’une image de syn-
thèse, soit issue d’une segmentation manuelle effectuée par un
ou plusieurs experts du domaine d’application.
Le problème de la variabilité du tracé manuel n’est pas négli-
geable. Il a été étudié par Chalana et Kim dans le cas d’images
médicales [4]. Pour le problème d’un seul contour, en l’occur-
rence fermé, ils calculent un indice de variabilité inter-expert
ainsi qu’un contour moyen, qui constituera le contour de réfé-
rence. Les résultats de segmentation sont alors comparés à ce
contour moyen, en liaison avec la variabilité inter-expert.
Un gros travail pour élaborer une base d’images de vérité-ter-
rain a été mené par D. R. Martin [18]. 1020 images couleurs
issues de la base Correl ont été segmentées manuellement par
une trentaine de personnes, fournissant 11595 segmentations
disponibles sur Internet (cf. Figs. 6 et 8). Nous les utiliserons
pour valider notre approche dans le paragraphe 4.2
2.5.2 Évaluation de segmentation en régions
Sur images de synthèse
Dans [5], des images de synthèse contenant différents bruits
additifs et des textures ont été employées pour comparer six
méthodes de segmentation en régions. Les critères sont la mesu-
re de Vinet (cf. § 2.1.1) et le contraste de Zeboudj (cf. § 2.2.2).
Les deux indices ne sont pas toujours cohérents, mais globale-
ment, les méthodes markoviennes, et notamment la méthode
supervisée de relaxation fournissent les meilleurs résultats sur
les images bruitées. Par contre, seule la classification multi-
attributs (qui arrive dernière sur les images de bruit) parvient à
extraire quelques régions des images texturées.
Sans référence
Les mêmes algorithmes que précédemment plus un septième
(extraction de contour, suivi d’une fermeture des contours) ont
été comparés sur la même base de six images que dans [5]. Le
contraste de Zeboudj a été calculé sur chaque résultat, il semble
favoriser la sous-segmentation et ne paraît pas très exploitable.
Malgré un réglage empirique des opérateurs, aucun algorithme
ne s’est montré supérieur aux autres. Il est même impossible de
classer les résultats de traitement d’une même image : ceci doit
être fait par un spécialiste du domaine de l’image traitée, seul
juge de la qualité du résultat en fonction du but précis qu’il
cherche à atteindre.
3. Critères d’évaluation
multi-échelles
Nous nous intéressons pour notre part au cas où l’on ne dispose
pas de vérité-terrain et où l’on cherche à évaluer la qualité rela-
tive de différentes segmentations d’une même image. 
Ce problème d’évaluation sans référence est extrêmement
proche du problème de segmentation lui-même. En effet, de
manière générale, le problème de segmentation (de partitionne-
ment) d’image revient à savoir formuler une fonction de qualité
sur les couples (image, partition) telle que la ou les partitions
que l’on recherche (les résultats «acceptables» de segmenta-
tion) obtiennent la meilleure qualité. Ceci s’appuie sur un prin-
cipe dit de « comparaison» qui, à notre connaissance, a été
explicité pour la première fois par Koepfler, Lopez et Morel
[13] : «We shall adopt a principle without which no discussion
about segmentation can even start, and which we call compari-
son principle. It states that given two different segmentations of
a datum, we are always able to decide which of them is consi-
dered as better than (or equivalent to) the other. Thus we assu-
me the existence of some total ordering over all possible seg-
mentations, and this can be simply acheived only if this ordering
is reflected by some real functional E such that if
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E(K1) < E(K2), then the segmentation K1 has to be conside-
red ‘‘better ’’ than the segmentation K2 ». En d’autres termes,
segmentation et évaluation sans référence de résultats de seg-
mentation passent tous deux par la définition d’une mesure de
«qualité» Q sur les couples (image, partition). En segmenta-
tion, pour une image I donnée, on cherche à trouver la partition
P qui maximise Q(I,P) sur l’ensemble des partitions possibles
du domaine de I. En évaluation, étant donnée une image I et un
certain nombre de propositions de segmentation P1 , …, Pk de I,
on cherche i qui maximise Q(I,Pi ), ce qui permet de décréter
que la segmentation Pi est la «meilleure». D’un point de vue
théorique, le problème de segmentation et celui de l’évaluation
sont donc similaires et reviennent au problème de savoir quan-
tifier la qualité d’une segmentation. Toutefois pour obtenir un
algorithme effectif de segmentation il faut savoir optimiser le
critère de qualité et le choix des énergies de segmentation est
profondément guidé par la capacité à optimiser efficacement
l’énergie (de manière exacte ou approchée). Ce qui différencie
donc en pratique les deux tâches «duales» de segmentation et
d’évaluation est qu’en évaluation on pourra formuler des éner-
gies bien plus complexes qu’en segmentation car on n’aura
besoin que de calculer ces énergies sur quelques instances de
segmentation et non à les optimiser sur l’espace des partitions
possibles.
Si l’on s’intéresse à la mise au point de critères de qualité (i.e.
d’énergies) pertinents, il semble alors judicieux de se poser la
question sous l’angle de la segmentation : quelle(s) solution(s)
trouverait-on si l’on optimisait le critère? Ainsi, en segmenta-
tion, on cherche systématiquement à savoir si le problème d’op-
timisation est bien posé (au sens d’Hadamard) : possède-t-il une
solution? Si c’est le cas, cette solution est-elle unique? Est-elle
continue par rapport aux données?
3.1 Défauts des critères existants
Examinons donc sous cet angle les critères d’évaluation sans
référence décrits au paragraphe 2.2. Envisageons le cas d’une
image uniforme (dont tous les pixels ont la même valeur) et
demandons-nous quelle segmentation de cette image serait
jugée la meilleure pour chacun des critères. On vérifie aisément
que tous les critères sauf celui de Borsotti valent systématique-
ment zéro, quelle que soit la segmentation proposée de l’image
uniforme! Le critère de Borsotti, lui, attribue la meilleure note
à la segmentation en une seule région, ce qui correspond au
résultat attendu. Autrement dit, tous les critères sauf celui de
Borsotti sont indécis dans le cas d’évaluation le plus trivial !
D’autre part, on sait que les formulations par optimisation d’un
critère de contraste sont en général mal posées [23, 7, 10]. C’est
pour cette raison que Zéboudj est obligé de définir une mesure
par morceaux (équation 1) : s’il s’était contenté de la formule
1 − Ii/Ei alors la sur-partition absolue aurait toujours le
meilleur score (contraste interne nul). C’est pourquoi nous
adopterons l’approche basée modèle.
3.2 Formulation énergétique générale et échelle
Nous posons le problème de segmentation d’image comme un
problème de modélisation par morceaux d’une image (modéli-
sation constante, polynomiale, gaussienne, lisse par morceaux,
etc.) chaque région correspondant à un «morceau» du modèle.
Une fois une classe de modèle sélectionnée (par exemple
constant par morceaux), alors en vertu du principe de compa-
raison, la recherche du meilleur modèle peut toujours se formu-
ler comme un problème d’optimisation : rechercher une parti-
tion R de l’image en régions et sur chaque région Ri de R le
modèle MRi qui minimisent une certaine énergie totale E(R).
L’énergie doit évidemment prendre en compte la qualité de la
modélisation en incorporant un terme ED(R) mesurant la dis-
tance entre le modèle et l’image. Toutefois, si l’on se contente
d’une énergie d’adéquation du modèle aux données, la segmen-
tation optimale est systématiquement la sur-segmentation abso-
lue ou une partition proche. Par exemple, si l’on considère des
modèles constants par morceaux, alors le modèle qui comporte
une région par pixel, de valeur la valeur du pixel, est toujours
solution exacte du problème, de distance nulle à l’image. Pour
obtenir un résultat utile, il faut alors incorporer un terme éner-
gétique EC(R) , dit de «complexité», qui pénalise les segmen-
tations trop fines, c’est-à-dire les modèles trop «complexes». Si
l’on considère des modèles indépendants sur chaque région, on
aboutit alors à des énergies qui prennent la forme générale [11] :
E(k,R) =
∑
Ri ∈R
ED(Ri ) + k × EC(Ri ) (5)
où k est un paramètre réel qui règle la contribution relative des
deux termes énergétiques. Notons qu’outre contrôler la finesse
de la solution, l’énergie de «complexité» EC permet de contrô-
ler la régularité géométrique de la solution, en privilégiant par
exemple les régions aux frontières peu tortueuses. Dans un
cadre probabiliste, l’énergie ED peut s’envisager comme l’op-
posé de la log-vraisemblance des données sachant le modèle et
l’énergie k × EC comme l’opposé de la log-probabilité a priori
du modèle. L’énergie totale est alors l’opposé de la log-proba-
bilité a posteriori du modèle sachant les données et la minimi-
ser revient à une recherche de maximum a posteriori. Une inter-
prétation en tant que Lagrangien d’un problème d’optimisation
sous contrainte, de type débit/distorsion, est également donnée
dans [11].
Dans ce cadre, le choix d’une segmentation relève d’un com-
promis entre adéquation aux données et complexité du modèle
et il n’y a pas intrinsèquement de meilleure solution : certaines
applications peuvent avoir besoin d’un modèle précis, qui sera
donc complexe, d’autres au contraire peuvent avoir besoin
d’une description grossière, à grand traits, de l’image. Si l’éner-
gie EC est une fonction croissante avec la finesse de la partition,
il est alors montré dans [9] que le paramètre k de l’équation (5)
permet de contrôler la finesse de la solution, c’est-à-dire se
comporte comme un paramètre d’échelle : comme nous l’avons
vu, si k = 0 on trouve un modèle très morcelé qui s’adapte par-
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faitement à l’image, à l’inverse, pour k assez grand, l’image est
modélisée par une seule région. Suivant cette idée, il a été pro-
posé dans [11, 9] de ne pas se contenter d’une seule partition
minimisant (5) pour une valeur de k fixée a priori, mais de
rechercher une famille de segmentations sous la forme d’une
séquence {Pk}k∈R+ de partitions de finesse décroissante avec k .
On montre que c’est équivalent à rechercher une hiérarchie indi-
cée dont les ensembles représentent les régions appartenant aux
minima de (5) et dont l’indice représente la plus petite échelle
pour laquelle une région de la hiérarchie appartient à une solu-
tion du problème de minimisation. Un algorithme efficace pour
trouver une séquence de solutions localement optimales, dans
un sens précis, a été proposé dans [11, 9].
Nous inspirant de ce travail, nous nous intéressons ici à un pro-
blème complémentaire du problème de segmentation : celui de
l’évaluation de la qualité de résultats de segmentation.
Nous reprenons pour celà l’expression énergétique à deux
termes (5), attache aux données ED et complexité EC , et pro-
posons de caractériser une segmentation R = (R1, . . . , RN ) par
la fonction E(k,R) définie par :
k −→ E(k,R) = 1
c
N∑
i=1
ED(Ri ) + k × 1d
N∑
i=1
EC(Ri ) (6)
où les coefficients c et d sont des coefficients de normalisation.
Il s’agit d’une fonction affine, croissante si EC =
N∑
i=1
EC(Ri ) est
positive. Si l’on dispose de deux segmentations R et R′ d’une
même image, deux cas se présentent :
• soit Ek(R) < Ek(R′) pour tout k (ou inversement) auquel cas
R est systématiquement meilleure que R′ (ou inversement) ;
• soit il existe k0 tel que Ek0(R) = Ek0(R′), auquel cas une des
deux segmentations est meilleure aux petites échelles et l’autre
meilleure aux grandes échelles.
Cette analyse se généralise au cas où l’on dispose d’un nombre
arbitraire de segmentations. On montre facilement que l’en-
semble des échelles k pour lesquelles une segmentation est
meilleure que toutes les autres est un intervalle, éventuellement
vide, qui représente la gamme d’échelles sur laquelle cette seg-
mentation est la plus pertinente.
Notre approche permet donc d’ordonner les segmentations en
fonction de l’échelle et d’évincer les segmentations qui ne sont
pertinentes pour aucune échelle.
3.3 Différentes formes énergétiques
Différentes formes d’énergie d’attache aux données et d’énergie
de «complexité» ont été étudiées dans [9].
3.3.1 Énergie interne, d’attache aux données
Soit Ri une région comportant Ai pixels de valeurs
(X1,X2,…,X Ai ) et soit X
j
p la j-ème composante couleur du
pixel p. Soit µ la moyenne des X p et µ j sa j-ème composante.
Soit V la matrice de variance/covariance des X p de terme 
général :
V ( j,k) = 1
Ai
Ai∑
p=1
(
X jp − µ j
)(
Xkp − µk
)
Pour l’attache aux données, l’énergie la plus basique est celle
qui s’appuie sur un modèle constant par morceaux et évalue la
fidélité modèle/image en norme L2, aboutissant à 
Q(Ri ) =
Ai∑
p=1
∥∥X p − µ∥∥2 = Ai · T r(V )
où T r(V ) est la trace de V . Cette énergie a été initialement pro-
posée par Mumford et Shah [20].
Une autre approche consiste à modéliser les valeurs de l’image
au sein d’une région comme résultant d’un tirage i.i.d. selon une
loi Gaussienne. En étendant aux dimensions supérieures l’ap-
proche par codage optimal développée en dimension 1 par
Leclerc [15], on aboutit à une énergie proportionnelle à
G(Ri ) = ln(detV ) =
3∑
j=1
ln(λj )
où les λj sont les valeurs propres de la matrice V .
Ce calcul n’est possible que si le déterminant est non nul, ce qui
est faux dans de nombreux cas : régions de moins de 3 pixels,
régions monochromes (où les 3 composantes couleur sont
égales), régions dont une composante est fixe. On peut pallier ce
problème en passant par le calcul des valeurs propres et en
ramenant à 1 les valeurs propres inférieures à 1, pour un coda-
ge des couleurs entre 0 et 255 par canal.
Le calcul de la matrice de variance/covariance peut se faire dans
n’importe quel espace couleur. Dans nos essais, nous avons
conservé l’espace RVB d’origine. On notera toutefois que
l’énergie G est invariante par rotation et homothétie du repère.
D’autres formes d’énergie interne très proches de la trace et du
déterminant peuvent également être employées :
Q′(Ri ) = Ai · T r(
√
V ) = Ai
3∑
j=1
√
λj
D(Ri ) = Ai · detV = Ai
3∏
j=1
λj
D′(Ri ) = Ai · det
√
V = Ai
3∏
j=1
√
λj
Dans les expériences présentées ci-dessous, nous avons testé
trois des formules ci-dessus : Q, G et D, et nous avons ramené
à 1 les valeurs des déterminants ou des logarithmes des déter-
minants quand ils étaient inférieurs à 1. Pour des images codées
sur 2n valeurs par composante, n2 est un majorant des valeurs
de variance et de covariance. Par conséquent le coefficient de
normalisation c de l’équation (6) a été fixé à :
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c = n2 × 3 × Ai × 100 pour l’énergie Q
c = n6 × 3 × Ai × 10000 pour l’énergie D
c = Ai pour l’énergie G
(7)
3.3.2 Énergie de complexité
En ce qui concerne l’énergie de «complexité», elle est calculée
comme la somme sur toutes les régions d’une énergie qui peut
être simplement constante, fournissant ainsi une énergie totale
proportionnelle au nombre de régions de la segmentation.
Une autre forme simple d’énergie de complexité consiste à attri-
buer à chaque région une énergie proportionnelle à la longueur
de sa frontière. L’énergie totale d’une partition correspond alors
à la longueur totale des frontières de la partition, comme dans le
modèle de Mumford et Shah.
D’autres énergies, calculées sur une approximation polygonale
du contour ont été proposées dans [9] : nombre de côtés du poly-
gone, concavité (somme des modules des angles) ou cohérence
des directions des côtés adjacents. On peut également prendre
en compte le gradient le long des frontières. L’énergie de com-
plexité peut donc être simplement la longueur de la frontière :
L(Ri ) =
∑
s∈δRi
1
ou bien prendre en compte le gradient le long de la frontière :
LG(Ri ) =
∑
s∈δRi
h(g(s))
où g représente le gradient et h est une fonction positive décrois-
sante.
Le plus simple est de prendre h(x) = 1‖x‖, formule valide dès
que le gradient est non nul, ce qui est en principe le cas sur les
frontières.
Dans les expériences qui sont présentées ci-dessous, nous avons
retenu l’énergie liée à la longueur de frontières. Quand l’image
résultat présente les contours entre les régions, le calcul d’éner-
gie s’effectue en comptant le nombre de pixels de contour. Pour
les images résultats représentées sous la forme d’une image de
régions, sans contour, on calcule la longueur totale des fron-
tières en comptabilisant le nombre de transitions verticales et
horizontales entre pixels voisins appartenant à deux régions dif-
férentes. Le coefficient de normalisation d est égal au nombre
de pixels de l’image. Le terme de «complexité» (avant multi-
plication par k) est donc compris entre 0 et 1.
4. Résultats
expérimentaux
4.1 Comparaison de différentes énergies
Nous avons comparé les différentes énergies décrites ci-dessus
sur plusieurs résultats de segmentation, obtenus par différents
algorithmes. Les comparaisons sont d’abord effectuées sur
l’image Maison (Fig.1), qui comporte des parties texturées et
non texturées et pour laquelle la segmentation visuelle est rela-
tivement aisée et peut être consensuelle. Nous disposons de 
6 résultats d’opérateurs de segmentation, les 5 premiers sont
issus de [24]. Il s’agit de « Split and Merge » (SM),
« Tominaga » (T), « Apprentissage compétitif » (A),
«Croissance de régions» (C) et «Histogramme 2D» (H). Le
sixième est obtenu par un algorithme de segmentation floue [21]
(F). La figure 1 montre ces 6 résultats, chaque région étant
représentée par la moyenne des couleurs des pixels qui la
constituent. On distingue assez peu de différences entre les 6
images sauf pour Split and Merge sur laquelle un effet de bloc
est visible. Ceci montre que les résultats présentés de cette
façon sont souvent trompeurs … La figure 2 les présente avec
des niveaux aléatoires, sauf le ciel, le toit et la façade, qui sont
représentés avec le même niveau pour toutes les segmentations.
La méthode floue n’est pas très précise, les contours sont assez
tortueux ; cependant le nombre de régions obtenues par cette
segmentation est plus proche de la perception visuelle (voir
Table 1) que pour les autres résultats. T, A, H comportent beau-
coup de très petites régions, ces 3 résultats sont visuellement
très proches. C contient aussi des très petites régions mais en
nombre plus faible que les trois précédentes, et situées majori-
tairement sur les contours.
En première analyse la segmentation C semble fournir la seg-
mentation la plus pertinente mais un examen plus attentif révè-
le la présence de nombreuses petites régions inutiles, si bien que
F est aussi une bonne solution.
L’énergie que nous proposons est une somme pondérée de
l’énergie interne d’attache aux données et d’une énergie de
complexité égale à la longueur totale des contours (cf. Eq.(6)).
Nous calculons d’abord séparément ces deux termes (énergie
interne et énergie de complexité) et nous comparons les diffé-
rentes formes d’énergie interne proposées. Le but est de vérifier
si elles sont en correspondance avec notre perception visuelle.
Dans la figure 3, nous avons représenté sur un même graphique
l’énergie de complexité et l’énergie interne, c’est-à-dire les
couples (ED,EC) pour chacune des 6 segmentations. On obser-
ve que les méthodes Tominaga, Apprentissage compétitif,
Histogramme 2D et Croissance de région fournissent des résul-
tats très proches en terme d’énergie interne, quelle que soit la
formule employée. La méthode floue diffère des autres pour les
énergies internes Q et D, ainsi que pour l’énergie de complexi-
té. La méthode floue se détache des autres pour les énergies Q
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et D, ainsi que par l’énergie de complexité. Split and Merge est
bien séparée des autres résultats par l’énergie Q, et moins bien
par les autres formes d’énergie interne.
Comme nous l’avons vu, le paramètre k de l’équation (5) est lié
à la résolution ou au niveau de détail recherché. Les algorithmes
qui donnent peu de régions ou des régions aux frontières régu-
lières sont favorisés par l’énergie de complexité et défavorisés
par l’énergie d’attache aux données. Nous comparons donc les
segmentations en fonction du paramètre d’échelle k . Pour cela
nous traçons (cf. Fig. 3d) pour chaque partition R la droite :
k −→ E(k,R) = ED(R) + k · EC(R)
Pour toutes les valeurs de k , la droite tracée pour C est toujours
au-dessous de celles tracées pour A, T, SM et H. Donc ces
quatre résultats sont pour toutes les échelles moins bonnes que
C. La comparaison entre C et F varie selon le niveau de résolu-
tion. Pour une segmentation grossière, F est meilleur que C, et
pour une segmentation précise, C est meilleur. Finalement,
parmi les 6 résultats de l’image Maison présentés, si on cherche
une segmentation grossière, on optera pour le résultat F et pour
une segmentation plus précise, on optera pour C.
Sur l’image Perroquet, nous disposons de 5 résultats de seg-
mentation (cf. Fig. 4). Les 4 premiers sont obtenus par classifi-
cation des pixels, fuzzy C-means (FCM), une méthode neuro-
floue (NF), Kohonen (KO) et K-means (KM) [19]. Le dernier
est obtenu par segmentation floue (F) [21]. Visuellement les
méthodes de classification sur-segmentent, alors que la métho-
de floue sous-segmente. De plus les résultats des méthodes
FCM, KO et NF semblent très proches. Ce regroupement appa-
raît nettement sur les graphiques de la Fig. 5, surtout pour les
énergies internes Q et G .
Les résultats obtenus sur de nombreux essais nous ont montré
que l’énergie Q fournit les résultats correspondant le plus à
notre appréciation visuelle. C’est donc elle que nous avons
sélectionnée pour la suite de nos tests.
Le graphique 5d indique clairement la similitude des 3 résultats
FCM, NF et KO à toutes les échelles. La méthode K-means
n’est intéressante à aucune échelle. Pour une échelle grossière
(k > 10) la méthode Floue fournit le meilleur résultat.
Comme nous l’avons dit plus haut, le paramètre k de l’Eq. (6)
fixe l’échelle ou le degré de finesse recherché par la segmenta-
tion. Les algorithmes donnant peu de régions sont avantagés
pour l’énergie de complexité et désavantagés pour l’énergie
d’attache aux données.
L’énergie de complexité est très liée au nombre de régions, c’est
pourquoi quand k est élevé, les méthodes qui comportent beau-
coup de régions ont un score faible.
On peut fixer le facteur k en fonction du type de segmentation
que l’on souhaite favoriser ; si on veut donner la préférence à
une sur-segmentation (ou à une segmentation précise), on pren-
dra k faible, inférieur à 10. Au contraire si on souhaite une seg-
mentation grossière, avec peu de régions, on prendra une valeur
de k supérieure à 10.
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Figure 1. 6 résultats de segmentation de l'image Maison. Chaque région est affectée de sa couleur moyenne.
4.2 Comparaison de différents critères d’évaluation
Dans un deuxième temps, nous avons comparé les principaux
critères d’évaluation de la segmentation en régions : critère
d’uniformité intra-région de Levine et Nazif, Liu et Yang,
Borsotti et notre critère énergétique utilisant l’énergie Q avec
différentes valeurs de k .
Une première comparaison a été effectuée sur les 6 résultats de
segmentation de l’image Maison. Les tables 1 et 2 présentent les
valeurs des différents critères pour chaque segmentation, avec
en gras la méthode de segmentation qui fournit le meilleur score
pour chaque critère.
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Figure 2. 6 résultats de segmentation de l'image Maison. Les régions sont représentées par des couleurs aléatoires.
SM T A C H F 
nombre de régions 776 1375 1057 654 1384 139 
Levine-Nazif 116 78 65 49 70 31
Liu-Yang 3.2 0.40 0.37 0.25 0.39 0.47 
Borsotti 0.4 29 8 1.1 24 0.1
Énergie k = 10 2.82 2.04 1.94 1.66 2.28 2.12 
Énergie k = 100 17.5 16.2 14.9 12.5 18.5 10.2
Table 1. Valeurs des critères pour chacun des 6 résultats 
de segmentation de l'image Maison.
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Figure 3. Énergie de complexité par rapport à l'énergie d'attache aux données pour 6 résultats de segmentation de l'image Maison.
Figure 4. 5 résultats de segmentation de l'image Perroquet, chaque région est affectée de sa couleur moyenne.
Tous les critères (sauf Borsotti) donnent des valeurs proches
pour les images visuellement proches, T, A, C et H pour la
Maison obtiennent des scores de même ordre, et, pour l’image
Perroquet, on retrouve les trois groupes mentionnés plus haut,
les classifications floues d’une part, les segmentations floues
d’autre part et K-means dans un troisième groupe. L’échelle
choisie pour le critère énergétique, favorise la sous-segmentation
et place bien en tête les résultats de segmentation floue. Le critère
de Borsotti est extrêmement sensible aux petites régions d’un ou
deux pixels, à cause du deuxième terme de l’Eq. 4.
Une seconde comparaison des différents critères d’évaluation a été
effectuée sur des images dont on possède des segmentations
«manuelles». Elles sont issues de la base de Berkeley ( cf. § 2.1.2).
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Pour l’image «Tulipe» (cf. fig. 6 et table 3), les 3 critères
Levine-Nazif, Liu-Yang et Borsotti préfèrent la segmentation
(a), qui est une caricature en 4 régions de l’image. Ces 
3 critères privilégient donc les segmentations grossières.
Comme le montre la figure 7, pour notre critère multi-échelles,
la segmentation (e) est jugée la meilleure pour les petites
échelles ; aux échelles moyennes c’est la segmentation (c), et
aux grandes échelles c’est la segmentation (a) qui arrive en tête.
Les segmentations (b) et (d), elles, ne sont jamais jugées perti-
nentes. On constate en effet visuellement qu’elles sont hétéro-
gènes en terme de niveau de détail : elles sont globalement gros-
sières mais très détaillées en certains lieux précis.
Nous avons extrait de la base de Berkeley (cf. § 2.1.2) l’image
présentée Fig. 8 et les 5 segmentations manuelles de cette
image. Ces segmentations sont très grossières, les détails ne
sont extraits dans aucune des images, et pour certaines, seul le
contenu sémantique a été recherché et non une séparation objec-
tive selon la couleur par exemple. C’est ainsi que pour les seg-
mentations (c) et (e), le personnage forme une seule région.
L’image (d) est la plus précise, en comparaison les 4 autres
sous-segmentent. Mais elles sous-segmentent le fond pour les
images (a) et (b) et le personnage pour les images (c) et (e). On
constate d’autres différences entre ces segmentations
manuelles. La table 4 fournit les résultats des différents critères.
L’image (d) qui est la plus précise, est considérée comme la
meilleure par les critères de Levine et Nazif et notre critère
Figure 5. Énergie de complexité par rapport à l'énergie d'attache aux données pour chacun des 5 résultats de segmentation 
de l'image Perroquet.
FCM NF KO KM Flou
nombre de régions 2952 2748 3398 1708 34 
Levine-Nazif 95 49 57 18 7
Liu-Yang 1.18 1.06 1.29 1.36 0.18
Borsotti 198 171 360 38 0.11
Énergie k = 10 5.01 4.94 5.20 8.91 4.14
Énergie k = 100 30.96 29.11 33.70 25.42 9.21
Table 2. Valeurs des critères pour chacun des 5 résultats de
segmentation de l'image Perroquet.
énergétique pour k = 10. On peut conclure avec notre critère
que si on souhaite beacoup de détail, il faut choisir la segmen-
tation (d) et si on souhaite une segmentation moins précise, il
faut choisir le résultat (a) ou (b) qui sont très proches visuelle-
ment. 
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a b c d e
nombre de régions 4 16 20 41 79
Levine-Nazif 2.76 4.56 6.31 8.78 14.9
Liu-Yang 0.06 0.10 0.11 0.20 0.46
Borsotti 0.1 0.17 0.17 0.26 0.32
Énergie k = 10 10.45 10.36 8.91 9.29 7.70
Énergie k = 100 12.7 13 11.73 12.65 12.8
Table 3. Comparaison des critères pour les 5 segmentations
manuelles de l'image Tulipe.
a b c d e
nombre de régions 33 69 48 72 43
Levine-Nazif 9.5 10.9 6.25 15.68 9.02
Liu-Yang 0.16 0.26 0.20 0.25 0.18
Borsotti 0.14 0.20 0.18 0.15 0.18
Énergie k = 10 5.26 5.26 9.46 3.87 6.19
Table 4. Valeurs des critères pour chacun des 5 résultats 
de segmentation manuelle de l'image de la Fig. 8.Figure 7. Ek en fonction de k (énergie d'attache Q) pour les 
5 segmentations manuelles de la figure 6 (image «Tulipe»).
Figure 6. 5 segmentations manuelles de l'image «Tulipe» de la base de Berkeley.
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5. Conclusion
L’évaluation des algorithmes de traitement d’images et notam-
ment ceux de segmentation constitue un problème d’importan-
ce, tant pour le choix d’un algorithme et de son paramétrage
pour un utilisateur que pour la comparaison avec l’existant d’un
nouvel algorithme par un chercheur. Le nombre important de
critères quantitatifs témoigne d’un besoin de toute la commu-
nauté en traitement d’images.
Nous avons tenté de recenser ces critères pour les algorithmes
de segmentation en régions, que l’on ait ou non une vérité-ter-
rain.
Nous nous sommes ensuite focalisés sur les méthodes de seg-
mentation en régions d’images couleur pour lesquelles nous ne
possédons pas de vérité-terrain, ce qui nous semble être le pro-
blème le plus général et le plus difficile à traiter. De nombreux
critères d’évaluation existent dans la littérature, tous prenant en
compte l’écart à la moyenne des couleurs des pixels constituant
la région et pour certains (Liu-Yang et Borsotti) cherchant à
modéliser la complexité de l’image segmentée par le nombre de
régions. Il nous a paru nécessaire de prendre en compte la réso-
lution attendue par l’utilisateur et qui dépend de son but. Il est
en effet illusoire de vouloir comparer deux segmentations qui
l’une extrait grossièrement les régions, dans le but par exemple
de vérifier la présence d’un objet ou de compter des occurrences
d’objets et l’autre s’efforce d’extraire avec précision tous les
détails de tous les objets présents dans l’image. Il est donc capi-
tal d’évaluer un résultat de segmentation en fonction d’un but,
dont un des éléments quantifiables est le niveau de résolution
souhaité.
C’est pourquoi nous avons proposé des critères d’évaluation liés
à la résolution et qui prennent en compte à la fois la complexi-
té de la segmentation et la fidélité des régions extraites à l’ima-
ge de départ. Le premier aspect est mesuré par la longueur des
contours, qui permet de quantifier à la fois le nombre de régions
(lié à la résolution) et la régularité des contours. Le deuxième
Figure 9. E(k,R) en fonction de k (énergie d'attache Q) pour
les 5 segmentations manuelles de la figure 8.
Figure 8. Segmentations manuelles sur une image 
de la base de Berkeley.
aspect est l’attache aux données quantifiée pour un modèle
gaussien par plusieurs expressions assez proches les unes des
autres. Après comparaison, il semble que le plus efficace parmi
ces critères soit le critère de Mumford et Shah.
Ces nouveaux critères sont de plus très simples à calculer sur
tout type d’images, monochromes ou multispectrales, avec ou
sans contours entre les régions. 
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