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Abstract
Reverse order law for the Moore-Penrose inverses of tensors are useful in the field of multilin-
ear algebra. In this paper, we first prove some more identities involving the Moore-Penrose
inverse of tensors. We then obtain a few necessary and sufficient conditions for the reverse
order law for the Moore-Penrose inverse of tensors via the Einstein product.
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1. Introduction
Higher-order generalizations of vectors and matrices are referred to tensors, and have at-
tracted tremendous interest in recent years [14, 16, 18]. Let CI1×···×IN be the set of or-
der N and dimension I1 × · · · × IN tensors over the complex field C. A ∈ C
I1×···×IN is
a multiway array with N -th order tensor and I1, I2, · · · , IN are dimensions of the first,
second, · · · , Nth way, respectively. Each entry of A is denoted by ai1...iN . The Ein-
stein product [9] A∗NB ∈ C
I1×···×IN×J1×···×JM of tensors A ∈ CI1×···×IN×K1×···×KN and
B ∈ CK1×···×KN×J1×···×JM is defined by the operation ∗N via
(A∗NB)i1...iN j1...jM =
∑
k1...kN
ai1...iNk1...kN bk1...kN j1...jM ,
Preprint submitted to arXiv.org August 18, 2017
The associative law of this tensor product holds. In the above formula, if B ∈ CK1×···×KN ,
then A∗NB ∈ C
I1×···×IN and
(A∗NB)i1...iN =
∑
k1...kN
ai1...iNk1...kN bk1...kN .
This product is used in the study of the theory of relativity [9] and in the area of continuum
mechanics [15]. The Einstein product ∗1 reduces to the standard matrix multiplication as
(A∗1B)ij =
n∑
k=1
aikbkj ,
for A ∈ Rm×n and B ∈ Rn×l.
Brazell et al. [5] introduced the notion of the ordinary tensor inverse, as follows. A tensor
X ∈ CI1×···×IN×I1×···×IN is called the inverse of A ∈ CI1×···×IN×I1×···×IN if it satisfies A∗NX =
X∗NA = I. It is denoted by A
−1. If A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN are
a pair of invertible tensors such that their Einstein product A∗NB is also invertible, then
the reverse-order law for invertible tensors A and B is
(A∗NB)
−1 = B−1∗NA
−1.
This paper is concerned with the reverse order law for the Moore-Penrose inverses of
tensors via the Einstein product. Before moving into the same, let us recall the definition
of the Moore-Penrose inverse of a tensor which was introduced in [19], very recently.
Definition 1.1. (Definition 2.2, [19])
Let A ∈ CI1×···×IN×J1×...×JN . The tensor X ∈ CJ1×···×JN×I1×···×IN satisfying the following
four tensor equations:
(1) A∗NX∗NA = A;
(2) X∗NA∗NX = X ;
(3) (A∗NX )
∗ = A∗NX ;
(4) (X∗NA)
∗ = X∗NA,
is called the Moore-Penrose inverse of A, and is denoted by A†.
Thereafter, the authors of [3, 12] further introduced different generalized inverses of
tensors via the Einstein product and added a few more results to the same theory. But Jin
et al. [13] introduced the Moore-Penrose inverse of a tensor using t−product. However, the
so-called reverse order law is not necessarily true for any kind of generalized inverses. In
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particular, Behera and Mishra [3] provided a characterization of the reverse order law for
{1}-inverse of tensors (see Theorem 2.16, [3]), and obtained an example which shows that
the reverse order law for the Moore-Penrose inverses of tensors is not true in general (see
Example 2.4, [3]). At the last, they proposed the following open question:
Question 1. When does (A∗NB)
† = B†∗NA
†?
This is also called as two term reverse order law. The reverse order law for the Moore-
Penrose inverses of a tensor product yields a class of interesting problems that are funda-
mental in the theory of generalized inverses of tensors. The notion of the reverse order law
for the Moore-Penrose inverses of matrices has a long history. Greville [10] studied first
the above problem but in the setting of rectangular matrices. Baskett and Katz [2] then
discussed the same theory for EPr matrices where A ∈ C
n×n of rank r is called EPr, if A
and A∗, the conjugate transpose of A, have the same null spaces. The reverse order law was
also studied for other generalized inverses of matrices (see [1], [6], [20], [21] and references
there in). It was later carried forward by Bouldin [4] to bounded linear operators with closed
range spaces. Hartwig [11] provided necessary and sufficient conditions for holding of triple
(or three term) reverse order law (i.e., (ABC)† = C†B†A† where A, B and C are matrices).
The study of this problem for generalized inverses in C*-algebras can be seen in the work
by Cvetkovic-Ilic and Hartee [7] and Mosic and Djordjevic [17]. While Deng [8] studied the
same problem for the group invertible operators, Wang et al. [22] considered for the Drazin
invertible operators. The vast work on the reverse order law and its several multivariety
extensions in different areas of mathematics in the literature and the recent works in [19]
and [3] motivate us to study this problem in the framework of tensors.
The main objective of this paper is to answer the above question and to do this, the
paper is outlined as follows. In the next Section, we discuss some notations and definitions
which are helpful in proving the main results. Section 3 discusses the main results and has
two parts. In the first part, we obtain several identities involving the Moore-Penrose inverse
of tensors and the trace of a tensor. The second part contains a few necessary and sufficient
conditions of the reverse order law for the Moore-Penrose inverses of tensors via the Einstein
product.
2. Preliminaries
For convenience, we first briefly explain some of the terminologies which will be used here
on wards. We refer to Rm×n as the set of all real m× n matrices, where R denotes the set
of real scalars. We denote RI1×···×IN as the set of order N real tensors. Indeed, a matrix is
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a second order tensor and a vector is a first order tensor. Note that throughout the paper,
tensors are represented in calligraphic letters like A, and the notation (A)i1...iN = ai1...iN
represents the scalars.
For a tensor A = (ai1...iNj1...jM ) ∈ C
I1×···×IN×J1×···×JM , let B = (bi1...iMj1...jN ) ∈
CJ1×···×JM×I1×···×IN be the conjugate transpose of A, where bi1...iMj1...jN = aj1...jM i1...iN . The
tensor B is denoted by A∗. When bi1...iMj1...jN = aj1...jM i1...iN , B is the transpose of A, and
is denoted by AT . Further, a tensor O denotes the zero tensor if all the entries are zero.
A tensor A ∈ CI1×···×IN×I1×···×IN is Hermitian if A = A∗ and skew-Hermitian if A = −A∗.
Further, a tensor A ∈ CI1×···×IN×I1×···×IN is unitary if A∗NA
∗ = A∗∗NA = I, and idempotent
if A∗NA = A. In the case of tensors of real entries, Hermitian, skew-Hermitian and unitary
tensors are called symmetric (see Definition 3.16, [5]), skew-symmetric and orthogonal (see
Definition 3.15, [5]) tensors, respectively. The definition of a diagonal tensor is borrowed
from [19], and is obtained by generalizing Definition 3.12, [5].
Definition 2.1. ([19])
A tensor (D)i1...iN j1...jN is called a diagonal tensor if di1...iN j1...jN = 0 if (i1, · · · , iN) 6=
(j1, · · · , jN ).
We recall the definition of an identity tensor below.
Definition 2.2. (Definition 3.13, [5])
A tensor with entries (I)i1i2···iN j1j2···jN =
∏N
k=1 δikjk, where
δikjk =
{
1, ik = jk,
0, ik 6= jk.
is called a unit tensor or identity tensor.
We next present the definition of the trace of a tensor which was introduced earlier in
[19].
Definition 2.3. ([19])
The trace of a tensor (A)i1...iNj1...jN is defined as the sum of the diagonal entries, that is
tr(A) =
∑
i1···iN
ai1...iN i1...iN .
It is denoted by tr(A). Now, we recall the singular value decomposition (SVD) of a
tensor which was first introduced in [5] for real tensors, and was then for a complex tensors
in [19].
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Lemma 2.4. (Lemma 3.1, [19])
A tensor A ∈ CI1×···×IN×J1×···×JN can be decomposed as
A = U∗NB∗NV
∗,
where U ∈ CI1×···×IN×I1×···×IN and V ∈ CJ1×···×JN×J1×···×JN are unitary tensors, and B ∈
C
I1×···×IN×J1×···×JN is a tensor such that (B)i1...iN j1...jN = 0, if (i1, · · · , iN ) 6= (j1, · · · , jN).
Existence and uniqueness of A† is shown in Theorem 3.2, [19]. The authors of [19] also
showed that A† = V∗NB
†∗NU
∗ in the proof of Theorem 3.2, [19]. A few properties of A† are
(A†)† = A and (A∗)† = (A†)∗. We conclude this section with the following lemma which
will be used in further sections.
Lemma 2.5. (Lemma 2.3 & Lemma 2.6, [3])
Let A ∈ CI1×···×IN×J1×···×JN . Then
(a) A∗ = A†∗NA∗NA
∗ = A∗∗NA∗NA
†;
(b) A = A∗NA
∗∗N(A
∗)† = (A∗)†∗NA
∗∗NA;
(c) A† = (A∗∗NA)
†∗NA
∗ = A∗∗N(A∗NA
∗)†.
3. Main Results
In this section, we prove some results concerning the reverse order law for the Moore-Penrose
inverses of tensors. This section is of two-fold. Firstly, we obtain some more identities of
the Moore-Penrose inverses of tensors. Secondly, we present the reverse order law.
3.1. Some identities
When investigating on the reverse order law, we find some interesting identities. Some of
these are used in the next subsection. The first part of the very first result was proved earlier
(see Lemma 2.3 (a), [3]) using SVD. Here, we have provided another proof without using
SVD.
Theorem 3.1. Let A ∈ CI1×···×IN×J1×···×JN . Then,
(a) (A∗∗NA)
† = A†∗N(A
∗)†;
(b) (A∗NA
∗)† = (A∗)†∗NA
†.
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Proof. (a) By using Definition 1.1, we get (A∗∗NA)∗N(A
†∗N(A
∗)†)∗N(A
∗∗NA) = A
∗∗NA,
(A†∗N(A
∗)†)∗N(A
∗∗NA)∗N(A
†∗N(A
∗)†) = A†∗N(A
∗)†, (A∗∗NA∗NA
†∗N(A
∗)†)∗ = A∗∗NA∗NA
†∗N(A
∗)†,
and (A†∗N(A
∗)†∗NA
∗∗NA)
∗ = A†∗N(A
∗)†∗NA
∗∗NA. Thus, (A
∗∗NA)
† = A†∗N(A
∗)†.
(b) By replacing A by A∗ in (a), we get the desired result.
Recall that a tensor B ∈ CI1×···×IN×I1×···×IN is called idempotent if B∗NB = B. The next
result presents a characterization of an idempotent tensor.
Theorem 3.2. A tensor C ∈ CI1×···×IN×I1×···×IN is idempotent if and only if there exists
Hermitian and idempotent tensors A and B in CI1×···×IN×I1×···×IN such that C = (B∗NA)
†
in which case C = A∗NC∗NB.
Proof. Since C is idempotent, we get C = (C†∗NC∗NC
†)†, i.e., C = (B∗NA)
†, where B =
C†∗NC and A = C∗NC
†. Then A∗NC∗NB = C∗NC
†∗NC∗NC
†∗NC = C∗NC
†∗NC = C.
Conversely,
C = (B∗NA)
†
= (B∗NA)
∗∗N [((B∗NA)
†)∗∗N(B∗NA)
†∗N((B∗NA)
†)∗]∗N(B∗NA)
∗
= A∗∗NB
∗∗NP∗NA
∗∗NB
∗, where P = ((B∗NA)
†)∗∗N(B∗NA)
†∗N((B∗NA)
†)∗
= A∗NB∗NP∗NA∗NB.
So, A∗NC∗NB = A∗NA∗NB∗NP∗NA∗NB∗NB = A∗NB∗NP∗NA∗NB = C. Now,
C2 = A∗NC∗NB∗NA∗NC∗NB
= A∗N(B∗NA)
† ∗ B∗NA∗N(B∗NA)
†∗NB
= A∗N(B∗NA)
†∗NB
= A∗NC∗NB = C.
So, C is idempotent.
Next result contains three equivalent conditions involving the Moore-Penrose inverse.
Theorem 3.3. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN . Then, the following
three conditions are equivalent:
(i) B∗NA
† = O;
(ii) B∗NA
∗ = O;
(iii) B∗NA
†∗NA = O.
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Proof. (i)⇒(ii) By post-multiplying A∗NA
∗ to B∗NA
† = O and then using Lemma 2.5 (a),
we have B∗NA
∗ = O.
(ii)⇒(iii) Post-multiplying B∗NA
∗ = O by (A∗)†, we get B∗NA
†∗NA = O.
(iii)⇒(i) Post-multiplying B∗NA
†∗NA = O by A
†, we obtain B∗NA
† = O.
A sufficient condition for the commutativity of A and A† is provided next.
Theorem 3.4. Let A ∈ CI1×···×IN×I1×···×IN . If A∗NA
∗ = A∗∗NA, then A∗NA
† = A†∗NA.
Proof. By using Definition 1.1, we have
A∗NA
† = (A†)∗∗NA
†∗NA∗NA
∗. (1)
Since A∗NA
∗ = A∗∗NA, equation (1) implies
A∗NA
† = (A∗∗NA)
†∗NA
∗∗NA. (2)
By using Theorem 3.1 (a), equation (2) reduces to A∗NA
† = A†∗NA.
Converse is not true, and is shown by the following example.
Example 3.1. Consider tensors A = (aijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2 such that
aij11 =
(
0 0
0 1
)
, aij21 =
(
1 −1
0 0
)
, aij12 =
(
0 1
0 0
)
and aij22 =
(
1 0
−1 0
)
.
Then A† = (xijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2 and A∗ = (yijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2, where
xij11 =
(
0 1
1 0
)
, xij21 =
(
0 1
1 −1
)
, xij12 =
(
0 1
0 0
)
and xij22 =
(
1 0
0 0
)
,
and
yij11 =
(
0 0
1 1
)
, yij21 =
(
0 0
0 −1
)
, yij12 =
(
0 1
−1 0
)
and yij22 =
(
1 0
0 0
)
.
We thus have
A∗NA
† = A†∗NA,
where
(A∗NA
†)ij11 =
(
1 0
0 0
)
= (A†∗NA)ij11, (A
†∗NA)ij21 =
(
0 1
0 0
)
= (A†∗NA)ij21,
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(A∗NA
†)ij12 =
(
0 0
1 0
)
= (A†∗NA)ij12, (A∗NA
†)ij22 =
(
0 0
0 1
)
= (A†∗NA)ij22.
But
A∗NA
∗ 6= A∗∗NA,
where
(A∗NA
∗)ij11 =
(
2 −1
−1 0
)
, (A∗NA
∗)ij21 =
(
−1 2
0 0
)
,
(A∗NA
∗)ij12 =
(
−1 0
1 0
)
, (A∗NA
∗)ij22 =
(
0 0
0 1
)
,
and
(A∗∗NA)ij11 =
(
1 0
0 0
)
, (A∗∗NA)ij21 =
(
0 1
−1 0
)
,
(A∗∗NA)ij12 =
(
0 −1
2 1
)
, (A∗∗NA)ij22 =
(
0 0
1 2
)
.
We add a few properties of the trace of a tensor below. The first one shows that the
trace of a tensor is a linear mapping.
Lemma 3.5. Let A ∈ CI1×···×IN×I1×···×IN , B ∈ CI1×···×IN×I1×···×IN and α, β ∈ C. Then
tr(αA+ βB) = αtr(A) + βtr(B).
Proof. We have
tr(A) =
∑
i1···iN
ai1...iN i1...iN and tr(B) =
∑
i1···iN
bi1...iN i1...iN .
So,
tr(αA+ βB) =
∑
i1...iN
(αai1...iN i1...iN + βbi1...iN i1...iN )
= α
∑
i1...iN
ai1...iN i1...iN + β
∑
i1...iN
bi1...iN i1...iN
= αtr(A) + βtr(A).
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Note that for tensors A = (ai1...iN j1...jM ) ∈ C
I1×···×IN×J1×···×JM and B = (bj1...jMi1...iN )
∈ CJ1×···×JM×I1×···×IN , we have
tr(A∗MB) =
∑
i1...iN
( ∑
k1...kM
ai1...iNk1...kMbk1...kM i1...iN
)
=
∑
k1...kM
(∑
i1...iN
ai1...iNk1...kMbk1...kM i1...iN
)
=
∑
k1...kM
(∑
i1...iN
bk1...kM i1...iNai1...iNk1...kM
)
= tr(B∗NA).
Hence, the tensors in the trace of a product can be switched without changing the result.
This is stated in the next result.
Lemma 3.6. Let A = (ai1...iN j1...jM ) ∈ C
I1×···×IN×J1×···×JM and B = (bj1...jMi1...iN )
∈ CJ1×···×JM×I1×···×IN be two tensors. Then tr(A∗MB) = tr(B∗NA).
Observe that if A = (ai1...iN i1...iN ), X = (xi1...iN i1...iN ) ∈ C
I1×···×IN×I1×···×IN , then by
Lemma 3.5 and Lemma 3.6, we can write tr(A∗NX −X∗NA) = O but tr(I) = I1×· · ·× IN
and I1×· · ·×IN 6= 0, where I ∈ C
I1×···×IN×I1×···×IN is the unit tensor. Hence, it is impossible
to find X such that A∗NX − X∗NA = I. The next result is the most important tool for
proving the primary result of this paper. The proof uses the notion of the trace of a tensor.
Lemma 3.7. Let A ∈ CI1×···×IN×J1×···×JM . If A∗∗NA = O, then A = O.
Proof. Suppose that A∗∗NA = O, then tr(O) = tr(A
∗∗NA). Let C = A
∗∗NA. Then
ci1...iN i1...iN =
∑
k1...kM
ai1...iNk1...kMai1...iNk1...kM .
Using Definition 2.3, we can now write
0 =
∑
i1...iN
ci1...iN i1...iN
=
∑
i1...iN
∑
k1...kM
ai1...iNk1...kMai1...iNk1...kM
=
∑
i1...iN
∑
k1...kM
|ai1...iNk1...kM |
2.
This implies each |ai1...iNk1...kM |
2 = 0 and hence each ai1...iNk1...kM = 0. Thus A = O.
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We have the following remark obtained by replacing A∗ in the place of A.
Remark 3.8. Let A ∈ CI1×···×IN×J1×···×JM . If A∗MA
∗ = O, then A = O.
We further obtain certain properties of the trace of a tensor below.
Lemma 3.9. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN be two tensors. Then
(a) tr(A†∗NB∗NA) = tr(B) if either B∗NA∗NA
† = B or A∗NA
†∗NB = B;
(b) tr(A∗) = tr(A).
Proof. (a) By Lemma 3.6, we obtain
tr(A†∗NB∗NA) = tr(B∗NA∗NA
†) = tr(B),
since B∗NA∗NA
† = B. The proof for the other condition follows similarly.
(b) Using Definition 2.3, we have
tr(A∗) =
∑
i1...iN
ai1...iN i1...iN =
∑
i1...iN
ai1...iN i1...iN = tr(A).
Note that if A is invertible in (a) of the above Lemma, then tr(A−1∗NB∗NA) = tr(B).
Clearly, a real tensor and its transpose have the same trace. Using the linear property of
the trace, it can also be shown that the trace of a skew-symmetric tensor is zero. The fact
tr(A) = tr(AT ) and Lemma 3.6 together yield the following lemma.
Lemma 3.10. If A ∈ RI1×···×IN×I1×···×IN and B ∈ RI1×···×IN×I1×···×IN , then
tr(AT∗NB) = tr(B
T ∗NA) = tr(A∗NB
T ) = tr(B∗NA
T ).
Next result deals with the trace of the the Kronecker product of tensors. We first recall
the definition of the Kronecker product of tensors. The Kronecker product A⊗ B ([19]) of
A ∈ CI1×···×IN×J1×···×JN and B ∈ CK1×···×KM×L1×···×LM is defined as A⊗B = (ai1...iNj1...jNB).
The result below shows that the trace of the Kronecker product of two tensors is the product
of the traces of the individuals.
Theorem 3.11. Let A = (ai1...iM i1...iM ) ∈ C
I1×···×IM×I1×···×IM and B = (bj1...jNj1...jN ) ∈
CJ1×···×JN×J1×···×JN be two tensors. Then tr(A⊗ B) = tr(A)tr(B).
Proof. The diagonal elements of (A⊗ B) are (ai1...iM i1...iMB) for 1 ≤ ij ≤ Ij(j = 1, · · · ,M).
Further, the diagonal elements of B are bi1...iN i1...iN for 1 ≤ ij ≤ Ij(j = 1, · · · , N). Hence
the sum of the diagonal elements of A ⊗ B is
(∑
i1···iM
ai1...iM i1...iM
)(∑
i1···iN
bi1...iN i1...iN
)
=
tr(A)tr(B). Hence tr(A⊗ B) = tr(A)tr(B).
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We next state that the trace of the Einstein product of three tensors is invariant under
cyclic permutations, and the proof follows from Lemma 3.6.
Lemma 3.12. Let A ∈ CI1×···×IN×I1×···×IN , B ∈ CI1×···×IN×I1×···×IN and C ∈ CI1×···×IN×I1×···×IN .
Then
tr(A∗NB∗NC) = tr(B∗NC∗NA) = tr(C∗NA∗NB).
Note that arbitrary permutations are not allowed. We next produce an example which
shows this fact.
Example 3.13. Consider tensors A = (aijkl)1≤i,j,k,l≤2, B = (bijkl)1≤i,j,k,l≤2 and
C = (cijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2 such that
aij11 =
(
0 0
1 2
)
, aij21 =
(
1 2
−1 0
)
, aij12 =
(
1 3
2 1
)
and aij22 =
(
0 0
0 0
)
,
bij11 =
(
0 0
0 −1
)
, bij21 =
(
0 0
0 0
)
, bij12 =
(
0 0
0 1
)
and bij22 =
(
0 0
0 1
)
,
and
cij11 =
(
1 −1
2 1
)
, cij21 =
(
1 1
1 2
)
, cij12 =
(
0 0
0 1
)
and cij22 =
(
1 3
1 2
)
.
Then A∗NB∗NC = O, C∗NB∗NA = (xijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2, and B∗NA∗NC
= (yijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2, where
xij11 =
(
2 6
2 4
)
, xij21 =
(
1 3
1 2
)
, xij12 =
(
3 9
3 6
)
and xij22 =
(
0 0
0 0
)
and
yij11 =
(
0 0
0 1
)
, yij21 =
(
0 0
0 6
)
, yij12 =
(
0 0
0 0
)
and yij22 =
(
0 0
0 12
)
.
Hence tr(A∗NB∗NC) = 0 but tr(C∗NB∗NA) = tr(B∗NA∗NC) = 12.
To prove the next result, we define an inner product of tensors as
〈A,B〉 = tr(A∗∗NB) for A,B ∈ C
I1×···×IN×I1×···×IN .
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Further, note that the Frobenius norm ||.||F is defined ([5]) as
||A||F =
(∑
i1...iN
|ai1...iN i1...iN |
2
) 1
2
for A ∈ CI1×···×IN×I1×···×IN .
Thus, ||A||2F = tr(A
∗∗NA). Using the above definitions, we now prove another result on
trace.
Theorem 3.14. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CI1×···×IN×J1×···×JN be two tensors.
Then
|tr(A∗∗NB)|
2 ≤ tr(A∗∗NA)tr(B
∗∗NB).
Proof. Without loss of generality, consider A 6= O and let α =
〈B,A〉
||A||2F
. Then 〈αA− B,A〉 =
O. So ||αA − B||2F = 〈αA− B, αA− B〉 = α 〈αA− B,A〉 − 〈αA,B〉 + 〈B,B〉 = 〈B,B〉 −
〈αA,B〉 . Hence α 〈A,B〉 ≤ ||B||2F as ||αA−B||
2
F ≥ O. Hence | 〈A,B〉 |
2 ≤ ||A||2F ||B||
2
F which
implies |tr(A∗∗NB)|
2 ≤ tr(A∗∗NA)tr(B
∗∗NB).
Since (B∗NA∗NA
∗ − C∗NA∗NA
∗)∗N(B − C)
∗ = (B∗NA − C∗NA)∗N(B∗NA − C∗NA)
∗,
we get B∗NA = C∗NA by using Remark 3.8. This is stated in the next result.
Theorem 3.15. Let A ∈ CI1×···×IN×I1×···×IN , B ∈ CI1×···×IN×I1×···×IN and C ∈ CI1×···×IN×I1×···×IN .
(a) If B∗NA∗NA
∗ = C∗NA∗NA
∗, then B∗NA = C∗NA.
(b) If B∗NA
∗∗NA = C∗NA
∗∗NA, then B∗NA
∗ = C∗NA
∗.
Sufficient conditions for the Moore-Penrose inverse of the sum of tensors to be the sum
of the Moore-Penrose inverse of the individual tensors is obtained next.
Theorem 3.16. Let Ai ∈ C
I1×···×IN×I1×···×IN , for all i. If A =
∑
Ai, where Ai∗NA
∗
j = O
and A∗i ∗NAj = O, whenever i 6= j, then A
† =
∑
A†i .
Proof. Suppose that A =
∑
Ai, where Ai∗NA
∗
j = O and A
∗
i ∗NAj = O, whenever i 6= j. By
using Definition 1.1, we getAi∗NA
†
j = Ai∗NA
∗
j∗N(A
†
j)
∗∗NA
†
j andA
†
i∗NAj = A
†
i∗N (A
†
i)
∗∗NA
∗
i ∗NAj,
which imply Ai∗NA
†
j = O and A
†
i∗NAj = O , whenever i 6= j.
Let B =
∑
A†i . Since Ai∗NA
†
j = O for i 6= j, we obtain A∗NB∗NA =
∑
Ai∗NA
†
i∗NAi, i.e.,
A∗NB∗NA = A. Again, the fact A
†
i∗NAj = O for i 6= j gives B∗NA∗NB =
∑
A†i∗NAi∗NA
†
i ,
which yields B∗NA∗NB = B. As Ai∗NA
†
j = O for i 6= j, we also have (A∗NB)
∗ =∑(
Ai∗NA
†
i
)∗
, i.e., (A∗NB)
∗ = A∗NB, and since A
†
i∗NAj = O for i 6= j, we get (B∗NA)
∗ =∑(
A†i∗NAi
)∗
, i.e., (B∗NA)
∗ = B∗NA. Thus, B = A
† =
∑
A†i .
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Lemma 3.17. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN . If B is invertible,
then
(a) (B∗NA)
†∗NB∗NA = A
†∗NA;
(b) A∗NB∗N (A∗NB)
† = A∗NA
†.
Proof. (a) We have B†=B−1 as B is invertible. By using Definition 1.1, we obtain
B∗NA∗N(B∗NA)
†∗NB∗NA = B∗NA,
which on pre-multiplying B−1 yields
A∗N
(
I − (B∗NA)
†∗NB∗NA
)
∗NA
†∗NA = O.
Again, pre-multiplyingA† to the above equality, and using the fact that I−(B∗NA)
†∗NB∗NA
is both idempotent and Hermitian, we obtain (B∗NA)
†∗NB∗NA = A
†∗NA.
(b) Proceeding as in (a), one can have A∗NB∗N(A∗NB)
† = A∗NA
†.
The commutativity of A†∗NA and B∗NB
∗ is shown below under the assumption of a
sufficient condition.
Lemma 3.18. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN . If B∗NB
∗∗NA
∗ =
A†∗NA∗NB∗NB
∗∗NA
∗, then A†∗NA∗NB∗NB
∗ = B∗NB
∗∗NA
†∗NA.
Proof. Suppose that B∗NB
∗∗NA
∗ = A†∗NA∗NB∗NB
∗∗NA
∗, which on post-multiplying A†∗
gives
B∗NB
∗∗NA
†∗NA = A
†∗NA∗NB∗NB
∗∗NA
†∗NA. (3)
Since the right side of equation (3) is Hermitian, we so haveA†∗NA∗NB∗NB
∗ = B∗NB
∗∗NA
†∗NA.
Equivalent conditions for the commutativity of A†∗NA and B∗NB
† is shown below.
Lemma 3.19. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN . Then the the com-
mutativity of A†∗NA and B∗NB
† is equivalent to either of the conditions
A†∗NA∗NB∗NB
†∗NA
∗ = B∗NB
†∗NA
∗ (4)
and
B†∗NB∗NA∗NA
†∗NB
∗ = A∗NA
†∗NB
∗. (5)
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Proof. Clearly, A†∗NA∗NB∗NB
†∗NA
∗ = B∗NB
†∗NA
∗ as A†∗NA and B∗NB
† are commuta-
tive. By post-multiplying A†∗ with equation (4), we have
A†∗NA∗NB∗NB
†∗NA
†∗NA = B∗NB
†∗NA
†∗NA.
Since, left hand side of the above equality is Hermitian, we so have A†∗NA∗NB∗NB
† =
B∗NB
†∗NA
†∗NA.
In a similar fashion one can prove that, the commutativity of A†∗NA and B∗NB
† is
equivalent to equation (5).
Lemma 3.20. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . Then the conditions
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗NB
∗∗NA
∗ (6)
and
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB (7)
are equivalent to
(I − A†∗NA)∗NB∗NB
∗∗NA
†∗NA = O (8)
and
(I − B∗NB
†)∗NA
∗∗NA∗NB∗NB
† = O. (9)
Proof. Post-multiplying equation (6) by (A†)∗ and equation (7) by B† produce equation
(8) and equation (9), respectively. Conversely, post-multiplying equation (8) by A∗ and
equation (9) by B yield equation (6) and equation (7), respectively.
We conclude this subsection with two results which provide different expressions of
(A∗∗NA)
† and A†∗NA.
Theorem 3.21. Let A ∈ CI1×···×IN×J1×···×JN . Then
(A∗∗NA)
† = A†∗N(A∗NA
∗)†∗NA = A
∗∗N(A∗NA
∗)†∗N(A
∗)†.
Proof. By Theorem 3.1 (a) and Lemma 2.5 (c), we have (A∗∗NA)
† = A†∗N(A
∗)†∗NA
∗∗N(A
∗)†,
which implies
(A∗∗NA)
† = A†∗N(A
†)∗∗NA
∗∗N(A
†)∗, (10)
i.e., (A∗∗NA)
† = A†∗N(A
†)∗∗N(A
†∗NA)
∗. By using Theorem 3.1 (b), we obtain (A∗∗NA)
† =
A†∗N(A∗NA
∗)†∗NA. Equation (10) can be rewritten as (A
∗∗NA)
† = A†∗N(A∗NA
†)∗∗N(A
†)∗.
Then, by using Theorem 3.1 (b), we obtain
(A∗∗NA)
† = A∗∗N(A∗NA
∗)†∗N(A
∗)†.
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Theorem 3.22. Let A ∈ CI1×···×IN×J1×···×JN . Then
A†∗NA = A
∗∗NA∗N(A
∗∗NA)
† = (A∗∗NA)
†∗NA
∗∗NA.
Proof. By Definition 1.1, we have
A†∗NA = A
∗∗NA∗NA
†∗N(A
†)∗. (11)
In view of Theorem 3.1 (a) equation (11) reduces to A†∗NA = A
∗∗NA∗N(A
∗∗NA)
†. By
Definition 1.1, we have
A†∗NA = A
†∗N(A
†)∗∗NA
∗∗NA. (12)
Finally, the application of Theorem 3.1 (a) to equation (12) results
A†∗NA = (A
∗∗NA)
†∗N(A
∗∗NA).
3.2. Reverse Order Law
In this subsection, we present various necessary and sufficient conditions for the reverse
order law for the Moore-Penrose inverses of tensors to hold. The first result obtained below
deals with the reverse order law of tensors in the case of one unitary tensor.
Theorem 3.23. Let A ∈ CI1×···×IN×I1×···×IN and B ∈ CI1×···×IN×I1×···×IN .
(a) If B is unitary, then (A∗NB)
† = B∗∗NA
†.
(b) If A is unitary, then (A∗NB)
† = B†∗NA
∗.
Proof. (a) Since B is unitary, (A∗NB)∗N(B
∗∗NA
†)∗N(A∗NB) = A∗NB, (B
∗∗NA
†)∗N(A∗NB)∗N (B
∗∗NA
†)
= (B∗∗NA
†), [(A∗NB)∗N(B
∗∗NA
†)]∗ = (A∗NB)∗N (B
∗∗NA
†), and [(B∗∗NA
†)∗N(A∗NB)]
∗ =
(B∗∗NA
†)∗N(A∗NB). Thus (A∗NB)
† = B∗∗NA
†.
(b) In the similar process as of (a), one can prove (b).
As a consequence, we have the following result which is stated as Lemma 2.6 (d) in [3] .
Theorem 3.24. Let A ∈ CI1×···×IN×I1×···×IN , B ∈ CI1×···×IN×I1×···×IN and C ∈ CI1×···×IN×I1×···×IN .
If B and C are unitary, then (B∗NA∗NC)
† = C∗∗NA
†∗NB
∗.
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Proof. The fact B is unitary and Theorem 3.23 (b) together yield
(B∗NA∗NC)
† = (A∗NC)
†∗NB
∗. (13)
By using the fact C is unitary and Theorem 3.23 (a), equation (13) implies (B∗NA∗NC)
† =
C∗∗NA
†∗NB
∗.
The primary result of this paper is presented next which answers the question posed in
the introduction section.
Theorem 3.25. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . Then (A∗NB)
† =
B†∗NA
† if and only if
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗NB
∗∗NA
∗ (14)
and
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB. (15)
Proof. Pre-multiplying and post-multiplying equation (14) by B† and ((A∗NB)
∗)†, respec-
tively, we get
B†∗NA
†∗NA∗NB = (A∗NB)
†∗NA∗NB. (16)
Taking the conjugate transpose of equation (15), we have
B∗∗NA
∗∗NA∗NB∗NB
† = B∗∗NA
∗∗NA (17)
Pre-multiplying and post-multiplying equation (17) by ((A∗NB)
∗)† and A†, respectively, we
obtain
A∗NB∗NB
†∗NA
† = A∗NB∗N(A∗NB)
†. (18)
In order to show (A∗NB)
† = B†∗NA
†, we have to show that B†∗NA
† satisfies Definition
1.1, and is shown below. Using equation (16), we have A∗NB∗NB
†∗NA
†∗NA∗NB = A∗NB.
Applying Lemma 2.5 and Lemma 3.18 to equation (14), we obtain
B∗∗NA
†∗NA∗NB∗NB
†∗NA
∗ = B∗∗NA
∗
which in turn implies
B†∗NA
†∗NA∗NB∗NB
†∗NA
† = B†∗NA
†,
by pre-multiplication and post-multiplication of (B∗∗NB)
† and (A∗NA
∗)†, respectively. Thus,
we have (A∗NB∗NB
†∗NA
†)∗ = A∗NB∗NB
†∗NA
† by using equation (18) and (B†∗NA
†∗NA∗NB)
∗ =
B†∗NA
†∗NA∗NB, by using equation (16).
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Conversely, in view of Lemma 2.5, (A∗NB)
† = B†∗NA
† implies
B∗∗NA
∗ = B†∗NA
†∗NA∗NB∗NB
∗∗NA
∗. (19)
Pre-multiplying equation (19) by A∗NB∗NB
∗∗NB, we get
A∗NB∗NB
∗∗N(I −A
†∗NA)∗NB∗NB
∗∗NA
∗ = O.
Since (I −A†∗NA) is both idempotent and Hermitian, we obtain A
†∗NA∗NB∗NB
∗∗NA
∗ =
B∗NB
∗∗NA
∗. Again, by using Definition 1.1 and the hypothesis (A∗NB)
† = B†∗NA
†, we
obtain
A∗NB = A
†∗∗NB
†∗∗NB
∗∗NA
∗∗NA∗NB. (20)
Pre-multiplying equation (20) by B∗∗NA
∗∗NA∗NA
∗, we get
B∗∗NA
∗∗NA∗N(I − B∗NB
†)∗NA
∗∗NA∗NB = O.
Since I − B∗NB
† is both idempotent and Hermitian, we have B∗NB
∗∗NA
∗∗NA∗NB =
A∗∗NA∗NB.
We next replace the conditions in equations (14) and (15) in Theorem 3.25 by another
two.
Theorem 3.26. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . Then (A∗NB)
† =
B†∗NA
† if and only if both A†∗NA∗NB∗NB
∗ and A∗∗NA∗NB∗NB
† are Hermitian.
Proof. Since A†∗NA∗NB∗NB
∗ is Hermitian, we have A†∗NA∗NB∗NB
∗ = B∗NB
∗∗NA
†∗NA,
which on post-multiplication of A∗ yields,
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗NB
∗∗NA
∗. (21)
Again, the fact thatA∗∗NA∗NB∗NB
† is Hermitian implies B∗NB
†∗NA
∗∗NA = A
∗∗NA∗NB∗NB
†,
which on post-multiplying by B yields,
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB. (22)
Then, by Theorem 3.25, equations (21) and (22) imply (A∗NB)
† = B†∗NA
†.
Conversely, suppose that (A∗NB)
† = B†∗NA
†. By Theorem 3.25, we have
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗NB
∗∗NA
∗ (23)
and
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB. (24)
Post-multiplying equation (23) by (A∗)†, we have A†∗NA∗NB∗NB
∗ is Hermitian and post-
multiplying equation (24) by B†, we get A∗∗NA∗NB∗NB
† is Hermitian.
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The followings are straightforward consequences of the above result.
Remark 3.27. A†∗NA∗NB∗NB
† is Hermitian is equivalent to the fact that A†∗NA and
B∗NB
∗ commutes, and A∗∗NA∗NB∗NB
† is Hermitian is equivalent to the fact that A∗∗NA
and B∗NB
† commutes.
The next result provides only one equivalent condition for the reverse order law instead
of two as in earlier results.
Theorem 3.28. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . Then (A∗NB)
† =
B†∗NA
† if and only if
A†∗NA∗NB∗NB
∗∗NA
∗∗NA∗NB∗NB
† = B∗NB
∗∗NA
∗∗NA. (25)
Proof. Pre-multiplying and post-multiplying equation (25) by A†∗NA and A
†, respectively,
we get
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗NB
∗∗NA
∗. (26)
Again, pre-multiplying and post-multiplying equation (25) by B† and B∗NB
†, respectively,
we have
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB. (27)
Then, equations (26) and (27) together imply (A∗NB)
† = B†∗NA
† by Theorem 3.25.
Conversely, the fact (A∗NB)
† = B†∗NA
† is equivalent to equations (14) and (15), by
Theorem 3.25. Post-multiplying equation (14) by A and using equation (15), we obtain
A†∗NA∗NB∗NB
∗∗NA
∗∗NA∗NB∗NB
† = B∗NB
∗∗NA
∗∗NA.
We next present another characterization of the reverse order law.
Theorem 3.29. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . Then (A∗NB)
† =
B†∗NA
† if and only if both the equations
A†∗NA∗NB = B∗N (A∗NB)
†∗NA∗NB (28)
and
B∗NB
†∗NA
∗ = A∗∗NA∗NB∗N (A∗NB)
† (29)
are satisfied.
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Proof. By Theorem 3.25, equations (14) and (15) hold true. Now, post-multiplying ((A∗NB)
†)∗
to equation (14), we haveA†∗NA∗NB∗N (A∗NB)
∗∗N((A∗NB)
†)∗ = B∗N (A∗NB)
∗∗N((A∗NB)
†)∗
which yields A†∗NA∗NB∗N(A∗NB)
†∗NA∗NB = B∗N (A∗NB)
†∗NA∗NB. Post-multiplying
(A∗NB)
† to (B∗NB
†)∗∗NA
∗∗NA∗NB = A
∗∗NA∗NB, which follows from (15), we obtain
A∗∗NA∗NB∗N(A∗NB)
† = (B†)∗∗N(A∗NB)
∗∗NA∗NB∗N(A∗NB)
†
= (B†)∗∗N(A∗NB)
∗
= (B†)∗∗NB
∗∗NA
∗
= B∗NB
†∗NA
∗.
Conversely, post-multiplying (A∗NB)
∗ to equation (28), we have
A†∗NA∗NB∗NB
∗∗NA
∗ = B∗N(A∗NB)
†∗NA∗NB∗N (A∗NB)
∗
= B∗N(A∗NB)
∗
= B∗NB
∗∗NA
∗.
Now, post-multiplying A∗NB to equation (29), we obtain
B∗NB
†∗NA
∗∗NA∗NB = A
∗∗NA∗NB∗N (A∗NB)
†∗NA∗NB = A
∗∗NA∗NB.
Hence, (A∗NB)
† = B†∗NA
† by Theorem 3.25.
The last result of this paper provides a sufficient condition for the reverse order law.
Theorem 3.30. Let A ∈ CI1×···×IN×J1×···×JN and B ∈ CJ1×···×JN×I1×···×IN . If (A∗NB)
† =
B†∗NA
†, then A†∗NA and B∗NB
† commute.
Proof. By Theorem 3.29, we have A†∗NA∗NB = B∗NB
†∗NA
†∗NA∗NB. Post-multiplying B
†
and taking conjugate transpose in both sides, we get
(A†∗NA∗NB∗NB
†)∗ = (B∗NB
†∗NA
†∗NA∗NB∗NB
†),
i.e., B∗NB
†∗NA
†∗NA = B∗NB
†∗NA
†∗NA∗NB∗NB
†. So A†∗NA and B∗NB
† commute.
Converse of the above theorem is not true, and is shown by the following example.
Example 3.31. Consider tensors A = (aij)1≤i,j≤2 ∈ R
2×2 and B = (bijkl)1≤i,j,k,l≤2 ∈
R2×2×2×2 such that
aij =
(
1 1
1 0
)
,
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and
bij11 =
(
0 0
0 1
)
, bij21 =
(
1 −1
0 0
)
, bij12 =
(
0 1
0 0
)
and bij22 =
(
1 0
−1 0
)
.
Then A† = (xij)1≤i,j≤2 ∈ R
2×2, and B† = (yijkl)1≤i,j,k,l≤2 ∈ R
2×2×2×2, where
xij =
(
0 1
1 −1
)
,
and
yij11 =
(
0 1
1 0
)
, yij21 =
(
0 1
1 −1
)
, yij12 =
(
0 1
0 0
)
and yij22 =
(
1 0
0 0
)
.
We thus have
A†∗NA∗NB∗NB
† = B∗NB
†∗NA
†∗NA
as A†∗NA = I. But (A∗NB)
† =
(
0 0
1 0
)
and B†∗NA
† =
(
−1 2
1 −1
)
. Hence
(A∗NB)
† 6= B†∗NA
†.
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