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Abstract
Two finite-time consensus protocols are proposed for multi-dimensional multi-agent systems, using direction-preserving and
component-wise signum controls respectively. Filippov solutions and non-smooth analysis techniques are adopted to handle
discontinuities. Sufficient and necessary conditions are provided to guarantee finite-time convergence and boundedness of the
solutions. It turns out that the number of agents which have continuous control law plays an essential role for finite-time
convergence. In addition it is shown that the unit balls introduced by `p and `∞ norms are invariant for these two protocols
respectively.
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1 Introduction
Multi-agent systems have a broad spectrum of applica-
tions both in military and civilian environments, and
have been a focus area of research for decades. The es-
sential goal of the control of multi-agent systems is to let
the agents achieve some state cooperatively with only lo-
cal information exchange, e.g., [13,16]. Whereas most re-
sults on control of multi-agent systems focus on asymp-
totic convergence properties, we study a finite-time con-
vergence problem in this paper.
Existing results on finite-time convergence of multi-
agent systems can roughly be divided into two groups:
namely those exploiting continuous or discontinuous
control protocols. These groups have in common that
the nonlinear control laws are not Lipschitz continuous
at the desired consensus space. For example, continu-
ous strategies are usually based on applying a nonlinear
state feedback strategy that includes fractional powers,
e.g., [11,21,23], or on a high gain converging to infin-
ity as time approaches the converging time, e.g., [10].
? This paper was not presented at any IFAC meeting. Cor-
responding author Jieqiang Wei.
Email addresses: jieqiang@kth.se (J. Wei),
b.besselink@rug.nl (B. Besselink), junfengw@kth.se (J.
Wu), hsan@kth.se (H. Sandberg), kallej@kth.se (K. H.
Johansson).
The discontinuous strategies utilize non-smooth control
tools, e.g., [4,5,7,12,14,15], typically exploiting signum
functions. In [5], the authors construct a finite-time
consensus law using binary information, namely, the
sign of state differences of each pair of agents. A differ-
ent approach towards finite-time consensus is taken in
[7], where controllers are studied that contain the sign
of the sum of the state differences. However, in this
work, the boundedness of (Filippov) solutions can not
be guaranteed. Sufficient conditions for boundedness of
Filippov solutions are given in [22] for a general class of
nonlinear multi-agent systems that includes the results
in [7] as a special case. However, in [22], only asymptotic
convergence properties are considered and no results on
finite-time consensus are available. In the current paper,
such finite-time convergence properties are studied.
Next, we note that the existing results on finite-time
consensus mentioned above typically hold for multi-
agent systems in which the agent dynamics is scalar.
Nonetheless, there are many applications in which
multi-dimensional agent dynamics are of interest, see,
e.g., the problems of attitude control [19] and circum-
navigation [18]. The current paper therefore focuses on
multi-dimensional agents.
Specifically, the contributions of this paper are as fol-
lows. First, a control strategy for multi-dimensional
multi-agent systems is presented that relies on the def-
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inition of a direction-preserving signum function. For
any p ∈ [0,∞], the corresponding direction-preserving
signum function maps nonzero points to the boundary
of the unit ball in `p, but such that the direction is pre-
served. As a result, the analysis of multi-agent systems
subject to this control strategy differs significantly from
the scalar case. Second, for these systems, it is shown
that the unit ball in the `p norm is invariant under the
dynamics of the multi-agent systems. Third, necessary
and sufficient conditions for the finite-time consensus
of such multi-agent systems are given. These condi-
tions indicate that, in order to achieve finite-time static
consensus, one of the agents should employ a Lipschitz
continuous control strategy. Finally, it is shown how
the results of this paper can be used to study multi-
dimensional multi-agent systems with component-wise
signum functions.
The structure of the paper is as follows. In Section 2, we
introduce terminology and notation on graph theory and
stability analysis of discontinuous dynamical systems.
Section 3 presents the problem formulation of finite-time
consensus. The main result is presented in Section 4,
which includes illustrative examples. Then the conclu-
sions follow in Section 5.
Notation. With R−,R+,R>0 and R60 we denote the
sets of negative, positive, non-negative, non-positive real
numbers, respectively. A positive semidefinite (symmet-
ric) matrix M is denoted as M < 0. The i-th row of a
matrix M is given by Mi. The vectors e1, e2, . . . , en de-
note the canonical basis of Rn, whereas the vectors 1n
and 0n represent a n-dimensional column vector with
each entry being 1 and 0, respectively. We will omit the
subscript n when no confusion arises. The `p norm with
p ∈ [1,∞] is denoted as ‖ · ‖p. Specifically, for a vector
x ∈ Rn, ‖x‖p = (|x1|p + · + |xn|p) 1p for p ∈ [1,∞), and
‖x‖∞ = max{|x1|, . . . , |xn|}. The notation B(x, δ) rep-
resents the open ball centered at x with radius δ > 0
with `2 norm.
2 Preliminaries
In this section we briefly review some essentials from
graph theory [2,3], and give some results on Filippov
solutions [9] of differential equations with discontinuous
vector fields.
An undirected graph G = (I, E) consists of a finite set of
nodes I = {1, 2, . . . , n} and a set of edges E ∈ I × I of
unordered pairs of elements of I. To any edge (i, j) ∈ E ,
we associate a weight wij > 0. The weighted adjacency
matrix A = [aij ] ∈ Rn×n is defined by aji = wij if
(i, j) ∈ E and aji = 0 otherwise. Note that A = A> and
that aii = 0 as no self-loops are allowed. For each node
i ∈ I, its degree di is defined as di =
∑n
j=1 aij . The
graph Laplacian L is defined as L = ∆ − A with ∆ a
diagonal matrix such that ∆ii = di. As a result, L1 = 0.
Finally, we say that a graph G is connected if, for any
two nodes i and j, there exists a sequence of edges that
connects them. In order to simplify the notation in the
proofs, we set the weight wij to be one. All the results
in this paper hold for general positive nonzero wij .
The following result essentially states that the Schur
complement of a graph Laplacian is itself a graph Lapla-
cian.
Lemma 1 ([20]) Consider a connected undirected
graph G with Laplacian matrix L, then all Schur com-
plements of L are well-defined, symmetric, positive
semi-definite, with diagonal elements > 0, off-diagonal
elements 6 0, and with zero row and column sums.
In the remainder of this section we discuss Filippov solu-
tions. Let f be a map from Rn to Rn and let 2Rn denote
the collection of all subsets of Rn. Then, the Filippov set-
valued map of f , denoted F [f ] : Rn → 2Rn , is defined as
F [f ](x) ,
⋂
δ>0
⋂
µ(S)=0
co
{
f(B(x, δ)\S)}, (1)
where S is a subset of Rn, µ denotes the Lebesgue mea-
sure and co{X} denotes the convex closure of a set X .
If f is continuous at x, then F [f ](x) contains only the
point f(x).
Properties of the Filippov set-valued map are stated
next.
Proposition 2 (Calculus for F [17]) The following
properties hold for the Filippov set-valued map (1):
(1) Assume that fj : Rm → Rnj , j = 1, . . . , N are
locally bounded, then
F
[ N×
j=1
fj
]
(x) ⊂
N×
j=1
F [fj ](x). 1 (2)
(2) Let g : Rm → Rn be C1, rankDg(x) = n and 2
f : Rn → Rp be locally bounded; then
F [f ◦ g](x) = F [f ](g(x)). (3)
A Filippov solution of the differential equation x˙ = f(x)
on [0, T ] ⊂ R is an absolutely continuous function x :
[0, T ]→ Rn that satisfies the differential inclusion
x˙(t) ∈ F [f ](x(t)) (4)
1 Cartesian product notation and column vector notation
are used interchangeably.
2 A function is of class C1 if it is continuously differentiable;
Df denotes the Jacobian of f .
2
for almost all t ∈ [0, T ]. A Filippov solution t 7→ x(t)
is maximal if it cannot be extended forward in time,
that is, if t 7→ x(t) is not the result of the truncation
of another solution with a larger interval of definition.
Since Filippov solutions are not necessarily unique, we
need to specify two types of invariant set. A set R ⊂ Rn
is called weakly invariant if, for each x0 ∈ R, at least
one maximal solution of (4) with initial condition x0
is contained in R. Similarly, R ⊂ Rn is called strongly
invariant if, for each x0 ∈ R, every maximal solution of
(4) with initial condition x0 is contained in R. For more
details, see [8,9].
If V : Rn → R is locally Lipschitz, then its generalized
gradient ∂V : Rn → 2Rn is defined by
∂V (x) := co
{
lim
i→∞
∇V (xi) : xi → x, xi /∈ S∪ΩV
}
, (5)
where co{X} denotes the convex hull of a set X , ∇ de-
notes the gradient operator, ΩV ⊂ Rn denotes the set
of points where V fails to be differentiable and S ⊂ Rn
is a set of measure zero that can be arbitrarily chosen
to simplify the computation. Namely, the resulting set
∂V (x) is independent of the choice of S [6].
Given a set-valued map T : Rn → 2Rn , the set-valued
Lie derivative LT V : Rn → 2Rn of a locally Lipschitz
function V : Rn → R with respect to T at x is defined as
LT V (x) :=
{
a ∈ R | ∃ν ∈ T (x) such that
ζT ν = a, ∀ζ ∈ ∂V (x)}. (6)
If T (x) is convex and compact ∀x ∈ Rn, then LT V (x) is
a closed and bounded interval in R, possibly empty, for
each x.
The following result is a generalization of LaSalle’s in-
variance principle for discontinuous differential equa-
tions (4) with non-smooth Lyapunov functions.
Theorem 3 (LaSalle’s Invariance Principle [7])
Let V : Rn → R be a locally Lipschitz and regular func-
tion 3 . Let S ⊂ Rn be compact and strongly invariant for
(4) and assume that maxLF [f ]V (x) 6 0 for all x ∈ S,
where we define max∅ = −∞. Let
ZF [f ],V =
{
x ∈ Rn ∣∣ 0 ∈ LF [f ]V (x)}. (7)
Then, all solutions x : [0,∞)→ Rn of (4) with x(0) ∈ S
converge to the largest weakly invariant set M contained
in
S ∩ ZF [f ],V . (8)
Moreover, if M consists of a finite number of points, then
the limit of each solution starting in S exists and is an
element of M .
3 The definition of a regular function can be found in [6]
and we recall that any convex function is regular.
A result on finite-time convergence for (4) is stated next,
which will form the basis for our results on finite-time
consensus for multi-agent systems.
Lemma 4 ([7]) Under the same assumptions as in The-
orem 3, if maxLF [f ]V (x) < ε < 0 a.e. on S \ ZF [f ],V ,
then ZF [f ],V is attained in finite time.
3 Problem formulation
Consider the nonlinear multi-agent system
x˙i = ui, i ∈ I = {1, 2, . . . , n}, (9)
defined on a connected network G with n agents and m
edges, i.e., |E| = m, where xi(t), ui(t) ∈ Rk are the state
and the input of agent i at time t, respectively.
By defining the consensus space as
C = {x ∈ Rkn | ∃x¯ ∈ Rk such that x = 1⊗ x¯}, (10)
we say the states converge to consensus in finite time
if for any initial condition there exists a time t∗ > 0
such that x = [x1, . . . , xn]
> converge to a static vector
in C as t → t∗, i.e., there exists a vector x¯ such that
x(t) = 1 ⊗ x¯ for all t > t∗. In this paper, we design
control inputs ui such that the states of the system (9)
converge to consensus in finite time. We understand the
trajectories of the system in the sense of Filippov. We
formally formulate our objective as follows.
Aim Design control protocols to the system (9) such
that all Filippov solutions converge to a static vector in
C in finite time.
4 Main results
For the design of the control input ui, we start with a
general nonlinear form
ui = fi
(
n∑
j=1
aij(xj − xi)
)
, i ∈ I, (11)
where fi : Rk → Rk and aij is the ij-th elements of the
adjacency matrixA. Combining (9) and (11), the closed-
loop system is given as
x˙i = fi
(
n∑
j=1
aij(xj − xi)
)
, i ∈ I. (12)
Denoting L¯ = L ⊗ Ik and L¯i = Li,· ⊗ Ik, (12) can be
further written in a compact form as
x˙ = f(−L¯x) (13)
3
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Fig. 1. The difference between component-wise signum signc
and the direction-preserving signum (14) with `2-norm in
R2. Left: the vector signc(φ) = (1, 1) is the component-wise
sign of φ in the first quadrant. Right: the vectorized sign of
φ reside on the unit circle.
in which x = [x>1 , x
>
2 , . . . , x
>
n ]
> ∈ Rkn collects the states
of all agents and f(y) = [f>1 (y1), . . . , f
>
n (yn)]
>.
In light of the success of scalar binary control protocols
to achieve finite-time consensus [5,7,12], we shall design
control protocols based on the signum function for multi-
dimensional multi-agent systems.
We consider both the direction-preserving signum (14)
and component-wise signum (15) functions. Specifically,
we denote the direction-preserving signum function as
sign(w) =
{
w
‖w‖p if w 6= 0,
0 if w = 0,
(14)
for w ∈ Rk and any p ∈ [1,∞]. Moreover, the
component-wise signum function is given as
signc(w) = [ sign(w1) · · · sign(wk) ]>. (15)
Notice that, for k = 1, these two signum functions coin-
cide. Furthermore, the component-wise signum is coarser
than its direction-preserving counterpart in the sense
that there is only a finite number of elements in the range
of signc for a fixed dimension k. A graphical comparison
between these two functions can be found in Fig. 1.
In the following two subsections, we propose control pro-
tocols based on (14) and (15), respectively, and derive
convergence results.
4.1 Direction-preserving signum
In this subsection, we consider the nonlinear controller
ui as in (11) with some fi = sign as in (14). One intuitive
idea is to employ the controller
ui = sign
(
n∑
j=1
aij(xj − xi)
)
, i ∈ I, (16)
such that all the functions fi in (11) are signum func-
tions. However, as pointed out in [22], if xi ∈ R and
fi = sign for all i ∈ I, consensus in the sense of this pa-
per is not possible for (13), even asymptotically. Indeed,
the trajectories will not converge to a static vector in
C. We explain this phenomenon by recalling an example
from [22], which also serves as an counterexample to the
result in Section 4 of [7].
Example 5 [22] Consider
x˙1 = sign(x2 + x3 − 2x1),
x˙2 = sign(x1 + x3 − 2x2),
x˙3 = sign(x1 + x2 − 2x3),
defined on a circular graph with three nodes and all edges
with unit weight, and xi ∈ R. In this case C = span{13}.
We can show that for any initial condition x(0) /∈ C, all
Filippov solutions converge to C in finite time. However,
once they enter C, the solutions can be unbounded. Indeed,
suppose that at time t0 we have x(t0) ∈ C, then
F [h](x(t0)) = co {ν1, ν2, ν3,−ν1,−ν2,−ν3} , (17)
where ν1 = [1, 1,−1]T , ν2 = [1,−1, 1]T , and ν3 =
[−1, 1, 1]T . Since ∑3i=1 13νi = 131, we have that{
η1
∣∣ η ∈ [− 13 , 13 ]} ⊂ F [h](x(t0)). (18)
Hence, any function x(t) = η(t)1 with η(t) differentiable
almost everywhere and satisfying η˙(t) ∈ [− 13 , 13 ] for all
t > t0 is a Filippov solution for this system. Conse-
quently, not all Filippov solutions converge to a static
vector in C.
For the scalar version of (9) with controller (16), The-
orem 7 in [22] provides a guarantee for asymptotic con-
vergence to consensus. The main result in Theorem 7
[22] relies on replacing one sign function with a function
that is Lipschitz-continuous at the origin. This result
prompts us to the following assumption on fi, i ∈ I.
Assumption 6 For some set Ic ⊂ I, the function f
in (13) satisfies the following conditions:
(i) For i ∈ Ic, the function fi : Rk → Rk is locally
Lipschitz continuous and satisfies fi(0) = 0 and
fi(y)
>y = ‖fi(y)‖ · ‖y‖ > 0 for all y 6= 0 (i.e., the
functions fi are direction preserving);
(ii) For i ∈ I\Ic, the function fi is the direction-
preserving signum, i.e., fi = sign.
Remark 7 For the scalar case, direction preserving in
Assumption 6 is simply sign preserving, i.e., fi(0) = 0
and fi(yi)yi > 0 for all yi 6= 0.
Notice that the sign function in (14) is locally Lipschitz
and direction preserving on Rk \ {0}, and for any w 6= 0
we have ‖ sign(w)‖p = 1.
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To handle the discontinuities in f that arise from the
signum function in Assumption 6, we understand the
solution of (13) in the sense of Filippov, i.e., we consider
the differential inclusion
x˙ ∈ F [h](x), (19)
where h = f(−L¯x).
So far, one could expect that the finite-time convergence
of system (19) to consensus hinges upon the conditions
of I and Ic. We start the analysis with the special case
with Ic = I. It is well-known that Lipschitz continuous
vector fields give mere asymptotic convergence, but this
result is stated and proven explicitly for completeness.
Proposition 8 Consider the nonlinear consensus pro-
tocol (13) satisfying Assumption 6 with Ic = I. Then,
the (unique) solution of (13) converges to consensus
only asymptotically, i.e., finite-time consensus is not
achieved.
Proof: Before setting up an argument by contradiction,
note that the (local) Lipschitz continuity of fi implies
that h(x) = f(−L¯x) is also locally Lipschitz continuous.
As a result of the Picard-Lindelo¨f theorem, this implies
that, for a given initial condition, the solution of (13) is
unique forward and backward in time.
Now, in order to establish a contradiction, let x(t) be a
solution, with x(0) /∈ C, of (13) that achieves consensus
in finite time, i.e., there exists a time t0 <∞ such that
x(t0) = 1⊗η for some vector η ∈ Rk and x(t) 6= 1⊗η for
all t < t0. Now, by the observation that h(1⊗ η) = 0, it
follows that x¯(t) = 1⊗η for all t is also a solution of (13),
contradicting the uniqueness of solutions. Consequently,
for Ic = I, (13) will not achieve consensus in finite time.
One key property of the system (9) with controller (11)
satisfying Assumption 6 is that any bounded ball in the
`p-norm is strongly invariant. This is formulated in the
following lemma.
Lemma 9 Consider the differential inclusion (19) sat-
isfying Assumption 6 for some p ∈ [0,∞]. If one of the
following two conditions is satisfied
(i) |I| = 2 and |Ic| = 0;
(ii) |I| > 2 and |Ic| > 1,
then the set Sp(C) = {x ∈ Rnk | ‖xi‖p 6 C, i ∈ I},
where C > 0 is a constant, is strongly invariant.
Proof: We divide the proof into two parts, discussing
the cases p ∈ [1,∞) and p =∞ separately.
(1). Let p ∈ [1,∞). We introduce a Lyapunov function
candidate
V (x) = max
i∈I
1
p
‖xi‖pp (20)
and note that V (x) 6 1pCp implies that x ∈ Sp(C). Since
the function (·)p is convex on R>0, it can be observed
that V is convex and, hence, regular. In the remainder
of the proof, we will show that V (x(t)) is non-increasing
along all Filippov solutions of (19), implying strong in-
variance of the set Sp(C) for any C > 0.
Let α(x) denote the set of indices that achieve the max-
imum in (20) as
α(x) =
{
i ∈ I | ‖xi‖pp = pV (x)
}
. (21)
Then, the generalized gradient of V in (20) is given by
∂V (x) = co
{
ei ⊗ ψ(xi) | i ∈ α(x)
}
(22)
where
ψ(xi) =

|xi,1|p−1F [sign](xi,1)
...
|xi,k|p−1F [sign](xi,k)
 (23)
and xi = [ xi,1 . . . xi,k ]
> ∈ Rk.
Next, let Ψ be defined as
Ψ =
{
t > 0 | x˙(t) and ddtV (x(t)) exist
}
. (24)
Since x is absolutely continuous (by definition of Filip-
pov solutions) and V is locally Lipschitz, by Lemma 1
in [1] it follows that Ψ = R>0 \ Ψ¯ for a set Ψ¯ of measure
zero and
d
dt
V (x(t)) ∈ LF [h]V (x(t)) (25)
for all t ∈ Ψ, such that the set LF [h]V (x(t)) is nonempty
for all t ∈ Ψ. For t ∈ Ψ¯, we have that LF [h]V (x(t))
is empty, and hence maxLF [h]V (x(t)) = −∞ < 0 by
definition. Therefore, we only consider t ∈ Ψ in the rest
of the proof.
Next, we will consider the cases x ∈ C and x /∈ C sepa-
rately.
First, for x ∈ C, it can be observed that α(x) = I. Then,
the following two cases can be distinguished.
(i) |I| > 2 and |Ic| > 1. As there is at least one agent
with continuous vector field, there exists i ∈ I such
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that fi is locally Lipschitz and direction preserv-
ing. Then, by definition of the Filippov set-valued
map, it follows that νi = 0 for all ν ∈ F [h](x)
(recall x ∈ C). As LF [h]V (x(t)) is nonempty (by
considering t ∈ Ψ), there exists a ∈ LF [h]V (x(t))
such that a = ζ>ν for all ζ ∈ ∂V (x(t)), see the
definition (6). Choosing ζ = ei ⊗ ψ(xi(t)), it fol-
lows that a = (ei ⊗ψ(xi(t)))>ν = 0, which implies
that maxLF [h]V (x(t)) = 0 6 0, i.e., V (x) is non-
increasing for any x ∈ C.
(ii) |I| = 2 and |Ic| = 0. In this case, the system (13)
can be written as
x˙1 =
x2 − x1
‖x2 − x1‖p ,
x˙2 =
x1 − x2
‖x1 − x2‖p .
(26)
Then, by using the definition (1), it can be shown
that, for x1 = x2 (i.e., x ∈ C), any element ν in the
Filippov set-valued map of (26) satisfies ν1 = −ν2.
Stated differently, the following implication holds
with ν = [ν>1 , ν
>
2 ]
>:
ν ∈ F [h](x), x ∈ C ⇒ ν1 = −ν2. (27)
Next, by recalling that α(x) = I (see (21)), it fol-
lows from (22) that
∂V (x) = co
{
e1 ⊗ ψ(x1(t)), e2 ⊗ ψ(x2(t))
}
(28)
with x1 = x2. Now, following a similar reason-
ing as in item (i) on the basis of the definition of
the set-valued Lie derivative in (6), it can be con-
cluded that a = ζ>ν is necessarily 0, such that
maxLF [h]V (x(t)) = 0 6 0 for all x ∈ C.
Second, the case x /∈ C is considered. For this case,
Proposition 2 is applied to obtain
F [h](x) ⊂
N×
j=1
F [fi]
(− L¯ix) =: F¯(x), (29)
after which it follows from the definition of the set-valued
Lie derivative (6) that
LFV (x) ⊂ LF¯V (x). (30)
Therefore, in the remainder of the proof for the case
x /∈ C, we will show that maxLF¯ [h]V (x(t)) 6 0, which
implies the desired result by (30). As before, it is suf-
ficient to consider the set Ψ such that LF¯ [h]V (x(t)) is
non-empty for all t ∈ Ψ.
Now, take an index i ∈ α(x) such that L¯ix 6= 0. Note
that such i indeed exists. Namely, assume in order to
establish a contradiction that L¯ix = 0 for all i ∈ α(x).
If α(x) = I, then there exists ` ∈ {1, . . . , k} such that
β(`) := arg max
j∈I
xj,` ( I, (31)
i.e., there exists a state component ` that does not have
the same value for all agents. Otherwise, x ∈ C, which is
a contradiction. Then for any i ∈ β(`) with j ∈ Ni\β(`),
we have L¯ix 6= 0, where Ni is the set of neighbors of
agent i. If α(x) ( I and L¯ix = 0 for all i ∈ α(x), then
for any i ∈ α(x) with j ∈ Ni \ α(x) we have
0 = ψ(xi)
>L¯ix (32)
=
∑
j∈Ni
(
‖xi‖pp −
k∑
`=1
|xi,`|p−1F [sign](xi,`)xj,`
)
(33)
>
∑
j∈Ni
(
‖xi‖pp −
k∑
`=1
|xi,`|p−1|xj,`|
)
(34)
>
∑
j∈Ni
(‖xi‖pp − ‖xj‖p‖xi‖p−1p ) (35)
> 0 (36)
where the inequality (35) is based on Ho¨lder’s inequality,
and the last inequality is implied by ‖xi‖ > ‖xj‖ for any
j ∈ Ni \ α(x). This is a contradiction.
For the index i ∈ α(x) satisfying L¯ix 6= 0, it follows
from Assumption 6 that there exists γ > 0 such that
F [fi]
(− L¯ix) = {−γL¯ix}, (37)
i.e., for any ν ∈ F¯(x) it holds that νi = −γL¯ix. Note
that this is a result of the direction-preserving property
of either the direction-preserving signum (for a nonzero
argument, then γ = 1‖L¯ix‖p ) or the Lipschitz continuous
function (by Assumption 6). Then, choosing ζ ∈ ∂V (x)
as ζ = ei ⊗ ψ(xi) (recall that i ∈ α(x)), it follows from
(6) that
LF¯ [h]V (x) = {−γψ(xi)>L¯ix}. (38)
Next, by observing (35) we have
ψ(xi)
>L¯ix > 0, (39)
which implies LF¯ [h]V (x) ⊂ R60.
Summarizing the results of the two cases leads to the
condition
maxLFV (x) 6 0 (40)
for all x ∈ Rkn, which proves strong invariance of Sp(C)
for all C > 0.
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(2). Let p =∞. Consider
V (x) = max
i∈I
‖xi‖∞ (41)
as a Lyapunov function candidate. Since the proof shares
the same structure and reasoning as the case p ∈ [1,∞),
we only provide a sketch of the proof.
In this case, the set α(x) in (21) is
α(x) =
{
i ∈ I | ‖xi‖∞ = V (x)
}
, (42)
whereas the generalized gradient of V reads
∂V (x) =co
{
ei ⊗
(F [sign](xi,`)e`) | ei ∈ Rn,
e` ∈ Rk, |xi,`| = V (x)
}
. (43)
For the case x ∈ C, we have maxLF [h]V (x(t)) = 0 6 0
by using the same argument as the case p ∈ [1,∞).
Hence, we omit the details.
For the case x /∈ C, we first show that there exists an
index i ∈ α(x) such that L¯ix 6= 0 by using contradiction.
If α(x) = I, the conclusion follows as the case (1). If
α(x) ( I and L¯ix = 0 for all i ∈ α(x), then for any
i ∈ α(x) with j ∈ Ni \ α(x) we have
0 =
(F [sign](xi,`)e`)>L¯ix (44)
=
∑
j∈Ni
(
|xi,`| − F [sign](xi,`)xj,`
)
(45)
>
∑
j∈Ni
(
‖xi‖∞ − ‖xj‖∞
)
(46)
> 0 (47)
where ei ⊗
(F [sign](xi,`)e`) ∈ ∂V (x) and the last in-
equality is implied by ‖xi‖ > ‖xj‖ for any j ∈ Ni \α(x).
This is a contradiction.
For the index i ∈ α(x) satisfying L¯ix 6= 0, it follows
from Assumption 6 that there exists γ > 0 such that
for any ν ∈ F¯(x) it holds that νi = −γL¯ix. Using the
same reasoning as in case (1), by choosing ζ ∈ ∂V (x)
as ζ = ei ⊗
(F [sign](xi,`)e`) (recall that i ∈ α(x)), it
follows from (6) that
LF¯ [h]V (x) = {−γ
(F [sign](xi,`)e`)>L¯ix}. (48)
Next, by observing (46) we have (F [sign](xi,`)e`)>L¯ix >
0, which implies LF¯ [h]V (x) ⊂ R60.
In summary, we have
maxLFV (x) 6 0 (49)
for all x ∈ Rkn, which proves strong invariance of Sp(C)
for all C > 0.
Now we are in the position to state the main result of
this paper.
Theorem 10 Consider the nonlinear consensus proto-
col (13) satisfying Assumption 6 and the corresponding
differential inclusion (19) for some p ∈ [0,∞]. Then, the
following statements hold:
(i) If |I| > 2, then all Filippov solutions of (19) converge
to consensus in finite time if and only if |Ic| = 1;
(ii) If |I| = 2, then all Filippov solutions of (19) converge
to consensus in finite time if and only if |Ic| 6 1.
Proof: The proofs of sufficiency and necessity of the
two statements are considered separately.
Sufficiency. The Lyapunov function candidate
V (x) =
√
x>L¯x (50)
is introduced. Note that V (x) = 0 for all x ∈ C and that
V is convex, hence, regular. The set-valued Lie deriva-
tive of V in (50) will be considered for x /∈ C, hereby
evaluating the two cases in the statement of Theorem 10
separately. In both cases, it will be shown that
maxLF [h]V (x) 6 −c (51)
for some c > 0 that is independent of x /∈ C. Then, finite-
time consensus follows from Lemma 4, hereby exploiting
a strongly invariant set from Lemma 9.
(i). The case |I > 2| is considered first, and we assume
that |Ic| = 1. As in the proof of Lemma 9, we use the
extended differential inclusion F¯ defined in (29), which
satisfies the property (30). Consequently, LF [h]V (x) ⊂
LF¯V (x) with the latter given by (6) as
LF¯V (x) =
{
1√
x>L¯x
x>L¯ν
∣∣∣∣ ν ∈ F¯(x)}, (52)
which follows from the observation that the generalized
gradient of (50) reduces to the regular gradient for x /∈ C.
As the case |I| > 2, |Ic| = 1 is considered, there exists
exactly one agent with locally Lipschitz continuous dy-
namics. Without loss of generality, let this agent have
index 1. Then, it follows from the property of f1 in As-
sumption 6 that
x>L¯>1 f1
(− L¯1x) 6 0. (53)
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Next, for i ∈ {2, . . . , n}, it holds that
F [sign](− L¯ix) =

{
−L¯ix
‖L¯ix‖p
}
, ‖L¯ix‖ 6= 0,
{v | ‖v‖p 6 1}, ‖L¯ix‖ = 0,
(54)
such that, for all νi ∈ F [sign](−L¯ix),
x>L¯>i νi =

−‖L¯ix‖22
‖L¯ix‖p , ‖L¯ix‖ 6= 0,
0, ‖L¯ix‖ = 0.
(55)
Due to the equivalence of norms on finite-dimensional
vector spaces, there exists d1 > 0 such that d1‖L¯ix‖p 6
‖L¯ix‖2 for all x ∈ Rnk. Applying this to (55) yields
x>L¯>i νi 6 −d1‖L¯ix‖2 (56)
for i ∈ {2, . . . , n} and note that this indeed holds for
both cases in (55). Now, after recalling the definition of
LF¯V (x) in (52), the combination of (53) and (56) shows
that, for any a ∈ LF¯V (x),
a 6 − d1√
x>L¯x
(
n∑
i=2
‖L¯ix‖2
)
. (57)
Note that, as L¯ = L ⊗ Ik with L a graph Laplacian
satisfying 1>L = 0>, it holds that
‖L¯1x‖ =
∥∥∥∥∥
n∑
i=2
L¯ix
∥∥∥∥∥ 6
n∑
i=2
∥∥L¯ix∥∥, (58)
where the triangle inequality is used to obtain the in-
equality. Then, the use of (58) in (57) yields
a 6 −1
2
d1√
x>L¯x
(
n∑
i=1
‖Lix‖
)
. (59)
By further exploiting that L is a graph Laplacian, it
holds that L and L>L can be written as
L = U>ΛU, L>L = U>Λ2U, (60)
where Λ = diag{0, λ2, . . . , λn} is a diagonal matrix with
Laplacian real-valued eigenvalues satisfying 0 < λ2 and
λj 6 λj+1, and the matrix U collects the corresponding
eigenvectors. From (60), it can be seen that
L>L− c1L < 0 (61)
for any c1 ∈ (0, λ2]. Consequently, using L¯ = L ⊗ Ik, it
follows that(
n∑
i=1
‖Lix‖
)2
= x>L>Lx > c1x>Lx. (62)
After taking the square root (note that x>Lx > 0 for all
x /∈ C) in (62) and using (59), the result
a 6 −
√
c1
2
d1
√
x>L¯x√
x>L¯x
= −d1
√
c1
2
< 0 (63)
follows.
(ii). The proof for the case |I| = 2 and |Ic| 6 1 follows
similarly.
Next by Lemma 4, we have that the trajectories converge
to ZF¯,V in finite time. The remaining task to character-
ize the set ZF¯,V . So far we have shown that x /∈ ZF¯,V for
∀x /∈ C which implies that ZF¯,V ⊂ C. By the fact that
C is closed, we have ZF¯,V ⊂ C. Moreover when x ∈ C,
x˙i = 0 where {i} = Ic which implies xi remains con-
stant. In conclusion, the finite-time convergence to static
consensus is guaranteed.
Necessity: The necessity of the conditions in (i) and (ii)
can be proven by showing the following equivalent for-
mulation: For any |I| > 2 and |Ic| > 2, there exists (at
least one) Filippov solution of (19) that does not con-
verge to (static) consensus in finite time. Note that the
conditions in both statements are now considered simul-
taneously.
For the case I = Ic, the desired result immediately fol-
lows from Proposition 8. Therefore, in the remainder of
this proof, we consider the case in which Ic is a strict
subset of I and we restrict analysis to the case |I| > 3.
Consider the function
Vi(x) = ‖L¯ix‖p (64)
for i ∈ I \ Ic and the set
S(δ) =
{
x ∈ Rkn ∣∣ √x>L¯x 6 δ}. (65)
Note that C ⊂ S(δ) for any δ 6 0. By the sufficiency
proof of Theorem 10, we have that S(δ) is strongly in-
variant. More precisely, by the Lipschitz continuity of fi
for i ∈ Ic, there exists ε such that ‖fi(−L¯ix)‖2 6 1 for
any ‖L¯ix‖2 6 ε and i ∈ Ic. Furthermore,∥∥∥∥ ∑
j∈Ni
(xj − xi)
∥∥∥∥
2
6
∑
j∈Ni
‖xj − xi‖2 (66)
6
(
m(
∑
(i,j)∈E
‖xj − xi‖22)
) 1
2
, (67)
where we recall that m = |E|. Then, by choosing δε <
ε√
m
, we have ‖L¯ix‖2 6 ε for any i ∈ Ic and x ∈ S(δε).
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By the equivalence of the `p-norms on finite dimensional
space, we assume without loss of generality that we can
choose proper δε such that ‖L¯ix‖p 6 ε for any i ∈ Ic
and x ∈ S(δε).
We consider the evolution of Vi along trajectories x in
S(δε). To this end, note that Vi(x) in (64) is locally
Lipschitz and convex and, as a result, regular. In the
evaluation of the set-valued Lie derivative LF [h]Vi(x)
as in (6), we will only consider the subset of time
for which LF [h]Vi(x(t)) is non-empty. Moreover, as
before, the cases p ∈ [1,∞) and p = ∞ will be con-
sidered separately. We denote ζ = [ζ1, . . . , ζn]
> and
ν = [ν1, . . . , νn]
>, where ζj , νj ∈ Rk, j = 1, . . . , n, for
any ζ ∈ ∂Vi(x) and ν ∈ F [h](x), respectively.
(1). Let p ∈ [1,∞). If Vi(x) 6= 0, then we have that
ζj = 0, j /∈ Ni (68)
ζi ∈ Lii‖L¯ix‖1−pp ψ(L¯ix) (69)
ζj ∈ ‖L¯ix‖1−pp ψ(L¯ix), j ∈ Ni. (70)
where ψ is given as in (23). If Vi(x) = 0, we have that
ζ satisfies ζj = 0 for j /∈ Ni and the vector ω, whose
components are 1Lii ζi and ζj for all j ∈ Ni, satisfies‖ω‖q 6 1 with q = pp−1 for p > 1 and q =∞ for p = 1.
If Vi(x) = 0, the Lie derivativeLF [h]Vi(x) = {0}. Indeed,
if there exists a ∈ LF [h]Vi(x), there exists ν ∈ F [h](x)
such that a = ν>i ζi +
∑
j∈Ni ν
>
j ζj for any ω, where the
components of ω are 1Lii ζi and ζj for all j ∈ Ni, satisfying‖ω‖q 6 1. Hence such a can only be equal to 0 and
maxLF [h]Vi(x) 6 0.
If Vi(x) 6= 0, for any a ∈ LF [h]Vi(x), there exists a ν ∈
F [h](x) such that
a =
n∑
j=1
‖L¯ix‖1−pp Lijν>j ψ(L¯ix)
6
n∑
j=1,j 6=i
|Lij | − Lii
= 0,
(71)
where the inequality is implied by Ho¨lder’s inequality
and the fact that ‖νj‖p 6 1, j 6= i, νi = − L¯ix‖L¯ix‖p and
‖ψ(L¯ix)‖q = ‖L¯ix‖p−1p .
(2). Let p =∞. The generalized gradient of Vi is given as
∂Vi(x) = co{ζ | ζi = e`F [sign]((L¯ix)`)Lii,
ζj = −e`F [sign]((L¯ix)`),
e` ∈ Rk, j ∈ Ni, |(L¯ix)`| = Vi(x)}.
(72)
Then for any a ∈ LF [h]Vi(x), there exists a ν ∈ F [h](x)
such that
a = ν>i ζi +
∑
j∈Ni
ν>j ζj
= F [sign]((L¯ix)`)Liie>` νi −
∑
j∈Ni
F [sign]((L¯ix)`)e>` νj
6
n∑
j=1,j 6=i
|Lij | − Lii
= 0. (73)
Combining the above two cases, we have shown that
maxLF [h]Vi(x(t)) 6 0 (74)
for any i ∈ I \ Ic and for x(t) ∈ S(δε).
In the remainder of this proof, we will construct a Fil-
ippov solution of (19) in S(δε) which does not achieve
static consensus in finite time. Here, we assume without
loss of generality that the nodes are ordered such that
Ic = {1, . . . , |Ic|} and I \ Ic = {|Ic| + 1, . . . , n} and
partition the Laplacian L accordingly as
L =
[
Lcc Lcd
Ldc Ldd
]
. (75)
Then, consider the solutions for an initial condition x0 =
[xc0 x
d
0 ]
> ∈ S(δ) that satisfies the set of equations
L¯ccx
c
0 + L¯cdx
d
0 6= 0, (76)
L¯dcx
c
0 + L¯ddx
d
0 = 0, (77)
and note that such solution exists as L¯dd is invertible.
(This follows from the standing assumption that the
graph G is connected and Lemma 1.) Recall that the left-
hand side of (77) can be written as L¯ix0 = 0 for i ∈ I\Ic
and, thus, as Vi(x0) = 0 with Vi as in (64). Furthermore,
since |Ic| > 2, the solution x0 can be chosen such that
xc0 /∈ C. Then, by the result (74), it follows that Vi is
non-increasing along trajectories, such that Vi(x(t)) = 0
for all i ∈ I \ Ic and all t > 0. Consequently, any trajec-
tory with initial condition x0 ∈ S(δ) satisfying (76)–(77)
satisfies xd(t) = −L¯−1dd L¯dcxc(t) for all t > 0.
In this case, the dynamics of the nodes with continuous
dynamics can be expressed as
x˙c = f c
(− (L¯cc − L¯cdL¯−1dd L¯dc)xc), (78)
where f c collects the Lipschitz continuous functions fi
in Assumption 6 for i ∈ Ic. As a result of Lemma 1, the
matrix Lcc−LcdL−1dd Ldc is itself a graph Laplacian, such
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Fig. 2. The underlying topology for the system in Example 12
that the dynamics (78) can be regarded as a special case
of (13) in which all nodes have continuous dynamics. As
such, the result follows from Proposition 8, finalizing the
proof of necessity.
Remark 11 In Lemma 9 and Theorem 10, we set the
edge weights of the graph G, i.e., wij, to one to simplify
the notation in the proofs. However, all results in this
paper hold for general positive wij. For example, it can be
verified that the calculations in (32)-(35), (44)-(46) and
(73) hold for the case with general edge weights.
We close this subsection with demonstrating the result
in Theorem 10 by an example.
Example 12 Consider the system (19) with xi ∈ R2
defined on the graph given in Fig. 2 and satisfying As-
sumption 6. Let p = 2 (i.e., the `2-norm is considered)
in sign defined by (14).
First, consider fi = sign, i = 1, . . . , 4 and f5 is the iden-
tity function. Hence condition (i) in Theorem 10 is satis-
fied. The trajectory of this system with randomly gener-
ated initial conditions is depicted in Fig. 3. Here we can
see that finite-time consensus is achieved.
Next, using the same initial conditions, set fi = sign, i =
1, . . . , 3 and f4, f5 the identity function. Then both con-
ditions (i) and (ii) are violated, so finite-time consen-
sus is not expected. Indeed, in this case we can only have
asymptotic convergence to consensus as shown in Fig. 4.
Notice that in both cases, the trajectories do not exceed
the unit circle which is compatible with Lemma 9.
4.2 Component-wise signum
In this subsection, we study another finite-time consen-
sus controllers in the form (11) using the component-
wise signum function (15). Similar to the reasoning in
subsection 4.1, in order to achieve the convergence to a
static vector in C, we introduce the following assumption
on the nonlinear functions fi in (11).
Assumption 13 For some set Ic ⊂ I, the function f
in (13) satisfies the following conditions:
(i) For i ∈ Ic, the function fi : Rk → Rk satisfies
fi(y) = [fi,1(y1), . . . , fi,k(yk)]
>, where fi,j is lo-
cally Lipschitz continuous satisfying fi,j(0) = 0 and
fi,j(yj)yj > 0 for all yj 6= 0 and j = 1, . . . , k;
(a) Phase portraits of xi, i = 1 . . . , 5 in the unit
disc in R2.
(b) Evolution of the two coordinates of xi, i =
1 . . . , 5. Finite-time consensus is achieved.
Fig. 3. Simulation of the first scenario in Example 12.
(ii) For i ∈ I\Ic, the function fi = signc.
Based on Assumption 13 and the component-wise
signum function, the dynamics of the components are
decoupled. Consequently, the following results can di-
rectly be derived from Section 4.1.
Corollary 14 Consider the differential inclusion (19)
satisfying Assumption 13. If one of the following two
conditions is satisfied,
(i) |I| = 2 and |Ic| = 0;
(ii) |I| > 2 and |Ic| > 1,
then the set S∞(C) = {x ∈ Rnk | ‖xi‖∞ 6 C, i ∈ I},
where C > 0 is a constant, is strongly invariant.
Notice that the controller (11) satisfying Assumption 13
has the invariant set S∞ defined by the `∞-norm. This
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(a) Phase portraits of xi, i = 1 . . . , 5 in the unit
disc in R2.
(b) Time evolution of the two coordinates of
xi, i = 1 . . . , 5. Here the convergence to consensus
is asymptotic but not in finite time.
Fig. 4. Simulation of the second scenario in Example 12.
is one major difference compared to (11) satisfying As-
sumption 6. The following corollary to Theorem 10 is
obtained in the scope of component-wise signum func-
tions.
Corollary 15 Consider the nonlinear consensus proto-
col (13) satisfying Assumption 13 and the correspond-
ing differential inclusion (19). Then, the following state-
ments hold:
(i) If |I| > 2, then all Filippov solutions of (19) converge
to consensus in finite time if and only if |Ic| = 1;
(ii) If |I| = 2, then all Filippov solutions of (19) converge
to consensus in finite time if and only if |Ic| 6 1.
5 Conclusion
In this paper, we considered the finite-time consensus
problem for high-dimensional multi-agent systems. Two
finite-time consensus control protocols are proposed,
one using direction-preserving signum and another us-
ing component-wise signum. The second controller uses
coarser information compared to the first one. However
the second one can only guarantee that the unit ball in
`∞-norm is strongly invariant, while the first one can
be designed such that the `p-norm unit ball is strongly
invariant for any p ∈ [1,∞]. For these two controller,
sufficient and necessary conditions were presented to
guarantee finite-time convergence and boundedness of
the solutions.
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