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1.序 論
あ る関数 の極値 を求め るとい う問題は,実 用上の価値 もあ るため,昔 か ら
多 くの数学 者 の 興味 をひいてきた。 この問題 の もっとも 単純 な形は,拘 束
条件が何 もない 場合 であるが,こ の場 合は,す くな くて も,関 数が十分 に
smoo七hでさえあれ ば,微 分法の機械的 な適用 に よって,極 値 の必要条件 を
容易に求 め ることが で きるので,理 論的 には,そ れほ ど問題にな らないであ
ろ う。 これ に反 して,多 くの慎重な と り扱いが必要 なのは,拘 束条件 が存在
す る場 合の関数 の極値 問題で あるが,こ れ も拘 束条件がすべ て等式 であ ると
きは,通 常の微 積分 のtextに もでてい るよ うに,理 論 的には,比 較的容易
eeこ の論文は筆者のdoctoraldisser七ationの一部分に基づ くものである。この
機会に,古瀬大六教授の日頃の学恩に深 く感謝する。なお,筆者は,た またま,
本年(昭 和43年)度の前期にmathematicalProgrammin9について講義する
機会にめ ぐまれたが,そ こでは,こ の論文で述べたようなtopicsに関して,つ
いに,ふれることができなかった.本稿はかなりexposi七〇ryな部分をふ くむの
で,筆者の講義をうけた諸君が,こ の論文によって,あ らためてこの方面に興味
をもたれるならば幸いである。
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に と り扱 うことがで きる。そ こで,も っとも問題をは らんでい るのは,拘 束
条件が不等式 の形で存在 してい る場 合であ って,通 常,拘 束条件 つ きの関数
の極値 問題 とい うときは,と り もなお さず,こ のtypeの 問題 を さす と考 え
て よい。 以下 では,極 値 の中で も,と くに最大値 を考 え ることにす る。最小
値 は符号 をかえた ものの最大値 と考 えれ ば よいか ら,こ の ことは何 ら一般性
を損な うものではない。
さて,不 等式の拘 束条件つ きの最大値問題は,多 くの経済 問題 にそ の適用
領域 を見 出す こ とがで きる。例 えぽ,技 術的な生産可能性 の拘束 の もとで,
あ る種 の評価関数 の値 を最大 にせ よ,と い う問題な どはそのひ とつ の典型で
あろ う。 これ らの極値 問題 に 登場す る関数 がすべ てlinearであれぽ,そ れ
らは理論上の側面か らも,計 算上 の側面か らも十分に究 明 され てい るlinear
programmingproblemとして定式化す ることがで きることは よ く知 られて
い る。 他方,そ れ らの問題 に登場す る関数が必ず しもlinearでなければ,
それ らはnon-1inearprogrammingProblemになるが,こ れ らの中では関数
(1)
の 形 が,と く にconcaveま た はconvexで あ る場 合,す な わ ち,concave
programmingproblemが 比 較 的 よ く研 究 さ れ て い る 。
non-linearProgrammingの理 論 的 問 題 の ひ と つ は,拘 束 条 件 つ き の 極 値
問 題 を 無 拘 束 の 極 値 問 題 に 帰 着 さ せ る 必 要 か つ 十 分 条 件 を も と め る こ と で あ
る 。 そ の 先 駆 的 業 績 は,周 知 の よ うに,KuhnandTucker[6]に よ る も の
で あ る 。 彼 ら はclassicalなsaddle-pointとい う概 念 のrevivalを こ こ ろ み
て,concaveprogrammingproblemは,あ るconstraintqualificationの
も と で,も と の 問 題 のLagrangeanformのsaddle-pointを求 め るproblem
と 同 等 で あ る と い う こ と を 証 明 し た 。 す な わ ち,KuhnandTuckerは 不 等
式 の 拘 束 条 件 つ き の 極 値 問 題 も,等 式 の 拘 束 条 件 つ き の 極 値 問 題 と 同 様 に,
(1)f(・v)がconcaveであ る とは,eE[e,1]に 対 して
f(e・vl+(1一θ)x2)≧θノ(xl)+(1一θ)f(x2)
が な り立 つ こ とを い う。f(x)がconvexと は 一一f(の がconcaveで あ る こ と
を1.、・う。
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無 拘 束 の 極 値 問 題 に 転 化 し うる こ と を あ き らか に した の で あ っ て,こ れ は 種
々 の 点 で きわ め て 有 用 な 定 理 で あ る。 こ の 定 理 で は,saddle-pointの存 在 は
concaveProgrammingproblemの解 の 存 在 を つ ね にimplyす るが,逆 は,
必 ず し も,つ ね に 真 で は な く,constraintqualificationが利 くの は,こ の
逆 のimplicationの導 出 に お い て で あ る こ とが 証 明 され て い る 。Kuhnand
Tuckerのconstraintqualifica七ionはか な り一 般 的 な 条 件 で あ る た め に,
具 体 的 問 題 が 実 際 に こ のc・nstraintqualifica七ionをみ た し て い るか,ど う
か を判 定 す る こ と は 困 難 で あ る。 そ こ で,容 易 に 判 定 が で き るconstraint
qualificationが求 め られ る が,Uzawa[10]はSlaterの条 件 の も と でKuhn
andTuckerの定 理 に 別 証 を あ た え た 。Slaterの条 件 は 簡 潔 な 形 を し て い る
の で,KuhnandTuckerのconstraintqualificationに比 べ て,そ れ が 実
際 に み た され て い る か,ど うか の 判 定 が 比 較 的 容 易 で あ る 。Slaterの条 件
が,KuhnandTuckerのconstraintqualifica七ionをや や 一 般 化 したcon-
straintqualificationのひ とつ の 十 分 条 件 に な っ て い る こ と の証 明 はArrow,
HurwiczandUzawa[2]によ っ て あ た え られ て い る。 い ず れ に して も,何
らか のconstraintqualificationのも と で,programmingproblemとそ の
Lagrangeanformのsaddle-pointを求 め る 問 題 と は 同 等 に な る 。 こ の こ と
は,前 者 の 問 題 を と く代 りに 後 者 の 問 題 を と い て も よい とい う こ とを い み し
て い る。
さ て,無 拘 束 の 極 値 問 題 を と くに は,上 述 した よ うに 微 分 法 を 適 用 す れ ぽ
よ い が,こ の こ とは,多 変 数 の 場 合 に は,一 般 的 に い え ば,非 線 型 の 連 立 方
程 式 を 結 果 す る こ とに な っ て し ま い,こ れ は 必 ず し も容 易 に は とけ な い し,
しか も,変 数 に 非 負 の 制 約 が 課 せ られ て い る と き は,連 立 不 等 式 とな る か
ら,と くこ とが 非 常 に 困 難 に な る 。 と こ ろ で,こ の よ うなsituationに対 し
て,経 済 学 で は 伝 統 的 に ひ とつ の 実 践 的 解 法 が 考 え られ て き た 。 す な わ ち,
Walrasが最 初 の 定 式 者 で あ る た め に,Walrasの 名 を 冠 してWalrasian
tatonnementとい わ れ,そ の 厳 密 な 定 式 化 をSamuelsonに負 うと こ ろ が 大
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で あ るmarketmechanismの数 学 的 表 現 こそ が そ れ に 他 な ら な い 。Walras
は 経 済 の 一 般 均 衡 体 系 は 机 上 で と く こ とは む ず か し い が,市 場 参 加 者 の 日 日
の 実 践 的 行 動 を 通 じて 解 が あ た え られ て 行 くと考 え た が,無 拘 束 のsaddle
-pointを求 め る とい う極 値 問 題 の 解 法 に も同 様 の 考 え を 使 う こ とが で き る。
Inethodofsteepestdecentとかgradientme七hodとよぼ れ るconcave
programmingのalgorithmはこ の 考 え 方 をformulateした も の とい う こ
と が で き る。 実 際,linearprogrammingのsimplexmethodの経 済 的 解 釈
が 可 能 な よ うに,gradientmethodの経 済 的 解 釈 も,の ち に 見 られ る よ う
に,ま た 可 能 な の で あ る 。 こ う した9radientmethodは1(ose[5],A「「ow・
HurwiczandUzawa[1コ嚇 こよ っ て 研 究 さ れ て い る。
この 論 文 で は,Kose[5]がformulateし たgradientmethodのあ る種
の 微 分 方 程 式 の 解 の 安 定 性 の 証 明 を 一 般 化 す る 。1(oseは こ の 微 分 方 程 式 の
解 の 安 定 性 に 関 して はlinearprogrammingの場 合 に つ い て の み 代 数 的 な 証
明 を あ た え た に と ど ま り,non-linearprogrammingにつ い て は 同 様 で あ る
と 述 べ て い る に す ぎ な い が,わ れ わ れ はlinear,non-linearの両 方 を ふ く
む 一 般 的 なcaseに 対 し て 証 明 を 行 な っ た 。 そ の 証 明 に はLiapounovの
secondmethodを用 い た が,こ こで 扱 わ れ る 微 分 方 程 式 に 対 して は,通 常 の
EuclideandistanceをLiapounovfunctionとし て 用 い て も,証 明 は う ま く
進 行 し な い の で,わ れ わ れ は こ の 微 分 方 程 式 に 対 して う ま く働 くLiapounov
functionを新 し く導 入 した 。 証 明 の 核 心 は こ のLiapounovfunctionの値 が
時 間 と と もに 減 少 し て 行 き,解 がsaddle-pointに次 第 に接 近 し て行 くこ と
を 導 くこ と に あ る。 従 っ て,わ れ わ れ の 議 論 は9radientmethodある い は
marketmechanismに対 す る1つ のmodifica七ionとみ な す こ と も で き る で
あ ろ う。
以 下,2節 で はconcaveprogrammingProblemを定 式 化 し,Kuhnand
Tuckerの定 理 をlemmaと し て 述 べ る。3節 で は,う え の 問 題 のalgorithm
を あ らわ す 微 分 方 程 式 を定 式 化 す る 。4節 で は 定 理 の 証 明 の 準 備 と して い く
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つ か のlemmaを 述 べ る。5節 で は こ の 論 文 の 主 要 結 果 で あ る安 定 性 定 理 を
証 明 す る 。
2.ConcaveProgramm;ng
f(x),gi(x)(ブ=1,…,m)は
一(x1
多η)≧・
に 対 して 定 義 せ られ た 連 続2回 微 分 可 能 な 実 数 値 関 数 とす る 。 さ らに,f(x),
9f(x)(ブ=1,…,m)はconcavefunctionとす る。 こ の と き,次 の よ うな
typeの問 題 をconcaveprogrammingの最 大 値 問 題 とい う。
最 大 値 問 題:
maxf(X)
subjectto
9ゴ(x)≧O(ブニ1,…,m),
.tr≧O.
こ の 問 題 にassociateしたfunctionとして 次 の よ うな 関 数g(x,わ を 定 義
す る 。
　あ
9(x,λ)一ノ(の+2]λゴg」(x),
ゴ・・正
《1).
こ のSp(」v,k)をconcaveprogrammingProblemのLagrangeanformと
い う。Lagrangeanformは,あ き ら か に,xに 関 し てconcave,λ に 関 し
てlinearで あ る 。(x,λ)がx≧0,λ ≧0に お け る ρ(x,λ)のsaddle-poillt
で あ る と は
9(x,λ)≦9)(Aろλ)≦～P(x,7・)forallx≧0,λ≧0;x≧O,λ ≧0
が な り立 つ こ と を い う。 さ て,saddle-poin七problemとは 次 の 問 題 を い う。
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saddie・pointproblem:
Lagrangeanformρ(x,λ)の ・v≧O・2≧0に お け るsaddle-pointを求 め よ 。
KuhnandTuckerの 定 理 はconcaveprogrammingの 最 大 値 問 題 が,あ
るconstraintqualificationの下 に,saddle-pointproblemに帰 着 す る こ と
を 証 明 し た も の で あ る が,こ こ で は,そ の よ うなconstraintqualification
と し てKuhnandTuckerに よ る も の よ り も や や き つ い け れ ど も,よ り
transparentなSlaterの条 件 を か か げ て お こ う。
Slaterの条 件:
あ るx*≧0が 存 在 し て,8ゴ(x*)>O(ブ ーL…,m)カ ミな り立 つ 。
Slaterの条 件 は 要 す る に
C・一{xjg」(x)≧0(ブ=1,…,m)}
と い う集 合 にinteriorが存 在 す る こ とを 要 請 す る も の で あ る 。 従 っ て,
Slaterの条 件 が な り立 て ば
intcキφ
とな る 。
Lemma1(Kuhn。ndTuckerの定 理).プ(x),9ゴ(x)はx≧0で 定 義 され た
concavefunctionとす る。 ま た,8ゴ(〃)はSlaterの条 件 を み た す も の とす
る。 こ の と き,xがconcaveProgrammin9の最 大 値 問 題 の 解 で あ る 必 要 か
つ 十 分 条 件 は,あ るZ≧0が 存 在 して,(x,λ)がsaddle-pointproblemの
解 とな る こ と で あ る。
こ のlemmaのstatementで 注 意 しな け れ ば な らな い の は,関 数 に 微 分
可 能 性 が 仮 定 せ られ て い な い こ と で あ る。 従 っ て,こ のlemmaは も っ と一
般 化 す る こ とが で き る の で あ っ て,こ の こ とに 関 し て は,Hurwicz[4]にょ
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る定 理 が あ る。
さ て,以 下 で は,g(x,λ)を 具 体 的 なLagrangeanformか ら切 りは な し
て,次 の よ うな 性 質 だ け を 仮 定 す る や や 一 般 化 した 形 で 考 え よ う。 妖 κ・λ)
はx≧0・ λ≧0に 対 して 定 義 せ られ た 実 数 値 関 数 で,xに 関 し てconcave・λ
に 関 してconvexと す る 。 さ らに,g(x,λ)はx,λ に 関 し て 連 続2回 微 分
の ラ
可 能 とす る。 こ の と き,つ ぎ のlemmaが な り立 つ 。
Lemmα2・ 〆 卑,λ)は うえ の 性 質 を もつ もの とす る 。 そ の と き ,(x,R)が
g(x・λ)のx≧0,λ ≧0に お け るsaddle-pointであ る 必 要 か つ 十 分 条 件 は 次
の(1),(2)がな り立 つ こ と で あ る。
sp・e(x・λ)≦oσ 司 ・… ・n),
　
(1)Σ 鰯o∬`(x・λ)一=O,ノ
=l
x≧0,
ρ・j(x・λ)≧o(ブ ー1・ … ・m)・
　 　
(2)Σ λブ～%(x,λ)=0・
{71
λ≧0.
これ か らは 簡 便 な か き方 と し て 関 数 記 号 の 上 にbarを つ け た と き は(x,λ)
に お け る評 価 を 示 す こ とに す る 。lemma2に よ っ て,¢(x,λ)がconcave
-convexのと き に は ,saddle-PointProblemの解 と し て は 条 件(1),(2)をみ た
す(x,λ)を 見 出せ ば よ い こ とが わ か る 。 と こ ろ で,ρ(x,λ)がstrictlyに
concave-convexでな い と きは,g(x,わ のx≧0,λ≧0に お け るsaddle-point
は 必 ず し もuniqueで は な い 。 従 っ て,lemma2の 条 件(1),(2)をみ た す
(x,λ)は,も し存 在 す る と して も,一 ・般 に はuniqueで は な い 。 す な わ ち,
(2)証明はKuhnandTucker[6]のlemmaland2をみ よ。
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あ る 無 限 集 合Gが あ っ て,(x,λ)E(i5なら ば,lemma2の 条 件(1),(2)をみ
のラ
た す と い う場 合 が あ る。 このGをsaddle-pointsetとい う。saddle-Point
setSの ご く基 本 的 な 性 質 はToshima[9]に よ っ て 注 意 され た 。 な お,い
うま で も な い が,㊥ 一 φ とな る 可 能 性 を 排 除 す る こ と は で きな い 。 そ こ で,
lemma2の 条 件(1),(2)をみ た す(x,λ)を 具 体 的 に 求 め る前 に,あ らか じめ
㊥ キ φ が 確 認 さ れ て い な け れ ば な らな い で あ ろ う。
い ま,g(x,λ)がLagrangeanformで あ る場 合 に は,ε キφ で あ る こ と
の ひ とつ の 十 分 条 件 は,集 合
R+7t∩C・・{xlx≧0,gf(x)≧O(ブー1,…,m)}
がcompactに な る こ とで あ る 。 実 際,こ の 条 件 が み た さ れ れ ば,concave
programmingの最 大 値 問 題 に は,す くな くて も,ひ とつ の 解 が 存 在 す る か
ら,KuhnandTuckerの 定 理 に よ っ て,Slaterの条 件 が み た さ れ て い る と
き に は,す くな くて も,ひ と つ のsaddle-pointが存 在 す る 。 よ っ て,㊥ キφ
で あ る。
以 下 で は,㊥#φ と仮 定 す る。
3.WatrasianTdt。nnem。nt
lemma2の 条 件(1),(2)をみ た す(x,わ にasymptotica1にattainす る
た め に,次 の よ うなmodelを 考 え て み よ う。 い ま,2人 のplayerX,.4が
い て,Xはvectorxの み をcon七rolす る こ と が で き,/1はvectorλ の み
をcontrolす る こ と が で き る も の と す る 。 ま た,playerXのgainはg(x,
λ)で あ らわ さ れ,player〆iのgainは 一`P(x,λ)であ ら わ さ れ る も の と す
る 。 す な わ ち,playerXとplarer・1のtota19ainは0で あ る 。 こ れ か ら
しば ら くの 間 は,κ ・λ が え ら ば れ る 範 囲 に 何 の 制 約 も な い も の と 考 え て お こ
(3)9(x,λ)が ・rvに関 してconcave,λに 関 してconvexな らば,saddle-point
のconvexlinearcombinationは,また,saddle-pointにな るか ら,saddle
-Pointがuniqueでな け れ ば ,9は 無 限 集 合 に な る。
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う。playerX,Aは互 い に 適 当 に,そ れ ぞ れ,x,λ を え ら ん で,自 己 のgain
を 最 大 に す る よ うに 行 動 す る も の とす る 。 そ うす れ ば
伽`(夙λ)
は,playerXがxiをcontrolす る こ とに よ っ て え られ るmargillalgain
で あ る。 従 っ て,も し こ れ が 正 で あ る な らぽ,playerXはXdを さ らに 増
加 させ る よ うにcontrolする こ と に よ っ て,彼 のgainを 増 加 さ せ る こ とが
で き る で あ ろ う。 逆 に,負 で あ る な らば 貌 を 減 少 させ た 方 が よい 。 同 様 に
一ρ・
」(x・λ)
は,player'tの る に 関 す るmarginalgainであ るか ら,彼 は これ が 正 で
あ る か,ま た は,負 で あ る か に よ っ て,λ ノを 増 加 ま た 嫡 減 少 させ て 自 己 の
gainを増 加 させ る こ と が で き る 。 例 え ば,Xは 生 産 者 で,ρ 。あ(x,わは 第i
財 の 限界 収 益(限 界 収 入 と限 界 費 用 の 差)を あ らわ し,」 は 生 産 要 素 の 供 給
者 で,勉(%λ)は 第 ブ 生 産 要 素 の 超 過 供 給 量 を あ らわ す と考 え れ ば,上 で
述 べ た こ とは,生 産 者 は 限界 収 入 と限 界 費 用 を 比 較 して,そ の 正 負 に 従 っ て
生 産 量xをcontrolし,生 産 要 素 供 給 者 は 生 産 要 素 の 需 給 量 を 比 較 して,
生 産 要 素 価 格Rを 定 め る とい うbehaviorをあ らわ す もの で あ っ て,こ れ
は,ま さに,生 産 物 市 場 と生 産 要 素 市 場 のmechanismに 他 な らな い 。 そ こ
で,こ れ を 微 分 方 程 式 を 用 い て
(3.1),1即 。i,(向 ・… ・%)・
(3・2)2・一 一9・J(ブー1,… ・m)
の
の よ うに 表現す ることがで きる。 ところが,こ こで問題なのは生産量 万 と
生産要素価格 λは,本 来,非 負でなければ な らない とい う条 件が課 され て
い ることで ある。 すなわ ち
x≧O,λ≧0
(4)変数の上のdotは時間tに 関して微分することを示す。すなわち
4
κ≡一 濯dt
で あ る。
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でなけれ ぽな らない。 このため,例 えば,(3.Dで 第i生 産物の限界 費用
が限界 収入を上 廻 っていて も(す なわ ち,%が 負にな っていて も),す でに
〃tが0に な ってい るときは,Xi,はもはや 減少 しない よ うに しなけれ ばな ら
ない。(3.2)につ いて も同様 の ことを考 えれ ば,微 分方程式③は次 の よ うに
か きあ らため られなけれ ばな らない ことにな る。
一{凱:f謡黙<%-L… …)・
(4)
ん∴ 臓 畿 〉㌦ 一1・…,m)・
も し微 分 方 程 式(4)に解 が 存 在 し て,あ る(ゑ2>で,ir、 一ろ 一〇(i-1,…,n;
ブ=1,・.・,m)とな る な らば,(夙 ノ)∈㊥ で あ る。 実 際,ル`=0で あ れ ぽ,
SPXi==oか,また は,Xti・=OかつSOXi<0で な け れ ば な ら な い か ら,lemma2
の 条 件(1)がな り立 つ こ と は あ き らか で あ ろ う。 条 件 ② が 成 立 す る こ と も 同
様 に し て わ か る 。 従 っ て,微 分 方 程 式(4)に解 が 存 在 して,彦 → 。。 の と き,
xe→0,ろ→0と な れ ば,(4)であ らわ さ れ るmarke七mechanismは実 践 的 に
saddle-pointproblemをと い た こ と に な る で あ ろ う。 微 分 方 程 式(4)の解 の
存 在 と 安 定 性 の 問 題 はKose[5],uzawaE11],Morishima[7コ,Yamamoto
[13],福岡[14],古 瀬[15],戸 島[16]な ど に よ っ て か な り詳 細 に 論 じ られ
(5)
て い る 。さ て,微 分 方 程 式(4)の解 のx成 分 が 安 定 と な る た め に は ρ(x,λ)がx
に 関 し てstrictlyconcaveでな け れ ば な ら な い 。 こ の た め に は,ρ(x,λ)が
Lagrangeanformであ る場 合 に は,f(x),9ゴ(x)(ブー1,…,m)の うち の す
くな くて もひ とつ の 関 数 がs七rictlyconcaveでな け れ ば な らず,linearpro-
grammingの場 合 が 排 除 され て し ま う こ と に な る。 ρ@λ)がxに 関 し て
strictlyconcaveでな け れ ぽSamuelson[8]が述 べ て い る通 り,(4)の解 は
(5)微分方 程式(4)の右 辺は不連続 であ るか ら,通 常 の微分方程 式 の解 の存在 定理 に
よって,(4)の解 の存在 をい うことはで きな い。 これが この型 の微分方程式 につい
てい くつ か の論文 がかかれ たひ とつ の理 由であ る。
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安 定 で は な く,limitcycleをつ くる。 そ こで,Iinearprogrammingの場 合
に は,saddle-pointにa七tainするmarketmechanismとし て 微 分 方 程 式
(4)は妥 当 性 を 欠 くも の で あ る。.その た め,Kose[5コ は(4)をmodifyした 次
の よ うな 微 分 方 程 式 をproposeし た 。
(5)y=`iS・1(sp・,+so・1)('=1・'●.・n)・
λゴー 一 δ・
ゴ(～P2」十 仰,)(グ 司,… ・m),
転一{1温lld蝋 《α
馬一1瓢櫨ld卿 ・>o'
(5)と(4)の違いは微 分方程式 の右辺に 伽iあ るいはSPA.tとい うtermが含 ま
れてい るか,否 か とい うところにあ ることは一見 してあ き らか であろ う。 こ
く　　
れ は 経 済 的 に は ど の よ うに 解 釈 す る こ とが で き る で あ ろ うか 。Arrowand
Solow[3]によれ ぽ,微 分 方 程 式(5)は,1inearcaseでは,extrapolationに
基 づ い たmarketmechanismを あ らわ す も の で,生 産 者 はcurrentprice
で は な く,extrapolatedPriceとcostとの 比 較 を 行 な い,一 方,生 産 要 素
市 場 はcurrentexcesssupPlyでは な く,extrapola七ingexcesssupPlyセこ
よ っ てadjustをうけ る と い う解 釈 を 許 す もの で あ る。Koseは 微 分 方 程 式(5)
がlinearであ る と き,そ の 特 性 根 のrealPartは負 と な る こ と を 証 明 した 。
こ の こ とか ら(5)がlinearであ れ ぽ,そ の 解 は 安 定 で あ り,従 っ て,齢 。。 の
と き,髪 →0,λ,→0と な る こ とが い え る か ら,(5)のmarke七mechanismは
linearprogrammingに対 応 す るsaddle-pointproblemを実 践 的 に と くも
の で あ る。 しか し,Koseは,non-linearcaseに対 して は,こ のmarket
mechanismによ っ て 解 は 一 層dampす る で あ ろ う とい うconjectureを述
㈹ 古瀬教授 は,吻 £な どは,物 理 的には,摩 擦 と考 え られ る,と 筆 者に個人的 に
語 られ た ことがあ る。 この解釈 はlimitcycleを示 す(4)の解が(5)では安定的 にな
る ことの直観的 理由 を明快 に示 してい る。
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べ て い る の み で,解 の 安 定 性 の 証 明 は あ た え て い な い 。 わ れ わ れ は,以 下
で,g(x,λ)がconcave-convexであ る と き に も,微 分 方 程 式(5)の解 は 安 定
で あ る こ とを 証 明 す る。
4.予 備 的 結 果
vectorとmatrixを次 の よ うに 定 義 す る。
　 (1:1)
,　(1:1),
伽 一[s・・、・,ゴ](疹一1・ …,n;ブ ー1・ … ・n),
sp2a・一[s・、R」コ(i-1・ …,m;ブ 司 ・ … ・m)・
{・…==[9・、・j]σ 一1・ … ・n;ブ=1,… ・m)・
伽 一[ρ 励 コ(i--1,… ・m;グ ー1・ … ・n)・
次 の1emmaは あ き ら か で あ る 。
Lemma3・ ψ(x,わ が 連 続2回 微 分 可 能 で あ る な らば
(1)
侮 λ=～ρ翻
が な り立 つ 。
さ て,微 分 方 程 式(5)はvec七〇rnota七iollとmatrixnotationによ っ て,
くの
次 の よ う に か く こ と が で き る 。
x一 δx(9x+9xxx+9x2.lt),
(5')..
λ一 一 δ、(SDλ十sρRx」V十92λλ),
《}:)/一(1),
(7)Primeはvectorまた はmatrixの 転 置 を示 す 。
(8)9xな どは 実 際 に微 分 演 算 を実 行 して み よ。
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Lemma4・ ρ(x,λ)がxに 関 し てconcave,λ に 関 し てconvexで あ る と
す る 。 さ ら に,妖 瓢 λ)は 微 分 可 能 で あ る と す る 。 そ の と き
勢(κ,λ)一ρ(κ,λ)≦～ρ即'(κ一 の,
Yr・(x,λ)一一9(x,2)≧gl(・il-・PL)
が な り立 つ 。
Lemmq5・9(x,λ)がxに 関 し てconcave,λ に 関 し てconvexで あ る と
す る 。 さ ら に,9(x,λ)は 微 分 可 能 で あ る と す る 。 そ の と き
0≦co`n'(x-x)一{アλ'(え一2)for(x,λ)E(5
が な り立 つ 。
証 明:1emma4に よ り,一 一般 に
¢(x,k)-9(x,λ)≦qx'(x-x)-q2'(R・一・il)
が な り立 つ 。 他 方,(x,λ)c5な ら ば,saddle-pointの定 義 か ら
ρ(x,λ)≦9(x,λ)≦9(x,λ)f・rallx≧0,λ≧0
で あ る か ら
Oq≦(x,λ)-gn(x,2)
が え ら れ る 。(証 明 終)
Lemmα6・g・(x,◎ はxに 関 し てconcave,λ に 関 し てconvexと す る 。
さ ら に,g(x,λ)は 連 続2回 微 分 可 能 で あ る と す る 。 そ の と き,qxxは
negativesemi-definite・仰 λ はPositivesemi-definiteにな る 。 す な わ ち
(9)証明はKuhnandTucker[6]のlemma3を み よ。
一14一
η'Sρ`r.xη≦0
ξ'92E≧0
が な り立 つ 。
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forallηERn,
forallξEI～ 「n
こ のlemmaの 証 明 は,例 え ぽ,戸 島[17]に み られ る が,そ の 証 明 は,
多 少,不 完 全 で あ っ た の で,こ こ で 改 め て 証 明 し て お く こ と に し た い 。
Iemm。6の 証 明:伽 がpositivesemi-definiteであ る こ と は,SP、rarが
negativesemi-definiteであ る こ と と ま っ た く 同 じ方 法 に よ っ て 証 明 で き る
か ら,こ こ で は,g。 。 がnegativesemi-definiteであ る こ と の み を 証 明 す
る 。 い ま,XEintR,n,rldRnな ら ば,十 分 小 さ なtの 値,例 え ば0<t≦t,
に 対 し て
x十 彦η∈1～+n
と す る こ と が で き る 。X,RER.m,η を 固 定 し て
F(t)=～o(x十渉η,λ)
と お く。tl,t2E(0,t]なら ば
F(θ彦⊥十(1一 θ)t2)=～o(x十[θti十(1一θ)彦2]η,2)
=～ク[θ(x十'1η)十(1-〃)(x十t2η),2]
≧ θ～o(x十t1η,2)十(1一θ)ψ(x十ちη,2)
=θF「(t⊥)十(1一θ)F(t2)(θ{「[0,1.])
と な る か ら,F(t)は(0,t]でconcavefunctionで あ る 。 よ っ て
4罪 の ≦ ・f
・・allt,(・,7]
が な り立 つ 。 こ こ で,極 限 を とれ ば
d2F(o).≦o
dt2一
と な る。 これ か ら,左 辺 を 実 際 に 計 算 す れ ば
η'9xx(x,λ)η≦0
が え られ る。Xはin七R+nの 任 意 のVeCtOr,λはR+mの 任 意 のVeCtOrで
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あ る か ら
η'9ca'(x,λ)-r/≦OforallxEintR+π,2.ER+'t「L
が な り立 つ 。 吻 。 は 仮 定 に よ っ て 連 続 で あ る か ら,実 は 上 の 不 等 式 は す べ て
の 班 凡 兄,惹1～啓 に 対 し て な り立 つ 。 こ こ で,η はRnに 属 す る 任 意 の
vectorであ る か ら,結 局 は
η'～P:i・,rny≦Oforallηf.石～'↓
と な る 。 す な わ ち,仰 。 はnegativesemi-definiteであ る ◎(証 明 終)
い ま,matrixKを
K-L;ll一笥コ
と定義す る。
Lemm。7・g(x・2)はxに 関 し てconcave,Rに 関 し てconvexと す る 。
さ ら に,¢(x,λ)は 連 続2回 微 分 可 能 と す る 。 こ の と き,Kはnegative
semi-definiteであ る 。
証 明:rpdRn,ξ ∈R'nとす れ ば
① κ(1)《班 謝 聯](1)
=η'{Pxx77+η'～o韻ξ一 ξ'9Xxrp一ξ'9)Raξ.
lemma3を 使 え ば,右 辺 は さ ら に 次 の よ う に な る 。
η'sρ,r、"17+lf'9、rk一η'q:t,ξ一 ξ'g,).ξ
==)(7'SiPxxi7一ξ'9)22ξ≦0
こ の 最 後 の 不 等 式 はlemma6か ら 出 る 。(証 明 終)
Lemm。8・ ρ@λ)はxに 関 し てconcave,λ に 関 し てconvexと す る 。
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さ ら に,9(x,λ)は 連 続2回 微 分 可 能 と す る 。 こ の と き
xyx一如 λ≦0
が な り立 つ 。
証 明:万 卿 一 ス仰=ル(9xxx十sρx2・PL)
一 λ(9i.xx十～oえλλ)
一(1)'K(1)
と な る か ら,lemma7に よ り
xgx-JlspR≦0
が な り立 つ 。(証 明 終)
さ て,こ こ で,quasi-stableとい うconceptを 定 義 し て お こ う。 微 分 方
程 式(5')の解 がquasi-s七ableであ る とは ・ 任 意 の 初 期 条 件(」vo・Ro)≧0に対
し て,次 の2つ の 条 件;
(1)(5')の解(x(彦),λ(t))はboundedであ る 。 す な わ ち,あ るMが 存
在 して
il(x(の,λ(の)11≦M
と な る。
(2)t→c。の と き の(x(t),λ(t))のlimitpointはす べ て9に 属 す る。
す な わ ち,t-→。。 と な る あ る 数 列{t:y-1,2,…}に 対 し て
lim(x(ち),え(ち))
レ→QO
が 存 在 して
lim(x(ち),2(ち))`㊥
v→ ◎o
と な る。
が み た され る こ とで あ る。 こ こ で,次 の1emmaをUzawa[12]に 従 っ て
証 明 す る こ と が で き る 。
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Lemma9・ ㈹ 微 分 方 程 式(5')には,任 意 の 初 期 条 件(xo,RO)≧0に対 し
て,uniqueで か つcontinuousに定 ま る解(x(彦),λ①)がt≧Oで 存 在 し,
く　の
(B)その 解 はR.n+'t「eのcompactsetに ふ く ま れ,さ ら に,(C)あ る 連 続 関 数
ψ(x・2・)がR+n+mで 定 義 さ れ,任 意 の(威 えo)ER+n+mに 対 し てUf⑦==
¢[x(の・2(t)コは(x(t),λ(t))eGの と き,tのdecreasingfunctionに な る
も の と す る 。 こ の と き,微 分 方 程 式(5')の 解 はquasi-stableであ る 。
こ のlemmaに よ っ て,微 分 方 程 式(5')の解 がquasi-stableであ る こ とを
示 す に は,仮 定(A)がみ た され て い る と き は,そ の 解(x(t),λ(彦))がbounded
で あ る こ と と,あ る 関 数a(x,R)が 存 在 して,仮 定 ⑥ を み た す こ と の2つ
を 示 せ ぽ よ い こ とに な る。
5.安 定 性 定 理
安 定 性 定 理.g(X,λ)はXに 関 してconcave,Rに関 してconvexで,
か つ,P(x,λ)は 連 続2回 微 分 可 能 で あ る と す る。 ま た,微 分 方 程 式(5り
に は,任 意 の 初 期 条 件(xo,λo)≧0に 対 してvniqueで か つc。ntinu。usに
定 ま る解(x①,λ(の)がt≧0で 存 在 す る も の とす る。 さ ら に,㊤ ≒φ と
す る。 こ の と き,微 分 方 程 式(5)の 解 はquasi・stableであ る 。
証 明:ま ず,任 意 の(X,λ)E(95に対 し て
D(x,R)-1[(励'(x--1)+(λ 一b'(z--i)](x・ λ)ER・・+m
と お く。
ユ
[2D(x,λ)]享
はEuclideandistanceであ る こ と は あ き ら か で あ ろ う。D(x,λ)を 用 い て,
ψ(κ,λ)を 次 の よ うに 定 義 す る 。
ψ(x,λ)=-D(x,λ)一[9xi(x-x)-9P/(λ一 え)].
⑩Euclid空 間 のcompac七setと はclosedandboundedsetの こ と を い う。
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lemma5に よ り,右 辺 の 角 括 弧 の 中 は 非 負 で あ る か ら
0≦D(x,λ)≦φ(x,R)
が な り立 つ 。 よ っ て,φ(x,λ)がboundedな らば,D(x,R)もbounded
で あ り,従 っ て,(x,2)もboundedで あ る。 ま た,ψ(x,λ)-0で あ れ ば,
上 の 不 等 式 か ら,D(x,λ)==Oとな り,(x,2)一=(x,2)`㊥で な け れ ぽ な らな
い 。 逆 に,(x,λ)==(x,λ)E∈5ならば,あ き らか に
jD(x,λ)=-O,
卿'(x一め 一 ρノ(R一λ)=O
で あ るか ら,φ(x,λ)=Oで あ る 。 さ て
Uf⑦一 φ(x⑦,λ(彦))t≧0
と お く。 こ こ で,(x①,λ(t))は 微 分 方 程 式(5')の任 意 の 解 とす る 。 さ て,
定 理 を 証 明 す るた め に は,前 節 の 最 後 で 注 意 した よ うに,ザ(t)がlemma9
の 条 件(C)をみ た し,か つ,(5')の 解 がboundedで あ る こ とを 示 せ ぽ 十 分 で
あ る。 と こ ろ が,非 負 で 有 限 な 任 意 の 初 期 条 件 か ら出 発 す る(5')の任 意 の
解 に 対 して,μ 「t(t)がtのnon-increasingfunctionであ れ ば,T(t)は 有 界
と な り,上 述 の 理 由 に よ り,(x(t),λ(t))もboundedであ る こ と が い え る
か ら,結 局,ザ(t)がlemma9の 条 件(C)をみ た す こ とだ け が い え れ ば よ い 。
そ こ で,㌍ ① を 彦に 関 し て 微 分 し よ う。
か(の 一〔κ(の一頑(の+[λ(の一歌 の一レ(彦)一肩砺
一 fl①'9。+[λ⑦ 一7]'φλ+え(の'ρ、.
こ こ で,右 辺 の 第1項,第2項 のir,2に 微 分 方 程 式(5')の右 辺 を 代 入 す れ
ば
静(の 一[x⑦ 一死]'δ。(q.c+4・x)一[λ(彦)一加(財 φ、)
一一[x(t)一死]'φ。一'i'(の'9。+[2⑦一i]'φ汁 え(t)'q2
を う る 。 以 下,新 し く次 の よ う な 記 号 を 使 う こ と に し よ う 。
xτ(の一 δ.誕 の,λ1(t)==δ2λ ①,
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x(彦)=xl(彦)十xll(t),λ(t)=・ ・λ1(の 十 λII(t),
xl==δxx,2i=δ ええ,
X==xl十xll, ,、 λ=,ili十ZII,
9x・==δxgx十9xll,92=δ292十9211,
qx=δxgx十9xll,SOz・=6'ayρ2十9211.`
そ こ で,こ れ ら を 使 え ば
岳 び(t)==[xl①一li]'(S・m+sl)n:)一[Z・① 魂 コ'㊥+φ ・)
一[ガ(の一一x]'～乙)x→一[2(t)一λ]'～ρλ一 κ(の'～ρ皿十 λ(の'～ρλ
=[x(の一x]'(9x十9x)一[xll(t)一.」tll],(9x十9x)
一[λ(t)・一えコ'(9R十92)十[えII(の一 λII]'(卿十q2)
一一[x(t)-x]'9.r十[λ(t)一λ]'9ρλ一x(の'9x十λ(t)'92
と な る 。1emma5に よ り
[x(t)一一・x]'9x-[λ(t)一λ]'～の≦0
が な り立 つ か ら,次 の 不 等 式 が え られ る 。
4-・_・
互『Ψ(t)≦一[xll(彦)-xll]'(9x+Pの+[λII(t)一一一λIIコ'(ψ汁 ρ2)
一 ル⑦'伽+2(t)'qR.
ふ た た び,上 で 定 義 し た 記 号 を 用 い れ ば,こ の 不 等 式 の 右 辺 は
一[xll(彦)-xll]'(9x十9x)十[ZH(t)一λII]'(q2十SPA)
一一・if(t)'(6,。'sDx+9,,,II)+え(の(δ漁+ρ えII)
と か く こ と が で き る 。 と こ ろ で,微 分 方 程 式(5う か ら
δ.TSOx・=Af(t)一δ即 鎧,
δえρλ=一 λ(の一 δλ～ρえ
と な る か ら,こ れ ら を 上 式 に 代 入 す れ ば
♂ 一 ・_・
i;,TUf(t)≦一[xll(t)-xll]'(qx+9x)+[λII(t)一λII]'(92+(P2)
一19一
一x(t)'[x(彦)一δx～Ox→一～Oxll]・十 λ(彦)'[一λ(診)一δa9)2十～PAIIコ
を う る。 一 般 に
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一x(彦)'x(t)一λ(t)'λ(の≦0
が な り立 つ が,微 分 方程 式(5')に対 し て,こ の 式 で 不 等 号 が な り立 つ の は,
(x(t),λ(彦))69のと き で,そ の と き に 限 る。 実 際,も し,2(t)=,2(t)=・Oとな
る,あ る(ル*,λ*)が あ れ ば
9x(x*,R*)=ψλ(x*,λ*)=0
と な る か ら,微 分 方 程 式(4)の場 合 と 同 じ よ うに
(x*,λ*)`s
と な る。 逆 に
(x(の,2(の)=(x,λ)`s
で あ れ ぽ,x(彦)=-Z(t)コ0とな るか ら,lemma2を 考 慮 す れ ぽ,こ れ は 微 分
方 程 式(5t)の解 と な る こ と が わ か る 。 従 っ て,x① 一・λ① 一〇 と な る 必 要 か
つ 十 分 条 件 は
(x(t),λ(の)==(x,λ)`㊥
とな る こ と で あ る。 よ っ て,(多①,λ(の)ξ ㊥ で あ れ ば
一2(t)"t(彦)一え(t)'え(t)<o
で な け れ ば な らな い 。 しか も,さ らに,次 の こ と が い え る 。 す な わ ち,有 限
なtに 対 し て,saddle-point以外 の 点 か ら 出 発 した(5')の解 が
(∬⑦,λ ①)乏 ㊥
とな る こ と は な い 。 な ぜ な らば,も し,saddle-point以外 の 点 か ら出 発 した
(5')の解 が,あ る有 限 なt'kで
(x*,λ*)fG
にattainした とす れ ば,t*以 後,(x*,λ*)に と ど ま っ て い て も,上 に 述 べ
た 理 由 に よ っ て,そ れ は(5')の解 で あ る。 他 方,最 初 か ら,(x*,λ*)に と
ど ま っ て い る も の も,(X*,λ*)を初 期 条 件 と す る(5')の解 で あ り,こ の 場 合
は,ふ た た び ≠*以後
(x(の,λ(t))=(x*,λ*)
と な る 。 こ れ は(5')の解 が 初 期 条 件 に 関 し てuniqueで あ る と い う仮 定 に 反
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す る。従 って,辞 は有限であ りえない。
さて,(κ(彦),λ⑦)駅 う な らば,上 に述べ た ことか ら
款 ①<一 レ ・・(t)-li・コ'(9x+㊧+[λ ・・(t)一一一7ii](S・・+φ、)
+,i・(の'δ。ψ∬一 髭(t)'9。ii--2(t)'δR(ll,+2(t)'921i
を う る 。 右 辺 を 上 で 定 義 し た 記 号 を 使 っ て か き か え れ ば
一[xll①一一xll]'(9x十9x)+[λII(彦)一一λiI]'(sρR+鰍)
一21一
十x(彦)'9x-x(彦)'9xii--x(t)'sp灘ii一λ(t)'SOA十λ(t)'qλll十λ(t)'9211
と な る 。lemma8に よ っ て
x(t)'SPx-R(の'92≦0
が な り立 つ か ら,結 局,(万(の,λ ①)ξ ㊥ な ら ば
4_・_・
万 昭(t)<一 一[xll(t)一謬II]'(9・+ψの+[λII(彦)一一λII]'(s・a+ρ・)
-x(t)「(仰II十9xll)十λ(t)'(fiOAII十9211)
が え ら れ る 。 こ こ で 、
一 ル(彦)'(卿11+ilxll)+え(t)'(spλIL+ψ,ii)一一〇
と な る 。 実 際
髭(t)=qxi+foxiなら ば 卿 乞II+gbXiiI・・O・
庵(t)・Oな ら ぽ ～%+sl)Xi・90XilI+{1)Xill
で あ か ら
一x(彦)'(9xll十伽II)=0
は あ き ら か で あ る 。 λ(t)'(g・II+g211)が0にな る こ と も 同 様 に 証 明 で き る 。
従 っ て,上 の 不 等 式 の 右 辺 は
一[xll(の一一晃il]'(9x十ψx)+[ZII(の一 評1]'(soλ+sbλ)
と な る が,実 は,こ れ は
xll'(9x十9x)一λII'(～の 十 仰)
に ひ と し い 。 何 故 な ら ば
δXi・=1ならぽAfill==o・
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δ縄 一 〇 な ら ばXili=Xi,(の一 〇
で あ る か ら
xll'(so.v十9a')-0
が な り立 つ か ら で あ る 。 同 様 に,・illl'(～ρλ十 ρえ)が0に な る こ と も い え る 。 最
後 に
δ勉 一1な ら ぽXiii==o・
δ.i=・oなら ばx,il==xi≧0か つso・ct+so・;i<0
か ら
xll'(～o.x十9a')≦0
が 導 け る 。 同 様 に
λII'(92+92)≧0
を 導 く こ と が で き る 。 よ っ て,(底 の,λ(の)在 ㊥ な ら ば
4
函μ①<o
で あ る 。 ゆ え に,lemma9に よ り,微 分 方 程 式(5')の解 はquasi-stableで
あ る こ と が 示 され た こ とに な る。(証 明 終)
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