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Abstract
The existence and concentration behavior of nodal solutions are established for the equation −2u +
V (z)u = f (u) in Ω , where Ω is a domain in R2, not necessarily bounded, V is a positive Hölder continuous
function and f ∈ C1 is an odd function having critical exponential growth.
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1. Introduction
Many recent studies have focused on the nonlinear Schrödinger equation
ih
∂Ψ
∂t
= −h2Ψ + (V (z)+E)Ψ − f (Ψ ) for all z ∈ Ω, (NLS)
where  > 0, Ω is a domain in RN , not necessarily bounded, with empty or smooth boundary.
Knowledge of the solutions for the elliptic equation
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{−2u+ V (z)u = f (u) in Ω,
u = 0 on ∂Ω (P )
has a great importance in the study of standing-wave solutions of (NLS). In recent years, the
existence and concentration of positive solutions for general semilinear elliptic equations (P)
for the case N  3 have been extensively studied, see for example, Bartsch, Pankov, and Wang
[8], Bartsch and Wang [9], Floer and Weinstein [19], Oh [25], Rabinowitz [26], Wang [28], Alves
and Souto [6], del Pino and Felmer [17], Alves, do Ó and Souto [2], do Ó and Souto [18] and
their references.
In [26], by a mountain pass argument, Rabinowitz proves the existence of positive solutions
of (NLS), for  > 0 small, whenever
lim inf|z|→∞ V (z) > infz∈RN
V (z) = γ > 0.
Later Wang [28] showed that these solutions concentrate at global minimum points of V (x) as 
tends to 0.
In [17], del Pino and Felmer find solutions which concentrate around local minimum of V (x)
by introducing a penalization method. More precisely, they assume that an open and bounded set
Λ compactly contained in Ω satisfies
0 < γ  V0 = inf
z∈ΛV (z) < minz∈∂ΛV (z). (V1)
Existence of nodal solutions for general semilinear elliptic equations for the case N  3,
 = 1, and f has a superlinear growth were showed by Bartsch and Wang in [10,11] and Bartsch,
Chang and Wang in [13]. For the case involving  > 0 sufficiently small, some results involving
concentration of nodal solutions can be found in the works of Bartsch, Clapp and Weth [7],
Noussair and Wei [23,24] and Alves and Soares [5].
The primary focus of this paper is on the existence of nodal solutions of (P) concentrating
in a given set of local minima of V (x) in the case N = 2.
In R2, the natural growth restriction on the function f is given by the inequality of Trudinger
and Moser [22,27]. More precisely, we say that a function f (s) has a critical growth if there is
α0 > 0 such that
lim|s|→∞
|f (s)|
eαs
2 = 0 ∀α > α0 and lim|s|→∞
|f (s)|
eαs
2 = +∞ ∀α < α0.
In the present paper, we suppose that f has critical growth, in addition, we assume that f ∈
C1(R) is a odd function satisfying the following assumptions:
(f1) There exists C > 0 such that
∣∣f (s)∣∣ Ce4πs2 for all s ∈R.
(f2) f (s) = o1(s) near the origin.
(f3) There exists a constant θ > 2 such that
0 < θF(s) sf (s) for all s ∈R.
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f (s)
s
)′
> 0 for all s ∈ (0,+∞).
(f5) There are constants p > 2 and Cp > 0 such that
f (s) Cpsp−1 for all s ∈ [0,+∞),
where
Cp >
[
2θ(p − 2)
p(θ − 2)
](p−2)/2
S
p
p
and
Sp = inf
u∈H 1(R2)\{0}
(
∫
R2(|∇u|2 +Mu2) dz)1/2
(
∫
R2 |u|p dz)1/p
,
with M = maxz∈Λ¯ V (z).
Our main result is the following:
Theorem 1.1. Suppose that f and V satisfy (f1)–(f5) and (V1) respectively. Then, there exists
0 > 0 such that (P) possesses a nodal solution u ∈ H 10 (Ω), for every  ∈ (0, 0). Moreover,
u possesses just one positive local maximum point p1 and one negative local minimum point
p2 ∈ Ω , which are in Λ. We also have V (pi) → V0, as  → 0, for i = 1,2.
The proof of the existence and concentration of nodal solutions to (P) is motivated by [5]
and by some ideas developed in [1,3,16]. To obtain a nodal solution we adapt some methods
developed in [12,14,17], and to prove the concentration we employ an argument from [5]. How-
ever, we use a different approach of those explored in [5,17], because we are considering critical
exponential growth in R2; as a result, some estimates that appear in this kind of problem cannot
be obtained using the same type of arguments explored in the case N  3.
This paper is organized as follows. In Section 2 a modified problem is considered which is
used to show the existence of the nodal solution to (P). Some lemmas and propositions used
in the proof of the main result are proved in Section 3. Finally, Section 4 offers a prove of
Theorem 1.1.
Notation. In this paper we use the following notations:
• The usual norm in Lt(Ω) will be denoted by |.|t .
• C denotes (possible different) any positive constant.
• BR(z) denotes the open ball with center at z and radius R.
• In all the integrals we omit the symbol “dz.”
• v+ and v− are the positive and negative parts of a function v respectively, that is
v+(z) = max{v(z),0} and v−(z) = max{−v(z),0}.
• For each  > 0, Ω = Ω and Λ = Λ . 
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To state some estimates in the next sections, the existence of positive least energy solution for
−u+μu = f (u), in R2 (Aμ)
it is necessary.
In the seminal paper [15], Berestycki and Lions established the existence of least energy
solution for (Aμ) in RN , N  3, by assuming that f has a subcritical growth. Similar result in-
volving a class of problems with critical growth was established in [4]. Both the cases the results
do not require a restriction on μ> 0. For the case N = 2 and that f has a subcritical exponential
growth, the existence of least energy solution was established by Jeanjean and Tanaka [21]. In
this article, where a critical case in R2 is considered, we are able to prove the existence of least
energy solution for (Aμ), for every μ ∈ [γ,M], with γ and M given by conditions (V1) and (f5)
respectively, by adapting the arguments from [3].
Since (Aμ) possesses least energy solution for μ ∈ [γ,M], we can establish some properties
involving the minimax function of the following class of functionals
Iμ(u) = 12
∫
R2
[|∇u|2 +μu2]− ∫
R2
F(u).
However, in our opinion, some of them are not standard, then for the sake of completeness we
prove the following lemmas of this section.
As proved in [3], for each μ ∈ [γ,M], the conditions (f1)–(f5) imply that Iμ has a critical
point with least energy uμ ∈ H 1(R2), that is,
Iμ(uμ) = cμ and I ′μ(uμ) = 0
where cμ is the minimax value from mountain pass theorem when applied to functional Iμ.
The first result establishes an important priori estimate for the Palais–Smale sequences of
functionals Iμ, for μ ∈ [γ,M].
Lemma 2.1. If {un} is a Palais–Smale at the level cμ for μ ∈ [γ,M], then there exist m1 ∈ (0,1),
independent of μ, and n0 = n0(μ) such that for all n n0∫
R2
|∇un|2 m1 and
∫
R2
|un|2  m1
γ
. (2.1)
Proof. Set vp be a positive radial function in H 1(R2) such that
Sp =
(
∫
R2(|∇vp|2 +Mv2p))1/2
(
∫
R2 |vp|p)1/p
.
From (f5),
cμ max
t0
JM(tvp)max
t0
{
t2
2
∫
2
(|∇vp|2 +Mv2p)− tpCp
∫
2
v
p
p
}
R R
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cμ 
(p − 2)
2p
S
2p/(p−2)
p
C
2/(p−2)
p
. (2.2)
Now, let {un} be a Palais–Smale sequence of Iμ at cμ, that is
Iμ(un) → cμ and I ′μ(un) → 0 as n → +∞.
A straightforward calculations shows that {un} is bounded in H 1(R2), so that by (f3),(
1
2
− 1
θ
)∫
R2
[|∇un|2 +μ|un|2] cμ + on(1)
leading to the inequality
lim sup
n→+∞
∫
R2
[|∇un|2 +μ|un|2] 2θ
(θ − 2)cμ, (2.3)
which together with (2.2)–(2.3) imply
lim sup
n→+∞
∫
R2
[|∇un|2 +μ|un|2] θ(p − 2)
p(θ − 2)
S
2p
p−2
p
C
2
p−2
p
. (2.4)
For
m1 = θ(p − 2)
p(θ − 2)
S
2p
p−2
p
C
2
p−2
p
,
it follows from (f5) that m1 < 1; thus, there exists n0 = n0(μ) such that for all n n0∫
R2
|∇un|2 m1 and
∫
R2
|un|2  m1
γ
. 
Remark 2.1. Combining Lemma 2.1 with some arguments developed in [3], for each μ ∈ [γ,M]
there exists a least energy solution uμ ∈ H 1(R2) satisfying∫
R2
|∇uμ|2 m1 and
∫
R2
|uμ|2  m1
γ
. (2.5)
As consequence of Remark 2.1 one has the following result:
Lemma 2.2. The minimax function μ 	→ cμ is continuous and increasing for μ ∈ [γ,M].
C.O. Alves, S.H.M. Soares / J. Differential Equations 234 (2007) 464–484 469Proof. The proof of the monotonicity of the minimax function is immediate. To prove the con-
tinuity, choose a sequence {μn} ⊂ [γ,M] with
μn → μ as n → +∞.
The our goal is to show that
lim
n→+∞ cμn = cμ.
Assuming that there exists a subsequence, still denoted by {μn}, verifying
μn  μ
it follows that
lim sup
n→+∞
cμn  cμ. (2.6)
Denoting by {tn} ⊂ (0,+∞) a sequence that satisfies
Iμ(tnun) = max
t0
Iμ(tun)
where un = uμn , we have that
cμ  Iμ(tnμn) Iμn(tnun)+ (μ−μn)t2n
∫
R2
u2n.
Thus,
cμ  cμn + |μ−μn|t2n
∫
R2
u2n. (2.7)
On the other hand, using the definition of {tn} and (f5), we get∫
R2
|∇un|2 +μ|un|2  Ctp−2n
∫
R2
u
p
n . (2.8)
Claim 1. There exists δ > 0 such that |un|pp  δ for all n ∈ N.
Arguing by contradiction, assume that there exists a subsequence satisfying
∫
2
u
p
n → 0 as n → +∞.R
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ment imply
∫
R2
u
q
n → 0 ∀q ∈ (2,+∞).
Using (2.5) and the same type of arguments explored in [3, Proposition 2.3], it follows
∫
R2
f (un)un → 0,
then ∫
R2
[|∇un|2 +μnu2n]→ 0
and consequently
0 < cγ  cμn = Iμn(un) → 0
leading to an absurd. Thus, there exists δ > 0 such that
∫
R2
u
p
n  δ ∀n ∈N.
From Claim 1 and (2.8), we can conclude that {tn} is a bounded sequence. Hence, by (2.7),
we obtain
lim inf
n→+∞ cμn  cμ. (2.9)
From (2.6) and (2.9),
lim
n→+∞ cμn = cμ. (2.10)
Finally, if there exists a subsequence of {μn}, still denoted by {μn}, such that
μn  μ ∀n ∈N
we similarly argue to prove that (2.10) holds. 
Hereafter, w ∈ H 1(R2) is a positive least energy solution to
−w + V0w = f (w),
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cV0 = JV0(w) = inf
v∈H 1(R2)
v =0
sup
τ0
JV0(τv),
where JV0 is defined as
JV0(v) =
1
2
∫
R2
(|∇v|2 + V0v2)−
∫
R2
F(v) ∀v ∈ H 1(R2).
3. The modified problem
In this section, using an argument developed by del Pino and Felmer [17], we will consider an
other problem where the energy functional satisfies the Palais–Smale condition and some critical
points of this functional are nodal solutions for (P).
3.1. Related results
In this subsection we fix some notations and prove some lemmas. We begin recalling that the
weak solutions of (P) are related with the critical points of the functional
J(u) = 12
∫
Ω
2|∇u|2 + 1
2
∫
Ω
V (z)u2 −
∫
Ω
F(u)
which is well defined on Hilbert space H given by
H =
{
u ∈ H 10 (Ω):
∫
Ω
V (z)u2 < +∞
}
endowed with the inner product
〈u,v〉 =
∫
Ω
2∇u∇v + V (z)uv.
To establish the existence of nodal solution, we will adapt for our case an method explored in
[17] (see also [5]), which consists of a modification of original problem, to this end we will fix
some notations.
Let θ be the number given in (f3), and a, k > 0 satisfying k > max{ θθ−2 , γ } and f (a)a = γk ,
where γ is as in (V1). Using f , k, γ and a, we define the function
fˆ (s) =
{
f (s) if 0 s  a,
γ
k
s if s > a.
Moreover, we fix t0, t1 > 0 verifying t0 < a < t1 and η ∈ C1([t0, t1],R) satisfying
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η(t0) = fˆ (t0) and η(t1) = fˆ (t1), (η2)
η′(t0) = fˆ ′(t0) and η′(t1) = fˆ ′(t1), (η3)
and
s → η(s)
s
be a nondecreasing for all s ∈ [t0, t1]. (η4)
Using the functions η and fˆ , consider the function
f˜ (s) =
{
fˆ (s) if s /∈ [t0, t1] and s  0,
η(s) if s ∈ [t0, t1].
Taking the odd extension of f˜ , still denoted by f˜ , define
g(z, s) = χΛ(z)f (s)+
(
1 − χΛ(z)
)
f˜ (s),
and the modified problem
{−2u+ V (z)u = g(z,u) in Ω,
u = 0 on ∂Ω, (P)m
where χΛ is the characteristic function related to the set Λ. It is easy to check that g is a
Carathéodory function and, for z ∈ Ω , s 	→ g(z, s) is a C1 function satisfying the following
conditions uniformly in z ∈ Ω :
(g1)i 0 θG(z, s) g(z, s)s ∀z ∈ Λ and ∀s = 0
and
(g1)ii 0 < 2G(z, s) g(z, s)s 
1
k
V (z)s2 ∀z /∈ Λ and ∀s = 0
where G(z, s) = ∫ s0 g(z, t) dt . Moreover,
(g2) s 	→ g(z, s)
s
is nondecreasing for each z ∈ Ω and for all s = 0.
Under the change of variable y = z, problem (P)m is equivalent to
{−v + V(y)v = g(y, v) in Ω,
v = 0 on ∂Ω, (P˜)m
where Ω = Ω/, v(y) = u(y),V(y) = V (y) and g(y, v) = g(y, v(y)).
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Φ(v) = 12
∫
Ω
|∇v|2 + 1
2
∫
Ω
V(z)v
2 −
∫
Ω
G(z, v),
where G(z, s) =
∫ s
0 g(z, t) dt and H is the Hilbert space defined by
H =
{
u ∈ H 10 (Ω):
∫
Ω
V(z)u
2 < +∞
}
endowed with the inner product
〈u,v〉 =
∫
Ω
∇u∇v + V(z)uv.
As a consequence from (f1)–(f2), we mention the below inequalities involving the functions
f and g .
For each p  0, η > 0 and τ > 1 fixed, there exists C = C(η,p, τ) > 0 such that
∣∣f (u)∣∣ η|u| +C|u|p(e4πτu2 − 1) ∀u ∈ R (3.1)
and
∣∣g(z,u)∣∣ η|u| +C|u|p(e4πτu2 − 1) ∀u ∈R. (3.2)
To finish this subsection, we would like to detach the following remark:
Remark 3.1. Note that if u is a nodal solution of (P)m with |u(z)|  t0 for every z ∈ Ω \ Λ,
then u is also a nodal solution of (P).
3.2. Existence of a nodal solution with least energy
In this section, adapting some arguments explored in Bartsch, Weth & Willem [14], Bartsch
and Weth [12], and Alves and Soares [5], we establish the existence of a nodal solution to (P˜)m
with least energy.
Hereafter, we denote byM the following set
M =
{
v ∈ H : v± ≡ 0,
∫
Ω
(∣∣∇v±∣∣2 + V(z)∣∣v±∣∣2)=
∫
Ω
g
(
z, v±
)
v±
}
and
b = infM Φ.
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Λ
f
(
v±
)
v±  r > 0, for all v ∈M.
Proof. For each v ∈M , it follows from (g1) that there exists C > 0 such that∫
Ω
(∣∣∇v±∣∣2 + V(z)∣∣v±∣∣2) C
∫
Λ
f
(
v±
)
v±. (3.3)
Assuming by contradiction that there exists {vn} ⊂M satisfying∫
Λ
f
(
v+n
)
v+n → 0 as n → +∞,
it follows from (3.3) and of the last limit that
∫
Ω
(∣∣∇v+n ∣∣2 + V(z)∣∣v+n ∣∣2)→ 0 as n → +∞. (3.4)
Using a version of the Trudinger and Moser inequality in whole R2 proved by Cao [16], given
τ > 1 and sufficiently close to 1, there exist q > 1, q close to 1 such that ψn = (e4πτ(v+n )2 − 1)
belongs to Lq(R2), and a positive constant C > 0 satisfying
|ψn|q  C ∀n ∈N.
Using (3.2) with p = 0, fixed η > 0, there exists C > 0 such that
∫
Ω
g
(
z, v+n
)
v+n  η
∣∣v+n ∣∣22 +C∣∣v+n ∣∣q1q1 ∀n ∈N,
where 1/q1 + 1/q = 1.
Since {vn} ⊂M , we have∫
Ω
(∣∣∇v+n ∣∣2 + V(z)∣∣v+n ∣∣2) η∣∣v+n ∣∣22 +C∣∣v+n ∣∣q1q1 ∀n ∈N.
Thus, fixing η = γ /2 and using the Sobolev embedding, we find a constant C > 0 satisfying the
inequality
C 
∫ (∣∣∇v+n ∣∣2 + V(z)∣∣v+n ∣∣2) ∀n ∈ N
Ω
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Λ
f
(
v+
)
v+  r1 > 0 for all v ∈M.
Arguing as above, there exists r2 > 0 verifying∫
Λ
f
(
v−
)
v−  r2 > 0 for all v ∈M.
Choosing r = min{r1 , r2 }, we get∫
Λ
f
(
v±
)
v±  r > 0 for all v ∈M
finishing the proof. 
Lemma 3.2. The number b satisfies the following estimate
lim sup
→0
b  2cV0 . (3.5)
Proof. The study made in Section 2 showed that the minimax function is a continuous func-
tion, the proof this lemma follows using the same type of arguments as in the proof of [5,
Lemma 2.1]. 
Lemma 3.3. There exists δ > 0 such that Φ verifies the Palais–Smale condition at the interval
(0,2cV0 + δ), that is, if any sequence {vn} for which
Φ(vn) → d ∈ (0,2cV0 + δ) and Φ ′(vn) → 0,
possesses a convergent subsequence. In particular, from (3.5), Φ satisfies the Palais–Smale
condition at the level b for small .
Proof. Let {vn} be a (PS)d sequence to Φ , that is
Φ(vn) → d and Φ ′(vn) → 0.
By straightforward calculations we check that {vn} is bounded, which implies the equality
d + on(1) = Φ(vn)− 1
θ
Φ ′(vn)vn,
then, by (g1), there exists a positive constant C such that
d + on(1)
(
1
2
− 1
θ
)∫ [|∇vn|2 +CV(z)v2n].
Ω
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1
2
− 1
θ
)∫
Ω
[|∇vn|2 +CV(z)v2n] 2cV0 + δ + on(1).
Thus,
lim sup
n→∞
∫
Ω
[|∇vn|2 +CV(z)v2n] (2cV0 + δ)2θ(θ − 2)
or equivalently
lim sup
n→∞
∫
Ω
[|∇vn|2 +CV(z)v2n] 4θcV0(θ − 2) + δ1,
where δ1 = δθθ−2 . Now, let vp be a positive radial function in H 1(R2) such that
Sp =
(
∫
R2(|∇vp|2 +Mv2p) dx)1/2
(
∫
R2 |vp|p dx)1/p
.
From (f5),
cV0 max
t0
JV0(tvp)
max
t0
{
t2
2
∫
R2
(|∇vp|2 +Mv2p)dx − tpCp
∫
R2
v
p
p dx
}
= (p − 2)
2p
S
2p/(p−2)
p
C
2/(p−2)
p
<
(θ − 2)
4θ
.
Thus,
4θcV0
(θ − 2) < 1.
Then, we fix δ > 0 such that
4θcV0
(θ − 2) + δ1 < 1,
which implies
lim sup
n→∞
∫
2
[|∇vn|2 +CV(z)v2n]m< 1. (3.6)
R
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such that ψn = (e4πτ(v+n )2 − 1) belongs to Lq(R2), and a positive constant C > 0 satisfying
|ψn|q  C ∀n ∈ N.
If v ∈ H is the weak limit of {vn} in H , the last inequality implies that
g(z, vn)vn → g(z, v)v in L1loc
(
R
2). (3.7)
On the other hand, as in [17], for each η > 0, there exists R > 0 such that
lim sup
n→∞
∫
|z|R
|∇vn|2 + V(z)v2n < η. (3.8)
Now, using (3.7)–(3.8) we obtain the limit∫
R2
g(z, vn)vn →
∫
R2
g(z, v)v.
Therefore
vn → v in H,
finishing the proof of the lemma. 
The proof of the following theorem is based on the argument used in [14].
Theorem 3.1. The number b is achieved by some v ∈M for all  ∈ (0, 0). Moreover, u(z) =
v(z/) is a nodal solution of (P)m.
Proof. The proof will carried out in two steps. First, we will show that b is achieved. By (g1),
there exists C > 0 such that
Φ(v) C‖v‖2 ∀v ∈M.
In consequence, Φ is bounded from below on M . Thus, there exists a bounded sequence
{vn} ⊂M such that
Φ(vn) → b as n → ∞.
Since H is reflexive, there exists v ∈ H such that vn ⇀ v in H . To show that v = 0, we firstly
observe that
lim sup
n→∞
‖vn‖2 = m< 1, (3.9)
for some positive m. In fact, as vn ∈M , we have
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n→∞Φ(vn) = limn→∞
{
Φ
(
v+n
)+Φ(v−n )}
= lim
n→∞
{
Φ
(
v+n
)− 1
θ
Φ ′
(
v+n
)
v+n +Φ
(
v−n
)− 1
θ
Φ ′
(
v−n
)
v−n
}
 lim sup
n→∞
(θ − 2)
2θ
{∥∥v+n ∥∥2 + ∥∥v−n ∥∥2} (θ − 2)2θ lim supn→∞ ‖vn‖2.
Then, from Lemma 3.2 and arguing as in the proof of Lemma 3.3, there exists 0 > 0 such that
for some δ > 0 we have
lim sup
n→∞
‖vn‖2  2θb
θ − 2 
(2cV0 + δ)2θ
θ − 2 < 1 ∀ ∈ (0, 0),
which shows that (3.9) holds.
Invoking again [16], considering τ > 1 and sufficiently close to 1, there exist q > 1, q close
to 1 such that ψ±n = (e4πτ(v±n )2 − 1) belongs to Lq(R2), and a positive constant C > 0 satisfying
∣∣ψ±n ∣∣q  C ∀n ∈ N.
The last inequality implies that
g
(
z, v±n
)
v±n → g
(
z, v±
)
v± in L1loc
(
R
2).
In particular
lim
n→∞
∫
Λ
f
(
v±n
)
v±n =
∫
Λ
f
(
v±
)
v±.
From Lemma 3.1, we obtain
∫
Λ
f
(
v±
)
v±  r > 0.
Thus, v± = 0. Moreover, from weak convergence and condition (g1), it follows that
∥∥v±∥∥2  ∫
Ω
g
(
z, v±
)
v±.
The above inequalities imply that there exist t+, t− ∈ (0,1] verifying the equalities
∥∥t±v±∥∥2 = ∫ g(z, t±v±),Ω
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Φ
(
t±v±
)= ∫
Ω
[
1
2
g
(
z, t±v±
)
t±v± −G(z, t±v±)],
from Fatou’s lemma,
Φ
(
t±v±
)
 lim inf
n→∞
∫
Ω
[
1
2
g
(
z, t±v±n
)
t±v±n −G
(
z, t±v±n
)]
.
Recalling that for each n the function
t 	→
∫
Ω
[
1
2
g
(
z, t±v±n
)
t±v±n −G
(
z, t±v±n
)]
is nondecreasing, we have that
Φ
(
t±v±
)
 lim inf
n→∞
∫
Ω
[
1
2
g
(
z, v±n
)
v±n −G
(
z, v±n
)]= lim inf
n→∞ Φ
(
v±n
)
.
Using the fact that f is an odd function and the last inequality
Φ(w) = Φ
(
t+v+
)+Φ(t−v−) lim inf
n→∞ Φ(vn) = b.
Since w ∈M , the last inequality implies that Φ(w) = b , and thus b is achieved.
Now, from Lemma 3.3, we can repeat the same arguments found in [14, Proposition 3.1] and
conclude that b is a critical level, that is, there exists v ∈M such that
Φ(v) = b and Φ ′(v) = 0. 
Remark 3.2. From the proof of Theorem 3.1, we can conclude that there exist K > 0, m ∈ (0,1),
and 0 > 0 such that v satisfies the following estimate∫
R2
(|∇v |2 +KV(z)v2 )m ∀ ∈ (0, 0). (3.10)
4. Some technical results
The next lemma shows a situation where holds convergence on compacts sets.
Lemma 4.1. Let {n} be a sequence of positive number such that n → 0 as n → +∞. Consider
the sequence {yn} ⊂ Λ¯n and ϑn(z) = vn(z + yn). Then, for some subsequence, {ϑn} converges
in C2 sense on compact subsets of R2.
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satisfies {
−ϑn + V (xn + nz)ϑn = g(xn + nz,ϑn) in Ωˆn,
ϑn = 0 on ∂Ωˆn,
(Pˆn)
where Ωˆn = −1n {Ω − xn}. An explicit calculation shows that∫
R2
[|∇ϑn|2 +KVn(z + yn)|ϑn|2]=
∫
R2
[|∇vn|2 +KVn(z)|vn|2].
Thus, from Remark 3.2, there exists m ∈ (0,1) such that
lim sup
n→∞
∫
R2
[|∇ϑn|2 +KVn(z + yn)|ϑn|2]m.
This fact implies that the sequence βn(z) = g(xn + nz,ϑn) belongs to Lq(R2) for some q > 1
with q close to 1. Moreover, there exists C > 0 such that
|βn|q  C ∀n ∈N.
By bootstrap arguments, for each z ∈ R2 and R > 0, it follows that ϑn ∈ W 2,q (BR(z)) satisfies
the inequality
‖ϑn‖W 2,q (BR(z)) C
{|βn|Lq(B2R(z)) + ∣∣Vn(z + yn)ϑn∣∣Lq(B2R(z))}
which implies that
‖ϑn‖W 2,q (BR(z)) C
{|βn|Lq(B2R(z)) + |ϑn|L2(B2R(z))}.
Since the embedding W 2,q (BR(z)) ↪→ C(B¯R(z)) is continuous,
‖ϑn‖L∞(BR(z)) C
{|βn|Lq(B2R(z)) + |ϑn|L2(B2R(z))},
from where follows that there exists C > 0 such that
‖ϑn‖L∞(BR(z))  C ∀n ∈ N.
The last inequality implies that we can consider q sufficiently large in the bootstrap argument.
Since the embedding W 2,q (BR(z)) ↪→ C1(B¯R(z)) is continuous, we get
‖ϑn‖C1(BR(z))  C ∀n ∈N, (4.1)
for some positive constant C. Combing (4.1) with Schauder’s estimates we conclude the proof
of Lemma 4.1. 
The next result is crucial to prove the existence of nodal solution to the original problem.
Given  > 0 sufficiently small, take u(z) = v(z/).
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and
1. u(p1 ) a and u(p2 )−a
2. |p1−p2

| → +∞ as  → 0.
Proof. The proof of this proposition follows using Lemma 4.1 and repeating the identical lines
to those of [5, Lemma 3.2]. 
In order to prove that the family {u} satisfies the estimate |u(z)|  t0 for z ∈ Ω \ Λ (see
Remark 3.1), we need the following lemmas.
Lemma 4.2. Let {n} be a sequence of positive number with n → 0 as n → +∞ and {zin} ⊂ Λ¯,
i = 1,2, be a sequence such that un(z1n) b > 0 and un(z2n)−b < 0. Then,
lim
n→+∞V
(
zin
)= V0, i = 1,2.
Proof. We argue by contradiction. Assume, passing to a subsequence if necessary, that zin →
z¯i ∈ Λ¯, i = 1,2, with V (z¯1) > V0 and V (z¯2) V0. Considering the sequences ϑin(z) = un(zin +
nz), i = 1,2, we have that ϑin satisfies the problem
−ϑin + V
(
nz + zin
)
ϑin = g
(
z + zin,ϑin
)
in Ωin, ϑin = 0 on ∂Ωin (Pn)i
where Ωin = −N {Ω − zin}. Since {ϑin} is bounded in H 1(R2), from Lemma 4.1, we can assume
that it is convergent in C2 sense on compacts subsets of R2 to a function ϑi ∈ H 1(R2). On the
other hand, the sequence of functions χin(z) ≡ χΛ(nz+ zin) can be assumed to converge weakly
in any Lp(R2) on compacts to a function 0 χi  1. Therefore, ϑi satisfies the limiting problem
−ϑi + V (z¯i)ϑi = g¯i
(
z,ϑi
)
in R2 (PL)i
where g¯i (z, s) = χi(z)f (s) + (1 − χi(z))f˜ (s) and z¯i = limn→+∞ zin. Just in the proof of [5,
Proposition 4.1], we can check that ϑi does not change sign, for i = 1,2. More precisely, ϑ1 > 0
and ϑ2 < 0 in R2.
Associated to limiting problem (PL)i , we have the functional J¯i :H 1(R2) →R defined by
J¯i (u) = 12
∫
R2
(|∇u|2 + V (z¯i)u2)dx −
∫
R2
G¯i(z, u) dx,
where G¯i(z, s) =
∫ s
0 g¯i (z, t) dt . Then, ϑ
i is clearly a critical point of J¯i . Also associated to
problem (Pn)i we have the functional
J in(u) =
1
2
∫
Ωi
(|∇u|2 + V (nz + zin)u2)dx −
∫
Ωi
G¯i
(
nz + zin, u
)
dx,n n
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bn = Φn(vn) =
(
Φn
(
v+n
)+Φn(v−n))= J 1n ((ϑ1n)+)+ J 2n ((ϑ2n)−). (4.2)
Adapting arguments found in [17, Lemma 2.2], the function ϑin satisfies the following lower
estimate:
lim inf
n→∞ J
1
n
((
ϑ1n
)+) J¯1(ϑ1) and lim inf
n→∞ J
2
n
((
ϑ1n
)−) J¯2(ϑ2).
Consequently, from Lemma 3.2
2cV0  lim sup
n→∞
Φn(vn) J¯1
(
ϑ1
)+ J¯2(ϑ2).
Recall that we are assuming V (z¯1) > V0 and V (z¯2) V0, then J¯1(ϑ1) > cV0 and J¯2(ϑ2) cV0 ,
these facts together with the last inequality lead to an absurd and then the proof of Lemma 4.2 is
complete. 
As consequence of Lemma 4.2 and condition (V1) we have the following lemma:
Lemma 4.3. If m+ = max∂Λ u and m− = min∂Λ u , then lim→0 m± = 0. Moreover, for
every  sufficiently small, u possesses at most one positive local maximum p1 ∈ Λ and one
negative local minimum p2 ∈ Λ verifying V (pi) → V0, as  → 0, for i = 1,2.
Proof. It remains to prove the uniqueness of pi , for i = 1,2. Suppose by contradiction that
there exist a sequence εn → 0 such that, for instance, un possesses two positive local maximum
z1n, z
2
n ∈ Λ. Then, from Proposition 4.1, un(zin) a > 0, i = 1,2. Again, from Lemma 4.2, we
have that these sequences stay away from the boundary of Λ. Set vn(z) = uεn(z1n + εnz). Note
0 and Qn = (z2n − z1n)/εn are two local maximum points of vn. Then, up to subsequence, vn
converges in the C2 sense over compacts to v ∈ H 1(RN) positive solution of the equation
−v + V0v = f (v) in RN.
Invoking the results due to Gidas, Ni and Nirenberg [20], the function v has a unique local
maximum at zero which is a nondegenerate global maximum, it is radially symmetric and decay
exponentially. Then, using the fact that {vn} converges to v on BR(0) for all R > 0, we can
conclude that |Qn| → ∞. Employing similar arguments used in [17], we obtain
lim inf
n→∞
(
ε−NJεn
(
u+εn
))
 2cV0 .
Recalling that
lim inf
n→∞
(
ε−Nn Jεn
(
u−εn
))
 cV0
we have the following inequality
lim inf
(
ε−Nn Jεn(uεn)
)
 lim inf
(
ε−Nn Jεn
(
u+εn
))+ lim inf(ε−Nn Jεn(u−εn)) 3cV0,n→∞ n→∞ n→∞
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maximum. Analogously we can prove the uniqueness of the negative local minimum of uε . 
5. Proof of Theorem 1.1
By Theorem 3.1, we have that the problem (P)m has a nodal solution u for all  ∈ (0, 0).
By Lemma 4.3, m+ < t0, for all  ∈ (0, 0), then (u − t0)+(z) = 0 in a neighborhood of ∂Λ.
Hence, (u − t0)+ ∈ H 10 (Ω \Λ) and the function (u − t0)∗+ given by (u − t0)∗+ = 0 if z ∈ Λ
and (u − t0)∗+(z) = (u − t0)+(z) if z ∈ Ω \ Λ belongs to H 10 (Ω). Using (u − t0)∗+ as test
function, we have
∫
Ω\Λ
2
∣∣∇(u − t0)∗+∣∣2 +
∫
Ω\Λ
[
V (z)− g(z,u)
u
](
(u − t0)∗+
)2 = 0.
From (g2)ii we can conclude that
(u − t0)∗+ = 0, a.e. in z ∈ Ω \Λ,
hence u(z) t0 for z ∈ Ω \Λ. Since we can assume m− −t0 for  ∈ (0, ¯), working with the
function (u + t0)− it is possible to prove that u(z)−t0 for z ∈ Ω \ Λ, then |u(z)| t0 for
z ∈ Ω \Λ. Thus, from Remark 3.1 and Lemma 4.2 the theorem is proved. 
Remark 5.1. If V has the property that there exists a unique point z∗ ∈ Λ such that
V
(
z∗
)= inf
z∈ΛV (z) = V0
Lemma 4.2 implies that if p and q are the maximum and minimum points of u respectively,
we have that
p, q → z∗ as  → 0
and the last limit shows the concentration of solutions close to the minimum point of V .
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