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Abstract: We provide an equivalent log-concavity condition to the mean residual life (MRL) ordering
for real-valued processes. This result, combined with classical properties of total positivity of order 2,
allows to exhibit new families of integrable processes which increase in the MRL order (MRL processes).
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1 Introduction
The main objective of this paper is to exhibit new integrable processes which increase
in the MRL order (MRL processes). For this end, we exploit the link between the MRL
ordering and the notion of total positivity of order 2 to obtain several transformations
that preserve the MRL ordering. Moreover, MRL processes with constant mean are
peacocks and the connection between the MRL ordering and the Aze´ma-Yor algorithm
allows to construct explicitly an associated martingale to each of them.
Unless otherwise expressly mentioned, the processes and random variables in the sequel
are supposed to be real-valued.
1.1 Definition of the MRL order
Let X be an integrable random variable and let µ denote the law of X. The MRL
function Lµ of X may be defined on R as
Lµ(x) =

1
µ([x,+∞[)
∫
[x,+∞[
(y − x)µ(dy) if x < bµ,
0 otherwise,
where bµ = inf{z ∈ R, µ([z,+∞[) = 0}, bµ ∈ (−∞,+∞]. The MRL function is
usually of interest for a nonnegative random variable. For instance, if X is thought
of as the lifetime of a device, then, for every x ≥ 0, Lµ(x) expresses the conditional
expected residual life of the device at time x given that the device is still alive at time
x. But, there is no restriction on the support of X here. Note that Lµ is positive,
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left-continuous and such that x 7−→ Lµ(x) + x is non-decreasing. Moreover, if there
exists some x0 such that Lµ(x0) = 0, then, for every x ≥ x0, Lµ(x) = 0. Otherwise,
we have ∫ +∞
0
dx
Lµ(x)
=∞.
We refer to Shaked-Shanthikumar [22, Chapter 2] for further interesting properties of
MRL functions.
Let X1 and X2 be two integrable random variables. Let µ1, resp. µ2 denote the
law X1, resp. X2. Then, X1 is said to be smaller than X2 in the MRL order if,
∀x ∈ R, Lµ1(x) ≤ Lµ2(x).
As many stochastic orders, the MRL order may provide good approximations and
close bounds in situations where realistic stochastic models are too complex for rigorous
computations. Here, the MRL ordering plays a quite different role. It is shown that the
MRL order is also helpful in the construction of peacock processes and their associated
martingales.
1.2 An application of the MRL ordering to peacocks
Definition 1.1. A process (Xt, t ≥ 0) is said to be a peacock if it is integrable, i.e.
∀ t ≥ 0, E[|Xt|] <∞,
and if it increases in the convex order, i.e. for every convex function ψ : R→ R,
t ∈ R+ 7−→ E[ψ(Xt)] ∈]−∞,+∞] is non-decreasing.
To prove that an integrable process with constant mean is a peacock, we may restrict
ourselves to the set of convex functions z 7−→ (z − x)+, x ∈ R. This is the purpose of
the next result taken from [22, Section 3.A].
Proposition 1.2. Let (Xt, t ≥ 0) be an integrable process such that E[Xt] does not
depend on t. The following assertions are equivalent.
1. For every convex function ψ : R→ R, t 7−→ E[ψ(Xt)] is non-decreasing.
2. For every x ∈ R, t 7−→ E[(Xt − x)+] is non-decreasing.
The peacock property involves only one-dimensional marginals. For this reason, we
may alternatively define a peacock as a family of probability measures which increases
in the convex order.
Definition 1.3. A family (µt, t ≥ 0) of probability measures on R is said to be a
peacock if it is integrable, i.e.
∀ t ≥ 0,
∫
R
|y|µt(dy) <∞,
and if it increases in the convex order, i.e. for every convex function ψ : R→ R,
t 7−→
∫
[x,+∞[
ψ(y)µt(dy) is non-decreasing.
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It is a direct consequence of Jensen’s inequality that every martingale is a peacock.
Conversely, a remarkable result due to Kellerer [13] states that, for a given peacock
(Xt, t ≥ 0), there exists a martingale (Mt, t ≥ 0) which may be chosen Markovian such
that
∀ t ≥ 0, Mt (law)= Xt. (1.1)
If (1.1) holds, we shall say that the martingale (Mt, t ≥ 0) is associated to the peacock
(Xt, t ≥ 0). Let us mention that Hirsch-Roynette [9] provided recently an alternative
proof of the Kellerer’s theorem. However, since the proof given by Kellerer is not
constructive, it does not allow to obtain concretely an associated martingale to a given
peacock. This is what motivated the authors of [2, 8, 15] who exhibited several examples
of peacocks and give some methods to construct explicitly associated martingales to
many of them. One method studied in [8, 15] is the Aze´ma-Yor embedding algorithm
which we now briefly describe. Let (Xt, t ≥ 0) be a centered peacock. In particular,
for every t ≥ 0, E[|Xt|] < ∞ and E[Xt] = 0. For every t ≥ 0, we denote by µt the law
of Xt. The Hardy-Littlewood function Ψµt of µt is given by:
Ψµt(x) =

1
µ([x,+∞[)
∫
[x,+∞[
yµ(dy) if x < bµt ,
x otherwise,
where bµt = inf{z ∈ R, µ([z,+∞[) = 0}. Observe that, if Lµt denotes the MRL
function of Xt, then
∀x ≥ 0, Ψµt(x) = Lµt(x) + x.
The Aze´ma-Yor solution to the Skorokhod embedding problem for µt (see e.g. [1] or
[20, Section 5]) is the stopping time
Tµt = inf{v ≥ 0, Sv ≥ Ψµt(Bv)},
where Sv = sup
0≤s≤v
Bs. If
t 7−→ Tµt is a.s. non-decreasing, (1.2)
then (Mt := BTµt , t ≥ 0) is a martingale associated to (Xt, t ≥ 0). Moreover, it is
proved in Madan-Yor [15, Theorem 2] that (Mt, t ≥ 0) is an inhomogeneous Markov
process. But, the condition (1.2) is equivalent to:
∀x ∈ R, t 7−→ Ψµt(x) is non-decreasing. (1.3)
Therefore, it remains to find sufficient conditions on (Xt, t ≥ 0) under which (1.3) holds.
The condition (1.3) means that (Xt, t ≥ 0) increases in the MRL order. We mention
that several examples of MRL ordered peacocks are given in [8, Section 7.4] and in
[15, Section 3]. Further interesting classes of MRL ordered peacocks are exhibited in
Section 4 below.
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1.3 The aim and organization of this paper
We first prove the equivalence between the MRL ordering and a total positivity of
order 2 property. Then, we use this result and some classical log-concavity properties
to exhibit new families of MRL processes.
The remainder of this paper is structured as follows. In the next section, we present
some nice properties of R+-valued Markov processes which have totally positive tran-
sition kernels. In section 3, we give an equivalent condition to the MRL ordering using
the notion of total positivity of order 2. Precisely, we prove that an integrable process
(Xt, t ≥ 0) increases in the MRL order if and only if its integrated survival function C
defined by:
∀ (t, x) ∈ R+ × R, C(t, x) = E[(Xt − x)+]
is totally positive of order 2, i.e. for every 0 ≤ t1 ≤ t2 and x1 ≤ x2,
det
(
C(t1, x1) C(t1, x2)
C(t2, x1) C(t2, x2)
)
≥ 0.
Finally, in section 4, we exploit the previous equivalence and total positivity results to
provide new families of MRL ordered peacocks.
2 Log-concavity properties of nonnegative Markov pro-
cesses
We present some results due to Karlin [10] about R+-valued Markov processes which
have a totally positive of order 2 transition kernel. Note that this family of Markov
processes includes R+-valued processes with independent and log-concave increments,
absolute values of processes with independent and symmetric PF∞ increments (see
Example 2.3 below for the definition of a PF∞ random variable), birth-death processes
and R+-valued diffusions (we refer to [10] for more interesting examples). We start
with some basic definitions and results.
Definition 2.1. Let I and J be subsets of R such that each is either an interval or
a subset of the set of all integers (denoted by Z). A function p : I × J → R+ is said
to be totally positive of order 2 (TP2) if, for every x1 ≤ x2, elements of I, and every
y1 ≤ y2, elements of J ,
p
(
x1, x2
y1, y2
)
:= det
(
p(x1, y1) p(x1, y2)
p(x2, y1) p(x2, y2)
)
≥ 0. (2.1)
Remark 2.2. Let I and J be given as in Definition 2.1. Then, for every function
p : I × J → R+, the following assertions are equivalent.
1. p is TP2,
2. The set D = {(x, y) ∈ I × J ; p(x, y) > 0} is a sublattice of I × J , i.e. D satisfies
For every x1 < x2 in I and y1 < y2 in J, (x1, y2) ∈ D and
(x2, y1) ∈ D imply (x1, y1) ∈ D and (x2, y2) ∈ D

and p is TP2 on D.
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Example 2.3. Let X be a log-concave random variable, i.e. X admits a probability
density p : R → R+, the set Sp := {x ∈ R : p(x) > 0} is an interval of R and p is
log-concave on Sp. Then, according to Daduna-Szekli [6, Theorem 4, Point 1)], p is a
Po´lya frequency function of order 2 (PF2 function), i.e. for every x1 ≤ x2 and every
y1 ≤ y2,
det
(
p(x1 − y1) p(x1 − y2)
p(x2 − y1) p(x2 − y2)
)
≥ 0 (2.2)
which means that (x, y) 7−→ p(x − y) is TP2 on R × R. Many common random
variables are log-concave. Indeed, Gaussian, uniform, exponential, binomial, negative
binomial, geometric and Poisson random variables are log-concave. There are also
many common random variables which are not log-concave, for example those with
heavy tailed densities. More generally, one calls Po´lya frequency function of order m
(PFm function), where m ∈ N∗, a Lebesgue-integrable function p : R → R such that,
for every l ∈ {1, · · · ,m} and every real numbers x1 ≤ · · · ≤ xl, y1 ≤ · · · ≤ yl,
det [(p(xi − yj))1≤i,j≤l] ≥ 0. (2.3)
Observe that PF1 functions are nonnegative functions. A Po´lya frequency function
(PF∞ function) is a function which is PFm for every m ∈ N∗. A random variable is
said to be PFm, resp. PF∞ if X admits a PFm, resp. PF∞ probability density p.
Schoenberg [21] provided a characterization of PF∞ functions in terms of their Laplace
transform. The discrete counterpart of Schoenberg’s characterization was obtained by
Edrei [7]. Thanks to these results Karlin [10] proved that if p is a symmetric PF∞
probability density, then the function p : R+ × R+ → R+ defined by
p(x, y) = p(−x− y) + p(−x+ y)
is TP2, i.e. for every nonnegative real numbers x1 ≤ x2, y1 ≤ y2,
det
(
p(x1, y1) p(x1, y2)
p(x2, y1) p(x2, y2)
)
≥ 0.
The following result may be deduced from the classical Cauchy-Binet formula (see
e.g. [11, Chapter 0] or [18, Problem 11.1.28]). It is also a particular case of a famous
result due to Pre´kopa [16, Paragraph 1.1].
Proposition 2.4. Let I, J and K be subsets of R such that each is either an interval
or a subset of Z and let σ denote a positive measure on J . Let p : I × J → R+ and
q : J ×K → R+ be two TP2 functions such that the product r : I ×K → R+ given by:
∀x, z ∈ R, r(x, z) =
∫
R
p(x, y)q(y, z)σ(dy)
is finite. Then r is TP2.
In particular, if I denotes either R or Z and if p, q : I → R+ are two integrable
log-concave functions, then their convolution product r = p ∗ q is also log-concave.
The previous definition and results apply to the transition kernels of one-
dimensional Markov processes.
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Definition 2.5. Let P := (Ps,t(k, l), 0 ≤ s < t, (k, l) ∈ I× I) be the transition function
of a continuous time Markov chain (Λt, t ≥ 0) whose state space is a sub-interval I of
Z. We say that P is TP2 if, for every 0 ≤ s < t and every k1 ≤ k2, l1 ≤ l2 elements
of I,
Ps,t
(
k1, k2
l1, l2
)
:= det
 Ps,t(k1, l1) Ps,t(k1, l2)
Ps,t(k2, l1) Ps,t(k2, l2)
 ≥ 0. (2.4)
If (Λt, t ≥ 0) is homogeneous, then (2.4) is equivalent to:
Pt
(
k1, k2
l1, l2
)
:= det
 Pt(k1, l1) Pt(k1, l2)
Pt(k2, l1) Pt(k2, l2)
 ≥ 0. (2.5)
We also give a counterpart of the preceding definition for Markov processes with
continuous state space.
Definition 2.6. Let P := (Ps,t(θ, dλ), 0 ≤ s < t, θ ∈ I) be the transition kernel of a
Markov process ((Λt, t ≥ 0), (Pθ, θ ∈ I)) whose state space is a sub-interval I of R. P
is said to be totally positive of order 2 (TP2) if, for every 0 ≤ s < t, every θ1 ≤ θ2
elements of I, and every Borel subsets E1, E2 of I such that E1 ≤ E2 (i.e. a1 ≤ a2 for
every a1 ∈ E1 and a2 ∈ E2), we have:
Ps,t
(
θ1, θ2
E1, E2
)
:= det
 Ps,t(θ1, E1) Ps,t(θ1, E2)
Ps,t(θ2, E1) Ps,t(θ2, E2)
 ≥ 0. (2.6)
Suppose moreover that (Λt, t ≥ 0) is homogeneous. Then P is TP2 if and only if
Pt
(
θ1, θ2
E1, E2
)
:= det
 Pt(θ1, E1) Pt(θ1, E2)
Pt(θ2, E1) Pt(θ2, E2)
 ≥ 0. (2.7)
Remark 2.7. Let P := (Ps,t(θ, dλ), 0 ≤ s < t, θ ∈ I) denote the transition kernel of
a Markov process ((Λt, t ≥ 0), (Pθ, θ ∈ I)) which takes values in a sub-interval I of R.
Suppose that, for every 0 ≤ s < t and θ ∈ I, Ps,t(θ, dλ) = ps,t(θ, λ)dλ, where ps,t is
continuous. Then P is TP2 if and only if ps,t is TP2.
There are many interesting Markov processes which admit a TP2 transition kernel.
For example, processes with independent and log-concave increments, absolute values
of processes with independent and symmetric PF∞ increments, birth-death processes,
one-dimensional diffusions and the bridges of one-dimensional diffusions have a TP2
transition kernel (see e.g., [3, 10, 12, 11]).
Now, we restrict our attention to R+-valued Markov processes which admit a TP2
transition kernel. In [10], the author derives another type of totally positive kernels
from these stochastic processes. These kernels have the particularity of involving vari-
ables one of which corresponds to the time while the other stands for the state of the
process. The following results are simplified versions of those given in [10].
Theorem 2.8. (Karlin [10, Theorems 2.6 (2.16) and 4.3 (i)] ).
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1) Let (Λn, n ≥ 0) be an homogeneous Markov chain whose state space is the set of
nonnegative integers (denoted by N). Suppose that the transition matrix P of (Λn, n ≥
0) is TP2. Then,
Q : (n, i) 7−→ P[Λn = i|Λ0 = 0] = Pn(0, i) is TP2 on N× N. (2.8)
2) Let (Λt, t ≥ 0) be a continuous-time, homogeneous Markov chain whose state space
is N. Suppose that (Λt, t ≥ 0) is right-continuous. If, for every t ≥ 0, the transition
matrix (Pt(i, j); i, j ∈ N) is TP2, then
Q : (t, i) 7−→ P[Λt = i|Λ0 = 0] = Pt(0, i) is TP2 on R+ × N. (2.9)
The next result is an analog of Theorem 2.8 for R+-valued Markov processes and its
proof is similar to that of Theorem 2.8.
Theorem 2.9. (Karlin [10, Theorems 3.8(i) and 5.2]).
1) Let (Λn, n ∈ N) be an R+-valued homogeneous Markov process. Suppose that its
transition kernel is of the form P (θ, dλ) = p(θ, λ)dλ, where p is continuous and TP2
on R+×R+. Let (p(m),m ∈ N∗) be the functions defined recursively as follows: p(1) = p
and
∀m ≥ 2, ∀ (θ, ζ) ∈ R+ × R+, p(m)(θ, ζ) =
∫ ∞
0
p(m−1)(θ, λ)p(λ, ζ)dλ. (2.10)
Then,
q : (n, λ) 7−→ p(n)(0, λ) is TP2 on N∗ × R+. (2.11)
2) Let (Λt, t ≥ 0) be a right-continuous homogeneous Markov process whose state space
is R+. Suppose that the transition kernel of (Λt, t ≥ 0) is of the form Pt(θ, dλ) =
pt(θ, λ)dλ, where, for every t > 0, pt is continuous and TP2 on R+ × R+. Then,
q : (t, λ) 7−→ pt(0, λ) is TP2 on R∗+ × R+, (2.12)
where R∗+ denotes the set of positive real numbers.
Theorems 2.8 and 2.9 generally fail for inhomogeneous Markov processes. We refer to
[10, Section 2, pp. 50] for counterexamples. But, these results may be extended to
random walks with R+-valued independent, non-stationary and log-concave increments.
Theorem 2.10. (Karlin [10, Theorem 3.7 (i)]). Let (Λn, n ∈ N) be a random walk
issued from 0 with R+-valued independent and log-concave increments (not necessary
stationary). For every n ∈ N∗, let pn denote the density of Λn. Then,
q : (n, λ) 7−→ pn(λ) is TP2 on N∗ × R+. (2.13)
In the next section, we prove the equivalence between the MRL ordering and a log-
concavity type condition. This equivalence, together with Theorems 2.8-2.10, allow to
construct new classes of processes which increase in the MRL order.
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3 An equivalent condition to the MRL ordering
Let (Xt, t ≥ 0) be an integrable process. For every t ≥ 0, µt denotes the law of Xt, and
Ψµt is the Hardy-Littlewood function of µt:
Ψµt(x) =

x+
1
µt([x,+∞[)
∫
[x,+∞[
(y − x)µt(dy) if x < bµt ,
x if x ≥ bµt ,
(3.1)
with
bµt = inf{z ∈ R, µt([z,+∞[) = 0}.
We set µ = (µt, t ≥ 0), and we denote by Cµ the function given by:
∀ (t, x) ∈ R+ × R, Cµ(t, x) = E[(Xt − x)+] =
∫
[x,+∞[
(y − x)µt(dy). (3.2)
We shall prove that the family (Ψµt , t ≥ 0) is non-decreasing in t if and only if Cµ is
TP2. For this end, we need some preliminary results. We begin by observing that Cµ
determines entirely the family µ = (µt, t ≥ 0). Indeed, the following result is proved in
Hirsch-Roynette [9, Section 2] (see also Mu¨ller-Stoyan [17, Theorem 1.5.10]).
Proposition 3.1. Let ν be an integrable probability measure and let Cν denote the
integrated survival function of ν, i.e. Cν(x) =
∫
R
(y − x)+ν(dy) for every x ∈ R. Then
Cν enjoys the following properties:
i) Cν is a convex, nonnegative function on R,
ii) lim
x→+∞
Cν(x) = 0,
iii) there exists l ∈ R such that lim
x→−∞
(Cν(x) + x) = l.
Conversely, if a function C satisfies the above three properties, then there exists a
unique integrable probability measure ν such that Cν = C, i.e. C is the integrated
survival function of ν. Precisely, ν is the second order derivative of C in the sense of
distributions, and l =
∫
R
yν(dy).
We also use the following result which states that the TP2 property of Cµ is stronger
than the increasing convex order.
Proposition 3.2. We suppose that the function Cµ given by (3.2) is TP2. Then, for
every x ∈ R, t 7−→ Cµ(t, x) is non-decreasing. Moreover, if (Xt, t ≥ 0) has a constant
mean, then (Xt, t ≥ 0) is a peacock.
Proof. Let 0 ≤ s < t and x ∈ R. We wish to show the inequality
Cµ(s, x) ≤ Cµ(t, x). (3.3)
If Cµ(s, x) = 0, then (3.3) is obvious. Suppose that Cµ(s, x) > 0. Since a 7−→ Cµ(s, a)
is non-increasing, then, for every z ≤ x, Cµ(s, z) > 0. Moreover, the TP2 property of
Cµ yields:
∀ z ≤ x, Cµ(t, z)
Cµ(s, z)
≤ Cµ(t, x)
Cµ(s, x)
. (3.4)
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But, it follows from Point iii) in Proposition 3.1 that
lim
z→−∞
Cµ(t, z)
z
= lim
z→−∞
Cµ(s, z)
z
= −1.
Thus, letting z tend to −∞ in (3.4), we obtain
1 = lim
z→−∞
Cµ(t, z)
Cµ(s, z)
≤ Cµ(t, x)
Cµ(s, x)
.
If, in addition, (Xt, t ≥ 0) has a constant mean, then we deduce from Proposition 1.2
that (Xt, t ≥ 0) is a peacock.
We now give an equivalent condition to the MRL ordering.
Theorem 3.3. The process (Xt, t ≥ 0) increases in the MRL order if and only if its
integrated survival function Cµ is TP2, i.e. for every 0 ≤ t1 ≤ t2 and x1 ≤ x2,
Cµ
(
t1, t2
x1, x2
)
= det
(
Cµ(t1, x1) Cµ(t1, x2)
Cµ(t2, x1) Cµ(t2, x2)
)
≥ 0. (3.5)
Proof. First, we recall that, for every t ≥ 0, Cµ(t, ·) : x 7−→ Cµ(t, x) is continuous and
left-differentiable, since it is convex. Moreover, if C ′µ(t, ·) denotes its left-derivative
function, then, for every x ∈ R, C ′µ(t, x) = −µt([x,+∞[).
Now, we suppose that (Xt, t ≥ 0) increases in the MRL order, i.e. the family of
functions (Ψµv , v ≥ 0), defined by (3.1), is non-decreasing in v. Let 0 ≤ s < t and
x ≤ y. We shall show that
Cµ(s, x)Cµ(t, y) ≥ Cµ(t, x)Cµ(s, y). (3.6)
If Cµ(s, y) = 0, then (3.6) is immediate. Suppose that Cµ(s, y) > 0. From [22, The-
orem 4.A.26], we know that the MRL ordering entails the increasing convex ordering.
Therefore, Cµ(t, y) > 0. Moreover, since a 7−→ Cµ(s, a) and a 7−→ Cµ(t, a) are non-
increasing, we have:
∀ a ≤ y, Cµ(s, a) > 0 and Cµ(t, a) > 0. (3.7)
Hence, (3.6) is equivalent to
Cµ(t, y)
Cµ(s, y)
≥ Cµ(t, x)
Cµ(s, x)
. (3.8)
We also deduce from (3.7) that, for every a ≤ y, µs([a,+∞[) > 0 and µt([a,+∞[) > 0.
To obtain (3.8), it suffices to show that
Fs,t : a 7−→ Cµ(t, a)
Cµ(s, a)
is non-decreasing on ]−∞, y].
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Observe that Fs,t is continuous and left-differentiable on ]−∞, y], and if F ′s,t denotes
its left-derivative, then, for every a ∈]−∞, y], we have:
C2µ(s, a)F
′
s,t(a)
= −C ′µ(s, a)Cµ(t, a) +C ′µ(t, a)Cµ(s, a)
= µs([a,+∞[)Cµ(t, a)− µt([a,+∞[)Cµ(s, a)
= µs([a,+∞[)
∫
[a,+∞[
yµt(dy)− µt([a,+∞[)
∫
[a,+∞[
yµs(dy)
= µs([a,+∞[)µt([a,+∞[) (Ψµt(a)−Ψµs(a)) ≥ 0
since, according to the hypothesis, Ψµt(a) ≥ Ψµs(a). Then, Fs,t is non-decreasing and
(3.8) holds.
Conversely, suppose that Cµ is TP2. By Proposition 3.2, v 7−→ Cµ(v, x) is non-
decreasing. Fix x ∈ R and 0 ≤ s ≤ t. If x ≥ bµs = inf{y ∈ R, µs([y,+∞[) = 0},
then, by definition of Ψµs and Ψµt ,
Ψµt(x) ≥ x = Ψµs(x).
Now, suppose that x < bµs . Then, Cµ(s, x) > 0 and, as a consequence, µs([x,+∞[) >
0. Moreover, since v 7−→ Cµ(v, x) is non-decreasing, we also have Cµ(t, x) > 0 and
µt([x,+∞[) > 0. Hence, by the TP2 property of Cµ,
Fs,t : a 7−→ Cµ(t, a)
Cµ(s, a)
is non-decreasing and left-differentiable on ] −∞, x]. In particular, the left-derivative
of Fs,t at x is nonnegative, i.e.
0 ≤ C2(s, x)F ′s,t(x)
= µs([x,+∞[)
∫
[x,+∞[
yµt(dy)− µt([x,+∞[)
∫
[x,+∞[
yµs(dy)
= µs([x,+∞[)µt([x,+∞[) (Ψµt(x)−Ψµs(x))
which shows that t 7−→ Ψµt(x) is non-decreasing.
Remark 3.4.
1) For certain processes, the equivalence between the MRL ordering and Condition
(3.5) (in Theorem 3.3) may be obtained by using a similar argument as in the proof of
Theorem 1.8.4 in Mu¨ller-Stoyan [17]. Indeed, if (Xt, t ≥ 0) is an integrable process such
that each Xt admits a positive density, then, for every t ≥ 0, the integrated survival
function Ct and the MRL function Lt of Xt are linked by the relation:
d
dx
lnCt(x) = − 1
Lt(x)
which yields that (Xt, t ≥ 0) is MRL ordered if and only if Condition (3.5) is fulfilled.
Then, we obtain an alternative proof of the direct implication part of Theorem 3.3 by
considering, for every ε > 0, the process (Xεt , t ≥ 0) defined as
Xεt = Xt + εG,
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where G is a reduced Gaussian random variable independent of (Xt, t ≥ 0). Observe
that each Xεt admits a positive density, and if (Xt, t ≥ 0) is MRL ordered, then, for
every ε > 0, (Xεt , t ≥ 0) is MRL ordered (see e.g. [22, Lemma 2.A.8]). Furthermore,
if Cεt denotes the integrated survival function of X
ε
t , then, since Ct is continuous,
(t, x) 7−→ Ct(x) is TP2 if and only if, for every ε > 0, (t, x) 7−→ Cεt (x) is TP2.
2) In the case where Xt = tX, Condition (3.5) rewrites
(t, x) 7−→ tC
(x
t
)
is TP2 on R
∗
+ × R, (3.9)
where C denotes the integrated survival function of X. If Ψ is the Hardy-Littlewood
function of X, then, by Theorem 3.3, the assertion (3.9) holds if and only if (tX, t ≥ 0)
is a MRL process, i.e.
∀x ∈ R, t 7−→ tΨ
(x
t
)
is non-decreasing on R∗+. (3.10)
Observe that, if x ≤ 0, then t 7−→ tΨ(x/t) is non-decreasing since Ψ is non-decreasing
and nonnegative. Hence, (3.10) is equivalent to:
∀x ∈ R∗+, t 7−→ tΨ
(x
t
)
is non-decreasing on R∗+ (3.11)
which in turn is equivalent to the following Madan-Yor condition:
a 7−→ Ψ(a)
a
is non-increasing on R∗+. (3.12)
Note that Condition (3.12) means that a 7−→ Ψ(a) − Ψ(0) is antistarshaped at 0 on
R
∗
+. We refer to [17, Page 237] for the definition of an antistarshaped function.
On the other hand, if we denote by L the MRL function of X, then
∀ (t, x) ∈ R∗+ × R, tΨ
(x
t
)
= tL
(x
t
)
+ x
and, as a consequence, (3.11) holds if and only if
∀x ∈ R∗+, t 7−→ tL
(x
t
)
is non-decreasing on R∗+. (3.13)
In particular, if L is non-increasing, then (3.13) holds. In other terms, if X is a
decreasing mean residual life (DMRL) random variable, then (tX, t ≥ 0) is a MRL
process. This result extends Theorem 2.A.17 in Shaked-Shanthikumar [22] to DMRL
random variables whose supports are not contained in R+.
Theorem 3.3 shall play an essential role in the last section where we exhibit new
families of peacocks which increase in the MRL order.
4 Some examples of MRL processes
There exists several classes of MRL processes. We start with time-dependent trans-
formations of random variables. Such processes are exhibited by computing directly
the corresponding Hardy-Littlewood functions. Then, we apply Theorem 3.3 and some
closure properties of total positivity of order 2 to obtain other interesting families of
MRL processes. In particular, we show that numerous subordinated MRL processes
still increase in the MRL order.
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4.1 Time-dependent transformations of random variables
4.1.1 Scale transformations
If Y is an integrable and centered random variable, then
(λY, λ ≥ 0) is a centered MRL process (4.1)
if and only if the Madan-Yor condition (3.12) holds. Such examples, which orginated
to Madan-Yor [15], are also studied in Lim et al. [14] and in Hirsch et al. [8, Section
7.4]. These authors considered the scale
√
λ instead of λ. However, it is obvious that
one may choose any scale of the form h(λ), where h is a nonnegative non-decreasing
function on R+. There are many common random variables which satisfy (3.12). For
example, Gaussian, exponential, Gamma, Beta and Student random variables satisfy
(3.12). There also exist random variables for which (3.12) fails (see e.g. Hirsch et al.
[8, Exercice 7.11]).
4.1.2 Monotone transformations of IFR random variables
Other examples of MRL processes are given in Hirsch et al. [8, Section 7.4]. For
instance, if Y is a random variable which admits a positive continuous density and a
log-concave survival function, then, assuming that E[eλY ] <∞ for every λ ≥ 0,(
eλY
E[eλY ]
− 1, λ ≥ 0
)
is a centered MRL process. (4.2)
We shall exhibit two important classes of MRL processes. To present the first class,
we introduce the set H of functions φ : R+ × R→ R such that:
(H1) φ is continuous on R+ × R, and of C1 class on R∗+ × R,
(H2) for every (λ, y) ∈]0,+∞[×R,
∂φ
∂y
(λ, y) > 0, (4.3)
and for every λ > 0,
y (∈ R) 7−→ φ˜(λ, y) :=
∂φ
∂λ
(λ, y)
∂φ
∂y
(λ, y)
is non-decreasing. (4.4)
(H3) If, for every λ > 0, τ+(λ) := lim
y→+∞
φ(λ, y), resp. τ−(λ) = lim
y→−∞
φ(λ, y) is the
upper bound, resp. the lower bound of the interval φ(λ,R), then
λ 7−→ τ−(λ) is non-increasing on R∗+
and either, for every λ > 0, τ+(λ) = +∞ or
λ 7−→ τ+(λ) is non-decreasing and of C1 class on R∗+.
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The following result, which generalizes (4.2), provides a large class of MRL peacocks.
Theorem 4.1. Let φ : R+ × R → R belong to H. Let Y be a random variable such
that
i) Y admits a positive continuous density f , and
its survival function m : z 7−→ P(Y ≥ z) =
∫ +∞
z
f(u)du is log-concave, (4.5)
ii) for every η > 0,
E[|φ(η, Y )|] <∞ and E
[
sup
0<λ≤η
∣∣∣∣∂φ∂λ(λ, Y )
∣∣∣∣
]
<∞, (4.6)
iii) for every λ ≥ 0, E[φ(λ, Y )] = 0.
Then (φ(λ, Y ), λ ≥ 0) is a centered MRL process.
Here are some cases where Theorem 4.1 applies.
Example 4.2. Let Y be a random variable satisfying Condition i) of Theorem 4.1 and
let ϕ : R→ R be a C1-class function such that ϕ′ > 0.
1) Suppose that:
∀λ > 0, E
[
sup
0<η≤λ
|Y |ϕ′(ηY )
]
<∞ and E[Y ϕ′(λY )] = 0.
Then
(φ(λ, Y ) := ϕ(λY )− E[ϕ(λY )], λ ≥ 0)
fulfills conditions of Theorem 4.1 with
τ−(λ) = τ− = lim
z→−∞
ϕ(z) − ϕ(0) and τ+(λ) = τ+ = lim
z→+∞
ϕ(z) − ϕ(0).
2) We suppose that
lim
y→−∞
ϕ(z) = l (l ∈ [−∞,+∞)) and lim
z→+∞
ϕ(z) = +∞.
Observe that if
∀λ > 0, E
[
sup
0<η≤λ
|Y |ϕ′(ηY )
]
<∞, (4.7)
then it follows from (4.7) that h : λ 7−→ E[ϕ(λY )] is differentiable on R∗+. We suppose
moreover that h is non-decreasing.
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i) If ϕ is convex, then
y 7−→ y − h
′(λ)
ϕ′(λy)
is non-decreasing.
Therefore, Theorem 4.1 applies to
(φ(λ, Y ) := ϕ(λY )− h(λ), λ ≥ 0)
with
τ−(λ) = l − h(λ) and τ+ = +∞.
In particular, if, for every λ > 0, E[eλY ] < ∞, and if h : λ 7−→ E[eλY ] is non-
decreasing, then Theorem 4.1 applies to
(φ(λ, Y ) := eλY − h(λ), λ ≥ 0)
with τ−(λ) = −h(λ) and τ+ = +∞.
Note that, for any random variable Z such that E[eλZ ] < ∞ for every λ > 0,
(φ(λ,Z) := eλZ − h(λ), λ ≥ 0) is a peacock if and only if λ 7−→ E[eλZ ] is non-
decreasing (see [4, Example 8]).
ii) If ϕ is log-convex,
y 7−→ y − h
′(λ)
h(λ)
ϕ(λy)
ϕ′(λy)
is non-decreasing,
and, as a consequence, Theorem 4.1 applies to(
φ(λ, Y ) :=
ϕ(λY )
h(λ)
− 1, λ ≥ 0
)
,
with
τ−(λ) =
l
h(λ)
− 1 (λ > 0) and τ+(λ) = +∞.
In particular, if E
[
eλY
]
<∞ for every λ > 0, then(
φ(λ, Y ) :=
eλY
E [eλY ]
− 1, λ ≥ 0
)
satisfies conditions of Theorem 4.1 with τ−(λ) = τ− = −1 and τ+ = +∞.
3) Let ϕ be concave and such that
lim
y→−∞
ϕ(y) = −∞ and lim
y→+∞
ϕ(y) = l (l ∈ (−∞,+∞])
We suppose that ϕ satisfies the following integrability hypothesis:
∀λ ∈ R+, E[|ϕ(Y − λ)|] < +∞ and E[ϕ′(Y − λ)]} < +∞. (4.8)
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We deduce from (4.8) that h : λ 7−→ E[ϕ(Y −λ)] is a (non-increasing) C1-class function
on R+. Since, for every λ ∈ R+,
y 7−→ −1− h
′(λ)
ϕ′(y − λ) is non-decreasing,
then Theorem 4.1 applies to
(φ(λ, Y ) := ϕ(Y − λ)− h(λ), λ ≥ 0) ,
where τ−(λ) = τ− = −∞ and τ+(λ) = l − h(λ).
To prove Theorem 4.1, we need a convenient expression of the Hardy-Littlewood
function.
Lemma 4.3. Let λ > 0 be fixed. Let µλ be the law of φ(λ, Y ), and let Ψλ denote the
Hardy-Littlewood function of µλ. For every z ∈ R, let φ−1(λ, z) be the unique element
in R such that
φ(λ, φ−1(λ, z)) = z.
Then, for every y ∈ R,
Ψλ(y) =
(
y +
1
m(φ−1(λ, y))
∫ τ+(λ)
y
m(φ−1(λ, z))dz
)
1]τ−(λ),τ+(λ)[(y) + y1[τ+(λ),+∞[(y),
where m denotes the survival function of Y .
Proof. Let λ > 0 be fixed. Since∫ τ+(λ)
τ−(λ)
zdµλ(z) = E[φ(λ, Y )] = 0,
then, for every y ∈] −∞, τ−(λ)], Ψλ(y) = 0. Moreover, if y ∈ [τ+(λ),+∞[, then, by
definition of Ψλ, Ψλ(y) = y. Suppose that y ∈]τ−(λ), τ+(λ)[. Then, by definition of
Ψλ,
Ψλ(y) = y +
1
µλ([y, τ+(λ)[)
∫
[y,τ+(λ)[
(a− y)µλ(da).
But,
µλ([y, τ+(λ)[) = P(φ(λ, Y ) ≥ y) = P(Y ≥ φ−1(λ, y)) = m(φ−1(λ, y))
and, by Tonelli’s theorem,∫
[y,τ+(λ)[
(a− y)µλ(da) =
∫ τ+(λ)
y
µ([z, τ+(λ)[)dz =
∫ τ+(λ)
y
m(φ−1(λ, z))dz.
This completes the proof.
Proof of Theorem 4.1. Let 0 < λ1 < λ2 and y ∈ R be fixed. We shall prove that
∀ 0 < λ1 < λ2, ∀ y ∈ R, Ψλ1(y) ≤ Ψλ2(y). (4.9)
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We deduce from (4.6) and Hypothesis iii) that
0 =
∂
∂λ
E[φ(λ, Y )] = E
[
∂φ
∂λ
(λ, Y )
]
=
∫ +∞
−∞
∂φ
∂λ
(λ, a)f(a)da.
Moreover, by Lemma 4.3,
Ψλ(y) =
(
y +
1
m(φ−1(λ, y))
∫ τ+(λ)
y
m(φ−1(λ, z))dz
)
1]τ−(λ),τ+(λ)[(y) + y1[τ+(λ),+∞[(y).
Since λ 7−→ τ−(λ) is non-increasing and λ 7−→ τ+(λ) is non-decreasing, we have
τ−(λ2) ≤ τ−(λ1) and τ+(λ1) ≤ τ+(λ2).
Let us write
R =]−∞, τ−(λ1)]∪]τ−(λ1), τ+(λ1)[∪[τ+(λ1),+∞[.
If y ∈]−∞, τ−(λ1)], then Ψλ1(y) = 0 ≤ Ψλ2(y), and if y ∈ [τ+(λ1),+∞[, then Ψλ1(y) =
y ≤ Ψλ2(y). Now, Fix y ∈]τ−(λ1), τ+(λ1)[, and consider the function
λ ∈ (λ1, λ2) 7−→ Ψλ(y) = y + 1
m(φ−1(λ, y))
∫ τ+(λ)
y
m(φ−1(λ, z))dz,
where, for every z ∈ [y,+∞[, φ−1(λ, z) denotes the unique element in R such that
φ(λ, φ−1(λ, z)) = z. (4.10)
Note that, since τ−, resp. τ+ is non-increasing, resp. non-decreasing,
τ−(λ) ≤ τ−(λ1) ≤ y ≤ τ+(λ1) ≤ τ+(λ).
If we differentiate (4.10) with respect to λ, we obtain:
∂φ−1
∂λ
(λ, z) = −
∂φ
∂λ
(λ, φ−1(λ, z))
∂φ
∂y
(λ, φ−1(λ, z))
= −φ˜(λ, φ−1(λ, z)). (4.11)
Observe that, by Condition i), m is of C1 class and denote by m′ the derivative of m.
Since τ+ is of C1 class on R∗+ and since
m(φ−1(λ, τ+(λ))) = P(φ(λ, Y ) ≥ τ+(λ)) = 0,
16
MRL order, log-concavity and an application to peacocks
the Leibniz’ rule for differentiation under the integral sign yields that
m2(φ−1(λ, y))
∂Ψλ(y)
∂λ
= m2(φ−1(λ, y))
∂
∂λ
(
y +
1
m(φ−1(λ, y))
∫ τ+(λ)
y
m(φ−1(λ, z))dz
)
= m(φ−1(λ, y))
(∫ τ+(λ)
y
∂φ−1
∂λ
(λ, z)m′(φ−1(λ, z))dz +m(φ−1(λ, τ+(λ)))τ
′
+(λ)
)
− ∂φ
−1
∂λ
(λ, y)m′(φ−1(λ, y))
∫ τ+(λ)
y
m(φ−1(λ, z))dz
= m(φ−1(λ, y))
∫ τ+(λ)
y
φ˜(λ, φ−1(λ, z))f(φ−1(λ, z))dz
− f(φ−1(λ, y))
∫ τ+(λ)
y
φ˜(λ, φ−1(λ, y))m(φ−1(λ, z))dz
which is equivalent to:
m2(αλ(y))
∂Ψλ(y)
∂λ
= f(αλ(y))
∫ τ+(λ)
y
[
φ˜(λ, αλ(z)) − φ˜(λ, αλ(y))
]
m(αλ(z))dz
+ f(αλ(y))
∫ τ+(λ)
y
(
m(αλ(y))
f(αλ(y))
− m(αλ(z))
f(αλ(z))
)
φ˜(λ, αλ(z))f(αλ(z))dz,
where, for every z ∈ [y, τ+(λ)[, αλ(z) = φ−1(λ, z).
We set
K1 :=
∫ τ+(λ)
y
[
φ˜(λ, αλ(z)) − φ˜(λ, αλ(y))
]
m(αλ(z))dz
and
K2 :=
∫ τ+(λ)
τ−(λ)
1[y,τ+(λ)[(z)
(
m(αλ(y))
f(αλ(y))
− m(αλ(z))
f(αλ(z))
)
φ˜(λ, αλ(z))f(αλ(z))dz.
Since a ∈]τ−(λ), τ+(λ)[7−→ φ−1(λ, a) is non-decreasing and since, by hypothesis (H2),
a 7−→ φ˜(λ, a) is non-decreasing, we have K1 ≥ 0. Moreover, m being log-concave,
θy : z ∈]τ−(λ), τ+(λ)[7−→ 1[y,τ+(λ)[(z)
(
m(αλ(y))
f(αλ(y))
− m(αλ(z))
f(αλ(z))
)
is nonnegative and non-decreasing. On the other hand, a 7−→ φ˜(λ, a) is non-decreasing.
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Then, denoting by φ˜−1λ the right-continuous inverse of a 7−→ φ˜(λ, a),
K2 =
∫ τ+(λ)
τ−(λ)
θy(z)φ˜(λ, αλ(z))f(αλ(z))dz
=
∫ τ+(λ)
τ−(λ)
θy(z)φ˜(λ, φ
−1(λ, z))f(φ−1(λ, z))dz
≥ θy
(
φ(λ, φ˜−1λ (0))
) ∫ τ+(λ)
τ−(λ)
φ˜(λ, φ−1(λ, z))f(φ−1(λ, z))dz
= θy
(
φ(λ, φ˜−1λ (0))
) ∫ +∞
−∞
∂φ
∂λ
(λ, a)f(a)da = 0
(after the change of variable a = φ−1(λ, z))
which ends the proof of (4.9).
Remark 4.4.
1) Theorem 4.1 extends to functions which are positive on an interval ]l, r[, and which
vanish on ]l, r[c.
2) If the density f is log-concave, then so is
m : x 7−→
∫ +∞
x
f(u)du,
and, using the same notations as in Theorem 4.1, (φ(λ, Y ), λ ≥ 0) is a peacock which
increases in the MRL order. Indeed, it suffices to see that the function (y, z) 7−→
m(y − z) is TP2. But,
m(y − z) =
∫ +∞
y
f(a− z) da =
∫ +∞
−∞
1[y,+∞[(a)f(a− z) da,
and the functions (y, z) 7−→ 1[y,+∞[(z) and (y, z) 7−→ f(y− z) are TP2. Then the map
(y, z) 7−→ m(y − z) is TP2 as a convolution product of two TP2 functions (see e.g.
Proposition 2.4).
The second family of MRL processes resembles the previous one. As in Theorem
4.1, the random variables having a log-concave survival function play an essential role.
Theorem 4.5. Let ϕ : R+ → R+ be a concave function such that ϕ(0) = 0. Assume
that ϕ is of C1 class and its derivative ϕ′ is positive. Let Y be a random variable
satisfying Condition i) of Theorem 4.1 such that E[ϕ(|Y |)] < ∞. Then, for every
non-decreasing C1-class function g : R+ → R,(
Yλ :=
ϕ((Y − g(λ))+)
E[ϕ((Y − g(λ))+)] , λ ≥ 0
)
is a MRL process.
Here are some examples where Theorem 4.5 applies.
Example 4.6. Let Y be a random variable which enjoys Condition i) of Theorem 4.1.
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1) If Y is integrable, and if g : R+ → R is a non-decreasing C1-class function, then(
(Y − g(λ))+
E[(Y − g(λ))+] , λ ≥ 0
)
satisfies the conditions of Theorem 4.5.
2) For every non-decreasing C1-class function g : R+ → R,(
Arctan((Y − g(λ))+)
E[Arctan((Y − g(λ))+)] , λ ≥ 0
)
enjoys the conditions of Theorem 4.5.
Proof of Theorem 4.5. Let h : R+ → R+ be the function given by:
∀λ ≥ 0, h(λ) = E[ϕ((Y − g(λ))+)].
Then, for every λ ≥ 0,
h(λ) =
∫ τ
0
P(ϕ((Y − g(λ))+) ≥ y)dy =
∫ τ
0
m(ϕ−1(y) + g(λ))dy, (4.12)
where τ = lim
y→+∞
ϕ(y) ∈]0,+∞]. Observe that h is a non-increasing C1-class function.
Indeed, the tail m of Y is a non-increasing C1-class function and g is a non-decreasing
C1-class function. Moreover, we deduce from (4.12) that
1 =
∫ τ/h(λ)
0
m(ρ(λ, z))dz, (4.13)
with ρ(λ, z) = ϕ−1(h(λ)z)+g(λ). If we differentiate (4.13) with respect to λ, we obtain:
0 =
∫ τ/h(λ)
0
[
−∂ρ
∂λ
(λ, z)
]
f(ρ(λ, z))dz, (4.14)
where, for every fixed λ ∈ R+, the function ∂ρ
∂λ
(λ, ·) defined by
∀ z ∈ (0, τ/h(λ)), ∂ρ
∂λ
(λ, z) = h′(λ)
z
ϕ′(ϕ−1(h(λ)z))
+ g′(λ)
is non-increasing in z for every fixed λ (since h′(λ) ≤ 0 and ϕ′ is positive and non-
increasing).
Now, for every λ ≥ 0, let Ψλ denote the Hardy-Littlewood function attached to the
law of Yλ. It is not difficult to verify the following relation:
∀(λ, y) ∈ R+ × R+,
Ψλ(y) =

y if y ≥ τh(λ) ,
y +
1
m(ρ(λ, y))
∫ τ/h(λ)
y
m(ρ(λ, z))dz if 0 < y < τh(λ) ,
1 if y = 0.
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Let 0 ≤ λ1 < λ2 and y ≥ 0. We wish to prove that Ψλ1(y) ≤ Ψλ2(y). Note that, since
h is non-increasing, one has:
τ
h(λ1)
≤ τ
h(λ)
≤ τ
h(λ2)
.
We have Ψλ1(0) = 1 = Ψλ2(0). If y ≥ τ/h(λ1), then Ψλ1(y) = y ≤ Ψλ2(y). Otherwise,
for every (λ, y) ∈ (λ1, λ2)× (0, τ/h(λ1)),
m2(ρ(λ, y))
∂Ψλ(y)
∂λ
= m(ρ(λ, y))
∫ τ/h(λ)
y
(
∂ρ
∂λ
(λ, y)− ∂ρ
∂λ
(λ, z)
)
f(ρ(λ, z))dz
+ f(ρ(λ, y))
∫ τ/h(λ)
y
(
m(ρ(λ, y))
f(ρ(λ, y))
− m(ρ(λ, z))
f(ρ(λ, z))
)[
−∂ρ
∂λ
(λ, z)
]
f(ρ(λ, z))dz.
Therefore, we may conclude following the same lines as in the proof of Theorem 4.1.
4.2 Subordination of MRL processes
We shall deduce from Proposition 2.4 and Theorem 3.3 that many subordinated MRL
processes are MRL processes too. Here is our main result.
Theorem 4.7. Let (Yλ, λ ≥ 0) be a centered MRL process. Consider an R+-valued
Markov process Λ := (Λt, t ≥ 0) which satisfies the following conditions:
i) Λ is homogeneous, right-continuous, and started at 0.
ii) The transition kernel of Λ has the form Pt(θ, dλ) = pt(θ, λ)dλ, where, for every
t ≥ 0, pt is continuous and TP2.
iii) Λ is independent of (Yλ, λ ≥ 0), and, for every t ≥ 0, E [|YΛt |] <∞.
Then, the subordinated process (Xt := YΛt , t ≥ 0) is still a centered MRL process.
Remark 4.8. Provided that the total positivity assumption holds, Theorem 4.7 still
applies in the following cases:
• (Λt, t ≥ 0) is an homogeneous (continuous-time) Markov chain whose state space
is N,
• (Λt, t ≥ 0) is a random walk with R+-valued independent increments.
Proof of Theorem 4.7. Note that (Xt, t ≥ 0) is obviously centered. Then, thanks to
Proposition 3.2 and Theorem 3.3, it suffices to show that the integrated survival func-
tion CX of (Xt, t ≥ 0) is TP2 on R∗+ × R. Let CY denote the integrated survival
function of (Yλ, λ ≥ 0). Since (Yλ, λ ≥ 0) is a MRL process, we deduce from Theorem
3.3 that CY is TP2 on R
∗
+ × R. On the other hand, by Theorem 2.9 (Point 2)),
q : (t, λ) 7−→ pt(0, λ) is TP2 on R∗+ × R.
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Moreover, for every (t, x) ∈ R∗+ × R,
CX(t, x) = E0
[
(Xt − x)+
]
= E0
[
(YΛt − x)+
]
=
∫ +∞
0
E
[
(Yλ − x)+
]
pt(0, λ)dλ
=
∫ +∞
0
q(t, λ)CY (λ, x)dλ.
Since q and CY are TP2, then, we deduce from Proposition 2.4 that C
X is also TP2.
This ends the proof.
Remark 4.9. Let Λ := (Λt, t ≥ 0) be an R+-valued Markov process satisfying Condi-
tions i) and ii) of Theorem 4.7. Then, Λ increases in both stochastic and MRL orders.
To see that Λ increases stochastically, one may notice that, since (t, η) 7−→ pt(0, η) and
(λ, η) 7−→ 1[λ,+∞[(η) are TP2 on R∗+ × R+, Proposition 2.4 implies:
(t, λ) 7−→ P0(Λt ≥ λ) =
∫
R+
1[λ,+∞[(η)pt(0, η)dη is TP2 on R
∗
+ × R+ (4.15)
which in turn implies that, for every 0 < s ≤ t,
λ (∈ R+) 7−→ P0(Λt ≥ λ)
P0(Λs ≥ λ)
(taking the value 1 at λ = 0) is increasing on the interval {λ ∈ R+ : P(Λs ≥ λ) > 0}.
Therefore, a result obtained in Hirsch et al. [8, Exercise 1.26] yields that, for every
peacock (Yλ, λ ≥ 0) satisfying Condition iii) of Theorem 4.7, (YΛt , t ≥ 0) is a peacock.
The assertion (4.15) implies also that
(t, λ) 7−→ E0
[
(Λt − λ)+
]
is TP2 on R
∗
+ × R+
which means that Λ is a MRL process.
We now give some examples of MRL processes obtained by subordination.
4.2.1 Scale mixtures of random variables
The next result follows immediately from Assertion (4.1) and from Theorem 4.7.
Corollary 4.10. Let (Λt, t ≥ 0) be an R+-valued Markov process which fulfills Condi-
tions i) and ii) of Theorem 4.7. Let Y be an integrable random variable independent
of (Λt, t ≥ 0). Suppose that Y satisfies the Madan-Yor condition (3.12). If E[Y ] = 0
and if, for every t ≥ 0, E[Λt] <∞, then,
(Xt := Y Λt, t ≥ 0) is a centered MRL process. (4.16)
Remark 4.11. The assertion (4.16) means that (Xt, t ≥ 0) is a peacock and, if µt
denotes the law of Xt, if Tµt denotes the Aze´ma-Yor stopping time for µt, and if
(Bt, t ≥ 0) is a Brownian motion issued from 0, then
(
BTµt , t ≥ 0
)
is a martingale
associated to (Xt, t ≥ 0).
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Example 4.12. Let Y denote an integrable and centered random variable which satis-
fies the Madan-Yor condition (3.12). Let Λ := (Λt, t ≥ 0) be an integrable, R+-valued
homogeneous Markov process issued from 0 and independent of Y . Then, in each
situation below, (Y Λt, t ≥ 0) is a centered MRL process:
• Λ is right-continuous and has independent log-concave increments.
• Λ is a birth-death process.
• Λ is a diffusion which admits a continuous transition density.
Example 4.13.
1) Let (Θn, n ∈ N∗) be independent exponential random variables of the same parameter
c (c > 0). We know that each Θn admits the density p : λ 7−→ ce−cλ1R+(λ) and that
the random walk (Λn, n ∈ N) given by Λ0 = 0 and
∀n ∈ N∗, Λn = Λn−1 +Θn (4.17)
is an R+-valued homogeneous Markov process issued from 0 with transition kernel
P (λ, dγ) = p(λ − ξ)dξ. For every n ∈ N∗, Λn follows the Erlang distribution with
parameters c and n. In other terms, the density of Λn is the n-fold convolution p
(n) of
p given by:
∀n ∈ N∗, ∀λ ∈ R, p(n)(λ) = c
n
Γ(n)
λn−1e−cλ1R+(λ).
Since p is a PF2 function, then, by Point 1) of Theorem 2.9,
(n, λ) 7−→ p(n)(λ) is TP2 on N∗ × R+.
If Y is an integrable and centered random variable independent of (Λn, n ∈ N) which
satisfies Condition (3.12), then, by Theorem 4.7,
(Xn = Y Λn, n ∈ N) is a centered MRL process.
2) We now consider a family (Θn, n ∈ N∗) of independent random variables such that
each Θn is an exponential random variable of parameter cn (cn > 0), i.e. each Θn has
the density fn : λ 7−→ cne−cnλ1R+(λ). The R+-valued random walk (Λn, n ∈ N) defined
by Λ0 = 0 and (4.17) has independent and log-concave increments since each fn is a
PF2 function. For every n ∈ N∗, we denote by pn the n-fold convolution f1 ∗ · · · ∗ fn.
By Theorem 2.10,
(n, λ) 7−→ pn(λ) is TP2 on N∗ × R+. (4.18)
Let Y be an integrable and centered random variable, independent of (Λn, n ∈ N)
which satisfies Condition (3.12). Then we deduce from (4.18) and Theorem 4.7 that
(Xn = Y Λn, n ∈ N) is a centered MRL process.
3) Let (Wn, n ∈ N) be the random walk issued from 0 whose increments admit the
same density p : λ 7−→ (c/2)e−c|λ|, where c > 0. The absolute value process (Λn =
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|Wn|, n ∈ N) is an R+-valued homogeneous Markov process with transition kernel
P (λ, dγ) = p(λ, γ)dγ, where p is defined by:
∀ (λ, γ) ∈ R+ × R+, p(λ, γ) = p(−λ− γ) + p(−λ+ γ).
We mention that, for every λ ≥ 0 and every n ∈ N, p(λ, ·) is the density of the random
variable |λ+Wn+1 −Wn|. Moreover,
∀ a ∈]− c, c[, 1
E [eaW1 ]
= 1− a
2
c2
.
By Schoenberg’s characterization of PF∞ functions (see [21], Theorem 1), p has the
PF∞ property. Then, we deduce from Theorem 11.1 of Karlin [10] that p is TP2 on
R+ × R+. Let p(n) be the n-fold convolution of p and, for every λ ∈ R+, let p(n)(λ, ·)
denote the density of |λ+Wn|. We have:
∀ γ ∈ R+, p(n)(λ, γ) = p(n)(−λ− γ) + p(n)(−λ+ γ).
Applying Point 1) of Theorem 2.9,
(n, λ) 7−→ p(n)(0, λ) is TP2 on N∗ × R+.
Now, let Y be an integrable and centered random variable independent of (Λn, n ∈ N)
which satisfies Condition (3.12). Then, Condition (4.18) and Theorem 4.7 yield that
(Xn = Y Λn, n ∈ N) is a centered MRL process.
4.2.2 Mixtures of IFR random variables
As a consequence of Theorem 4.7, Theorem 4.1 and Theorem 4.5, we have:
Corollary 4.14. Consider an R+-valued Markov process (Λt, t ≥ 0) which fulfills
Conditions i) and ii) of Theorem 4.7 and consider a random variable Y independent
of (Λt, t ≥ 0).
1) Suppose that Y satisfies Hypotheses i), ii) and iii) of Theorem 4.1. If φ : R+×R→ R
is an element of H such that, for every t ≥ 0, E[φ(Λt, Y )] <∞, then
(Xt := φ(Λt, Y ), t ≥ 0) is a centered MRL process.
2) Suppose that Y satisfies Condition i) of Theorem 4.1 and that E[ϕ(|Y |)] < ∞. If
ϕ : R+ → R+ is a concave C1-class function which satisfies ϕ′ > 0 and ϕ(0) = 0 and
if g : R+ → R denotes a non-decreasing C1-class function such that, for every t ≥ 0,
E[ϕ(|g(Λt)|)] <∞, then(
Xt :=
ϕ ((Y − g(Λt))+)
h(Λt)
− 1, t ≥ 0
)
is a centered MRL process,
where, for every λ ∈ R+, h(λ) = E [ϕ ((Y − g(λ))+)].
Example 4.15. Let (Λt, t ≥ 0) be an R+-valued Markov process satisfying Conditions
i) and ii) of Theorem 4.7. Let Y be a random variable independent of (Λt, t ≥ 0) which
fulfills Condition i) of Theorem 4.1.
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1) If, for every λ ≥ 0, E[eλY ] <∞, then(
Xt :=
eY Λt
h(Λt)
− 1, t ≥ 0
)
is a centered MRL process,
where, for every λ ≥ 0, h(λ) = E[eλY ].
2) If Y is integrable, then(
Xt :=
(Y − Λt)+
h(Λt)
− 1, t ≥ 0
)
is a centered MRL process,
where, for every λ ≥ 0, h(λ) = E[(Y − λ)+].
4.3 Other closure properties of the MRL ordering
4.3.1 Translation
Let (Xt, t ≥ 0) be a MRL process and let Y be an integrable random variable indepen-
dent of (Xt, t ≥ 0). If Y has a log-concave survival function, then we deduce from [22,
Lemma 2.A.8] that (Zt := Xt + Y, t ≥ 0) is still a MRL process.
4.3.2 Scale mixtures
Let (Xt, t ≥ 0) be a MRL process and let Y be an integrable R+-valued random variable
which admits a positive C1-class density f . We suppose that log Y is log-concave, i.e.
the density of Y fulfills the following equivalent conditions:
• y 7−→ yf ′(y)/f(y) is non-decreasing.
• f = e−V , where y 7−→ yV ′(y) is a non-decreasing function.
• For every c ∈]0, 1[,
y 7−→ f(y)
f(yc)
is non-decreasing. (4.19)
Moreover, it is obvious that (4.19) is equivalent to
(x, y) 7−→ f
(y
z
)
is TP2 on R+ × R∗+. (4.20)
Let (Xt, t ≥ 0) be a MRL process, and, for every t ≥ 0, let Zt = Y Xt. We denote by
CX , resp. CZ the integrated survival function of (Xt, t ≥ 0), resp. (Zt, t ≥ 0). For
every (t, x) ∈ R∗+ × R∗+, we have:
CZ(t, x) = E[(Y Xt − x)+] =
∫ +∞
0
CX
(
t,
x
y
)
yf(y)dy
=
∫ +∞
0
CX(t, z)
x2
z3
f
(x
z
)
dz
(
by the change of variable z =
x
y
)
.
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Since CX is TP2 on R
∗
+ × R∗+, we deduce from (4.20) and from Proposition 2.4 that
CZ is TP2 on R
∗
+ × R∗+. Similarly, for every (t, x) ∈ R∗+ × R∗−,
CZ(t, x) = −
∫ 0
−∞
CX(t, z)
x2
z3
f
(−x
−z
)
dz
which shows that CZ is still TP2 on R
∗
+ × R∗−. Thanks to the continuity property of
CZ , we deduce that CZ is TP2 on R
∗
+ × R which means that (Zt := Y Xt, t ≥ 0) is
increasing in the MRL order.
4.3.3 Mixtures of MRL ordered probability measures
Let (µn, n ∈ N) be an integrable family of probability measures which increases in
the MRL order. Let c = (cn, n ∈ N) be an increasing sequence of nonnegative real
numbers. We set l = lim
n→∞
cn. Then, the family (µ
(c)
t , t ∈ [0, l)) defined by:
∀ t ∈ [cn, cn+1], µ(c)t =
cn+1 − t
cn+1 − cnµn +
t− cn
cn+1 − cnµn+1
is still MRL ordered. This is a direct consequence of Theorem 2.A.18 in [22].
4.3.4 Censoring type transformations
Let (µt, t ≥ 0) be a family of integrable and centered probability measures which
increases in the MRL order. By Theorem 3.3, the MRL ordering of (µt, t ≥ 0) rewrites:
C : (t, x) 7−→
∫
[x,+∞[
(y − x)µt(dy) is TP2 on R+ × R. (4.21)
Let a < b be fixed real numbers. We consider the family (µa,bt , t ≥ 0) given by:
µa,bt (dy) = (1]−∞,a[ + 1]b,+∞[)(y)µt(dy) + α
a,b
t δa(dy) + β
a,b
t δb(dy), (4.22)
where δa, resp. δb denotes the Dirac measure at point a, resp. point b, and where
αa,bt =
1
b− a
∫
[a,b]
(b− y)µt(dy) and βa,bt =
1
b− a
∫
[a,b]
(y − a)µt(dy).
Observe that αa,bt and β
a,b
t are chosen in such a way that µ
a,b
t is still a centered proba-
bility measure. Precisely, (αa,bt , β
a,b
t ) is the unique solution of the linear system:
α+ β = µt([a, b]) and aα+ bβ =
∫
[a,b]
yµt(dy).
Let Ca,b : R+ × R→ R+ be the integrated survival function of (µa,bt , t ≥ 0):
Ca,b(t, x) =
∫
[x,+∞[
(y − x)µa,bt (dy).
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We wish to prove that (µa,bt , t ≥ 0) is a MRL family. To this end, it is necessary and
sufficient to show that Ca,b is TP2 on R+ ×R. For every t ≥ 0, we have:
Ca,b(t, x) =

C(t, x) if x > b,
(b− x)βa,bt +
∫
]b,+∞[
(y − x)µt(dy) if a ≤ x ≤ b,∫
[x,a[∪]b,+∞[
(y − x)µt(dy) + (a− x)αa,bt + (b− x)βa,bt if x < a
which is equivalent to
Ca,b(t, x) =

b− x
b− aC(t, a) +
x− a
b− a C(t, b) if x ∈ [a, b]
C(t, x) otherwise.
Let 0 ≤ t1 ≤ t2 and x1 ≤ x2 be fixed real numbers. We distinguish four cases:
i) If x1 /∈ [a, b] and x2 /∈ [a, b],
Ca,b
(
t1, t2
x1, x2
)
= Ca,b(t1, x1)C
a,b(t2, x2)− Ca,b(t1, x2)Ca,b(t2, x1)
= C(t1, x1)C(t2, x2)− C(t1, x2)C(t2, x1)
= C
(
t1, t2
x1, x2
)
≥ 0 (since C is TP2.)
ii) If x1 < a ≤ x2 ≤ b,
Ca,b
(
t1, t2
x1, x2
)
=
b− x2
b− a C
(
t1, t2
x1, a
)
+
x2 − a
b− a C
(
t1, t2
x1, b
)
≥ 0.
iii) If a ≤ x1 ≤ b ≤ x2,
Ca,b
(
t1, t2
x1, x2
)
=
b− x1
b− a C
(
t1, t2
a, x2
)
+
x1 − a
b− a C
(
t1, t2
b, x2
)
≥ 0.
iv) If a ≤ x1 ≤ x2 ≤ b,
Ca,b
(
t1, t2
x1, x2
)
=
x2 − x1
b− a C
(
t1, t2
a, b
)
≥ 0.
We deduce from i)-iv) that Ca,b is TP2 on R+ × R which, according to Theorem 3.3,
means that (µa,bt , t ≥ 0) is a MRL family.
The transformation (4.22) may be generalized as follows. Let us consider a positive
integer k, k+1 real numbers a0 < a1 < · · · < ak and the k+1-tuple a = (a0, a1, · · · , ak).
Let (µat , t ≥ 0) be the family defined as
µat (dy) =
(
1]−∞,a0[ + 1]ak ,+∞[
)
(y)µt(dy) +
k∑
n=0
αant δan(dy), (4.23)
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where δan is the Dirac measure at point an and where α
a0
t , α
a1
t , · · · , αakt are given by:
αant =

1
a1 − a0
∫
[a0,a1]
(a1 − y)µt(dy) if n = 0,
1
an − an−1
∫
[an−1,an]
(y − an−1)µt(dy)+
1
an+1 − an
∫
]an,an+1]
(an+1 − y)µt(dy) if n = 1, · · · , k − 1,
1
ak − ak−1
∫
[ak−1,ak]
(y − ak−1)µt(dy) if n = k.
Note that if T a,b denotes the transformation defined by (4.22), then the transformation
given by (4.23) is the k-fold composition T ak−1,ak ◦· · · ◦T a1,a2 ◦T a0,a1 . We then deduce
that (µat , t ≥ 0) is still a MRL family.
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