Abstract. The fact that the geometry of state space can be reconstructed from a time series of observations has led to innovative prediction and control algorithms for chaotic systems. In this article we show that state reconstruction of integrate-and-re dynamics is possible from a series of interspike intervals. In particular, a chaotic spike train generated in this way can be predicted from its history. We show that it is possible to use system reconstruction based on spike trains alone to control unstable periodic trajectories of the system in two separate ways: by making small (subthreshold) changes in a system parameter, and by using an on-demand pacing protocol with large (superthreshold) pulses.
Introduction
The state of a system is a primitive concept that is fundamental to the understanding of dynamical behavior. The identi cation of state underlies all attempts at characterization, prediction, and control of deterministic systems.
The discovery of chaos in simple nonlinear systems prompted a radical change in dynamical system analysis from observations. The new ingredient due to chaos is the possibility that nonlinear systems with few degrees of freedom, while deterministic in principle, can create output signals that appear complex, and mimic stochastic signals from the point of view of conventional time series analysis. The reason for this is that trajectories that have nearly identical initial states will separate from one another at an exponentially fast rate. Exponential separation causes chaotic systems to exhibit much of the same long-term behavior as stochastic systems.
For a chaotic system, short-term prediction methods can be designed that outperform the \optimal" linear predictor, if there are a reasonably low number of active degrees of freedom. To implement short-term prediction in practice requires global time series models. Geometric methods for reconstructing the state space of a nonlinear system from a time series of measurements began with the pioneering work of Packard et al. 1980] and Takens 1981] . (These e orts were related in spirit 1991 Mathematics Subject Classi cation. Primary 58F13; Secondary 60G55. The author was supported in part by NSF Computational Mathematics Grant #DMS9305659.
c 0000 American Mathematical Society 0000-0000/00 $1.00 + $.25 per page to the threshold-autoregressive models of Tong and Lim 1980] in the statistical literature.) These articles and later work showed that vectors representing a number of delayed versions of some observable measurement can be put in a one-to-one correspondence with the states of the system being observed.
The fact that the current system state can be identi ed using a vector of time series measurements leads to a number of applications, since analysis of the geometry of the chaotic attractor underlying the time series can be performed in the state space reproduced from the delay-coordinate vectors. Applications include noise-ltering and prediction of chaotic time series, and control of unstable periodic orbits solely from a time series record (see Ott et al. 1994 ] for a broad sampling of applications).
In this article we explore the feasibility of applications such as prediction and control for a di erent type of dynamical data. Instead of using a vector of time series measurements to identify the state, we will use a vector of time intervals between rings of an integrate-and-re dynamical system. We will show that in analogy with the time series case, there is a one-to-one correspondence between the states of the underlying dynamical system and the \interspike interval" vectors of su cient length.
It is perhaps a surprising fact that, under the integrate-and-re hypothesis, the intricate structure of the state space attractor is somehow contained in the spike train record. Together with the earlier results on time series, it hints at the multifaceted nature of faithful information transfer in complex systems. Neurophysiological systems in particular are widely assumed to process information coded in temporal patterns of action potential rings. See Schi et al. 1994] for an application of interspike interval analysis to evoked and spontaneous neuronal population responses in rat hippocampal tissue.
Section 2 of this article explains how to reconstruct states of a dynamical system from a spike train. Section 3 discusses a practical consequence of the reconstruction: Spike trains of moderate length are predictable and controllable. We demonstrate that an unstable orbit of an attractor can be stabilized either with small or large perturbations, using knowledge of the system dynamics learned through spike trains. In Section 4, we present a sketch of the proof of an embedding theorem for interspike intervals.
State representation from spike trains
Neurobiological systems are often marked by measurable pulses corresponding to a cell reaching a threshold potential, which triggers rapid depolarization, followed by repolarization, which restarts the cycle. The times of these discrete pulses can be recorded. This type of data di ers from a time series of an observable measured at regular time intervals. Many hypotheses and models for the description of the time variability of these pulses have been proposed (see Tuckwell 1988] ). A random process in which information is carried by a series of event timings is called a point process. See Lewis 1972] and Miller and Snyder 1991] for an introduction to the statistical literature on this subject. The goal of this article is to present an alternative method of analysis for spike timing data. The main question of this section is the following: If a point process is the manifestation of an underlying deterministic system, can the states of the system be uniquely identi ed from the information provided by the point process?
Our approach is a simple paradigm that shares qualitative characteristics with real systems, and that demonstrates feasible ways in which complicated information about system states can be communicated and transformed in type. In particular, we will focus on the linkage between continuous dynamics and the interspike intervals (ISI's) produced by them, rather than modeling the detailed mechanism of any single system. For concreteness, we make a simple hypothesis connecting an underlying continuous dynamical system to the point process. The time series from the dynamical system is integrated with respect to time; when it reaches a preset threshold, a spike is generated, after which the integration is restarted. This integrate-and-re model is chosen for its simplicity and potential wide applicability. In our simulations we hypothesize that the input to be integrated is a low-dimensional chaotic attractor. We use the Mackey-Glass equation and the Lorenz equations as simple representative examples.
Let S(t) denote the signal produced by a positive function measured on the state space of a nite-dimensional dynamical system. Assume that the trajectories of the dynamical system are asymptotic to a compact attractor A. Let be a positive number which represents the ring threshold. After xing a starting time T 0 and initial condition x for the dynamical system, a series of \ ring times" T 1 < T 2 < T 3 < : : : can be recursively de ned by the equation Under certain genericity conditions on the underlying dynamics, signal and threshold, the series ft i g of ISI's can be used to reconstruct the attractor A. Theorem 2.1 below state that there is a one-to-one correspondence between m-tuples of ISI's and attractor states, which associates each vector (t i ; t i?1 ; : : : ; t i?m+1 ) of ISI's with the corresponding point x(T i?1 ) on the attractor. In analogy with the generalization in Sauer et al. 1991] of the Takens 1981] theorem, the condition m > 2D 0 is su cient, where D 0 is the box-counting dimension of the attractor A.
The one-to-one property is useful because the state of a deterministic dynamical system, and thus its future evolution, is completely speci ed by a point in the full phase space. Suppose that when the system is in a given state x one observes the ISI-vector G(x) in the reconstruction space, and that this is followed one second later by a particular event. If G is one-to-one, each appearance of the measurements represented by G(x) will be followed one second later by the same event. This is because there is a one-to-one correspondence between the attractor states in phase space and their image vectors in reconstruction space. Thus there is predictive power in measurements that are matched to the system state x in a one-to-one manner. Figure 2 shows a delay plot of interspike intervals produced by the x-coordinate of the Lorenz attractor. Since the box-counting dimension of the Lorenz attractor is slightly greater than 2, the theorem stated above says that generic reconstructions in m = 5 dimensions are topologically equivalent to the original Lorenz attractor, although its orientation in ve dimensional Euclidean space could be rather twisted. Figure 2 can be viewed as a projection from ve dimensional space to three dimensional space of this topologically equivalent attractor.
To conclude this section we give a precise statement of the one-to-one correspondence referred to above. A sketch of the proof of Theorem 2.1 is provided in Section 4. Assume that the underlying dynamical system is represented by the autonomous system of di erential equations _ x = f(x) where x is a k-dimensional variable. The state space for this dynamical system is R k . Let A be an attractor for the dynamics in R k , and denote by d 0 (A) the box-counting dimension of A.
As the trajectory x(t) moves along the attractor A, a signal S(t) = h(x(t)) is Theorem 2.1 Let _ x = f(x) be an autonoumous system of di erential equations on R k with invariant set A of box-counting dimension d 0 (A). Assume that A contains at most a nite number of equilibrium points. Then for any smooth function h : R k ! R which is positive on A, the ISI-vector function G h is one-to-one on A for almost every smooth perturbation of h.
The usage of almost every in Theorem 2.1 implies that the set of h for which the reconstruction function G h is one-to-one on A is dense in the C 1 -topology. In the proof of Section 4, a nite-dimensional family q c of perturbing functions for h is constructed such that G h+qc is one-to-one for almost every c, in the sense of Lebesgue measure. This usage of \almost every" is therefore the same as the usage in the sense of prevalence, a measure-theoretic concept developed in Hunt et al. 1992] .
3 Prediction and control from interspike intervals A practical consequence of Theorem 2.1 is that the ISI vectors (t i ; : : : ; t i?m+1 ) can be used to reconstruct the attractor su ciently to make measurements of dynamical invariants possible, and to do short-term prediction on the series ft i g. Thus the possibility exists of predicting future interspike intervals from past history, and moreover to use this knowledge to control the system.
To explain the meaning of short-term prediction, it is instructive to recall the time series case. For chaotic time series, the length of time horizon for which prediction is e ective depends on the separation time of nearby trajectories, and so inversely on the largest Lyapunov exponent. For ISI series, the horizon depends both on the Lyapunov exponents of the underlying process and on the threshold . As in (2.1) is increased, the e ect on the interspike interval reconstruction is analogous to increasing the sampling interval in the case of time series reconstruction. We expect the quality of the reconstruction to degrade when the threshold is high enough that the intervals become comparable to the reciprocal of the largest Lyapunov exponent, the decorrelation time of the dynamics. Whether predictability can be found in a particular set of experimental data may depend on this issue.
Sauer 1994] explored the possibility of predicting a spike train from its history. By comparing predictability of the spike train with predictability of surrogate versions of itself constructed to share the main statistical properties (Theiler et al. 1992] ), it was shown that it is feasible to extract information about nonlinearities of the underlying system from the spike train. Those ndings indicated that data sets of lengths accessible in physiological settings may be su cient in principle to distinguish deterministic chaos from random processes.
Stabilization of unstable periodic orbits in chaotic systems using small controls was described in Ott, Grebogi, and Yorke 1990] and is commonly referred to as OGY control. Several experimental examples of the success of this type of stabilization are documented in Ott et al. 1994] . The fundamental idea is to determine some of the low period unstable orbits embedded in the attractor, and then use small feedback to control the system. The OGY method is model-free, in that it relies on time series information to reconstruct the linear dynamics in the vicinity of the unstable orbit.
In this section we would like to prove the viability of this concept when the dynamical information is carried by interspike intervals instead of a time series. We will demonstrate two di erent types of control protocols. The rst will be the analogue of OGY control for spike trains. Using small changes in a system parameter, an unstable orbit will be stabilized. This type of control is called subthreshold control, since the control signal is not large enough on their own to make the system re. For this demonstration we will use spike intervals produced by an observable from the Lorenz system, and stabilize the gure-8 trajectory.
The second protocol will use superthreshold pulses to stabilize an unstable equilibrium. This technique, often called on-demand pacing, will be shown to work for deterministic as well as random integrate-and-re systems. Therefore, although the success of subthreshold control can be viewed as evidence of deterministic dynamical behavior in an unknown system, the same cannot be said for superthreshold control.
We begin with subthreshold control. The Lorenz attractor of (2.2) exhibits trajectories cycling around two unstable equilibrium points. The number of times a typical trajectory cycles around one point before moving to the other is known to be unpredictable on moderate to long time scales. We will choose to stabilize the unstable periodic trajectory which cycles exactly once around one equilbrium, then exactly once around the other, before returning to the rst and repeating the process. This \ gure-eight" trajectory of the Lorenz attractor is unstable, in the sense that a trajectory started near this behavior will tend to move away from it.
In this feasibility study we used the Lorenz equations (2.2) to generate an input signal S(t) = x(t) + 25. The parameters = 28 and = 10 are set at the standard values, and the parameter is nominally set at the standard value 8=3, but will be used as control parameter.
Using the reconstruction of Lorenz dynamics solely from the interspike intervals produced by (2.1), local linear models for a pair of points along the gure-eight orbit were constructed numerically. This step involves careful use of interpolation, since as Figure 3(a) shows, any given point on the reconstructed orbit may be reached only rarely by an interspike interval vector.
Figure 3(a) shows the result of the control procedure. Using small perturbations to the nominal value of , after an initial transient (the single inside loop), the stabilization is achieved, and the system will continue the gure-eight behavior inde nitely. A time trace of the x-coordinate of the underlying Lorenz attractor being used to drive the integrate-and-re model is shown in Figure 3 used in the controlling process, and is shown here simply to verify success of the control procedure.
Superthreshold control of spike train dynamics is conceptually simpler. In this scenario, the goal is to change an erratic ring pattern to a regular pattern. The controller has the capability of causing the system to re at any time, say through a large pulse applied to the system. We choose a desired xed interspike interval and then ask the contoller to apply superthreshold spikes to regulate the system to spiking rhythmically at that interval. In the on-demand pacing protocol, the controller applies the external spike whenever the interspike interval has exceeded the desired value. Obviously, this will cause the spike intervals to be capped at the desired level. What we will show is that in addition, under realistic assumptions on the dynamics, the spike times will be bounded from below as well, resulting in an evenly-timed spike sequence.
To make a model which is perhaps closer to a neurophysiological process, we add to the integrate-and-re model (2.1) some relative refractoriness. For this experiment we use a time series from the Mackey-Glass equation as the signal to be integrated. The Mackey-Glass 1977] delay di erential equation is _ x(t) = ?0:1x(t) + 0:2x(t ? ) 1 + x(t ? ) 10 :
(3.1) When = 30, the attractor for this system has dimension around 3:5, according to numerical estimation. For = 100, the correlation dimension is approximately 7:1. (See Ding et al. 1993] .) The relative refractoriness is included by changing the constant threshold in the integrate-and-re hypothesis (2.1) to a simple \leaky potential" function. The threshold will decrease at a constant rate ( _ = ?0:5 in our example) until ring, at which time is replaced by + 50, representing the repolarization stage. The results of control are shown in Figure 4 (a). A signal from equation (3.1) with = 100 is integrated until the threshold is met as in (2.1), with the assumption that the threshold evolves as discussed above. For spike (event) numbers 1 to 200, the interspike interval lengths of the free-running system is graphed on the vertical axis. Since the integrated signal is 7-dimensional, no pattern can be ascertained by visual inspection. After event 200, the on-demand control protocol is turned on. The system immediately relaxes into a rhythmical behavior, with interspike intervals held near a xed value. Note that not only are there no intervals above the nominal value (which is trivially enforced by on-demand pacing), but intervals below the nominal value have been largely eliminated as well. After spike 400, when the on-demand pacing is suspended, the system re-establishes its prior erratic behavior.
The same e ect can be seen when the deterministic Mackey-Glass input is replaced by a random noise input. We manufacture the noise by creating a randomphase surrogate of the Mackey-Glass time series. That is, the phases of a Fouriertransformed version of the time series are randomized, and then the inverse Fourier transform is applied, resulting in a random signal with the same spectral characteristics as the deterministic Mackey-Glass signal used above. Figure 4(b) shows the same on-demand control technique as applied above. The control has an e ect similar to that in the deterministic case.
An embedding theorem for interspike intervals
In this section we state an embedding theorem in the spirit of Sauer, Yorke, and Casdagli 1991], but for ISI vectors from a spike train instead of delay coordinate vectors from a time series. The details of the proof of this theorem are substantially more complicated than in the time series case|we will only sketch the proof in this article. We begin with a few lemmas. is at least minf ; jx ? yjg for all x; y lying in some bounded subset A of R k and for all c 2 C. Let d 0 (A) be the box-counting dimension of A. If n > 2d 0 (A), then G c is one-to-one on A for (Lebesgue) almost every c 2 C; Proof Consider pairs x; y 2 R k separated by at least . Since the nth largest singular value of the Jacobian matrix (4.1) is at least minf ; g, there is a uniform constant B (depending only on ) such that the point G c (x)?G c (y) lies within of the origin for c contained in a subset of p-dimensional Lebesgue measure at most B n .
This means that two -balls in R k separated by at least can have intersecting images under G c for c in a set of measure at most B n . Since there are ?d0 balls covering A, there are at most ?2d0 such pairs. The set of c for which there is some pair of -balls whose images intersect under G c has measure at most n?2d0 . By hypothesis this expression tends to 0 as tends to 0, so we have shown that G c is one-to-one on the pairs separated by at least , except for c belonging to a Lebesgue measure zero subset S . By repeating the argument for = 1=i, i = 1; 2; 3; : ::, we nd that each G c for which c is not in the (measure zero) union of the S 1=i is one-to-one on A. Using these lemmas, we will sketch a proof of Theorem 4.4. To simplify matters, we assume that the invariant set A contains no equilibrium points (this is the case, for example, if A is the Lorenz attractor of (2.2). The result holds as long as the number of equilibrium points in A is nite, although the proof is more complicated.
Let
be an autonomous system of k ordinary di erential equations, with x 2 R k . The system is said to satisfy a Lipschitz condition on the set A if there exists a constant L > 0 such that jf(x) ? f(y)j Ljx ? yj for each x; y in A.
Assuming that a Lipschitz condition is satis ed, we can de ne the ow F t (x) as the unique solution at time t of the system (4.7) with initial value x. In addition, such a system satis es continuous dependence on initial conditions; in fact, there exists a constant > 1 such that jx ? yj t < jF t (x) ? F t (y)j < t jx ? yj Proof (Sketch) The philosophy of this proof is that since the trajectories of the system are fairly straight on small scales, we can perturb h in carefully selected small regions in order to tease apart images of points in R k that have mapped together under G h . To do this trajectory-straightening, it helps to notice that since the compact set A contains no equilibrium points, there exists a minimum speed limit s > 0 for trajectories; that is, jf(x)j > s for all x 2 A. On the other hand, the Lipschitz constant L puts an upper bound on the spatial rate of change of f: Within a cube of width in R k , the velocity f can change by at most L. We will choose small enough that < :01s=L; then the velocity of the ow can change by at most 1% within a -cube. Trajectories move almost in straight lines through such cubes.
Since j_ xj > s, a trajectory can spend at most 2 p k =s time units in any -cube before exiting. The reason is that p k is the longest straight segment contained in a -cube; since the trajectory may deviate by only 1% from a straight line, the distance traveled will be less than 2 p k , and the speed is at least s.
Let b = minfjh(x)j : x 2 Ag > 0 and B = maxf1 + jh(x)j : x 2 Ag. Clearly = =bm is an upper bound for the time needed to create m interspike intervals. In addition to the previous condition on , we require small enough to satisfy 3 2 p k s B < ; where is the ring threshold. This requirement ensures that the trajectory must pass through at least 3 di erent -cubes between each ring.
On a -cube, there are k smooth \bump functions" q(x), each equal to zero for points outside of the cube, and such that for two trajectories F t (x); F t (y) passing through the cube, at least one of the q satis es
where D is the minimum distance between F t (x) and F t (y) in the 
Summary
We have suggested methods of studying and exploiting interspike interval series recorded from experiment, in the absence of known model equations. If they are generated according to hypothesis (2.1), the ISI vectors can be used to represent states of the underlying attractor in a similar manner as delay coordinate vectors from amplitude time series.
Although equation (2.1) was chosen to be as free of assumptions as possible, it is a hypothesis, and the primary features of any particular physiological system may not be well represented by this hypothesis. This study is therefore a kind of feasibility study. Further work with other integrate-and-re models for speci c contexts, such as the leaky integrator of Section 3, is needed.
One strong motivation for this work is to explore modes of information processing in neural systems. The possibility exists that much of the communication and processing that transpires in the central nervous system, for example, is coded in the temporal ring patterns of neural circuits. Our approach is designed to provide fundamental knowledge toward understanding the so-called temporal coding problem.
This study shows the theoretical possibility of using the OGY control procedure, with obvious modi cations, for systems measured only by spike trains. In systems where deterministic but aperiodic spike trains are measured, and where a global parameter is accessible for small time-dependent perturbations, this technique may be used to entrain the system into periodic spiking behavior.
Moreover, it was shown that the on-demand control procedure can be used to enforce equilibrium spiking behavior in a neurophysiologically motivated spiking model system. This capability was shown to exist for a deterministic system as well as a similar system that was principally random. We conclude that ability to control is not necessarily a reliable diagnostic for deterministic dynamical mechanisms.
