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INTRODUZIONE 
 
 
 
 
 
 
Uno dei principali problemi da risolvere nel contesto del business è quello di permettere alle 
aziende di ottenere un maggiore risparmio dai loro processi strategici di business, migliorando il 
flusso dei dati e delle informazioni che guidano le decisioni dell’esecutivo. All’interno delle aziende 
le informazioni sono gestite da applicazioni che fanno parte di diversi dipartimenti e organizzazioni 
e che si scambiano i dati fra loro, ma cercare un miglioramento  degli scambi di dati è costoso sia i 
termini di tempo che di denaro. Il primo obiettivo da raggiungere è quello di oltrepassare 
l’eterogeneità delle applicazioni; per esempio, supponiamo di dover mettere in comunicazione 
un’applicazione web con un sistema legacy che non è in grado di comunicare con altri sistemi e che 
necessita di ricevere gli input da un operatore umano. I vecchi sistemi utilizzati dalle compagnie 
non possono essere rimpiazzati facilmente con un sistema basato su tecnologie più attuali, perché 
rimpiazzarli significherebbe sia sostituire un sistema già testato con uno non testato, che dover 
riadattare il formato vecchio dei dati con uno nuovo.  
Ci sono due principali fattori che portano le compagnie ad offrire nuovi servizi: 
• Customer pressure: dovuta all’esigenza da parte dei clienti di poter fare nuove richieste 
semplificando l’interazione con le compagnie; 
• Competitive pressure: dovuta alla competitività fra le compagnie; 
Vediamo quindi che il modo migliore per fornire nuovi servizi senza cambiare le basi del core-
business delle compagnie è l’integrazione dei sistemi vecchi con quelli nuovi. 
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Da diversi anni abbiamo visto la nascita di alcune nuove tecnologie che tentano di 
migliorare i risultati del processo di integrazione, come la Service Oriented Architecture (SOA), 
l’Enterprise Application Integration (EAI), il Business-to-Business (B2B), e il servizi web. Queste 
nuove tecnologie hanno guadagnato l’attenzione dei leader dell’ Information Tecnology, dei 
venditori e degli analisti. L’Enterprise Service Bus (ESB) racchiude le caratteristiche migliori di 
tutte queste tecnologie.  
Il concetto di ESB è un nuovo approccio all’integrazione che fornisce le fondamenta per una 
rete di integrazione altamente distribuita, che può andare oltre i limiti della comunicazione hub-and-
spoke dell’EAI. 
Un ESB è generalmente progettato per permettere che applicazioni di diverso tipo si 
scambino messaggi con lo scopo di estendere le funzionalità di ciascuna applicazione con quelle 
fornite dalle altre applicazioni. 
Il componente che gestisce il flusso dei messaggi di una specifica implementazione 
dell’ESB è chiamato Smart Service Bus, ed è stato sviluppato per integrare le applicazioni di un 
sistema aeroportuale. Questo componente, chiamato Enterprise Manager (d’ora in poi EM), 
fornisce alcune funzionalità come la validazione dei messaggi, il routing, il controllo degli accessi, 
il servizio di naming e il servizio di directory.  
A tutt’oggi diverse compagnie di Information Tecnology hanno sviluppato 
un’implementazione dell’ ESB, lo scopo di questa tesi è quello di proporre l’implementazione che è 
stata sviluppata nell’ambito del progetto SIASA a cui ha partecipato l’Università di Pisa. Il lavoro si 
è svolto facendo prima un’analisi del sistema mediante diagrammi delle classi UML e diagrammi di 
sequenza, in secondo luogo è stato fatto uno studio delle prestazioni, e infine è stata sviluppata 
un’applicazione che dia esempio di come si inserisce l’ESB in un ambiente di scambio di messaggi.  
La tesi è articolata nel seguente modo. 
Nel capitolo 1 sono state descritte le caratteristiche dell’ Enterprise Service Bus, fornendo 
una descrizione generale della stratificazione e del ruolo di ciascun componente all’interno del 
sistema ESB. 
Nella prima parte del capitolo 2 viene descritto in modo più approfondito l’Enterprise 
Server Layer , riportando la descrizione e il ruolo di ciascun modulo che ne fa parte mediante 
l’utilizzo di diagrammi delle classi, e fornendo un quadro generale dell’implementazione di 
ciascuno di essi. Nella seconda parte del capitolo vengono invece descritti con dei diagrammi di 
sequenza i percorsi logici di ciascun messaggio attraverso i moduli dell’ ESL. 
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Nel capitolo 3 vengono riportati i risultati dello studio delle prestazioni del sistema, che è 
stato realizzato con l’ausilio di strumenti di profiling open source allo scopo di definire le 
caratteristiche dell’ambiente in cui eseguire il sistema. 
Nei capitoli 4 e 5 infine viene descritta l’applicazione realizzata come esempio di utilizzo 
dell’ESB, che considera la realtà universitaria come ambiente per lo scambio di messaggi. 
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CAPITOLO 1 
ENTERPRISE SERVICE BUS 
 
 
 
 
1. Caratteristiche dell’Enterprise Service Bus 
Un Enterprise Service Bus è una piattaforma integrata che combina lo scambio di messaggi, i 
servizi web, la trasformazione dei dati e il routing per connettere e coordinare in modo affidabile le 
interazioni di un numero significativo di applicazioni di tipo diverso. 
L’ESB possiede molte caratteristiche che lo rendono un prodotto di successo, fra queste 
elenchiamo: 
• Diffusione: i sistemi collegati da un ESB possono condividere i dati e offrire servizi; 
• Integrazione standard-based: per realizzare questa integrazione, l’ESB utilizza i 
componenti J2EE; 
• Integrazione altamente distribuita: un ESB integra un insieme di applicazioni 
indipendenti che possono lavorare insieme in modo distribuito; 
• Trasformazione dei dati: l’ESB fornisce un componente che traduce i dati nel formato di 
ciascuna applicazione nel formato delle altre; 
• Event-driven Service Oriented Architecture: l’ESB non deve conoscere come viene 
realizzata l’integrazione ma semplicemente riceve dei messaggi (eventi) e li processa; 
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• XML: l’XML viene utilizzato dall’ESB come tipo di dati, questo standard è l’ideale per 
condividere dati strutturati fra le applicazioni perché rende facile la trasformazione da un 
formato all’altro; 
2. Smart Service Bus 
Lo Smart Service Bus (SSB) implementa un ESB come descritto nel paragrafo precedente. 
L’architettura dell’ SSB è divisa in un insieme di layer, dove ciascun layer è composto  a sua volta 
da uno o più componenti. In questo modo ciascun componente viene progettato per svolgere una 
certa funzione, e la responsabilità di svolgerla e gestirla è separata dagli altri componenti.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1 Architettura dell’ SSB 
 11 
 
La figura mostra la stratificazione dell’SSB. Il Client Layer contiene le applicazioni che cooperano 
attraverso l’SSB, l’SSB invece è composto dai seguenti layer: 
• Tecnology Connector Layer: questo layer  fa da interfaccia tra le tecnologie supportate e 
l’infrastruttura SSB, è composto da due componenti, i Tecnology Connectors e l’ SSB 
Connector; 
• Enterprise Server Layer: questo layer è la parte principale della logica dell’SSB, gestisce 
il flusso e il controllo dei messaggi, svolge il controllo degli accessi e la trasformazione dei 
dati. Qui trovano posto l’Enterprise Manager e i componenti per la convalida, la 
trasformazione e il routing dei messaggi; 
• Message Layer: questo layer fornisce il supporto per lo scambio dei messaggi, ed è 
composto dal componente Enterprise Service Backbone; 
 
2.1. Tecnology Connector Layer 
Il Tecnology Connector Layer fornisce l’interfaccia che permette a ciascun tipo di sistema di 
comunicare via SSB. Esiste un tecnology connector per ogni tipo di sistema che può comunicare via 
SSB, per esempio il CORBA Connector e l’HTTP Connector sono i connector per sistemi che 
comunicano rispettivamente con tecnologia CORBA e HTTP. Questi componenti sono l’unica parte 
dell’ SSB visibile alle applicazioni e ciascuno di essi non comunica direttamente con il bus, ma usa 
i servizi forniti dall’SSBConnector.  
 
2.2. Enterprise Server Layer 
L’ Enterprise Server Layer  è la parte che è stata realizzata in questa parte del progetto, e di cui 
fa parte l’Enterprise Manager, il componente di nostro interesse. L’ EM è stato implementato come 
EJB message driven, pertanto gira in un contesto J2EE come JBoss. L’ EM è il componente che 
gestisce la convalida, la trasformazione e il routing dei messaggi, ed inoltre fornisce le funzioni per 
il controllo di sicurezza degli accessi.  Tutto questo avviene per mezzo di tre componenti che fanno 
parte dell’EM: il Parser che è responsabile della convalida dei messaggi, il Processor che gestisce 
il controllo degli accessi e la trasformazione dei messaggi, infine il Router che inoltra i messaggi 
verso la corretta destinazione attraverso l’ Enterprise Service Backbone. 
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2.3. Message Layer 
Il Message Layer ospita un’implementazione JMS del bus di comunicazione dell’ SSB che è 
stata realizzata all’esterno del progetto pertanto non sarà oggetto della tesi. 
 
2.4. SSB Middleware 
La tecnologia di comunicazione è un’implementazione JMS mentre i messaggi sono scritti in 
linguaggio XML. La struttura dell’ SSB è progettata per utilizzare entrambi i tipi di canali offerti da 
JMS: queue e topic. Le queue sono utilizzate per gestire la comunicazione client-server, mentre i 
topic sono utilizzati per gestire la consegna degli eventi.  
Dunque l’ SSB fornisce due paradigmi di comunicazione: peer-to-peer (p2p) basato sulle queue, 
publish-subscribe  basato sui topic. 
 
2.5. Messaggi SSB 
L’ SSB prevede i seguenti tre diversi tipi di messaggio: 
• Service Messages: questi messaggi vengono inviati da applicazioni che vogliono 
comunicare direttamente con l’EM, e riguardano sia la comunicazione p2p che le consegna 
degli eventi. Nel primo caso sono messaggi che, per esempio, servono per creare nuovi 
canali, per permettere ad un sistema di registrarsi come service provider, o per verificare se 
un certo servizio è disponibile. Nel secondo caso sono messaggi che servono, per esempio,  
a chiedere all’EM l’autorizzazione per inviare o ricevere eventi. 
• P2P Messages: questi messaggi vengono inviati da applicazioni che voglio utilizzare un 
servizio specifico e che in precedenza hanno ottenuto il permesso per invocarli da parte 
dell’EM, con una richiesta di tipo Service Message. 
• Event Messages: un’applicazione che ha ricevuto dall’EM il permesso per inviare un certo 
tipo di evento su un topic, invia messaggi di questo tipo ogni volta che accade l’evento del 
tipo per cui si è registrata. Il messaggio viene inviato via SSB e viene ricevuto dai sistemi 
che avevano precedentemente ottenuto il permesso per ricevere quel tipo di evento. 
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CAPITOLO 2 
ENTERPRISE SERVER LAYER 
 
 
 
 
1. Architettura dell’ Enterprise Server Layer 
Il modulo Enterprise Server Layer (ESL) dello Smart Service Bus (SSB) è stato ulteriormente 
modularizzato. In questo modo alcuni  moduli sono stati resi indipendenti dall’implementazione di 
altri e quindi modificabili e reimplementabili separatamente. In Figura 2.1 viene mostrata 
l’architettura concettuale in dettaglio. 
Il livello ESL è implementato da una serie di moduli che corrispondono a package o classi Java. 
L’Enterprise Manager è realizzato da tre moduli distinti: service, event e p2p. Il modulo 
service, a sua volta, è composto da tre sottomoduli chiamati EMService, EventManager e 
ServiceManager; le interazioni fra questi tre sottomoduli all’interno del modulo service sono 
anch’esse mostrate in Figura 2.1. Il modulo event contiene un unico sottomodulo chiamato 
EMEvent, ed anche il modulo p2p contiene un unico sottomodulo, EMData. 
Sempre collocati a livello ESL troviamo altri tre componenti: Parser, Processor e Router. 
Questi tre moduli implementano delle funzionalità particolari di supporto all’EM, che verranno 
discusse nel dettaglio più avanti. 
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Figura 2.1 Architettura concettuale dell'ESL 
 
  
L’EM è dunque un “macromodulo” che raggruppa al suo interno i tre moduli service, event e 
p2p; le interazioni fra questi tre sottomoduli e quelle fra l’EM ed i tre componenti Parser, 
Processor e Router sono evidenziate anch’esse in Figura 2.1.  
 
1.1. Enterprise Manager 
L’EM è quel componente di livello ESL che si preoccupa di gestire le richieste provenienti 
dal livello JMS; in particolare, l’EM dialoga con i livelli soprastanti mediante tre code: 
SERVICE_CHANNEL, DATA_CHANNEL ed EVENT_CHANNEL, utilizzate rispettivamente per 
inviare messaggi di tipo Service Message, inviare messaggi di tipo P2P Message, ricevere messaggi 
di tipo Event Message. Più in dettaglio, il modulo service è quello che si preoccupa di gestire le 
richieste provenienti dalla coda SERVICE_CHANNEL, il modulo event sta in ascolto sulla coda 
EVENT_CHANNEL, mentre il modulo p2p riceve i messaggi che arrivano sulla coda 
DATA_CHANNEL. 
In questo modo, ciascuna tipologia di messaggi è ricevuta ed elaborata da un singolo 
modulo, progettato apposta per ciascuna di esse. Questi tre moduli sono assolutamente indipendenti 
fra loro (fatta eccezione per le interazioni che sussistono fra EMData e ServiceManager e fra 
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EMEvent ed EventManager, che sono messe in evidenza in Figura 2.1, ma che verranno discusse in 
seguito). 
 
1.2. Parser 
Il modulo Parser è quel componente di livello ESL che si preoccupa di analizzare la 
struttura dei messaggi che arrivano all’EM da una delle code del livello JMS; in particolare, posto 
che i messaggi ricevuti sono espressi mediante il linguaggio XML, il Parser viene invocato ogni 
volta che arriva un messaggio all’EM ed ogni volta che un messaggio viene inviato dall’EM, prende 
in ingresso un messaggio XML e verifica che questo sia valido e ben formato. Se il messaggio non 
viene convalidato l’operazione corrispondente fallisce. 
 
1.3. Processor 
Il modulo Processor è quel componente di livello ESL che si preoccupa di modificare il 
contenuto dei messaggi XML provenienti dal livello JMS in modo che siano conformi a determinate 
regole. Più in dettaglio, su ciascun messaggio ricevuto dall’EM: 
• Deve esserne adattato il contenuto informativo alla semantica richiesta dal sistema 
destinatario; 
• Deve essere operato un controllo sui diritti d’accesso: si tratta di verificare se il sistema 
mittente, cioè quello che ha inviato la richiesta verso l’EM, abbia o meno il diritto di 
effettuare quella richiesta. 
Il Processor modifica il contenuto dei messaggi che riceve dall’EM in modo che 
quest’ultimo possa verificare se il controllo sui diritti d’accesso ha dato esito positivo (cioè se la 
richiesta corrente è stata accettata). 
 
1.4. Router 
Il modulo Router è quel componente di livello ESL che si preoccupa di inoltrare verso il 
sistema destinatario i messaggi XML ricevuti dall’EM dal livello JMS. 
 
 16 
1.5. Corrispondenza modulo-package e modulo-classe 
A livello implementativo, l’ESL è realizzato su una serie di package e di classi che, con la 
sola eccezione del macromodulo EM, trovano corrispondenza diretta coi componenti in cui 
l’architettura logica è suddivisa: 
• service: questo modulo è rappresentato dal package it.swdes.ssb.component.em.service; al 
suo interno contiene tre classi: EMService, ServiceManager ed EventManager, ciascuna 
delle quali corrisponde al sottomodulo dell’architettura logica che ne condivide il nome; 
• p2p: questo modulo è rappresentato dal package it.swdes.ssb.component.em.p2p; al suo 
interno contiene solo la classe EMData, che corrisponde al sottomodulo dell’architettura 
logica che ne condivide il nome; 
• event: questo modulo è rappresentato dal package it.swdes.ssb.component.em.event; al suo 
interno contiene solo la classe EMEvent, che corrisponde al sottomodulo dell’architettura 
logica che ne condivide il nome; 
• PARSER: questo modulo è rappresentato dal package it.swdes.ssb.component.em.parser; al 
suo interno contiene solo la classe Parser, che implementa le funzionalità offerte dal modulo 
Parser dell’architettura logica; 
• PROCESSOR: questo modulo è rappresentato dal package 
it.swdes.ssb.component.em.processor; al suo interno contiene due classi ed una interfaccia: 
la classe XSLPipelineFactory, implementa una factory di istanze del tipo rappresentato 
dall’interfaccia XSLPipeline (la cui definizione è anch’essa contenuta nel medesimo 
package); la classe XSLPipelineImpl implementa l’oggetto XSLPipeline: questo oggetto è 
quello che permette di processare un messaggio XML mediante una pipeline di fogli di stile 
XSLT; 
• ROUTER: questo modulo è rappresentato dal package it.swdes.ssb.component.em.router; al 
suo interno contiene solo la classe Router, che implementa le funzionalità offerte dal modulo 
Router dell’architettura logica; 
 
Il macromodulo EM non esiste nell’implementazione reale dell’ESL: esso può comunque 
essere visto come l’unione dei package it.swdes.ssb.component.em.service, 
it.swdes.ssb.component.em.p2p e it.swdes.ssb.component.em.event. 
 
 17 
2. Le classi dell’Enterprise Server Layer 
In questa sezione verranno esaminate le classi che compongono l’ESL, e che sono state 
brevemente introdotte nel paragrafo 1.5. 
 
2.1.  EMService 
La classe EMService fa parte del package it.swdes.ssb.component.em.service ed è quella che 
si preoccupa di gestire, in collaborazione con EventManager e con ServiceManager, tutte le 
richieste provenienti dalla coda SERVICE_CHANNEL. In particolare, questa classe implementa un 
MessageDrivenBean ed un MessageListener, e quindi è quella che sta in ascolto sulla coda in attesa 
dell’arrivo di un messaggio. 
Sulla coda SERVICE_CHANNEL vengono inviati messaggi relativi a richieste, quali ad 
esempio la creazione/rimozione di un canale per gli eventi, la registrazione/cancellazione di un peer 
per un determinato servizio, e così via. 
Se la richiesta ricevuta è relativa alla gestione degli eventi (messaggi di tipo CreateChannel, 
ResolveChannel, RemoveChannel, GETTCConnectorNotification-PushReceiver, 
GETTCConnectorNotificationPullReceiver, GETTCConnector-NotificationSender), allora 
EMService si basa sui metodi offerti dalla classe EventManager per soddisfare la richiesta. 
Se la richiesta ricevuta è relativa alla comunicazione peer-to-peer per la gestione dei servizi 
(messaggi di tipo RegisterTCConnector, ResolveTCConnector-Peer, UnregisterTCConnectorPeer), 
allora EMService si basa sui metodi offerti dalla classe ServiceManager per soddisfare la richiesta. 
I metodi che fanno parte della classe EMService si  preoccupano quindi di: 
• invocare il Parser per la validazione del messaggio appena ricevuto; 
• invocare il Processor per la traduzione semantica dei contenuti e per il controllo sui diritti 
d’accesso; 
• discriminare il tipo di richiesta, sulla cui base invocheranno l’opportuno metodo di una 
classe fra EventManager e ServiceManager. 
 
La comunicazione relativa a questo tipo di richieste è sincrona: il mittente della richiesta si 
aspetta sempre un messaggio di risposta. Per questo, EMService attende che EventManager o 
ServiceManager abbia completato le operazioni richieste, ne analizza il risultato, confeziona un 
messaggio di risposta opportuno (successo, fallimento, …) e lo invia, tramite il Router, al mittente. 
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Figura 2.2 Diagramma delle classi del package EMService 
2.2. EventManager 
La classe EventManager fa parte del package it.swdes.ssb.component. em.service ed è quella 
che si preoccupa di soddisfare tutte le richieste relative alla gestione degli eventi. In particolare, 
permette di effettuare la creazione, la risoluzione e la rimozione di un canale per l’invio di eventi. 
I metodi offerti da questa classe si preoccupano quindi di: 
• verificare l’esistenza nel livello JMS del canale relativo al tipo di evento oggetto della 
richiesta corrente; 
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• effettuare le operazioni relative alla gestione della richiesta, notificandone il risultato, sia in 
caso di successo che in caso di fallimento, all’EMService. 
 
2.3. Service Manager 
La classe ServiceManager fa parte del package it.swdes.ssb.component.em.service ed è 
quella che si preoccupa di soddisfare tutte le richieste relative alla comunicazione peer-to-peer per 
la gestione dei servizi. In particolare, permette di effettuare la registrazione e la cancellazione di un 
peer per l’offerta di un determinato servizio, nonché offre la possibilità ad un altro peer che 
vorrebbe usufruire di un servizio di effettuarne la risoluzione. Inoltre, offre la possibilità di 
rinnovare la sottoscrizione come peer offrente il servizio per cui si era precedentemente registrato. 
I metodi offerti da questa classe si preoccupano quindi di: 
• verificare l’esistenza nel livello JMS della coda relativa al tipo di servizio oggetto della 
richiesta corrente; 
• effettuare le operazioni relative alla gestione della richiesta, notificandone il risultato, sia in 
caso di successo che in caso di fallimento, all’EMService. 
 
2.4. EMEvent 
La classe EMEvent fa parte del package it.swdes.ssb.component.em.event ed è quella che si 
preoccupa di soddisfare tutte le richieste provenienti dalla coda EVENT_CHANNEL.. In particolare, 
questa classe implementa un MessageDrivenBean ed un MessageListener, e quindi è quella che sta 
in ascolto sulla coda in attesa dell’arrivo di un messaggio. 
Gli eventi che sono previsti all’interno del sistema SSB possono essere di svariate tipologie, 
ed un publisher che intenda generare eventi di una o più di tali tipologie deve precedentemente 
ottenere il permesso per ciascuna di esse, attraverso una richiesta di tipo 
GetTCConnectorNotificationSender inviata sulla coda SERVICE_CHANNEL. In maniera analoga, 
un subscriber che intenda ricevere eventi di una o più delle tipologie previste, deve 
precedentemente ottenere il permesso per ciascuna di esse, attraverso una richiesta di tipo 
GetTCConnectorNotificationPushReceiver oppure attraverso una richiesta di tipo 
GetTCConnectorNotificationPullReceiver, inviata sulla coda SERVICE_CHANNEL. Tutte queste 
richieste ne prevedono una preliminare di risoluzione del canale relativo all’evento di interesse: 
anche questa operazione è effettuata tramite una richiesta, di tipo ResolveChannel, inviata sulla 
coda SERVICE_CHANNEL. 
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Sulla coda EVENT_CHANNEL vengono inviati messaggi di tipo SSBEvent, che 
rappresentano a tutti gli effetti gli eventi che vengono generati da un publisher, che 
precedentemente aveva ottenuto il permesso come generatore di eventi di quel tipo; EMEvent si 
preoccuperà di inoltrare tali messaggi, attraverso il Router, verso il canale dedicato alla tipologia di 
evento ricevuto, sul quale si troveranno in ascolto tutti i subscriber che in precedenza avevano 
ottenuto il permesso di ricevere eventi di quella tipologia. 
I metodi offerti da questa classe si preoccupano quindi di: 
• verificare l’esistenza nel livello JMS dei topic relativi al tipo di evento ricevuto; 
• verificare che i topic relativi agli eventi d’interesse non siano stati rimossi (nel senso 
dell’operazione di RemoveChannel). 
 
L’inoltro di eventi è una comunicazione completamente asincrona dal lato subscriber, ma 
prevede che EMService notifichi al publisher generatore del messaggio SSBEvent il risultato di tale 
inoltro. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.3 Diagramma delle classi del package EMEvent 
 
2.5. EMData 
La classe EMData fa parte del package it.swdes.ssb.component.em.p2p ed è quella che si 
preoccupa di soddisfare tutte le richieste provenienti dalla coda DATA_CHANNEL.. In particolare, 
questa classe implementa un MessageDrivenBean ed un MessageListener, e quindi è quella che sta 
in ascolto sulla coda in attesa dell’arrivo di un messaggio. 
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I servizi che sono previsti all’interno del sistema SSB possono essere di svariate tipologie, ed 
un peer che intenda offrire un servizio appartenente ad una di tali tipologie deve precedentemente 
registrarsi attraverso una richiesta di tipo RegisterTCConnectorPeer inviata sulla coda 
SERVICE_CHANNEL; il messaggio di risposta che EMService invierà in caso di successo conterrà 
il nome della coda su cui questo peer si dovrà mettere in ascolto per ricevere le richieste di servizio: 
per convenzione, se il nome del servizio fosse nomeserv, allora la coda si chiamerebbe 
nomeserv_DATA_CHANNEL. Un peer che intenda invece usufruire di un servizio appartenente ad 
una di tali tipologie, deve semplicemente inviare una richiesta di tipo ResolveTCConnectorPeer 
sulla coda SERVICE_CHANNEL, per sapere se il servizio d’interesse è offerto da qualcuno; il 
messaggio di risposta che EMService invierà in caso di successo conterrà anche il nome della coda 
su cui inviare le richieste di servizio: tipicamente questa coda è proprio DATA_CHANNEL.  
Sulla coda DATA_CHANNEL vengono inviati messaggi di tipo SSBCall, che rappresentano 
a tutti gli effetti le richieste inviate da un peer che vuole usufruire di un certo servizio, e di cui 
aveva precedentemente fatto la resolve; EMData si preoccuperà di inoltrare tali messaggi, 
attraverso il Router, verso la coda dedicata alla tipologia di servizio richiesto, sulla quale si troverà 
in ascolto il peer che in precedenza si era registrato per offrire quella tipologia di servizio. 
I metodi offerti da questa classe si preoccupano quindi di: 
• verificare l’esistenza nel livello JMS della coda relativa al tipo di servizio oggetto della 
richiesta corrente; 
• verificare che il peer relativo al servizio d’interesse sia ancora disponibile o non sia entrato 
in timeout. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.4 Diagramma delle classi del package EMData 
La comunicazione p2p prevede un paradigma completamente sincrono, sia dal lato client 
che dal lato server (peer che usufruisce e peer che offre il servizio). Per questo, EMData, una volta 
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che ha inviato il messaggio SSBCall tramite il Router verso la coda dedicata al servizio richiesto, si 
mette in attesa che dal server, sempre attraverso il Router, arrivi il messaggio di risposta. Questo 
messaggio sarà di tipo SSBRetval, e conterrà tutte le informazioni relative al risultato del servizio 
offerto dal peer a fronte della SSBCall che ha ricevuto. EMData, una volta ricevuto il messaggio 
SSBRetval, si preoccuperà di: 
• controllare che il peer che offre il servizio non sia entrato in timeout nell’intervallo di tempo 
trascorso tra l’inoltro della SSBCall e la ricezione di SSBRetval; se ciò si verificasse, 
costruisce un messaggio di errore opportuno; 
• inoltrare il messaggio di risposta verso il peer che aveva fatto la richiesta, anch’esso in attesa 
di una risposta. 
 
2.6. Parser 
La classe Parser fa parte del package it.swdes.ssb.component.em.parser ed è quella che si 
preoccupa di controllare che un dato messaggio (XML) sia valido e ben formato. Il Parser viene 
chiamato in causa dall’EM ogni qualvolta ci sono dei messaggi in ingresso o in uscita: sono dunque 
parserizzati tutti i messaggi che provengono da una delle code di livello JMS, tutti i messaggi che 
vengono inoltrati relativamente a servizi ed eventi, tutti i messaggi di risposta che EM invia verso i 
mittenti, sia in caso di successo che in caso di fallimento. 
Il Parser effettua una semplice validazione del messaggio XML che riceve in ingresso 
basandosi su un controllo sulla struttura dello stesso: controlla ad esempio che i vari tag siano aperti 
e chiusi, e che siano rispettati gli annidamenti dei tag stessi. Quindi, non effettua un controllo sul 
contenuto del messaggio, ma solo sulla sua struttura. Ad esempio, alcuni messaggi prevedono che 
un dato elemento contenga un attributo type che specifica il nome di un elemento annidato al suo 
interno. La struttura del messaggio non è valida se tale campo type contiene un nome che non 
corrisponde a quello di un elemento annidato. Il Parser, però, non effettua questo genere di 
controlli, perché riguardano anche il contenuto del messaggio, e non solo la sua struttura. 
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Figura 2.5 Diagramma delle classi del package Parser 
 
2.7. XSLPipeline e XSLPipelineImpl 
L’interfaccia XSLPipeline fa parte del package it.swdes.ssb.component.em.processor, e 
definisce un insieme di metodi utili alla realizzazione del Processor come pipeline di fogli di stile 
XSLT. 
La classe XSLPipelineImpl fa parte parte del package it.swdes.ssb.component.-em.processor, 
ed implementa tutti e soli i metodi definiti dall’interfaccia XSLPipeline. Pertanto, un oggetto di tipo 
XSLPipelineImpl è a tutti gli effetti quello che implementa le funzionalità del Processor su cui EM 
basa il proprio funzionamento. 
Il Processor riceve in ingresso un file XML, che rappresenta un messaggio ricevuto da EM 
attraverso il livello JMS, e restituisce in uscita un file XML che corrisponde a quello in ingresso 
modificato secondo le regole che sono definite in una serie di file XSLT. Allo stato attuale, il 
Processor effettua il solo controllo sui diritti d’accesso. 
 
 
2.8. XSLPipelineFactory 
La classe XSLPipelineFactory fa parte del package it.swdes.ssb.component.-em.processor, e 
definisce una factory per istanze di tipo XSLPipeline. Ogni volta che viene invocata questa factory 
per istanziare una XSLPipeline, si controlla se tale istanza esiste già: in questo caso viene ritornato 
un riferimento all’istanza già allocata se sono passati meno di 30 secondi dalla sua creazione  (cioè 
dalla chiamata al metodo init() che l’ha istanziata), altrimenti se ne crea una nuova e se ne 
restituisce al chiamante il riferimento. Se invece l’istanza non esiste, se ne crea una nuova e se ne 
restituisce al chiamante il riferimento. 
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Figura 2.6 Diagramma delle classi del package Processor 
 
2.9. Router 
La classe Router fa parte del package it.swdes.ssb.component.em.router, e si preoccupa di 
inviare i messaggi provenienti da EM verso la destinazione specificata nel messaggio stesso. In 
particolare, il Router permette di inviare i messaggi: 
• in modalità asincrona, per quanto riguarda l’inoltro di eventi (messaggi ricevuti da EM 
attraverso la coda EVENT_CHANNEL) verso il canale di destinazione dedicato a ciascun 
tipo di evento; 
• in modalità sincrona, per quanto riguarda l’inoltro di richieste di servizio (messaggi ricevuti 
da EM attraverso la coda DATA_CHANNEL), mettendosi in attesa della risposta e 
reinoltrandola quindi verso EM; 
• di risposta a richieste ricevute da EM attraverso la coda SERVICE_CHANNEL, inviandole 
sulle code temporanee (CHANNEL_TMP) che vengono create a livello JMS per la ricezione 
della risposta. 
 
 
 
 
 
 
 
Figura 2.7 Diagramma delle classi del package Router 
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3. Percorsi logici 
Quello che sarà illustrato in seguito sono i percorsi logici che vengono fatti dai diversi tipi di 
messaggi in base alla tipologia degli stessi. 
 
3.1. Messaggio di tipo CreateChannel 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di CreateChannel sul 
canale eventi specificato, il Processor mette il valore dell’attributo type del tag DestinationList a 
“deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene 
controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
createChannel() della classe EventManager. Questo metodo implementa i seguenti controlli: 
Verifica che il canale esista in JMS. Se non esiste ritorna “not valid channel” 
Verifica se il canale non sia già occupato. Se occupato ritorna "channel already exist" 
Registra il publisher sul canale richiesto e ritorna “channel created” 
Se si verificano eccezioni non previste durante queste operazioni ritorna "java.lang.Exception" 
Se il valore di ritorno è “not valid channel” viene chiamato il metodo createErrorMessage() 
che costruisce il messaggio di risposta con codice di errore 2 ed info not valid channel. 
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Se il valore di ritorno è “channel already exist” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 1 ed info channel 
already exist. 
Se il valore di ritorno è "java.lang.Exception" viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “channel created” viene chiamato il metodo createChannelRes() che 
costruisce il messaggio di risposta con codice 0 ed info channel created. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Nei diagrammi di sequenza vengono riportati  i casi di successo e di fallimento più significativi. 
 
 
 
Figura 2.8 Diagramma di sequenza del messaggio createChannel  
nel caso di successo e di fallimento dei controlli in LDAP 
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Figura 2.9 CreateChannel con fallimento della creazione  
del messaggio di risposta, e con operazione inversa 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.10 CreateChannel con messaggio di risposta creato, 
 ma fallimento del parser, e con operazione inversa 
 
3.2. Messaggio di tipo RemoveChannel 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
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All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di RemoveChannel sul 
canale eventi specificato, il Processor mette il valore dell’attributo type del tag DestinationList a 
“deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene 
controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
removeChannel() della classe EventManager. Questo metodo implementa i seguenti controlli: 
Verifica che il canale esista in JMS. Se non esiste e il valore dell’attributo force del tag 
RemoveChannel è uguale a true ritorna "channel doesn't exist", se uguale a false ritorna "originator 
doesn't own channel". 
Verifica che sul canale sia presente il publisher.  Se è presente ma con un nome diverso da quello 
che ha fatto la richiesta di remove, oppure se non è presente ed il valore dell’attributo force vale 
false, ritorna "originator doesn't own channel". Se invece l’attributo force vale true, viene 
controllato se qualcuno occupa il canale: se qualcuno lo occupa, il canale viene rimosso e si ritorna 
“channel removed”, se non c’è nessuno che lo occupa si ritorna "channel doesn't exist". 
Se chi fa la richiesta è lo stesso che occupa il canale, lo rimuove e ritorna “channel removed” 
Se si verificano eccezioni non previste durante queste operazioni ritorna "java.lang.Exception" 
Se il valore di ritorno è “channel doesn’t exist” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 4 ed info channel 
doesn’t exist. 
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Se il valore di ritorno è “originator doesn't own channel” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 5 ed info 
originator doesn't own channel. 
Se il valore di ritorno è "java.lang.Exception" viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “channel removed” viene chiamato il metodo createChannelRes() 
che costruisce il messaggio di risposta con codice 0 ed info channel removed. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Per il diagramma di sequenza del caso di successo e fallimento dei controlli in LDAP si rimanda 
alla figura 10. 
 
3.3. Messaggio di tipo ResolveChannel 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di ResolveChannel sul 
canale eventi specificato, il Processor mette il valore dell’attributo type del tag DestinationList a 
“deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene 
controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
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Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
resolveChannel() della classe EventManager. Questo metodo implementa i seguenti controlli: 
Verifica che il canale esista in JMS. Se non esiste ritorna “channel doesn't exist”. 
Verifica che qualche sistema abbia già fatto CreateChannel. Se nessuno ha creato il canale ritorna 
“channel doesn't exist”. 
Se il canale è stato creato ritorna “channel resolved". 
Se si verificano eccezioni non previste durante queste operazioni ritorna "java.lang.Exception". 
Se il valore di ritorno è “channel doesn’t exist” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 4 ed info channel 
doesn’t exist. 
Se il valore di ritorno è "java.lang.Exception" viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “channel resolved” viene chiamato il metodo createChannelRes() 
che costruisce il messaggio di risposta con codice 0 ed info channel resolved. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Per il diagramma di sequenza del caso di successo e fallimento dei controlli in LDAP si rimanda 
alla figura 10. 
 
3.4. Messaggi di tipo GetTCConnectorNotificationSender, 
GetTCConnector-NotificationPushReceiver, 
GetTCConnectorNotificationPullReceiver. 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
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Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione richiesta sul canale eventi 
specificato, il Processor mette il valore dell’attributo type del tag DestinationList a “deny”, 
altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene controllato il 
valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept” allora viene costruito il messaggio di 
risposta con codice 0 e info authorized. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta 
Nel diagramma di sequenza viene riportato il caso di successo. 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.11 Diagramma di sequenza dei messaggi GetTCConnectorNotificationSender, 
GetTCConnectorNotificationPushReceiver, GetTCConnectorNotificationPushReceiver 
 
3.5. Messaggio di tipo RegisterTCConnectorPeer 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
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All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di 
RegisterTCConnectorPeer del servizio specificato, il Processor mette il valore dell’attributo type 
del tag DestinationList a “deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno 
dal Processor viene controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
registerPeer() della classe ServiceManager. Questo metodo implementa i seguenti controlli: 
Verifica che il canale esista in JMS. Se non esiste ritorna “peer doesn’t allowed”. 
Verifica se nessun altro peer sia attualmente registrato sullo stesso servizio. Se c’è già un peer 
registrato, controlla che non sia andato in timeout. Se non è entrato in timeout ritorna "already 
registered"; se entrato in timeout, deregistra il vecchio peer, registra il nuovo e ritorna 
"timeout&"+oldPeer[0]+"&"+oldPeer[1]+"&"+sessionID. 
Se nessun peer era precedentemente registrato sul servizio richiesto, registra il peer e ritorna 
“authorized” 
Se si verificano eccezioni non previste durante queste operazioni ritorna "java.lang.Exception" 
Se il valore di ritorno è “peer doesn’t allowed” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 8 ed info peer 
doesn’t allowed. 
Se il valore di ritorno è “already registered” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 11 ed info 
already registered. 
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Se il valore di ritorno è "java.lang.Exception" viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “authorized” viene chiamato il metodo createChannelRes() che 
costruisce il messaggio di risposta con codice 0 ed info authorized. 
Se invece il valore di ritorno corrisponde a 
"timeout&"+oldPeer[0]+"&"+oldPeer[1]+"&"+sessionID, viene chiamato il metodo 
createChannelRes() che costruisce il messaggio di risposta con codice 0 ed info authorized. Viene 
inoltre costruito un messaggio di timeout da inviare al peer precedentemente registrato per 
informarlo che è entrato in timeout e che quindi deve togliersi dall’ascolto sulla coda sulla quale era 
registrato. Il messaggio di timeout viene passato al Router per essere inviato. 
Il messaggio di risposta alla richiesta viene passato al Parser, poi al Processor ed infine al 
Router che lo invia sulla coda temporanea costruita da JMS. 
Nei diagrammi di sequenza vengono riportati il caso di successo e i casi di fallimento più 
significativi. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.12 Diagramma di sequenza del messaggio RegisterTCConnectorPeer 
in caso di successo 
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Figura 2.13 Diagramma di sequenza del messaggio RegisterTCConnectorPeer 
nel caso in cui il canale non esiste in JMS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.14 Diagramma di sequenza del messaggio RegisterTCConnectorPeer 
nel caso il cui il peer titolare del canale è in timeout e non risponde al messaggio di timeout 
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Figura 2.15 Diagramma di sequenza del messaggio RegisterTCConnectorPeer 
Nel caso in cui il peer titolare è in timeout e l’invio del messaggio va in catch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.16 Diagramma di sequenza del messaggio RegisterTCConnectorPeer nel caso 
in cui il peer titolare è in timout e risponde al messaggio di notifica 
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3.6. Messaggio di tipo ResolveTCConnectorPeer 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di 
ResolveTCConnectorPeer del servizio specificato, il Processor mette il valore dell’attributo type del 
tag DestinationList a “deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal 
Processor viene controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
resolvePeer() della classe ServiceManager. Questo metodo implementa i seguenti controlli: 
• Verifica che il canale esista in JMS. Se non esiste ritorna “peer doesn’t exist”. 
• Verifica che un peer sia registrato per il servizio richiesto. Se non ci sono peer registrati 
ritorna “peer doesn’t exist”. 
• Se il peer esiste verifica che il timeout non sia scaduto. Se il timeout è scaduto ritorna 
"timeout&"+peer[1]+"&"+sessionID, altrimenti ritorna “authorized”. 
• Se si verificano eccezioni non previste durante queste operazioni ritorna 
“java.lang.Exception” 
Se il valore di ritorno è “peer doesn’t exist” viene chiamato il metodo createErrorMessage() 
che costruisce il messaggio di risposta con codice di errore 7 ed info Peer doesn’t exist. 
Se il valore di ritorno è “java.lang.Exception” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
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Se il valore di ritorno è “authorized” viene chiamato il metodo createChannelRes() che 
costruisce il messaggio di risposta con codice 0 ed info authorized. 
Se il valore di ritorno è "timeout&"+peer[1]+"&"+sessionID viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 7 ed info peer 
doesn’t exist. Viene inoltre costruito un messaggio di timeout da inviare al peer precedentemente 
registrato per informarlo che è entrato in timeout e che quindi deve togliersi dall’ascolto della coda 
sulla quale era registrato. Il messaggio di timeout viene passato al Router per essere inviato. 
Il messaggio di risposta alla richiesta viene passato al Parser, poi al Processor ed infine al 
Router che lo invia sulla coda temporanea costruita da JMS. 
Per i diagrammi di sequenza si rimanda alle figure 14, 15, 16, 17, 18 che rappresentano sia il caso di 
successo che i casi di fallimento più significativi. 
 
3.7. Messaggio di tipo UnregisterTCConnectorPeer 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di 
UnregisterTCConnectorPeer del servizio specificato, il Processor mette il valore dell’attributo type 
del tag DestinationList a “deny”, altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno 
dal Processor viene controllato il valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
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Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
unregisterPeer() della classe ServiceManager. Questo metodo implementa i seguenti controlli: 
• Verifica che il canale esista in JMS. Se non esiste ritorna “illegal originator”. 
• Verifica che il peer sia registrato sul canale e che colui che fa la richiesta di remove sia 
lo stesso che si è registrato. Se una delle due condizioni non è verificate ritorna “illegal 
originator”. 
• Se colui che vuol rimuovere è lo stesso che si è registrato lo deregistra e ritorna 
“authorized”. 
• Se si verificano eccezioni non previste durante queste operazioni ritorna 
"java.lang.Exception”. 
Se il valore di ritorno è “illegal originator” viene chiamato il metodo createErrorMessage() 
che costruisce il messaggio di risposta con codice di errore 9 ed info illegal originator. 
Se il valore di ritorno è "java.lang.Exception" viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “authorized” viene chiamato il metodo createChannelRes() che 
costruisce il messaggio di risposta con codice 0 ed info authorized. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Nei diagrammi di sequenza vengono riportati il caso di successo e il caso di fallimento più 
significativo. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.17 Diagramma di sequenza del messaggio UnregisterTCConnectorPeer 
nel caso di successo 
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Figura 2.18 Diagramma di sequenza del messaggio UnregisterTCConnectorPeer 
nel caso in cui Service Manager va in catch 
3.8. Messaggio di tipo KeepAlive 
Questi messaggi vengono prelevati dalla coda SERVICE_CHANNEL dal 
MessageDrivenBean implementato dalla classe EMService che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il metodo service() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di KeepAlive del servizio 
specificato, il Processor mette il valore dell’attributo type del tag DestinationList a “deny”, 
altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene controllato il 
valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
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Se il valore dell’attributo invece è uguale ad “accept” allora viene invocato il metodo 
resetTime() della classe ServiceManager. Questo metodo implementa i seguenti controlli: 
• Verifica che il canale esista in JMS e che colui che fa la richiesta per rinnovare la 
registrazione sia lo stesso che è registrato. Se una delle due condizioni non è verificate 
ritorna “illegal keep-alive request” 
• Se le condizioni viste danno entrambe esito positivo rinnova la registrazione e ritorna 
“authorized” 
• Se si verificano eccezioni non previste durante queste operazioni ritorna 
“java.lang.Exception” 
Se il valore di ritorno è “illegal keep-alive request” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore 13 ed info illegal 
keep-alive originator. 
Se il valore di ritorno è “java.lang.Exception” viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di risposta con codice di errore -1 ed info 
java.lang.Exception. 
Se il valore di ritorno è “authorized” viene chiamato il metodo createChannelRes() che 
costruisce il messaggio di risposta con codice 0 ed info authorized. 
Il messaggio così costruito viene passato al Parser, poi al Processor ed infine al Router che 
lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Nei diagrammi di sequenza vengono riportati il caso di successo e i casio di fallimento più 
significativi. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.19 Diagramma di sequenza del messaggio di tipo KeepAlive 
nel caso di successo 
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Figura 2.20 Diagramma di sequenza del messaggio di tipo KeepAlive 
nel caso in cui il mittente non è il titolare del servizio 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.21 Diagramma di sequenza del messaggio di tipo KeepAlive nel caso in cui 
il peer titolare è in timeout, ma l'invio della notifica ritorna null  
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Figura 2.22 Diagramma di sequenza del messaggio di tipo KeepAlive nel caso in cui 
il peer titolare è in timeout, ma l'invio della notifica va in catch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.23 Diagramma di sequenza del messaggio di tipo KeepAlive nel caso in cui 
il peer titolare è in timeout, e alla sua notifica accetta la deregistrazione 
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3.9. Messaggio di tipo SSBEvent 
Questi messaggi vengono prelevati dalla coda EVENT_CHANNEL dal MessageDrivenBean 
implementato dalla classe EMEvent che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il  metodo pushEvent() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info org.xml.sax.SAXParserException. Il messaggio di errore così costruito viene passato al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di SSBEvent sul canale 
eventi specificato, il Processor mette il valore dell’attributo type del tag DestinationList a “deny”, 
altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene controllato il 
valore del suddetto attributo. 
 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept”, verifica che i topic sui quali dovranno 
essere inoltrati gli eventi esistano in JMS. 
Se nessuno dei topic specificati nella DestinationList esiste viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di errore con codice 4 ed info “channel doesn’t 
exist”. Altrimenti verifica che qualcuno abbia fatto la createChannel sotto i canali previsti per 
l’invio. Per far ciò si avvale del metodo verificaCreazione() della classe EventManager. Se per 
nessun canale è stata fatta viene chiamato il metodo createErrorMessage() che costruisce il 
messaggio di errore con codice 4 ed info “channel doesn’t exist”. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se almeno uno, ma non tutti, dei topic presenti nella DestinationList non esiste in JMS, 
viene chiamato il metodo makeResponse() che costruisce il messaggio di risposta con codice 1 ed 
info “one or more destination are unavailable”. Altrimenti verifica che sia stata fatta la 
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createChannel sui canali della DestinationList. Se per almeno uno, ma non per tutti, di tali topic 
non è stata fatta la createChannel, viene chiamato chiamato il metodo makeResponse() che 
costruisce un messaggio di risposta con codice 1 ed info “one or more destination are 
unavailable”. In entrambi i casi, il messaggio ricevuto viene inviato al Router per essere inoltrato 
sui topic della DestinationList che hanno dato esito positivo ai controlli precedenti. 
I controlli fatti per verificare che per ciascun canale presente nella DestinationList sia stata 
fatta in precedenza una createChannel, vengono effettuati chiamando il metodo verificaCreazione() 
della classe EventManager il quale effettua le seguenti operazioni: 
• Controlla che qualcuno abbia creato il canale (operazione di tipo createChannel). Se il 
canale non è stato creato ritona  “channel doesn’t exist”, altrimenti il nome del publisher 
che aveva eseguito l’operazione. 
Se tutti i controlli danno esito positivo, cioè tutti i canali presenti nella DestinationList 
esistono in JMS e sono stati creati con una createChannel, il messaggio di ingresso viene inviato al 
Router per essere inoltrato sui topic. Viene quindi invocato il metodo makeResponse() che crea il 
messaggio con codice 0 ed info “event sent”. 
In ogni caso, sia d’errore che di successo, il messaggio di risposta all’invio dell’evento 
evento inviato con successo o fallimento viene passato al Parser, poi al Processor ed infine al 
Router che lo invia sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Nel diagrammi di sequenza viene riportato il caso di inoltro di un messaggio di questo tipo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.24 Diagramma di sequenza dell’inoltro di un messaggio di tipo SSBEvent  
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3.10. Messaggio di tipo SSBCall 
Questi messaggi vengono prelevati dalla coda DATA_CHANNEL dal MessageDrivenBean 
implementato dalla classe EMData che sta in ascolto su quella coda. 
All’arrivo del messaggio viene chiamato il  metodo data() che compie le operazioni 
riportate qui di seguito. 
Per prima cosa il messaggio viene passato al Parser per essere analizzato. 
Se l’analisi non va a buon fine viene costruito il messaggio di risposta con codice di errore -
1 ed info contenente il tipo di eccezione. Il messaggio di errore così costruito viene passato al 
Parser, al Processor e quindi al Router che lo invia sulla coda temporanea costruita da JMS per 
rispondere alla richiesta. 
Se l’analisi effettuata dal Parser va a buon fine il messaggio viene passato al Processor, il 
quale esegue il controllo sui diritti d’accesso ed effettua le opportune modifiche, restituendo il 
messaggio modificato. 
Se il sistema richiedente non ha diritto di effettuare l’operazione di SSBCall sul canale 
specificato, il Processor mette il valore dell’attributo type del tag DestinationList a “deny”, 
altrimenti il valore sarà “accept”. Quindi nel messaggio di ritorno dal Processor viene controllato il 
valore del suddetto attributo. 
Se tale valore è uguale a “deny” allora viene costruito il messaggio di risposta (chiamata al 
metodo createErrorMessage()) con codice di errore 3 ed info rejected. Il messaggio di errore così 
costruito viene passato nuovamente al Parser, poi al Processor ed infine al Router, che lo invia 
sulla coda temporanea costruita da JMS per rispondere alla richiesta. 
Se il valore dell’attributo invece è uguale ad “accept”, verifica che la queue sulla quale 
dovrà essere inoltrata la SSBCall esista in JMS. Se non esiste viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio di errore con codice 10 ed info peer doesn’t 
exist. 
Se la queue esiste in JMS, si invoca il metodo verificaRegistrazione() della classe 
ServiceManager il quale effettua le seguenti operazioni: 
• controlla se per tale queue è stata fatta in precedenza una registerPeer;  altrimenti ritorna 
“peer doesn’t exist”; 
• controlla che il servizio sia disponibile; altrimenti ritorna “peer doesn’t exist”; 
• controlla che il peer che offre il servizio non sia entrato in timeout; altrimenti ritorna una 
stringa contenente “timeout” concatenato con informazioni relative al servizio; 
• se tutti i controlli vanno a buon fine ritorna il nome del peer che offre il servizio, così 
come memorizzato in LDAP. 
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Se tale metodo ritorna “peer doesn’t exist” viene chiamato il metodo createErrorMessage() 
che costruisce il messaggio d’errore con codice 10 ed info peer doesn’t exist; se invece ritorna 
“timeout+….” viene chiamato il metodo createErrorMessage() che costruisce il messaggio d’errore 
con codice 14 ed info peer not available e contemporaneamente viene avviata la procedura di 
notifica del timeout, altrimenti viene chiamato il Router per inoltrare il messaggio alla queue di 
destinazione prevista. 
Se il Router restituisce “null” significa che non ha ricevuto risposta entro 2 sec dall’invio. 
Viene quindi chiamato il metodo createErrorMessage() che costruisce il messaggio di errore  con 
codice 14 e info “service not available”. Altrimenti, se il Router restituisce la risposta ricevuta, 
viene richiamato il metodo verificaRegistrazione() della classe ServiceManager. 
Se tutto va a buon fine viene chiamato il metodo resetTime() della classe ServiceManager 
che rinnova la registrazione di colui che ha offerto il servizio, altrimenti viene chiamato il metodo 
createErrorMessage() che costruisce il messaggio d’errore con codice 14 ed info peer not 
available e viene avviata la procedura di notifica del timeout. 
La risposta fornita da colui che offre il servizio (messaggio di tipo SSBRetval), oppure il 
messaggio di errore, viene passato al Parser, poi al Processor ed infine al Router che lo invia sulla 
coda temporanea costruita da JMS per rispondere alla richiesta. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.25 Diagramma di sequenza di un messaggio di tipo SSBCall in caso di successo 
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Figura 2.26 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio non esiste in JMS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.27 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
nessun peer è registrato per il servizio richiesto 
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Figura 2.28 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il titolare è andato in timeout, ma l'invio del messaggio di notifica ritorna null 
 
 
 
 
 
Figura 2.29 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il peer titolare va in timeout, e l'invio del messaggio di notifica va in catch 
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Figura 2.30 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il peer titolare in timeout accetta la deregistrazione 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.31Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il peer titolare in timeout non accetta la deregistrazione 
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Figura 2.32 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il parser non valida il messaggio di notifica del timeout 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.33 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
la funzione che verifica la registrazione del peer va in catch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.34 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato ma il router ritorna null 
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Figura 2.35 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato ma il router va in catch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.36 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato e la risposta viene ricevuta correttamente, ma il peer titolare 
entra in timeout dopo l’inoltro della richiesta e l’invio della notifica restituisce null 
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Figura 2.37 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato e la risposta viene ricevuta correttamente, ma il peer titolare 
entra in timeout dopo l’inoltro della richiesta e l’invio della notifica va in catch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.38 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato e la risposta viene ricevuta correttamente, il peer titolare 
entra in timeout, la notifica va a buon fine ed il peer accetta la deregistrazione 
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Figura 2.39 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato e la risposta viene ricevuta correttamente, il peer titolare 
entra in timeout, la notifica va a buon fine ma il peer non accetta la deregistrazione 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.40 Diagramma di sequenza di un messaggio di tipo SSBCall nel caso in cui 
il messaggio viene inoltrato e la risposta viene ricevuta correttamente, il peer titolare 
entra in timeout, ma il parser non convalida il messaggio di notifica
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CAPITOLO 3 
PRESTAZIONI DEL SISTEMA 
 
 
 
 
1. Introduzione 
 
Lo studio delle performance è un passo importante nello sviluppo del software Java, infatti non 
sempre le prestazioni insoddisfacenti sono dovute alle caratteristiche della Java Virtual Machine 
(JVM), ma nella maggior parte dei casi possono essere dovute a codice poco efficiente. Per questo 
motivo è conveniente far seguire un’ attività di profiling alla programmazione del codice, mediante 
la quale è possibile osservare il comportamento a runtime di un programma Java ed analizzarne le 
performance e il consumo di risorse critiche come CPU e memoria. 
L’attività di profiling permette di osservare il comportamento “fisico” di un programma in 
esecuzione individuando eventuali algoritmi inefficienti, creazione eccessiva di oggetti, bloccaggio 
I/O, eccessive chiamate di metodi, uso inefficiente della memoria, memory leaks ovvero oggetti non 
usati che non vengono eliminati dalla garbage collection, colli di bottiglia.  
L’attività di profiling può essere eseguita mediante l’utilizzo di strumenti software appositi che 
permettono di analizzare e comprendere il comportamento a runtime di un programma Java al fine 
di migliorare le performance ed il consumo delle risorse hardware. 
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2. Gli strumenti di profiling 
Uno strumento di profiling è costituito da alcuni moduli che svolgono compiti diversi: l’Hook,  
l’Agent/Handler, il Viewer. 
L’Hook permette di monitorare un’applicazione a runtime. Gli eventi generati dall’Hook 
vengono inviati al  Profiler runtime e la relativa elaborazione è svolta dal Profiler Agent/Handler. 
Questo memorizza i dati su un opportuno repository durante l’elaborazione del programma, per 
esempio su un file. Le informazioni raccolte possono essere poi analizzate mediante un opportuno 
tool in grado di visualizzare i dati rilevati in tabelle e grafici, selezionandoli secondo un criterio di 
scelta. 
Sul mercato sono disponibili diversi prodotti di profiling, sia in ambito open source che 
commerciale. Nell’analisi svolta in questa tesi sono stati utilizzati i seguenti strumenti: 
•  JBoss 
• JProfiler  
• GCViewer 
 
 
 
 
 
 
 
Figura  3.1 Schema di un tool di profiling 
 
3. L’ambiente di test 
L’ambiente di test consiste in un PC a singolo processore Intel Pentium M 715, il cui sistema 
operativo è Windows XP e su cui è installata la JVM di Sun Jdk 1.5.0_04, da cui si inviano i 
messaggi mediante un’applicazione realizzata appositamente. L’applicazione invia tutti i tipi di 
messaggio visti precedentemente, eseguendo ciclicamente la chiamata alla funzione dell’ SSB 
Connector che costruisce il messaggio e lo invia sul giusto canale. Il ruolo dell’SSB Connector è 
quindi quello di fare da interfaccia fra l’applicazione che invia i messaggi e JMS.  
L’ESB invece viene eseguito su un server a singolo processore Intel Pentium 4 il cui sistema 
operativo è Windows Server 2003 e su cui sono installati (vedi Appendice A): 
• la JVM di Sun Jdk 1.5.0_04 
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• JBoss Application Server versione 4.0.3 
• il server Openldap  
• il server MySql  
JBoss è stato configurato con i seguenti parametri: 
set JAVA_OPTS=%JAVA_OPTS% -server -Xms128m -Xmx512m  -Xloggc:c:\normal.gc 
dove si indica che la memoria allocata in partenza è di 128MB e che la memoria massima 
disponibile è di 512MB. 
4. Profiling dell’utilizzo della memoria 
Il modo in cui un’applicazione gestisce l‘utilizzo della memoria è di importanza cruciale per 
le sue performance. Generalmente la JVM ha un metodo piuttosto costoso di allocazione e 
deallocazione della memoria. Come risultato, l’eccessiva allocazione di memoria è spesso un 
buon motivo per cui lo sviluppatore del software dovrebbe migliorare il suo programma Java. 
L’allocazione della memoria è un problema che è stato affrontato già durante lo sviluppo delle 
prime JVM, mediante l’utilizzo di tool di profiling si erano già ottenuti ottimi risultati 
incrementando la velocità di esecuzione di alcune comuni operazioni anche del 100%. Le JVM 
di ultima generazione hanno raggiunto ottimi risultati anche nella riduzione dei costi di 
allocazione e deallocazione di memoria.  
Rimane ancora comunque un costo associato alla creazione di un oggetto,  per cui molti tool 
di profiling forniscono dati che possono aiutare ad individuare le aree dove ha luogo 
un’eccessiva allocazione di oggetti. Spesso c’è una stretta correlazione fra i metodi che allocano 
molta memoria e metodi che consumano una grossa parte del tempo totale di esecuzione del 
programma, vale la pena quindi soffermarsi ad esaminare se per questi metodi è necessario 
allocare tanta memoria.  
 
5. Profiling della garbage collection 
L’ utilizzo della RAM da parte di un’applicazione Java è molto importante per le performance e 
la scalabilità di un sistema. Una possibile causa di eccessiva occupazione di memoria sono i 
memory leaks, ovvero oggetti non più utilizzati che restano allocati in memoria. Nonostante che la 
JVM si preoccupi di eliminare questi oggetti, accade spesso che il garbage collector venga 
ostacolato da errori nel codice.  
 Se vogliamo dare una definizione più ampia, per memory leak intendiamo quegli oggetti che 
vengono allocati e che non vengono deallocati quando il programmatore si aspetta. 
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A differenza di quanto accade per il linguaggio C, dove gli oggetti dinamici vengono allocati con la 
parola chiave new e vengono deallocati con la delete, in Java non c’è la deallocazione esplicita di 
oggetti ma quando i riferimenti ad un oggetto vengono eliminati è il garbage collector che deve 
rimuoverlo.  
 Questo comunque non significa che non possano esserci memory leaks, perché anche se il 
garbage collector viene eseguito automaticamente, è possibile che il programmatore non elimini i 
riferimenti ad un oggetto che quindi non verrà rimosso. 
Con un buon tool di profiling dovremmo essere in grado di: 
• tenere traccia del numero di istanze di tutte le classi che esistono ad un certo istante 
• isolare un particolare oggetto e vedere tutti i riferimenti che puntano ad esso 
• richiedere manualmente la garbage collection 
Ogni tool commerciale implementa queste funzioni in modo diverso, ma indipendentemente dal 
tool utilizzato il processo generale che viene seguito per trovare i leak è simile: 
1. determinare la presenza del memory leak 
2. isolare gli oggetti che dovrebbero essere eliminati 
3. trovare i riferimenti all’oggetto da eliminare e determinare per quale motivi 
vengono mantenuti in memoria 
Determinare la presenza di un memory leak è abbastanza semplice, se l’utilizzo della memoria 
tende ad aumentare ma periodicamente ritorna ad un livello più basso allora si può concludere che il 
il programma si sta comportando normalmente. Se invece l’utilizzo della memoria continua ad 
aumentare allora è molto probabile che ci sia un’eccessiva allocazione di oggetti.  
Per individuare e isolare gli oggetti da deallocare è utile affidarsi ad un tool di profiling, portare 
il programma in uno stato in cui sappiamo che alloca memoria, chiamare i garbage collector e 
vedere quanti oggetti sonostati eliminati. Confrontando il numero di istanze che rimangono con 
quello precedente possiamo vedere quanti e quali oggetti erano stati allocati in eccesso. 
 
6. Profiling del tempo di esecuzione 
Molti programmi spendono la maggior parte del loro tempo eseguendo metodi che occupano la 
maggior parte del tempo totale di esecuzione. Con l’ausilio di un profiler si possono trovare 
facilmente queste parti di codice da ottimizzare, e una volta individuate generalmente vengono 
seguiti due approcci: 
• Rendere più veloci i metodi più usati 
• Chiamare meno volte i metodi lenti 
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Queste tattiche sono entrambe valide, tuttavia spesso i programmatori si concentrano 
erroneamente solo sulla prima. In realtà in certi casi è meglio capire parchè un metodo viene 
invocato spesso e ridurre il numero di volte che viene chiamato. 
Molti tool di profiling hanno la funzione di backtracing, utile per risalire ai metodi chiamanti 
partendo dai metodi che vogliamo ottimizzare. Il backtracing può portare ad un migliore 
comprensione di dove si trova il problema. Per esempio, invece di spendere giorni per ottimizzare 
un certo calcolo,  si può risparmiare tempo memorizzando in cache il valore calcolato ed utilizzarlo 
tutte le volte che è necessario. 
 
7. Il profiling dell’ Enterprise Server Layer 
7.1. I tool di profiling 
7.1.1. JBoss 
L’application server JBoss è implementato con un microkernel composto da MBeans che 
sono visibili al programmatore e che forniscono un modo per vedere e gestire le risorse e le 
applicazione che vengono eseguite all’interno del server stesso. Questo permette di monitorare e 
modificare le applicazioni e il loro utilizzo. Gli MBeans possono essere visti attraverso la JMX 
Console, dove gli MBeans possono essere organizzati sia per dominio che per tipo (servizi, 
database…) . Quando viene selezionato un MBean viene visualizzata una pagina dove possiamo 
vedere e modificare gli attributi o invocare le operazioni per quell’MBean. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.2 JBoss JMX Console 
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Una versione più avanzata della JMX Console è la Web Console, un’altra applicazione web 
che fornisce oltre alle funzioni di base per monitorare JBoss, una visione di alto livello del server. 
Invece di mostrare gli MBeans, la Web Console permette di trovare i parametri di nostro interesse 
più velocemente attraverso una visione più ampia del server. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.3 JBoss Web-Console 
 
 
Gli MBeans sono interfacce di management dei servizi all’interno del microkernel di JBoss. 
Ciascun servizio interno all’application server viene rappresentato da un MBean, ed abbiamo la 
possibilità di passare da uno all’altro ed interagire con questi servizi.  
Nello studio delle prestazioni abbiamo considerato l’MBean jboss.system:type=ServerInfo, 
una volta selezionato viene mostrata la pagina con i dettagli, l’interfaccia è divisa in due parti: 
attributi e operazioni. 
Gli attributi rappresentano lo stato o configurazione di un servizio, mentre le operazioni 
servono principalmente per ottenere delle informazioni sull’applicazione.   
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Figura 3.4 JBoss Server Info MBean 
 
7.1.2. Profiling con JBoss 
Uno degli attributi che può essere interessante monitorare in JBoss è la quantità di memoria 
disponibile. Per monitorare i valori dell’attributo abbiamo la possibilità di raccogliere i dati a 
intervalli regolari e memorizzarli in modo da analizzarli alla fine del test.  
 
 
 
 
 
 
 
 
 
 
 
Figura 3.5 JBoss Free Memory Snapshot 
 
Abbiamo creato uno snapshot che collezionasse i dati ogni 2 secondi, effettuando il test sugli 
eventi, inviando messaggi di tipo createChannel, removeChannel, resolveChannel e pushEvent. I 
risultati non hanno evidenziato picchi di occupazione di memoria che rivelassero un’eccessiva 
allocazione da parte dell’applicazione, infatti come vediamo dal grafico l’allocazione e 
deallocazione si svolge nel tempo ad intervalli abbastanza regolari. 
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Figura 3.6 JBoss Profiling della memoria 
 
 
Oltre alla memoria disponibile abbiamo ritenuto utile monitorare la quantità di thread attivi 
per la gestione dei messaggi. Anche in questo caso la creazione e distruzione dei thread, come 
vediamo in figura 3.7, non ha evidenziato picchi che facessero intuire che alcuni thread creati non 
venissero distrutti una volta terminati. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7 JBoss Profiling dei thread attivi 
 
7.1.3. GCviewer 
GC Viewer è un tool che visualizza i dati raccolti sulla garbage collection generati da JVM Sun e 
IBM. L’analisi di questi dati è utile per monitorare le applicazioni e migliorarne le prestazioni 
passando per la massimizzazione delle prestazioni del garbage collector.  
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Figura 3.8 GC Viewer Garbage Collection 
 
 
Le linee più importanti del grafico sono probabilmente la blu e la rossa. La linea rossa indica 
le dimensioni totali dello heap, mentre la linea blu indica la quantità di memoria dello heap che 
viene utilizzata ad un certo istante. Per comprendere il significato delle altre linee è necessario 
capire come avviene la garbage collection per la JVM che stiamo utilizzando. 
La SUN JDK usa un garbage collector generazionale con due generazioni giovani e una 
generazione vecchia. Gli oggetti nuovi vengono sempre allocati nella parte di giovane generazione 
dello heap. Ogni volta che la generazione giovane ha riempito la sua parte ha luogo una garbage 
collection minore, indicata nel grafico dalla linea grigia nell’angolo in basso a sinistra. Gli oggetti 
che sopravvivono alla garbage collection minore vengono promossi alla vecchia generazione. 
Anche la parte di vecchia generazione prima o poi diventa piena per cui dovrà essere cancellata. 
Questo porta ad una garbage collection maggiore che rimuove oggetti di entrambe le generazioni, 
che nel grafico è indicata dalle linee nere verticali. La linea verde invece mostra la garbage 
collection minore che come possiamo vedere occupa poco tempo in meno rispetto a quella 
maggiore. Questo è dovuto al fatto che una buona parte della memoria viene cancellata e che la 
vecchia generazione usa un algoritmo di garbage collection più lento di quello della generazione 
giovane.  
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Figura 3.9 GC Viewer Garbage Collection 
 
 
 
Dopo ciascuna garbage collection minore il consumo dello heap è più alto rispetto a prima 
che la garbage collection avesse luogo perché, per esempio, alcuni oggetti possono essere stati 
promossi alla vecchia generazione. Ma ogni volta che c’è una raccolta completa il consumo della 
memoria, come indica la linea blu, si riduce più o meno al valore della precedente raccolta 
completa. Questo significa che anche se alcuni oggetti erano passati dalla nuova alla vecchia 
generazione, molti di loro non erano comunque diventati veramente vecchi e che quindi forse non 
avrebbero dovuto essere promossi alla vecchia generazione. Nel nostro caso comunque sembra dal 
grafico che dopo ciascuna garbage collection si ritorni esattamente al valore precedente per cui non 
abbiamo questo problema. 
 
7.1.4. JProfiler 
Nonostante che non sia necessario conoscere l’organizzazione interna del profiler, potrebbe 
essere comunque utile per interpretare i dati ed essere più disinvolti nel settare i parametri per il 
profiling dell’application server o di applicazioni remote. Dovrebbe essere nota la distinzione fra 
time profiler e space profiler.  
Un time profiler misura i percorsi di esecuzione dell’applicazione in base al livello dei metodi, 
uno space profiler traccia una mappa dell’allocazione dello heap consentendo di vedere quali 
metodi allocano più memoria. Recentemente molte applicazioni vengono sviluppate come multi-
threaded per cui sono stati  introdotti anche dei thread profilers che analizzano le caratteristiche di 
sincronizzazione dei thread. 
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Molti di questi profiler tradizionali utilizzano un profiler agent che colleziona i dati e li 
memorizza in un file. I dati raccolti devono avere un significato per essere poi visualizzati dal 
profiler, i dati infatti possono provenire da due diverse fonti: un’interfaccia all’ambiente di 
esecuzione, o possono essere generati dotando l’applicazione di appositi strumenti. 
JProfiler utilizza entrambi i metodi, ha un’interfaccia di profiling per la JVM ed ha delle classi 
che implementano degli strumenti che sostituiscono l’interfaccia dove non fornisce dati o 
performance adeguate. 
La Java 1.5 della Sun fornisce un’interfaccia alla JVM ad-hoc per tool di profiling,  la Java 
Virtual Machine Profiling Interface (JVMPI). La JVMPI però aveva il problema di non essere 
standardizzata per cui il suo comportamento era molto variabile per diverse JVM. L’introduzione 
della Java Virtual Machine Tool Interface (JVMTI) ha risolto questo problema. 
JProfiler supporta sia la JVMPI che la JVMTI ed utilizza la JNI per comunicare con la JVM e 
fornisce un’interfaccia aggiuntiva per settare i parametri di profiling. JVMPI e JVMTI sono sistemi 
basati sugli eventi, la libreria del profiling agent possiede gli handler per la gestione di questi eventi 
e per abilitare e disabilitare gli eventi selezionati. 
L’interfaccia JVMPI/JVMTI offre i seguenti tipi di eventi: 
• Eventi per il ciclo di vita della JVM: per esempio la chiamata al metodi main o la 
chiusura della JVM. 
• Eventi per il ciclo di vita delle classi: l’interfaccia JVMPI/JVMTI notifica al profiler 
agent il caricamento e la distruzione di oggetti classe. 
• Eventi per il ciclo di vita dei thread: il profiler agent deve essere a conoscenza della 
creazione e distruzione dei thread, per poter mostrare call trees separati per ogni 
thread e per poter analizzare la competizione per l’utilizzo dei monitor. 
• Eventi per il ciclo di vita degli oggetti: al profiling agent deve essere notificato 
quando gli oggetti vengono allocati, liberati o spostati in memoria dal garbae 
collector.  
• Eventi per le chiamate ai metodi: possiamo imporre alla JVMPI di notificare 
l’entrata e l’uscita da ciascun metodo. 
• Eventi per la contesa dei monitor: ogni volta che viene invocato un metodo 
sincronizzato, o che viene usata la parola chiave synchronize o che c’è una chiamata 
alla funzione Object.wait(), la JVM usa un Java monitor. Gli eventi che riguardano i 
monitor devono essere notificati al profiler agent. 
• Eventi per il garbage collector: tutta l’attività riguardante la garbage collection deve 
essere notificata al profiler agent. 
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7.1.5. Profiling della memoria con JProfiler 
JProfiler è utile per riconoscere i memory leak. Come è stato già detto in Java esiste un garbage 
collector che elimina le istanze degli oggetti per cui non esistono più riferimenti, i memory leaks si 
presentano quando esistono riferimenti ad oggetti che non vengono più utilizzati ma che non 
vengono cancellati dal garbage collector. 
Per riconoscere un memory leak con JProfiler dobbiamo analizzare due grafici: heap telemetery 
views e object telemetery views. Il grafico Heap Telemetery View mostra la dimensione massima 
dello heap ( linea rossa) , la quantità di spazio libero (linea verde) e la quantità di spazio utilizzato 
(linea blu). Quando c’è un memory leak nell’applicazione questi grafici mostrano un andamento 
lineare con possibili oscillazioni. Se non c’è un andamento lineare, possiamo dedurre che 
l’applicazione consuma molta memoria, ma non  che è presente un memory leak. Per risolvere il 
problema è sufficiente trovare quali classi o array allocano un’eccessiva quantità di memoria e 
cercare di ridurre il numero delle loro istanze. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.10 JProfiler Heap Telemetery Graph 
 
Come vediamo dal grafico non c’è un andamento di crescita lineare dell’occupazione di 
memoria, possiamo dedurre quindi che non ci siano memory leak nell’applicazione. 
Il grafico Object Telemetery View invece mostra il numero totale di oggetti memorizzati nello 
heap (linea rossa) , divisi in array (linea blu)  e non-array (linea verde). Anche in questo grafico 
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l’andamento non è lineare, per cui possiamo ancora dedurre che non ci siano memory leaks 
nell’applicazione. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.11 JProfiler Object Telemetery Graph 
 
 
7.1.6. Profiling della CPU con JProfiler 
JProfiler permette di calcolare la durata di ciascun metodo. Ci sono due modi per calcolare la 
durata di un metodo: il wall clock time e il CPU time. Molto probabilmente è più interessante il wall 
clock time, che è la durata fra l’entrata e l’uscita di un metodo misurata con un orologio. Poiché la 
CPU può gestire più thread contemporaneamente con diverse priorità, il wall clock time non è il 
tempo che viene in realtà speso in un metodo dalla CPU. Lo scheduler del sistema operativo può 
interrompere molte volte l’esecuzione di un metodo per eseguire altri processi.  Il tempo reale speso 
in un metodo invece viene chiamato CPU time. 
JProfiler misura il wall clock time se non viene specificato diversamente, mostrando i risultati 
nel Call Tree, dove i nodi sono ordinati per tempo totale, che è la somma di tutti i tempi di 
esecuzione dei nodi in un particolare cammino.  
 Il wall clock time viene mostrato da JProfiler nella Call Tree View, un albero ordinato con 
metodo top-down filtrato secondo i parametri impostati. JProfiler introduce automaticamente i 
componenti J2EE distinguendoli con un’icona particolare: 
•   Servlets 
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•  JSP 
• EJB 
 
 Inoltre la Call Tree View ha un livello di aggregazione per cui permette di distinguere tra: 
 METODI: ciascun nodo dell’albero rappresenta la chiamata ad un metodo; questo è il 
livello di aggregazione di default. I componenti J2EE hanno le proprie icone e i propri 
nomi, mentre il nome reale della classe viene rappresentato tra parentesi quadre. 
CLASSI: ciascun nodo dell’albero rappresenta una singola classe. 
PACKAGE: ciascun nodo dell’albero rappresenta un package. 
 
Ciascuna entry dell’albero contiene le seguenti informazioni: 
• Un numero percentuale che viene calcolato sia in base alla radice dell’albero che al nodo 
chiamante. 
• La misura del tempo totale di esecuzione in ms.  
• Il numero di volte che quel metodo è stato invocato in un certo cammino 
• Il nome che dipende dal livello di aggregazione 
• Il numero della linea che dipende dal livello di aggregazione 
 
A questo punto possiamo analizzare il Call Tree per il test effettuato: 
 
  82,3% - 171.336 ms - 28 inv. direct calls to methods of filtered classes 
  17,7% - 36.945 ms - 1 inv. org.jboss.Main$1.run 
 JDBC calls 
 40 ms - 33 inv. [Earlier calls] 
 2 ms - 6 inv. SELECT USERID, PASSWD, CLIENTID FROM JMS_USERS WHERE CLIENTID=? 
 0 ms - 1 inv. SELECT MESSAGEID, MESSAGEBLOB FROM JMS_MESSAGES WHERE 
DESTINATION=? 
 0 ms - 1 inv. SELECT ROLEID, 'Roles' FROM JMS_ROLES WHERE USERID=? 
 0 ms - 1 inv. SELECT CLIENTID, SUBNAME, SELECTOR FROM JMS_SUBSCRIPTIONS 
WHERE TOPIC=? 
 JNDI calls 
 146 ms - 59 inv. [Earlier calls] 
 118 ms - 1 inv. [NAME] java:/jaas/jbossmq 
 38 ms - 1 inv. [NAME] UserTransactionSessionFactory 
 26 ms - 52 inv. [NAME] java:/TransactionManager 
 25 ms - 4 inv. [NAME] /WEB-INF/classes 
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 17 ms - 1 inv. [NAME] HTTPConnectionFactory 
 11 ms - 1 inv. [NAME] ConnectionFactory 
 11 ms - 6 inv. [NAME] /WEB-INF 
 11 ms - 9 inv. [NAME] java:comp 
 10 ms - 18 inv. [NAME] /WEB-INF/web.xml 
 6 ms - 24 inv. [NAME] security 
 5 ms - 4 inv. [NAME] /META-INF/ 
 4 ms - 4 inv. [NAME] /META-INF/MANIFEST.MF 
 3 ms - 5 inv. [NAME] /WEB-INF/jboss-web.xml 
 3 ms - 3 inv. [NAME] queue/DLQ 
 3 ms - 2 inv. [NAME] java: 
 3 ms - 7 inv. [NAME] java:/XAConnectionFactory 
 2 ms - 1 inv. [NAME] java:/SecurityProxyFactory 
 2 ms - 7 inv. [NAME] UserTransaction 
 2 ms - 6 inv. [NAME] security-domain 
 2 ms - 9 inv. [NAME] env 
 2 ms - 6 inv. [NAME] securityMgr 
 2 ms - 6 inv. [NAME] realmMapping 
 2 ms - 6 inv. [NAME] subject 
 1 ms - 1 inv. [NAME] comp 
 1 ms - 2 inv. [NAME] java:/TransactionPropagationContextImporter 
 1 ms - 2 inv. [NAME] java:/TransactionPropagationContextExporter 
 1 ms - 1 inv. [NAME] java:/ConnectionFactory 
 1 ms - 2 inv. [NAME] /WEB-
INF/classes/org/jboss/invocation/http/servlet/ReadOnlyAccessFilter.class 
 1 ms - 1 inv. [NAME] XAConnectionFactory 
 1 ms - 3 inv. [NAME] java:/StdJMSPool 
 1 ms - 3 inv. [NAME] /WEB-INF/tlds/webconsole.tld 
 1 ms - 3 inv. [NAME] java:/DefaultJMSProvider 
 1 ms - 2 inv. [NAME] /WEB-INF/classes/J2EEFolder.bsh 
 1 ms - 1 inv. [NAME] HTTPXAConnectionFactory 
 0 ms - 2 inv. [NAME] /WEB-
INF/classes/org/jboss/invocation/http/servlet/NamingFactoryServlet.class 
 0 ms - 1 inv. [NAME] queue 
 0 ms - 2 inv. [NAME] /WEB-
INF/classes/org/jboss/invocation/http/servlet/InvokerServlet.class 
 0 ms - 2 inv. [NAME] /WEB-INF/classes/SystemFolder.bsh 
 0 ms - 1 inv. [NAME] java:/timedCacheFactory 
 0 ms - 1 inv. [NAME] java:/jaas 
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 0 ms - 1 inv. [NAME] /WEB-INF/tlds 
 0 ms - 1 inv. [NAME] queue/SERVICE_CHANNEL 
 0 ms - 1 inv. [NAME] java:/DefaultDS 
 0 ms - 1 inv. [NAME] queue/DATA_CHANNEL 
 0 ms - 1 inv. [NAME] queue/EVENT_CHANNEL 
 0 ms - 1 inv. [NAME] billing_DATA_CHANNEL 
 0 ms - 1 inv. [NAME] Mail 
 0 ms - 1 inv. [NAME] EVENT_CHANNEL 
 0 ms - 1 inv. [NAME] securedTopic 
 0 ms - 1 inv. [NAME] DLQ 
 0 ms - 1 inv. [NAME] testTopic 
 0 ms - 1 inv. [NAME] testDurableTopic 
 0 ms - 1 inv. [NAME] SERVICE_CHANNEL 
 0 ms - 1 inv. [NAME] ADMIN_CHANNEL 
 0 ms - 1 inv. [NAME] testQueue 
 0 ms - 1 inv. [NAME] topic 
  0,0% - 0 ms - 3 inv. org.gjt.lindfors.util.EventGeneratorSupport.getListeners 
  0,0% - 0 ms - 3 inv. java.util.Vector.clone 
  0,0% - 0 ms - 3 inv. java.util.Vector.elements 
  0,0% - 0 ms - 1 inv. org.gjt.lindfors.util.EventGeneratorSupport.addListener 
  0,0% - 0 ms - 1 inv. org.gjt.lindfors.util.EventGeneratorSupport.getListInstance 
  0,0% - 0 ms - 1 inv. java.util.Vector.contains 
  0,0% - 0 ms - 1 inv. java.util.Vector.addElement 
  0,0% - 0 ms - 1 inv. org.gjt.lindfors.util.EventGeneratorSupport.<init> 
  0,0% - 0 ms - 1 inv. java.lang.Object.<init> 
 
 
 
7.1.7. Profiling della garbage collection con JProfiler 
JProfiler mostra in un grafico l’attività del garbage collector dove la linea verde rappresenta la 
quantità di oggetti liberati ad un certo istante per cui il numero totale in un intervallo di tempo è 
dato dall’area sottostante la linea. 
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Figura 3.12 JProfiler Garbage collector 
 
7.1.8. Profiling dei thread con JProfiler  
JProfiler permette di tracciare un grafico del numero totale di thread nella JVM (linea rossa)  
divisi in attivi (linea verde) e inattivi (linea blu).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.13 JProfiler Thread attivi e inattivi
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CAPITOLO 4 
ESEMPIO APPLICATIVO  
PER ENTERPRISE MANAGER 
 
 
 
1. Introduzione 
L’ esempio applicativo realizzato per mostrare il funzionamento in condizioni operative del 
sistema Enterprise Manager è basato sulla realtà universitaria. In particolare, sono previste quattro 
applicazioni distinte (classi Java grafiche che dialogano JMS), ciascuna delle quali rappresenta una 
possibile entità esistente nel sistema di segreteria dell’università; le tre applicazioni 
rappresenteranno, rispettivamente: 
 
• Segreteria studenti 
• Ufficio studenti e laureati 
• Ufficio per le relazioni internazionali 
• Ufficio per il servizio tasse 
 
Fra queste tre applicazioni, si possono scambiare messaggi per 
 
• invocare servizi 
• inviare/ricevere un particolare evento 
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Più in dettaglio, questo esempio è stato pensato per mettere in evidenza le caratteristiche 
presenti nel sistema EM, nonché per presentare alcune possibili estensioni che possono essere 
sviluppate per l’EM stesso. 
Di seguito verranno presentate da un punto di vista strettamente funzionale le tipologie di 
servizi che le quattro applicazioni offrono e utilizzano per offrire delle specifiche funzionalità 
all’utente utilizzatore, e la tipologia di evento che è stata prevista. 
 
2. I servizi offerti e richiesti 
Le applicazioni sviluppate per EM sono in grado di ricevere tutte le tipologie di messaggi 
previste per lo Smart Service Bus. In questo contesto, i servizi offerti dalle quattro applicazioni si 
basano su uno scambio di messaggi di tipo SSBCall/SSBRetval che avviene tra il peer mittente ed il 
peer ricevente. 
In realtà, la natura dei servizi implementati è tale che i messaggi di richiesta di servizio inviati 
da un mittente non arrivano immutati al peer destinatario, ma sono modificati dall’EM allo scopo 
di: 
1. Adattare il contenuto informativo di ciascun messaggio al formato che il peer ricevente si 
aspetta. 
2. Suddividere una richiesta di servizio in più sottorichieste, ciascuna delle quali verrà inviata 
ad un singolo peer. Compito dell’EM sarà quello di ricevere le risposte da ciascun peer che 
offre il sottoservizio invocato, comporre opportunamente i vari risultati (nel formato che il 
richiedente si aspetta di ricevere) ed inviare il messaggio di risposta così ottenuto 
all’applicazione che originariamente aveva inoltrato la richiesta. 
Come facilmente deducibile dal punto 2, i servizi che un’applicazione può invocare non sono 
esplicitamente quelli offerti da una delle altre tre, bensì si tratta di servizi che non trovano una 
corrispondenza diretta con un peer che si avvale dei servizi offerti dall’EM ma che possono essere 
ottenuti mediante composizione dei servizi offerti dalle altre tre. 
Questa scelta è stata fatta nell’ottica di mostrare una possibile ed utilissima estensione delle 
funzionalità che lo Smart Service Bus nel suo insieme (l’EM in particolare) può offrire alle 
applicazioni che si basano su di esso per comunicare.  
Per quanto riguarda il punto 1 di cui sopra, la funzionalità di traduzione dei contenuti 
informativi viene introdotta con lo stesso scopo della precedente: mostrare un’estensione dello 
Smart Service Bus.  
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2.1. I servizi semplici 
Le quattro applicazioni sviluppate sono in grado di registrarsi presso l’EM per offrire dei servizi 
che l’EM stesso utilizzerà per effettuare la composizione. Come già precedentemente accennato, le 
quattro applicazioni rappresentano degli uffici della segreteria che, basandosi sullo Smart Service 
Bus, dialogano fra di loro via messaggi. 
L’Ufficio studenti e laureati è un sistema che fornisce tre servizi: 
1. Corso Di Laurea: questo servizio prende in ingresso il numero di matricola di uno 
studente, e restituisce il nome del corso di laurea a cui lo studente è iscritto. 
2. Esami Sostenuti: questo servizio restituisce la lista degli esami sostenuti da un 
determinato studente, completa di votazione e data di superamento, partendo 
semplicemente da un numero di matricola. 
3. Controllo Requisiti: questo servizio viene utilizzato per controllare i requisiti necessari 
ad uno studente per potersi trasferire a studiare all’estero, prende in ingresso il numero 
di matricola dello studente e il corso di laurea frequentato, e restituisce l’anno di corso, il 
numero degli esami sostenuti ed il risultato del controllo. 
L’Ufficio per il servizio tasse è un sistema che fornisce un solo servizio: 
1. Controllo Tasse: questo servizio fornisce una lista delle fatture delle tasse universitarie 
pagate dallo studente, specificando numero fattura, causale, data della scadenza e 
importo, prendendo in ingresso il numero di matricola. 
 
2.2. I servizi compositi 
Le applicazioni possono invocare due servizi compositi, che sono ottenuti mediante 
scomposizione della richiesta in più sottorichieste, e successiva ricomposizione delle risposte. In 
particolare, i servizi compositi sono due: 
1. Trasferimento Ateneo: questo servizio viene esplicitamente invocato dalla Segreteria 
Studenti quando viene presentata allo sportello una richiesta dei moduli necessari allo 
studente per presentare la domanda di trasferimento ad un altro ateneo. Il formato della 
richiesta prevede la specifica dei dati dello studente, nome, cognome e numero di matricola. 
Il messaggio di risposta conterrà una lista degli esami sostenuti dallo studente nell’ateneo 
che sta lasciando, e un elenco delle fatture delle tasse universitarie che risultano pagate fino 
a quel momento. 
2. Requisiti Trasferimento Estero: questo servizio viene esplicitamente invocato dall’Ufficio 
per le relazioni internazionali, che richiede la conferma del rispetto dei requisiti per 
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trasferirsi all’estero da parte dello studente. Nella richiesta sono specificati nome, cognome 
e numero di matricola dello studente, e il servizio risponde con una semplice conferma. 
 
3. L’evento 
Nel contesto della segreteria è stato previsto l’inoltro e ricezione di un evento. 
L’evento implementato è “PagamentoMora” che viene inoltrato dalla Segreteria Studenti verso 
l’Ufficio studenti e laureati che sta in ascolto sul topic creato per ricevere tale evento. L’evento 
PagamentoMora contiene nome, cognome e numero di matricola dello studente che ha appena 
presentato la ricevuta del pagamento degli interessi di mora dovuti per non aver pagato entro la 
scadenza una rata delle tasse universitarie. 
 
 
4. La gestione dei servizi compositi da parte di EM 
EM è il componente centrale dello Smart Service Bus che si occupa di gestire tutta la logica 
relativa alla composizione dei servizi e allo smistamento dei messaggi.  
4.1. Interazione tra EM e applicazioni 
L’interfaccia tra le applicazioni grafiche e JMS è l’SSBConnector. Tale componente riceve le 
richieste dalle applicazioni e crea il TextMessage contenente il messaggio XML adeguato alla 
tipologia di richiesta che deve essere fatta. Sarà sempre l’SSBConnector ad attendere l’eventuale 
risposta e ad inoltrarla all’applicazione che ne ha fatto richiesta. 
 
4.2. Strategie di composizione di servizi 
Quando l’utente di una delle applicazioni vuole invocare un determinato servizio, agendo 
tramite l’interfaccia grafica, l’SSBConnector invia ad EM l’opportuno messaggio. Ovviamente, a 
monte di tutto, ci deve essere stata una registrazione di ciascun peer il cui Servizio è utilizzato da 
EM per fornire il servizio composito, secondo le modalità descritte nel capitolo 2. Quando EM 
riceve un messaggio di tipo SSBCall (sul canale DATA_CHANNEL), lo passa al Parser per la 
validazione ed al Processor per il controllo sui diritti d’accesso. Se tutto va a buon fine, controlla il 
tipo di servizio invocato. 
Se il tipo di servizio è semplice, si comporta come descritto nel capitolo 2.  
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Se il tipo di servizio è composito, occorre distinguere se la modalità di gestione della 
composizione è di tipo seriale o di tipo parallelo. 
 
4.2.1. Composizione seriale di servizi 
Un servizio composito viene definito seriale se i sottomessaggi che l’EM produce per poter 
soddisfare la richiesta corrente devono essere mandati in serie, cioè il messaggio successivo può 
essere inviato solo dopo aver ricevuto la risposta a quello immediatamente precedente, in quanto 
dipende da essa. 
L’EM gestisce la composizione seriale dei servizi avvalendosi di metodi specifici definiti nel 
Processor e nel Router. Più in dettaglio, il sottomodulo EMData invoca il metodo del Processor che 
traduce la richiesta corrente in una SSBCall da inviare al peer che offre il primo servizio della 
catena; questo messaggio viene quindi inviato all’applicazione destinataria mediante il Router, e se 
ne attende la risposta. 
Quando la risposta al messaggio inviato è ricevuta dal Router, questo lo instrada verso EMData, 
che è in attesa. Se non sorgono problemi, il messaggio viene ripassato al Processor per essere 
trasformato nel secondo messaggio. Questo viene inviato, tramite il Router, al successivo peer della 
catena, e se ne attende la risposta. 
Una volta che EMData ha inviato tutti i messaggi della catena di composizione, e ricevuto 
l’ultima risposta, prepara il messaggio di risposta di tipo SSBRetval da inviare al peer richiedente 
mediante un opportuno metodo del Processor, e lo invia sulla coda temporanea di risposta sulla 
quale il richiedente è in attesa. 
 
4.2.2. Composizione parallela di servizi 
Un servizio composito viene definito parallelo se i sottomessaggi che l’EM produce per poter 
soddisfare la richiesta corrente possono essere inoltrati in parallelo, cioè contemporaneamente. 
L’EM gestisce la composizione parallela dei servizi avvalendosi di metodi specifici definiti nel 
Processor e nel Router. Più in dettaglio, il sottomodulo EMData invoca il metodo del Processor che 
traduce la richiesta corrente in un array di SSBCall da inviare a tutti i peer che offrono ciascun 
servizio della composizione; questi messaggi vengono quindi inviati alle applicazioni destinatarie 
mediante il Router, che ne attende le risposte. 
Quando le risposte ai messaggi inviati sono ricevute dal Router, questo le instrada verso 
EMData, che è in attesa. Se non sorgono problemi, i messaggi vengono passati al Processor per 
essere trasformati in un unico messaggio di tipo SSBRetval da inviare al peer richiedente; 
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quest’unico messaggio sarà poi inviato sulla coda temporanea di risposta sulla quale il richiedente è 
in attesa. 
 
4.3. I servizi compositi richiesti dalle applicazioni 
Le quattro applicazioni di segreteria della suite di DEMO possono invocare due servizi, 
entrambi di tipo composito: TrasferimentoAteneo e RequisitiTrasferimentoEstero. 
Il servizio composito TrasferimentoAteneo è realizzato mediante composizione parallela dei 
corrispondenti servizi semplici offerti dall’Ufficio studenti e laureati e dall’Ufficio per il servizio 
tasse; l’applicazione che invoca tale servizio è la Segreteria Studenti. Quando questa vuole 
usufruire di tale servizio, invia un messaggio di tipo SSBCall all’EM (previa, ovviamente, una 
ResolveTCConnectorPeer sul medesimo servizio) specificando che il nome del servizio invocato è 
TrasferimentoAteneo. 
Quando l’EM riceve questo messaggio, EMData passa la richiesta al Processor il quale si 
preoccupa di generare due messaggi separati (uno per l’Ufficio studenti e laureati, un altro per 
l’Ufficio per il servizio tasse, nel formato che ciascuno di essi si aspetta), e li restituisce ad EMData 
sottoforma di array di messaggi. EMData, quindi, invia parallelamente i due messaggi tramite il 
Router alle corrispondenti segreterie. Il Router, una volta ricevute entrambe le risposte, le 
restituisce ad EMData, il quale si preoccupa di ricomporle, invocando il Processor,  in un unico 
messaggio di tipo SSBRetval, e di inoltrare quest’ultimo verso il peer richiedente tramite la coda 
temporanea su cui sta in ascolto, avvalendosi del Router. 
Il servizio composito RequisitiTrasferimentoEstero è ottenuto mediante composizione seriale 
dei servizi CorsoDiLaurea e ControlloRequisiti, entrambi offerti dall’Ufficio studenti e laureati. La 
composizione è seriale perché il servizio ControlloRequisiti richiede il corso di laurea dello 
studente che vuole trasferirsi all’estero, mentre, nel suo complesso, il servizio composito 
RequisitiTrasferimentoEstero  richiede in ingresso nome, cognome e numero di matricola dello 
studente stesso. Da qui l’esigenza di richiedere preventivamente il corso di laurea dello studente 
all’Ufficio studenti e laureati. 
Quando EMData riceve una richiesta di tipo RequisitiTrasferimentoEstero, traduce, tramite il 
Processor, tale richiesta in una di tipo CorsoDiLaurea da inviarsi all’Ufficio studenti e laureati  
tramite il Router. Quando il Router restituisce la risposta ad EMData (fornendo così il corso di 
laurea incognito), questa viene ripassata al Processor che la traduce in una SSBCall di tipo 
ControlloRequisiti, che sarà inviata tramite il Router di nuovo verso l’Ufficio studenti e laureati. 
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Alla ricezione della risposta, EMData ne riadatta il contenuto informativo, tramite il Processor, ed 
in seguito, mediante il Router, la inoltra al richiedente sulla coda temporanea su cui è in attesa. 
 
5. Specifica XML dei messaggi per i servizi semplici 
5.1. Ufficio studenti e laureati 
Tra i servizi offerti dall’Ufficio studenti e laureati c’è: 
1. “CorsoDiLaurea”: il formato XML del messaggio di richiesta è il seguente: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
 <Destination ID=”CorsoDiLaurea” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”…” originator=”…” destination=”CorsoDiLaurea”> 
<Content type=”CorsoDiLaurea” result=””> 
    <CorsoDiLaurea matricola=”123456”/> 
</Content> 
</SSBCall> 
</Content> 
</SSBmessage> 
 
 
 
La risposta che EM riceverà sarà così formata: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”CorsoDiLaurea” componentID=””/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
<Content type=”SSBRetval”> 
<SSBRetval timestamp=”…” originator=”CorsoDiLaurea” destination=”…” 
     result=”success”> 
<Content type=”CorsoDiLaurea”> 
   <CorsoDiLaurea cdl=”IngInf”/> 
</Content> 
</SSBRetval> 
</Content> 
</SSBmessage> 
 
 
2. “EsamiSostenuti”: il formato XML del messaggio di richiesta è il seguente: 
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<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
 <Destination ID=”EsamiSostenuti” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”…” originator=”…” 
         destination=”EsamiSostenuti”> 
<Content type=”EsamiSostenuti” result=””> 
<EsamiSostenuti matricola="123456”> 
</Content> 
</SSBCall> 
</Content> 
 </SSBmessage> 
 
La risposta che EM riceverà sarà così formata: 
  
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”EsamiSostenuti” componentID=””/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBRetval”> 
<SSBRetval timestamp=”…” originator=”EsamiSostemnuti” 
     destination=”…” result=”success”> 
<Content type=”EsamiSostenuti”> 
     <EsamiSostenuti matricola=”123456”> 
        <Esame insegnamento=”Fisica1” voto=”18/30” 
   data=”15/01/06”/> 
  <Esame insegnamento=”TIA” voto=”19/30” 
   data=”10/02/2006 
</EsamiSostenuti> 
</Content> 
</SSBRetval> 
</Content> 
   </SSBmessage> 
 
 
3. “ControlloRequisiti”: il formato XML del messaggio di richiesta è il seguente: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
 <Destination ID=”ControlloRequisiti” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”…” originator=”…” 
         destination=”ControlloRequisiti”> 
<Content type=”ControlloRequisiti” result=””> 
<ControlloRequisiti matricola="123456”> 
</Content> 
</SSBCall> 
</Content> 
 </SSBmessage> 
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La risposta che EM riceverà sarà così formata: 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”ControlloRequisiti” componentID=””/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBRetval”> 
<SSBRetval timestamp=”…” originator=”ControlloRequisiti” 
     destination=”…” result=”success”> 
<Content type=” ControlloRequisiti”> 
     < ControlloRequisiti AnnoDiCorso=”IV” NumeroEsami=”12” 
 risultato=”OK”/> 
</Content> 
</SSBRetval> 
</Content> 
   </SSBmessage> 
 
5.2. Ufficio per il servizio tasse 
Tra i servizi offerti dall’Ufficio per il servizio tasse c’è: 
1. “ControlloTasse”: il formato XML del messaggio di richiesta è il seguente: 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
<Destination ID=”ControlloTasse” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”” originator=”” destination=” ControlloTasse”> 
<Content type=”ControlloTasse” result=””> 
    < ControlloTasse matricola=”123456”/> 
</Content> 
</SSBCall> 
</Content> 
</SSBmessage> 
 
 
 
La risposta che EM riceverà sarà così formata: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=” ControlloTasse” componentID=””/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBRetval”> 
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<SSBRetval timestamp=”…” originator=”ControlloTasse”   
destination=”…” result=”success”> 
<Content type=”ControlloTasse”> 
 <ControlloTasse matricola=”123456”> 
  <Fattura numero=”1234567” causale=”RA104” 
             data=”30/09/04” importo=”389,00”/> 
<Fattura numero=”1234568” causale=”RA204”     
data=”28/02/05” importo=”398,00”> 
<Fattura numero=”1234569” causale=”RA304” 
data=”30/04/05” importo=”398,00”/> 
<Fattura numero=”1234570” causale=”RA404”       
data=”30/06/05” importo=”398,00”/> 
<Fattura numero=”1234567” causale=”RA104”   
data=”30/09/04” importo=”398,00”/> 
</ControlloTasse> 
</Content> 
</SSBRetval> 
</Content> 
   </SSBmessage> 
 
 
6. Specifica XML dei messaggi per i servizi compositi 
I servizi compositi sono due: 
 
1. “TrasferimentoAteneo”: si può presentare alla segreteria studenti una richiesta dei moduli 
necessari per il trasferimento ad un altro ateneo, deve essere compilato un elenco degli esami 
sostenuti dallo studente nell’ateneo che sta lasciando e devono essere controllati i pagamenti 
delle rate delle tasse universitarie. Il formato del messaggio XML della richiesta, ovvero della 
SSBCall che EM preleva dalla coda DATA_CHANNEL  sarà il seguente: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priority=”4”> 
<Routing> 
<Source ID=”TrasferimentoAteneo” componentID=” Connector_n_3”/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”…” originator=”Segreteria”  
   destination=”TrasferimentoAteneo”> 
<Content type=”TrasferimentoAteneo” result=””> 
     <TrasferimentoAteneo nome=”Guido” cognome=”Guidi”       
matricola=”123456”/> 
</Content> 
</SSBCall> 
</Content> 
    </SSBmessage> 
 
 
 
Il formato della risposta che EM invierà al richiedente è: 
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<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priority=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
 <Destination ID=”…” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBRetval”> 
<SSBRetval timestamp=”…” originator=”TrasferimentoAteneo” 
destination=”…” result=”success”> 
<Content> 
     <TrasferimentoAteneo> 
  <EsamiSostenuti matricola=”123456”> 
<Esame insegnamento=”Fisica1” voto=”18/30” 
data=”15/01/02”/> 
<Esame insegnamento=”TIA” voto=”22/30” 
data=”10/02/02”/> 
     </EsamiSostenuti> 
     <ControlloTasse> 
<Fattura numero=”1234567” causale=”RA101 
data=”30/09/01” importo=”398,00”/> 
<Fattura numero=”1234568” causale=”RA201 
data=”28/02/02” importo=”398,00”/> 
<Fattura numero=”1234569” causale=”RA301 
data=”30/04/02” importo=”398,00”/> 
<Fattura numero=”1234570” causale=”RA401 
data=”30/06/02” importo=”398,00”/> 
    </TrasferimentoAteneo> 
</Content> 
</SSBRetval> 
</Content> 
   </SSBmessage> 
 
 
 
2. “RequisitiTrasferimentoEstero”:quando viene presentata la domanda per studiare all’estero 
all’Ufficio per le relazioni internazionali, devono essere controllati i requisiti dello studente che 
variano a seconda della facoltà. Il formato XML del messaggio di richiesta sarà il seguente: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priority=”4”> 
<Routing> 
<Source ID=”RequisitiTrasfEstero” componentID=”Connector_n_3”/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM”/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBCall”> 
<SSBCall timestamp=”” originator=”RequisitiTrasfEstero”  
   destination=”RequisitiTrasfEstero”> 
<Content type=” RequisitiTrasfEstero”> 
    <RequisitiTrasfEstero nome=”Guido” cognome=”Guidi” 
matricola=”123456”/> 
</Content> 
</SSBCall> 
</Content> 
    </SSBmessage> 
 
 
Il formato della risposta che EM invierà al richiedente è: 
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<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priority=”4”> 
<Routing> 
<Source ID=”EM” componentID=”EM”/> 
<DestinationList type=”accept”> 
 <Destination ID=”…” componentID=””/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBRetval”> 
<SSBRetval timestamp=”…” originator=” RequisitiTrasfEstero” 
destination=”…” result=”success”> 
<Content type=” RequisitiTrasfEstero > 
< RequisitiTrasfEstero requisiti=”OK”/ 
</Content> 
</SSBRetval> 
</Content> 
   </SSBmessage> 
 
7. Specifica XML del messaggio per l’invio dell’evento 
E’ prevista la possibilità di inviare un evento che segnala ai sistemi interessati l’evento 
“PagamentoMora”. 
Il formato del messaggio evento è: 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<SSBMessage priorità=”4”> 
<Routing> 
<Source ID=”…” componentID=”…”/> 
<DestinationList type=”accept”> 
 <Destination ID=”EM” componentID=”EM/> 
</DestinationList> 
 </Routing> 
 <Content type=”SSBEvent”> 
<SSBEvent priority=”” timestamp=”…” 
    originator=”PagamentoMora” eventID=”…”> 
<DestChannels> 
 <Channel name=” PagamentoMora”> 
</DestChannels> 
<PropertyList> 
 <Property name=”…” type=”…”>…………</Property> 
</PropertyList> 
<Content type=” PagamentoMora”> 
     <PagamentoMora nome=”Mario” cognome=”Rossi” 
matricola=”123456”/>  
</Content> 
</SSBEvent> 
</Content> 
   </SSBmessage> 
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CAPITOLO 5 
L’INTERFACCIA GRAFICA 
 
 
 
 
1. Introduzione 
Ciascuna applicazione rappresenta una possibile entità all’interno del sistema della segreteria 
dell’Università di Pisa. In particolare queste applicazioni rappresentano rispettivamente:  
• Lo sportello della segreteria studenti 
• L’ ufficio studenti e laureati 
• L’ufficio per il servizio tasse 
• L’ufficio relazioni internazionali 
 
Per ciascuna di esse è stata realizzata un’interfaccia grafica pensata per essere utilizzata dagli 
impiegati degli uffici. La struttura dell’interfaccia è identica in ogni caso, la prima finestra 
visualizzata viene utilizzata dall’operatore per effettuare il login ed identificarsi. Le finestre 
successive implementano le opzioni di scelta a disposizione dell’operatore per svolgere le 
operazioni di competenza dell’ufficio in cui lavora. Lo svolgimento del lavoro da parte 
dell’operatore comporta quindi lo scambio dei messaggi  descritti nel precedente capitolo.  
Le quattro applicazioni sono state implementate come classi Java, utilizzando le classi e le 
interfacce messe a disposizione dalle librerie java.awt e javax.swing. 
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2. La Segreteria Studenti 
Lo sportello della Segreteria Studenti è stato implementato facendo riferimento alla modulistica che 
può essere presentata dagli studenti, sono stati previste quindi cinque possibili richieste: 
• Immatricolazione di studenti 
• Trasferimenti 
• Domande di laurea 
• Iscrizione agli esami di stato 
• Gestione tasse universitarie 
 
2.1. La finestra di login 
Come vediamo in Fig. 5.1, in questa finestra l’operatore può inserire il suo codice personale ed 
il pin per accedere alle funzioni di segreteria. La finestra quindi contiene due caselle dove inserire i 
dati, ed un tasto che, quando viene premuto, permette di proseguire. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.1 Finestra di login dell’applicazione Segreteria Studenti 
 
2.2. La home page 
Dopo aver effettuato il login, l‘operatore accede alla segreteria vera e propria. La prima pagina 
visualizzata è la home page. Come vediamo dalla Fig. 5.2, la finestra è divisa in due sezioni: sulla 
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sinistra abbiamo un pannello fisso dove si trovano i pulsanti per accedere alle altre funzioni, al 
centro viene visualizzato un messaggio di benvenuto ed il nome dell’operatore che ha appena 
effettuato l’accesso. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.2 La home page dell’applicazione Segreteria Studenti 
 
2.3. La sezione “Trasferimenti” 
Premendo il pulsante “Trasferimenti” sulla sinistra dello schermo, si accede alla “Sezione 
Trasferimenti”. Come mostrato dalla Fig. 5.3 sono state previste tre possibilità di richiesta di 
trasferimento: 
• Trasferimento ad un altro ateneo 
• Trasferimento ad altra facoltà 
• Passaggio di corso di laurea 
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Fig. 5.3 La sezione “Trasferimenti” dell’applicazione Segreteria Studenti 
 
In questa sezione è stata implementata la funzione “trasferimento ad altro ateneo”. 
La domanda di trasferimento ad altro ateneo prevede, al momento della consegna del 
modulo, la preparazione di alcuni documenti da allegare alla domanda fra i quali l’elenco degli 
esami sostenuti dallo studente nell’ateneo che sta lasciando, e la lista delle rate delle tasse 
universitarie pagate fino a quel momento. 
Premendo l’apposito pulsante compare la finestra di inserimento dati (Fig. 5.4) con cui è 
possibile inviare una richiesta del tipo TrasferimentoAteneo. 
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Fig. 5.4 Pannello di inserimento dati della sezione “Trasferimenti” 
Dell’applicazione Segreteria Studenti 
 
Al momento della ricezione della risposta inviata dall’EM viene poi visualizzato un pannello 
con i risultati. 
 
2.4. La sezione “Gestione Tasse” 
Premendo il pulsante “Gestione Tasse” si accede alla “Sezione Gestione Tasse”. Come mostrato 
in Fig. 5.5 sono state previste due operazioni possibili per questa sezione: 
• Stampa dell’elenco dei pagamenti delle rate  
• Pagamento interessi di mora 
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Fig. 5.5 La sezione “Gestione Tasse” dell’applicazione Segreteria Studenti 
 
In questa sezione è stata implementata la funzione “Pagamento degli interessi di mora”. 
Quando uno studente consegna la ricevuta di pagamento, l’operatore inserisce i dati nell’apposito 
pannello (Fig. 5.6) e premendo il pulsante “Invia” viene inviato l’evento “PagamentoMora”. 
L’evento viene ricevuto dall’Ufficio studenti e laureati che si registra sul relativo canale, in questo 
modo possono essere registrati gli esami che lo studente aveva sostenuto dopo la scadenza della rata 
delle tasse universitarie non pagata. 
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Fig. 5.6 Pannello di inserimento dati della sezione “Gestione Tasse” 
dell’applicazione Segreteria Studenti 
 
3. L’Ufficio per le relazioni internazionali 
L’Ufficio per le relazioni internazionali gestisce le attività dell’Università di Pisa nel campo 
della cooperazione universitaria internazionale. Tramite questo ufficio gli studenti italiani possono 
presentare le domande per trasferirsi in altri atenei all’estero. Le richieste che possono essere 
presentate sono: 
• Studiare all’estero 
• Tesi all’estero 
 
3.1. La finestra di login 
Come vediamo in Fig. 5.7, in questa finestra l’operatore può inserire il suo codice personale ed 
il pin per accedere alle funzioni di segreteria. Sono state inserite quindi due caselle dove inserire i 
dati, ed un tasto che, quando viene premuto, permette di proseguire. 
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Figura 5.7 La finestra di login dell’applicazione Ufficio per le relazioni internazionali 
 
3.2. La home page 
Dopo aver effettuato il login, l‘operatore accede alla segreteria vera e propria. La prima pagina 
visualizzata è la home page. Come vediamo dalla Fig. 5.8, la finestra è divisa in due sezioni: sulla 
sinistra abbiamo un pannello fisso dove si trovano i pulsanti per accedere alle altre funzioni, al 
centro viene visualizzato un messaggio di benvenuto e il nome dell’operatore che ha appena 
effettuato l’accesso. 
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Figura 5.8 La home page dell’applicazione Ufficio per le relazioni internazionali 
 
 
 
3.3. La sezione “Studiare all’estero” 
In questa sezione l’operatore sceglie il tipo di programma di studio di cui vuole fare parte lo 
studente ( Fig. 5.9): 
• Erasmus 
• Socrates 
• ClioHNET 
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Fig. 5.9 La sezione “Studiare all’estero”dell’applicazione 
Ufficio per le relazioni internazionali 
 
Ciascuna facoltà impone il rispetto di alcuni requisiti da parte di chi chiede di trasferirsi per 
un periodo di studio all’estero, quindi premendo uno dei tre pulsanti si accede al pannello di 
inserimento dati per richiedere il controllo dei requisiti. (Fig. 5.10). 
La pressione del pulsante “Invia” genera l’invio all’EM di una richiesta del tipo 
RequisitiTrasferimentoEstero.  
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Fig. 5.10 Pannello di inserimento dati della sezione “Studiare all’estero” 
Dell’applicazione Ufficio per le relazioni internazionali 
 
4. L’Ufficio Studenti e Laureati 
L’Ufficio studenti e laureati svolge il lavoro che sta a monte dello sportello della segreteria,  le 
operazioni che sono state previste per questo ufficio sono: 
• Registrazione esami 
• Modifica del piano di studi 
• Gestione dei libretti universitari 
• Borse di studio 
Per l’Ufficio studenti e laureati non è stata prevista l’implementazione di nessuna funzionalità.  
 
4.1. La finestra di login 
Come vediamo in Fig. 5.11, in questa finestra l’operatore può inserire il suo codice personale ed 
il pin per accedere alle funzioni di segreteria. Sono state inserite quindi due caselle dove inserire i 
dati, ed un tasto che, quando viene premuto, permette di proseguire. 
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Figura 5.11 La finestra di login dell’applicazione  
Ufficio Studenti e Laureati 
 
4.2. La home page 
Dopo aver effettuato il login, l‘operatore accede alla segreteria vera e propria. La prima pagina 
visualizzata è la home page. Come vediamo dalla Fig. 5.12, la finestra è divisa in due sezioni: sulla 
sinistra abbiamo un pannello fisso dove si trovano i pulsanti per accedere alle altre funzioni, al 
centro viene visualizzato un messaggio di benvenuto e il nome dell’operatore che ha appena 
effettuato l’accesso. 
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Figura 5.12 La home page dell’applicazione Ufficio studenti e Laureati 
 
 
4.3. Servizi offerti 
L’Ufficio studenti e laureati  offre i seguenti servizi semplici: 
• Esami Sostenuti 
• Corso Di Laurea 
• Controllo Requisiti 
La registrazione per l’offerta dei servizi avviene al momento dell’avvio dell’applicazione, il 
risultato della registrazione viene visualizzato in una finestra apposita. 
 
 
5. L’Ufficio per il servizio tasse 
L’Ufficio per il servizio tasse gestisce i pagamenti delle tasse universitarie, in particolare le 
operazioni che sono state previste sono: 
• Stampa dell’elenco dei pagamenti 
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• Richieste di riduzione 
 
5.1. La finestra di login 
Come vediamo in Fig. 5.13, in questa finestra l’operatore può inserire il suo codice personale ed 
il pin per accedere alle funzioni di segreteria. Sono state inserite quindi due caselle dove inserire i 
dati, ed un tasto che, quando viene premuto, permette di proseguire. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.13 La finestra di login dell’applicazione  
Ufficio per il servizio tasse 
 
5.2. La home page 
Dopo aver effettuato il login, l‘operatore accede alla segreteria vera e propria. La prima pagina 
visualizzata è la home page. Come vediamo dalla Fig. 5.14, la finestra è divisa in due sezioni: sulla 
sinistra abbiamo un pannello fisso dove si trovano i pulsanti per accedere alle altre funzioni, al 
centro viene visualizzato un messaggio di benvenuto e il nome dell’operatore che ha appena 
effettuato l’accesso. 
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Figura 5.14 La home page dell’applicazione Ufficio per il servizio tasse 
 
5.3. I servizi offerti 
L’Ufficio per il servizio tasse offre il seguente servizio: 
• Controllo Tasse 
La registrazione per l’offerta dei servizi avviene al momento dell’avvio dell’applicazione, il 
risultato della registrazione viene visualizzato in una finestra apposita. 
 
6. L’ SSBConnectorDemo 
6.1. Introduzione 
L’ SSB Connector Demo ha lo scopo di far comunicare l’interfaccia grafica con l’EM. In questa 
classe infatti sono stati definiti i metodi necessari per: 
• Gestire la comunicazione p2p 
• Inviare/ricevere eventi 
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Le applicazioni per cui è stata realizzata l’interfaccia grafica sono: 
• Lo sportello della segreteria studenti 
• L’ ufficio studenti e laureati 
• L’ufficio per il servizio tasse 
• L’ufficio relazioni internazionali 
 
Ciascuna di esse utilizza i metodi messi a disposizione dell’SSBConnector per scambiare 
messaggi con l’EM, infatti l’SSB Connector riceve le richieste dalle applicazioni e crea il 
TextMessage contenente il messaggio XML adeguato alla tipologia di richiesta che deve essere 
fatta. Sarà sempre l’SSBConnector ad attendere l’eventuale risposta e ad inoltrarla all’applicazione 
che ne ha fatto richiesta.  
 
6.2. I metodi per la comunicazione p2p 
6.2.1. RegisterTCConnectorPeer 
Questo metodo viene invocato dalle applicazioni che devono registrarsi per offrire uno dei 
servizi semplici.  
L’Ufficio studenti e laureati si registra per offrire i seguenti servizi: 
• EsamiSostenuti 
• CorsoDiLaurea 
• ControlloRequisiti 
 
L’Ufficio per il servizio tasse si registra per offrire il seguente servizio: 
• ControlloTasse 
 
Il metodo, che viene invocato all’interno del costruttore di ciascuna classe, costruisce il 
messaggio di richiesta da inviare all’EM, lo invia ed aspetta la risposta. Dal messaggio di risposta 
viene poi estratto il codice di successo o fallimento dell’operazione, che viene restituito al 
chiamante. 
I codici restituiti possono essere: 
• “0” in caso di successo 
• “8 – peer doesn’t allowed” quando non esiste il canale in JMS 
• “11 – already registered” quando un’altra applicazione si è già registrata sullo stesso canale 
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• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
6.2.2. UnregisterTCConnectorPeer 
Abbiamo visto che le applicazioni che offrono servizi di tipo semplice sono l’Ufficio studenti 
e laureati e l’Ufficio per il servizio tasse, per ciascuna di esse è stato ridefinito il metodo finalize() 
che viene invocato al momento della chiusura. All’interno di tale metodo sono state inserite le 
chiamate alla UnregisterTCConnectorPeer, una per ogni servizio per cui l’applicazione si era 
registrata. Quindi l’Ufficio studenti e laureati si deve cancellare dall’offerta dei servizi 
EsamiSostenuti, CorsoDiLaurea e ControlloRequisiti. L’Ufficio per il servizio tasse si deve 
cancellare dall’offerta del servizio ControlloTasse. Il metodo quindi costruisce il messaggio di 
richiesta da inviare all’EM ed aspetta la risposta. Dal messaggio di risposta viene poi estratto il 
codice di successo o fallimento dell’operazione, che viene restituito al chiamante. 
I codici restituiti possono essere: 
• “0” in caso di successo 
• “9 – illegal originator” quando l’applicazione richiedente non ha effettuato una precedente 
registrazione, o l’ha effettuata con un nome diverso 
•  “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.2.3. ResolveTCConnectorPeer 
Questo metodo viene invocato dalle applicazioni per verificare che ci siano peer registrati per 
offrire il servizio che vogliono richiedere. All’interno del metodo viene costruito il messaggio di 
richiesta da inviare all’EM, sarà compito di quest’ultimo inoltrare il messaggio ad uno o più 
destinatari a seconda che si tratti di richiedere un servizio semplice o un servizio composito. 
La demo che è stata realizzata prevede la richiesta di due servizi di tipo composito: 
• TrasferimentoAteneo da parte della Segreteria Studenti 
• RequisitiTrasfEstero da parte dell’Ufficio per le relazioni internazionali 
 
All’interno del metodo viene costruito il messaggio da inviare all’EM e viene attesa la risposta. 
Dal messaggio di risposta viene poi estratto il codice di successo o fallimento dell’operazione, che 
viene restituito al chiamante. 
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La resolveTCConnectorPeer invocata per il servizio TrasferimentoAteneo viene tradotta 
dall’EM in due resolveTCConnectorPeer sui servizi EsamiSostenuti e ControlloTasse. 
Il metodo restituisce un messaggio di successo solo nel caso in cui la Segreteria Studenti si sia 
registrata per offrire il servizio EsamiSostenuti, e l’ Ufficio per il servizio tasse si sia registrata per 
offrire il servizio ControlloTasse. 
Quando invece viene invocata per il servizio RequisitiTrasfEstero viene tradotta dall’EM in 
due resolveTCConnectorPeer sui servizi CorsoDiLaurea e ControlloRequisiti. 
Il metodo restituisce un messaggio di successo solo nel caso in cui la Segreteria Studenti si sia 
registrata per offrire entrambi i servizi. 
I codici restituiti possono essere: 
• “0” in caso di successo 
• “7 – peer doesn’t exist” quando il peer non esiste 
•  “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.2.4. SendTrasferimentoAteneo 
Questo metodo viene invocato dalla Segreteria Studenti quando deve inviare un messaggio 
del tipo TrasferimentoAteneo. Prima dell’invio viene invocato il metodo resolveTCConnectorPeer e 
solo nel caso in cui questo restituisce un messaggio di successo viene inviata la richiesta di servizio. 
All’interno del metodo viene costruito il messaggio di richiesta da inviare all’EM e si aspetta la 
risposta. Il messaggio così come è stato ricevuto viene restituito al chiamante. 
 
6.2.5. EstraiRisultatoTrasferimentoAteneo 
Questo metodo viene invocato subito dopo il metodo sendTrasferimentoAteneo ed ha il 
compito di estrarre il contenuto del messaggio di risposta.  
In caso di successo restituisce una stringa contenente il risultato della richiesta di servizio, ovvero la 
lista degli esami sostenuti dallo studente che vuole trasferirsi e la lista delle fatture delle tasse 
universitarie che lo studente ha pagato. 
In caso di fallimento i codici restituiti possono essere: 
• “0” in caso di successo 
• “10 – peer doesn’t exist” quando il canale su cui si è tentato di inoltrare la richiesta non 
esiste 
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• “14 – service not available” quando si riceve NULL  in risposta dal destinatario 
• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.2.6. SendRequisitiTrasferimentoEstero 
Questo metodo viene invocato dall’Ufficio per le relazioni internazionali quando deve inviare 
un messaggio del tipo RequisitiTrasfEstero. Prima dell’invio viene invocato il metodo 
resolveTCConnectorPeer e solo nel caso in cui questo restituisce un messaggio di successo viene 
inviata la richiesta di servizio. All’interno del metodo viene costruito il messaggio di richiesta da 
inviare all’EM e si aspetta la risposta. Il messaggio così come è stato ricevuto viene restituito al 
chiamante. 
 
6.2.7. EstraiRisultatoRequisitiTrasferimentoEstero 
Questo metodo viene invocato subito dopo il metodo sendRequisitiTrasfEstero ed ha il 
compito di estrarre il contenuto del messaggio di risposta.  
In caso di successo restituisce una stringa contenente il risultato della richiesta di servizio. 
In caso di fallimento i codici restituiti possono essere: 
• “10 – peer doesn’t exist” quando il canale su cui si è tentato di inoltrare la richiesta non 
esiste 
• “14 – service not available” quando si riceve NULL  in risposta dal destinatario 
• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.3. I metodi per l’invio e la ricezione di eventi 
6.3.1. CreateChannel 
Il metodo CreateChannel viene invocato dall’applicazione che vuole inviare l’evento, in 
questo caso la Segreteria Studenti deve creare il canale per l’invio dell’evento “PagamentoMora”. 
Il metodo viene invocato al momento dell’avvio dell’applicazione, all’interno del costruttore della 
classe, costruisce il messaggio di richiesta da inviare all’EM e attende la risposta. 
I codici restituiti possono essere: 
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• “0 – channel created” in caso di successo 
• “1 – channel already exist” quando almeno un altro sistema ha richiesto ed ottenuto la 
creazione del medesimo canale 
• “2 – not valid channel” quando non esiste il canale su cui è stata fatta la richiesta  
• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.3.2. RemoveChannel 
Il metodo RemoveChannel viene invocato al termine dell’applicazione che ha creato il canale 
per rimuoverlo. In questo caso è la Segreteria Studenti che deve rimuovere il canale creato per 
l’invio dell’evento “PagamentoMora”. A questo scopo è stato ridefinito il metodo finalize() che 
viene invocato al momento della chiusura dell’applicazione, all’interno del quale si trova la 
chiamata al metodo removeChannel dell’SSBConnector che costruisce il messaggio di richiesta da 
inviare all’EM ed attende la risposta. 
I codici che possono essere restituiti sono: 
• “0 – channel removed” in caso di successo 
• “5 – originator doesn’t own channel” quando l’applicazione sta cercando di rimuovere un 
canale che è stato creato da un altro sistema 
• “4 – channel doesn’t exist” quando l’applicazione sta tentando di rimuovere un canale che 
non è ancora stato creato 
• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.3.3. GetTCConnectorNotificationPullReceiver 
Il metodo getTCNotificationPullReceiver viene invocato per aggiungere un ricevitore al 
canale sul quale vengono inviati gli eventi. In questo caso l’Ufficio studenti e laureati deve mettersi 
in ascolto sul canale creato dalla Segreteria Studenti per ricevere l’evento “PagamentoMora”. Il 
metodo viene invocato al momento dell’avvio dell’applicazione, all’interno del costruttore della 
classe Ufficio studenti e laureati, costruisce il messaggio di richiesta da inviare all’EM ed attende la 
risposta. 
I codici che possono essere restituiti sono: 
• “0 – authorized” in caso di successo 
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• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “-1 – N/A”  per qualsiasi altro tipo di errore 
 
6.3.4. PushEvent 
Il metodo pushEvent permette di inviare un evento su di un canale. In questo caso il metodo 
viene invocato dalla Segreteria Studenti quando invia un evento del tipo “PagamentoMora” .   
I codici che possono essere restituiti in caso di successo sono:  
• “0 – event sent” quando l’evento è stato inviato con successo 
• “1 – one or more destinations are unavailable” quando l’evento è stato inoltrato ma non c’è 
certezza che alcuni destinatari potranno riceverlo 
• “-1 – N/A” per qualsiasi altro tipo di errore 
I codici che possono essere restituiti in caso di fallimento sono: 
• “3 – rejected” quando il messaggio viene respinto perché non è corretto 
• “4 – channel doesn’t exist” quando l’applicazione sta tentando di inviare su di un canale che 
non è ancora stato creato 
• “-1 – N/A” per qualsiasi altro tipo di errore 
 
6.4. La classe MessageHandler 
La classe MessageHandler è stata inserita per la ricezione dei messaggi. Utilizzando questa 
classe, infatti, ciascuna applicazione sta in ascolto sui vari canali su cui vengono inviate le richieste 
di servizio in attesa dell’arrivo di un messaggio. Nel momento in cui si riceve un messaggio, viene 
controllata la provenienza, cioè da quale canale è stato ricevuto, e in base al tipo di messaggio che è 
stato ricevuto viene costruito il messaggio di risposta. 
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CONCLUSIONI 
 
 
 
 
 
 
 
L’implementazione attuale dello Smart Service bus fornisce le funzionalità descritte nei primi 
capitoli di questa tesi. Inoltre è stato apportato un notevole miglioramento riguardo alla 
composizione di servizi, la logica dell’ Enterprise Manager infatti è stata riprogettata in un modo 
più intelligente permettendo di fornire servizi nuovi invocando due o più servizi già esistenti. 
Conoscendo esattamente i parametri di ingresso ed uscita dei servizi abbiamo reso l’EM capace di 
costruire un percorso di composizione che invoca questi servizi in modo seriale o in modo parallelo. 
In futuro potrebbero essere apportati ulteriori miglioramenti, il primo potrebbe essere quello di 
aggiungere un canale dedicato per le operazioni di amministrazione del sistema che al momento 
vengono svolte dall’amministratore utilizzando gli stessi canali usati dalle normali applicazioni.  
Nello svolgimento di questa tesi è stata inoltre presentata una possibilità di applicazione 
dell’Enterprise Service Bus in un contesto reale come quello universitario dove potrebbe trovare 
posto la realizzazione di un sistema basato su scambio di messaggi per mettere in comunicazione 
tutti i vari dipartimenti e uffici di un ateneo.  
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Infine, l’analisi delle prestazioni ha permesso di stimare le caratteristiche del sistema hardware 
necessario per l’utilizzo dello Smart Service Bus che è stato realizzato. Tale SSB verrà poi 
introdotto in un contesto più grande una volta ultimato il progetto SIASA per cui sarebbe 
interessante in futuro ripetere il test per il sistema completo. 
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APPENDICE A 
 
 
 
 
1. Come utilizzare l’Enterprise Manager 
EM  è un’applicazione java la quale necessita per il suo funzionamento di strumenti software 
aggiuntivi che devono assolutamente essere installati  sulla macchina stessa o in remoto, ma 
comunque raggiungibili. 
I componenti necessari sono i seguenti:   
 Application Server Jboss 
 J2SE Runtime Environment 
 Server Openldap 
 Server Mysql 
Dato che i componenti da installare sono utilizzati per un numero elevato  di applicazioni è facile 
che una parte di questi siano già installati sul PC dell’utente.  
1.1. Application Server JBoss 
JBoss è l’application server (Open Source) che gestisce la percentuale più grande del sistema, senza 
il quale non è possibile che EM funzioni. 
Installare JBoss significa semplicemente scaricare JBoss in formato .zip dal sito 
http://www.jboss.org/downloads/index e scompattare la cartella di JBoss e copiarla nella directory 
che si preferisce. Fatta questa operazione JBoss è pronto per funzionare. Quando però viene scritta 
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un’applicazione che gira su di esso, le configurazioni necessarie al corretto funzionamento non sono 
banali e dipendono dalle operazioni che vengo fatte all’interno dell’applicazione. In base a queste 
considerazioni c’è da fare molta attenzione. Infatti se un’utente ha già JBoss installato e configurato 
per funzionare con una creta tipologia di applicazione e sotto determinate configurazioni, allora nel 
momento in cui è necessario configurarlo per l’ EM è doveroso controllare che le configurazioni 
esistenti e le nuove non siano in contrasto tra loro. 
1.1.1. Configurazione JBoss 
Una volta compattata la cartella di JBoss è consigliabile inserire nelle variabili d’ambiente del 
sistema il path di tale cartella così ad ogni avvio dell’Application Server non sia necessario portarsi 
all’interno di tale cartella: Le due variabili d’ambiente da settare sono: 
1. JBOSS_HOME  : path nel quale si trova la cartella di JBoss 
2. Path: JBOSS_HOME+”\bin” 
Fatta questa operazione è necessario configurare le code JMS aggiungendo righe all’interno del file: 
JBOSS_HOME \server\default\deploy\jms\jbossmq-destinations-service.xml: 
 
<mbean code="org.jboss.mq.server.jmx.Topic"                
name="jboss.mq.destination:service=Topic,name=test1_EVENT_CHANNEL"> 
<depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends> 
 </mbean> 
<mbean code="org.jboss.mq.server.jmx.Topic"  
name="jboss.mq.destination:service=Topic,name=alarm_EVENT_CHANNEL"> 
    <depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends> 
  </mbean> 
<mbean code="org.jboss.mq.server.jmx.Queue" 
  name="jboss.mq.destination:service=Queue,name=DATA_CHANNEL"> 
    <depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends> 
  </mbean> 
<mbean code="org.jboss.mq.server.jmx.Queue" 
  name="jboss.mq.destination:service=Queue,name=EVENT_CHANNEL"> 
    <depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends> 
  </mbean> 
<mbean code="org.jboss.mq.server.jmx.Queue"  
name="jboss.mq.destination:service=Queue,name=billing_DATA_CHANNEL"> 
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    <depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends>  </mbean> 
  <mbean code="org.jboss.mq.server.jmx.Queue" 
  name="jboss.mq.destination:service=Queue,name=SERVICE_CHANNEL"> 
    <depends optional-attribute-
name="DestinationManager">jboss.mq:service=DestinationManager</depends> 
  </mbean> 
 
Queste inserire sono le nuove queue e nuovi topic utilizzati dal sistema di comunicazione che se 
non vengono inseriti all’interno di JBoss non rendono possibile la comunicazione. 
Per migliorare le prestazioni del sistema è inoltre consigliabile editare il file  “C:\jboss-
4.0.3SP1\bin\run.bat” ed inserire tale opzioni: 
set JAVA_OPTS=%JAVA_OPTS% -server –Xms256m -Xmx512m. 
Dato che jboss viene configurato per funzionare con un database di default che però non sopporta 
grandi carichi è necessario cambiare tale database. La nostra scelta è ricaduta sul database MySql. 
Per ulteriori informazioni circa l’installazione e la configurazione di JBoss per tale databse si 
rimanda al paragrafo… 
Prima di far partire JBoss è necessario avere installata la JVM (cfr. paragrafo 1.2) 
1.2. J2SE Runtime Environment (JRE) 
J2SE Runtime Environment (JRE) è il pacchetto necessario per far girare applicazioni java, 
contenente la java virtual machine.  Tale pacchetto è scaricabile dal sito: 
http://java.sun.com/j2se/1.4.2/download.html. Scaricato ed installato questo pacchetto (senza il 
quale JBoss non funziona) è necessario modificare le variabili d’ambiente come segue: 
1. JAVA_HOME  : path nel quale si trova la cartella di Java 
2. Path: JAVA_HOME \jdk1.5.0_06\bin; JAVA_HOME   
3. classpath : JAVA_HOME \jdk1.5.0_06\lib; 
 
1.3. Server Openldap 
Openldap è un server che fornisce il servizio di naming e directory sul quale si appoggia l’EM  per 
tenere memoria dei servizi esistenti e delle registrazioni a tali servizi. Tale software è scaricabile dal 
sito: http://www.openldap.org/software/download. Durante l’installazione di Ldap per il suo 
corretto funzionamento è necessario che nel path di installazione non ci siano spazi oppure che tali 
spazi siano racchiusi tra “”. Ad esempio, se si vuole installare LDAP in C:\Documenst and Settings 
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è necessario che tale percorso sia racchiuso tra “”: “C:\Documents and Settings. Una volta 
installato, per il corretto funzionamento dell’EM è doveroso aprire il file “slapd.conf” che si trova 
all’inteno della cartella openldap ed aggiungere al file le seguenti righe: 
database bdb 
suffix  "o=siasa" 
schemacheck off 
rootdn  "cn=Manager,o=siasa" 
# Cleartext passwords, especially for the rootdn, should 
# be avoid.  See slappasswd(8) and slapd.conf(5) for details. 
# Use of strong authentication encouraged. 
rootpw  secret 
# The database directory MUST exist prior to running slapd AND  
# should only be accessible by the slapd and slap tools. 
# Mode 700 recommended. 
directory "C:/openldap"/var/openldap-data 
# Indices to maintain 
index objectClass eq 
 
Per inizializzare il database Berckley in maniera automatica, abbiamo creato un file eseguibile 
(createDB.class) che impostato con l’indirizzo IP e la porta corrette configura LDAP. 
 
1.4. Server MySql 
MySql  viene utilizzato dal nostro sistema come database di default di JBoss per renderlo più 
robusto rispetto all’utilizzo del datadase di default offerto dal pacchetto scaricabile. 
Le istruzioni che seguono spiegano come installare e configurare il server MySql e come 
configurare JBoss in modotael da impostare questo database come database di defalut: 
 
1. Scaricare “mysql-4.1.15-win32.zip” dal sito http://dev.mysql.com/downloads/; 
2. installare il server mysql e configurare l’utente root con pw siasa; 
3. digitare da riga di comando create database jbossdb 
Scaricare il connector “mysql-connector-java-3.1.11” dall’ URL 
www.mysql.com/products/connector/j/ ; 
4. unzipparlo e estrarre il file .jar; 
5. copiare il file .jar in JBOSS_HOME/server/default/lib; 
6. copiare JBOSS_HOME/docs/examples/jca/mysql-ds.xml in JBOSS_HOME 
/server/default/deploy; 
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7. modificare mysql-ds.xml cambiando il tag <jndi-name>MySqlDS</jndi-name> con il nome 
DefaultDS; 
8. cambiare il tag <connection-url>jdbc:mysql://mysql-hostname:3306/jbossdb</connection-
url> sostituendo mysqlhostname con indirizzo ip della macchina dove c’è il server mysql; 
9. settare username a root e password a siasa; 
10. cancellare JBOSS_HOME/server/all/deploy/hsql-ds.xml; 
11. copiare JBOSS_HOME /docs/examples/jms/mysql-jdbc2-service.xml nella cartella 
JBOSS_HOME /server/default/deploy/jms; 
12. modificare questo file cambiando MySqlDS con DefaultDS; 
13. cancellare hsql-jdbc2-service.xml dalla cartella JBOSS_HOME/server/default/deploy/jms; 
14. rinominare il file JBOSS_HOME/server/default/deploy/jms/hsql-jdbc-state-service.xml 
sostituendo “mysql” con “hsql”;  
15. se avviando jboss4.0.3 si verifica l’eccezione org.jboss.mq.SpyJMSException:could not 
resolve uncommitted transactions….. è necessario commentare la riga “SELECT_MAX_TX 
= SELECT MAX(TXID) FROM (SELECT MAX (TXID) AS TXID FROM 
JMS_TRANSACTIONS UNION SELECT MAX(TXID) AS TXID FROM 
JMS_MESSAGES)” e scriverci invece “SELECT_MAX_TX = SELECT MAX(TXID) 
FROM JMS_MESSAGES” all’interno del file 
“JBOSS_HOME\server\default\deploy\jms\mysql-jdbc2-service.xml”. 
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