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Abstract
Behavioural modelling has been widely used to aid in the design of concur-
rent systems. Behaviour models have shown to be useful to uncover design
errors in early stages of the development process. However, building correct
behaviour models is costly and requires significant experience. Controller
synthesis offers a way to build models that are correct by construction. Exist-
ing software engineering techniques for synthesising controllers have various
limitations. Such limitations can be seen as restrictions in the expressiveness
of the controller goals and environment model, or in the relation between
the controllable and monitored actions. The main aim of this thesis is the
development of novel techniques overcoming known limitations of previous
approaches and methodological guidelines for synthesising useful controllers.
This thesis establishes the framework for controller synthesis techniques that
support event-based models, expressive goal specifications, distinguish con-
trollable from monitored actions and guarantee achievement of the desired
goals. Together with these techniques, methodological guidelines are pro-
posed to help in building more accurate descriptions of the environment and
more effective controllers.
In addition, this thesis presents a tool that implements the proposed tech-
niques. Evaluation of the techniques has been conducted using the tool
to model known case studies from the literature, showing that by allowing
more expressive controller goals and environment models, and explicitly dis-
tinguishing controllable and monitored actions such case studies can be more
accurately modelled and solutions guaranteeing satisfaction of the goals can
be achieved.
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Chapter 1
Introduction
1.1 Motivation
Michael Jackson’s Machine-World model [Jac95b] establishes a framework on
which to approach the challenges of requirements engineering. In this model,
requirements R are prescriptive statements of the world expressed in terms
of phenomena on the interface between the machine we are to build and the
world in which the real problems to be solved live. Such problems are to
be captured with prescriptive statements expressed in terms of phenomena
in the world (but not necessarily part of the world-machine interface) called
goals G and descriptive statements of what we assume to be true in the world
(environment assumptions D).
Within this setting, a key task in requirements engineering is to understand
and document the goals and the characteristics of the environment in which
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these are to be achieved, in order to formulate a set of requirements for the
machine to be built such that if the environment assumptions and goals are
valid, the requirements in such environment entail the goals, more formally
R,D |= G.
Thus, a key problem of requirements engineering can be formulated as a
synthesis problem. Given a set of descriptive assumptions on the environment
behaviour and a set of system goals, construct an operational model of the
machine such that when composed with the environment model, the goals are
achieved. Such problem is known as the controller synthesis [PR89, RW89]
problem and has been studied extensively resulting in techniques that have
been used in various software engineering domains.
Synthesis of event-based operational models of intended system behaviour
from scenario-based specifications (e.g. [UBC09a, DLvL06, BSL04]) allows
integrating a fragmented, example-based specification into a model that can
be analysed via model checking, simulation, animation and inspection, the
latter aided by automated slicing and abstraction techniques. Synthesis from
formal declarative specification (e.g. temporal logics) has also been studied
with the aim of providing an operational model on which to further support
requirements elicitation and analysis [LKMU08, KPR04].
In the domain of self-adaptive systems [HGS04] there has also been an in-
creasing interest in behaviour model synthesis as such systems must be ca-
pable of adapting their strategies at run-time. Hence, they rely heavily on
automated synthesis of behaviour models that will guarantee the satisfaction
of requirements under the constraints enforced by the environment and the
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capabilities offered by the self-adaptive system [KM07, GBMP97, DGM09].
Behaviour model synthesis is also used to automatically construct plans that
are then straightforwardly enacted by some software component. For in-
stance, synthesis of glue code and component adaptors has been studied in
order to achieve safe composition at the architecture level [AITG04, IT07],
and in particular in service oriented architectures [BIPT09].
Existing Software Engineering techniques for automatic synthesis of event-
based controllers have various limitations. Such limitations can be seen
as restrictions in the expressiveness of the system goals and environment
assumptions, the relation between the controllable and monitored actions, or
scalability problems.
Most techniques restrict controller goals and environment assumptions to
safety properties. Hence, synthesis can be posed as a backward error propa-
gation [RN95] variant where a behaviour model is pruned by disabling con-
trollable actions that can lead to undesirable states. However, in many do-
mains, and particularly in the realm of reactive systems [MP92], liveness re-
quirements can be of importance and having synthesis techniques capable of
dealing with them is desirable. Very few approaches to behaviour model syn-
thesis that support liveness have been proposed [GT00, BCP+01, SHMK07,
HSMK09b]. The problem with these approaches is that the distinction be-
tween controlled and monitored actions [PM95], and between descriptive and
prescriptive behaviour [Jac95b] is not made explicit. As a consequence, the
behaviour models they synthesise in order to enact self-adaptation, may not
be realisable by the self-adaptive system or unexpected results may be ob-
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tained when the self-adaptive system interacts with its environment due to
non-valid assumptions that were not made explicit.
Making environment assumptions explicit is crucial, and even more so with
liveness system goals. Jackson [Jac95b], and others (e.g., [vLL00, Lam01,
PM95]) have argued the importance of distinguishing between descriptive
and prescriptive assertions and, more specifically, between requirements (pre-
scriptive statements to be achieved by the machine), system goals (prescrip-
tive statements to be achieved by the machine and its environment) and
environment assumptions (descriptive statements guaranteed or assumed to
be guaranteed by the environment).
Domain assumptions play a key role in the validation process. Many sys-
tem failures are due to invalid assumptions, many times related to an over-
idealisation of the environment’s behaviour. In other words, statements re-
garding environment behaviour that are not realistic are used to demonstrate
the correctness of the requirements with respect to the goals. However, since
the assumptions are invalid, the goals are not achieved. Explicit assump-
tion modelling not only better supports validation but also exposes what is
required for the system goals to be achieved, helping to set more realistic
expectations.
Assumptions, and their relation with the synthesis problem has been studied
recently [CGG07, CHJ08]. When dealing with liveness, assumptions play an
even more prominent role: Typically, reasoning about liveness in behaviour
models is performed under specific assumptions which correspond to liveness
properties themselves. For instance, it is common to reason under some gen-
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eral notion of fairness or some domain specific property regarding the respon-
siveness of the environment to certain stimuli. Given the central role that
liveness assumptions have for reasoning about liveness requirements, the use
of approaches to synthesis [BCP+01, SHMK07, HSMK09b] that leave such
assumptions implicit and do not allow for user tailored liveness assumptions
entail some important risks and limitations for users. On the other hand,
techniques that support explicit liveness assumptions such as [PPS06] do not
provide the required methodological support to verify that the environment
assumptions are indeed guaranteed by the environment.
One of the limitations of existing synthesis techniques is that they are de-
signed to work in the context of idealised environment models. Situations
in which the outcome of controlled actions is not guaranteed are dealt with
by assuming that such actions never fail (e.g. [DBPU10]), by not considering
liveness goals (e.g. [IT07, SHMK07]), or by building controllers that aim to
be live but are not guaranteed to be so [GT00]).
Moreover, known controller synthesis techniques require complete descrip-
tions of the environment. Typically, the environment is described in a formal
language with its semantics defined as some variation of a two-valued state
machine such as Labelled Transition Systems (LTS) [Kel76] or Kripke struc-
tures [Kri59]. Thus, the model of the environment is assumed to be complete
up to some level of abstraction (i.e. with respect an alphabet of actions or
propositions).
Traditional behaviour modelling frameworks based on LTS and Kripke struc-
tures are not well suited for describing partial knowledge about the en-
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vironment. This is limiting in the context of iterative development pro-
cesses [BT04], restricts the use of iterative techniques for requirements elab-
oration (e.g., [UKM04]), and prevents the use of controller synthesis tech-
niques when a fully described environment is unavailable, undesirable or
uneconomical.
In this thesis we set out to resolve these limitations. More specific details
are provided in the next section.
1.2 Summary of Contributions
The main contribution of this thesis is the development of a number of novel
techniques and methodological guidelines for synthesising event-based con-
trollers. The techniques presented in this thesis work for an expressive sub-
set of liveness properties, distinguish between controllable and monitored
actions, and differentiate system goals from environment assumptions. In-
deed, it is the assumptions that must be modelled carefully in order to avoid
synthesising anomalous behaviour models. We propose the notion of assump-
tion compatibility as a guideline and show that it guarantees non-anomalous
controllers.
In addition, one aspect of an idealised environment model is removed by al-
lowing to integrate failures of controller actions in the environment model.
Classical treatment of failures through strong fairness leads to a very high
computational complexity and may be insufficient for many interesting cases.
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A realistic stronger fairness condition on the behaviour of failures is identi-
fied, and a technique to construct controllers satisfying liveness specifications
under these fairness conditions is defined.
Finally, we present a controller synthesis technique that handles models
where the full description of the environment behaviour is not available,
i.e. partial information models. Such environment models represent a set
of complete behaviour models, called implementations, that capture full de-
scriptions of the environment where the unknowns have been left as part of
the behaviour or removed from the implementation. Given a partially de-
fined environment model the problem is to answer if all, none or some of the
implementations it describes, admit a controller that guarantees a given goal.
A technique that solves this problem effectively is presented. It is also shown
that the time complexity of the problem for partially specified environment
models depends on the complexity of solving the control problem for a single
implementation.
More specific contributions of this thesis are given in Section 8 after the
technical details of the techniques are properly presented and developed.
The work presented in this thesis is based on and extends several papers that
have been published in the last three years [DBPU10, DBPU11, DBPU12,
DBPU13, D’I12]. This thesis should be regarded as the definitive account of
the work. In addition, and thanks to what I have learned working on this
thesis I have also published [FDB+10, DFG+10].
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1.3 Thesis Outline
This thesis is organised as follows. We start by providing required formal
background in Chapter 2. In Chapter 3, we present and evaluate the event-
based controller synthesis techniques and methodological guidelines that es-
tablish the theoretical framework in which we build upon. Chapter 4 defines
the problem of synthesising controllers for environments where failures are
explicitly modelled. In Chapter 5, the problem of synthesis in the context of
partially defined environment models is presented. Chapter 6 reports on the
tool we have developed to evaluate the applicability and effectiveness of our
techniques. Discussion and related work is presented in Chapter 7. Finally,
future work and conclusions are reported in Chapter 8.
Chapter 2
Background Theory
2.1 The World and the Machine
We begin by providing an overview of the relevant requirements engineer-
ing notions. In particular, we present the requirements engineering view
of Zave and Jackson [Jac95a, Jac95b, ZJ97] and of Letier and Van Lam-
sweerde [vLL00, Lam01]. Both views agree that distinguishing between the
problem world and the machine solution is central to understanding whether
the machine correctly solves the problem in question. Indeed, the effect of
the machine on the world and the assumptions we make about this world are
central to the requirements engineering process. The problem world defines
a part of the real world that we want to improve by constructing a machine
solution. Typically, it embodies some components that interact following
known rules and processes. For instance, a drill tool, a robot arm and rules
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Figure 2.1: World and Machine Phenomena
for processing products that enter a production cell (see Figure 2.1). On
the other hand, the machine solution is expected to solve the problem. For
instance, the example in Figure 2.1 shows that the production cell should
start processing products if they are available on the In Tray. Indeed, state-
ment inTray[p] → get.InTray[p] shows that the robot arm is expected to
pick up products from the in tray if they are ready to be processed. Finally,
the shared phenomena is a portion of the problem world and the machine
solution that is shared among them. Hence, it defines the interface through
which the machine interacts with the world, represented as the intersection
of the two sets in Figure 2.1. The machine is referred to in the context of
synthesis as the controller, we shall use either term depending on the context.
We may refer to the problem world as the environment model.
Statements describing phenomena of both the problem world and the ma-
chine solution may differ in scope and mood [Jac95a, PM95]. Statements may
have indicative or optative mood. In [vL09], statements describing the sys-
tem are characterised as descriptive and prescriptive. Descriptive statements
represent properties about the system that hold independently of how the
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system behaves. Descriptive statements are in indicative mood. Prescrip-
tive statements state desirable properties which may hold or not. Indeed,
prescriptive statements must be enforced by system components. Naturally,
prescriptive statements may be changed, strengthened/weakened or even re-
moved while descriptive cannot.
As mentioned above, statements may vary in scope. Both prescriptive and
descriptive statements may refer to phenomena of the machine that is not
shared with the world. Other statements may refer to phenomena shared
by the machine and the world. More precisely, a Domain property is a
descriptive statement about the problem world. It must hold regardless on
how the system behaves. In this work we call Environment Model, the set of
domain properties for a particular problem. An Environmental Assumption
is a statement that may not hold and must be satisfied by the environment. A
Software Requirement, orRequirement for short, is a prescriptive statement to
be enforced by the machine regardless of how the problem world behaves and
must be formulated in terms of the phenomena shared between the machine
and the problem world. A System Goal, or Goal for short, is a prescriptive
statement to be enforced by the machine, but not necessarily solely by it.
Some collaboration with the environment might be needed.
Following [vLL00, Lam01] we say that an action is monitored/controllable
if such action is observable/controllable by the machine. We may refer to
monitored actions as uncontrollable actions, since they are controlled by the
environment.
In this thesis we specify descriptive and prescriptive statements of the world
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and machine using Fluent Linear Temporal Logic and Labelled Transitions
Systems which we recall below.
2.2 Transition Systems
2.2.1 Labelled Transition Systems
We describe and fix notation for labelled transition systems (LTSs) [Kel76],
which are widely used for modelling and analysing the behaviour of concur-
rent and distributed systems. LTS is a state transition system where tran-
sitions are labelled with actions. The set of actions of an LTS is called its
communicating alphabet and constitutes the interactions that the modelled
system can have with its environment.
Definition 2.1. (Labelled Transition Systems [Kel76]) Let States be a uni-
versal set of states, Act be the universal set action labels. A Labelled Tran-
sition System (LTS) is a tuple E = (SE , AE,∆E , sE0), where SE ⊆ States is
a finite set of states, AE ⊆ Act is a finite alphabet, ∆E ⊆ (SE ×AE ×SE) is
a transition relation, and s0∈SE is the initial state.
Given (s, `, s′) ∈ ∆E we say that ` is enabled from s in E. We say an LTS
E is deterministic if (s, `, s′) and (s, `, s′′) are in ∆E implies s
′ = s′′. For a
state s we denote ∆E(s) = {` | (s, `, s
′) ∈ ∆E}. Given an LTS E, we may
refer to its alphabet as αE.
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Definition 2.2. (Parallel Composition) Let M = (SM , AM , ∆M , sM0) and
E = (SE, AE ,∆E, sE0) be LTSs. Parallel composition ‖ is a symmetric
operator such that E‖M is the LTS E‖M = (SE × SM , AE ∪ AM , ∆,
(sE0, sM0)), where ∆ is the smallest relation that satisfies the rules below,
where ` ∈ AE ∪AM :
(s,`,s′)∈∆E
((s,t),`,(s′,t))∈∆
`∈AE\AM
(t,`,t′)∈∆M
((s,t),`,(s,t′))∈∆
`∈AM\AE
(s,`,s′)∈∆E , (t,`,t
′)∈∆M
((s,t),`,(s′,t′))∈∆
`∈AE∩AM
Definition 2.3. (Legal LTS) Given E = (SE , AE,∆E , sE0), M = (SM ,
AM ,∆M , sM0) LTSs, and AEu ∈ AE. We say that M is a Legal LTS
for E with respect to AEu, if for all (sE , sM) ∈ E‖M the following holds:
∆E‖M((sE, sM)) ∩ AEu = ∆E(sE) ∩ AEu
Intuitively, an LTS M is a Legal LTS for and LTS E with respect to AEu ,
if for all states in the composition (sE, sM) ∈ SE‖M hold that, an action
` ∈ AEu is disabled in (sE , sM) if and only if it is also disabled in sE ∈ E. In
other words, M does not restrict E with respect to AEu.
Definition 2.4. (Traces) Consider an LTS E = (S,A,∆, s0). A sequence
pi = `0, `1, . . . is a trace in E if there exists a sequence s0, `0, s1, `1, . . ., where
for every i we have (si, `i, si+1) ∈ ∆.
Definition 2.5. (Reachable States) Consider an LTS E = (SE , AE,∆E , s0).
A state s ∈ SE is reachable (from the initial state) in E if there exists a
sequence s0, `0, s1, `1, . . ., where for every i we have (si, `i, si+1) ∈ ∆ and
s = si+1. We refer to the set of all reachable states in E as Reach(E).
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Throughout this thesis we restrict attention to LTSs E such that for all states
s ∈ SE , s is reachable.
2.2.2 Modal Transition Systems
Modal transition system (MTS) [LT88] are abstract notions of LTSs. They
extend LTSs by distinguishing between two sets of transitions. Intuitively an
MTS describes a set of possible LTSs by describing an upper bound and a
lower bound on the set of transitions from every state. Thus, an MTS defines
required transitions, which must exist, and possible transitions, which may
exist. By elimination, other transitions cannot exist. Formally, we have the
following.
Definition 2.6. (Modal Transition Systems [LT88]) A Modal Transition
System (MTS) is E = (S,A,∆r,∆p, s0), where S ⊆ States, A ⊆ Act, and
s0 ∈ S are as in LTSs and ∆
r ⊆ ∆p ⊆ (S × A × S) are the required and
possible transition relations, respectively.
We denote by ∆p(s) the set of possible actions enabled in s, namely ∆p(s) =
{` | ∃s′ · (s, `, s′) ∈ ∆p}. Similarly, ∆r(s) denotes the set of required actions
enabled in s.
We define a refinement relation between MTSs. An LTS can be viewed as
an MTS where ∆p = ∆r. Thus, the definition generalises to when an LTS
refines an MTS. LTSs that refine an MTS E are complete descriptions of the
system behaviour and thus are called implementations of E.
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Definition 2.7. (Refinement) Let E = (S,A,∆rE ,∆
p
E , s
E
0 ) and N = (T,A,
∆rN , ∆
p
N , s
N
0 ) be two MTSs. Relation H ⊆ S × T is a refinement between E
and N if the following holds for every ` ∈ A and every (s, t) ∈ H.
• If (s, `, s′) ∈ ∆rE then there is t
′ such that (t, `, t′) ∈ ∆rN and (s
′, t′) ∈ H.
• If (t, `, t′) ∈ ∆pN then there is s
′ such that (s, `, s′) ∈ ∆pE and (s
′, t′) ∈ H.
We say that N refines E if there is a refinement relation H between E and
N such that (sE0 , s
N
0 ) ∈ H, denoted E  N .
Intuitively, N refines E as every required transition of E exists in N and
every possible transition in N is possible also in E.
Definition 2.8. (Implementation and Implementation Relation) An LTS N
is an implementation of an MTS E if and only if N is a refinement of E
(E  N). We shall refer to the refinement relation between an MTS and an
LTS as an implementation relation. We denote the set of implementations
of E as I[M ]. We assume strong refinement unless a different refinement
notion is explicitly stated.
An implementation is deadlock free if all states have outgoing transitions. We
say that an MTS is deterministic if there is no state that has two outgoing
possible transitions on the same action, and refer to the set of all deterministic
implementations of an MTS E as Idet[E].
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2.3 Fluent Linear Temporal Logic
Linear temporal logics (LTL) are widely used to describe behaviour require-
ments [GM03, vLL00, LvL02, KPR04]. The motivation for choosing an
LTL of fluents is that it provides a uniform framework for specifying state-
based temporal properties in event-based models [GM03]. Fluent Linear
Temporal Logic (FLTL) [GM03] is a linear-time temporal logic for reason-
ing about fluents. A fluent Fl is defined by a pair of sets and a Boolean
value: Fl = 〈IFl, TFl, InitFl〉, where IFl ⊆ Act is the set of initiating actions,
TFl ⊆ Act is the set of terminating actions and IFl ∩ TFl = ∅. A fluent may
be initially true or false as indicated by InitFl. Every action ` ∈ Act induces
a fluent, namely ˙` = 〈`, Act \ {`}, false〉. Finally, the alphabet of a fluent is
the union of its terminating and initiating actions.
Let F be the set of all possible fluents over Act. An FLTL formula is defined
inductively using the standard Boolean connectives and temporal operators
X (next), U (strong until) as follows:
ϕ ::= Fl | ¬ϕ | ϕ ∨ ψ | Xϕ | ϕUψ,
where Fl ∈ F . As usual we introduce ∧, 1 (eventually), and 0 (always)
as syntactic sugar. Let Π be the set of infinite traces over Act. The trace
pi = `0, `1, . . . satisfies a fluent Fl at position i, denoted pi, i |= Fl, if and only
if one of the following conditions holds:
• InitFl ∧ (∀j ∈ N · 0 ≤ j ≤ i→ `j /∈ TFl)
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pi, i |= Fl , pi, i |= Fl
pi, i |= ¬ϕ , ¬(pi, i |= ϕ)
pi, i |= ϕ ∨ ψ , (pi, i |= ϕ) ∨ (pi, i |= ψ)
pi, i |= Xϕ , pi, 1 |= ϕ
pi, i |= ϕUψ , ∃j ≥ i · pi, j |= ψ ∧ ∀ i ≤ k < j · pi, k |= ϕ
Figure 2.2: Semantics for the satisfaction operator
• ∃j ∈ N · (j ≤ i ∧ `j ∈ IFl) ∧ (∀k ∈ N · j < k ≤ i → `k /∈ TFl)
Given an infinite trace pi, the satisfaction of a formula ϕ at position i, denoted
pi, i |= ϕ, is defined as shown in Figure 2.2. We say that ϕ holds in pi, denoted
pi |= ϕ, if pi, 0 |= ϕ. A formula ϕ ∈ FLTL holds in an LTS E (denoted E |= ϕ)
if it holds on every infinite trace produced by E.
In Chapter 5 we modify LTSs and MTSs by adding new actions and adding
states and transitions that use the new actions. It is convenient to change
FLTL formulas to ignore these changes. Consider an FLTL formula ϕ and a
set of actions Γ such that for all fluents Fl = 〈IFl, TFl, InitFl〉 in ϕ we have
Γ ∩ (IFl ∪ TFl) = ∅. We define the alphabetised next version of ϕ, denoted
XΓ(ϕ), as follows.
• For a fluent Fl ∈ F we define XΓ(Fl) = Fl.
• For ϕ ∨ ψ we define XΓ(ϕ ∨ ψ) = XΓ(ϕ) ∨ XΓ(ψ).
• For ¬ϕ we define XΓ(¬ϕ) = ¬XΓ(ϕ).
• For ϕUψ we define XΓ(ϕUψ) = XΓ(ϕ)UXΓ(ψ).
• For Xϕ we define XΓ(Xϕ) = X((
∨
f∈Γ f)UXΓ(ϕ))
Thus, this transformation replaces every next operator occurring in the for-
mula by an until operator that skips uninteresting actions that are in Γ.
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Note that the transformations in Section 5 force an action not in Γ to appear
after every action from Γ. Thus, the difference between U under even and
odd number of negations is not important.
2.4 Finite State Process
Up to now, we have described LTSs (MTSs) by defining their components,
i.e. states, actions, transition relation (required and possible), and initial
state. This representation is suitable for LTSs (MTSs) with few states. How-
ever, such representation become impractical when working with larger LTSs
(MTSs). For this reason, we use a simple process algebra notation called Fi-
nite State Processes (FSP) to textually specify LTSs [MKG97, MK06].
FSP is a specification language with well-defined semantics in terms of LTSs
(MTSs), which provides a concise way of describing LTSs. Each FSP ex-
pression E can be mapped onto a finite LTS (MTS), we use lts(E) to denote
the LTS (MTS) that corresponds to it. We now discuss briefly the syntax of
FSP.
As an example, in Figure 2.3, we show the FSP code for a ceramic cooking
process.
In FSP, process names start with uppercase letters and actions start with
lowercase ones. The code for the Ceramic Cooking defines two FSP pro-
cesses, one modelling a process that only stays idle, called IDLE, and another
one called DOMAIN. In addition, DOMAIN defines auxiliary processes COOKING,
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Figure 2.3: FSP Example
COOKED, and OH. Auxiliary processes are local to the FSP process in which
they have been defined. DOMAIN is defined using the action prefix operator ->
and recursion. For example, the process is defined to start by doing either
idle staying in the same process or cook which leads to the local process
COOKING.
FSP supports several composition operators such as LTS and MTS parallel
compositions, or MTSs merge [FDB+10]. The parallel composition operator,
which is denoted || is defined to preserve the semantics of LTS parallel
composition presented in Definition 2.2. Thus, given two FSP processes P
and Q, we have: lts(P||Q) = lts(P)|| lts(Q).
In FSP processes that are defined by composing two non-auxiliary processes
are called composite and their names are prefixed with ||. Thus the par-
allel composition of the FSP processes for IDLE and DOMAIN components is
||IDLE_DOMAIN = (IDLE||DOMAIN).
Finally, FSP has a number of keywords that are used just before the defini-
tion of a process and that force MTSA to perform a complex operation on
the process. For instance, the keyword, minimal, makes MTSA construct the
minimal LTS/MTS with respect to strong semantic equivalence and the key-
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word, deterministic, makes MTSA construct the minimal LTS with respect
to trace
FSP also allows to define FLTL properties. A fluent that pinpoints the
states where ceramic is being cooked can be expressed in FSP with the
following code: fluent Cooking = <cook, finishedCooking> initially 0.
Cooking is initially false, becomes true with cook and it is false again when
finishedCooking occurs.
Summarising, FSP provides the support required to specify LTSs and FLTL
formulas. Such support is required to express environment models and con-
troller goals as it is shown in next chapters.
2.5 Two-Player Games
We consider two-player games played between two players, namely 1 and 2,
where the goal of 1 is to satisfy the specification regardless of the actions of
2. Intuitively, of the actions possible in a state, 1 can choose to disable the
action she controls. However, she cannot disable all possible actions as this
would lead to a deadlock.
In this thesis we use such games in the context of controller synthesis. Hence,
the games we consider are such that Player 1 (the controller) chooses which
actions, from the set of controlled actions, to enable and Player 2 (the envi-
ronment) chooses which actions to follow. Formally, we have the following.
Definition 2.9. (Two-player Game) A Two-player Game (Game) is G =
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(Sg, Γ
−, Γ+, sg0, ϕ), where S is a finite set of states, Γ
−,Γ+ ⊆ S × S are
transition relations of uncontrollable and controllable transitions, respectively,
sg0 ∈ S is the initial state, and ϕ ⊆ S
ω is a winning condition. We denote
Γ−(s) = {s′ | (s, s′) ∈ Γ−} and similarly for Γ+. A state s is uncontrollable
if Γ−(s) 6= ∅ and controllable otherwise. A play on G is a sequence p =
sg0, sg1, . . .. A play p ending in sgn is extended by the controller choosing
a subset γ ⊆ Γ+(sgn). Then, the environment chooses a state sgn+1 ∈ γ ∪
Γ−(sgn) and adds sgn+1 to p.
Notice that if in a controllable state γ is empty the choice of controller may
lead to a deadlock. This is prohibited later by defining this as a losing choice
for the controller. From an uncontrollable state the controller may decide to
disable all controllable actions. The choices of the controller are formalised
in the form of a strategy. This is the policy that the controller applies. In
general, the strategy may depend on the history. This is reflected in the
strategy depending on a memory value in the domain Ω and updating this
value according to the evolvement of the play.
Recall that this game is different from the one defined in [PPS06]. Piterman
et al. define a game in which the environment chooses its next valuation and
only then, the controller gets to choose what to do next.
Definition 2.10. (Strategy with memory) A strategy with memory Ω for
the controller is a pair of functions (σ, u), where Ω is some memory domain
with designated start value ω0, σ : Ω×S → 2
S such that σ(ω, s) ⊆ Γ+(s) and
u : Ω× S → Ω.
44 Chapter 2. Background Theory
Intuitively, σ tells controller which states to enable as possible successors and
u tells controller how to update its memory. If Ω is finite, we say that the
strategy uses finite memory.
Definition 2.11. (Consistency and Winning Strategy) A finite or infinite
play p = s0, s1, . . . is consistent with (σ, u) if for every n we have sn+1 ∈
σ(ωn, sn), where ωi+1 = u(ωi, si+1) for all i ≥ 0. A strategy (σ, u) for contro-
ller from state s is winning if every maximal play starting in s and consistent
with (σ, u) is infinite and in ϕ. We say that controller wins the game G if it
has a winning strategy from the initial state.
As the controller is defined as losing on all finite plays it follows that it
cannot disable all controllable actions from a controllable state. We refer
to checking whether controller wins a game G as solving the game G. The
controller synthesis problem is to produce a winning strategy for controller.
If such winning strategy for controller exists we say that the control problem
is realisable [RW89, MPS95]. It is well known that if controller wins a game
G and ϕ is ω-regular it can win using a finite memory strategy [PR89]. In
general, winning conditions are defined using either nondeterministic Bu¨chi
automata (whose alphabet is the set of states of the game or additional labels
that are added to the states) or LTL formulas (whose atomic propositions
are the states of the game or labels that are added to the states). We only
refer to these mechanisms in order to state the well known complexity results
regarding solving games with such winning condition.
Definition 2.12. (Generalised Reactivity(1) [PPS06]) Given an infinite se-
quence of states p, let inf(p) denote the states that occur infinitely often
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in p. Let φ1, . . . , φn and γ1, . . . , γm be subsets of S. Let gr((φ1, . . . , φn)
, (γ1, . . . , γm)) denote the set of infinite sequences p such that either for some
i we have inf(p)∩φi = ∅ or for all j we have inf(p)∩γj 6= ∅. A GR(1) game
is a game where the winning condition ϕ is gr((φ1, . . . , φn), (γ1, . . . , γm)).
We refer to games (as defined in Definition 2.9) with Piterman’s GR(1) win-
ning conditions (Recalled in Definition 2.12) as GR(1) games.
Theorem 2.1. Given a game G = (S,Γ−,Γ+, sg0, ϕ) the complexity of de-
ciding whether G is winning and computing a winning strategy for controller
is as follows.
• The complexity is 2EXPTIME-complete for ϕ expressed in LTL [PR89].
• The complexity is EXPTIME-complete for ϕ expressed as a nondeter-
ministic Bu¨chi automaton [PR89].
• The complexity is O(nm|S|(|Γ−∪Γ+|)) for ϕ a generalised reactivity(1)
formula [KPP05, JP06].
A game is called determined when the set of states from which the controller
has a winning strategy are disjoint from the states from which the environ-
ment has a winning strategy. Martin shown that every game with a Borel
type winning set is determined [Mar75, Kec95]. In [GTW02], Gra¨del et. al.
proven that regular games are determined. From this result follows that the
type of games we defined above are determined. More formally we have.
Theorem 2.2. (Determinacy) Every regular game is determined.
Corollary 2.1. Every GR(1) game is determined.
Chapter 3
LTS Control Synthesis
In this section we present a high level description of an event-based con-
trol problem following the world-machine model [Jac95b]. We distinguish
between software requirements, system goals and environment assumptions.
We then define the LTS control problem which grounds the event-based con-
trol problem by fixing a specific formal specification framework: Labelled
Transition Systems and the Linear Temporal Logic of Fluents. Finally, given
the computational complexity of the general LTS control problem, we define
SGR(1) LTS Control, a restricted LTS control problem for expressive sub-
set of temporal properties that includes liveness and allows for a polynomial
solution. In the next section, we show how such polynomial solution can be
achieved.
We start by providing a motivating example.
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3.1 Motivating Example
In this section we provide a black-box overview of our approach. Technical
details are provided in the next sections.
Consider the following variation of the Production Cell case study [LL95]:
A factory manufactures several kinds of products each of which requires a
production process which involves different tools applied in a specified order.
The factory production system is expected to adapt its production process
depending on a number of factors such as the available tools (which is subject
to change for instance when a tool breaks or a new instance of an existing
tool type is introduced), the specification of how to process each product
type (which can change because the production requirements for a product
type changes), and other constraints (for example, an energy consumption
requirement that constrains the concurrent use of certain tools).
Given its potential for concurrent processing, the production should be sched-
uled in such a way that no product type is indefinitely postponed.
In addition to the tools, the factory has an in tray, an out tray and a robot
arm. The robot arm is used to move products to and from tools and trays.
Raw products arrive on the in tray, the robot arm must process them ac-
cording to their specification and place the finished products on the out tray.
The trays can hold products of any kind simultaneously.
To simplify the presentation, assume that the factory must produce two
types of products, namely A and B, with three different tools: an oven, a
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drill and a press. Products of type A require using the oven, then the drill
and finally the press, while products of type B are processed in the following
order: drill, press, oven. In addition, there is a constraint on concurrent use
of tools: the drill and the press cannot be used simultaneously. Finally, a
liveness condition on the production of products of type A and B is also
required, that is, the production of one kind of product cannot postpone
indefinitely the production of products of the other kind.
We now describe how these requirements can be specified in our approach
and comment on the production strategy automatically generated by our
controller synthesis algorithm.
The environment model is the result of the parallel composition of LTSs
modelling the robot arm, the tools, and the products being processed.
We denote Products the set Products = {(id, ty) | 0 ≤ id ≤ Max and
ty ∈ {A.B}} and Tools the set of available tools.
Figure 3.1 we show a behaviour model, describing the drill tool: Any product
(p ∈ Products), can be put into the drill tool by the robot arm (put.drill[p])
and, subsequently, that product is processed (drill.process[p]) by the drill
and can then be taken by the robot arm (get.drill[p]).
In Figure 3.2 we show a model that describes how raw products can be
processed. A product (p ∈ Products) is idle until it appears in the in
tray ([p].inTray), then it is picked up by the robot arm ([p].getInTray),
subsequently, it can be freely placed and picked up from any tool (resp.
put.[t : Tools][p] and get.[t : Tools][p]) until the product processing is finished
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drill.process[p]put.drill[p]
get.drill[p]
Figure 3.1: LTS Model for the Drill
1
2
3 4
[p].inTray
[p].getInTray
idle[p]
[id].putOutTray
put.[t : Tools][p]
get.[t][p]
Figure 3.2: LTS Model for Raw Products Processing
and the product is placed in the out tray ([p].putOutTray). For simplicity,
we model that an instance of a product can be reprocessed, hence, once put
on the out tray, the product model is at the initial state again.
We do not include in the models of the products the requirements related
to the order in which tools must be applied. This is because, as proposed
in [Jac95b], we avoid mixing the description of how the environment behaves
with the prescription stating how the environment should behave once the
controller is in place.
The model describing the robot arm (Figure 3.3) shows how the arm can
pickup any product from any position (in tray, out tray, and tools) and then
place that same product in another position. It can only hold one product at
a time. To simplify we assume that the in and out trays are repositories of
unbounded size and that the in tray does not enforce an ordering of products.
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1 2 3
[p].getInTray
[p].putOutTray
put.[t : Tools][p]
get.[t][p]
Figure 3.3: LTS Model for the Robot Arm
The environment model can be built as the parallel composition of a model
for each tool, a model for the robot arm and a model for each product. The
LTS for this composition is too big to be shown, it can be constructed using
the MTSA tool [DFCU08] and data available at [D’I].
What remains now is to define the set of actions that the controller-to-be
can control and the specification that it must satisfy when composed with
the environment model.
The set of controllable actions must be a subset of the actions of the envi-
ronment model and we define them to be the actions of the robot arm. In
other words, we aim to build a controller that restricts the behaviour of the
arm so that the way the arm moves the products satisfies the production
requirements.
Throughout this thesis we use dashed lines to denote monitored actions in
figures.
The goals for the controller consist of a safety and a liveness part. The
safety part is twofold. On one hand, the order in which tools will process
raw products is encoded with a model describing the expected processing
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order for each type of product. In Figure 3.4 we show how to model the pro-
cessing requirements for products of type A (denoted ida), a temporal logic
representation of such requirement is also possible (and can be constructed
automatically from Figure 3.4) but more cumbersome. We omit it here but
assume that the FLTL formula 0 % is obtained by transforming the LTS
in Figure 3.4 to FLTL. Hence, 0 % is an FLTL formula that captures the
requirements for products of type A and B.
On the other hand, the drill and press cannot be used simultaneously. This
can be easily encoded with the following temporal logic property: ψ =
0 (¬∃p, p′ ∈ Products · Processing(drill, p) ∧ Processing(press, p′)) where
0 means “always in the future” and Processing(t, p) is a predicate which is
true when tool t is processing product p. Thus, the safety goal for the system
is I = 0 % ∧ 0 ψ.
The liveness prescription for the controller must capture the requirement of
not indefinitely postponing the production of any product type. Such re-
quirement can be formalised in temporal logic as follows:
G =
∧
ty∈{A,B} 0 1 (
∨M
id=0AddedToOutTray(ty, id)) where M is the maxi-
mum number of products to process and AddedToOutTray(ty, id) is true if
6 5 4
1 2 3
[pa].inTray [pa].getInTray
put.oven[pa]
put.drill[pa]put.press[pa]
put.OutTray[pa]
Figure 3.4: Production process for products of type A
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product (id, ty) has just been added to the out tray.
If we attempt to build a controller for the arm such that it guarantees I ∧
G when composed with the model of the environment, our approach will
indicate that such controller is not possible. This is true, as there is no
guarantee of producing an infinite number of products of type A and of type
B if the environment does not guarantee that it will provide the raw products
to be processed.
Consequently, we must assume that the environment will produce an infinite
number of raw products of type A and B:
As =
∧
p∈Products(0 1 AddedToInTray(p)) where AddedToInTray(p) holds
if the product p has just been added to the in tray.
If we attempt to build a controller that guarantees I ∧ (As → G) our ap-
proach successfully builds one. In other words, we will obtain a controller
that guarantees when composed with its environment that the products are
processed by applying tools in the correct order (%), that the drill and press
are not used simultaneously (ψ) and that if the environment provides in-
finitely many raw products of both types (As) both types of products will
be produced (G).
It is interesting to note that a controller for the robot arm that satisfies
the specification above when composed with the model of the environment
cannot be produced by simply pruning the environment model (as behaviour
model synthesis techniques for safety properties do). This is because, in order
to fulfill the liveness part of the specification, a controller must “remember”
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if it has been postponing one type of product for too long. Say products of
type A have been postponed for too long, the controller must stop processing
the other component type, B, giving way to the production of A products.
How much the controller waits before switching type could vary from one
controller to another, but all controllers must have some sort of memory in
order to achieve the liveness condition. This memory is not encoded in the
state space of the environment and hence a controller cannot be achieved
through its pruning.
In Section 3.5 we describe the procedure for synthesising behaviour models
that satisfy the specification described above, and hence capable of, among
other things, identifying the model’s need for memorising specific aspects of
the system behaviour in order to satisfy liveness properties.
3.2 Event-Based control problem
The problem of control synthesis is to automatically produce a machine that
restricts the occurrence of events it controls based on its observation of the
events that have occurred. When deployed in a suitable environment such
a machine will ensure the satisfaction of a given set of system goals. Satis-
faction of these goals depends on the satisfaction of the assumptions by the
environment. In other words, we are given a specification of an environment,
assumptions, system goals, and a set of controllable actions.
A solution for the Event-Based control problem is to find a machine whose
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concurrent behaviour with an environment that satisfies the assumptions
satisfies the goals.
We adopt labelled transition systems (LTS) and parallel composition in the
style of CSP [Hoa78] as the formal basis for modelling the environment and
for representing the synthesised controller, and FLTL, with its corresponding
satisfiability notion, as a declarative specification language to describe both
environment assumptions and system goals.
We ground the problem of control synthesis in event-based models as follows:
Given an LTS that describes the behaviour of the environment, a set of
controllable actions, a set of FLTL formulas as the environment assumptions
and a set of FLTL formulas as the system goals, the LTS control problem is
to find an LTS that only restricts the occurrence of controllable actions and
guarantees that the parallel composition between the environment and the
LTS is deadlock free and that if the environment assumptions are satisfied
then the system goals will be satisfied too.
Definition 3.1. (LTS Control) Given an environment model in the form of
an LTS E, a set of controllable actions AC ∈ Act, and a set H of pairs
(Asi, Gi) where Asi and Gi are FLTL formulas specifying assumptions and
goals respectively, the solution for the LTS control problem E = 〈E,H,AC〉
is to find an LTS M such that M is a legal LTS for E with respect to the
set of monitored actions AU = AC, E‖M is deadlock free, and for every pair
(Asi, Gi) ∈ H and for every trace pi in E‖M the following holds: if pi |= Asi
then pi |= Gi.
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As a simple example, consider the control problem E = 〈E,H,AC〉, where E
is the LTS model in Figure3.5(a), AC = {c1, c2},H = {(∅, 0 ¬a˙), (∅, 0 1 c˙1)}
and the fluents are defined as follows: a˙ = 〈{a}, {c1, c2}, false〉, c˙1 = 〈{c1},
{a, c2}, false〉, c˙2 = 〈{c2}, {c1, a}, false〉. The model M in Figure 3.5(b) is a
solution to E . It does so by restricting c1 from the initial state which guar-
antees that in E‖M the action a cannot happen, hence, 0 ¬a˙ is satisfied in
E‖M . In addition, M only enables from state 2 the transition on c1, from
which follows that traces in E‖M are simple alternations of c2 and then c1,
hence, E‖M satisfies 0 1 c˙1.
12 3
a
c2
c1c1, c2
(a) Environment E
1 2
c2
c1
(b) Controller M
Figure 3.5: Event-Based Control Example.
Just like in traditional (i.e. state-based) controller synthesis, the problem
with using FLTL as the specification language for assumptions and goals is
that the synthesis problem is 2EXPTIME complete (see Theorem 3.7). Nev-
ertheless, restrictions on the form of the goal and assumptions specification
have been studied and found to be solvable in polynomial time. For example,
goal specifications consisting uniquely of safety requirements can be solved
in polynomial time, and so can particular styles of liveness properties such
as [AMPS98] and GR(1) under the assumption of full observability. The
latter can be seen as an extension of [AMPS98] to a more expressive liveness
fragment of LTL.
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3.3 Safe Generalised Reactivity (1)
We now define the SGR(1) control problem which is computable in polyno-
mial time. It builds on the GR(1) and safety control problems but is set in the
context of event-based modelling. We require the model of the environment
E to be a deterministic LTS to ensure that the controller will have full ob-
servability of the environment’s state. We require H to be {(∅, I), (As,G)},
where I is a safety invariant of the form 0 ρ, the assumptions As are a
conjunction of FLTL sub-formulas of the form 0 1 φ, the goal G a conjunc-
tion of FLTL sub-formulas of the form 0 1 γ, and φ, ρ and γ are Boolean
combinations of fluents.
Definition 3.2. (SGR(1) LTS Control) An LTS control problem E = 〈E,H,
AC〉 is SGR(1) if E is deterministic, and H = {(∅, I), (As,G)}, where I =
0 ρ, As =
∧n
i=1 0 1 φi, G =
∧m
j=1 0 1 γj, and φi, ρ and γj are Boolean
combinations of fluents.
Consider the SGR(1) LTS control problem R = 〈E,H,AC〉, where E is
the LTS in Figure 3.6(a), AC = {c1, c2, c3, c4, g1, g2}, H = {(∅, I), (As,G)},
I = 0 ¬w˙, As = 0 1 a˙ and G = 0 1 g˙1 ∧ 0 1 g˙2. Recall that for all `
in the alphabet of E, the fluent ˙` is defined as the fluent that becomes true
when ` occurs and becomes false when any other action occurs.
The LTS M1, M2 and M3 of Figures 3.6(c) to 3.6(d) are some of the possible
solutions to R: E‖M1 has no traces satisfying the assumptions As, hence it
is not obliged to satisfy G; all traces in E‖M2 satisfy As and also G; and
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Figure 3.6: Running Example
traces in E‖M3 either do not satisfy As or satisfy both As and G. We will
discuss in the next subsection the differences between these solutions. For
now, it is interesting to note that neither M2 nor M3 can be obtained only
by pruning E. Both models introduce new states which allow the controller
to “remember” which is the next goal that must be achieved (g1 or g2). The
automated construction of these “memory” states will be described in detail
in section 3.6.
3.3.1 Responsiveness in SGR(1)
The SGR(1) control problem restricts the form of the environment assumpti-
ons and system goals. Thus, a valid concern is the impact of this restriction
on expressiveness in practice. A closer look at the family of liveness formulas
reveals it is not arbitrary: they are designed to capture a Bu¨chi acceptance
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condition. More concretely, any liveness property specifiable by a determinis-
tic Bu¨chi automaton can be handled by the proposed approach. The trick is,
basically, to compose the Bu¨chi automaton structure with the original plant
LTS and then use assumptions and goals to express that their acceptance
conditions will/should (respectively) be visited infinitely often. Typical re-
sponsiveness assumptions and goals (e.g. 0 (φ → 1 ψ)) could be treated
in this way [PPS06]. In the context of LTS and FLTL this kind of assump-
tions can be handled without explicitly generating the deterministic Bu¨chi
automaton. In many cases, this can be done by encoding the responsiveness
with fluents and assumptions in GR(1) form.
Recall the Production Cell case study in Section 3.1. Consider the case where
a product is waiting to be processed by the cell (i.e. it has been placed on the
in tray and not yet picked up by the arm), then it will eventually be put onto
the out tray
∧
p∈Products 0 (WaitForProcessing(p) → 1
˙[p].put.OutTray)
where WaitForProcessing(p) = 〈[p].inTray, [p].getInTray, false〉. This is
an example of a responsiveness goal that does not fit the syntactic require-
ments of SGR(1) but could be dealt with by means of the SGR(1) encoding.
To encode the assumption as a GR(1)-like formula we do as follows, de-
fine a fluent with the initiating action of the antecedent as the initiating
action and the initiating action of the consequent as the terminating ac-
tion. Consequently, we first define the fluent InOut = 〈{[t].[id].inTray},
{[t].[id].put.OutTray}, false〉 and then we add the formula 0 1 ¬InOut as
an environmental assumption in the GR(1) specification.
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3.4 Assumptions and Anomalous Controllers
A valid concern is if there are semantic restrictions for what is called an as-
sumption in a control problem. In other words, can any assertion be provided
as an assumption? or the fact that it is deemed assumption implies that it
should have specific semantic properties? This question can also be posed
for the specific case of SGR(1) LTS control: are further semantic restrictions
needed to ensure that the formula As =
∧n
i=1 0 1 φi can be interpreted as
an assumption on the environment behaviour? We now answer this question.
Consider the LTS controller M1 discussed in the previous section. M1 solves
the SGR(1) control problem R by simply ensuring that for all trace pi ∈
tr(E‖M1) pi 6|= As. Such a solution, from an engineering perspective is un-
satisfactory: M1 should “play fair” by trying to achieve G when As holds
rather than trying to avoid As. In this sense, M2 and M3 are more satis-
factory. The best effort controller definition provided below formalises this
preference by requiring the following: if the controller forces As not to hold
after a sequence σ, no other controller that achieves G could have allowed
As after σ.
Definition 3.3. (Best Effort Controller) Given an SGR(1) LTS control prob-
lem E with assumptions As and an LTS M such that M is a solution for
E , we say that M is a best effort controller for E if for all finite traces
σ ∈ tr(E‖M) if there is no σ′ where σ.σ′ ∈ tr(E‖M) and σ.σ′ |= As then
there is no other solution M ′ to E such that σ ∈ tr(E‖M ′) and there exists
σ′ such that σ.σ′ ∈ tr(E‖M ′) and σ.σ′ |= As
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Controller M1 is not a best effort controller as , the empty trace in E‖M1
cannot be extended in E‖M1 to satisfy As, yet it can be extended by σ
′ =
c1, 2, a, 3, g1, 4, a, 5, g2, · · · in E‖M2 such that .σ
′ satisfies 0 1 As. On the
other hand, given that there are no traces in E‖M2 violating As, M2 is a
best effort controller for R. M3 is also a best effort controller as the only
finite trace violating As in M3 is σ = c3, · · · and there are no extension of σ
satisfying As and G.
Note that controller M3 also could be argued to be anomalous from an en-
gineering perspective: Although M3 does play fair when choosing action c1
to state 3, it can also choose action c3 to state 2, leading E‖M3 to a state in
which assumptions are no longer possible. This can motivate a stronger cri-
terion than Best Effort: the controller should never prevent the environment
from achieving its assumptions.
Definition 3.4. (Assumption Preserving Controller) Given an SGR(1) LTS
control problem E with assumptions As and an LTS M such that M is a
solution for E , we say that M is an assumption preserving controller for E
if for all finite traces σ ∈ tr(E‖M) if there is no σ′ where σ.σ′ ∈ tr(E‖M)
and σ.σ′ |= As then there does not exist σ′′ such that σ.σ′′ ∈ tr(E) and
σ.σ′′ |= (I ∧ As)
Theorem 3.1. Given an SGR(1) LTS control problem R and M an LTS
controller for R, if M is a Assumption Preserving controller then M is a
Best Effort controller.
Proof. Assume that M is not best effort. It follows that there exists σ ∈
3.4. Assumptions and Anomalous Controllers 61
tr(E‖M) that can be extended to satisfy assumptions As, i.e. there exists
σ′ such that σ.σ′ ∈ tr(E‖M) and σ.σ′ |= As. Furthermore, there exists M ′
solution to E such that σ ∈ tr(E‖M ′) and σ.σ′ ∈ tr(E‖M ′). By Defini-
tion 2.2 (LTS parallel composition) σ.σ′ ∈ tr(E), hence M is not assumption
preserving controller.
By Theorem 3.1 and the fact that M1 is not best effort it follows that M1 is
not an assumption preserving controller. AlthoughM3 is best effort, it is not
an assumption preserving controller since the trace σ = c3, c3, a, c3, . . . in E
is a valid extension to σ = c3, . . . in E‖M3 which satisfies As while violating
G. On the other hand, given that every infinite trace in M2 satisfies both As
and G, M2 is an assumption preserving controller.
Note that the Best Effort criterion compares two controllers while Assump-
tion Preserving compares the joint behaviour of the controller and the envi-
ronment against the environment behaviour on its own. It is easy to see that
assumption preserving and best effort controllers are related through logical
implication. In other words, if a controller is assumption preserving then it
is also best effort. It could be argued that assumption preserving is sufficient
and best effort is somehow non desired. However, they are both relevant in
different ways. There are situations in which if the goals are to be fulfilled
by a controlled environment, the controller must take decisions that, at some
point, might forbid the environment to satisfy its assumptions. In such cases,
assumption preserving controllers cannot be achieved while best effort can.
Given an SGR(1) problem it is useful to know whether all solutions of an
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SGR(1) LTS control problem are assumption preserving or best effort. In-
terestingly, a sufficient condition for this can be achieved by restricting the
relation between the assumptions As and the environment E. The essence of
this relation is based on the notion of realisability and the fact that the envi-
ronment is the agent responsible for achieving the assumptions as introduced
in [LvL02].
The notion of realisability requires that an agent responsible for an assertion
be capable of achieving it based on its controlled actions regardless of what
happens with the actions it does not control. In our setting, this notion
can be used to formalise a sufficient condition for guaranteeing assumption
preserving and best effort controllers.
The condition requires the environment to be capable of achieving As re-
gardless of the behaviour of any controller that it might be composed with.
This is ensured by checking that for every state in E there is no strategy for
the controller to falsify As. This adds no computational complexity to the
control problem.
Definition 3.5. (Assumption compatibility) Given an SGR(1) LTS control
problem E = 〈E,H,AC〉 and H = {(∅, I), (As,G)}, we say that the As is
compatible with E if for every state s in E there is no solution for the SGR(1)
LTS control problem Es = 〈Es, H
′, AC〉, where H
′ = {(∅, I), (As, false)} and
Es is the result of changing the initial state of E to s.
Hence, when the assumptions of an SGR(1) LTS control problem are com-
patible with the environment, it is guaranteed that anomalous controllers
3.4. Assumptions and Anomalous Controllers 63
(such as those that are not best effort and assumption preserving) will not
be produced.
Theorem 3.2. Given an SGR(1) LTS control problem E with assumptions
As and environment E, if As is compatible with E then all solutions to E
are best effort and assumption preserving.
Proof. Since As are compatible with E it follows that for allM and for every
trace σ ∈ tr(E‖M) there exists σ′ such that σ.σ′ ∈ tr(E‖M) and σ.σ′ |= As.
By vacuity of the antecedent, it follows thatM is best effort and assumption
preserving controller.
Note that the running example R violates Definition 3.5 and hence, has
anomalous controllers such as M1, which is not Best Effort nor Assumption
Preserving, or M3 which is Best Effort but not Assumption Preserving.
Our notion of anomalous controllers is tightly coupled to the problem of prop-
erties which are trivially satisfied in system model [BB94]. A typical pattern
of vacuity [BBDER97] is one in which the left hand side of an implication
is never fulfilled by the system model. A controller that that achieves its
goals by falsifying assumptions can be thought of as the cast of the vacuity
problem in controller synthesis.
Summarising the latter part of this section, best effort and assumption pre-
serving controllers explain technically the sort of anomalies that might arise
if requirement engineering practices such as ensuring realisability of assump-
tions by the environment are violated.
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In the next section we present how to solve SGR(1) LTS problems. The
synthesis algorithm we propose does not require assumptions compatibility.
However, as explained above, such a condition is desirable.
3.5 Solving SGR(1) Control
In this section we explain how a solution for the SGR(1) control problem
can be achieved by building on existing (state-based) controller synthesis
techniques, namely GR(1) [PPS06].
The construction of the machine for an SGR(1) LTS control problem has
two steps. Firstly, a GR(1) game G is created from the environment model
E, the assumptions As, the goals G and the set of controllable actions AC
(Section 3.5.1). Secondly, a solution (σ, u) to the GR(1) game is used to build
a solution M (i.e. an LTS controller) for E (Section 3.5.2). We also show
that our approach is sound and complete. That is, a solution to the SGR(1)
LTS control problem E exists if and only if a solution to the GR(1) game G
exists. Furthermore, the LTS controller M built from (σ, u) is a solution to
E .
The reader not interested details of the mapping of SGR(1) into GR(1) can
skip directly to Section 3.6 where we comment on the algorithm of the syn-
thesis technique, or to Section 3.8 where we show a controller for a reduced
version of the Production Cell case study and present the case studies we
have used to evaluate our technique.
3.5. Solving SGR(1) Control 65
3.5.1 SGR(1) LTS control to GR(1) games
We convert the SGR(1) LTS control problem into a GR(1) game. Given a
SGR(1) LTS control problem E = 〈E,H,AC〉 we construct a GR(1) game
G = (Sg,Γ
−,Γ+, sg0, ϕg) such that every state in Sg encodes a state in E and
a valuation of all fluents appearing in As and G.
More precisely, consider an SGR(1) LTS control problem E = 〈E,H,AC〉,
where, H = {(∅, I), (As,G)}, E = (Se, A,∆e, se0), As =
∧n
i=1 0 1 φi, I =
0 ρ and G =
∧m
j=1 0 1 γj . Let fl = {1˙, . . . , k˙} be the set of fluents used
in As and G and i˙ = 〈Ii, Ti, Initi〉. The game G = (Sg,Γ
−,Γ+, sg0, ϕg) is
constructed as follows.
We build Sg from E such that states encode a state in E and truth values
for all fluents in ϕ: Let Sg = Se ×
∏k
i=1{true, false}. Consider a state sg =
(se, α1, . . . , αk). Given fluent fli, we say that sg satisfies fli if αi is true
and sg does not satisfy fli otherwise. We generalise satisfaction to Boolean
combination of fluents in the natural way.
We build transition relations Γ− and Γ+ using the following rules. Consider
a state sg = (se, α1, . . . , αk). If sg does not satisfy ρ (i.e., sg is unsafe) we do
not add successors to sg. Otherwise, for every transition (se, `, s
′
e) ∈ ∆e we
include (sg, (s
′
e, α
′
1, . . . , α
′
k)) in Γ
β, where β is + if ` ∈ AC , β is − if a /∈ AC
and (1) α′i is αi if ` /∈ Ifl
i
∪ Tfl
i
, (2) α′i is true if ` ∈ Ifl
i
and (3) α′i is false if
` ∈ Tfl
i
. The initial state sg0 is (se0 , initially1, . . . , initiallyk).
We build the winning condition ϕg, defined to be a set of infinite traces, from
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AS and G as follows: We abuse notation and denote by φi the set of states
sg such that sg satisfies the assumptions φi and by γi the set of states sg
such that sg satisfies the goal γi. Let ϕg ⊆ S
ω
g be the set of sequences that
satisfy gr((φ1, . . . , φn), (γ1, . . . , γm)). It follows that G = (Sg,Γ
−,Γ+, sg0, ϕg)
is a GR(1) game.
It can be shown that if there is a solution to an SGR(1) LTS control problem
then there is a winning strategy for a controller in the constructed GR(1)
game (refer to Theorem 3.3).
Note that the safety part of the specification is not encoded as part of the
wining condition ϕg of the GR(1) game, rather it is encoded as a deadlock
avoidance problem when constructing Γ−and Γ+. Consequently, the winning
condition we realise is 0 ρ ∧ (
∧n
i=1 0 1 φi ⇒
∧m
j=1 0 1 γj)
Consider the control problem R defined above and its corresponding envi-
ronment model shown in Figure 3.6(a). Let GR be the game obtained by
applying to R the procedure described above. Figure 3.7(a) shows the tran-
sition relations Γ− and Γ+ for R. Transitions in Γ− and Γ+ are marked as
γ− and γ+ respectively. States are labelled with a state in the original LTS
model (i.e. model E in Figure 3.6(a)) and the set of fluents holding in the
state of the LTS model.
3.5.2 Translating strategies to LTS Controllers
We now show how to extract an LTS controller from a winning strategy for
the GR(1) game that was obtained from the SGR(1) LTS control problem
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Figure 3.7: Transition relation and Strategy for the game GR
as shown in Section 3.5.1.
Intuitively, the transformation is as follows: given an SGR(1) LTS control
problem E = 〈E,H,AC〉, the game G = (Sg,Γ
−,Γ+, sg0, ϕg) obtained from E
and a winning strategy for G, we build M = (SM , A,∆M , sM0) a solution to
E by encoding in states of SM a state of Sg and a state of the memory given
by the winning strategy.
More precisely, let E = (Se, A,∆e, se0), fl = {fl1, . . . ,flk} the set of fluents
appearing in ϕ, G = (Sg,Γ
−,Γ+, sg0, ϕg) be the GR(1) game constructed
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from E as explained above, and let σ : Ω× Sg → 2
Sg and u : Ω× Sg → Ω be
a winning strategy in G. We construct the machine M = (SM , A,∆M , sM0)
as follows.
To build SM ⊆ Ω × Sg, consider two states sg = (se, α1, . . . , αk) and s
′
g =
(s′e, α
′
1, . . . , α
′
k). We say that action ` is possible from sg to s
′
g if (sg, s
′
g) ∈
Γ−∪ Γ+, there is some action ` such that (se, `, s
′
e) ∈ ∆e and for every fluent
fli either (1) ` /∈ Ifl
i
∪ Tfl
i
and α′i = αi, (2) ` ∈ Ifl
i
and α′i = true, or (3)
` ∈ Tfl
i
and α′i = false.
To build ∆M ⊂ SM × A × SM , consider a transition (sg, s
′
g) ∈ Γ
−. By
definition of Γ− there is an action ` /∈ AC such that ` is possible from sg to
s′g. If s
′
g ∈ σ(ω, sg) then for every action ` such that ` is possible from sg
to s′g we add ((ω, sg), `, (u(ω, sg), s
′
g)) to ∆M . Similarly, consider a transition
(sg, s
′
g) ∈ Γ
+. By definition of Γ+ there is an action ` ∈ AC such that ` is
possible from sg to s
′
g. If s
′
g ∈ σ(ω, sg) then for every action ` such that ` is
possible from sg to s
′
g we add ((ω, sg), `, (u(ω, sg), s
′
g)) to ∆M .
The initial state of M is defined as sM0 = (ω0, sg0) where ω0 is the initial
value for the memory domain Ω. This completes the definition of M .
Consider the game GR and a strategy that satisfies 0 1 a˙, 0 1 g˙1 and
0 1 g˙2. The only possible solution to such requirements is to have in (σ, u),
a cycle visiting (5, a˙), (4, g˙1) and (4, g˙2) in some order. A strategy satisfying
this is shown in Figure 3.7(b). Note that some memory is needed to dis-
tinguish whether state (4, g˙1) or (4, g˙2) has to be visited after visiting (5, a˙).
Finally, in Figure 3.6(b) we show the LTS controller obtained by applying
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the conversion shown above to the strategy in Figure 3.7(b).
In Theorem 3.4 we show that if (σ, u) is winning strategy for a GR(1) game
G constructed from a SGR(1) LTS control problem E , then the LTS M
constructed as explained above is a solution to E . Note that to prove this
proposition environment (E) determinism is needed. This is because LTSs
can only see the performed actions and not the actual state. Hence, having
a non-deterministic environment model E would make impossible for the
machine M to guarantee M‖E |= ϕ.
Theorem 3.3. (Completeness) Let E be an SGR(1) LTS control problem,
and G be a GR(1) game constructed by applying the conversion shown in
Section 3.5.1 to E . If M is a solution for the SGR(1) problem E then there
exists a strategy (σ, u) such that: (σ, u) is winning for G and the LTS con-
troller obtained by applying the translation shown in Section 3.5.2 to (σ, u)
is equivalent to M .
Proof. The proof is organised as follows. First, we construct a winning strat-
egy (σ, u). Second, we prove (σ, u) to be winning for G. The strategy is
constructed by applying a similar reasoning as if we were applying the in-
verse of the transformation shown in Section 3.5.2 to M . That is, the states
of M are used as the memory function for the strategy and given a pair
of states sg = (se, α1, . . . , αk) and s
′
g = (s
′
e, α
′
1, . . . , α
′
k) in G. The transi-
tion (sm, s
′
m) ∈ ∆M iff there is, a controllable action ` ∈ A, a transition
((se, sm), `, (s
′
e, s
′
m)) ∈ ∆E||M and the truth values of the fluents are the ex-
pected by the definition of Γ− and Γ+. Furthermore, given that E||M has no
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deadlocks and E||M |= 0 ρ, it follows that σ cannot reach a state such that
Γ− ∪Γ+ = ∅, in other words, ∆ cannot reach a deadlock state. Also, by con-
struction of Γ− and Γ+ the truth value of the fluents in the states is updated
as expected. Finally, from the definition of the update of the values α1, . . . , αk
in the states of G it is simple to see that a play is winning for controller iff
it satisfies the FLTL formula 0 ρ ∧ (
∧n
i=1 0 1 φi ⇒
∧m
j=1 0 1 γj).
Theorem 3.4. (Soundness) Let E be a SGR(1) LTS control problem and G be
a GR(1) game constructed by applying the conversion shown in Section 3.5.1
to E , σ be a transition relation and u be an update function. If (σ, u) is
winning strategy for G, andM is the LTS obtained by applying the conversion
shown in Section 3.5.2, then it holds that M is a solution for E .
Proof. Consider a joint computation p = (se0, sM0), `0, (se1, sc1), `1, . . . of
E||M . Recall that states in E||M are of the form (se0, sM0) where sM =
(m, se, α1, . . . , αk). Now, by construction and the fact that E is deter-
ministic, we know that for every fluent fli and for every j ≥ 0 we have
sMj = (mj , spj , α
j
1, . . . , α
j
k) and αi is the truth value of fl
j
i at time j. Then,
for some j ≥ 0 and sM ∈ SM we show that sMj ∈ φi iff φi is true at
time j and similarly for γj. In addition, from the fact that the computation
sM0, `0, sM1, `1, . . . is a computation of M , the sequence sM0, sM1, . . . is the
product of a play in G that is consistent with (σ, u) and that (σ, u) is a win-
ning strategy, it follows that this play in G correspond to a trace in M such
that if the assumptions holds then the system goals will do so. Finally, gi-
ven that (σ, u) is winning, it only produces infinite plays showing that E||M
states not satisfying ρ are not reachable and there are no deadlocks.
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3.6 Algorithm
In this section we present the algorithm implemented extending the MTSA
tool set [DFCU08]. The algorithm is based on ideas of [JP06]. Implementa-
tion details are provided in Section 6.1.
Intuitively, the algorithm aims to avoid, through restricting controllable ac-
tions, cycles of states satisfying all the assumptions but not all of the goals.
The existence of such cycles would allow for traces in which the controller
looses the GR(1) game. In order to avoid such cycles the algorithm searches,
for every state, a strategy that guarantees satisfaction of all goals. To do so,
it chooses an order in which it will attempt to satisfy the goals. The algo-
rithm applies a fixed point iteration for computing the best way each state
has to satisfy the next goal. In order to measure the “quality” of different
successor states with respect to satisfying the next goal, a ranking system is
used [Jur00]. The rank for a particular successor will measure the “distance”
to the next goal in terms of the number of times that all assumptions will be
satisfied before reaching the goal. If this number tends to infinity then this
means that from the current state a trace is possible in which the environ-
ment assumptions hold infinitely often but the system goals do not. Hence,
such state should be avoided by the strategy for the controller.
Consider a game G = (Sg,Γ
−,Γ+, sg0, ϕ), where ϕ = gr((φ1, . . . , φn), (γ1, . . . ,
γm)). A ranking function for a goal γj is a function Rj : Sg → (N ×
{1, . . . , n}) ∪ {∞}). Intuitively, Rj(sg) = (k, l) means that in order to reach
from sg a state in which γj holds, all paths will make assumption φl hold at
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most k times, φ1 through φl−1 will hold at least k+1 times and assumptions
φl+1 through φn will hold at least k times. R(s) = ∞ means that s is a
loosing state, i.e. from s there is no strategy for the controller that can avoid
a trace which satisfies infinitely often all assumptions but does not satisfy
infinitely often all goals. A ranking system for G and ϕ is a sequence R1, . . .,
Rm of ranking functions, each associated with a specific goal γj .
As mentioned above, the computation of the ranking system is a fixed point
iteration, where the rank of a state for a goal γj is computed based on the
rank of its successors. For instance, if sg is controllable and γj is satisfied
in s then the best choice for the controller would be to move to a state in
which satisfaction of γj⊕1 is likely. Hence, its best choice is the successor
state with the lowest ranking for goal γj⊕1 where j ⊕ 1 is (j mod m) + 1.
On the other hand, if sg is controllable but does not satisfy γj, then the best
choice is the successor with the best ranking for the same goal, i.e. γj . If sg
is a non-controllable state, the difference is that the ranking must consider
the worst possible scenario: It is the environment, rather than the controller,
that picks the successor state and it picks the state that is least likely to
achieve the next goal. Hence the rank of sg will depend on the highest rank
of its successors.
The above intuition is encoded in the following function sr : Sg → (N ×
{1, . . . , n}) ∪{∞}). The function also encodes the fact that deadlocking
states (states with no successors) are ranked ∞. In addition, note that we
order ranks using the lexicographical order. Given a state sg and a goal γj,
sr(sg, j) is defined as follows:
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• If Γ+(sg) ∪ Γ
−(sg) = ∅, then sr(sg, j) =∞, otherwise
• If sg is controllable and sg ∈ γj then sr(sg, j) = mins′g∈Γ+(sg) Rj⊕1(s
′
g).
• If sg is controllable and sg /∈ γj then sr(sg, j) = mins′g∈Γ+(sg)Rj(s
′
g).
• If sg is uncontrollable and sg∈γj then sr(sg, j)=maxs′g∈Γ−(sg)Rj⊕1(s
′
g).
• If sg is uncontrollable and sg /∈ γj then sr(sg, j) = maxs′g∈Γ−(sg)Rj(s
′
g).
Function sr(sg, j) computes the rank of the successor state that should be
used to compute Rj(sg). It does so assuming that ranks of all successor states
have been previously computed. In order to compute the true ranks of all
states, we must do a fixed point iteration. The fixed point is when the rank
of every state is stable with respect to every goal.
We say that sg is stable in Rj if all the following hold.
• If sg ∈ γj and sr(sg, j ⊕ 1) =∞ then Rj(sg) =∞.
• If sg ∈ γj and sr(sg, j ⊕ 1) 6=∞ then Rj(sg) = (0, 1).
• If sg /∈ γj, Rj(sg) = (k, l) and sg ∈ φl then Rj(sg) > sr(sg, j).
• If sg /∈ γj, Rj(sg) = (k, l) and sg /∈ φl then Rj(sg) ≥ sr(sg, j)
The intuition for this definition is as follows: If goal γj is satisfied in state sg
but its successors cannot achieve the goal (sr(sg, j⊕1) =∞) then s is losing
and its rank for γj should be∞. However, if the successors of sg are winning
then, as γj holds in sg, no assumptions need to be visited before satisfying
γj. Hence, best possible rank is (0, 1).
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If goal γj is not satisfied in state sg but φl is, then the number of times φl will
be satisfied before achieving γj must be greater than the number of times
that its successors will satisfy φl before satisfying γj (Rj(sg) > sr(sg, j)). On
the other hand, if neither γj nor φl are satisfied in state sg, then the number
of times φl will be satisfied before achieving γj must not be lower than the
number of times that its successors will satisfy φl before satisfying γj.
The algorithm for solving the GR(1) game consists of three steps. First, it
initialises the ranking system so that Rj(sg) = (0, 1) for all states and goals.
Second it iterates until the ranking system is stable. If it is not stable, then
the rank for some state and goal needs to be incremented, and stability is
checked again. It is known that every rank greater than (maxjmaxi |φi −
γj|, n) is effectively equivalent to ∞, where |φi − γj| is the number of states
in G that satisfy φi and do not satisfy γj, which guarantees termination of
the algorithm. Finally, if a stable ranking in which the initial state has a
non-infinite ranking for the first goal (R1(sg0)) then a winning strategy is
constructed. This last step is supported by the following theorem.
Theorem 3.5. (Algorithm Soundness) If R1, . . ., Rm is a stable ranking
system, then for every state sg such that R1(sg) 6=∞ there exists a winning
strategy from sg.
Proof. Let M = {1, . . . , m} be the memory range of the strategy. The mem-
ory is updated by u(v, s) = v if s /∈ Gv and u(v, s) = v ⊕ 1 otherwise. The
function σ(v, s) = {s′ ∈ Γ+ | s′ ≺j s}. By definition of stability, σ(v, s)
includes all uncontrollable successors of s. It is simple to see that following
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1 (4, c1) (5, a) (4, g1) (4, g2)
g˙1 (1, 1) (1.1) (1, 1) (0, 1) (1, 1)
g˙2 (1, 1) (1.1) (1, 1) (1, 1) (0, 1)
Table 3.1: Ranks for states in Strategy σR
this strategy the reachable states are always contained in S and the reachable
states have a finite rank.
Consider a computation induced by this strategy p = s0, s1, . . .. Let j0, j1, . . .
be the sequence of memory values used by u and let r0, r1, . . . be the sequence
of ranks, where ri = Rji(ti). The only way in which ji+1 6= ji is if Gji is visited
by ti. If for infinitely many locations ji+1 6= ji then the computation visits
all Gj infinitely often. Otherwise, from some location i we have for all i > i0
Gi = Gi0 . Consider the sequence of ranks ri0 , ri0+1, . . .. By assumption,
for all o we have rio+1 ≤ rio and furthermore if rio = (k, l) and tio ∈ Al
then rio+1 < rio . By well-foundedness of N × {1, . . . , n} we conclude that
from some point onwards ri is constant and for some l we have Al is visited
finitely often. It follows that all computations are in ϕ and the strategy is
winning as required.
In Table 3.1 we show the rank values for states in σR, the strategy shown in
Figure 3.7(b). The columns represent states in the strategy and the rows,
which goal is being considered. The ranks are mostly (1, 1) since from most
of states for both goals, a˙ holds before g˙i hold for i ∈ {1, 2}. As expected,
the rank for (4, g1) and (4, g2), according to g˙1 and g˙2 respectively is (0, 1).
The construction of a winning strategy (σ, u) from a stable ranking where
R1(sg0) 6=∞ is straightforward: The strategy will attempt to reach goals in
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turns, that is it will first reach γj before it attempts to reach γj⊕1. To reach a
goal γj from a state sg it will pick a successor of sg such that it has a smaller
ranking for γj (σ(j, sg) = s
′
g such that Rj(sg) > Rj(s
′
g)). When it reaches
γj, it will simply pick a successor state with non-infinite rank for the next
goal (σ(j, sg) = s
′
g such that Rj⊕1(s
′
g) 6= ∞). The memory update function
u simply changes the goal to be satisfied if the current goal is satisfied at
the current state: u(j, sg) = j if γj is not satisfied in sg and u(j, sg) = j ⊕ 1
otherwise. Note that each ranking function depicts a plan for reaching its
own goal. Thus, using these plans, goals can be pursued in any order.
What remains is to show that the algorithm is complete.
Theorem 3.6. (Algorithm Completeness) If there is a winning strategy from
sg ∈ G, there exists a stable ranking system R1, . . ., Rm such that for every
sg ∈ S and j ∈ {1, . . . , m} we have Rj(sg) is either ∞ or (k, l) with k ≤
maxl|φl − (γj)|.
Proof. An analogous proof is provided in [KPP05].
The algorithm in Figure 3.6 computes a stable ranking such that for every
state sg ∈ T if sg is winning for controller (i.e. R1(t) <∞). At high level, the
algorithm has two major parts, the initialisation and the stabilisation. The
initialisation sets the initial rank for every state in the game and initialises
the queue of states pending to be processed. A state is added to pending
if it satisfies no guarantee and satisfies assumptions. All the states in every
ranking function are initialised with (0, 1) (i.e. the minimum possible rank)
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SolveGame(game=(states,transitions),safe,
guarantees,assumptions)
{
//Initialisation
for (state : states) {
for (g : guarantees) {
rank_g(state)=(0,1);
} // for (g)
} // for (s)
Queue pending;
for (state : states) {
if (∃ g : guarantees . state /∈ g &&
state ∈ assume_1) {
pending.push(pair(state,g));
} // if
if (Γ−(state) = ∅ && Γ+(state) = ∅) {
for (g : guarantees) {
rank_g(state)=∞;
pending.push(unstablePred(state,g));
} // for (g)
} // if
} // for (s)
//Stabilisation
while (!pending.empty()) {
(state,g) = pending.pop();
if (rank_g(state)==∞)
cont;
if (is_stable(rank_g(state)))
cont;
rank_g(state)=inc(best(state,g),state,g);
pending.push(unstablePred(state,g));
} // while ()
} // SolveGame
Figure 3.8: Pseudo-code of algorithm for solving SGR(1) games
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except for states such that Γ− ∪ Γ+ = ∅ which are initialised with ∞. No-
tice that states with ∞ rank are those which either do not satisfy ρ or are
deadlock states in E. The stabilisation part is a fixed point that iterates
on pending until is it empty. We now describe the stabilisation procedure.
The function is_stable(state,g) returns true if the g-th ranking function
is stable for state. The function unstablePred(state,g) returns a set of
pairs of predecessors of state and a rankings g for which the ranking is un-
stable. The function best(state,g) returns the value of best(state, g), as
defined above. Finally, inc((k, l),state, g) returns (0, 1) if state is in γg,
it returns (k, l) if state is not in assumptionl, and it returns the minimal
value greater than (k, l) otherwise. Notice that inc(∞,state,g) is ∞ and
if n = maxl(|φl − (γg)|) and state is in φm − γg then inc((n,m), state, g)
is ∞. This algorithm computes the minimal existing stable ranking. Based
on the ideas in [EWS05] and [JP06], this algorithm can be implemented to
work in time O(m · n · |S|2).
The following theorem follows from the algorithm described above and The-
orems 3.6 and 3.5.
Theorem 3.7. Given a SGR(1) control problem E = 〈E,H,AC〉, where
H = {(∅, I), (As,G)}, I = 0 ρ, As =
∧n
i=1 0 1 φi and G =
∧m
j=1 0 1 γj.
E is solvable in O(m · n · |S|2) time.
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3.7 LTS Control Problem Determinacy
The LTS control problem leads naturally to the concept of a game, where one
player (the controller) chooses which actions to enable and the other player
(environment) chooses which actions to follow.
The following lemma shows that determinacy results 2.2 in the field of two
player games also hold for the above mentioned LTS control approach.
Lemma 3.1. (LTS Determinacy) Given E = 〈E,ϕ,AC〉 an LTS control
problem where E = (S, A, ∆, s0). If E is unrealisable then there exists an
LTS E ′ such that from every state in E ′ all actions in AC are enabled, and
for every possible controller M , we have E ′‖E‖M |= ¬ϕ.
Proof. Follows from Gurevich and Harrington [GH82] results that showed
that finite-memory strategies suffice to win Muller games, and the proof for
solving LTS control problems with two-player games.
3.8 Evaluation
In this section we show the results of applying our technique to different
case studies. The case studies were performed using the tool we present in
Chapter 6. The full version of these case studies can be found in [D’I]
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3.8.1 Autonomous Vehicles
We present a variation of the case study originally presented in [HSMK09b]
in the context of self-adaptive systems.
Consider a situation in which a two-bedroom house has collapsed leaving only
one small passage between the two rooms (referred to as north and south
rooms). The entrance door of the house is in the south room and there is a
group of people trapped in the north room. The task of bringing aid packages
to the occupants trapped inside is too dangerous for humans, hence, a robotic
system is required. A robot that has a wide range of movements and has an
arm capable of loading and unloading packages. The robot has a number of
sensors which can be used, among other things to check if a loading operation,
which is of a significant amount of complexity and uncertainty, is successful
or not. The situation is complicated by the presence of a door between the
two rooms. The door cannot be opened by the robot. However, although the
structure is unstable, it is known that once the door is open, it can be held
open by the trapped occupants.
A descriptive model of the environment was constructed by composing a
model of the robot (with actions such as moveNorth), its robot arm (with
actions such as getPackage or putPackage) and sensors (e.g. getPackageOk,
getPackageFailed), a model of the door (e.g. openDoor), and a topological
model of the house which restricts movements according to the position of
the robot and the status of the door. For instance, it describes that the robot
only can cross the door if it is near it and in which positions it ends up after
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crossing it. Whenever the robots moves it senses the destination position
from the environment (i.e. southNear, southFar, northNear northFar).
The aim is to automatically synthesise a behaviour model that will con-
trol the robot and will achieve the task of retrieving aid packages from the
outside to the room where the occupants are trapped. Hence, the set of
controllable actions is the set of actions that correspond to the actions that
can be performed by the robot and its arm (e.g. moveNorth, getPackage,
putPackage) excluding actions not controlled by the robot (e.g. openDoor,
getPackageOk, getPackageFail, northFar).
The formalisation of the prescriptive goals for the controller is divided into
two parts: safety and liveness.
The safety part prescribes the expected places for loading and unloading the
robot. That is, (i) the robot can only be loaded while is stopped and near
the entrance of the house. Consequently, the robot cannot move until it is
successfully loaded with an aid package. (ii) Packages must not be unloaded
in rooms other than the north room.
The liveness part of the goal states that the robot must be at the far end of
north room and have just unloaded infinitely often: G = 0 1 ( ˙northFar ∧
˙putPackage). The control problem, as defined up to this point is not real-
isable, as the robot has no guarantees that the door will be open for it to
move freely to and from the north and south rooms. Some assumption on
the behaviour of the door must be included. We introduce the assumption
that the door is infinitely often open (As = 0 1 ˙doorOpen). This is still
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insufficient, since the robot has no control over the success or failure of at-
tempting to load an aid package using the arm. Thus, packages may never
be loaded successfully. This shows that there is a missing assumption stat-
ing that if the robot attempts to load a package it will eventually succeed:
0 ( ˙getPackage→ 1 ˙getPackageOk). When assumptions regarding the door
being open and package loading being successful are included in the SGR(1)
LTS control problem, it becomes realisable. Hence, a solution exists and is
constructed automatically by the tool.
It is interesting to note that without the safety restriction disallowing the
robot to move unless successfully loaded, the assumptions would not be
compatible. Specifically, in the case in which the robot is near the door,
not moving and unloaded, the robot cannot leave its position if it is not
successfully loaded. Thus, after a failed load operation the robot is forced to
retry. Consequently, no controller would be able to prevent the environment
to fulfil its promise. Nevertheless, if after a loading fail the robot could not
only retry but also move then the environment would not be able to fulfil
its assumptions on its own and would depend on the controller’s decision to
retry or not. This illustrates how compatibility would be actually violated
and although in this particular case our algorithm yields a best effort contro-
ller it can not be guaranteed in general. Moreover, this shows the usefulness
of best effort controllers. Specifically, without the restriction, an assumption
preserving controller would not be possible, while best effort controllers exist.
Intuitively, the assumptions should represent the requirements of a rea-
sonable environment. These assumptions will enable the robot to make
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progress. Compare, for example, the assumptions 0 1 ˙getPackageOk and
0 1 ( ˙getPackageOk ∨ ¬ ˙getPackage). The first, superficially matches our
intuition that the environment should make it possible for the machine to
pick up a package. It is, however, too strong as the machine may not try
to pick packages at all. The second, depicts a reasonable environment: a
machine that keeps trying to pick up a package should be allowed to do so.
Hence, it is not surprising that the second assumption satisfies the assump-
tion compatibility condition 3.5. Furthermore, As = 0 1 ( ˙getPackageOk ∨
¬ ˙getPackage) ∧ 0 1 ˙doorOpen allows synthesising a solution to the LTS
control problem E = 〈E, {(∅, I), (As,G)}, {αARM ∪ αROBOT}〉 that tries
as much as possible to load packages. In other words, for this case study
we successfully synthesised a behaviour model that controls the robot arm
which ensures that if the assumptions are satisfied by the environment the
machine satisfies its goals.
The synthesised behaviour model is too big to be shown here. Nevertheless,
the tool is available at [DFCU08] and, the and FSP source code for the case
study can be found at in [D’I].
Comparing our approach to the original case study, note that in [SHMK07]
(i) no assumptions are explicitly given, and as a result (ii) no guarantees
can be given as to whether the synthesised controller will satisfy the goal of
delivering aid packages, and (iii) although under certain conditions the plan
synthesised by [SHMK07] will work, it is not clear what those circumstances
are. We overcome these issues by modelling the robot, its arm and sensors,
and the house restrictions separately from the controller goals. This allowed
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us to discover implicit environmental assumptions. Specifically, in order to
guarantee that the robot will successfully deliver aid packages infinitely often,
the door must be open infinitely many times. Furthermore, the arm has to
successfully pick up aid packages infinitely many times. In other words,
by applying Jackson’s [Jac95a] approach, we discovered the environmental
assumptions required to guarantee satisfaction of the goals, shown how the
assumptions can be explicitly encoded in our SGR(1) control problem and
checked the assumptions to be compatible with the environment.
3.8.2 Purchase & Delivery
In [PBB+04] a case study involving the synthesis of a plan for composing
and monitoring of distributed web services is presented.
More specifically, purchase requests must be processed by a web-service by
buying on a furniture-sales service and booking a shipping service. Conse-
quently, this web service must handle the interaction between user requests
and both services by controlling messages and forwarding between the parts.
Additionally, both the furniture-sales and shipping services may fail process-
ing a request. Naturally, failures may prevent the composed web-service to
succeed purchasing and delivering furniture. Consequently, the goal proposed
states that if there is a failure while trying to pay and ship furniture, then
the planning goal changes to one in which all, the user, the furniture-sales
and the shipping service reach a failure state. This aims to avoid inconsistent
states in which some services succeed and some fail. For instance, if the user
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refuses the offer, the composed service is expected to reach a state in which
both the purchase and delivery requests have been cancelled.
We restrict the analysis and synthesis to a failure-free version of the problem.
Hence, both furniture-sales and shipping services always respond positively
on a request by the model to be synthesised. Even though the failure-free
assumption may seem to restrictive it allows us to handle some of the, so-
considered, failures in [PBB+04]. For instance, the user refusing a furniture-
delivery pair is considered a failure, which violates the intuition that failures
are not controlled by users, instead they are supposed to happen unexpect-
edly, e.g. a server crashes.
Even though in [PBB+04] a behaviour model for this environment in which
failures are possible is synthesised, there are no guarantees that the goal of
satisfying purchase requests is achieved. In fact, achieving the goals stated
in [PBB+04] requires assuming some progress on the environment and fair-
ness conditions on the success of operations on the furniture-sales and ship-
ping services, as we show below.
Now we describe how this case study is handled by our approach. By pro-
viding descriptions about the services and user behaviour, and prescribing
the desired goals for the controlled environment, considering first the safety
prescriptions and then the liveness ones.
The interface of the furniture-sales service, described by the LTS in Fig-
ure 3.9(a), allows requesting for information on a particular product (prod
Info Req) then once the information has been received (infoRcvd) it is pos-
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prodInfoReq
prodCancel
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(a) Furniture-sales service interface
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offerRcvd
respOk
usrReq
usrNack
usrAck
(b) User
Figure 3.9: Furniture-sales service interface and User
sible place a request for the product (prodReq). The protocol to interact
with the shipping service is analogous.
A model describing how the user interacts with the composed web-service
is shown in Figure 3.9(b). The user can place a request for some product
(usrReq) then he may get either an offer for product and shipping combi-
nation (offerRcvd). If an offer is received, the user can either confirm the
order (usrAck) or decline it (usrNack). If the order is confirmed, the user
waits for its product to be shipped as arranged (respOk).
There are several safety prescriptions for the controller-to-be. (i) The service
should only check for some product or shipping information if the user placed
a request first. This restricts the composed web service from spontaneously
generating queries without a triggering user request. (ii) It is only possi-
ble to offer the user with a combination of product and shipping service if
both services have confirmed availability. (iii) Both product and shipping
requirements should be placed only if the user acknowledged the purchase.
(iv) The service will only cancel product or shipping requests if the user does
not acknowledge the offer he received. (v) The service only flags that the
request has been cancelled when both product ordering and shipping services
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have cancelled the request. (vi) The service finishes successfully only after
the product ordering and shipping services have successfully handled their
requests. These requirements can be easily expressed in FLTL. For the full
specifications the reader is referred to [DFCU08].
The liveness prescription for the behaviour model to be synthesised is sim-
ply to buy infinitely many product-shipping pairs, which can be encoded as
0 1
˙respOk.
Without any collaboration of the environment it is not possible for a contro-
ller to satisfy its liveness goals. For instance, if the user never acknowledges
for purchase and delivery of furniture, then it will not be possible to fulfil con-
troller goals. Consequently, we will be able to generate a controller only if it is
possible to assume that the environment will acknowledge requests infinitely
many times, in FLTL this is ϕ = 0 1 ˙usrAck. However, the environment
cannot acknowledge product and shipping combinations if the controller does
not provide such combinations. In other words, the environment cannot fulfil
this assumption on its own, which shows that ϕ is not capturing our intuition
correctly. Furthermore, ϕ does not satisfy the compatibility condition 3.5,
which as shown before lead to undesired controllers.
Our assumptions must state that the environment has to acknowledge combi-
nations only if he received an offer 0 ( ˙offerRcvd→ 1 ˙usrAck). As shown
in Section 3.3 this assumptions can be expressed with the FLTL formula
ϕ′ = 0 1 ¬ ˙OfferAckd, where ˙OfferAckd = 〈offerRcvd, usrAck,⊥〉.
This means that if the environment receives infinitely many offers it has to
acknowledge them infinitely often, which is compatible with the environment
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and captures our intuition more closely.
We modelled the case study as an SGR(1) problem and applied the MTSA
tool set to generate a controller, which is shown in Figure 3.10. As one may
expect the controller only synchronises the message passing between the user,
furniture and delivery services. The environment model is a compatible with
respect to the assumptions that customers confirm infinitely many products
and delivery options. Thus, the resulting controller is guaranteed to be non-
anomalous and the environment assumptions under which it achieves its goals
are explicit.
It is important to note that in the original case study there are no explicit
environment assumptions. Consequently, it may be uncertain if and when
the controller behaves properly. In other words, there are no guarantees
that goals are to be achieved. This is due to the fact that the problem
is not properly modelled. Following the World-Machine model i.e., properly
modelling the relevant descriptive and prescriptive statements, helped us dis-
cover the required environmental assumptions on the user behaviour which
allow for guaranteeing the satisfaction of the prescriptive goals. For instance,
modelling the user ack/nack responses as part of the description of the en-
vironment and providing the safety prescription, lead to the assumption on
user’s acknowledgements, central to the generating of the controller.
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Figure 3.10: Controller for serving furniture requests
3.8.3 Bookstore
The web-service composition scenario in [IT07], is in a sense similar to that of
Pay & Ship, in that two services must be coordinated to provide a more com-
plex service. The main difference is that Inverardi et al. provide no explicit
liveness goals for the controller nor liveness assumptions on the environment
behaviour.
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Following the world-machine approach, we describe the environment models
as the parallel composition of models for the composed web-service (CWS)
and the books search and order services.
More specifically, the composed web-service (CWS), for which the interaction
protocol is presented in Figure 3.11(a), must coordinate a service for search
and order books, and a payment service. The interaction protocol for the
search and order service is shown in Figure 3.11(b). Once the user has logged
in she can either choose to search and order books or to logout terminating
the interaction. Similarly, the payment service (Figure 3.11(c)) requires a
log in to enable for payments to occur. Moreover, while the user is logged
in, she can place as many payments as required.
As in [PBB+04], the main goal of the safety prescriptions is to prescribe
the ordering between the actions of the services involved. For instance, the
composite web-service can only be considered logged in, if both the (sub-
)services have been successfully, logged in.
In the following we show the safety properties prescribing how the composed
web-service must orchestrate the (sub-)services.
(i) The user logs on (off) triggering cws.login (cws.logout) action, then the
service should log into both payment and library services triggering pay.login
(pay.logout) and lib.login (lib.logout) respectively, then (ii) only after both
search and payment services have logged in the CWS must inform the user
that the login (logout) operation was successful by triggering the cws.loginOk
(cws.logoutOk) action. Naturally, (iii) the CWS should not attempt a login
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Figure 3.11: Bookstore case study models
action on neither of the (sub-)services if there no cws.login action first. The
procedure of searching, ordering and finally paying for books must also be
coordinated by the CWS. (iii) CWS can only search for books lib.search if
a request has been placed cws.getBook, and either of them can only happen
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if the user has been successfully logged in (cws.loginOk). (iv) Only after a
book has been ordered (lib.order), CWS triggers the payment (pay.pay). Fi-
nally, (v) CWS must only confirm that a book has been successfully bought
cws.gotBook it is successfully paid for it. There is only one liveness goal for
the controller. It must buy (i.e. successfully order and pay) books infinitely
often, i.e. 0 1 ˙cws.gotBook. However, this cannot be guaranteed if the
user (i.e. environment) does not try to get books infinitely many times, i.e.
0 1
˙cws.getBook. Note that the environment can only try to get books if
some other actions have occurred before, i.e. logins. Hence, it may seem that
such assumptions would be non-compatible, it turns out that they are. Intu-
itively, the actions required for the environment to get books are dependant
on the environment solely, i.e. cws.login.
We defined the SGR(1) problem with system goals 0 1 ˙cws.gotBook and
environmental assumptions 0 1 ˙cws.getBook. The controller we obtained,
shown in Figure 3.11(d), guarantees that for every trace in which the envi-
ronment assumptions are satisfied the controller goals will also be satisfied.
Note that since the environment assumptions are compatible the controller
guarantees that is going to do it best to fulfil the system goals.
It is important to note that, since the technique used in [IT07] does not
allow for liveness goals or environmental assumptions, the achievement of
the main goal of the service, i.e., to sell books, cannot be guaranteed. On
the contrary, as we specify the case study as a SGR(1) control problem, we
can explicitly provide with the liveness conditions required to successfully
sell books. Such conditions are required but not sufficient, since without any
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collaboration of the environment the goals cannot be achieved. As said above,
the environment has to try to get books for the controller to successfully sell
them.
3.8.4 Production Cell
This case study has been explained as a running example in Section 3.1. We
presented the descriptive and prescriptive statements for the problem and
presented some observations on the generated controller.
Since the size of the models is too big to be depicted1, we show the controller
for a smaller version, which has only one tool (an oven) and can only process
one instance of each product type at a time. The synthesised controller is
shown in Figure 3.12. As noted in Section 3.1 the controller must “remember”
if it has been postponing one type of product for too long. Consequently,
the algorithm adds memory to the original states encoding the last product
type processed in order to guarantee the system goals. The controller waits
for products of type A to be processed first (see states 4 and 6) regardless of
whether there are products of type B ready to be processed (see states 5 and
6). It then does the same for products of type B (see states 10, 2 and 1).
1For a full description of this case study we refer the reader to [D’I]
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Figure 3.12: Controller for reduced Production Cell
3.9 Limitations
Although we have successfully applied SGR(1) to a number of case studies
from different domains, showing that it is useful in many real life problems,
there are some situations in which it might not be expressive enough. In the
next sections we analyse some limitations of SGR(1) and motivate techniques,
presented further on in this thesis, that overcome such limitations.
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3.9.1 Partially Defined Environment Models
In practice, requirements engineering is not a waterfall process. Engineers do
not build a complete description for environment model before they construct
or synthesise a controller. Typically the environment model is elaborated in-
crementally. Furthermore, multiple variations of partial models are explored
to asses risk, cost and feasibility [vL09]. In particular, a key question that
drives requirements engineering forward and consequently drives elaboration
of a partial description of the environment is if it is feasible to extend the en-
vironment model such that a controller for the extension can be synthesised.
In this context, SGR(1) and, in general, existing controller synthesis tech-
niques are are not well suited as they require complete descriptions of the
environment model. Indeed, the environment is modelled with two-valued
state machines such as LTS. In order to support partially specified environ-
ment models, more flexible formalisms are required.
An appropriate formalism to support modelling when behaviour informa-
tion is lacking is one in which currently unknown aspects of behaviour can
be explicitly modelled [UBC09b]. A number of such formalisms exist such
as Modal Transition Systems (MTS) [LT88] and Disjunctive MTS [LX90].
Partial behaviour models can distinguish between required, possible, and
proscribed behaviour.
In Chapter 5, we define controller synthesis in the context of partially speci-
fied environment models. More specifically, we study the problem of check-
ing the existence of an LTS controller (i.e. controller realisability) capable
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of guaranteeing a given goal when deployed in a completely defined LTS do-
main model that conforms to the partially defined domain model given as an
MTS.
3.9.2 Fallible Environment Models
SGR(1) is design to work with idealised environment models. In other words,
environment models in which controllable actions are always successful. For
example, consider the production cell case study presented in Section 3.8.4.
The robot arm is modelled as a perfect device that never fails, e.g. it always
succeeds when picking up a product. However, the real arm may have some
difficulties in picking up products from the tools and trays, e.g. it may
miss the target location for loading or unloading due to traction problems.
Modelling such failures would lead to an unrealisable control problem as
synthesis algorithm assumes that the arm may fail in picking up products
indefinitely. This is due to a limitation of SGR(1) that treats failures as
environment (i.e. monitored) actions and consequently treats them as actions
that can systematically be used to beat the controller.
However, failures can be the result of errors that are independent from the
environment behaviour (e.g. have a stochastic behaviour). In these cases,
requiring the controller to achieve its goals when the environment controls
failures is too strong and may lead to SGR(1) claiming the absence of a con-
troller when under a weaker assumption such controller exists. For example,
the environment cannot control the arm failing to pick up products if it is
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due to imprecisions in locating the target to be picked up (as if that was
not the case, retrying would only result in failure). In such case, the best
controller we can get is one that that after a failure retries to pick up. In
general, assuming that failures are independent from the environment would
lead to controllers that after a failure keep retrying and never give up. Note
that, such controllers are interesting when failures are not persistent in time,
as if that was not the case, retrying would only result in failure. For instance,
if failures of the robot arm are the result of a broken component of the arm
that controls the pressure of the “hand”, trying to pick up would fail even
if the controller retries. Hence, even when it is possible to assume failures
being independent of the environment, extra conditions must be studied.
In Chapter 4 we present a synthesis technique that works for environment
models where failures as result of controllable actions are explicitly modelled.
In order to handle failures we introduce explicit fairness conditions that are
required to guarantee controller goals. We provide methodological guidelines
for providing well constructed assumptions, which are in line with standard
realisability notions. We show that these guidelines guarantee controllers that
are eager to satisfy goals and avoid discharging obligations by invalidating
environment assumptions. Furthermore, for environments that satisfy these
guidelines and have an underlying probabilistic behaviour, the measure of
traces that satisfy our fairness condition is 1. This gives further evidence to
the usefulness of these guidelines.
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3.9.3 Non-Deterministic Environment Models
SGR(1) is restricted to deterministic environment models. Such restriction
can be limiting in some cases. Consider a variation of the production cell
case study (Section 3.8.4) where after a product is placed in the drill, it may
block due to an internal error. Such behaviour cannot be captured by a
deterministic model.
In general, as LTS controllers guarantee the satisfaction of their goals through
parallel composition, having nondeterministic environment models means
that the controller would not be able to know the exact state of the envi-
ronment model. This leads to imperfect information, as the controller would
only be able to deduce which set of states the environment model is in. Such
a setting is much more computationally complex than synthesis with full
information.
Only in recent years a few approaches towards imperfect information have
started to emerge [RCDH07]. However, most of them are far from actual
applications. In a setting of a nondeterministic environment model but giving
the controller full information of actions and states, our technique works with
no changes.
Hence, we envisage as future work relaxing the requirement on determinism
for the environment model. In fact, as showed above, this is closely related
to incomplete information of the controller of events controlled by the envi-
ronment, an area that we also intend to further investigate.
Chapter 4
Synthesis for Fallible
Environments
In this chapter we present a technique for synthesising controllers that achieve
their goals even when their environment exhibits failures.
4.1 Motivating Example
In this section we discuss motivation for the approach. Technical details are
provided in the next sections.
Consider the following simplified scenario: A travel agency wants to sell va-
cation packages on-line by orchestrating existing web-services for flight pur-
chase, car hire and hotel booking. We want an automated or semiautomated
technique for building the agency’s orchestration, based on the known usage
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protocols for individual services and on the agency’s own requirements for
the provision of packages.
An example of what the protocol for a car rental web-service is the one de-
picted in Figure 4.1. The service requires a query with information on dates,
car type, and other preferences (car.query). The service can either respond
with a list of items satisfying the specified criteria (car.query.succ) or with
not-found (car.query.failed). Subsequently, if a list is retrieved, a particular
item can be reserved (car.reserve) or the process can be aborted (car.reset).
Reservation can fail (car.reserve.failed) or succeed (car.reserve.succ). In
the latter case, payment is enabled (car.payment) and it succeeds can succeed
(car. payment.succ) or fail (car.payment. failed).
The web-service protocols for hotel and flight bookings will typically be sim-
ilar to that of car rentals: a sequence of actions is required to progress to-
wards a purchase and a number of problems may arise, which lead to the
failure of these actions (no flights, communication errors, insufficient funds,
etc.). Without loss of generality, the protocol for hotel and flight book-
ings is analogous to that for cars with actions such as flight.query and
hotel.reserve.succ.
The problem for the travel agency orchestration is to coordinate the individ-
ual services in order to provide a cohesive comprehensive vacation package
web-service. For instance, it must attempt to avoid booking hotel and car for
a customer when no flights are available for the desired dates. Such a require-
ment can be formalised, for instance, in temporal logic as I1 = 0 (∀srv ∈
Services · TryToBuy(srv) ⇒ AllReserved). Another requirement, if the
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Figure 4.1: Car Booking Service
agency is charged for reservations, might be not to reserve before all queries
have returned viable items: I2 = 0 (∀srv ∈ Services·TryToReserve(srv)⇒
AllFound).
The agency should coordinate the services to achieve its own requirements.
It should do that while following the protocols of the services and deal with
the various failures that may occur. For instance, if a failure occurs when
reserving a flight, then the Flight service must be re-queried; but if the result
of the new query returns notFound then reservations for car and hotel must
be cancelled (and the user may consider a different holiday).
Finally, the travel agency orchestration must be live. That is, it must
actually succeed in providing package holidays. Of course this depends
on actually having requests pending to be processed. Such a requirement
should be formalised distinguishing the assumptions on the environment
(A1 = 0 1 PendingPackageRequests) and prescriptions on the orchestra-
tion (G1 = 0 1 package.deliver). We require that if the environment satis-
fies A1 then the orchestration will satisfy G1.
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We distinguish between the travel agency’s controlled and monitored actions
(double and single lines in figures, respectively). Actions such as car.query,
car.reset, flight.reserve, and hotel.payment are controlled by the orchestra-
tor for the travel agency while the rest are monitored. With such distinction
we apply controller synthesis. We attempt to produce a controller such that,
when interacting with the Car, Flight and Hotel services, will achieve safety
(e.g. I1, I2) and liveness (e.g. G1) under relevant assumptions (e.g. A1).
Unfortunately, our previous approach [DBPU10] cannot produce controllers
that guarantee such goals. This is quite reasonable as for achieving such
a goal, the controller must rely on a number of environment assumptions.
For instance, it cannot be the case that queries, reservations and payments
always fail. Under such assumptions it would seem feasible to construct a
controller for the travel agency: the controller would have to retry actions
in the case of failures knowing that after some number of reattempts it will
succeed 1. The assumption mentioned (if the controller tries often enough,
it will eventually succeed) is a typical fairness condition sometimes referred
to as strong fairness [Fra86]. Strong fairness is not supported by polynomial
time algorithms such as the one presented in Section 3.3. It requires expo-
nential algorithms such as [EJ88]. It could be argued that many exponential
worst case algorithms are well-behaved in practice. Unfortunately, this is
not the case here. The best case complexity of all known algorithms that
deal with strong fairness is exponential [PP06]. More precisely, the size of
the controller is always N × k! where N is the size of the environment model
1Note that even in this simple example retrying is not trivial. For example, if a payment
fails it is necessary to re-query and re-reserve before re-attempting to pay.
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and k is the number of strong fairness conditions. The best time complexity
of all known algorithms is Nk × k!. Again, the k! factor is never reduced.
In other words, unlike symbolic model checking in which many practical set-
tings are not worst case, here space and time blow up in every reasonable
sized example.
Interestingly, strong fairness assumptions on success of queries, reservations
and payments are insufficient to achieve the goals. The (strong fair) be-
haviour in which failures “take turns” would prevent achieving the goal.
Consider the scenario in which the controller first queries a car successfully
and then fails querying for a hotel. The controller must reset the car service
and re-query for cars and hotels. But now the hotel query succeeds and the
car query fails forcing the controller to reset the hotel service, and so on.
Thus, a synthesis algorithm relying on strong fairness would declare that no
controller realising this goal exists.
In conclusion, it would seem possible to build a reasonable orchestration of
the services towards achieving the goals of the travel agency. However, non-
trivial assumptions on the environment behaviour are required to guarantee
such goals are achieved by a reasonable controller. This lays out two re-
search questions. Firstly, how can an orchestration for the travel agency be
constructed automatically and secondly, what are the required assumptions,
which will enable to guarantee the goals.
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Figure 4.2: Ceramic Cooking Process
4.2 Failures Fairness
We consider controller synthesis in the context of environments that exhibit
failures. We call this setting synthesis for fallible domains. We present
examples showing that fairness of failures and successes is both necessary and
subtle. A malicious environment typically cannot be controlled to achieve
the goals. However, we propose realistic fairness assumptions that allow for
controllers that behave as expected, i.e., do not give up and keep retrying.
Consider E, the simple environment model in Figure 4.2, where a ceramics
cooking process is described. The aim of the controller is to produce cooked
ceramics by taking raw pieces from the in-tray, placing them in the oven
and moving them once cooked to a conveyor belt. A natural solution for
such a problem is to attempt to build a controller (using SGR(1)) with a
liveness goal G = 0 1 ˙moveToBelt and an assumption A = 0 1 ¬ ˙cooking.
Note that the assumption A is required to ensure that the controller’s en-
vironment progresses when cooking ceramics; without the assumption no
controller can guarantee production of ceramics. Indeed, a controller for this
trivial problem is the one that chooses to cook rather than be idle, and is
constructed automatically by solving the SGR(1) problem E = 〈E,H,AC〉,
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Figure 4.3: Failing Ceramic Cooking Process (E2)
where H = {(A,G)} and AC = {idle, cook,moveToBelt}. The solution to E
is a controller M that (composed with E) produces infinitely many cooked
pieces if the oven finishes cooking infinitely often (i.e. E‖M |= 0 1 A implies
E‖M |= 0 1 G).
A slight twist to the ceramics cooking problem is the scenario in which some
pieces may break during cooking. The reasons for why the pieces may break
(e.g. impurities in the ceramics, heat stability in oven, etc) are abstracted in
the model (Figure 4.3). Such abstraction of the causes for failure is a common
approach to behaviour modelling of problem domains. The assumption is not
that the controller’s environment chooses whether the piece breaks, rather
that the choice is made by a number of factors that are beyond the scope of
the model.
We distinguish failures from other actions as follows. For each control prob-
lem we define a set of try-response triples. Such a triple captures the relation
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between controlled actions and their success or fail reactions. Note that we
require 1) the “try” action to be controlled, 2) all actions in a try-response
triple to be unique with respect to other triples in the set, 3) re-tries cannot
occur before a response, 4) responses can only occur as a result of a try, 5)
maximum of one response occurs for every try, and 6) the decision of whe-
ther to fail or succeed cannot be enforced by other actions, hence failure is
enabled if and only if success is enabled.
Recall that, ˙` is the short for the fluent that indicates that ` has just occurred
(namely ˙` =< `,A \ {`} >, where A is the complete set of actions).
Intuitively, we consider a failure to be an unexpected environment response
to an controlled action. For example, the car.payment action in the travel
agency example is expected to lead to a car.payment.succ action, however,
payment may not succeed, resulting in a car.payment.failed action in the
environment. In other words, we assume that system controlled actions can
have two distinguished responses that can be monitored by the controller (i.e.
controlled by the environment), one that denotes the successful, expected, or
sunny day response to the system action and the other the undesired response
from the environment.
Definition 4.1. (Try-Response) Given an LTS E = (S,A,∆, s0), and a
set of actions AC ⊆ A, we say that a set T = {(tryi, suci, faili)} is a try-
response set for E if the following hold for all i:
1. tryi∈ AC , suci, faili ∈A\AC and suci 6= faili,
2. For all j 6= i, {tryi, suci, faili}∩{tryj, sucj, failj}=∅,
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3. ¬( ˙faili ∨ ˙suci)W ˙tryi,
4. 0 ( ˙tryi ⇒ X(¬ ˙tryiW( ˙faili ∨ ˙suci))),
5. 0 (( ˙faili ∨ ˙suci)⇒ X(¬( ˙faili ∨ ˙suci)W ˙tryi)), and
6. For all s ∈ S, faili is enabled from s iff suci is enabled from s.
We return to the ceramics cooking problem and add a failure to it. Consider
the model of Figure 4.3 with the try-response set T = {(cook, not.broken,
broken)}. The controller for this problem is required to accomplish two
things. First, to produce cooked pieces and place them on the conveyor belt.
Second, to ensure that only unbroken pieces are placed on the belt while
broken pieces are fixed and re-cooked.
A naive attempt to build a controller for the modified problem simply adds
a safety goal I = 0 ˙moveToBelt ⇒ ¬Broken to E , where Broken is a
fluent defined as 〈broken, cook〉. In other words, attempting to solve E2 =
〈E2, H,AC〉, where H = {(∅, I), (A,G)}.
Unfortunately, E2 does not have a solution. Furthermore, in general, there
is no controller that will work if the environment is malicious. A controller
cannot succeed if its environment breaks all ceramics. In other words, for
a controller to produce cooked unbroken ceramics we must assume that if
enough pieces are cooked, one will eventually not break. That is, that the
response to trying cook is not always the failure broken. This could be a
reasonable assumption for the environment. Another attempt at automati-
cally building a controller could be to strengthen the assumption A in E2 to
be A′ = 0 1 ¬ ˙cooking ∧ 0 1 ˙not.broken. This leads to E ′2 = 〈E2, H
′, AC〉,
108 Chapter 4. Synthesis for Fallible Environments
where H ′ = {(∅, S), (A′, G)}.
The problem with E ′2 is that it admits as a solution a controller M which
only does idle. This is because by never performing cook, the assumption A′
and more specifically 0 1 ˙not.broken does not hold. Hence, the controller
has no obligation to achieve G. Formally, E2‖M |= 0 1 A implies E2‖M |=
0 1 G holds if E2‖M 6|= 0 1 A. Clearly, A
′ is not a reasonable assumption
for the environment behaviour. The environment depends on the controller
to achieve A′. In van Lamsweerde’s terms [vLL00], the assumption is not
realisable by the environment. As we showed in Section 4.4, unrealisable
assumptions, in addition to not following best practices in Requirements
Engineering, can lead to controllers that satisfy their goals vacuously. Just
like the controller that always idles in our example satisfies its specification
vacuously (see also Subsection 4.4).
In order to introduce an assumption that is realisable by the controller’s envi-
ronment, we must state that if pieces are cooked infinitely often, not.broken
is taken infinitely often (i.e. 0 1 ˙cook ⇒ 0 1 ˙not.broken). However, this
condition amounts to requiring strong fairness [Fra86] of not.broken actions
which cannot be encoded in SGR(1). Although more general controller syn-
thesis techniques can deal with strong fairness [EJ88], these take the al-
gorithmic complexity of synthesis from polynomial (the SGR(1) case), to
exponential. Moreover, sometimes strong fairness is not sufficiently strong
for synthesising controllers in simple, yet common, problem domains. This
is shown in the next example.
Consider another variation of the ceramic cooking problem in which pieces
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Figure 4.4: Ceramics cook-twice controller
must be cooked twice before being moved to the conveyor belt. A controller
for such a problem will need to “remember” how many successful consecu-
tive cook’s have occurred. Requiring strong fairness on try-response triples of
T = {(cook, not.broken, broken)} is insufficient to allow the construction of
a controller that achieves its goals. There is no controller that can deal with
the case in which pieces break at least once every two consecutive attempts
to cook them. For instance, consider M a potential controller for the prob-
lem (Figure 4.4). It is possible to construct a strongly fair trace by always
succeeding in the first cook (taking the not.broken transition from state 3)
but always failing after the second cook (taking the broken transition in state
7). If an infinite number of cook are tried then 0 1 ˙cook ⇒ 0 1 ˙not.broken
holds, yet the controller never succeeds in placing a twice cooked unbroken
piece on the conveyor belt.
The above example shows that a stronger notion of strong fairness is required.
Informally, it should state that every individual attempt to cook should be
treated fairly. That is, attempting first cook of a piece (transition from 1
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to 2 in Figure 4.3) infinitely often should yield an infinite number of non
broken once-cooked pieces (transition 3 to 5) and attempting a second cook
of a piece (transition 5 to 6) infinitely often should yield an infinite number
of non broken twice-cooked pieces (transition 7 to 9).
This stronger notion of fairness is in fact tightly coupled with the structure
of the environment and controller behaviour models. What is needed is that
for every global state (a state of E2‖M), if a cook on that state is attempted
infinitely often then the cooking process will not fail infinitely often. An
alternative intuition is that the decision whether to fail the cooking process
should be fair and be taken independently of state of the environment model
or the controller. In the two-cooks-a-piece example, the decision to fail the
second cook of a piece process should be fair and independent of the first
cook on the same piece.
The following definition captures this stronger notion of fairness. It requires
that for every transition labelled with a try, if it is taken infinitely often then
infinitely often success occurs before another try.
Definition 4.2. (t-strong fairness) Given an LTS E = (S,A,∆, s0) and a
try-response T = {(tryi, suci, faili)} for E. A trace pi ∈ tr(E) is t-strong
fair with respect to E and T if for all (tryi, suci, faili) ∈ T and for all
transitions t = (s, tryi, s
′) ∈ ∆ the following holds: pi′ |= 0 1 try′i ⇒
0 1 (¬tryi U suci), where pi
′ = ε′|A∪{try′
i
}, ε
′ = ε|[s.tryi.s′/s.tryi.try′i.s′], and ε
is an execution of E such that ε|A = pi.
Note that w|A is the projection of word w over the alphabet A, and w[v/v′] is
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Figure 4.5: t-strong fairness is not enough
the result of replacing in word w all occurrences of word v with v′.
One issue remains regarding the fairness conditions that are relevant to enable
automated synthesis with failures.
Consider the synthetic example in Figure 4.5. In this example try is the
only controlled action, (try, succ, fail) the only try-response triple, ` is an
arbitrary event, and G and A represent goals and assumptions respectively.
The trace try, success, `, try, fail, A, try, success, `, . . . is an example of a
trace that satisfies strong fairness and t-strong fairness, the assumptions hold
infinitely often and yet the goal is never achieved. Note that no controller
could prevent this trace as try is the only controlled action. The trace shows
some peculiar behaviour: the environment never chooses to take the assump-
tions on state 3, and it can do so because it relies on the fact that it fails
sometimes and through failing achieves its assumptions.
Although contrived, the example shows that the assumptions and failures
can be systematically combined to make a controller unsuccessful: the envi-
ronment can avoid assumptions when actions succeed (state 3 in Figure 4.5)
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and achieve assumptions when actions fail (state 5). However, a natural ex-
pectation is that the assumptions on the environment should be independent
of failures; particularly because the choice of failure or success is understood
as non-deterministic given that it abstracts the actual cause for failure and
success.
If required to construct a controller for Figure 4.5 what should the controller
do? Naturally, the controller should keep taking try hoping that eventually
assumptions are not coordinated with failures. A synthesis algorithm that
only assumes strong fairness or even t-strong fairness would say that this is
impossible and fail to produce a controller. Our goal is then to come up
with a setting in which such a controller would be automatically generated
by the synthesis algorithm. In order to do so we formalise the notion that
assumptions and failures must be independent.
We formalise that assumptions and failures must be independent of each
other in the following way. We restrict traces of interest to those that satisfy
that assumptions must be attainable infinitely often without seeing failures.
Or more precisely, if the controller tries often enough, then not only will
it succeed but also it will succeed and all assumptions are fulfilled. That
is, if assumptions and failures are truly independent, trying often enough
guarantees that at some point after a try, no failures will occur until all
assumptions are satisfied.
Definition 4.3. (Strong Independent Fairness) Given an LTS E = (S,A,∆,
s0), a try-response T = {(tryi, suci, faili)} for E, and As a set of FLTL
formulas. A trace pi ∈ tr(E) is Strong Independent Fair with respect to As
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if for all (tryi, suci, faili) ∈ T and for all transition t = (s, tryi, s
′) ∈ ∆ the
following holds: pi′ |= 0 1 try′i ⇒ 0 1 ((¬tryi U suci) ∧ (
∧n
i=1(¬FWAsi))),
where Asi ∈ A, F = (
∨n
j=1 failj), pi
′ = ε′|A∪{try′i}, ε
′ = ε|[s.tryi.s′/s.tryi.try′i.s′],
and ε is an execution of E such that ε|A = pi.
In the next section we formalise the control problem with the fairness con-
dition discussed above. We show that this problem can be solved efficiently
by encoding it into the SGR(1) control problem. The encoding relies on
strong independent fairness. Finally, as further motivation, we reason about
domains that are considered as probabilistic (with non-zero probabilities on
all transitions). We show that in such domains, if the environment is well
structured, then the probabilistic measure of traces that do not satisfy this
fairness conditions (and consequently the traces for which controllers have
no obligations) is zero.
4.3 Recurrent Success Control Problem
We now formalise the recurrent success control problem. For traces that are
strong independent fair, it guarantees general safety and liveness properties,
which are GR(1)-like. We extend the SGR(1) control problem we defined in
Section 3.3 by introducing failures and expectations on the fairness of the
environment.
Definition 4.4. (Recurrent Success) Given an SGR(1) LTS control problem
E = 〈E,H,AC〉 and a try-response T for R, the solution for the Recurrent
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Success control problemR = 〈E , T 〉 is to find an LTSM such thatM is a legal
LTS for E with respect to the set of monitored actions AC, E‖M is deadlock
free, and for every pair (Asi, Gi) ∈ H, for every (tryi, suci, faili) and for
strong independent fair trace pi in M‖E the following holds: if pi |= Asi then
pi |= Gi.
Note the requirement of independence between decisions on when to fail
and when to achieve assumptions. This is key to the tractable treatment of
RSGR(1) problems: RSGR(1) can be reduced to a SGR(1) problem leading
to more efficient algorithms than those needed to solve strong fairness in
general.
Theorem 4.1. Given R = 〈E , T 〉 an RSGR(1) control problem, it holds that
there exists an SGR(1) control problem S such that R is realisable iff S is
realisable. Moreover, the controller for S can be used to control R.
Proof. Refer to Appendix A.1.
The reduction can be explained in two steps: RSGR(1) can be solved by
constructing a controller for an alternative control problem named Finitely
Many Failures (FMF). Solutions for FMF control problems construct con-
trollers that guarantee 0 1 G on a trace if on the same trace 0 1 Asi holds
and also a finite number of failures occur (i.e. 1 0 ¬F). An FMF problem
can be coded as an SGR(1) problem where the goal is 0 1 (G ∨ F).
The key to the coding of RSGR(1) into FMF is the strong independent fair-
ness requirement, and in particular what it adds on top of t-strong fairness:
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if a try-transition is taken infinitely often, then not only will it succeed in-
finitely often but also that infinitely often no failures will be observed (for
that try or any other action that can potentially fail) until all assumptions
have occurred.
We sketch the proof that every solution to FMF is a solution to RSGR(1)
(Full proof is given in Appendix A). Suppose, by way of contradiction, that
M is an FMF-controller that is not an RSGR(1)-controller. Then there must
be a strong independent fair trace pi in E‖M that satisfies the assumptions
infinitely but not the goals. In pi there must be an infinite number of failures
(otherwise it would be a counter-example to M being an FMF controller)
and hence there must be at least one try-transition taken infinitely often.
As pi is strong independent fair, the try-transition must be successful and
infinitely often no failures occur before assumptions occur. Hence, there is
cycle covered by pi in which no failures occur, all assumptions do occur and
goals are not achieved. This cycle can be used to construct a trace in E‖M
which has finitely many faults and in which goals are not achieved even
though assumptions hold. This contradicts that M was assumed to be an
FMF-controller.
We give an alternative intuition of why RSGR(1) can be reduced to FMF.
In FMF the controller knows that at some point there will be no more fail-
ures but does not know at which point this will happen. It follows that its
strategy is to reattempt knowing that eventually all its attempts will be suc-
cessful. The same strategy works for RSGR(1). Indeed, because of strong
independent fairness, it may be the case that failures are infrequent enough
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and non-systematically occurring. In such cases eventually all the successes
needed to achieve the goals will occur “consecutively” (i.e. with no failures
occurring before reaching the goal).
We proved that it is possible to reduce an RSGR(1) problem to a SGR(1)
problem for which it is assumed that failures occur only finitely many times.
We now show how the assumption of finitely many failures can be handled
as part of a SGR(1) control problem.
Let E = 〈E,H,AC〉 an SGR(1) control problem, where H = {(∅, I), (A,G)}
and AC some set of controllable actions. Without loss of generality, A and
G are singletons. To solve E under the assumption of finitely many failures
means generate a controller M such that E‖M |= 1 0 ¬F ⇒ (0 1 A ⇒
0 1 G). Distributing the negation of F and replacing implication for dis-
junctions it follows that E‖M |= 0 1 F∨ ¬ 0 1 A∨ 0 1 G). Finally, from
distribution of ∨ over 0 1 it follows that E‖M |= (0 1 A⇒ 0 1 (G∨F )).
4.4 Anomalous Controllers
Anomalous controllers, as we defined in Section 3.4, are an important issue
to consider in the context of automatic controller synthesis. Intuitively, an
anomalous controller tries to discharge its obligation of achieving goals by
preventing the environment from fulfilling its own obligations.
We revisit the issue of anomalous controllers for RSGR(1). In RSGR(1) the
controller may discharge its obligation to achieve goals by either preventing
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Figure 4.6: Environment E
assumptions from occurring or by forcing non strong independent fair traces.
The following definition of best effort controller extends that of Section 3.4
for domains with failures. It states that a controller for an RSGR(1) problem
is best effort if it prevents infinitely many occurrences of assumptions and
strong independent fair traces “as least as possible”. That is, every other
controller prevents these cases as much as the best effort one or more. In-
formally, the definition states that for every point at which it is no longer
possible to satisfy the assumptions infinitely often or it is not a strong fair
independent trace, the same would occur for every other controller.
Definition 4.5. (Best-Effort Controller) Let RS be an RSGR(1) LTS control
problem with assumptions As =
∧n
i=1 0 1 Ai. We say that a solution M for
RS is a best effort controller for RS if for all finite traces σ ∈ tr(E‖M)
such that for all σ′ where σ.σ′ ∈ tr(E‖M), we have σ.σ′ |= (¬
∧n
i=1 0 1
Ai) or σ.σ
′ is not strong independent fair, then for all other solutions M ′
to RS such that σ ∈ tr(E‖M
′), every σ′′ such that σ.σ′′ ∈ tr(E‖M ′) either
σ.σ′′ |=(¬
∧n
i=1 0 1 Ai) or σ.σ
′′ is not strong independent fair.
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Consider the RSGR(1) LTS control problem R = 〈E , T 〉 where E = 〈E,H,
AC〉, where E is the LTS in Figure 4.6, AC = {try1, try2}, H = {(As,G)},
As = 0 1 a˙ and G = 0 1 g˙. The controller enabling only try1, is a valid
controller for R but it forces the environment to fulfil its assumptions by
failing, while the controller enabling only try2 is also a valid controller for R
but it doesn’t force the environment to a place in which the only possibility
to fulfill its assumptions is by failing. Such a controller is more desirable and
is what we expect from a Best Effort Controller in the context of Recurrent
Success control problems.
Note that R satisfies the best effort condition defined in Section 3.4 for
SGR(1) but not the one above for RSGR(1).
In Section 3.4 a sufficient condition for ensuring best effort is defined. It
essentially dictates that it must be possible for the environment to fulfill its
assumptions regardless of how a controller behaves. In the context of domains
with failures and RSGR(1), this condition is not sufficient. For RSGR(1),
we must require that the environment be able to achieve its assumptions
independently of how the controller behaves and how decisions on failures
occur. The assumptions-compatibility definition that follows is identical to
that of Section 3.4 except that the set of controlled actions is extended with
failure actions. The definition states that the assumptions are compatible
if there is no controller that can prevent assumptions from happening even
when controlling failures.
Definition 4.6. (Assumptions Compatibility) Given an RSGR(1) LTS con-
trol problem R = 〈E , T 〉, where E = 〈E,H,AC〉 and H = {(∅, I), (As,G)},
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we say that the As is compatible with E according to T , if for every state s in
E there is no solution for the SGR(1) LTS control problem 〈Es, H
′, AC ∪F 〉,
where H ′ = {(∅, I), (As, false)}, and Es is the result of changing the initial
state of E to s and F is the set of all faili in T .
It is straightforward to see that the environment E in Figure 4.6 is not
assumptions compatible with A. A controller M which never takes try2 nor
fail1 forces E‖M to not satisfy 0 1 A, which means that the controller has
no obligation of satisfying false. Hence, there is a solution for the problem
〈E,H,AC ∪ F 〉, where H
′ = {(∅, true), (A, false)}.
Similarly to Section 3.4, the assumptions-compatibility condition is related
to the definition of best effort controller. Intuitively, if the environment is
such that the environment can produce all its assumptions without requiring
the use of failures, then every controller is best effort.
Theorem 4.2. Given an RSGR(1) LTS control problem R = 〈E , T 〉 with
environment model E and assumptions As, if As is assumptions compatible
with E according to T then all solutions to R are best effort controllers.
Proof. Refer to Appendix A.2.
The theorem above is applicable for E in Figure 4.6 since E is not assump-
tions compatible with A; in effect, there are non best effort controllers for
E .
However, the orchestration problem discussed in Section 4.1 is assumptions
compatible, the theorem applies and all solutions to the RSGR(1) orchestra-
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tion problem are best effort. The environment for the orchestration problem
is assumptions compatible because the assumption A1 requires there be pack-
age requests pending to be processed infinitely often. A controller (controlling
failures too, as in Definition 4.6) cannot impede the environment from achi-
eving the assumptions because failures will simply delay package processing
and while a package is being processed that package is pending. On the other
hand, once the controller has processed the package, it is blocked until a new
package arrives. Hence, the environment is free to deliver a new package
request, which becomes pending and which fulfills A1.
4.5 Unsupported Traces
In the previous section we discussed assumptions compatibility. Under this
condition a controller cannot discharge obligations by either forcing assump-
tions not to occur or by forcing strong independent fairness not to hold.
However, even in the case of satisfying the assumptions-compatibility con-
dition, the environment may still choose not to satisfy strong independent
fairness. Clearly, for such traces the controller is not obligated to satisfy
the goals. Consequently, applicability of our technique severely depends on
how many or how relevant are the traces in which goals are not necessarily
achieved.
More concretely, consider the example in Figure 4.5. Assumption A is com-
patible with the environment. Thus, solutions to the control problem are
guaranteed to be best effort. Consequently, a controller that repeatedly at-
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tempts try is a good controller: it does not try to achieve its goals vac-
uously and succeeds in achieving its goals for all strong independent fair
traces. However, the trace try, success, `, try, fail, A, try, success, `, . . . is
not strong independent fair. Hence the controller is not obliged to, and in
fact does not, satisfy its goals. How good is this controller? How relevant is
it that the controller does not achieve its goals for this trace? Are there other
traces for which the controller’s obligations are discharged and how relevant
they are.
We consider this question in contexts where the environment can be thought
of as a probabilistic model in which all transitions (or at least non-failing
ones) have non-zero probability. We show that if we restrict our attention to
assumptions-compatible environments, then the measure of the set of paths
in which the environment progresses but the controller has no obligations is
zero. That is, when working with assumptions-compatible models, the traces
for which the controller does not achieve the goals are negligible.
Consider an environment E for an RSGR(1) problem R that can be seen as
an abstraction of a Markov Decision Process [Bel57] (MDP) Ep. It is possible
to show that if E is assumptions compatible with respect to the assumptions
of R then the measure of paths that are not strong independent in Ep is zero.
More formally:
Theorem 4.3. Given an RSGR(1) problem R with environment model E,
compatible assumptions As, and an MDP Ep such that the underlying LTS
Ep ↓ is simulation equivalent to E then, for every controller M , for every
fair scheduler s of Ep consistent with M , the following holds: the measure of
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the set B = {pi|pi is a trace of Ep under scheduler s and pi matches a trace
of E that satisfies assumptions infinitely often but is not strong independent
fair in M‖E} is zero.
Proof. Refer to Appendix A.
For instance, the MDP Ep in Figure 4.7 is a model of the Ceramic Cooking
problem. It is straightforward to see that the grounding of Ep (i.e. Ep ↓)
is simulation equivalent to the LTS E2 of Figure 4.3. In addition, E2 is
assumptions compatible with A = ¬cooking as the only way of not achie-
ving the assumption is by performing cooking, which is controlled by the
environment. So, by Theorem A.3, controllers to the RSGR(1) problem with
environment E2, assumption A, goal moveToBelt, try-response triple (cook,
broken, not.broken) and safety moveToBelt⇒ CookedTwice ∧¬Broken are
best effort and achieve the goals with probability one. Traces that are not
strong independent fair (e.g. if a piece is broken at least once in every two
cooks) are negligible.
Consider now the orchestration problem of Section 4.1. Its environment is
compatible with the assumptions on pending package request. The question
to ask now is if the environment can be thought of as an MDP for the theo-
rem above to be applicable. This amounts to validating if the environment’s
choices can be thought of as probabilistic choices over some memoryless prob-
abilistic distribution. All choices of the environment are related to failures:
Queries on availability of cars, hotels and plains can fail; reservations on
these can fail; and so can payments. Modelling each query failure/success
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as an independent probabilistic choice entails the following. Either resources
are transiently unavailable (e.g. cars of a certain model eventually become
available) or users will vary their criteria reasonably (e.g. making it less
restrictive) in order to succeed in queries. Hence, Theorem 4.3 is not free.
Requiring an MDP model of the environment means that the denotation of,
for instance, failures must be compatible with probabilistic choice. In many
setting such a denotation is possible and realistic, as with the orchestration
problem, but this is not necessarily the case. If, for instance, payment fail-
ure denotation includes failures due to incorrect program logic in one of the
services, then assuming probabilistic behaviour of these failures may not be
valid. For example, the logic may be such that it consistently fails once ev-
ery n payments of the same client, where n is the number of services that a
package includes.
The proof of the above theorem is based on the fact that if the environment
is assumption compatible then for every state there is a strategy (path) for
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the environment model E to fulfil its assumptions infinitely often without
failing. Now, given a fair scheduler, there are traces for that scheduler such
that the E fulfil its assumptions infinitely often without failing. It follows
that from every state of E‖M a cycle with assumptions and no failures is
reachable by taking non-failure uncontrollable actions. Additionally, since
the probabilities on transitions can only be zero on failures, it follows that
the probability of reaching the cycle is non-zero. We can show that in such
an environment, as the environment is “well behaved”, from every state of
the environment, the probability of a cycle that is strongly successful with
respect to the assumptions is not zero.
Summarising, Theorem 4.3 shows that the restriction to strong independent
fair paths is not severe if the environment can be modelled probabilistically.
4.6 Evaluation
In this section we report on further refinements of the case studies presented
in Section 3.8. We evaluate the applicability of our approach for synthesis
when controlled actions may fail and the benefits it provides with respect to
existing synthesis techniques, including our own. Applicability is evaluated
based on the following criteria i) is RSGR(1) applicable to the case studies
as described in the literature, ii) is RSGR(1) applicable to richer versions,
which introduce environment relevant failures. Benefits with respect to ex-
isting techniques is evaluated based on i) the ability to generate controllers
automatically, ii) the guarantees provided by the resulting controller, and
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iii) the degree of idealisation of the environment model.
For all case studies, including the orchestration problem of Section 4.1,
see [D’I].
4.6.1 Production Cell
In Section 3.8 we have presented a control problem based on the Production
Cell [LL95]: a robotic arm coordinates the application of various tools to
construct a product fulfilling some safety and liveness requirements. The
liveness requirement is that infinitely many products are constructed. The
assumption is that if the controller is waiting for raw products to construct
a new product, it eventually receives them.
Both the original problem formulation [LL95] and that of Section 3.8 take an
idealised view of the problem. They assume that all controllable arm actions
succeed. For instance, it is possible to order an arm to lift a product from the
conveyor belt, and it is assumed that this always succeeds. We refined the
problem in order to account for failed arm movement actions. We define a set
of try-success triples of the form (put.tooli, tooli.succ, tooli.fail) modelling
the action of placing a product to be processed by tool i and the possible
success or failure of the action. The resulting model is a compatible envi-
ronment (see Definition 4.6) for the following assumption: if the controller is
waiting for products the environment provides them. Hence, the RSGR(1)
problem is guaranteed to produce a best effort controller (see Theorem 4.2).
It could be argued that we model failures to our advantage in order to obtain
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a compatible environment. However, we find it very natural that failures and
assumptions (in this case) are independent. Notice that failures can occur
only when the controller is busy working on existing products. Hence, it
would be impossible to “not satisfy” assumptions when failures occur.
Another possible criticism could be that strong independent fair traces are
not sufficient in this domain. However, for instance, suppose that failures
are abstracting imprecision of arm movements. In such a case, arms miss
the target location for loading or unloading due to traction problems. It
is reasonable to assume that the imprecision measured in millimetres is a
memory-less random variable. Hence, failure would be related to the im-
precision being above a certain threshold. Consequently, the probability of
a failure is independent of the global state of the environment, that of the
controller, and of the history of previous failures.
Consider a denotation of failures such as the one above. By Proposition 4.3
the traces for which the controller provides no guarantees have probabilistic
measure zero. Obviously, if the failure denotes also the possibility of the arm
breaking or getting permanently stuck, then the measure of such traces is not
zero. In fact, under such scenarios no controller could achieve its production
goals (unless another action repair or get-unstuck is added).
4.6.2 Pay & Ship
In Section 3.8 we have presented a simplified version of the case study origi-
nally presented by Pistore et al. [PBB+04]. The goal of the case study is to
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apply their technique in order to synthesise a plan for composing distributed
web services and monitoring them.
More specifically, a web-service coordinates purchase requests by buying on
a furniture-sales service and booking a shipping service. The case study
includes these failures: Both the furniture-sales and shipping services may
respond positively or negatively to a request by the controller-to-be.
The controller synthesised in [PBB+04] gives no guarantees that the goal of
satisfying purchase requests is achieved. In fact, achieving the goals stated
in [PBB+04] requires assuming progress on the environment and fairness
conditions on the success of operations on the furniture-sales and shipping
services.
We modelled this case study as an RSGR(1) problem. In our setting, it is
possible to check that the model is a compatible environment with respect to
the following assumptions. First, that the purchase requests occur infinitely
often. Second, that customers confirm infinitely many products and delivery
options. Thus, the resulting controller is guaranteed to be best-effort. Fur-
thermore, the environment assumptions under which it achieves its goals are
explicit. Finally, the probabilistic argument of Section 4.5 is applicable: If
failures are assumed, for instance, to be a result of lack of periodically re-
newed resources (no stock of selected furniture or no delivery trucks available
at the moment of request). If, on the other hand, failures denote the appli-
cation of a commercial policy related to the characteristics of the purchase,
then a probabilistic argument may not apply. Clearly, users of our technique
have to analyse its adequacy for their specific problem. They have to under-
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stand the implications of assuming strong fair independence on traces and
the implications of deploying a service which does not provide guarantees in
these cases.
4.6.3 Autonomous Vehicles
We revisit the robotics case study from Section 3.8. Recall that it presents
a disaster recovery scenario in which a robot must travel within a collapsed
house taking supplies to people trapped in one of the rooms. In addition a
number of obstacles may intermittently impede movement of the robot.
In Section 3.8 we presented an idealised version of the case study, origi-
nally introduced in [HSMK09a]. Note that due to the limitations of the
SGR(1) technique in dealing with failures, either failures must be restricted
or removed altogether, or if fully specified, the technique reports that no
controller can be built.
The synthesis algorithm presented in [HSMK09a] considers two types of fail-
ures as a result of movements of the robot: i) the robot does not get to
expected position after moving, for instance due to roughness of the terrain,
and ii) the package is dropped, as a result, for instance, of sharp movements
of the robot. The goal of the controller is to get to the target location with
supplies. However, there is no guarantee that the controller achieves this
goal.
The environment model, as presented in [HSMK09a], implicitly assumes the
following. First, the robot is loaded with supplies infinitely often. Second,
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intermittent obstacles disappear infinitely often. We find that the environ-
ment is compatible with these assumptions. Thus, posing this case study
as RSGR(1) produces a controller that is guaranteed to achieve its goals
for strong independent fair traces. Furthermore, if failures due to move-
ment attempts are considered to be independent (i.e. that the rubble may
compromise an attempt at moving, but that the robot does not encounter
an unsurmountable (un-modelled) obstacle such as a wall); and if the loss
of supplies has a probability lower than one, then strong independent fair
traces have a probabilistic measure of one.
4.6.4 Bookstore
We consider the web-service composition scenario in Section 3.8.3, which
again structurally resembles Pay & Ship. Similarly to Pay & Ship, two ser-
vices are to be coordinated to provide a more complex service. The difference
is that no explicit liveness properties are stated. Furthermore, an idealised
version of the services is provided in which no failures can occur. The intro-
duction of failures to this problem results in a problem that is, in essence,
the same as Pay & Ship and which our approach can deal with.
4.7 Limitations
In the previous section we have shown that the technique presented in this
chapter can successfully model several examples from the software engineer-
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ing literature in a precise and effective way. Although, the technique, sup-
porting SGR(1) goals and failures, have shown to be sufficient in many con-
texts, it may fall short in some others.
In the next section we model a variation of the production cell case study
presented in Section 4.6.1. We show how to model controller goals and en-
vironment in order to synthesise a controller. Then, we show that the case
study, as simple as it may look, has some limitations that can be avoided but
by being very careful in the way we model it. Nevertheless, we discuss other
modelling approaches that require more expressive synthesis techniques.
4.7.1 Production Cell
Consider a scenario in which we have a robot arm, a drill, a painting tool, an
in tray, an out tray, a recycle bin and some additional sensors. The arm can
be moved freely and there is no fixed connection between any tool or tray.
We aim to use the arm aided by sensors to move objects from the in tray,
through a combination of tools according to a high-level production process,
to the out tray.
The control mechanisms of the robot arm are provided through a general
purpose API with support for moving the arm to a specific coordinate, and
for identifying and grabbing objects. In addition, due to traction issues, the
arm may fail when trying to grab an object, a situation that can be sensed
through an operation that reads whether the gripper is fully closed or not.
We model the environment in terms of high level actions (e.g. picking up from
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ARM = (pickupfrom[l:GetLocations][c:olours]
->GET_RESULT[l][c]),
GET_RESULT[l:GetLocations][c:Colours]=
(pickupfrom_success[l][c]->PICKED_UP[c]
| pickupfrom_fail[l][c]->ARM),
PICKED_UP[c:Colours] = (putdownat[l:PutLocations][c]
->putdownat_success[l][c]-> ARM).
Figure 4.8: FSP Example - Robot Arm
the drill can only succeed if an object was previously placed there, the paint
tool paints objects red); ii) specification of a high-level production process
(e.g. produce alternating coloured objects (red.yellow)?, only painted objects
that have been drilled); iii) specification of environment assumptions (e.g.
yellow objects will be supplied indefinitely, the probability of successfully
grabbing an object is greater than 0); and finally iv) synthesis of a controller
in the form of a behaviour model that encodes the arm’s strategy for achieving
the production process (e.g. what to do if it needs to output a red object
but is receiving only yellow objects).
The FSP process ARM, in Figure 4.8, models the fact that picking objects up
from a location can fail. As expected, the arm must successfully pick up an
object to be able to put it somewhere else. Figure 4.9 shows the definition for
two processes. First, PAINT that models the behaviour of the painting tool
which paints red any object it is given. Second, TOOLS is a parametric model
that captures the behaviour of tools that receive objects, and only after their
processing is done they allow for objects to be picked up.
SUPPLY, in Figure 4.10, models that objects are only supplied when the in
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PAINT = (putdownat_success[’paint][Colours]->COLORING),
COLORING =(ready[’paint][’red]
->pickupfrom_success[’paint][’red]->PAINT)
+ready[’paint][’yellow],
pickupfrom_success[’paint][’yellow].
TOOL(T=’any)=(putdownat_success[T][c:Colours]
->ready[T][c]->pickupfrom_success[T][c]->TOOL).
||TOOLS = (forall[t:Tools] TOOL(t) || PAINT).
Figure 4.9: FSP Example - Tools
tray is empty. Note that objects remain in the in tray until they are success-
fully picked up. In addition, Figure 4.10 depicts the FORCE_PICKUP process.
FORCE_PICKUP models that once a yellow object has been provided, the arm
must pickup such object after a fixed number of moves.
Finally, the environment model is constructed as the parallel composition of
the LTSs modelling the robot arm, the tools, and the supplier. Note that
objects can be either red or yellow, and depending on what is required either
colour must be required in the out tray.
There are three safety goal for the controller. First, objects must be produced
alternating their colour, i.e. objects must be produce in a (red, yellow)?
SUPPLY = (supply[c:Colours]
->pickupfrom_success[’in][c]->SUPPLY).
||SUPPLIER = SUPPLY.
FORCE_PICKUP = (supply[’yellow]->COUNT[0]
| A\{supply[’yellow]}->FORCE_PICKUP),
COUNT[id:Count] = (A\{pickupfrom[’in][’yellow]}->COUNT[id+1]
| pickupfrom[’in][’yellow] -> FORCE_PICKUP),
COUNT[MAX+1] = (pickupfrom[’in][’yellow]->FORCE_PICKUP).
Figure 4.10: FSP Example - Supply & Pickup Restriction
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sequence. Second, objects must be drilled before they are painted. Third,
the arm can attempt to pick up only if a object is at the specified location
(e.g. the drill).
As solving a control problems under strong independent fairness assumption
can be reduced to SGR(1), the events assumed to be strongly independent fair
are specified simply as a fluent that indicates when any failure has occurred.
The liveness part of the goal is to guarantee that infinitely many red ob-
jects are produced. The controller cannot guarantee such goal unless the
environment provides with objects. In this case, we only require that yellow
objects are provided by the environment infinitely often. Hence, the liveness
part of the controller goal guarantees that infinitely many times red objects
are placed in the out tray, only if there infinitely many yellow objects are
delivered in the in tray.
It is important to note that if the FORCE_PICKUP process is removed from the
specification ENV is not compatible with the environment assumptions. This
is because the controller may never pick up an object from the in tray pre-
venting the environment to provide yellow objects. Note that an alternative
way of achieving a compatible control problem is to allow the environment
to enqueue objects in the in tray.
Although we cannot show the controller due to space restrictions (it has over
5000 states, compared to the over 10000 states of the environment model)
we describe some of the behaviour its exhibits: i) If it is the turn to output a
red objects but the environment provides a yellow one, the controller has to
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drill it, then paint it red and finally put it down on the out tray. ii) When
it is the turn to output yellow ones but the environment provides a red one,
then the controller can assume that at some point a yellow object will be
supplied and, hence, discard the current red object and wait for the next
yellow to appear. iii) When it is the turn for red objects to be produced, if
the controller is processing (i.e. drilling, then painting) a yellow to get a red
but a red is supplied, the controller may choose to discard the yellow being
processed and just output the red waiting in the in tray.
As mentioned above, FORCE_PICKUP is required to avoid controllers that pre-
vent the environment of supplying objects by not trying to pick up objects
from the in tray. Moreover, by specifying FORCE_PICKUP we are explicitly
restricting attention to controllers that actively try to pick up objects af-
ter a fixed number of movements. Up to this point, we have successfully
synthesised a controller for the robot arm.
Although we have synthesised controllers that are desired, restricting to a
fixed number the moves before the arm tries to pick up an object is a rather
strong requirement and it may significantly increase the state space to be
explored.
An alternative to modelling FORCE_PICKUP as a bounded liveness [LKMU05,
MNP07] restriction is to model the real a liveness goal for the controller.
Specifically, a liveness goal prescribing the controller to pickup objects from
the in tray infinitely often. Such goal would produce a controller. How-
ever, the environment model would not be compatible with the environment
assumptions. Indeed, anomalous controllers exists. For instance, a contro-
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ller that never picks up objects from the in tray is an anomalous controller
for this problem, as it violates assumptions in order to satisfy the specifica-
tion. Interestingly enough, such controller not only disables the environment
to satisfy its assumptions but also it must actively avoid pursuing its own
goals, i.e. picking up objects from the in tray. Although, the algorithm we
have implemented would not produce such controller, modelling an environ-
ment that is not compatible with its liveness assumptions is not a reasonable
solution.
A different approach to model this case study is to decouple the environment’s
attempt to supply an object from the actual successful supply to the in
tray. This is done by modelling an arm that can attempt to supply objects
independently of whether the in tray is empty or not (see Figure 4.11). Such
environment can freely attempt to supply objects to the in tray at any point.
Hence, environment assumptions modelled in terms of the supply attempts
would be compatible with the environment model. However, the environment
can attempt to supply indefinitely, hence, leaving the controller with no
chance to move the arm at all. To avoid such undesired behaviour two
restrictions are added. First, a safety requirement adding to the environment
capabilities of yielding the control to the controller (See process SCHED in
Figure 4.11. Second, a liveness assumption prescribing that the environment
must yield the control infinitely often.
There are a number of issues when decoupling the environment from the
controller and introducing yield actions. Consider a scenario in which the
controller has tried to pick up an object from the in tray after the environ-
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SUPPLY = (attemptSupply[c:Colours]->SUPPLY).
SUPPLYCONSTRAINT = EMPTY,
EMPTY = (attemptSupply[c:Colours]->supply[c]->FULL[c]),
FULL[c:Colours] = (attemptSupply[cNew:Colours]->FULL[c]
| pickupfrom_success[’in][c]->EMPTY).
||SUPPLIER = (SUPPLY||SUPPLYCONSTRAINT).
SCHED = ({Alphabet\{yield}}->SCHED | yield->YIELD),
YIELD = ({ControllableActions}->SCHED).
Figure 4.11: Environment Model Decoupled through Yielding Control
ment has supplied the object successfully. As the environment can hold the
notification of the pickup being successful, the controller cannot process ob-
jects. Consequently, there is no controller that guarantees the red and yellow
objects be processed alternately. Hence, assumptions on the responsiveness
of all tools and trays must be added. Unfortunately, giving such freedom
to the environment results in an unrealisable control problem. Indeed, the
environment fulfils its assumptions by simply trying to supply a yellow after
a red has been successfully supplied, hence, it never actually supplies yellow
objects. Consequently, as only red objects are supplied no controller can
achieve the goals.
This case study can be solved simply by adding an assumption requiring the
environment to provide with yellow objects infinitely often if the in tray is
empty infinitely often (i.e. 0 1 intray.empty → 0 1 supply.yellow). Such
assumptions guarantee that yellow objects will be provided infinitely often.
Moreover, as the assumptions also hold while the in tray is full, the controller
must pickup and produce objects in order to guarantee its goals. In other
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words, these assumptions are compatible with the environment. Unfortu-
nately, GR(1)-like formulas are not expressive enough to encode assumptions
such as the one above (which essentially constitutes strong fairness). Strong
fairness assumptions are out of the scope of the techniques we have presented
in this work.
This case study shows the need for synthesis techniques supporting more
expressive goals. However, small variations in its configuration make it
tractable with effective synthesis techniques such as SGR(1). For instance,
having separate in trays, one for red and one for yellow objects would allow
to apply SGR(1).
Summarising, we have found that in some cases our technique, even support-
ing fallible environments and GR(1) goals, might not be expressive enough.
Nonetheless, we have shown that a number of modelling approaches (e.g.
bounded liveness) can be applied, allowing for efficient techniques such as
SGR(1) to be applicable.
Chapter 5
MTS Control Synthesis
In this chapter we define controller synthesis in the context of partially spec-
ified environment models. More specifically, we study the problem of check-
ing the existence of an LTS controller (i.e., controller realisability) capable
of guaranteeing a given goal when deployed in a completely defined LTS do-
main model that conforms to a partially defined problem domain given as an
MTS.
The semantics of MTS is given in terms of a set of LTS implementations in
which each LTS provides the required behaviour described in the MTS and
does not provide any of the MTS proscribed behaviour. We define the MTS
control problem as follows: given an MTS we ask if all, none or some of the
LTS implementations it describes admit an LTS controller that guarantees
a given goal given as a FLTL formula. The realisability question we address
in the context of MTS has a three valued answer.
138
5.1. MTS Control Problem 139
From a model elaboration perspective, a none response indicates that there is
no hope of building a system that satisfies the goals independently of the as-
pects of the domain that have been modelled as uncertain. This entails that
either goals must be weakened or stronger assumptions about the domain
must be made. An all response indicates that the partial domain knowledge
modelled is sufficient to guarantee that the goals can be achieved, conse-
quently further elaboration may not be necessary. Finally, a some response
indicates that further elaboration is required.
In the next sections we present formal definitions, evaluation and limitations
of the MTS control problem.
5.1 MTS Control Problem
The problem of control synthesis for MTS is to check whether all, none or
some of the LTS implementations of a given MTS can be controlled by an
LTS controller. More specifically, given an MTS, an FLTL goal and a set
of controllable actions, the answer to the MTS control problem is all if all
implementations of the MTS can be controlled, none if no implementation
can be controlled and some otherwise. This is defined formally below.
Definition 5.1. (Semantics of MTS Control) Given a deterministic MTS
E = (S, A, ∆r, ∆p, s0), an FLTL formula ϕ and a set AC ⊆ A of controllable
actions, to solve the MTS control problem E = 〈E,ϕ,AC〉 is to answer:
• All, if for all LTS I ∈Idet[E], the control problem 〈I, ϕ, AC〉 is realis-
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able,
• None, if for all LTS I ∈ Idet[E], the control problem 〈I, ϕ, AC〉 is
unrealisable,
• Some, otherwise.
We say that the MTS control problem is unrealisable if its answer is none and
realisable otherwise. Consequently, we may refer as solving the realisability
question to solving the MTS control problem.
As a simple example, consider the MTS control problem E = 〈E,ϕ,AC〉,
where E is the MTS in Figure 5.1(a), AC = {c1, c2}, ϕ = 0 ¬a˙ and a˙ =
〈{a}, {c1, c2}. Consider I1 and I2 two implementations of E. There is no
controller for I1 such that a can be restricted to occur. I2, on the other
hand, can be controlled by the LTS controller in Figure 5.1(d). Hence, the
realisability question for this example is Some.
12 3
a?a?
c2
c1c1
c2
(a) MTS Environment E
12 3
aa
c2
c1c1
c2
(b) Iplementation I1
12 3
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c2
c1c2
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(c) Iplementation I2
1 2
c2
c1
(d) Controller M2
Figure 5.1: Event-Based Control Example.
Note that, as in the case of LTS control problem, we restrict attention to de-
terministic environment models. This follows from the fact that out solution
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Figure 5.2: Server Example
for MTS realisability is by a reduction to LTS realisability.
5.1.1 Motivating Example
As an example, consider E, the environment model in Figure 5.2(a) describ-
ing interactions between a server and clients. Note that although it is certain
that client requests be responded by the server, definitions regarding when
clients may ping the server have not been made yet. Suppose that we want
to build a controller for this server such that the server guarantees that af-
ter receiving a request it will eventually yield a response and if there are
enough requests responses of both kinds will be issued. We formally describe
this requirement as the FLTL formula: ϕ = 0 1 Response ∧ (0 1 ˙req ⇒
(0 1 ˙resp1∧ 0 1 ˙resp2)), where Response = 〈{req}, {resp1, resp2}, false〉.
As expected, the server can only control the response. Hence, we have the
MTS control problem E = 〈E,ϕ, {resp1, resp2}〉. Consider the implemen-
tation I1, shown in Figure 5.2(b). The uncontrollable self loop over ping
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Figure 5.3: LTS Controller for the Server Example
in state 1 allows the environment to ping indefinitely impeding the contro-
ller from eventually producing a response (i.e. no controller can avoid the
trace req, ping, ping, . . .). The implementation I2, shown in Figure 5.2(c),
allows only a bounded number of pings after a request, hence, the server
cannot be flooded and a controller for the property exists (see Figure 5.3).
Consequently, the answer for the MTS control problem E is some.
5.1.2 Solving the MTS Control Problem
A naive approach to the MTS control problem may require to evaluate an
infinite number of LTS control problems. Naturally, such approach is not
possible, hence, it is mandatory to find alternative ways to handle MTS
control problems.
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We reduce the MTS control problem to two LTS control problems. The first
LTS control problem encodes the problem of whether there is a controller
for each implementation described by the MTS. It does so by modelling an
environment that can pick the “hardest” implementation to control. In fact,
in the LTS control problem, the environment will pick at each point the
subset of possible transitions of the MTS that are available. If there is a
controller for this environment, there is a controller for all implementations.
The second LTS control problem encodes the problem of whether there is
no controller for every implementation of the MTS. Similarly, this is done
by modelling an LTS control problem in which the controller can pick the
implementation (in fact, it is now the controller that picks the subset of
possible transitions of the MTS that are available at each point). If there
is no controller in this setting, then for every implementation there is no
controller.
The two LTS problems are defined in terms of the same LTS. The only dif-
ference is who controls the selection of the subset of possible actions, i.e.
implementation choice. We now define the LTS EI in which additional tran-
sition labels are added to model explicitly when either the controller or the
environment choose which subset of possible transitions of the MTS are avail-
able.
Definition 5.2. Given an MTS E = (S,A,∆r, ∆p, s0). We define E
I =
(SEI , AEI , ∆EI , s0) as follows:
• SEI = S ∪ {(s, i) | s ∈ S ∧ i ⊆ A and ∆
r(s) ⊆ i}
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Figure 5.4: Translation from E to EI
• AEI = A ∪ A, where A = {`i | i ⊆ A}
• ∆EI = {(s, `i, (s, i)) | i ⊆ A} ∪ {((s, i), `, s
′) | (s, `, s′) ∈ ∆p ∧ ` ∈ i}
States in EI are of two kinds. Those that are of the form s with s ∈ S
encode states in which a choice of which subset of possible transitions are
implemented has to be made. Choosing a subset i ⊆ A, leads to a state (s, i).
States of latter form (s, i) have outgoing transitions labelled with actions in
i. A transition from (s, i) on an action ` ∈ i leads to the same state s′ in EI
as taking ` from s in E. For example, the model in Figure 5.4(b) is obtained
by applying Definition 5.2 to model in Figure 5.4(a).
The LTS EI provides the basis for tractably answering the MTS control
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question. The following algorithm shows how to compute the solution for
the MTS control problem.
Algorithm 1. (MTS Control Solving) Given an MTS control problem E =
〈E,ϕ,AC〉. If E
I is the LTS model obtained by applying Definition 5.2 to E,
then the answer for E is computed as follows.
• All, if there exists a solution for E IA = 〈E
I ,XA(ϕ), AC〉
• None, if there is no solution for E IN = 〈E
I ,XA(ϕ), AC ∪A〉
• Some, otherwise.
Algorithm 1 shows how to compute the answer for a given MTS control
problem 〈E,ϕ,AC〉.
Intuitively, if we give control over the new actions `i to the environment,
it can choose the hardest implementation to control. Thus, this solves the
question of whether all implementations are controllable.
Lemma 5.1 proves that the case all in Algorithm 1 is sound and complete.
Lemma 5.1. (All) Given an MTS control problem E = 〈E,ϕ,AC〉 where
E = (S,A, ∆r,∆p, s0E). If E
I is the LTS obtained by applying Definition 5.2
to E, then the following holds. The answer for E is all iff the LTS control
problem E IA = 〈E
I ,XA(ϕ), AC〉 is realisable.
Proof. Refer to Appendix A.1
We give an intuition of the proof for Lemma 5.1. Assume there is no solution
to E IA. Then by Determinacy Lemma 3.1 there exists an LTS N such that
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for every possible controller M , EI‖M‖N |= ¬XA(ϕ). From N we construct
an implementation I ∈ Idet[E]. Intuitively, states of the form s of EI are
uncontrollable (i.e., have only uncontrollable transitions). Thus, N instructs
in every such state of EI which successor of the form (s, i) to choose. The set
of actions i is the set of transitions to implement from a state representing s
in I. We then show that this implementation is not controllable. Otherwise,
we could combine the controller for I with N . By construction, traces in
the parallel composition should both satisfy and not satisfy the respective
formulas, which is impossible.
In the other direction, assume there is a controller M for E IA. Given an
implementation I ∈ Idet[E] we show that there exists a controller for I =
〈I, ϕ, AC〉. The construction is directed by the refinement relation for I.
If t is a state of I that refines state s of E and implements the set i of
transitions, then the controller controls i in I by enabling the same set of
actions that M enables to control (s, i) in EI . As before, every trace in the
parallel composition between the controller and I corresponds to a trace in
EI‖M . As traces in EI‖M must satisfy the winning condition, so is the case
for traces in the parallel composition between the controller and I.
Consider the case in which the answer for the MTS control problem is none.
The answer to E is none, if there is no solution to the LTS control problem
E IN . Intuitively, if we give control over the new actions `i to the controller,
it can choose the easiest implementation to control. Thus, this solves the
question of whether no implementation is controllable.
Lemma 5.2 proves that the case none in Algorithm 1 is sound and complete.
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Lemma 5.2. (None) Given an MTS control problem E = 〈E,ϕ,AC〉 where
E = (S,A,∆r,∆p, s0). If E
I is the LTS obtained by applying Definition 5.2
to E, then the following holds.
The LTS control problem E IN = 〈E
I ,XA(ϕ), AC ∪ A〉 is realisable iff there
exists I ∈ Idet[E] such that the LTS control problem I = 〈I, ϕ, AC〉 is realis-
able.
Proof. Refer to Appendix A.2.
We give an intuition of the proof for Lemma 5.2. Assume there is a controller
M for E IN . We construct an implementation I and a controller N for I =
〈I, ϕ, AC〉. Intuitively, states of the form s of E
I are controllable (i.e., have
only controllable transitions). Thus, M instructs in every such state of EI
which successor of the form (s, i) to choose. The set of actions i is the set of
transitions to implement from a new state of I matching state s of EI . Then,
N enables the same actions as M enables from (s, i) in EI . We then show
that N indeed controls I. This is done by showing a correspondence between
traces of I‖N and traces of EI‖M . Thus, both must satisfy the respective
winning conditions. In the other direction, given an implementation I ∈
Idet[E] and a controller N for I, we construct a controller M for E IN . The
construction is directed by the refinement relation for I. If t is a state of
I that refines state s of E and implements the set i of transitions, then M
enables the successor (s, i) of s in EI . Then, it enables from (s, i) the same
set of transitions enabled by N to control t in I. A correspondence between
148 Chapter 5. MTS Control Synthesis
between traces of I‖N and traces of EI‖M is established. Both traces satisfy
the respective winning conditions.
5.2 Linear Reduction
Algorithm 1 shows that the MTS control problem can be reduced to two
LTS control problems. Hence, our solution to the MTS control problem
is, in general, doubly exponential in the size of EI (cf. [PR89, DBPU13]).
Unfortunately, the state space of EI is exponential in the branching degree
of E, which in turn is bounded by the size of the alphabet of the MTS. More
precisely, for a state s ∈ EI the number of successors of s is bounded by
the number of possible combinations of labels of maybe transitions from s
in E. In this section we show that to compute the answer for E IAand E
I
N it
is enough to consider only a small part of the states of EI . Effectively, it is
enough to consider at most linearly (in the number of outgoing transitions)
many successors for every state. This leads to the MTS control problem
being 2EXPTIME-complete.
First, we analyse EI in the context of E IA. We define a fragment E
I+
A of E
I
A.
Let EI
+
= (SEI , AEI ,∆
+, s0
EI
), where only the following transitions from
∆EI are included in ∆
+.
1. Consider a state s ∈ E that has at least one required uncontrollable
successor. In ∆+ we add to s only the transition (s, `i, (s, i)), where
i = ∆rE(s) ∪ (∆
p
E(s) ∩Aµ). That is, in addition to required transitions
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from s we include all uncontrollable possible successors of s.
2. Consider a state s ∈ E that has no required uncontrollable successors
but has a required controllable successor. In ∆+ we add to s only the
transitions (s, `i, (s, i)), where i is either ∆
r
E(s) or i is ∆
r
E(s)∪(∆
p
E(s)∩
Aµ). That is, we include a transition to all required transitions from
s as well as augmenting all required transitions by all uncontrollable
possible transitions.
3. Consider a state s ∈ E that has no required successors. In ∆+ we add
to s a transition to (s, `i, (s, i)), where i = ∆
p
E(s) ∩ Aµ, and for every
` ∈ ∆pE(s) ∩ AC we add to s the transition (s, `{`}, (s, {`})). That is,
we include a transition to all possible uncontrollable transitions from s
and for every possible controllable transition a separate transition.
4. For a state (s, i) we add to ∆+ all the transitions in ∆EI .
Let E I
+
A = 〈E
I+ ,XA(ϕ), AC〉.
Lemma 5.3. The problem E IAis controllable iff E
I+
A is controllable.
Proof. The following correspondence between controller for E IA and controller
for E I
+
A establishes the lemma.
1. Consider s ∈ E with at least one required uncontrollable successor.
Recall that in EI
+
state s has a unique successor (s, i) with i =
∆rE(s) ∪ (∆
p
E(s) ∩ Aµ). Consider a potential controller for E
I
A. This
controller must be able to control the unique successor as in EI
+
. Con-
sider a potential controller for EI
+
and some other successor (s, i′) of
s in EI . By construction, (s, i′) has all the uncontrollable required
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successors of s as well as potentially some possible uncontrollable and
some controllable transitions. However, as (s, i′) has an uncontrollable
successor all controllable successors can be removed by the controller.
It follows that the transitions enabled to control (s, i) will suffice to
control all other successors (s, i′).
2. Consider s ∈ E with no required uncontrollable successors but with
some required controllable successor.
Recall that in EI
+
state s has two successors (s, i1) and (s, i2) where
i1 = ∆
r
E(s) and i2 = ∆
r
E(s) ∪ (∆
p(s) ∩ Aµ). Consider a potential con-
troller for E IA. This controller must be able to control both (s, i1) and
(s, i2) in E
I . Consider a potential controller for EI
+
. Let (s, i′) be a
successor of s in EI such that i′ includes only controllable transitions.
By construction, (s, i′) has all the controllable required successors of
s and potentially some possible controllable transitions. However, as
(s, i′) is controllable it follows that the set of actions enabled to control
(s, i1) can be used to control all such successors (s, i
′). Let (s, i′) be a
successor of s in EI such that i′ includes some uncontrollable succes-
sor. By construction, (s, i′) has all the controllable required successors
of s as well as potentially some possible uncontrollable and some pos-
sible controllable transitions. However, as (s, i′) has an uncontrollable
successor all controllable successors can be removed by the controller.
Since the uncontrollable successors (s, i′) are a subset of the uncontrol-
lable successors of (s, i2), it follows that the set of actions enabled to
control (s, i2) can be used to control all other such successors (s, i
′).
3. Consider s ∈ E with no required successors.
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Recall that in EI
+
state s has a successor (s, i), where i = ∆pE(s) ∩Aµ
and for every ` ∈ ∆pE(s)∩AC a successor (s, {`}). Consider a potential
controller for EI . This controller must be able to control (s, i) and all
(s, {`}) in EI . Consider a potential controller for E IA. Let (s, i
′) be
a successor of s in EI such that i′ ∩ Aµ 6= ∅. By construction, (s, i
′)
has some uncontrollable transitions of s as well as potentially some con-
trollable transitions. However, as (s, i′) has an uncontrollable successor
all controllable successors can be removed by the controller. Since the
uncontrollable successors of (s, i′) are a subset of the uncontrollable
successors of (s, i), it follows that the set of actions enabled to control
(s, i) can be used to control all such successors (s, i′). Let (s, i′) be a
successor of s in EI such that i′ ⊆ AC . By construction, (s, i
′) has some
possible controllable transitions of s and no uncontrollable transitions
of s. As (s, i′) is controllable it follows that the set of actions enabled to
control some (s, {`}) where ` ∈ i′ can be used to control this successor.
We now analyse EI in the context of the E IN . We define a fragment E
I−
N of E
I
N .
Let EI
−
= (SEI , AEI ,∆
−, s0,EI ), where only the following transitions from
∆EI are included in ∆
−.
1. Consider a state s ∈ E that has at least one required uncontrollable
successor. In ∆− we add to s only the transition (s, `i, (s, i)), where
i = ∆rE(s). That is, include only the required transitions from s.
2. Consider a state s ∈ E that has no required uncontrollable successors.
In ∆− we add to s a transition to (s, `i, (s, i)), where i = ∆
r
E(s) ∪
(∆pE(s)∩AC), and for every ` ∈ ∆
p
E(s)∩Aµ we add to s the transition
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to (s, `∆r
E
(s)∪{`}, (s,∆
r
E(s) ∪ {`})). That is, we include a transition to
all controllable transitions from s and for every possible uncontrollable
transition a separate transition.
3. For a state (s, i) we add to ∆− all the transitions in ∆EI .
Let E I
−
N = 〈E
I−,XA(ϕ), AC ∪A〉.
Lemma 5.4. The problem E IN is controllable iff E
I−
N is controllable.
Proof. The following correspondence between a controller for E IN and contro-
ller for E I
−
N establishes the lemma.
1. Consider s ∈ E with at least one required uncontrollable successor.
Recall that in EI
−
state s has a unique successor (s, i) with i = ∆rE(s).
Consider a potential controller for E IN . Suppose that it chooses some
other successor (s, i′) of s in EI . By construction, (s, i′) has all the un-
controllable required successors of s as well as potentially some possible
uncontrollable and some controllable transitions. However, as (s, i′) has
an uncontrollable successor, all controllable successors can be removed
by the controller. It follows that the set of actions enabled from (s, i′)
can also be enabled to control (s, i). Consider a potential controller for
E I
−
N . This controller controls the successor (s, i) and can do the same
in E IN .
2. Consider s ∈ E with no required uncontrollable successors.
Recall that in EI
−
state s has a successor (s, i) with i = ∆rE(s) ∪
(∆pE(s)∩AC) and for every ` ∈ ∆
p
E(s)∩Aµ the successor (s,∆
r
E(s)∪{`}).
Consider a potential controller for E IN . Suppose that it chooses some
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other successor (s, i′) of s in EI . If (s, i′) has some uncontrollable
successor then the set of actions enabled to control this successor can
be used by a controller that controls EI
−
from state (s,∆rE(s) ∪ {`})
for ` ∈ i′ by removing all controllable successors in ∆rE(s). If (s, i
′)
has only controllable successors then i′ ⊆ ∆rE(s) ∪ (∆
p
E(s) ∩ AC) and
the set of actions enabled by this controller can be used to control
(s,∆rE(s) ∪ (∆
p
E(s) ∩ AC) in E
I−. Consider a potential controller for
E I
−
N . This controller controls some successor (s, i) and can do the same
in E IN .
Using E I
+
A and E
I−
N can establish the complexity of the MTS control problem.
Theorem 5.1. (MTS Control Complexity)
Given an MTS control problem E = 〈E,ϕ,AC〉 it is 2EXPTIME-complete to
decide whether the answer to E is all, none, or some.
Proof. Hardness follows from MTS control being more general than LTS
control and the latter’s 2EXPTIME-hardness.
Every state in either EI
+
or EI
−
has at most linearly many successors in
the number of original transitions in E. As LTS control is in 2EXPTIME
membership in 2EXPTIME follows.
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5.3 One Controller To Rule Them All
In this section we study whether it is possible to automatically construct con-
trollers for the implementations of MTSs where the answer for the respective
MTS control problem is either all or some. In particular, we focus in under-
standing whether the controller computed while solving E (i.e. solving E I
+
A )
can be used as “template” to produce solutions to the LTS control problems
induced by the implementations of E.
Let E = 〈E,ϕ,AC〉 be an MTS control problem. Assume that the answer for
E is all. We claim that in such case, there exists an LTS controller that can
control all implementations of E. E is answered by solving the LTS control
problem E I
+
A . We prove that from the solution to E
I+
A we can build a controller
that can control all implementations of E.
The next definition presents an LTS, constructed from a solution of E I
+
A , that
can control all implementations of E.
Definition 5.3. Let E = 〈E,ϕ,AC〉 be an MTS control problem, E = (S, A,
∆r, ∆p, s0), and M = (SM , AM ,∆M , sM0) be a solution to E
I+
A . We define
M ′ = (S ′, A′,∆′, s′0) as follows:
• A′ = A
• s′0 = sM0
• ∆′ = {(s, `, s′′) | i ⊆ A and (s, `i, s
′) ∈ ∆M and (s
′, `, s′′) ∈ ∆M}
• S ′ = s′0 ∪ {s
′ | (s, `, s′) ∈ ∆′}
Consider M ′, constructed from a solution M to E I
+
A as defined above. Recall
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thatM , have two kinds of states: i) states s that only enables actions `i where
i ⊆ A represents the set of actions that are chosen to be implemented and;
ii) states (s, i) representing a particular implementation choice with enabled
actions ` ∈ A ∩ i. Since actions `i are uncontrollable and M is solution to
E I
+
A , it follows that all implementation choices from states s can be controlled
by M . Consequently, each state in M ′ enables all transitions over actions in
i, for all i such that `i is enabled from s in M , i.e. all possible transitions
that can be chosen to be implemented. From the fact that M is solution to
E I
+
A and that every state in M
′ enables all possible transitions, it follows that
the parallel composition of M ′ with any implementation is deadlock free and
satisfies ϕ.
The following theorem formally shows that if the answer to an MTS control
problem is all, it is possible to control every implementation with a single LTS
controller. To this end, it proves that given a solution to the MTS control
problem, the LTS defined in Definition 5.3 can control all implementations
of E.
Theorem 5.2. Let E = 〈E,ϕ,AC〉 be an MTS control problem. If the answer
for E is all then there exists an LTS M ′ such that for every I implementation
of E, I‖M ′ |= ϕ.
Proof. Let M be a solution to E I
+
A .
We prove this lemma in two steps. First, we construct M ′ (a candidate
controller for all implementations) from M . Second, wee prove that for any
implementation I ∈ Idet[E], the parallel composition I‖M ′ satisfies ϕ (i.e.
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I‖M ′ |= ϕ).
Let M ′ be the LTS obtained from applying Definition 5.3 to M .
Let I ∈ Idet[E] be an implementation of E and, R be a refinement relation
between E and I.
We now show that I‖M ′ is deadlock free and I‖M ′ satisfies ϕ (i.e. I‖M ′ |=
ϕ). Consider a state (sI , sM ′) ∈ I‖M
′, and sE such that (sE , sI) ∈ R.
By construction, all monitored actions enabled in sI are also enabled in sM ′.
Hence, M ′ can follow I. Consider the case in which there are no monitored
actions enabled in sI . By MTS refinement, there are no required monitored
actions enabled in sE and there must be some controllable action enabled in
sE. By construction ofM
′, at least one of the controllable required transitions
enabled from sE is enabled in sM ′ , or, if there are no controllable required
transitions in sE, then all controllable maybe transitions enabled in sE are
enabled also from sM ′ .
By construction of M ′ and the proof of completeness for the All case (Theo-
rem 5.1), it follows that tr(I‖M ′) ⊆ tr(E IA‖M)|A where A is the alphabet of
E. Consequently, I‖M ′ |= ϕ.
Consider an MTS control problem E = 〈E,ϕ,AC〉, where E is the MTS in
Figure 5.5(a), ϕ = 0 ¬e˙, and AC = {c1, c2}. The solution M to E
I+
A is shown
in Figure 5.5(b). M ′ (Figure 5.5(c) is the result of applying Definition 5.3 to
M . It is easy to see that all implementations are controllable. For instance,
I1 (Figure 5.5(d)) and I2 (Figure 5.5(d)) are such that I1‖M
′ |= ϕ and
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Figure 5.5: Example for the case All
I2‖M
′ |= ϕ. Note that as E I
+
A is realisable all implementations of E are
controllable. We simply choose I1 and I2 as examples.
Note that although M ′ is a controller according to Definition 3.1, it violates
the intuition that the controller only restricts controllable actions that are
enabled in the environment model. In order to control any implementation
of E, M ′ must enable all monitored actions that could be implemented and
every controllable action that does not lead to goal violations. For instance,
from the initial state M ′ enables u1 which is not implemented in I1. Intu-
itively, M ′ restricts controllable actions that are not desired and I1 “prunes”
the controller by disallowing non-implemented transitions.
Unfortunately, when the answer for an MTS control problem is is some, there
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Figure 5.6: Example for the case Some
is no unique controller that can control all implementations.
Consider the MTS control problem E = 〈E,ϕ,AC〉, where E is the MTS in
Figure 5.6(a), ϕ = 0 1 c˙1 ∧ 0 1 c˙2 and AC = {c1, c2}. Consider the LTS
control problem I1 = 〈I1, ϕ, AC〉 where I1 is the implementation of E shown
in Figure 5.6(b). As I1 does not implement c1 it follows that there ir no
controller for I1. Consider LTS control problem I2 = 〈I2, ϕ, AC〉 where I2 is
the implementation of E shown in Figure 5.6(c). I2 is controllable, in fact,
we can construct a controller for I2 by disabling c1 from 0 in I2. Hence, the
answer for E is some.
Now we show that there is no single controller for all implementations of
E. Consider I2 and I3, implementations of E in Figure 5.6(c) and 5.6(d)
respectively. Let M be a solution for I2. M must necessarily disable c1
from the initial state. However, by disabling c1 from the initial state, M‖I3
cannot satisfy ϕ. Consequently, M is not a solution to I3. Dually, let M be
a solution to I3. M must disable c2 from the initial state. However, M‖I2
cannot satisfy ϕ. Hence, M is not a solution to I2.
Summarising, we have shown that when the answer to an MTS control prob-
lem is all, there exists a controller that for all implementations of the MTS
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environment model. If the answer is some, it is not possible to build a single
controller for all implementations. Yet, it would be interesting to characterise
the set of implementations that can be controlled. Moreover, such character-
isation would lead to MTS control problems with all answer. Hence, allow-
ing for single controller controlling all implementations. This ideas envisage
promising future work.
5.4 Evaluation
In this section we present the results of applying our technique for checking
realisability of MTS control problems to an extension of the production cell
case study presented in Section 3.8.4.
5.4.1 Production Cell
Assume that in addition to the robot arm, oven, drill, press and, in and out
trays, the factory now has a second oven to cook products. Due to resource
limitations, it is not known in advance which (if any) oven will be available
for production use. In addition, the exact model of the new oven is not
available, hence, certain part of its behaviour is yet undefined.
For simplicity, we refer to the oven presented in Section 3.8.4 as Oven 1, and
to the new oven as Oven 2. In Figure 5.7 we show an MTS modelling the
behaviour of the ovens. Oven 1 is very reliable as it always finish cooking. On
the other hand, Oven 2 may be less reliable as it admits an implementation in
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Figure 5.7: Second Oven for the extended Production Cell
which it may loop cooking forever. Note that the maybe loop in which Oven
2 cooks forever (i.e. state 3, Figure 5.7) denotes that it is not yet defined
which model (i.e. implementation) of Oven 2 will be available. In addition,
as it is uncertain which ovens (if any) will be available, transitions on the
“put” action are maybe (see Figure 5.7).
Regarding the production process, any oven is equally useful to cook prod-
ucts. Consequently, products of type A require using one of the ovens, then
the drill and finally the press, while products of type B are processed in the
following order: drill, press, oven (either of them).
As described in Section 3.8.4, the drill and the press cannot be used simul-
taneously. In addition, the ovens must not be used simultaneously either.
The environment model is the result of the parallel composition of LTSs
modelling the robot arm, the tools, and the products being processed.
The liveness goal of the factory is to produce products of type A and B
without postponing indefinitely the production of either type.
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The answer for the MTS control problem is some as any implementation that
includes Oven 1 is controllable (see Section 3.8.4) and, there is no controller
for an implementation that does not include Oven 1 and implements the
Oven 2 that can remain processing forever.
Interestingly enough, there exists a unique controller that can control all im-
plementations of this extension of the production cell. Indeed, the controller
that includes both ovens and assumes that Oven 2 finish cooking after a finite
number of process actions can control any controllable implementation.
Summarising, we have applied our technique to an extension of the produc-
tion cell case study. We have successfully answered the realisability question
and found out that this example allows for a template controller that can
control any controllable implementation.
5.5 Limitations
The MTS control problem is limited to deterministic environment models.
However, as MTS are supposed to be useful in the context of incremental
elaboration, in many cases, it is reasonable to assume that nondeterminism
will appear in initial models and will then tend to disappear as our knowledge
on the real environment increases.
In addition, as the MTS control problem is reduced to LTS control, in a
setting where the controller has full information of actions and state of the
environment our technique can handle the setting of nondeterministic MTSs
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and considering only deterministic implementations.
Finally, solving the synthesis problem for nondeterministic MTS, which cor-
responds to imperfect information games, is not straightforward. Neverthe-
less, we believe that it would reduce to synthesis for nondeterministic LTS
in much the same way as with the deterministic variant.
Chapter 6
Tool Support
We have extended the MTSA [DFCU08] tool to support the techniques pre-
sented in this thesis. In this chapter we describe our tool, provide insights on
how it is implemented and show how to use it to model the control problems
presented in this thesis. Our extension of MTSA is available as an open
source project in sourceforge (http://sourceforge.net/projects/mtsa).
6.1 Implementation
Regarding the implementation of SGR(1), in [PPS06] an efficient algorithm
for solving games with GR(1) winning conditions is presented. However,
the notion of game differs from the one used in this work. Although, both
games are turn-based, the order is slightly different, e.g. in [PPS06], the
environment chooses its next valuation and, only then, the controller gets
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to choose what to do next. In our case (see Definition 2.9), the controller
first restricts transitions over the set of controllable actions and then the
environment gets to choose the next state of the game. To use the imple-
mentation in [PPS06] a preprocessing step to convert one game to the other
would be necessary. In addition, the algorithm proposed in [PPS06] manip-
ulates sets of states using a symbolic representation in the form of Binary
Decision Diagrams (BDDs [Bry86]). In other words, it uses a data structure
that manipulates sets of states. The algorithm requires efficient implemen-
tations of set union, intersection, negation, and the computation of the set
of predecessors of a state. It is most suitable for cases where the states of
the “game graph” are obtained by setting values to variables. This is not
the case in our setting where every state is an entity in its own right. There
is no natural way to represent sets except by lists of states resulting in a
linear overhead for every set operation. Thus, the symbolic algorithm that
computes O(m · n · |S|2) symbolic operations would result in an algorithm
that in practice uses O(m · n · |S|3) operations, where |S| is the number of
states, m is the number of environmental assumptions and n is the number
of controller goals. Hence, the symbolic algorithm is not the best suited in
our context.
A different approach is to translate the LTS control problem to BDDs and
apply the algorithm proposed in [PPS06]. How such a translation is to be
made is far from being trivial and requires further research. It could be done
by translating the composition of the complete environment model and the
properties to BDDs and then applying the BDD-based algorithm. Such par-
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allel composition does not preserve the structure of the components and, as
is well known, using the structure of the models to be translated can greatly
improve the efficiency of the BDDs. Hence, it is not clear whether the re-
sulting BDDs would result in better performance when used as inputs to the
algorithm. On the other hand, the translation could be approached by trans-
lating each LTS to a number of BDDs. However, such an approach would
need to consider the structure of each component and the communication
between them. This is not trivial as there is no well-fitting correspondence
between variables and states. Consequently, BDDs as support for solving
LTS control problems can be an interesting option and it requires further
research. Even though this is not the focus of our work it would definitely
constitute challenging future lines of investigation.
Reducing game solution to other symbolic solutions such as SAT solving or
QBF [le2] solving is an interesting research problem in its own right. Cur-
rently it is not known how to use SAT solvers for efficiently solving synthesis
problems [HKLN12]. This is ongoing research in the community and it is
yet not clear whether effective solutions for control problems will arise from
it. In any case, in order to use such approaches for synthesis in our context
the problem of efficient symbolic encoding of LTSs through variables (as for
BDDs) needs to be solved.
In [JP06], an enumerative 1 solution to games with the GR(1) winning condi-
tion, based on the same ideas, is presented. However, the states of their games
are partitioned into two (one controlled by each player). Hence, states are
1Intuitively, enumerative algorithms handle states individually and separately. This is
contrasted with symbolic algorithms, which handle sets of states together.
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expected to be either uncontrollable or controllable. Furthermore, in [JP06],
strategies are defined as a partial function, which takes sequences of states
and yields a state. In other words, given a play conforming with the game
their controller has to choose a particular successor while, in our case, the
controller may choose a set of possible successors. This notion of strategy
favours the construction of best effort controllers. It is easy to prove that for
some cases where assumptions and environment model are not compatible,
our approach produces best effort controllers while the algorithm proposed
in [JP06] does not guarantee so. Hence, we implement a variation of [JP06]
which produces controllers complying with our notion of strategy and han-
dles every state independently and its run time is O(m · n · |S| · |E|), where
|E| is the number of transitions. A detailed description of our algorithm is
provided in Section 3.6.
In this work we have focused on the development of novel synthesis techniques
and building tools to evaluate them. Hence, there is a wide spectrum of opti-
misation techniques that have yet to be evaluated as possible improvements
of our implementation, such as partial order reduction or bit caching [Hol97].
Such implementations could be interesting in the wider context of game solv-
ing and the study of their application to synthesis could be of interest to the
games community.
6.2. Modelling Control Problems 167
6.2 Modelling Control Problems
In this section we show the details on how to model control problems using
our tool.
6.2.1 Modelling the Environment
In MTSA environment models are described with an extension of the FSP
language, presented in Section 2.4.
The extension of FSP provided by the MTSA tool includes traditional oper-
ators for describing behaviour models, such as action prefix (->), choice (|),
sequential composition (;), and parallel composition (||). Extensions sup-
port modelling partial behaviour models [FDB+10]. Maybe transitions are
denoted with a question mark ? as suffix. MTSA supports several MTS op-
erations, such as MTS refinement (Definition 2.7), merge [FDB+10], abstract
and constraint. For more details see [DFCU08].
Our tool integrates functionality to construct, analyse and elaborate both
MTS and LTS models and provides a graphical environment aimed to facili-
tate these tasks. A snapshot of the MTSA tool is shown in Figure 6.1.
In our tool environment models are described in FSP (see Section 2.4). In
Figure 6.2 we show a snapshot of the FSP editor provided by our tool.
The code shown in Figure 6.2 corresponds to that of the ceramic cooking
example presented in Section 4.2. It defines a process called CERAMIC that
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Figure 6.1: MTSA - Draw View
allows for either staying idle (looping to itself), or starting to cook, leading
to the auxiliary process COOKING. Similarly, COOK may loop to itself while the
oven is cooking, or it may lead to the auxiliary process OVERHEATED if there is
a second attempt to cook while the oven is still cooking. Additionally, if the
oven signals that it has finished cooking the model transitions to FINISHED.
Finally, FINISHED transitions either to COOKING by starting to cook, or it resets
to CERAMIC by moving the cooked ceramic to the conveyor belt.
6.2.2 Modelling Controller Goals
We have added a set of keywords to FSP to support i) Synthesis of LTS con-
trollers, ii) Assumptions compatibility checking, and iii) Answering the MTS
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Figure 6.2: MTSA - FSP Editor
control problem (restricted to GR(1) goals). In Figure 6.3 we show the FSP
code for assumptions compatibility checking and synthesising a controller for
the ceramic cooking example presented in Section 4.7.
It is important to note that the tool has been developed to support GR(1)-like
goals. Hence, more expressive specifications are not yet supported.
The controller operator returns (if exists) a controller that satisfies a spec-
ification for a given environment model. For example, in Figure 6.3 we show
the FSP code modelling the controller goals for the ceramic cooking example
where controller is applied to the environment model CERAMIC and the goal
G1.
The checkCompatibility operator checks if the assumptions on the environ-
ment behaviour are realisable by the environment, if this is the case the model
170 Chapter 6. Tool Support
Figure 6.3: Controller Goals - FSP Example
returned by controller is guaranteed to be non-anomalous (See Section 3.4).
If the environment model is an MTS, the controller operator answers the
realisability question, i.e. returns all, some or none.
Controller goals are defined within the controllerSpec operator. The safety
keyword allows for defining safety requirements. There are two ways of defin-
ing such restrictions. First, by providing an LTS model representing expected
behaviour, e.g. COOKED_TWICE in Figure 6.3. Second, using the ltl_property
operator which given a safety formula ϕ builds an LTS model E in which
any trace violating ϕ leads to the error state in E (e.g. TOOL_ORDER).
The liveness part of the controller goal is defined using the assumption and
liveness operators that specify the environment assumptions and controller
liveness goals respectively. Both are defined with FLTL assertions repre-
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sented with the keyword assertion. In the example, NOT_COOKING it is defined
as the only environment assumption and, MOVE_TO_BELT as the only controller
liveness expectation. Thus, the synthesised controller will guarantee that if
infinitely many times the oven is not cooking, objects are placed in the belt
infinitely often.
6.3 Evaluation
In this section we report on the results we have obtained by running the tool
with the case studies we have presented in this thesis.
Although the tool has been developed as a prototype to evaluate the proposed
techniques, its running times are within the expected parameters yielding
controllers in less than 30 seconds even for games of 16000 states. Memory
consumption can be seen as a characteristic of the implementation to be
improved. Nevertheless, all the case studies we have run required less 600
Mb, which in modern terms is within reasonable limits.
We focus on the complexity of the case studies in terms of the size of the
environment model, the translated game and the controller synthesised. We
also report on the running time and memory consumption of the tool, which
gives an intuition on the size of problems it can handle.
All experiments were performed on an Intel Core I5 1.8GHz, with 4GB RAM.
In Figure 6.1 we show the results we have obtained running MTSA on the
above-mentioned case studies. The first column gives a descriptive name and
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Env. Model Game Controller Time Memory
# States # States # States ms MB
Production Cell (3.1) 1393 6962 4778 12000 214
Running example (3.3) 7 11 3 65 10
Autonomous Vehicles (3.8.1) 43 57 38 75 15
Purchase & Delivery (3.8.3) 17 21 17 70 9
Production Cell (3.8.4) 18 51 41 240 11
Travel Agency (4.1) 3082 4507 2352 2200 130
Ceramic Cooking (4.2) 11 14 11 90 12
Production Cell (4.6.1) 2481 15994 12496 28800 470
Pay & Ship (4.6.2) 91 95 94 260 164
Autonomous vehicles (4.6.3) 45 99 49 140 159
Bookstore (4.6.4) 32 36 35 80 10
Production Cell (4.7.1) 8621 10159 5377 5200 270
Server Example (5.1.1) 6 15 16 175 79
Production Cell (5.4.1) 271 432 114 3600 26
Table 6.1: Overview of the case studies results
a reference to the section in the thesis where the example is presented. The
next three columns show the number of states of the environment model,
the game obtained from it, and the synthesised controller. The last two
columns report on the synthesis time in seconds and memory consumption
in megabytes.
The last two rows correspond to MTS control problems. Here we report
on the one of the LTS control problems solved in order to answer the MTS
realisability question.
In order to provide an impression of the scalability of the techniques and
the tool we have run the Production Cell case study in Section 4.6.1 with
different environment model sizes.
Recall that the case study describes a scenario in which we have a robot
arm, a drill, a painting tool, an in tray, an out tray, a recycle bin and some
additional sensors. The goal is to use the arm aided by sensors to move
objects from the in tray, through a combination of tools according to a high-
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Env. Model Game Controller Time Memory
Moves # States # States # States ms MB
5 7229 8539 4429 3600 260
10 9549 11239 6092 6700 314
15 11869 13939 7799 6800 406
20 14189 16639 9506 11117 451
25 16509 19339 11239 13168 545
30 18829 22039 12925 15323 611
35 21149 24739 14624 19173 611
40 23469 27439 16362 23419 764
50 28109 32839 19769 34547 829
60 32749 38239 23198 49965 1,060
80 42029 49039 30016 81968 1,360
100 51309 59839 36873 175586 1,630
150 74509 86839 53971 638682 2,129
200 97708 n/a n/a n/a n/a
Table 6.2: Progression in the size of the Production Cell
level production process, to the out tray.
The controller for the arm satisfies three safety requirements: objects are
produced alternating their colour, objects must be drilled before they are
painted, and the arm can attempt to pick up only if a object is at the specified
location.
The liveness part of the goal is to guarantee that infinitely many red objects
are produced, and it is assumed that yellow objects will be provided infinitely
often. In addition, after a fixed number of moves the controller is forced to
try to pick up objects from the in tray; this is to avoid anomalous controllers.
The number of moves after the arm is forced to pick up objects is a parameter
of the environment model. In Table 6.2 we report the results of running the
case study for different bounds for the pick up restriction.
The first column indicates the number of moves after which the arm is forced
to try to pick up an object from the in tray. The next three columns show
the number of states of the environment model, the game obtained from it,
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Figure 6.4: Production Cell - Time complexity.
and the synthesised controller. The last two columns report on the synthesis
time in seconds and memory consumption in megabytes.
As expected the time required for solving the problem grows as a function
of the size of the model and the size of the safety requirements. Specifically,
as shown in Figure 6.4 the time to compute a controller, in this case, fits a
quadratic curve. This is not surprising since the cubic (worst case) time com-
plexity of our algorithm arises when solving an unrealisable control problem.
Note that in this example the size of the model grows with the number of
moves the arm can do before being forced to pick up, or the size of the safety
requirements could grow, for instance, if the alternation pattern between red
and yellow objects becomes more complex. Recall that the complexity of our
algorithm is O(a× g × |s| × |EG|) where a is the number of assumptions, g
is the number of liveness goals, s is the size of the safety restrictions and EG
is the size of the game.
In this case, with one environment assumption, one liveness goal and a model
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up to 75,000 states, our tool yielded a controller successfully. For models
greater than 97,000 the tool runs out of memory. Nevertheless, these results
are promising as the tool has not been optimised in any way. We have
implemented the algorithms as described in the thesis with regular data
structures and no focus on limiting use of resources. We strongly believe
that further optimisations on the memory consumption of the tool will lead
to support for synthesis problems of much greater complexity.
Chapter 7
Discussion and Related Work
In this chapter we present a discussion on related work with respect to a
number of topics that are important to consider while putting our work in
context.
7.1 Synthesis Techniques
Our work builds on that of the controller synthesis community and par-
ticularly on the generalised reactivity synthesis algorithm GR(1) proposed
in [PPS06]. This line of work originates in updating Bu¨chi, Landweber, and
Rabin’s work [BL69, Rab70] to modern terms [PR89]. While [PPS06] han-
dles only a subset of the possible specifications, other recent work tries to
bypass the hurdles involved in solving the general problem (e.g., [KV05] and
its extension in [SF07]). The community has largely focused on controllers for
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embedded systems and digital circuits (cf. [BGJ+07, SSR08]), hence adopting
a shared memory model: The controller is aware of changes in the environ-
ment by querying the state space shared with the environment. For instance,
GR(1) uses Kripke structures, state machines with propositional valuations
on states, where the environment and the controller update and read respec-
tively controlled and monitored propositions. However, in many settings such
as requirements engineering, architectural design and self-adaptive systems,
a message passing communication model in the context of a distributed sys-
tem is typically considered. Hence, controller synthesis techniques require
adaptation to the notion of event-based communicating machines [Hoa78].
This adaptation, specifically to Labelled Transition Systems (LTS) [Kel76]
semantics and CSP-like parallel composition [Hoa78], is a contribution of this
thesis.
The change from state-based to event-based semantics introduces the need for
determinism of the environment to guarantee that the controller has sufficient
information about the state of the environment to guarantee it satisfies its
goals (see Definition 3.2 and Theorem 3.4). The change also introduces the
need for a sound methodological approach to the definition of assumptions
in order to avoid anomalous controllers.
Even though several behaviour model synthesis techniques have been stud-
ied (e.g. [DLvL06, YD06, BSL04]) these are restricted to user-defined safety
requirements applying variations of the backward error propagation tech-
nique [RN95]. The exceptions that we are aware of relate to the self-adaptive
systems and the planning communities.
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In the self-adaptive systems community many architectural approaches for
adaptation have been proposed. At the heart of many adaptation tech-
niques, there is a component capable of designing at run-time a strategy
for adapting to the changes in the environment, system and requirements
(e.g. [DGM09, HGS04, GBMP97, KM07]). These architectures do not pre-
scribe the mechanism for constructing adaptation strategies. The techniques
we propose in this work could be used in the context of all of these ar-
chitectures. In fact, we believe, that the methodological guidance that our
approaches offer could help integrating the controller synthesis techniques
into these architectures in a sound way. Furthermore, by providing support
for explicitly modelling the environmental assumptions, our approaches allow
to clearly understand what system goals are guaranteed to be satisfied.
7.2 Environment Assumptions
A few approaches to automated construction of adaptation strategies ex-
ist. Sykes et al. in [SHMK07, HSMK09b] build on the “Planning as Model
Checking” framework [GT00] to construct plans that aim to guarantee reach-
ing a particular goal state. Thus, this technique can handle certain liveness
requirements. However, the execution of the plan is restarted every time the
environment behaves unexpectedly. Hence, there is an implicit assumption
that the environment behaves “well enough” for the system to eventually
reach the goal state. Validating that the environment will behave “well
enough” is not possible as the notion is not defined and it is not clear what
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guarantees are provided by the plans. In the proposed approaches, assump-
tions are explicit and hence guarantees are clear. In addition, it is possible to
validate if the assumptions needed in order to achieve the goals hold in the
environment in which the controller is to be deployed. For instance, in the
Autonomous Vehicles case study from Section 3.8.1, without any assumption
on how the door behaves, there would not be a plan for the robot that guar-
antees bringing aid packages form south to north room infinitely often. The
same occurs in the Purchase & Delivery case study (See Section 3.8.2), where
without the assumption that if the user receives combination of furniture and
delivery options often enough, he will acknowledge such combinations often
enough.
More generally, the planning as model checking framework (e.g., [GT00]),
supports CTL goals, requires a model in the form of a Kripke structure and
does not consider the problem of composing the environment with a machine
that is responsible for guaranteeing the system’s goals. Consequently, it does
not distinguish between controlled and monitored actions and the plans that
are generated would not be realisable by the software system. Moreover, since
planning as model checking synthesises from CTL formulas it is not possi-
ble to distinguish which are the assumptions on the environment behaviour
required to guarantee the satisfaction of the controller goals.
Assumptions on environment behaviour are a key part of the synthesis prob-
lem. In general, without proper assumptions, controllers cannot be pro-
duced. In [CHJ08] a technique for correcting unrealisable specifications is
proposed. Given an unrealisable specification ϕ, they compute an environ-
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ment assumption ψ such that ψ ⇒ ϕ is realisable and ψ is environment
realisable. The notion of environment realisability is somehow related to our
assumption compatibility condition. However, environment realisability as-
serts that there exists an environment that satisfies ψ, which in our case is
not applicable since the environment is input to our technique. Similar to
our motivation, Chatterjee et al. notice that unrealisable specifications for
environments lead to abnormalities in the behaviour of their algorithm but
do not relate this to the kind of controllers produced. In other words, they do
not provide a notion similar to our anomalous controllers. Consequently, if
the specification is actually realisable there is no warning that the assumpti-
ons are not realisable by the environment and therefore produced controllers
could be anomalous. Additionally, we can check for assumption compatibility
in polynomial time without requiring probabilistic games.
The notion of assumption compatibility was discovered independently in var-
ious contexts and used differently. In [CGG07], it is used in the context of
vacuity detection (cf. [BBDER01] and a large body of other work [KV03,
AFF+03, GC04, CGG07]) and for debugging environment models. They say
that an environment model E guarantees a property ϕ iff for every possible
controller M , E‖M |= ϕ. In other words, a property ϕ is called an en-
vironment guarantee iff the environment satisfies ϕ regardless of what the
controller might do.
In the context of [CGG07] this is considered bad. Here, we consider it as
a good thing. The fact that Chechik et al. consider CTL and not LTL
is a minor difference. However, they implement only a pre-condition for
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checking environment guarantees. Furthermore, it has since been discovered
that implementing the complete check for the test suggested by Chechik et
al. is in fact equivalent to realisability [GP09] and, as mentioned previously,
unless restricted to a manageable fragment of the logic does not work well in
practice. Our approaches are thorough (i.e. complete) but for applicability
reasons we restrict the specifications to GR(1) formulas.
In [CGP03] a technique for automatic generation of assumptions in the con-
text of assume-guarantee reasoning is proposed. Given a property and a
parallel composition of two models, the technique produces the assumptions
one of the model has in order to satisfy the property. If the second model
satisfies these assumptions then it is possible to conclude that the compo-
sition does too. It could be argued that this technique is related to ours
as the generated assumptions could be considered the controller. However,
there are two main differences. First, the techniques used by Cobleigh et
al. are inappropriate for usage in a context that distinguishes between mon-
itored and controlled actions (essentially using model checking instead of
game solving). Second, the pruning of unsafe states, can ensure safety but
cannot handle liveness requirements. More recently, in [EGP08] Emmi et
al. have presented a technique for assume-guarantee verification for interface
automata. The technique distinguishes between controllable and monitored
actions. However, liveness requirements are not supported.
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7.3 Modelling Language
We use Labelled Transition Systems as our modelling framework. We dis-
tinguish between controlled and uncontrolled actions in the definition of the
control problem. It could be argued that LTSs do not provide proper sup-
port for expressing the required environment models. There are a num-
ber of formalisms to describe behaviour distinguishing controlled from mon-
itored actions, such as Input/Output Automata [LT89] or Interface Au-
tomata [dAH01] (IA). Since I/O automata require the input actions to be
enabled from every state, they do not fit our environment model. There is no
technical limitation that prevents us from using IA. Adapting our approach
to IA is relatively simple. We treat IA output actions as controllable actions
and input actions as monitored actions. The conversion of the control prob-
lem to a game remains as it is now with the slight difference of considering
output actions as controllable actions. Computing the strategy and trans-
lating it to an interface automaton can be done straightforwardly. Finally,
the generated controller might need to be slightly more restricted in order
to satisfy the requirement of being a legal environment for the environment
model according to IA. Indeed, our definition of Legal LTS is slightly less
restrictive than that of Legal Environment for IA.
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7.4 Fallible Environment Models
As we have already mentioned, in Sykes et al. setting the execution of the
plan is restarted every time the environment behaves unexpectedly. Hence
there is an implicit assumption that failures may occur, yet, the environment
is assumed to be, somehow, well behaved. Similar assumptions are made in
the planning as model checking approach. Hence, even though some notion of
failures is supported by both techniques, no characterisation of what failures
are is provided. Moreover, there are no guarantees as to when goals are
actually achieved by plans.
In [IT07] the problem of constructing an adaptation strategy is studied. How-
ever, it is limited to enforcing safety properties and uses a backward error
propagation technique [RN95] to construct controllers. The lack of explicit
live conditions makes failures and fairness conditions irrelevant.
7.5 Partially Specified Environment Models
Partial behaviour models have been extensively studied. A number of such
modelling formalisms exist, such as multi-valued Kripke structures [Fit91],
Modal Transition Systems (MTSs) [LT88] and variants such as Disjunctive
MTS [LX90]. The results presented in this work would have to be revisited
in the context of other partial behaviour formalisms. However, since many
complexity results for MTS hold for extensions such as DMTS, we believe
that our results could also extend naturally to these extensions.
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The formal treatment of MTSs started with model checking, which received a
lot of attention (cf. [BG99, BG00, GP09]). Initially, a version of three-valued
model checking was defined [BG99] and shown to have the same complexity
as that of model checking. Generalised model checking [BG00] improves the
accuracy of model checking of partial specifications. Indeed, for example,
three-valued model checking may yield that the answer is unknown even when
no implementations of an MTS satisfy the formula. However, complexity of
generalised model checking is much higher [GP09]. Furthermore, in order
to solve generalised model checking one has to reason about games and not
about transition systems. It is interesting that in the context of MTS control
this does not happen. Indeed, our definition of control is more similar to
generalised model checking than to three-valued model checking. However,
we can reason about it in the context of LTS control and it has the same
complexity as that of LTS control.
Another related subject is abstraction of games. For example, in [Ste98]
abstraction is applied to games in order to enable reasoning about infinite
games. Similarly, in [HJM03] abstraction refinement is generalised to the
context of control in order to reason about larger games. Their main interest
is in applying abstraction on existing games. Thus, they are able to make
assumptions about which states are reasoned about together. We, on the
other hand, are interested in the case that an MTS is used as an abstract
model. In this case, the abstract MTS is given and we would like to reason
about it.
Our work is also related to weakening of goals in order to make specifica-
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tions realisable [KHB09]. This is related as our work answers what are the
acceptable problem domains that can be actually controlled. We represent
the set of acceptable environments as an MTS.
Chapter 8
Conclusions
The most general goal of the work in this thesis has been to develop synthe-
sis techniques to aid the construction, elaboration, and analysis of models
of concurrent and distributed systems. We started by studying controller
synthesis techniques and existing planning approaches used in Software En-
gineering which has triggered the main goal of this work: to generate con-
troller synthesis techniques that provide support for event-based behaviour
models, expressive goal specifications and the application of Requirements
Engineering best practices and processes.
8.1 Contributions
The main contribution of this thesis is a number of controller synthesis tech-
niques that overcome limitations of existent synthesis techniques in the soft-
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ware engineering community. The presented techniques work for expressive
environment models and system goals, distinguish between controlled and
monitored actions and, differentiate between prescriptive and descriptive as-
pects of the specification of system goals, environment behaviour, and envi-
ronment assumptions.
More specific contributions of this thesis include (i) the presentation of the
event-based control problem which gives a high level description of a certain
kind of controller synthesis problems which aims to work under a theoretical
framework adequate for event-based models; (ii) the grounding of the event-
based control problem for Labelled Transition Systems and parallel compo-
sition in the definition of the LTS control problem; (iii) the definition of a
restricted LTS control problem, named SGR(1) LTS that supports safety and
GR(1)-like properties, and provide a polynomial time solution which builds,
from a theoretical perspective on GR(1) games and from an implementation
perspective on (iv) a rank-based algorithm which is suitable for explicit state
space representation; (v) characterisation of non-anomalous controllers (best
effort and assumption preserving) ;(vi) a sufficient condition, i.e. assump-
tion compatibility, for an event-based setting to guarantee correctness of the
synthesis procedure and to avoid anomalous controllers. (vii) A technique
for synthesising event-based controllers when controllable actions may fail
(i.e. fallible environment), (viii) a discussion of the fairness conditions re-
quired for such problem domains with failures. In particular the observation
that strong fairness of successful controlled actions may be insufficient to
guarantee that effective controllers are synthesised; (ix) novel fairness condi-
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tions, i.e. t-strong fairness and strong independent fairness, that are stronger
than strong fairness and are good fits for more realistic controller synthe-
sis settings, (x) the definition of a polynomial time LTS control problem,
named RSGR(1) that supports GR(1)-like goals under strong independent
fairness assumption; (xi) the adaptation of the compatible assumptions no-
tion to guarantee that RSGR(1) does not produce anomalous controllers;
and (xii) a proof that if the environment can be thought of as a grounding of
a probabilistic environment with non-zero probabilities on transitions, then
the traces that are not strong independent fair have probabilistic measure
zero, thus providing a characterisation of the domains in which RSGR(1)
can be applied. Finally, (xiii) we define the MTS control problem that given
an MTS it answers whether all, none or some of the LTS implementations
it describes admit an LTS controller that guarantees a given goal, (xiv) the
technique yields an answer to the MTS control problem showing that, despite
dealing with a potentially infinite number of LTS, the MTS control problem
is actually in the same complexity class as the underlying LTS synthesis
problem.
In addition, a tool supporting all the techniques presented in this work is
reported. The tool improves and extends the MTSA tool set.
The evaluation of the presented techniques and tool has been conducted via a
number of case studies from different domains, such as, robotics, web-services
composition and industrial automation. The obtained results indicate that
the discussed techniques are applicable to a wide range of problems, allowing
for accurate descriptions and effective controllers.
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8.2 Limitations
The techniques we propose in this thesis have been exemplified with case
studies from several domains. However, we have found some limitations that
are not being handled in this thesis. Such limitations can be grouped under
three main topics: determinism of the environment model, the centralised
nature of the controller, and expressiveness of the supported goals.
Our first limitation is the requirement that the environment model be de-
terministic. This issue arises from the distinction between partial and full
information. Event-Based controllers can only observe the performed actions
and not the actual state of the environment model. In deterministic envi-
ronment models the controller has full information as the actual state of the
environment model can be deduced from the sequence of actions observed. In
non-deterministic environment models the controller has partial information
as it can only deduce a set of possible states. Synthesis with partial informa-
tion presents a greater challenge than synthesis with full information. Only
in recent years have a few approaches towards partial information started to
emerge. However, these have not been studied for event-based settings. We
plan to investigate the adaptation of such techniques for the setting presented
in this thesis.
The second limitation is the expressiveness of the supported goals. SGR(1)
and RSGR(1) support GR(1)-like formulas, in other words safety and an
expressive subset of liveness goals. We have shown that such goals are in-
deed expressive enough in a wide spectrum of problems. However, in some
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situations more complex kinds of goals might be required. For instance,
in Section 4.7 we report on a variation of the production cell that cannot
be handled by our techniques as it requires strong fairness assumptions on
the environment behaviour. Such requirements cannot be expressed with
GR(1)-like formulas. Hence, techniques supporting more expressive goals
are, in some cases, required. We plan to extend our techniques with effective
algorithms supporting more expressive goals.
The third limitation is the centralised nature of the controllers our techniques
produce. This is limiting in the context of distributed environments since it
might be neither desirable nor possible to introduce a centralised controller
due to unreliable communication or insufficient sensing for example. Synthe-
sising distributed controllers is, in many cases, undecidable. Under certain
assumptions about the interface of the components and the architecture in
use, the problem is decidable yet its complexity is exponential. Hence, we
plan to investigate how to apply our techniques to build centralised con-
trollers and, based on the possibilities of the components’ interfaces, to dis-
tribute the centralised controller as much as possible.
Although these limitations give us an indication of what range of problems
may be tackled using our techniques, more investigation is necessary to de-
lineate this class with greater precision.
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8.3 Future Work
In the future we envisage working in two different directions. On the one
hand, we aim at relaxing the requirement on determinism for the environment
model that is currently in place for assuring the soundness of our approaches.
In fact, this is closely related to non-observability of events controlled by the
environment and imperfect information games, areas that we also intend to
further investigate.
On the other hand, we intend to conduct research into possible ways of
providing feedback when control problems are not realisable. In the case
in which a controller that satisfies the specified goals does not exist, having
feedback helping the user to identify the problem would be very helpful.
We plan to investigate ways of providing feedback for such cases, perhaps,
by providing a counter-strategy for the environment or applying debugging
techniques for unrealisable synthesis problems.
8.4 Closing Remarks
The need for controller synthesis techniques has been considered by the soft-
ware engineering community for many years. To this end, significant effort
has been made in developing techniques that support different levels of ex-
pressiveness. However, the automatic synthesis of controllers in a framework
that integrates requirements engineering best practices has been largely ne-
glected. Controller synthesis techniques need to keep growing to support a
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wider spectrum of engineering problems. To this end, the relation between
requirements engineering practices and processes, and controller synthesis
must be further explored. I strongly believe that such exploration would re-
sult in more effective and applicable synthesis techniques that would not only
be interesting and challenging from a theoretical point of view, but would
also have a deep impact in the application of controller synthesis techniques
in the industry.
Appendix A
Proofs
Theorem A.1. Given R = 〈E , T 〉 an RSGR(1) control problem, it holds
that there exists an SGR(1) control problem S such that R is realisable iff
S is realisable. Furthermore, the controller extracted from S can be used to
control R.
Proof. ⇒)
Given E = 〈E, {(As,G)}, AC〉, where E = (S,A,∆, s0), G =
∧m
i=1 0 1 Gi
and As =
∧n
i=1 0 1 Ai.
Let T = {(tryi, faili, suci | 0 ≤ i ≤ t} be the set of try-response triplets,
where t is the number triplets in R. Let F˙ be the fluent that becomes true
whenever a failure occurs, formally defined as F˙ =〈{faili}, A\{faili}, false〉.
This will be proven by contradiction. Suppose there is a trace pi ∈ tr(E‖M)
such that
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pi |=
(
n∧
i=1
0 1 Ai ∧
t∧
i=1
(0 1 tryi ⇒ 0 1 (suci ∧
n∧
q=1
¬F˙ WAq))
)
⇒
m∧
i=1
0 1 Gi
and
pi |=
n∧
i=1
0 1 Ai ∧ ¬
m∧
i=1
0 1 (Gi ∨ F˙ )
Simplifying the negation in the front of the last conjunction
pi |=
n∧
i=1
0 1 Ai ∧ ¬
m∧
i=1
0 1 Gi ∧ ¬ 0 1 F˙
Since pi |=
∧n
i=1 0 1 Ai holds the following cases arise. We analyse them in
turn.
1. Case the antecedent
∧t
i=1(0 1 tryi ⇒ 0 1 (suci ∧
∧n
q=1 ¬F˙ WAq))
holds, then pi |=
∧m
i=1 0 1 Gi which contradicts ¬
∧m
i=1 0 1 Gi.
2. Case the antecedent
∧t
i=1(0 1 tryi ⇒ 0 1 (suci∧
∧n
j=1 F˙ WAj)) does
not hold, then there exists some 0 ≤ k ≤ t such that
0 1 tryk ∧ ¬(0 1 (suck ∧
n∧
q=1
(¬F˙ WAq)))
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Simplifying the negation
0 1 tryk ∧ (1 0 ¬suck ∨ 1 0 ¬
n∧
q=1
(¬F˙ WAq))
From the above the following cases arise.
(a) Case 1 0 ¬suck holds.
Then by try-response conditions (Definition4.1) and 0 1 tryk hol-
ding, it follows that 0 1 failk which contradicts ¬ 0 1 F˙ .
(b) Case 1 0 ¬
∧n
q=1(¬F˙ WAq) holds.
Then there exists 0 ≤ j ≤ n such that ¬F˙WAj does not hold,
which together with
∧n
i=1 0 1 Ai implies that pi |= 0 1 F˙ , which
contradicts ¬ 0 1 F˙ .
⇐)
This will be proven by contradiction. Suppose there exists a trace pi ∈
tr(E‖M) such that
pi |=
n∧
i=1
0 1 Ai ⇒
m∧
i=1
0 1 (Gi ∨ F˙ )
and
pi |=
n∧
i=1
0 1 Ai ∧
t∧
i=1
(0 1 tryi ⇒ 0 1 (suci ∧
n∧
q=1
(¬F˙ WAq))) ∧ ¬
m∧
i=1
0 1 Gi
Since pi |=
∧n
i=1 0 1 Ai it must be pi |=
∧m
i=1 0 1 (Gi ∨ F˙ ). If for every
0 ≤ i ≤ t, 0 1 tryi does not hold, then by try-response conditions (Defini-
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tion 4.1) 0 1 F˙ does not hold, from which follows that pi |=
∧m
i=1 0 1 Gi
which contradicts ¬
∧m
i=1 0 1 Gi.
Otherwise, there exists 0 ≤ p < t such that
pi |=
p∧
i=1
¬ 0 1 tryi ∧
t∧
i=p+1
0 1 tryi ∧
t∧
i=p+1
0 1 (suci ∧
n∧
q=1
(¬F˙ WAq))
and
pi |=
n∧
i=1
0 1 Ai ∧ ¬
m∧
i=1
0 1 Gi ∧
g∧
i=1
0 1 (Gi ∨ F˙ )
Simplifying the expression.
pi |=
n∧
i=1
0 1 Ai ∧ 0 1 F˙ ∧ ¬
m∧
i=1
0 1 Gi
By finiteness of the model, the path pi ends in a cycle C. We are going to
show that cycle C is actually composed of smaller cycles and that one of
the smaller cycles must violate the FMF property. As for every 1 ≤ i ≤ p
we have pi |= ¬ 0 1 tryi it must be the case that in C no faili occur. By
pi |= 0 1 F˙ it must be the case that some fault occurs in C. Let p < r ≤ t
be the minimal such that failr appears in C. We know that the following
holds.
C |= 0 1 tryr ∧ 0 1 failr ∧ 0 1 (sucr ∧
n∧
j=1
(¬F˙ WAj))
The transition on tryr is unique. Hence, the cycle C must have the form
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1 2
3
4
try1
suc1
fail1
· · ·
· · ·
Figure A.1: Topology of a try-response cycle
shown in Figure A.1. Indeed, between every two visits to tryr there must be
a visit to either sucr or failr and between a pair of sucr or failr there must
be a visit to tryr. It follows that there is a smaller cycle C
′ ⊆ C such that
C ′ does not visit failr and it preserves visits to Ai for each i.
As C ′ is a part of C it must be the case that for all j ≤ p it still does not
include either tryj or failj. Proceeding by induction, we construct a cycle
C ′′ such that C ′′ visits Ai for each i, does not visit failj for every j, and
for some k does not visit Gk. Hence, as C
′′ is part of the original cycle C it
contradicts the correctness of the controller for FMF.
Theorem A.2. Given an RSGR(1) LTS control problem R = 〈E , T 〉 with an
environment model E and assumptions As, if As is strongly compatible with
E according to T then all solutions to R are strongly best effort controllers.
Proof. Given E = 〈E, {(As,G)}, AC〉, where E = (S,A,∆, s0), G =
∧m
i=1
0 1 Gi and As =
∧n
i=1 0 1 Ai.
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Suppose that assumptions As are strongly compatible with E according to
T .
Let T = {(tryi, faili, suci | 0 ≤ i ≤ t} be the set of try-response triplets,
where t is the number triplets in R. Let F˙ be the fluent that becomes true
whenever a failure occurs, formally defined as F˙ =〈{faili}, A\{faili}, false〉.
Let M be a solution to R.
Suppose by way of contradiction that M is not best effort. Then there
is a finite trace σ ∈ tr(E‖M) and for all possible extensions σ′ of σ in
E‖M we have either σ.σ′ is not strong independent fair or σ.σ′ satisfies
(¬
∧n
i=1 0 1 Ai).
Consider the SGR(1) control problem R′ = 〈Es, H
′, AC ∪ F 〉, where s is the
last state in σ and H ′, Es, and F are as in Definition 4.6. Consider now the
controller M ′ that is obtained from M by disabling all transitions in F , i.e.,
disabling transitions of the type faili in T , which are controllable in R
′. By
Condition 6 of Definition 4.1 in every state in which faili is enabled also suci
is enabled. It follows that M ′ is a valid controller as in Es‖M
′ there are no
dead ends.
By assumption, every trace in Es‖M
′ is either not strong independent fair or
satisfies (¬
∧n
i=1 0 1 Ai). However, recall that M
′ disables all failures. As
every trace in Es‖M
′ satisfies 0 ¬F˙ and every two occurrences of tryi must
have either a suci or faili between them, it must be the case that every trace
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in Es‖M
′ satisfies
0 1 tryi ⇒ 0 1 (suci ∧ 0 ¬F˙ ).
Hence, every trace in Es‖M
′ is in fact strong independent fair.
We conclude that all traces in Es‖M
′ satisfy (¬
∧n
i=1 0 1 Ai). However, this
contradicts assumption compatibility as in this case M ′ is a solution to the
SGR(1) control problem R′, which we assumed has no solution.
Theorem A.3. Given an RSGR(1) problem R with an assumption compat-
ible environment E, and an MDP Ep such that the underlying LTS Ep↓ is
simulation equivalent to E then, for every controller M , for all fair sched-
uler s of Ep consistent with M , the following holds: the measure of the set
B = {pi | pi is a trace of Ep under scheduler s and pi matches a trace of E
that satisfies assumptions infinitely often but is not strong independent fair
in M‖E} is zero.
Proof. In order to simplify presentation we prove the theorem for controllers
with no mixed states. That is, controllable actions are only possible when
no environment action is enabled. This is not a severe restriction since con-
trollers are supposed to achieve goals even when races are always solved in
favor of the environment. Furthermore, as E is assumption compatible, none
of the controllable actions are necessary for the environment to fulfill assump-
tions. Thus, focussing on this family of controllers does not alter feasibility
of control problem. For such an M , turns in Ep are always determined by
the topology of M .
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Thus, a scheduler S for M has no decisions to make. Then, we can think
about the composition of M and Ep as a Markov chain denoted M‖Ep. The
analysis is now reduced to measure the traces inM‖Ep that satisfy assumpti-
ons infinitely often but are not strong independent fair traces. In what follows
we will use M‖Ep and M‖E interchangeably when reasoning on paths and
graph structure. Note that this is possible due to the requirement that Ep↓
is simulation equivalent to E and E is deterministic. In a potential violat-
ing trace of M‖E assumptions hold infinitely often and try transitions are
performed infinitely often. As E is assumption compatible, we conclude: (a)
the trace is eventually generated by a terminal maximally strongly connected
component (SCC) and, (b) that SCC exhibits a sequence of transitions that
satisfy all assumptions with no failure and a success-labelled transition.
Conclusion (a) follows from the path being infinite, the composition M‖Ep
being probabilistic, and the fact that in a probabilistic system every transi-
tion that is enabled infinitely often is taken infinitely often. Hence, it must be
the case that the SCC is maximal and terminal, i.e., no larger SCC containing
it exists, and no other SCC is reachable from it.
Conclusion (b) follows from two observations: (b.1) assumption compatibility
implies that, from every state, there is a path that satisfies assumptions
without using failures, and (b.2) if that path does not include the success,
it can be extended to reach the try transition in the same SCC again. Due
to the topological restrictions on try-response tuples, the path necessarily
traverses a success or a failure before the re-try. Moreover, since whenever a
failure is enabled a success is also enabled, the path can be actually extended
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to both satisfy assumptions and success without failures.
It follows that the SCC contains a finite path that does not traverse failures,
traverses all assumptions, and visits the appropriate try transition. As before,
in a probabilistic system, if a finite path is possible infinitely often, it is taken
infinitely often with probability one.
Every infinite path in which the finite path we identified repeats infinitely
often is strong independent fair. It follows that the measure of paths that
are not strong independent fair is zero.
Lemma A.1. (All) Given an MTS control problem E = 〈E,ϕ,AC〉 where
E = (S,A, ∆r,∆p, s0E). If E
I is the LTS obtained by applying Definition 5.2
to E, then the following holds. The answer for E is all iff the LTS control
problem E IA = 〈E
I ,XA(ϕ), AC〉 is realisable.
Proof. ⇒ Assume that the E IAis unrealisable.
By Lemma 3.1 there exists an LTS N = (SN , AN ,∆N , s0N ) such that
for every possible controller M , EI‖M‖N |= ¬XAN (ϕ).
In the following we construct from N an implementation I ∈ Idet[E]
such that I cannot be controlled to satisfy ϕ. Let I = (SI , A,∆I , s0I )
with the following components. We set s0I = (s0E , s0N ). Then, SI and
∆I are constructed by induction as follows. Consider a state (sE , sN) ∈
SI . Then, by definition, in E
I the set AC ∩∆EI (sE) = ∅. Indeed, the
only actions possible from s ∈ SEI are the new actions. By definition
there exists `i and s
′
N such that (sN , `i, s
′
N) ∈ ∆N . It follows that i ⊆ A
is a set of actions enabled from s in E. Furthermore, for every ` ∈ i
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there is a transition (s, `, s`) in E and a transition ((s, i), `, s`) in E
I .
Now, for every choice of i′ ⊆ i that is possible by some controller for EI
there is transition over an action ` that is enabled in N . In particular,
if i ⊆ AC then for every possible controllable successor of (s, i) there
an option in N . Otherwise, there is an uncontrollable successor of (s, i)
for which N has an option. By definition, there is some s`N such that
(sN , `, s`N ) ∈ ∆N for every ` ∈ i, let s`N denote the successor of sN over
`. Then, for every ` ∈ i we add to I the transition ((s, sN), `, (s`, s`N )).
We can show that E  I. Consider the refinement relation H =
{(s, (s, sN))}. By definition of E
I and the construction above, for every
state (s, sN) all the required actions enabled from s are enabled from
(s, sN) and every possible action enabled from (s, sN) is possible from
s.
Suppose now that I is controllable. That is, there is a controller M
such that M‖I |= ϕ. We construct from M a controller M ′ and a path
in EI that is also a path in N . Correspondence between the path in EI
and the path in M‖I shows that the path in EI must satisfy XA(ϕ).
Let M = (SM , A,∆M , s0M ). We start from state (s0M , (s0, s0N )) in
M‖I and state s0 in E
I . Then from a state (sM , (s, sN)) in M‖I and
s in EI we extend the path as follows. In EI we chooses a succes-
sor (s, i) such that i is exactly the set of transitions from (s, sN) in I.
Then, M dictates that either a controllable successor (s′M , (s
′, s′N)) of
(sM , (s, sN)) is chosen in M‖I or there is at least one enabled uncon-
trollable transition from (sM , (s, sN)). In that case, N dictates that
some uncontrollable successor (s′, s′N) of (s, sN) is chosen in E
I . But
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then, the successor (s′M , (s
′, s′N)) is enabled in M‖I. By construction
of the two paths the first satisfies ϕ iff the second satisfies XA(ϕ). As
the first does not satisfy XA(ϕ) then the second does not satisfy XA(ϕ).
This is in contradiction to I being controllable.
⇐ Assume that there is a solution to E IA.
Then there exists an LTS controllerM = (SM , AM ,∆M , s0M ) such that
EI‖M |= XA(ϕ).
Consider an implementation I ∈ Idet[E]. We construct from M a
controller N for I = 〈I, ϕ, AC〉.
As E  I there is a refinement relation R ⊆ S × I. between E and
I. Based on M , we construct N = (SN , AN ,∆N , s0N ) as follows: We
first define the alphabet and initial state for N : AN = A and s0N =
(s0E , s0M ). Then, we construct the transition relation ∆N and the set
of states SN as follows:
Consider pairs (s, sI) ∈ R, (s, sM) ∈ E
I‖M and (sI , (s, sM)) ∈ I||N .
Let i = ∆I(sI). By definition of E
I , there exists a transition (s, `i,
(s, `i)) ∈ ∆EI . Since s is uncontrollable in E
I , there exists s′M ∈ SM
such that ((s, sM), `i, ((s, `i), s
′
M)) ∈ ∆EI ||M .
Let j = ∆M(s
′
M), i.e., the set of actions enabled from s
′
M inM . Clearly,
j 6= ∅. For every ` ∈ j there is a transition ((s, sM), `, (s
′, s′′M)) ∈
∆EI‖M . For every such ` we add the state (s
′, s′′M) to SN . As j 6= ∅,
it follows that N enables at least one transition from sI . Furthermore,
by definition of EI all uncontrollable transitions from sI are included
in j.
We now show that N is indeed a solution to I.
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We can show that every trace pi of I‖N corresponds to a trace pi′ of
EI‖M . The trace of EI‖M is obtained from the trace of I‖N by
inserting intermediate states that are determined by the set of actions
in every state of I. As the action trace pi′ satisfies XA(ϕ), it follows
that the action trace of pi must satisfy ϕ.
Lemma A.2. (None) Given an MTS control problem E = 〈E,ϕ,AC〉 where
E = (S,A,∆r,∆p, s0). If E
I is the LTS obtained by applying Definition 5.2
to E, then the following holds.
There exists a solution for E IN = 〈E
I ,XA(ϕ), AC∪{i` | i ⊆ A}〉 iff there exists
I ∈ Idet[E] such that the there exists a solution to the LTS control problem
I = 〈I, ϕ, AC〉
Proof. ⇒ Intuitively, to prove this side of the lemma, from a solution to
E IN , we build both an implementation I and a controller N for the
control problem I.
Let M = (SM , AM ,∆M , s0M ) be a solution to E
I
N . We define I as
follows:
– SI = SE ∪ (SE × SM)
– AI = A,
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– In order to define ∆I (and ∆N below) we define the following sets.
∆1=


((s, sM ), `, (s
′, s′′M ))
∣∣∣∣∣∣∣∣∣∣
Exists i ⊆ A s.t. ` ∈ i,
((s, sM ), `i, ((s, i), s
′
M )) ∈ ∆EI‖M ,
and(((s, i), s′M ), `, (s
′, s′′M )) ∈ ∆EI‖M


∆2=


((s, sM ), `, s
′)
∣∣∣∣∣∣∣∣∣∣
Exists i ⊆ As.t.` ∈ i,((s, i), `, s′) ∈ ∆EI ,
((s, sM ), `i, ((s, i), s
′
M )) ∈ ∆EI‖M ,and
(((s, i), s′M ), `, (s
′, s′′M )) /∈ ∆EI‖M for alls
′′
M


Then, ∆I = ∆E ∪∆1 ∪∆2
– s0I = (s0, s0M ).
We define N as follows:
– SN = SE × SM ,
– AN = A,
– ∆N = ∆1,
– s0N = (s0, s0M ),
We have to show that E  I, that N is a valid controller for I, and
that I‖N |= ϕ.
To see that E  I we use the refinement relation H = {((s, (s, sM))
, (s, s)) | s ∈ SE and sM ∈ SM}. Then from every state of the form
(s, sM) the controller M defines set i that includes all required transi-
tions from s. Furthermore, every ` ∈ i is enabled from (s, sM), going
to either a state of the form (s′, s′M) or a state of the form s
′. Thus,
all required transitions from s are present from (s, sM). Clearly, all
transitions from (s, sM) are possible from s. Also, clearly every state
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s ∈ E refines itself.
We have to show that N enables at least one transition from every state
of I. This follows fromM being a controller of EI and the composition
EI‖M having no deadlocks.
Finally, every trace of I‖N corresponds to a trace of EI‖M with ad-
ditional actions that are not in A. Thus, a trace of I‖N satisfies ϕ iff
the corresponding trace of EI‖M satisfies XA(ϕ).
⇐ Suppose that there is an implementation I ∈ Idet[E] and controller N
that solves I = 〈I, ϕ, AC〉. We construct an LTS M that solves E
I
N .
We define M as follows:
– SM = SI‖N ∪ {(sI ,∆I(sI))}
– AM = A ∪ {`i | i ⊆ A},
– ∆M = {((sI , sN), `∆I(sI), ((sI ,∆I(sI)), sN))} ∪
(((sI ,∆I(sI)), sN), `, (s′I , s′N))
∣∣∣∣∣∣∣
` ∈ I, (sI , `, s
′
I) ∈ ∆E , and
(sN , `, s
′
N) ∈ ∆N


– s0M = (s0I , s0N ).
We have to show thatM is a valid controller and that EI‖M |= XA(ϕ).
In order to show that M is a valid controller we have to show that
it does not restrict uncontrollable transitions and that EI‖M does
not have deadlocks. Let H ⊆ SE × SI be a refinement relation be-
tween E and I. Consider the initial state (s0I , s0N ). By definition
(s0E , s0I ) ∈ H . Thus, every required transition from s0E is imple-
mented also from s0I . It follows that `∆(s0I ) is an enabled transition
from s0E in E
I . Thus, the state (s0E , (s0I , s0N )) is not a deadlock in
EI‖M . The action `∆I(s0I ) leads from s0E to (s0E ,∆I(s0I )). Now, as
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N is a valid controller of I, every uncontrollable transition from s0I
is not restricted by s0N . It follows that all uncontrollable transitions
from (s0E ,∆I(s0I )) are enabled. Furthermore, consider a transition((
(s0E ,∆I(s0I )), ((s0I ,∆I(s0I )), s0N )
)
, `,
(
sE , (sI , sN)
))
appearing in
∆EI‖M . Then, by determinism of E and I, it must be the case that
(sE, sI) ∈ H . It follows that we can continue in the same way by
induction showing that M does not restrict uncontrollable actions in
EI .
In order to show that EI‖M |= XA(ϕ) we note that a trace in E
I‖M
corresponds to a trace in I‖N where the new actions `i for i ⊆ A are
factored out. Thus, as every trace of I‖N satisfies ϕ it follows that
every trace of EI‖M satisfies XA(ϕ).
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