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Abstract
In this paper, we extend the iterative expression for the generalized spherical
functions associated to the root systems of type A previously obtained beyond
regular elements. We also provide the corresponding expression in the flat
case. From there, we derive a Laplace-type representation for the generalized
spherical functions associated to the root systems of type A in the Dunkl
setting as well as in the trigonometric Dunkl setting. This representation
leads us to describe precisely the support of the generalized Abel transform.
Thanks to a recent result of Rejeb, this allows us to give the support for the
Dunkl intertwining operator.
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1. Introduction
We start by providing some background. We refer the reader to [10, 11,
15] for a more complete exposition on the Dunkl and trigonometric Dunkl
settings. Given a root system R and a Cartan subalgebra a, for every root
α ∈ R, let rα(X) = X−2
〈α,X〉
〈α,α〉
α and let ∂ξ be the derivative in the direction
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of ξ. The Dunkl operators indexed by ξ ∈ a are then given by
Tξ = ∂ξ +
∑
α∈R+
kα α(ξ)
1
〈α,X〉
(1− rα)
The Weyl group W associated to the root system is generated by the reflec-
tion maps rα.
In a similar manner, the trigonometric Dunkl operators (also called Dunkl-
Cherednik operators or simply Cherednik operators) are given by
Dξ = ∂ξ +
∑
α∈R+
kα α(ξ)
1
1− e−α
(1− rα)− ρ(k)(ξ).
In the Dunkl setting, the function G(λ, ·) is defined as the unique analytic
solution of
Tξ G(λ, ·) = 〈ξ, λ〉G(λ, ·) (1)
with G(λ, 0) = 1.
We can also define the generalized spherical functions as follows: F (λ, ·)
is the unique analytic function such that for every symmetric polynomial p
(i.e. a polynomial which is invariant with respect to the action of the Weyl
group), we have
p(Tξ)F (λ, ·) = p(〈ξ, λ〉)F (λ, ·) (2)
with F (λ, 0) = 1. Note that
F (λ,X) =
1
|W |
∑
w∈W
G(λ, w ·X). (3)
The definitions in (1), (2) and (3) are essentially the same in the trigono-
metric setting except that we then replace Tξ by Dξ (refer for example to
[10, 11]).
With some adjustment in the spectral parameter λ, the functions F (λ, ·)
generalize the spherical functions on symmetric spaces of Euclidean type (in
the Dunkl setting) and those on the symmetric spaces of noncompact type
(in the trigonometric Dunkl setting). We refer the reader to Helgason’s books
[7, 8] as the standard reference on symmetric spaces.
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Indeed, for selected choice of root multiplicities, the root system corre-
sponds to a symmetric space of noncompact type in the trigonometric Dunkl
setting and to the corresponding flat symmetric space in the Dunkl setting.
We then say that we are in the “group case” or “in the geometric setting”.
For example, in the case of the trigonometric setting for the root system of
type An−1, m = 1, 2 or 4 corresponds to the spaces SL(n,F)/SU(n,F) with
F = R, C or H and m = dimR F (in addition, when n = 3, m = 8 also give
the space SL(3,O)/SU(3,O) ≃ E6(−26)/F4 where O denotes the octonions).
In the Dunkl setting, for the same choice of the multiplicity m, we have the
corresponding flat symmetric spaces.
It is well-know that in the geometric setting, if H 6= 0 then the spherical
functions have a Laplace type representation
φλ(e
X) =
∫
a
ei 〈λ,H〉K(H,X) dH (4)
with K(H,X) > 0 and where the support of K(·, X) is C(X) (H 6= 0 ensures
that dimC(X) = rank by [8, Theorem 10.1, Chap. IV]).
The function K(H, ·) is the kernel of the Abel transform
A(f)(H) =
∫
a
f(eX)K(H,X) δ(X) dX
while the dual Abel transform is simply given by
A∗(f)(X) =
∫
a
f(eH)K(H,X) dH
so that φλ = A
∗(ei 〈λ,·〉).
As for the function G(λ, ·) in the Dunkl setting, we have the following
representation
G(λ, ·) = V e〈λ,·〉
where V is called the Dunkl’s intertwining operator. It is defined by the
following properties 
Tξ V = V ∂ξ,
V (Pn) = Pn,
V |P0 = id
3
where Pn is the space of homogeneous polynomials of degree n. We also
introduce the positive measure µx such that
V f(X) =
∫
a
f(H) dµX(H)
(for the existence of the positive measure, see for example [16]).
Compare with the intertwining properties of the generalized Abel trans-
form and its dual
p(∂ξ) ◦ A = A ◦ p(Tξ),
p(Tξ) ◦ A
∗ = A∗ ◦ p(∂ξ)
for every symmetric polynomial p.
From now on, unless otherwise mentioned, we are only concerned with
the root systems of type A. The superscript (m) on the various objects will
serve to indicate that the associated multiplicity is equal to m (e.g. φ
(m)
λ ,
K(m)(H,X), etc.).
In Section 2, we recall the recursive formulae (equation (5) and (6)) for the
generalized spherical functions φ
(m)
λ (denoted F (λ, ·) above) associated with
the root system An−1 with root multiplicity ℜm > 0 in the trigonometric
setting. These formulae were derived for X ∈ a+ (see for instance [17, 18]).
We show first that (6) makes sense for all X ∈ a. We then derive Theorem
2.2 and Theorem 2.3 to extend (5) and (6) to the cases where X ∈ a is not
regular. These two results are interesting in themselves.
In Section 3, we show that in the case of the root system of type An−1
with arbitrary multiplicity ℜm > 0, equation (4) still holds with the kernel
K(m)(·, X) supported in the set C(X) and that when m > 0, K(m)(·, X) > 0
on C(X)◦.
In Section 4, with the help of a theorem of de Jeu [1], we extend the
results of Section 3 to the Dunkl setting. We also use a result by Rejeb to
deduce the exact support of the intertwining transform V .
2. The generalized spherical function associated to the root sys-
tems of type A
We recall some preliminary definitions and results from [17, 18]. In par-
ticular, we describe here the family of differential operators which are in-
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strumental in defining the generalized spherical functions related to the root
system An−1.
In what follows, a is the space of real n × n diagonal matrices and a+
is the subset with strictly decreasing diagonal entries. For simplicity, we
will not assume here that the matrices have trace equal to 0 (refer however
to Remark 2.1). We will use lowercase to write the diagonal entries of an
element of a (e.g. if X ∈ a then X = diag[x1, . . . , xn]). We describe the
action of the Weyl group on the elements of a as follows: if σ ∈ W = Sn then
σ ·X = diag[xσ−1(1), . . . , xσ−1(n)].
The differential operators D
(m)
1 , . . . , D
(m)
n defined below generate the
algebra of differential operators p(Dξ), where p is any symmetric polynomial.
Definition 2.1. Let Y be an indeterminate, δ = (n− 1, n− 2, . . . , 1, 0) and
let
Dn(Y ;m) =
∏
p<q
(e2 xp − e2 xq)−1
∑
σ∈Sn
ǫ(σ) e2
∑n
k=1 δ(σ(k)) xk
·
n∏
s=1
(Y + δ(σ(s)) +
1
m
∂
∂xs
)
=
n∑
r=0
D(m)r Y
n−r
(refer to [9, page 190] for more details). Note in particular that D
(m)
0 = 1,
D
(m)
1 =
1
m
L1︷ ︸︸ ︷
n∑
k=1
∂
∂xk
+
n (n− 1)
2
,
D
(m)
2 = −
1
2m2
L
(m)
2︷ ︸︸ ︷[
n∑
i=1
∂2
∂x2i
+m
∑
i<j
coth(xi − xj)
(
∂
∂xi
−
∂
∂xj
)]
+
1
2m2
L21 +
(n− 1)2
2m
L1 +
n (n− 1) (n− 2) (3n− 1)
24
.
Definition 2.2. The generalized spherical function φ
(m)
λ for the root system
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An−1 is the unique analytic solution of the system
Dn(Y ;m)φ
(m)
λ (e
X) =
n∏
k=1
(Y + (n− 1)/2 + i λk/m)φ
(m)
λ (e
X)
with φ
(m)
λ (e
0) = 1.
In [17, 18], we proved the following result for the generalized spherical
functions associated to the root system An−1.
Theorem 2.1. For X ∈ a+, we define φ
(m)
λ (e
X) = ei λ(X) when n = 1 and,
for n ≥ 2,
φ
(m)
λ (e
X) =
Γ(mn/2)
(Γ(m/2))n
ei λn
∑n
k=1 xk
∫
E(X)
φ
(m)
λ0
(eξ)S(m)(ξ,X) d(ξ)m dξ (5)
where E(X) = {ξ = (ξ1, . . . , ξn−1) : xk+1 ≤ ξk ≤ xk}, λ(X) =
∑n
j=1 λj xj,
λ0(ξ) =
∑n−1
i=1 (λi−λn) ξi, d(X) =
∏
r<s sinh(xr−xs), d(ξ) =
∏
r<s sinh(ξr−
ξs) and
S(m)(ξ,X)
= d(X)1−m d(ξ)1−m
[
n−1∏
r=1
(
r∏
s=1
sinh(xs − ξr)
n∏
s=r+1
sinh(ξr − xs)
)]m/2−1
.
Furthermore, if χλ = φλ−i ρ then
χ
(m)
λ (e
X) =
Γ(mn/2)
(Γ(m/2))n
ei λn
∑n
k=1 xk
∫
σn
χ
(m)
λ0
(eξ) (β1 · · · βn)
m/2−1 dβ (6)
where σn = {(β1, . . . , βn) ∈ R
n :
∑n
k=1 βk = 1} and ξ is defined by the
relations
βp =
∏n−1
j=1 (e
2 ξj − e2xp)∏
j 6=p (e
2xj − e2xp)
, p = 1, . . . , n. (7)
Then, for arbitrary m with ℜm > 0, φ
(m)
λ (e
X) are the generalized spherical
functions associated to the root system An−1 as described in Definition 2.2.
We will assume ℜm > 0 in this paper unless otherwise specified. The
next remark explains why normalizing our matrices to trace equal to 0 is not
a concern.
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Remark 2.1. It is readily seen that φλ+a tr(e
H) = ei a trH φλ(e
H) for a ∈ C
and φλ(e
H+b I) = ei b
∑n
k=1 λk φλ(e
H) for b ∈ R using induction.
Our next step is to extend Theorem 2.1 to an arbitrary X ∈ a using
expression (6). We start with a definition and notation.
Definition 2.3. For X ∈ a, we will write π(X) for the unique element in
(W ·X) ∩ a+ (the projection of X into a+). We will also write
π(X) = diag [a1, . . . , a1, a2, . . . , a2, . . . , ar, . . . , ar] (8)
where π(X) = σ · X ∈ a+ for some σ ∈ W and where the ai’s are distinct,
decreasing and the size of a given block of ai’s is ni. We will also use the
notation N0 = 0, Nk = n1 + · · ·+ nk when 1 ≤ k ≤ r (observe that Nr = n).
We then need the following auxiliary result.
Lemma 2.1.
1. If X ∈ a+ then (7) is equivalent to e2 ξi, i = 1, . . . , n − 1, being the
roots of
q(x) =
n∑
p=1
βp
∏
i 6=p
(x− e2 xi), x an indeterminate (9)
i.e. q(x) =
∏n−1
i=1 (x− e
2 ξi).
2. Let X ∈ a. If β ∈ σn then the roots u1 ≥ u2 ≥ · · · ≥ un−1 of q(x)
in (9) are strictly positive and if we write ξi = (log ui)/2, i = 1, . . . ,
n− 1, then ξ ∈ E(π(X)).
3. The map χλ can be extended continuously to a Weyl-invariant map over
a by using equation (6) where ui = e
2 ξi, i = 1, . . . , n− 1, are the roots
of q(x) in (9).
Proof.
1. Write ek(µ) =
∑
i1<···<ik<n
µi1 · · · µik . As pointed out in [17], the rela-
tions in (7) are equivalent to
ek(e
2 ξ) =
n∑
p=1
βp ek(e
2x1 , . . . , e2xp−1 , e2xp+1, . . . , e2xn), k = 0, . . . , n− 1,
which are in turn equivalent to
∏n−1
i=1 (x − e
2 ξi) = q(x) (it suffices to
consider the coefficients of xk, k = 1, . . . , n− 1 on both sides).
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2. Now suppose that (β1, . . . , βn) ∈ σn is given and consider the polyno-
mial (9) and the notation in Definition 2.3. Let γk =
∑
xp=ak
βp and
note that S = {s : γs > 0} 6= ∅ since
∑r
k=1 γk = 1. We have
q(x) =
r∏
j=1
(x− e2 aj )nj−1
r∑
k=1
γk
∏
j 6=k
(x− e2 aj )
=
r∏
j=1
(x− e2 aj )nj−1
∏
s 6∈S
(x− e2 as)
∑
s∈S
γs
q0(x)︷ ︸︸ ︷∏
j 6=s,j∈S
(x− e2 aj ) .
For s ∈ S, q0(e
2 as) alternate signs: there are |S| − 1 roots. These roots
complement the roots x = e2 aj with multiplicities nj − 1 and the roots
x = e2 aj with j 6∈ S.
3. It suffices to reflect that in expression (6), the variable ξ depends con-
tinuously on the coefficients βp (up to their order). Using induction,
the rest follows.
We are looking for simplified expressions corresponding to (5) and (6)
which are also valid for X ∈ a+. The following lemma is the basis for the
computations required to prove Theorem 2.2.
Lemma 2.2. We have∫
σn
f(β1 + · · ·+ βk, βk+1, . . . , βn) (β1 · · ·βn)
m/2−1 dβ
=
Γ(m/2)k
Γ(mk/2)
∫
σn+1−k
f(γk, . . . , γn) γ
mk/2−1
k (γk+1 · · ·γn)
m/2−1 dγ.
Proof. It suffices to use the change of variables γk = β1+ · · ·+βk, β˜i = βi/γk,
i = 1, . . . , k and γj = βj , j = k+1, . . . , n and to “integrate out” β˜1, . . . , β˜k
noting that
∑k
i=1 β˜i = 1 and
∑n
j=k γk = 1.
This brings us to the following result which fully extends (6).
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Theorem 2.2. Let X and n1, . . . , nr be as in (8) and let Nk = n1+ · · ·+nk
(N0 = 0). Then
χ
(m)
λ (e
X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
ei λn
∑r
k=1 nk ak
∫
σr
χ
(m)
λ0
(eξ)
r∏
i=1
γ
mni/2−1
i dγ
(10)
where the e2 ξi are the roots of q(x) =
∏r
j=1 (x− e
2 aj )nj−1
∑r
i=1 γi
∏
j 6=i (x−
e2 aj ).
More precisely,
ξ = diag[
n1−1︷ ︸︸ ︷
a1, . . . , a1, η1,
n2−1︷ ︸︸ ︷
a2, . . . , a2, η2, . . . , (11)
n1−1︷ ︸︸ ︷
ar−1, . . . , ar−1, ηr−1,
nr−1︷ ︸︸ ︷
ar, . . . , ar] ∈ E(X)
with ξk = ai whenever Ni < i < Ni+1 and ξNi = ηi ∈ [ai, ai+1] are the roots
of the polynomial q1(x) =
∑r
i=1 γi
∏
j 6=i (x− e
2 aj ). Equivalently,
γp =
∏r−1
j=1 (e
2 ηj − e2 ap)∏
j 6=p (e
2 aj − e2 ap)
, p = 1, . . . , r.
Proof. This follows from equation (6) and repeated use of Lemma 2.2.
Theorem 2.3. We use the notation of Theorem 2.2 and assume that X ∈ a+
for simplicity. Then
φ
(m)
λ (e
X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
ei λn
∑r
k=1 nk ak
∫
E(X)
φ
(m)
λ0
(eξ) S˜(m)(η,X) (12)
·
∏
i<j
sinhm(ηi − ηj) dη
where
S˜(m)(η,X) =
∏
i<j
sinh1−m (ni+nj)/2(ai − aj)
∏
i<j
sinh1−m(ηi − ηj) (13)
·
r∏
p=1
[
p−1∏
i=1
sinh(ηi − ap)
r−1∏
i=p
sinh(ap − ηi)
]mnp/2−1
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Note that the definition of E(X) remains the same but that dimE(X) =
r − 1.
Proof. We have γp =
∏r−1
i=1 (e
2 ηi−e2 ap)
∏
i6=p(e
2 ai−e2ap)
, p = 1, . . . , r. Now,
∂(γ1, . . . , γr−1)
∂(η1, . . . , ηr−1)
=
∣∣∣∣∣∣det
[
2 e2 ηq
∏
i 6=q (e
2 ηi − e2 ap)∏
i 6=p (e
2 ai − e2 ap)
]
1≤p,q≤r−1
∣∣∣∣∣∣
= 2r−1
∏r−1
p=1
∏r−1
i=1 (e
2 ηi − e2 ap)∏r−1
p=1
∏
i 6=p (e
2 ai − e2 ap)
∣∣∣∣∣det
[
1
1− e2 ap e−2 ηq
]
1≤p,q≤r−1
∣∣∣∣∣
= 2r−1
∏
i<j<r (e
2 ηi − e2 ηj )∏
i<j≤r (e
2 ai − e2 aj )
(14)
= er
∑r−1
i=1 ηi e−(r−1)
∑r
i=1 ai
∏
i<j<r sinh(ηi − ηj)∏
i<j≤r sinh(ai − aj)
using [21, page 202]
det
[
1
1− νiλk
]
=
∏
i>k(νi − νk)
∏
i>k(λi − λk)∏n
i=1
∏n
k=1(1− νiλk)
.
On the other hand,
r∏
p=1
γ
mnp/2−1
i = e
(mn/2−r)
∑r−1
k=1 ηk+
∑r
k=1 (mnk/2+r−1−mn/2) ak (15)
·
∏r
p=1
[∏p−1
i=1 sinh(ηi − ap)
∏r−1
i=p sinh(ap − ηi)
]mnp/2−1
∏
i<j sinh
m (ni+nj)/2−2(ai − aj)
.
Recall that φ
(m)
λ (e
X) = χ
(m)
λ+i ρ
(m)
n
(eX) and that ρ(m)(X) = m
2
∑n
k=1 (n +
1− 2 k) xk. Therefore,
φ
(m)
λ (e
X) =
∏r
i=1 Γ(mni/2)
Γ(m/2)n
ei λn
∑r
k=1 nk ak
∏
i<j
sinh1−m (ni+nj)/2(ai − aj)
·
∫
E(X)
φ
(m)
λ0
(eξ)
r∏
p=1
[
p−1∏
i=1
sinh(ηi − ap)
r−1∏
i=p
sinh(ap − ηi)
]mnp/2−1
·
∏
i<j
sinh(ηi − ηj) dη.
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We have used (14), (15), Remark 2.1 and the fact that
∑n−1
k=1 ξk =∑r
k=1 (nk − 1) ak +
∑r−1
k=1 ηk.
3. Representation of the spherical function
We will now derive a Laplace type representation for the spherical func-
tions namely
φ
(m)
λ (e
X) =
∫
a
ei 〈λ,H〉K(m)n (H,X) dH
and, at the same time, specify the support of the function K
(m)
n (·, X).
Recall that C(X), the support of the spherical functions in the geometric
case, is the convex envelop of W · X , where W is the Weyl group. In this
section, we will show that C(X) remains the support in the case of the
generalized spherical functions (specifically whenm > 0). Given the recursive
formula for φ
(m)
λ , it is not surprising that our first step is to derive an inductive
description of C(X).
Definition 3.1. Fix X = diag[x1, . . . , xn] ∈ a+. For H ∈ C(X), let H
′ =
diag[h1, . . . , hn−1]. For Y ∈ Cn−1(ξ), ξ ∈ E(X), let Yˆ = diag[y1, . . . , yn−1,
∑n
k=1 xk−∑n−1
k=1 ξk] and Ĉ(ξ) = {Yˆ : Y ∈ C(ξ)}.
The following characterization of C(X) and C(X)◦ will prove useful.
Remark 3.1 ([12]). If X ∈ a+ then H ∈ a belongs to C(X) if and only if
trX = trH and
hi1 + · · ·+ hik ≤ x1 + · · ·+ xk (16)
for every choice of distinct indices i1, . . . , ik ∈ {1, . . . , n}, 1 ≤ k ≤ n − 1.
Moreover, H ∈ C(X)◦ if and only if all the inequalities in (16) are strict.
Proposition 3.1. If X ∈ a+ then Cn(X) = ∪ξ∈E(X) Ĉn−1(ξ).
Proof. We first show that A(X) = ∪ξ∈E(X) Ĉn−1(ξ) is a convex set. Let H
and H˜ ∈ A(X). We have H ′ =
∑
σ∈Sn−1
σ · ξ and H˜ ′ =
∑
σ∈Sn−1
σ · ξ˜. For
for t ∈ [0, 1], we have
tH ′ + (1− t) H˜ ′ = t
∑
σ∈Sn−1
σ · ξ + (1− t)
∑
σ∈Sn−1
σ · ξ˜
=
∑
σ∈Sn−1
σ · (t ξ + (1− t) ξ˜).
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Since E(X) is convex, we have η = t ξ + (1− t) ξ˜ ∈ E(X). Finally, it follows
easily that tH + (1− t) H˜ ∈ Ĉ(η).
We next show that C(X) ⊂ A(X). Given that A(X) is convex, we
only need to show that σ · X ∈ A(X) for every σ ∈ Sn. For such a σ,
we have σ · X = diag[xσ−1 , . . . , xσ−1(n)]. Now define τ ∈ Sn−1 by τ
−1(k) ={
σ−1(k) if σ−1(k) < σ−1(n)
σ−1(k)− 1 if k ≥ σ−1(n)
for k = 1, . . . , n − 1 and ξ by ξk ={
xk if k < σ
−1(n)
xk+1 if σ
−1(k) ≥ σ−1(n)
for k = 1, . . . , n−1. One verifies that ξ ∈ E(H)
and that σ ·X = τ̂ · ξ ∈ Ĉn−1(ξ) ⊂ A(X).
We now claim that A(X) ⊂ C(X). Let H ∈ Ĉ(ξ) for some ξ ∈ E(X).
Since H =
∑
τ∈Sn−1
bτ τ̂ · ξ, it suffices to observe that τ̂ · ξ = τ˜ · ξˆ where
τ˜ ∈ Sn is defined by τ˜(k) = τ(k) if k < n and τ˜(n) = n. Since ξˆ ∈ C(X)
(which can be checked using Remark 3.1), the claim follows.
The next result sets the stage for the proof that the kernel H 7→ K(H,X)
is strictly positive on C(X)◦.
Proposition 3.2. Suppose X ∈ a+, X 6= C In, and use the notation in
Theorem 2.2. Let E(X)◦ = {ξ ∈ E(X) : ak+1 < ηk < ak} where ηk = ξNk ,
1 ≤ k ≤ r − 1. Then C(X)◦ = ∪ξ∈E(X)◦ ̂Cn−1(ξ)◦ (if n = 2 then assume
Cn−1(ξ) = Cn−1(ξ)
◦ = {ξ}).
Proof. Let H ∈ C(X)◦. We know by Proposition 3.1 that there exists ξ ∈
E(X) with H ′ ∈ C(ξ). We prove first that ξ can be chosen so that H ′ ∈
C(ξ)◦. From Remark 3.1, for every distinct i1, . . . , in−1 ∈ {1, . . . , n − 1}:
h1 + · · ·+ hn−1 = ξ1 + · · ·+ ξn−1 and
hi1 + · · ·+ hik ≤ ξ1 + · · ·+ ξk, 1 ≤ k < n− 1. (17)
Suppose H ′ 6∈ C(ξ)◦ and assume hi1 ≤ · · · ≤ hin−1 . Let k < n− 1 be the
smallest index for which an inequality in (17) is not strict. We must have
ξi < xi for some i ≤ k (otherwise hi1 + · · ·+hik = ξ1+ · · ·+ ξk = x1+ · · ·+xk
which contradicts H ∈ C(X)◦). We must also have ξj > xj+1 for some j > k;
otherwise hi1 + · · ·+hik = ξ1+ · · ·+ ξk and hi1 + · · ·+hin−1 = ξ1+ · · ·+ ξn−1
would mean hik+1+· · ·+hin−1 = xk+2+· · ·+xn i.e.
∑
r 6=is,
s≥k+1
hr = x1+· · ·+xk+1
which contradicts H ∈ C(X)◦. Let ξ˜i = ξi+δ, ξ˜j = ξj−δ and ξ˜s = ξs if s 6= i
and s 6= j where 0 < δ < min{xi− ξi, ξj −xj+1}. We replace ξ by ξ˜ and note
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that H ′ ∈ C(ξ˜). If H ′ 6∈ C(ξ˜)◦ then the smallest k for which an inequality in
(17) is not strict will be larger. Eventually, the process will stop.
We may now assume that H ′ ∈ C(ξ)◦. We now show that we can select ξ
with ηi < ai for i = 1, . . . , r − 1. Suppose ξ does not satisfy that condition.
Let k ≤ r− 1 be the smallest index such that ηk = ak. If k = 1, observe that
there will be an index j > 1 such that ηj < aj (otherwise hi1 + · · ·+ hin−1 =
x1 + · · ·+ xn−1 which contradicts H ∈ C(X)
◦); let η˜1 = η1 − δ, η˜j = ηj + δ
and η˜i = ηi if i 6= 1 and i 6= j with 0 < δ < min{η1 − a2 = a1 − a2, aj −
ηj, ξ1 + · · ·+ ξs − hi1 − · · · − his , 1 ≤ s ≤ j}. We replace ξ by ξ˜ by changing
η and η˜. We may now assume that k > 1; let η˜1 = η1 + δ, η˜k = ηk − δ and
η˜i = ηi for i 6= 1 and i 6= k with 0 < δ < min{a1 − η1, ak − ak+1}. We still
have H ′ ∈ C(ξ˜)◦ and the smallest index such that η˜i = ai, if any, will be
larger. Eventually, the process will stop.
We now assume that H ∈ C(ξ)◦ and that ξ satisfies ηi < ai for each i.
To ensure that ηi > ai+1 for all i, we proceed in much the same way except
that we consider the largest index such that ηk = ak+1 (if any). The rest is
as before.
Now let H ∈ Ĉ(ξ)◦ with ξ ∈ E(X)◦ and suppose H 6∈ C(X)◦. Since
H ′ ∈ C(ξ)◦, we must have hi1+ · · ·+his−1+hn = x1+ · · ·+xs for some s < n.
Therefore, since H ′ ∈ C(ξ)◦ and ξ ∈ E(X)◦, ξ1+· · ·+ξn−1 = h1+· · ·+hn−1 =
h1+· · ·+hn−1+hn−hn = x1+· · ·+xn−hn = (hi1+· · ·+his−1+hn)+(xs+1+· · ·+
xn)−hn = (hi1+· · ·+his−1)+(xs+1+· · ·+xn) < (ξ1+· · ·+ξs−1)+(ξs+· · ·+ξn−1)
which is absurd.
Remark 3.2. Suppose H ∈ C(X)◦ and H ′ ∈ C(ξ) with ξ ∈ E(H). By
choosing the successive δ’s in the proof small enough, one can choose ξ˜ ∈
E(X)◦ to be arbitrarily close to ξ with H ′ ∈ C(ξ˜)◦.
We can now provide a Laplace-type representation for the generalized
spherical function associated to the root system An−1 along with the support
of the dual of the Abel transform.
Theorem 3.1. Assume m > 0 and suppose φ
(m)
λ is the generalized spherical
function for the root system An−1 in the trigonometric setting and, for X ∈ a,
X 6= c In and H ∈ C(X), let DH(X) = {ξ ∈ E(X) : H
′ ∈ C(ξ)}. Then
φ
(m)
λ (e
X) =
∫
C(X)
ei λ(H)K(m)n (H,X) dH (18)
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where
K(m)n (H,X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
∫
DH (X)
K
(m)
n−1(H
′, ξ) S˜(m)(η,X)
∏
i<j
sinhm(ηi − ηj) dη1 · · · dηr−2
(19)
is strictly positive and smooth on C(X)◦. When r = 2, DH(X) contains only
one element and (19) should be interpreted as
K(m)n (H,X) =
Γ(m)∏2
i=1 Γ(mni/2)
K
(m)
n−1(H
′, ξ) S˜(m)(η,X).
Furthermore, if n = 2 then K
(m)
n−1(H
′, ξ) should be replaced by 1.
Remark 3.3. If we consider the larger range ℜm > 0 then the result remains
valid except that K
(m)
n (·, X) 6= 0 on C(X)◦ does not necessarily follow. All
we can conclude then is that supportK
(m)
n (·, X) ⊂ C(X).
In the geometric case, when X = c In, the measure in (18) is the Dirac
measure δX . Using Proposition 10 and induction, we can conclude that the
same holds in the generalized setting.
Proof. Assume X ∈ a, X 6= c In. Since φ
(m)
λ (e
X) = φ
(m)
λ (e
π(X)), we can
assume without loss of generality that X ∈ a+. We prove the result by
induction on n ≥ 2. If n = 2 then we have
K
(m)
2 (H,X) =
Γ(m)
(Γ(m/2))2
sinh1−m(x1 − x2) [sinh(x1 − h1) sinh(h2 − x2)]
m/2−1
(20)
which is smooth and strictly positive when x1 > h1 ≥ h2 > x2 i.e. when
H ∈ C(X)◦ (X ∈ a+, X 6= C I2 implies X ∈ a
+). Note that if m 6= 2,
K
(m)
2 (H,X) is either equal to 0 (when m > 2) or infinite (when 0 < m < 2)
when H ∈ ∂C(X); K
(2)
2 (H,X) > 0 for H ∈ C(X) and is 0 elsewhere.
Assume now that the result is true for n − 1, n ≥ 3. Suppose first that
r > 2. For H ∈ C(X)◦, let
DH(X) = {ξ ∈ E(X) : H
′ ∈ C(ξ)},
D◦H(X) = {ξ ∈ E(X)
◦ : H ′ ∈ C(ξ)◦}, (21)
EH(X) = {ξ ∈ E(X) : tr ξ = trH
′}.
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The sets in (21) can all be parametrized by η1, . . . , ηr−2 since h1 + · · ·+
hn−1 = ξ1 + · · · + ξn−1 = η1 + · · · + ηr−1 +
∑r
i=1 (ni − 1) ai = h1 + · · · +
hn−1. Furthermore, D
◦
H(X) ⊆ DH(X) ⊆ EH(X). Both DH(X) and EH(X)
are closed sets. We claim that that D◦H(X) is a nonempty open subset of
EH(X) which is dense in DH(X). Indeed, observe first that D
◦
H(X) 6= ∅ is
a consequence of Proposition 3.2. Now, let ξ˜ ∈ D◦H(X) and let 0 < ǫ <
min{(ξ1 + · · · + ξs − hi1 − · · · − his)/s, s = 1, . . . , n − 2, ai − ηi, ηi − ai+1}
(the indices is are assumed to be distinct and between 1 and n − 1). It is
not difficult to check that if ξ ∈ EH(X) and |ηk − η˜k| < ǫ for all k then
ξ ∈ E(X)◦ and H ′ ∈ C(ξ)◦ i.e. that ξ ∈ D◦H(X). The fact that D
◦
H(X) is
dense in DH(X) follows easily from Remark 3.2. We have
φ
(m)
λ (e
X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
ei λn
∑r
k=1 nk ak (22)
·
∫
E(X)
∫
C(ξ)
ei λ0(H
′)K
(m)
n−1(H
′, ξ) dH ′ S˜(m)(η,X)
∏
i<j
sinhm(ηi − ηj) dη
From (22), we obtain expression (18) with
K(m)n (H,X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
∫
DH (X)
K
(m)
n−1(H
′, ξ) S˜(m)(η,X)
∏
i<j
sinhm(ηi − ηj) dη1 · · · dηr−2
=
Γ(mn/2)∏r
i=1 Γ(mni/2)
∫
D◦
H
(X)
K
(m)
n−1(H
′, ξ) S˜(m)(η,X)
∏
i<j
sinhm(ηi − ηj) dη1 · · · dηr−2 > 0
since the integrand is smooth and strictly positive over an open subset of
EH(X).
If r = 2 then DH(X) = {ξ} with η = η1 =
∑n−1
k=1 hk − (n1 − 1) a1 − (n2 −
1) a2 and
K(m)n (H,X) =
Γ(m)∏2
i=1 Γ(mni/2)
K
(m)
n−1(H
′, ξ) S˜(m)(η,X)
and the result follows.
Remark 3.4. Graczyk and Loeb have given a fairly explicit construction for
the kernel of the Abel transform in the case of complex Lie groups in [2]
while Graczyk and Sawyer have also given in [6] an expression in the case
of Lie groups of noncompact type (with a few exceptions of low dimension).
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In either case, the support of the kernel is not obvious from the expression
(although known since we are in the geometric setting). In [19], Trime`che
has provided sensibly the same expression as we have here in the case A2
(n = 3) and showed that the support of the kernel is included in C(X).
4. The Dunkl setting
We use a result of de Jeu in [1] (taking “rational limits”) to adapt the
results of Section 2 and Section 3 to the Dunkl setting. Using a result from
Rejeb, this allows us in turn to describe precisely the support of the Dunkl
intertwining operator V .
Theorem 4.1. We use the notation set up in Definition 2.3. The generalized
Dunkl spherical function associated to the root system An−1 in the Dunkl
settingis given by ψ
(m)
λ (e
X) = ei λ(X) when n = 1 and, for n ≥ 2,
ψ
(m)
λ (e
X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
ei λn
∑r
k=1 nk ak
∫
E(X)
ψ
(m)
λ0
(eξ) T (m)(η,X) d0(η)
m dη
(23)
where X ∈ a+, E(X), and λ0 are as before, d0(η) =
∏
r<s (ηr − ηs) and
T (m)(η,X) =
∏
i<j
(ai − aj)
1−m (ni+nj)/2 d0(ξ)
1−m
r∏
p=1
[
p−1∏
i=1
(ηi − ap)
r−1∏
i=p
(ap − ηi)
]mnp/2−1
.
Proof. We apply the Weyl-invariant version of [1, Theorem 4.13]: we have
ψ
(m)
λ (e
X) = lim
ǫ→0
φ
(m)
λ/ǫ (e
ǫX)
uniformly in λ and X over compact sets (this technique has been described
as “taking rational limits”). We then use the change of variable η = ǫ η˜ which
means that ξ = ǫ ξ˜ and dη = ǫr−1 dη˜. Counting the powers of ǫ carefully, we
have
φ
(m)
ǫ λ0
(eξ) S˜(m)(η, ǫX)
∏
i<j
sinhm(ηi − ηj) dη (24)
= φ
(m)
ǫ λ0
(eǫ ξ˜)
∏
i<j
[
sinh(ǫ ai − ǫ aj)
ǫ
]1−m (ni+nj)/2 ∏
i<j
sinh(ǫ η˜i − ǫ η˜j)
ǫ
·
r∏
p=1
[
p−1∏
i=1
sinh(ǫ η˜i − ǫ ap)
ǫ
r−1∏
i=p
sinh(ǫ ap − ǫ η˜i)
ǫ
]mnp/2−1
dη˜.
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The term∏
i<j
[
sinh(ǫ ai − ǫ aj)
ǫ
]1−m (ni+nj)/2 ∏
i<j
sinh(ǫ η˜i − ǫ η˜j)
ǫ
·
r∏
p=1
[
p−1∏
i=1
sinh(ǫ η˜i − ǫ ap)
ǫ
r−1∏
i=p
sinh(ǫ ap − ǫ η˜i)
ǫ
]mnp/2−1
converges to T (m)(η,X) d0(η)
m and is dominated by MX T
(m)(η,X) d0(η)
m,
where MX is a constant which depends only on the compact set E(X) and
therefore on X (this last statement is easily inferred from the inequalities
1
2
eu u
1+u
≤ sinh u ≤ eu u
1+u
for u ≥ 0).
Another application of [1, Theorem 4.13] gives us limǫ→0 φ
(m)
ǫ λ0/ǫ
(eǫξ˜) =
ψλ0(e
ξ˜) uniformly on E(H); the result then follows using the dominated
convergence theorem.
Corollary 4.1. We use the same definitions as in the theorem. Then
ψ
(m)
λ (e
X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
ei λn
∑r
k=1 nk ak
∫
σr
ψ
(m)
λ0
(eξ)
n∏
i=1
γ
mni/2−1
i dγ
(25)
where the ξi are the roots of q(x) =
∏r
j=1 (x− aj)
nj−1
∑r
i=1 γi
∏
j 6=i (x− aj).
More precisely, ξ is as in (11) with ξk = ai whenever Ni−1 < k < Ni and
ξNi = ηi ∈ [ai, ai+1] are the roots of the polynomial q1(x) =
∑r
i=1 γi
∏
j 6=i (x−
aj). Equivalently,
γp =
∏r−1
j=1 (ηj − ap)∏
j 6=p (aj − ap)
, p = 1, . . . , r.
Proof. It suffices to use the change of variables γp =
∏r−1
j=1 (ηj−ap)∏
j 6=p (aj−ap)
, p = 1, . . . , r
in (23).
Proposition 4.1. Let f 7→ V f(X) =
∫
a
f(H) dµX(H) be the intertwining
operator in the Dunkl setting as discussed in the Introduction and let f 7→
A∗ f the dual Abel operator.
1. If f is a Weyl-invariant smooth function then V f = A∗ f .
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2. support(µX) is Weyl-invariant.
3. support(K(·, X)) = support(µX) ⊂ C(X)
Proof. 1. Suppose that f is Weyl-invariant. Then for X ∈ a,
A∗ f(X) = A∗
(∫
a
∗
f˜(λ) e−i λ(X) dλ
)
=
∫
a
∗
f˜(λ) A∗(e−i λ(X)) dλ
=
∫
a
∗
f˜(λ)ψ−λ(X) dλ
while
V f(X) = V
(∫
a
∗
f˜(λ) e−i λ(X) dλ
)
= V
(∫
a
∗
f˜(λ)
1
|W |
∑
σ∈W
e−i λ(σ
−1·X) dλ
)
=
∫
a
∗
f˜(λ) V
(
1
|W |
∑
σ∈W
e−i λ(σ
−1·X)
)
dλ =
∫
a
∗
f˜(λ)ψ−λ(X) dλ
the last equality being a consequence of the relationship between the
generalized spherical functions and the eigenfunctions of the Dunkl
operators as given in (3) (refer to [11] for example).
2. This result appears in the doctoral thesis of C. Rejeb [13, Theorem
2.9].
3. support(K(·, X)) ⊂ support(µX). Indeed, suppose thatH0 6∈ support(µX).
Using 2., this implies that (W · H0) ∩ support(µX) = ∅. Let ǫ > 0 be
such that (W · B(H0, 2 ǫ)) ∩ support(µX) = ∅ and let f be a smooth
non-negative function which is identically 1 on B(H0, ǫ) and 0 outside
B(H0, 2 ǫ). Let f
W (Z) = 1
|W |
∑
σ∈W f(σ
−1 · Z). Then for X ∈ a,
0 = V (fW )(X) = A∗ fW (X) = A∗ f(X)
which means that H0 6∈ support(K(·, X)).
On the other hand, if µX(U) > 0 with U open, then
A∗(1U )(X) = A
∗
(∑
w∈W 1U ◦ w
−1
|W |
)
(X) = V
(∑
w∈W 1U ◦ w
−1
|W |
)
(X)
≥
V (1U)(X)
|W |
> 0
which implies that support(µX) ⊂ support(K(·, X)).
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Remark 4.1. Ro¨sler and Voit have shown in [14, 16] that the support of the
intertwining operator V is always included in C(X). Furthermore, our result
shows that the support of the Abel transform and of the intertwining operator
are the same.
We show below that the results for the Laplace-type representation of the
generalized spherical functions associated to the root systems of type A still
hold in the Dunkl setting. Furthermore, we are able to describe precisely the
support of the Dunkl intertwining operator V .
Theorem 4.2. Assume m > 0 and suppose ψ
(m)
λ is the generalized spherical
function for the root system An−1 in the Dunkl setting and, for X ∈ a,
X 6= c In and H ∈ C(X), let DH(X) = {ξ ∈ E(X) : H
′ ∈ C(ξ)}. Then
ψ
(m)
λ (e
X) =
∫
C(X)
ei λ(H) Kˇ(m)n (H,X) dH
where
Kˇ(m)n (H,X) =
Γ(mn/2)∏r
i=1 Γ(mni/2)
∫
DH (X)
Kˇ
(m)
n−1(H
′, ξ) T (m)(η,X) (26)
·
∏
i<j
(ηi − ηj)
m dη1 · · · dηr−2
is strictly positive and smooth on C(X)◦. When r = 2, DH(X) contains only
one element and (19) should be interpreted as
Kˇ(m)n (H,X) =
Γ(m)∏2
i=1 Γ(mni/2)
Kˇ
(m)
n−1(H
′, ξ) T (m)(η,X).
Furthermore, if n = 2 then K
(m)
n−1(H
′, ξ) should be replaced by 1.
Remark 3.3 also applies here.
Proof. The proof is practically identical to the one of Theorem 3.1.
Furthermore, we are able to specify precisely the support of the Dunkl
intertwining operator V .
Corollary 4.2. The support of the intertwining operator V is C(X).
Proof. A consequence of the theorem and of Proposition 4.1, part 3.
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5. Conclusion
Our approach is heavily dependent on the iterative formulae of the spheri-
cal functions for the roots system An−1. It is not out of question that iterative
formulae such as (5), (6), (23) and (25) could be developed for the classical
real and complex symmetric spaces. These formulae could then potentially
lead to expressions for the generalized spherical functions associated to the
corresponding root systems. Not only was this approach used to derive the
original formulae (5) and (6) but the same principle was used to prove a sharp
criterion for the existence of the product formula for different root systems
(see for instance [3, 4, 5]).
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