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Abstract
Let X be a smooth projective curve of genus g and L be a degree l line
bundle on X with l ≥ 2g− 1. Denote the stack of rank two Higgs bundles
on X with value in L byHiggs and the semistable part byHiggsss. Let H
be the Hitchin base. In this paper we will construct the Poincare´ sheaf P
on Higgs×H Higgsss which is a maximal Cohen-Macaulay sheaf and flat
over Higgsss. In particular this includes the locus of nonreduced spectral
curves. The present work generalizes the construction of the Poincare´
sheaf in [1], [3] and [13].
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1
1 Introduction
1.1 Poincare´ sheaf
Let C be a smooth projective curve and J be the Jacobian of C. Then it is well
known that there is a Poincare´ line bundle P on J × J which is the universal
family of topologically trivial line bundles on J(See [14]). When C is an integral
planar curve, the Jacobian J is no longer projective, but we can consider the
compactified Jacobian J ([7],[8]) which parameterizes torsion free rank 1 sheaves
on C. In this case there exists a Poincare´ line bundle on P on J×J ([2]) defined
in the following way. Consider
C × J × J
pi
y
J × J
Then:
P = det(Rπ∗(L⊗F ))⊗ det(Rπ∗OC)⊗ det(Rπ∗(L))
−1 ⊗ det(Rπ∗(F ))
−1 (1.1)
where F and L are the universal sheaves on C×J and C×J . It is interesting to
ask whether we can extend P to J×J . For curves with double singularities, this
has been answered in [15], and the generalization to all integral planar curves
is obtained in [1](Similar results have also been obtained by Margarida Melo,
Antonio Rapagnetta and Filippo Viviani in [3], where they work with moduli
space instead of stacks):
Theorem 1.1.1. There exists a maximal Cohen-Macaulay sheaf P on J × J
such that the restriction of P to J × J ∪J × J is the Poincare´ line bundle given
by formula 1.1. Moreover, P is flat over both component J .
We shall call P the Poincare´ sheaf. In fact, even though the theorem is
stated only for integral curves, the argument presented in [1] also works for
reduced planar curves.
Remark 1. For the construction of the Poincare´ line bundle on J × J ∪ J × J ,
we do not need to assume that C is reduced. Similarly, Lemma 1.3.5 also holds
for Poincare´ line bundles of nonreduced planar curves.
One of the main motivations for studying compactified Jacobians is that
they are fibers of the Hitchin fibration. Let X be a smooth projective curve, L
a line bundle on X . Denote the stack of rank n Higgs bundle with value in L
by Higgs. Let H be the Hitchin base which parameterizes spectral curves. We
have the Hitchin fibration Higgs
h
−→ H . It is well-known that a Higgs bundle
on X can be naturally viewed as a torsion-free rank 1 sheaf on the spectral
curve C(See [16]). Moreover, let Hr be the open subscheme of H corresponding
to reduced spectral curves. Then it is well-known that the fibers of h over Hr
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can be identified with the compactified Jacobian of C. Let Higgsreg denote the
open substack of Higgs corresponding to line bundles on spectral curves. Then
formula 1.1 defines a Poincare´ line bundle P on
Higgsreg ×H Higgs ∪Higgs×H Higgs
reg
Moreover, denote the open substack of Higgs bundles with generically regular
Higgs field by H˜iggs (Definition 3.1.4). As we will see later in Proposition 1.3.2,
the construction in [1] actually provides a maximal Cohen-Macaulay sheaf P on
H˜iggs×H Higgs ∪Higgs×H H˜iggs
which extends the Poincare´ line bundle on
Higgsreg ×H Higgs ∪Higgs×H Higgs
reg
Moreover, it is shown in [1] that P induces an autoequivalence of the derived
category. This establishes the Langlands duality for Hitchin systems for GL(n)
over the locus of integral spectral curves(See [1] for discussions about its relations
with automorphic sheaves). Hence it is a very interesting question whether
we can extend the maximal Cohen-Macaulay sheaf above to Higgs×H Higgs.
The main issue here is how to extend P to the locus of nonreduced spectral
curves. In this paper we provide a partial answer in the case of rank 2 Higgs
bundles on a projective smooth curve X . Namely, let Higgsss be the open
substack of semistable Higgs bundles. We are going to construct a maximal
Cohen-Macaulay sheaf on Higgs×H Higgsss such that it is an extension of the
Poincare´ line bundle.
1.2 Main result and the Organization of the paper
Let X be a smooth projective curve of genus g, L a line bundle on X of degree
l ≥ 2g − 1. Let Higgs be the stack of rank two Higgs bundles on X with value
in L, and H be the Hitchin base. Let Higgsss denote the open substack of
semistable Higgs bundles, and let Higgsreg denote the open substack of Higgs
corresponds to Higgs bundles that are line bundles on its spectral curve. The
main theorem of the paper is the following:
Theorem 1.2.1. There exists a maximal Cohen-Macaulay sheaf P onHiggs×H
Higgsss which extends the Poincare´ line bundle onHiggsreg×HHiggsss. More-
over, P is flat over Higgsss.
By Proposition 2.2.3, such an extension of the Poincare´ line bundle on
Higgsreg ×H Higgsss is unique if exists. Let H˜iggs be the open substack of
Higgs corresponds to Higgs bundles with generically regular Higgs field(See Def-
inition 3.1.4). The construction in [1] provides the Poincare´ sheaf on H˜iggs×H
Higgsss. The problem is that for Higgs bundles with nonreduced spectral
curves, the Higgs field may not be generically regular, hence the construction
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in [1] does not extend to Higgs×H Higgsss. In the previous work [13] we con-
structed the Poincare´ sheaf for the stack of Higgs bundles of P1. In this paper
we generalize the construction to higher genus curves.
Organization. The rest of the paper is organized as follows. In 1.3 we shall
review the construction in [1] and adapt it to our setting. In 1.4 we sketch
the main idea of the construction, which is the fundamental diagram 1.2 below.
We will discuss its motivation and also the relation with our previous work for
P1. In section 2 we gather some preliminary results that will be used in the
paper. Most of these are similar to the previous paper, the new feature is the
vanishing result in Lemma 2.4.2. In section 3 we first review the geometry of
the stack of Higgs bundles. In subsection 3.3 we come to the main construction,
which involves the stack Y, a closed substack Z of Y and the blowup of Y
along Z which is denoted by B. The main result is the fundamental diagram
established in Proposition 3.3.6, which roughly speaking says the following(See
the discussions in subsection 1.4 and subsection 3.3 for more detail): There
exists a natural morphism
Y\Z → HilbdS
and it extends to a morphism B → HilbdS , hence we have the following diagram:
B
pi

p
// HilbdS
Z // Y
(1.2)
In section 4 we use the fundamental diagram above to establish Lemma 4.0.3,
and in the last section we use it to finish the construction of the Poincare´ sheaf.
1.3 Review of the construction of the Poincare´ sheaf
This subsection is essentially the same as subsection 1.3 of the previous work
[13], we include it here for reader’s convenience. We will review the construction
of the Poincare´ sheaf in [1] and [3]. And we will also adapt the construction to
our setup. Let C be a reduced planar curve embedded into a smooth surface
C →֒ S. It is well known that HilbdC is a complete intersection in Hilb
d
S of
codimension d. Let J be the stack of torsion free rank 1 sheaves on C. The
Poincare´ sheaf on J×J can be constructed as follows. Fix an ample line bundle
N of C. We have a natural Abel-Jacobian map:
HilbdC
α
−→ J D → I∨D ⊗N
−m
Let Ud be the open subscheme of Hilb
d
C given by the condition H
1(I∨d ) = 0.
Then the restriction of α to Ud is smooth, and the union of the image of all Ud
in J covers J . So we only need to construct Poincare´ sheaf on Ud× J and show
it descends to J×J . Let F be the universal sheaf on C×J . The Hilbert scheme
of the surface is denoted by HilbdS . It is well known that Hilb
d
S is smooth. Let
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FlagdS be the flag Hilbert scheme of S, which parameterizes length d subschemes
together with a complete flag:
∅ = D0 ⊆ D1 ⊆ · · · ⊆ Dd = D
Consider the following diagram:
HilbS × J
ψ×id
←−−−− H˜ilbS × J
σd×id−−−−→ Sd × J
ld×id
←−−−− Cd × J
p1
y
HilbS
where H˜ilbS stands for the isospectral Hilbert scheme of S (See [1] Proposition
3.7 or [17] for the definition). It is known that ψ is finite flat. Moreover, let
Hilb
′d
S be the open subscheme of Hilb
d
S parameterizing subschemes that can be
embedded into smooth curves, Then we have:
˜HilbdS |Hilb′d
S
≃ Flag
′d
S = Flag
d
S |Hilb′d
S
Let D
pi
−→ HilbS be the universal finite subscheme over HilbS and set A = π∗OD,
then we define:
Q = ((ψ × id)∗(σd × id)
∗(ld × id)∗F
⊠d)sign ⊗ p∗1det(A)
−1 (1.3)
where the upper index ”sign” stands for the space of antiinvariants with respect
to the natural action of the symmetric group. Then it is proved in [1] that Q
is supported on HilbC and it’s a maximal Cohen-Macaulay sheaf. Moreover, if
we restrict Q to Ud, then it descends down to J × J . (In [1] the statement is
proved only for integral curves, but the same argument works for any reduced
planar curves. The construction also works for families of planar curves). Let
Hilb
′
S ⊆ HilbS be the open subscheme parameterizing subchemes D such that D
can be embedded into a smooth curve. Then we have a simpler description of the
restriction of H˜ilbS to Hilb
′
S thanks to the following proposition ([1] Proposition
3.7):
Proposition 1.3.1. Let FlagdS be the flag Hilbert scheme of S, then we have
˜HilbdS |Hilb′d
S
≃ Flag
′d
S = Flag
d
S |Hilb′d
S
Hence over Hilb
′
S we have Flag
′
S ≃ H˜ilbS , and the construction can be writ-
ten in terms of Flag
′
S .
We shall adapt the construction above to our setting. Namely, let Higgs be
the stack of rank 2 Higgs bundles on X with value in L, and x0 a point on X .
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We work with the family of spectral curves over H :
C //
❄
❄❄
❄❄
❄❄
S ×H
{{①①
①①
①①
①①
①
H
Let N be the line bundle on C which is the pullback of O(x0) on X . Let H˜iggs
be the stack of Higgs bundles with generically regular Higgs field. Then we still
have Abel-Jacobian map:
HilbdC|H
α
−→ H˜iggs : D → I∨D ⊗N
−m
Moreover, if we set Ud to be the open subscheme of Hilb
d
C|H consists of D such
that H1(IˇD) = 0, then α is smooth on Ud. Also if we vary d, the image of all
Ud will cover H˜iggs.
Consider the diagram:
HilbS ×Higgs
ψ×id
←−−−− H˜ilbS ×Higgs
σd×id−−−−→ Sd ×Higgs
ld×id
←−−−− Cd ×H Higgs
p1
y
HilbS
where Cd is d fold Cartesian product of C over H :
Cd = C ×H · · · ×H C
Similarly, set:
Q = ((ψ × id)∗(σd × id)
∗(ld × id)∗F
⊠d)sign ⊗ p∗1det(A)
−1 (1.4)
Then by essentially the same argument, we get a Cohen-Macaulay sheaf Q
of codimension d on HilbdS × Higgs. If we denote the open subscheme of H
corresponding to reduced spectral curves by Hr, and its complement by Hnr.
Then over Hr, the sheaf Q is supported on Hilb
d
C|Hr ×Hr Higgs|Hr . It is not
hard to check that Hnr has codimension 2l+1−g in H . Also since Higgs is flat
over H , the complement of HilbdS ×Higgs|Hr also has codimension 2l + 1 − g.
From the construction in [1] it is not hard to check that the codimension of
Supp(Q) ∩ HilbdS ×Higgs|Hnr
is greater than or equals to d+ 2l+ 1− g. Since Q is Cohen-Macaulay of codi-
mension d, the support of Q is of pure dimension without embedded components
and has codimension equal to d in HilbdS ×Higgs (Proposition 2.2.2). We con-
clude that HilbdC|Hr ×Hr Higgs|Hr is a dense open subset in Supp(Q) with the
codimension of the complement greater than or equals to 2l + 1 − g. Hence Q
is supported on HilbdC|H ×H Higgs over the entire H . In conclusion, we have:
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Proposition 1.3.2. Let Q be the sheaf on HilbdS×Higgs given by formula 1.4,
then
(1) Q is a maximal Cohen-Macaulay sheaf of codimension d on HilbdS ×Higgs
supported on HilbdC|H ×H Higgs.
(2) If we consider its restriction to Ud ×H Higgs (Recall that Ud is the open
subscheme of HilbdC|H consists of D such that H
1(IˇD) = 0), then it descend
to H˜iggs×HHiggs and agrees with the Poincare´ line bundle onHiggsreg×H
Higgs.
Using the fact that the complement of Higgsreg has codimension greater
than or equals to 2, we conclude from Proposition 2.2.3 that the maximal Cohen-
Macaulay sheaves on H˜iggs×H Higgs and Higgs×H H˜iggs constructed from
the previous Proposition glues together, hence we have the following:
Corollary 1.3.3. We have a maximal Cohen-Macaulay sheaf on
H˜iggs×H Higgs ∪Higgs×H H˜iggs
which agrees with the Poincare´ line bundle on
Higgsreg ×H Higgs ∪Higgs×H Higgs
reg
For later use, we will also denote
Q′ = ((σd × id)
∗(ld × id)∗F
⊠d)⊗ (id× ψ)∗(p∗1det(A)
−1) (1.5)
The following lemma is clear from the formula 1.4:
Lemma 1.3.4. Q is a direct summand of (ψ × id)∗(Q′)
For the purpose of the last section, let us also record the following equivari-
ance properties of the Poincare´ sheaf established in [1]. All the properties still
hold for the Poincare´ sheaf in Corollary 1.3.3, because of Proposition 2.2.3.
Lemma 1.3.5. (1) Let L be a line bundle on C. Consider the automorphism
µL of J defined by F → F ⊗ L, then we have that:
(µL × id)
∗P ≃ P ⊗ p∗2(PL)
where PL is a line bundle on J obtained by restriction of the Poincare´ line
bundle to {L} × J →֒ J × J
(2) Let ν be the involution of J given by F → Fˇ = HomOC (F,OC). Consider:
J × J
ν×id
−−−→ J × J
Then we have:
(ν × id)∗(P) ≃ Pˇ = Hom(P , O)
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(3) Consider the diagram:
J × J J × J × J
p13oo p23 //
µ×id

J × J
J × J
where J × J
µ
−→ J is given by (L, F )→ L⊗ F . Then we have
(µ× id)∗(P) ≃ p∗13(P)⊗ p
∗
23(P)
1.4 Motivation of the construction and a reformulation of
the main theorem
In this subsection we will sketch the idea of the construction of the Poincare´
sheaf. The motivation comes from Drinfeld’s construction of the automorphic
sheaf which we shall briefly recall.(See [11] and [12]) Let X be a smooth projec-
tive curve over a finite field, and E an irreducible rank two l-adic local system
on X . Denote the stack of rank two vector bundles of X by Bun2. In [11] Drin-
feld constructed an automorphic perverse sheaf AutE on Bun2 via the following
procedure. Let d be an integer greater than 4g− 4. Let S = Picd be the Picard
scheme of X corresponding to degree d line bundles. Let P = X(d). It is well
known that the symmetric power X(d) is a projective bundle over Picd. Let Pˇ
be the dual projective bundle. By definition, Pˇ classifies nontrivial extensions
up to scalers:
0→ Ω1X → L2 → L1 → 0
Pˇ is equipped with natural morphisms:
Pˇ → Bun2 : {0→ Ω
1
X → L2 → L1 → 0} → L2
Pˇ → S : {0→ Ω1X → L2 → L1 → 0} → L1
There exists a nonempty open subscheme U ⊆ Pˇ such that the morphism U →
Bun2 is smooth. Let Z be the scheme of universal hyperplane in P ×S Pˇ . Hence
we have the following commutative diagram:
Z
ρˇ
||③③
③③
③③
③③
③
ρ
❄
❄❄
❄❄
❄❄
❄
Pˇ
pˇi
!!❉
❉❉
❉❉
❉❉
❉❉
σ

P
pi
  
  
  
  
Bun2 S
Let E(d) be Laumon’s sheaf on P = X(d). Also, det(E) determines a rank 1
local system on PicX , denote its fiber at Ω
1
X by K. Then we have the follow-
ing(Proposition 4.2.4 and Remark 5.2 of [12]):
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Proposition 1.4.1. (1) The Radon transform of E given by
Rρˇ∗ρ
∗(E(d)[d])[d− g − 1]
is an irreducible perverse sheaf on Pˇ .
(2) The restriction of the perverse sheaf
K˜E = K ⊗Rρˇ∗ρ
∗(E(d)[d])[d− g − 1]
to U descends down to Bun2 and this gives the automorphic sheaf AutE .
Since we expect the Poincare´ sheaf on the stack of Higgs bundles to be the
classical limit of the automorphic sheaf, it should be possible to construct the
Poincare´ sheaf by modifying the Radon transform construction to the case of
Higgs sheaves. Hence it is natural to consider the following(This diagram is
contained in the appendix of [12]):
T ∗Z(Pˇ × P )
pi
yyss
ss
ss
ss
s
p
%%❑
❑❑
❑❑
❑❑
❑❑
❑
T ∗Pˇ T ∗P
It is not hard to see that T ∗P classifies the data (D, tD) where D is a length
d subscheme of X , and tD ∈ H0(Ω1X ⊗OD). Hence if we denote the cotangent
bundle of X by S, T ∗P can be naturally identified as an open subscheme of
HilbdS by embedding D into S using the section tD. Similarly, T
∗Pˇ classifies the
data:
0→ Ω1X → L2 → L1 → 0, ϕ ∈ Hom(L2, L1 ⊗ Ω
1
X)
Let U be the open subscheme of T ∗Pˇ satisfying the condition H0(Lˇ2⊗Ω2X) = 0.
Also, let Higgs′ be the stack classifying the data:
(E, φ); 0→ Ω1X →֒ E
where (E, φ) is a rank two Higgs bundle with value in Ω1X , and Ω
1
X →֒ E is a
subsheaf such that the quotient is a line bundle, and we require that H0(Eˇ ⊗
Ω2X) = 0. Then arguing as Lemma 3.3.4 we see that Higgs
′ is naturally a closed
subscheme of U . Projective duality implies that there are natural isomorphisms:
T ∗Pˇ\T ∗S ×S Pˇ ≃ T
∗
Z(Pˇ × P )\T
∗
S(S × S)×S Z ≃ T
∗P\T ∗S ×S P
Hence it induces:
(T ∗Pˇ\T ∗S ×S Pˇ )×Higgs ≃ (T
∗P\T ∗S ×S P )×Higgs
Moreover, if we denote the universal spectral curve by C, then under this iso-
morphism, the image of HilbdC|H ×H Higgs in the (T
∗P\T ∗S ×S P ) × Higgs
corresponds to (Higgs′∩ (T ∗P\T ∗S×S P ))×H Higgs. The sheaf Q on Hilb
d
S×
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Higgs = T ∗P × Higgs obtained from Proposition 1.3.2 should be viewed as
the analogue of the Laumon’s sheaf in the Higgs setting. Since Q is supported
on HilbdC|H ×H Higgs, via the isomorphisms above, Q can also be viewed as a
coherent sheaf on (Higgs′ ∩ (T ∗P\T ∗S ×S P ))×H Higgs. In order the extend
is to the entire Higgs′ ×H Higgs, it is natural to consider the full diagram:
T ∗Z(Pˇ × P )×Higgs
pi
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
p
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
T ∗Pˇ ×Higgs T ∗P ×Higgs
and ask whether π∗(p
∗(Q)) is a Cohen-Macaulay sheaf supported on Higgs′×H
Higgs. Also, to generalize this picture to Higgs bundles with values in other
line bundles, we need to give a more intrinsic characterization of T ∗Z(Pˇ × P ).
It is not hard to show in this case that T ∗Z(Pˇ × P ) can be identified with the
blowup of T ∗Pˇ along the subscheme T ∗S ×S Pˇ . Hence all these motivates the
following construction(See Construction 3.3.2 in subsection 3.3)
Construction 1.4.2. Let X be a smooth projective curve, L a line bundle
on X with degree l ≥ 2g − 1, and x0 a fixed point on X . Let Y be the stack
classifying the data (E,ϕ, s, σ) where E is a rank two vector bundle on X of
degree m with H1(E) = 0, H0(Eˇ ⊗ L) = 0, and E is globally generated, s a
nonzero global section of E such that the quotient M = E/OX is a line bundle,
and σ is a trivialization of Mx0 , and ϕ ∈ Hom(E,M ⊗ L).
We also need:
Construction 1.4.3. Let Higgs′m be the moduli stack classifying the data
(E, φ, s, σ) where (E, s, σ) satisfying the same condition as in Y, and (E, φ) is
a Higgs bundle.
In Lemma 3.3.4 we will prove that Higgs
′m is a closed substack of Y. Now
let us consider:
X × Y
f

Y
By the definition of Y, we have the following morphism of vector bundles on
X × Y:
E
ϕ
−→M ⊗ L
Hence this induced a section of M ⊗ L via:
OX
s
−→ E
ϕ
−→M ⊗ L
So we get a global section of the vector bundle f∗(M ⊗ L) on Y:
O → f∗(M ⊗ L)
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by pushing it forward. Let Z be the vanishing locus of this section. Z is
the analog of the closed subscheme T ∗S ×S Pˇ ⊆ T ∗Pˇ . We will prove that
Z is a smooth closed substack Z of Y and a complete intersection in Y(See
Lemma 3.3.5). There exists a natural morphism Y\Z → HilbdS defined by the
following procedure:
We have a morphism OY → f∗(M ⊗ L) on Y which is nonvanishing over Y\Z,
hence we get a nonvanishing global section t of M ⊗ L on X × (Y \ Z). So if
we denote the vanishing locus of t by D, then D is a closed substack of X × Y
and it is a family of finite subscheme of length d of X over Y\Z. Notice that t
is given by the composition:
OX
s
−→ E →M ⊗ L
If we restrict the above morphisms of vector bundles to D, we see that the
composition:
OD
sD−−→ E ⊗OD →M ⊗ L⊗ OD
is equal to 0 by the definition of D. Since we have the exact sequence of vector
bundles:
0→ OX → E →M → 0
So we get:
0→ OD → E ⊗OD →M ⊗OD → 0
From this we see that the morphism:
E ⊗OD →M ⊗ L⊗OD
factors through:
E ⊗OD →M ⊗OD →M ⊗ L⊗OD
This gives a section tD ∈ H0(L⊗OD), and we embed D into S via tD. So this
defines a morphism Y \ Z → HilbdS .
We want to resolve the rational map Y\Z → HilbdS . To do that we need the
blowup of Y alongZ. Denote the blowup of Y alongZ by B. In Proposition 3.3.6
we will show that the morphism
Y\Z → HilbdS
extends to a morphism
B → HilbdS
So in the end we have the following diagram which will be called the funda-
mental diagram(The construction of the diagram is given in Proposition 3.3.6
of subsection 3.3):
B //
pi

HilbdS
Z // Y
(1.6)
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Let Higgs(n) be the open substack of Higgs defined at the beginning of section
4. The fundamental diagram above induces the following diagram:
B ×Higgs(n)
pi

p
// HilbdS ×Higgs
(n)
Y ×Higgs(n)
From the dimension calculations in Lemma 3.3.4 and Lemma 3.3.5, it follows
easily that Higgs
′m ×H Higgs(n) has codimension d in Y × Higgs(n) where
d = l+m. The main theorem of the paper can be reformulated as follows:
Theorem 1.4.4. π∗(p
∗(Q))(Here all functors are derived) is a Cohen-Macaulay
sheaf of codimension d supported on Higgs
′m ×H Higgs(n).
Even though this theorem looks weaker than Theorem 1.2.1, in section 5 we
will show that we can deduce Theorem 1.2.1 from Theorem 1.4.4. The proof of
this theorem will be given in section 5. It is obtained by more detailed study of
the properties of the morphism p in subsection 3.3 and a cohomological calcu-
lation in section 4.
In the rest of this subsection, let us discuss the relationship between this con-
struction and our previous construction of the Poincare´ sheaf on the stack of
Higgs bundles for P1 in [13]. Let us recall the following construction:
Construction 1.4.5. Let Higgs′ be the moduli stack classifying the data
(E, φ, s) where (E, φ) is a rank two Higgs bundle on P1 with value in O(n)
such that the underlying vector bundle E is isomorphic to O ⊕ O, and s is a
nonzero global section of E. Here we assume n ≥ 2.
The main result of our previous work can be summarized in the following
theorem:
Theorem 1.4.6. (1) There exists a smooth closed substack Z of Higgs′ of
codimension n+ 1 such that Z is a complete intersection in Higgs′.
(2) There exists a morphism Higgs′\Z → HilbnS . Moreover, if we denote the
blowup of Higgs′ along Z by Higgs′′, then the morphism Higgs′\Z →
HilbnS extends to:
Higgs′′
pi

g
// HilbnS
Higgs′
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(3) Consider the diagram:
Higgs′′ ×H Higgs(−n)
pi

g
// HilbnS ×Higgs
(−n)
Higgs′ ×H Higgs(−n)
where Higgs(−n) denotes the open substack of hig−n such that the under-
lying vector bundle is isomorphic to O(−n)⊕O(−n). Then π∗(g∗(Q)) is a
maximal Cohen-Macaulay sheaf on Higgs′ ×H Higgs(−n)
Now let us describe the relationship between this paper and our previous
work on the Poincare´ sheaf in the case of Higgs bundles of P1 in [13]. The
construction in the previous work is similar to the construction in this paper,
except that in the case of P1 we take the blowup of Higgs′, while in this paper
we take the blowup of Y instead of Higgs
′m. It turns out that we can still
consider the stack Y for P1. And we still have the closed substack Z ′ of Y
and Higgs′ will be a closed substack of Y. What makes P1 special is that the
closed substack Z ′ and Higgs′ inside Y are transversal to each other, hence
their intersection
Z = Z ′ ∩Higgs′
is still a complete intersection in Higgs′. So the restriction of the blowup B to
Higgs′ is isomorphism to the blowup of Higgs′ along Z. This explains that in
the case of P1 is suffices to consider the stack Higgs′ and its blowup Higgs′′.
In the case of higher genus curves this is no longer true, we need to work with
Y in order to get reasonable objects.
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2 Preliminaries
In this section we gather some preliminaries that will be needed in the later
parts of the paper. Most of the materials in subsection 2.1 through 2.3 have
been discussed in section 2 of our previous work [13], hence we will list the
statements without proof.
2.1 Blowup and cohomology
Let X be a scheme, E a vector bundle of rank n+ 1 on X with a global section
s ∈ H0(X, E), such that the vanishing locus of s is a regular embedding of
codimension n + 1. Denote the vanishing locus of s by Z. Then we have the
following description about the blowup of X along Z (See Chapter 11 of [10]):
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Proposition 2.1.1. The blowup of X along Z is a regular embedding of codi-
mension n in P(E):
BlZX
i //
p
""❊
❊❊
❊❊
❊❊
❊❊
P(E) = Proj(SymX Eˇ)
pi
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
X
described by the following: On P(E) we have a natural morphism of vector
bundles:
π∗E
ϕ
−→ TP (E)|X ⊗O(−1)
The blowup is the vanishing locus of ϕ(π∗s) ∈ H0(TP (E)|X). It is a regular
embedding in P (E) so we have a Koszul resolution:
∗∧
(ΩP (E)|X ⊗O(1))→ OBlZX (2.1)
In particular, p is a local complete intersection morphism
Corollary 2.1.2. Let Y
f
−→ X be a proper flat morphism of schemes with
geometrically integral fibers. Let L be a line bundle on Y such that f∗(L) is a
vector bundle of rank n+1 and the formation of f∗(L) commutes with arbitrary
base change. Let s is a global section of L such that the vanishing locus of the
induced section t of f∗(L) has codimension n+1 on X . Let Z be the vanishing
locus of t, Set Y ′ = Y ×X BlZX . Consider:
Y ′
g′
−−−−→ Y
f ′
y f
y
BlZX
g
−−−−→ X
Then We have:
(1) The vanishing locus of s on Y is a relative effective Cartier divisor over the
open subset X\Z.
(2) The section s extends to a morphism O(E)
s′
−→ g
′∗(L) on Y ′ such that the
vanishing locus of s′ is a relative effective Cartier divisor over BlZX which
extends the relative effective Cartier divisor over X\Z
The following lemma will be useful when we compute cohomology of sheaves
on blowups:
Lemma 2.1.3. Keep the same assumption as above. Consider:
BlZX
i //
p
""❊
❊❊
❊❊
❊❊
❊❊
P(E) = Proj(SymX Eˇ)
pi
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
X
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Suppose K is an object in Dbcoh(P(E)) such that Rπ∗(K ⊗O(a)) ∈ D
≤0
coh(X) for
a ≥ 0, then we have Rp∗Li
∗K ∈ D≤0coh(X)
The following property results from Grothendieck duality:
Proposition 2.1.4. Keep the same assumption as the beginning of this subsec-
tion. Let E be the exceptional divisor in BlZA. The dualizing sheaf ωBlZA|A ≃
O(nE).
2.2 Cohen-Macaulay sheaves
In this section we shall review some facts about Cohen-Macaulay sheaves that
will be used freely in the paper. For simplicity we shall work with a Gorenstein
schemes X (since all schemes(stacks) appearing in the paper are Gorenstein),
so that the dualizing complex of X can be taken to be OX . Most of these
properties can be found in [18].
Definition 2.2.1. LetM be a coherent sheaf onX such that codim(Supp(M)) =
d. Then M is called Cohen-Macaulay of codimension d if RHomOX (M,OX)
sits in degree d. In particular, M is a Cohen-Macaulay module. M is called
maximal Cohen-Macaulay if d = 0
Notice that if d = 0 then both M and HomOX (M,OX) are maximal Cohen-
Macaulay, and the functor HomOX (−, OX) induces an anti-auto-equivalence in
the category of maximal Cohen-Macaulay sheaves.
Proposition 2.2.2. If M is a Cohen-Macaulay sheaf of codimension d on
a Gorenstein scheme X , then the support of M is of pure dimension with-
out embedded components, and codim(Supp(M)) = d. Moreover, the functor
M → ExtdOX (M,OX) induces an anti-auto-equivalence of the category of Cohen-
Macaulay sheaves of codimension d.
We will use the following property of maximal Cohen-Macaulay sheaves ([1]
Lemma 2.2):
Proposition 2.2.3. Let X be a Gorenstein scheme of pure dimension, M a
maximal Cohen-Macaulay sheaf and Z ⊆ X a closed subscheme of codimension
greater than or equals to 2, then we have M ≃ j∗(M |X−Z) for j: X − Z →֒
X . Hence for any two maximal Cohen-Macaulay sheaves M and N , we have
HomX(M,N) ≃ HomX\Z(M |X\Z , N |X\Z)
Proposition 2.2.4. Let X be a Gorenstein scheme and Y be a smooth scheme.
Let X
f
−→ Y be a flat morphism. If M is a maximal Cohen-Macaulay sheaf on
X , then M is flat over Y
2.3 Hilbert scheme of points
In this section we review some facts about Hilbert scheme of points of curves
and surfaces that will be used in the proof of the main theorem. First let us
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look at Hilbert schemes of X . It is well known that the symmetric power X(d)
is the Hilbert scheme of X parameterizing finite subschemes of length d, and
Xd classifies finite subscheme of length d together with a flag:
Ø = D0 ⊆ D1 ⊆ · · · ⊆ Dd = D
such that ker(ODi → ODi−1 ) has length 1. The natural morphism:
Xd
η
−→ X(d) (Ø = D0 ⊆ D1 ⊆ · · · ⊆ Dd = D)→ D
Now let us review some facts about Hilbert scheme of surfaces and planar
curve. The following theorem is well-known (see [9]):
Theorem 2.3.1. Let S be a smooth surface, then HilbnS is smooth of dimension
2n
We also set Hilb
′d
S be the open subscheme of Hilb
d
S parameterizing sub-
schemesD that can be embedded into a smooth curve (This notion is introduced
in [1]). In the rest of the paper, S is going to be the total space of a line bundle
L on X , and we shall work with a particular open subscheme of HilbdS defined
by the following proposition:
Proposition 2.3.2. View X(d) as the Hilbert scheme of X parameterizing
length d subschemes. Let D be the universal subscheme:
D //
!!❈
❈❈
❈❈
❈❈
❈ X ×X
(d)
pi
yytt
tt
tt
tt
tt
X(d)
Then the total space of the vector bundle π∗(LD) can be naturally identified with
an open subscheme of HilbdS . Moreover, it is contained in the open subscheme
Hilb
′d
S .
Proof. Observe that if D is length d subscheme of X and s a global section of
LD, then we can embed D into S using the section s. This gives D the structure
of a closed subscheme of S. Now the assertion follows immediately from this.
Corollary 2.3.3. Keep the same notation as the previous Proposition. Let
V denote the total space the vector bundle π∗(LD) on X
(d), and denote its
pullback to Xd by V ′.
(1) there exist an open embedding V →֒ HilbdS with image contained in Hilb
′d
S .
(2) There are Cartesian diagrams:
V ′ //
ψ

Flag
′d
S

V // Hilb
′d
S
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V ′
r′ //
ψ

Xd
h

V
r // X(d)
(3) The composition of the morphisms:
V ′ ⊆ Flag
′d
S
σ
−→ Sd → Xd
is the natural projection V ′
r′
−→ Xd
(4) Let D′ be the universal subscheme of S over Hilb
′n
S and D be the universal
subscheme of X over X(d). Consider OD′ and OD as vector bundles on
Hilb
′n
S and X
(d). Let r be the natural projection V
r
−→ X(d). Then we have:
det(OD′) ≃ r∗(det(OD)) over V
Proof. The identification of V as an open subscheme of Hilb
′d
S is defined as
follows. A point of V corresponds to pairs (D, s) where D is a closed subscheme
of length d of X and s ∈ H0(LD). Since the surface S is the total space of the
line bundle L, we can embed D into S using the section s. So this defines a
morphism V → Hilb
′d
S . Now let us consider:
X ×X(d)
p
y
X(d)
In Proposition 2.3.2 we proved that V can be identified with an open subscheme
of HilbdS contained in Hilb
′d
S . This proves (1)
For part (2), notice that over V , the subscheme D of S comes from a subscheme
of X , hence giving a flag of D as a subscheme of S is the same thing as giving
a flag of D as a subscheme of X , and we know that FlagdX ≃ X
d. This also
proves part (3)
Part (4) follows almost immediately from the fact that over V , the subscheme
D′ of S comes from the subscheme D of X . Hence the assertion follows.
2.4 Jacobian of smooth curves and Fourier-Mukai trans-
form
In this section we briefly review some well-known facts about the Jacobian of
smooth curves. Let X be a smooth projective curve of genus g with a fixed
point x0. Then the Jacobian Pic
d of X parameterizes degree d line bundles on
X with a trivialization at x0. It is well known that we have the Abel-Jacobian
map:
X(d)
A
−→ Picd
17
which is smooth when d ≥ 2g. The following summarizes the properties we
need:
Lemma 2.4.1. Consider the following diagram:
X ×Xd
h′ //
q′′

X ×X(d)
A′ //
q′

X × Picd
q

Xd
h //
f
99X
(d) A // Picd
Let L be the universal line bundle on X × Picd, then we have:
(1) A′∗(L) ≃ OX×X(d)(D)⊗ q
′∗(O(−x0)(d)) where D is the universal divisor on
X ×X(d)
(2) X(d) is a projective bundle over Picd associated with the vector bundle
q∗(L), and O(1)X(d)|Picd ≃ O(x0)
(d)
(3) Let ∆ij be the divisor on X
d given by xi = xj . Then h
∗(det(q′∗(OD))
−1) ≃
O(
∑
i<j ∆ij)
(4) Let Θ be the theta divisor on Picd. We have:
f∗O(Θ) ≃ ΩX((d− g + 1)x0)
⊠d ⊗O(−
∑
i<j
∆ij)
(5) The dualizing sheaf ωXd|X(d) ≃ O(
∑
i<j ∆ij).
Proof. For part (1), since X(d) parameterizes degree d effective divisors of X ,
we have a universal divisor D →֒ X ×X(d) and the corresponding line bundle
OX(D) onX×X(d). LetM be the line bundle onX(d) given by OX(D)|x0×X(d) .
Then by pulling back to Xd, it is easy to see thatM≃ O(x0)(d). The morphism
X(d)
A
−→ Picd is given by
[D] ∈ X(d) → OX(D)⊗ (M
−1|[D])
Hence A
′∗(L) ≃ OX(D)⊗ q
′∗(O(−x0)(d)). This establishes (1).
For (2), notice that by (1), we have a natural injection of line bundles:
q′∗(O(−x0)
(d)) →֒ A′∗(L) ≃ OX×X(d)(D)⊗ q
′∗(O(−x0)
(d))
Hence O(−x0)(d) is naturally a subbundle of q′∗(A
′∗(L)) on X(d):
O(−xo)
(d) →֒ q′∗(A
′∗(L))
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So the claim follows easily from this.
For (3), notice that we have the following short exact sequences on X ×Xd for
each i:
0→ OX(−∆1−· · ·−∆i)→ OX(−∆1−· · ·∆i−1)→ O∆i(−∆1−· · ·−∆i−1)→ 0
And from this it is easy to see that
h∗(det(q′∗(OD))
−1) ≃ ⊗iq′∗(O∆i(∆1 + · · ·+∆i−1)) ≃ O(
∑
i<j
∆ij)
For (4), recall that in our setup, the theta divisor can be identified with:
det(q∗(L(−(d − g + 1)x0)))
−1
here q∗ stands for the derived pushforward. Hence from part (1) we see that
f∗(O(Θ)) is given by:
det(q′′∗ (OX(∆1 + · · ·+∆d − (d− g + 1)x0)))
−1
We have the exact sequence
0→ OX(−(d−g+1)x0)→ OX(D−(d−g+1)x0)→ OD(D−(d−g+1)x0)→ 0
where D stands for the divisor ∆1 + · · ·+∆d on X ×Xd. So we have
det(q′′∗ (OX(∆1+· · ·+∆d−(d−g+1)x0)))
−1 ≃ det(q′′∗ (OD(D−(d−g+1)x0)))
−1
Notice that for each i, we have the exact sequence:
0→ OX(∆1 + · · ·+∆i−1)→ OX(∆1 + · · ·+∆i)→ O∆i(∆1 + · · ·+∆i)→ 0
And it is not hard to see that
det(q′′∗ (OD(D−(d−g+1)x0)))
−1 ≃ ⊗i(q′′∗ (O∆i(∆1+· · ·+∆i−(d−g+1)x0)))
−1
Hence the assertion follows from this.
For (5), it is well known that the tangent sheaf of X(d) can be identified with
q′∗(OD(D)). Since we have exact sequences
0→ OX(∆1 + · · ·+∆i−1)→ OX(∆1 + · · ·+∆i)→ O∆i(∆1 + · · ·+∆i)→ 0
the assertion follows easily from this.
Recall that if J = Pic0 is the Jacobian of X , then there exists a Poincare´ line
bundle P on J × J . Moreover, it is well-known that P induces an equivalence
of the derived category of J via the Fourier-Mukai transform:
F → Rp1∗(p
∗
2(F)⊗ P)
The inverse is given by:
G → Rp2∗(p
∗
1(G)⊗ P
−1)[g]
The following lemma is a direct application of the Fourier-Mukai transform:
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Lemma 2.4.2. Let K ∈ Dbcoh(X
d) such that for any degree zero line bundle L
on X , we have RiΓ(K ⊗L⊠d) = 0 for i > p. Then we have Rf∗K ∈ D
≤p
coh(Pic
d)
where f is the natural morphism Xd
f
−→ Picd
Proof. From the construction of P , it is easy to check that the conditions on
K implies that the Fourier-Mukai transform of Rf∗(K) belongs to D
≤p(Picd),
so the claim follows immediately from the fact that Rp2∗ has cohomological
dimension g and the expression for the inverse transform.
3 Moduli of rank 2 Higgs bundles on X
Most of the materials in subsection 3.1 and 3.2 are well-known and have already
appeared in one form or the other in our previous work [13], we include them here
for reader’s convenience. On the other hand, subsection 3.3 is of vital importance
for the construction of the Poincare´ sheaf. So the reader is recommended to
jump directly to 3.3 and return to 3.1 and 3.2 when necessary.
3.1 Generalities on the geometry of the moduli of Higgs
bundles
In this subsection we review some general definitions and results about the
geometry of the stack of Higgs bundles on X . We fix an integer l ≥ 2g − 1 and
L be a line bundle on X of degree l.
Definition 3.1.1. A rank 2 L-valued Higgs bundle on X is a pair (E, φ) where
E is a rank 2 vector bundle and the Higgs field φ is a morphism of vector bundles
E
φ
−→ E ⊗ L
We denote the stack of Higgs bundles by Higgs. It decomposes as a disjoint
union:
Higgs =
∐
k
Higgsk
where Higgsk is the stack of Higgs bundles of degree k. It is well-known that
Higgs is an algebraic stack locally of finite presentation.
Definition 3.1.2. A Higgs bundle (E, φ) is called semistable if the following
condition hold: For any line subbundle E0 ⊆ E that is preserved by the Higgs
field φ in the sense that φ(E0) ⊆ E0 ⊗ L, we have deg(E0) ≤
deg(E)
2
.
Semistable Higgs bundles form an open substack, denote it by Higgsss.
Proposition 3.1.3. Higgsss is smooth of dimension 4l.
Definition 3.1.4. A Higgs field φ is called generically regular if φ is a regular
element in gl2(k(η)) after trivializing E and L at the generic point η of X . Higgs
bundles with generically regular Higgs field forms an open substack of Higgs,
denote it by H˜iggs
20
3.2 Hitchin fibration and spectral curve
In this subsection we are going to review certain properties of the Hitchin fibra-
tion that will be used later in the paper. Part (2) of Proposition 3.2.2 will be
frequently used. Lemma 3.2.3 will be used in Section 4 to construct resolutions
of sheaves. Most of the properties are well-known(See [12] and the appendix of
[3] for a summary).
Definition 3.2.1. The Hitchin base H is the affine space given by:
H0(X,L)×H0(X,L2)
It is well-known that we have the Hitchin fibration:
Higgs
h
−→ H (E, φ)→ (tr(φ), det(φ))
The following proposition summarizes the properties of Hitchin fibration:
Proposition 3.2.2. (1) H is an affine space of dimension 3l − 2(g − 1)
(2) h is a relative complete intersection morphism with fiber dimension l+2(g−
1)
Let S be the surface defined by the total space of the line bundle L. We
have:
S = Spec(Sym(L−1))
q

X
Any Higgs bundle can be naturally viewed as a coherent sheaf on the surface S,
and we have the following lemma:
Lemma 3.2.3. Let (E, φ) be a Higgs bundle. There is a locally free resolution
of E as a coherent sheaf on S:
0→ q∗(E)⊗ q∗(L−1)→ q∗(E)→ E → 0
Proof. By the definition of S, there is a tautological section T of q∗(L) on S,
and the morphism
q∗(E)⊗ q∗(L−1)→ q∗(E)
is given by T − q∗(φ). It is easy to see that this is a resolution of E as an OS
module.
The following simple lemma will be used later
Lemma 3.2.4. Let (E, φ) be a semistable Higgs bundle such that the under-
lying vector bundle E is not semistable. Then (E, φ) ∈ H˜iggs.
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Proof. Because E is not semistable as a vector bundle, we can choose a line
subbundle M →֒ E such that
deg(M) >
deg(E)
2
We may assume deg(E) is sufficiently large so that we have a global section
OX
s
−→M. Since (E, φ) is semistable as a Higgs bundle, the Higgs field cannot
fix M, hence s and φ(s) are linearly independent at the generic point of X ,
hence (E, φ) ∈ H˜iggs.
Lemma 3.2.5. Let (E, φ) be a rank two Higgs bundle on X , viewed as a
coherent sheaf on the corresponding spectral curve C. Then HomOC (E,OC) is
isomorphic to Eˇ ⊗ L−1 as a Higgs bundle on X , with the Higgs field induced
from φ.
3.3 Higgs bundles and Hilbert schemes
In this subsection we will define and study the geometric properties of the
stacks mentioned in subsection 1.4. In particular we will construct Diagram 1.6
mentioned in subsection 1.4:
B //
pi

HilbdS
Z // Y
where Y is a smooth stack, Z is a smooth closed substack of Y and B is the
blowup of Y along Z. The construction is given in Proposition 3.3.6. After
that we will give some dimension estimates and a few further properties of the
fundamental diagram which will be used in section 4 and section 5.
Let X be a smooth projective curve of genus g. Fix a point x0 in X . Let l
and m be integers such that m ≥ 4g, l ≥ 2g − 1 and m > l. Let L be a fixed
line bundle on X of degree l. First let us define the main objects of study.
Construction 3.3.1. Let X be the stack classifying the data (E, s, σ) where E
is a rank two vector bundle on X of degree m with H1(E) = 0, H0(Eˇ⊗L) = 0,
and E is globally generated, s a nonzero global section of E such that the
quotient M = E/OX is a line bundle, σ is a trivialization of Mx0.
Construction 3.3.2. Let Y be the stack classifying the data (E,ϕ, s, σ) where
(E, s, σ) satisfying the same condition as X , and ϕ ∈ Hom(E,M ⊗ L).
Construction 3.3.3. Let Higgs′m be the moduli stack classifying the data
(E, φ, s, σ) where (E, s, σ) satisfying the same condition as in X , and (E, φ) is
a Higgs bundle.
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We have the following lemma:
Lemma 3.3.4. (1) Y is naturally a vector bundle over X
(2) Higgs′m is a closed substack of Y
(3) Y is smooth of dimension 2l + 2m+ 1
(4) The natural morphism Higgs′m → Higgs is smooth of dimension m+2(1−
g) + 1
(5) Higgs′m has dimension 4l +m+ 2(1− g) + 1
Proof. For (1), notice that there is a natural morphism Y → X given by:
(E,ϕ, s, σ)→ (E, s, σ)
And the condition on l and m guarantees that H1(Eˇ ⊗M ⊗L) = 0. Hence the
assertion follows from this.
For (2), observe that the morphism E →M induced a natural morphism:
Hom(E,E ⊗ L)→ Hom(E,M ⊗ L)
Hence we have a morphism Higgs′m → Y given by:
(E, φ, s, σ)→ (E,ϕ, s, σ)
by sending φ to its image in Hom(E,M ⊗ L). We have an exact sequence:
0→ Eˇ ⊗ L→ Eˇ ⊗ E ⊗ L→ Eˇ ⊗M ⊗ L→ 0
Now consider:
X × Y
f

Y
The assumption H0(Eˇ⊗L) = 0 implies that R1f∗(Eˇ⊗L) is a vector bundle on
Y. From the definition of Y, ϕ induces a global section of f∗(Eˇ ⊗M ⊗ L):
OY
ϕ
−→ f∗(Eˇ ⊗M ⊗ L)
and it is easy to see that Higgs′m is the vanishing locus of the morphism:
OY
ϕ
−→ f∗(Eˇ ⊗M ⊗ L)→ R
1f∗(Eˇ ⊗ L)
. So (2) follows from this.
The rest of the lemma follows easily from the fact that the stack of rank two
vector bundles on X is smooth of dimension 4(g − 1) and our assumption that
H1(E) = 0.
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Next let us consider:
X × Y
f

Y
By the definition of Y, we have the following morphism of vector bundles on
X × Y:
E
ϕ
−→M ⊗ L
Hence this induced a section of M ⊗ L via:
OX
s
−→ E
ϕ
−→M ⊗ L
So we get:
O → f∗(M ⊗ L)
on Y by pushing it forward.
Lemma 3.3.5. Let Z be the vanishing locus of the morphism O → f∗(M ⊗L)
on Y. Then Z is naturally a vector bundle over X and it is a subbundle of Y.
Z has dimension m+ l + g.
Proof. Consider:
X × Y
f

Y
The natural exact sequence:
0→ OX → E →M → 0
induces:
0→ Mˇ → Eˇ → OX → 0
Hence we get:
0→ L→ Eˇ ⊗M ⊗ L→M ⊗ L→ 0
Now ϕ can be identified with a section of
f∗(Eˇ ⊗M ⊗ L)
and the section O → f∗(M ⊗L) is given by the image of ϕ in f∗(M ⊗L). From
this it is easy to see that Z can be identified with the vector bundle over X
given by g∗(L) where g is the morphism:
X ×X
g

X
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Set d = l +m. The following observation is central to the construction of
the Poincare´ sheaf:
Proposition 3.3.6. Let S be the smooth surface given by the total space of
the line bundle L, and B be the blowup of Y along the closed substack Z. Then:
(1) There exists a natural morphism Y \ Z
p
−→ HilbdS such that its image is
contained in the open subscheme V of HilbdS defined in Corollary 2.3.3.
(2) The morphism Y \Z
p
−→ HilbdS extends to a morphism of stacks: B → Hilb
d
S
such that the image of B is contained in the open subscheme V .
(3) The morphism Y \ Z
p
−→ V ⊆ HilbdS is smooth.
Hence we have the following diagram:
B
pi

// HilbdS
Y
Proof. For (1), consider:
X × Y
f

Y
By Lemma 3.3.5, we have a morphism OY → f∗(M ⊗ L) on Y which is nonva-
nishing over Y \ Z, hence we get a nonvanishing global section t of M ⊗ L on
X × (Y \ Z). So if we denote the vanishing locus of t by D, then D is a closed
substack of X × (Y \ Z) and it is a family of finite subscheme of length d of X
over Y \ Z. Notice that t is given by the composition:
OX
s
−→ E →M ⊗ L
If we restrict the above morphisms of vector bundles to D, we see that the
composition:
OD
sD−−→ E ⊗OD →M ⊗ L⊗ OD
is equal to 0 by the definition of D. Since we have the exact sequence of vector
bundles:
0→ OX → E →M → 0
So we get:
0→ OD → E ⊗OD →M ⊗OD → 0
From this we see that the morphism:
E ⊗OD →M ⊗ L⊗OD
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factors through:
E ⊗OD →M ⊗OD →M ⊗ L⊗OD
This gives a section tD ∈ H0(L⊗OD), and we embed D into S via tD. So this
defines a morphism Y \ Z → HilbdS
For (2), consider:
X × B
pi′ //
f ′

X × Y
f

B
pi // Y
Now apply Corollary 2.1.2, we see that the section:
O→M ⊗ L
extends to:
O(E)→ π′∗(M ⊗ L)
on X × B, and its vanishing locus D′ defines a family of finite subscheme of
length d of X over B. Now since D′ is a subscheme of the pullback of D to
X ×B, so the section tD ∈ H0(L⊗OD) induces a section of H0(L⊗OD′), and
we embed D′ into S using this section. This gives a morphism B → HilbdS which
extends the morphism Y → HilbdS in (1).
For (3), we claim that the fibers of Y \ Z → HilbdS is a Gm torsor over its
image. In fact, let D be vanishing locus of the section t of M ⊗ L as in (1). So
M ⊗ L ≃ OX(D). By the definition of Y, we have morphisms
E →M ⊗ L 0→ OX → E →M → 0
on X × Y. They induces
E ⊗M−1 → L 0→M−1 → E ⊗M−1 → OX → 0
By the definition of D, the composition
M−1 → E ⊗M−1 → L→ L⊗OD
is zero. Hence
E ⊗M−1 → L→ L⊗OD
factors as
E ⊗M−1 → OX → L⊗OD
Since
0→M−1 → E ⊗M−1 → OX → 0 (3.1)
is an exact sequence, so we get the following morphism of exact sequences:
0 // M−1 //

E ⊗M−1 //

OX //

0
0 // L(−D) // L // L⊗OD // 0
(3.2)
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The exact sequence 3.1 induces morphism H0(OX) → H1(M−1). E gives a
class in Ext1(OX ,M
−1) = H1(M−1) which can be identified with the image of
1 ∈ H0(OX) in H1(M−1). Because of the commutative diagram 3.2, it can also
be identified with the image of tD ∈ H0(L⊗OD) under the morphism
H0(L⊗OD)→ H
1(L(−D)) = H1(M−1)
since M ⊗ L ≃ OX(D). Hence given any point (D, tD) ∈ V which lies in the
image of Y \ Z, if we choose an isomorphism M ≃ L−1(D), we can recover the
corresponding point (E,ϕ, s, σ) of Y by pulling back the exact sequence via tD:
0 // L(−D) ≃M−1

// E ⊗ L(−D) ≃ E ⊗M−1

// OX
tD

// 0
0 // L(−D) // L // L⊗OD // 0
Hence the assertion follows from this.
In the next lemma we will give a description about the preimage of HilbdC ⊆
HilbdS under the morphism p and some dimension estimates:
Lemma 3.3.7. (1) Fix a spectral curve C. Consider
Y\Z
p
−→ HilbdS
Then p−1(HilbdC) ∩ (Y\Z) = Higgs
′m
C where Higgs
′m
C stands for the closed
substack of Higgs′m consists of Higgs bundles with spectral curve C.
(2) Consider the following diagram
B ×Higgs
pi

p
// HilbdS ×Higgs
Y ×Higgs
The intersection of Z×Higgs with π(p−1(HilbdC|H×HHiggs)) has dimension
less than or equals to m+ 3l+ 2g − 1.
Proof. For (1), first notice that we always have p(Higgs′mC ) ⊆ Hilb
d
C by the
definition of p. To prove the reverse inclusion, take a point (D, tD) ∈ V where
D is a degree d divisor on X and tD ∈ H0(L ⊗ OD). Then we can recover its
preimage in the following way. Because D is a closed subscheme of S, we have
an exact sequence:
0→ K → OX ⊕ L
−1 → OD → 0
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K sits inside the exact sequence:
0→ OX(−D)→ K → L
−1 → 0
We can recover the preimage of (D, tD) by setting M = L
−1(D), E = K(D),
and E →M ⊗ L corresponds to
K → OX ⊕ L
−1 → OX
where the last arrow is the projection onto the first factor. Hence if (D, tD)
is a point on HilbdC , then OC = OX ⊕ L
−1, and we have a morphism of exact
sequences:
o // K //
φ

OX ⊕ L−1 //

OD //

0
0 // K ⊗ L // L⊕OX // LD // 0
Hence K → OX ⊕ L−1 → OX can be identified with
K
φ
−→ K ⊗ L→ L⊕OX → OX
Hence the corresponding E →M ⊗ L comes from E → E ⊗ L, this proves that
p−1(D, tD) ∈ Higgs′mC .
For (2), denote the intersection
Z ×Higgs ∩ π(p−1(HilbdC|H ×H Higgs))
by W . Let (z, F ) be a point in W , b a point in B lying over z such that
p(b, F ) ∈ HilbdC|H ×H Higgs. From Lemma 3.3.5 and the proof of part (2) of
Proposition 3.3.6, we see that each point z ∈ Z determines a global section
t ∈ H0(L). Moreover, the image of b in V consists of a finite subscheme D of
length d ofX , and t induces a section in H0(L⊗OD) which givesD the structure
of a closed subscheme of S. Hence D lies inside the image of the section X
t
−→ S.
Let C be the spectral curve of F . Because p(b, F ) lies in HilbdC|H ×H Higgs, we
see that D is also a closed subscheme of C, hence D ∈ C ∩X where X is viewed
as a curve in S via the section t. If X is not a component of C, then it is easy to
see X ∩C only has length 2l, but D has length d = m+ l > 2l since we require
that m > l at the beginning of this subsection. Hence we must have that X is
a component of C. This again implies that the fibers of the projection W → Z
has dimension at most l + 1− g + l + 2(g − 1) = 2l + g − 1. Now the assertion
follows from Lemma 3.3.5
For the purpose of the section 4 and 5, let us also note the following lemma:
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Lemma 3.3.8. (1) There exists a smooth morphism Y → Picd and a regular
embedding
B →֒ Y ×Picd X
(d)
.
(2) Consider (Higgs′m\Z) ⊆ (Y\Z). We have the following commutative dia-
gram
Higgs′m\Z
p
//
u

HilbdC|H
v

Higgs
τ // Higgs
where u is the natural projection, v sends D to IˇD = Hom(ID, OC) and τ
is the involution of Higgs given by
E → Eˇ ⊗ det(E)
where the Higgs field on Eˇ ⊗ det(E) is induced from E.
(3) Consider the following morphism
Higgs
l
−→ Higgsreg (E, φ)→ λ∗(det(E))
where λ is the projection from the spectral curve C to X . Then the involu-
tion τ factors as:
Higgs
(λ,id)
−−−→ Higgsreg ×H Higgs
id×(µL◦ν)
−−−−−−−→ Higgsreg ×H Higgs
µ
−→ Higgs
where ν, µ and µL are defined in Lemma 1.3.5.
Proof. For part (1), the morphism Y → Picd is given by:
(E,ϕ, s, σ)→M ⊗ L
It is easy to see that this morphism is smooth. Now consider the following
diagram:
X × Y //
f

X × Picd
h

Y
p
// Picd
Let N be the universal line bundle on X×Picd. X(d) is a projective bundle over
Picd determined by the vector bundle h∗(N ), so Y ×Picd X
(d) is a projective
bundle over Y corresponds to the vector bundle f∗(M ⊗L). From Lemma 3.3.5,
Z is defined by the vanishing locus of a section of the vector bundle f∗(M ⊗L),
hence the assertion follows from Proposition 2.1.1.
For part (2), notice that part (1) of Lemma 3.3.7 implies that the restriction of
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p to Higgs′m\Z sends Higgs′m\Z to HilbdC|H . Moreover, from the proof of part
(1) of Lemma 3.3.7 we see that if
0→ K = ID → OX ⊕ L
−1 → OD → 0
is the image of (E, φ, s, σ) ∈ Higgs′m, then we have
K ≃ E ⊗M−1 ⊗ L−1
It is easy to see that IˇD ≃ K−1 ⊗ L−1, hence the assertion follows from this,
using the fact that det(E) ≃M .
Part 3 follows immediately from the definitions, using Lemma 3.2.5.
4 A cohomological vanishing result
In this section we keep the same notation and assumption as in subsection 3.3.
Set d = m + l where the assumptions on l and m are given in the second
paragraph of subsection 3.3. The main result of this section is Lemma 4.0.3.
First let us define a certain open substack of Higgsn.
Construction 4.0.1. Let Higgs(n) denote the open substack of Higgsn such
that the underlying rank two vector bundle E′ satisfies the following conditions:
(1) All line subbudles of E′ has degree less than or equals to −m− g + 1
(2) All quotient line bundles of E′ has degree greater than or equals to g− d =
g − l −m
From the definition of semistability of vector bundles, it is easy to check
that if we take n = −2m− 2g+ 2 or n = −2m− 2g+ 3, then all the semistable
vector bundle of rank two of degree n satisfies the two conditions above under
our assumptions on l. Hence we can choose two consecutive integers n for
which Higgs(n) is nonempty. For convenience, let us also give the following
reformulation of the above two conditions in terms of the vanishing of certain
cohomology groups:
Lemma 4.0.2. The two conditions in Construction 4.0.1 is equivalent to the
following:
(1) H1(E′ ⊗ ΩX((d − g + 1)x0)⊗N ) = 0 for all degree zero line bundle N on
X
(2) H1(Eˇ′ ⊗ L ⊗ OX(−(d − g)x0) ⊗ N ) = 0 for all degree zero line bundle N
on X
The purpose of this section is to prove the following lemma:
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Lemma 4.0.3. Consider:
B ×Higgs(n)
p
//
pi

HilbdS ×Higgs
(n)
Y ×Higgs(n)
Then we have:
(1) Rπ∗(p
∗(Q)) ∈ D≤0coh(Y × Higgs) where p
∗ stands for the derived pullback
functor.
(2) RHom(Rπ∗(p∗(Q)), O) ∈ D
≤d
coh(Y ×Higgs).
Here let us remind the reader that d = l+m is the same as the codimension of
Higgs
′m ×H Higgs(n) in Y ×Higgs(n).
Since Q is a direct summand of ψ∗(Q
′)(Lemma 1.3.4), and the image of B
is contained in the open subscheme V of HilbdS(V is defined in Corollary 2.3.3)
by part (2) of Proposition 3.3.6, we only need to prove the following:
Lemma 4.0.4. Set FlagdB = B ×V V
′. Consider:
FlagdB ×Higgs
(n) w //
ψ′

V ′ ×Higgs(n)
ψ

B ×Higgs(n)
p
//
pi

V ×Higgs(n)
Y ×Higgs(n)
where V is the open subscheme of HilbdS defined in Corollary 2.3.3 and V
′ is the
open subscheme of Flag
′d
S defined in Corollary 2.3.3. Then we have
(1) Rπ∗(ψ
′
∗(w
∗(Q′))) ∈ D≤0coh(Y ×Higgs). Here again all functors are derived.
(2) RHom(Rπ∗(ψ
′
∗(w
∗(Q′))), O) ∈ D≤dcoh(Y ×Higgs).
The proof of the previous lemma relies on the following:
Lemma 4.0.5. (1) There exists a Cartesian diagram:
FlagdB //

Xd

B // X(d)
and a closed embedding FlagdB →֒ Y ×Picd X
d.
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(2) There exists a complex of locally free sheaves K∗ on FlagdB × Higgs
(n)
concentrated in degree [−d, 0] representing w∗(Q′) where w is the morphism:
FlagdB ×Higgs
(n) w−→ V ′ ×Higgs(n)
in Lemma 4.0.4. Moreover, each termK−p is the pullback of a vector bundle
F−p on Xd ×Higgs(n) via
FlagdB ×Higgs
(n) →֒ (Y ×Picd X
d)×Higgs(n) → Xd ×Higgs(n)
Proof. For (1), notice that FlagdB = B×V V
′, so the claim follows from part (2)
of Corollary 2.3.3 and part (1) of Lemma 3.3.8
For part (2), let E′ be the universal Higgs bundle on X ×Higgs(n), viewed as
a coherent sheaf on the surface S. Then by Lemma 3.2.3, we see that:
(q∗(E′)⊗ q∗(L−1)→ q∗(E′))⊠d
is a locally free resolution of E
′
⊠d as coherent sheaves on Sd ×Higgs(n). Now
consider:
V ′ ×Higgs(n)
σ
−→ Sd ×Higgs(n)
It is proved in [1] that Lσ∗(E
′
⊠d) ≃ σ∗(E
′
⊠d), hence
σ∗(q∗(E′)⊗ q∗(L−1)→ q∗(E′))⊠d
is a locally free resolution of σ∗(E
′
⊠d) on V ′ × Higgs(n). By construction, Q′
is given by σ∗(E
′
⊠d)⊗ ψ∗(det(OD′ ))−1 where D′ is the universal subscheme of
S on S × V . Now observe that by Corollary 2.3.3, the composition of
V ′
σ
−→ Sd
q
−→ Xd
is identified with the natural projection
V ′
r′
−→ Xd
Hence the composition of
FlagdB ×Higgs
(n) w−→ V ′ ×Higgs(n)
σ
−→ Sd ×Higgs(n)
q
−→ Xd ×Higgs(n)
is identified with
FlagdB ×Higgs
(n) →֒ (Y ×Picd X
d)×Higgs(n) → Xd ×Higgs(n)
Also, by Corollary 2.3.3 and Lemma 2.4.1, ψ∗(det(OD′)
−1) ≃ r′∗(O(
∑
i<j ∆ij)),
hence the assertion follows from this.
As a byproduct, we get the following more explicit description about the
vector bundle F−p on Xd ×Higgs(n):
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Corollary 4.0.6. Let E′ be the universal Higgs bunle on X ×Higgs(n). Then
the vector bundle F−p on Xd × Higgs(n) is a direct sum of vector bundles of
the form
F1 ⊠ · · ·⊠ Fd ⊗O(
∑
i<j
∆ij)
where there exists a subset I of {1, 2, · · · , d} consisting of p elements such that
for all i ∈ I, Fi ≃ E′ ⊗ L−1, and Fj ≃ E′ for all j not in I.
We also need the following standard fact to prove Lemma 4.0.4:
Lemma 4.0.7. Let X
f
−→ Y be a proper morphism of schemes, and M ∈
Dbcoh(X) represented by a complex of the form:
0→ C−n → · · · → C0 → 0
If Rif∗C
−j = 0 for i > j, then Rpf∗M = 0 for p > 0.
Now we are ready to prove Lemma 4.0.4. But before we enter into the proof,
let us indicate the main ingredients of the proof in the following lemma:
Lemma 4.0.8. Let A be a scheme of finite type over a field k, E a vector
bundle of rank n on A with a section s. Let Z be the closed subscheme of A
given by the vanishing locus of s. Assume that Z is a local complete intersection
of codimension n in A. Let BlZA be the blowup of A along Z and P be the
projective bundle associated to E and O(1) be the relative ample line bundle.
Consider the diagram:
BlZA
i //
pi
""❊
❊❊
❊❊
❊❊
❊
P
pi′⑧⑧
⑧⑧
⑧⑧
⑧⑧
A
Assume that K ∈ Dbcoh(BlZA) is represented by a complex of the form
0→ C−r → C−(r−1) → · · · → C0 → 0
such that each term C−i is the pullback of a vector bundle D−i on P. If
Rjπ′∗(D
−i⊗O(a)) = 0 for all j > i and a ≥ 0, then we have Rπ∗(K) ∈ D
≤0
coh(A).
Proof. By Lemma 2.1.3, the assumptions on D−i implies that Rjπ∗(C
−i) = 0
for j > i, hence the claim follows from Lemma 4.0.7.
Now let us start the proof of Lemma 4.0.4:
Proof. Let us deal with part (1) first. We want to apply Lemma 4.0.8 with
A = Y × Higgs(n), BlZA = B × Higgs(n). The argument is divided into the
following steps:
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Step 1: ψ′∗(w
∗(Q′)) ∈ Dbcoh(B×Higgs
(n)) is represented by a complex of locally
free sheaves of the form:
0→ C−d → C−(d−1) → · · · → C0 → 0
Indeed, from Lemma 4.0.5, we see that w∗(Q′) on FlagdB×Higgs
(n) is represented
by a complex of locally free sheaves of the form
0→ K−d → K−(d−1) → · · · → K0 → 0
Since ψ′ is finite flat of degree d!, we are done.
Step 2: Set P = Y ×Picd X
(d). Then P is a projective bundle over Y asso-
ciated with a certain vector bundle E on Y. Moreover, Z is the vanishing locus
of a section of E . Hence we have the diagram:
B
i //
pi
❄
❄❄
❄❄
❄❄
❄ P
f ′⑧⑧
⑧⑧
⑧⑧
⑧⑧
Y
Indeed, the claim follows directly from part (1) of Lemma 3.3.8
Step 3: Each term of the complex C−i on B×Higgs(n) in Step 1 is the pullback
of a vector bundle D−i on P×Higgs(n).
Indeed, set P′ = Y ×Picd X
d. By part (1) of Lemma 3.3.8, part (2) of Corol-
lary 2.3.3 and the definition of FlagdB, we have the following commutative dia-
gram with Cartesian squares:
FlagdB ×Higgs
(n) i
′
//
ψ′

P′ ×Higgs(n)
θ′ //

Xd ×Higgs(n)
h

B ×Higgs(n)
i // P×Higgs(n)
θ // X(d) ×Higgs(n)
By Lemma 4.0.5, each K−i on FlagdB × Higgs
(n) is the pullback of a vector
bundle F−i on Xd × Higgs(n), hence each C−i = ψ′∗(K
−p) is the pullback of
D−i = θ∗(h∗(F
−i)) on P×Higgs(n).
Step 4: Consider
P×Higgs(n)
f ′

Y ×Higgs(n)
Then Rjf ′∗(D
−i ⊗O(a)) = 0 for all j > i and a ≥ 0.
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To see this, consider the following diagramwhere the bottom square is Cartesian:
Xd ×Higgs(n)
h

P×Higgs(n)
θ //
f ′

X(d) ×Higgs(n)
f

Y ×Higgs(n) // Picd ×Higgs(n)
By Step 3, each D−i = θ∗(h∗(F
−i)), so from part 1 of Lemma 3.3.8 we see that
Y → Picd is smooth, hence we only need to prove:
Rjf∗(h∗(F
−i)⊗O(a)) = 0
for j > i and a ≥ 0. Moreover, by projection formula, it is enough to prove that
Rjf∗(F
−i ⊗ h∗(O(a)) ⊗ f∗(O(Θ))) = 0
for j > i and a ≥ 0 where Θ is the theta divisor on Picd. Now the claim is an
easy consequence of Lemma 2.4.2, using the description of F−i in Lemma 4.0.6,
the description of O(Θ) and O(1) in Lemma 2.4.1 and our assumptions on E′
in the beginning of this subsection.
Now from Lemma 4.0.8, the proof of part 1 of Lemma 4.0.4 is complete.
Now let us turn to the proof of part 2 of Lemma 4.0.4. The proof of simi-
lar to the argument in part 1. First notice that by Grothendieck duality and
Proposition 2.1.4, we only need to prove
Rπ∗RHom(ψ
′
∗(w
∗(Q′)), O((d − g)E)) ∈ D≤dcoh(Y ×Higgs)
where E is the exceptional divisor of the blowup B → Y.
Step 1: RHom(ψ′∗(w
∗(Q′)), O((d − g)E)) ∈ D≤dcoh(Y × Higgs) is represented
by a complex of the form:
0→ C0 → C1 → · · · → Cd → 0
Indeed, consider the following diagram with Cartesian squares:
FlagdB ×Higgs
(n) i
′
//
ψ′

P′ ×Higgs(n)
θ′ //

Xd ×Higgs(n)
h

B ×Higgs(n)
i // P×Higgs(n)
θ // X(d) ×Higgs(n)
Because of part (1) of Lemma 4.0.5, the relative dualizing sheaf ω of the mor-
phism ψ′ is isomorphic to i′∗θ′∗(ωXd|X(d)). Since w
∗(Q′) is represented by the
complex of locally free sheaves K∗, we conclude from duality that
RHom(ψ′∗(w
∗(Q′)), O((d − g)E))
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is represented by a complex of the prescribed form with
Ci = ψ′∗(Kˇ
−i ⊗ ω)⊗O((d − g)E)
.
Step 2: Each term Ci is the pullback of a vector bundle Di on P × Higgs(n).
Indeed, each Kˇ−i is the pullback of Fˇ−i on Xd × Higgs, and ω is also the
pullback of ωXd|X(d) on X
d ×Higgs, and O(E) is the pullback of O(−1) from
P×Higgs(n), hence each Ci is the pullback of
θ∗(h∗(Fˇ
−i ⊗ ωXd|X(d)))⊗O(−1)
⊗(d−g)
on P×Higgs.
Step 3: We have Rjf ′∗(D
i ⊗ O(a)) = 0 for all j > d − i and a ≥ 0. To see
this, use diagram:
Xd ×Higgs(n)
h

P×Higgs(n)
θ //
f ′

X(d) ×Higgs(n)
f

Y ×Higgs(n) // Picd ×Higgs(n)
where the bottom square is Cartesian. By step 2, each Di⊗O(a) is the pullback
of
h∗(Fˇ
−i ⊗ ωXd|X(d))⊗ O(a− d+ g)
from X(d)×Higgs(n). Part 1 of Lemma 3.3.8 implies that Y → Picd is smooth,
hence we only need to prove:
Rjf∗(h∗(Fˇ
−i ⊗ ωXd|X(d))⊗O(a− d+ g)) = 0
for all i > d − i and a ≥ 0. This again follows from Lemma 2.4.1 and our
assumptions on E′.
From Lemma 4.0.8 again, the proof of part 2 of Lemma 4.0.4 is also complete.
5 The proof of the main theorem
In this last section we will prove the main theorem. First let us establish the
following:
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Lemma 5.0.1. Consider the diagram in Lemma 4.0.3
B ×Higgs(n)
p
//
pi

V ×Higgs(n)
Y ×Higgs(n)
Then
(1) Rπ∗(p
∗(Q)) is a maximal Cohen-Macaulay sheaf of codimension d on Y ×
Higgs(n) supported in Higgs′m ×H Higgs(n). Let us remind the reader
again that d is equal to the codimension of Higgs′m ×H Higgs(n) inside
Y ×Higgs(n).
(2) Let Um be the open substack of Higgsm given by the condition that the
underlying vector bundle E of the Higgs bundle satisfies the condition
H1(E) = 0 and H0(Eˇ ⊗ L) = 0. Then Rπ∗(p
∗(Q)) descends down to a
maximal Cohen-Macaulay sheaf P ′ on Um ×H Higgs(n) such that its re-
striction to (Higgsreg ∩ Um) ×H Higgs(n) agrees with the pullback of the
Poincare´ line bundle along
Higgsreg ×H Higgs
(n) τ×id−−−→ Higgsreg ×H Higgs
(n)
where τ is the involution of Higgs defined in part (2) of Lemma 3.3.8.
Proof. We are going to prove this by applying Lemma 7.7 of [1]. By Lemma 4.0.3
and Lemma 7.7 of [1], we only need to check that the support of Rπ∗(p
∗(Q))
has codimension greater than or equals to d. Let W denote the support of
Rπ∗(p
∗(Q)). First we claim that if we restrict p to (Y\Z) × Higgs, then we
have
p−1(HilbdC|H ×H Higgs) = (Higgs
′m ∩ (Y\Z))×H Higgs
In fact, since the restriction of p to Y\Z is smooth by part (3) of Proposi-
tion 3.3.6, and both HilbdC|H ×H Higgs and Higgs
′m×H Higgs are integral, we
only need to check the equality set theoretically, but this is the content of part
(1) of Lemma 3.3.7. From this we conclude that
W ∩ ((Y\Z)×Higgs) = (Higgs′m ∩ (Y\Z))×H Higgs
Moreover, from its definition, it is clear that W ⊆ π(p−1(HilbdC|H ×H Higgs)),
hence by part (2) of Lemma 3.3.7 we have:
dim(W ∩ (Z ×Higgs)) ≤ m+ 3l + 2g − 1
On the other hand, part (5) of Lemma 3.3.4 implies that
dim(Higgs′m ×H Higgs) = m+ 5l + 1
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Hence we have:
dim(Higgs′m ×H Higgs) > dim(W ∩ (Z ×Higgs))
Combine these with part (3) of Lemma 3.3.4 we have:
codim(W) ≥ d
Hence Rπ∗(p
∗(Q)) is a Cohen-Macaulay sheaf of codimension d on Y×Higgs(n).
Moreover, because
dim(Higgs′m ×H Higgs) = m+ 5l+ 1 > dim(W ∩ (Z ×Higgs))
the Cohen-Macaulayness implies that
W ∩ (Y\Z ×Higgs(n)) ⊆ Higgs′m ×H Higgs
(n)
is dense in W , hence W = Higgs′m ×H Higgs(n).
For (2), notice that by our construction and the discussions in Proposition 1.3.2
and part (2) of Lemma 3.3.8, Rπ∗(p
∗(Q)) agrees with the pullback of (τ×id)∗(P)
on the open substack:
(Higgs′m ∩ (Y\Z))×H Higgs
(n)
where P is the Poincare´ sheaf on widetildeHiggs ×H Higgs(n) and τ is the
involution of Higgs in part (2) of Lemma 3.3.8. From the proof of (1) we see
that the codimension of
(Higgs′m ∩ Z)×H Higgs
(n)
in
Higgs′m ×H Higgs
(n)
is greater than or equals to 3. So by Proposition 2.2.3 the descend data ex-
tends to Higgs′m ×H Higgs(n). So by part (4) of Lemma 3.3.4 and part (2) of
Lemma 3.3.8, it descends to Um ×H Higgs(n) and agrees with the pullback of
the Poincare´ line bundle along τ × id.
With the previous lemma at hand, we can now prove the main theorem.
First notice that from the previous lemma we have a maximal Cohen-Macaulay
sheaf P ′ on Um×HHiggs(n). Using Lemma 3.3.8 and Lemma 1.3.5, we see that
there exists a line bundle A on Higgs×H Higgs such that the restriction of
Pˇ ′ ⊗A
to
(Um ∩ H˜iggs)×H Higgs
(n)
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agrees with the Poincare´ sheaf on
(Um ∩ H˜iggs)×H Higgs
(n)
constructed in section 1.3. Denote Pˇ ′ ⊗ A by Pm. So our goal is to extend
Pm to Higgs×H Higgsss such that it agrees with the Poincare´ line bundle on
Higgsreg ×H Higgsss. First choose two consecutive integers n1 and n2 such
that the corresponding stack Higgs(ni) is nonempty. In fact, by our discussions
in Construction 4.0.1 in section 4, we can take
n1 = −2m− 2g + 2 n2 = −2m− 2g + 3
The proof of the main theorem boils down to the following three claims:
Claim 1. In order to construct the Poincare´ sheaf on Higgs×H Higgsss, it is
enough to construct the Poincare´ sheaf on Higgs×H Higgs
ni
ss for all i.
Claim 2. To construct the Poincare´ sheaf on Higgs×H Higgsniss , it is enough
to construct the Poincare´ sheaf on Um ×H Higgsniss for all m >> 0.
Claim 3. Let Higgs
(ni)
ss = Higgs(ni) ∩ Higgsniss . To construct the Poincare´
sheaf on Um×HHiggsniss , it is enough to construct the Poincare´ sheaf on Um×H
Higgs
(ni)
ss .
Proof. For claim (1) notice that by tensoring with the line bundle OX(x0), we
can translate any Higgsl into Higgsni for some i. Hence from Lemma 1.3.5 and
Proposition 2.2.3, if we can construct the Poincare´ sheaf on Higgs×HHiggsniss ,
then we can extend it to the entire Higgs×H Higgsss using Lemma 1.3.5, and
its restriction to Higgsreg ×H Higgsss will agree with the Poincare´ line bundle.
For (2), notice that for any rank 2 Higgs bundle E, we can find an integer n
such that E⊗OX(nx0) ∈ Um for some m. So if we fix an integer l and consider
the isomorphism
Higgsl
α
−→ Higgsl+2n
induced by tensoring with OX(nx0), then the union of α
−1(Ul+2n) for all n will
coverHiggsl. Hence it suffices to construct the Poincare´ sheaf on α−1(Ul+2n)×H
Higgsniss for all n >> 0. Now if we have the Poincare´ sheaf on Ul+2n ×H
Higgsniss , then we can again use Lemma 1.3.5 to construct the Poincare´ sheaf
on α−1(Ul+2n)×H Higgsniss , and Proposition 2.2.3 will guarantee that it agrees
with the Poincare´ line bundle.
For (3), by Lemma 3.2.4, we have that
Higgsnss = (Higgs
n
ss ∩ H˜iggs) ∪ (Higgs
(n)
ss )
The construction in (1) already gives the Poincare´ sheaf on
Um ×H (Higgs
n
ss ∩ H˜iggs)
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Since the complement of Higgsreg has codimension greater than or equals to
two, it follows that the Poincae´ sheaf is uniquely determined by its restriction to
Higgsreg×HHiggs by Proposition 2.2.3. Hence if we can construct the Poincare´
sheaf on Um ×H Higgs
(ni)
ss such that its restriction to Higgsreg ×H Higgs
(ni)
ss
agrees with the Poincare´ line bundle, then it automatically compatible with the
Poincare´ sheaf on Um ×H (Higgs
ni
ss ∩ H˜iggs), hence they glue.
For the claim about the flatness over Higgsss, we use Proposition 2.2.4 and
Proposition 3.1.3.
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