Abstract. An algebraic multilevel iteration method for solving system of linear algebraic equations arising in Hpcurlq and Hpdivq spaces are presented. The algorithm is developed for the discrete problem obtained by using the space of lowest order Nedelec and Raviart-Thomas-Nedelec elements. The theoretical analysis of the method is based only on some algebraic sequences and generalized eigenvalues of local (elementwise) problems. In the hierarchical basis framework, explicit recursion formulae are derived to compute the element matrices and the constant γ (which measures the quality of the space splitting) at any given level. It is proved that the proposed method is robust with respect to the problem parameters, and is of optimal order complexity. Supporting numerical results, including the case when the parameters have jumps, are also presented.
Introduction
Consider the finite element discretization of variational problems related to the bilinear form (1.1) Apu, vq :" αpu, vq`βpXu, Xvq, α, β P R`, defined on the Hilbert space (1.2) HpΩ, Xq :" tv P pL
Here
, is a Lipschitz domain, and X is the curl operator for d " 2 and div operator for d " 3. Note that div v " B x v 1`By v 2`Bz v 3 is the divergence of a three-dimensional vector v " rv 1 , v 2 , v 3 s T , curl v " B x v 2´By v 1 is the scalar curl of a two-dimensional vector v " rv 1 , v 2 s T , and p¨,¨q denotes the inner-product in L 2 pΩq. For α " β " 1, the bilinear form (1.1) is precisely the inner-product in HpΩ, Xq. The adjoint of operator X is defined by
where, for a scalar function w, grad w " rB x w, B y w, B z ws T (for three-dimensional problem), and curl w " rB y w,´B x ws T (for two-dimensional problem). Associated with the inner-product A, there exists a linear operator A :" αI`βX a X, which maps HpΩ, Xq onto its dual space, and is determined by the relation (1.3) pAu, vq " Apu, vq, @v P HpΩ, Xq, Given a finite element space V h of HpΩ, Xq, the symmetric and positive-definite (SPD) operator A h : V h Ñ V h , which is the discretization of the operator A together with natural boundary conditions, is determined by
The operator equation Au " f , for f P pL 2 pΩqq d , then leads to the following discrete problem
which is uniquely solvable. For HpΩ, curlq, such problems frequently occur in various contexts in electromagnetism, e.g., low-frequency time-harmonic Maxwell equations [33] , or some formulations of the (Navier -) Stokes equations [18] , and for HpΩ, divq such problems frequently occur in, e.g., mixed formulations of elliptic problems, least-squares formulations of elliptic problems, part of fluid flow problems, and in functional-type a posteriori error estimates, see, e.g., [2, 3, 30, 39, 40] and the reference therein. Therefore, developing fast solvers for large system of equations (1.5) is of significant importance.
Preconditioning methods for such linear systems in Hpcurlq within the framework of domain decomposition methods, multigrid methods, and auxiliary space methods have been proposed by several authors, see e.g., [2, 3, 19, 23, 43, 44] and the references therein. The first results for multigrid in Hpdivq (based on smoothing and approximation property) was presented in [13] for triangular elements. The first results for multigrid in Hpcurlq (within the framework of overlapping Schwarz methods) were obtained by Hiptmair in [20] . A unified treatment of multigrid methods for Hpcurlq and Hpdivq was presented by Hiptmair and Toselli in [21] . However, the condition number estimates of their preconditioned system were not robust with respect to the parameters α and β. Arnold et al. [3] employed the multigrid framework by developing necessary estimates for mixed finite element methods (FEM) based on discretizations of Hpdivq and Hpcurlq, and thereby obtained parameter independent condition number estimates of the preconditioned system. Pasciak and Zhao studied the overlapping Schwarz methods for Hpcurlq in polyhedral domains in [37] , and Reitzinger and Schoeberl studied algebraic multigrid methods for edge elements in [38] . Auxiliary space preconditioning, proposed by Xu in [46] , was studied for H 0 pΩ, curlq (the space Hpcurlq with zero tangential trace) by Hiptmair et al. [22] . Nodal auxiliary space preconditioning in Hpcurlq and Hpdivq was studied by Hiptmair and Xu in [23] , and the proposed preconditioner was robust with respect to the parameters α and β.
The main principles in constructing efficient multigrid and multilevel solvers for (1.5) are projections into spaces of divergence-free vector fields, see [44] , or, alternatively, a discrete version of the Helmholtz decomposition, see e.g., [2] , and/or the construction of a proper auxiliary space, see e.g., [23] . Moreover, an effective error reduction generally demands to complement the coarse-grid correction by an appropriate smoother, e.g., additive or multiplicative Schwarz smoother, cf. [3] . The simple scalar (point-wise) smoothers, in general, do not work satisfactorily for this class of problems. All of these methods may be viewed as subspace correction methods [45, 47] , where different choices of specific components result in different methods (which also applies to the method presented in this paper).
Algebraic multilevel iteration (AMLI) methods were introduced by Axelsson and Vassilevski in a series of papers [7, 8, 9, 10] . The AMLI methods, which are recursive extensions of two-level methods for FEM [5] , have been extensively analyzed in the context of conforming and nonconforming FEM (including discontinuous Galerkin methods), see [11, 12, 16, 24, 26, 27, 28, 34, 35, 36] . For a detailed systematic exposition of AMLI methods, see the monographs [25, 42] . These methods utilize a sequence of coarse-grid problems that are obtained from repeated application of a natural (and simple) hierarchical basis transformation, which is computationally advantageous. The underlying technique of these methods often requires only a few minor adjustments (mainly two-level hierarchical basis transformation) even if the underlying problem changes significantly. This is evident from the two different kind of problems considered in this paper, where the same algorithms (see Section 4) are used. Furthermore, the AMLI methods are robust with respect to the jumps in the operator coefficients (where classical multigrid methods suffer), and are computationally advantageous than classical algebraic multigrid methods.
In this paper, we first derive the results for two-dimensional Hpcurlq problem. Note that, in twodimensions, the lowest-order Nedelec space can be obtained by a 90 degrees rotation of lowest-order Raviart-Thomas space. Therefore, the space splitting presented in [28] also applies in this case (and vice-versa). However, we present a unified treatment of the element matrices arising from pu, vq and pXu, Xvq, which helps in deriving the explicit recursion formulae in simpler forms and without any undetermined constants. Moreover, with the unified treatment we are able to extend the results to threedimensional lowest-order Raviart-Thomas-Nedelec elements in a straight-forward manner. Our analysis is based only on some algebraic sequences and the generalized eigenvalues of local (element-wise) problems. In hierarchical setting, we derive explicit recursion formulae to compute the element matrices and the constant γ (which measures the quality of the space splitting) at any given level. The method is shown to be robust with respect to the parameters, i.e., the results hold uniformly for 0 ă α, β ă 8.
The remainder of this paper is organized as follows. In Section 2 we briefly discuss the finite element discretization of the model problem (1.1) using the lowest-order Nedelec and Raviart-Thomas-Nedelec spaces. Section 3 starts with a brief description of the AMLI procedure (in Section 3.1). After presenting hierarchical basis transformations in Section 3.2, the construction of the hierarchical splitting of the lowest-order Nedelec and Raviart-Thomas-Nedelec spaces is presented in Section 3.3. In Section 3.4 a local two-and multi-level analysis is then presented and the main result is proved. The algorithms used in this paper are provided in Section 4. Finally, in Section 5 we present numerical experiments. These include the cases with known analytical solution (α " β " 1), fixing one of the parameters and varying other from 10´6 to 10 6 , and the case of jumping coefficients. The conclusions are drawn in Section 6.
Finite element discretization
In this section we briefly discuss the finite element discretization using lowest order Nedelec space in two-dimensions and lowest-order Raviart-Thomas-Nedelec space in three-dimensions, respectively.
2.1. Finite element discretization using Nedelec elements. We consider the tessellation of Ω Ă R 2 using square elements, and choose the reference elementK as r´1, 1sˆr´1, 1s. Let P r x ,r y pKq denote the space of polynomials of degree ď r x in x and ď r y in y. Also, let P r pBKq denote the space of polynomials of degree ď r on BK. For the construction of V h , we use the space of lowest-order edge elements (Nedelec space of first kind), which is denoted by N 0 . The space N 0 pKq is defined as N 0 pKq " P 0,1 pKqˆP 1,0 pKq "
Thus, the local basis for N 0 has dimension 4. Moreover, for v 0 P N 0 pKq we have
where t denotes the unit tangential vector to the element boundaries. For further details the reader is referred to, e.g., [33] . Now let F :K Ñ R 2 be a diffeomorphism of the reference elementK onto a physical element K, i.e., K " FpKq. By J we denote the Jacobian matrix of the mapping, and by J D its determinant, which are defined as
Then we have the following transformation relations:
The vector transformation w Ñ J´Tŵ is called the covariant transformation, and curl w " J´1 D curlŵ is obtained via the well known Piola transformation w Ñ J´1 D Jŵ.
We denote the element matrix for ş K u¨v by L K , and for
For the N 0 space based on uniform mesh composed of square elements, the element matrices L K and C K have the following structure
The overall element matrix A K,C :" αL K`β C K , is thus given by
Letting e " κh 2 , with κ " α{β, the element matrix can be written as
Clearly, for all α, β P R`, and thus κ P R`, we have e ą 0. Note that for fixed κ, and h Ñ 0, the element matrix A K,C is dominated by the matrix C K (which has a non-zero kernel), whereas for moderate values of h it is a regular matrix. The near-nullspace of the matrix A K,C is given by the nullspace of the matrix C K , which is associated with the local bilinear form C K pu, vq :" pcurl u, curl vq K . As we shall see in the analysis, the proposed method is of optimal order for all 0 ă α, β ă 8.
The following result can now be easily shown using [28, 
Furthermore, in case of a uniform mesh composed of square N 0 elements, the matrix C K is same for each element K and its nullspace is given by
Remark 2.2. When using the lowest order Nedelec elements, the matrix C K is always of rank one. In the global assembly this yields a matrix C whose rank equals the number of elements in the mesh. That is, the kernel of the global matrix C has dimension dimpkerpCqq " n E´nK , where n E denotes the number of faces and n K denotes the number of elements in the finite element mesh. Thereby, the dimension of the kernel is slightly more than half of the total number of degrees of freedom.
2.2.
Finite element discretization using Raviart-Thomas-Nedelec elements. We consider the tessellation of Ω Ă R 3 using cubic elements, and choose the reference elementK as r´1, 1s 3 . Let P r x ,r y ,r z pKq denote the space of polynomials of degree ď r x in x, ď r y in y and ď r z in z, respectively. Also, let P r 1 ,r 2 pBKq denote the space of polynomials of degrees ď r 1 and ď r 2 in the respective dimensions on BK. For the construction of V h , we use the space of lowest-order Raviart-Thomas-Nedelec elements, which is denoted by RTN 0 . The space RTN 0 pKq is defined as
Thus, the local basis for RTN 0 has dimension 6. Moreover, for v 0 P RTN 0 pKq we have
where n denotes the unit normal vector to the element faces. For further details the reader is referred to, e.g., [14] . Now let F :K Ñ R 3 be a diffeomorphism of the reference elementK onto a physical element K, i.e., K " FpKq. By J we denote the Jacobian matrix of the mapping, and by J D its determinant, which are defined as
Then we have the following relations:
by the well known Piola transformation, see e.g., [14] .
For the RTN 0 space based on uniform mesh composed of cubic elements, the element matrices L K and D K have the following structure 
With the definition of e introduced before (2.6), the element matrix can be written as
Note again that for fixed κ, and h Ñ 0, the element matrix A K,D is dominated by the matrix D K (which has a non-zero kernel), whereas for moderate values of h it is a regular matrix. The near-nullspace of the matrix A K,D is given by the nullspace of the matrix D K , which is associated with the local bilinear form D K pu, vq :" pdiv u, div vq K . As we shall see in the analysis, the proposed method is of optimal order for all 0 ă α, β ă 8. 
Proof. Since the coefficients α and β in (2.12) are positive, it follows from equation (1.5) that A K,D is SPD for a general element K. Moreover, for a uniform mesh composed of cubic RTN 0 elements, since the vector p1,´1, 1,´1, 1,´1q T is orthogonal to the kernel of D K , it is clear that the rank-one matrix D K is of the form c¨p1,´1, 1,´1, 1,´1q T¨p 1,´1, 1,´1, 1,´1q, for some constant c. Remark 2.4. When using the lowest order Raviart-Thomas-Nedelec elements, the matrix D K is always of rank one. In the global assembly this yields a matrix D whose rank equals the number of elements in the mesh. That is, the kernel of the global matrix D has dimension dimpkerpDqq " n F´nK , where n F denotes the number of faces and n K denotes the number of elements in the finite element mesh. Thereby, the dimension of the kernel is slightly more than two-third of the total number of degrees of freedom.
Algebraic multilevel iteration
For the solution of the linear system arising from (1.5), we describe and analyze the AMLI method in the remainder of this section. Our presentation follows [28] .
3.1. The AMLI procedure. In what follows we will denote by M pℓq a preconditioner for a finite element (stiffness) matrix A pℓq corresponding to a ℓ times refined mesh p0 ď ℓ ď Lq. We will also make use of the corresponding ℓ th level hierarchical matrixÂ pℓq , which is related to A pℓq via a two-level hierarchical basis (HB) transformation J pℓq , i.e.,
The transformation matrix J pℓq specifies the space splitting, and will be described in detail in Section 3.2. By A pℓq i j andÂ pℓq i j , 1 ď i, j ď 2, we denote the blocks of A pℓq andÂ pℓq that correspond to the fine-coarse partitioning of degrees of freedom (DOF) where the DOF associated with the coarse mesh are numbered last.
The aim is to build a multilevel preconditioner M pLq for the coefficient matrix A pLq :" A h at the level of the finest mesh that has a uniformly bounded (relative) condition number
and an optimal computational complexity, that is, linear in the number of degrees of freedom N L at the finest mesh (grid). In order to achieve this goal hierarchical basis methods can be combined with various types of stabilization techniques. ff .
Starting at level 0 (associated with the coarsest mesh), on which a complete LU factorization of the matrix A p0q is performed, we define
Given the preconditioner M pℓ´1q at level ℓ´1, the preconditioner M pℓq at level ℓ is then defined by
Here C pℓq 11 is a preconditioner for the pivot block A pℓq 11 , and
is an approximation to the Schur complement S " A pℓ´1q´Â pℓq 21 C pℓq 11´1Â pℓq 12 , where A pℓ´1q "Â pℓq 22 is the stiffness matrix at the coarse level ℓ´1, and p pℓq is a certain stabilization polynomial of degree ν ℓ satisfying the condition (3.7) 0 ď p pℓq pxq ă 1, @ 0 ă x ď 1, and p pℓq p0q " 1.
It is easily seen that (3.6) is equivalent to
where the polynomial q pℓq pxq is given by
We note that the multilevel preconditioner defined via (3.4) is getting close to a two-level method when q pℓq pxq closely approximates 1{x, in which case C pℓq 22´1 « A pℓ´1q´1 . In order to construct an efficient multilevel method the action of C pℓq 22´1 on an arbitrary vector should be much cheaper to compute (in terms of the number of arithmetic operations) than the action of A pℓ´1q´1 . Optimal order solution algorithms typically require that the arithmetic work for one application of C pℓq 22´1 is of the order OpN ℓ´1 q where N ℓ´1 denotes the number of unknowns at level ℓ´1.
To reduce the overall complexity of AMLI methods (to achieve optimal computational complexity), various stabilization techniques can be used. It is well known from the theory introduced in [7, 8] that a properly shifted and scaled Chebyshev polynomial p pℓq :" p ν ℓ of degree ν ℓ can be used to stabilize the condition number of M pℓq´1 A pℓq (and thus obtain optimal order computational complexity). Other polynomials such as the best polynomial approximation of 1{x in uniform norm also qualify for stabilization, see, e.g., [29] . This approach requires the computation of polynomial coefficients which depends on the bounds of the eigenvalues of the preconditioned system. Alternatively, a few inner flexible conjugate gradient (FCG) type iterations are performed at coarse levels to stabilize (or freeze the residual reduction factor of) the outer FCG iteration, which lead to parameter-free AMLI methods [9, 10, 24, 34, 35, 36] . In general, the resulting nonlinear (variable step) multilevel preconditioning method is almost equally efficient as linear AMLI method, and, because its realization does not rely on any spectral bounds, it is easier to implement than the linear AMLI method (based on a stabilization polynomial). For a convergence analysis of nonlinear AMLI see, e.g., [24, 25, 42] .
Typically, the iterative solution process is of optimal order of computational complexity if the degree ν ℓ " ν of the matrix polynomial (or alternatively, the number of inner iterations for nonlinear AMLI) at level ℓ satisfies the optimality condition
where τ « τ ℓ " N ℓ {N ℓ´1 denotes the reduction factor of the number of degrees of freedom (DOF), and γ denotes the constant in the strengthened Cauchy-Bunyakowski-Schwarz (CBS) inequality. In case of standard (full) coarsening, the value of τ is approximately 4 for the sequence of N 0 spaces, and 8 for the sequence of RTN 0 spaces. These sequences will be constructed in the next subsections. For a more detailed discussion of AMLI methods, including implementation issues see, e.g., [25, 42] .
Remark 3.1. The commonly used AMLI algorithm was originally introduced and studied in a multiplicative form (3.4), see [7, 8] . However, the preconditioner can also be constructed in the additive form, which is defined as follows [4, 6, 25] ff .
In this case the optimal order of computational complexity demands that the matrix polynomial degree (or the number of inner iterations of nonlinear AMLI) satisfy the following relation For N 0 subspace of Hpcurlq, the particular two-level HB transformation that induces this splitting was introduced in the context of linear nonconforming Crouzeix-Raviart (CR) elements in [11, 12] . It was later studied for quadrilateral rotated bilinear (Rannacher-Turek) type elements in [16] . Note that the similarities of the HB transformation when using CR elements and Nedelec elements is due to the algebraic nature of the problem. For the discretization based on linear elements (for meshes consisting of triangles) or bilinear elements (for meshes consisting of squares), similar HB transformation matrix can be used. However, suitable changes will be required when working with meshes consisting of general quadrilaterals.
Consider two consecutive discretizations T H (coarse level) and T h (fine level). Figure 1 illustrates a macro-element G (at fine level) obtained from a coarse element by one regular mesh-refinement step. Let ϕ G " tφ i px, yqu 12 i"1 be the macro-element vector of the nodal basis functions. Using the local numbering of DOF, as shown in Figure 1 (right picture), a macro-element level (local) transformation matrix J G is constructed based on differences and aggregates of each pair of basis functions φ i and φ j that correspond to a macro element edge, i.e., (3.13)
Figure 2. Macro-element obtained after one regular mesh-refinement step
For RTN 0 subspace of Hpdivq, the particular two-level HB transformation, that induces this splitting, was introduced in the context of Rannacher-Turek elements for three-dimensional elliptic problems [17] . Consider two consecutive discretizations T H (coarse level) and T h (fine level). Figure 2 illustrates a macro-element G (at fine level) obtained from a coarse element by one regular mesh-refinement step. The colors green, magenta and blue represent the face directions and face DOFs for x, y and z directions, respectively. Let ϕ G " tφ i px, yqu 36 i"1 be the macro-element vector of the nodal basis functions. Using the local numbering of DOF, as shown in Figure 2 (second, third and fourth row of pictures), a macroelement level (local) transformation matrix J G is constructed based on differences and aggregates of basis functions φ i and φ j that correspond to a macro element face, i.e.,
where I is the 12ˆ12 identity matrix and
Here each block P i A , i " 1, 2, . . . , 6, which reflects the basis functions obtained by aggregates, is a 6ˆ4 matrix with all zeros except i th -row which has all ones. The block P D , which reflects the orthogonal transformation to aggregates, and obtained by suitable combination of differences, is given by
The transformations (3.13)-(3.14) define a two-level hierarchical basisφ G locally, namely,φ G " J G ϕ G .
Hierarchical splitting.
Let A G be the macro-element stiffness matrix corresponding to G P T " T h . The global stiffness matrix A h can be written as
where R G denotes the natural inclusion (canonical injection) of the matrix A G for all G in T . Note that the matrix A G is of size 12ˆ12 for two-dimensional Hpcurlq problem, and of size 36ˆ36 for three-dimensional Hpdivq problem. Then the hierarchical two-level macro-element matrix is given bŷ
, and the related global two-level matrix can be obtained via assembling, i.e.,Â h " ř GPT R T GÂ G R G . Alternatively, one can compute the matrixÂ h via the triple matrix product
where the global transformation matrix J is induced by the local transformations, i.e.,
In other words, global and local transformations are compatible in the sense that restricting J to the DOF of any macro-element G we obtain J G . Now, if we number those DOF that correspond to interior nodes of the macro elements first, the global two-level stiffness matrixÂ h has the 2ˆ2 block structure
whereÂ 11 corresponds to the interior unknowns. We follow the first reduce (FR) approach, see e.g., [11, 12, 16, 17] , where these interior unknowns are first eliminated exactly. This static condensation step can be written in the form 3.4. Local analysis. In the two-level framework we denote by V 1 and V 2 the subspaces of the finite element space V h . The space V 2 is spanned by the coarse-space basis functions (aggregates) and V 1 is the complement of V 2 in V h , i.e., V h is a direct sum of V 1 and V 2 :
A measure for the quality of this splitting is the constant γ in the strengthened CBS inequality, which is defined by the relation
It is well known (see, e.g., [5] ) that γ can be estimated locally over each macro element G, and that γ " max G γ G , where
The spaces V 1 pGq, V 2 pGq, and the bilinear form A G pu, vq correspond to the restriction of V 1 , V 2 , and Apu, vq, respectively, to the macro element G.
We perform this local analysis on the matrix level, where the splitting (3.19) is obtained via the twolevel hierarchical basis transformation described in Section 3.2, and the space V h corresponds to the choice of lowest order Nedelec or Raviart-Thomas-Nedelec elements. In this setting the upper left block ofÂ h is block-diagonal. Note that, for two-dimensional Hpcurlq problem, the diagonal blocks ofÂ 11 are of size 4ˆ4, which can be associated with the interior nodes t1, 2, . . . , 4u in the right picture of Figure 1 , and for three-dimensional Hpdivq problem, the diagonal blocks ofÂ 11 are of size 12ˆ12, which can be associated with the interior nodes t1, 2, . . . , 12u in the center column of second, third and fourth row of pictures in Figure 2 . Therefore, we first compute the local Schur complements arising from static condensation of the interior DOF and obtain the matrices B G . Next we split each matrix B G as [5, 15] , to estimate the CBS constant γ, it suffices to compute the minimal eigenvalue of the generalized eigenproblem
where S G " B G,22´BG,21 B´1 G,11 B G,12 . The CBS constant γ can then be estimated as follows
Note that the matrix B G,11 is a well conditioned matrix, see Figure 3 , and therefore, it can be inverted cheaply, either by an iterative process or by, for example, an incomplete LU factorization [41] , which is denoted by B i 11 in Figure 3 . We now first prove some auxiliary (stand-alone) results on algebraic sequences, which we will use to bound the CBS constant γ. 
Moreover, the following bound holdś 1 ă r 0 ă 1{2, and´1 ă r ℓ ď 0 @ ℓ " 1, 2, . . . , Proof. Using the definition of r ℓ in (3.22b), we get b ℓ`1 {a ℓ "´r 2 ℓ , and thus a ℓ`1 {a ℓ " 2´r 2 ℓ . The last relation of (3.23a) then immediately follows. The relations (3.23b) are also easily obtained from (3.22b) and (3.23a).
Clearly, for e ą 0, we have a 0 ą 6, and since r 0 " b 0 {a 0 " pe´6q{p2e`6q, it is easy to see that 1 ă r 0 ă 1{2. The latter also implies that 0 ď r 2 0 ă 1. We now prove the remaining bounds using induction.
ℓ " 0. Since a 1 {a 0 " 2´r 2 0 ą 1, we have a 1 ą a 0 ą 6. Moreover, r 1 "´r 2 0 {p2´r 2 0 q. This implies that´1 ă r 1 ď 0, and thus 0 ď r 2 1 ă 1. Furthermore, when r 0 0, we have And, since r 1 " 0 if r 0 " 0, we have r 2 1 ď r 2 0 ă 1. ℓ " n. Assume that the relations (3.24) hold for ℓ " n. Since a n`1 {a n " 2´r 2 n ą 1, we have a n`1 ą a n ą 6. Moreover, r n`1 "´r 2 n {p2´r 2 n q. This implies that´1 ă r n`1 ď 0, and thus 0 ď r 2 n`1 ă 1. Also, when r n 0, we have
And, since r n`1 " 0 if r n " 0, we have r 2 n`1 ď r 2 n ă 1. This concludes the proof. For remaining bounds, we use induction and proceed as follows. The details are omitted here (the results can also be verified by using algebraic cylindrical decomposition in a computer algebra system like Mathematica [31] ).
The sequences a ℓ , b ℓ , and r ℓ are plotted in Figure 4 , and the sequences c 2 ℓ,C and c 2 ℓ,D are plotted in Figure 5 . We are now in a position to prove the following theorem which provides a theoretical estimate that holds on all levels of recursive splitting of the N 0 subspace of Hpcurlq, and RTN 0 subspace of Hpdivq. Proof. In order to prove this uniform bound for γ we study the generalized eigenproblem (3.20) . At level L of the finest discretization the macro-element matrixÂ G , which is the same for all G in T h L for a uniform mesh, can be represented in the form
We first focus on two-dimensional Hpcurlq problem, for which
The variables a 0 and b 0 are defined in Lemma 3.2, e and κ are defined before (2.6), and the local transformation matrix J G is defined according to (3.13) . The lower-right 4ˆ4 block of the matrix B G and the Schur complement S G for the first splitting (at level L) are to be found
The generalized eigenproblem (3.20) has two different two-fold eigenvalues, namely λ 1,2 " 1 and
Note that the coefficient β does not appear in the bound for γ since the factor β 6h 2 appear in both the matrices of the generalized eigenproblem (3.20) , and thus does not affect the eigenvalues. Now in order to compute a similar bound for the second splitting (at level L´1) we have to use the relation A 22 . In general, for the pℓ`1q th splitting (at level L´ℓ) the relation
is to be used in the assembly ofÂ
Repeating the computations, we find that the relation (3.46) holds for all levels ℓ " 1, 2, . . . , L´1, L, and the element stiffness matrix A L´ℓ K (after ℓ coarsening steps) is given by
where the sequences a ℓ and b ℓ are defined in (3.22) . Thus, the bound for γ G at level L´ℓ reads
The result (3.40) then follows by taking γ L´ℓ G " c ℓ,C , where c ℓ,C is defined in Lemma 3.3. For three-dimensional Hpdivq problem we have
and the local transformation matrix J G is defined according to (3.14) . The lower-right 6ˆ6 block of the matrix B G and the Schur complement S G for the first splitting (at level L) are to be found (using e.g., Mathematica [31] )
The generalized eigenproblem (3.20) has two different three-fold eigenvalues, namely λ 1,2,3 " 1 and
which shows that (3.51)´γ pLq G¯2 ď 1´λ 4,5,6 " 72pa 0`b0 q pa 0`1 2qpa 0´6 qpa 0´b0 q .
As before, to compute a similar bound for the pℓ`1q th splitting the relation (3.45) is to be used in the assembly ofÂ L´ℓ G , see (3.46) . Repeating the computations, we find that the relation (3.46) holds for all levels ℓ " 1, 2, . . . , L´1, L, and the element stiffness matrix A L´ℓ K (after ℓ coarsening steps) is given by
Thus, the bound for γ G at level L´ℓ reads
The result (3.40) then follows by taking γ Remark 3.6. The curves in Figure 5 show the behavior of γ 2 G (defined by (3.48) and (3.53)). We observe that γ 2 G approaches zero when the splitting is applied many times (increasing ℓ from left to right), which means that the two subspaces V 1 and V 2 in (3.19) become increasingly orthogonal to each other as the recursion proceeds. Therefore, on (very) coarse levels, the upper bound Θ for γ 2 G , and thus for γ 2 , is quite pessimistic.
Remark 3.7.
Note that the lowest order Raviart-Thomas (respectively Raviart-Thomas-Nedelec) type elements on general quadrilateral (respectively hexahedral) meshes do not show any convergence for the divergence of the field [1] . In such cases, one can use, e.g., Arnold-Boffi-Falk type elements [1] . However, the presented analysis won't suffice for such elements, and further work will be needed.
Algorithmic aspects
In this section we present the algorithms which have been used in this article for the solution of Mz " r, the step used in preconditioned conjugate gradient method (PCG) for linear AMLI or flexible conjugate gradient method (FCG) for nonlinear AMLI. The algorithms, presented as pseudocodes with a compact syntax/style close to the matlab language [32] , should be helpful to the practitioners in the respective fields˚. The preconditioner M, as explained in Section 3.1, requires the solution of nested systemsÂz " r, and Bv " w, where the matricesÂ and B are defined in (3.17) and (3.18), respectively. Using the factorization (3.17) we rewriteÂz " r as follows "Â 11 0
Similarly, using the partitioning (3.18) we rewrite Bv " w as follows "
Note that in (4.2) the matrix B 22 is an approximation of the exact Schur complement S " B 22B 21 B´1 11 B 12 . Given the exact LU factors LÂ 11 and UÂ 11 ofÂ 11 , and incomplete LU factors L B 11 and U B
11
of B 11 , the Algorithms 1 and 2 solve the triangular systems in (4.1)-(4.2). Note that, since v 2 " t 2 , the solution of
is performed at the next coarser level with the recursive application of AMLI algorithm.
We now first present the algorithm for the linear AMLI method. This algorithm is adapted from [8, 25, 42] . The linear AMLI algorithm requires the computation of coefficients q i , i " 0 . . . ν´1, from properly shifted and scaled Chebyshev polynomials. The algorithm presented below is for fixed V-or ν-cycle for all levels (ν-cycle also has the V-cycle at the finest level), which is commonly used in practice. For varying V-or ν-cycles at any given level (and thus having more involved algorithm), see e.g., [25, Alg. 10.1] .
:
The variable names listed in Require may be defined globally or passed as arguments.
The vector d pk´1q in the right hand side of [25, (10.6) ] is erroneous, and should be replaced by w pk´1q , see [8, (3.6) ].
1 n it , and n it is the number of iterations reported in the tables.
5.1. Two-dimensional Hpcurlq problem. We first present numerical results for two-dimensional Hpcurlq problem. For all the numerical experiments, we consider a mesh of square elements of size h " 1{8, 1{64, . . . , 1{2048 (i.e., up to 8, 392, 704 DOF for the finest level). We use a direct solver on the coarsest mesh that consists of 4ˆ4 elements. Hence, the multilevel procedure is based on 1 to 9 levels of regular mesh refinement (resulting in an ℓ-level method, ℓ " 3, . . . , 11).
Example 5.1. Consider the model problem (1.1) in a unit square, and fix the coefficients α " β " 1. The problem data is chosen such that the exact solution is given by u " pπ sin πx cos πy,´π cos πx sin πyq T .
For the W-cycle method, we chose two-types of stabilization polynomials q pℓq . One is based on Chebyshev polynomials (see, e.g., [8, 25, 42] , denoted in the tables by T ), for which the polynomial q pℓq pxq is defined as 2{ps´bq´x{ps´bq 2 , where s " a 1`b`b 2´γ2 , and b is some constant estimating the upper bound of the condition number of preconditioned B 11 block, see the Appendix for details. The other one is based on the polynomial of best uniform approximation to 1{x (see, e.g., [29] , denoted in the tables by X), for which the polynomial q pℓq pxq is defined as p2´γ 2 q{p1´γ 2 q´x{p1´γ 2 q. The results for the V-cycle and W-cycle multiplicative AMLI method are presented in Table 1 . The second column confirms the error convergence behavior. We see that for decreasing h the growth in the iteration number for V-cycle is moderate (as expected), whereas both the W-cycle versions (T and X) exhibit h-independence. Moreover, the total time (factorization and solver) reported in eighth and eleventh columns also confirms that both the versions of W-cycle are of practical optimal complexity (slight increase in time may be attributed to the implementation issues). We note that in the multiplicative preconditioning the X-version W-cycle gives slightly better results than the T -version W-cycle. We now test the AMLI method with additive preconditioning. The results for the V-cycle and both the W-cycle additive AMLI methods are presented in Table 2 . We also present the results for nonlinear variant of AMLI method, see e.g., [9, 10, 24, 25, 34, 35, 36] , in the last three columns (denoted in the tables by N, W-cycle referring to two inner iterations). Surprisingly, in the additive form, the T -version W-cycle gives much better results than the X-version W-cycle, where the latter appears to be stabilizing only towards very fine mesh (many recursive levels). This can be attributed to the fact that for the additive preconditioning, for the choice of γ " a 3{8, we require that ν ą a p1`γq{p1´γq ą 2, which does not hold for (both) the W-cycle. The results of nonlinear W-cycle further improve the results of T -version W-cycle (linear). Since the nonlinear W-cycle AMLI method gives the best results (and is free from parameters b and γ), in the remaining numerical experiments we will only present the results from multiplicative form of V-cycle and nonlinear W-cycle AMLI method. Table 2 . Convergence results for additive AMLI, α " β " 1 The results for the multiplicative AMLI method for varying α are presented in Table 3 for V-and nonlinear W-cycle. We see that the V-cycle shows some effect of α, with a moderate growth in the number of iterations for decreasing h, however, the nonlinear W-cycle is independent of h, and is fully robust with respect to α. Note that towards very large values of α, the system matrix is well-conditioned, and the hierarchical splitting approaches orthogonal decomposition, therefore, the V-cycle method also exhibits optimal order complexity. The results for the multiplicative AMLI method for varying β are presented in Table 4 for V-and W-cycles. The results are qualitatively the same as in Table 3 for varying α, with the parameter value reversing the behavior of the solver. Finally, the results for the multiplicative AMLI method for the case with jump in the coefficients (aligned with the coarsest level mesh), which are presented in Table 5 for V-and nonlinear W-cycles, show robustness with respect to the jump in the coefficients.
5.2.
Three-dimensional Hpdivq problem. We now present the numerical results for three-dimensional Hpdivq problem. For all the numerical experiments, we consider a uniformly refined mesh of cubic elements of size h " 1{4, . . . , 1{128 (i.e., up to 6, 340, 608 DOF for the finest level). We use a direct solver on the coarsest mesh that consists of 2ˆ2 elements. Hence, the multilevel procedure is based on 1 to 6 levels of regular mesh refinement (resulting in an ℓ-level method, ℓ " 2, . . . , 7). Example 5.5. Consider the model problem (1.1) in a unit cube, and fix the coefficients α " β " 1. The problem data is chosen such that the exact solution is given by u " ∇psin πx sin πy sin πzq. For the linear AMLI W-cycle, here we only use the stabilization polynomial q pℓq pxq based on Chebyshev polynomials (and thus omit the notation T ). The results for the V-cycle and W-cycle multiplicative AMLI method are presented in Table 6 . The second column confirms the error convergence behavior. We see that for decreasing h the growth in the iteration number for V-cycle is moderate (as expected), whereas both the W-cycle versions (linear and nonlinear) exhibit h-independence. Moreover, the total time (setup and solver) reported in eighth and eleventh columns also confirms that both the versions of W-cycle are of practical optimal complexity (slight increase in time may be attributed to the implementation issues). We note that the nonlinear W-cycle gives better results than the linear W-cycle. As a comparison, in the last column we report the timings required for the direct solver in matlab , which exhibit OpN 2 L q complexity against the optimal OpN L q complexity of the presented AMLI method. We now test the AMLI method with additive preconditioning. The results for the V-cycle and both the W-cycle additive AMLI methods are presented in Table 7 . Note that for the additive preconditioning, for the choice of γ " a 1{2, we require that ν ą a p1`γq{p1´γq " 1`?2 ą 2. However, both the W-cycle methods (for ν " 2) exhibit optimal order. This may be attributed to the special structure (and clustering of eigenvalues) of the problem. The results of nonlinear W-cycle further improves the results of linear W-cycle (as compared to the multiplicative version). Since the nonlinear W-cycle AMLI method gives the best results (and is free from parameters b and γ), in the remaining numerical experiments we will only present the results from multiplicative form of V-cycle and nonlinear W-cycle AMLI method. The results for the multiplicative AMLI method for varying α are presented in Table 8 for V-and nonlinear W-cycle. We see that the V-cycle shows some effect of α, with a moderate growth in the number of iterations for decreasing h, however, the nonlinear W-cycle is independent of h, and is fully robust with respect to α. Note that towards very large values of α, the system matrix is well-conditioned, and the hierarchical splitting approaches orthogonal decomposition, therefore, the V-cycle method also exhibits optimal order complexity. Since fixing α and varying β only reverses the behavior (from left to right) as presented in Table 8 , see also Section 5.1, we do not include those results here. Finally, the results for the multiplicative AMLI method for the case with jump in the coefficients (aligned with the coarsest level mesh), which are presented in Table 9 for V-and nonlinear W-cycles, also show robustness with respect to jumps in the coefficients. We have presented an optimal order AMLI method for problems in two-dimensional Hpcurlq space and three-dimensional Hpdivq space. In the hierarchical setting, we derived explicit recursion formulae to compute the element matrices, and bounds for the multilevel behavior of γ that are robust with respect to the coefficients in the model problem. The main result of our local analysis (Theorem 3.5) shows that a second order stabilization polynomial (or two inner iterations in nonlinear method), i.e., a W-cycle, is sufficient to stabilize the AMLI process. The presented numerical results, including the case with jumping coefficients (aligned with the coarsest level mesh) confirm the robustness and efficiency of the proposed method. The performance of the presented methods for the range of parameters considered in the paper shows that these methods can be effectively used by the practitioners in the respective fields.
