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Abstract—In many applications, there is interest in testing whether
two graphs come from the same distribution. However, due to the nature
of graph data, classical statistical methods are not directly applicable.
When the distribution of each graph is determined by a distribution
for vertex latent positions, in particular under the random dot product
graph model, a statistical procedure is derived to test whether the two
sets of latent positions are equally distributed. We empirically analyze
several methods for this problem, and show that adapting multiscale
graph correlation (MGC) to answer this question results in a test which
outperforms several existing methods. We then demonstrate that on a real
brain network, MGC detects a difference between two hemispheres of a
larval Drosophila brain network, whereas other methods fail to detect a
difference.
Index Terms—Graph hypothesis testing, multiscale graph correlation.
I. INTRODUCTION
Graphs are a useful data structure because they naturally en-
code information about relationships between variables, and are
becoming increasingly relevant in fields such as brain science [1],
social sciences [2], and statistical network analysis [3]. Often, we
encounter more than one graph observation, and it is statistically and
scientifically interesting to determine whether the two graphs come
from the same distribution: the graph hypothesis testing problem.
When the two samples are real-valued scalars, procedures such as
the t-test and Wilcoxon test are available, but these methods do not
generalize to more complex data structures such as graphs.
Recently, methods have been proposed for determining whether
two graphs are statistically equivalent under different settings [4]–
[6]. Here, we focus on the algorithm proposed in [5]. A benefit of
this nonparametric approach is that it is able to operate on graphs
with unmatched vertex sets. This method is based on the concept
of distance between probability distributions, and in particular uses
the maximum mean discrepancy (MMD), which has been shown to
be equivalent to a biased version of distance correlation (DCorr) to
detect dependencies between variables [7].
Multiscale graph correlation (MGC) is a recently proposed measure
of dependency that has shown an improved empirical power by
intelligently selecting the appropriate scale of the data [8]. In this
paper, we empirically show that MGC also outperforms both biased
and unbiased versions of DCorr in two-sample graph hypothesis
testing, and that MGC provides statistical evidence for differences in
a real data problem of testing bilateral homology in the Drosophila
brain network, whereas Dcorr methods fail.
II. BACKGROUND
A. Graphs and Embeddings
A graph G = (V,E) with n vertices is composed of a vertex set
V = {v1, . . . , vn} and an edge set E ⊂ V × V, where the edge
(vi, vj) ∈ E connects vertices i and j. Graphs can be represented
by an adjacency matrix A ∈ {0, 1}n×n, with rows and columns
corresponding to vertices and matrix entries corresponding to edge
values, so Ai,j = 1 whenever (vi, vj) ∈ E.
The random dot product graph (RDPG) model [9], [10] treats the
entries of an adjacency matrix A as independent Bernoulli random
variables, where the probability of an edge is given by the dot product
of pairs of latent positions x1, . . . , xn ∈ Rd for each vertex, so
P(Aij = 1) = xTi xj . This latent positions are indepentent random
variables sampled according to some distribution F . Writing X =
[x1 · · ·xn]T as the matrix of latent positions, we denote by (X,A) ∼
RDPG(n, F ) a RDPG with adjacency matrix A and (unobserved)
latent positions X sampled from F .
The RDPG model provides a flexible framework for studying the
statistical equivalence of a pair of graphs. Suppose that (X,A) ∼
RDPG(n, FX) and (Y,B) ∼ RDPG(m,FY ). Then, the two graphs
A and B are said to have the same distribution if FX = FY , up to an
orthogonal transformation due to the nonidentifiability inherent with
inner products [5]. Observe that the graphs A and B do not need
to have matched vertices because we are comparing distributions of
latent positions, not the latent positions themselves.
Assuming that the latent positions of the graphs are observed, say
x1, . . . , xn
iid∼ FX and y1, . . . , ym iid∼ FY , the graph hypotheses
are given by H0 : FX = FY vs HA : FX 6= FY and the test
proceeds with the latent positions directly. In practice, however, the
latent positions are usually unobserved, so to obtain an accurate
estimate we use adjacency spectral embedding (ASE) [11]. Suppose
that A = USV T +U⊥S⊥V T⊥ is the singular value decomposition of
A, where U, V ∈ Rn×d, U⊥, V⊥ ∈ Rn×(n−d) are jointly orthogonal
matrices corresponding to the singular vectors of A, and S ∈ Rd×d,
S⊥ ∈ R(n−d)×(n−d) are diagonal matrices such that S contains the
d largest singular values of A. Then, the ASE of A is defined as
Xˆ = US1/2. This simple and computationally efficient approach
results in consistent estimates Xˆ and Yˆ of the true latent positions
X and Y , which can be further employed to construct a consistent test
[5]. The performance of ASE depends on the embedding dimension
d; the dimension of the underlying latent positions is also denoted by
d, but in practice we select the embedding via the scree plot which
can be done automatically via a likelihood profile approach [12].
B. Distance Correlation
Due to the equivalence between two-sample and independence
testing [7], DCorr can be used to test the equality of the dis-
tributions FX and FY . Define Z = (XT , Y T )T ∈ RN×d and
E = (0n, 1m)
T ∈ RN , where N = n + m. DCorr tests the
independence of Z and E using some distance functions δZ :
Rd × Rd → R and δE : R × R → R. First, DCorr com-
putes distance matrices DZ , DE such that DZi,j = δZ(Zi, Zj) and
DEi,j = δE(Ei, Ej). The distance matrices are then doubly centered
to DZ
′
, DE
′
, where DZ
′
i,j = D
Z
i,j − DZ ·,j − DZi,· + DZ ·,·, and
similarly for DE
′
. Here the column means, row means, and the
grand mean are DZ ·,j = 1N
∑N
i=1D
Z
i,j , DZi,· = 1N
∑N
j=1D
Z
ij , and
DZ ·,· = 1N2
∑N
i=1
∑N
j=1D
Z
ij , respectively. The sample DCorr test
statistic [13] is defined as
DCorr(Z,E) =
1
N(N − 3)σDZ′σDE′
∑
i,j
DZ
′
i,jD
E′
i,j ,
where σDZ′ and σDE′ are the standard deviation of values in D
Z′
and DE
′
, respectively. The nonparametric test using this statistic
generates a null distribution by permuting the indices of E. The
centered versions DZ
′
, DE
′
have the property that all rows and
columns sum to zero, but the test statistic is biased for finite samples.
An unbiased version of DCorr modifies the centering method
of the pairwise distance matrices [13]. This method, called U-
centering, generates a matrix DZ
′′
that has the additional property
that E[DZ
′′
ij ] = 0, i, j = 1, . . . , N . D
Z′′ uses a slightly different
form for the row means, column means, and grand mean, given by
D˜Z ·,j = 1N−2
∑N
i=1D
Z
ij (similarly for row means) and D˜Z ·,· =
1
(N−2)(N−1)
∑
i,j D
Z
ij . The test statistic is defined analogously mod-
ulo these new definitions.
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2C. Multiscale Graph Correlation
An alternative method for approaching the hypothesis testing
problem is MGC [8], which uses the distance based methods in
DCorr, but also considers the local scale of the data. MGC is based
on unbiased DCorr, resulting in it also being unbiased. MGC consists
of the following steps.
1) Compute the centered distance matrices DZ
′′
and DE
′′
.
2) For each k, l in 1, . . . , N , compute the k and l nearest neigh-
bors of each row of DZ
′′
and DE
′′
, respectively, and denote
the induced nearest neighbor graphs by Gk ∈ {0, 1}N×N and
Hl ∈ {0, 1}N×N .
3) Estimate the local normalized correlations ck,l such that
ckl =
∑
i,j D
Z′′
ij D
E′′
ij G
k
ijH
l
ij(∑
i,j(D
Z′′
ij )
2Gkij
)(∑
ij(D
E′′
ij )
2Hlij
) .
4) Using a smoothing parameter τ , estimate the smoothed maxi-
mum of ckl over all posible values of k and l, defined as
R = LCC{(k, l) : ckl > max(τ, cNN )},
c∗ = max
(k,l)∈R
ckl,
where LCC denotes the largest connected component of the
graph defined by a set of edges.
Once the MGC test statiistic c∗ is obtained, a permutation test is
performed to determined the null distribution. When the relationship
is nonlinear or non-monotonic, MGC tends to choose scales smaller
than n, detecting relationships more often than DCorr. It can be
considered an upgrade to the above methods at a minor running time
cost [8].
III. SIMULATIONS
The performance of the three tests described (DCorr, unbiased
DCorr and MGC) is analyzed by simulating different graphs using
the RDPG model. The simulations were performed using the Graspy
[14] and MGCPy [15] packages.
Given a pair of graph adjacency matrices A and B, we want
to know whether the latent positions of the graphs were generated
from the same distribution. The graphs are simulated according
to the RDPG model, using different distributions (described be-
low) to generate their latent positions X = (x1, . . . , xn)T and
Y = (y1, . . . , yn)
T , and the latent positions are estimated via ASE.
Then, we use these estimates to compute the corresponding test
statistics for the three different methods, and calculate the p-value
after estimating the null distribution via permutation test. The tests
reject at a significance level α = 0.05, and the empirical power based
on 100 Monte Carlo replicates is reported. This process is repeated for
increasing numbers of vertices in each graph. The graph generating
mechanisms are described next.
A. Equal distribution of the latent positions
First, we analyze the performance of the methods when the
null hypothesis is true, so the latent positions X and Y have the
same distribution: xi
iid∼ FX and yi iid∼ FX , i = 1, . . . , n, with
FX = Unif(.2, .7). That is, these mutually independent sets of
latent positions are uniformly distributed on the range (.2, .7). Figure
1a shows the empirical power of the tests for different numbers
of vertices. The empirical power does not exceed α significantly,
showing that all methods correctly control the type I error.
B. Linear difference in the distributions
For this setting, we generate xi
iid∼ FX and yi iid∼ FX + 0.1.
The results of this setting are shown in Figure 1b. As the number
of vertices in each graph increases, the difference between the
distributions becomes easier to detect, and all algorithms pick up
on this difference, resulting in power increasing to unity.
C. Nonlinear difference in the distributions
Finally, set xi
iid∼ FX and yi iid∼ 0.5Beta(.2, .2) + 0.2. Figure 1c
shows similar behavior to the previous linear scenario, in which the
power of all the methods goes to 1, but here MGC shows larger
power when the sample size is small. This is because MGC is able
to discriminate more subtle differences between the distributions.
IV. REAL DATA APPLICATIONS
A. Left vs Right Drosophila Brain
The connectomes of the fly Drosophila Melanogaster have been
obtained in [16]. The left hemisphere and right hemisphere of
the brain are similar, but not identical. To compare between these
hemispheres, we test the difference of the distributions of the graph
of the left brain of 209 neurons/vertices (L) and the graph of the right
brain of 213 neurons/vertices (R). These brain graphs are weighted
and directed.
The ASE embeddings of each hemisphere are denoted by XˆL
and XˆR, estimating latent positions of RDPG models for each
hemisphere, with assumed distributions FL and FR respectively. We
test the hypothesis H0 : FL = FR vs H1 : FL 6= FR. The edges
of the data represent the number of synaptic connections between
pairs of neurons, which are encoded by positive numbers, and first
we pass the edge weights to ranks. The left and right singular
vectors from ASE are then concatenated for our final latent position
estimates. Figure 2 shows pair-plots of the embeddings color coded
by hemisphere.
Using the estimated latent positions, we test the equality of the
distributions using the same methods as before. The null distributions
of the test statistics of these methods, together with their p-values,
are shown in Figure 3. As observed in Figure 2, the latent positions
of both hemispheres are similar, differing in only a few dimensions,
and MGC detects these differences, suggesting a difference in the
distributions where the other tests do not.
V. DISCUSSION
When two samples of points are related by a linear transformation,
or when they are monotonic increasing functions of the other, we
expect MGC to perform about well as DCorr. In settings with
nonlinearities, we expect tests using MGC to identify local patterns
and achieve a higher power when compared to tests using biased and
unbiased DCorr.
In real data, in which the unknown relationship may be nonlinear,
MGC often provides stronger results than the other tests. This is
shown when testing equivalence of left and right hemispheres of the
drosophila connectome.
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3(a) Equal distribution (b) Linear distribution difference (c) Nonlinear distribution difference
Fig. 1: Empirical power of different methods (DCorr biased and unbiased, and MGC) for detecting differences in the distribution of latent
positions for two graphs as a function of the number of vertices.
Fig. 2: Left (blue) and right (orange) hemisphere embeddings for
the larval Drosophila connectome after pass to ranks. The diagonals
are histograms of each dimension, upper off-diagonals are pairwise
scatter plots, and lower off-diagonals are kernel density estimate
subtractions of the two embeddings.
Fig. 3: Null distributions (dists) and test statistics (vertical lines) of
the different tests for equal distribution. The p-values of the tests are
shown in the legend.
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