Abstract. The shock reflection problem is one of the most important problems in mathematical fluid dynamics, since this problem not only arises in many important physical situations but also is fundamental for the mathematical theory of multidimensional conservation laws that is still largely incomplete. However, most of the fundamental issues for shock reflection have not been understood, including the regularity and transition of the different patterns of shock reflection configurations. Therefore, it is important to establish the regularity of solutions to shock reflection in order to understand fully the phenomena of shock reflection. On the other hand, for a regular reflection configuration, the potential flow governs the exact behavior of the solution in C 1,1 across the pseudo-sonic circle even starting from the full Euler flow, that is, both of the nonlinear systems are actually the same in an physically significant region near the pseudo-sonic circle; thus, it becomes essential to understand the optimal regularity of solutions for the potential flow across the pseudo-sonic circle (the transonic boundary from the elliptic to hyperbolic region) and at the point where the pseudo-sonic circle (the degenerate elliptic curve) meets the reflected shock (a free boundary connecting the elliptic to hyperbolic region). In this paper, we study the regularity of solutions to regular shock reflection for potential flow. In particular, we prove that the C 1,1 -regularity is optimal for the solution across the pseudo-sonic circle and at the point where the pseudo-sonic circle meets the reflected shock. We also obtain the C 2,α regularity of the solution up to the pseudo-sonic circle in the pseudo-subsonic region. The problem involves two types of transonic flow: one is a continuous transition through the pseudo-sonic circle from the pseudo-supersonic region to the pseudo-subsonic region; the other a jump transition through the transonic shock as a free boundary from another pseudo-supersonic region to the pseudo-subsonic region. The techniques and ideas developed in this paper will be useful to other regularity problems for nonlinear degenerate equations involving similar difficulties.
Introduction
We are concerned with the regularity of global solutions to shock wave reflection by wedges. The shock reflection problem is one of the most important problems in mathematical fluid dynamics, which not only arises in many important physical situations but also is fundamental for the mathematical theory of multidimensional conservation laws that is still largely incomplete; its solutions are building blocks and asymptotic attractors of general solutions to the multidimensional Euler equations for compressible fluids (cf. CourantFriedrichs [14] , von Neumann [36] , Glimm-Majda [21] , and Morawetz [33] ; also see [2, 8, 20, 22, 28, 34, 35] ).
In Chen-Feldman [10] , the first global existence theory of shock reflection configurations for potential flow has been established when the wedge angle θ w is large, which converge to the unique solution of the normal reflection when θ w tends to π/2. However, most of the fundamental issues for shock reflection by wedges have not been understood, including the regularity and transition of the different patterns of shock reflection configurations. Therefore, it is important to establish the regularity of solutions to shock reflection in order to understand fully the phenomena of shock reflection, including the case of potential flow which is widely used in aerodynamics (cf. [3, 13, 21, 32, 33] ). On the other hand, for the regular reflection configuration as in Fig. 1 , the potential flow governs the exact behavior of solutions in C 1,1 across the pseudo-sonic (sonic, for short below) circle P 1 P 4 even starting from the full Euler flow, that is, both of the nonlinear systems are actually the same in a physically significant region near the sonic circle; thus, it becomes essential to understand the optimal regularity of solutions for the potential flow across the sonic circle P 1 P 4 and at the point P 1 where the sonic circle meets the reflected shock.
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Figure 1. Regular Reflection Configuration
In this paper, we develop a mathematical approach in Sections 2-4 to establish the regularity of solutions to regular shock reflection with the configuration as in Fig. 1 for potential flow. In particular, we prove that the C 1,1 -regularity is optimal for the solution across the open part P 1 P 4 of the sonic circle (the degenerate elliptic curve) and at the point P 1 where the sonic circle meets the reflected shock (as a free boundary). The problem involves two types of transonic flow: one is a continuous transition through the sonic circle P 1 P 4 from the pseudo-supersonic (supersonic, for short below) region (2) to the pseudosubsonic (subsonic, for short below) region Ω; the other is a jump transition through the transonic shock as a free boundary from the supersonic region (1) to the subsonic region Ω. To achieve the optimal regularity, one of the main difficulties is that the part P 1 P 4 of the sonic circle is the transonic boundary separating the elliptic region from the hyperbolic region. Near P 1 P 4 , the solution is governed by a nonlinear equation, whose main part has the form:
(2x − aψ x )ψ xx + bψ yy − ψ x = 0, (
where a, b > 0 are constants, and which is elliptic in {x > 0} where ψ > 0, with elliptic degeneracy at {x = 0} where ψ = 0. We analyze the features of equations modeled by (1.1) and prove the C 2,α regularity of solutions of shock reflection problem in the elliptic region up to the open part P 1 P 4 of the sonic circle. As a corollary, we establish that the C 1,1 -regularity is actually optimal across the transonic boundary P 1 P 4 from the elliptic to hyperbolic region. Since the reflected shock P 1 P 2 is regarded as a free boundary connecting the hyperbolic region (1) with the elliptic region Ω for the nonlinear second-order equation of mixed type, another difficulty for the optimal regularity of the solution is that the point P 1 is exactly the one where the degenerate elliptic curve P 1 P 4 meets a transonic free boundary for the nonlinear partial differential equation of second order. As far as we know, this is the first optimal regularity result for solutions to a free boundary problem of nonlinear degenerate elliptic equations at the point where an elliptic degenerate curve meets the free boundary. To achieve this, we construct two sequences of points such that the corresponding sequences of values of ψ xx have different limits at P 1 ; this is done by employing the C 2,α regularity of the solution up to P 1 P 4 excluding the point P 1 , and by studying detailed features of the free boundary conditions on the free boundary P 1 P 2 , i.e., the Rankine-Hugoniot conditions.
We note that the global theory of existence and regularity of regular reflection configurations for the polytropic case γ > 1, established in [10] and Sections 2-4, applies to the isothermal case γ = 1 as well. The techniques and ideas developed in this paper will be useful to other regularity problems for nonlinear degenerate equations involving similar difficulties.
The regularity for certain degenerate elliptic and parabolic equations has been studied (cf. [4, 16, 30, 37, 38] and the references cited therein). The main feature that distinguishes equation (1.1) from the equations in Daskalopoulos-Hamilton [16] and Lin-Wang [30] is the crucial role of the nonlinear term −aψ x ψ xx . Indeed, if a = 0, then (1.1) becomes a linear equation
Then ψ 0 (x, y) := cx 3/2 is a solution of (1.2), and ψ 0 with c > 0 also satisfies the conditions:
Let ψ be a solution of (1.2) in Q 1 := (0, 1) × (−1, 1) satisfying (1.3)-(1.5). Then the comparison principle implies that ψ ≥ ψ 0 in Q 1 for sufficiently small c > 0. It follows that the solutions of (1.2) satisfying (1.3)-(1.5) are not even C 1,1 up to {x = 0}. On the other hand, for the nonlinear equation (1.1) with a > 0, the function ψ(x, y) = 1 2a x 2 is a smooth solution of (1.1) up to {x = 0} satisfying (1.3)-(1.5). More general C 1,1 solutions of (1.1) satisfying (1.3)-(1.5) and the condition
with M > 0 and β ∈ (0, 1), which implies the ellipticity of (1.1), can be constructed by using the methods of [10] , and their C 2,α regularity up to {x = 0} follows from this paper. Another feature of the present case is that, for solutions of (1.1) satisfying (1.3)-(1.4) and (1.6), we compute explicitly D 2 ψ on {x = 0} to find that ψ xx (0, y) = 1 a and ψ xy (0, y) = ψ yy (0, y) = 0 for all such solutions. Thus, all the solutions are separated in C 2,α from the solution ψ ≡ 0, although it is easy to construct a sequence of solutions of (1.1) satisfying (1.3)-(1.4) and (1.6) which converges to ψ ≡ 0 in C 1,α . This shows that the C 2,α -regularity of (1.1) with conditions (1.3)-(1.4) and (1.6) is a truly nonlinear phenomenon of degenerate elliptic equations.
Some efforts have been also made mathematically for the shock reflection problem via simplified models, including the unsteady transonic small-disturbance (UTSD) equation (cf. Keller-Blank [26] , Hunter-Keller [25] , Hunter [24] , Morawetz [33] ) and the pressure gradient equation or the nonlinear wave system (cf. Zheng [39] , Canic-Keyfitz-Kim [6] ). On the other hand, in order to understand the existence and regularity of solutions near the important physical points and for the reflection problem, some asymptotic methods have been also developed (cf. Lighthill [29] , Keller-Blank [26] , Hunter-Keller [25] , Harabetian [23] , and Morawetz [33] ). Also see Chen [12] for a linear approximation of shock reflection when the wedge angle is close to π 2 and Serre [34] for an apriori analysis of solutions of shock reflection and related discussions in the context of the Euler equations for isentropic and adiabatic fluids. We remark that our regularity results for potential flow near the sonic circle confirm rigorously the asymptotic scalings used by Hunter-Keller [25] , Harabetian [23] , and Morawetz [33] . Indeed, the C 2,α regularity up to the sonic circle away from P 1 and its proof based on the comparison with an ordinary differential equation in the radial direction confirm their asymptotic scaling via the differential equation in that region. The optimal C 1,1 regularity at P 1 shows that the asymptotic scaling does not work there, i.e., the angular derivatives become large, as stated in [33] .
The organization of this paper is the following. In Section 2, we describe the shock reflection problem by a wedge and its solution with regular reflection configuration when the wedge angle is suitably large. In Section 3, we establish a regularity theory for solutions near the degenerate boundary with Dirichlet data for a class of nonlinear degenerate elliptic equations, in order to study the regularity of solutions to the regular reflection problem. Then we employ the regularity theory developed in Section 3 to establish the optimal regularity of solutions for γ > 1 across the sonic circle P 1 P 4 and at the point P 1 where the sonic circle P 1 P 4 meets the reflected shock P 1 P 2 in Section 4. We also established the C 2,α -regularity of solutions in the subsonic region up to the sonic circle P 1 P 4 . We further observe that the existence and regularity results for regular reflection configurations for the polytropic case γ > 1 apply to the isothermal case γ = 1.
We remark in passing that there may exist a global regular reflection configuration when state (2) is pseudo-subsonic, which is in a very narrow regime (see [14, 36] ). In this case, the regularity of the solution behind the reflected shock is direct, and the main difficulty of elliptic degeneracy does not occur. Therefore, in this paper, we focus on the difficult case for the regularity problem when state (2) is pseudo-supersonic, which will be simply called a regular shock reflection configuration, throughout this paper.
Shock Reflection Problem and Regular Reflection Configurations
In this section, we describe the shock reflection problem by a wedge and its solution with regular reflection configuration when the wedge angle is suitably large.
The Euler equations for potential flow consist of the conservation law of mass and the Bernoulli law for the density ρ and the velocity potential Φ:
1)
where B 0 is the Bernoulli constant determined by the incoming flow and/or boundary conditions, and
with c(ρ) being the sound speed. For polytropic gas, by scaling,
2.1. Shock Reflection Problem. When a plane shock in the (x, t)-coordinates, x = (x 1 , x 2 ) ∈ R 2 , with left-state (ρ, ∇ x Φ) = (ρ 1 , u 1 , 0) and right-state (ρ 0 , 0, 0), u 1 > 0, ρ 0 < ρ 1 , hits a symmetric wedge
head on, it experiences a reflection-diffraction process. Then the Bernoulli law (2.2) becomes
This reflection problem can be formulated as the following mathematical problem.
Problem 1 (Initial-Boundary Value Problem). Seek a solution of the system of equations (2.1) and (2.4), the initial condition at t = 0: 5) and the slip boundary condition along the wedge boundary ∂W :
where ν is the exterior unit normal to ∂W (see Fig. 2 ). Notice that the initial-boundary value problem (2.1) and (2.4)-(2.6) is invariant under the self-similar scaling:
Thus, we seek self-similar solutions with the form
Then the pseudo-potential function ϕ = ψ − 1 2 (ξ 2 +η 2 ) is governed by the following potential flow equation of second order:
where the divergence div and gradient D are with respect to the self-similar variables (ξ, η). Then we have .7) in Ω ± and the Rankine-Hugoniot condition on S:
The plane incident shock solution in the (x, t)-coordinates with states (ρ, ∇ x Ψ) = (ρ 0 , 0, 0) and (ρ 1 , u 1 , 0) corresponds to a continuous weak solution ϕ of (2.7) in the self-similar coordinates (ξ, η) with the following form: 14) respectively, where
is the location of the incident shock, uniquely determined by (ρ 0 , ρ 1 , γ) through (2.12), that is, P 0 = (ξ 0 , ξ 0 tan θ w ) in Fig. 1 . Since the problem is symmetric with respect to the axis η = 0, it suffices to consider the problem in the half-plane η > 0 outside the half-wedge
Then the initial-boundary value problem (2.1) and (2.4)-(2.6) in the (x, t)-coordinates can be formulated as the following boundary value problem in the self-similar coordinates (ξ, η). Fig. 1 ). Seek a solution ϕ of equation (2.7) in the self-similar domain Λ with the slip boundary condition on the wedge boundary ∂Λ:
Problem 2. (Boundary Value Problem) (see
and the asymptotic boundary condition at infinity:
where (2.17) holds in the sense that lim
2.2. Existence of Regular Reflection Configurations. Since ϕ 1 does not satisfy the slip boundary condition (2.16), the solution must differ from ϕ 1 in {ξ < ξ 0 } ∩ Λ and thus a shock diffraction by the wedge occurs. In [10] , the existence of global solution ϕ to Problem 2 has been established when the wedge angle θ w is large, and the corresponding structure of solution is as follows (see Fig. 1 ): The vertical line is the incident shock S = {ξ = ξ 0 } that hits the wedge at the point P 0 = (ξ 0 , ξ 0 tan θ w ), and state (0) and state (1) ahead of and behind S are given by ϕ 0 and ϕ 1 defined in (2.13) and (2.14), respectively. The solutions ϕ and ϕ 1 differ within {ξ < ξ 0 } only in the domain P 0 P 1 P 2 P 3 because of shock diffraction by the wedge vertex, where the curve P 0 P 1 P 2 is the reflected shock with the straight segment P 0 P 1 . State (2) behind P 0 P 1 is of the form:
which satisfies Dϕ · ν = 0 on ∂Λ ∩ {ξ > 0}; the constant velocity u 2 and the angle between P 0 P 1 and the ξ-axis are determined by (θ w , ρ 0 , ρ 1 , γ) from the two algebraic equations expressing (2.12) and the continuous matching of ϕ 1 and ϕ 2 across P 0 P 1 . Moreover, the constant density ρ 2 of state (2) satisfies ρ 2 > ρ 1 , and state (2) is supersonic at the point P 0 . The solution ϕ is subsonic within the sonic circle for state (2) with center (u 2 , u 2 tan θ w ) and radius c 2 = ρ
> 0 (the sonic speed of state (2)), and ϕ is supersonic outside this circle containing the arc P 1 P 4 in Fig. 1 , so that ϕ 2 is the unique solution in the domain P 0 P 1 P 4 , as argued in [8, 34] . Then ϕ differs from ϕ 2 in the domain Ω = P 1 P 2 P 3 P 4 , where the equation is elliptic.
Introduce the polar coordinates (r, θ) with respect to the center (u 2 , u 2 tan θ w ) of the sonic circle of state (2), that is,
Then, for ε ∈ (0, c 2 ), we denote by Ω ε := Ω ∩ {(r, θ) : 0 < c 2 − r < ε} the ε-neighborhood of the sonic circle P 1 P 4 within Ω.
In Ω ε , we introduce the coordinates:
This implies that Ω ε ⊂ {0 < x < ε, y > 0} and P 1 P 4 ⊂ {x = 0 y > 0}. Also we introduce the following notation for various parts of ∂Ω:
Then the global theory established in [10] indicates that there exist
of Problem 1 (equivalently, Problem 2) for shock reflection by the wedge, which satisfies that, for (ξ, η) =
for ξ < ξ 0 and above the reflection shock
Moreover,
(v) there exists δ 0 > 0 so that, in the coordinates (2.20) ,
(vi) there exist ω > 0 and a function y =f (x) such that, in the coordinates (2.20) ,
and
The existence of state (2) of the form (2.18) with constant velocity (u 2 , u 2 tan θ w ), u 2 > 0, and constant density ρ 2 > ρ 1 , satisfying (2.12) and [10] . Property (ii) follows from Proposition 7.1 and Section 9 in [10] , which assert that ϕ − ϕ 2 ∈ K, where the set K defined by (5.15) in [10] , which implies property (ii). Property (v) follows from Propositions 8.1-8.2 and Section 9 in [10] . Property (vi) follows from (5.7) and (5.25)-(5.27) in [10] and the fact that ϕ − ϕ 2 ∈ K.
These results have been extended in [11] to other wedge-angle cases.
Regularity near the degenerate boundary for nonlinear degenerate elliptic equations of second order
In order to study the regularity of solutions to the regular reflection problem, in this section we first study the regularity of solutions near a degenerate boundary for a class of nonlinear degenerate elliptic equations of second order.
We adopt the following definitions for ellipticity and uniform ellipticity: Let Ω ⊂ R 2 be open, u ∈ C 2 (Ω), and
where A ij (x, p) and B(x, p) are continuous on Ω×R 2 . The operator L is elliptic with respect to u in Ω if the coefficient matrix
is positive for every x ∈ Ω. Furthermore, L is uniformly elliptic with respect to u in Ω if
where Λ ≥ λ > 0 are constants and I is the 2 × 2 identity matrix.
The following standard comparison principle for the operator L follows from [19, Theorem 10.1].
3.1. Nonlinear Degenerate Elliptic Equations and Regularity Theorem. We now study the regularity of positive solutions near the degenerate boundary with Dirichlet data for the class of nonlinear degenerate elliptic equations of the form:
3)
where a, b > 0 are constants and, for r, R > 0, 5) and the terms O i (x, y), i = 1, . . . , 5 are continuously differentiable and
in {x > 0} for some constant N . Conditions (3.6)-(3.7) imply that the terms O i , i = 1, · · · , 5, are "small"; the precise meaning of which can be seen in Section 4 for the shock reflection problem below (also see the estimates in [10] ). Thus, the main terms of equation (3.2) form the following equation:
a . In this paper, we consider the solutions that satisfy
for some constants M ≥ 0 and β ∈ (0, 1). Then (3.8) is uniformly elliptic in every subdomain {x > δ} with δ > 0. The same is true for equation (3.2) in Q + r,R if r is sufficiently small. Remark 3.1. Ifr is sufficiently small, depending only on a, b, and N , then (3.6)-(3.7) and (3.9) imply that equation (3.2) is uniformly elliptic with respect to ψ in Q + r,R ∩ {x > δ} for any δ ∈ (0,r 2 ). We will always assume such a choice ofr hereafter.
Let ψ ∈ C 2 (Q + r,R ) be a solution of (3.2) satisfying (3.9). Remark 3.1 implies that the interior regularity ψ ∈ C 2,α (Q + r,R ) for all α ∈ (0, 1) (3.10) follows first from the linear elliptic theory in two-dimensions (cf. [19, Chapter 12] ) to conclude the solution in C 1,α which leads that the coefficient becomes C α and then from the Schauder theory to get the C 2,α estimate (cf. [19, Chapter 6] ), where we use the fact O i ∈ C 1 ({x > 0}). Therefore, we focus on the regularity of ψ near the boundary {x = 0} ∩ ∂Q + r,R where the ellipticity of (3.2) degenerates. Theorem 3.1 (Regularity Theorem). Let a, b, M, N, R > 0 and β ∈ (0, (3.9) , and equation
for any α ∈ (0, 1),
To prove Theorem 3.1, it suffices to show that, for any given α ∈ (0, 1),
for some r ∈ (0,r/2), (3.11) since ψ belongs to C 2,α (Q + r/2,R/2 ∩ {x > r/2}) by (3.10). Note that, by (3.3)-(3.4) and (3.9), it follows that
The essential part of the proof of Theorem 3.1 is to show that, if a solution ψ satisfies (3.12), then, for any given α ∈ (0, 1), there exists r ∈ (0,r/2] such that
Notice that, although ψ (0) ≡ 0 is a solution of (3.2), it satisfies neither (3.13) nor the
Thus it is necessary to improve first the lower bound of ψ in (3.12) to separate our solution from the trivial solution
2) is uniformly elliptic with respect to ψ inside Q + r,R . Thus, our idea is to construct a positive subsolution of (3.2), which provides our desired lower bound of ψ. We first note that, without loss of generality, we may assume that R = 2 and y 0 = 0. Otherwise, we setψ(x, y) : .2) ∩{x>r/2} ψ. Then (3.14) for ψ follows from (3.14) forψ with y 0 = 0 and R = 2. Thus we will keep the original notation with y 0 = 0 and R = 2. Then it suffices to prove ψ(x, 0) ≥ µx 2 for x ∈ (0, r).
(3.15)
By Remark 3.1 and the Harnack inequality, we conclude that, for any r ∈ (0,r/2), there exists σ = σ(r) > 0 depending only on r and the data a, b, N, R,r, β, and inf Q + r,R ∩{x>r/2} ψ, such that
Let r ∈ (0,r/2), k > 0, and
to be chosen. Set w(x, y) := µx
Then, using (3.16)-(3.17), we obtain that, for all x ∈ (0, r) and |y| < 1,
Therefore 20) and notice that
Then, by a direct calculation and simplification, we obtain
where
Now we choose r and µ so that L 1 w ≥ 0 holds. Clearly, L 1 w ≥ 0 if I 1 , I 2 ≥ 0. By (3.6), we find that, in Q + r,1 ,
Choose r 0 to satisfy the smallness assumptions stated above and
where C 0 is the constant in (3.22) . For such a fixed r 0 , we choose µ 0 to satisfy (3.17) and 24) and A 0 to satisfy 
This implies (3.15), thus (3.14). The proof is completed.
With Proposition 3.1, we now make the C 2,α estimate of ψ.
3.3. C 2,α Estimate of ψ. If ψ satisfies (3.2)-(3.4) and (3.9), it is expected that ψ is "very close" to
, which is a solution to (3.8). More precisely, we now prove (3.13). To achieve this, we study the function Proof. In the proof below, all the constants depend only on the data, i.e., a, b, N, β, R,r, inf Q + r,R ∩{x>r/2} ψ, unless otherwise is stated. By Proposition 3.1, . We now prove that
By a scaling argument similar to the one in the beginning of proof of Lemma 3.1, i.e., considering the functionψ(x, y) = ψ(x, y 0 + R 32 y) in Q + r,2 , we conclude that, without loss of generality, we can assume that y 0 = 0 and R = 2. That is, it suffices to prove that
for some r ∈ (0, r 0 ), α ∈ (0, α 1 ), under the assumptions that (3.29)-(3.31) hold in Q + r,2 and (3.33) holds in Q + r0,2 . For any given r ∈ (0, r 0 ), let
Since (3.30) holds on ∂Q + r,2 ∩ {x = 0} and (3.33) holds in Q + r0,2 , then, for all x ∈ (0, r) and |y| ≤ 1, we obtain
Thus,
In order to rewrite the right-hand side in a convenient form, we write the term v yy in the expression of L 2 v as (1 − y 2 )v yy + y 2 v yy and use similar expressions for the terms v xy and v y . Then a direct calculation yields
(3.38) By (3.6) and (3.35), we obtain
39)
Choose α 1 > 0, depending only on µ 1 , so that, if 0 < α ≤ α 1 ,
Such a choice of α 1 > 0 is possible because we have the strict inequality in (3.41) when α = 0, and the left-hand side is an increasing function of α > 0 (where we have used 0 < µ 1 ≤ 1/2 by reducing µ if necessary). Now, choosing r 1 > 0 so that
is satisfied, we use (3.39)-(3.41) to obtain
whenever r ∈ (0, r 1 ] and α ∈ (0, α 1 ]. By (3.37), (3.43), Remark 3.1, and the standard comparison principle (Lemma 3.1), we obtain
In particular, using (3.35)-(3.36) with y = 0, we arrive at (3.34).
Using Lemma 3.2, we now generalize the result (3.32) for any α ∈ (0, 1). Proof. As argued before, without loss of generality, we may assume that R = 2 and it suffices to show that
(3.46) By Lemma 3.2, it suffices to prove (3.46) for the case α > α 1 . Fix any α ∈ (α 1 , 1) and set the following comparison function: 
By (3.6), we have
for some positive constant C depending only on a, b, N, β, r 1 , and α 1 . Thus, we have
for (x, y) ∈ Q + r,1 . (3.49)
Choosing r > 0 sufficiently small, depending only on r 1 , α, and C, we obtain
Thus, (3.46) holds with 
for some r > 0 and α ∈ (0, α 2 ). For this, we use the comparison function:
Then we follow the same procedure as the proof of Lemma 3.2, except that L 2 v > L 2 W , to find that the conditions for the choice of α, r > 0 are inequalities (3.41)-(3.42) with µ 1 , r 1 replaced by β, r 2 and with an appropriate constant C.
Using Lemma 3.3, we now generalize the result (3.50) for any α ∈ (0, 1). Proof. For fixed α ∈ (α 2 , 1), we set the comparison function:
Then, using the argument as in the proof of Proposition 3.2, we can choose r > 0 appropriately small so that
holds for all (x, y) ∈ Q + r,1 . With Proposition 3.2-3.3, we now prove Theorem 3.1.
3.4.
Proof of Theorem 3.1. We divide the proof into four steps.
Step 1. Let ψ be a solution of (3.2) in Q + r,R forr as in Remark 3.1, and let the assumptions of Theorem 3.1 hold. Then ψ satisfies (3.10). Thus it suffices to show that, for any given α ∈ (0, 1), there exists r > 0 so that ψ ∈ C 2,α (Q + r,R/2 ) and ψ xx (0, y) = 1 a , ψ xy (0, y) = ψ yy (0, y) = 0 for all |y| < R 2 . Let W (x, y) be defined by (3.28) . Then, in order to prove Theorem 3.1, it suffices to show that, for any given α ∈ (0, 1), there exists r > 0 so that
Step 2. By definition, W satisfies (3.29)-(3.31). For any given α ∈ (0, 1), there exists r > 0 so that both (3.45) and (3.51) hold in Q + r,3R/4 by Propositions 3.2-3.3. Fix such r > 0. Furthermore, since W satisfies estimate (3.31), we can introduce a cutoff function into the nonlinear term of equation (3.29), i.e., modify the nonlinear term away from the values determined by (3.31) to make the term bounded in W x /x. Namely, fix ζ ∈ C ∞ (R) satisfying
Then, from (3.29) and (3.31), it follows that W satisfies
(3.53)
Step 3. For z := (x, y) ∈ Q + r/2,R/2 , define
where Q h = (−h, h) 2 for h > 0. Then, by (3.45), (3.51), and (3.55), we have
Moreover, since W satisfies equation (3.29) , W (z0) satisfies the following equation for (S, T ) ∈ Q 1 : 8 T . Then, from (3.6)-(3.7), we find that, for all (S, T ) ∈ Q 1 and z 0 ∈ Q + r/2,R/2 with r ≤ 1,
(3.59) Also, denoting the right-hand side of (3.58) by F (z0) (S, T ), we obtain from (3.59) that, for all (S, T ) ∈ Q 1 and z 0 ∈ Q + r/2,R/2 ,
where C depends only on N and a. Now, writing equation (3.58) as
we get from (3.52) and (3.58)-(3.60) that, if r > 0 is sufficiently small, depending only on the data, then (3.61) is uniformly elliptic with elliptic constants depending only on b but independent of z 0 , and that the coefficients A ij (p, S, T ), B i (S, T ), and
where C depends only on the data and is independent of z 0 . Then, by [10, Theorem A1] and (3.57),
where C depends only on the data and α in this case. From (3.62),
Step 4. It remains to prove the C α -continuity of
Without loss of generality, assume that x 1 ≤ x 2 . There are two cases: Case 1. z 1 ∈ R z2 . Then
By (3.62), |W
(z2)
Since x 2 ∈ (0, r) and r ≤ 1, the last estimate implies
Thus, using (3.63) and x 1 ≤ x 2 , we obtain
Therefore, A ≤ 2Ĉ in both cases, whereĈ depends on α, r, and the data. Since z 1 = z 2 are arbitrary points of Q + r/2,R/2 , we obtain
(3.64)
The estimates for W xy and W yy can be obtained similarly. In fact, for these derivatives, we obtain the stronger estimates: For any δ ∈ (0, r/2],
whereĈ depends on α, r, and the data, but is independent of δ > 0 and z 0 .
depending only on the data because r > 0 depends on the data. Moreover, (3.63) implies D 2 W (0, y) = 0 for any |y| ≤ R/2. This concludes the proof of Theorem 3.1.
Optimal Regularity of Solutions to Regular Shock Reflection across the Sonic Circle
As we indicated in Section 2, the global solution ϕ constructed in [10] is at least C
1,1
near the sonic circle P 1 P 4 . On the other hand, the behavior of solutions to regular shock reflection has not been understood completely; so it is essential to understand first the regularity of regular reflection solutions. In this section, we prove that C 1,1 is in fact the optimal regularity of any solution ϕ across the sonic circle P 1 P 4 in the class of standard regular reflection solutions. Our main results include the following three ingredients:
(i) There is no a regular reflection solution that is C 2 across the sonic circle; (ii) For the solutions constructed in [10] or, more generally, for any regular reflection solution satisfying properties (ii) and (iv)-(vi) at the end of Section 2, ϕ is C 2,α in the subsonic region Ω up to the sonic circle P 1 P 4 , excluding the endpoint P 1 , but D 2 ϕ has a jump across P 1 P 4 ; (iii) In addition, D 2 ϕ does not have a limit at P 1 from Ω.
In order to state these results, we first define the class of regular reflection solutions. As proved in [10] , when the wedge angle θ w is large, such a regular reflection configuration exists; and in [11] , we extend this to other wedge-angles for which regular reflection configuration exists.
Now we define the class of regular reflection solutions.
Definition 4.1. Let γ > 1, ρ 1 > ρ 0 > 0, and u 1 > 0 be constants, and let ξ 0 be defined by (2.15) . Let the incident shock S = {ξ = ξ 0 } hit the wedge at the point P 0 = (ξ 0 , ξ 0 tan θ w ), and let state (0) and state (1) ahead of and behind S be given by (2.13) and (2.14), respectively. The function ϕ ∈ C 0,1 (Λ) ∩ C 2 (Ω) is a regular reflection solution if ϕ is a solution to Problem 2 satisfying (2.21) and such that (a) there exists state (2) of the form (2.18) with u 2 > 0, satisfying the entropy condition ρ 2 > ρ 1 and the Rankine-Hugoniot condition (ρ 1 Dϕ 1 − ρ 2 Dϕ 2 ) · ν = 0 along the line S 1 := {ϕ 1 = ϕ 2 } which contains the points P 0 and P 1 , such that P 1 ∈ Λ is on the sonic circle of state (2) , and state (2) is supersonic along P 0 P 1 ; (b) equation (2.7) is elliptic in Ω; (c) ϕ ≥ ϕ 2 on the part P 1 P 2 = Γ shock of the reflected shock. [14, 36] . Such a case does not involve the difficulty of elliptic degeneracy which we are facing in our case.
Furthermore, we have 
Proof. By (2.7)-(2.8) and (2.18),
Since the equation (4.2) is elliptic inside Ω and ϕ is smooth inside Ω, it follows that (4.2) is uniformly elliptic in any compact subset of Ω. Furthermore, we have
Then the strong maximum principle implies
which is (4.1). This completes the proof. Now we first show that any regular reflection solution in our case cannot be C 2 across the sonic circle Γ sonic := P 1 P 4 . Proof. On the contrary, assume that ϕ is C 2 across Γ sonic . Then ψ = ϕ − ϕ 2 is also C 2 across Γ sonic , where ϕ 2 is given by (2.18). Moreover, since ψ ≡ 0 in P 0 P 1 P 4 by (2.21), we have D 2 ψ(ξ, η) = 0 at all (ξ, η) ∈ Γ sonic . Now substituting ϕ = ψ + ϕ 2 into equation (2.7) and writing the resulting equation in the (x, y)-coordinates (2.20) in the domain Ω ε0 defined by (2.24), we find by an explicit calculation that ψ(x, y) satisfies equation (3.2) in Ω ε0 with a = γ + 1 and b = 1 c2 and with In the following theorem, we study more detailed regularity of ψ near the sonic circle in the case of C 1,1 regular reflection solutions. Note that this class of solutions especially includes the solutions constructed in [10] . (a) ϕ is C 1,1 across the part Γ sonic of the sonic circle, i.e., there exists ε 0 > 0 such that ϕ ∈ C 1,1 (P 0 P 1 P 2 P 3 ∩ {c 2 − ε 0 < r < c 2 + ε 0 }); (b) there exists δ 0 > 0 so that, in the coordinates (2.20) ,
(c) there exist ω > 0 and a function y =f (x) such that, in the coordinates (2.20) , 5) and
Then we have (i) ϕ is C 2,α up to Γ sonic away from the point P 1 for any α ∈ (0, 1). That is, for any α ∈ (0, 1) and any given (ξ 0 , η 0 ) ∈ Γ sonic \ {P 1 }, there exists K < ∞ depending only on ρ 0 , ρ 1 , γ, ε 0 , α, ϕ C 1,1 (Ωε 0 ) , and d = dist((ξ 0 , η 0 ), Γ shock ) so that
Proof. The proof consists of seven steps.
Step 1. Let
By (2.21) and (4.4), we have
and thus, using also (4.5)-(4.6), we find that Step 2. Now, using (4.4) and reducing ε 0 if necessary, we conclude that (3.2) is uniformly elliptic on Ω ε0 ∩ {x > δ} for any δ ∈ (0, ε 0 ). Moreover, by (c), equation (3.2) with (4.3), considered as a linear elliptic equation, has C 1 coefficients. Furthermore, since the boundary conditions (2.16) hold for ϕ and ϕ 2 , especially on Γ wedge = {y = 0}, it follows that, in the (x, y)-coordinates, we have
Then, by the standard regularity theory for the oblique derivative problem for linear, uniformly elliptic equations, ψ is C 2 in Ω ε0 up to ∂Ω ε0 ∩ {0 < x < ε 0 , y = 0}. From this and (c), we have
wedge ), (4.10) where Γ (ε0)
wedge := Γ wedge ∩ {0 < x < ε 0 } ≡ {(x, 0) : 0 < x < ε 0 }. Reflect Ω ε0 with respect to the y-axis, i.e., using (4.5), definê
Extend ψ(x, y) from Ω ε0 toΩ ε0 by the even reflection, i.e., defining ψ(x, −y) = ψ(x, y) for (x, y) ∈ Ω ε0 . Using (4.9)-(4.10), we conclude that the extended function ψ(x, y) satisfies
Now we use the explicit expressions (3.2) and (4.3) to find that, if ψ(x, y) satisfies equation (3.2) with (4.3) in Ω ε0 , then the functionψ(x, y) := ψ(x, −y) also satisfies (3.2) with O k (Dψ,ψ, x) defined by (4.3) in Ω ε0 . Thus, in the extended domainΩ ε0 , the extended ψ(x, y) satisfies (3.2) with O 1 , . . . , O 5 defined by the expressions (4.3) inΩ ε0 .
Moreover, by (2.21), it follows that ψ = 0 on Γ sonic . Thus, in the (x, y)-coordinates, for the extended ψ, we obtain ψ(0, y) = 0 for all y ∈ (−f (0),f (0)). (4.13)
Also, using ϕ ≥ ϕ 2 in Ω, ψ(0, y) ≥ 0 inΩ ε0 . (4.14)
Step 3. Let P = (ξ * , η * ) ∈ Γ sonic \ {P 1 }. Then, in the (x, y)-coordinates, P = (0, y * ) with y * ∈ [0,f (0)). Then, by (4.6) and (4.11), there exist r, R > 0, depending only on ε 0 , c 2 = c 2 (ρ 0 , ρ 1 , u 1 , θ w ), and d = dist((ξ * , η * ), Γ shock ), such that Step 4. It remains to show assertion (iv) of Theorem 4.2. We prove this by contradiction. Assume that assertion (iv) is false, i.e., there exists a limit of D 2 ψ at P 1 from Ω. Then our strategy is to choose two different sequences of points converging to P 1 and show that the limits of ψ xx along the two sequences are different, which reaches to a contradiction. We note that, in the (x, y)-coordinates, the point P 1 = (0,f (0)).
Step 5. A sequence close to Γ sonic . Let {y 
m ) = 0.
(4.16)
Step 6. The Rankine-Hugoniot conditions on Γ shock . In order to construct another sequence, we first combine the Rankine-Hugoniot conditions on Γ shock into a condition of the following form: Lemma 4.2. There exists ε ∈ (0, ε 0 ) such that ψ satisfieŝ 17) whereb k ∈ C(Γ shock ∩ {0 ≤ x ≤ ε}) and further satisfieŝ
for some constant λ > 0.
Proof. To prove this, we first work in the (ξ, η)-coordinates. Since
then ν is parallel to Dϕ 1 − Dϕ so that
Since both ϕ and ϕ 2 satisfy (2.8)-(2.9) and ψ := ϕ − ϕ 2 , we have
Then, writing ϕ = ϕ 2 + ψ and using (2.13)-(2.14), we rewrite (4.19) as
where, for (
with v 2 := u 2 tan θ w . Since both points P 0 and P 1 lie on S 1 = {ϕ 1 = ϕ 2 }, we have
where (ξ 1 , η 1 ) are the coordinates of P 1 . Now, using the condition ϕ = ϕ 1 on Γ shock , i.e., ψ + ϕ 2 = ϕ 1 on Γ shock , we have
From (4.21) and (4.24), we conclude
Now, from (4.22)-(4.23), we obtain that, for any ξ ∈ R, 27) where the last expression is zero since it represents the right-hand side of the RankineHugoniot condition (2.12) at the point P 1 of the shock S 1 = {ϕ 1 = ϕ 2 } separating state (2) from state (1). , since (ξ 1 , η 1 ) is on the sonic circle. Thus, on the contrary, if Dϕ 2 (ξ 1 , η 1 ) · τ 0 = 0, then, using also Dϕ 1 (ξ 1 , η 1 ) · τ 0 = Dϕ 2 (ξ 1 , η 1 ) · τ 0 , we can write the Rankine-Hugoniot condition (2.12) at (ξ 1 , η 1 ) in the form: on the set {|(p 1 , p 2 , p 3 , x)| < δ} and since ψ ∈ C 1,1 (Ω ε0 ) with ψ(0, 0) = ψ x (0, 0) = ψ y (0, 0) = 0 by (4.7), we find that, for small ε > 0, Ψ p1 tψ x (x, y), tψ y (x, y), tψ(x, y), x, y ≥ λ for all (x, y) ∈ Γ shock ∩ {0 < x < ε}, t ∈ [0, 1].
Thus, from (4.31), we findb 1 ≥ λ. Lemma 4.2 is proved.
Step 7. A sequence close to Γ shock . Now we construct the sequence close to Γ shock . Recall that we have assumed that assertion (iv) is false, i.e., D 2 ψ has a limit at P 1 from Ω. Then for some constant ω > 0. Then F (x) is well-defined and differentiable for 0 < x < ε 0 so that
= ψ x (x,f (x)) + Note that lim x→0+ g(x) =f (0). Thus, denoting y
k ), we conclude (x (2) k , y Combining this with (4.16), we conclude that ψ xx does not have a limit at P 1 from Ω, which implies assertion (iv). This completes the proof of Theorem 4.2. 
