Abstract
Introduction
Recently, information extraction from biomedical domain has been actively researched. Rather than using machine learning methods based on simple features, nowadays many researches use linguistic information from a large amount of biomedical data [1] . Previous studies have insisted that linguistic information is useful for information extraction in biomedical data. To detect protein interactions, some previous researches applied syntactic information using a full syntactic parser [11, 16] . However, to detect protein subcellular localization, previous works use a shallow partial parser. The partial parser just detects phrase boundaries, and does not show full syntactic information about biomedical text. It needs to retrieve deep linguistic features for detection of protein subcellular localization. To improve performance in detecting protein subcellular localization, we propose a three-step method based on syntactic dependency paths. We apply a full syntactic dependency parser for the Medline abstracts data without domain knowledge. Through experimentation, we show that our proposed method significantly outperforms existing methods, and describe the contributions of the information that we used to its performance. This paper is organized as follows. Section 2 presents previous work on detection of protein subcellular localization. Section 3 explains our threestep method using a full syntactic dependency analyzer in detail. Section 4 describes the training and test data used for our experiments and presents experimental results that demonstrate that our proposed method is effective for detecting protein subcellular localization. Finally, we provide our conclusions.
The task of relation mining in the biomedical domain has been studied extensively in recent years. Current research includes protein-protein interactions [4, 11] , subcellular locations [13] , diseasetreatment relationships [12] , systems based on sequence modeling, and so on. In detecting protein subcellular localization, many previous researches have focused on using machine learning methods based on protein sequence data [5, 6, 7, 9] . As the size of biomedical text increases, many researches have tried text mining. In text mining, some methods used word features. Stapley et al. [13] retrieved terms from corpus using GeneDB dictionary, and constructed a classifier for each location based on Support Vector Machines.
Shatkay et al. [14] retrieved words that are correlated with localizations, even they are not directly related with localizations. These terms are helpful not because they say directly what the organelle is, but because they tend to occur in documents discussing proteins localized to that particular organelle. Based on the terms, they construct a SVM classifier for each location. They merged the four classifiers learned based on protein sequence data and one classifier from biomedical text. They proved text mining contributed to the improvement of the performance. Krogel of labeled data. To complement the small size of labeled data, they performed transductive SVM and co-training methods using unlabeled data. However, those machine learning methods based on unlabeled data showed lower performance. Some studies have used linguistic information as an important key to improve performance. Craven and Kumlien [2] performed linguistic processing using Sundance partial parser. To improve the recall of Naïve Bayes classifier using bag of words as features, they applied the syntactic partial parser. The parser only detects phrase boundaries. They retrieved subject, object relations and position information of phrases as features from the parsing result. Combining the linguistic information with Naïve Bayes classifiers, they performed with a recall of 0.21, a precision of 0.82, and an F-measure of 0.34.
Skounakis et al. [15] , Page and Craven [10] applied a Hierarchical HMM method using context features. They construct HMM using the same Sundance shallow parser. As mentioned before, Sundance shallow parser does not show deep linguistic information.
Goadrich et al. [3] showed learning ensembles of first-order clauses for recall-precision curves. They proposed Gleaner algorithm to construct good precision-recall curves. The left and right word information of a protein was used. They also applied Sundance partial parser and obtained the information of 251 predicates from the parsing results. The predicates usually indicate phrase position information. They showed a precision of 0.58, a recall of 0.40, and an f-measure of 0.47, which was the best result based on Craven and Kumlien [2] 's experimental data. Before experimentation, they manually modified the wrong annotations in Craven and Kumlien [2] 's data.
We build on the conclusion of the previous work that linguistic information, especially syntactic information, is an important key for detecting protein subcellular localization. However, the previous works applied shallow parsers and detected only phrase boundaries. We need a more deep level of linguistic information. Based on a full syntactic dependency parser, this paper proposes to detect protein subcellular localization, and we show the better performance using syntactic dependency paths. Without any biomolecular knowledge, our method can be applied to the biomedical text data. We detect protein subcellular localization based on three steps. In the next section, we explain each step in detail.
Detection of Protein Subcellular Localization based on Syntactic Dependency Paths
First, we should detect the protein and localization word candidates in a sentence. We detect proteins using a regular expression. In a word, if a digit is included, then we consider the word is a protein. For localization words, we construct a localization dictionary using the Craven [2] 's data annotated as [LOCATION] . Then, we retrieve all the (protein, location) candidate pairs for each training sentence. Next, using linguistic information, we should detect the correct (protein A, location B) pairs that the protein A is localized in the location B.
For syntactic relations, we apply MINIPAR[8] syntactic dependency parser. Fig. 1 shows one example of MINIPAR dependency result for a Medline sentence. Dependency parser analyzes the syntactic governor of each word and determines the syntactic relation type.
In the first step, we construct three types of syntactic path sets.
We construct all the syntactic paths for the (protein, localization) candidate pairs of training data. Let us construct the syntactic dependency path of (SPT7, nucleus) in Fig. 1 If we draw the tree of the syntactic path from SPT7 to nucleus, we obtain the result as shown in Fig. 2 . When we draw a tree, if the next node B of the current node A is the governor of A, then the node B becomes the parent node of the node A. Otherwise if, the next node B of the current node A is the dependent of A, then B becomes the child node of A.
In the tree of Fig. 2 , clone(V) is the root. We call the left subtree of the root 'protein subtree', and the right subtree of the root 'location subtree'. To detect whether a syntactic path has protein localization information, we consider the root information and the characteristics of the protein subtree and location subtree.
In the second step, we retrieve root information of trees.
Root node is an important key to connect between a protein subtree and a location subtree, and we assume that it has information about the localization of a protein. From the constructed path set-1, 2, and 3, we retrieve the information <stem of the root word, syntactic category of the root node for the previous node>. The example of retrieved information about root nodes is shown in Table 1 . From the 3 types of paths, we construct negative root information by retrieving the root information that only exists in the path set-2 (wrongly detected path set). In the experiments of five-fold cross validation, we obtain average number of 325 negative root patterns from the training data. In the third step, we extract syntactic patterns of protein sub-trees and location sub-trees from the 3 types of path set.
In the syntactic dependency path in Fig. 2 , clone(V) has not direct relations with the protein SPT7 and location nucleus, but it has relations with gene(N) and show(V).
In other words, protein 'SPT7' was encapsulated in the protein sub-tree with the relation 'nn', and the location 'nucleus' was encapsulated in the location sub-tree through the relations 'i', 'obj', 'mod', and 'pcomp-n'. So, to determine whether a syntactic path indicates the protein localization, we should detect whether a protein(location) is correctly encapsulated in the protein(location) sub-tree.
We extract the syntactic pattern <syntactic category, stem form of a word, syntactic direction> for each node in subtrees from the 3 types of paths. Syntactic direction has two values: 'gov' and 'dep'. 'Gov' means the current node is the governor of the previous node, and 'dep' means it is the dependent of the previous node. Table 2 and Table 3 show the examples of syntactic patterns in path set-1, 3 and those in path set-2.
We construct four kinds of syntactic patterns.
(1) Correct syntactic patterns for protein sub-trees from path set-1 and 3. Table 1 Example of root information in the path set-1 and set-3 (correct paths) Table 3 Example of syntactic patterns in the path set-2 (wrong paths) (2) Wrong syntactic patterns for protein sub-trees from path set-2. (3) Correct syntactic patterns for location sub-trees from path set-1 and 3 (4) Wrong syntactic patterns for location sub-trees from path set-2
From (1), (2), we construct negative protein sub-tree patterns by retrieving the syntactic patterns only existing in (2) . In the same way, from (3) and (4), we construct negative location sub-tree patterns by retrieving the syntactic patterns only existing in (4). We obtained 968 patterns for the protein sub-trees and 1133 patterns for the location sub-trees. We apply the obtained information through the three steps to the test data as follows.
From the test set, we detect protein and location candidates. For all (protein, location) candidate pairs in each sentence, we construct syntactic dependency paths using MINIPAR. For each syntactic dependency path, we perform the following procedure.
Assume we construct a syntactic dependency path for the candidate pair (protein A, localization B).
1)
If the root node of the syntactic dependency path matches the negative root information, then we exclude (protein A, localization B) from the protein localization results.
2)
If the protein subtree of the path includes one of the negative protein sub-tree patterns, we exclude (protein A, localization B) from the protein localization results.
3)
If the location subtree of the path includes one of the negative location sub-tree patterns, we exclude (protein A, localization B) from the protein localization results.
Experimental Evaluation
For a reasonable comparison with previous methods, we applied the data of Goadrich et al. [3] . The data consists of 7,245 sentences from 871 abstracts found in the Medline abstracts database. We use five-fold cross validation for experiments.
Our experiment focused on the following two points. 1. The performance of our method vs. that of previous methods 2. The change in performance when linguistic information is removed
In the experiments, we obtained the following three results. 1. Our proposed method for detection of protein subcellular localization achieved an F-measure of 0.60 (see Table 5 ). 2. Our method performed an improvement of 13~26 percent over previous methods (see Table 5 ). 3. When any syntactic information is removed, the performance becomes significantly worse (see Table 4 ).
All systems in Table 5 used the same data for experiments. We guessed the performance of Skounakis et al. [15] and Goadrich et al. [3] , from the graphs they showed. As shown in Table 5 , of the systems evaluated, ours performed the best with a precision of 0.55, a recall of 0.67, and an F-measure of 0.60. Table 5 Performances of our system and other previous systems
We summarize the significance of the information obtained through three steps in Section 3.
If protein subtrees and location subtrees are not considered, the precision is lowest, which results from the generation of many wrong syntactic paths. Also, if we do not consider the root word information, the precision also becomes significantly lower. The experiments prove that the root information and syntactic sub-tree patterns are important for detecting protein localizations.
Conclusion
To improve performance in detecting protein subcellular localization, this paper proposes a threestep method based on syntactic dependency paths. In the first step, we construct syntactic dependency paths from a protein to a location. In the second step, we retrieve negative root information, and finally, we extract syntactic patterns for the protein subtrees and location subtrees. According to the negative root information and syntactic patterns for each sub-tree, we retrieve correct (protein, localization) pairs. The experimental results show that our method performs significantly better than previous methods, achieving a precision of 0.55, a recall of 0.67, and an F-measure of 0.60. We conclude that our proposed method is effective for detecting protein localizations. Furthermore, we demonstrated that syntactic information is important for performance.
In the future, we need to expand the size of the training dataset and experiment with a larger dataset.
