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This dissertation investigates the cost of using single-factor models to exercise and
hedge American options on South African coupon bearing bonds, when the simulated
market term structure is driven by a two-factor model. Even if the single factor
models are re-calibrated on a daily basis to the term structure, we find that the
exercise and hedge strategies can be suboptimal and incur large losses. There is a
vast body of research suggesting that real market term structures are in actual fact
driven by multiple factors, so suboptimal losses can be largely reduced by simply
employing a well-specified multi-factor model.
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The motivation for this dissertation comes from a paper written by Longsta↵ et al.
(2001) on the cost of suboptimal exercise strategies in the American swaption mar-
ket. Longsta↵ et al. (2001) discover that using single-factor models to exercise
American swaptions, in a simulated multi-factor world, will lead to large losses. This
result is genuinely relevant as there is a vast body of research showing that market
term structures are driven by multiple factors, yet many financial institutions are
still using single-factor models for valuing, hedging and exercising American style
interest rate derivatives (Longsta↵ and Schwartz, 2001).
We aim to replicate this result, albeit with regards to American options on South
African government coupon bearing bonds1. Moreover, we go one step further and
conduct a delta-hedge analysis on a short-dated American option.
Three di↵erent interest rate models are examined: the single-factor Vasicek
model (VM), the single-factor Hull-White model (HWM) and the two-factor LI-
BOR market model (LMM2). The VM and HWM are short rate Gaussian processes
which we implement in both lattice and Monte Carlo frameworks. The LMM2 is
a log-normal forward rate model which we implement using Monte Carlo methods.
Ultimately, five derivative pricing models are developed.
The exercise and hedge analysis is conducted firstly in a Vasicek simulated world,
then in a Hull-White simulated world and finally in a two-factor LIBOR simulated
world. Each world gets more complex and thus more realistic. In addition, the
pricing models are also compared with regard to e ciency and robustness.
In the following chapter, we introduce the VM, the HWM and the LMM2. Chap-
ter 3 describes the bond pricing conventions specific to South Africa. Then, in
Chapter 4, we demonstrate how to price the American option in both numerical
frameworks. The exercise and delta-hedge analysis is explained in Chapter 5. Chap-
ter 6 outlines the various world scenarios and how calibration is achieved in each.
We discuss results and draw conclusions in Chapter 7 and Chapter 8 respectively.
1 These bonds yield known semi-annual coupons.
Chapter 1. Introduction 2
Finally, Chapter 9 outlines potential future research objectives.
Chapter 2
Interest Rate Models
The first two sections in this chpater describe the implementation of the VM and
HWM. The mathematics closely follows Glasserman (2004), pg 108-116.
These models postulate the dynamics of the continuous and instantaneously
compounded short rate r(t). An investment of one unit in a money market account







at time t. This stochastic variable represents the numeraire used in risk neutral
















with the expectation taken under the risk neutral measure Q. More specifically, a
zero coupon bond that pays X = 1 at T will have a value of












The third section in this chapter outlines the LMM2.
2.1 Vasicek Model (VM)
Vasicek (1977) proposed
dr(t) = ↵(b  r(t))dt+  dfW (t)
as the stochastic di↵erential equation (SDE) for the short rate, where fW (t) is a
single standard Brownian motion under the risk neutral measure, r(t) is the short
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rate, b is the long term mean reversion level, ↵ is the mean reversion rate and   is
the volatility of short term interest rates. The term ↵(b r(t)) represents the drift of
the process which is pulled towards the level b at a rate proportional to the deviation
of the process to this level. The variables b, ↵ and   are calibration parameters that
may be used to fit the model to the current observable market term structure.
Lemma 2.1. The solution to the Vasicek SDE is as follows,





for 0  u  t.
Proof. Integrate the SDE by applying an integrating factor.
Therefore, it follows that given r(s) with s  u  t, r(t) is conditionally normal
under the risk neutral measure, with an expected value
E [r(t)|r(s)] = µ
r
(s, t) = b+ (r(s)  b)e ↵(t s) (2.2)
and variance
Var [r(t)|r(s)] =  2
r












The normality of this process implies that the short rate may go negative with
positive probability 1. The variance of the process is bounded by  
2
2↵ , which we
calculate by taking limits as t ! 1 in (2.3).
In this dissertation the VM is implemented in a binomial tree and using Monte
Carlo simulation.
2.1.1 Bond Prices
We need to calculate the expectation in (2.1) to get an expression for zero coupon
bond prices in the VM. Keep in mind that zero coupon bond prices are essentially
discount factors which are later used to discount the bond cashlfows.
Using the fact that for X s N (µ, ⌫2) we have E(eX) = eµ+ 12⌫2 , the bond price
at time t for maturity T is written as


















1 Interest rates are currently negative in Japan and the Eurozone, making the assumption of
normality not as undesirable as it once was.
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[r(u), r(s)] dsdu, (2.6)
where the covariance on the interval [t, u], for t  s  u, is calculated as
Cov
t





After substituting (2.7) into (2.6), perform the integration and simplification to
























Substituting (2.5) and (2.8) into (2.4) gives an expression for the bond price. To
simplify notation, we introduce


















Consequently, the VM bond price is presented as
B
v
(t, T, r(t)) = e A(t,T )r(t)+Cv(t,T ) (2.10)
2.1.2 Binomial Tree Implementation
In this section, we create a unique and e cient binomial implementation procedure
for the VM which is based on a particular specification of the volatility structure.
We start by applying a Euler-Maruyama approximation to discretise the VM
SDE. Unfortunately the mean-reverting nature of the VM ensures that the tree is
intrinsically non-recombining, so the discretised equation is further generalised to
make b, ↵ and   functions of time. By doing so, we can prove that under a certain
assumption for the function of  (t) the tree will recombine while still maintaining a
constant b and ↵ as required for the VM.
2.1 Vasicek Model (VM) 6
The following equations represent the discretised and generalised equations for




































to the probability of making an up or down movement in the tree.









j+1)i+1 = r(tj)i+1 + ↵(tj) [b(tj)  r(tj)i+1] t+  (tj)
p
 t, (2.14)
which represents an up movement from node (t
j
)
i+1. We equate (2.12) and (2.14)































































We know a priori that the mean reversion rate must always be greater than zero: if
it were equal to zero the model would not have a drift term and if it were negative
the model would mean avert. Consequently,   must be a monotonically decreasing
function of time to ensure positivity in (2.15). We assume  (t
j
) =  e xj t to make
the forward volatility compatible2 with the VM and then solve for a value of x such
that ↵(t
j
























2 See Glasserman (2004) on HJM, pg 150-155
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therefore,





) =  eln(1 ↵ t)j .
Under this assumption for the volatility structure, we have both forced the bi-
nomial tree to recombine and we have ensured that ↵(t
j
) is constant through time
and equal to the initial mean reversion rate ↵ which is approximated on the value
date of the option.
We now prove that the parameter b(t
j
) ⇡ b at every time step. Firstly, we add
(2.11) and (2.12),
r(t

















j+1)i + r(tj+1)i+1)  r(tj)i + ↵r(tj)i t
 


















We can substitute (2.2) in place of the expectation and take a first order Taylor
















































j+1)i+1 = r(tj)i + ↵ [b  r(tj)i] t   (tj)
p
 t.
2.1.3 Monte Carlo Implementation
In Monte Carlo simulation, each short rate path is independent and so recombina-
tion is of no concern. It is therefore trivial to simulate the short rate within this
framework once we have an expression for the conditional expectation and variance
2.1 Vasicek Model (VM) 8
of the VM short rate. These expressions are presented in (2.2) and (2.3). We can
simulate a single short rate path using the forward value iteration equation
r(t
j+1) = µr(tj , tj+1) +  r(tj , tj+1)Z (2.17)
where Z s N (0, 1). This equation can easily be vectorised in MATLAB to simulate
any number of paths concurrently and e ciently.
The numeraire for pricing options in this setting is stochastic. We therefore also
























Given realisations of r(t0), r(t1), . . . , r(tn) of the short rate, Y (t0, tj) can be ap-
proximated using simple quadrature as





or more accurately using trapezoidal quadrature as













Both of these approximations su↵er from discretisation error because the above




actual fact the short rate is stochastic between the discretised time steps. If, however,
we realise that r(t) and Y (t) are jointly Gaussian, both the short rate and the
discount factor may be simulated simultaneously without discretisation error.
Our previous calculations in (2.5) and (2.8) show that
Y (t






















= Y (t0, tj) + (tj+1   tj)b+ (r(tj)  b)A(tj , tj+1)
























j+1) is already defined in (2.9).
Thus in order to simulate Y (t) we need to compute the correlation between r(t)
and Y (t). We start by calculating the covariance.













Proof. See McWalter (2014)

























j+1) defined in (2.3). Therefore the pair [r(tj), Y (tj)] can be computed
using (2.17) and
Y (t

















where Z1, Z2 s N (0, 1) are independent and Z1 is the variate used to evolve the
short rate over the same time step.
2.2 Hull-White Model (HWM)
Hull and White (1990) proposed
dr(t) = ↵(b(t)  r(t))dt+  dfW (t) (2.21)
for the short rate SDE, where fW (t) is a single standard brownian motion under the
risk neutral measure, r(t) is the short rate, b(t) is the long term time-dependent
mean reversion level, ↵ is the mean reversion rate and   is the volatility of short
term interest rates. This SDE is an extension to the VM in which the mean reversion
level is now time dependent and not a constant. The fundamental characteristics
of the model are the same as described in Section 2.1. VM and HWM do however
di↵er in regard to their SDE solutions, bond prices, calibration and implementation.
Lemma 2.3. The solution to the Hull and White (1990) SDE is as follows,









for 0  u  t.
2.2 Hull-White Model (HWM) 10
Proof. Apply Ito’s Lemma.
Therefore given r(s) with s  u  t, r(t) is conditionally normal under the risk
neutral measure with an expected value


















This distribution implies that the short rate can go negative with positive probability,
but like the VM, it also has a bounded variance of  
2
2↵ .
In this dissertation the HWM is implemented in a trinomial tree and with Monte
Carlo simulation.
2.2.1 Bond Prices
Using (2.1) and the fact that for X s N (µ, ⌫2) we have E(eX) = eµ+ 12⌫2 , the bond
price at time t for maturity T is written as




























































A(s, T )b(s)ds, (2.24)
where A(t, T ) is defined in (2.9). The variance is the same as the VM model (the
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Substituting (2.24) and (2.25) into (2.23) gives an expression for the bond price. To
simplify notation, we introduce
C
h












A(s, T )b(s)ds, (2.26)
therefore the zero coupon bond price is
B
h
(t, T, r(t)) = e A(t,T )r(t)+Ch(t,T ). (2.27)
2.2.2 Trinomial Tree Implementation
This subsection describes an e cient method for implementing the HWM in a tri-
nomial tree setting as described in Hull and White (1994).
The first step in building the calibrated short rate tree is to set up a preliminary
tree in which b(t) = 0 and the initial value r(0) = 0. Therefore the initial dynamics
assumed for r(t) are
dr(t) =  ↵r(t)dt+  dfWt,
instead of (2.21).
Lemma 2.4. The expectation and variance of r(t+ t)  r(t) is
M = e ↵ t   1
V =  2(1  e 2↵ t)/2↵
respectively.
Proof. See Hull and White (1994) endnote [5].
We select the size of the time step,  t, and define  r =
p
3V . Hull and White
(1994) suggest that this is a good choice of  r from a standpoint of error minimi-
sation. Having specified these variables, we can define node (i, j) as the node for









The reason for defining this value of i
max
is made clear in the next paragraph.
Before we can specify the simplified tree, we must resolve which branching pro-
cess will apply at each node. This determines the overall shape of the tree. The
branching processes are presented in Figure 2.1. The majority of nodes will branch
according to A, but nodes at (i
max
, j) must branch according to C and similarly
nodes at (i
min
, j) must branch according to B. This specification essentially prunes
the tree for very large and very small values of i. The technique is not stipulated
for convenience but rather to ensure positivity in all branching probabilities. The
3 bxc refers to the function that rounds down x to the nearest full number (floor function).
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Fig. 2.1: Hull-White trinomial tree branching processes
branching probabilities are presented in Table 2.1. Note that the probabilities at
each node are only dependent on the value of i at that node and the value of M .
This completes the specification of the simplified tree.





























2M2  13   i

























Next, we calibrate the simplified tree to the market by introducing the correct
time varying drift. To do this, we displace the nodes at time i t by an amount
a
i
, i.e., the value of r at node (i, j) in the calibrated tree will simply be the value
r at node (i, j) in the simplified tree plus the value a
j
. The probabilities remain
unchanged in the calibration process. The value of a
j
is selected so that the tree
prices discount bonds consistently with the initial term structure.
To assist computation, a variable Q
i,j
is defined as the present value of a security
that pays 1 if node (i, j) is reached and 0 otherwise. Therefore Q0,0 = 1 naturally
and we can also specify a0 to be the interest rate in the market that applies over
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where m = j + 1, n
m
is the number of nodes on each side of the central node at
m t, q(i, k) is the probability of moving from node (k,m) to node (i,m+1) and the
summation is taken over all values of k for which this is non-zero.
Proof. See Hull and White (1994) pg. 12-13.
2.2.3 Monte Carlo Calibration
This section describes the process with which we can approximate the time depen-
dant mean reversion level function, b(t), when implementing the HWM in a Monte
Carlo setting.
Suppose a yield curve has been bootstrapped for today, t = 0. Let the associated
zero coupon bonds be denoted by B⇤(0, T ), T 2 R+. In order for the HWM to recover
the prices in the market, we require
B⇤(0, T ) = e A(0,T )r
⇤+Ch(0,T )
where r⇤ is the bootstrapped rate at t = 0. Inverting this equation for C
h
(0, T ) and













  log (B⇤(0, T )) A(0, T )r⇤.
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Therefore (2.26) can be written in the following form to calibrate the Hull-White
bond prices to the initial market curve
C
h












where f⇤(0, t) =   @
@t
(B⇤(0, t)) is the instantaneous forward rate as observed today
for time t, the value of which can be estimated using a first order central di↵erence
approximation on the bootstrapped bond curve.
2.2.4 Monte Carlo Implementation
The approach for simulating short rate paths in the HWM is the same as the ap-
proach described in Section 2.1.3. The equations however do di↵er in some instances;
the similarities and di↵erences are highlighted.
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To simulate the short rate we define the same iterative equation as described in






term is equivalent in both models. The integral in (2.22) is approximated over each




be approximated using (2.28).
To simulate the discount factors we use our calculations in (2.24) to show that
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j+1) defined in (2.18). The correlation between Y (t) and r(t) is defined




)) can be computed using (2.17) and
Y (t
















where Z1, Z2 s N (0, 1) are independent and Z1 is the same variate used to evolve
the short rate over the same time step.
2.3 Two-Factor LIBOR Market Model (LMM2)
This section describes the LMM2 of Brace et al. (1997) and Jamshidian (1997). The
Monte Carlo implementation follows Glasserman (2004), pg. 165-172. We develop
the theory under the spot measure.
The VM and HWM, previously described, are based on the evolution of the
instantaneously compounded short rate. Although these models are useful and still
used in industry, they are largely a convenient idealisation; the short rate is not
tradeable in the market. The LMM2 model di↵ers in the sense that it models
simply compounded forward rates which can be traded in the market. Furthermore,
the LMM2 follows a log-normal process which guarantees the positivity of interest
rates.
Initially, a continuous-time SDE is derived. The SDE is then discretised and
presented. Unfortunately, it is not possible to ensure that this discretised system
is arbitrage-free, therefore a predictor corrector method is implemented to ensure a
more accurate discretised representation.
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2.3.1 Simple Forward Rates
We start by describing the simple forward rate notation. The current, t = 0, forward
rate for maturity T with accrual period t is denoted by F (0, T ). The interest earned
per unit currency at time T +  t is therefore  tF (0, T ). If we define the market
price of a bond for tenor T as B(0, T ), we can calculate the the forward rate as
F (0, T ) =
B(0, T ) B(0, T + t)
 tB(0, T + t)
. (2.29)
Using a set of market instrument tenors 0 = T0 < T1 < · · · < TN , we define the





for i = 0, 1, . . . , N   1.
We us the shorthand notation F
i
(t) = F (t, T
i
) and note that  t
i
is the length of
the accrual period associated with F
i
(·). We apply the same shorthand notation to
bond prices: B
i
(t) = B(t, T
i
).













for j = 0, 1, . . . , N   1. We invert (2.30) to give the bond prices at tenor dates T
i
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for j = i + 1, . . . , N . At times other than tenor dates, e.g. for T
i
 t < T















We further define a function a function ⌘(t) = {min i|t < T
i














for 0  t < T
j
.
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2.3.2 LIBOR Forward Rate Evolution
























for 0  t  T
j
, j = 1, . . . , N   1, where  
j
(t) is the forward volatility and ⇢
j
(t) is
the correlation between the two Brownian motions.
For our model to remain arbitrage free, we require the discounted bond prices to
be martingales under the risk neutral measure. So, we select a simply compounded
numeraire asset: an asset that starts with a value of 1 at t = 0 and accrues interest
through its investment in a bond with the shortest tenor; subsequently the proceeds
are reinvested in each successive bond with the shortest tenor until the current time.

















(t)/ ̄(t) to be martingales.



























which conveniently cancels the factor B
⌘(t)(t), allowing D to be specified exclusively
using the LIBOR forward rates.
We take logs of both sides of (2.33) and realise that the term on the right, in the
















































































where the last expression follows from Ito’s formula.
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for j = 2, . . . , N and some process ⌫
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Now we equate the dW
t



















We still require a suitable µ
k
so that the dt terms are compatible. We have the

















Note that D1(t) is a constant martingale. By induction, given that Dj(t) is a
martingale, we require F
j
(t)D
j+1(t) to be a martingale for Dj+1(t) to be a martin-




j+1(t)) = Fj(t)Dj+1(t) [(µj(t) + ⌫j+1(t) j(t)) dt+ ( j(t) + ⌫j+1(t)) dWt] .













































2.3.3 Monte Carlo Implementation
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However with the numeraire we have chosen, it is not tractable to preserve the





































































) s N (0, 1).
Discretisation error does arise in the proposed log process, due to the fact that
the drift is state dependent. In particular, the evolution takes place assuming that
the drift is constant and equal to the drift at the beginning of the time period.
We can produce a better estimate by following the approach suggested by Hunter
et al. (2001). The idea of which is to evolve the rates over a time period, then using
the same normal variates, re-evolve the rates over the same period but using an
average of the terminal and initial drift. This is referred to as the predictor corrector
method.
Chapter 3
Pricing Coupon Bearing Bonds
In South Africa, the strike of a bond option is always quoted in yield-to-maturity1
(Y TM). Ultimately though, the option is still settled using price.
The JSE’s (Johannesburg Stock Exchange) Glit Clearing House developed a
mechanism for converting Y TM to the corresponding price of a coupon bearing
bond, called the GCH formula. The GCH formula only applies to generic bonds,
i.e., bonds yielding fixed (including zero) semi-annual coupons with one coupon
coinciding with the anniversary of the maturity of the bond, on which date the
entire capital value of the bond is redeemed. (Bond Exchange South Africa, 2005)
We also modify the GCH formula to provide a mechanism to convert a short
rate (for the VM and HWM) and a simple forward curve (for the LMM2) into bond
prices.
3.1 Standard GCH Formula
This section lays down the step-by-step method specified by Bond Exchange South
Africa (2005) to convert Y TM to a rounded all-in price for the corresponding bond.
When pricing the American option, the formula is used to convert strike Y TM into
strike price. It is worth noting that a constant strike YTM implies a varying strike
price through time and also that price is inversely proportional to Y TM .
Firstly, the following variables are defined for the bond we are pricing:
1. The settlement date (S) = trade date (t) + 3 business days.
2. The maturity of the bond (M
B
).
3. The coupon rate (C
B
) quoted per annum.
4. Last coupon date (LCD) is the last coupon payment date on or before S.
5. The next coupon date (NCD) is the date of the next coupon payment after S.
1 The rate of return anticipated if the bond is held until maturity.
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6. The books-closed date (BCD) occurs 10 days before the NCD.
7. The number of remaining coupon dates (N) after the NCD and including the
coupon paid on the maturity of the bond.
Now we calculate:
8. The cum/ex flag,
CUMEX = 1 if S < BCD
= 0 if S   BCD.
9. The number of days of accrued interest,
DAYSACC = S  LCD if CUMEX = 1
= S NCD if CUMEX = 0.
















The following two steps relate to whether the bond has more or less than 6
months to expiry.
13. The broken period (BP), measured in half years,
BP =
NCD  S




if NCD = M
B
.
14. The broken period discount factor (BPF),




F + BP.(1  F) if NCD = MB.
The following six steps are outputs of the GCH formula, with the final step
producing the value we are concerned with.
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18. Unrounded clean price (CP),
CP = AIP ACCRINT.




















The BCD represents the final settlement date on which a purchaser of the bond
can receive the following coupon payment. This convention creates a price discon-
tinuity three business days before the BCD4, instead of on the coupon date itself.
The magnitude of the discontinuity is equivalent to the coupon payment happening
on the NCD but discounted slightly due to its shift in position. Figure 3.1 illustrates
the bond price discontinuity position and time varying strike price.
3.2 Modified GCH Formula
The previous chapter describes the evolution of interest rates in the VM, the HWM
and the LMM2. To ultimately price the bond option we need to convert the in-
terest rate paths, from each model, into bond price paths. Although the VM and
HWM evolve the short rate and the LMM2 evolves the entire forward curve, the
2 This is an “actual/365” interest calculation convention.
3 The number of decimal places to which the prices are rounded. The GCH formula specifies 5
decimal places.
4 It occurs three days before the BCD because of t+ 3 bond settlement in South Africa
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R207 (YTM = 7.5%)
Fig. 3.1: Y TM converted into time varying strike prices (K
t
) using the standard
GCH bond formula. The R207 bond is priced on a notional and redemp-
tion of R100 and has an annual coupon rate of 7.25%. Coupon dates are
15-Jan and 15-Jul and the bond matures in 2020. Refer to Appendix A
for the specifics of other South African government coupon bearing bonds.
methodology to price bonds under either model is essentially the same, bar one
step.
Pricing a coupon bearing bond, in either model framework, requires the remain-
ing cashflows associated with the bond to be present valued while still adhering to
the conventions specified in Section 3.1.
Firstly, Steps 1-11 in Section 3.1 are followed. Then Steps 15 and 16 are cal-
culated. The AIP is calculated by summing the present values of the remaining
cashflows. In both VM and HWM, we use (2.10) and (2.27) respectively to im-
ply discount factors for the remaining cashflows using the short rate at that time
and state. In the LMM2, we calculate the AIP by converting the simple forward
curve associated with a specific time and state into a discount curve for the remain-
ing cashflows. After which, the remaining rounding conventions in Steps 18-20 are
applied to calculate the AIP
r
. For illustrative purposes, Figure 3.2 is presented.
To ease computation in MATLAB, it is important to realise that at each time step
the bond has the same characteristics in every state of the world. Meaning the steps
mentioned in the previous paragraph only have to be calculated once at each time
step despite the various states. Vectorisation in MATLAB is utilised to drastically
decrease computing time.
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Fig. 3.2: A random sample of VM short rate paths converted into bond price paths
for the R207 using the modified GCH bond formula.
Chapter 4
American Option Pricing
At each point in time, the holder of an American option compares the intrinsic
value of the option to the continuation value. If the intrinsic value is higher than the
continuation value, the option is exercised. Pricing an American option consequently
requires the optimal exercise strategy to be determined. Unfortunately the optimal
strategy often requires highly complex calculations, making analytical solutions to
American options unattainable and hence numerical methods must be implemented
(Stentoft, 2004).
This chapter describes two numerical methods for pricing American options: the
tree method and the Monte Carlo least-squares method as proposed by Longsta↵
and Schwartz (2001).
4.1 Tree Method
Whether we are trying to price the option using a binomial tree or trinomial tree,
the method is essentially the same. Both the VM bond price tree and the HWM
bond price tree must be converted into intrinsic value trees. The intrinsic value at











r(i,j) is the rounded all-in price for the coupon bearing bond at node
(i, j), K
j
is the strike price for time t
j
and   = +1 for a call option and   =  1 for
a put option.
V0, the price of the option at inception, is calculated by working backwards from
option maturity to the initial node and taking the maximum of the intrinsic value
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are the probabilities assigned
to an up, middle and down movement from node (i, j). V
u,j+1, Vm,j+1 and V
d,j+1
refer to the value of the option at the next time step associated with an up, middle
and down movement. V
u,j+1, Vm,j+1 and V
d,j+1 are specified in this way, instead of
indexing with reference to i, as a result of the pruning feature inherent in the HWM
trinomial tree.
4.2 Monte Carlo Least-Squares Method
This section describes the Monte Carlo least-squares from Longsta↵ and Schwartz
(2001).
The key insight underlying this pricing approach is that the conditional expec-
tation, at each time point, can be estimated using a least-squares regression on the
cross section of the simulations (Longsta↵ and Schwartz, 2001). A complete specifi-
cation of the optimal exercise strategy along each path is obtained with this method,
and correspondingly V0 can be calculated.
The least-squares approach is extremely convenient because it is readily appli-
cable to any interest rate model in a Monte Carlo setting, including models evolved
with multiple stochastic factors (Longsta↵ and Schwartz, 2001)
Firstly, we assume the conditional expectation over all simulated paths, at a

















) refers to the vector of option continuation values at time step j as
a function of the vector of simulated bond prices X
j
and f( ̄
j 1, x) is some suitable
parametric function. It is interpreted as the expected value of the option conditioned
on the option not having been exercised before j   1 and the bond price having the
value X
j 1 = x. The parameter vector  ̄j 1 is found by regressing the realised
payo↵s, on each exercise date, from continuation values on the function of option
prices. Using this estimate of conditional expectation, it is then possible to decide
whether or not to exercise early or continue holding the option until the next exercise
date.
The original algorithm presented by Longsta↵ and Schwartz (2001) computes a
matrix of stopping rules for each path and then discounts the stopped cashflows to
the valuation date. However we have chosen to apply the early exercise decisions as
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they become available, thus discounting the cash flows incrementally. This simplifies
the algorithm as it ensures that we always have the pathwise continuation values at
hand.









in terms of the basis function  (x), 0  r  R and  ̄ = [ 0, 1, . . . , R]T .
Many di↵erent basis functions may be selected including Hermite, Legendre,
Chebyshev, Gegenbauer and Jacobi polynomials (Longsta↵ and Schwartz, 2001).
This dissertation however makes use of the Lageurre polynomials
 0(x) = 1,
 1(x) = 1  x,











as suggested by Longsta↵ and Schwartz (2001). The regression in this dissertation
is performed using polynomials to the third degree (i.e. 0  r  2).
If we define y
j
2 Y as the realised continuation values, then we wish to minimise



















with respect to the coe cients  
r
. Di↵erentiating this expression with respect to  
s




















for 0  s  R. Reformulating (4.1), we can obtain
 ̄ = (FF T ) 1FY and f( ̄, X) = F T  ̄,




 0(x1)  0(x2) . . .  0(xn)
 1(x1)  1(x2) . . .  1(xn)
 2(x1)  2(x2) . . .  2(xn)
3
75 .
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Furthermore, a renormalisation procedure is implemented to combat numerical
scaling errors that occur when inverting matrices containing very small values; we
divide all cashflows and bond prices by the strike price for that time step and perform
the regression on the normalised values. Note that the option value is una↵ected as
we discount back the unnormalised cashflows (Longsta↵ and Schwartz, 2001).
Chapter 5
Model Analysis
There are always two parties involved in a derivative contract: the buyer and the
seller. Both parties utilise pricing models to provide additional information about
the derivative. In particular, the buyer of an American option can use a pricing
model to calculate the optimal exercise time, whereas the seller of an American
option can use a pricing model to calculate greek sensitivities and provide a hedge
strategy to remove undesired exposure. In this dissertation we assess the e↵ective-
ness of the developed pricing models in each world scenario from the perspective of
both buyer and seller.
5.1 Exercise Strategy
As mentioned previously, the buyer of an American style derivative pays a premium
based on the assumption that the optimal exercise strategy will be followed. Since
the exercise strategy is model dependant, the choice of model becomes very impor-
tant. If the model is simplified or unable to calibrate accurately to the market term
structure, it will suggest a suboptimal strategy.
We can assume that by using a VM in a VM simulated world, a HWM in a
HWM simulated world, or a LMM2 in a LMM2 simulated world, that one would be
able to exercise optimally, modulo approximation and sampling error. Suboptimal
strategies are however expected to occur, for example when using a VM, HWM or
any single-factor model in a two-factor world such as the LMM2 world.
On each exercise date, the model is calibrated to the observable term structure
and then used to price the option. The value of which can then be compared to the
intrinsic value of the option. If, on any exercise date, the calculated option value is
lower than the intrinsic value, the optimal decision would be to immediately exercise
the option.
The return from using a specific model can then be calculated by discounting
the exercise value to the valuation date of the option. Bear in mind that a model
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may not suggest an early exercise strategy. In such a case, the exercise value at
the maturity of the option is discounted to the inception date. The present valued
returns can be compared across the various models to assess which model is optimal.
5.2 Hedging
5.2.1 Hedge Portfolio
When delta hedging, we are interested in removing the sensitivity of the option to











which is comprised of a  
t





holding in a money market account, M
t
. The holding in the money market is
selected to ensure the portfolio is self financing.
On each hedge date, the delta of the option is approximated using a pricing
model and the holding in the underlying is readjusted to the new delta value. The
change in delta position over each time step will incur a profit or a loss depending
on the position in the underlying and its movement in the market over the previous
time step, however either way the ⌅
t
holding in the money market is adjusted to
account for this change.
We know that in an idealised setting of continuous trading in a complete market
with no transactional costs, the payo↵ of a contingent claim can be perfectly repli-
cated through trading in underlying assets (Glasserman, 2004). These idealisations
do not hold in reality and we expect to incur a final hedge profit or a loss.
In a model defined world, we simulate a number of potential future interest rate
paths over the life of the option. We then test the e↵ectiveness of a pricing model
by aggregating the hedge profit and losses (PnL’s) over all simulated interest rate
paths to produce a PnL distribution. We are trying to remove risk by hedging, so
the best model is one that results in a PnL distribution with zero expected return
and a small variance. A model that produces a positive expected return may seem
appealing, however in di↵erent market conditions the model could easily produce an
expected loss.
5.2.2 Delta Approximation
The delta of an option is the first derivative of the price with respect to the under-
lying instrument. The delta of this option cannot be calculated in closed form, so
1 The self financing condition only holds true if we ignore the costs of transacting in the market,
which we do for the purposes of this dissertation.
5.2 Hedging 30
instead it is approximated using the central di↵erence method.
Consider a pricing model that depends on a parameter ✓ ranging over some
interval on the real line. For each value of ✓ we have a mechanism for generating a
random variable y(✓), representing the discounted payo↵ of an option. The price of
the option is then defined as
f(✓) = E [y(✓)] .
The derivative estimation problem therefore consists of estimating f 0(✓), the deriva-
tive of f with respect to ✓, where ✓ could be any of the market parameters that
influence the price. In the case of delta hedging in this dissertation, ✓ refers to the
price of the coupon bearing bond.
The delta of the option is calculated through a central di↵erence approximation










where h represents a small bump applied to the underlying. In this dissertation we
select h = R0.10 for an underlying bond with a notional of R100.
We make use of common random numbers when calculating the delta in a Monte





This reduces the variance of the calculation.
Chapter 6
World Scenarios
This chapter describes the three world scenarios in which our pricing models are
tested for exercise optimality and hedge e↵ectiveness. Furthermore, this chapter
also describes how the models are calibrated in each world scenario.
In this dissertation, we avoid using actual market data. Calibration under those
conditions can be very complex and thus lie outside of our scope. Instead, in each
world we assume parameters and generate market curves in such a way that the
calibration process is minimised but still accurate.
6.1 VM World
To specify the VM world, we simply assume constant realistic parameters for the
VM: r0 = 7%,   = 2.5%, b = 9% and ↵ = 10%.
We generate jointly Gaussian short rate and discount factor paths over the du-
ration of the option, using (2.17) and (2.20). The short rate paths can be converted
into bond price paths by following Section 3.2. The initial yield curve implied from
the VM can be seen in Figure 6.1. Subsequent yield curves at time t can be generated
by setting r0 = rt.
The HWM is easily calibrated at every time step. Firstly, by using ↵ = 10% and
  = 2.5% and then further passing the HWM the implied VM yield curve for the
short rate at that time step. The HWM is essentially VM when we select constant
calibration parameters, however we still choose to test the HWM trinomial tree in
this world as it di↵ers to the VM binomial tree in its state-space granularity.
6.2 HWM World
We start by specifying the same parameters we use in the VM world, i.e. r0 = 7%,
  = 2.5%, b = 9% and ↵ = 10%. At time t = 0, we use the VM to imply an initial
market yield curve with these parameters. At this point, the initial market curve is
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Fig. 6.1: The initial implied yield curve in the Vasicek world scenario
the same as in Figure 6.1.
Now for the HWM world to di↵er from the VM world we need to introduce time
dependant mean reversion. We do so by applying “noise” to this initial Vasicek yield
curve. We perturb the rates at time t = {1, 2, 3, 4, 5, 6} years with scaled uniform
normal variates. Setting the random number seed to three and scaling the uniform
variates by 11000 , we are left with the perturbed curve seen in Figure 6.2 as our initial
yield curve in the HWM world. Spline interpolation is used to smooth the curve.
We calibrate the HWM to the created yield curve and generate jointly Gaussian
short rate and discount factor paths over the duration of the option using Section
2.2.4. The short rate paths are then converted into bond price paths.
At each time step along each short rate path a new yield curve is created by
setting r0 = rt and performing the same steps as mentioned above. The same normal
variates are used to perturb each created yield curve. Furthermore, the positions of
the perturbations remain fixed as we move through time. So for example, the new
yield curve at t = 0.1 years will be perturbed at t = {0.9, 1.9, 2.9, 3.9, 4.9, 5.9} years.
The VM is calibrated to the HWM world by selecting the same ↵,   and r
t
. The
MATLAB function lsqcurvefit is then used to solve for a constant b that allows the
Vasicek yield curve to best match the perturbed yield curve. The Vasicek calibration
for the initial yield curve can be seen in Figure 6.2. A new b parameter is calculated
at every time step and for every path.
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Fig. 6.2: A graph showing the initial yield curve in the HWM world. The Vasicek
curve from which it was created is also presented as well as the newly
calibrated Vasicek curve.
6.3 LMM2 World
We start with the same perturbed market curve that we generate for the HWM
world (seen in Figure 6.2 and 6.3). We convert these continuously compounded spot
rates into simple forward rates. The simple forward rates, shown in Figure 6.3, are
used in the LMM2 as the initial market curve.
We define a function
 2
F









that converts constant VM/HWM volatility, at time t, into forward Black volatilities,
where the forward period is from T to S.
This specification of the LMM2 volatility and initial curve ensures that the HWM
will be calibrated in this world. Calibration of the VM is completed by again using
MATLAB’s lsqcurvefit function to solve for a new approximate b parameter for the
market curve at each time step.








which follows from Joshi (2003), pg. 336. It is noted in Joshi (2003) that q = 0.1
tends to fit market correlations quite well, thus we select this value for q. This cor-
relation matrix is described as a full-rank matrix. However, seeing as the LMM2 is
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Fig. 6.3: A graph showing the initial LIBOR simply compounded forward curve
for the LIBOR world scenario. The continuously compounded yield curve
from which it was calculated is also graphed. Daily time steps are used
for the period t = [0, 0.25] years, after which time steps coincide with the
semi-annual coupon payments.
governed by only two stochastic factors, we reduce the full-rank correlation matrix
to a two-rank correlation matrix using the zeroed-eigenvalues reduced-rank approx-
imation described in Brigo (2002).
The LMM2 world is now fully specified and the LMM2 is used to simulate evolu-
tions of the forward rate curve. It is important to note that the volatility curve, the
forward rate curve and the correlation matrix do not have constant time steps. Daily
time steps are selected for the period between inception and maturity of the option,
as we are concerned with daily exercisability. After which, time steps coincide with
the remaining coupon dates of the underlying bond.
In the VM and HWM world the short rate paths are simulated from inception
until the maturity of the option. Subsequently, the paths are converted to bond price
paths. The process in the LMM2 world is di↵erent because of the way in which the
LMM2 evolves the forward rates. In the LMM2 world, we evolve the entire forward
curve using two correlated random variables. The evolved curve is used to discount
the remaining coupon and notional payments to price the bond. We then move
forward one time step, evolve the entire remaining forward curve using a new set of
correlated random variables and price the bond. Simply, the evolution of the curves
and the conversion to bond price paths must be done concurrently in this world.
Chapter 7
Results
The following labels are given to the pricing models:
Vbin VM binomial tree
Vmc VM Monte Carlo
HWtri HWM trinomial tree
HWmc HWM Monte Carlo
LMMmc LMM2 Monte Carlo
7.1 Option Prices
In this section we compare the pricing characteristics of Vbin, Vmc and HWtri. The
comparison is performed in the VM world, i.e., the initial market curve is implied
from the VM with the following parameters: r0 = 7%,   = 2.5%, b = 10% and
↵ = 9%. In this world HWtri is simply a trinomial evolution of the VM. So the
purpose of the comparison is basically to assess the robustness and accuracy of
binomial, trinomial and Monte Carlo versions of the VM pricing models for American
options written on a coupon bearing bond. Modulo some approximation error,
HWmc will calibrate to Vmc, making it redundant and therefore it has been omitted
from this section.
Unless otherwise stated, all quoted prices are for a T = 1 year maturity American
option written on the R207 government bond with a notional and redemption equal
to R100. The valuation date is t0 = 27-03-2015. The at-the-money strike YTM is
approximately K
y
= 7.37%. When not testing the e↵ect of Monte Carlo sample size,
50000 paths are simulated for each Vmc valuation. Daily exercisability is considered,
so we select  t = 1365 . The characteristics of R207 can be seen in Appendix A.
Firstly we assess the ability of the models to price European options on zero
coupon bonds. This type of bond option does have a analytical solution which
makes it a good validation test for the models. We can see from Figure 7.1 that
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the HWtri is consistently precise, regardless of moneyness; the maximum absolute
pricing error (considering only the strike prices we assessed) for HWtri is only 0.34%
which occurs deep-out-the-money, at a strike price of R0.94. In comparison, at the
same strike price, Vmc has a price standard deviation of 9.69% and Vbin mis-prices
by 38.91%. With that being said, Vmc and Vbin are both su ciently accurate when
the option is at and in-the-money. The Vbin consistently prices the option within the
3xSTD bounds of Vmc within this strike range. The first order Taylor expansion in
(2.16), for Vbin, which allowed us to state b(j) ⇡ b, seems to have caused a pricing
bias as the model underprices the option irrespective of the strike. Indicating that
the approximated b is most likely lower than its true value. This bias and a low
end-point granularity implicit in a binomial tree, leads to the large pricing error for
out-the-money options. Vmc shows no signs of bias as the prices fluctuate around
the analytical value and the mean pricing error over all strikes is  0.011%.
Next we look at how the models perform against the analytical solution of Eu-
ropean options written on coupon bearing bonds. The analytical Option Price vs
Strike Yield plot can be seen in Figure 7.5. Looking at the left graphs in Figure
7.3 and Figure 7.4, we note that the models react very similarly to moneyness as
they did with the zero coupon bond option: the HWtri is a very precise numerical
estimator of the actual solution irrespective of moneyness; Vmc fluctuates around the
actual solution with the price standard deviation increasing with decreasing mon-
eyness; and Vbin produces reasonable results when deep in-the-money but hugely
underprices out-the-money call and put options.
Although the left graphs in Figure 7.3 and Figure 7.4 are useful to assess how the
models react to moneyness, the di↵erent error magnitudes between in and out-the-
money obscures most of the detail for in-the-money options. In order to visualise
the results better we normalise the absolute pricing error at a specific strike with
respect to the standard deviation of the Vmc price at the same strike. The right
graphs in Figure 7.3 and Figure 7.4 are the normalised results. In such graphs for
example, (x, y) = (7%, 2) represents an error that is two times bigger than the Vmc
price standard deviation at K
y
= 7%. For European options, the absolute error is
calculated using the closed form solution. The American option price, on the other
hand, does not have a closed form solution, so we calculate the absolute error in terms
of Vmc prices. Selecting Vmc as the benchmark allows us to note some interesting
relationships between the pricing models. These relationships are discussed further
on in the section.
We turn our attention back to European options on coupon bearing bonds: the
right graphs in Figure 7.3 and Figure 7.4. Two horizontal lines have been plotted
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at 3 and  3. These represent 3xSTD1 bounds. We see that HWtri sits comfortably
within the 3xSTD band, with a maximum normalised error of 0.10 for the call and
0.11 for the put. Vmc fluctuates around zero but stays within the 3xSTD bounds
as expected. Vbin only lies within the 3xSTD band when the option is very deep
in-the-money. Additionally, Vbin underprices the call and overprices the put for deep
in-the-money options, which further justifies the analysis that the approximated b is
lower than the true value. At-the-money, Vbin underprices both call and put options
by approximately 8xSTD. The reason we see the normalised Vbin error decreasing as
we get increasingly out-the-money is because the standard deviation of Vmc increases
at a faster rate than the Vbin deviates from the analytical price. This must not be
confused with improved pricing accuracy.
Figure 7.2 is included to show the impact sample size has on the standard devia-
tion of Monte Carlo option prices. Intuitively, the graph is a cross sectional slice into
a Option Price vs Yield Strike plot, where the z-axis is sample size. As mentioned
earlier, the at-the-money strike is 7.37% but the plot uses K
y
= 7.5%. Therefore, the
call option is slightly in-the-money and the put option is slightly out-the-money2.
We now discuss the American option results. We can see from the left graphs in
Figure 7.5 and Figure 7.6 that the price of the American option always dominates
that of the European option for a given strike. This result is expected, so the graphs
are presented as further validation of the models. In addition, the American call
price function is initially convex but then inflects at around K
y
= 10% and becomes
concave. To explain this, we let K
y
! 1 and hence the time varying strike prices
tend to zero. In this case, the price of the option would have to equal the price
of the bond currently observed in the market, as a purchaser of the option could
exercise it immediately and receive the underlying bond. The price function tends
to the current bond price asymptotically as K
y
! 1. The price of a bond has
a convex inverse relation with YTM; further explaining the convexity observed in
the price function. For the put option, we note a similar shift in curvature around
K
y
= 4%. Using a similar argument as with the call option, we can deduce that the
y-axis intercept for the put price must be equal to the sum of remaining cashflows,
without discounting as K
y
= 0, minus the current price of the bond.
The graphs on the right of Figure 7.5 and Figure 7.6 presents the pricing di↵er-
ence between both tree models and Vmc for an American. We know we can trust
the Vmc when the option is at and in-the-money as it has the densest state space
granularity and it is an unbiased estimator. Therefore, we use the the Vmc as the
1 In statistics, 99.73% of values in a normal distribution will lie within a three standard deviation
band around the mean.
2 Due to the fact that YTM and bond price are inversely related
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benchmark price and assess how the Vbin and HWtri deviate from this price. We
take the price di↵erence at each strike and normalise it with the standard deviation
of the Vmc price. We can see that for the put option, the HWtri always stays within
3xSTD bounds of the Vmc price, whereas for the call option, the HWtri escapes the
3xSTD bounds when K
y
> 10%. The Vbin on the other hand, deviates largely from
the Vmc price when the option is at and out-the-money. What is more interesting is
how both Vbin and HWtri for a deep in-the-money option — for both call and put —
begin displaying a highly correlated and linear deviation from the Vmc. This seems
to indicate that both lattice methods are not accurately capturing the early exercise
boundary for the American option. Furthermore, the point at which the correlated
deviation begins is the same as the inflection point where the price function be-
comes concave, which suggests that the lattice methods are unable to capture this
concavity as accurately as the Monte Carlo model.
The HWmc prices for an American option have been included in Figure 7.7
for the sake of completeness. We can see how similar they are to the Vmc prices.
There are a few di↵erences at certain sample sizes which must be attributed to the
approximation of integrals and partial derivatives in the calibration of HWmc. The
3xSTD bounds have been plotted around the mean of all the Vmc prices which is
essentially a mean of means and thus the most accurate value we have for the true
price.
In Figure 7.8 we look at the e↵ect of increasing maturity and so the random
numbers used are the same for each Vmc calculated. The HWtri and Vmc are once
more very consistent with each other. Because the number of sample paths used in
the Vmc remains constant at 50000, as we increase the maturity the path density
also decreases which makes the early exercise boundary less accurate. Contrarily,
the HWtri has a consistent discretisation of space and therefore its price will have
equal ability to capture the early exercise boundary whether the option is long dated
or short dated. We also note that Vbin deviates from the other models in a linear
manner, relative to the price standard deviation of Vmc.
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Fig. 7.1: Comparison of the pricing models and the analytical price of a T = 1
year European call option on a zero coupon bond which matures in S = 4
years. The models are compared at various degrees of moneyness. A
strike price of R0.749 is at the money. Note the di↵ering y-axes.





























































Fig. 7.2: Comparison of the pricing models and the analytical price of a European
option on the R207 bond with Ky = 7.5%. Sample size is varied for the
Vmc model.
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Fig. 7.3: Comparison of the pricing models and the analytical European call price,
written on the R207, at various degrees of moneyness. Left: Percentage
error of models compared to the analytical price. Right: Absolute pricing
errors normalised by the standard deviation of the Vmc price.



























































Fig. 7.4: Comparison of the pricing models and the analytical European put price,
written on the R207, at various degrees of moneyness. Left: Model per-
centage error compared to the analytical price. Right: Absolute pricing
errors normalised by the standard deviation of the Vmc price.
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Fig. 7.5: Left: Comparison between American call prices obtained using the mod-
els and the analytical European price at various strikes. Right: Price
di↵erence between both tree models and Vmc for an American call option
which are then normalised by the standard deviation of the Vmc price.






















































Fig. 7.6: Left: Comparison between American put prices obtained using the mod-
els and the analytical European price at various strikes. Right: Price
di↵erence between both tree models and Vmc for an American put option
which are then normalised by the standard deviation of the Vmc price.
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Fig. 7.7: Comparison of the pricing models on an American option, written on the

























































Fig. 7.8: Comparison of the pricing models on an American call option on the R207
bond with increasing maturity;
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7.2 E ciency
Pricing an American option on a coupon bearing bond is a computationally laborious
process. The majority of the computation is focused on pricing the bond for each
exercise date on each interest rate path. For example, if we wish to price a T = 0.25
year American option using Vmc, assuming daily exercise opportunity and 50000
sample paths, we need to price the R207 bond 4.6 ⇥ 106 times in total. Each time
the bond is priced, we apply GCH pricing conventions and create a unique discount
curve. As mentioned in Section 3.2, vectorisation in MATLAB was used at each time
step to drastically reduce computing time.
The exercise and hedge analysis requires exponentially more computations. For
each exercise date on each simulated world path, we require three option prices:
two for the central di↵erence delta calculation and one to check the option value
against the intrinsic value. So for a T = 0.25 year option and using the Vmc with
50000 samples, for example, we require 13.8⇥ 109 calculations of the bond price to
produce a 1000 path PnL histogram and its corresponding exercise strategy.
The computing times for a single option price and a 1000 path PnL histogram
are presented in Table 7.1 and 7.2 respectively3. It is clear that computing power
is the limiting factor for this dissertation. Hedging long dated options, with the
purpose of producing a PnL distribution, is simply not viable using the currently
available computing power. Ultimately for this dissertation, the PnL computation
was parallelised manually over various computers; each computer handling a subset
of the 1000 generated world paths.
Tab. 7.1: Average time, in seconds, taken to price an American option with varying
maturities, considering daily exercisability. 50000 samples are used for
the Monte Carlo models.
Time (s)
T = 0.25 T = 0.5 T = 0.75 T = 1
Vbin 0.97 1.84 2.79 3.82
HWtri 1.61 4.38 8.55 14.12
Vmc 9.30 19.16 26.09 31.81
HWmc 16.14 29.68 42.95 51.77
LMMmc 1374.51 8463.92 - -
3 The times were calculated using a mid-2010 MacBook Pro: 2.4 GHz Intel Core 2 Duo; 4 GB
1067 MHz DDR3. The displayed times are an average based on five seperate runs.
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Tab. 7.2: Approximate time, in hours, taken to create a 1000 realisation hedge
PnL histogram for an American option with varying maturities. 50000
samples are used for the Monte Carlo models.
Time (hr)
T = 0.25 T = 0.5 T = 0.75 T = 1
Vbin 23 93 200 346
HWtri 43 221 649 1428
Vmc 235 969 1979 3217
HWmc 408 1500 3257 5235
LMMmc 17373 427851 - -
7.3 Exercise and Hedge Analysis
The analysis in this section is performed on a 3-month American option written on
the R207 South African government bond. The initiation date and maturity of the
option are 01-06-2015 and 01-09-2015 respectively. The initiation date was selected
to ensure the short-dated option spans a coupon payment. We consider daily time
steps,  t = 1365 , on which delta-hedge positions are adjusted and the option may
also be exercised. Seeing as the analysis is conducted in simulated worlds, we assume
all days are trading days including weekends and public holidays. A total of 1000
interest rate paths are evolved in each world scenario.
When using a model to hedge the option, we assume that the buyer of the option
is using the same model to exercise. This allows us to calculate the exercise and
hedge statistics simultaneously.
Ideally we would have preferred to evolve more than 1000 interest rate paths
and also to have performed the analysis on a longer dated option, however this is
computationally un-feasible due to the complexity of the pricing problem.
7.3.1 Delta-Hedge
We start by comparing Vbin,Vmc and HWtri delta-hedge PnLs in the VM simulated
world (depicted in Figure 7.9; quantified in Table 7.3 and 7.4). Option prices for
the di↵erent models can be seen in Table 7.5.
As expected, all the hedge models perform well in this scenario: the PnLs are
approximately normally distributed with means close to zero. The Vmc achieved
the the lowest standard deviation in both call and put hedges. We note that the
HWtri performed slightly better than the Vbin in all aspects for both call and put,
including mean, standard deviation, VAR and skewness. This seems to indicate
7.3 Exercise and Hedge Analysis 45
Tab. 7.3: The mean (µ) and standard deviation ( ) for daily delta-hedging PnL.
Call Put
Model µ   skew µ   skew
VM Vbin -0.014 0.157 -0.148 -0.027 0.158 -0.033
World Vmc 0.003 0.141 -0.230 -0.020 0.140 -0.053
HWtri 0.009 0.149 -0.073 -0.002 0.150 0.008
HWM Vbin 0.040 0.183 -0.275 -0.030 0.165 -0.146
World Vmc 0.052 0.161 -0.272 -0.027 0.141 -0.240
HWtri -0.011 0.151 -0.263 0.017 0.156 -0.099
HWmc 0.068 0.182 -0.029 -0.016 0.133 -0.368
LMM2 Vbin -0.223 0.209 -0.862 0.197 0.246 -0.137
World HWtri -0.257 0.194 -0.824 -0.172 0.210 -0.673
LMMmc 0.031 0.187 -0.372 -0.047 0.231 -0.534
that the improved state-space granularity of the trinomial tree has improved the
ability to hedge the option when compared to the binomial tree. Additionally, the b
approximation made in the Vbin could also be a↵ecting the accuracy. That said, the
expected loss from using the Vbin for the put is only about 2% of the option value.
The HWtri hedge produced a smaller PnL mean when compared to the Vmc for the
put, with a value relative to the price of about 0.14% versus 1.52% respectively.
Although not very significant, this highlights the variability of using a Monte Carlo
model as a result of sampling error in the delta approximation.
Now we focus on the hedge performed in the HW+ world (depicted in Figure
7.10; quantified in Table 7.3 and 7.4). Option prices for the di↵erent models can be
seen in Table 7.5.
Surprisingly, the VM binomial and Monte Carlo models performed quite well
despite using a constant mean reversion level in a world where it is actually time
dependant. In particular, the standard deviation of the Vmc put hedge PnL was
better than the put hedge PnL from the HWtri. That said, the Vasicek PnLs means
ranged between 1.5 to 4.8 times bigger than the means of the HWtri PnLs. The
larger absolute means for the Vmc and HWmc call hedge PnLs again highlights the
variability of using a Monte Carlo model as a result of sampling error in the delta
approximation, as they performed markedly better for the put option. In general,
the Vbin performed the worst but still managed to produce a lower call option PnL
mean than both the Monte Carlo models, thus proving itself quite useful for hedging
this short dated option. Using Figure 7.8 we can assume that the usefulness of Vbin
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Tab. 7.4: The 1% and 5% delta-hedge PnL VAR.
Call Put
Model VAR0.05 VAR0.01 VAR0.05 VAR0.01
VM Vbin 0.268 0.458 0.283 0.462
World Vmc 0.245 0.387 0.247 0.403
HWtri 0.250 0.387 0.254 0.379
HWM Vbin 0.283 0.434 0.316 0.457
World Vmc 0.217 0.378 0.271 0.408
HWtri 0.284 0.431 0.252 0.402
HWmc 0.236 0.373 0.248 0.388
LMM2 Vbin 0.610 0.837 0.186 0.389
World HWtri 0.616 0.868 0.550 0.820
LMMmc 0.230 0.528 0.458 0.646
will decrease with longer dated options.
Finally, the hedge performed in the LMM2 world (depicted in Figure 7.11; quan-
tified in Table 7.3 and 7.4). Option prices for the di↵erent models can be seen in
Table 7.5.
In this world, we hedge using only Vbin, HWtri and LMMmc due to computational
constraints. Furthermore, the LMMmc only uses 10000 samples to calculate the
delta on each hedge date, compared to 50000 samples which were used with the
other Monte Carlo models in the previous worlds. In a real world situation, more
samples would be used on a daily basis to calculate the delta and we would therefore
expect improved hedge results.
It is clear from the PnL histograms of both Vbin and HWtri that the single-factor
Gaussian models were unable to capture the dynamics of the the log-normal two-
factor world. Their PnL means range between 11-13% of the initial LMMmc option
value. The standard deviations of the di↵erent models are quite similar though,
but this must be attributed to the small sample set used in the LMMmc delta
calculation. We also use this to explain the reason the LMMmc created a skewed
PnL distribution for the put option. With more samples, we would expect a more
normal distribution. Despite this, LMMmc performed as expected in this world: the
PnLs are approximately normally distributed with means close to zero.
Even though the HWtri calibrates very accurately to a given market curve, it
performed similarly to the simple Vbin. This highlights the importance of the under-
lying assumptions in a model. A model that can calibrate extremely accurately still
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VM World




































Fig. 7.9: PnL histogram from daily delta-hedging a T = 0.25 year American option
in the VM world.
might perform poorly if its underlying assumptions are not in line with the world in
which it is used.
The positive Vbin put PnL must not be seen as a good hedge. In a world with a
di↵erent yield curve, this result could easily reverse and become negative. Looking
at Figure 6.2, we see that the Vbin predicts a lower yield curve over the option tenor
and therefore over prices the call and underprices the put in this world, relative
to the well calibrated HWtri. As a result, the model predicts a higher probability
of exercise for the put option. While this is fine in an idealised setting where we
assume the buyer of the option exercises using the same model, it will produce losses
in a world where the buyer uses a more calibrated model, as the model will suggest
trading a higher delta than is necessary which is costly if the model is in actual fact
unlikely to be exercised.
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HWM World
















































Fig. 7.10: PnL histogram from daily delta-hedging a T = 0.25 year American
option in the HMM+ world.
7.3.2 Exercise Strategy
The total return statistic seen Table 7.5 represents the average return over all paths.
These paths, however, include paths for which the option is always out of the money
and no model would suggest exercise. Similarly, there are paths where the option
is deep in the money, and a reasonable model would suggest exercising. The real
test for a model is how well it performs in the situation where exercise is not clear-
cut. Therefore, the suboptimal cost statistic is of more value. We calculate it by
comparing the return only for the paths where the benchmark model suggests early
exercise. For the first two worlds, the benchmark model is chosen to be the model
which yields the highest total return, seeing as the models are so similar. Naturally,
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LMM2 World




































Fig. 7.11: PnL histogram from daily delta-hedging a T = 0.25 year American
option in the LMM2 world.
we select the LMMmc to be the benchmark in the LMM2 world. The suboptimal
cost is in terms of R1 per R100 bond notional.
In the VM world, we see that the HWtri produces the highest expected return
over the simulated paths and is therefore the benchmark model. The Vbin performed
better than the Vmc for both call and put options, which we attribute once again
to the pricing variance inherent in a Monte Carlo model. So on a given day when
exercising the option is a di cult decision (when the value of the option and the
intrinsic value of the option are similar), a Monte Carlo model can easily suggest
the incorrect decision due purely to sampling error. The suboptimal cost for Vbin is
attributed to its low state-space granularity, relative to that of the trinomial tree.
Essentially, this is the cost of using a binomial tree rather than a trinomial tree to
exercise this American option.
In the HWM world, we once again select the HWtri as the benchmark model.
Most notably, the Vbin, Vmc and HWmc did not suggest any early exercise for the call
option, whereas the HWtri suggested exercising 42% of the time. The total return
cost of which equalled approximately 4% with a loss of R0.145 for the paths HWtri
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suggested exercising. For the put option, the suboptimal costs are even greater.
Interestingly the Vbin performed the best relative to the benchmark model, however
it still incurred a suboptimal exercise cost of -R0.475.
Interestingly, the HWmc performed the worst in the HW++ world. We can only
assume that the approximate calibration used in this model, coupled with its sam-
pling error, are the reasons for this. Although both Vbin and Vmc use approximate
calibration procedures, they have no real bias when averaged over all paths, i.e. for
some curves they will over estimate the b parameter and for other paths they will
under estimate the b parameter. With the HWmc though, it seems to be systemat-
ically underestimating the the mean reversion level as it always produced a higher
call price and a lower put price compared to HWtri, which we know contains no
approximation error.
We now turn our attention to the LMM2 world. Even though we only use 10000
samples to price the option using LMMmc, it still performed much better than the
single-factor models. In reality, more samples would be used and the model would
be able to calculate the early exercise boundary even more accurately. For instance,
the cost of using Vbin for the put option was -R3, which is extremely large for a R100
notional option.
LMM2 World
































































































































Fig. 7.12: Bar graph indicating the number of times the option was exercised on a
given day in the HWM world.
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Tab. 7.5: Suboptimal exercise cost for the call and put option. The ⇤ is placed
next to the benchmark model in a specific world.
Call
Total Prob. of
Option prob. exercising Total Suboptimal
value of same path as return cost
Model (R) exercise benchmrk (R) (R)
VM Vbin 1.732 0.46 0.41 1.637 -0.010
World Vmc 1.749 0.41 0.41 1.627 -0.031
HW ⇤tri 1.752 0.42 - 1.640 -
HWM Vbin 1.681 0 0 1.559 -0.145
World Vmc 1.697 0 0 1.559 -0.145
HW ⇤tri 1.662 0.42 - 1.620 -
HWmc 1.712 0 0 1.559 -0.145
LMM2 Vbin 1.681 0.08 0.07 1.765 -0.115
World HWtri 1.662 0.48 0.35 1.793 -0.362
LMM⇤mc 1.933 0.36 - 1.800 -
Put
Total Prob. of
Option prob. exercising Total Suboptimal
value of same path as return cost
Model (R) exercise benchmrk (R) (R)
VM Vbin 1.313 0.40 0.35 1.476 -0.049
World Vmc 1.321 0.38 0.35 1.462 -0.088
HW ⇤tri 1.334 0.35 - 1.481 -
HWM Vbin 1.360 0.46 0.30 1.417 -0.475
World Vmc 1.365 0.46 0.30 1.406 -0.510
HMtri⇤ 1.407 0.30 - 1.421 -
HWmc 1.352 0.51 0.30 1.343 -0.873
LMM2 Vbin 1.360 0.69 0.20 1.275 -3.004
World HWtri 1.407 0.28 0.18 1.669 -0.595
LMM⇤mc 1.555 0.20 - 1.721 -
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Fig. 7.13: Bar graph indicating the number of times the option was exercised on a
given day in the VM world.
LMM2 World
































































































Fig. 7.14: Bar graph indicating the number of times the option was exercised on a
given day in the LMM2 world.
Chapter 8
Summary and Conclusions
This dissertation studied the cost of following single-factor exercise and hedge strate-
gies for American options in a world driven by two-factors. Various contributions
emerge from this study.
• The holder of an American style interest rate derivative who uses a single-
factor model to exercise the option will incur large losses through suboptimal
strategies. Continually re-calibrating to the term structure in a market using
a misspecified model does not compensate for its flaws. For options with high
notionals, the losses can easily be in the order of millions. These losses can be
avoided by simply following the optimal strategy suggested by a well specified,
multi-factor model.
• The same goes for delta-hedging using a single-factor model in a two-factor
world. The hedge is unpredictable and can incur large expected losses as a
result of not capturing the term structure dynamics. Accurate calibration
becomes more vital for American options due to the early exercise feature.
• Monte Carlo models can be quite volatile when used to exercise and hedge
an American option. When calculating the exercise strategy, a Monte Carlo
model can easily suggest the wrong strategy when the decision is not clear-cut,
because of sampling error. Similarly for delta-hedging, a Monte Carlo model
can yield an inaccurate delta. It is suggested that the largest possible number
of samples are used in a real market scenario to reduce the price variance if a
Monte Carlo model is employed.
• We develop a unique and e cient binomial implementation of the VM. Al-
though it contains an approximation, the model still proves quite useful when
used in a idealised single-factor world setting. That said, its accuracy does
tend to weaken for longer dated options and for options far out-the-money.
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• HWtri is the most reliable single-factor model we implement. The trinomial
evolution allows for good state-space granularity with no price variance and
subsequently the model is able to capture the early exercise boundary better
than the other single-factor models. Its pricing characteristics are very con-
sistent regardless of moneyness. Furthermore, the implementation is far more
e cient than the Monte Carlo models.
• The approximate calibration in HWmc ultimately proved very inaccurate and
actually made the model perform worse on average than the Vbin and Vmc in
the HWM world. This seems to indicate that detailed but inaccurate calibra-
tion in a model can be worse than using a model with a simple calibration
methodology.
• Monte Carlo models are very ine cient when compared to lattice models. We
would expect this ine ciency to be a result of increased accuracy. While it
does have a much higher state-space granularity, its pricing variance makes
using Monte Carlo models for hedging and exercising American derivatives
fairly volatile and in some cases even less accurate than the lattice models.
For example, HWtri is the most consistent and accurate single-factor model
we implement.
The comments above make a strong case for moving away from simplistic models
with complicated calibration methods to more realistic multi-factor market models.
Although this should be the case for all derivative styles, the case is made even
stronger for American options where accurate specification and calibration is drasti-
cally more important when trying to capture the early exercise boundary. This is a
result of the fact that early exercise exposes the option to the whole discount curve.
Bar the results, this dissertation also concisely describes the implementation of
various interest rate models and also how to accurately price American options on
coupon bearing bonds in the South African market.
Chapter 9
Further Research
The concept of this dissertation could be extended to assess the impact of using
single-factor models to exercise and hedge longer dated American options in a multi-
factor framework. Judging by the computation times achieved in this dissertation,
the hedge and exercise frequency would have to be far less than  
t
= 1365 in order
to achieve this.
Furthermore, log-normal single-factor models could also be implemented and
compared to Gaussian multi-factor models in a log-normal multi-factor framework.
This would allow conclusions to be made on whether it is more important to use
the correct number of factors or to use a model with the correct distributional
assumption.
From Longsta↵ and Schwartz (2001): What is the extent to which single-factor
models can be ‘corrected’ of their bias in a multi-factor framework? In other words,
can the exercise decision implied by the single-factor model be overridden using
information from multiple points on the term structure.
Including the possibility of default would further improve the pricing model in
a world where default is now possible. Governments are no longer seen as riskless
since the financial collapse in 2008. This has introduced the concept of a multi-
curve framework. The swap curve is now considered to be riskless, due to collateral
regulations, and not the government bond curve. Therefore interest rates should be
evolved using the government bond curve but cashflows should be discounted using
the swap curve. The government bonds are risky so default probabilities should
have to be incorporated when evolving their prices. Moreover, in South Africa the
country’s credit rating is very volatile. The probability of the country being up or
downgraded could also be incorporated for improved pricing, exercising and hedging
accuracy.
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Appendix A
Appendix
A.1 South African coupon bearing bond specifics
Tab. A.1: South African coupon bearing bonds. The dates have the form (dd-mm-
yyyy).
Bond Coupon (%) Maturity Coupon 1 BCD 1 Coupon 2 BCD 2
R159 13.5 15-09-2016 15-03 05-03 15-09 05-09
R203 8.25 15-09-2017 15-03 05-03 15-09 05-09
R204 8 21-12-2018 21-06 11-06 21-12 11-12
R207 7.25 15-01-2020 15-01 05-01 15-07 05-07
R208 6.75 31-03-2021 31-03 21-03 30-09 20-09
R2023 7.75 28-02-2023 28-02 18-02 30-08 20-08
R186 10.5 21-12-2026 21-06 11-06 21-12 11-12
R213 7 28-02-2031 28-02 18-02 31-08 21-08
R209 6.25 31-03-2036 31-03 21-03 30-09 20-09
R214 6.5 28-02-2041 28-02 18-02 31-08 21-08
A.2 Option Prices 58
A.2 Option Prices
Tab. A.2: Prices of T = 1 year European call option on a zero coupon bond as a
function of strike price. The underlying bond expires in T = 4 years.
The standard deviation of the Vmc price is presented in brackets. Option
parameters:   = 2.5%; b = 9%; ↵ = 10%;  t = 1365 ; n = 50000. The
at-the-money strike price is approximately 0.75.
Strike Price Analytical Vbin Htri Vmc
0.50 0.2832 0.2830 0.2832 0.2825 (2.22⇥10 4)
0.52 0.2645 0.2644 0.2645 0.2646 (2.22⇥10 4)
0.54 0.2459 0.2457 0.2459 0.2457 (2.20⇥10 4)
0.56 0.2273 0.2271 0.2273 0.2271 (2.19⇥10 4)
0.58 0.2086 0.2085 0.2086 0.2089 (2.18⇥10 4)
0.60 0.1900 0.1898 0.1900 0.1902 (2.17⇥10 4)
0.62 0.1714 0.1712 0.1714 0.1718 (2.17⇥10 4)
0.64 0.1527 0.1526 0.1527 0.1527 (2.15⇥10 4)
0.66 0.1341 0.1339 0.1341 0.1338 (2.13⇥10 4)
0.68 0.1155 0.1153 0.1155 0.1155 (2.13⇥10 4)
0.70 0.0970 0.0968 0.0970 0.0973 (2.10⇥10 4)
0.72 0.0789 0.0785 0.0789 0.0788 (2.05⇥10 4)
0.74 0.0454 0.0447 0.0454 0.0454 (1.81⇥10 4)
0.78 0.0315 0.0305 0.0315 0.0315 (1.59⇥10 4)
0.80 0.0203 0.0193 0.0203 0.0202 (1.32⇥10 4)
0.82 0.0121 0.0112 0.0121 0.0119 (1.03⇥10 4)
0.84 0.0066 0.0059 0.0066 0.0068 (7.77⇥10 4)
0.86 0.0033 0.0028 0.0033 0.0033 (5.35⇥10 5)
0.88 0.0015 0.0012 0.0015 0.0015 (3.47⇥10 5)
0.90 0.0006 0.0005 0.0006 0.0006 (2.21⇥10 5)
0.92 0.0003 0.0002 0.0003 0.0002 (1.32⇥10 5)
0.94 0.0001 0.0001 0.0001 0.0001 (8.72⇥10 6)
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Tab. A.4: Prices of T = 1 year American options on the R207 coupon bearing
bond as a function of K
y
. The standard deviation of the Vmc price is
presented in brackets. Option parameters:   = 2.5%; b = 9%; ↵ = 10%;
 t = 1365 ; n = 50000. The valuation date is t0 = 27-03-2015 and the
at-the-money strike is K
y
⇡ 7.37%.
Call Price (R) Put Price (R)
Ky (%) Vbin Htri Vmc Vbin Htri Vmc
2.00 0.0053 0.0090 0.0089 (8.37E-04 24.3633 24.3642 24.3639 (1.97⇥10 3)
2.46 0.0115 0.0181 0.0176 (1.26⇥10 3) 22.0236 22.0245 22.0247 (1.99⇥10 3)
2.92 0.0235 0.0352 0.0331 (1.57⇥10 3) 19.7367 19.7376 19.7382 (2.04⇥10 3)
3.38 0.0463 0.0650 0.0623 (2.18⇥10 3) 17.5013 17.5023 17.5032 (2.03⇥10 3)
3.83 0.0868 0.1153 0.1129 (3.04⇥10 3) 15.3162 15.3171 15.3188 (2.15⇥10 3)
4.29 0.1546 0.1969 0.1935 (3.98⇥10 3) 13.1800 13.1809 13.1833 (2.20⇥10 3)
4.75 0.2630 0.3216 0.3212 (5.39⇥10 3) 11.0920 11.0942 11.0974 (4.56⇥10 3)
5.21 0.4313 0.5075 0.5020 (6.64⇥10 3) 9.1143 9.1369 9.1237 (1.07⇥10 2)
5.67 0.6769 0.7715 0.7640 (8.18⇥10 3) 7.3627 7.4133 7.3867 (1.44⇥10 2)
6.13 1.0206 1.1309 1.1245 (9.80⇥10 3) 5.8364 5.9119 5.8830 (1.57⇥10 2)
6.58 1.4828 1.6076 1.6080 (1.16⇥10 3) 4.5281 4.6257 4.5917 (1.55⇥10 2)
7.04 2.0853 2.2148 2.2215 (1.32⇥10 3) 3.4319 3.5428 3.5094 (1.44⇥10 2)
7.50 2.8395 2.9638 2.9835 (1.47⇥10 3) 2.5343 2.6486 2.6071 (1.31⇥10 2)
7.96 3.7541 3.8666 3.8738 (1.55⇥10 3) 1.8185 1.9315 1.8987 (1.15⇥10 2)
8.42 4.8339 4.9261 4.9254 (1.55⇥10 3) 1.2647 1.3708 1.3434 (9.80⇥10 3)
8.88 6.0802 6.1435 6.1533 (1.46⇥10 3) 0.8508 0.9439 0.9252 (8.22⇥10 3)
9.33 7.4901 7.5197 7.5164 (1.25⇥10 3) 0.5544 0.6305 0.6203 (6.70⇥10 3)
9.79 9.0520 9.0532 9.0464 (5.07⇥10 3) 0.3484 0.4086 0.4040 (5.33⇥10 3)
10.25 10.6509 10.6500 10.6434 (1.95⇥10 3) 0.2107 0.2557 0.2555 (4.19⇥10 3)
10.71 12.2165 12.2156 12.2087 (1.95⇥10 3) 0.1224 0.1542 0.1554 (3.14⇥10 3)
11.17 13.7484 13.7475 13.7404 (1.94⇥10 3) 0.0681 0.0904 0.0896 (2.28⇥10 3)
11.63 15.2475 15.2466 15.2391 (1.94⇥10 3) 0.0367 0.0510 0.0497 (1.64⇥10 3)
12.08 16.7145 16.7136 16.7058 (1.94⇥10 3) 0.0189 0.0276 0.0273 (1.21⇥10 3)
12.54 18.1502 18.1493 18.1412 (1.94⇥10 3) 0.0094 0.0144 0.0152 (9.06⇥10 4)
13.00 19.5554 19.5545 19.5461 (1.94⇥10 3) 0.0044 0.0073 0.0085 (6.85⇥10 4)
