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Abstract
Biometric authentication using fingerprints or face recognition is making its way into
the mainstream, and there is an urgent need to make these authentication methods as
secure and reliable as possible. One way to achieve better performance with a biometric
authentication method, is to introduce a quality estimation step early in the pipeline, so
that unsuitable, or low-quality samples can be rejected.
While existing work predominantly focuses on algorithms for detecting specific proper-
ties of the face images, we investigate whether machine learning techniques can provide a
general way to estimate overall face image quality.
We train a selection of neural network types, and discover that a type of Recurrent
Neural Network (RNN) called Long Short-Term Memory (LSTM) can reliably estimate
face image quality, with better performance than the bespoke algorithms.
1 Introduction
In all biometric authentication systems, there is a chance of false positives or false negatives.
Some genuine login attempts will be denied, and some erroneous attempts will succeed. The
chance of such errors increase if the biometric samples are of low quality. Some users will
attempt to enter low-quality samples on purpose, to cheat the system, and others will do so
unintentionally. For a face recognition system, a sample may be of low quality if for instance
the illumination is bad, or the camera is out of focus, or if the user intentionally conceals parts
of their face. Regardless of the users’ motivations, it is important that we are able to detect
and reject low quality samples.
Determining the quality of a face image is commonly done by running it through a set
of algorithms that detect and measure specific properties of the image. A number of such
algorithms, can be found in the specification ISO/IEC TR 29794-5. Sharpness and contrast
was originally proposed by Werner et. al. [14]. How to use facial symmetry calculations to
detect lighting and pose problems is described by Gao et. al. [2]. Raghavendra et. al. [9] use
Co-occurrence matrices to detect rotation and yaw of the head. Wasnik et. al. [13] proposes
another measure called edge density, and use it to determine pose and lighting.
Common for all of the methods above, is that they are algorithms for detecting specific face
image properties that have been found to correlate well with face image quality. It would be
desirable to develop an approach that would leave out the guesswork as to which properties
to measure and how to measure them. Machine learning techniques might provide the tools
that we need. LSTMs and other RNNs are commonly used to analyze and make predictions on
time series, but it has been shown that they are also suitable for image processing tasks such
as handwriting recognition [4] and natural scene labeling [1]. In this paper, we show that the
LSTM’s ability to learn spatial dependencies and analyze parts of images based on surrounding
context, makes them well suited for the task of biometric quality estimation.
∗The author presented this paper at the NISK 2018 conference.
Assessing face image quality with LSTMs Thorsen, Wasnik, Busch, Raghavendra, Raja
1.1 Previous work
One of the earliest applications of biometric sample quality estimation was in the context of
fingerprint recognition [10]. Ratha and Bolle’s approach was to use wavelet compression to
estimate fingerprint sample quality.
NIST’s NFIQ is a well-known tool for estimating the quality of fingerprint images, but
unfortunately the output of this tool is not as reliable as one could wish, and the small number
of quality classes is quite limiting. Because of this, a lot of work has gone into the development of
NFIQ 2.0, which outputs a score which complies to the international biometric sample quality
standard ISO/IEC 29794-1:2016. This score is in the range [0-100], where 100 is the best
possible quality score.
One paper that applies the ISO/IEC sample quality standard to face images is Standard-
ization of Face Image Sample Quality [2], by Gao et. al. This paper looks at the challenge
of estimating the score in a standardized and normalized way, and proposes some relevant
measurements, such as facial symmetry.
The paper Assessing Face Image Quality for Smartphone based Face Recognition System
[13], list an additional number of commonly measured properties, all of which are adopted from
ISO/IEC TR 29794-5. These include brightness, blur, and global contrast factor.
Convolutional Neural Networks (CNNs), such as AlexNet, described by Krizhevsky et. al.
[7], is well suited to processing images. Vizilter et. al. [12] use a CNN to do face image
identification with good results. It seems likely that a CNN can also perform well at face image
quality estimation.
LSTMs are defined by Hochreiter and Schmidhuber in their 1997 paper called Long Short-
Term Memory [6]. An LSTM is a type of RNN, which can remember some data for a longer
time. LSTMs contain something called cell state which can be written to according to the
values of certain gates inside each LSTM cell. LSTMs typically learn faster, and perform better
than regular RNNs.
2 Methods
2.1 Neural network architecture
We have implemented three different neural network architectures for comparison. As can be
seen in figure 1, the bottom half of the models are the same for all architectures. This is to
keep them as comparable as possible. The size of the models, as measured by the file-size of
the fully trained graph, is also similar for all architectures.
2.1.1 LSTM
This model consists of LSTMs interleaved with CNN layers and max pooling layers, finally
passing through two fully connected layers. There are two layers with an LSTM and a CNN in
each layer. The output sizes for the layers (and for all of the components within the layers) are
32 for layer one and 64 for layer two. The model has been trained for 30 epochs with a batch
size of 256 and a learning rate of 0.001.
2.1.2 Four-way LSTM
The construction of this model is the same as the regular LSTM model, except for one thing:
Instead of using a single LSTM which analyzes the image data from the top-left towards the
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Figure 1: On the left is the LSTM based neural network model, which is used both for the
simple LSTM architecture and the Four-way LSTM architecture. On the right is the AlexNet
model.
bottom-right, we use four separate LSTMs that analyze the image in four different directions
(see figure 2). This idea comes from the paper Multi-dimensional Recurrent Neural Networks[3],
which makes use of four different 2D LSTMs to analyze images in all four directions. It has
been shown that for one-dimensional data, running an RNN in both directions (a bidirectional
recurrent neural network) can improve performance [11]. It seems likely that processing a
two-dimensional image in all four directions might lead to a similar performance improvement.
To make the combined size of the four LSTMs in this model, the same as for the model with
single LSTMs per layer, we divide the layer output size by four to get the individual LSTM
output size. The first layer contains four LSTMs with output size 8, and the second layer
contains four LSTMs without output size 16. The model has been trained for 30 epochs with
a batch size of 256 and a learning rate of 0.001.
2.1.3 AlexNet
This architecture is the AlexNet model as described by Krizhevsky et. al. [7]. This network
represents a pure CNN architecture, and is a good reference for us to measure how our LSTM
architectures compare to other neural network architectures. The model has been trained for
30 epochs with a batch size of 32 and a learning rate of 0.001.
2.2 Datasets
Our neural networks have been trained and tested on a dataset containing of face image from a
variety of sources. Among them are: AR Face database, FRGC database, NCKU Face database,
Yale Face database and the CASIA Face V5 database. The training dataset consists of roughly
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Figure 2: The four-way LSTM layer consists of four regular LSTMs which read the image in
four different directions. The results from each LSTM are stacked to provide a single 32 unit
output.
30000 face images, labeled as either good or bad. The neural networks have been trained
for binary classification between these classes. The classification confidence (the estimated
probability that a given image belongs to the good class) is used to derive an ISO compliant
score in the range [0, 100].
The datasets used to test the performance of the trained networks contain face images
captured with the front cameras of an iPhone 6 Plus and a Samsung Galaxy S7, making them
quite realistic, at least in the context of face recognition for mobile phones. Each of these
databases contain images of 101 different subjects, with 10 images of varying quality for each
subject.
3 Results
To measure and visualize the performance of our face image quality assessors, we will use Error
Reject Curves (ERCs), as recommended by Grother and Tabassi [5]. ERCs were originally
designed to measure the performance of fingerprint image quality assessors, but are suitable for
any kind of biometric system. In addition to our three neural network based systems, we also
provide the results for a commercial solution.
To calculate an ERC, it is necessary to couple the quality assessor with a face recognition
system. The curve shows how the performance of the face recognition system is affected by the
quality assessment algorithm operating at different rejection rates. As such, the ERC is a good
indicator of the predictive performance of a quality algorithm.
Figure 3 shows the ERCs for both test databases. The curves show that AlexNet does not
perform as well as one would have thought, for this task. The regular LSTM performs really
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Figure 3: Top: ERCs for the iPhone 6 Plus database. Bottom: ERCs for the Samsung S7
database
well for the Samsung dataset, but for the iPhone dataset, the performance at low rejection rates
is not so competitive. The difference between these datasets is mainly the due to the quality of
the cameras of the two different smartphones. The Samsung frontal camera is better than the
one on the iPhone, and produces higher quality images.
The Four-way LSTM model seems to give the most stable and predictable results. Especially
at low rejection rates, it performs really well. The good performance is likely to be due to the
four-way architecture’s ability to consider each pixel given its surrounding context on all sides.
For a more quantitative analysis of the ERCs, we turn to Olsen et. al. [8] who propose the
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iPhone 6 Plus Database Samsung S7 Database
ηercauc η
erc
pauc20 η
erc
auc η
erc
pauc20
LSTM 0.0316 0.0132 0.0206 0.0102
Four-way LSTM 0.0328 0.0106 0.0333 0.0098
AlexNet 0.0810 0.0131 0.0470 0.0118
Commercial Solution 0.0495 0.0102 0.0739 0.0120
Table 1: AUC and PAUC for ERC plots for all quality assessors on both databases.
following metrics:
ηercauc =
∫ 1
0
ERC − area under theoretical best
ηercpauc20 =
∫ 0.2
0
ERC − area under theoretical best
The first metric is simply the integral of the ERC, giving us the area under the curve. We
subtract the area under theoretical best, which corresponds to the area under the black dashed
line in the ERCs. The second metric is the same as the first, except we only look at the first
20% of the ERC.
Table 1 shows these metrics. We can see that the regular LSTM performs best for the whole
curve, while the Four-way LSTM gives better results for the first 20%.
4 Conclusion
We have shown that some types of deep neural networks can work well for estimating biometric
sample quality for face images. The results indicate that the performance is as good as, if not
better than that of traditional quality estimation methods, as implemented in a commercial face
recognition product. We have also shown that RNNs (here represented by an LSTM) performs
better at this task than a pure CNN of similar size.
When we consider the relative simplicity of development of a neural network quality assessor,
compared to the development complexity of a set of quality measurement algorithms, we believe
that this will be a very attractive approach for many prospective implementers.
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