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1 Introduction and Motivation
For the characterization, analysis and optimization of an engineering component or system, the
rapid evaluation of certain system properties, such as maximum or average temperatures, heat
transfer rates, flow rates, lift and drag forces or maximum and average stresses is a crucial ingre-
dient. These outputs of interest can typically be obtained as algebraic functions of the solution
of a parameter-dependent partial differential equation system. The parameters usually describe
variations in loading or boundary conditions, material properties and geometries and thus specify
a particular configuration of the system. The rapid and reliable evaluation of many of these input-
output relationships require great computational expense and therefore strategies to reduce the
computational effort and time have been developed. The reduced basis method is a very promising
example for such a strategy. It is a reduced order method designed explicitly for the rapid, effi-
cient and reliable solution of input-output relationships based on parametrized partial differential
equations and is particularly suited and certified for the optimization of parametrized problems.
In this thesis, we will focus on the application of the reduced basis method for the shape opti-
mization of racing car components. Shape optimization is a growing field in many different areas
of engineering, which becomes more and more important as the computational resources are get-
ting more and more fast and powerful. A traditional application of shape optimization is the field
of structural analysis, where the aim is, for example, the optimization of the material costs of a
component, while at the same time a certain stability level has to be ensured. Also in the domain
of fluid dynamics, many different applications for shape optimization with the aim to optimize
internal or external flow with respect to several different criteria can be found. Examples are the
optimization of the design of blood pumps to minimize the blood damage, the optimization of the
shape of reactors in process plants to maximize the mixing of different substances or the optimal
design of wings and complete aircrafts to minimize the drag forces and maximize the achievable
lift forces.
A similar goal is aimed at in the domain of automotive aerodynamics. The optimization of the
shape of the whole car or of separate components shall ensure or increase the maneuverability and
security of the vehicle while at the same time the aerodynamic drag forces have to be reduced as
much as possible. For high performance vehicles such as Formula 1 race cars, the high velocities
make it necessary to increase the contact pressure between the car and the ground, to ensure that
the driver can steer, brake and accelerate also at high speed without loosing control over the car. To
reach this aim, wings and flaps as attachment parts are used to introduce negative lift to the vehicle.
The variations of these attachment parts concern their basic shape, their length and thickness, the
rotation of the wing, the positioning on the car and the distance to the ground and to other parts
of the car. Nevertheless there exist many different regulations for the specific competitions which
have to be followed.
We will apply the reduced basis method to a set of simplified two-dimensional geometries which
contain one or more parametrized airfoils. The race car itself and the interaction of the wings with
the car or other attachment parts will not be modeled. We will use several different fluid models of
increasing complexity to model the flow around the airfoils. Our analysis will focus on the behavior
and performance of the reduced basis method for the different models and geometries. The special
abilities of the reduced basis method in the domain of shape optimization will be highlighted and
demonstrated by means of several examples.
In chapter 2, we will first introduce the theory of the reduced basis method necessary for the
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following investigations. A short review of the development of the reduced basis method and its
historical background will also be provided. Then in chapter 3, we present the software package
rbMIT designed for the solution of parametrized partial differential equations with the reduced basis
method used for all computational examples in this work. Additionally, the set of parametrized
geometries and fluid flow models to which the reduced basis method shall be applied are introduced
in the same chapter. The content of chapter 4 is the application of the reduced basis method
to potential flows around an airfoil, while chapter 5 concentrates on thermal flows around the
airfoil, governed by a convection-diffusion equation. Chapter 6 and chapter 7 both consider the
application of the reduced basis method to viscous flows governed by the Stokes equations on the
set of parametrized geometries. Chapter 6 thereby uses a penalty method to simplify the governing
equations, while chapter 7 provides a short perspective on the solution of the standard Stokes
system by the reduced basis method. Finally in chapter 8, the thesis concludes with a summary of
the results that we obtained and some suggestions for future work.
2
2 Fundamentals of the Reduced Basis
Method for Parametrized Coercive Elliptic
PDEs
In this chapter, we will introduce the theory of the reduced basis (RB) method. First, we will
introduce the problem classes for which the reduced basis method can have significant advantages.
Then a short summary of the historical background and recent developments of the reduced basis
method will be given. In the following, the relevant steps for the generation of the rapidly converging
global RB approximation spaces for the approximation of the solution of parametrized coercive
elliptic partial differential equations with affine parameter dependence will be explained. The
affine parameter dependence enables an efficient oﬄine-online computational decomposition. A
posteriori error estimators and lower bounds for the coercivity constant will play an important
role in this process. Finally, the possible (affine) geometric variations used in this work and their
application in the reduced basis context will be detailed.
2.1 Introduction
An increasing number of engineering analyses require the solution of partial differential equations
(PDEs). Most of them include the solution of not only one but many different configurations of
the system. Usually, the computational costs for the solution even of relatively simple cases are
very high and the solution of many problems remains unaffordable - although the computational
performances have considerably increased in the past few years. It is necessary to develop techniques
that are able to reduce the complexity of the system without a loss of information or accuracy of
the results. The reduced basis method is a promising approach to fill this gap as it allows not only
the rapid and efficient, but also the reliable solution of partial differential equations.
2.1.1 The Input-Output Relation
In many of these applications, the main goal is not the solution of the underlying PDE for the
field variables, but the evaluation of input-output relationships. Here, the output is expressed as
a functional of the field variable and can be, for example, the mean temperature in the domain,
a mass flow rate over a domain boundary or - in our case - the aerodynamic lift and/or drag
forces. The input-parameter vector identifies a particular configuration of the system. Usually, this
includes geometric variations, physical properties and characteristics as well as boundary/initial
conditions and sources. The field variable as solution of the PDE connects the input parameters
and the outputs of interest.
2.1.2 The Many-Query and Real-Time Contexts
The reduced basis method allows us to reduce the online computational time (both of the field so-
lution and of the outputs of interest) notably. This advantage is gained by additional oﬄine effort.
Therefore, the methodology presented in this work is suited particularly for two different classes
of problems, where the tradeoff between (sometimes considerably) increased oﬄine computational
times and strongly improved online performance can be accepted. These problems either arise in
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the real-time context or in the many-query context. For both these problem classes, the online
performance is extremely important while increased oﬄine effort is less critical. The real-time con-
text arises in a wide range of applications, e.g. for control engineering and in parameter estimation
problems. Examples for the many-query context are the multi-model/multi-scale simulation or
design optimization where the online performance is critical because the solution of a huge number
of problems - up to the tens of thousands input-output relations - is necessary, which makes the
additional oﬄine effort affordable.
It is important to note that the RB method should not and can not replace “classical” numerical
techniques such as the finite element (FE) method. This is due to two reasons. First, the application
of the RB method to problems that require the solution only for one or a few configurations would
be inefficient. The reduced online complexity would not balance the large oﬄine effort needed
for the application of the RB method compared to the FE method (or other solution methods).
In addition, the RB method is not an independent method. It has to be built upon another
method for the solution of the particular problem. In fact, the RB method tries to approximate the
solution of the system that would be obtained by applying the given underlying solution method
to the problem, and not the exact solution. In this work, we will always consider a finite element
discretization as underlying solution method but also other methods (e.g. finite volume or spectral
methods) would be theoretically possible.
2.1.3 Historical Background
A brief introduction to the historical background and the more recent developments of the reduced
basis method shall be given here. For a more detailed presentation see [55, 64] and [68].
The reduced basis method for single parameter problems was first introduced in the late 1970s
by Almroth, Stern and Brogan in the domain of nonlinear structural analysis [2]. The method has
been developed further by Noor in the following years [47, 43, 44, 48, 49, 50, 46, 45] and extended
to multi-parameter problems. A first a priori error analysis for single parameter problems has
been carried out by Fink and Rheinboldt [16, 17]. Further work that concentrated on a priori
error analysis and on different approximation spaces has been done by Porsching [57]. In the
1990s, this topic has been investigated again by Rheinbolt [63] and by Barrett and Reddien [8].
The reduced basis method has been applied to different classes of problems: viscous fluid flow
and the Navier-Stokes equations [56], fluid control problems [25, 26, 27, 28], ordinary differential
equations [58] and differential algebraic equations [31]. These early methods were typically rather
local and low-dimensional in parameter. In [6], Balmes was the first to apply the RB method to
general multi-parameter problems.
More recently, the need for reliable a posteriori error estimators has led to a number of works
on this topic [59, 35, 36, 34, 77, 64, 72]. Much effort is also devoted to effective sampling strategies
for global approximation spaces also for higher dimensional parameter domains [11, 41, 66]. In the
past few years, this methodology has been applied to a wide range of problems including elliptic
as well as parabolic and hyperbolic problems. Problems came from the domains of elasticity (with
fracture), acoustics, quantum mechanics and quantum chemistry, but also from homogenization,
Boltzmann models, environmental engineering and inverse problems (for actual works on these
topics refer to [5]). Some examples for applications in fluid flow problems (e.g. [67, 69, 76] and
in optimization and optimal control (e.g. [19, 52, 61, 67]) shall be mentioned here as this thesis
focuses on these topics. A significant part of this recent work in the field of the reduced basis
methodology and its applications has been done by A.T. Patera and his group at the Department
of Mechanical Engineering at Massachusetts Institute of Technology. An overview of their work and
recent advancements is given on [5]. Two recent publications give a very comprehensive summary
of the methodology of the reduced basis method developed so far for coercive elliptic PDEs with
affine parameter dependence [55, 68].
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2.2 Problem Definition
In the following section, we will state the abstract problem for coercive elliptic partial differential
equations with affine parameter dependence. The methodology of the RB method described further
in this work will apply to this class of problems.
2.2.1 Exact Statement
We consider a suitably regular (smooth) domain Ω ⊂ Rd, d = 1, 2, or 3 with Lipschitz-continuous
boundary ∂Ω, where d is the spacial dimension. Xe is an associated (infinite dimensional) Hilbert
space satisfying (H10 (Ω))ν ⊂ Xe ⊂ (H1(Ω))ν with ν = 1 for a scalar problem and ν = d for a
vectorial problem. Here, H1(Ω) = {v ∈ L2(Ω)|∇v ∈ (L2(Ω))d}, H10 (Ω) = {v ∈ H1(Ω)| v|∂Ω = 0},
and L2(Ω) = {v measurable| ∫Ω v2 finite}. The inner product and norm associated with Xe are
given by (·, ·)Xe and ‖ · ‖Xe = (·, ·)1/2Xe , respectively. Additionally, we define an input parameter
domain D ⊂ RP . The superscript e refers to “exact”.
The “exact” problem is then given as: For any given parameter µ ∈ D ⊂ RP , evaluate the scalar
output of interest
se(µ) = l(ue(µ)),
where the field variable ue(µ) satisfies
a(ue(µ), v;µ) = f(v), ∀v ∈ Xe. (2.1)
We assume that the form a(·, ·;µ) : Xe × Xe → R is bilinear, coercive and continuous, and
l(·) : Xe → R is a bounded linear functional. If the bilinear form is symmetric and the equation
l = f holds, we say that our problem is “compliant”.
2.2.2 “Truth” Finite Element Approximation
We proceed now to the finite element approximation of (2.1) (see e.g. [15, 62]). We replace Xe
with XNt ⊂ Xe which is a sequence of (conforming) “truth” finite element approximation spaces
of finite but large dimension Nt. The inner product and norm associated with XNt are inherited
from Xe. We will define them below.
The “truth” finite element approximation is then given as: For any given parameter µ ∈ D ⊂ RP ,
evaluate
sNt(µ) = l(uNt(µ)),
where uNt(µ) satisfies
a(uNt(µ), v;µ) = f(v), ∀v ∈ XNt . (2.2)
Our “truth” FE approximation uNt(µ) ∈ XNt to ue(µ) is thus defined as the Galerkin projection
of ue(µ) onto XNt .
The finite element discretization shall be assumed to be sufficiently rich such that uNt(µ) and
sNt(µ) are sufficiently close to ue(µ) resp. se(µ) - this is the reason why we call it “truth” approx-
imation. The RB field solution and RB output shall approximate this “truth” finite element field
solution uNt(µ) and output sNt(µ) and not the “exact” solutions ue(µ) and se(µ). The reduced
basis error will thus be evaluated with respect to the “truth” finite element solutions. We must be
certain that our method remains computationally stable and efficient as Nt →∞.
We will define two different inner products and norms for members of XNt and Xe. First, our
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energy inner product and energy norm are defined as
(w, v)µ ≡ a(w, v;µ), ∀w, v ∈ X (2.3)
‖w‖µ ≡ (w,w)1/2µ , ∀w ∈ X. (2.4)
A second inner product and norm, the XNt resp. Xe inner product and norm, shall be defined as
follows: for given µ ∈ D and (non-negative) real τ ,
(w, v)X ≡ (w, v)µ + τ(w, v)L2(Ω), ∀w, v ∈ X (2.5)
‖w‖X ≡ (w,w)1/2X , ∀w ∈ X. (2.6)
The L2-norm is defined as (w, v)L2(Ω) ≡
∫
Ωwv.
2.2.3 Well Posedness
We define our exact and FE coercivity constants as
αe(µ) = inf
w∈Xe
a(w,w;µ)
‖w‖2X
, (2.7)
and
αNt(µ) = inf
w∈XNt
a(w,w;µ)
‖w‖2X
. (2.8)
As we assumed that our bilinear form is coercive and our FE approximation spaces are conforming,
it follows that αNt(µ) ≥ αe(µ) ≥ α0 > 0, ∀µ ∈ D. The continuity constants are defined similarly
as
γe(µ) = sup
w∈Xe
sup
v∈Xe
a(w, v;µ)
‖w‖X‖v‖X (2.9)
and
γNt(µ) = sup
w∈XNt
sup
v∈XNt
a(w, v;µ)
‖w‖X‖v‖X . (2.10)
It is clear from our continuity and conforming hypotheses that γNt(µ) ≤ γe(µ) ≤ γ0 <∞, ∀µ ∈ D.
If the bilinear form a fulfills these requirements of coercivity and continuity and if the linear form
f is bounded, the system (2.1) has a unique solution.
2.2.4 Affine Parameter Dependence
We shall also make an important assumption on the nature of the parametric dependence of our
problem. In particular, we shall suppose that the parametric bilinear form a is “affine” in the
parameter µ. This means that it it can be expressed as
a(w, v;µ) =
Qa∑
q=1
Θqa(µ)a
q(w, v), ∀w, v ∈ XNt , ∀µ ∈ D. (2.11)
Here, Qa should be a finite and preferably small integer. The functions Θ
q
a(µ) : D → R depend on
µ and are typically very smooth, while the bilinear forms aq(·, ·) : Xe×Xe → R are µ-independent
Xe-continuous bilinear forms. The linear form f may also depend affinely on the parameter and
can in this case be expressed as a sum of Qf products of parameter-dependent functions and
parameter-independent Xe-bounded linear forms.
The assumption of affine parameter dependence is crucial for the computational performance
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of our method as it allows an efficient oﬄine-online decomposition of the relevant computational
procedures. In fact, this assumption is not too restrictive as there exist many applications with
both geometric and property variations which exhibit an affine dependence on the parameter. Some
examples are shown in the practical part of this work. Here, we shall only consider the affine case,
but the methodology can also be extended (with some performance losses and more complicated
procedures, of course) to the non-affine case. For references, see [7, 19, 40, 66].
2.3 Reduced Basis Approximation
The parametric real-time and many-query settings introduced before, that are suited for the appli-
cation of reduced basis methods, represent two different computational opportunities. The reduced
basis methodology that we will present in the following is constructed in a way that gainfully
exploits these opportunities. The first opportunity is the fact that in the parametric setting our at-
tention can be restricted to a typically smooth and rather low-dimensional parametrically induced
manifold, which is much smaller than the unnecessarily rich generic approximation spaces of e.g. the
FE method. The second opportunity is - as mentioned before - that an increased oﬄine time can
be accepted in these contexts if the online evaluation time of the input-output relation is reduced
considerably in exchange. In the following, we will describe the main steps of the reduced basis
method presented in [55, 68]. Special attention will be paid to the question how the methodology
consequently makes use of these two opportunities
2.3.1 Manifold of Solutions
We will first explain in more detail the first opportunity and its implications on an efficient
methodology. As noted above, the field variable ue(µ) is not an arbitrary member of the infinite-
dimensional solution space Xe associated with the underlying partial differential equation. In fact,
it resides on a much lower-dimensional and typically smooth manifoldM ≡ {ue(µ)|µ ∈ D} induced
by the parametric dependence. For example, in the case of a single parameter µ ∈ D ⊂ RP=1,
ue(µ) describes a one-dimensional filament that winds through Xe. This situation is depicted in
Figure 2.1. Thus, the possible solutions ue(µ) do not cover the entire space Xe, which means that
this space is too general as it can represent a much wider range of functions.
(a) (b)
Figure 2.1: (a) Low-dimensional manifold on which the field variable resides and (b) approximation
of a new solution at µnew with the “snapshots” uNt(µn), 1 ≤ n ≤ N .
The “truth” finite element approximation space XNt is constructed to approximate all members
of Xe. It is therefore still much too general as it includes many functions that do not reside on the
manifold of interestM . To approximate uNt(µ) by an adjusted method, it is sufficient to be able to
approximate all functions that lie on M while it is not necessary to represent every single function
in XNt . If we exploit this observation and restrict our attention and adjusted approximation space
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to the parameter-induced low-dimensional solution manifold, we can effect substantial dimension
reduction and considerable computational economies.
The basic idea is to construct a special approximation space for the manifold M by using the
pre-computed solutions uNt(µn) at N  Nt selected points µn along M , as shown in Figure
2.1. The solution uN (µnew) at a newly chosen point µnew can then be approximated by taking an
appropriate linear combination of the sample points uNt(µn), n = 1..N , that means by a projection
onto the adjusted approximation space. We will now precise this idea.
2.3.2 RB Spaces
Our starting point is the FE approximation space of dimension Nt, XNt . We then want to con-
struct an associated sequence of hierarchical approximation spaces with maximum dimension Nmax,
XNtN , N = 1, .., Nmax. Each of these spaces is an N -dimensional subspace of X
Nt . Hierarchical
means that the spaces fulfill the following relationship:
XNt1 ⊂ XNt2 ⊂ . . . ⊂ XNtNmax ⊂ XNt . (2.12)
This quality will play an important role for computational and memory efficiency.
In this work, we will only use Lagrange reduced basis spaces [57]. It is possible to work with
Taylor [47, 57] and Hermite [26] spaces as well and much of the methodology does not change
for these spaces. We first introduce - for given N ∈ {1, . . . , Nmax} - a set of nested samples in
parameter space,
SN = {µ1 ∈ D, . . . ,µN ∈ D}, 1 ≤ N ≤ Nmax, (2.13)
such that S1 ⊂ · · · ⊂ SN ⊂ SNmax (the parameter samples are nested). The associated Lagrange
RB approximation spaces are then given as
WNtN = span{uNt(µn), 1 ≤ n ≤ N}, 1 ≤ N ≤ Nmax, (2.14)
where uNt(µn) ∈ XNt is the solution to (2.2) for µ = µn. By construction, the Lagrange RB spaces
are hierarchical: WNt1 ⊂WNt2 ⊂ · · · ⊂WNtNmax ⊂ XNt .
The uNtn = uNt(µn), 1 ≤ n ≤ Nmax are often called “snapshots” or, more precisely, “retained
snapshots” of the parametric manifold M . The next question we have to address is the question
how we can choose a good combination of the retained snapshots to approximate the solution for
a new parameter value and how we can build a stable RB basis out of the retained snapshots.
2.3.3 Galerkin Projection
Given our hypotheses on a and f , standard Galerkin projection is the best choice to obtain the
reduced basis approximation uNtN (µ): For any µ ∈ D, uNtN (µ) ∈WNtN satisfies
a(uNtN (µ), v;µ) = f(v), ∀v ∈WNtN . (2.15)
We then evaluate
sNtN (µ) = l(u
Nt
N (µ)). (2.16)
In theory, we can choose for the Lagrange sample points (2.13) any set of parameter values that
induce a linearly independent set of retained snapshots (2.14). However, the snapshots will become
more and more collinear as N increases because of the rapid convergence of the Lagrange space: If
WNtN is already able to approximate well any member of M , then the next snapshot u
Nt
N+1(µ) will
be “almost” linearly dependent of the members of the “old” space WNtN . The direct choice of the
retained snapshots as basis functions would therefore lead to a very poorly conditioned equation
system for the solution of (2.15).
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To create a well-conditioned set of basis functions, we will therefore apply the Gram-Schmidt
process in the (·, ·)X inner product to our set of snapshots uNtN (µn), 1 ≤ n ≤ Nmax. This process
will return us a mutually orthogonal set of basis functions ζNtn , 1 ≤ n ≤ Nmax which we can choose
as our bases for WNtN resp. X
Nt
N . These basis functions will fulfill the orthogonality condition
(ζNtn , ζ
Nt
m )X = δn,m, 1 ≤ n,m ≤ Nmax, (2.17)
where δn,m is the Kronecker-delta symbol. This orthogonality condition is necessary to ensure a
well-conditioned reduced basis algebraic system.
The orthogonalization process is given as follows [55]:
ζNt1 = u
Nt
1 /‖uNt1 ‖X ;
for n = 2 : Nmax
zNtn = u
Nt
n −
n−1∑
m=1
(uNtn , ζ
Nt
m )Xζ
Nt
m ;
ζNtn = z
Nt
n /‖zNtn ‖X ;
end.
(2.18)
The discrete equations associated to the Galerkin system (2.15) are then constructed by inserting
the expansion of uNtN (µ) in the basis functions
uNtN (µ) =
N∑
m=1
uNtN m(µ)ζ
Nt
m (2.19)
and v = ζNtn , 1 ≤ n ≤ N into (2.15). The equation obtained is the reduced basis stiffness equation
for the reduced basis coefficients uNtN m(µ), 1 ≤ m ≤ N :
N∑
m=1
a(ζNtm , ζ
Nt
n ;µ)u
Nt
N m(µ) = f(ζ
Nt
n ), 1 ≤ n ≤ N. (2.20)
The reduced basis output prediction can then be evaluated as
sNtN (µ) =
N∑
m=1
uNtN m(µ)l(ζ
Nt
m ). (2.21)
As shown in [55], the condition number of the matrix a(ζNtm , ζNtn ;µ), 1 ≤ n,m ≤ N is independent
of N and Nt and bounded by γe(µ)/αe(µ).
2.3.4 Oﬄine-Online Procedure
The System (2.20) has normally a very small size compared to the system that arises from standard
FE discretization of (2.2): The system (2.20) consists of a set of N linear algebraic equations in
N unknowns, while the FE discretization would lead to a set of Nt  N equations in Nt  N
unknowns. Nevertheless, the elements of WNtN , the basis functions ζ
Nt
n , 1 ≤ n ≤ N , are associated
with the underlying FE space and thus Nt-dependent. This makes the formation of the stiffness
matrix and the load vector for our RB system (2.20) for every new value of µ Nt-dependent, even
though the solution of this system is not. To eliminate this Nt-dependency, which would lead
to a very poor online performance, we construct a very efficient oﬄine-online procedure. This
procedure is based on the affine parameter dependence, as we now discuss. Equation (2.11) allows
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us to express our system (2.20) as
N∑
m=1
 Qa∑
q=1
Θq(µ)aq(ζNtm , ζ
Nt
n )
uNtN m(µ) = f(ζNtn ), 1 ≤ n ≤ N. (2.22)
If f is also affinely dependent on the parameter µ, the right hand side of this equation can be
expanded in a similar sum of Qf affine terms, but in the following discussion we will assume that
f does not depend on µ.
We see that the terms dependent on the ζNtn are now separated of those dependent on the
parameter. Therefore we can precompute all terms independent of the parameter in the oﬄine
stage and thus the operation count for the online computations is independent of Nt.
In the oﬄine stage - performed only once - we first compute the uNt(µ), 1 ≤ n ≤ Nmax and form
the ζNtn , 1 ≤ n ≤ Nmax. After that, the
f(ζNtn ), 1 ≤ n ≤ Nmax (2.23)
and
aq(ζNtm , ζ
Nt
n ), 1 ≤ n,m ≤ Nmax, 1 ≤ q ≤ Qa (2.24)
can be computed and stored. The oﬄine operation count thus depends on NNt , Qa and Nmax. The
storage needed can be reduced to O(QaN2max).
In the online stage - performed many times, for each new value of µ - we use the precomputed
matrix (2.24) to assemble the (full) N ×N stiffness matrix
Qa∑
q=1
Θq(µ)aq(ζNtm , ζ
Nt
n ), 1 ≤ n,m ≤ N. (2.25)
We then solve the resulting system (2.22) to obtain the uNtN,m(µ), 1 ≤ m ≤ N and evaluate the
output approximation (2.21). The operation count for the online stage is thenO(QaN2) to assemble
(2.24), O(N3) to invert the stiffness matrix (remember that it is full) andO(N) to evaluate the inner
product for the output computation. Thanks to the hierarchical condition , the online storage is
only O(QaN2max)+O(Nmax), as for any given N the necessary RB N×N matrices may be extracted
of the corresponding “maximum” Nmax ×Nmax system.
The essential point is that our online computational costs are dependent on Qa and N , but
independent of Nt. Since N  Nt, we can expect significant (orders of magnitude) speedup in the
online stage compared to the pure FE approach. This implies also that we may choose Nt very
large in order to eliminate the error between the exact solution and the FE predictions without
effecting the reduced basis online efficiency. In fact, the bigger the underlying FE system and thus
Nt is chosen, the bigger the speedup by the use of the RB method in the online stage will be.
However, we should keep in mind that the tribute has to be paid in the oﬄine phase which is still
Nt-dependent.
2.3.5 Sampling Strategy: A “Greedy” Algorithm
The question we deal with in this section is how to choose the sample points µn, 1 ≤ n ≤ N for a
given N in an optimal way, that means such that the accuracy of the resulting RB approximation
is maximized. The key ingredient is here a rigorous, sharp and inexpensive a posteriori error bound
∆NtN (µ) such that
‖uNt(µ)− uNtN (µ)‖X ≤ ∆NtN (µ) (2.26)
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for all µ ∈ D and for all N . The properties sharpness and rigor can be quantified by introducing
the effectivity
ηNtN (µ) ≡
∆NtN (µ)
‖uNt(µ)− uNtN (µ)‖X
. (2.27)
Rigor means that we require that ∆NtN (µ) is never less than the true error. Sharpness means that
we require that ∆NtN (µ) is not too much larger than the true error. To put this into one equation,
∆NtN (µ) must fulfill 1 ≤ ηNtN (µ) ≤ ηmax, UB, ∀µ ∈ D, 1 ≤ N ≤ Nmax, where ηmax, UB is finite
(preferably close to 1) and independent of N . The computation of the error bound is “inexpensive”
if we can compute µ→ ∆NtN (µ) extremely fast, which implies that in the limit of many evaluations
the marginal cost is independent of Nt. We discuss the construction and properties of such an error
estimate in detail in section 2.4. We will now proceed to the “greedy” procedure that makes use of
this a posteriori error estimate to construct hierarchical Lagrange RB approximation spaces.
We are given Nmax, which can be set either directly or through a prescribed error tolerance tol,
and a training sample Ξtrain ⊂ D (a very fine sample of ntrain = |Ξtrain| points in the parameter
domain). This “training” sample shall serve as surrogate for D in the following generation of the
reduced basis space and the choice of ntrain and Ξtrain therefore has important oﬄine and online
computational implications. We then choose at random µ1 ∈ Ξtrain, the first sample point to be
added to the Lagrange parameter samples S1 = {µ1}, and set WNtGreedy1 = span{uNt(µ1)}.
The algorithm proceeds as follows:
for N = 2 : Nmax
µN = arg max
µ∈Ξtrain
∆NtN−1(µ);
N−1 = ∆NtN−1(µN );
if N−1 ≤ tol
Nmax = N − 1;
end;
SNtN = SN−1 ∪ µN ,
WNtGreedyN = W
NtGreedy
N−1 + span{uNt(µN )}
end.
(2.28)
Hence, the greedy algorithm chooses in each iteration N that particular candidate snapshot (over
all candidate snapshots uNt(µ), µ ∈ Ξtrain) that is least well approximated by the projection on the
“old” RB spaceWNtGreedyN−1 and appends it to the retained snapshots. The most crucial point of this
strategy is that the error is not measured by the (very expensive) “true” error ‖uNt(µ)−uNtN (µ)‖X
but by the inexpensive a posteriori error bound ∆NtN (µ). In doing so we need to compute only
the Nmax (typically very few) FE retained snapshots1. This permits us to perform oﬄine a very
exhaustive search for the best sample with ntrain very large and thus get most rapidly uniformly
convergent spaces WNtGreedyN . Online, we can exploit the low marginal cost of the error estimate
and the hierarchical condition of the WNtGreedyN , 1 ≤ N ≤ Nmax to determine the smallest N (the
most efficient approximation) for which we rigorously achieve the desired accuracy.
2.3.6 Convergence Analysis
We will now state some theoretical evidence that the reduced basis approximation indeed converges
to the FE approximation, if a good low-dimensional approximation space exists and consequently a
1This is contrary to the POD approach, where we have to compute the FE solutions for all members of Ξtrain as
we measure the error by the true error ‖uNt(µ)− uNtN (µ)‖X , see [55, 68].
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good Lagrange RB approximation space can be constructed by the greedy algorithm. In addition,
results shall be presented that confirm the existence of suited RB approximation spaces and provide
upper bounds for convergence rates in terms of the given data for the problem.
Optimality
First, the classical Galerkin optimality result for the projection in the RB approximation space
shall be demonstrated:
‖uNt(µ)− uNtN (µ)‖µ = inf
wN∈XNtN
‖uNt(µ)− wN (µ)‖µ, (2.29)
‖uNt(µ)− uNtN (µ)‖X =
√
γe(µ)
αe(µ)
inf
wN∈XNtN
‖uNt(µ)− wN (µ)‖X , (2.30)
and for the compliant case also
sNt(µ)− sNtN (µ) = ‖uNt(µ)− uNtN (µ)‖2µ
= inf
wN∈XNtN
‖uNt(µ)− wN (µ)‖2µ, (2.31)
as well as
0 < sNt(µ)− sNtN (µ) ≤ γe(µ) inf
wN∈XNtN
‖uNt(µ)− wN (µ)‖2X . (2.32)
To prove (2.29), we first state, since our reduced basis space is conforming, XNtN ⊂ XNt , the
Galerkin orthogonality:
a(e(µ), v;µ) = a(uNt(µ)− uNtN (µ), v;µ) = 0, ∀v ∈ XNtN . (2.33)
It then follows that for any wN = uNtN + vN ∈ XNtN (vN 6= 0),
a(uNt(µ)− wN , uNt(µ)− wN ;µ)
= a(uNt(µ)− uNtN (µ)− vN , uNt − uNtN (µ)− vN ;µ)
= a(uNt(µ)− uNtN (µ), uNt(µ)− uNtN (µ);µ)− 2a(uNt(µ)− uNtN (µ), vN ;µ) + a(vN , vN ;µ)
≥ a(uNt(µ)− uNtN (µ), uNt(µ)− uNtN (µ);µ) (2.34)
from (2.33), symmetry of a and coercivity (2.8). Inequality (2.29) in the energy norm then follows
directly. To obtain the result in the X-norm (2.30), we apply the energy-norm bound (2.29)
together with coercivity and continuity. The output result (2.31) is found by invoking compliance
and Galerkin orthogonality (sNt(µ) − sNtN (µ) = f(e(µ)) = a(uNt(µ), e(µ);µ) = a(e(µ), e(µ);µ))
and then using again the energy-norm bound (2.29). The result (2.32) follows from (2.31) and
continuity.
The output approximation sNtN (µ) thus converges to s
Nt(µ) as the square of the error in the field
variable uNtN . We also note that s
Nt
N (µ) is a lower bound for s
Nt(µ).
A priori convergence theory
In this section, some of the main results of a priory convergence theory for problems in one param-
eter (P = 1) derived in [37, 38, 55] will very briefly be presented. Details about the derivation of
the results and proofs can be found in these references.
12
2.4 A Posteriori Error Estimation
First, we define the parameter domain D = [µmin, µmax] = [1/
√
µr,
√
µr]. We introduce then the
non-hierarchical Lagrange equi-ln spaces WNt lnN , 1 ≤ N ≤ Nmax, given by
WNt lnN = span{uNt(µnN ), 1 ≤ n ≤ N}, (2.35)
for the parameter points given by
µnN = µmin exp
(
n− 1
N − 1 ln
(
µmax
µmin
))
, 1 ≤ n ≤ N ≤ Nmax. (2.36)
These spaces contain certain optimality properties as the a priory theory suggests. We obtain the
following result:
For any N ≥ Ncrit and ∀µ ∈ D,
‖uNt(µ)− uNt lnN (µ)‖µ
‖uNt(µ)‖µ ≤ exp
(
− N − 1
Ncrit − 1
)
, (2.37)
where
Ncrit = 1 + [2e lnµr]+. (2.38)
Here, [·]+ returns the smallest integer greater than or equal to its real argument. This result is
not particularly sharp as shown by numerical tests [55], but it leads to several important conclu-
sions [68].
First, the interpretation of RB approximation in a “parameter domain” analogue to FE approxi-
mation in the “physical domain” has also a quantitative relevance. Second, while FE convergence
relies on spatial regularity, RB convergence is based on smoothness in parameter and discontinuities
in space may be allowed. Third, the RB convergence rate upper bound (2.37) does not depend
on Nt. The actual convergence rate however does depend on the underlying FE approximation
space, but this dependence vanishes as Nt increases for any fixed N . The next conclusion is that
the RB convergence rate depends only relatively weakly on the extent of the parameter domain as
the exponent in the convergence rate decreases only logarithmically with µr. Last, we can confirm
that the RB approximation can converge very quickly (exponentially).
For higher parameter dimensions P > 1, there is unfortunately no closed a priory convergence
theory. Numerical examinations show however that there is also a very rapid convergence in this
case (the convergence rate with N appears to depend only weakly on P ) and that the RB method
can in fact treat problems with “many” parameters.
2.4 A Posteriori Error Estimation
In this section, one of the most important ingredients of this reduced basis methodology will be
presented - the a posteriori error estimators. We will first illuminate the special role of the a
posteriori error estimation in the reduced basis context in detail. After the introduction of some
preliminaries, a posteriori error bounds for affinely parametrized elliptic coercive PDEs will be pre-
sented, followed by an oﬄine-online procedure decomposition to guarantee an efficient computation.
The last part of this section deals with an application of the error bounds particularly important
for (constrained) optimization problems: upper and lower bounds for the “truth” outputs of the
underlying FE problem.
2.4.1 Role and Requirements
Effective a posteriori error bounds for the outputs of interest are of great importance for the
reduced basis framework. They are crucial for both efficiency and reliability of the reduced basis
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approximation. Concerning efficiency, both the oﬄine and online computational procedure benefit
from the application of error bounds. As already mentioned before, the greedy algorithm can use a
significantly larger training sample with (at the same time) considerably decreased computational
costs if a posteriori error estimators are used instead of the real error. This leads to a better
accuracy of the reduced basis approximation which can be achieved with a smaller number N
of basis functions - this means that we have in turn computational savings in the online stage.
Another possibility to save online computational time is to use the error bounds directly in the
online stage to find the smallest RB dimension N that allows us to achieve a certain prescribed
accuracy. To sum up, the a posteriori error bounds are an essential tool to control the error and
hence to minimize the computational costs.
The second keyword - reliability - has a more direct connection to error bounds. We can only
have confidence in a method to approximate the solution of a parametrized PDE, if we have some
information about the error in our solution and outputs. As the oﬄine sampling procedures only
work with a finite training set of parameter points, the error for large parts of our parameter domain
D remains uncharacterized. By the help of an efficient a posteriori error bound, we can make up for
this error quantification for each new parameter value µ in the online stage and thus can make sure
that constraints are satisfied, feasibility (and safety/failure) conditions are verified and prognoses
are valid (in each case not only for the RB approximation but for the “truth” FE solution). That
means that we do not loose any confidence in the solution compared to the underlying FE solution
while exploiting the rapid predictive power of the RB approximation.
In addition, the pre-asymptotic and essentially ad hoc or empirical nature of reduced basis
discretization together with the fact that the RB basis functions can not be directly related to any
spatial or temporal scales (which makes physical intuition of little value), and the special needs of
deployed real-time systems virtually demand rigorous a posteriori error bounds.
All these reasons for a posteriori error estimation also put several particular requirements on our
error bounds. We already mentioned them in section 2.3.5: First, the error bounds must be rigorous,
that means valid (greater or equal the true error) for allN and all parameter values in the parameter
domain D. This is crucial for reliability, as non-rigorous error “indicators” would not suffice for this
goal. The second quality we want our error bounds to possess is sharpness. If the error bound is too
pessimistic or conservative, inefficient approximations with N too large and suboptimal engineering
results with unnecessarily high security margins would be the result. We note that even though
it is true that 100% error in the output sNtN (µ) would be absolutely intolerable, such an error (or
even larger errors) in the error estimator is tolerable and not at all useless. But nevertheless, the
design should be determined by the true output and not by the (pessimistic) output error. The
third requirement is of course efficiency - the online operation count and storage to compute the
error bounds must be independent of Nt and should be comparable to the cost of the RB output
prediction. We should not forget that these error bounds are constructed to measure the error
between the reduced basis and underlying “truth” finite element approximation and not relative to
the “exact” solution, therefore the FE approximation should be chosen conservatively.
2.4.2 Preliminaries
We first introduce two basic ingredients of our error bounds: The error residual relationship and
coercivity lower bounds. The residual r(v;µ) ∈ (XNt)′ (the dual space to XNt) is defined as
r(v;µ) ≡ f(v;µ)− a(uNtN (µ), v;µ), ∀v ∈ XNt . (2.39)
Together with
f(v;µ) = a(uNt , v;µ), ∀v ∈ XNt , (2.40)
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and the bilinearity of a, we can establish the error residual relationship for the error e(µ) ≡
uNt(µ)− uNtN (µ) ∈ XNt :
a(e(µ), v;µ) = r(v;µ), ∀v ∈ XNt . (2.41)
We will also introduce the Riesz representation of r(v;µ): eˆ(µ) ∈ XNt [55] satisfies
(eˆ(µ), v)X = r(v;µ), ∀v ∈ XNt . (2.42)
This allows us to write (2.39) as
a(e(µ), v;µ) = (eˆ(µ), v)X , ∀v ∈ XNt , (2.43)
and it follows that the dual norm of the residual can be evaluated through the Riesz representation:
‖r(·,µ)‖(XNt )′ ≡ sup
v∈XNt
r(v;µ)
‖v‖X = ‖eˆ(µ)‖X . (2.44)
This shall prove to be important for the oﬄine-online decomposition procedures.
As a second ingredient, we need a positive lower bound αNtLB(µ) for the coercivity constant
αNt(µ):
0 ≤ αNtLB(µ) ≤ αNt(µ) ∀µ ∈ D; (2.45)
The online computational time to evaluate µ → αNtLB(µ) has to be independent of Nt in order to
fulfill the efficiency requirements on the error bounds articulated before.
2.4.3 Error Bounds
We define our error estimator for the energy norm as:
∆enN (µ) ≡
‖eˆ(µ)‖X√
αNtLB(µ)
. (2.46)
An equivalent estimator for the output error is defined as
∆sN (µ) ≡
‖eˆ(µ)‖2X
αNtLB(µ)
. (2.47)
We also introduce the effectivities associated to these error estimators in the energy norm, analogue
to (2.27), that help us to quantify rigor and sharpness and thus the quality of the proposed
estimator:
ηenN (µ) ≡
∆enN
‖uNt(µ)− uNtN (µ)‖µ
, (2.48)
and
ηsN (µ) ≡
∆sN (µ)
sNt(µ)− sNtN (µ)
. (2.49)
As already stated in (2.3.5), the effectivities should be as close as possible to unity for sharpness,
and ≥ 1 for rigor.
We will now derive some results that state that the error bounds introduced above indeed fulfill
the requirements of rigor and sharpness [55]. If we choose v = e(µ) in (2.43) it follows with the
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Cauchy-Schwartz inequality and the definition of the coercivity constant (2.8)
αNt(µ)‖e(µ)‖2X ≤ a(e(µ), e(µ);µ)
≡ ‖e(µ)‖2µ
= (eˆ(µ), e(µ))X
≤ ‖eˆ(µ)‖X‖e(µ)‖X .
(2.50)
From the inequalities in (2.50) together with the definition of the effectivity (2.46), we can conclude
that
ηenN (µ) ≥ 1, (2.51)
that means that our energy error bound is indeed a rigorous upper bound for the error measured
in the energy norm - feasibility and safety are guaranteed. A similar procedure, but now with
v = eˆ(µ) in (2.44) gives us (again with the Cauchy-Schwartz inequality and this time with the
definition of the continuity constant (2.9)):
‖eˆ(µ)‖2X = a(e(µ), eˆ(µ);µ)
≤ ‖eˆ(µ)‖µ‖e(µ)‖µ
≤ (γe(µ)) 12 ‖eˆ(µ)‖X‖e(µ)‖µ.
(2.52)
Now the definition of the effectivity (2.48) together with the inequalities (2.52) lead to the
following result:
∆enN (µ) = (α
Nt
LB(µ))
− 1
2 ‖eˆ(µ)‖X
≤ (γe(µ)) 12 (αNtLB(µ))−
1
2 ‖e(µ)‖µ
⇒ ηenN (µ) ≤
√
γe(µ)
αNtLB(µ)
(2.53)
This result states that the energy error bound overestimates the true error by at most
√
(γe(µ)/αNtLB(µ)),
independent of N , and hence is stable with respect to RB refinement. Stability with respect to FE
refinements can be achieved if we can find a lower bound for the coercivity constant αNtLB(µ) which
depends only on µ, or if αNt(µ)/αNtLB(µ) is bounded by a constant for most µ ∈ D. The effectivity
is then bounded by [68]
ηenN ≤
√
γe(µ)
αNtLB(µ)
≤
√
αNt(µ)
αNtLB(µ)
√
γe(µ)
αe(µ)
, ∀µ ∈ D. (2.54)
We will present the construction of such a lower bound for the coercivity constant in section 2.5.
Similar results can be proven for the output error bound if we use equation (2.31), which states
that sNt(µ)− sNtN (µ) = ‖e(µ)‖2µ and ∆sN (µ) = (∆enN (µ))2:
ηsN (µ) =
(∆enN (µ))
2
‖e(µ)‖2µ
= (ηenN (µ))
2 (2.55)
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To sum up, for any N = 1, . . . , Nmax, the effectivities satisfy
1 ≤ ηenN (µ) ≤
√
γe(µ)
αNtLB(µ)
, ∀µ ∈ D, (2.56)
1 ≤ ηsN (µ) ≤
γe(µ)
αNtLB(µ)
, ∀µ ∈ D. (2.57)
2.4.4 Oﬄine-Online Procedure
The error bounds developed in the previous section are only useful if they allow for an efficient
oﬄine-online computational procedure that leads to an online complexity independent of Nt. The
oﬄine-online decomposition presented in the following is mainly based on the dual norm of the
residual. With the affine decomposition of uNtN (µ) (2.11) and the expansion of u
Nt
N (µ) in the N
basis functions (2.19), the residual can be expressed as
r(v;µ) = f(v)− a(uNtN (µ), v;µ)
= f(v)−
N∑
n=1
uNtN n(µ)
Qa∑
q=1
Θq(µ)aq(ζNtn , v) (2.58)
Together with (2.42) and linear superposition, this gives us
(eˆ(µ), v)X = f(v)−
Qa∑
q=1
N∑
n=1
Θq(µ)uNtN n(µ)a
q(ζNtn , v). (2.59)
It then follows that we may write eˆ(µ) ∈ XNt as
eˆ(µ) = F +
Qa∑
q=1
N∑
n=1
Θq(µ)uNtN n(µ)Aqn, (2.60)
where F ∈ XNt and Aqn ∈ XNt (called FE “pseudo”-solutions) satisfy
(F , v)X = f(v), ∀v ∈ XNt , (2.61)
(Aqn, v)X = −aq(ζNtn , v), ∀v ∈ XNt , n ∈ N, 1 ≤ q ≤ Qa. (2.62)
We note that (2.61) and (2.62) are simple parameter-independent Poisson or Poisson-like problems
and thus can be solved once in the oﬄine stage. It then follows the full decomposition of ‖eˆ(µ)‖X :
‖eˆ(µ)‖2X =
F + Qa∑
q=1
N∑
n=1
Θq(µ)uNtN n(µ)Aqn, F +
Qa∑
q′=1
N∑
n′=1
Θq
′
(µ)uNtN n′(µ)Aq
′
n′

X
= (F ,F)X +
Qa∑
q=1
N∑
n=1
Θq(µ)uNtN n(µ)
2(F ,Aqn)X +
Qa∑
q′=1
N∑
n′=1
Θq
′
(µ)uNtN n′(µ)(Aqn,Aq
′
n′)X
 .
(2.63)
This expression can be related to the requisite dual norm of the residual through (2.44). It is the
sum of products of parameter-dependent known functions and parameter independent inner prod-
ucts, formed of more complicated but precomputable quantities. The oﬄine-online decomposition
is thus clear.
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In the oﬄine stage we first solve (2.61), (2.62) for the parameter-independent FE “pseudo”-
solutions F and Aqn, 1 ≤ n ≤ Nmax, 1 ≤ q ≤ Qa and form/store the parameter-independent inner
products (F ,F)X , (F ,Aqn)X , (Aqn,Aqn)X , 1 ≤ n ≤ Nmax, 1 ≤ q ≤ Qa. The oﬄine operation count
depends then on Nmax, Qa and Nt.
In the online stage - performed for each new value of µ - we simply evaluate the sum (2.63)
in terms of the Θq(µ), 1 ≤ q ≤ Qa and uNtN n(µ), 1 ≤ n ≤ N (already computed for the output
evaluation) and the precalculated and stored (parameter-independent) (·, ·)X inner products. The
online operation count, and hence the marginal and asymptotic average cost, is only O(Q2aN2), and
thus the crucial point - the independence of Nt - is again achieved. We further note that, unless
Qa is quite large, the online cost associated with the calculation of the residual dual norm and
the online cost associated with the calculation of sNtN (µ) are comparable. Again, the hierarchical
properties of our reduced basis approximation spaces allows us to simply extract the necessary
quantities for any N ∈ {1, . . . , Nmax} from the corresponding quantities for N = Nmax.
2.4.5 Upper and Lower Bounds for the Outputs
The output error estimators introduced in the previous sections for the compliant case can serve us
to compute reliable upper and lower bounds sNt +N (µ) and s
Nt−
N (µ) for the “truth” output s
Nt(µ)
for each new value for µ based on the reduced basis output sNtN (µ), such that
sNt +N (µ) ≥ sNt(µ) ≥ sNt−N (µ), ∀µ ∈ D, ∀N ∈ [1, . . . , Nmax]. (2.64)
We establish these limits as
sNt−N (µ) = s
Nt
N (µ), (2.65)
sNt +N (µ) = s
Nt
N (µ) + ∆
s
N (µ). (2.66)
To demonstrate that equation (2.65) is indeed valid, we note that in the compliant case
sNt(µ)− sNtN (µ) = f(uNt(µ)− uNtN (µ))
= a(uNt(µ), uNt(µ)− uNtN (µ);µ)
= a(uNt(µ)− uNtN (µ), uNt(µ)− uNtN (µ);µ)
≥ 0.
(2.67)
This results of the symmetry of a, Galerkin orthogonality (2.33) and coercivity. This important
result (which has also been stated in section 2.3.6) confirms that our reduced basis approximation
is a lower bound for the FE solution.
The validity of the upper bound (2.66) follows directly from (2.57):
ηsN (µ) ≥ 1 ⇒ ∆sN (µ) ≥ sNt(µ)− sNtN (µ)
⇒ sNt +N (µ) = sNtN (µ) + ∆sN (µ) ≥ sNt(µ). (2.68)
These upper and lower bounds for the underlying “truth” FE output play an important role for
example in optimization problems. They assure that possible constraints are not only met for the
reduced basis output, but also for the “truth” output. Also in many other applications this property
has a great importance.
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2.5 Coercivity Lower Bounds
In this chapter, we will concentrate on the efficient computation of lower bounds for the coercivity
constant (2.8). They are an essential ingredient of the a posteriori error bounds developed in the
previous chapter. The discrete coercivity constant (2.8) is a generalized eigenvalue problem [55],
and there exist a number of classical techniques for the numerical approximation of eigenvalues.
However, many of them are not suited for the particular needs in the reduced basis context [68].
Therefore, we will present here the Successive Constraint Method (SCM) described in [24]. This
algorithm has been developed for the special requirements of the reduced basis method and thus
features an efficient oﬄine-online strategy which makes the online calculation complexity indepen-
dent of Nt - a fundamental requisite. The SCM is more efficient and general than other, earlier
approaches [41, 59, 72]. In addition, it is easier to implement.
We will consider two different classes of affine problems. At first, we will present the (easy to
compute) coercivity lower bounds for the special case of parametrically coercive problems. This
presentation will be followed by the more general case, where the problems are parameter-dependent
and coercive, but do not fulfill the requirements for parametrical coercivity.
2.5.1 Parametrically Coercive Problems
We shall now assume that our bilinear form a is not only affine in the parameter, symmetric and
coercive, but also parametrically coercive. This means that the affine decomposition of a fulfills
a(w, v;µ) =
Qa∑
q=1
Θq(µ)aq(w, v), ∀w, v ∈ Xe, (2.69)
where
Θq(µ) > 0, ∀µ ∈ D, 1 ≤ q ≤ Qa (2.70)
and
aq(w,w) ≥ 0, ∀w ∈ Xe, 1 ≤ q ≤ Qa. (2.71)
A positive lower bound for the coercivity constant, 0 ≤ αNtLB(µ) ≤ αNt(µ), ∀µ ∈ D, is then
developed relatively easily. Indeed, the hypothesis of parametrical coercivity allows us the explicit
construction and calculation of a lower bound. We first define the easily evaluated functions
Θmin,µa (µ) = min
q∈[1,...,Qa]
Θq(µ)
Θq(µ)
. (2.72)
We can then show that a suitable lower bound for the coercivity constant is given by
0 ≤ Θmin,µa (µ) ≤ αNt(µ), ∀µ ∈ D. (2.73)
19
2 Fundamentals of the Reduced Basis Method for Parametrized Coercive Elliptic PDEs
To prove this result, we note that (from our positivity conditions and choice of norm)
a(w,w;µ) =
Qa∑
q=1
Θq(µ)aq(w,w)
=
Qa∑
q=1
Θq(µ)
Θq(µ)
Θq(µ)aq(w,w)
≥
(
min
q∈[1,...,Qa]
Θq(µ)
Θq(µ
)
a(w,w;µ)
= Θmin,µa (µ)‖w‖2X , ∀w ∈ Xe, ∀µ ∈ D. (2.74)
It follows then
αe(µ) ≡ inf
w∈Xe
a(w,w;µ)
‖w‖2X
≥ Θmin,µa (µ) ≥ 0, ∀µ ∈ D, (2.75)
which states the result in (2.73).
We note that similar results can be obtained for non-symmetric bilinear forms if we consider only
the symmetric part of the bilinear form [55].
2.5.2 Coercive Problems: The Successive Constraint Method
In the more general case of coercive problems which do not fulfill (2.70), (2.71), the efficient
computation of the necessary coercivity lower bounds is a much greater challenge. We still consider
a symmetric, continuous and coercive bilinear form a, which is affine in the parameter. However,
the following results can be readily extended to non-symmetric operators (see section 2.6.2) and
general non-coercive operators (see chapter 7).
We first recall the definition of our FE coercivity constant,
αNt(µ) = inf
w∈XNt
a(w,w;µ)
‖w‖2X
, ∀µ ∈ D. (2.76)
We then introduce an objective function Jobj : D × RQa → R given by
Jobj(µ; y) =
Qa∑
q=1
Θq(µ)yq, with y = (y1, . . . , yQa). (2.77)
Next, the set Y ∈ RQa is defined by
Y =
{
y ∈ RQa
∣∣∣∃wy ∈ XNt s.t. yq = aq(wy, wy)‖wy‖2X , 1 ≤ q ≤ Qa
}
. (2.78)
The affine parameter decomposition (2.11) allows us now to express our coercivity constant (2.76)
as
αNt(µ) = inf
y∈Y
Jobj(µ; y). (2.79)
The next step is to introduce a “continuity constraint” box
B =
Qa∏
q=1
[
inf
w∈XNt
aq(w,w)
‖w‖2X
, sup
w∈XNt
aq(w,w)
‖w‖2X
]
; (2.80)
which, from our continuity hypothesis, is bounded. The last ingredient is a “coercivity constraint”
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sample,
CJ = {µ1SCM ∈ D, . . . ,µJSCM ∈ D}. (2.81)
CM,µJ denotes the subset of CJ with the M (≥ 1) points closest (in the Euclidian norm) to a given
µ ∈ D. We make the convention CM,µJ = CJ if M > J .
Lower Bound
Our strategy is to define a set YLB(µ;CJ ,M) which is relatively easy/cheap to compute and which
can be used as surrogate for Y in (2.79). For given CJ ∈ D and M ∈ N, this set must contain the
original set Y , that means
Y ⊂ YLB(µ;CJ ,M), ∀µ ∈ D. (2.82)
If we choose
YLB(µ;CJ ,M) ≡
y ∈ RQa∣∣∣ y ∈ B,
Qa∑
q=1
Θq(µ′)yq ≥ αNt(µ′), ∀µ′ ∈ CM,µJ
 (2.83)
as our “surrogate set”, we can prove that (2.82) is indeed fulfilled:
From the definition of Y (2.78) it follows that for any y ∈ Y, ∃wy ∈ XNt , such that yq =
aq(wy ,wy)
‖wq‖2X
, 1 ≤ q ≤ Qa. Then, since
inf
w∈XNt
aq(w,w)
‖w‖2X
≤ a
q(wy, wy)
‖wy‖2X
≤ sup
w∈XNt
aq(w,w)
‖w‖2X
, (2.84)
and also
Qa∑
q=1
Θq(µ)
aq(wy, wy)
‖wy‖2X
=
a(wy, wy;µ)
‖wy‖2X
≥ αNt(µ), ∀µ ∈ D, (2.85)
we can deduce that every member y of Y is also a member of Y NtLB(µ;CJ ,M), which concludes the
proof.
We can now define our lower bound as
αNtLB(µ;CJ ,M) = min
y∈YLB(µ;CJ ,M)
Jobj(µ; y). (2.86)
This definition is indeed a correct choice, as we can show with (2.82), that for given CJ ⊂ D and
M ∈ N
αNtLB(µ) = miny∈YLB(µ;CJ ,M)
Jobj(µ; y)
≤ min
y∈Y
Jobj(µ; y)
= αNtLB(µ), ∀µ ∈ D. (2.87)
This means that the necessary requirement for a lower bound,
αNtLB(µ) ≤ αNt(µ), ∀µ ∈ D, (2.88)
is fulfilled.
The computation of our lower bound (2.86) is in fact a linear optimization problem (or Linear
Program (LP)) [68]. It contains Qa design variables and 2Qa + M inequality constraints. It is
important to note that again, this approach allows us to evaluate µ→ αNtLB(µ) with a computational
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cost independent of Nt, if B and the set {αNt(µ′)|µ′ ∈ CJ} are given. The (oﬄine) computation
of these quantities however is Nt-dependent. We will discuss the oﬄine-online decomposition and
computational costs in more detail in section 2.5.2.
Upper Bound
Although it is not directly necessary for our error bounds, we will also compute an upper bound
for the coercivity constant. This will serve us for the efficient construction of a good coercivity
constraint sample CJ . Similar to the approach for the lower bound, we introduce an “upper bound
set” YUB(µ;CJ ,M) ∈ RQa as
YLB(µ;CJ ,M) =
{
y∗(µ′)|µ′ ∈ CM,µJ
}
, (2.89)
where
y∗(µ) = arg inf
y∈Y
Jobj(µ; y). (2.90)
Our upper bound is then defined by
αNtUB(µ;CJ ,M) = min
y∈YLB(µ;CJ ,M)
Jobj(µ; y). (2.91)
As we can see directly from (2.89), YUB(µ;CJ ,M) ⊂ Y . It then follows that, for given CJ , M ∈ N :,
αNtUB(µ;CJ ,M) ≥ αNt(µ), ∀µ ∈ D. That means our choice for αNtUB(µ) is indeed suited as upper
bound for the coercivity constant.
Again we can state that the operation count for the online evaluation µ→ αNtUB(µ) is independent
of Nt (if the set {y∗(µ′)|µ′ ∈ CJ} is already given).
Selection of CJ
The selection process for CJ will be based on a greedy algorithm somewhat similar to the greedy
selection process for the basis functions described in section 2.3.5. We shall again introduce a
“train” sample Ξtrain,SCM = {µ1train,SCM, . . . ,µ
ntrain,SCM
train,SCM} ⊂ D of ntrain,SCM parameter points and
a tolerance SCM ∈ [0, 1] for the error in the lower bound prediction. We start with J = 1 and
C1 = {µSCM} chosen arbitrary. The greedy algorithm is then given by
While αJtol = max
µ∈Ξtrain,SCM
[
αNtLB(µ;CJ ,M)− αNtLB(µ;CJ ,M)
αNtLB(µ;CJ ,M)
]
> SCM :
µJ+1SCM = arg maxµ∈Ξtrain,SCM
[
αNtLB(µ;CJ ,M)− αNtLB(µ;CJ ,M)
αNtLB(µ;CJ ,M)
]
;
CJ+1 = CJ ∪ µJ+1SCM;
J ← J + 1;
end.
Set Jmax = J
(2.92)
We choose αUB(µ;CJ ,M) in the denominator of αJtol, as this value is strictly positive, contrary to
αLB(µ;CJ ,M) which may be negative or zero.
Indeed, the strategy is basically the same as in the greedy algorithm in section 2.3.5. In each
iteration of the greedy procedure, we add to our “coercivity constraint” sample that point in D for
which the current lower bound approximation is least accurate. The true error is thereby replaced
by a (computationally cheaper) surrogate which makes it possible to perform a more efficient and
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more exhaustive search. Although αJtol is not decreasing monotonic, we can anticipate that “overall”
it is decreasing for increasing J . Indeed, from continuity reasons and since αLB(µ;CJ ,M) =
αUB(µ;CJ ,M), ∀µ ∈ CJ , it follows that our error tolerance will be honored for sufficiently large
J . However, if there exist numerical problems for single parameter samples µ ∈ Ξtrain,SCM, this can
lead to divergence of the algorithm although for rest of the train sample Ξtrain,SCM the computation
of the coercivity lower bounds is successful. We will provide an example for this phenomenon in
the practical part of this work.
Furthermore, it is important to note that our choice of stopping criterion allows us to bound
αNt(µ)
αNtLB(µ;CJmax ,M)
=
αNt(µ)
αNtUB(µ;CJmax ,M)
· α
Nt
UB(µ;CJmax ,M)
αNtLB(µ;CJmax ,M)
≤ α
Nt(µ)
αNtUB(µ;CJmax)
1
1− SCM
≤ 1
1− SCM , ∀µ ∈ Ξtrain,SCM. (2.93)
This result can be inserted in (2.54) to obtain the upper bounds for the effectivities which are now
independent of N and Nt. Usually, we may set SCM = 0.75, which is rather crude. Nevertheless
this choice has relatively little detrimental effect on our error bounds.
Oﬄine-Online Procedure
Finally, we precise the oﬄine-online decomposition for the computation of the coercivity lower
bounds and give an overview of the operation counts involved.
In the oﬄine stage, we first have to build B and the set {αNt(µ′)|µ′ ∈ CJmax}. This results in 2Qa
resp. Jmax eigenproblems over XNt . Second, we have to subsequently form the set {y∗(µ′)|µ′ ∈
CJmax} (JmaxQa inner products over XNt). The last oﬄine step is the solution of the ntrain,SCMJmax
linear optimization problems of “size” 2Qa+M to perform the “arg max”. The oﬄine computational
cost thus roughly scales as O(Nt · (2Qa + Jmax)) + O(NtQaJmax) + O(ntrain,SCMJmaxQaM). As
already mentioned before, the oﬄine computational costs of course depend on Nt, but Nt and
ntrain,SCM do not occur as a product in any of the terms - there is no term O(Ntntrain,SCM). This
means that we can choose both Nt and ntrain,SCM very large.
For each evaluation µ→ αNtLB(µ;CJ ,M) in the online stage, we first perform a sort of the Jmax
points in CJmax to determine the set C
M,µ
Jmax
. The operation count here is at most O(MJmax).
Then we must perform the (M + 1)Qa evaluations µ′ → θq(µ′), 1 ≤ q ≤ Qa, which results in
an operation count of O((M + 1)Qa). The last step is the extraction of the selected M members
of the pre-computed set {αNt(µ′)|µ′ ∈ CJ} and the solution of the resulting linear optimization
problem to obtain αNtLB(µ;CJ ,M). The fundamental point is again that the online evaluation
count is independent of Nt and the rapid evaluation of the error bounds is supported by the SCM
procedure.
2.6 Extensions
In the last sections we presented a complete reduced basis methodology for affinely parametrized
elliptic coercive partial differential equations in the compliant case, that means for s = f . This
methodology will be extended in section 2.6.1 to noncompliant problems where s 6= f , using a
primal-dual approximation framework. Nonsymmetric problems are generally not compliant, even
if s = f holds. The (relatively small) additional modifications necessary for the asymmetric case
are then described in section 2.6.2.
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2.6.1 Noncompliant Problems
We first recall the general non-compliant problem: given µ ∈ D, solve
a(ue(µ), v;µ) = f(v), ∀v ∈ Xe, (2.94)
and then evaluate
s(µ) = l(ue(µ)), (2.95)
where a is a coercive, continuous and affine bilinear form. It is no longer required that l = f , but
l and f both have to be bounded linear functionals. The new aspect is that we also consider the
dual problem associated to l: find ψe(µ) ∈ Xe (the “adjoint” our “dual” field), s.t.
a(v, ψe(µ);µ) = −l(v), ∀v ∈ Xe; (2.96)
The corresponding FE approximation of (2.94) and (2.96) is then given by
a(uNt(µ), v;µ) = f(v), ∀v ∈ XNt (2.97)
and
a(v, ψNt(µ);µ) = −l(v), ∀v ∈ XNt (2.98)
respectively.
Primal-Dual Framework
We now turn to the reduced basis approximation of this problem. The first step is to introduce
a general Petrov-Galerkin approximation of the primal problem which will give us the motivation
for the full primal-dual framework. For this purpose, we need two reduced basis approximation
subspaces, the “trial” space X˜pr1 ⊂ XNt and the “test” space X˜pr2 (µ) ⊂ XNt . The second subspace
can be parameter dependent. In addition, we introduce a given function Φ : D → XNt . The
particular properties of the approximation spaces and Φ are not important yet. The general Petrov-
Galerkin approximation is then defined as follows:
Given µ ∈ D, find u˜Nt(µ) ∈ X˜pr1 such that
a(u˜Nt(µ), v;µ) = f(v), ∀v ∈ X˜pr2 (µ), (2.99)
and evaluate the output as
s˜Nt(µ) = l(u˜Nt(µ))− r˜pr(Φ(µ);µ), (2.100)
with the primal residual r˜pr(v;µ) defined equivalent to (2.39):
r˜pr(v;µ) ≡ f(v)− a(u˜Nt(µ), v;µ), ∀v ∈ Xe. (2.101)
Our RB approximations to the field uNt(µ) and output sNt(µ) are denoted with u˜Nt(µ) and s˜Nt(µ),
respectively.
Although in the coercive case standard Galerkin RB approximation is sufficient, X˜pr1 = X˜
pr
2 , we
want to illustrate the different roles of the trial and test space in the full Petrov-Galerkin context.
The discrete coercivity, inf-sup and continuity constants in this setup are given as
α˜(µ) = inf
w∈X˜pr1
a(w,w;µ)
‖w‖2X
, (2.102)
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β˜(µ) = inf
w∈X˜pr1
sup
v∈X˜pr2 (µ)
a(w, v;µ)
‖w‖2X‖v‖2X
(2.103)
and
γ˜(µ) = sup
w∈X˜pr1
sup
v∈X˜pr2 (µ)
a(w, v;µ)
‖w‖2X‖v‖2X
. (2.104)
We can then obtain a result similar to the standard Galerkin optimality results (2.29) to (2.32)
for u˜Nt(µ) and s˜Nt(µ):
‖uNt(µ)− u˜Nt(µ)‖X ≤
(
1 +
γe(µ)
β˜(µ)
)
inf
w˜∈Xpr1
‖uNt(µ)− w˜‖X (2.105)
and
|sNt(µ)− s˜Nt(µ)| ≤ γe(µ)‖uNt(µ)− u˜Nt(µ)‖X inf
v˜∈Xpr2 (µ)
‖ΨNt(µ)− Φ(µ)− v˜‖X . (2.106)
In this context, Φ : D → XNt can be any given function.
The role of the test space X˜pr2 is thus twofold. First, it determines the stability of the ap-
proximation through β˜(µ), both concerning algebraic conditioning and convergence. As already
mentioned, in the coercive case the standard Galerkin choice of equivalent trial and test space is
suited to ensure stability, for noncoercive problems however, X˜pr2 (µ) can play an important role
to establish stability. Second, we can conclude from equation (2.106) that the choice of X˜pr2 (µ)
also has a direct influence on the accuracy of the output approximation. If we choose X˜pr2 (µ) such
that its members can approximate ΨNt(µ), that means the adjoint solution, very well, then the
second term in (2.106) will be very small and consequently the output error will be small. This
can improve the accuracy of the output prediction for a given trial space X˜pr1 .
We note that we still have a degree of freedom left - Φ(µ) is still undefined. With the choice
of the test space X˜pr2 , we can either aim at stability or at accuracy - it is (in most of the cases)
not possible to exploit the qualities of the test space both for stability considerations and for the
improvement of accuracy. The introduction of Φ(µ) in equation (2.100) allows us to resolve this
dilemma, as also the choice of Φ(µ) has an influence on the accuracy of the prediction. We can
thus choose X˜pr2 in a way that controls stability, and select Φ(µ) to control the second term in
(2.106).
The particular choice of Φ(µ) will typically be a Galerkin (or Petrov-Galerkin) approximation
of the dual problem: Given µ ∈ D, find Ψ˜Nt(µ) = Φ(µ) ∈ X˜du1 such that
a(v, Ψ˜Nt(µ);µ) = −l(v), ∀v ∈ X˜du2 (µ), (2.107)
Here, the dual trial space X˜du1 shall provide a good approximation of ΨNt(µ) while the dual test
space X˜du2 (µ) is chosen to control the stability of the discrete dual problem. We note here that
the primal and dual approximation spaces can differ considerably in the RB context due to the “ad
hoc” character of the approximation. As for the primal problem the standard Galerkin approach
with X˜du1 = X˜du2 is sufficient in the coercive case.
RB Methodology in the Noncompliant Case
For the application of this approach in our RB methodology, we choose (greedy) Lagrange RB spaces
as primal and dual approximation spaces and follow the Galerkin recipe (stability guaranteed):
X˜pr1 = X˜
pr
2 = W
pr
Npr and X˜
du
1 = X˜
du
2 = W
du
Ndu
. This means the primal RB approximation spaces
are built by the span of Npr snapshots of the primal solution uNt(µ), µ ∈ D, while the dual RB
approximation spaces are built by the span of Ndu snapshots of the dual solution ΨNt(µ), µ ∈
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D. In the primal-dual framework, we first have to compute both the RB primal and dual field
solutions, which are denoted by uNtNpr(µ) and Ψ
Nt
Ndu
(µ), respectively. In the following, we will use
the convention that uNt0 (µ) = 0 if N
pr = 0 and ΨNt0 (µ) = 0 in the case N
du = 0. In the second step,
we can use the primal and dual field solutions to evaluate the associated RB output approximation
for Φ(µ) = ΨNt
Ndu
(µ):
sNt
Npr,Ndu
(µ) = l(uNtNpr(µ))− rpr(ΨNtNdu(µ);µ). (2.108)
To give an estimation of the computational savings we can obtain by the use of the primal-dual
framework, we introduce a monotonically decreasing “convergence” function gerr : N0 → R with
associated inverse g−1err such that g−1err (gerr(N)) = N . We suppose that we can express the error in
the primal and dual field solutions as
‖uNt(µ)− uNtNpr(µ)‖X = ‖uNt(µ)‖Xgerr(Npr) (2.109)
and
‖ΨNt(µ)−ΨNt
Ndu
(µ)‖X = ‖ΨNt(µ)‖Xgerr(Ndu). (2.110)
From our conventions, it follows that for Npr = 0 and Ndu = 0, g(0) = 1. As we are using the
same convergence function for both the primal and the dual approximation, we assume that their
convergence behavior is similar. If this is not the case, we have to replace the general gerr by g
pr
err
and gduerr. In addition, we shall suppose that - motivated by result (2.106) - the error in the RB
output approximation can also be related to the norm of the FE primal and dual solution with the
help of the convergence function:
|sNt(µ)− sNt
Npr,Ndu
(µ)| = Cs‖uNt(µ)‖X‖ΨNt(µ)‖Xgerr(Npr)gerr(Ndu), (2.111)
where Cs is a constant that reflects the non-zero angle between the primal and dual errors.
If we want to reach a fixed output error |sNt(µ) − sNt
Npr,Ndu
(µ)| = Cs‖uNt(µ)‖X‖ΨNt(µ)‖X,
controlled by the parameter , then the associated online computational costs for the computation
of sNtN (µ) with the full primal-dual framework with the (in this case) optimal choiceN
pr = Ndu = N
are related to the online computational costs for the computation of sNtN∗(µ), where only the primal
approximation is taken into account (Ndu = 0, Npr = N∗ 6= 0) as
ONLINE COST OF sNtN (µ) WITH ADJOINT
ONLINE COST OF sNtN∗(µ) WITHOUT ADJOINT
= 2
(
g−1err (
√
)
g−1err ()
)3
; (2.112)
In the “worst” case, when gerr(N) = e−ωN for a given positive real ω and thus the convergence is
exponential, the ratio in (2.112) is 14 (in fact, this case is optimal for the RB approximation but
the application of the full primal-dual framework gives us the smallest savings compared to the
pure primal approximation). We can thus obtain a reduction of 75% even in the “worst” case. For
other, e.g. algebraic convergence rates, the computational savings are even higher and particularly
pronounced for smaller  [68].
If the convergence behavior of the primal and the dual approximation differ considerably, Npr =
Ndu is not the best choice anymore. The optimal choice of Npr, Ndu which minimizes the online
effort will depend on the ratio between gprerr and gduerr. If the convergence of the primal approximation
is slow, that means gprerr  gduerr, we should choose Npr 6= 0, Ndu = 0 and vice versa. We should
also note that if we do not want to compute only one output but many different outputs with
different output functionals, the primal/dual approximation is no longer affordable as it requires
the solution of a new dual problem for each of the outputs.
To conclude our discussion of the noncompliant problems, we consider the effect of the primal-
dual framework on our a posteriori output error bounds. First, we consider the case where only the
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primal problem is solved Ndu = 0. This corresponds to ΨNt
Ndu
= 0 in (2.108) and thus sNt
Npr,Ndu
(µ) =
l(uNtNpr(µ)) which gives us
|sNt(µ)− sNt
Npr,Ndu
(µ)| = |l(uNtNpr(µ)− uNt(µ))|. (2.113)
We can conclude that the general form of our a posteriori error bound must then be
∆sN (µ) = ‖l‖(XNt )′∆N (µ), (2.114)
where ‖l‖(XNt )′ denotes the dual norm of l and ∆N (µ) is the error bound for ‖uNt(µ)−uNtNpr(µ)‖X .
Even though the output error bound (2.114) is indeed rigorous, the sharpness is very dissatisfac-
tory in some situations. This shall be illuminated for the compliant case l = f . From (2.32) and
(2.57) (extended to the X norm [55]) we get
∆sN (µ)
|sNt(µ)− sNt
Npr,Ndu
| ≥
‖l‖(XNt )′
γe(µ)‖uNt(µ)− uNtNpr(µ)‖X
. (2.115)
Unfortunately, if the RB output approaches the “truth” FE output uNtNpr(µ) → uNt(µ), the effec-
tivity of the output error bound (2.114) tends to infinity. The problem is that the contribution
of the test space to the convergence of the output is not reflected in the error bound (2.114). We
anticipate that this problem exists for any l “close” to f [68].
These difficulties do not arise in the full primal-dual framework if the adjoint approximation
is included in the computations and the error bound. This will ensure a stable limit in the case
N → ∞ (and consequently uNtNpr(µ) → uNt(µ)). The error bound will then in the non-compliant
case take the form
∆sN (µ) ≡
‖rpr(·;µ)‖(XNt )′
(αLB(µ))1/2
‖rdu(·;µ)‖(XNt )′
(αLB(µ))1/2
, (2.116)
where
rdu(v;µ) = −l(v) + a(v,ΨNt
Ndu
(µ);µ), ∀v ∈ Xe (2.117)
is the dual residual. That means that (2.116) is built as the product of the primal and the dual
error. We now reflect the influence of both approximation spaces “through” Φ = ΨNt
Ndu
and hence
can recover our earlier N -independent effectivity bound (2.57) in the compliant case. However,
although these effectivities are bounded, they can get quite large in the non-compliant case when
the correlation between primal and dual errors can be extremely weak.
2.6.2 Nonsymmetric Operators
The modifications in the formulation to consider for nonsymmetric operators are very small. As
already mentioned, nonsymmetric problems are non-compliant and therefore should be treated by
the full primal dual framework as ue(µ) 6= Ψe(µ). The general approximation framework needs no
additional changes, only the a posteriori error estimation is concerned. The output error bound is
given by (2.116) which requires two dual norm calculations for the primal and the dual residual.
The principal oﬄine-online procedure remains unchanged. Only the SCM procedure to compute
a lower bound for the coercivity constant αLB(µ) is changed a little. We simply apply the SCM
procedure of section 2.5.2 to the symmetric part aS of our non-symmetric bilinear form a:
a(u, v;µ) = aS(u, v;µ)− aSS(u, v;µ), (2.118)
where
aS(u, v;µ) =
1
2
(a(u, v;µ) + a(v, u;µ)) (2.119)
27
2 Fundamentals of the Reduced Basis Method for Parametrized Coercive Elliptic PDEs
is the symmetric part of a and
aSS(u, v;µ) =
1
2
(a(u, v;µ)− a(v, u;µ)) (2.120)
is the skew-symmetric part of a.
2.7 Affine Geometric Parametric Variations
This work concentrates on the application of the reduced basis methodology presented in the
preceding sections in the shape optimization context. A crucial ingredient for this purpose is the
family of geometric parametric variations that are consistent with the affine restriction (2.11).
The motivation for the restriction on affine variations has already been given before: The affine
parameter dependence allows us to construct very efficient oﬄine-online decomposition procedures.
In the following, the necessary fundamentals for affine geometric variations in the reduced basis
context in the two-dimensional case will be presented. A more detailed introduction with many
examples for different kinds of geometries can be found in [68].
2.7.1 Preconditions
At first glance, the reduced basis methodology described before and the shape optimization context
(see section 6.5 and [39]) where we are going to work with parameter dependent geometries (that
means the boundaries and thus the RB domain is parameter dependent) may not match: The RB
recipe requires a parameter independent domain Ω as the snapshots we use for the construction
of our basis functions have to be defined relative to the same spatial configuration. This difficulty
can be resolved by interpreting Ω as parameter independent reference domain which is related to
the parameter-dependent “actual” or “original” domain of interest Ωo(µ) via an affine mapping
T aff(x;µ).
For this purpose, we first introduce a set of mutually non-overlapping open “regions” Ro,l(µ), 1 ≤
l ≤ Lreg such that
Ωo(µ) = ∪Lregl=1 Ro,l(µ), (2.121)
and
Ro,l(µ) ∩Ro,l′(µ) = ∅, 1 ≤ l < l′ ≤ Lreg. (2.122)
These regions can e.g. represent different material properties, but they can also be used for algo-
rithmic purposes to ensure well-behaved mappings. We will come back to this issue in chapter 3.1.
The boundaries of Ro,l(µ), which do not reside on the boundary of Ωo(µ), will be called internal
interfaces.
We can then introduce a domain decomposition of Ωo(µ),
Ωo(µ) = ∪Kdomk=1 Ωko(µ), (2.123)
which consists of mutually non-overlapping open subdomains Ωko(µ), 1 ≤ k ≤ Kdom,
Ωko(µ) ∩ Ωk
′
o (µ) = ∅, 1 ≤ k < k′ ≤ Kdom. (2.124)
This domain decomposition has to respect the previously introduced regions in the sense that
Ro,l(µ) = ∪k∈KlΩlk, (2.125)
where the Kl, 1 ≤ l ≤ Lreg are mutually exclusive subsets of {1, . . . ,Kdom}.
Our reference domain is then simply defined for a reference parameter value µref ∈ D as Ω ≡
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Ωo(µref). In the following we will identify Ωk = Ωko(µref), 1 ≤ k ≤ Kdom and Rl = Ro,l(µref), 1 ≤
l ≤ Lreg for brevity.
The “Kdom” domain decomposition of Ω shall be denoted our “RB triangulation”. It will play an
important role in the generation of our affine representation (2.11). The very fine Nt FE mesh has
to be a subtriangulation of the RB triangulation. Both the FE and RB approximations are defined
over the reference domain. The choice of µref has an influence on the accuracy of the underlying
FE approximation as it controls the distortion of the mesh for the actual domains.
As mentioned before, the original domain (resp. the original subdomains) and the reference
domain (resp. the reference subdomains) must be connectable via an affine mapping T aff(·;µ) :
Ωk → Ωko(µ), 1 ≤ k ≤ Kdom:
Ωko(µ) = T
aff,k(Ωk;µ), 1 ≤ k ≤ Kdom. (2.126)
The affine mappings must be individually bijective and collectively continuous, that means they
have to fulfill the following interface condition:
T aff,k(x;µ) = T aff,k
′
(x;µ), ∀x ∈ Ωk ∩ Ωk′ , 1 ≤ k < k′ ≤ Kdom; (2.127)
For reasons of computational efficiency it is important to note that Kdom is defined with respect
to the exact problem and therefore does not depend on Nt.
The concrete affine transformations are then given for 1 ≤ k ≤ Kdom, for any µ ∈ D and for any
x ∈ Ωk as
T aff,ki (x,µ) = C
aff,i
i (µ) +
d∑
j=1
Gaff,kij (µ)xj , 1 ≤ i ≤ d, (2.128)
for given translation vectors Caff,k : D → Rd and linear transformation matrices Gaff,i : D →
Rd×d. The linear transformation matrices can effect rotation, scaling and/or shear and have to be
invertible. The associated Jacobians can be defined as
Jaff,k(µ) = | det (Gaff,k(µ))|, 1 ≤ k ≤ Kdom. (2.129)
For invertible mappings they are strictly positive.
We note that the interface condition (2.127) allows us to interpret the set of local mappings as
a global bijective piecewise affine transformation T aff(·;µ) : Ω → Ωo(µ). This global mapping is
then given for any µ ∈ D by
T aff(x;µ) = T aff,k(x;µ), k = min
k′∈{1,...,Kdom}|x∈Ωk′
k′. (2.130)
2.7.2 Affine Mappings for a Single Subdomain
In this section we will go more into the details of the technology to define our affine mappings and
present the basic building blocks of our RB triangulation that allow well-defined affine transforma-
tions. As for these purposes it is sufficient to concentrate on a single subdomain, we shall suppress
the subdomain superscript for clarity of exposition. The matrices Caff(µ) ∈ Rd and Gaff(µ) ∈ Rd×d
in (2.128) are now called “mapping coefficients”.
We will now recall some of the properties of affine transformations in two dimensions. First,
straight lines are mapped to straight lines, parallelism is preserved and parallel lines of equal
length are also mapped on parallel lines of equal length. Consequently, a parallelogram is mapped
to a parallelogram and hence a triangle maps to a triangle. Second, an affine transformation maps
ellipses to ellipses. These features will be exploited in the following for the development of a domain
decomposition technique that is suitable for the RB context.
29
2 Fundamentals of the Reduced Basis Method for Parametrized Coercive Elliptic PDEs
z1o(µ)
z2o(µ)
z3o(µ)
Ωo(µ)
θ31(µ)θ12(µ)
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Figure 2.2: (a) “Inwards” elliptical triangle and (b) “outwards” elliptical triangle.
Our affine mapping contains in the two-dimensional case (d = 2) (d(d + 1)) = 6 degrees of
freedom, the mapping coefficients. It is therefore sufficient, for any given µ ∈ D, to consider the
relationship between three non-collinear pre-image points in Ω, (z1, z2, z3) and three parametrized
image nodes in Ωo(µ), (z1o(µ), z2o(µ), z3o(µ)). Note that every point consists of two components
(zi1, z
i
2), 1 ≤ i ≤ 3 resp. (zio 1, zio 2), 1 ≤ i ≤ 3 and therefore the application of (2.128) to these
points constitutes a system of six independent equations to determine the six mapping coefficients:
zmo i(µ) = C
aff
i (µ) +
2∑
j=1
Gaffij (µ)z
m
j , 1 ≤ i ≤ 2, 1 ≤ m ≤ 3; (2.131)
The assumption that the affine transformation is bijective thereby ensures that the image nodes
are perforce also non-collinear (if the pre-image nodes are non-collinear) and hence the equations
are perforce linear independent.
Our RB triangulation shall be built of (standard) triangles, elliptical triangles and general “curvy”
triangles. They admit symbolic and numerical automation and are therefore the building blocks of
choice in the rbMIT software package [23] that we will use for the reduced basis computations in
this work. This software, the techniques applied and its usage will be presented in chapter 3. The
three basic building block types are now discussed in detail.
Standard Triangles
The proceeding in the case of a standard triangle subdomain is clear - the three vertices of the
triangle in the reference domain shall serve as pre-image nodes while the three vertices of the
triangle in the actual (µ-dependent) domain shall serve as image nodes. In this case, our three
points uniquely define not only the transformation but also the reference domain and parametrized
domains. We recall that the pre-image nodes are obtained as the image nodes for a particular value
of the parameter µref. We can then readily establish the system of six linear equations to determine
the six unknown mapping coefficients. In this way, we can construct an affine transformation from
any reference triangle in R2 onto any desired triangle in R2. We note that it is not obligatory to
choose the vertices of the triangles as our nodes defining the transformation, other characteristic
points e.g. the barycentric coordinates of the FE context are also possible.
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O(µ) +Qrot(µ)S(µ)
(
cos t
sin t
)
ρ2(µ
)
ρ1(µ
)
φ(µ)O(µ)
xo2
xo1
Figure 2.3: Definition of a point on a prescribed parametrized ellipse.
Elliptical Triangles
The second class of building blocks is the class of elliptical triangles. This class already covers a
much greater range of possible geometries and the theory needed to describe well-defined and well-
behaving elliptical triangles is in great parts also necessary for the more general curvy triangles.
We can distinguish two different kinds of elliptic triangles: “inwards” and “outwards” triangles.
Both types are depicted in Figure 2.2. In both cases, the elliptical triangle Ωo(µ) is defined by the
three vertices z1o(µ), z2o(µ), z3o(µ), the two straight lines z1o(µ)z2o(µ) and z1o(µ)z3o(µ) as well as
the elliptical arc z2o(µ)z3o(µ)
arc
. We shall now precise the definition and description of the elliptical
arc and explain the constraints that must be met by the location of the third point z1o(µ) to ensure
”proper“ triangles and a continuous and well-defined global mapping in the multidomain context.
First, the description of the elliptical arc shall be derived from the definition of a parametrized
ellipse as depicted in Figure 2.3. The ellipse is described implicitly by
(xo −O(µ))TQrot(µ)S−2(µ)Qrot(µ)T (xo −O(µ)) = 1. (2.132)
A particular point on this ellipse is then given by
xo ≡
(
xo1
xo2
)
= O(µ) +Qrot(µ)S(µ)
(
cos t
sin t
)
(2.133)
for given t ∈ R. As we can see in Figure 2.3, O(µ) : D → R2 is the center of the ellipse, ρ1(µ) :
D → R+ and ρ2 : D → R+ define the lengths of the semi-axes of the ellipse and φ(µ) : D → R is
the angle of inclination. With these quantities, the scaling matrix
S(µ) ≡
(
ρ1(µ) 0
0 ρ2(µ)
)
(2.134)
and the rotation matrix
Qrot(µ) =
(
cosφ(µ) − sinφ(µ)
sinφ(µ) cosφ(µ)
)
(2.135)
can be defined.
The description of the elliptical arc with these means is then as follows:
z2o(µ)z3o(µ)
arc
=
{
O(µ) +Qrot(µ)S(µ)
(
cos t
sin t
) ∣∣∣∣ t2 ≤ t ≤ t3} . (2.136)
with t2 ∈ R and t3 ∈ R chosen such that the points z2o(µ) and z3o(µ) are given as the endpoints of
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the elliptical arc for t = t2 resp. t = t3:
zmo (µ) = O(µ) +Qrot(µ)S(µ)
(
cos tm
sin tm
)
, m = 2, 3. (2.137)
In addition, we have to make sure that 0 ≤ t3 − t2 < pi.
It remains to specify the location of the third point z1o(µ). For elliptical triangles, this location
is not arbitrary but has to be chosen in a way that ensures that the affine transformation generates
the desired elliptical arc (2.136). This guarantees a continuous global mapping. In addition, to
obtain well-defined elliptical triangles and consequently a well defined domain in the multidomain
context, several internal angle conditions have to be met by our choice for z1o(µ): 0 < Θ∗ <
pi, ∀Θ∗ ∈ {Θ12,Θ23,Θ31}.
The first requirement can be fulfilled by the choice
z1o(µ) = O(µ) + ωQrot(µ)S(µ)
(
cos t1
sin t1
)
, (2.138)
for given ω ∈ R and t1 ∈ [t2, t3]. As the choice ω = 1 gives us an equation equivalent to (2.137),
the three corner points can be expressed as
zmo (µ) = O(µ) + ωmQrot(µ)S(µ)
(
cos tm
sin tm
)
, 1 ≤ m ≤ 3, (2.139)
for ω2 = ω3 = 1. Consequently, the pre-image points are given as
zmo (µref) = O(µref) + ωmQrot(µref)S(µref)
(
cos tm
sin tm
)
, 1 ≤ m ≤ 3. (2.140)
From these representations we can identify our affine mapping as
zmo (µ) = C
aff(µ) +Gaff(µ)zm
= (O(µ)−Qrot(µ)S(µ)S(µref)−1Qrot(µref)TO(µref))
+ (Qrot(µ)S(µ)S(µref)−1Qrot(µref)T )zm. (2.141)
As for both the inwards and outwards cases Ω is perforce star-shaped with respect to z1, we can
write
Ω =
⋃
t∈[t2,t3]
z1
(
O(µref) +Qrot(µref)S(µref)
(
cos t
sin t
))
. (2.142)
With (2.141) we then obtain the definition of our elliptical triangles:
Ωo(µ) = T aff
⋃
t∈[t2,t3]
z1
(
O(µref)−Qrot(µref)S(µref)
(
cos t
sin t
))
=
⋃
t∈[t2,t3]
T affz1
(
O(µref)−Qrot(µref)S(µref)
(
cos t
sin t
))
=
⋃
t∈[t2,t3]
z1o
(
O(µ) +Qrot(µ)S(µ)
(
cos t
sin t
))
(2.143)
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z2o(µ)
n2,3(µ)
n2(µ)
n3(µ) Rout(µ)
Rin(µ)
z3o(µ)
z2,3o (µ)
(xo −O(µ))TQrot(µ)S−2(µ)
Qrot(µ)T (xo −O(µ)) = 1
Figure 2.4: Regions in which z1o(µ) must reside for an elliptical triangle in the inwards case (Rin(µ))
and the outwards case (Rout(µ)).
as (remember that Qrot(µ) is orthogonal)
T aff
(
O(µref)−Qrot(µref)S(µref)
(
cos t
sin t
))
= O(µ)−Qrot(µ)S(µ)S(µref)−1Qrot(µref)TO(µref)
+Qrot(µ)S(µ)S(µref)−1Qrot(µref)T
(
O(µref) +Qrot(µref)S(µref)
(
cos t
sin t
))
= O(µ) +Qrot(µ)S(µ)
(
cos t
sin t
)
. (2.144)
The second requirement - the internal angle conditions - is illustrated in Figure 2.4 [68]. In the
inwards case, a necessary and sufficient condition to ensure the internal angle conditions
0 < Θ∗ < pi ∀Θ∗ ∈ {Θ12,Θ23,Θ31} (2.145)
is given for an inwards elliptical triangle by
z1o(µ) ∈ Rin(µ) (2.146)
where
Rin(µ) = {z1o(µ) ∈ R2|(z1o(µ)− z2o(µ))Tn2(µ) < 0,
(z1o(µ)− z3o(µ)))Tn3(µ) < 0,
(z1o(µ)− z2,3o (µ))Tn2,3(µ) < 0}, (2.147)
and for the outwards elliptical triangle by
z1o(µ) ∈ Rout(µ), (2.148)
where
Rout(µ) = {z1o(µ) ∈ R2|(z1o(µ)− z2o(µ))Tn2(µ) > 0,
(z1o(µ)− z3o(µ))Tn3(µ) > 0}. (2.149)
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Here n2(µ) and n3(µ) are the outwards-facing normals to the ellipse at z2(µ) and z3(µ) respec-
tively, z2,3o (µ) = 12(z
2
o(µ) +z
3
o(µ)) and n2,3(µ) is the “outwards-facing” normal to the line segment
z2o(µ)z3o(µ) at z
2,3
o (µ).
We note here that for elliptical triangles it is possible to derive explicit conditions on ω such that
the internal angle conditions (2.147) and(2.149) are satisfied, for details see [68]. These conditions
are independent of µ. An important feature of the elliptical triangles is that they are consistent
under refinement, that means that if we split an elliptical triangle for which the internal angle
conditions (2.147) and (2.149) are fulfilled, the resulting two daughter elliptical triangles also satisfy
the internal angle conditions.
Curvy Triangles
To enlarge the possible range of geometries even more, the elliptical triangles are extended to
“curvy” triangles. This is done by replacing (cos t, sin t)T in (2.139) with a general parametrization
(g1(t), g2(t))T . The curvy arcs have to be either strictly convex (“inwards”) or strictly concave
(“outwards”) for all µ ∈ D. It is easy to evaluate this property by the sign of the derivative of
the normal or the curvature. We can then directly apply the internal angle conditions (2.147)
and (2.149) that we have stated for the elliptical case. Under certain circumstances, they can be
reduced to a simple set of algebraic equations in terms of the functions g1(t) and g2(t) and their
derivatives evaluated at t1, t2 and t3. The numerical solution of this set of equations is feasible.
However, it is not possible to derive a simple closed form as it is the case for the elliptical triangles.
2.7.3 Piecewise-Affine Mappings for Multiple Subdomains
To treat more complex geometries, it is necessary to allow our domain to be built of several
(standard, elliptical or curvy) triangles. We are then not restricted to a single affine mapping, but
result in a piecewise affine mapping based on this domain decomposition. We can thus consider
geometrical domains and regions for which the boundary and internal interfaces can be represented
either by straight edges or by elliptical respectively curvy triangles.
The multi-domain mapping process is then performed in three steps. First, the RB triangulation
is generated on the reference domain Ω together with the associated reference regions. The RB
triangulation has to be compatible with the mapping continuity condition (2.127) and all elliptical
and curvy subtriangles have to be well-defined and fulfill the internal angle conditions (2.147) and
(2.149). The procedure applied to generate this RB triangulation in the rbMIT software package [23]
will be discussed in detail in section 3.1. In the second step, the necessary parameter-dependent
affine mappings for each subdomain are constructed, as described in the previous section. In the
last step we have to translate the parametric mappings obtained for each subdomain into PDE
coefficients. These terms further have to be optimized, that means similar PDE coefficients should
be summarized into single terms, to arrive at an economical affine expansion (2.11). We will
describe this part of the procedure in the next section.
2.7.4 Bilinear Forms for Affine Geometric Parametric Variations
This section is dedicated to the last question that is still open: How can we use the affine mappings
derived in the previous sections to get an affine representation (2.11) of our problem (which has
a parameter-dependent geometry) on a parameter-independent reference geometry. We will first
address the transformation of the formulation on the original domain to the formulation on the
reference domain and then explain how the affine representation can be derived from this formula-
tion.
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From the Original Domain to the Reference Domain
If we consider a problem analogue to (2.1) with a parameter-dependent domain Ωo(µ) which realizes
the affine geometry precondition as described in the previous section, this problem can be written
in general form as: Given µ ∈ D, we evaluate
seo(µ) = lo(u
e
o(µ)), (2.150)
where ueo(µ) ∈ Xeo(µ) satisfies
ao(ueo(µ), v;µ) = fo(v), ∀v ∈ Xeo(µ). (2.151)
For simplicity we assume that we have homogeneous Dirichlet boundary conditions over the entire
boundary, which corresponds to Xeo(µ) = H10 (Ωo(µ)).
A sufficient condition on ao that ensures an affine expansion of the bilinear form (if the affine
geometry precondition is fulfilled) is fulfilled if ao(·, ·;µ) : H1(Ωo(µ)) × H1(Ωo(µ)) → R can be
expressed as
ao(w, v;µ) =
Lreg∑
l=1
∫
∪k∈KlΩko(µ)
[
∂w
∂xo1
∂w
∂xo2
w
]
Ko,l(µ)
 ∂v∂xo1∂v
∂xo2
v
 . (2.152)
The matrices Ko,l : D → R3×3, 1 ≤ l ≤ Lreg are in the symmetric case symmetric positive
definite matrices where the components Ko,l 1,3, Ko,l 2,3, Ko,l 3,1 and Ko,l 3,2 are equal zero. In the
non-symmetric case, all components may be non-zero. A similar requirement may be posed on
fo : H1(Ωo(µ))→ R. We require that it can be expressed as
fo(v) =
Lreg∑
l=1
∫
∪k∈KlΩko(µ)
Fo,l(µ)v, (2.153)
with Fo,l : D → R, 1 ≤ l ≤ Lreg. We note that these conditions are sufficient but not necessary
and can be relaxed in some cases [68].
To transform this formulation on the reference domain to recover (2.1), we first identify se(µ) =
seo(µ) and ue(µ) = ueo(µ) ◦ T aff(·;µ). We then recall that
∂
∂xoi
=
∂xj
∂xoi
∂
∂xj
= (Gaff,k(µ))−11i
∂
∂x1
+ (Gaff,k(µ))−12i
∂
∂x2
i = 1, 2, (2.154)
in Ωko(µ) and
dΩko(µ) = J
aff,k(µ)dΩ. (2.155)
It then follows that the transformed bilinear form a can be expressed as
a(w, v;µ) =
Kdom∑
k=1
∫
Ωk
[
∂w
∂x1
∂w
∂x2
w
]
Kk(µ)
 ∂v∂x1∂v
∂x2
v
 . (2.156)
The Kk : D → R3×3, 1 ≤ k ≤ Kdom are given by
Kk(µ) = Jaff,k(µ)Gk(µ)Ko,l(µ)(Gk(µ))T , k ∈ Kl, (2.157)
for 1 ≤ l ≤ Lreg. Recall that for 1 ≤ l ≤ Lreg, Kl is the set of subdomains associated with region l
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(2.125). The Gk : D → R3×3 are given by
Gk(µ) =
(
(Gaff,k(µ))−1 0
0 1
)
, 1 ≤ k ≤ Kdom. (2.158)
The transformed linear form can be expressed similarly as
f(v) =
Kdom∑
k=1
∫
Ωk
F k(µ)v, (2.159)
where F k : D → R, 1 ≤ k ≤ Kdom is given by
F k = Jaff,k(µ)Fo,l(µ), ∀k ∈ Kl, 1 ≤ l ≤ Lreg. (2.160)
In general, the Kk(µ) and F k(µ) will be different for each subdomain Ωk.
Affine Formulation
The affine formulation of (2.156) can then easily be derived by simply expanding this expression
(in terms of the subdomains Ωk and the different entries of Kkij , 1 ≤ i, j ≤ 3, 1 ≤ k ≤ Kdom. This
results in
a(w, v;µ) = K111(µ)
∫ 1
Ω
∂w
∂x1
∂v
∂x1
+K112(µ)
∫ 1
Ω
∂w
∂x1
∂v
∂x2
+ · · ·+KKdom33 (µ)
∫ Kdom
Ω
wv. (2.161)
The affine representation is now clear: For each term in (2.161) the (parameter-independent)
integral represents aq(w, v), while the (parameter-dependent) prefactor represents Θq(µ). The
linear form f admits a similar treatment.
The affine representation obtained by this process contains at most Qa = 9Kdom terms. We
can considerably decrease this number by using optimization strategies. First, we note that in the
case of symmetric bilinear forms, the number of affine terms is decreased to at most Qa = 4Kdom
terms due to the special structure of Ko,l(µ) (and consequently Kk(µ)) in the symmetric case.
In some special cases the number of nonzero terms in (2.161) is even reduced to Qa = 2Kdom.
In other situations, many terms can be economized if linear dependent entries are “put together”.
This can be illustrated by the following example. If we assume that in our development (2.161)
K211(µ) = Const K111(µ), we may reduce Qa by one term by redefining
a1(w, v) =
∫
Ω1
∂w
∂x1
∂v
∂x1
+ Const
∫
Ω2
∂w
∂x1
∂v
∂x1
. (2.162)
Another possibility to reduce the number of terms Qa is an intelligent choice of user-provided initial
control points and edges for the RB triangulation. This can help to exploit symmetry effects and
isolate geometric variation. We will come back to this issue in the practical part of this work.
The last point to remember is the admissible classes of boundary conditions. Dirichlet conditions
as well as homogeneous Neumann conditions can be prescribed on any straight, circular, elliptical
or general curvy edge of the domain boundary. Inhomogeneous Neumann conditions or Robin
conditions however may be prescribed only on straight or circular edges, as they modify f and a,
respectively. If they are prescribed on elliptical or general curvy edges, the mapping techniques
introduced in the preceding sections do not admit an affine form (2.11) and it would be necessary
to invoke non-affine techniques for the reduced-basis methodology [7, 67].
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In this thesis, we have applied the reduced basis method to fluid flow around airfoil profiles. For
all computations, the rbMIT software package [23] has been used. This software package has been
developed in A.T. Patera’s group at MIT during the last couple of years. The abilities, usage and
mode of operation of this software will be presented in section 3.1. To investigate the performance
of the software for problems with different levels of complexity, we worked with parametrized
airfoil profiles of the NACA 4-digits family in several different geometric setups. The description
of the airfoils and setups will be given in section 3.2. This chapter concludes in section 3.3 with a
discussion of the different simplified fluid flow models that have been applied in this work which
are used to further decrease the size/complexity of our problem by reducing the complexity of the
physical properties of the flow.
3.1 The rbMIT Software Package
The rbMIT software package is designed for the solution of parametrized PDEs with the reduced
basis method and is fully implemented in MATLAB. It consists of two parts. The first part is the
kernel of the software which contains all methodology and algorithms necessary for the numerical
solution for a given Galerkin FE system of partial differential equations by the RB method. That
means that in this case the user has to provide the affine decomposition (2.11) of the underlying
“truth” FE stiffness matrices and vectors in (2.2). This “low level” part of the software is therefore
very flexible but requires much effort on user side, as the task of setting up the underlying FE
problem and finding an affine decomposition is not trivial and very error-prone if done by hand
(especially in the shape optimization context with parameter-dependent geometries). Some parts of
this preliminary work can be done by the help of standard FE software, for example the MATLAB
PDE Toolbox R© or COMSOL MultiphysicsTM. More information about the usage of this RB kernel
software can be found in [55].
The other part of the software is a symbolic preprocessor based on the RB kernel. It requires
relatively few user input and is able to do most of the work automatically. The input required is
on one hand the parametrized geometry of the problem and on the other hand the equation to be
solved together with boundary conditions and the desired outputs. In addition, some (very few)
control parameters have to be set to define the size and type of the underlying FE mesh and the
possible parameter range and reference parameters. Other parameters to control the behavior of the
algorithms in the oﬄine reduced basis generation process can be set, but this requires more insight
into the structure of the software. The mode of operation of the preprocessor is not numerical
but symbolical - therefore we have no loss of accuracy in the preprocessing step, but for complex
problems it can get computationally very expensive. The output of the symbolic preprocessor - the
affine decomposition of the underlying FE system matrices and vectors together with the FE mesh
- are then processed further in the low level RB kernel. This makes the rbMIT software package a
very powerful tool that covers a wide range of problems, both concerning the relatively big class of
PDE problems that can be handled and the classes of geometries that can be treated. A manual for
the rbMIT software based on the high level symbolic preprocessor is available in [22]. In the next
sections, the different user inputs and possible geometries and PDE problems will be presented,
followed by a short explanation of the subsequent steps of the program in the oﬄine and online
stage.
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3.1.1 Geometry Description and Processing
The software is based on an affine decomposition of the whole geometry into the three basic building
blocks presented in section 2.7.2: standard triangles, elliptical triangles and more general curvy
triangles. The geometry has to be provided by the user by a set of points (can be parameter
dependent) and edges between those points, specifying different regions which are put together to
form the entire region. Not only the domain boundaries but also internal interfaces and points can
be defined. The edges can be either straight edges or parameter dependent curved lines, which
have to be expressed in the following way:(
xo1
xo2
)
=
(
O1(µ)
O2(µ)
)
+
(
cosφ(µ) − sinφ(µ)
sinφ(µ) cosφ(µ)
)(
ρ1(µ) 0
0 ρ2(µ)
)(
g1(t)
g2(t)
)
, (3.1)
for t ∈ [t1, t2]. Each edge has to be either convex or concave. This corresponds to the definition
of our curvy triangles in section 2.7.2. If we choose g1(t) = cos t and g2(t) = sin t, we obtain
the definition of an elliptical arc. A geometry defined in this way thus fulfills the affine geometry
precondition.
The software first performs the three main steps described in section 2.7.3. We will now explain
the first step - the generation of the RB triangulation on the reference domain Ω - in more detail.
We recall that the aim is to construct a domain decomposition (2.123) of our reference geometry Ω
and associated regions (defined by the user inputs) that is compatible with the interface condition
(2.127). In addition, all elliptical and curvy triangles have to satisfy the consistency/continuity
condition (2.139) and the internal angle conditions (2.147) and (2.149).
The software first focuses on all elliptical and curvy edges making part of the domain. For
each elliptical or curvy arc, an elliptical, respectively curvy, triangle is introduced according to the
definitions in section 2.7.2. In the case of internal interfaces, two triangles are needed. For each
new triangle, an additional interior control point is added to the set of initial control points. If a
triangle does not fulfill the internal angle conditions or the interface condition, this triangle is split
by the software int two daughter triangles. This process is repeated until all introduced elliptical
and curvy triangles are well-defined and consistent with the internal angle and interface conditions
and the curved geometry is represented properly. After that, the algorithm fills the remainder of
the domain with standard triangles by a Delaunay triangulation [68]. We note that although this
algorithm guarantees a well-defined decomposition of the reference domain, it does not guarantee
- even for parametric domains Ωo(µ) with only straight edge boundaries - that the Jacobians of
the associated affine mappings will remain strictly positive for all µ ∈ D. This means that there
may exist some parameter values µ for which some of the triangles become singular and thus our
domain decomposition is not “valid” anymore or (if the Jacobians do not vanish but get very small)
the triangles are very distorted and lead to inefficient and ill-conditioned FE approximations of the
underlying problem.
The parametrization of the curved geometry is unfortunately not arbitrary. The algorithm that
determines the third point of the elliptical/curvy triangle requires that the origin (O1(µ), O2(µ))T
of the curve in the form (3.1) must not lie on the segment of the curve. Furthermore, the choice
of the origin has an influence on the quality of the generated triangles due to its influence on
the location of the third point. In addition, we have another possibility to control the domain
decomposition process by defining additional initial control points and edges that are not necessary
for the specification of the geometry. As illustrated with several examples in [68], a good choice of
the control points can reduce the number of affine terms Qa by enforcing a domain decomposition
which results in many parametrically similar subdomains. The proper selection of initial control
points and edges can further ensure well-behaved/non-singular mappings. A bad choice of the
control points can, in turn, lead to a very inefficient domain decomposition, when the decomposition
algorithm is not able to find an affine decomposition that fulfills all requirements, where all interior
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control points are situated in the domain boundaries and no subdomains intersect with any internal
or external boundaries. The result is a huge number of subdomains, as the algorithm is trying to
fulfill the internal angle conditions by performing more and more splits.
When the RB triangulation is established successfully, the underlying FE reference mesh is
created based on this decomposition. The software provides the possibility to use either the
meshing-facilities of the MATLAB PDE Toolbox R© or to use the meshing routines of the COMSOL
MultiphysicsTMpackage via the so-called “Comsol-interface”. Other meshing tools and software can
also be used, but then some changes to the source code have to be made. The meshes generated by
the MATLAB routines are of relatively low quality as the routines do not offer many possibilities
to control the meshing process. The COMSOL routines provide more possibilities to influence the
generation and quality of the mesh. For the computations that have been made for this work, both
variants have been used.
In the last steps, the parameter-dependent affine mappings for each subdomain are constructed
and then translated into the PDE coefficients, as described in section 2.7.4. Finally, the FE system
matrices and vectors are assembled (in the affine formulation (2.11)) and stored for the use by the
low level RB kernel.
3.1.2 Problem Classes and Description
In the scalar elliptic case, the admissible class of problems is defined by (2.152) in the weak formu-
lation. The original PDEs are then given by
− ∂
∂xoi
(
ckij(µ)
∂u
∂xoj
)
+ Uki (µ)
∂u
∂xoi
+ rk(µ)u = fk(µ), ∀µ ∈ D, 1 ≤ k ≤ Kdom (3.2)
in each subdomain k. The boundary conditions that can be imposed on each boundary edge can
be Dirichlet conditions or Neumann/Robin conditions
noic
k
ij(µ)
∂u
∂xoj
+ h1(u− h2) = h3, ∀µ ∈ D, 1 ≤ k ≤ Kdom. (3.3)
The coefficients h1, h2 and h3 may be functions of x and the parameter µ, and n is the outer
normal to the domain boundary. Dirichlet conditions have to be constant values in the officially
released version of the software package but can be dependent of x and µ in an other, inofficial
version. Both versions have been used for the computations in this work. As already mentioned
before, inhomogeneous Neumann and Robin conditions are only allowed on straight and circular
edges.
The user may also specify one (or more) outputs of interest. The software can handle the integral
of the field over selected regions (defined by initial control points and edges) or over selected
boundary edges and the integral of the flux, noickij(µ)∂u/∂xoj over selected boundary edges.
If the field variable is vector valued, the software provides a set of predefined problem types for
linear elasticity problems. The general linear elasticity PDE solved by the program is given by
− ∂
∂xoi
(
ckijlm(µ)
∂ul
∂xom
)
+ rki (µ)δijuj = b
k
i (µ), r
k
i ≥ 0, ∀µ ∈ D, 1 ≤ k ≤ Kdom, (3.4)
for the displacement variable u = (u1, u2)T . Boundary conditions can again be of Dirichlet or Neu-
mann/Robin type. The possible outputs are now the integral of components of the field variable over
selected regions or over selected boundary edges and the integral of the stress Cijlm(µ)(∂ul/∂xm)nj
over selected boundary edges.
In addition to the geometry and the problem to be solved, the user has to specify the parameter
range D for the problem, the reference parameter µref and the value for µ in the X-norm definition
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(2.6). The parameter range has important implications on the performance of the RB method.
First, a bigger parameter range will require more basis functions, although this dependency is
relatively weak. More important is to keep in mind the implications of the parameter range on the
geometrical variations. The geometry should be well-defined for all µ ∈ D, and also the domain
decomposition must not become singular for any µ ∈ D. While the correctness of the different
parts of the geometry over the whole parameter domain can be assured in advance by the user, the
correctness of the affine decomposition is of course difficult to guarantee. An “intelligent” choice for
the reference parameter and the parameter domain is an important approach to obtain a somewhat
“robust” decomposition.
We will now give a short overview of the subsequent steps performed by the software in the oﬄine
and online phase.
3.1.3 Oﬄine and Online Computation
In the oﬄine stage, after the symbolic preprocessing steps, the software first builds the greedy “train”
sample Θtrain and performs the SCM algorithm to compute the lower bounds for the coercivity
constants for all members µ ∈ Θtrain. After that, the primal reduced basis space is generated by
the greedy algorithm. In the case of noncompliant problems, also the dual reduced basis space is
generated by a second run of the greedy algorithm for the dual problem. The resulting primal and
dual spaces are stored to be available in the online stage.
In the online stage, the solution and output for a particular parameter value µ are computed. For
the computation of the solution, the user can either prescribe a value for the desired accuracy or
the number of basis functions that the software shall use. In the first case, the software determines
the number of basis functions necessary to fulfill the desired accuracy and then computes the field
solution based on the primal approximation space. In the latter case, the field solution is computed
directly with the prescribed number of primal basis functions. In both cases, the lower bound for
the coercivity constant for the parameter value µ is computed in order to calculate the a posteriori
error bound (2.46) for the field variable. After this, the field variable is used together with the
dual reduced basis space to compute the output (or outputs, respectively). Also for the outputs
the user can choose between the possibility to prescribe an output error tolerance or to prescribe
the number of dual basis functions to be used. The output error estimate is then computed after
(2.116). The usage of the symbolic preprocessor also allows a visualization of the field solution and
the deformed mesh.
3.1.4 Standard Settings
In all computations of the subsequent chapter, the standard values of the rbMIT software package
are used for the parameters controlling the RB oﬄine and online computations. The most impor-
tant settings are listed in table 3.1. The first three parameters thereby correspond to the greedy
algorithm for the computation of the RB spaces, see section 2.3.5. tol is the error tolerance in
the greedy algorithm (2.28), Nmax is the maximum number of basis function/greedy steps allowed
in (2.28) and ntrain is the number of elements in the greedy “train” sample Ξtrain. The remaining
parameters in table 3.1 correspond to the SCM algorithm (2.92) in section 2.5.2. SCM is the max-
imum error tolerance for αtol, Jmax and M define the coercivity constraint sample (2.81) and its
subsets, while ntrain,SCM denotes the number of elements in the SCM “train” sample.
tol Nmax ntrain SCM Jmax M ntrain,SCM
0.01 120 1000 0.85 200 16 3000
Table 3.1: Standard settings of the rbMIT software package.
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3.2 Geometric Setups
The computations in this work have been done for three different geometric problems in several
variants. The geometries consist of basically rectangular domains with one or two centered airfoil
profiles. We will now define these geometries in more detail.
3.2.1 The NACA 4-digits Family - Symmetric Case
The airfoil profiles we are considering in this work are symmetric and belong to the NACA 4-digits
family. This allows us to work with geometries that are sufficiently complex and have some practical
relevance but do not involve too many parameters. This leaves us some freedom to introduce other
parameters (such as the angle of attack or relative locations of two profiles etc.). Profiles of the
NACA 4-digits family are fully described by a thickness distribution and an equation specifying
the mean camber line. The mean camber line is defined as the line which has the same distance
to the upper side of the profile and to the lower side of the profile. In the non symmetric case
a member of the NACA 4-digits family is described by three different parameters describing the
possible variations in geometry. The first parameter is the maximum value of the mean-line ordinate
(first integer in the numbering system), the second parameter is the distance from the leading edge
to the location of the maximum camber (second integer in the numbering system) and the last
parameter is the maximum thickness of the profile (last two integers of the numbering system).
In the symmetric system, only the third parameter is relevant. It is given as a percentage of the
length of the profile. Without a loss of generality, we always assume profiles of unity length in
the following geometries. Of course, if the combination of two profiles with different lengths shall
be investigated, another parameter for the relative length of the profiles to each other should be
introduced.
The equation describing the thickness distribution is given by the following (see [1]):
± yt = t0.2
(
0.29690
√
x− 0.12600x− 0.35160x2 + 0.28430x3 − 0.10150x4) , (3.5)
for the upper, respectively lower, side of the profile. In this case, t is defined as the maximum
thickness as a fraction of the chord length (the length of the profile measured from the nose to the
tail). As the coefficients do not sum up exactly to one, a slight modification has been introduced in
the higher order terms to close the profile. With µ1 being the maximum thickness as a percentage
of the chord, the resulting equation is
± yt = µ120
(
0.2969
√
x− 0.1260x− 0.3520x2 + 0.2832x3 − 0.1021x4) . (3.6)
This parametrization can easily be transformed to the necessary form (3.1):(
x1
x2
)
=
(
0
0
)
+
(
1 0
0 ±µ1
)(
t
0.2969
√
t− 0.1260t− 0.3520t2 + 0.2832t3 − 0.1021t4
)
(3.7)
with t ∈ [0, 1]. There are two problems with this parametrization: First, the derivative of the
x2-coordinate is not defined for t = 0. Second, the origin in this formulation is (0, 0)T and is thus
included in the curve itself. To avoid these problems, two different strategies have been chosen. On
the one hand, t is replaced by t2. Then the derivatives are well defined even for t = 0. Of course,
the resulting equation is of 8th order, what makes the problem more complicated and expensive
for the (symbolic) domain decomposition algorithm. In practice, the software performed relatively
well even for this complex parametrization. The second “trick” is to define the curve in different
segments, while the first segment which includes the point (0, 0) is defined relative to the origin
(1, 0), and the other segment which includes the point (1, 0) is defined relative to the origin (0, 0).
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In addition, the first segment is split into several parts which has a positive influence on the affine
domain decomposition and on the resulting FE-mesh. The resulting parametrization is:(
x
y
)
=
(
1
0
)
+
(−1 0
0 ±µ1
)(
1− t2
0.2969t− 0.1260t2 − 0.3520t4 + 0.2832t6 − 0.1021t8
)
(3.8)
for t ∈ [0,√0.1,√0.3] and(
x
y
)
=
(
0
0
)
+
(
1 0
0 ±µ1
)(
t2
0.2969t− 0.1260t2 − 0.3520t4 + 0.2832t6 − 0.1021t8
)
(3.9)
for t ∈ [√0.3, 1].
3.2.2 Problem 1: Single Profile, no Angle of Attack
The geometry of the first problem is based on a rectangular domain with a single profile situated in
the middle of the domain. The free stream with the velocity u∞ (fixed) approaches the profile from
the left side with zero angle of attack. This is the basis for two different variants of this problem
and all following problems.
Variant A: No ground effect
The first variant of this problem considers a profile which is situated far from the ground, that
means that no ground effect has to be included and the domain and boundary conditions are
symmetrical to the x1 axis. Hence, this variant is a single-parameter problem. The parameter is
the thickness of the profile, µ1 defined in percent of the chordlength L of the profile. A sketch of
this setup is depicted in figure 3.1. The thickness parameter induces a relatively simple stretch of
the profile in the x2-direction and could thus also be modeled by stretching the whole domain, but
with respect to the following, more complex setups, we did not follow this alternative approach.
µ1
u∞
L
Ω
∂Ω
x1
x2
Figure 3.1: Setup of Problem 1, variant A: single profile, no angle of attack, no ground effect.
Variant B: Ground effect included
In the second variant, the profile is no longer situated far from the ground, that means that ground
effects become important and a second parameter, the distance between the profile and the ground,
has to be introduced. We now have a two-parameters problem with µ1 being the thickness as defined
for variant A and µ2 being the minimum distance between the lower part of the profile and the
ground. This setup is shown in figure 3.2.
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µ1
u∞
L
Ω
∂Ω
x1
x2
µ2
Figure 3.2: Setup of Problem 1, variant B: single profile, no angle of attack, ground effect included.
3.2.3 Problem 2: Single Profile, with Angle of Attack
The second problem is based on the first problem, but now the free stream approaches the profile
from the left side with an angle of attack greater than zero. Again, we consider two different
variants of the problem. In this case, there exist several possible realizations of the parametrized
geometries with the tools that the symbolic preprocessor offers. We will briefly present them for
variant A.
Variant A: No ground effect
This problem contains two parameters, the thickness µ1, as defined before, and the angle of attack
µ2. The basic geometry in this variant is identical to problem 1, variant A, as depicted in figure
3.3(a). The angle of attack is here implemented in the boundary conditions for the free stream
velocity u∞. The profile and the domain boundaries remain fixed. The second realization is
depicted in figure 3.3(b). Here, the profile is rotated according to the angle of attack, while
the domain boundaries remain fixed and the free stream is parallel to the x1-axis. In the third
realization, shown in figure 3.3(c), the profile remains fixed but the domain boundaries are rotated.
The free stream is parallel to the upper and lower domain boundaries and perpendicular to the left
and right domain boundaries. The angle of attack has been chosen to be positive, as it is relevant
for the design of wings for airplanes. Because in the domain of race car engineering negative angles
of attack are needed and the profiles are symmetric, we can just reflect the setup with respect to
the x1 axis to obtain the relevant solutions and forces for race car design.
µ1
u∞
L
Ω
∂Ω
x1
x2
µ2
(a)
µ1
u∞
L
Ω
∂Ω
x1
x2
µ2
(b)
µ1
u∞
L
Ω
∂Ω
x1
x2
µ2
(c)
Figure 3.3: Setup of Problem 2, variant A: single profile, with angle of attack, different realizations.
Variant B: Ground effect included
The second variant of this problem again includes ground effects in the computation as the profile
is situated close to the ground. This situation is depicted in figure 3.4. This problem involves
three parameters. The thickness µ1 and the angle of attack µ2 are defined as for variant A, but in
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addition we have to consider the distance between the profile and the ground µ3. This parameter
is now defined as the minimum distance between the lower side of the profile and the ground for
zero angle of attack. We observe that the angle of attack is now defined to be negative. This is
necessary as the presence of the ground makes it impossible to simply reflect the setup with respect
to the x1-axis as it is the case for variant A.
µ1
u∞
L
Ω
∂Ω
x1
x2
µ2
µ3
Figure 3.4: Setup of Problem 2, variant B: single profile, with angle of attack, ground effect included.
3.2.4 Problem 3: Two Profiles
The last problem includes two identical profiles. This setup is shown in figure 3.5. The two profiles
are positioned far from the ground, so ground effects are not relevant. We now have 4 parameters
involved in the setup: the thickness and angle of attack µ1 and µ2, respectively, and the new
parameters that describe the distance of the profiles in the x1-axis and in the x2 axis, µ3 and µ4,
respectively. The distance in x1-direction is defined as the absolute distance between the centers
of the profiles in x1-direction, while the distance in x2-direction is defined as the relative distance
between the centers of the profiles in x2-direction.
µ1u∞
L
Ω
∂Ω
x1
x2µ2
µ1 L
µ4
µ3
Figure 3.5: Setup of Problem 2: two profiles.
3.3 Reduced Order Modeling: Simplified Flow Models
This section is devoted to another possibility to achieve a reduction of the computational effort
to solve a certain physical problem. There exists an approach which is much more common than
reducing the size of the problem by “general” procedures such as the reduced basis method: The
complexity of the problem is very often (in fact mostly) reduced by a simplification of the physical
model which describes the problem. This approach is not general but the possible reductions have
to be determined as the case arises. Based on the full description of all physics involved in the
problem, the physical phenomena are reduced to those being really essential for this problem. In
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many engineering applications, the reduced models obtained are absolutely sufficient to solve the
problem with the required accuracy, but it demands a lot of experience to be able to decide what
is important and what not.
In the field of fluid dynamics, there exist a lot of different simplified flow models. The range
of models is very broad, as each model suits a particular class of applications, and the spectrum
of applications in fluid dynamics is huge. Examples for such fluid models used in this work are
potential flows, convection-diffusion models and creeping flows described by the Stokes system.
One of the most complex models used in fluid dynamics are the Navier-Stokes equations, but even
here, we presume certain qualities of the fluid, as it has to behave Newtonian, and we thus simplify
the physics involved in the real problem. Nevertheless, the solution of the Navier-Stokes equations
with an extremely fine mesh resolution for fluids that are indeed of the Newtonian type, can be
considered to be very close to reality.
The simplification of the solution results from two different effects. First, the concentration on
the essential physical phenomena can cause a less complex mathematical model. That means that
the resulting system of partial differential equations describing the problem is easier and cheaper
to solve numerically. For example, the Stokes equations are a simplification of the Navier-Stokes
equations that do not contain any nonlinear convective acceleration terms as the inertial forces can
be neglected for creeping flows. This makes the solution process a lot simpler. The second effect
is that the simplification of the physical model also causes a simplification in the scales involved
in the problem. If for examples the small scale turbulent variations are considered to be negligible
(for example in the model of Potential flows), the computation can be done on a much coarser grid
and thus much computational time can be saved.
But we also have to keep in mind the possible disadvantages of such simplified models. If
we simplify the model too much, significant effects can be excluded of the computations and the
solution behavior can be changed dramatically. As already mentioned, it requires a lot of experience
to evaluate which simplifications can be made for a particular problem and which would have a
severe effect on the correctness and accuracy of the solution. Very often, the simplifications are
only fully valid for some special cases with very high accuracy, but for other applications the
accuracy obtained can be still good enough, although the modeling assumptions are not fully
met anymore. Sometimes this is a balancing act between physical correctness and computational
savings, respectively feasibility.
A common approach is to consider models of incrementally increasing complexity. This allows
us to gradually increase the understanding of the fundamental effects involved in a problem and
to decide in which regions of a flow field a more detailed model is indeed necessary and in which
regions the simpler model is absolutely sufficient. This helps us to keep the accuracy high while
still benefiting from the cheaper simplified models.
The computations in this work also follow the incremental approach. We first applied the reduced
basis method to the model of Potential flows, which results in the solution of a simple linear
symmetric coercive scalar system, the Laplace equation (see chapter 4). The next step was the
solution of a convection-diffusion scalar model by the reduced basis method. The convection-
diffusion system (see chapter 5) includes an additional convection term. This means that the
resulting system is no longer symmetric and an additional scale is introduced which has to be
resolved. The last level of complexity considered in this wok are creeping flows represented by the
Stokes system. This system is now vectorial and includes an additional variable, the pressure. In
addition, it is no longer coercive. To recover coercivity and eliminate the pressure as unknown
in the equation system, we used a penalty formulation of the Stokes system (see chapter 6) and
thus sacrifice the compatibility with the continuity equation. The ultimate goal would be the
application of the RB method to the full Stokes system (see chapter 7) and finally to the Navier-
Stokes equations, but this would go beyond the scope of this work. The detailed implications of
the modeling assumptions on the representation of the physics involved in the problems and on
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Model Modeling assumptions System properties
Potential flows - non-viscous flows - scalar
- velocity field as gradient of a scalar - coercive
function - symmetric
- irrotational velocity field - linear
- no boundary layer
- laminar flow
- no lift/drag without circulation
Convection-diffusion - transport of a scalar in a given flow field - scalar
- convective and diffusive effects - coercive
- no feedback of the scalar to the flow - nonsymmetric
field. - linear
Stokes (penalty) - creeping flows: inertial forces neglected - vectorial (ν = d)
- no convective terms - coercive
- highly viscous flows or slow motion or - symmetric
small dimensions of domain or objects - linear
- laminar flow
- boundary layer
- aerodynamic forces appear
- equations for the velocity of the flow
field
- continuity equation not fulfilled exactly
→ mass sinks and sources appear
Stokes (full system) - same qualities as above but - vectorial (ν = d+ 1)
- continuity equation fulfilled - noncoercive
- equations for the velocity and pressure - nonsymmetric
- linear
Navier-Stokes - inertial forces important - vectorial (ν = d+ 1)
- Newtonian fluid - noncoercive
- possibly turbulent - nonsymmetric
- nonlinear
Table 3.2: Summary of simplified flow models with increasing complexity
the solution process are discussed in the subsequent chapters, but we will give a short summary
of modeling assumptions and computational benefits in table 3.2. All models are applied in the
stationary variant for incompressible flows. The implications of these assumptions are therefore
not considered in the modeling assumptions.
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In chapter 2.3 we presented the reduced basis method for the approximation of the solution of
parametrized elliptic coercive partial differential equations. Rigorous, efficient and sharp a poste-
riori error bounds have been developed in section 2.4. We further introduced in section 2.7 the
concept of affine geometric variations and affine geometry decompositions.
In this chapter, we now apply the reduced basis approximation and error bounds together with
the affine geometry decomposition to potential flows. The basic geometries on which we want to
obtain a solution for the flow field have been presented in section 3.2: We consider the flow around
one or two airfoils in a rectangular domain. The potential Flows can be considered as one of the
simplest two- or three-dimensional flow models which result in a partial differential equation from
the mathematical point of view.
In the following sections, we will first precise the definition and properties of potential flows.
We will then reformulate the necessary equations in order to obtain a problem equivalent to (2.1).
As the special structure of potential flows allows us to solve a scalar equation for the so-called
potential function instead of a vectorial system for the velocity components and the pressure, there
is also a new set of special a posteriori error bounds for velocity and pressure, based on the original
error bounds for the scalar variable, the potential function. Finally, the numerical results for the
different geometrical setups that have been obtained by the use of the rbMIT software package (see
chapter 3.1) will be presented.
4.1 Potential Flows
Potential flows describe laminar non-viscous and irrotational flows [9, 53, 71]. Irrotational velocity
fields can be defined as the gradient of a so-called potential function φ:
u = ∇φ, (4.1)
where u = (u1, u2)T is the velocity with the velocity components in x1 and x2 direction. Together
with the steady continuity equation ∇ · u = 0, we obtain the governing Laplace-equation for the
potential:
−∆φ = 0 in Ωo(µ). (4.2)
The pressure p at an arbitrary point in the domain Ωo(µ) can then subsequently be calculated with
the help of Bernoulli’s equation:
p+
1
2
ρ|u|2 = pin + 12ρ|uin|
2, in Ωo(µ), (4.3)
and the pressure coefficient cp can be defined as
cp =
p− pin
1
2ρ|uin|2
= 1−
( |u|2
|uin|2
)
. (4.4)
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In these equations, pin is the pressure of the undisturbed flow on the inflow boundary and uin is the
velocity vector of the undisturbed flow on the inflow boundary. Gravity effects are not included in
this formulation, but could easily be added to the equation. Furthermore, a time dependency could
be introduced in the pressure calculation by using a time dependent formulation of Bernoulli’s
equation, see e.g. [71]. Boundary conditions are given by homogeneous Neumann conditions
∂φ
∂n
= 0 on Γw(µ) (4.5)
to describe non-penetration on walls Γw(µ), inhomogeneous Neumann conditions
∂φ
∂n
= uin on Γin(µ) (4.6)
to impose the inflow velocity on the inflow boundary Γin(µ) and by (homogeneous or inhomoge-
neous) Dirichlet conditions
φ = φref on Γout(µ) (4.7)
to prescribe the level of the potential on the outflow boundary Γout(µ).
As these idealized flows do not include any viscous effects, they have a velocity different from
zero on solid walls, while realistic viscous flows meet the no-slip condition. If the complete flow
field is modeled by potential flows, we can not compute any aerodynamic forces such as lift and
drag unless we introduce artificial circulation to the flow field. One reason for this is the nonviscous
character of the flow field - the flow can not exert any viscous forces on the surface of an object. In
addition, potential flows are able to flow around sharp corners without any separation effects due to
the absence of viscosity. Together with the requirement of an irrotational flow field, this leads to a
flow field that exerts neither drag nor lift forces on any object placed in the flow field. Concerning
the generation of lift, the introduction of artificial circulation could partly cure this problem as
it can enforce a “correct” flow field, where the so-called Kutta-condition is met [9]. Explained by
means of an airfoil, the Kutta-condition requires that the rear stagnation point is situated on the
sharp trailing edge and not on the upper or lower side of the profile (as it is the case for potential
flows without artificial circulation). The flow field can then generate lift. The artificial circulation
could be introduced through the boundary conditions, but would have to be adjusted by a “try and
error” method. Therefore we did not follow this approach but decided to omit the computation of
the aerodynamic forces for this flow model. Instead, we concentrated on the computation of the
entire velocity and pressure fields.
4.2 Problem Statement
We now derive the weak formulation of the governing equations. To begin, we recall the function
space Xe and associated norms defined in section 2.2.1. Multiplying (4.2) by a test function v ∈ Xe
and integrating over Ωo(µ), we obtain
−
∫
Ωo(µ)
v∇2φ = 0, ∀v ∈ Xe. (4.8)
Integrating by parts and applying the divergence theorem yields
−
∫
Ωo(µ)
v∇2φ =
∫
Ωo(µ
∇φ · ∇v −
∫
Ωo(µ)
∇ · (v∇φ) (4.9)
=
∫
Ωo(µ)
∇φ · ∇v −
∫
∂ΩNo (µ)
v
∂φ
∂n
= 0, ∀v ∈ Xe, (4.10)
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where ∂ΩNo (µ) is the part of the boundary on which inhomogeneous Neumann conditions are
prescribed. From this, we obtain our weak statement as
a(w, v;µ) = f(v;µ) ∀v ∈ Xe, (4.11)
with
a(w, v;µ) =
∫
Ωo(µ)
∇w · ∇v (4.12)
f(v;µ) =
∫
∂ΩNo (µ)
v
∂w
∂n
. (4.13)
From the formulation (4.11) on the parameter dependent domain Ωo(µ), the formulation on the
reference domain Ω can be derived with the methods introduced in section 2.7. The main steps
are the affine decomposition of the original domain, the identification of the affine mappings and
in the end the “translation” of the affine mapping coefficients to the formulation on the reference
domain (2.1).
4.3 Error Bounds for Velocity and Pressure
The a posteriori error bounds developed in section 2.4 can be used to bound the error in the solution
for the scalar potential function. To get an error bound for the error in velocity and pressure, we
have to modify this bound slightly. The following development is described in detail in [54]. We
start with a given triangulation TNt of the domain with triangles TNt . The kinetic energy on a
triangle TNt can then be represented by
K
TNt
Nt
= (∇φNt)2 = 1|TNt |
∫
TNt
|∇φNt |2 in TNt . (4.14)
The potential function φ can be expected to be smooth enough to give ∇φ ∈ C0(Ω) and ∇φ can
be interpreted pointwise. φNt ∈ XNt is the field solution of the FE “truth” approximation (2.2).
The reduced basis solution φNtN ∈WNtN ∈ XNt then fulfills
a(φNtN , v) = l(v), ∀v ∈WNtN . (4.15)
For simplicity, we omit the µ-dependency of the bilinear/linear forms and the error bounds in this
section. Recall that the error between the reduced basis solution and the FE approximation eNtN is
defined as
eNtN = φ
Nt − φNtN . (4.16)
With ∆enN being our usual energy error bound (2.46), we note that
a(eNtN , e
Nt
N ) =
∫
Ω
|∇eNtN |2 ≤ (∆enN )2 (4.17)
follows from the inequalities in (2.50).
The RB approximation of KTNtNt is given as
K
TNt
N = (∇φNtN )2 =
1
|TNt |
∫
TNt
|∇φNtN |2 in TNt . (4.18)
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We next introduce
INtN ≡
(∫
Ω
|∇φNtN |2
)1/2
. (4.19)
Our aim is now to develop an error bound for the kinetic energy KTNtN . On a single triangle, we
note that
K
TNt
Nt
−KTNtN =
∣∣∣∣∣ 1|TNt |
∫
TNt
|∇φNt |2 − |∇φNtN |2
∣∣∣∣∣
=
1
|TNt |
∫
TNt
∇(φNt − φNtN ) · ∇(φNt + φNtN )
=
1
|TNt |
∫
TNt
∇(φNt − φNtN ) · ∇(φNt − φNtN ) + 2∇(φNt − φNtN ) · ∇φNtN .
(4.20)
Hence ∑
TNt∈TNt
|TNt ||KTNtNt −K
TNt
N |
≤
∑
TNt∈TNt
∫
TNt
∇(φNt − φNtN ) · ∇(φNt − φNtN ) + 2
∑
TNt∈TNt
∫
TNt
∇(φNt − φNtN ) · ∇φNtN
≤(∆enN )2 + 2INtN ∆enN ≡ ∆KN .
(4.21)
∆KN is a L
1(Ω) error bound for the RB prediction for the squared velocity (|∇φNtN |2).
An error bound for the pressure can be obtained using (4.21) and Bernoulli’s equation. If we
define
p
TNt
Nt
=
1
|TNt |
∫
TNt
(Bin − ρ2 |∇φ
Nt |2), (4.22)
p
TNt
N =
1
|TNt |
∫
TNt
(Bin − ρ2 |∇φ
Nt
N |2), (4.23)
where Bin ≡ pin + ρ2 |uin|2 is given, the error bound for the pressure follows directly as∑
TNt∈TNt
|TNT ||p
TNt
Nt
− pTNtN | ≤
ρ
2
∆KN ≡ ∆pN . (4.24)
We note that we can also develop similar error bounds for the pointwise squared velocity
|(∇φNto )2 − (∇φNtN, o)2|, see [54].
4.4 Numerical Results
We applied the RB method as implemented in the rbMIT software package to potential flows in the
different geometric setups presented in section 3.2. The emphasis thereby has been laid on the affine
decomposition of the reference domains, the (oﬄine) generation of suitable reduced basis spaces
for the approximation of the field solution and finally the online reduced basis computation of the
field solution and the associated a posteriori error bounds. The expression “field solution” shall in
the context of potential flows not only apply to the potential function, but also to the velocity and
pressure distributions. Tables 4.1 and 4.2 provide an overview of the different geometric setups
together with the special issues treated for each setup. In the following sections, we will then
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P1VA P1VB P2VA P2VB P3
# profiles 1 1 1 1 2
angle of attack no no yes yes yes
ground effect no yes no yes no
Table 4.1: Overview of the geometric setups
Problem Topics
P1VA - affine geometry decomposition (for 3 different setups)
- FE mesh and mesh deformation
- field solution
- comparison real error/estimated error
P1VB - SCM algorithm (convergence of upper and lower bounds)
- distribution of the greedy sample points
- field solution
- comparison real error/estimated error and error for different N
P2VA - distribution of the greedy sample points
- field solution
P2VB - field solution
- mesh deformation
- comparison real error/estimated error and error for different N
P3 - field solution
- RB online time as a function of N
Table 4.2: Overview of the topics treated for each setup.
subsequently address the different geometric setups and present the relevant numerical results.
The greedy algorithm is based on an estimate for the relative error instead of an estimate for the
absolute error.
4.4.1 Problem 1: Single Profile, no Angle of Attack
Variant A: No Ground Effect
The rectangular basic domain in which the airfoil is positioned is [−6, 6]× [−4, 4]. In the following,
we will refer to this basic domain as the “big domain” in contrast to a domain which stretches over
[−1, 3] × [−2, 2], which we will call “small domain”. As already mentioned, this setup represents
the most simple configuration we worked with, as it involves only a single parameter, the thickness
µ1. In this variant, the parameter may vary in µ1 ∈ [4, 24], while the reference parameter µref
and energy-norm parameter µ are chosen to be µref = µ = 14. The variations of the geometry
introduced by the thickness parameter are relatively modest and thus the parameter range is not
critical and could also be chosen even larger. The boundary conditions are given by (4.5) (non-
penetration) on the surface of the profile and the upper and lower domain boundary, while we use
(4.6) with uin = 1 (prescribed inflow velocity) on the left domain boundary and (4.7) with φref = 0
(parallel outflow) on the right domain boundary.
We first concentrate on the affine domain decomposition of the reference domain. The resulting
triangulation is shown in figure 4.1. The domain decomposition algorithm creates 42 subdomains.
In the nose region of the profile, where the curvature is high, the triangles are relatively small,
while in the regions further away from the profile, the triangles are bigger. Some of them are
relatively long stretched which can have a negative influence on the subsequent meshing procedure
and on the conditioning of the resulting affine formulation of the bilinear form (2.11). Apart from
this, the decomposition is very efficient, as it is symmetric with respect to the x1 axis and many
of the triangles are similar. To gain some control on the decomposition process, we introduced
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Figure 4.1: Final geometry decomposition, problem 1, variant A.
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Figure 4.2: FE mesh with 3163 elements for problem 1, variant A.
four additional points on in the middle of the domain boundaries which enforce this advantageous
decomposition. The efficiency of the domain decomposition is confirmed by the affine representation
of the bilinear form (2.11) for this decomposition, which reduces the 42 subdomains to Qa = 16
affine terms.
The last step of the symbolic preprocessing, the FE mesh generation, is illustrated in figure 4.2.
The mesh used for this variant consists of 3163 triangular elements and has been generated by the
Matlab subdivision method. The drawback of the low quality long-stretched triangles is obvious:
The mesh quality in the regions with such acute-angled subdomains is very low. However, the
mesh in the vicinity of the profile is fully sufficient for our purposes and potential flows are quite
“robust” concerning mesh defects far from the airfoil. For other fluid models, other mesh generation
procedures will be taken into account.
The SCM algorithm converges very fast as the required accuracy SCM is fulfilled already after
two iterations. Due to the relatively small variations in the solution caused by the parameter, only
two RB basis functions are needed to satisfy the accuracy tol in the greedy algorithm. The pressure
field and the streamlines together with the velocity magnitude calculated by this reduced basis for
the two extremal cases (µ1 = 4 and µ1 = 24) are shown in figure 4.3. The characteristic properties
of potential flows can directly be recognized: The flow field is symmetric with respect to the x2-axis,
the velocity is not zero on the surface of the airfoils and there exist two stagnation points on the
nose and the tail of the airfoils. Note that especially the tail stagnation point does not exhibit zero
velocity as the mesh resolution is not sufficient to reproduce this effect properly. In addition, we
note that potential flows are ideal flows as there occur no energy losses: The pressure level is the
same on the inflow boundary and on the outflow boundary. The velocity on inflow and outflow
boundary is equal as well, as this is required by the continuity equation and the assumption of a
divergence free velocity field. To complete the presentation of the flow phenomena, the distribution
of the pressure coefficient cp around the profile is shown in figure 4.4, again for the two extremal
cases. The symmetry of the solution is almost perfect, apart from slight differences between the
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Figure 4.3: Pressure distribution and streamlines/velocity magnitude for a thickness of 4% (upper)
and 24% (lower).
upper and the lower edge in the nose region due to mesh asymmetries. We note that the pressure
on the surface of the thicker profile is lower than the pressure on the thin profile because, as a
result of mass conservation, the surface velocities have to be higher in the case of a thicker profile.
The relation of the true error between the FE solution and the RB solution to the RB error
estimate is illustrated in figure 4.5. Here, the true error in the energy norm of the kinetic energy is
shown shown together with the estimated error of the kinetic energy (see section 4.3) in the energy
norm over the whole parameter domain. It can be observed that the error estimate is indeed very
sharp. The minimum errors (both in the real error and in the estimated error) naturally occur close
to the two parameter sample points chosen by the greedy algorithm to generate the snapshots for
the reduced basis. Far from these points, the error increases.
Figure 4.6 compares the meshes in the region close to the profile for the two extremal parameter
instances µ1 = 4 and µ1 = 24. Here, the way in which the mesh deforms due to the affine transfor-
mations becomes visible and possible difficulties can be identified. The strongest deformation can
be observed in a horizontal region as thick as the profile. This region is stretched or compressed
to match the current parameter instance, while the outer regions remain almost unchanged (due
to their bigger dimensions). The triangulation in the nose region becomes thus very narrow for
small parameters while the size of the elements remains almost constant in the adjacent regions
above and below the profile. In this case it is still uncritical, but for more complicated geometries
this can lead to problems and the effects of parameter changes on the mesh should be observed to
guarantee a good underlying FE solution.
To improve the quality of the affine geometry decomposition and the mesh quality, we designed
two additional variants of this setup. In the first one, the rectangular domain has been shrunken
to the size of the “small domain”. This increases the minimum angle of the resulting triangles as
they do not have to be as “long-stretched” anymore. In addition, more control points have been
introduced on the domain boundary. The second variant embeds this small domain in the big
domain in specifying the necessary control points and edges for both the small and the big domain.
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Figure 4.4: Distribution of cp around the profile for µ1 = 4 (left) and µ1 = 24 (right).
5 10 15 200
0.05
0.1
0.15
0.2
0.25
0.3
mu
e
rr
o
r
 
 
Real error in energy norm
Error estimate in energy norm
Figure 4.5: Real error and RB error estimate of the error in the kinetic energy (energy norm).
This approach exploits the advantages of the domain decomposition of a smaller domain, but leaves
the overall dimensions of the domain unchanged. The results of the affine domain decomposition
and the FE meshes for both variants can be found in appendix A.
The most important results of the oﬄine RB generation process as well as the oﬄine and online
computational times are summarized in table 4.4. The oﬄine time for the FE method toﬄineFE
contains the times for the affine decomposition, the calculation of the (optimized) affine terms and
the assembly of the FE system matrices. The oﬄine time for the RB method toﬄineRB contains the
FE oﬄine time and the time necessary to generate the reduced basis function space (the time to
perform the SCM algorithm for the coercivity lower bounds and the time to calculate the suitable
basis functions by the greedy algorithm). We note that the FE oﬄine time depends on the one hand
on the number of the FE mesh elements Nt and on the other hand on the number of subdomains
generated in the affine decomposition. The RB oﬄine time then depends also on Nt and in addition
on Qa instead of the number of subdomains in the affine decomposition, as expected.
Even more important is of course the difference in the online performance between the FE and
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Figure 4.6: Details of the meshes for µ1 = 4 (left) and µ1 = 24 (right).
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Symbol Name Explanation
toﬄineFE FE oﬄine time affine decomposition
+ calculation of affine terms
+ assembly of FE system matrices
toﬄineRB RB oﬄine time FE oﬄine time
+ SCM algorithm for αLB(µ)
+ greedy algorithm for RB space
tonline,100FE FE online time computation of the field solution for 100
different parameter values (FE method)
tonline,100RB RB online time computation of the field solution for 100
different parameter values (RB method)
speedup speedup tonline,100FE /t
online,100
RB
Table 4.3: The different computational times measured.
Big Domain Small Domain Embedded Domain
# elements mesh Nt 3163 18771 5613
# subdomains 42 74 84
affine terms Qa 16 20 16
affine terms Qf 1 1 1
# RB functions Nmax 2 3 2
steps SCM Jmax 2 2 2
toﬄineFE 9min 58min 52min
toﬄineRB 19min 1h 44min 1h 2min
tonline, 100FE 3.56s 25.72s 6.26s
tonline,100RB 5.07·10−3s 7.21·10−3s 5.07·10−3s
speedup 702 3567 1235
Table 4.4: Summary of the setups with zero angle of attack, no ground effect.
the RB method. We therefore compared the time for both methods for the online computation
of the field solution for 100 different parameter instances, tonline,100FE and t
online,100
RB , respectively.
The speedup is defined as the ratio of FE online time to RB online time. As expected, the RB
method performs extremely well for all setups, as the number of basis functions N = 2 is indeed
extremely low. Furthermore, the computations confirm that the speedup increases for a finer mesh,
as desired. Finally, we note that the RB online times for the big domain and the embedded domain
are equal, which confirms that the dominating variables for the online performance are Qa and N
(which are equal for both setups). The online computational time for the small domain is slightly
higher which is caused by the higher number of basis functions N and affine terms in a Qa. The
different measures for the computational times introduced in this paragraph and their formation
are summarized in table 4.3.
Variant B: Ground Effect Included
In this variant, the distance between the chord line of the airfoil and the ground in terms of the
thickness µ1 is introduced as a second parameter µ2. The x2-coordinate of the lower domain
boundary is then defined as xl2 = −µ2 ·µ1/200. The parameter range and reference parameters are
indicated in table 4.5. The boundary conditions are specified according to variant A. Note that
the parameter range has to be chosen carefully in order to avoid strong mesh distortion and to
guarantee a correct underlying FE solution. The reference parameter also has a special importance
in ensuring a well-defined affine mapping for all parameters. In this case, we avoided the formation
of overlapping subdomains in the very narrow region between the profile and the ground for other
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D1 D2 µref µ
[4, 24] [1.5, 3] (14, 1.5) (14, 2)
Table 4.5: Parameter range and reference parameters for problem 1, variant B.
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Figure 4.7: Upper (green) and lower (blue) bounds for the coercivity constant over the SCM pa-
rameter samples for each SCM step.
parameters than the reference parameter µ 6= µref by selecting the smallest distance as reference
value. The resulting domain decompositions as well as the FE meshes can be found in appendix A.
If not indicated differently, the following discussion concentrates on the results for the big domain.
The SCM algorithm needs 5 steps to calculate lower bounds for the coercivity constant αLB which
fulfill the accuracy requirements. The convergence behavior of the SCM algorithm is illustrated in
figure 4.7. For each step, the distributions of the upper and lower bounds over the train sample
Ξtrain,SCM are depicted. In each step, the lower bounds approach the upper bounds. It becomes
clear that the lower bounds can be negative in the beginning of the process, causing large values
for αtol in (2.92), but after some steps the lower bounds are positive for all parameter samples.
However, the distribution of the lower bounds (and of course the “true” coercivity constants α(µ))
is not constant and differs a lot for the parameter samples. Bad numerical conditions can lead to
situations, where convergence can be achieved for most parameter samples in the set Ξtrain,SCM, but
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Figure 4.8: Sample points of the greedy RB space and maximum relative energy error as a function
of the number of basis functions N for problem 1, variant B.
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Figure 4.9: Streamlines with velocity magnitude and distribution of cp around the profile for a
thickness of 15% and a relative distance of 1.5.
Figure 4.10: Real error and RB error estimate of the error in the kinetic energy (energy norm) for
problem 1, variant B.
for one or a few single parameter samples no suitable lower bound for the coercivity constant can
be calculated. As the greedy algorithm is able to generate a suitable reduced basis space with the
many remaining “good” parameter samples, the main problem with such situations is the increased
oﬄine computational time for the additional SCM steps which try to achieve convergence also for
the few “bad” samples.
Figure 4.8 shows the distribution of the parameter sample points chosen by the greedy algorithm
for the generation of the reduced basis space and the maximum error in the energy norm over the
parameter sample Ξtrain for the subsequent greedy steps. We note that the greedy sample points
are not distributed equally but they are situated rather close to the boundaries of the parameter
domain and thus follow the contour of the parameter domain. In the middle of the parameter
domain, no sample points are chosen. As expected, the error reduction is not linear with the
number of basis functions and the reduction rate decreases with an increasing number of basis
functions. The reason for this is that for a higher number of basis functions, the solution can
already be approximated relatively good without the new additional basis function and the error
reduction is thus rather small compared to the error reduction in the first few greedy steps.
The presence of the ground close to the airfoil changes the behavior of the flow around the profile.
This is demonstrated in figure 4.9. The left picture shows the asymmetry in the flow introduced
by the ground effect. The velocities underneath the profile are increased and the rear stagnation
point is moved slightly to the lower side of the profile while the front stagnation point remains on
the nose of the airfoil. The maximum surface velocity is moved further to the tail on the lower side
of the airfoil compared to the upper side. These observations are confirmed by the distribution of
the pressure coefficient around the profile.
The relation of the real error between the FE and RB solution and the estimated error is illus-
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Figure 4.11: Real error and error estimate for N=3 (left) and N=6 (right) (SD).
Big Domain Small Domain
# elements mesh Nt 7013 6350
# subdomains 89 111
affine terms Qa 30 34
affine terms Qf 2 2
# RB functions Nmax 5 6
steps SCM Jmax 5 4
toﬄineFE 56min 2h 10min
toﬄineRB 1h 22min 2h 36min
tonline, 100FE 9.00s 8.83s
tonline,100RB 1.02·10−2s 1.18·10−2s
speedup 882 748
Table 4.6: Summary of the setups with zero angle of attack, with ground effect.
trated in figure 4.10 for this more complex variant. The sharpness and rigor of the error estimator
are again verified and the variation of the error over the parameter domain is well represented by
the error estimate. This property is crucial for the idea of the greedy algorithm. In figure 4.11, the
development of the error for different numbers of RB basis functions is depicted. Here, µ2 remains
fixed while µ1 varies over the whole parameter range D1. It is obvious that not only the level of
the error decreases as the number of basis functions increases, but also the locations of maximum
and minimum errors change their positions as the solutions for parameter values close to the new
greedy sample points are better approximated than others.
4.4.2 Problem 2: Single Profile, with Angle of Attack
Variant A: No Ground Effect
Also this problem is a two-parameters problem, but the second parameter is now the angle of
attack. The parameter ranges and reference parameters are summarized in table 4.7. The spec-
ification of the boundary conditions depends on the particular realization. We considered three
different implementations of the basic problem, as described in section 3.2. The first realization (a)
implements the angle of attack in the boundary conditions. The implementation is then straightfor-
D1 D2 µref µ
[4, 24] [0.01, pi/4] (14, pi/8) (14, pi/8)
Table 4.7: Parameter range and reference parameters for problem 2, variant A.
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Figure 4.12: Sample points of the greedy RB space and maximum relative energy error as a function
of the number of basis functions N for problem 2, variant A (a).
ward: We set ∂φ∂n = |uin| cos(µ2) on the left domain boundary and ∂φ∂n = |uin| sin(µ2) on the upper
and lower domain boundary. As the prescription of Dirichlet boundary conditions dependent on
the parameter and the spatial coordinates x1 and x2 was not yet possible with the version of the
rbMIT software used for this chapter, we rotated the right domain boundary about the angle of
attack and specified homogeneous Dirichlet conditions for the potential. Because the streamlines
are always perpendicular to the equipotential lines, this has the same effect as the prescription of
the analytically correct potential solution for the rotated velocity field on the original (not rotated)
domain boundary. For the second realization (b), the boundary conditions are equivalent to prob-
lem 1, variant A, as the angle of attack is realized by a rotation of the airfoil. This is perhaps
the most intuitive approach, since it reproduces the circumstances in real applications. The third
realization (c) is similar to the first realization where the airfoil remains fixed. But now, the whole
domain is rotated to follow equipotential respectively streamlines. This allows us to specify homo-
geneous Neumann conditions on the upper and lower domain boundary, inhomogeneous Neumann
conditions on the left boundary and homogeneous Dirichlet conditions on the right boundary. Our
aim is here to examine the influence of the implementation decisions on the reduced basis oﬄine
performance. The relevant results for all setups are given in table 4.8. For the resulting affine
decompositions and meshes refer to appendix A.
First, we will again study the distribution of the greedy sample points in figure 4.12. Here, the
distribution for the first setup (a) is depicted, but the distributions for the other two setups (b) and
(c) show the same fundamental behavior, already observed for variant A: The sample points form
a “contour region”, that means that they are clustered close to the boundaries of the parameter
domain.
On the basis of figure 4.13 (obtained with realization (a)), the influence of the second parameter
µ2, the angle of attack, on the solution shall briefly be discussed. We see that with an angle of
attack different from zero, the flow field and pressure distribution is not symmetric anymore on the
upper and lower surface of the airfoil, but gets nearly antisymmetric. The pressure peaks increase
with increasing angle of attack. The limited physical nature of the potential model can also be
observed: The streamlines go around the sharp trailing edge to form the rear stagnation point on
the upper side of the profile. As mentioned before, in real flow situations the streamlines of the
upper part of the geometry and those of the lower part would be parallel to the trailing edge angle
and thus fulfill the Kutta-condition.
The comparison of the three setups in table 4.8 directly reveals the best implementation. The
implementation of the rotated flow field in the boundary conditions requires not more effort than
the previous problems, as the FE oﬄine times toﬄineFE are comparable. The same can be stated
for the RB oﬄine time toﬄineRB . This setup is extremely advantageous, as most of the effect of the
new parameter is “encapsulated” in the boundary conditions and the geometric variations remain
relatively small. In contrast, the oﬄine times both for the FE setup and the RB generation are
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Figure 4.13: Streamlines with velocity magnitude and distribution of cp around the profile for a
thickness of 10% and an angle of attack of 0.2 (upper) and 0.7 (lower).
extremely increased for the two other realizations, especially for the third setup (c). The reason for
this is on the one hand the increased complexity of the geometric variations and, consequently, of
the affine domain decomposition and the resulting affine representation (2.11). The higher oﬄine
times for the RB generation process can on the other hand be explained by the high number of
affine terms Qa (which is even higher than the number of subdomains in the affine decomposition)
for setup (b) and by a combination of this problem and a non-converging SCM algorithm for setup
(c). It is thus very important to keep in mind that there can be huge savings in the oﬄine costs if
the geometry specification is done in an advantageous way. However, the online performances do
not differ much for the three different setups, since the number of basis functions is almost equal
and the differences are only caused by the increased number of affine terms Qa for the setups (b)
and (c). Finally, we note that the non-convergence of the SCM algorithm for case (c) seems to
Realization (a) Realization (b) Realization (c)
Small Domain Big Domain Small Domain
# elements mesh Nt 5350 3313 3136
# subdomains 73 40 41
affine terms Qa 22 45 38
affine terms Qf 4 1 1
# RB functions Nmax 7 7 8
steps SCM Jmax 9 45 200
toﬄineFE 1h 9min 11h 24min 27h 31min
toﬄineRB 1h 39min 18h 27min 39h 18min
tonline, 100FE 6.70s 5.20s 4.27s
tonline,100RB 8.78·10−3s 2.12·10−2s 1.32·10−2s
speedup 764 245 325
Table 4.8: Summary of the setups with angle of attack included, no ground effect.
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D1 D2 D3 µref µ
[4, 24] [0.01, 0.15] [0.2, 2] (14, 0, 0.5) (14, 0.075, 0.2)
Table 4.9: Parameter range and reference parameter for problem 2, variant B.
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Figure 4.14: Streamlines with velocity magnitude and distribution of cp around the profile for a
thickness of 12%, an angle of attack of 0.15 and a distance from ground of 0.2
be of the uncritical type described before, where a lower bound for the coercivity constant can be
obtained with sufficient accuracy for almost all parameter samples in the set Ξtrain,SCM and only
one or a few parameter samples lead to divergence. This conclusion can be drawn of the fact that
the number of basis functions is not increased dramatically compared to the other setups, that
means that the remaining ”good“ setups are sufficient for the greedy algorithm to work satisfactory.
Variant B: Ground Effect included
We now consider the combination of problem 1, variant B with problem 2, variant A. The resulting
problem has three geometric parameters, the thickness parameter µ1, the angle of attack µ2 and the
distance from the ground µ3. µ3 is now defined differently to problem 1, variant B as the distance
between the lowest point of the profile with zero angle of attack to the ground (xl2 = − µ1200 − µ3).
Again, two different implementations of this problem equivalent to the setups (a) and (b) of variant
A are realized. The major changes compared to setup (a) of variant A is that now also the lower
domain boundary has to be rotated in order to coincide with the ground and homogeneous Neumann
conditions have to be prescribed on this boundary. Setup (b) differs from setup (b) in variant A only
by the fact that the ground is moved towards the profile according to the distance parameter (here,
the distance is again defined as for problem 1, variant B). This geometry, in both realizations,
is much more demanding for the software, especially in the symbolic preprocessing steps. On
the one hand, the affine decomposition is very demanding regarding memory aspects due to the
complex geometric variations introduced by the interaction of the three different parameters, and
on the other hand the risk of subdomains getting singular for parts of the parameter domain is
increased considerably. It was therefore especially important to reduce the parameter ranges as
much as possible and to choose the reference parameters very carefully. The successful choices are
summarized in table 4.9.
The main topic of our examinations for this problem is again the comparison between the real
error and the error estimate. In addition, more insight into the affine transformations of the
geometries and the associated FE mesh shall be given. Before we concentrate on these topics,
an overview of the reduced basis oﬄine generation process shall be given. The affine domain
decompositions and resulting FE meshes for both setups are again shown in appendix A. To give
an impression of the flow phenomena for this more complicated geometric setups where several
different effects overlap and influence each other, the flow field and the distribution of cp around
the profile are illustrated in figure 4.14 for µ = (12, 0.15, 0.2). This is an extremal case, as the
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Figure 4.15: Details of the meshes for µ([12, 0.15, 0.2) (left) and µ = (20, 0.1, 2) (right).
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Figure 4.16: Low quality FE mesh for the reference parameter µref (upper left) and for µ =
(12, 0.15, 9) (upper right); pressure distribution for µ = (12, 0.15, 9) (lower).
maximum angle of attack is combined with the minimum distance. The velocity is increased between
the profile and the ground due to the presence of the ground and the rotation even increases this
effect. The surface pressure still has an antisymmetric character, but the suction peak on the lower
side of the profile is much higher than the opposed suction peak on the upper side of the profile.
The rear stagnation point is moved in the direction of the nose on the lower side of the airfoil,
compared to the case where ground effects are not important.
We will now discuss the effect of the parameter domain and the reference parameters on the
quality of the (deformed) meshes and thus on the underlying FE solution. In figure 4.15, the
deformed meshes for the parameter instances µ = (12, 0.15, 0.2) and µ = (20, 0.1, 2) are depicted.
As the mesh is very fine in the critical region between the profile and the ground, where the
deformations and distortions are stronger than in the other regions of the domain, the quality of
the deformed meshes is still sufficient and we can expect a relative accurate FE solution for these
meshes. This in turn ensures that the results of the reduced basis computations approximate well
not only the FE solution, but also the solution of the exact problem, which is the ultimate goal
and should not be forgot. The mesh presented in figure 4.16 in turn is an example for a miserable
choice of the parameter domain and the reference parameter. While the problems are not visible in
the reference configuration, the picture of the deformed mesh reveals that the number of elements
between the profile and the domain boundary are not sufficient. The affine transformation leads to
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Figure 4.17: Real error and error estimate for N = 6, N = 10 and N = Nmax = 14.
5 10 15 2010
−6
10−4
10−2
mu1
er
ro
r
mu2 = 0.098175 and mu3 = 8
Real error in energy norm
Error estimate in energy norm
0 0.05 0.1 0.15 0.210
−6
10−4
10−2
100
102
mu2
er
ro
r
mu1 = 14 and mu3 = 8
Real error in energy norm
Error estimate in energy norm
5 10 15 2010
−6
10−5
10−4
10−3
mu
3
er
ro
r
mu1 = 14 and mu2 = 0.098175
Real error in energy norm
Error estimate in energy norm
Figure 4.18: Real error and error estimate for varying µ1, µ2 and µ3.
a strong stretching in this region. The problem is that in the reference configuration this region is
very narrow and is therefore only filled with a few FE mesh elements which are extremely stretched
and therefore reduce the accuracy of the FE solution dramatically, as can be seen in figure 4.16
(c). To avoid such effects, the reference parameter for the distance to the ground has been chosen
relatively high and the parameter range for the distance to the ground has been adjusted.
The second emphasis in this section is the comparison of the real error with the RB error estimate.
In figure 4.17 we first concentrate on the reduction of the error with an increasing number of basis
functions. The distance to the ground and the angle of attack remain fixed, while the thickness
varies over the whole parameter range D1. We note that the error is decreasing over the whole
domain with increasing number of basis functions, while the location of the maximum errors changes
according to the choices of the sample points by the greedy algorithm. It is also interesting to
observe that the true error is a lot smoother than the estimated error in this example, but the
position of the maximum error is predicted rather reliably. As a general remark, the error estimate
is extremely sharp. As we shall see in the subsequent sections, the error bounds and the real error
for other fluid models differ very often by several orders of magnitude.
The last pictures illustrate the very interesting case of realization (b), where the SCM algorithm
does not converge in the prescribed maximum number of steps. Again, the true error between FE
and RB solution is compared with the RB error estimate. We let vary µ1, µ2 and µ3 in turn while the
other two parameters remain fixed. The error estimate has been proven to be very sharp if the SCM
algorithm is able to compute sharp lower bounds αLB for the coercivity constant. In this case, where
the lower bounds for the coercivity constant have not converged yet, the estimated error differs
by several orders of magnitude from the true error which results in an unnecessarily augmented
number of basis functions for the reduced basis space, as we can observe in the comparison of
setup (a) and (b) in table 4.10. In the middle figure for varying µ2 and fixed µ1 and µ3, a possible
problematic value can be found: For µ2 ≈ 0.2, the estimated error is a lot higher than for the rest
of the parameter domain. The reason for this is that the SCM algorithm can not calculate αLB for
this parameter sample due to a bad numerical situation for exactly this value. For the remaining
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Realization (a) Realization (b)
Small Domain Big Domain
# elements mesh Nt 6260 4271
# subdomains 57 40
affine terms Qa 37 42
affine terms Qf 2 2
# RB functions Nmax 14 54
steps SCM Jmax 55 200
toﬄineFE 1h 17min 38h 29min
toﬄineRB 4h 37min 65h 46min
tonline, 100FE 9.31s 6.56s
tonline,100RB 1.73·10−2s 8.03·10−2s
speedup 538 82
Table 4.10: Summary of variants with angle of attack and ground effect included.
D1 D2 D3 D4 µref µ
[4, 24] [0.01, pi/16] [0.85, 1] [1.2, 1.6] (14, pi/16, 0.85, 1.2) (14, pi/16, 1, 2)
Table 4.11: Parameter range and reference parameters for problem 3.
parameter domain, the coercivity constant might be approximated already very well, while for this
parameter (and probably also several other discrete parameter values), the lower bound remains
far from the true coercivity constant. The main difference between the (unproblematic) case of
variant A, setup (c) and the (problematic) case for the current setup is that the lower bounds for
the problematic values are either negative or positive but not close to zero in the first case, while
they are positive and very close to zero in the latter case. The greedy algorithm is then unable to
recognize the problematic values as “bad” sample points and will try to reduce the (overestimated)
error for these parameter instances although the real error is not higher than for the surrounding
parameter values. In the unproblematic case, the “bad” sample points can either be excluded from
the greedy sampling process or the influence of the overestimated errors is relatively small and does
not lead to an (extremely) increased number of basis functions.
4.4.3 Problem 3: Two Profiles
In the third problem, we consider a geometry which involves two profiles of equal thickness with
four geometrical parameters. The first parameter is, as usual, the thickness of the profiles µ1.
The second parameter is the angle of attack µ2. The third and fourth parameters µ3 and µ4 are
Figure 4.19: Pressure distribution and streamlines/velocity magnitude for µ = (16, pi/16, 0.85, 1.0)
and µ = (10, pi/32, 1.0, 1.6).
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Figure 4.20: Distribution of cp around the profiles for µ = (16, pi/16, 0.85, 1.0) (left profile (a) and
right profile (b)) and for µ = (10, pi/32, 1.0, 1.6) (left profile (c) and right profile (d)).
the distance of the profiles in x1- and x2-direction, respectively. The distance in x2-direction is
specified in terms of half of the thickness to make it easier to ensure a certain minimum distance
of the profiles without restricting the parameter range too much. This problem has been very
challenging in regard to the correct specification of parameter range and reference parameters
because the geometric variations due to the many parameters involved are very complex. The
profiles have to be situated relatively close to each other to make them interact. This in turn
makes the domain decomposition in the region between the profiles very complicated and the risk
of subdomains becoming singular or overlapping even for parameters very close to the reference
parameters is huge. Also the deformations in the mesh in that region are relatively strong. The
chosen parameter ranges and reference parameters are indicated in table 4.11. The boundary
conditions are identical to problem 2, variant A.
For the affine decomposition of the whole domain and the FE mesh, we refer again to appendix A.
Note from table 4.12 that the affine domain decomposition in this case results in 163 subdomains,
which can only be reduced to Qa = 102 affine terms in the bilinear form. These numbers are
very high and lead to a less efficient computational procedure both in the oﬄine and online stage.
However, taking into account that this parametrized geometry is very complex and involves not
only many parameters and two profiles (described by curved lines of 8th order!), but also very small
and narrow regions between the two airfoils, this result is already remarkably good. Note that for
this problem, the greedy algorithm needs only a relatively moderate number of 20 basis functions,
although the SCM process does not converge completely.
The effect of the two profiles interacting with each other on the flow field is illustrated in figure
4.19 for two different parameter values. The changes of the surface pressure of the two airfoils
due to the interaction can be better demonstrated by means of the distributions of the pressure
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Figure 4.21: Dependency of the RB online time on the number of basis functions used for the
solution of the problem.
coefficient cp around the profiles, shown in figure 4.20. The suction peak on the lower side of the
tail region of the front profile gets much stronger, while the suction peak on the upper side in the
nose region of the rear profile increases as the velocities between the airfoils are higher compared
to the flow around a single profile. The antisymmetric behavior of a single profile with an angle of
attack different from zero can not be observed anymore. The flow pattern on the upper side of the
front profile and on the lower side of the rear profile are not influenced much.
We will conclude this chapter with a short discussion of the computational times involved in
this setup. Table 4.12 indicates a FE oﬄine time of toﬄineFE =7h 50min. Compared to the number
of subdomains that have been created, this is relatively quick. However, the RB oﬄine time
toﬄineRB =34h 34min is very long due to the non-converging SCM procedure and the high number of
affine terms which makes every step in the SCM and greedy procedures more costly. Nevertheless,
the reduced basis method is still almost 200 times faster in the online computations as the FE
method. This ratio could be improved further especially if the number of affine terms could be
reduced. Figure 4.21 illustrates the dependence of the RB online time tonline,100RB of the number of
RB basis functions used to solve the problem. It has to be mentioned here that these computations
have been made on another computer than the comparisons between RB and FE online performance
which explains the difference in absolute computational time. It becomes clear that the dependence
on the number of basis functions is linear, which is in good agreement with the theory.
Problem 3
# elements mesh Nt 3693
# subdomains 163
affine terms Qa 102
affine terms Qf 3
# RB functions Nmax 20
steps SCM Jmax 200
toﬄineFE 7h 50min
toﬄineRB 34h 34min
tonline, 100FE 17.15s
tonline,100RB 8.80·10−2s
speedup 195
Table 4.12: Summary of problem 3: two profiles.
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5 The Reduced Basis Method for Thermal
Flows around an Airfoil
In the previous chapter, we applied the reduced basis method to potential flows. We concentrated
thereby on the affine geometry decomposition and the reduced basis solution and a posteriori error
estimation for the field solution of symmetric problems. These aspects shall now be extended by
the output approximation and a posteriori output error estimation considering noncompliant and
nonsymmetric problems within the reduced basis method. We will therefore apply the reduced basis
method to thermal flows governed by a convection-diffusion equation on some of the parametrized
geometries described in section 3.2. The necessary fundamentals and procedures for these extensions
have been established in sections 2.6.1 and 2.6.2.
In the following sections, we will first introduce the concept of thermal flows described by
convection-diffusion equations. The next step will be again the reformulation of the necessary
equations in order to obtain a problem which is equivalent to (2.1). Finally, the numerical results
for the different geometrical setups will be discussed.
5.1 The Convection-Diffusion Equation
We are considering a class of thermal flows where the transport of scalar variables such as the
temperature is induced by diffusive effects in combination with convection effects due to a present
flow field, but the temperature distribution itself has no direct influence on the flow field (see
section 3.3). That means that, as there is no direct feedback of the thermal conditions on the
flow field, we can first compute the flow field with a suitable (incompressible) fluid model and
subsequently compute the temperature distribution (or the distribution of other scalar variables,
such as concentrations) based on the flow field. Such thermal flows are governed by the convection-
diffusion equation (see e.g. [3, 4, 62, 70]):
− 1
Pe
∆T + u · ∇T = 0 in Ωo(µ) (5.1)
T is the transported scalar (in the following, we will always interpret T as a temperature), while
u is the velocity of the free stream that “convects” the scalar. Here, Pe is the Peclet number. It
indicates the relation of the diffusive term ∆T to the convective term u · ∇T . If we assume that
|u| = 1 and Pe  1, the diffusive term is more important. If Pe  1, the convective transport is
dominating.
A special property of flows governed by convection-diffusion equations is that the character of
the solution changes dramatically with Pe. Especially for high Peclet numbers, very thin boundary
layers can occur. This leads to the known stability problems when approximating a convection
diffusion problem with the FE method for higher Peclet numbers. Then either the mesh has to
be refined to resolve these boundary layers, or special stabilization techniques have to be applied.
The reduced basis methodology itself does not make such demands (as smoothness in the spatial
domain is no necessary requirement), but it is fully transparent to the underlying FE solution. This
means that if the underlying FE solution technique, on which the RB process is based, is stable,
the RB solution will remain stable. If the FE solution is unstable and shows oscillations, the RB
solution will also do. If the FE solution is only oscillating slightly for a part of the parameter
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domain, this need not necessarily spoil the RB solution for the whole parameter domain, but it
will certainly increase the number of RB basis functions needed to reproduce the FE solutions
properly. Therefore it has to be made sure that the underlying FE method is chosen properly or
that the parameter domain is bounded in a way that allows the FE solution to remain stable. More
information about the FE treatment of convection-diffusion problems can be found e.g. in [14] and
in [15].
The convection-diffusion equation is not a “classical” model applied in the domain of fluid flow
around wing profiles for F1 race cars. Nevertheless, the correct computation of the convection-
diffusion scalar case is critical for the application of the Navier-Stokes equations and therefore an
interesting intermediate step (where the convective field is given or computed by the solution of
a transport problem), as the dualism between convective and diffusive effects is also relevant for
Navier-Stokes equations. For the significance of the convection-diffusion equations in the reduced
basis context see also section 3.3.
In the RB domain, a convection-diffusion problem in a similar context involving parametrized
geometries with rotating blades (but for the nonaffine case) has been studied by Tonn and Urban
in [74]. Recently, Dedè considered the application of the RB method to the related advection-
reaction problems in [13]. More examples for the treatment of convection-diffusion problems with
the RB method can also be found e.g. in [61] and [68].
The convection-diffusion equation is, as the Poisson equation for the potential flows, a scalar
equation that allows us to remain in the affine context. But in this case, the resulting bilinear
form of the weak formulation is no longer symmetric. This means that our problem is no longer
compliant. Therefore, the extensions developed in section 2.6 are needed for the efficient solution
of convection-diffusion problems with the reduced basis method.
5.2 Problem Statement
The weak form of (5.1) can be derived by the same procedure as applied for the Laplace equation
in section 4.2. We first recall the function space Xe and associated norms of section 2.2.1 and
multiply (5.1) by a test function v ∈ Xe. The resulting expression is then integrated over Ωo(µ).
If we apply integration by parts and the divergence theorem, the variational formulation of (5.1)
follows as
1
Pe
∫
Ωo(µ)
∇T · ∇v +
∫
Ωo(µ)
(u · ∇T )v −
∫
∂ΩNo (µ)
∂T
∂n
v ∀v ∈ Xe, (5.2)
where ∂ΩNo (µ) is the part of the boundary on which inhomogeneous Neumann conditions
∂T
∂N
= gN (5.3)
are prescribed.
From this, we obtain the weak statement as
a(w, v;µ) = f(v;µ) ∀v ∈ Xe, (5.4)
with
a(w, v;µ) =
1
Pe
∫
Ωo(µ)
∇w · ∇v +
∫
Ωo(µ)
(u · ∇w)v (5.5)
f(v;µ) =
∫
Ωo(µ)
∂w
∂n
v. (5.6)
The formulation on the reference domain Ω (2.1) can again be obtained from the formulation
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Figure 5.1: Bondary conditions.
(5.4) on the parameter-dependent domain Ωo(µ) with the methods of section 2.7.
5.3 Numerical Results
In this section, we will present the results obtained by applying the reduced basis method as
implemented in the rbMIT software package to the convection-diffusion equation introduced above.
Again, the standard settings introduced in table 3.1 are used. We consider the thermal flow in the
parametrized geometries of section 3.2. All problems are now based on the rectangular “big domain”
of the size [−6, 6]× [−4, 4]. In the setups with ground effect, the lower domain boundary is moved
closer to the profile. The boundary conditions for the temperature for all variants are chosen
similarly, see figure 5.1. The nondimensional temperature of the surface of the profile is always
set to Tp = 1 (inhomogeneous Dirichlet conditions), while the temperature Tf of the free stream
on the boundaries (except of the right domain boundary) is set to zero (homogeneous Dirichlet
conditions). In the variants involving ground effects, the lower domain boundary, representing
solid ground, is set to a temperature of Tg = 0.5 (inhomogeneous Dirichlet conditions). On the
right domain boundary, we applied natural (homogeneous Neumann) outflow boundary conditions.
This setup can for example represent a hot profile moved through cold air over a warm surface
which has a temperature between the temperature of the profile and the temperature of the air.
The value and direction of the free stream velocity is changing for the different setups and will
therefore be mentioned for each setup below.
We are now concentrating on the capabilities of the RB method to compute a scalar output based
on the field solution in a rapid and reliable way. As output function we consider the integral of the
temperature over the right (outflow) domain boundary. By dividing this value by the length of this
boundary, we can easily compute the mean temperature on the outflow boundary. This output is
thus not too abstract and related to the field solution in a relatively simple way.
5.3.1 Problem 1: Single Profile, no Angle of Attack
Variant A: No Ground Effect
In this variant, the free stream approaches the profile with zero angle of attack: w = (1, 0)T . The
parameters for this problem are the thickness of the profile µ1 and the Peclet number µ2. The
thickness may vary in µ1 ∈ [4, 24] while the Peclet number has to be in µ2 ∈ [0.1, 100]. The range
for the second parameter is very large, since the behavior of the solution changes completely for
the extremal values of µ2 = 0.1 and µ2 = 100.
The affine decompositions and FE meshes obtained for this and the following problems are very
similar to the affine decompositions and FE meshes obtained for the potential flows discussed in
the previous chapter. We will therefore not discuss the details here. For the relevant parameters,
such as the the number of affine terms Qa and the number of mesh elements Nt, refer to table 5.1.
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Figure 5.2: Sample points of the primal (left) and dual (right) greedy RB space.
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Figure 5.3: Maximum relative energy error as a function of the number of basis functions N for the
primal (left) and the dual (right) problem.
We note that the linear form has zero terms for all four problems that will be presented in this
chapter. The decompositions and meshes are shown in appendix A.
As this problem is nonsymmetric, we do not compute only the primal RB approximation space
but also a dual RB approximation space is necessary. The greedy algorithm selects Npr = 31 basis
functions for the primal andNdu = 32 basis functions for the dual approximation space. The sample
point distributions for the primal and the dual problem are visualized in figure 5.2. It is interesting
to note that the distributions are very similar and both show (as for the potential flows) a higher
density close to the boundaries of the parameter domain. Especially in the primal procedure, the
highest density is obtained for small values of µ2. As we will see below, this is related to the higher
sensitivity of the problem to this parameter for small values than for high values: The changes in
the solution are stronger for small changes of µ2 around µ2 = 0.1 than around µ2 = 100. Therefore,
the resulting sample point density has a logarithmic character in µ2.
The corresponding maximum relative energy errors (for the field solution) for the primal and
the dual problem are shown in figure 5.3. The error tolerance for the dual problem is half of
the error tolerance for the primal problem. The error reduction rate is very similar, but the dual
error decreases slightly faster and starts to show some oscillations for higher N . Nevertheless, the
resulting number of basis functions is comparable, as it is the case for all four problems investigated.
To illustrate the influence of the Peclet number on the solution of the problem, the temperature
fields for four different parameter combinations are shown in figure 5.4. It can be observed that
the diffusion indeed dominates for Pe = 0.1. The influence of the convecting free stream is barely
noticeable and the influence of the hot profile stretches very far, both up- and downstream as well as
across the stream. With increasing Peclet number, the convection of the temperature distribution
with the free stream to the right gets stronger and the temperature boundary layers get thinner
until the presence of the profile is only noticeable downstream in a very small corridor of little more
than the thickness of the profile.
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Figure 5.4: Temperature distribution for a thickness of µ1 = 12 and Peclet numbers of Pe = 0.1,
Pe = 1, Pe = 10 and Pe = 100 (from upper left to lower right).
Figure 5.5: Variation of the output functional over the parameter domain.
We will now concentrate on the output computation. In figure 5.5, the variation of the output
(the integrated temperature on the outflow boundary) for the whole parameter domain is shown.
The logarithmic scaling of the µ2 axis shows that the variations are indeed very strong for small
Peclet numbers while they are less pronounced for the bigger Peclet numbers. It becomes also
clear that the influence of the thickness is relatively small compared to the influence of the Peclet
number.
Figure 5.6 compares the a posteriori error estimates for the output with the real error between
RB and FE output on the whole parameter domain. It becomes clear that the highest errors occur
for small values of the Peclet number, which is reflected well by the error estimate. However, the
error estimate is not very sharp for this problem, although the SCM algorithm converged in a few
steps to fulfill the requirements on the maximum ratio αtol = αUB−αLBαUB = 0.85. We expected this
behavior, because in the general non-compliant case, we can no longer obtain an upper bound for
the output error bound effectivity. Hence we anticipate larger effectivities and thus more erratic
error bounds than in the compliant case [68]. In this case, the real error and the error estimate
may differ by about two to three orders of magnitude.
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Figure 5.6: A posteriori output error estimate (left) and actual output error (right)
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Figure 5.7: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ2 = 50.05, variable µ1, for Npr = Nmax and Ndu = Nmax.
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Figure 5.8: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ1 = 14, variable µ2, for Npr = Nmax and Ndu = Nmax.
For an easier evaluation of the output errors, figure 5.7 and figure 5.8 show the comparisons of
the output error estimates with the real output error and the output distribution together with
the error bar intervals for µ2 respectively µ1 fixed. Here, the maximum number of basis functions
has been used both for the primal and for the dual problem. The variation of the output with the
thickness of the profile is more or less linear, while for increasing Peclet number, it increases at
first until Pe ≈ 2 and then decreases again. As mentioned before, the variation with the Peclet
number is a lot stronger than the variation with the thickness. The errors and error estimates are
very small, but the difference between the estimated and the real error varies between two and
four orders of magnitude. This means, that the number of basis functions could be considerably
reduced to keep the desired accuracy. The highest errors (both estimated and real) are associated
with the small Peclet number limit, as the strongest changes in the output occur in this range1.
1Note that the error between the FE solution and the exact solution behaves the other way round, since the
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Figure 5.9: Output error and output with error bar interval (based on a posteriori output error
estimate) for Npr = 0 and Ndu = 30.
In the following, the influence of the number of basis functions used to solve the primal and dual
problem shall be investigated. For this reason, the total number (primal+dual) of basis functions is
reduced to be Ntot = 30 and different combinations of Npr and Ndu are used to solve the problem.
For each combination, the comparison of the error estimate with the real error and the output
together with the the error bar intervals are shown. In figure 5.9 and in figure 5.10, the two extremal
cases are shown, where only the primal or only the dual solution is used. Figure 5.11 shows the
case when the number of primal and dual bases is equal. We note that the error estimates change
considerably for the different combinations. It is obvious that the combination of the primal and
dual RB approximation spaces clearly improves the accuracy of the RB approximation compared
to the solution based on either the primal or the dual approximation space. These results are not
surprising and state our theoretical assumptions of section 2.6.1 where the primal-dual framework
has been developed explicitly to reach this aim.
As we are only comparing the solutions on two “lines” of the parameter domain, this result is of
course not necessarily as pronounced for the entire parameter domain. In practical applications, a
lookup table could be prepared in the oﬄine phase, based on the greedy sample set which contains
the maximum output error as a function of the number of primal and dual basis functions. This
table could be used to find the optimal primal/dual number of basis functions pair to reach a
desired accuracy, as mentioned in [68].
Finally, the oﬄine and online times should be mentioned here to give an impression of the
performance of the RB method for this case. The additional measures for the computational times
introduced in this chapter are summarized in table 5.2. For this geometry setup, the FE oﬄine
time has been toﬄineFE = 9min, which is very short. The primal oﬄine time for the RB method
contains the FE oﬄine time and the time necessary to generate the primal RB function space (the
time to perform the SCM algorithm to calculate the lower bounds for the coercivity constant and
the time to calculate the suitable primal basis functions by the greedy algorithm). This has been
toﬄineRB,pr = 44min which is still very short, considering the very fine mesh of the problem. The dual
numerical difficulties (concerning stability) in this case arise for high Peclet numbers while small Peclet numbers
are uncritical and can be well approximated.
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Figure 5.10: Output error and output with error bar interval (based on a posteriori output error
estimate) for Npr = 30 and Ndu = 0.
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Figure 5.11: Output error and output with error bar interval (based on a posteriori output error
estimate) for Npr = 15 and Ndu = 15.
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oﬄine time for the RB method contains the primal oﬄine RB time plus the time to generate the dual
RB space. In this case, it has been toﬄineRB,du = 57min and thus the additional effort for the generation
of the dual approximation space is definitely affordable. The FE online time for the computation
of 100 temperature field solutions is tonline, 100FE = 38.528s, while the corresponding time with the
RB method is tonline, 100RB = 4.36 · 10−2s and thus it is almost 900 times faster. This performance
is due to the very fine mesh and the moderate number of basis functions and affine terms in the
bilinear form. In addition, we measured the time to compute the scalar output for 100 parameter
instances with the full primal and dual RB space. In this case, this is tonline, 100RB,out = 0.1544s. Of
course, the accuracy of these solutions is much higher than required and the performance should
be improved by a lookup table as mentioned before.
Variant B: Ground Effect Included
The free stream velocity in this setup is as in variant A horizontal. The fact, that the velocity
should decrease to zero on the ground has not been taken into account here and thus it is again
set to w = (1, 0)T . The parameters for this problem are the thickness of the profile µ1 ∈ [4, 24],
the relative distance to the ground µ2 ∈ [1.5, 3] in terms of the thickness and the Peclet number
µ3 ∈ [0.1, 100].
We note from table 5.1 that the SCM algorithm is less efficient for the setups involving ground
effects. In this case it needs 394 steps to calculate the lower bounds for the coercivity constant.
Also the number of basis functions both for the primal and the dual problem is relatively high. The
implications are on the one hand an increased oﬄine time due to the costly SCM process. On the
other hand the RB online time tonline,100RB is high compared to the previous example. Nevertheless,
we achieve a speedup of 65 compared to the pure FE solution. It is also worth mentioning that
the additional effort for the computation of the dual RB space is only one hour and thus negligible
with respect to the primal oﬄine time for the RB method for this setup.
The influence of the ground effect in combination with the Peclet number on the temperature
field is illustrated in figure 5.12. The thermal boundary layer on the ground and on the profile
becomes thinner and and more separated for higher Peclet numbers. Again, the Peclet number has
a much stronger influence on the solution than the geometric parameters.
To study the influence of the new parameter, the distance to the ground, the output value and
the associated errors are shown in figure 5.13 as a function of µ2 for fixed values for the thickness
and the Peclet number (µ1 = 14 and µ3 = 50.05). Here, the full primal and dual RB space have
been used. Also the distance parameter has a nearly linear influence in the examined parameter
Figure 5.12: Temperature distribution for µ = (12, 1.5, 0.1), µ = (12, 1.5, 10), µ = (12, 3, 10) and
µ = (12, 3, 100) (from upper left to lower right).
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Figure 5.13: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ1 = 14, µ3 = 50.05, variable µ2.
range. Again, the error estimates and the real error differ by several orders of magnitude. In
contrast to the previous examples, the error estimate follows the qualitative behavior of the real
error only roughly but the maximum error is predicted correctly.
Finally, in figures 5.14 and 5.15 the output values and the associated errors for a reduced number
of basis functions are shown. Here, the number of primal and dual basis functions has been chosen to
be equal. It is interesting to note that the qualitative distribution of the error estimate nearly does
not change, but the absolute value of the error estimates decreases by three orders of magnitude
when the number of basis functions increases from N = 15 to N = Nmax. The real error is
decreasing by about the same order of magnitude, but it also changes its qualitative distribution.
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Figure 5.14: Output error and output with error bar interval (based on a posteriori output error
estimate) for Npr = Ndu = 35.
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Figure 5.15: Output error and output with error bar interval (based on a posteriori output error
estimate) for Npr = Ndu = 15.
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5.3.2 Problem 2: Single Profile, with Angle of Attack
Variant A: Angle of Attack Implemented in Boundary Conditions; no Ground Effect
In this variant, the free stream approaches the profile with an angle of attack µ2 which can be
different from zero. The free stream velocity is then set to w = (cos(µ2), sin(µ2))T . The parameters
for this problem are the thickness of the profile µ1 ∈ [4, 20], the angle of attack µ2 ∈ [0, pi/4] and
the Peclet number µ3 ∈ [0.1, 10]. Note that the range for the Peclet number has been reduced
in this setup to reduce the necessary number of basis functions and thus the computational times
both oﬄine and online.
The greedy sample point distributions for the primal and the dual problem are visualized in figure
5.16. The observations of the previous examples concerning the clustering of the sample points on
the boundary of the parameter domain are again confirmed. Especially the greedy algorithm for the
dual problem chose almost no sample points in the middle of the geometrical parameter domain.
In addition, the greedy algorithm for the primal problem shows an interesting accumulation of
sample points for small values of µ1. We note that the clustering in the small and high Peclet
number limits seems not as pronounced as the clustering for low and high values in the geometrical
parameters.
The influence of the angle of attack in combination with the Peclet number on the temperature
field is demonstrated in figure 5.17. While for low Peclet numbers, the angle of attack has almost
no influence on the temperature distribution, the influence for higher Peclet numbers where the
convection effects are important is very articulated. In addition, it can be observed that for higher
Peclet numbers in combination with high angles of attack the chosen zero Dirichlet boundary con-
ditions on the upper domain boundary are not suited anymore. Natural (homogeneous) Neumann
conditions would fit better in this case as they would allow the temperature to be convected out of
the domain boundaries, as it is the case on the right boundary.
Finally, we study the influence of the angle of attack on the output value and the associated errors
in figure 5.18. Here, the output value and errors are depicted as a function of µ2 for fixed values
µ1 = 12 and µ3 = 5.05. For this presentation the full primal and dual RB space have been used.
Unlike the thickness and the distance from ground, the angle of attack has a nonlinear influence on
the output. Of course, for higher angles of attack (when the changes in temperature are interacting
not only with the right domain boundary but also with the upper domain boundary), the outputs
are not comparable anymore. For lower angles of attack, the influence of the parameter is very
weak, while it increases for higher angles of attack. The difference between the real error and the
estimated error is two to three orders of magnitude. Compared to problem 1, variant B, where the
estimated error did not follow the qualitative behavior of the real error, the qualitative behavior
is imitated better for this setup. For higher angles of attack however, the approximation is much
better than predicted by the output error estimator.
5 10 15 200
0.2
0.4
0.6
mu1
m
u 2
5 10 15 200
0.2
0.4
0.6
mu1 dual
m
u 2
 
du
al
Figure 5.16: Sample points of the primal (left) and dual (right) greedy RB space. Point size is
relative to µ3.
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Figure 5.17: Temperature distribution for a thickness of µ1 = 12 and µ2 = pi/4µ3 = 0.1; µ2 =
pi/4µ3 = 10; µ2 = pi/8, µ3 = 0.1; µ2 = pi/8, µ3 = 10; (from upper left to lower right).
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Figure 5.18: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ1 = 12, µ3 = 50.05, variable µ2.
Variant B: Angle of Attack Implemented in Boundary Conditions; Ground Effect Included
In the last variant, the free stream approaches the profile with the angle of attack µ2 and the profile
has the distance µ3 from the ground. In addition, the convection velocity has a linear profile such
that it is zero on the ground and directed parallel to the ground. The parameters for this problem
are then the thickness of the profile µ1 ∈ [4, 20], the angle of attack µ2 ∈ [0, 0.15], the distance
from ground µ3 ∈ [0.2, 2] and the Peclet number µ4 ∈ [0.1, 10].
It is interesting to note from table 5.1 that there are more terms in the bilinear form than
subdomains. This can happen in this extent because the convection-diffusion operator consists of
two parts, the symmetric and the asymmetric part, and in this case not many of the terms can
be combined. In addition, the SCM algorithm needs many steps to fulfill the required quality on
the lower bounds for the coercivity constant. We allowed only 200 steps, which results in a value
for αtol ≈ 30. More steps would be needed to get lower bounds of a better quality. However, the
overall quality of the estimated error is not extremely worse than in the preceding examples, as we
shall see later. Nevertheless, we remark that the RB oﬄine times both for the primal and the dual
problem are very high since we used a very fine mesh and the problem consists of many affine terms
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Figure 5.19: Temperature distribution for µ = [12, 0.15, 0.2, 0.1], µ = (12, 0.15, 0.2, 10), µ =
(12, 0.15, 2, 0.1) and µ = (12, 0.15, 2, 10) (from upper left to lower right).
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Figure 5.20: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ1 = 12, µ3 = 1.1, µ4 = 5.05, variable µ2.
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Figure 5.21: Output error and output with error bar interval (based on a posteriori output error
estimate) for µ1 = 12, µ2 = 0.075, µ4 = 5.05, variable µ3.
and basis functions. Especially the SCM algorithm is then very demanding concerning memory
and the computational time of the greedy algorithm increases from step to step due to the larger
number of basis functions already held in the set.
Figure 5.19 illustrates the behavior of the temperature field for different distances to the ground
and Peclet numbers for the maximum allowed angle of attack. Again, the interaction between the
two temperature boundary layers can be observed. For low Peclet numbers, the boundary layers
are very thick and merge into one single region. For the higher Peclet numbers, especially for higher
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P1VA P1VB P2VA P2VB
# elements mesh Nt 12271 6727 12271 17173
# subdomains 42 88 42 57
affine terms Qa 24 42 34 90
Npr 31 70 55 112
Ndu 32 61 50 112
steps SCM Jmax 8 394 19 200
toﬄineFE 9min 40min 11min 2h 37min
toﬄineRB,pr 44min 12h 40min 1h 44min 46h 37min
toﬄineRB,du 57min 13h 39min 2h 27min 80h 32min
tonline, 100FE 38.528s 16.971s 36.921s 113.59s
tonline,100RB 0.0436s 0.2612s 0.141s 1.2899s
tonline, 100RB,out 0.1544s 0.680s 0.420s 3.46s
speedup 884 65 262 88
Table 5.1: Summary of all setups.
Symbol Name Explanation
toﬄineRB,pr RB primal oﬄine time FE oﬄine time
+ SCM algorithm for αLB(µ)
+ greedy algorithm for primal RB space
toﬄineRB,du RB dual oﬄine time RB primal oﬄine time
+ greedy algorithm for dual RB space
tonline,100RB,out RB online time computation of the scalar output for 100 different
parameter values (RB method, full primal & dual space)
Table 5.2: The additional computational times introduced in this chapter.
distances from the ground, the boundary layers are separated on a long part of the domain until
they merge further downstream of the profile.
To conclude the presentation of this example, figures 5.20 and 5.21 show the output and output
errors for the full primal and dual RB spaces as a function of µ2 and µ3, respectively, for fixed
values of the remaining parameters. We observe that the angle of attack has now a completely
different influence on the output. For higher angles of attack, the output is increasing. Unlike
in the separated treatment, the progress is first linear and then becomes flatter. The influence of
the distance of the ground is “s-shaped”: linear in the middle of the parameter domain, and less
steep for low and high values of µ3. The difference between the estimated and the real error is not
increased much compared to the other variants, despite the non-converging SCM algorithm.
Comparison
We will complete this presentation with a comparison of the performance of the RB method for all
four setups based on table 5.1. We note that the RB method needs considerably more oﬄine time
for the two setups involving ground effects. This is due on the one hand to the more complicated
geometry decomposition for the narrow region between the profile and the ground which results in
a higher number of affine subdomains and terms for these setups, and on the other hand the SCM
method and the greedy algorithm need more steps and more basis functions to fulfill the accuracy
requirements. Comparing the RB online times and speedups, again the setups without ground
effects perform better since they require less basis functions. In addition, we see that despite the
high number of affine terms and basis functions, the setup of problem 2, variant B performs better
than the one of problem 1, variant B, since the FE mesh of the underlying problem is finer for the
former one.
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Flow by a Penalty Method
After we illustrated the different steps and aspects of the reduced basis method in the two previous
chapters with examples for potential and thermal flows, we will now apply the reduced basis method
to creeping flows described by a reformulated Stokes system. The focus of the evaluation for the
different geometries described in section 3.2 is laid again on the computation of the scalar outputs
and the a posteriori error estimation for the outputs. In addition, the scalar outputs themselves
shall be investigated and discussed and an optimization of some of the geometries with respect to
lift and drag shall be carried out.
In the next sections, we will first introduce the Stokes problem and the necessary governing
equations for the standard Stokes system. We will then reformulate this system by a penalty
method to gain a system which is equivalent to the linear elasticity equations and state the weak
formulation. After the presentation of the numerical results for the different geometrical setups,
we will conclude with a discussion of the reduced basis method applied in the domain of shape
optimization. In this context, we will first give a short introduction to shape optimization and
constitute the capabilities of the reduced basis method in this domain. Finally, we will present the
results of the shape optimization applied to the geometrical setups.
6.1 The Stokes Problem
Stokes flows or “creeping flows” are incompressible flows for which the Reynolds number Re =
LUρ/µ is very small [53]. Here, L is a characteristic length of the domain, U is a characteristic
velocity and ρ and µ are the density and the viscosity of the fluid. The Reynolds number can be
small either because the domain or the object is very small, the fluid velocity or the density is very
small or the fluid is very viscous. This is the case for many applications, including e.g. blood flow
in the human body or groundwater flow in porous media. Of course, in the domain of F1 race car
engineering, the Reynolds numbers involved in most of the flow phenomena around the car will be
quite high and therefore Stokes flow can be considered only as intermediate or reduced model, see
section 3.3.
Stokes flow is governed by the following system of equations: (see e.g. [53], [62])
−µ∆u+∇p = f in Ω
∇ · u = 0 in Ω. (6.1)
The first equation is a simplified momentum equation that results of the full momentum equation
in the low Reynolds number limit. The second equation is the continuity equation. We see that we
are no longer solving a scalar equation - in the two-dimensional case, we have three unknowns. The
two velocity components and the pressure have to be computed. In addition, we have a coupled
system of partial differential equations that we have to solve. Details about the FE solution of the
Stokes system can be found e.g. in [14] and in [15].
In this case, we made use of a penalty method to approximate the Stokes flow by the use of the
linear elasticity equations, see section 6.2. This approach has some important advantages. The
main benefit is that we can remain in the coercive case while solving the standard Stokes system, we
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would loose this property. This would make the computations involved in the RB solution (mainly
oﬄine) a lot more expensive. The main drawback however is that we are not solving the “real”
Stokes system, but an approximation of this system which is not fulfilling the continuity equation
perfectly.
Although in the domain of F1 race car engineering, in most cases the full Navier-Stokes equations
have to be considered and the physical problem can not be approximated well by the model of Stokes
flow because the Reynolds numbers involved are too high, Stokes flow is an important intermediate
step towards the simulation of the full Navier-Stokes equations. In our case, it adds viscous effects
to our problem and thus allows us to calculate the aerodynamic forces that act upon the profiles.
We are considering the lift and the drag induced on the profile by the flow. These forces have
been subject to many theoretical and practical investigations, mainly in the domain of aircraft
engineering. They are crucial for the performance and the capabilities of airplanes and therefore a
lot of efforts have been made to reduce the drag while maintaining a given value for the lift. An
example for optimum aerodynamic design by the help of CFD techniques is given e.g. in [29]. For
high performance cars, lift and drag on wing profiles play also a very important role. In this case,
negative lift introduced by attachment parts like wings and flaps is desired to increase the road
adherence and to enhance the balance between the forces on the front and the rear axis and thus
to allow the pilot to drive through curves with higher speed without loosing control over the car.
At the same time, the additional drag introduced by these attachment parts has to be reduced as
much as possible to keep the maximum achievable velocity with the given engine power high. An
introduction to the aerodynamics involved in race car engineering can be found e.g. in [20].
6.2 Approximation of Stokes Flow by a Penalty Method
In the classical penalty method for the Stokes equation (see e.g. [32]), the continuity equation
∇ · u = 0 (6.2)
is replaced by the perturbed equation
∇ · u = −p in Ω. (6.3)
Here,  has to be a small parameter. This allows to eliminate the pressure in the equation system
(6.1). The resulting equation system is then
− µ∆(u)−∇
(
1

∇ · u
)
= f in Ω. (6.4)
By following this approach, the size of the system of equations can be reduced. For  → 0 the
solution of (6.4) converges to the solution of (6.1) with O() [73]. The original continuity equation
is no longer fulfilled, thus  has to be small enough to guarantee an accurate solution of (6.1).
Once the solution of (6.4) is computed, the pressure can be obtained from (6.3) by
p = −1

∇ · u. (6.5)
This means that the solution of an additional linear system is required. The problem with the
penalty method is however that for  → 0, the spectral condition number of the matrix corre-
sponding to the Galerkin FE solution of (6.4) behaves like 1/ (see [21], [62]) and therefore the
convergence rate will deteriorate rapidly. The discrete FE solution is said to “lock”, which means
that the solution remains at very erroneous values without further convergence towards the cor-
rect solution as the continuity term ∇ · u = 0 is dominating the equations. Techniques to avoid
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this are for example the use of an approximate integration for the penalty term. This could be a
Gauss quadrature rule of lower order than required as mentioned in [12]. Values for  that have
been chosen for physically meaningful numerical calculations in the literature vary approximately
in  ∈ [10−8, 10−5] (see e.g. [12], [51]). In [21], a value of  = 10−7 has been proposed.
As shown in [10], the resulting penalty system (6.4) is, for homogeneous Dirichlet boundary
conditions on the whole boundary ∂Ω, equivalent to the system governing linear elasticity problems:
− 2µ div E(u)− λ∇ (∇ · u) = −µ∆u− (λ+ µ)∇ (∇ · u) = f . (6.6)
Here, E(u) is the linearized strain tensor given by
Eij(u) = 12
(
∂ui
∂xj
+
∂uj
∂xi
)
, (6.7)
λ and µ are the so called Lamé constants and u is the displacement variable. This means, that for
large λ, we are solving the Stokes problem by a penalty approximation. By using the generalized
Hooke’s Law (see for example [18])
σij(u) = 2µEij(u) + λδijEkk(u), (6.8)
where σ is the stress tensor, δij is the Kronecker delta and Ekk(u) means the trace of E , equation
(6.6) can be derived of the general equilibrium equations
∂σij
∂xj
+ fi = 0 in Ω. (6.9)
For isotropic materials, the components of the stress tensor σij can be written as
σij = Cijkl
∂uk
∂xl
(6.10)
where Cijkl is the elasticity tensor. For the case of linear elasticity and isotropic materials, it has
the form (see [30] and [75])
Cijkl = λδijδkl + µ(δikδjl + δilδjk). (6.11)
Normally, the Lamé constants are not used but they are replaced by a set of engineering con-
stants: Young’s modus E and Poisson’s ratio ν. The relations between these constants are given
as follows [18]:
µ =
E
2(1 + ν)
(6.12)
λ =
νE
(1 + ν)(1− 2ν) (6.13)
E =
µ(2µ+ 3λ)
µ+ λ
(6.14)
ν =
λ
2(µ+ λ)
. (6.15)
As mentioned before, to approximate Stokes flow by the linear elasticity equations, we have to
use λ→∞, which corresponds to an almost incompressible material and the displacement variable
u can be interpreted as the material velocity. In terms of the engineering constants, this means
that Poisson’s ratio ν has to be close to 1/2. For our calculations we used the values ν = 0.475
and E = 1, which corresponds to λ ≈ 6.44. This means that we are still far from the limiting case
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where the elasticity problem is equivalent to Stokes flow and the continuity equation is not fulfilled
very accurately. The result is that we include artificial mass sources and/or sinks in our domain.
The reason for this choice of the parameters is the bad numerical conditioning that is provoked by
very high values for λ, respectively very small values for  as explained before. As we were using
the standard capabilities of the rbMIT package for linear elasticity problems, which do not provide
any techniques to prevent the solution from “locking”, we had to make sure that the solution is not
spoiled by numeric effects. For the chosen values, the solution of the problems remained stable but
we had to accept the bad representation of physics. For higher values of λ, respectively ν closer to
1/2, the errors and instabilities arising from the numerical solution of the underlying FE problems
grew very fast.
In the two-dimensional case, to approximate Stokes flow, we have to impose the plane strain
approximation Ezz = Eyz = Exz = 0. In addition, we assume that all tractions and body forces do
not vary with z, that means that they are only functions of x and y.
6.3 Problem Statement
The weak formulation of equation (6.9) is again standard. Multiplying equation (6.9) by the test
function v ∈ Xe, integrating on Ωo(µ), using integration by parts and the divergence theorem and
applying boundary conditions we get∫
Ωo(µ)
∂vi
∂xj
σij =
∫
Ωo(µ)
vibi +
∫
∂ΩNo (µ)
(vifneni + vifte
t
i), ∀v = (v1, v2)T ∈ Xe. (6.16)
In this formulation, we used the boundary conditions
σije
n
j = fne
n
i on ∂Ω
N
o (µ), (6.17)
σije
t
j = fte
t
i on ∂Ω
N
o (µ), (6.18)
where eni and e
t
i represent the components of the normal (n) and tangential (t) unit vector.
The compact formulation of our weak statement then follows as
a(w, v;µ) = f(v;µ) ∀v ∈ Xe, (6.19)
where
a(w, v;µ) =
∫
Ωo(µ)
∂vi
∂xj
Cijkl
∂wk
∂xl
(6.20)
f(v;µ) =
∫
Ωo(µ)
vibi +
∫
∂ΩNo (µ)
(vifneni + vifte
t
i). (6.21)
The formulation on the reference domain Ω (2.1) follows then with the methods of section 2.7.
6.4 Numerical Results
In the following, we will present the numerical results for approximated Stokes flow that we obtained
by applying the RB method to the linear elasticity equations for plane strain with a Poisson’s ratio
of ν = 0.475 and a Young’s modulus of E = 1. We considered the four different geometry setups
that have already been investigated for the thermal flows: the single profile with zero angle of
attack without and with ground effects included, and the same setups with the angle of attack
included as additional parameter. For these calculations, we did not use the Matlab meshing
facilities anymore, but included the meshing routines of COMSOL via the COMSOL interface that
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Figure 6.1: Boundary conditions.
the rbMIT code provides. This allowed us to work with meshes with a better quality where the
differences in the mesh density are reduced considerably compared to the Matlab-meshes used in
the previous chapters.
All problems are again based on the rectangular domain of the size [−6, 6] × [−4, 4], the big
domain. In the setups with ground effect, the lower domain boundary is moved closer to the profile
according to the chosen distance from the ground. The boundary conditions are chosen similarly
for all four setups, see figure 6.1. On the profile, the velocities have to be zero, so homogeneous
Dirichlet conditions in both directions x1 and x2 have been applied. On the left, upper and
lower domain boundary, the boundary conditions have to impose the free flow. Therefore, we
chose inhomogeneous Dirichlet boundary conditions to impose either a flow parallel to the x1-axis
(u = 1, v = 0) or a flow with a parameter dependent angle of attack (u = cosα, v = sinα). In
the variants with ground effect, the model of a profile (eventually turned by the angle of attack)
moving parallel to the ground has been adopted (“real” driving situation). That means, that for
a correct representation of this situation, the velocity on the “ground” has to be the free stream
velocity directed parallel to the ground. The situation that can be found e.g. in a wind-tunnel,
where the profile is fixed over the ground and the air is blown past the profile, could be modeled
by using homogeneous Dirichlet conditions on the ground and thus imposing zero air velocity on
the ground. On the right domain boundary, homogeneous (natural) Neumann outflow conditions
have been imposed.
The scalar outputs that we are calculating are the lift and the drag force that act on the profile.
They can be calculated as the integral of the stresses Cijkl(∂uk/∂xl)nj over the surface of the
profile. The component in x1-direction is interpreted as negative drag, while the component in
x2-direction is interpreted as negative lift, as the actual drag and lift forces are directed in the
opposite direction. For the two setups including an angle of attack, the calculated “lift” and “drag”
output values are directed in the x1 and x2-direction of the fixed coordinate system. In fact, as
we are approximating Stokes flow, the domain boundaries are chosen too close to the profile and
the results would change considerably if the domain would be chosen bigger. One of the main
characteristics of Stokes flow is that the influence of a body on the flow extends very far in all
directions and therefore the domain would have to stretch theoretically nearly to infinity (see [53]).
If the domain is chosen small (as we did), one has to be aware that the the boundary conditions
have an effect on the solution close to the profile and therefore also on the outputs, the lift and the
drag force that act on the profile.
As we are working with the penalty method to approximate the Stokes flow, a mass sink is
included in the calculations, and therefore the application of compatible Dirichlet boundary con-
ditions on the right domain boundary would not lead to the same result as the application of
homogeneous Neumann conditions. The Dirichlet conditions would enforce the same mass flow on
the right domain boundary that entered on the corresponding inflow boundaries, while the Neu-
mann conditions allow for a lower mass flow that is determined by the mass sink (which is directly
related to our choice of the penalty variable ).
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6.4.1 Problem 1: Single Profile, no Angle of Attack
Variant A: No Ground Effect
In this problem, the free stream approaches the profile with zero angle of attack. The single
parameter for this problem is the thickness of the profile µ1. It may vary in µ1 ∈ [4, 24]. An
overview of the parameters and parameter ranges involved in this and the following problems is
given in table 6.2.
The FE meshes for the following problems can be found in appendix A. These meshes have
clearly a higher quality than the meshes created by the Matlab meshing facilities and are better
suited for the calculation of Stokes flow. For the relevant parameters, such as the the number of
affine terms Qa and the number of mesh elements Nt, refer to table 6.1. Note that the linear form
has again zero terms for all four problems that will be presented in this chapter.
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Figure 6.2: Sample points of the primal (first), the dual drag (second) and the dual lift (third)
greedy RB spaces.
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Figure 6.3: Maximum relative energy error as a function of the number of basis functions N for the
primal (first), the dual drag (second) and the dual lift (third) problem.
As we need to calculate a different dual RB space for each output, we now work with three
different RB spaces. The greedy algorithm needs to choose Npr = 5 RB basis functions for the
primal RB spaces, Ndu,drag = 5 RB basis functions for the dual problem related to the drag
calculation and Ndu,lift = 6 RB basis functions for the dual problem related to the lift calculation.
The greedy sample point distribution for the primal and the dual problem are visualized in figure
6.2. The clustering of the sample points that could be observed in the previous reports is not very
pronounced here. Nevertheless, a slightly higher density for the smaller parameter values can be
observed for all three RB spaces. The corresponding maximum relative energy errors (for the field
solution) for the primal and the dual problems are shown in figure 6.3. The error reduction rate is
comparable for all three problems.
To illustrate the behavior of the solution for this fluid model, the field solutions for the two
velocity components, the pressure and a detail of the streamlines around the profile are shown in
figure 6.4 for a thickness of µ = 24. First, we note the mass losses due to the use of the penalty
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Figure 6.4: Velocity components, pressure field and streamlines together with velocity magnitude
for µ = 24.
method. The mass flow over the left domain boundary is higher than the mass flow over the right
domain boundary, with no streamlines crossing the upper and lower domain boundary. This causes
a stronger asymmetry of the flow in x1-direction than it would be caused by the slightly asymmetric
profile. The pressure has been calculated for visualization purposes by a low order finite difference
approximation of the velocity gradients and is therefore subject to numerical errors and has an
increased dependence of the mesh quality. Therefore, it is not as smooth as the solutions for the
two velocity components. The front and the rear stagnation points are situated precisely at the
nose respectively the tail of the profile and the velocity is decreasing correctly in the vicinity of the
profile to fulfill the requirement of zero velocity on the surface of the profiles.
We will now concentrate on the output computation. In figure 6.5, the computed values for the
negative drag and lift are shown. The negative drag varies linearly with the thickness of the profile
and decreases for increasing thickness. That means that the real drag force acting on the profile
increases as the thickness is increasing. This is correct according to the experimental observations
for the NACA-profiles [1]. The lift should be - in theory - zero. Due to slight asymmetries in the
mesh and therefore also in the solution, it is not exactly zero but very small. For thicker profiles,
the influence of the asymmetry seems to decrease and so the negative lift is closer to zero for thicker
profiles.
Figure 6.6 shows the variation of the error in the outputs with the thickness of the profiles. It can
be observed that the output error estimates are slightly sharper than for the thermal flows studied
in chapter 5 in this case, especially for the drag. Nevertheless, the real error in the output values
is still two to three orders of magnitude smaller than the estimated error, even if this is due to the
security margins provided by error bounds. The qualitative behavior of the error is represented
extremely well by the error estimator in this case.
Figure 6.7 shows the development of the dual error estimate for an increasing number of RB basis
functions (from zero to Nmax,du) in the dual RB space for the drag and lift outputs together with
the error estimate for the output error if only the primal approximation is used. Each blue line
represents a different number of dual basis functions, the top line is the error estimate if no dual
basis functions are used, the lowest line is the error estimate if all available dual basis functions
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Figure 6.5: Variation of the output functionals over the parameter domain together with errorbar
intervals for drag (left) and lift (right).
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Figure 6.6: Comparison of the output error estimates with the real output error for drag (left) and
lift (right).
are used. The reduction of the dual error estimate with each new discrete sample point can be
observed quite well. The estimated error is smaller on the whole parameter domain if a new basis
function is added, and for the chosen sample point and its vicinity, it decreases considerably. Like
this, discrete peaks are created in the vicinity of the parameter sample points, where the error is
much lower than for the rest of the domain. It has to be noted that if no dual basis functions are
used, the error estimator for the dual error does not produce the same result as the error estimator
for the primal error, because slightly different error estimators are used. The dual error estimate
actually makes sense only if there are indeed dual basis functions used in the solution process.
To conclude the discussion of this first setup, we will give an impression of the performance
of the RB method for this fluid model. For this geometry setup, the FE oﬄine time has been
toﬄineFE = 43min. The increased time compared to the solution of e.g. the convection-diffusion
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Figure 6.7: A posteriori output error estimates for primal and dual error for the computation of
the drag (left) and the lift (right); the number of dual basis functions increases from
the top to the lowest blue line from zero to Nmax,du.
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greedy RB spaces.
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Figure 6.9: Maximum relative energy error as a function of the number of basis functions N for the
primal (first), the dual drag (second) and the dual lift (third) problem.
equation with a FE mesh with a comparable number of mesh elements is due to the fact that we
are now solving a system of equations and not a scalar problem anymore. The primal oﬄine time
for the RB method (defined as in chapter 5) has been toﬄineRB,pr = 1h 14min and thus the additional
effort compared to the FE method is very small. The dual oﬄine time for the RB method has
been toﬄineRB,du = 1h 19min. The additional time required to form the dual approximation spaces can
thus be neglected in this case. The FE online time for the computation of 100 field solutions is
tonline, 100FE = 29.394s, while the time for the RB method is t
online, 100
RB = 2.34 · 10−2s and thus it is
about 1250 times faster. This outstanding performance is due to the very fine mesh and the small
number of basis functions and affine terms in the bilinear form. In addition, we measured the time
to compute the scalar outputs for 100 parameter instances with the full primal and dual RB space.
In this case, this is tonline, 100RB,drag = 0.15s for the drag computation and t
online, 100
RB,lift = 0.16s for the lift
computation.
Variant B: Ground Effect Included
This problem combines the setup of variant A with the ground effect. The lower domain boundary
is therefore moved to a line parallel to the x1-axis through yL = −µ1/200−µ2, where the parameters
are defined according to table 6.2.
As for the previous fluid models, the SCM computation of the lower bounds for the coercivity
constant is a lot more demanding for the geometries including ground effects. The SCM algorithm
needs 400 steps to get upper and lower bounds that result in αtol ≈ 3. More steps would be needed
to fulfill the usual requirement αtol ≤ 0.85, but the additional accuracy gained by continuing the
procedure would not justify the additional oﬄine costs. The RB oﬄine time is already very high
due to the high number of SCM steps, see table 6.1. The greedy algorithm needs then to choose
Npr = 47 RB basis functions for the primal, Ndu,drag = 50 RB basis functions for the dual problem
related to the drag calculation and Ndu,lift = 51 RB basis functions for the dual problem related
to the lift calculation. The greedy sample point distributions for the primal and the dual problem
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Figure 6.10: Velocity components, pressure field and streamlines together with velocity magnitude
for µ = (12, 0.1).
Figure 6.11: Velocity components, pressure field and streamlines together with velocity magnitude
for µ = (12, 2).
are visualized in figure 6.8. Again, the clustering of the sample points on the boundary of the
parameter domain that could be observed in the previous reports is not very pronounced here, but
an interesting clustering of the sample points for the dual drag basis appears: The density of the
sample points for the lower values of µ2 is increased for nearly discrete values of µ1. For higher
values of µ2, this effect can not be observed anymore. The corresponding maximum relative energy
errors (for the field solution) for the primal and the dual problems are shown in figure 6.9. Note
that the error reduction rates for the two different dual problems are almost equal, although there
are many differences in the distributions of the sample points.
To illustrate the influence of the ground effect on the solution, the field solutions for the two
velocity components, the pressure and a a detail of the streamlines around the profile are shown
in figure 6.10 for µ = (12, 0.1) and in figure 6.11 for µ = (12, 2). For decreasing distance of the
ground, the pressure maximum respectively minimum gets stronger on the lower side of the profile.
The flow around the profile and the pressure distribution gets more and more asymmetric, as the
flow below the profile is forced to be parallel to the ground. The velocity boundary layer between
the profile and the ground is therefore much thinner than the boundary layer on the upper side of
the profile for small distances to the ground. If the profile is situated farther away of the ground,
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Figure 6.12: Variation of the output functionals over the parameter domain for drag (left) and lift
(right).
Figure 6.13: Comparison of the output error estimates (left) with the real output error (right) for
drag (upper) and lift (lower).
the flow profile gets again more symmetric, but the influence of the ground can still be observed
clearly for the maximum distance allowed for this setup, as it is typical for Stokes-flow.
In the following, we will again concentrate on the output computation. In figure 6.12, the
computed values for the negative drag and lift are shown. It is obvious that the influence of the
distance to the ground is stronger than the influence of the thickness of the profiles. The variation
of the output with the distance of the ground is both for negative drag and lift still relatively small
for higher values of the distance. If the distance gets smaller, at about µ2 ≈ 0.7, the variation of
both outputs starts to get steeper, until they decrease very rapidly for very small distances. While
the negative drag decreases with increasing thickness (as already seen for the previous variant) over
the whole range for µ2, the negative lift is nearly independent of the thickness for high values for
µ2 and decreases for increasing thickness for small values of µ2.
The comparison of the output error estimates with the real output error in figure 6.13 shows that
the highest errors occur for small values of µ2. For both the lift and the drag, the variation of the
error over the parameter domain is about five orders of magnitude both for the real error and for
the estimated error and thus relatively high. The difference between the estimated error and the
real error is about three orders of magnitude.
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Figure 6.14: Velocity components, pressure field and streamlines together with velocity magnitude
for µ = (12, pi/8).
6.4.2 Problem 2: Single Profile, with Angle of Attack
Variant A: Angle of Attack Implemented in Boundary Conditions; no Ground Effect
This problem combines the setup of problem 1, variant A with a variable angle of attack imple-
mented in the boundary conditions, see table 6.2. Figure 6.14 shows the field solutions for the ve-
locity components, the pressure and a detail of the streamlines around the profile for µ = (12, pi/8).
With increasing angle of attack, the region of low velocity around the profile rotates and extends
over a bigger domain. The pressure distribution gets more and more asymmetric. The regions of
low and high pressure are turned according to the angle of attack, thus the pressure distribution is
- as we have seen for potential flows in chapter 4 - somewhat antisymmetric. Contrary to potential
flows, Stokes flow can not flow around the sharp trailing edge and thus the rear stagnation point is
situated on the trailing edge and not on the upper side of the airfoil. Nevertheless, due to the char-
acter of Stokes flow and the chosen boundary conditions, the profile does not change the direction
of the flow further downstream, except of a small region in the direct vicinity of the profile.
We will now again discuss the output computation. In figure 6.15, the computed values for the
negative drag and lift are shown. Here it has to be kept in mind that the force components are given
in the x1- and x2- direction of the fixed coordinate system and not in the components parallel and
perpendicular to the angle of attack. We see that the absolute value of the negative drag decreases
for increasing angle of attack as well as for increasing thickness. The dependence on the thickness
seems to be linear, while the steepness of the output functional increases with increasing angle of
attack. The negative lift in this coordinate system does not depend on the thickness at all, and its
absolute value increases for increasing angles of attack.
The output error estimates for lift and drag are shown in figure 6.16. It is interesting to note
that the error does almost not depend on the angle of attack, but it shows negative peaks for some
discrete values for the thickness where it is extraordinary small. This behavior indicates that the
second parameter has not a big influence on the complexity of the output computation and the
error behaves essentially as for problem 1, variant A.
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Figure 6.15: Variation of the output functionals over the parameter domain for drag (left) and lift
(right).
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Figure 6.16: Output error estimates for drag (left) and lift (right).
Variant B: Angle of Attack Implemented in Boundary Conditions; Ground Effect Included
Finally, this problem combines the setup of problem 1, variant B with a variable angle of attack
implemented in the boundary conditions and in a rotation of the lower domain boundary (“the
ground”). To illustrate the combined effects of the angle of attack and the ground effect on the
solution, the field solutions for the two velocity components, the pressure and a detail of the
streamlines around the profile are shown in figure 6.17 for µ = (12, 0.15, 0.2). One can see that
there is in fact a superposition of the two effects explained before.
To conclude, the behavior of the outputs shall be discussed. In figure 6.18, the computed values
for the negative drag are shown as a function of µ2 and µ3 for four different values of µ1. The
distance from the ground has the biggest influence on the solution, while again the dependence
Figure 6.17: Velocity components, pressure field and streamlines together with velocity magnitude
for µ = (12, 0.15, 0.2).
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Figure 6.18: Variation of the output functionals over the parameter domain for the drag, µ1 is
increasing from the upper left to the lower right.
on the distance remains relatively weak for higher distances of the ground and starts to get very
strong for small distances. This behavior is essentially the same as discussed for problem 1, variant
B. The absolute value of the negative drag increases slightly for increasing angle of attack and also
for increasing thickness of the profile. The dependence of the negative lift on the three parameters
is more complicated, see figure 6.19. While for higher distances of the ground the dependence of
the angle of attack is almost linear with a constant gradient, the gradient starts to increase with
decreasing distance starting at about µ3 = 0.7. The dependence of the thickness is not very strong
in the limit of higher distances from the ground, but it gets more pronounced for small distances
from the ground. The superposition of the effects causes the lift to change the sign for an angle of
attack depending on the distance of the ground as the two parameters have an opposed effect on
the lift. While the negative lift (the force that is pressing the profile to the ground) increases for
increasing negative angle of attack, a decreasing distance from the ground increases the positive
lift (the force that is lifting the profile away from the ground).
Comparison
We will complete the discussion of the single setups with a comparison of the performance of the
RB method for all four setups based on table 6.1. Comparing the affine decompositions and the
number of affine terms, it becomes clear that the two setups without ground effects behave very
similar. The setups with ground effects require a much more complicated decomposition and thus
result in a higher number of affine terms. The same behavior can be observed in the number of
basis functions needed both for the primal and the dual RB spaces. While the setups without
ground effect require only a very moderate number of basis functions (which is almost equal for
the dual problems), the setups with ground effects need on the one hand a lot more SCM steps,
and on the other hand a strongly increased number of basis functions for both the primal and the
dual problems. This has of course effects on the oﬄine and online effort, as the oﬄine effort is
extremely high for the two setups with ground effects due to the many SCM steps (which account
for the biggest part of the oﬄine RB time) and the long greedy sampling procedures. The increased
number of basis functions then leads to a lower speedup for these setups compared to the excellent
speedup for the two setups of variant A.
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Figure 6.19: Variation of the output functionals over the parameter domain for the lift, µ1 is in-
creasing from the upper left to the lower right.
P1VA P1VB P2VA P2VB
# elements mesh Nt 10210 7714 10210 7714
# subdomains 98 99 98 99
affine terms Qa 30 72 30 82
Npr 5 47 10 63
Ndu,drag 5 50 5 53
Ndu,lift 6 52 5 58
steps SCM Jmax 9 400 9 500
toﬄineFE 43min 1h 4min 57min 2h 20min
toﬄineRB,pr 1h 14min 33h 35min 1h 34min 57h 12min
toﬄineRB,du 1h 19min 39h 43min 1h 40min 66h 56min
tonline, 100FE 29.394s 33.785s 32.344s 38.441s
tonline,100RB 0.0234s 0.2531s 0.0374s 0.461s
tonline, 100RB,drag 0.15s 0.99s 0.18s 1.38s
tonline, 100RB,lift 0.16s 0.99s 0.18s 1.59s
speedup 1256.16 133.48 864.82 83.39
Table 6.1: Summary of all setups.
Problem µ1 Range µ1 µ2 Range µ2 µ3 Range µ3
P1 VA thickness [4, 24]
P1 VB thickness [4, 20] distance to ground [0.1, 2]
P2 VA thickness [4, 24] angle of attack [0, pi/4]
P2 VB thickness [4, 20] angle of attack [0, 0.15] distance to ground [0.2, 2]
Table 6.2: Parameters and parameter ranges.
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6.5 Shape Optimization
In this section, we will perform the optimization of some of the setups previously discussed with
regard to the aerodynamic forces lift and drag. As already mentioned, in the domain of race car
engineering, the intention of the use of additional parts such as wings on high performance cars
is to add negative lift to the vehicle that increases the maneuverability for high velocities. The
additional drag introduced to the system of car and wing should be as small as possible. There
are now two different approaches possible, either one tries to maximize the lift-to-drag ratio, or
one aims at minimum drag for a prescribed value or allowed range for the lift. The first could
be realized by so called “unconstrained optimization”, while the second approach is subject to the
“constrained optimization” algorithms. In the following, we will very briefly give the basics of
shape optimization with respect to the special problems that we are working with and want to
highlight the special abilities of the reduced basis method in optimization applications. We will
not go into details, as this work focuses on the methodology of the reduced basis method that itself
gives us all necessary ingredients for a rapid and reliable optimization with a wide range of possible
optimization algorithms.
6.5.1 Introduction
Shape optimization is an example for a special class of optimization problems. It aims at the
optimization of one or more cost functionals J(µ)i which depend on design parameters µ ∈ D
which define the shape of the system within the admissible set of values D [39]. In our case, the
cost functional is depending on the design parameters not only directly, but also through the field
variable u(µ) that is the solution of a parametrized partial differential equation. So in fact, our
problem may belong to the domain of optimal control, where the solution of a partial differential
equation (the state variable) shall be controlled by a parameter or control variable in an optimal
way. In addition, our optimization problem can include one or more constraints, that can also
be dependent of the parameters µ and the field variable u(µ). The solution of the optimization
problem normally involves the solution of the partial differential equation for many parameter
values and often information about the Jacobian or Hessian matrices of the system is needed, too.
Therefore, the solution of shape optimization problems usually is very expensive and the use of the
reduced basis method in this context to reduce the computational times needed is a very promising
approach.
There exist a huge number of different ways and techniques to solve such shape optimization
problems. Basically, there can be found two different approaches. The first approach is first
to establish all equations necessary to solve the optimization problem and then to discretize the
resulting system of partial differential equations and algebraic equations (“optimize then discretize”),
while the second approach at first uses suitable discretization strategies for the partial differential
equation and/or the cost functionals and constraints and then applies an optimization procedure to
the discretized equation systems (“discretize then optimize”). A presentation of general algorithms
for optimization, from the well-known general gradient and Newton methods to more specialized
and sophisticated procedures, can be found e.g. in [42]. Optimal control for systems governed
by partial differential equations is addressed in [33] and a good review of techniques for shape
optimization for fluids is presented in [39].
6.5.2 The Reduced Basis Method for Shape Optimization
There are a number of works that used the reduced basis approach for optimization problems
following the first approach (“optimize then discretize”) (e.g. [67], [61]), but here we want to present
the abilities of the reduced basis method in the context of the second approach (“discretize then
optimize”) for affinely parametrized coercive elliptic partial differential equations. Earlier work
96
6.5 Shape Optimization
on the application of the reduced basis method in optimization and optimal control for fluid flow
problems has been done by Ito and Ravindran ([25], [26] and [27]).
If the cost functional J(µ) is composed only of bounded linear functionals l(u(µ)) that can
be computed as outputs of the reduced basis method applied to the governing partial differential
equation (and possibly of functions that are directly dependent on the parameters), the RB method
is directly applicable for the computation of the cost functional. The computational costs of the
output computation by the reduced basis method are much lower than the computational costs
that would arise by the computation of the outputs by the use of the FE method, as shown and
explained in the previous chapters. But not only the computation of the output values (and thus
the cost functional) can benefit from the RB method, but also the computation of the gradients and
the Hessian of the outputs can be performed by the use of the RB method with a computational
time comparable to that for the computation of the outputs, as demonstrated in [52]. In addition,
the RB method provides sharp and rigorous error bounds. We can use these error bounds to
guarantee that the constraints on our optimization problem are indeed respected, see section 2.4.5.
The sharpness of the error bounds is important to ensure that we do not include security margins
that are unnecessarily high and therefore prevent us from finding the true optimal solution. In [52],
the authors also show a way how to compute the gradients and Hessians of the Reduced-Basis
output error bounds at approximately the same computational cost as for the output computation.
The solution of the optimization problem is thus not bound to a specific optimization algorithm,
but a procedure that is making use of all this additional information on the output is certainly best
suited for this approach.
In our case, we composed the cost functionals of the drag force, the lift force and the thickness
of the profile as a measure for its volume, which should be as small as possible. In each case, we
considered a constrained problem and an unconstrained problem. The concrete formulation for the
cost functionals and the constraints varies for the different setups, so we will mention them for
each of the problems below. For the solution of the optimization problem we chose a “brute-force”
approach and computed the output values for the complete parameter domain with a very small step
size for the different parameters. After that, the “real” aerodynamic forces were calculated of the
output functionals by rotating them in the right coordinate system and changing the sign. In this
way, we can reproduce the output functionals and aerodynamic forces and search for the minimum
of the cost functional (while fulfilling the constraints) afterwards. As the computational times for
the output evaluation are very short, this is even feasible up to a moderate number of parameters.
If many parameters are included, of course a more sophisticated optimization algorithm should be
used.
6.5.3 Numerical Results
Problem 1, Variant B
The first setup we are considering for optimization is problem 1, variant B. As we do not include
an angle of attack in our calculations, the drag and lift forces are already given in the right
coordinate system and have only to be multiplied by −1 to give the correct lift and drag forces.
Figure 6.20 shows the drag and lift defined in the correct directions. As already discussed in the
previous sections, both forces are increasing strongly when the profile is approaching the ground.
For attachment parts for race cars, this effect is of course undesired both for the drag and the lift
and small distances to the ground should therefore be avoided. For real flow situations around race
cars where the profiles are also interacting with the rest of the car in a complex way, the effects
could be different and there could be reasons to place the attachment parts close to the ground
anyways.
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Figure 6.20: Drag (left) and lift (right) forces in correct direction, problem 1, variant B.
constrained unconstrained
µopt1 4 4
µopt2 2 1.8465
D 0.5978 0.5997
L 0.0547 0.0541
Table 6.3: Optimization results, problem 1, variant B.
The constrained optimization has been done by using the following objective function:
J(µ) = 10
D(µ)
Dref
+
µ1
Vref
(6.22)
were D is the drag force, Dref is the reference drag force and is given as Dref = 0.6 and Vref = 14 is
the reference thickness. These reference values will remain the same for the following setups. The
optimization of the drag is weighted stronger than the reduction of the volume. The constraints are
given for the lift force. As we have seen that the lift is always positive (and positive lift is normally
unwanted for race car attachment parts), a maximum allowed lift force is given as Lmax = 0.2.
The unconstrained optimization is done with the following objective function:
J(µ) = 10D(µ)L(µ) + µ1. (6.23)
Here, the first term tries to minimize both drag and (in this case always positive thus unwanted)
lift force. The second term again tries to keep the volume of the profile as small as possible. The
results for the two optimization strategies and objective functions are shown in table 6.3. The
results are relatively similar as both variants choose the thinnest possible profile in combination
with a big distance to the ground. Figure 6.21 shows the resulting pressure distributions for the
optimal setups for both optimization variants and cost functionals.
Figure 6.21: Optimal pressure distribution: constrained (left) and unconstrained (right) optimiza-
tion procedure, problem 1, variant B.
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Figure 6.22: Drag (left) and lift (right) forces in correct direction, problem 2, variant A.
constrained unconstrained
µopt1 4 4
µopt2 0.4601 0.6743
D 0.5589 0.6123
L 0.1112 0.1355
Table 6.4: Optimization results, problem 2, variant A.
Problem 2, Variant A
The second setup we are considering for optimization is problem 2, variant A. For this setup, the
lift and drag components first have to be turned into the coordinate system which is aligned with
the free stream direction and the signs have to be changed. Figure 6.22 shows the drag and lift
defined in the correct directions. The drag is increasing both with the thickness of the profile
and the angle of attack. The lift is increasing with increasing angle of attack and decreasing with
increasing thickness. For low angles of attack, the lift is almost zero (resp. zero for zero angle of
attack due to symmetry reasons) and is therefore almost constant for changing thickness.
The constrained optimization has been done again by using the objective function of problem 1,
variant B with constraints given for the lift force:
J(µ) = 10
D(µ)
Dref
+
µ1
Vref
. (6.24)
Now we can interpret the resulting lift as desired quantity as we could easily reflect the setup on
the x1-axis to get a negative lift force. Therefore a desired interval for the resulting lift force is
given by Lmax = 0.13, Lmin = 0.11. The unconstrained optimization is done using the objective
function
J(µ) = 10
D(µ)
L(µ)
+ µ1. (6.25)
Here, the first term maximizes the lift-to-drag ratio (resp. minimizes the drag-to-lift ratio). The
second term tries to keep the volume of the profile small. The results for the two strategies and
cost functionals are shown in table 6.4. The unconstrained optimization results in a higher lift force
but accepts a higher drag force. The constrained optimization finds a setup with a lift force close
to the minimum lift allowed with the smallest possible value for the drag in the feasible region.
Figure 6.23 shows the resulting pressure distributions for the optimal setups.
Problem 2, Variant B
The last setup we are considering for optimization is problem 2, variant B. As for the previous
setup, the lift and drag components first have to be turned into the coordinate system which is
aligned with the free stream direction and the signs have to be changed. We skip the presentation
of the resulting lift and drag forces here.
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Figure 6.23: Optimal pressure distribution: constrained (left) and unconstrained (right) optimiza-
tion procedure, problem 2, variant A.
constrained unconstrained
µopt1 4 4
µopt2 0.1342 0.15
µopt3 1.8105 2.0
D 1.1932 0.6331
L -0.0577 -0.0053
Table 6.5: Optimization results, problem 2, variant B.
The constrained optimization has been done again by using the objective function of problem 1,
variant B with constraints for the lift:
J(µ) = 10
D(µ)
Dref
+
µ1
Vref
. (6.26)
We have to require a negative lift in this case. Therefore we define an interval in which the resulting
lift should reside: Lmin = −0.13 and Lmax = −0.05. The unconstrained optimization is done now
with the following objective function:
J(µ) = 10D(µ) + 50L(µ) + µ1. (6.27)
The first term minimizes the drag while the second term maximizes the negative lift. It has to
be kept in mind that the desired lift has a negative sign. The third term controls the volume of
the profile. Table 6.5 shows the results of the optimizations. It becomes clear that the optimal
settings are very different in this case for the two procedures. The weighting of the lift force in
the unconstrained optimization is relatively small compared to the drag and therefore only a small
negative lift is obtained. Consequently, the drag can be reduced much more compared to the
constrained optimization where a certain value for the lift has to be obtained. Figure 6.24 shows
the resulting pressure distributions for the optimal setups for both optimization variants.
Figure 6.24: Optimal pressure distribution: constrained (left) and unconstrained (right) optimiza-
tion procedure, problem 2, variant B.
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Standard Stokes Equations: A Perspective
To conclude our presentation of the application of the reduced basis method to a number of flow
models with increasing complexity, we will give a brief outlook on the solution of the standard
Stokes equations (6.1) by the reduced basis method. Recalling the properties of the approximation
of Stokes flow by a penalty method in the previous chapter, we can state several important simplifi-
cations of the resulting equation system compared to the standard Stokes system. The first benefit
of the approximation of the Stokes flow by the penalty method is that it allows us to remain in
the coercive case. The second benefit is the reduction of the system that makes the introduction of
an additional solution space for the pressure unnecessary. The problems and difficulties that arise
if we want to solve the full Stokes system instead of the penalty formulation shall be explained
briefly in the following. Detailed explanations about the use of the RB method for Stokes flow can
be found for example in [66], [67] and [69].
The Stokes equation system is non-coercive. The implications of this are that we can not longer
rely on a coercivity constant for stability analysis and the computation of our a posteriori error
bounds. Instead, we have to carry out a stability analysis based on the more general “Brezzi-
Babuska” inf-sup constant
β(µ) = inf
q∈Mh
sup
w∈Yh
b(q,w;µ)
‖w‖Y ‖q‖M (7.1)
to verify stability and well-posedness. Here, b(q,w;µ) is the parameter dependent linear form (7.9)
arising of the pressure term in the momentum equation in the weak form (see [15], [69]) and Mh
and Yh are the pressure respectively velocity test spaces. For the a posteriori error estimation, a
second, different inf-sup constant, the “Babuska” constant, is necessary, see [24, 77]:
β(µ) = inf
w∈Yh
sup
v∈Yh
a(w,v;µ)
‖w‖Y ‖v‖Y , (7.2)
where a(w,v;µ) is the parameter dependent bilinear form (7.8). The computation of the inf-sup
constants is computationally more complex than the computation of the coercivity constant and
therefore increases the oﬄine computational times considerably.
The introduction of the additional variable, the pressure, and the proper treatment of this prob-
lem and the arising stability issues have to be considered both in the underlying FE approximation
and in the RB approximation. For the FE approximation, the stability of the solution has to be
ensured by the proper (stable) choice of approximation spaces for pressure and velocity (e.g. P1
- P2), or by applying alternative stabilization techniques (details can be found e.g. in [14], [15]
and [62]). The arising equation system is thus enlarged considerably, first by considering an addi-
tional unknown, and second by the stable choice for the velocity approximation space, which has
normally to be of higher order than the pressure space or an other approximation space used for
scalar equations or e.g. the linear elasticity system.
This could be a benefit for the RB method, as the computational savings could be higher. But
also for the RB method, an additional approximation space has to be introduced for the pressure
and the corresponding velocity space has to be chosen in a way that assures stability. In this
case, the choice of the RB pressure space is not complicated: It is built as usual of the pressure
solutions (snapshots) for a number N of parameter samples. The choice for the velocity space is
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more difficult. In addition to the velocity solutions for the N parameter samples, the space has to
be enriched by other functions to ensure stability. This can be done for example by adding the N
so-called supremizer solutions σk(µk) which are obtained by solving the additional problem∫
Ω
(σk ·w +∇σk · ∇w) =
∫
pk∇ ·w (7.3)
to the velocity space. Here, the solution σk and the test functions w both belong to the same
Sobolev space ([65], [69]) This method, together with the fact that two approximation spaces are
needed, leads to an increased size of the resulting equation system, as it is the case for the FE
method (that means an increased online complexity) and also to an increased complexity in the
oﬄine computation of the RB basis functions.
In addition, it is useful to apply an orthonormalization procedure to the velocity and pressure
basis functions of the RB system to control and reduce the condition number of the resulting
system. The orthonormalization process is in this case not trivial, because special attention has to
be paid not to spoil the stability qualities of the original set of basis functions. More details about
suitable procedures can again be found in [69].
7.1 Problem Statement
The Stokes equations (6.1) in weak formulation read as follows:
µ
∫
Ωo(µ)
∇u · ∇v −
∫
Ωo(µ)
p∇ · v =
∫
Ωo(µ)
f · v − µ
∫
∂ΩDo (µ)
∇g · ∇v, ∀v ∈ Y∫
Ωo(µ)
q∇ · u = −
∫
∂ΩDo (µ)
q∇ · g ∀q ∈M
(7.4)
For this formulations, the boundary conditions
u = g on ΓD, (7.5)
µ
∂u
∂n
− pn = 0 on ΓN . (7.6)
for boundaries ΓD with Dirichlet conditions and boundaries ΓN with Neumann conditions were
used. The compact formulation of the weak statement follows as{
a(u,v;µ) + b(p,v;µ) = f(v;µ) ∀v ∈ Y
−b(q,u;µ) = g(q;µ) ∀q ∈M (7.7)
with
a(u,v;µ) = µ
∫
Ωo(µ)
∇u · ∇v (7.8)
b(p,v;µ) = −
∫
Ωo(µ)
p∇ · v (7.9)
f(v;µ) =
∫
Ωo(µ)
f · v − µ
∫
∂ΩDo (µ)
∇g · ∇v (7.10)
g(q;µ) = −
∫
∂ΩDo (µ)
q∇ · g. (7.11)
The formulation on the reference domain Ω (2.1) finally follows with the methods of section 2.7.
102
7.2 Numerical Results
7.2 Numerical Results
The rbMIT software package in the officially released version is not yet designed to handle the
standard Stokes equations. As we explained in the previous sections, the solution of the standard
Stokes system is computationally more costly and involves different procedures than the previous
fluid models due to the non-coercivity. Nevertheless, the application of the RB method to Stokes
flow around the geometric setups used in the previous chapters would be an interesting and neces-
sary next step towards the solution of the full Navier-Stokes equations. We therefore calculated the
RB approximation for the field solution for the setup of problem 2, variant A (see table 4.1) with
a beta version of the rbMIT software under testing. This version is able to work with the standard
Stokes system, but the necessary algorithms and procedures are not optimized yet and therefore
the oﬄine runtime (especially of the modified SCM algorithm) is still very high. A detailed inves-
tigation of the RB method for the Stokes system was thus beyond the scope of this work but is a
promising perspective for further work with more complicated fluid models.
The underlying FE solution of this problem is based on a P2-P1 approximation [69]. Therefore
the FE mesh is relatively coarse to keep the size of the underlying FE problem sufficiently small.
The FE mesh with 1792 mesh elements and the affine decomposition can be found in appendix A.
The affine decomposition consists of 98 subdomains and results in 65 affine terms. Note that the
specification of the geometry and thus the affine decomposition is identical to the one used for the
approximation of Stokes flow by a penalty method for the same problem. However, the resulting
number of affine terms is more than doubled for the approximation of the standard Stokes system.
The number of steps in the SCM algorithm has been restricted to Jmax = 3 to reduce the RB
oﬄine time. Nevertheless, the error estimate seems to be approximated sufficiently accurate, as
the number of basis functions for the primal RB space is only Npr = 7 which is less than for the
corresponding problem in chapter 6. The reason for this behavior are the reduced variations in the
field solutions due to the exact compliance with the continuity equation. The distribution of the
greedy sample points for the primal RB space is depicted in figure 7.1. We note that as for most
of the previous computations, the sample points form a contour region.
Figure 7.2 shows the velocity components, the pressure field and the vectors of the velocity
field for µ = (14, pi/16). The boundary conditions are identical to the ones used in the previous
chapter for the solution of the Stokes equations by a penalty method, see figure 6.1. We note that
the continuity equation is now fulfilled perfectly and no artificial mass sinks and sources exist.
In addition, the pressure field is smoother than the pressure fields obtained as a function of the
velocity solution in the previous chapter, since we do no longer solve the governing PDE only for
the velocity field, but also for the pressure field. The velocity fields are nearly antisymmetric and
the influence of the angle of attack is clearly visible, while the influence of the angle of attack on
the pressure field is slightly less articulated. Contrary to the potential flows investigated in chapter
4, only the front stagnation point moves on the lower part of the profile with increasing angle of
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Figure 7.1: Sample points of the greedy primal RB space.
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(a) (b)
(c) (d)
Figure 7.2: Velocity components in x1-direction (a) and x2-direction (b), pressure field (c) and
velocity vectors (d) for µ = (14, pi/16).
attack, while the rear stagnation point remains fixed on the trailing edge since the flow field is
fulfilling the Kutta condition.
Comparing the computational times in table 7.1 with the computational times for the correspond-
ing problem in table 6.1, we note that the RB online times tonline,100RB are comparable, although we
note the doubling due to the increased number of affine terms. Due to memory reasons, the FE
online time tonline,100FE for this problem could not be determined. The FE and RB oﬄine times
are increased considerably since the complexity of the problem is higher than for the governing
equations in chapter 6. Especially the RB oﬄine time toﬄineRB is very high as on the one hand the
beta version of the rbMIT software contains an SCM algorithm which is not yet optimized, and on
the other hand the non-coercivity requires more expensive computational procedures, as explained
above.
P2VA
# elements mesh Nt 1792
# subdomains 98
affine terms Qa 65
affine terms Qf 0
# RB functions Nmax 7
steps SCM Jmax 3 (fixed)
toﬄineFE 4h 10min
toﬄineRB 28h 22min
tonline,100RB 0.0814s
Table 7.1: Summary or problem 2, variant A.
104
8 Summary and Outlook
In this thesis, we studied the reduced basis method for flows around racing car components. We
first introduced the fundamentals of the reduced basis method for parametrized coercive elliptic
PDEs. Special attention has been laid on the presentation of rigorous and sharp a posteriori error
estimates and their efficient computation. The basic methodology for symmetric and compliant
problems has been extended for noncompliant problems and nonsymmetric operators. In addition,
the theory of affine mappings necessary for the transformation of parameter dependent geometries
to parameter independent reference domains has been studied.
After an introduction to its use and capabilities, the rbMIT software package, a software designed
especially for the approximation of parametrized PDEs with the RB method, was used here to
apply the reduced basis method to different physical models for flows around parametrized airfoils,
thanks to the parametrizations of the different geometries containing one to four parameters and
describing variations in geometry, boundary conditions and flow characteristics. Physical models
of increasing complexity allowed us to study the behavior and performance of the RB method for
different underlying partial differential equations which subsequently required more extensions to
the basic reduced basis methodology.
As first flow model we considered the non-viscous model of potential flows, governed by a sym-
metric scalar PDE. The examination of the automatic affine geometry decomposition and transfor-
mation to the reference geometry showed that this step, especially for complex curved geometries,
is not trivial and should be guided in a careful way by the user. A considerably increased efficiency
of the resulting RB approximation may result. Nevertheless, the automatization of this step by the
software is a great simplification for the user. Comparing the distributions of the sample points
for the different basis spaces, we noted a contour region distribution of the sample points for the
majority of the setups, which could be confirmed also for the subsequent flow models. The a pos-
teriori error estimates have proven to be extremely sharp for potential flows. The online speedup
of the RB solution compared to the solution by the FE method was indeed very high for all setups.
For the second flow model we chose a class of thermal flows, described by a nonsymmetric
scalar convection-diffusion equation for the distribution of e.g. the temperature. We considered
not only the field solution but also the computation of scalar outputs and thus the application of
a full primal-dual framework for noncompliant problems became necessary. The introduction of
the Peclet number as a parameter resulted in a strong variation of the flow behavior for different
values of this parameter. This resulted in higher numbers of basis functions in the primal and
dual RB spaces, however, the size of the basis spaces remained relatively moderate. Admittedly,
the size of the reduced basis spaces (and consequently oﬄine and online computational time) has
been increased even further if ground effects and thus small distances between different geometric
objects were included in the geometric setup. The a posteriori error estimates were clearly less
sharp for this flow model than for the potential flows but the online speedup (especially for the
variants without ground effects) remained high.
The last flow model, governed by the Stokes equations, introduced viscosity to our problem. To
reduce the size of the problem and to remain in the coercive case, we applied a penalty method
to reduce the standard Stokes system to a system equivalent to the linear elasticity equations. In
addition to the velocity field solution, we computed the lift and drag forces acting on the profile.
The computation of the output functionals for the complete parameter domain has proven to be
very fast and thus the RB method is well-suited for the shape optimization context. The a posteriori
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error estimates, which are a crucial ingredient in optimization applications, were again sharper for
this flow model than for the thermal flows. Finally, we optimized several geometric setups with
respect to lift and drag. This has been done by first computing the lift and drag forces in a
fine resolution for the complete parameter domain and then searching the optimal setting with a
relatively simple search algorithm, which was absolutely feasible due to the approximation by the
RB method. To conclude, we discussed the application of the RB method to the standard Stokes
system in the non-coercive case which is more complex and computationally more expensive. We
calculated the RB approximation for the field solution for an exemplary geometric setup with this
flow model.
Comparing the performance of the reduced basis method for the different fluid models and geo-
metric settings, we came to the conclusion that the RB method is very well suited to reduce the
order of problems with varying thermo-physical and mechanical properties or flow properties. The
RB method is able to provide an astonishingly high reduction of the problem, even if the variations
of the solution behavior for different values of these parameters are very strong and the solutions for
the extremal admissible parameter values possess a completely different character. If the problem
consists of a parametrized geometry, the performance of the reduced basis method depends on the
complexity of the geometry and the nature of the variations. If the variations can be translated to
affine mappings (as it is the case for all examples in this thesis), the approximation of the solution
with the RB method is simplified a lot. However, if the geometry is highly complex, that means
that e.g. many different parts are interacting, many different curved surfaces or objects have to
be considered or very small distances between the surfaces occur, the affine decomposition of the
domain becomes very expensive and in some cases such a decomposition is not even possible. The
methods proposed in this thesis are not applicable to e.g. the optimization of complex configu-
rations with non-affine mappings (in this case some extensions and more complex techniques and
approaches should be used).
For isolated parts of such a complex geometry which allow an affine representation, the perfor-
mance of the RB method is very good, even with the high order curved surfaces of the airfoils
considered in this work. The time necessary for an optimization of such simplified setups is consid-
erably decreased by the use of the RB method. If the user makes some effort in the advantageous
specification of the parametrized geometry, large economizations in the oﬄine times can be ob-
tained. The automatic domain decomposition process implemented in the rbMIT software is then
a great support and simplification for the user, but the flexibility of the software would also allow
the usage of other external domain decomposition algorithms, which may be better suited for a
specific problem. The use of the rbMIT software package in the high-level mode is very straight-
forward and needs only a short training period. For the application to more complex systems
however, a certain degree of experience is beneficial to better understand and predict the behavior
both of the affine decomposition algorithm and the reduced basis generation process together with
the possible difficulties and obstacles. The generality of the low-level kernel makes this part of the
software applicable to a wide variety of setups and PDEs.
The reduced basis method and its application to the shape optimization of racing car components
and other problems and questions in fluid dynamics is a very interesting and broad field. To continue
the work that we started in this thesis, the detailed investigation of the RB method for the standard
Stokes system would be a next step. The last step in our sequence of flow models would be the
application of the RB method to the Navier-Stokes equations for the parametrized airfoils. This
would need the extension of the RB methodology for the standard Stokes equations to nonlinear
systems, see e.g. [19, 76, 60] and should be considered as a very challenging task. In addition, the
investigation of other, more realistic parametrizations of the airfoils (e.g. nonsymmetric profiles
or other parametrizations than the NACA-4-digit family) and the inclusion of the simplified car
geometry to study of the interactions between, for example, the rear wings, the car and the ground
would be interesting and natural continuations of this work.
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A.1 Potential Flows
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Figure A.1: Final geometry decomposition and FE mesh, problem 1, variant A, small domain.
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Figure A.2: Final geometry decomposition and FE mesh, problem 1, variant A, embedded domain.
I
A Domain Decompositions and Finite Element Meshes
−6 −4 −2 0 2 4 6
0
1
2
3
4
−6 −4 −2 0 2 4 6
0
1
2
3
4
Figure A.3: Final geometry decomposition and FE mesh, problem 1, variant B, big domain.
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Figure A.4: Final geometry decomposition and FE mesh, problem 1, variant B, small domain.
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Figure A.5: Final geometry decomposition and FE mesh, problem 2, variant A, realization (a).
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Figure A.6: Final geometry decomposition and FE mesh, problem 2, variant A, realization (b).
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Figure A.7: Final geometry decomposition and FE mesh, problem 2, variant A, realization (c).
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Figure A.8: Final geometry decomposition and FE mesh, problem 2, variant B, realization (a).
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Figure A.9: Final geometry decomposition and FE mesh, problem 2, variant B, realization (b).
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Figure A.10: Final geometry decomposition (detail) and FE mesh, problem 3.
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Figure A.11: Final geometry decomposition and FE mesh, problem 1, variant A.
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Figure A.12: Final geometry decomposition and FE mesh, problem 1, variant B.
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Figure A.13: Final geometry decomposition and FE mesh, problem 2, variant A.
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Figure A.14: Final geometry decomposition and FE mesh, problem 2, variant B.
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Figure A.15: Final geometry decomposition and FE mesh, problem 1, variant A.
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Figure A.16: Final geometry decomposition and FE mesh, problem 1, variant B.
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Figure A.17: Final geometry decomposition and FE mesh, problem 2, variant A.
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Figure A.18: Final geometry decomposition and FE mesh, problem 2, variant B.
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A.4 Stokes Flow (Standard Stokes System)
−6 −4 −2 0 2 4 6
−4
−3
−2
−1
0
1
2
3
4
−6 −4 −2 0 2 4 6−4
−3
−2
−1
0
1
2
3
4
Figure A.19: Final geometry decomposition and FE mesh, problem 2, variant A.
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