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Abstract
Understanding wireless channels in complex mining environments is critical for designing 
optimized wireless systems operated in these environments. In this paper, we propose two physics-
based, deterministic ultra-wideband (UWB) channel models for characterizing wireless channels 
in mining/tunnel environments — one in the time domain and the other in the frequency domain. 
For the time domain model, a general Channel Impulse Response (CIR) is derived and the result is 
expressed in the classic UWB tapped delay line model. The derived time domain channel model 
takes into account major propagation controlling factors including tunnel or entry dimensions, 
frequency, polarization, electrical properties of the four tunnel walls, and transmitter and receiver 
locations. For the frequency domain model, a complex channel transfer function is derived 
analytically. Based on the proposed physics-based deterministic channel models, channel 
parameters such as delay spread, multipath component number, and angular spread are analyzed. It 
is found that, despite the presence of heavy multipath, both channel delay spread and angular 
spread for tunnel environments are relatively smaller compared to that of typical indoor 
environments. The results and findings in this paper have application in the design and deployment 
of wireless systems in underground mining environments.†
1. INTRODUCTION
As mandated by the Mine Improvement and New Emergency Response Act (MINER Act) 
[2], wireless communication and tracking systems are required in all U.S. underground coal 
mines. To design reliable, high-performance wireless communication and tracking systems 
that can be deployed in highly complex mining environments, it is essential to understand 
the wireless channels in these environments.
Characterization of wireless channels in underground mines has been extensively 
investigated for decades [3–8]. Early research on characterizing underground mine 
environments mainly focused on measurement-based empirical methods [9]. Recently, 
statistically channel models that have been widely used to characterize wireless channels on 
the surface were applied to study underground mine channels [5, 6, 10–13]. Channel 
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properties such as delay spread, power delay profile, and coherent bandwidth have been 
discussed based on statistical channels [14, 15].
While it is mathematically useful, a statistical channel model does not reveal the important 
connection between the channel and the physical world. It is known that, in principle, with 
the knowledge of electromagnetic boundary conditions (e.g., location, shape, and electrical 
properties of all objects in the environment), field strength (and thus signal power) at any 
point can be determined by numerically solving Maxwell’s equations. As a result, a wireless 
channel, theoretically, should be treated as deterministic. A deterministic channel model is 
attractive as it provides physical insight into how the channel properties are affected by the 
physical environment. For example, a physics-based Ultra-wideband (UWB) channel model 
is proposed in [16] for characterizing UWB channels in urban environments with high-rise 
buildings. The model is based on time domain electromagnetics and takes into account 
environmental parameters such as the height of the buildings and the spacing between 
adjacent buildings. The model has been applied to characterize cylinder diffraction channels 
in [17]. In this paper, we will extend the work in [16] to underground channels and develop 
physics-based channel models for confined mining environments.
Underground mining environments generally consist of mine entries and cross cuts that are 
similar to a road or subway tunnel. As a result, tunnel propagation theory has been applied 
to analyze radio propagation in mines [3, 4] for decades. Ray tracing and modal methods are 
the two common methods for modeling radio propagation in tunnel environments. The ray 
tracing method treats radio waves as ray tubes that can be reflected by the four tunnel walls. 
Given a transmitter location, the received electrical field (or power) at any location within a 
tunnel is obtained by summing up the contributions of all the rays that reach the receiver. 
The ray tracing method has been widely used for predicting indoor wireless transmission 
[18], evaluating field distribution in tunnels [19, 20] as well as hallways [21], and predicting 
delay spread in tunnel environments [22]. Depending on the way those rays that reach the 
receiver are identified, the ray tracing method can be divided into two categories—image-
based ray tracing and shoot and bouncing ray (SBR) tracing. The image-based ray tracing 
[4, 20] has a relatively low computation complexity, but its application is usually limited to 
environments with simple geometries. The SBR algorithm [23] can handle more complex 
environments (e.g., curved tunnels [24]) but requires significantly more computation 
resources and longer computation time.
For the modal method, tunnels are viewed as hollow dielectric waveguides, and analytical 
solutions of Maxwell’s wave equations are sought. It is found that while rigorous analytical 
solutions are available for circular tunnels [25], determining the exact solution for a 
rectangular waveguide is not mathematically possible due to the difficulty in matching 
boundary conditions. By only matching boundary conditions along the four surfaces of the 
dielectric waveguide and ignoring the mismatch in the corner regions of the dielectric, 
Laakmann and Steier obtained the approximate solutions for rectangular tunnels in [26] 
through studying hollow dielectric waveguide for optical applications. The same 
approximated modal solutions were found independently by Emslie et al. in [3] under a 
project sponsored by the U.S. Bureau of Mines (USBM).
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Compared to existing literature [3–7, 14, 15], a unique contribution of this paper is that we 
connect the wireless community to the electromagnetic (EM) community by relating channel 
models that are widely used in the wireless community to waves and fields known in the 
electromagnetic community. We derived a general Channel Impulse Response (CIR) and 
complex channel transfer function for the wireless channels in tunnel environments based on 
the ray tracing and modal methods developed in the EM community, respectively. RF 
measurements were taken to validate the derived channel models. Channel properties such as 
delay spread, multipath component number, and angular spread are discussed and their 
connection to environment properties such as tunnel dimensions are investigated.
2. TIME DOMAIN UWB CHANNEL MODELING FOR TUNNEL 
ENVIRONMENTS
2.1. General Time Domain UWB Channel Model
Figure 1 illustrates a general UWB communication system. In Fig. 1, p(t) is the transmitted 
pulse waveform, and h(t) represents the CIR. The received signal before the filter c1(t) can 
be written as
(1)
where n(t) is Additive White Gaussian Noise (AWGN) with a two-sided power spectral 
density of N0/2. It is known that, given y(t) = p(t) * h(t), a matched filter — matched to y(t) 
— provides the maximum signal-to-noise power ratio (SNR) at its output. The matched filter 
can be virtually decomposed into two filters, with the first filter c1(t) matched to the CIR h(t) 
and the second filter c2(t) matched to the pulse waveform p(t).
A general Wide Sense Stationary (WSS) UWB channel is often modeled as a tapped delay 
line [16, 27]:
(2)
where L is the number of multipath components, and Al and τl are the amplitude and delay 
of the lth multipath component, respectively. In this case, the received signals are just a 
series of attenuated and time-shifted replicas of the transmitted pulse. It should be noted that 
the antenna, which is generally frequency selective, has not been included in the channel 
model shown in Eq. (2). Although some research has proposed including antennas as part of 
the channel for an optimum system design, in this paper we will only focus on channel 
modeling without considering the frequency selectivity of the transmitter and receiver 
antennas.
In practice, the estimation of CIR h(t) is generally a challenging task, especially when there 
is per-path pulse distortion for wide band signals [16]. It would be desirable if an analytical 
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model for h(t) were available. The analytical form of h(t) is useful for investigating system 
performance under different configurations (e.g., for studies that pertain to time reversal [28, 
29]).
2.2. Time Domain UWB Channel Model for Tunnel Environments
We consider a rectangular tunnel with its cross-sectional view depicted in Fig. 2. The origin 
of the coordinate system is oriented at the center of the tunnel, with x horizontal, y vertical, 
and z down the tunnel. Let 2a and 2b denote the width and height of the tunnel, respectively. 
According to the image-based ray tracing theory, the received signal at a given location 
within the tunnel can be obtained by summing up all the signals radiated from an image 
plane shown in Fig. 3. Each image on the image plane is a virtual signal source that can be 
represented by an equivalent antenna. As a result, the source is equivalent to a large antenna 
array with theoretically an infinite number of elements located on the image plane. For a 
transmitter located at T(x0, y0, 0), the received signal at an arbitrary location R(x, y, z) 
within the tunnel can be calculated as [4, 7, 20, 30]:
(3)
where the superscript “y” denotes a vertically polarized source. Et is a constant determined 
by the transmitted power. k = 2π/λ is the free space wave vector and λ is the wavelength. 
The integers m and n are the orders of the image Im,n which represent the number of 
reflections that a ray undergoes relative to the vertical and horizontal walls, respectively. The 
signs of m and n indicate whether the image is located on the positive or negative side of the 
x and y axis, respectively. Note that as a special case when m = n = 0, the image I0,0 
becomes the point source itself and the ray path associated with the image I0,0 becomes the 
well known line-of-sight (LOS) path. The path length rm,n and the coordinate of the image 
Im,n are given by:
(4)
In Eq. (3), ρ⊥,|| are the Fresnel reflection coefficients for the perpendicular and parallel 
polarizations, respectively. Under grazing incidences, the Fresnel reflection coefficients can 
be approximated as [20]
(5)
where the corresponding incident angles θ⊥,|| and surface impedances Δ⊥,|| are given by:
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(6)
(7)
where ε̄a,b = εa,b/ε0 are the complex relative permitivities for the horizontal and vertical 
walls, normalized by the vacuum permitivity ε0. ε̄a,b can be expressed as
(8)
where  denotes the real part of the relative permittivity ε̄a,b. σa,b are the conductivity of 
the horizontal and vertical walls, respectively. f is the frequency.
It is apparent from Eq. (3) that rays and images for the ray tracing method are determined by 
tunnel dimensions as well as Tx/Rx locations, but are independent of frequency. As far as 
propagation mechanisms are considered, diffraction from edges [16] or curved surfaces [17] 
often introduces frequency dependency (pulse distortion) but reflections from smooth 
surfaces generally have little frequency dependency. As a result, we expect that the result in 
Eq. (3) is independent of frequency except for the term −jkrm,n which is caused by the 
retarded time. Therefore, the ray tracing method can be considered as a time domain 
method.
Mathematically, if the frequency f is sufficiently high such that  is 
satisfied, tunnel walls generally act as a good dielectric where the displacement current 
density is much greater than the conduction current density [20]. As a result, the imaginary 
term in Eq. (8) can be ignored and thus the relative permitivity  can be viewed as 
being independent of frequency.
Assuming that the frequency is high and applying the Inverse Fast Fourier Transform (IFFT) 
to Eq. (3), the corresponding time domain CIR can be expressed in the classic tapped delay 
line model as
(9)
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where
(10)
In Eq. (10), c is the speed of light in vacuum and the superscript y denotes y-polarization 
(vertical polarization).
Similarly, the corresponding time domain CIR for x-polarized (horizontally polarized) 
signals can be expressed as
(11)
where
(12)
With the derived CIR given in Eqs. (9) and (10), the received signal r(t) can be conveniently 
obtained by convolving the transmitted pulse p(t) with the CIR based on Eq. (1). It is shown 
in Eqs. (9) and (10) that the proposed physics-based CIR for tunnel/mining environments 
takes the following environmental and system factors into account:
• Transmitter location: (x0, y0, z0)
• Receiver location: (x, y, z)
• Source polarization
• Dimensions of the tunnel (2a, 2b)
• Electric properties of the tunnel walls ( )
It is interesting to note that upon fixing all the five factors above, CIRs for tunnel 
environments are deterministic and do not vary with time. NIOSH researchers have recently 
experimentally proven the time invariance of wireless channels for tunnel environments by 
showing that power measurement results taken on different dates in a train tunnel remained 
the same [31].
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2.3. Metrics for Characterizing Wireless Channels
With the derived analytical CIR and channel transfer function, in this section, we introduce 
metrics for characterizing wireless channels.
2.3.1. Multipath Component Number—To design an optimal communication system, 
multipath richness of the communication channel needs to be taken into consideration. The 
presence of a large number of multipath components often leads to multipath fading — an 
issue that has been combated in the wireless community for decades. On the other hand, 
advanced wireless techniques such as Multiple-Input Multiple-Output (MIMO) and Time 
Reversal (TR) [28] might actually take advantage of the richness of multipath to improve 
system throughput and communication range.
It is generally challenging to determine the exact multipath components of a wireless 
channel unless the channel is extremely simple, as in the case for a two-ray model. 
Practically, advanced algorithms such as the CLEAN algorithm [28, 32] are often used to 
extract the CIR (and thus multipath components) from received wideband signals based on 
deconvolution operations.
Theoretically, as shown in Eqs. (9) and (11), an infinite number of multipath components 
exist as radio waves propagate in a confined tunnel environment. Practically, however, only a 
limited number of multipath components make a noticeable contribution to the received 
signal and need to be included in the model. As a result, we can limit the range of the index 
m and n in (9) to [−M,M] and [−N,N], respectively. Given the numbers of M and N, the 
number of the multipath components can be calculated as
(13)
As a special case, for M = N = 0, only the LOS path is included in the model, so Eqs. (9) and 
(11) are reduced to the free space propagation case where the standard Friis transmission 
equation can be applied.
2.3.2. Delay Spread—Another important metric for characterizing the multipath richness 
of wireless communication channels is the delay spread. Root Mean Square (RMS) delay 
spread is widely used to describe the time dispersion property of the channel and is closely 
related to the Inter Symbol Interference (ISI) of a communication system. A channel with a 
small RMS delay spread generally allows a wireless system to transmit signals faster 
without performance degradation caused by ISI. The corresponding metric in the frequency 
domain is the coherence bandwidth, which is the bandwidth over which the channel can be 
assumed flat.
With the derived analytical CIR, the RMS delay spread of the channel at a given distance 
can be readily computed as [28, 33]:
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(14)
where the mean delay τ̄ is defined as
(15)
2.3.3. Angular Spread—In addition to the multipath component number and the time 
delay, a more accurate CIR representation should also include channel directional properties, 
which are characterized by the direction of departure (DoD) and the direction of arrival 
(DoA) [27]. Channel directional properties are particularly important in the context of multi-
antenna systems.
According to the original ray representation of the electrical field shown in Eq. (3), the DoA 
and DoD for the (m, n) ray (path) are about the same and can be approximated by
(16)
where θx,y are the angular spread in the x and y dimensions, respectively. An example of 
θx,y is illustrated in Fig. 3, where mulipath components are represented by the corresponding 
rays oriented from a series of image sources on a virtual image plane. For example, the LOS 
path is represented by the line connecting the source I0,0 and the receiver Rx. It has been 
assumed in Eq. (16) that the receiver is sufficiently far from the transmitter such that z ≫ |xm 
− x| and z ≫ |yn − x| are satisfied for all the images included in the model.
3. FREQUENCY DOMAIN CHANNEL MODELING FOR TUNNEL 
ENVIRONMENTS
Based on the modal method given in [30], the complex channel transfer function can be 
expressed as
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(17)
where
(18)
(19)
The received signal in the frequency domain can be obtained by multiplying the frequency 
spectrum of the transmitted pulse P(f) with the complex channel transfer function H(f) as:
(20)
Similar to the image orders m, n for the time domain method, the mode orders p, q for the 
frequency domain method need to be limited to finite numbers P,Q for practical 
implementations.
4. MEASUREMENT
RF measurements were taken in a concrete tunnel shown in Fig. 4. The tunnel is a gallery in 
the Grand Coulee Dam located in the U.S. State of Washington. The dimensions of the 
tunnel (1.83m × 2.43m × 610 m) in this paper are much smaller than most of the tunnels 
reported in the tunnel propagation literature (e.g., in [34]). A smaller tunnel allows the linear 
attenuation behavior which is a unique propagation behavior for tunnel environments to 
appear at a shorter separation distance [35]. As shown in Fig. 4, the tunnel is straight and the 
walls are very smooth. There are no objects/conductors in the tunnel with the exception of a 
small metallic pipe on the ceiling. It is an ideal environment for taking measurements to 
validate theoretical work related to tunnel propagation modeling. Propagation measurements 
were repeated for four frequencies (455 MHz, 915 MHz, 2.4GHz, and 5.8GHz) that are most 
common in wireless communication systems used in underground coal mines. More 
measurement details can be found in [20, 36].
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5. RESULTS AND DISCUSSION
Simulations were performed to analyze wireless channels in tunnel environments in both the 
time and the frequency domains. Measurement results taken in the concrete tunnel 
introduced in Section 4 will be used to validate the simulation results. Unless stated 
otherwise, parameters used in the simulations are listed in Table 1. In our simulation, the 
arched tunnel shown in Fig. 4 has been approximated by a rectangular tunnel with the same 
width (1.83 m) and an equivalent height of 2.35m. The equivalent height, along with the 
electrical parameters (i.e., the conductivity and relative dielectric constant) of the tunnel, 
were optimized based on minimizing the difference between the simulated and measured 
results. The other parameters in Table 1 are chosen based on the parameters used in real 
measurements. For example, the coordinates of the transmitter and receiver antennas, i.e., 
(x0, y0) and (x, y), are chosen based on the fact that both antennas were placed in the center 
of the tunnel with an antenna height of 1.22m.
5.1. Time Domain Channel Characteristics
5.1.1. Multipath Components—The contribution of each multipath component can be 
visualized through a heat map shown in Fig. 5. Each pixel in the heat map represents an 
image on the image plane shown in Fig. 3. The horizontal and vertical axes of the heat map 
are the index of the images m and n, respectively. The color of each pixel represents the 
intensity of the virtual signal source (image) with the red denoting the maximum and the 
blue the minimum. The intensity of each image source is determined by the reflection 
coefficient and the path length, and is calculated by Am,n given in Eq. (10). The term A0,0 
denotes the amplitude of the LOS signal that always has the least attenuation caused by the 
channel. As a result, the center of the image plane is always red (maximum value). The 
intensities of each virtual signal source in Fig. 5 have been normalized with respect to A0,0 
for a better visualization effect.
It is found from Fig. 5(a) that for a short separation distance (z = 6 m) only a small number 
of images (m < 3, n < 2) make noticeable contributions to the received signal. As we recall 
that the signal source for a receiver within a tunnel can be viewed as a large antenna array 
placed on the image plane, the receiver “sees” a relatively small array for this case when the 
separation distance is short. As shown in Fig. 5(b), however, the element number and thus 
the physical size of the “antenna array” significantly increase with the separation distance. 
The results in Fig. 5 are simulated based on a specific case where the frequency is set as 455 
MHz and the polarization is vertical. The finding, however, is general to all other 
frequencies and polarizations. Another interesting observation from Fig. 5(b) is that the 
equivalent antenna array appears to be an ellipse for a rectangular tunnel. This is due to the 
fact that signals radiated from images in the corner of the image plane generally go through 
more reflections before they reach the receiver and thus are attenuated more compared to 
signals radiated from images close to the X or Y axis on the image plane. Generally, the 
intensity of images decreases with the product of m and n which explains why the brightest 
point occurs in the center of the heat map and then the brightness gradually decreases toward 
the edge of the image plane.
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Figure 6 shows the maximum index of the images/rays (defined as rays that are 20 dB lower 
in power than the LOS signals) for different separation distances z. M(z) and N(z) represent 
the corresponding maximum image index for the horizontal and vertical dimensions, 
respectively. It is straightforward that the maximum index increases with separation distance 
for both horizontal and vertical dimensions. For small distances (z < 10m), the maximum 
order is zero which means only LOS is needed. For a given separation distance, the 
horizontal (X) dimension requires more images than the vertical (Y ) dimensions which is 
consistent with what is shown in Fig. 5. For example, at the distance of 600 meters, the 
maximum order of horizontal and vertical images are 16 and 4, respectively. As a result, a 
total number of 297 multipath components need to be considered for this case. It should be 
noted that the value of M(z) and N(z) are dependent on several factors including tunnel 
dimensions, source polarization, and reflectivity of the surface on each dimension.
5.1.2. Channel Impulse Response—Figure 7 shows two examples (corresponding to 
two separation distances of 30m and 365m, respectively) of the simulated CIRs in the 
tunnel. CIRs are calculated based on the tapped delay line model given by Eq. (11). It is 
apparent from Fig. 7 that the number of noticeable multipath components increases with the 
separation distance. The analytical model given in Eq. (11) would be useful for system 
design since joint optimization of wireless communication and networked control systems 
often requires full knowledge of CIR or channel transfer function.
5.1.3. Delay Spread—The RMS delay spreads computed based on the CIRs at different 
separation distances are shown in Fig. 8. It is found that RMS delay spreads for tunnel 
environments are much smaller than those of typical indoor environments (e.g., the CM3 
channel for office environments with LOS has an RMS delay spread ranging from 5 ns to 25 
ns [37]). It is also interesting to note that at great distances, the RMS delay spread of the 
channel does not increase with distance, despite the fact that the number of significant 
multipath components increases with distance. In addition to Fig. 8 which illustrates how the 
RMS delay spread varies with axial distance (z) at given transverse locations (x, y), 
simulations have been performed to investigate how the RMS delay spread varies with the 
traverse locations (x, y) for a given separation distance z. It is found that in the far zone 
(with z sufficiently large) there is little variation (less than 0.5%) on RMS delay as the 
receiver varies its transverse location.
One possible explanation for the smaller RMS delay spread in Fig. 8 is that the transversal 
dimensions of the tunnel used in the simulation are smaller as compared to typical indoor 
office environments. We thus investigated how RMS delay spreads vary with tunnel 
dimensions, and the corresponding simulation results are shown in Fig. 9. The horizontal 
axis of the Fig. 9 is the ratio of the transverse dimensions with respect to the original 
dimensions given in Table 1. For each of the four simulation curves shown Fig. 9, only one 
of the transverse dimensions (either the x or y dimension) varies and the other remains the 
same. It is found that, depending on the source polarization, the RMS delay spread linearly 
increases with one of the transverse dimensions but remains relatively stable with the change 
of the other dimension. For example, for a horizontally polarized signal source (the two 
green curves in Fig. 9), the RMS delay spread increases linearly with the vertical dimension 
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(height) of the tunnel and almost remains unchanged as the horizontal dimension (width) of 
the tunnel varies.
5.1.4. Angular Spread—For a deterministic model, each multipath component has a 
deterministic angular spread in both the x and y dimensions. The corresponding angular 
spreads for each multipath component can be calculated based on Eq. (16). Fig. 10 shows 
the maximum angular spreads among all of the significant multipath components for 
different distances along the axis of the tunnel, for both x and y dimensions. It is found that 
the maximum angular spread decreases with distance for both dimensions. It is also shown 
in Fig. 10 that the angular spreads in the far zone (e.g., for z > 100m) could be as small as a 
few degrees. Small angular spreads for tunnel environments can be explained by the fact that 
signals are well confined in the tunnel and thus would not spread as much as they would in 
an open environment. Small angular spread in tunnel environments suggests that different 
antenna patterns probably would not change the overall profile of the propagation behavior 
in the tunnel except for introducing a constant gain when the receiver is located far from the 
transmitter.
5.2. Channel Transfer Function
Two simulated channel transfer functions for typical short and long separation distances are 
shown in Figs. 12 and 11, respectively. In each figure, the red dash curve denotes the transfer 
function simulated based on the modal method (by using Eq. (17)) and the solid blue curve 
the ray tracing method (by using Eq. (3)). It is found that the transfer functions simulated 
based on the two methods agree with each other well at high frequencies (e.g., for f > 455 
MHz). For the long separation distance scenario and for frequencies below 500 MHz, it is 
found that the modal method gives inflated attenuation values.
It should be noted that UWB channel transfer functions for indoor environments can be 
measured through S21 parameters by a Vector Network Analyzer (VNA). VNAs have been 
recently used to measure wireless channels for tunnel environments such as road tunnels 
[38], hallways [39], and mine entries [10, 12]. A comparison of our simulated transfer 
function and measured ones (e.g., the one shown in [39] for hallway environments) shows 
that both have periodical nulls and peaks which are caused by interference from multiple 
modes. The reason why nulls and peaks are not noticeable in Fig. 11 for frequencies below 
2GHz is due to higher-order modes for low-frequency signals which are significantly 
attenuated at 500m and thus will not interfere with the dominant mode. In other words, the 
smooth curve associated with the section for frequencies below 2GHz in Fig. 11 is an 
indication of the single-mode propagation scenario. When the Tx and Rx are relatively close 
to each other (Fig. 12), it is observed that low frequency signals do not show significantly 
lower loss compared to high frequency signals as shown in Fig. 11. It is apparent from Fig. 
11 that high frequency signals are more favorable for tunnel environments in terms of the 
propagation loss, without considering the loss caused by the transmitter and receiver 
antennas. However, high frequency signals often have higher loss caused by the radiating 
elements — antennas. Both the antenna loss and the propagation loss should be considered 
when the optimum frequency for tunnel environments is desired [35].
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5.3. Power Attenuation along Tunnel Axial Distance
Figure 13 shows a comparison between the simulated power and the measured power at 915 
MHz in the concrete tunnel. The simulated power is calculated based on the derived CIRs 
shown in Eq. (9) with different values of M and N. The simulation result for the free space 
case (where M = N = 0) is also plotted as a reference. It is observed that power (in dB) 
decays linearly with distance, which is a unique propagation behavior associated with tunnel 
propagation. This linear power attenuation phenomena appears when all higher order modes 
(EHp,q, with p, q > 1 ) are significantly attenuated, so that there is only one mode with the 
least attenuation constant (the dominant mode EH1,1) propagating in the tunnel. It appears 
from Fig. 13 that there is a critical distance of about 265 m where the free space LOS power 
loss curve crosses the tunnel propagation loss curve. At a separation distance smaller than 
the critical distance, the tunnel (which acts as a dielectric waveguide) confines more energy 
as compared to the free space channel. For distances greater than the critical distance, more 
power attenuation is observed in the tunnel than in free space. The exact value of the critical 
distance depends on many factors such as the tunnel dimensions, electrical properties, and 
the frequency. It is also observed that the simulated received power curve gradually 
approaches the measured power curve as the maximum image orders M and N increase. 
Additionally, it is found that larger values of M and N are needed for greater distances in 
order to include all the significant multipath components. For example, it is shown in Fig. 13 
that M = N = 20 is sufficient for including all the major multipath components for any 
distances less than 345m, but is not sufficient for distances greater than 345m. This is 
consistent with the observation from Figs. 5 and 6. Another interesting finding is that when 
the receiver is located in the vicinity of the transmitter, only the LOS path needs to be 
considered in the model, as evidenced by the fact that the M = N = 0 curve already shows a 
good agreement with the measurement curve for short separation distances. This is 
consistent with the result shown in Fig. 5(a).
Figure 14 shows a comparison between the measured and simulated received signal power at 
5.8GHz for the same tunnel. M = N = 40 is used in the time domain impulse response and P 
= Q = 5 is used for the frequency domain channel transfer function. It is shown that the time 
domain simulated result matches the frequency simulation result well and that both 
simulated results agree reasonably with the measurement result.
6. CONCLUSION
Two physics-based, deterministic channel models for tunnel environments are investigated. 
The wideband CIR and channel transfer function are explicitly derived and the results are 
expressed with major controlling factors, such as tunnel dimensions, polarization, frequency, 
and electrical properties of tunnel walls included. The derived CIR is expressed in an 
analytical form similar to the classic tap delay line model widely accepted in the wireless 
communication field. The derived models are further validated by RF measurements in a 
concrete tunnel. Based on the derived deterministic channel models, the connection between 
environmental parameters such as tunnel dimensions and channel properties (RMS delay 
spread, multipath component number, and angular spread) are investigated. It is found that 
RMS delay spread for tunnel environments is highly related to the tunnel transversal 
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dimensions. Specifically, RMS delay spread linearly increases with one of the transversal 
dimensions and is almost invariant to the change of the other transversal dimension. It is also 
found that, despite the large multipath component number, both RMS delay spread and 
angular spread for tunnel environments are generally smaller than typical indoor 
environments, making them suitable for wireless high-speed data transmission without 
performance degradation caused by ISI. Since underground mine entries show propagation 
characteristics similar to tunnels, the results in this paper enhance the understanding of radio 
channels in mining environments and have direct applications in mine safety and health. For 
example, knowing the wireless channels in the underground mining environments can help 
design and deploy optimized high speed wireless communication and tracking systems.
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Figure 1. 
A general model for wireless data transmission.
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Figure 2. 
Cross-sectional view of a rectangular tunnel.
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Figure 3. 
A diagram to show that multipath components in a rectangular can be represented by 
corresponding rays oriented from image sources (Im,n) on a virtual image plane 
perpendicular to the tunnel axis.
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Figure 4. 
A picture of the concrete tunnel where propagation measurements were taken.
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Figure 5. 
A heat map for visualizing the contribution of each multipath component (image) on the 
image plane. Each rectangular block (pixel) represents one image (Im,n) on the image plane 
with its intensity represented by the block color. (a) z = 6m. (b) z = 600m.
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Figure 6. 
The maximum order of the image (ray) that needs to be included in the model varies with 
the separation distance.
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Figure 7. 
Simulated CIRs in a tunnel environment at different transmitter-receiver separation 
distances.
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Figure 8. 
Simulated RMS delay spreads at different transmitter-receiver separation d distances.
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Figure 9. 
RMS delay spread varies with the dimensions of the tunnel and the polarization of the signal 
source.
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Figure 10. 
Maximum spread angle varies with the separation distance.
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Figure 11. 
An example of simulated channel transfer function |H(f)| for tunnel environments when the 
transmitter and the receiver are separated far from each other (z = 500m).
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Figure 12. 
An example of simulated channel transfer function |H(f)| for tunnel environments when the 
transmitter and the receiver are close to each other (z = 50m). The channel transfer function 
obtained by applying the IFFT to the time domain CIR is also plotted for reference.
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Figure 13. 
A comparison between the simulated (based on the derived CIR) and measured signal power 
attenuation at 915MHz in the concrete tunnel.
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Figure 14. 
A comparison between the simulated and measured power attenuation at 5.8 GHz in the 
concrete tunnel.
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Table 1
A list of the parameters used in the simulations.
Parameter Value Parameter Value
2a 1.83m 2b 2.35m
x0 0 x 0
y0 0.0457m y 0.0457m
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