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Abstract
In this thesis we use Markov chain Monte Carlo (MCMC) simulation to calibrate
a two-factor arbitrage-free model for the term structure of interest rates which is
proposed by Cairns (2004a) based on the positive-interest framework (Flesaker and
Hughston, 1996). The model is a time-homogeneous model driven by latent state
variables which follow a two-dimensional Ornstein-Uhlenbeck process. A number of
MCMC algorithms are developed and employed for estimating both model parameters
and latent variables where simulated data are used in the first place in order to
validate the algorithms and ensure that they can result in reasonable and reliable
estimates before using UK market data. Once the posterior estimates are obtained,
we next investigate goodness of fit of the model and eventually assess the impact
of parameter uncertainty on the forecasting of yield curves in which the achieved
MCMC output can be used directly. Additionally, the developed algorithm is also
applied for estimating the two-factor Vasicek term structure model for comparison.
We conclude that our algorithms work reasonably well for estimating the Cairns
term structure model. The model is then fitted to UK Strips data, and it found to
produce reasonable fits for medium- and long-term yields, but we also conclude that
some improvement may be required for the short-end of the yield curves.
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Introduction
Interest rate plays a substantial role in several kinds of investment. It lends itself to a
form of security and also the underlying of many other securities such as derivatives.
In light of asset and liability management, a change in interest rates affects the
valuation on both sides of a bank’s balance sheet. From an economic point of view,
the interest rate influences decision making for investors and is a key indicator for
the economy that determines the levels of investment, saving and consumption. By
definition, interest rate can simply be thought of as the cost of borrowing from one
to another, but its modelling is far more complicated than this simple definition
suggests.
Typically, interest rates are considered for a wide range of maturities as the yield
curve or the term structure. To develop a term structure model, it is necessary to
have an insight into the behaviour of interest rates. With reference to Cairns (2004a),
the desirable characteristics for a term structure model are as follows:
• All interest rates should be positive and can remain values close to zero.
• The model should be arbitrage-free and framed in continuous-time in order to
be able to use for derivative pricing and hedging.
• The model should have a mean-reverting process reflecting that in reality in-
terest rates will not be completely allowed to move freely, but once they reach
extreme levels, they will be pulled back to some long-term rates in some way
(e.g. an intervention by the Central banks).
• The model should be able to produce the yield curves similar to what we can
see in historical data.
In recent decades, a considerable number of arbitrage-free models have been pro-
posed for the term structure of interest rates. At the beginning, much attention was
1
drawn to one-factor models for the short-term rates or risk-free rates such that the
dynamic is characterised by a stochastic process. From empirical research (e.g. Lit-
terman et al., 1991), it is suggested that one-factor models are unlikely to sufficiently
capture the dynamics of real market data. Accordingly, multifactor arbitrage-free
models have been developed thereafter. Despite an increase of the number of factors
and their rigorous frameworks, several multifactor models are yet required to impose
some restrictions in order to guarantee interest rates being positive. In effect, this
makes those models less flexible and more difficult to implement. Nevertheless, a new
framework (the positive-interest framework) introduced by Fleasaker and Hughton
(1996), allows us to develop a multifactor model that can ensure the positivity of
interest rates in a natural way.
Implementing term structure models, especially multifactor models, is a huge re-
search area. In many cases, the models are incorporated with unobservable state
variables so that advanced and modern statistical techniques are necessary for esti-
mation. The main methodologies that frequently appear in the literature related to
term structure modelling are maximum likelihood (ML), general method of moments
(GMM) and efficient method of moments (EMM) which all follow the frequentist sta-
tistical approach. For the Bayesian approach, Markov chain Monte Carlo (MCMC)
simulation is the prevailing method for estimation. With application to term struc-
ture modelling, Eraker(2001) applied MCMC to fit a two-factor model with a latent
stochastic volatility component using weekly US Treasury data from Jannuary 1954
to May 1997. Hu (2005) estimated multifactor affine models using MCMC but those
models are not in a general form since Wiener processes are assumed to be uncor-
related (ρ = 0). Moreover, the chains of several parameters converge rather poorly
and need to be improved. Pooter et al. (2007) employed a Bayesian approach to esti-
mate term structure models incorporating macroeconomic variables but some results
appeared to have a substantial problem of convergence since some parameters did
not converge at all. Other examples of implementing term structure models using
MCMC can also be found in Bester (2004), and Lamoureux and Witte (2002).
In this thesis, we aim at calibrating a specific two-factor arbitrage-free term struc-
ture model developed by Cairns (2004a) using UK market data with Markov chain
Monte Carlo being the central methodology for our estimation. A new family of
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the Cairns models is based on the positive-interest framework that can be used
in long-term risk management. In the Cairns model, we are required to estimate
both model parameters and time-varying latent state variables, driven by a two-
dimensional Ornstein-Uhlenbeck process, and use numerical integration methods to
compute the bond prices since their closed-form solution cannot be achieved analyt-
ically. All computational work and simulations in this thesis are mainly based on
Matlab with some interface to C/C++ where efficiency of programming is essential.
In addition, many computations are also carried out in R, S-PLUS and WinBUGS.
The thesis is organised as follows.
In Chapter 1, we provide a review of some main term structure models established
until recently. Particular attention is given to arbitrage-free models where we also
describe the distinct difference between their two main categories, i.e. equilibrium
and no-arbitrage models. One-factor models are first presented in order to provide
a ground of constructing term structure models under the arbitrage-free principle.
Then, we consider multifactor models and focus on the positive-interest framework
which is the main framework used for developing the Cairns term structure models.
In Chapter 2, UK market data are investigated. Initially, we describe major in-
terest rate instruments available in the UK and consequently observe their behaviour
for short-, medium- and long-term. The key works in this chapter include princi-
pal component analysis on the UK data and fitting the Nelson-Siegel model to UK
interest rates.
In Chapter 3, we consider modern estimation techniques in term structure mod-
elling. Here we present maximum likelihood (ML), generalised method of moments
(GMM) and efficient method of moments (EMM) methods. Some advantages and
disadvantages among the methods are provided and we illustrate the GMM and EMM
methodologies by estimating the CKLS model (Chan et al., 1992) with 3-month UK
Repo rates.
In Chapter 4, we present MCMC methodology which is our core estimation tech-
nique for the Cairns term structure model. To begin with, we introduce the Bayes
theorem and then describe two main MCMC methods, i.e. the Metropolis-Hastings
(MH) algorithm and Gibbs sampler. Next, we use WinBUGS (Spiegelhalter et al.,
2003) to estimate a number of time-series models: autoregressive AR(1), bivariate
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autoregressive VAR(1) and stochastic volatility models with simulated and market
data. After all, we also code the MH algorithm in Matlab to re-estimate the AR(1)
model for comparison.
In Chapter 5, we estimate the two-factor Cairns term structure model using
MCMC with simulated data where the latent variables are simulated from the exact
solution. We first set up the estimation framework and then derive the full posterior
distribution of the Cairns bond price. Due to complexity of the model, the MCMC
simulation cannot be performed in WinBUGS and therefore we code all algorithms
in Matlab with an interface to C++ for computing numerical integrations which is
the most time consuming part. Four MCMC algorithms are considered for imple-
menting the model: standard MH algorithm, hybrid MCMC, adaptive MH algorithm
and Gibbs sampler with a quadratic approximation. Moreover, we improve the chain
convergence by reparameterising the bond posterior distribution and using a blocking
strategy.
In Chapter 6, we estimate the two-factor Cairns term structure model using
MCMC with monthly UK Strips data. The estimation results are initially discussed
and consequently some investigation of goodness of fit of the model with residual
analysis are provided.
In Chapter 7, we consider the issue of parameter uncertainty on the forecasting of
yield curves using MCMC. The forecasting can be simulated in a straightforward way
in which the MCMC output from previous chapter can be directly used. Following
Chapter 6, we discuss here the forecasting results on monthly UK Strips data.
In Chapter 8, we fit a two-factor Vasicek term structure model and compare the
results to those obtained with the Cairns model. Furthermore, forecast spot rates
and annuity values from both models are also compared.
In Chapter 9, we finally conclude with the main results and our contributions and
give ideas for further research.
4
Chapter 1
Term Structure Models of Interest
Rates
In this chapter, we review the key models and frameworks for the term structure of
interest rates. We first provide basic definitions of several kinds of bonds and interest
rates and then discuss the possible factors that might drive the term structure or
the yield curve over time. The main term structure models are then described from
the descriptive to the arbitrage-free approach and from one-factor to multifactor
models. Finally, we pay particular attention to the Cairns term structure models
under the positive-interest framework which are the main models for our estimation
in subsequent chapters.
1.1 Introduction
1.1.1 Bond Prices and Interest Rates
A bond is a financial obligation that guarantees the buyer to receive a stream of cash
flows at specified times in the future. When buying a bond, the buyer is lending
money to the bond’s issuer and in return will typically be paid nominal interest
payments (often referred to coupon payments) and one final payment (face value or
principal) at a redemption or maturity date. The coupons are usually determined in
terms of rates of return (coupon rates) and conventionally made either annually or
semi-annually.
There are many kinds of bonds traded in the markets with a variety of character-
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istics. For example, the coupon rates of a bond can be fixed (a fixed-rate bond) or
linked to some market rates, e.g. LIBOR rates (a floating-rate bond). If a bond pays
no coupon but only a face value at maturity, it will be called a zero-coupon bond.
In terms of the issuers, we can also have government bonds, corporate bonds and
so on. Given two identical bonds but different issuers, bond prices can be different
depending on the creditability or the probability of default on the payments of each
issuer.
In a mathematical sense, bond prices and interest rates are interchangeable. In
this section, the default-free fixed-rate bonds will be mainly described in greater
detail.
1.1.1.1 Zero-Coupon Bonds
A zero-coupon bond is a bond that pays no coupon but a face value of 1 at final
time of maturity. Denote P (t, T ) as a zero-coupon bond price at time t maturing at
time T . A zero-coupon bond is usually sold at discounted price, i.e. P (t, T ) < 1, for
t < T , and will have the value at final time T equal to P (T, T ) = 1. In addition, a
zero-coupon bond P (t, T ) is also known as a discount factor from time T back to t
when calculating the present value of a single cash flow.
1.1.1.2 Spot Rates
Spot rates are agreed interest rates for immediate settlement. The (continuously
compounded) spot rate at time t for maturity at time T is defined as
(1.1) R(t, T ) = − logP (t, T )
T − t .
Thus,
(1.2) P (t, T ) = e−(T−t)R(t,T ).
1.1.1.3 Forward Rates
Forward rates are agreed interest rates over a specified future period of time that
often appear in a forward contract. Suppose that a forward contract is constructed
at time t, the (continuously compounded) forward rate for time T to S (t ≤ T < S)
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is defined by
(1.3) F (t, T, S) =
1
S − T log
P (t, T )
P (t, S)
.
If T = t, we will have the forward rate F (t, t, S) equal to the spot rate R(t, S).
Moreover, if S → T , such forward rate will be called the instantaneous forward rate
which can be written as
(1.4) f(t, T ) = lim
S→T
F (t, T, S) = − ∂
∂T
P (t, T ).
Then, it follows that
(1.5) P (t, T ) = e−
R T
t
f(t,u)du.
The instantaneous forward rate f(t, T ) can be interpreted as the risk-free interest
rate contracted at time t over the infinitesimal time interval from T to T + dt.
1.1.1.4 Short Rates
A short rate at time t, denoted r(t), is the instantaneous forward rate at which T → t,
i.e.
(1.6) r(t) = f(t, t) = R(t, t).
The short rate can be regarded as the risk-free interest rate contracted at time t over
the infinitesimal time interval from t to t+ dt.
1.1.1.5 Money-Market Account
A money-market account or cash account is an account that accumulates compound
interests of risk-free rates from time to time. It is defined by
(1.7) B(t) = B(0)e−
R t
0 r(u)du
and hence dB(t) = r(t)B(t)dt.
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1.1.1.6 Yields to Maturity
A yield to maturity (also known as gross redemption yield) is the constant yield at
which the present value of a bond’s cash flows equal to the market price. Specifically,
suppose that we have a fixed-rate bond with coupons Ci payable annually at time ti
for i = 1, . . . , N and with face value F payable at tN . Then, the yield to maturity y
is a solution to the equation
(1.8) P (t) =
N∑
i=1
Cie
−y(ti−t) + Fe−y(tN−t),
where P (t) is the current market price of the bond at time t ≤ t1.
1.1.1.7 Par Yields
A par yield is the coupon rate of a new bond that should be priced if it is to be issued
at par value (face value). For a fixed-rate bond with coupons C payable annually at
time t+ 1, . . . , t+N = T and with face value F payable at T , the par yield at time
t for maturity at time T is ρ(t, T ) such that
F = Fρ(t, T )
T∑
s=t+1
P (t, s) + FP (t, T )
⇒ ρ(t, T ) = 1− P (t, T )∑T
s=t+1 P (t, s)
,(1.9)
for T = t+ 1, t+ 2, . . ..
1.1.2 Term Structure of Interest Rates
Instead of a single rate, interest rates (i.e. zero-coupon bonds, spot rates, forward
rates, etc.) are generally considered in terms of the yield curve or the term structure
of interest rates. In other words, for a given time, we are interested in observing
the behaviour of interest rates for a range of maturities as a whole, particularly for
the short-, medium- and long-term. Typically, the yield curves can have a variety of
shapes, for instance, upward sloping, downward sloping (inverted), flat, hump-shaped
and so on.
There are numerous empirical studies (e.g. Bliss, 1997; Wu, 2003) attempt to ex-
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Figure 1.1: Three-factor decomposition of yield curve movement: level (left), slope
(middle), and curvature (right).
plain and identify what factors drive changes in the yield curve over time. Recently,
much research has gone into unobservable driving variables (Dai and Singleton, 2000)
while others (e.g. Diebold et al., 2006) take account into some observable macroe-
conomic variables such as GDP, inflation and so on. Although, to date, none can
perfectly specify all exact factors that characterise the dynamic of the yield curve,
it has been agreed that the yield curve movement may be decomposed into three
main common factors as so-called “level”, “slope” and “curvature” (Litterman and
Scheinkman, 1991). As can be seen in Figure 1.1, the effect of “level” makes the yield
curve parallelly shift by almost equal magnitude for all maturities, whereas those of
“slope” and “curvature” most influence the yield curve for short- and medium-term
interest rates respectively. We will see later in the next chapter that this decomposi-
tion is also consistent with our results of using the principal component analysis with
the UK interest rate data.
1.1.3 The Term Structure Models
Term structure models of interest rates or interest rate models can be separated
into two main categories. The first group is the descriptive models that aim at
describing the current yield curves by fitting the models to a snapshot of data using
statistical curve-fitting techniques. Most models of this kind can result in excellent
fitted yield curves but have a little mention of the driving factors or the evolution of
term structure of interest rates. Furthermore, they are usually not used for pricing
derivatives since the models are not in line with the no-arbitrage principle.
The models in the second category are arbitrage-free models that are widely used
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for valuing derivatives and constructing hedging strategies. Of this category, the
arbitrage-free models can also be approached by “equilibrium” and “no-arbitrage”
principles. The distinct difference between these two approaches is that the equi-
librium approach uses the economic reasoning such that today’s term structure of
interest rates is the output of the process of equilibrating the demand and supply of
bonds and other securities in the market (Cox et al., 1985). In turn, the equilibrium
models are time-homogeneous in which we might observe that their model parame-
ters do not vary with time. The drawback of this approach is therefore we frequently
can find some discrepancy between the observed and theoretical bond prices. For the
no-arbitrage approach, the model is designed to perfectly match with today’s term
structure. Thus, the current bond prices form an input to the model whose term
structure will evolve in future time. As a consequence, the no-arbitrage models are
typically time-inhomogeneous models that are suitable only for the short-term and
which require regular recalibration.
In addition, both kinds of arbitrage-free models can be constructed by either the
martingale or the partial differential equations (PDEs) approach. Both methodologies
give rise to equivalent results. Some examples can be found in Cairns (2004b) and
Heath and Schweizer (2000). A distinct advantage of the PDE approach is that it
provides us with a framework for implementation of a model using numerical methods,
whereas the martingale approach is claimed to be more mathematically powerful and
intuitive. Generally, in order to construct an arbitrage-free model, one is required to:
• define the dynamics of interest rates or latent state variables as stochastic pro-
cesses under some probability measure (usually starting at the risk-neutral mea-
sure),
• solve the stochastic differential equations (SDEs) according to the model setting
(hence the difficulty of achieving solutions depends on the model complexity),
• derive or define the market prices of risk and then change the probability mea-
sure back to the real world probability after all.
A review of some basic definitions and properties of stochastic differential equations
is provided in Appendix A.
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1.2 Descriptive Models
Although arbitrage-free models are popular for use of pricing securities and deriva-
tives, they have not much contributed to the yield curve forecasting where the flexi-
bility and parsimony of the model become essentially important. Even worse, some
evidence (Duffee, 2002) shows that a simple random walk model may have better
forecasts than some equilibrium models such as the affine term structure models.
Accordingly, the descriptive models are still often used for the forecasting purpose,
especially by the central banks that usually influence the expectation of the short-
term interest rates in the market (via the policy bank rate).
Referring to a survey by the Bank for International Settlements (BIS, 2005), it can
be found that most major central banks employ either the Nelson and Siegel or the
Svensson model (the parametric approach) for estimating zero-coupon yield curves.
In case of the Bank of England, however, they have applied the variable roughness
penalty (VRP) method (the spline-based approach) which has replaced the previous
use of the Svensson model since November 1999. The claimed reason is that for the
purpose of assessing monetary conditions, the VRP method is more preferable than
the Svensson model as it can better satisfy the criteria of smoothness, flexibility and
stability (Anderson and Sleath, 2001).
In this section, we will focus on some main descriptive models by the parametric
approach.
1.2.1 Nelson-Siegel Models
Nelson and Siegel (1987) proposed a class of models for instantaneous forward rates
in the form of an exponential with a polynomial function. Let f(t, T ) be the forward
rate at time t maturing at T . Then, the Nelson-Siegel forward rate curve is defined
by
(1.10) f(t, T ) = β0(t) + (β1(t) + β2(t)λ(t)(T − t))e−λ(t)(T−t),
where β0(t), β1(t), β2(t) and λ(t) are the model parameters depending on t.
Despite the advantage of flexibility that there are few parameters in the model,
it has been known that the Nelson-Siegel model can produce only one hump in the
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yield curve which is inadequate for a more complex shape.
1.2.1.1 Diebold and Li’s interpretation
Diebold and Li (2006) interpreted the β parameters in (1.10) as three latent driv-
ing factors (level, slope and curvature) consistent with those of Litterman and
Scheinkman (1991) described in the earlier section. Specifically, the spot rate yield
curve can be written as
(1.11) R(t, T ) = L(t)+
(
1− e−λ(t)(T−t)
λ(t)(T − t)
)
S(t)+
(
1− e−λ(t)(T−t)
λ(t)(T − t) −e
−λ(t)(T−t)
)
C(t),
where L(t) = β0(t), S(t) = β1(t) and C(t) = β2(t) in (1.10).
The loadings on L(t), S(t) and C(t), which are regarded as the “long-term”,
“short-term” and “medium-term” factors respectively, will be discussed further in
next chapter when we estimate the Nelson-Siegel model using UK Strips data. For
the model tractability, Diebold and Li suggested to fix λ(t) at which the loading term
on C(t) is maximised.
1.2.2 Svensson Models
Svensson (1994) extended the Nelson-Siegel model by adding a second exponential
term in (1.10) in order to make the forward rate curve be able to generate more
complex shapes (e.g. more humps). The Svensson forward rate curve is defined by
(1.12) f(t, T ) = β0(t) + (β1(t) + β2(t))(T − t)e−λ1(t)(T−t) + β3(t)(T − t)e−λ2(t)(T−t).
1.2.3 Cairns Descriptive Models
The descriptive forward rate curve model proposed by Cairns (1998) is
(1.13) f(t, T ) = β0(t) +
4∑
i=1
βi(t)e
−λi(T−t)
It can be noticed that, given time t, the model comprises of the constant term β0
and additional four exponential decay terms.
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1.3 One-Factor Arbitrage-Free Models
In an early stage of developing arbitrate-free models, particular attention was given
to modelling the short rate (risk-free rate) whose dynamic can be characterised by
an Itoˆ process with a stochastic differential equation
(1.14) dr(t) = a(t)dt+ b(t)dW (t),
where W (t) is a Wiener process with respect to a filtration (Ft)t≥0 under the real
world probability P and a(t) and b(t) are some previsible processes.
In practice, we usually start constructing a short rate model under the risk-neutral
probability Q which is equivalent to the real world probability P by making use of the
Girsanov theorem and the Radon-Nikody´m derivatives (see Appendix A), where the
discounted bond price process is a martingale under Q. Once the short rate equation
was derived, the zero-coupon bond price P (t, T ) can be achieved (under Q) by the
Feyman-Kac formula such that
(1.15) P (t, T ) = EQ
(
e−
R T
t
r(u)du|Ft
)
,
where Ft is a filtration generated by a Wiener process W˜ (t) under Q.
In this section, we will consider some well-known one-factor models developed
from the dynamic in (1.14) by both equilibrium and no-arbitrage approaches.
1.3.1 Equilibrium Short Rate Models
With the general framework in (1.14), specific one-factor equilibrium models can be
developed by defining some particular forms of a(t) and b(t) in which r(t) may also
be included but the model parameters are not allowed to be time-varying (hence the
models are time-homogeneous).
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1.3.1.1 Merton Model
A very first model of this kind is the Merton model (1973) in which the short rate is
defined by
(1.16) dr(t) = αdt+ σdW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q and α and σ
are some positive constants.
Theorem 1.1. [Merton Model, 1973] Given (1.16), the zero-coupon bond prices
can be achieved at
(1.17) P (t, T ) = exp[A(t, T )−B(t, T )r(t)],
where
B(t, T ) = T − t
A(t, T ) = −1
2
α(T − t)2 + 1
6
σ2(T − t)3.
As can be seen, the Merton model is simple and hence comes up with several
substantial pitfalls. First, the model does not have a mean-reverting property in
which it is commonly known (Cairns, 2004a) that in reality interest rates will not
drift freely but at some point they will eventually be pulled back to some long-term
rates. Second, interest rates generated by the Merton model can become negative
which is unrealistic.
1.3.1.2 Vasicek Model
The Vasicek model (1977) (also known as the Ornstein-Uhlenbeck process) defines
the dynamic of short rate as
(1.18) dr(t) = α(µ− r(t))dt+ σdW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q and α, µ and σ
are strictly positive constants.
Theorem 1.2. [Vasicek Model, 1977] Given (1.18), we have the zero-coupon
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bond prices
(1.19) P (t, T ) = exp[A(t, T )−B(t, T )r(t)],
where
B(t, T ) =
1− e−α(T−t)
α
A(t, T ) = (B(t, T )− (T − t))
(
µ− σ
2
2α2
)
− σ
2
4α
B(t, T )2.
The Vasicek model is improved from the Merton model by incorporating a mean-
reverting process in the drift term but unfortunately interest rates still can become
negative.
1.3.1.3 Cox-Ingersoll-Ross Model
Cox, Ingersoll and Ross (CIR, 1985) proposed the short rate model that can pre-
vent negative interest rates by having the square-root process
√
r(t) in the diffusion
coefficient of the Vasicek model. Namely,
(1.20) dr(t) = α(µ− r(t))dt+ σ
√
r(t)dW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q and α, µ and σ
are strictly positive constants.
Theorem 1.3. [CIR Model, 1985] Given (1.20), the zero-coupon bond prices are
(1.21) P (t, T ) = exp[A(t, T )−B(t, T )r(t)],
where
A(t, T ) =
2αµ
σ2
log
(
2γe(γ+α)(T−t)/2
(γ + α)(eγ(T−t) − 1 + 2γ
)
,
B(t, T ) =
2(eγ(T−t) − 1)
(γ + α)(eγ(T−t) − 1) + 2γ ,
γ =
√
α2 + 2σ2.
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1.3.1.4 Chan-Karolyi-Longstaff-Sanders Model
Chan, Karolyi, Longstaff and Sanders (CKLS, 1992) generalised the CIR model in
such a way that, rather than fixing at 0.5, the power of r(t) in the diffusion term is
treated as an additional parameter, i.e.
(1.22) dr(t) = α(µ− r(t))dt+ σr(t)γdW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q and α, µ, σ and
γ are some positive constants.
From their empirical study, the estimate of γ is approximately equal to 1.5 from
fitting the model using the generalised method of moments (GMM) to the historical
one-month US Treasury Bill yields from June 1964 to December 1989. Apart from
the special cases of γ = 0 (Vasicek) and γ = 0.5 (CIR), there are no analytical
expressions for bond prices.
1.3.2 No-Arbitrage Short Rate Models
Under the framework (1.14), a no-arbitrage short rate model can also be developed
in which we frequently can find some parameters in the previsible processes be time-
varying. As a consequence, the model is time-inhomogeneous and requires an initial
term structure for computing interest rates.
1.3.2.1 Ho-Lee Model
Ho and Lee (1986) generalised the Merton model by setting the short rate as
(1.23) dr(t) = α(t)dt+ σdW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q, α(t) is a deter-
ministic function and σ is a positive constant.
Theorem 1.4. [Ho-Lee Model, 1986] Suppose that the dynamic of short rates
follows the SDE in (1.23). By the Fayman-Kac formula and with
(1.24) α(T ) =
∂
∂T
f(0, T ) + σ2T,
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where f(0, T ) = −∂P (0, T )/∂T is the initial forward rates, it can be proved that
(1.25) P (t, T ) = exp[A(t, T )−B(t, T )r(t)],
where
B(t, T ) = T − t,
A(t, T ) = log
P (0, T )
P (0, t)
+B(t, T )f(0, t)− 1
2
σ2tB(t, T )2.
Hence,
(1.26) r(t) = f(0, t) +
1
2
σ2t2 + σW˜ (t),
where f(0, t) = r(0).
1.3.2.2 Hull-White Model
Hull and White (1990) proposed the constant parameter µ in the Vasicek model as a
deterministic function depending on time. That is,
(1.27) dr(t) = α(µ(t)− r(t))dt+ σdW˜ (t),
where W˜ (t) is a Wiener process under the risk-neutral probability Q, µ(t) is a deter-
ministic function and α and σ are some positive constants.
Theorem 1.5. [Hull-White Model, 1990] Given the dynamic of short rates as
the SDE in (1.27), by the Fayman-Kac formula and with
(1.28) µ(T ) =
1
α
∂
∂T
f(0, T ) + f(0, T ) +
σ2
2α2
(1− e−2αT ),
where f(0, T ) is the initial forward rates, it can be shown that
(1.29) P (t, T ) = exp[A(t, T )−B(t, T )r(t)],
where
B(t, T ) =
1− e−α(T−t)
α
,
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A(t, T ) = log
P (0, T )
P (0, t)
+B(t, T )f(0, t)− σ
2
4α
(1− e−2αt)B(t, T )2.
Accordingly,
(1.30) r(t) = f(0, t) +
σ2
2α2
(1− e−αt)2 + σ
∫ t
0
e−α(t−s)dW˜ (s).
1.4 Multifactor Arbitrage-Free Models
In the previous section, we considered several arbitrage-free models which are the
one-factor models. In other words, there is only one underlying source of randomness
(i.e. one Wiener process) incorporated in those models. As already mentioned in
the introduction, it has been known that one-factor model is unlikely to capture all
features of interest rates and therefore multifactor models have been developed.
1.4.1 Affine Term Structure Models (ATSMs)
In fact, all the one-factor short rate models previously described have the bond prices
in an affine form of exp[A(t, T ) − B(t, T )r(t)], where A(t, T ) and B(t, T ) are the
specific functions. More precisely, those models belong to a class of the affine term
structure models (ATSMs) proposed by Duffie and Kan (1996).
Under the ASTM framework, the short rate is specified as an affine function of
the state variables X(t) = (X1(t), X2(t), ..., XN(t))
′, i.e.
(1.31) r(t) = δ0 +
N∑
i=1
δiXi(t) ≡ δ0 + δ′xX(t),
where δx = (δ0, . . . , δN)
′ is a vector of constants and the dynamic of state variables
X(t) is defined by the SDE
(1.32) dX(t) = K(θ −X(t)) + ΣF (X(t))dW˜ (t),
where W˜ (t) is an N -dimensional independent Wiener process under the risk-neutral
probability Q, θ is a constant N × 1 vector, K and Σ are constant N ×N matrices
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and F (X(t)) is the diagonal N ×N matrix such that
F (X(t)) =


√
α1 + β′1X(t) 0 · · · 0
0
√
α2 + β′2X(t) · · · 0
...
...
. . .
...
0 0 · · · √αN + β′NX(t)


,(1.33)
where α1, . . . , αN are constants and each βi = (βi1, . . . , βiN)
′ is a constant vector.
Theorem 1.6. [The ATSM Framework, 1996] Providing the general framework
for the short rate from (1.31) to (1.33), the zero-coupon bond prices at time t maturing
at T have the affine form
(1.34) P (t, T ) = exp[A(t, T )−B′(t, T )X(t)],
where A(t, T ) and B(t, T ) satisfy the ordinary differential equations (ODEs)
dA(t, T )
dT
= −θ′KB(t, T ) + 1
2
N∑
i=1
[Σ′B(t, T )]2iαi − δ0,
dB(t, T )
dT
= −K ′B(t, T )− 1
2
N∑
i=1
[Σ′B(t, T )]2iβi − δx.
with the initial conditions A(0) = 0 and B(0) = 0N×1.
1.4.1.1 A Canonical Form of the ATSMs
It can be noticed from the ATSM framework that not all sets of the parameter vector
Θ = (K, θ,Σ, B, α), where B = (β1, . . . , βN), give rise to positive interest rates.
Specifically, we need to impose some restrictions on Θ in order to ensure that the
terms αi + βiX(t) of the conditional variances in (1.33) are strictly positive for all i
(such specification for Θ will be referred as “admissible”).
Dai and Singleton (2000) provided an excellent specification analysis regarding
this. They define the canonical representation of the admissible N -factor ATSMs as
the following definition.
Definition 1.7. [A Canonical Form of Admissible N-factor ATSMs] Let
m = rank(B) be an index for the dependency degree of the conditional variances
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F (X(t)) on the number of the latent variables X(t). Further, for each m, X(t) is
partitioned as X ′ = (XU
′
, XL
′
), where XU and XL are m×1 and (N−m)×1 vectors
respectively. Then, a canonical form of admissible N -factor ATSMs can be defined
by the specification of the parameter vector Θ such that
K =

 KUUm×m 0m×(N−m)
KLU(N−m)×m K
LL
(N−m)×(N−m)

 ,
for m > 0, and K is either upper or lower triangular matrix for m = 0,
θ =

 θUm×1
0(N−m)×1

 ,
Σ = I,
α =

 0m×1
1(N−m)×1

 ,
B =

 Im×m BULm×(N−m)
0(N−m)×m 0(N−m)×(N−m)

 ,
with the parameter restrictions:
δi ≥ 0, m+ 1 ≤ i ≤ N,
Kiθ =
m∑
j=1
Kijθj > 0, 1 ≤ i ≤ m,
Kij ≤ 0, 1 ≤ i ≤ m, j 6= i,
θi ≥ 0, 1 ≤ i ≤ m,
Bij ≥ 0, 1 ≤ i ≤ m, m+ 1 ≤ j ≤ N.
1.4.2 Quadratic Term Structure Models (QTSMs)
In place of an affine function, Ahn, Dittmar and Gallant (2002) introduced the short
rate in a quadratic form of the state variables X(t) = (X1(t), X2(t), ..., XN(t))
′ such
20
that
(1.35) r(t) = α+ β′X(t) +X(t)′ΨX(t),
where α is a constant, β is an N × 1 constant vector and Ψ is an N × N constant
matrix. In addition, the dynamic of state variables X(t) is governed by the SDE
(1.36) dX(t) = (µ+ ξX(t))dt+ ΣdW (t),
where W (t) is an N -dimensional Wiener process under some physical probability
measure P, µ is a constant N × 1 vector and ξ and Σ are constant N ×N matrices.
It is worth noting that the QTSM framework initially formulates the models under
the probability measure P rather than Q. Nevertheless, by the Girsanov theorem and
defining dW˜ (t) = dW (t) + Σ−1(δ0 + δ1(X(t))dt, the dynamic of the state variables
under Q can be
(1.37) dX(t) = [µ− δ0 + (ξ − δ1)X(t)]dt+ ΣdW˜ (t),
where W˜ (t) is an N -dimensional Wiener process under the risk-neutral measure Q,
µ and δ0 are constant N × 1 vectors and ξ, δ1 and Σ are constant N ×N matrices.
Theorem 1.8. [The QTSM Framework, 2002] Given the dynamic of the short
rate in (1.35) and the state variables in (1.37), the zero-coupon bond prices at time t
maturing at T have the quadratic form
(1.38) P (t, T ) = exp[A(t, T ) +B′(t, T )X(t) +X ′(t)C(t, T )X(t)],
where A(t, T ), B(t, T ) and C(t, T ) satisfy the ordinary differential equations (ODEs)
dC(t, T )
dT
= 2C(t, T )ΣΣ′C(t, T ) + (C(t, T )(ξ − δ1) + (ξ − δ1)′C(t, T ))−Ψ,
dB(t, T )
dτ
= 2C(t, T )ΣΣ′B(t, T ) + (ξ − δ1)′B(t, T ) + 2C(t, T )(µ− δ0)− β,
dA(t, T )
dτ
= tr[ΣΣ′C(t, T )] +
1
2
B(t, T )′ΣΣ′B(t, T ) +B′(t, T )(µ− δ0)− α.
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with the initial conditions A(0) = 0, B(0) = 0N×1 and C(0) = 0N×N .
1.4.2.1 A Canonical Form of the QTSMs
Comparing to the ATSMs, the restrictions for ensuring the positive interest rates to
the QTSMs are much simpler due to the existence of a homoscedastic diffusion matrix
Ψ for the state variables. Specifically, the canonical form of the QTSMs satisfies
• Ψ is a positive semidefinite matrix such that
Ψ =


1 Ψ12 · · · Ψ1N
Ψ12 1 · · · Ψ2N
· · · · · · · · · · · ·
Ψ1N Ψ2N · · · 1


,
• α, µ ≥ 0 and β = 0N×1,
• ξ and δ1 are lower triangular matrices,
• Σ is a diagonal matrix.
1.4.3 Heath-Jarrow-Morton Models
The new framework introduced by Heath, Jarrow and Morton (HJM, 1992) made a
huge impact on modelling the term structure of interest rates. Instead of focusing on
the short rates, they directly specify the dynamic of the instantaneous forward rates
as the SDE
(1.39) df(t, T ) = α(t, T )dt+ σ(t, T )′dW˜ (t),
for all 0 ≤ t ≤ T , where W˜ (t) is an N -dimensional Wiener process under the risk-
neutral measure Q, α(t, T ) is a drift process and σ(t, T ) = (σ1(t, T ), . . . , σN(t, T ))
′
is a volatility process. Under the real world measure P, one can define dW (t) =
dW˜ (t)+ γ(t)dt, where W (t) is an N -dimensional Wiener process under P and γ(t) is
the market price of risk.
22
Theorem 1.9. [The HJM Framework, 1992] The forward rate models developed
under the SDE in (1.39) are arbitrage-free if and only if
(1.40) α(t, T ) = −σ(t, T )′S(t, T ),
(1.41) σi(t, T ) = − ∂
∂T
Si(t, T ),
where S(t, T ) = (S1(t, T ), . . . , SN(t, T ))
′ is a previsible process. Hence, we also have
the short rates
(1.42) r(t) = f(t, t) = f(0, t)−
∫ t
0
σ(s, t)′S(s, t)ds+
∫ t
0
σ(s, t)′dW˜ (s)
and the dynamic of zero-coupon bond prices
(1.43) dP (t, T ) = P (t, T )[r(t)dt+ S(t, T )′dW˜ (t)].
The HJM framework allows us to develop specific arbitrage-free forward rate
models through the volatility term structure σ(t, T ). By choosing an appropriate
volatility function, it is possible to reduce the HJM model to simpler models such as
the Ho-Lee and Hull-White models.
The popular model under the HJM framework is the LIBOR market model devel-
oped by Brace, Gatarek and Musiela (BGM, 1997) where the volatility structure is
derived by using the LIBOR rate process. Rather than forward rates, the model can
directly use the LIBOR rates which are simple interest rates genuinely quoted in the
markets. For the BGM model, LIBOR rates are assumed to follow the log-normal
distribution in which, contrary to the HJM model, the explosion can be avoided. Fur-
thermore, the BGM model also allows us to develop a straightforward framework for
pricing interest rate derivatives such as caps, floors and swaptions (generally, there
are no simple formulae for pricing such derivatives under the HJM models).
1.5 Positive-Interest Framework
We can see that the term structure models previously discussed require some restric-
tions to ensure interest rates be positive. To an extent, this can be thought of a
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drawback that, possibly, limits some favourable characteristics of the models. To
overcome this, Flesaker and Hughston (FH, 1996) introduced the positive-interest
framework that can guarantee the positivity of interest rates in a natural and con-
structive way.
Proposition 1.10. [The FH Zero-Coupon Bond Price] Assume that M(t, s)
is a family of strictly positive martingales with respect to a filtration (Ft)t≥0 under Pˆ,
where M(0, s) = 1 for all s. Also suppose that a zero-coupon bond price P (t, T ) is
differentiable at T and φ(s) is the strictly positive deterministic function such that
(1.44) φ(s) =
∂
∂s
P (0, s).
Then, the FH zero-coupon bond price, defined by
(1.45) P (t, T ) =
∫∞
T
φ(s)M(t, s)ds∫∞
t
φ(s)M(t, s)ds
,
is arbitrage-free and result in positive interest rates almost surely. Moreover, we also
have the forward rate
(1.46) f(t, T ) = − ∂
∂T
logP (t, T ) =
M(t, T )φ(T )∫∞
T
M(t, s)φ(s)ds
and the short rate
(1.47) r(t) = f(t, t) =
M(t, t)φ(t)∫∞
t
M(t, s)φ(s)ds
.
A more general form of the FH framework was subsequently proposed by
Rutkowski (1997) and Roger (1997) as the following theorem.
Theorem 1.11. Suppose that (Ω,F , Pˆ) is a probability space and Wˆ (t) is a finite
Wiener process with respect to a filtration (Ft)t≥0 under some pricing measure Pˆ. Let
P (t, T ) be a zero-coupon bond price at time t maturing at T and A(t) be a strictly
positive supermartingale under Pˆ. Then, arbitrage-free zero-coupon bond prices can
be defined by
(1.48) P (t, T ) =
EPˆ[A(T )|Ft]
A(t)
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and hence the corresponding interest rates also remain positive almost surely.
Proof. See Cairns (2004b).
It is noted that the FH form can be achieved by setting A(t) =
∫∞
t
M(t, s)φ(s)ds
in (1.48).
1.5.1 Arbitrage-Free Cairns Term Structure Models
By specifying some process M(t, s) and deterministic function φ(s) in the FH bond
price in (1.45), Cairns (2004a) developed a specific multifactor term structure model
which are arbitrage-free and can be used for long-term risk management. The model is
Markov and time-homogeneous where the state variables follow standard, correlated
Ornstein-Uhlenbeck processes. In particular, when the parameter and state variable
values are given appropriately, the model can produce a yield curve similar to those
of the Japanese yield curves such that they remain flat and very low just above zero.
Theorem 1.12. [The Arbitrage-Free Cairns Multifactor Models] Assume
that (Ω,F , Pˆ) is a probability space and Wˆ1(t), . . . , Wˆn(t) are n independent Wiener
processes with respect to a filtration (Ft)t≥0. Next, define M(t, T ) as the family of
martingales such that
M(0, T ) = 1, for all T,
dM(t, T ) = M(t, T )σ(t, T )′dYˆ (t) =M(t, T )σ(t, T )′CdWˆ (t)
= M(t, T )
n∑
i=1
σi(t, T )dYˆ (t),(1.49)
where dYˆ (t) = CdWˆ (t), Yˆ (0) = 0, and the matrix C is the Cholesky matrix such that
CC ′ = (ρij)
n
i,j=1 (an instantaneous correlation matrix). Suppose also that σi(t, T ) =
σi exp[−αi(T − t)] and
(1.50) φ(s) = φ exp
[
− βs+
n∑
i=1
σixˆie
−αis − 1
2
n∑
i,j=1
ρijσiσj
αi + αj
e−(αi+αj)s
]
.
By making use of the FH framework, the Cairns multifactor model for zero-coupon
bond prices at time t maturing at time T can be achieved at
(1.51) P (t, T ) =
∫∞
T−t
H(u,X(t))du∫∞
0
H(u,X(t))
,
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where X(t) follows an n-dimensional Ornstein-Uhlenbeck process; dXi(t) = −αiXi(t)dt+
dYˆ (t), for i = 1, . . . , n, and
(1.52) H(u, x) = exp
[
− βu+
n∑
i=1
σixi e
−αiu − 1
2
n∑
i,j=1
ρijσiσj
αi + αj
e−(αi+αj)u
]
.
Furthermore, we also obtain the forward rate
(1.53) f(t, T ) =
H(T − t,X(t))∫∞
T−t
H(u,X(t))du
and the short rate
(1.54) r(t) =
H(0, X(t))∫∞
0
H(u,X(t))du
.
Proof. See Cairns (2004a).
1.5.1.1 Remarks on the Arbitrage-Free Cairns Term Structure Models
• Whereas the original FH framework allows us to develop a no-arbitrage model
such that the current market prices can be used to form an input into the
model through the deterministic function φ(s) in (1.44), the specific Cairns
term structure models turn to be a kind of arbitrage-free models which are
time-homogeneous and Markov (i.e., the state variables X(t) are Markov). Ac-
cordingly, the differences between theoretical and observed market prices may
be observed. Nevertheless, it can be argued that the market friction (such as
transaction costs and so on) may prevent such arbitrage opportunities to some
extent if the number of factors n in the model is large enough (at least n ≥ 2).
• Although a numerical integration is required for obtaining a bond price from
(1.51), it can be done quickly and accurately since we are dealing only with a
one-dimensional integral.
• For the one-factor Cairns model, it can be proved that if the short rate r(t)
goes small, the model can behave like the Black and Karansinski (1991) model
and like the Vasicek model when r(t) gets large.
• The model is first constructed in some pricing measure Pˆ in which the state
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variables are multivariate normal distributed. To change the measure back to
the real world probability P with preserving the normality, the market prices
of risk are structured in such a way that
dW˜ (t) = dWˆ (t)− V (t, t)dt
dW (t) = dW˜ (t) + γ(t)dt
⇒ dW (t) = dWˆ (t) + θdt,
where Wˆ (t), W˜ (t), and W (t) are Wiener processes under the pricing measure
Pˆ, the risk-neutral Q and the real world probability P respectively, and γ(t) =
V (t, t)+ θ for some constant vector θ where V (t, t) is some n× 1 vector process
(See Cairns, 2004). Thus, the dynamic of the latent state variable Xi(t) under
P will be
dXi(t) = αi(γi −Xi(t))dt+
n∑
j=1
cijdWi(t),
where γi = −α−1i
∑n
j=1 cijθj and cij are the elements of the Cholesky matrix C.
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Chapter 2
An Analysis of UK Interest Rates
This chapter is mainly devoted to explore and analyse UK interest rate data. To
begin with, we describe major interest rate instruments in the UK market and then
particularly investigate the movement behaviour of the short-, medium- and long-
term UK interest rates. Consequently, we carry out two further analyses. First,
we fit the Nelson-Siegel model using ordinary least squares (OLS) with monthly UK
Strips in order to observe the dynamic of the three latent driving factors (level,
slope and curvature) as described by Diebold and Li (2006). Second, we conduct the
principal component analysis (PCA) to identify main principal components of the
UK data and subsequently investigate the standardised residuals after utilising the
PCA results.
2.1 UK Interest Rate Markets and Instruments
In the UK, interest rates are generally facilitated in two main markets: the gilt and
money markets. Gilts are the UK government bonds which have been managed under
the UK Debt Management Office (DMO) (Before 1 April 1998, it was the responsi-
bility of the Bank of England) whereas most major money market instruments (e.g.
LIBOR and Repo rates) are currently handled by the British Bankers’ Association
(BBA).
2.1.1 UK Gilt Market
There are three main different categories of securities in the gilt market: conventional
gilts (coupon-bearing bonds), index-linked gilts and gilt Strips (zero-coupon bonds).
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It should be mentioned that, before 1996, the capital gains were taxed with different
rates for the low- and high-coupon gilts. As a result, the market yields at that time
may not reflect the true returns. Specifically, yields on the high-coupon gilts tended
to be higher than those on the low-coupon ones due to tax asymmetries. Therefore,
one should bear this in mind when considering the UK historical gilt data.
2.1.1.1 Conventional Gilts
Conventional gilts are the simplest form of UK government bonds. The DMO has
concentrated recently on issuing conventional gilts for a certain maturities of around
5, 10, 30, 40 and 50 years with the semi-annual coupon payments on specific aligned
coupon dates: 7 March/7 September and 7 June/7 December. The prices of conven-
tional gilts are quoted in terms of £100 nominal.
2.1.1.2 Index-Linked Gilts
Index-linked gilts are the conventional gilts that their coupon payments and the
principal are adjusted by the UK Retail Prices Index (RPI). As a consequence, the
coupons on index-linked gilts reflect the real yields (rather than the nominal yields).
Since the RPI data is usually not promptly available for the date of valuation, the
payment on an index-linked gilt will be calculated relying on lagged RPI data in which
all new index-linked gilts in the UK have used the three-month lag since September
2005 (in the past, there was also eight-month lag index-linked gilts).
2.1.1.3 Gilt Strips
Strips (Separate Trading of Registered Interest and Principal Securities) are zero-
coupon bonds constructed by breaking down a conventional gilt into individual cash
flows (as so-called “stripping” process). For instance, a five-year conventional gilt
could be stripped into 11 zero-coupon bonds: one principal and ten semi-annual
coupon payments.
Strips have been traded in the UK since December 1997 with the same specific
aligned coupon dates as the conventional gilts (7 March, June, September and Decem-
ber). Referring to the DMO formulae for calculating gilt prices from yields (DMO,
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2005), the relationship between Strips price and yield is defined by
(2.1) P =
100
(1 + y
2
)
r
s
+n
,
where
P = Price per £100 nominal of Strip,
y = Gross redemption yield (in decimal),
r = Number of calendar days from the settlement to the next quasi-coupon date,
s = Number of calendar days in the quasi-coupon period in which the settlement
date occurs,
n = Number of remaining full quasi-coupon periods after the current period.
NB: r and s are not adjusted for non-working days.
Example 2.1. Consider one Strip maturing on 7 June 2015. If the settlement is
made on 26 June 2010 at which the current market price is 85.55 pounds. Then, we
first know that the previous and the next quasi-coupon dates of this Strip are 7 June
2010 and 7 December 2010 respectively. Next, one can count the days and obtain
r = 166 days, s = 183 days and n = 9 periods. Accordingly, yield can be computed
from (2.1) and achieved at 3.176%.
2.1.1.4 Other Types of Gilts
There still are a couple of other types of gilts but now constituting only a fraction
of gilts outstanding in the market, for instance, double-dated gilts and undated gilts.
Double-dated gilts have an embedded call option that provides the government with
the right to redeem the bond at par value on either final maturity date or some earlier
time with three months notice in advance. For the undated gilts, they are the gilts
that have not been specified the final redemption date. The redemption date of these
bonds is at discretion of the government.
2.1.2 UK Money Market
Three main money market instruments in the UK are presented as follows.
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2.1.2.1 BBA LIBOR
LIBOR (London InterBank Offered Rate) is the interest rate at which banks offer
to lend unsecured funds to other banks in the London interbank market. It is often
used as a key benchmark for short-term interest rates. Since LIBOR rates are usually
transacted over-the-counter (OTC) with different market sizes, the British Bankers’
Association (BBA) has standardised the rates by launching the fixing procedure and
introduced the BBA LIBOR since January 1986. Currently, the BBA LIBOR has
been quoted in 10 major currencies with 15 maturities from overnight to 12 months.
Market Convention
The BBA LIBOR is a simple (not compounded) interest rate in which an interest
due (for GBP) can be computed by
Interest due = Principal×
(
LIBOR rate
100
)
×
(
Actual number of days in interest period
365
)
.
Note that it is important to carry out the exact number of days in the interest
period which is not always, for example, 90 days for a 3-month deposit but could be
89 or 91 days.
Fixings Procedure
The BBA fixes the LIBOR rates by the following procedure.
1. A panel of contributor banks is first selected (and is reviewed at least once
a year) based on the reputation, credit quality and activity in London. At
present, there are 16 major banks contributing to the GBP panel.
2. On every business day, the BBA gathers the offered rates, for a given stan-
dardised notional amount, from all contributor banks for each currency and
maturity just prior to 11:00 am (London time).
3. After that, all the rates will be ranked in order and the highest and the lowest
quartiles will be excluded. The BBA LIBOR rates of the day will be computed
by an arithmetic average on the middle two quartiles.
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2.1.2.2 BBA Repo
Repurchase agreement (Repo) is a secured or collateralised loan in which one party
agrees to sell securities (e.g. gilts) to the other against a transfer of funds and at the
same time the parties agree to repurchase the same or equivalent securities at a specific
price in the future. Most Repo rates are transacted on a “general collateral” (GC)
basis using the securities such as G-7 government bonds or UK gilts as a collateral.
There is also a “special” Repo which is the Repo rate secured by a specific security
so that the rates will much rely on the agreed collateral.
The BBA introduced the BBA Repo (only for GBP) as a new benchmark in May
1999. The fixing procedure is generally similar to that for the BBA LIBOR.
2.1.2.3 UK Treasury Bills
UK Treasury Bills are mainly used by the Exchequer as an instrument for cash
management operations. They are traded alongside gilts and managed by the DMO.
UK Treasury Bills are not as popular as US Treasury Bills which are widely traded
by the banks and financial institutions globally.
2.2 The Behaviour of UK Interest rates
Usually, interest rates are considered in three particular ranges of maturities: less than
1 year (short-term), 1 to 10 years (medium-term) and over 10 years (long-term). For
the UK market, Strips are frequently used as a benchmark rate for the medium- and
long-term. Regarding the short-term, however, investors are likely to manage their
investment portfolios through the money market (i.e. Repo and LIBOR rates) rather
than the gilt market. We first discuss the three distinct kinds of short-term interest
rates in the UK.
2.2.1 Benchmarks for UK Short-Term Interest Rates
Daily UK Strips, BBA Repo and BBA LIBOR rates for 3-month and 6-month ma-
turities from 25 November 2002 to 31 December 2009 are here mainly investigated.
Note that for the Strips data, we employ simple linear interpolation to obtain the
constant maturities. In Figure 2.1, we can observe that LIBOR rates (unsecured
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rates) are typically higher than Strips and Repo rates (secured rates) owing to the
realisation of higher risk of default. From the end of 2002 to mid-2007, it can be
seen that all the rates slowly climb up from approximately 4% to 6% but afterwards
LIBOR rates immediately jumped up to almost 7% in September 2007 (as the US
subprime mortgage crisis loomed), while Repo rates and Strips could still remain
relatively more stable. From September 2008, all the rates dramatically decline to
just above zero since the Bank of England aggressively cut the policy bank rate in
order to prevent severe recession from the credit crisis.
Figure 2.2 shows the daily yield changes of all three rates of interest for 3-month
and 6-month maturities. It can be noticed from the figure that Strips have clear
clusters of low volatility (e.g. around end-2006) and high volatility (e.g. 2008) for
both maturities. LIBOR and Repo rates are generally much less volatile and there
exist two extreme yield changes on 7 November 2008 and 5 December 2008 when the
Bank of England made a big cut on the bank rate from 4.5% to 3.0% and from 3.0%
to 2.0% respectively.
Figure 2.3 illustrates the daily spread movements among Strips, Repo and LIBOR
rates. Before mid-2007, it can be found that all the spreads move around a narrow
range of −0.2% to 0.6%, in which those of LIBOR over Repo rates appear to be most
constant at about the level of 0.15% for both maturities. Nevertheless, during the
turmoil period (after mid-2007), the spreads are extremely high and wildly fluctuate
due to the credit crisis, reflecting an extra premium required for unsecured over
secured interest rates.
In summary, each short-term interest rate has its own characteristics but Strips
tends to move closer to Repo rates since they both are the secured rates of fund. To
select which rates should be used as a proxy for the short-term of a yield curve, it much
relies on the model being considered. For a model for long-term investment, either
UK Strips or Repo rates would be preferable since they are more stable than LIBOR
rates. Particularly, both rates are secured loans which are better representatives for
a fund that has a long position in short-term debt. Nonetheless, it is noted that UK
Strips tend to have clusters of low and high volatilities clearer than Repo rates and
the data is not available for the constant maturities.
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Figure 2.1: Daily UK Strips, BBA Repo and BBA LIBOR (in percentage) for 3-month
(top) and 6-month (bottom) maturities from 25 November 2002 to 31 December 2009.
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Figure 2.2: Daily yield changes (in percentage) of UK Strips (top), BBA Repo (mid-
dle) and BBA LIBOR (bottom) for 3-month (left column) and 6-month (right column)
maturities from 25 November 2002 to 31 December 2009.
Figure 2.3: Daily spreads (in percentage) among UK Strips, BBA Repo and BBA
LIBOR for 3-month (left column) and 6-month (right column) maturities from 25
November 2002 to 31 December 2009.
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2.2.2 Short-, Medium- and Long-Term UK Interest Rates
We now analyse the short-, medium- and long-term UK interest rates which are
represented by 3-month (3M) Repo, 5-year (5Y) Strips and 30-year (30Y) Strips
respectively. As before, the dataset ranges from 25 November 2002 to 31 December
2009 (1,795 observations). Some observations can be made as follows.
• Figure 2.4 shows the daily movement of short-, medium- and long-term yields
from 25 November 2002 to 31 December 2009. Unsurprisingly, the long-term
are generally more stable than the short- and medium-term interest rates, even
during the turmoil period from the second half of 2007. From mid-2008 onwards,
the medium-term and especially short-term interest rates sharply fall, while the
long-term interest rates are very less volatile. Moreover, it is likely to have an
evidence of regime switching for the short-term rates.
• Figure 2.5 illustrates the daily yield changes for short-, medium- and long-term.
As can be noticed, the clusters of low and high volatilities of the medium- and
long-term interest rates are clearer than those of the short-term. Furthermore,
we can see that from mid-2007 the period of high volatility of the medium-term
interest rates is evidently longer than the long-term.
• In Figure 2.6, the scatter plots of daily yields among the three rates of interest
are provided. From the figure, it can be observed that for the time period being
considered, the short- and medium-term interest rates are highly correlated
(ρ = 0.92), while the long-term interest rates are unlikely to correlate with the
others. This imperfect correlation suggests us that one-factor model is unlikely
to capture the dynamic of a whole yield curve of the UK interest rates.
• The autocorrelation functions (ACFs) of the daily yield changes and the squared
daily yield changes are demonstrated in Figure 2.7. For the short-term interest
rates, the ACFs of daily yield changes are significantly different from zero within
the 95% confidence level after around the 60th lag, whereas the ACFs of the
squared values are much lower. Of the medium- and long-term interest rates,
almost all the ACFs of the yield changes remain the values within the confidence
level, however the ACFs of the squared values turn to be higher, particularly
for the medium-term. To an extent, this is consistent with the clusters of high
volatility we noticed before from Figure 2.5.
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Figure 2.4: Daily movement of UK short-term (3-month Repo), medium-term (5-
year Strips) and long-term (30-year Strips) interest rates (in percentage) from 25
November 2002 to 31 December 2009.
Figure 2.5: Daily yield changes of UK short-term (3-month BBA Repo), medium-
term (5-year Strips) and long-term (30-year Strips) interest rates (in percentage) from
25 November 2002 to 31 December 2009.
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Figure 2.6: Scatter plots of daily UK interest rates (in percentage) from 25 November
2002 to 31 December 2009. Top-left: short-term versus medium-term. Top-right:
short-term versus long-term. Bottom-right: medium-term versus long-term.
Figure 2.7: Autocorrelation functions of daily yield changes and squared daily yield
changes of UK short-term (3-month BBA Repo), medium-term (5-year Strips) and
long-term (30-year Strips) interest rates (in percentage) from 25 November 2002 to
31 December 2009.
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2.3 Fitting the Nelson-Siegel Model to UK Inter-
est Rates
In this section, we estimate the Nelson-Siegel model with monthly UK Strips using
the ordinary least squares (OLS) method. The main purpose is to observe the three
latent driving factors (level, slope and curvature) as interpreted by Diebold and Li
(2006). To begin with, we recall that the Nelson-Siegel spot rate at time t maturing
at T is given by
(2.2) R(t, T ) = L(t) +
(
1− e−λ(t)(T−t)
λ(t)(T − t)
)
S(t) +
(
1− e−λ(t)(T−t)
λ(t)(T − t) − e
−λ(t)(T−t)
)
C(t),
where L(t), S(t), C(t) and λ(t) are the time-varying model parameters.
For simplicity and tractability of the estimation, we follow Diebold and Li by fixing
λ(t) (denoted as λ). Then, the latent factors L(t), S(t) and C(t) (i.e. long-, short-
and medium-term factors) will be estimated for each time t. Regarding the suitable
value of λ, we consider two possible values: λ1 (the value achieved by minimising the
sum of squared residuals for a whole yield surface of the data) and λ2 = 0.0299 (the
value at which the loading on C(t) is at maximum, given T − t = 5 years).
Additionally, the three driving factors may also be defined from the data. Accord-
ing to (2.2), It can be proved that when T − t → ∞, R(t,∞) = L(t) and hence the
level factor might be equivalent to the long-term yield. Furthermore, for the short-
term or slope factor, theoretically it can be defined as R(t,∞) − R(t, t) = −S(t).
For the medium-term or curvature factor, it may be approximated as the twice the
medium-term yield subtracted by the sum of the short- and long-term yields.
2.3.1 Results
Monthly UK Strips yields from November 2002 to June 2008 (68 months) are consid-
ered for estimating the Nelson-Siegel model using the OLS method. The dataset is of
the last business day of each month and is pooled into fixed 20 maturities (0.25, 0.5,
1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 12.5, 15.0, 17.5, 20.0, 22.5, 25.0, 27.5,
30.0 years) by simple linear interpolation. As can be seen from Figure 2.8, we can
initially notice that in the first half of the time period considered, the yield curves
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are generally upward-sloping. However, they subsequently turn to be flatter and then
inverted. In addition, it is noted that the short-end is more volatile than the long-end
of the yield curves. From this data, we obtain λ1 = 0.0135 where the sum of squared
residuals is at the minimum.
Figure 2.9 shows the estimated three latent driving factors L(t), S(t) and C(t)
with λ1 = 0.0135 (left column) and λ2 = 0.0299 (right column) comparing to those
defined from the data (30Y Strips, 3M Strips minus 30Y Strips and the twice the
5Y Strips minus the sum of 3M Strips and 30Y Strips respectively). As can be seen,
λ2 provides the estimated driving factors much closer to those defined from the data
than λ1.
Regarding the loadings on the three driving factors, we can observe from Figure
2.10 that in both cases the loading on L(t) is constant at 1 which can be regarded as a
long-term factor. For the loading on S(t), (1−e−λ(T−t))/λ(T−t), it roughly begins at 1
but decays monotonically to approximately 0.2 and 0.1 at 30-year maturity for λ1 and
λ2 respectively (λ2 results in the faster rate of decay than λ1). This may be viewed as
a short-term factor. Finally, the loading on C(t), ((1− e−λ(T−t))/λ(T − t))− e−λ(T−t),
starts at about 0, increases to maximise at 10-year maturity for λ1 and 5-year maturity
for λ2, and then decays to the values very close to the loadings on S(t) at 30-year
maturity. Hence, it may be interpreted as a medium-term factor.
We conclude here that all the above results assert Diebold and Li’s interpretation
that the three parameter models in the Nelson-Siegel model correspond to level, slope
and curvature factors. In addition, the correlations between the estimated factors
ρ(L(t), S(t)), ρ(L(t), C(t)) and ρ(S(t), C(t)) are found to be -0.81, -0.28 and -0.07 for
λ1, and -0.80, -0.35 and 0.33 for λ2.
In Figure 2.11, the yield residual surfaces given λ1 (top) and λ2 (bottom) are
illustrated. The sum of squared residuals for a whole surface is achieved at 6.42
and 8.10 respectively. As can be seen, the surface with λ1 generally appears to be
flatter. However, from 2008 onwards the residuals in both cases are substantial high
for almost all maturities. Moreover, it is likely to have some particular pattern for
the residuals with λ2 as we can notice that all residuals are high at the short end and
between the maturities of around 10 to 20 years over a whole time period.
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Figure 2.8: UK Strips yield surface from November 2002 to June 2008 (68 months).
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Figure 2.9: Comparison of the latent driving factors defined from the data (dot-
dashed) and the estimates using the OLS method (solid): level L(t) (top), slope S(t)
(middle) and curvature C(t) (bottom) of the Nelson-Siegel model fitted with monthly
UK Strips from November 2002 to June 2008 with λ1 = 0.0135 (left column) and
λ2 = 0.0299 (right column).
Figure 2.10: Loadings on L(t), S(t) and C(t) by λ1 = 0.0135 (left column) and
λ2 = 0.0299.
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Figure 2.11: Yield residual surfaces of the Nelson-Siegel model fitted with monthly
UK Strips from November 2002 to June 2008 with λ1 = 0.0135 (top) and λ2 = 0.0299
(bottom).
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2.4 Principal Components Analysis
Principal components analysis (PCA) is a mathematical technique used for reducing
the dimensions of large data into a smaller number of main principal components
which are uncorrelated by the orthogonality property. In term structure modelling,
the PCA methodology can be employed to construct an empirical volatility structure
and the procedure is as below.
• Take yield changes of the interest rate data.
• Compute the covariance matrix of the yield changes.
• Determine the eigenvectors and eigenvalues of the covariance matrix.
Each eigenvalue can be interpreted as the variance of the corresponding eigenvec-
tor. As a property of the orthogonality, the sum of all eigenvalues is equal to the total
variance. Typically, the first three main components (i.e. three largest eigenvalues)
will be considered, in which from the empirical evidence, the accumulated variance
is usually around 90% to 95% of the total variance.
2.4.1 PCA Results on Daily UK Interest Rates
We first note that the PCA approach does not allow jumps in the data (James and
Webber, 2000). Therefore, we initially consider the daily UK interest rates from 25
November 2002 to 30 May 2008 since we already noticed that from mid-2008 onwards,
short-term UK interest rates dramatically decline. In addition, we also use Repo rates
in place of UK Strips to represent the short-term interest rates. Specifically, we are
conducting PCA analysis to daily UK interest rates of 10 constant maturities: BBA
Repo (3M, 6M, 1Y) and UK Strips (2Y, 3Y, 5Y, 7Y, 10Y, 20Y, 30Y).
Table 2.1 shows all ten principal components or the eigenvalues and eigenvectors
obtained from the PCA on the daily UK interest rates. The correlation matrix of the
yield changes is provided in Table 2.2. As can be seen from the results, the first three
components account for almost all the variance of the data, i.e. the accumulated
variance of the first three components is equal to 96.54%. Furthermore, from this
result we may infer that three (or at least two) randomnesses or factors should be
included in a model for UK interest rates.
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The first (most impact) three main components are also plotted in Figure 2.12.
From the figure, it can be understood that the first component moves a whole yield
curve almost equally likely, while the second component generally drives the short-
and long-term interest rates move in opposite direction. For the third component, it
has largest positive impact on medium-term interest rates.
Figure 2.12: Three main principal components from daily UK interest rates data
from 25 November 2002 to 30 May 2008 of the 10 maturities.
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Maturity Principal Components
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10
3M -0.062 0.278 -0.268 0.097 -0.746 0.068 -0.226 -0.473 0.016 -0.016
6M -0.114 0.434 -0.325 0.076 -0.258 -0.030 0.348 0.706 0.007 -0.003
1Y -0.196 0.627 -0.328 0.049 0.597 -0.014 -0.145 -0.284 -0.015 0.008
2Y -0.395 0.201 0.381 -0.455 -0.110 -0.458 0.410 -0.225 0.104 0.014
3Y -0.405 0.125 0.324 -0.210 -0.076 0.181 -0.531 0.277 -0.502 0.147
5Y -0.404 -0.008 0.191 0.103 0.011 0.317 -0.164 0.106 0.589 -0.551
7Y -0.393 -0.119 0.065 0.361 0.015 0.253 0.179 -0.070 0.254 0.729
10Y -0.377 -0.205 -0.053 0.434 0.027 0.038 0.375 -0.175 -0.557 -0.376
20Y -0.300 -0.309 -0.301 0.195 0.006 -0.708 -0.384 0.143 0.127 0.028
30Y -0.273 -0.364 -0.575 -0.603 0.038 0.292 0.096 -0.041 -0.009 0.017
Eigenvalue (×10−2) 0.995 0.194 0.068 0.019 0.012 0.006 0.003 0.003 0.002 0.001
(%) 76.46 14.89 5.19 1.42 0.94 0.43 0.24 0.21 0.12 0.09
Accumulated (%) 76.46 91.35 96.54 97.97 98.91 99.34 99.58 99.79 99.91 100.00
Table 2.1: Eigenvectors and values from PCA analysis on daily UK interest rates
data from 25 November 2002 to 30 May 2008 of the 10 maturities.
Maturity 3M 6M 1Y 2Y 3Y 5Y 7Y 10Y 20Y 30Y
3M 1.000 0.872 0.743 0.376 0.351 0.292 0.241 0.195 0.120 0.098
6M 1.000 0.921 0.515 0.480 0.412 0.343 0.284 0.176 0.135
1Y 1.000 0.610 0.578 0.508 0.429 0.360 0.227 0.167
2Y 1.000 0.975 0.936 0.875 0.816 0.672 0.544
3Y 1.000 0.972 0.925 0.872 0.735 0.603
5Y 1.000 0.978 0.945 0.831 0.696
7Y 1.000 0.982 0.895 0.757
10Y 1.000 0.937 0.808
20Y 1.000 0.902
30Y 1.000
Table 2.2: Correlation matrix of daily UK yield changes from 25 November 2002 to
30 May 2008 of the 10 maturities.
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2.4.2 A Use of the Principal Components
To use the achieved PCA results, we set up the yield equation
(2.3) X(t+ 1) = X(t) +MSZ(t+ 1),
where X(t + 1) = (X3m, X6m, . . . , X30y)′ is the observed yields of the 10 maturities
at time t+ 1, Z(t+ 1) = (Z1(t+ 1), . . . , Z10(t+ 1))
′ is the i.i.d. unit normal random
variables at time t+1, M and S are the principal component and volatility matrices
obtained from the PCA analysis in Table 2.1 such that
M =


pc3m1 pc
3m
2 · · · pc3m10
pc6m1 pc
6m
2 · · · pc6m10
...
...
. . .
...
pc30y1 pc
30y
2 · · · pc30y10


, S =


√
λ1 0 · · · 0
0
√
λ2 · · · 0
...
...
. . .
...
0 0 · · · √λ10


,
where λi, for i = 1, 2, ...10, are the eigenvalues or the variances of principal component
i and MTM = I.
Specifically, we have


δ3m(t+ 1)
δ6m(t+ 1)
...
δ30y(t+ 1)


=


pc3m1
√
λ1Z1(t+ 1) + pc
3m
2
√
λ2Z2(t+ 1) + · · ·+ pc3m10
√
λ10Z10(t+ 1)
pc6m1
√
λ1Z1(t+ 1) + pc
6m
2
√
λ2Z2(t+ 1) + · · ·+ pc6m10
√
λ10Z10(t+ 1)
...
pc30y1
√
λ1Z1(t+ 1) + pc
30y
2
√
λ2Z2(t+ 1) + · · ·+ pc30y10
√
λ10Z10(t+ 1)


,
where δ(t+ 1) = X(t+ 1)−X(t).
From (2.3), the standardised residuals of the principal components at time t+ 1,
Zˆ(t+ 1) = (Zˆ1(t+ 1), . . . , Zˆ10(t+ 1))
′ can be defined by
Zˆ(t+ 1) = S−1M−1δ(t+ 1).(2.4)
2.4.3 Residual Analysis
Figures 2.13, 2.14 and 2.15 illustrate the standardised residuals of the first three
principal components Zˆ1(t), Zˆ2(t) and Zˆ3(t) respectively. From the figures (top left),
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we can see that there exist clusters of high and low volatilities on the standardised
residuals of all three components. Moreover, a number of extreme values appear
particularly on the series of Zˆ2(t) and Zˆ3(t). Also, it can be noticed from the QQ-
plots (top right) that all Zˆ1(t), Zˆ2(t) and Zˆ3(t) are clearly not normally distributed
and have the fatter tails. Regarding the autocorrelation functions (bottom left and
right), those of Zˆ1(t)
2 are moderately high whereas those of Zˆ1(t), Zˆ2(t), Zˆ3(t), Zˆ2(t)
2
and Zˆ3(t)
2 remain rather low although the values at some lags are out of the 95%
confidence level. Finally, it is noted that using the empirical volatility structure from
the PCA analysis according to (2.3) is evidently inadequate to capture features of the
UK interest rates since the standardised residuals of the main components still do
not reasonably look i.i.d. (i.e. there is evidence for clusters over time). An extension
of PCA combines this with a GARCH model (Engle, 1982). Such methodology is
known as the principal component GARCH or orthogonal GARCH (O-GARCH).
More details can be found in Alexander (2002).
In summary, Chapter 2 introduced and analysed UK interest rate data which
will be used throughout the thesis. Fitting the Nelson-Siegel model and the principal
components analysis motivated and justified the use of a multifactor model for interest
rates.
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Figure 2.13: Standardised residuals, Zˆ1(t) (top left), normal QQ-plot (top right)
and the autocorrelation functions for the standardised (bottom left) and the squared
standardised residuals of the first principal component.
Figure 2.14: Standardised residuals, Zˆ2(t) (top left), normal QQ-plot (top right)
and the autocorrelation functions for the standardised (bottom left) and the squared
standardised residuals of the second principal component.
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Figure 2.15: Standardised residuals, Zˆ3(t) (top left), normal QQ-plot (top right)
and the autocorrelation functions for the standardised (bottom left) and the squared
standardised residuals of the third principal component.
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Chapter 3
Estimation Techniques in Term
Structure Modelling
This chapter presents some modern estimation techniques having been used in term
structure modelling. We first provide an overview of the methods of our interest which
are maximum likelihood (ML), generalised method of moments (GMM), efficient
method of moments (EMM) and Markov chain Monte Carlo (MCMC). Each method
is consequently described but MCMC will be discussed in great detail in the next
chapter. To implement EMM, the semi-nonparametric (SNP) conditional density
model that serves as a general auxiliary model is also discussed. In the end, we use
the GMM and EMM methodologies to estimate a one-factor CKLS model with daily
3-month UK Repo rates mainly for illustration purpose.
3.1 Introduction
It has been known that the movement of interest rates is usually highly persistent
and close to a non-stationary process with a unit root (Ball and Torous, 1996). In
addition, the simple estimation method such as the ordinary least squares (OLS)
is far from appropriate for calibrating sophisticated term structure models since we
typically wish to have the residuals be i.i.d. rather than to minimise them. Several
advanced statistical methods were therefore developed in order to cope with this
complexity.
At an early stage, likelihood-based estimation played a key role in statistical infer-
ence and modelling. It was widely used in many applications, including the estimation
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of term structure models. For instance, Pearson and Sun (1994) and Nowman (1997)
use the maximum likelihood (ML) method to estimate a two-factor CIR model and
a one-factor CKLS model respectively. After a while, much of the attention moved
to the general method of moments (GMM) when it was first formalised by Hansen
(1982). The GMM method generalises the standard method of moments (MM) in
which the number of moment functions can be greater than the number of parame-
ters being estimated. More precisely, the moment functions are initially defined and
then we solve an optimisation problem of equating the sample average of the moment
functions to zero. In case that the number of moment functions is just equal to the
number of parameters, the exact solution thus can be achieved. Examples of appli-
cations to term structure modelling are those by Longstaff and Schwartz (1992) and
Chan et al. (1992), where they apply the GMM methodology to estimate the CIR
and CKLS models respectively.
There are a number of advantages claimed for the GMM over ML method (Jagan-
nathan and Wang, 2002). First, GMM is more straightforward, generic and conve-
nient to use. It relies solely on the moment conditions and makes no use of knowledge
of the distribution which is required for ML. Furthermore, GMM provides a model
misspecification test and diagnostics inherently from the framework setting when
there are more moment functions than unknown parameters. In contrast, the ML
method is typically required to derive the test on a model basis. Nevertheless, in
spite of these advantages, one should bear in mind that when the distributional as-
sumptions are appropriately defined, ML tends to provide the most efficient estimates
of model parameters, while GMM may not. Moreover, GMM normally requires the
time series to be observed for long enough for its moments to have converged. Most
importantly, since the GMM method much depends on the moment functions which
have a considerable number of choices, inappropriate selection of the moment condi-
tions may lead to the biased and inefficient estimation. Therefore, to decide which
methods to use, one must consider characteristics and assumptions of the model being
calibrated carefully.
For the models incorporated with unobserved or latent variables, the GMM
method may not be applicable if the moment functions cannot be numerically eval-
uated. Additionally, in a presence of the latent variables, the complete likelihood
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function may also be hard to obtain. In that case, the ML method is unlikely to be
feasible. Under these circumstances, one may use the simulated method of moments
(SMM) for estimation. The technical properties of SMM methodology can be found
in Duffie and Singleton (1993). The efficient method of moments (EMM), described
by Gallant and Tauchen (1996), is one kind of the SMM method. Since introduced,
it has appeared in several well-known literatures of estimating term structure mod-
els, for example, stochastic volatility models (Andersen and Lund, 1996), affine term
structure models (Dai and Singleton, 2000) and quadratic term structure models
(Ahn et al., 2002). Despite its popularity, one prevailing shortcoming of EMM is
computationally expensive comparing to GMM and ML.
In recent years, Bayesian estimation has also increasingly been paid attention
due to the development of the Markov Chain Monte Carlo (MCMC) simulation. In
the past, the Bayesian approach was less preferable in many cases because of the
difficulty of implementation, particularly for the high-dimensional problems. The
existence of the MCMC methodology allows us to tackle such problems in more
flexible and feasible ways. One distinct advantage of MCMC is that we can ob-
tain information about parameter uncertainty directly from the simulation output.
Specifically, MCMC avoids relying on an asymptotic approximation as do GMM and
EMM. Nevertheless, implementing MCMC is extremely time-consuming even com-
paring to EMM. Despite its huge development, MCMC has not appeared much in the
literature of term structure modelling. Nonetheless, it will be our main methodology
for estimating term structure models in subsequent chapters.
3.2 Maximum Likelihood Estimation
The classical maximum likelihood (ML) estimation assumes that the crucial infor-
mation of observed data is summarised in an unknown parameter vector θ of the
likelihood function. This method therefore aims at achieving θ that maximises the
likelihood function, i.e. contains most information of the data.
Definition 3.1. [Likelihood Function] Suppose that observed data y = (y1, . . . , yT )
are i.i.d. and generated from a model with a fixed and unknown parameter vector
θ. Then, the likelihood function L(θ|y) is defined as the joint probability density
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function of y conditioned on the parameter vector θ, f(y|θ), i.e.
(3.1) L(θ|y) = f(y1, . . . , yT |θ) =
T∏
t=1
f(yt|θ)
and the log-likelihood function is
(3.2) logL(θ|y) = log f(y1, . . . , yT |θ) =
T∑
t=1
log f(yt|θ).
In addition, a quasi maximum likelihood estimator is frequently referred to as an
ML estimator of a misspecified model (e.g. we assume the correct dynamic form of
a model is fitted but that the innovations are erroneously assumed to be Gaussian)
and therefore the estimates obtained are QMLEs (See McNeil et al., 2005).
3.3 Generalised Method of Moments
Referring to Zivot and Wang (2005), the underlying concept of generalised method
of moments (GMM) is the orthogonality condition of the moment functions, which
may also be associated with some instrumental variables. Without loss of generality,
we consider a linear model
(3.3) yt = x
′
tθ + εt, t = 1, . . . , T,
where yt are observed data, xt is an L × 1 vector of explanatory variables, θ is the
model parameter vector and εt is an error term which may be correlated to xt.
Next, we define ψt as a K × 1 vector of instrumental variables and the moment
function ft(yt, xt, ψt, θ) = ψtεt = ψt(yt− x′tθ). Then, the unique GMM estimator of θ
is θˆ that satisfies
• the moment condition:
(3.4) E[ft(yt, xt, ψt, θ)] = E[ψtεt] = E[ψt(yt − x′tθ)] = 0,
• the rank condition:
(3.5) rank(E[ψtx
′
t]) = L, and
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• the order condition:
(3.6) K ≥ L.
In case that K = L, it is commonly known as the ”just-identified case” and hence
the GMM estimator θˆ can be achieved by matching the theoretical to the sample
moments, i.e.
(3.7)
1
T
T∑
t=1
ft(yt, xt, ψt, θˆ) = 0.
If K > L, ”over-identified case”, the GMM estimator will be defined by
(3.8) θˆ(W ) = argmin
θ
T · fT (θ)′WfT (θ),
where
fT (θ) =
1
T
T∑
t=1
ft(yt, xt, ψt, θ)
and W is some positive definite K ×K symmetric weight matrix.
Theorem 3.2. [Asymptotic Distribution of the GMM Estimator] Under
some regularity conditions and the model setting in (3.3), the GMM estimator θˆ(W )
of θ has the following asymptotic properties:
1. θˆ(W ) = θ as T →∞.
2.
√
T (θˆ(W ) − θ) d−→ N(0, avar(θˆ(W ))), where avar(θˆ(W )) is the asymptotic
variance equal to (Γ′WΓ)−1Γ′WSWΓ(Γ′WΓ)−1, where Γ = E[ψtxt] and S =
E[ftf
′
t ] = E[ψtψ
′
tε
2
t ].
Proposition 3.3. [The Optimal Weight Matrix] The weight matrix is optimal
if and only if W = S−1 where the asymptotic variance is at the minimum and hence
avar(θˆ(S−1)) = (Γ′S−1Γ)−1.
Proposition 3.4. [The Efficient GMM Estimator] The GMM estimator is
efficient if the weight matrix W is optimal, i.e.
(3.9) θˆ(S−1) = argmin
θ
T · fT (θ)′S−1fT (θ).
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3.3.1 Efficient GMM Estimation Procedure
To compute an efficient GMM estimator according to (3.9), the estimated matrix Sˆ
of S needs to be computed. Recall that
(3.10) Sˆ = E[ψtψ
′
tεˆ
2
t ] =
1
T
T∑
t=1
ψtψ
′
t(yt − x′tθˆ)2.
Thus, we can see that a consistent estimate of θ is also required. In practice, the
following two procedures are commonly used to compute the GMM estimator.
3.3.1.1 Two-Step Efficient GMM Procedure
1. Approximate θˆ(W ) by using an initial weight matrix Wˆ = I, i.e.
(3.11) θˆ(Wˆ ) = argmin
θ
T · fT (θ)′fT (θ).
Hence, the optimal weight matrix Sˆ(Wˆ ) can be estimated from (3.10).
2. Compute the two-step efficient GMM estimator according to (3.9). That is,
(3.12) θˆ(Sˆ−1(Wˆ )) = argmin
θ
T · fT (θ)′Sˆ−1(Wˆ )fT (θ).
Note that the asymptotic distribution of θˆ(Sˆ−1(Wˆ )) is not affected by the initial
weight matrix Wˆ (Imbens, 2002).
3.3.1.2 Iterated Efficient GMM Procedure
The iterated efficient GMM procedure is carried out by repeating the two-step
GMM procedure until the difference of θˆ(Sˆ−1(Wˆ )) from two adjacent iterations is
within some pre-specified value. It is noted that from the second iteration onwards,
θˆ(Sˆ−1(Wˆ )) achieved from the previous iteration will be immediately used for esti-
mating Sˆ(Wˆ ) from (3.10).
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3.3.2 Misspecification Test and Diagnostics
For the over-identified setting, Hansen (1982) proposed J − statistic for a misspeci-
fication test of the efficient GMM estimator by defining
(3.13) J = T · fT (θˆ(Sˆ−1))′Sˆ−1fT (θˆ(Sˆ−1)),
where θˆ(Sˆ−1) is the estimated efficient GMM estimator of θ and Sˆ is a consistent
estimate of S. Under some regularity conditions and the null hypothesis that the
moment function ft(θ) has zero expectation at the true parameter value θ,
(3.14) J
d−→ χ2(K−L),
where K and L are the number of moment functions and unknown model parameters
respectively. If K = L, then J = 0, and if K > L then J > 0. A large J value
indicates a high level of model misspecification.
If the model was rejected by the J − statistic, it would be possible to diagnose
which moment conditions possibly cause the misspecification by investigating values
of each element of the normalised moments in which we know that
√
T · fT (θˆ(Sˆ−1)) d−→ N(0, S − Γ(Γ′S−1Γ)−1Γ′), where Γ = E(ψtxt).
For a well specified model, the individual elements (called t-ratios)
(3.15) ti =
fT (θˆ(Sˆ
−1))i
([Sˆ − Γˆ(Γˆ′Sˆ−1Γˆ)−1Γˆ′]/T )1/2ii
are asymptotically standard normal. Hence, the t-ratios can be used to determine
the misspecification associated to each i-th moment.
3.4 Efficient Method of Moments
The efficient method of moments (EMM) is a GMM-type estimator in which the mo-
ment conditions and the weight matrix are constructed by making use of an auxiliary
model. Furthermore, the methodology is also incorporated with the Monte Carlo
simulation. To begin with, we first recall the properties of stationarity and ergod-
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icity. Suppose that observed data yt, for t = −L + 1, . . . , T, are generated from a
stationary process of a model with an unknown parameter vector θ. Then, the time
invariant stationary density of yt given θ can be defined by
(3.16) p(yt−L, . . . , yt−1, yt | θ)
for some positive lagged value L. Moreover, if the process is also ergodic, the expec-
tation of a time invariant function g(yt−L, ..., yt−1, yt) with respect to (3.16) can be
approximated by
(3.17) Eθ[g] =
1
T
T∑
t=1
g(yˆt−L, . . . , yˆt−1, yˆt),
from a large enough length T of simulation, where yˆt denotes the simulated data from
the model.
3.4.1 EMM Estimation Procedure
To implement EMM, we follow the two steps described by Gallant and Tauchen
(2001).
3.4.1.1 The Projection Step
First, the density of observed data is supposed to be unknown. Thus, the main
idea is that we approximate the transition density by projecting the data onto an
auxiliary model in which its density is known. Clearly, a choice of the auxiliary
models is substantially important as it needs to be able to adequately capture features
of the data. Gallant and Tauchen (1989) proposed the semi-nonparametric (SNP)
conditional density models to serve this purpose. The SNP models will be discussed
in some detail in next section.
The observed data yt, for t = 1, . . . , T, are fitted by an SNP model, with an
unknown parameter vector ρ, using the quasi maximum likelihood method. As a
result, we obtain the transition density, called the score generator, g(yt|xt−1, ρ˜), where
xt−1 = (y
′
t−1, ..., y
′
t−L), for some positive L and ρ˜ is the quasi maximum likelihood
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estimator of ρ. Hence, the optimal choice of moment functions for EMM turns to be
(3.18) f˜t(xt−1, yt) =
∂
∂ρ
log g(yt | xt−1, ρ˜),
where
ρ˜ = argmin
ρ
sT (ρ),
sT (ρ) = − 1
T
T∑
t=1
log g(yt | xt−1, ρ),
xt−1 = (yt−1, ..., yt−L),
for some positive L. Eventually, we also obtain the weight matrix S˜ for the GMM
estimator in the form
S˜ = E[f˜t(xt−1, yt)f˜
′
t(xt−1, yt)]
=
1
T
T∑
t=1
f˜t(xt−1, yt)f˜
′
t(xt−1, yt)
=
1
T
T∑
t=1
[
∂
∂ρ
log g(yt | xt−1, ρ˜)
][
∂
∂ρ
log g(yt | xt−1, ρ˜)
]′
.(3.19)
3.4.1.2 The Estimation Step
From the first step, we achieved the moment function f˜t(xt−1, yt) and the weight ma-
trix S˜ by which it is assumed that the true unknown density is closely approximated
by g(yt|xt−1, ρ˜). The second step is to simulate yˆt, t = 1, . . . , T, directly from the orig-
inal model, with an unknown parameter vector θ. Accordingly, the EMM estimator
θˆ of θ can be obtained from
(3.20) θˆ = argmin
θ
m(θ, ρ˜)′S˜−1m(θ, ρ˜),
where
(3.21) m(θ, ρ˜) =
1
T
T∑
t=1
∂
∂ρ
log g(yˆt | xˆt−1, ρ˜).
59
Theorem 3.5. [Asymptotic Properties of the EMM Estimator] Under some
regularity conditions and given ρ˜ is the unique quasi maximum likelihood estimator
of ρ, the EMM estimator θˆ of θ has the following asymptotic properties:
1. θˆ = θ as T →∞.
2.
√
T (θˆ − θ) d−→ N(0, [MI−1M ]−1).
3. Mˆ =M as T →∞, where Mˆ =M(θˆ, ρ˜),M =M(θ, ρ) = ∂(m(θ, ρ))/∂θ.
4. S˜ = I as T →∞, where
I = Eθ
[
∂
∂ρ
log g(yt | xt−1, ρ)
][
∂
∂ρ
log g(yt | xt−1, ρ)
]′
.
3.4.2 Misspecification Test and Diagnostics
Similar to the GMM approach, EMM also has a J−statistic for misspecification test
defined by
(3.22) J0 = T m(θˆ, ρ˜)
′S˜−1m(θˆ, ρ˜),
which is asymptotically chi-squared on (pρ − pθ) degrees of freedom, under the null
hypothesis that p(yt−L, . . . , yt|θ) is the correct model.
Further, we also have the individual element t-ratios
(3.23) Ti = D
−1
i
√
T m(θˆ, ρ˜),
where Di =
(
S˜ − Mˆ [Mˆ ′S˜−1Mˆ ]−1Mˆ ′
)1/2
ii
, which can be used for the diagnostic of
misspecification with respect to each i-th moment.
3.5 SNP Conditional Density Models
As mentioned previously, EMM requires an auxiliary model to estimate the transi-
tion density of observed data. Generally, one may use any specific model to serve this
purpose as long as it can be sufficiently fitted by the data and its density is known.
We consider here the semi-nonparametric (SNP) models, introduced by Gallant and
Tauchen (1989). The SNP model is known as a general purpose model that nests
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several parametric and nonparametric models, from a Gaussian vector autoregres-
sive (VAR) model to, the most general form, a nonlinear, non-Gaussian multivariate
GARCH model. The SNP model parameters are estimated using maximum likeli-
hood.
3.5.1 SNP Methodology
The central concept of SNP methodology is the use of an expansion in Hermite
functions to estimate the one-step-ahead conditional density of observed data. The
method lies in between parametric and nonparametric procedures. Specifically, a
leading term in the SNP density function is the parametric (i.e. the Gaussian) can
be extended into a nonparametric setting by an expansion in Hermite functions.
Initially, we assume that the multivariate observed data yt, for t = −L+1, . . . , T ,
where yt of each t is a vector of length M and L is a number of lagged values of yt,
are stationary and ergodic. Also, we suppose the Markov property to yt up to lagged
number L and denote these lagged values by xt−1 = (y
′
t−1, ..., y
′
t−L), where xt−1 is a
M × L matrix. Henceforth, the subscript of x and y may be suppressed where there
is no ambiguity. Then, the SNP model is
(3.24) yt = µxt−1 +Rxt−1 zt,
where
(i) zt is a random term with the density function
(3.25) hK(z|x) = [P(z, x)]
2∫
[P(z, x)]2φ(u) du φ(z),
where P(z, x) is a polynomial in (z, x) of degree K and φ(z) ∼ NM(0, IM).
Alternatively, P(z, x) can be written as
(3.26) P(z, x) =
Kz∑
α=0
(
Kx∑
β=0
aβαx
β
)
zα,
where α and β are multi-indexes of maximal degree Kz and Kx respectively,
and K = Kz + Kx. To obtain a unique representation, it is suggested to
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impose a00 equal to one. The crucial interpretation of (3.25) is that it can be
thought of a series expansion that the leading term is the normal density φ(z)
and the higher order terms induce departures from normality by the function
[P(z, x)]2/ ∫ [P(z, x)]2φ(u) du.
(ii) µxt−1 is the location function in a linear form of
(3.27) µxt−1 = c0 + Cxt−1,
where c0 and C is a vector and a matrix of constants.
(iii) Rxt−1 is the scale or volatility function and is an upper triangular matrix which
depends on xt−1. In fact, one can let Rxt−1 be independent of xt−1 but it
is evident that having xt−1 in Rxt−1 can reduce the degree Kx required for
achieving a sufficient approximation of the SNP transition density. Rxt−1 can
be defined to be consistent with the ARCH (Engle, 1982) and GARCH models
as follows.
ARCH-like Specification
(3.28) vech(Rxt−1) = b0 +
Lr∑
i=1
P(i)|yt−1−Lr+i − µxt−2−Lr+i|,
where vech(R) is a vector of length M(M + 1)/2 containing the elements of
the upper triangle of R, b0 is a vector of constants of length M(M + 1)/2 and
P(1) through P(Lr) are M(M +1)/2 by M matrices. Note that the ARCH form
above is different to the classical ARCH model that defines lagged residuals in
the squared form.
GARCH-like Specification
vech(Rxt−1) = b0 +
Lr∑
i=1
P(i)|yt−1−Lr+i − µxt−2−Lr+i|
+
Lg∑
i=1
diag(G(i))Rxt−2−Lg+i ,(3.29)
where G(1) through G(Lg) are vectors of length M(M + 1)/2.
With a combination of Lu, Lg, Lr, Lp and the degree Kz, Kx of the polynomial
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P(z, x), where Lu and Lp are the lag lengths of x in µx and P(z, x) respectively, the
SNP models nest considerable models as shown in Table 3.1.
Lag and Polynomial Degree Setting Model
Lu = 0, Lg = 0, Lr = 0, Lp ≥ 0, Kz = 0, Kx = 0 i.i.d. Gaussian
Lu > 0, Lg = 0, Lr = 0, Lp ≥ 0, Kz = 0, Kx = 0 Gaussian VAR
Lu > 0, Lg = 0, Lr = 0, Lp ≥ 0, Kz > 0, Kx = 0 semi-parametric VAR
Lu ≥ 0, Lg = 0, Lr > 0, Lp ≥ 0, Kz = 0, Kx = 0 Gaussian ARCH
Lu ≥ 0, Lg = 0, Lr > 0, Lp ≥ 0, Kz > 0, Kx = 0 semi-parametric ARCH
Lu ≥ 0, Lg > 0, Lr > 0, Lp ≥ 0, Kz = 0, Kx = 0 Gaussian GARCH
Lu ≥ 0, Lg > 0, Lr > 0, Lp ≥ 0, Kz > 0, Kx = 0 semi-parametric GARCH
Lu ≥ 0, Lg ≥ 0, Lr ≥ 0, Lp ≥ 0, Kz > 0, Kx > 0 nonlinear nonparametric
Table 3.1: The nested structure of the SNP models.
3.5.2 SNP Model Selection
It can be noticed that the SNP methodology nests a considerable number of mod-
els and hence a natural question arises as to which models should be selected. As
the parameter vector ρ of the SNP models is estimated using the maximum likeli-
hood procedure, Gallant and Tauchen (2001) suggest the model selection strategy by
minimising the Bayesian Information Criterion (BIC) value such that
(3.30) BIC(nρ) = sT (ρ) +
nρ
2T
log(T ),
where sT (ρ) is the average log-likelihood in (3.18), and nρ is the number of parameters
in the SNP model. Furthermore, for univariate models, it is recommended to search
the model in the following order.
1. Determine best VAR order Lu.
2. Determine best ARCH and GARCH orders Lr, Lg.
3. Determine best z polynomial order Kz (start at Kz = 4).
4. Determine the best x polynomial order Kx.
For each step of the expansion, the parameter estimates of the previous fitted
model should be used as starting values for fitting the next model. For multivariate
models, further research on model selection still needs to be carried out.
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3.6 Estimating a One-Factor CKLS Model using
GMM and EMM with Daily 3-Month UK
Repo Rates
GMM and EMM can be conveniently implemented to a certain number of stochastic
term structure models using Finmetrics module in S-PLUS. The purpose of this
section is mainly to provide a clearer picture of how each step of the GMM and
EMM methodologies proceeds. The results may not be achieved nicely since it is
known that a one-factor model is unlikely to capture all features of interest rate
data. Here, we follow Wang and Zivot (2005), in which more examples for other
applications can also be found. In this section, we estimate a one-factor CKLS model
(Chan et al., 1992) with daily 3-month UK Repo rates using both GMM and EMM
for comparison.
3.6.1 CKLS Model
Recall that the one-factor CKLS short rate model, given a parameter vector θ =
(α, β, σ, γ)′, is defined by
(3.31) drt = (α+ βrt)dt+ σr
γ
t dWt,
where Wt is a Wiener process. The drift term in (3.31) can be reparameterised as
k(µ− rt)dt, where α = kµ and β = −k, in which µ is known as the long-term mean
and k the speed of mean reversion. The CKLS model is one example where we may
not be able to make a strong distributional assumption on rt since, for instance, if
γ = 0, the increments in discrete time of interest rates are normally distributed, but
if γ = 0.5, they have a non-central chi-squared distribution.
3.6.2 Data
Figure 3.1 shows the movement of daily 3-month UK Repo rates from 4 January
2000 to 30 June 2009. As can be seen, from mid-2008 the rates dramatically decline
from approximately 5% to just above zero due to the credit crisis. Therefore, we
particularly consider two periods of the data for estimating the model.
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• Period A: 4 January 2000 to 30 June 2007 (1,888 observations).
• Period B: 4 January 2000 to 30 June 2009 (2,394 observations).
Period A represents a stable period, whereas Period B extends Period A to include a
period of sharply declined rates.
Figure 3.1: Daily 3-month UK Repo rates from 4 January 2000 to 30 June 2009.
3.6.3 Results by GMM
For the GMM estimation, we follow Chan et al. (1992), where they used the Euler
approximation to discretise the process (3.31) as
rt+∆t − rt = (α+ βrt)∆t+ σrγt
√
∆tεt+∆t, with
E[εt+∆t] = 0, E[ε
2
t+∆t] = 1.(3.32)
Then, the moment function ft(wt+∆t, θ) which is defined by
(3.33) ft(wt+∆t, θ) =


εt+∆t
εt+∆trt
ε2t+∆t − σ2r2γt ∆t
(ε2t+∆t − σ2r2γt ∆t)rt


,
where wt+∆t = (rt+∆t − rt, rt, r2t )′, is required to satisfy E[ft(wt+∆t, θ)] = 0.
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The parameters estimated by GMM for the Repo rates over both two periods are
demonstrated in Table 3.2. From the results, we obtain the long-term mean 0.0461
with speed of mean reversion 0.0847 per day for the Repo rates over Period A. Since
the number of model parameters and moment conditions are equal (i.e. just-identified
case), in this case the misspecification model test is not applicable. Furthermore,
when considering the t values in the table, γ is found to be most significant. Chan et
al. (1992) also noticed this on their results, where they used GMM to estimate the
CKLS model with the annualised one-month US Treasury Bill yields from June 1964
to December 1984. Regarding the GMM results for the data over Period B, we get
the higher long-term mean with negative speed of mean reversion.
GMM - Period A (1,888 observations)
Value Std. Error t value Pr(> |t|)
α 0.0039 0.0078 0.5039 0.6144
β -0.0847 0.1628 -0.5202 0.603
σ 0.0233 0.0266 0.8785 0.3798
γ 0.6642 0.3821 1.7384 0.0823
(µ = −α/β = 0.0461, k = −β = 0.0847)
GMM - Period B (2,394 observations)
Value Std. Error t value Pr(> |t|)
α -0.0250 0.0087 -2.8862 0.0039
β 0.4322 0.1680 2.5730 0.0101
σ 0.0104 0.0228 0.4577 0.6472
γ 0.2862 0.7537 0.3797 0.7042
(µ = −α/β = 0.0578, k = −β = −0.4322)
Table 3.2: GMM estimated parameters of one-factor CKLS model using daily 3-
month UK Repo rates over Period A (top) and Period B (bottom). Pr(> |t|) is the
p-value with respect to the t value of each parameter.
3.6.4 Results by EMM
According to the EMM estimation, the first step is to fit the SNP models to the
3-month UK Repo rates. We first note that for the model selection, we use the
SNP auto-search function in S-PLUS to search for the model that minimises the BIC
values as described in the previous section. We narrow the search by constraining
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the maximum number of Lp and Kx to one. In other words, the Hermite function
term P(z, x) is not allowed to have the lagged length and the power of xt−1 greater
than one. This is a fair compromise in order to reduce the complexity of parameter
interactions in P(z, x).
For the Repo rates over Period A, the program suggested a semi-parametric
AR(1)-GARCH(1,1) model with Kx = 0, Kz = 8. Specifically, from (3.24) to (3.29),
we come up with the auxiliary model
yt = µxt−1 +Rxt−1zt, where
µxt−1 = c0 + Cxt−1,
Rxt−1 = (b0 + P1|yt−1 − µxt−2|+G1Rxt−2),(3.34)
and the density of zt is h8(z|x) = ([P(z, x)]2/
∫
[P(z, x)]2φ(u)du)φ(z), where P(z, x) =
1+
∑8
α=1 aαz
α and φ(z) ∼ N(0, 1). The parameter estimates by maximum likelihood
(achieved at minimum BIC = -2.4976) are
c0 = −0.0006, C = 0.9997, b0 = 0.0071, P1 = 0.4377, G1 = 0.6581,
a1 = 0.0590, a2 = −0.6564, a3 = −0.0322, a4 = 0.1762,
a5 = 0.0045, a6 = −0.0158, a7 = −0.0002, a8 = 0.0005.(3.35)
Figure 3.2 shows the results of some preliminary diagnostic checks for the fitted
SNP model. For the standardised residuals (top left), it can be seen that the SNP
model is fitted to the data rather poorly since there still exist extreme values on
several days at which the corresponding conditional standard deviations (top right)
are also high. Furthermore, we can notice from the empirical distribution and the
density of standardised residuals (middle left and right) that they clearly have the
fatter tails on both sides. Nevertheless, almost all autocorrelation functions for the
standardised residuals and particularly squared standardised residuals (bottom left
and right) remain within the 95% confidence interval.
The simulated data from the fitted SNP model using the data over Period A is
provided in Figure 3.3 (solid line). As can be seen, the generated data is dynamically
stable. Moreover, there is no evidence of an explosion. Thus, the EMM estimation
can proceed to the next step.
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Figure 3.2: Standardised residuals (top left), conditional standard deviations (top
right), empirical CDF (middle left) and density (middle right) of standardised resid-
uals, the autocorrelation functions for the standardised (bottom left) and the squared
standardised residuals (bottom right) of the fitted SNP model (AR(1)-GARCH(1,1),
Kx = 0, Kz = 8) with daily 3-month UK Repo rates over Period A.
For the Repo rates over Period B, it turns out that the program suggested a
semi-parametric AR(4)-GARCH(1,1) model with Kx = 0, Kz = 8 as the auxiliary
model. As can be noticed from Figure 3.3 (dotted line), although the fitted SNP
model can produce a sharp fall similar to the actual data, unfortunately the rates
can be negative. Therefore, the next step of EMM estimation will not be carried on
unless an appropriate auxiliary model can be found.
Next, we continue on to the estimation step of EMM only for the data over Period
A. From the projection step, we obtained the moment conditions (or score generator)
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Figure 3.3: Simulated data from the fitted SNP model with daily 3-month UK Repo
rates over Period A (blue, solid) and Period B (red, dotted).
EMM - Period A (1,888 observations)
Value Std. Error 95% Confidence Interval
α 0.00175 0.00014 (0.00162, 0.00185)
β -0.03725 0.00371 (-0.04104, -0.03381)
σ 2.34047 1.26179 (1.16214, 3.20102)
γ 2.43216 0.19977 (2.24033, 2.56582)
(µ = −α/β = 0.04706, k = −β = 0.03725)
Table 3.3: EMM estimated parameters of one-factor CKLS model using daily 3-Month
UK Repo rates over Period A. The SNP model: AR(4)-GARCH(1,1) model with
Kx = 0, Kz = 8. EMM objective at final iteration = 40.38 (p-value = 6.488× 10−6).
and estimated weight matrix from the fitted SNP model. Hence, the parameters
estimated by EMM can be achieved from (3.20) using simulated data from the CKLS
model in (3.32). Table 3.3 presents the results of the EMM estimation with 50,000
simulated observations at a time.
The EMM objective value at final iteration (277th) is achieved at 40.38 with
p-value = 6.488 × 10−6. The degrees of freedom, which comes from the over-
identification setting of the AR(1)-GARCH(1,1) model with Kx = 0, Kz = 8 (13
parameters) over the CKLS model (4 parameters), is equal to 9. By the EMM
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approach, we have the long-term mean µ = 0.04706 with speed of mean reversion
k = 0.03725 per day.
Since the p-value is close to zero, the one-factor CKLS model is rejected using the
semi-parametric AR(1)-GARCH(1,1) model with Kx = 0, Kz = 8 as the auxiliary
model. Finally, we consider the t-ratios of each moment condition (Table 3.4). It can
be noticed that the auxiliary model is likely to be misspecified with respect to the
moment a2, a4, a6 and a8 as the absolute values of the t-ratios are greater than 2.
Mean Value Std. Error t-ratios
a1 -4.276 2.923 -1.463
a2 19.359 4.874 3.972
a3 -19.018 11.947 -1.592
a4 128.202 34.223 3.746
a5 -128.306 114.444 -1.121
a6 1057.624 401.241 2.636
a7 -1345.880 1465.161 -0.919
a8 11713.836 5441.551 2.153
c0 -11.042 69.888 -0.158
C -72.153 69.219 -1.042
b0 470.497 286.335 1.643
P1 1.317 2.058 0.630
G1 8.971 8.244 1.089
Table 3.4: Score information of the individual moment conditions by the semi-
parametric AR(1)-GARCH(1,1) model with Kx = 0, Kz = 8).
As several moments related to the higher powers of z in the Hermite function were
found to be misspecified, we next consider to restrict the SNP model with Kz = 1
for estimating the CKLS model. With the new auxiliary model, we can observe from
Table 3.6 that all moment conditions are currently well specified. Moreover, according
to the results presented in Table 3.5, it can be seen that the EMM estimates converge
with a much smaller value of the objective function that now does not reject the
overidentifying restriction with p-value = 0.0384.
Comparing to the GMM results in Table 3.2, the estimated parameters σ and γ
are rather different. Recall that both GMM and EMM estimation rely on moment
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functions. While the former arbitrarily defines them, the latter makes use of an
auxiliary model. Accordingly, if the chosen moments from either or both methods
are sub-optimal, the estimates can be distinctly different. In our results, we found
that GMM estimation (in S-PLUS) for σ and γ is sensitive to initial values when the
number of moments is equal to the number of parameters. Therefore, EMM is more
reliable than GMM in this case.
In summary, Chapter 3 reviewed a number of modern estimation techniques
in term structure modelling. Some applications of GMM and EMM with one-
dimensional data were also presented in which they will be advantageous to future
research with higher dimensional data. An example of estimation using MCMC with
one-dimensional data can be found in Eraker (2001).
EMM - Period A (1,888 observations)
Value Std. Error 95% Confidence Interval
α 0.00273 0.00136 (0.00136, 0.00409)
β -0.06701 0.03512 (-0.10213, -0.03190)
σ 0.54409 1.49737 (-0.95328, 2.04146)
γ 1.69980 0.87642 (0.82339, 2.57622)
(µ = −α/β = 0.04068, k = −β = 0.06701)
Table 3.5: EMM estimated parameters of one-factor CKLS model using daily 3-
Month UK Repo rates over Period A. The SNP model: AR(4)-GARCH(1,1) model
with Kx = 0, Kz = 1. EMM objective at final iteration = 6.52 (p-value = 0.0384).
Mean Value Std. Error t-ratios
a1 1.789 2.228 0.803
c0 -58.210 69.125 -0.842
C -14.577 60.002 -0.243
b0 -459.065 624.133 -0.736
P1 -15.939 12.574 -1.268
G1 -18.005 16.913 -1.065
Table 3.6: Score information of the individual moment conditions by the semi-
parametric AR(1)-GARCH(1,1) model with Kx = 0, Kz = 1).
71
Chapter 4
Bayesian Inference and Markov
Chain Monte Carlo
Following the previous chapter, Markov Chain Monte Carlo (MCMC) methods are
here discussed in more detail. We start with a brief review of Bayesian inference and
then consider two main MCMC approaches: the Metropolis-Hastings (MH) algorithm
and the Gibbs sampler. To implement MCMC, the popular WinBUGS software is
employed to estimate the mean-reverting autoregressive AR(1) and vector autore-
gressive VAR(1) models with simulated data and a stochastic volatility with daily
3-month UK Repo rates. Moreover, we also re-estimate the AR(1) model using the
MH methodology by coding the algorithm in Matlab for comparison with the achieved
results in WinBUGS.
4.1 Bayesian Inference
It is not the intention of this section to justify the Bayesian over frequentist approach
but merely to provide an introduction to its underlying concept for proceeding to the
MCMC methodology in the next section. Given observed data y = (y1, . . . , yN), an
unknown parameter vector θ of the underlying model in the Bayesian paradigm is
treated as a random variable with some prior beliefs. This is contrary to the classical
approach that θ is supposed to be a fixed quantity. The heart of the Bayesian
approach is Bayes theorem. Here we assume that θ is continuous, and initially the
joint distribution of y and θ can be written as
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f(y, θ) = f(y|θ)f(θ) = f(θ|y)f(y).
Hence, it follows that the posterior distribution of θ conditional on y is
f(θ|y) = f(y|θ)f(θ)
f(y)
=
f(y|θ)f(θ)∫
f(y|θ)f(θ)dθ
f(θ|y) ∝ f(y|θ)f(θ),(4.1)
where f(y|θ) is the likelihood of the data, f(θ) is the prior density and ∫ f(y|θ)f(θ)dθ
is the normalising constant satisfying
∫
f(θ|y)dθ = 1.
The posterior distribution f(θ|y) in (4.1) can also be interpreted as our prior
beliefs of the parameter vector θ updated by the current information from the data.
Typically, if we have little or no prior knowledge of θ, we may simply use a “non-
informative” or “flat” prior which means we assign probabilities to all possible values
equally likely. One popular non-informative prior is the Jeffreys prior distribution,
given by
(4.2) f(θ) ∝ [I(θ)] 12 ,
where I(θ) is the Fisher information such that I(θ) = −Eθ[∂2 log f(y|θ)/∂θ∂θ′].
In case that we have strong belief of the prior, it then will be called an “informa-
tive” prior. As can be noticed from (4.1), deriving the posterior in a closed-form is
not trivial and most often it is hard to be achieved, especially for the parameters of
a complex model. Nevertheless, there exist some priors that belong to the same class
as the posterior distributions, the so-called “conjugate” prior distributions. Some
conjugate distributions are presented in Table 4.1.
Prior Distribution Likelihood of y1, . . . , yN Posterior Distribution
θ ∼ Normal(a, b2) Normal (θ, σ2) Normal (aσ2+Nb2y¯
σ2+Nb2
, b
2σ2
σ2+Nb2
)
θ ∼ Gamma (a, b) Poisson(θ) Gamma(a+∑ yi, b+N)
θ ∼ Gamma (a, b) Exponential (θ) Gamma(a+N, b+∑ yi)
θ ∼ Beta(a, b) Bernoulli(θ) Beta(a+∑ yi, b+N −∑ yi)
Table 4.1: Some conjugate distributions.
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4.2 Markov Chain Monte Carlo Methods
As mentioned before, the closed-form posterior distribution for a complex model fre-
quently cannot be obtained analytically and hence this was a crucial shortfall in terms
of practical implementation of the Bayesian estimation in the past. Fortunately, the
development of MCMC methods in recent decades has enabled us to deal with such
problems by achieving the posterior distribution by simulation. In this section, we
describe the two main MCMC algorithms and some technical Markov chain properties
are provided in Appendix B.
4.2.1 The Metropolis-Hastings Algorithm
With reference to Garmerman et al. (2006), suppose that we have observed data y and
the model parameter vector θ = (θ1, . . . , θd) such that we cannot draw easily from the
posterior distribution pi(θ|y) for θ. The Metropolis-Hastings (MH) algorithm allows
us to avoid the direct simulation from pi(θ|y) by making use of a proposal distribution
and computing the acceptance probability for a candidate point through the following
procedure:
1. Initialise the chain to θ(0) = (θ
(0)
1 , . . . , θ
(0)
d ) and set t = 1.
2. Update each element of θ(t) with substeps j = 1, . . . , d
• Denote θ˜(t) as the latest θ(t) that includes updated values of the elements
from earlier substeps.
• Now for each substep j = 1, . . . , d.
• Sample a candidate point θ∗ from a proposal distribution q(·|θ˜(t)).
• Generate U from ∼ U [0, 1] and compute the acceptance probability
(4.3) α(θ˜
(t)
j−1, θ
∗) = min
{
1,
pi(θ∗|y)q(θ˜(t)j−1|θ∗)
pi(θ˜
(t)
j−1|y)q(θ∗|θ˜(t)j−1)
}
,
where we define θ˜
(t)
0 = θ˜d
(t−1)
.
• If U ≤ α(θ˜(t)j−1, θ∗), then set θ˜(t)j = θ∗, otherwise θ˜(t)j = θ˜(t)j−1.
3. Set t = t+ 1 and repeat step 2 until the last iteration (convergence).
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Note that the elements of θ may be grouped and updated at once, rather than
a single element. It is clear that the proposal distribution q(·|θ(t)) plays a main
role in facilitating the MH algorithm. The selected proposal distribution should be
easy to sample and theoretically it is also required to satisfy the irreducible and
aperiodic properties of Markov chains. Irreducibility means there exists a positive
probability that the chain can reach any non-empty set from all different sets of
states. Aperiodicity ensures that the chain will not stick in a particular part of the
state space.
Furthermore, it can be observed from (4.3) that the acceptance probability ap-
pears in terms of a ratio of the posterior distribution pi(·|y) so that the normalising
constant term in (4.1) can be cancelled out. This is an important advantage of the
MH algorithm. Additionally, if the chosen proposal distribution is symmetric, i.e.
q(θ˜
(t)
j−1|θ∗) = q(θ∗|θ(t)j−1), the acceptance probability in (4.3) will be simplified to
(4.4) α(θ˜
(t)
j−1, θ
∗) = min
{
1,
pi(θ∗|y)
pi(θ˜
(t)
j−1|y)
}
.
When θ∗ is assumed to be independent of θ˜
(t)
j−1, the acceptance probability turns
to be
(4.5) α(θ˜
(t)
j−1, θ
∗) = min
{
1,
pi(θ∗|y)q(θ˜(t)j−1)
pi(θ˜
(t)
j−1|y)q(θ∗)
}
.
4.2.2 The Gibbs Sampler
The Gibbs sampler can be categorised as a special case of the MH algorithm where
the acceptance probability is always equal to 1 but the full conditional posterior dis-
tribution must be known and simulation from it must be easy. Therefore, a proposal
distribution is not required since a sample can be drawn from the full conditional
posterior distribution.
As before, consider observed data y and the posterior distribution pi(θ|y), where
θ = (θ1, . . . , θd) is the parameter vector of the model of interest. The Gibbs sampler
methodology is as follows.
1. Set t = 0 and initialise the chain to θ(0) = (θ
(0)
1 , . . . , θ
(0)
d ).
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2. Now for t = 1, 2, . . ., until convergence draw a sample for each element of θ by
θ
(t)
1 ∼ pi(θ1|y, θ(t−1)2 , . . . , θ(t−1)d )
θ
(t)
2 ∼ pi(θ2|y, θ(t)1 , θ(t−1)3 , . . . , θ(t−1)d )
...
θ
(t)
k ∼ pi(θk|y, θ(t)1 , . . . , θ(t)k−1, θ(t−1)k+1 , . . . , θ(t−1)d )
...
θ
(t)
d ∼ pi(θd|y, θ(t)1 , . . . , θ(t)d−1).
4.2.3 Inference and Convergence Considerations
The ultimate goal of MCMC simulation is to make inferences from the simulated
sample paths whose distributions attain stationarity and converge to, ideally, the
true posterior distribution of the parameters of interest. Several questions arise as to
how to judge when convergence is achieved and how long the simulation should be
sufficient to be able to draw a conclusion for the convergence. To date, these are still
practical issues that need further research. Nevertheless, some standard statistical
concepts may be employed to preliminarily assess the convergence as described below.
1. Sample plots. Presumably having run the simulation long enough, one may first
plot entire sample paths for each parameter and then decide a cut-off point
at discretion where all the chains start stabilising and moving around some
specific values. The samples before the cut-off, namely the burn-in iterations,
will be discarded and the remaining samples (assuming that the distribution
gets stationary) will be used for making inferences such as means, medians,
variances, credible intervals and so on.
2. Autocorrelations. Typically, we also wish the successive draws of each chain
be independent. To quantify this, the autocorrelation function (ACF) is com-
monly used. If high autocorrelations occur, they may be mitigated by using
a “thinning” procedure. That is, rather than taking account for every single
successive draw, we pick up the sample values only from every k-th iteration.
As a consequence, the simulation needs to be run much longer.
3. Cross-correlations. For multi-parameter models, it is suggested that we should
also check correlations across parameters to investigate the correlation struc-
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ture.
To make inferences, we may also consider posterior densities of the parameters
which are the probability densities computed from the sample paths. A plot of this
allows us to visualise shape of distribution, data dispersion, mode, etc.
Apart from the above tools, various convergence diagnostics have been proposed
by researchers. A good comparative review of some of those can be found in Cowles
and Carlin (1996), where the authors tested 13 diagnostic methods on a trivariate
normal (with high correlations) model. In their summary, unfortunately, each has
its own pitfalls and they are fairly difficult to use. Furthermore, many of them can
sometimes fail to detect convergence failure, even in low-dimensional problems. One
popular convergence diagnostic which is frequently mentioned is the Gelman-Rubin
approach. The method requires us to simulate several chains with different starting
points simultaneously. The convergence is then measured by a scalar quantity which
is computed from the variances of within a chain and between the chains.
4.3 MCMC in WinBUGS
The difficulty of implementing MCMC algorithms is much based on complexity of the
model being considered. At the beginning, one may first think of using the WinBUGS
software which is a Windows platform of the program BUGS (Bayesian inference
Using Gibbs Samplings). Nowadays, WinBUGS is a popular software widely used by
practitioners for MCMC simulation due to its convenience to use. More details can
be referred to the WinBUGS user manual (Spiegelhalter et al., 2003).
In this section, we use MCMC in WinBUGS to estimate three different kinds
of models: autoregressive AR(1), bivariate autoregressive VAR(1) and stochastic
volatility models.
4.3.1 Autoregressive AR(1) Model
We begin with estimating a simple model by assuming that observed data X(1),
X(2), . . . , X(N) follow a mean-reverting AR(1) process, i.e.
X(i) = µ+ k(X(i− 1)− µ) + σZ(i),
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X(i) ∼ N(µ+ k(X(i− 1)− µ), σ2),(4.6)
where Z(i) ∼ i.i.d. N(0, 1). The model parameter vector is θ = (µ, k, τ), where τ
is the precision parameter equal to 1/σ2. Implementing this model in WinBUGS
is trivial. What we need to know is the syntax for defining data, models, prior
distributions and initial values of parameters. The graphical model (as shown in
Figure 4.1) may be drawn to provide a clearer dependency structure of the model
parameters.
Figure 4.1: Graphical model for the mean-reverting AR(1) model.
In Figure 4.1, each ellipse indicates either a stochastic or a deterministic node
which is independent of all the other nodes given its parent nodes (the nodes that
arrows are pointing to). Stochastic nodes are the nodes for which the distributions are
provided, whereas deterministic nodes are logical functions of other nodes. Typically,
there are two kinds of arrows used to express the relationships. A solid arrow specifies
the conditional independence between nodes and a hollow arrow indicates a logical
function. For example, E[X(i)|X(i−1), µ, k] (the mean of the normal distribution in
(4.6)) is a deterministic node since it is a function comprising of the nodes µ, k and
X(i− 1).
Next, the prior distributions are assigned as follows.
f(µ) : µ ∼ N(0, 1× 106),
f(k) : k = 2φ− 1, where φ ∼ Beta(1, 1),
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f(τ) : τ ∼ Gamma(0.001, 100),(4.7)
In general, non-informative priors are specified. However, in case of parameter k, we
know that for a model of this kind, |k| should be less than 1 in order for the process be
stationary. Instead of assigning U [−1, 1] to k, we use some transformation by using
the beta distribution (which is more informative than the uniform distribution). It
is known that U [0, 1] is equivalent to B(1, 1) which has values in the range of (0, 1)
with mean and standard deviation of 0.5 and 0.289 respectively. Additionally, the
gamma prior distribution is also specified for a non-negative parameter, i.e. τ . The
gamma probability density function used here is parameterised in terms of a shape
parameter a and scale parameter b such that
f(x; a, b) =
1
baΓ(a)
xa−1e−
x
b ,
where Γ(·) is the Gamma function.
4.3.1.1 Simulated Data
The data simulated from the AR(1) model in (4.6), for N = 1500, are plotted in
Figure 4.2. The parameter values are given as µ = −2.0, k = 0.5, σ = 0.4 with initial
value X(1) = −2.0.
Figure 4.2: Simulated data from the mean-reverting AR(1) model, given µ =
−2.0, k = 0.5, σ = 0.4 and X(1) = −2.0, for i = 1, . . . , 1500.
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4.3.1.2 Results
We run MCMC in WinBUGS for 10,000 iterations to estimate the mean-reverting
AR(1) model in (4.6) with simulated data. Regarding the first observation X(1),
its unconditional likelihood may be derived (will be shown in the next section) or
ignored if the dataset is large. In this case, since WinBUGS does not have much
flexibility to insert a complicated mathematical formula, we simply assume X(1) ∼
(µ+ k(X(0)− µ), σ2), where X(0) ∼ N(µ, σ2) is an additional parameter.
Figure 4.3 illustrates the sample paths of model parameters µ, k and σ from the
501st to the 10,000th iteration. The first 500 iterations are discarded as a burn-in
period. According to the results, we can see that the chains converge very well for
all parameters with the estimated means (Table 4.2) very close to the true values
(within one standard deviation). Clearly, all the posterior densities (Figure 4.4, top)
are smooth and have a symmetrical shape. Moreover, it can be observed from Figure
4.4 (bottom) that the autocorrelation functions all thin out rapidly even from the
first lag.
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Figure 4.3: Sample paths of model parameters of the mean reverting AR(1) model
using MCMC in WinBUGS.
(True value) Mean Std. 95% Credible Interval Sample
µ (-2.0) -1.983 0.0206 (-2.023,-1.943) 9,500
k (0.5) 0.505 0.0223 (0.4614,0.5487) 9,500
σ (0.4) 0.396 0.0073 (0.3817,0.4103) 9,500
Table 4.2: Summary statistics of parameter posterior estimates of the mean reverting
AR(1) model using MCMC in WinBUGS (from 501st to 10,000th iteration).
Figure 4.4: Posterior densities (top) and autocorrelation functions of model parame-
ters of the mean reverting AR(1) model using MCMC in WinBUGS.
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4.3.2 Bivariate Vector Autoregressive VAR(1) Model
We next consider estimation of the mean-reverting bivariate normal VAR(1) model
in WinBUGS. Suppose that observed data X(i) = (X1(i), X2(i))
′, for i = 1, . . . , N ,
follow a VAR(1) process such that

 X1(i)
X2(i)

 =

 µ1
µ2

+

 k1 0
0 k2



 X1(i− 1)− µ1
X2(i− 1)− µ2

+

 Z1(i)
Z2(i)

 , or(4.8)
X(i) = µ+K(X(i− 1)− µ) + Z(i),
where X(0) ∼ N2(µ,Σ), Z(t) ∼ N2(0,Σ), with
Σ =

 σ21 ρσ1σ2
ρσ1σ2 σ
2
2


being a covariance matrix.
For the prior distributions, we define
f(µ) : µ1, µ2 ∼ N(0, 1× 106),
f(k) : k1, k2 = 2φ− 1, where φ ∼ Beta(1, 1),
f(Σ−1) : Σ−1 ∼Wishart(R, 2).(4.9)
The priors for µ1, µ2, k1 and k2 are the same as previously described for the AR(1)
model. For the covariance matrix Σ, its inverse Σ−1 is called the precision matrix
and is assumed to follow a Wishart (R, 2) distribution with density
f(x;R, k) = |R|k/2|x|(k−p−1)/2 exp(−1
2
Tr(Rx)),
where k = rank(R) and x being a positive definite p× p symmetric matrix.
Note that the Wishart distribution is a generalisation of the univariate chi-square
distribution for two or more variables. It is a distribution commonly used for the
covariance matrix of this kind of model.
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4.3.2.1 Simulated Data
Figure 4.5 shows the simulated data X1(i) and X2(i), for i = 1, . . . , 1500, from the
bivariate VAR(1) model in (4.8). The parameter values are given as µ1 = µ2 = 0, k1 =
0.6, k2 = 0.06, σ1 = 0.6, σ2 = 0.4 and ρ = −0.5 with initial values X(1) = (2, 3)′.
Figure 4.5: Simulated X1(i) (solid) and X2(i) (dotted) from the mean-reverting bi-
variate VAR(1) model, given µ1 = µ2 = 0, k1 = 0.6, k2 = 0.06, σ1 = 0.6, σ2 = 0.4 and
ρ = −0.5 with initial values X(1) = (2, 3)′, for i = 1, . . . , 1500.
4.3.2.2 Results
As before, we run 10,000 iterations of MCMC simulation in WinBUGS for estimat-
ing the mean-reverting VAR(1) model in (4.8) with simulated data. The first 500
iterations are considered as a burn-in period.
The sample paths of the simulation with summary statistics of parameter posterior
estimates are provided in Figure 4.6 and Table 4.3 respectively. From the figure, we
can notice that all the chains converge very well and reasonably encompass the true
values, although µ2 is found to be most biased (but its mean value is still within the
95% credible interval). According to the posterior densities shown in Figure 4.7, we
can see that parameters are estimated well. Finally, it can be observed from Figure
4.8 that there is no evidence of high autocorrelation functions for all parameters after
the first couple lags.
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Figure 4.6: Sample paths of model parameters of the mean-reverting bivariate VAR(1)
model using MCMC in WinBUGS.
(True value) Mean Std. 95% Credible Interval Sample
µ1 (0.0) -0.015 0.0394 (-0.0921,0.0634) 9,500
µ2 (0.0) 0.018 0.0112 (-0.0037,0.0400) 9,500
k1 (0.6) 0.600 0.0224 (0.5640,0.6378) 9,500
k2 (0.06) 0.0596 0.02350 (0.01342,0.10570) 9,500
σ1 (0.6) 0.609 0.0141 (0.5874,0.6315) 9,500
σ2 (0.4) 0.407 0.0077 (0.3928,0.4217) 9,500
ρ (-0.5) -0.487 0.0203 (-0.5265,-0.4467) 9,500
Table 4.3: Summary statistics of parameter posterior estimates of the mean-reverting
bivariate VAR(1) model using MCMC in WinBUGS.
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Figure 4.7: Posterior densities of model parameters of the mean-reverting bivariate
VAR(1) model using MCMC in WinBUGS.
Figure 4.8: Autocorrelation functions of model parameters of the mean-reverting
bivariate VAR(1) model using MCMC in WinBUGS.
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4.3.3 Stochastic Volatility Models
The last model considered for illustrating the MCMC estimation in WinBUGS is a
stochastic volatility (SV) model in which we follow Meyer and Yu (2000) such that,
given observed data X(i), for i = 1, . . . , N ,
X(i)|θ(i) = exp
(
1
2
θ(i)
)
Z1(i),
θ(i) = µ+ k(θ(i− 1)− µ) + σZ2(i),(4.10)
where Z1(i), Z2(i) ∼ i.i.d. N(0, 1), for i = 1, . . . , N, Z1(i) and Z2(i) are independent,
and θ(i) is the latent stochastic volatility of X(i), where we assume θ(0) ∼ N(µ, σ2).
From (4.10), the joint posterior distribution of all unknown quantities in this
model then can be defined by
f(µ, k, σ2, θ(0), . . . , θ(N)|X) ∝
N∏
i=1
f(X(i)|θ(i))×
N∏
i=1
f(θ(i)|θ(i− 1), µ, k, σ2)f(θ(0)|µ, σ2)f(µ)f(k)f(σ2),(4.11)
where the prior distributions of the parameters µ, k and σ2 are assumed to be inde-
pendent such that
f(µ) : µ ∼ N(0, 1× 106),
f(k) : k = 2φ− 1, where φ ∼ Beta(1, 1),
f(τ) : τ ∼ Gamma(0.001, 100),(4.12)
where τ is the precision parameter equal to 1/σ2.
4.3.3.1 Data
In contrast to our first two WinBUGS examples, we use here a real dataset. The
daily yield changes of 3-month Repo UK rates from 4 January 2000 to 30 June 2007
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are considered. Specifically, we define
(4.13) X(i) = y(i)− y(i− 1),
where y(i) is an observed yield (in percentage) on day i. Daily yield changes (1,887
observations) are plotted in Figure 4.9.
Figure 4.9: Daily yield changes of 3-month UK Repo rates from 4 January 2000 to
30 June 2007 (1,887 observations).
4.3.3.2 Results
Figure 4.10 shows sample paths of the parameters µ, k and σ (with initial values of
0.0, 0.0 and 1.0 respectively) for 20,000 iterations of MCMC simulation in WinBUGS
from estimating the SV model in (4.10) with the daily yield changes of 3-month UK
Repo rates (Figure 4.9). The first 2,000 iterations (left column) are chosen as a
burn-in period and it can be seen that the chains do not converge to some specific
values within the first 1,000 iterations. Afterwards (right column), it is obvious
that all chains look stationary. The summary statistics of the parameter posterior
estimates are given in Table 4.4. In Figure 4.11, autocorrelation functions of all three
parameters are demonstrated, in which we can observe that those of k and σ are
relatively much higher than those of µ. Nevertheless, this may be improved by using
a thinning procedure where in this case we may consider to take the values of every
300-th iteration from the simulation.
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Figure 4.10: Sample paths of model parameters of the stochastic volatility model
using MCMC in WinBUGS, Z1(i) and Z2(i) are independent.
Mean Std. 95% Credible Interval Sample
µ -8.914 0.1020 (-9.1120,-8.7110) 18,000
k 0.782 0.0377 (0.6962,0.8455) 18,000
σ 0.848 0.0715 (0.7208,1.0030) 18,000
Table 4.4: Summary statistics of parameter posterior estimates of the stochastic
volatility model using MCMC in WinBUGS, Z1(i) and Z2(i) are independent.
Figure 4.11: Posterior densities (top) and autocorrelation functions (bottom) of model
parameters of the stochastic volatility model using MCMC in WinBUGS, Z1(i) and
Z2(i) are independent.
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Leverage Effect
Additionally, we investigate one more case of the SV model in (4.10), where Z1(i)
and Z2(i + 1) are allowed to be correlated. More precisely, with reference to Meyer
and Yu (2000), we define
X(i)|θ(i) = exp
(
1
2
θ(i)
)
Z1(i), i = 1, . . . , N,
θ(i+ 1) = µ+ k(θ(i)− µ) + σZ2(i), i = 1, . . . , N − 1,(4.14)
where 
 Z1(i)
Z2(i+ 1)

 i.i.d.∼ N2



 0
0

 ,

 1 ρ
ρ 1



 .
This effect is called the “leverage effect”. From (4.14), it follows that
θ(i+ 1) ∼ N(µ+ k(θ(i)− µ), σ2),
X(i) ∼ N
[ρ
σ
exp(θ(i)/2)(θ(i+ 1)− µ− k(θ(i)− µ)), exp(θ(i))(1− ρ2)
]
.
The priors of µ, k and σ are specified as in (4.12), whereas the prior of the addi-
tional parameter ρ is defined by ρ = 2ψ − 1, where ψ ∼ Beta(1, 1). We estimate the
SV model with leverage effect in WinBUGS with 20,000 iterations using the same
data as in Section 4.3.3.1 (daily yield changes of 3-month UK Repo rates). Com-
paring the results of the SV model with leverage effect (Figures 4.12 and 4.13 and
Table 4.5) to the previous estimates without leverage effect (Figures 4.10 and 4.11
and Table 4.4), some observations can be made as follows.
• The convergence of µ turns to be very slow, while k and σ still converge rea-
sonably well. Parameter ρ also converges well.
• Comparing Table 4.5 to 4.4, we can observe that all parameter estimates are
distinctly different. Specifically, with leverage effect, k appears to be very close
to 1 (which means the stochastic volatility process θ(i) is very persistent) and
σ is much smaller. The estimate of ρ is approximately equal to 0.
• The autocorrelation functions of µ with leverage effect are extremely high,
whereas those of σ and particularly of k are improved. The autocorrelation
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functions of ρ sharply decline within the first 50 lags.
In conclusion, the leverage effect seems unlikely to improve the overall estimation
of the SV model using daily yield changes of 3-month UK Repo rates. Although the
autocorrelation functions of some parameters are obviously improved, the estimation
of µ seems worse. Despite obtaining the estimated mean of ρ close to 0, the other
parameter estimates for both cases are distinctly different. Perhaps, this is because
the poor estimate of µ with leverage effect.
Figure 4.12: Sample paths of model parameters of the stochastic volatility model
using MCMC in WinBUGS with leverage effect.
Mean Std. 95% Credible Interval Sample
µ -4.738 0.1460 (-4.9550,-4.3960) 15,000
k 0.998 0.0013 (0.9951,0.9999) 15,000
σ 0.247 0.01675 (0.2170,0.2822) 15,000
ρ -0.023 0.0651 (-0.1545,0.1045) 15,000
Table 4.5: Summary statistics of parameter posterior estimates of the stochastic
volatility model using MCMC in WinBUGS with leverage effect.
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Figure 4.13: Posterior densities (top) and autocorrelation functions (bottom) of model
parameters of the stochastic volatility model using MCMC inWinBUGS with leverage
effect.
4.4 MCMC in Matlab
Although WinBUGS is a convenient tool for implementing the MCMC methods, it
is a “black-box” that does not allow us to know precisely how the algorithms work.
When the resulting estimates make less sense, it is difficult to carry out further in-
depth analysis. Most importantly, the number of mathematic functions in WinBUGS
is very limited so that some complex models may not be implemented. This will be
the case when we estimate the Cairns term structure models (which is necessary to
incorporate the numerical integral) using MCMC in later chapters.
In this section, we consider coding the MH algorithm in Matlab (or one can use
any other programming language) to re-estimate the mean-reverting AR(1) model in
(4.6) with the same priors and dataset. The distinct advantage of using Matlab is the
flexibility that to be able to associate the model with a wide range of mathematical
functions and algorithms available in Matlab.
4.4.1 Likelihood, Prior and Posterior
Suppose that observed data X = (X(1), X(2), . . . , X(N)) follow the mean-reverting
normal AR(1) process such that
(4.15) X(i) = µ+ k(X(i− 1)− µ) + σZ(i), where Z(i) ∼ i.i.d. N(0, 1),
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it can be proved that the likelihood of X is
(4.16) L(X|θ) = L1(X(1)|θ) · L2(X(2), . . . , X(N)|θ,X(1)),
where
L1(X(1)|θ) =
(
2piσ2
1− k2
)−1/2
exp
[
−1− k
2
2σ2
(X(1)− µ)2
]
,
L2(X(2), . . . , X(N)|θ) =
N∏
i=2
(2piσ2)−1/2 exp
[
− 1
2σ2
(X(i)− µ− k(X(i− 1)− µ))2
]
.
(4.17)
Therefore, with the priors specified in (4.7), the full conditional posterior distri-
butions of the model parameters can be written as
f(µ|X, k, τ) ∝ f(X|µ, k, τ) · f(µ)
f(k|X,µ, τ) ∝ f(X|µ, k, τ) · f(k)
f(τ |X,µ, k) ∝ f(X|µ, k, τ) · f(τ),(4.18)
where τ = 1/σ2. Note that closed-form solutions of (4.18) do not necessarily to be
derived since we will use the MH algorithm for the estimation.
4.4.1.1 The Metropolis-Hastings Algorithm
Initially, we choose the normal proposal distributions qµ, qk and qτ to sample can-
didate points for the parameters µ, k and τ respectively for the next step t + 1 as
follows.
qµ(·|µt) ≡ N(µt, vol2µ),
qk(·|kt) ≡ N(kt, vol2k),
qτ (·|τt) ≡ N(τt, vol2τ ),(4.19)
where volµ, volk and volτ are some constant values which will be set as 0.05, 0.05 and
0.5 for our estimation in order for the acceptance rate to be in an appropriate range.
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For the initial values, we define
(4.20) µ0 = −2.0, k0 = 0.5, τ0 = 1/0.42.
Finally, the MH algorithm is outlined below.
1. Set t = 0 and initialise the chain to θ0 = (µ0, k0, τ0).
2. Generate a candidate point µ∗ from the proposal distribution qµ(·|µt) in (4.19).
Then,
• Generate U from ∼ U(0, 1).
• Compute the acceptance probability
α1(µt, µ
∗) = min
{
1,
f(µ∗|X, kt, τt) · qµ(µt|µ∗)
f(µt|X, kt, τt) · qµ(µ∗|µt)
}
= min
{
1,
f(µ∗|X, kt, τt)
f(µt|X, kt, τt)
}
due to the symmetry of the proposal distribution.
• If U ≤ α1(µt, µ∗), then µt+1 = µ∗; otherwise µt+1 = µt.
3. Generate a candidate point k∗ from the proposal distribution qk(·|kt) in (4.19).
Then,
• Generate U from ∼ U(0, 1).
• Compute the acceptance probability
α2(kt, k
∗) = min
{
1,
f(k∗|X,µt+1, τt) · qk(kt|k∗)
f(kt|X,µt+1, τt) · qk(k∗|kt)
}
= min
{
1,
f(k∗|X,µt+1, τt)
f(kt|X,µt+1, τt)
}
due to the symmetry of the proposal distribution.
• If U ≤ α2(kt, k∗), then kt+1 = k∗; otherwise kt+1 = kt.
4. Generate a candidate point τ ∗ from the proposal distribution qτ (·|τt) in (4.19).
Then,
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• Generate U from ∼ U = (0, 1).
• Compute the acceptance probability
α3(τt, τ
∗) = min
{
1,
f(τ ∗|X,µt+1, kt+1) · qτ (τt|τ ∗)
f(τt|X,µt+1, kt+1) · qτ (τ ∗|τt)
}
= min
{
1,
f(τ ∗|X,µt+1, kt+1)
f(τt|X,µt+1, kt+1)
}
due to the symmetry of the proposal distribution.
• If U ≤ α3(τt, τ ∗), then τt+1 = τ ∗; otherwise τt+1 = τt.
5. Set t = t+ 1 and repeat step 2 through 5 until convergence.
4.4.1.2 Results
Figures 4.14 and 4.15 and Table 4.6 show all the resulting estimates of the mean-
reverting AR(1) model using the MH algorithm in Matlab (the acceptance rates are
controlled at around 40% to 50%). Comparing to the previous estimates in WinBUGS
(Figures 4.3 and 4.4 and Table 4.2), we can see that they are generally very similar
except for the high autocorrelation functions for the first 10 lags of the estimation in
Matlab.
In summary, Chapter 4 presented MCMC which is the core methodology that
will be used for fitting the two-factor Cairns term structure model in subsequent
chapters. A number of examples with simple models were illustrated in order to
provide a ground and familiarity with the methodology before moving to consider
estimation with more complex models.
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Figure 4.14: Sample paths of model parameters of the mean reverting AR(1) model
using the MH algorithm in Matlab.
(True value) Mean Std. 95% Credible Interval Acceptance rate Sample
µ (-2.0) -1.983 0.0203 (-2.0226,-1.9429) 42.74% 9,500
k (0.5) 0.506 0.02333 (0.4607,0.5516) 46.85% 9,500
σ (0.4) 0.396 0.0072 (0.3820,0.4106) 47.61% 9,500
Table 4.6: Summary statistics of parameter posterior estimates of the mean reverting
AR(1) model using the MH algorithm in Matlab.
Figure 4.15: Posterior densities and autocorrelation functions of model parameters
of the mean reverting AR(1) model using the MH algorithm in Matlab.
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Chapter 5
Estimating Two-Factor Cairns
Term Structure Models using
Markov Chain Monte Carlo:
Simulated Data
In this chapter, we estimate the time-varying latent variables and model parameters
of the two-factor Cairns term structure models (Cairns, 2004) using Markov Chain
Monte Carlo (MCMC). The model is an arbitrage-free model developed under the
positive-interest rate framework (Flesaker and Hughston, 1996) for use in long-term
risk management. To begin with, we establish an estimation framework by assuming
that bond prices from the Cairns model are conditionally normally distributed. Then,
we prepare simulated data where the latent state variables are simulated from the
exact solution of a two-dimensional Ornstein-Uhlenbeck process. The simulated data
are used in the first place in order to validate the simulation algorithm and to ensure
that it can result in reasonable and reliable estimates before estimating the model
using real market data in next chapter.
Next, theoretical bond prices are numerically computed using the Trapezoidal
rule since it is most convenient for the programming and, more importantly, we found
that by this simple method there is no significant difference to the prices compared
to using more complicated techniques such as the adaptive Simpson quadrature (See
Appendix C). Consequently, the full joint posterior density of the Cairns bond price is
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derived and hence the latent variables and model parameters are estimated where the
two main MCMC methods play a key role for our estimation. Initially, we attempt
to employ the Gibbs sampler in which it can be used when a sample can be drawn
easily from the conditional posterior. Unfortunately, sampling from the posterior is
not straightforward so that, to be able to implement Gibbs sampler, we approximate
the posterior using a quadratic form and apply the finite difference method for com-
puting the corresponding partial derivatives. Apparently, we observed that if such
approximations are not accurate enough, the resulting estimates might be biased or
even go wrong although fast convergence can be achieved. Next, we therefore esti-
mate the full model using the Metropolis-Hastings algorithm which is facilitated by a
proposal distribution. The algorithm enables us to avoid drawing a sample from the
full conditional posterior but we are required to calibrate variances of the proposal
distribution, which is not trivial due to high complexity of the interactions among all
the model parameters and latent variables.
The results by the standard Metropolis-Hastings are fairly acceptable but it is
evident that the chains converge rather slowly. Accordingly, we also improve the chain
convergence by repameterising the bond posterior and using the adaptive proposal
distribution with a blocking strategy.
5.1 Framework
Suppose that (Ω,F ,P) is a probability space. We first set up an estimation frame-
work by assuming interest rates in the market follow the Cairns model such that the
observations
(5.1) P (t, τtj) = C(τtj;X(t), θ) + ε(t, j),
where Θ = (X, θ) with θ = (β, α1, α2, σ1, σ2, ρ, γ1, γ2)
′ being the model parameter
vector and X = {X(1), . . . , X(M)}, X(t) = (X1(t), X2(t))′ being the latent variables
which follow dXi(t) = αi(γi − Xi(t))dt +
∑2
j=1 σijdWj(t), where W1(t) and W2(t)
are two independent Wiener processes with respect to a filtration (Ft)t≥0 under the
real world probability P. Also, ε(t, j) ∼ i.i.d. N(0, σ2ε), P (t, τtj) is a zero-coupon
bond price at time t for a bond that pays 1 at time t + τtj of the maturities τtj, for
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j = 1, 2, . . . , Nt, C(τtj;X(t), θ) is the bond price by the two-factor Cairns model, i.e.
(5.2) C(τ, x, θ) =
∫∞
τ
H(u, x)du∫∞
0
H(u, x)du
,
where
(5.3) H(u, x) = exp
[
− βu+
2∑
i=1
σixi e
−αiu − 1
2
2∑
i,j=1
ρijσiσj
αi + αj
e−(αi+αj)u
]
.
With this setting, we have P (t, τtj) ∼ N(C(τtj;X(t), θ), σ2ε).
5.2 Simulated Data
In the early stage, we consider the estimation of the latent variables and model pa-
rameters with a simulated dataset which will allow us to check the accuracy of the
algorithm with reference to the true values for X and θ. To simulate the bond prices
according to (5.1), we initially define 20 constant maturities (Nt = 20, for all t):
0.25, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 12.5, 15.0, 17.5, 20.0, 22.5,
25.0, 27.5, 30.0 years, and then generate unit normal random variables ε(t, j), for
j = 1, 2, . . . , 20 with the mean and covariance matrix:
µ =


0
0
...
0

 ,Σ =


σε 0 · · · 0
0 σε · · · 0
...
...
. . .
...
0 0 · · · σε

 , where σε = 0.001.
Clearly, we assume here that the bond prices of each time t are independent with a
fixed normal randomness. Additionally, the other model parameter values are chosen
with respect to Cairns (2004) as
β = 0.04, α1 = 0.6, α2 = 0.06, σ1 = 0.6, σ2 = 0.4, ρ = −0.5,
whereas the latent variables will be simulated from the exact solution of a two-
dimensional Ornstein-Uhlenbeck process. With these values, simulated monthly bond
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prices for 1,000 months can be achieved.
5.2.1 Simulated Latent Variables
Instead of using the Euler discretisation, we know that the latent variables (X1(t), X2(t))
′
follow the two-dimensional Ornstein-Uhlenbeck process so that they can be simulated
from the exact solution. Thus, we first introduce the following proposition.
Proposition 5.1. [The Exact Solution of a Two-Dimensional Ornstein-Uhlenbeck
Process] Suppose that X(t) = (X1(t), X2(t))
′ follows a two-dimensional Ornstein-
Uhlenbeck process such that
d

 X1(t)
X2(t)

 =

 α1 0
0 α2



 γ1 −X1(t)
γ2 −X2(t)

 dt+

 σ11 σ12
σ21 σ22

 d

 W1(t)
W2(t)

 , or
dXi(t) = αi(γi −Xi(t))dt+
2∑
j=1
σijdWj(t),
where X1(0) = xˆ1, X2(0) = xˆ2, W1(t) and W2(t) are two independent Wiener pro-
cesses. Then, the exact solution of X(t) can be found and achieved at
(5.4) Xi(t) = γi + (Xi(0)− γi)e−αit +
2∑
j=1
σij
∫ t
0
e−αi(t−s)dWj(s).
Hence, (X1(t), X2(t))
′ is bivariate normal with
E(Xi(t)) = γi + (Xi(0)− γi)e−αit,
V ar(Xi(t)) =
(σ2i1 + σ
2
i2)
2αi
(1− e−2αit),
Cov(X1(t), X2(t)) =
σ11σ21 + σ12σ22
α1 + α2
(1− e−(α1+α2)t).
Proof. Let Yi(t) = e
αit(Xi(t)− γi). Therefore,
dYi(t) = αiYi(t)dt+ e
αitdXi(t)
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= αiYi(t)dt+ e
αit
(
αi(γi −Xi(t))dt+
2∑
j=1
σijdWj(t)
)
= eαit
2∑
j=1
σijdWj(t).
By Itoˆ formula, we get
Yi(t) = Yi(0) +
2∑
j=1
σij
∫ t
0
eαisdWj(s)
eαit(Xi(t)− γi) = (Xi(0)− γi) +
2∑
j=1
σij
∫ t
0
eαisdWj(s)
Xi(t) = γi + (Xi(0)− γi)e−αit +
2∑
j=1
σij
∫ t
0
e−αi(t−s)dWj(s).
Clearly, E(Xi(t)) = γi+(Xi(0)−γi)e−αit since
∫ t
0
e−αi(t−s)dWj(s) ∼ N(0,
∫ t
0
e−2αi(t−s)ds)
by the Itoˆ isometry. Next, we defineDi =
∑2
j=1 σij
∫ t
0
e−αi(t−s)dWj(s) = σi1di1+σi2di2,
where dij =
∫ t
0
e−αi(t−s)dWj(s). So,
E(d2ij) =
∫ t
0
e−2αi(t−s)ds =
1
2αi
(1− e−2αit)
E(di1di2) = 0 (since di1, di2 are independent),
and
E(d11d21) = E
(∫ t
0
e−α1(t−s)dW1(s)
∫ t
0
e−α2(t−s)dW1(s)
)
=
∫ t
0
e−(α1+α2)(t−s)ds
=
1
α1 + α2
(1− e−(α1+α2)t) = E(d12d22).
Accordingly,
V ar(Xi(t)) = V ar(Di) = σ
2
i1E(d
2
i1) + σ
2
i2E(d
2
i2)
V ar(D1) =
(σ211 + σ
2
12)
2α1
(1− e−2α1t)
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V ar(D2) =
(σ221 + σ
2
22)
2α2
(1− e−2α2t),
Cov(X1(t), X2(t)) = Cov(D1, D2) = E(D1D2)− E(D1)E(D2) = E(D1D2)
= σ11σ21E(d11d21) + σ12σ22E(d12d22)
=
σ11σ21 + σ12σ22
α1 + α2
(1− e−(α1+α2)t).
The latent variables X(t) under the real world probability measure P can be
simulated from the exact solution in Proposition 5.1. Given γ1 = γ2 = 0 and the
instantaneous correlation matrix
ρ =

 1 ρ
ρ 1

 = AAT , where A =

 1 0
ρ
√
1− ρ2

 ,
it follows that
X1(t) = X1(0)e
−α1t +
∫ t
0
e−α1(t−s)dW1(s),
X2(t) = X2(0)e
−α2t + ρ
∫ t
o
e−α2(t−s)dW1(s) +
√
1− ρ2
∫ t
0
e−α2(t−s)dW2(s).(5.5)
Specifically,

 X1(t)
X2(t)

 ∼ N2



 X1(0)e−α1t
X2(0)e
−α2t

 ,

 12α1 (1− e−2α1t) ρα1+α2 (1− e−(α1+α2)t)
ρ
α1+α2
(1− e−(α1+α2)t) 1
2α2
(1− e−2α2t)



 .
Likewise, from time tk to tk+1, where ∆t = tk+1 − tk, we will have

 X1(tk+1)
X2(tk+1)

 ∼ N2



 X1(tk)e−α1∆t
X2(tk)e
−α2∆t

 ,Σ∆t

 ,
where
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Figure 5.1: The simulated X1(t)(solid) and X2(t)(dotted) from the exact solution for
t = 1, ..., 1000,∆t = 1/12 with β = 0.04, α1 = 0.6, α2 = 0.06, σ1 = 0.6, σ2 = 0.4, ρ =
−0.5, γ1 = 0 and γ2 = 0.
Σ∆t =

 12α1 (1− e−2α1∆t) ρα1+α2 (1− e−(α1+α2)∆t)
ρ
α1+α2
(1− e−(α1+α2)∆t) 1
2α2
(1− e−2α2∆t)

 .
Figure 5.1 shows the simulation results of X1(t) and X2(t) from t = 1, 2, ...,M =
1, 000 with time step ∆t = 1/12, given the initial and parameter values: X1(1) =
2, X2(1) = 3, α1 = 0.6, α2 = 0.06, ρ = −0.5.
5.3 Numerical Bond Prices
It is obvious that the solution of the Cairns bond price in (5.2) is not available
in a closed-form and hence it needs to be approximated. Thus, we consider four
numerical integration methods to estimate an integral of the function H(u, x) in the
bond price formula: the Trapezoidal rule, Simpson’s rule, Boole’s rule and adaptive
Simpson quadrature (see Appendix C). Although the adaptive Simpson quadrature
is an efficient method that does not rely on a step size, it is far from suitable for a
routine simulation as it spends considerably more time than the other methods to
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evaluate an integral. In terms of accuracy, we found that no method dominates one
another since, given the same parameter and latent variable values, the differences of
the bond yields of 20 maturities for a single date are less than 1.0 basis points among
all the methods. For simplicity of programming, the Trapezoidal rule is accordingly
chosen for our simulation.
Assume that I =
∫ τ1
τ0
f(u)du for some continuous and differentiable function f(u),
where u0 = τ0 and un = τ1 for some positive integer n with uk = τ0 + (τ1 − τ0)k/n
for k = 1, . . . , n − 1. Also let fk = f(uk) for k = 0, . . . , n. Then, by the Trapezoidal
rule, we will have
I ≈
n∑
j=1
h
2
(fj + fj−1)
= h
(
1
2
f0 + f1 + . . .+ fn−1 +
1
2
fn
)
,(5.6)
where a step size h = (τ1 − τ0)/n.
5.4 Full Joint Posterior Density of the Cairns
Bond Price
Initially, we will look at the mean-reverting bivariate vector autoregressive VAR(1)
model since it can be thought of as a model for the latent variables in discrete-time
version. The derived likelihood will be part of the full posterior distribution of the
Cairns bond price which is required for the MCMC simulation.
Proposition 5.2. [Likelihood of the Bivariate Normal VAR(1) Model] Suppose that
X(t) = (X1(t), X2(t))
′ follows

 X1(t)
X2(t)

 =

 µ1
µ2

+

 k1 0
0 k2



 X1(t− 1)− µ1
X2(t− 1)− µ2

+

 Z1(t)
Z2(t)

 , or
(5.7)
X(t) = µ+K(X(t− 1)− µ) + Z(t),
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where Z(t) ∼ N2(0,Σ) and Σ =

 σ11 σ12
σ21 σ22

 is a covariance matrix.
Then, the likelihood of X = {X(1), X(2), . . . , X(M)}, given the parameter vector
θ = (µ,K,Σ), is
f(X|µ,K,Σ) = L1(X(1)|θ) · L2(X(2), . . . , X(M)|θ,X(1))
= (2pi)−1|Ωx|−1/2 exp
{
−1
2
(X(1)− µ)′Ω−1x (X(1)− µ)
}
·
(2pi)−(M−1)|Σ|− 12 (M−1) exp
{
−1
2
M∑
t=2
Zˆ(t)′Σ−1Zˆ(t)
}
,(5.8)
where Zˆ(t) = X(t)− µ−K(X(t− 1)− µ) and
Ωx =


σ11
1−k21
σ12
1−k1k2
σ12
1−k1k2
σ22
1−k22

 .
Proof. The likelihood of a model of this kind typically consists of two parts which are
the unconditional and conditional likelihoods. The conditional L2(·) is obvious from
the model setting in (5.7). For L1(·), the unconditional likelihood of X(1), we have
E(X(t)) = µ+KE(X(t− 1)− µ),
and by expanding X(t− 1) in terms of its previous values, we know that
X(t) = µ+
∞∑
j=0
K(j)Z(t− j).
Hence,
Ωx = V ar(X(t)) =
∞∑
j=0
K(j)ΣK ′(j)
=
∞∑
j=0

 (k21)jσ11 (k1k2)jσ12
(k1k2)
jσ21 (k
2
2)
jσ22


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=
 σ11/(1− k21) σ12/(1− k1k2)
σ21/(1− k1k2) σ22/(1− k22)


since 1
1−x
= 1 + x+ x2 + . . . .
Providing the framework in (5.1), the full joint posterior density of the Cairns
bond price can be written as
f(Θ|P) ∝ f(P,Θ) = f(P|Θ)f(Θ)
=
M∏
t=1
f1(P|X(t), θ)
×
M∏
t=2
f2c(X(t)|X(t− 1), θ2)× f2u(X(1)|θ)× f0(θ),(5.9)
where P is all bond price data, f1, f2u and f2c are the normal density functions, f0 is
the prior density function and Θ = (X, θ), where X = {X(1), X(2), ..., X(M)}, θ =
θ1 ∪ θ2, where θ1 = {β, σ1, σ2, σε}, θ2 = {α1, α2, ρ, γ1, γ2}.
We partition the parameter vector θ into θ1 and θ2 to make clear which group of
parameters is in the dynamic of the latent variables. In addition, it can be observed
that the full posterior distribution (5.9) consists of four main components:
• the likelihood of the pricing data; f1 (measurement equation),
• the conditional likelihood of the latent variables X(t); f2c (transition equation),
• the unconditional likelihood of X(1); f2u(X(1)|θ), and
• the prior density of of model parameters f0(θ).
Since the likelihood f2c and f2u(X(1)|θ) are given in Proposition 5.2, the log posterior
eventually is
(5.10) F (Θ) = log f(Θ|P) = k + log f(P,Θ),
where k is a constant and
log f(P,Θ) =
M∑
t=1
log f1(P|X(t), θ)
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+
M∑
t=2
log f2c(X(t)|X(t− 1), θ2) + log f2u(X(1)|θ) + log f0(θ)
=
M∑
t=1
{
−Nt
2
log(2piσ2ε)−
1
2σ2ε
Nt∑
j=1
(P (t, τtj)− C(τtj;X(t), θ))2
}
−(M − 1) log(2pi)− (M − 1)
2
log |Σ| − 1
2
M∑
t=2
Zˆ(t)′Σ−1Zˆ(t)
− log(2pi)− 1
2
log |Ωx| − 1
2
(X(1)− γ)′Ω−1x (X(1)− γ) + log f0(θ)
log f(P,Θ) = −MNt
2
log(2piσ2ε)−
1
2σ2ε
M∑
t=1
Nt∑
j=1
(P (t, τtj)− C(τtj;X(t), θ))2
−M log(2pi)− 1
2
log |Ωx| − (M − 1)
2
log |Σ|
−1
2
(X(1)− γ)′Ω−1x (X(1)− γ)−
1
2
M∑
t=2
Zˆ(t)′Σ−1Zˆ(t) + log f0(θ),
where f0(θ) is the prior, C(τtj;X(t), θ) is theoretical price, P is all bond price data
and P (t, τtj) is observed price at time t for the maturity τtj such that
P (t, τtj) ∼ N(C(τtj;X(t), θ), σ2ε),
Zˆ(t) = X(t)− γ −K(X(t− 1)− γ),
Σ =

 σ11 σ12
σ21 σ22

 =

 12α1 (1− e−2α1∆t) ρα1+α2 (1− e−(α1+α2)∆t)
ρ
α1+α2
(1− e−(α1+α2)∆t) 1
2α2
(1− e−2α2∆t)

 ,
Ωx =

 σ111−k21 σ121−k1k2
σ21
1−k1k2
σ22
1−k22

 , K =

 e−α1∆t 0
0 e−α2∆t

 .
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5.5 Markov Chain Monte Carlo (MCMC)
The MCMC methods were already described and employed to estimate a number
of time-series models in Chapter 4. In this section, we will apply both Metropolis-
Hastings (MH) algorithm and Gibbs sampler to the posterior density of the Cairns
bond price. Suppose that P represents all bond price data which are generated from
the Cairns model with an unknown parameter and latent variable vector Θ. The
MCMC algorithms that can be used for simulating the model parameters and latent
variables from the Cairns bond posterior in (5.10) will be discussed as follows.
5.5.1 The Metropolis-Hastings Algorithm
The MH algorithm is a popular updating scheme since it can eliminate the difficulty
of drawing a sample from the full posterior distribution (as Gibbs sampler does).
Instead of the posterior, a candidate point is first drawn from an arbitrary proposal
distribution and then used for calculating the acceptance probability in order to
decide a movement of the chain. If the candidate point is rejected, the chain remains
the previous value, otherwise it moves to the next state. Ideally, it is often expected
to have the proposal distribution as close to the posterior distribution as possible. An
appropriate choice of the proposal distributions is therefore important for succeeding
in implementing the MH algorithm.
Assume that Θ = (Θ1, . . . ,Θd) is a vector of all unknown quantities in the Cairns
term structure model. Then, we know from (5.10) that the posterior distribution of
each element of Θ, denoted as Θi, is
g(Θi|P,Θ−i) ∝ exp(log f(P,Θi|Θ−i)),(5.11)
where Θ−i is a vector of all model parameters and latent variables excluding Θi. Re-
mark that the joint density log f(P,Θ) includes f0(θ), the prior of model parameters,
in which we let
f0(θ) = f0(β)f0(α1)f0(α2)f0(σ1)f0(σ2)f0(ρ)f0(γ1)f0(γ2)
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such that
f0(β), f0(α1), f0(α2), f0(σ1), f0(σ2), ∼ Γ(0.01, 100),
f0(ρ) ∼ U [−1, 1],
f0(γ1), f0(γ2) ∼ N(0, 1.0× 105).(5.12)
As can be seen, a gamma prior is assigned to the non-negative parameters and a
uniform prior with values in the range [−1, 1] to the correlation parameter ρ. Note
that σz does not appear here since it is a fixed parameter that we do not estimate.
Further, a candidate point y∗Θi , for each Θi, will be drawn from the normal proposal
distribution qΘi , with mean depending on its previous value with some constant
variance. The detailed procedure of the MH algorithm for the Cairns bond posterior
is outlined in Algorithm 1.
Algorithm 1. [Standard Metropolis-Hastings Algorithm]
1. Initialise the chain at j = 1 and start the iteration at j = 2 and set i = 1.
2. Generate a candidate point y∗Θi from the proposal
(5.13) qΘi ∼ N(Θi(j − 1), vol2Θi),
where vol2Θi is some constant volatility.
3. If 

y∗Θi < 0, for Θi = β, α1, α2, σ1, σ2,
|y∗Θi| > 1, for Θi = ρ,
set Θi(j) = Θi(j − 1), and then go to step 5, otherwise go to step 4.
4. Then,
• Generate U from ∼ U(0, 1).
• Compute the acceptance probability ηΘi(Θi(j − 1), y∗Θi) =
(5.14) min
{
1,
g(y∗Θi|P,Θ−i) · qΘi(Θi(j − 1)|y∗Θi)
g(Θi(j − 1)|P,Θ−i) · qΘi(y∗Θi|Θi(j − 1))
}
.
• If U ≤ ηΘi(Θi(j − 1), y∗Θi), then Θi(j) = y∗Θi ; otherwise Θi(j) = Θi(j − 1).
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5. Set i = i+1 and repeat step 2 to 4 until i = d (the last element of Θ). For the
same iteration j, the recent value of the Θi, which is already updated, will be
used, rather than its value from the previous step j − 1.
6. Set j = j+1, i = 1 and repeat step 2 to 5 until the last iteration (convergence).
Notice that in step 3 we have some knowledge of the parameter values, that is,
some are subject to either being non-negative or take values in a certain range. Thus,
if the candidate points cannot satisfy these conditions, the chain will not move and
immediately go to step 5.
5.5.1.1 Improving the Proposal Distribution
For the normal proposal distribution, it is suggested that the proposal variance should
be as close as, or large enough to encompass, the posterior variance. In place of search-
ing for the suitable constant value, two alternatives are considered for improvement
as described below.
Algorithm 2. [Hybrid MCMC]
The proposal variance may be approximated from the second derivative of the log
posterior density. Specifically, the proposal in (5.13) is replaced by
(5.15) qΘi ∼ N
(
Θi(j − 1),− 1
F ′′Θi(j−1)(Θ)
)
,
where F ′′Θi(j−1)(Θ) is the second derivative of log f(Θ|P) in (5.10) with respect to Θi
evaluated at Θi(j − 1).
Once the normal proposal follows (5.15), the conditional densities of the proposal
in (5.14) are no longer symmetric. That is, we now have
qΘi(Θi(j − 1)|y∗Θi) ∼ N
(
y∗Θi ,−
1
F ′′y∗Θi
(Θ)
)
,
qΘi(y
∗
Θi
|Θi(j − 1)) ∼ N
(
Θi(j − 1),− 1
F ′′Θi(j−1)(Θ)
)
.
More detail regarding Hybrid MCMC can be found in Garmerman and Lopes (2006).
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Algorithm 3. [Adaptive Metropolis-Hastings Algorithm]
Referring to Haario et al. (2005), another idea for improving the proposal distribution
is to use the empirical variance computed from its previous sample path (recent n1
values), after using a constant variance for some initial iteration n0. More precisely,
the proposal variance is given by
(5.16) vol2Θi(j) =

 V arn0 j ≤ n0k · V ar(Θi(j − n1), . . . ,Θi(j − 1)) j > n0,
where V arn0 is some constant value, V ar(·) is the sample variance of values in the
argument and k is a scaling number. For updating several parameters, the covariance
matrix can be used in order to draw a set of candidate points with correlation, i.e.
(5.17) CovΘi(j) =

 Covn0 j ≤ n0k · Cov(Θi(j − n1), . . . ,Θi(j − 1)) j > n0,
where Covn0 is an initial covariance matrix, Cov(·) is the sample covariance of a series
of values in the argument and k is a scaling number.
5.5.2 The Gibbs Sampler
The Gibbs sampler is a special case of the MH algorithm in which the acceptance
probability is always equal to 1. In many circumstances, Gibbs sampler can provide
much faster convergence than the MH algorithm but the full conditional posterior
distribution of each parameter must have been known and can be drawn a sample
from. Unfortunately, it is clear that the full log posterior distribution of the Cairns
bond price in (5.10) is too complicated to draw a sample. However, it is possible if
we approximate the posterior using a quadratic approximation which is in the same
form as of a normal distribution. In effect, we also require to compute the derivatives
of the posterior, which can be obtained using the finite difference method. Although
Gibbs sampler is not the main algorithm used to estimate the Cairns model, it is still
worth describing in some detail as follows.
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5.5.2.1 Gibbs Sampler for the Latent Variables
The latent variables X(t) = (X1(t), X2(t))
′, for t = 1, 2, ...,M , can be sampled as a
pair for each t. As aforementioned, to employ Gibbs sampler, we first approximate
the bond price log posterior in the quadratic form.
Estimating the log posterior distribution using quadratic approximation
First of all, we define the score function S(X(t)|Θ−X(t)) as
S(X(t)|Θ−X(t)) ≡
{
∂F (Θ)
∂X1(t)
,
∂F (Θ)
∂X2(t)
}
, for t = 1, ...,M,
where F (Θ) is the log posterior density according to (5.10) and Θ−X(t) is all unknown
quantities in the model excluding the latent variables being evaluated. At the current
evaluating point Xˆ(t), we know that the second derivative of the log-likelihood is
negative definite at the maximum. Therefore, the curvature at Xˆ(t) can be defined
as the Fisher information matrix I(Xˆ(t)) such that
I(Xˆ(t)) ≡ −H(Xˆ(t)) =

 −
∂2F (Θ)
∂X1(t)2
− ∂2F (Θ)
∂X1(t)∂X2(t)
− ∂2F (Θ)
∂X2(t)∂X1(t)
− ∂2F (Θ)
∂X2(t)2


∣∣∣∣∣
Xˆ1(t),Xˆ2(t)
,
for t = 1, ...,M.
By Taylor’s expansion to the second-order of log f(X(t)|P,Θ−X(t)) around Xˆ(t),
we obtain
log f(X(t)|P,Θ−X(t)) ≈ log f(Xˆ(t)|P,Θ−X(t))
+S(Xˆ(t)|Θ−X(t)) · (X(t)− Xˆ(t))
−1
2
(X(t)− Xˆ(t))′I(Xˆ(t))(X(t)− Xˆ(t))
≈ log f(Xˆ(t)|P,Θ−X(t))
−1
2
(X(t)− Xˆ(t))′I(Xˆ(t))(X(t)− Xˆ(t))
log
f(X(t)|P,Θ−X(t))
f(Xˆ(t)|P,Θ−X(t))
= −1
2
(X(t)− Xˆ(t))′I(Xˆ(t))(X(t)− Xˆ(t)).
111
Hence,

 X1(t)
X2(t)


∣∣∣∣∣Θ−X1(t),−X2(t) ∼ N2



 Xˆ1(t)
Xˆ2(t)

 , I−1(Xˆ1(t), Xˆ2(t))

 .(5.18)
for t = 1, ...,M.
Approximating the Hessian matrix by finite difference method
It is obvious that the derivatives of F (Θ) cannot be achieved analytically, but possibly
numerically. Hence, the central differences scheme of the finite difference method
is taken into an account for this purpose. Given any function F (X1, X2) with an
evaluating point x0 = (Xˆ1, Xˆ2)
′, the first and second partial derivatives of F (X1, X2)
can be approximated as
∂F (x0)
∂X1
≈ F (x0 + (h, 0)
′)− F (x0 + (−h, 0)′)
2h
∂2F (x0)
∂X21
≈ F (x0 + (h, 0)
′)− 2F (x0) + F (x0 + (−h, 0)′)
h2
∂2F (x0)
∂X1∂X2
≈ F (x0 + (h, k)
′)− F (x0 + (h,−k)′)− F (x0 + (−h, k)′) + F (x0 + (−h,−k)′)
4hk
,
where the grid points along X1 and X2 are equidistant by h and k respectively.
To implement the scheme above, we divide the log posterior distribution in (5.10)
into three parts such that
F (Θ) = log f(Θ|P) = k + log f1 + log f2 + log f0,
where k is a constant, log f1 is the log-likelihood of the pricing data, log f2 includes
log f2c and log f2u (the conditional and unconditional log-likelihood of the latent vari-
ables), and log f0 is the log prior density of model parameters. Clearly, log f0 is ir-
relevant when approximating derivatives of the latent variables since it is treated as
a constant for all F (Θ) evaluated. The two remaining parts will be considered in
detail.
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log f1
Recall that
log f1 =
M∑
t=1
log f1(t),
log f1(t) = −N
2
log(2piσ2ε)−
1
2σ2ε
N∑
j=1
(P (t, τtj)− C(τtj;X(t), θ))2 .
As can be observed, log f1 is also divided into M components. Each depends on
the model parameters and the latent variables of only the time t considered. As a
consequence, when evaluating the gradient of F (Θ) with respect toX(t) at any partic-
ular time t, log f1(t) of other time, which has not been evaluated, will not necessarily
be computed. For instance, if we were approximating the first derivative of F (Θ)
with respect to X1(1), we indeed need to calculate only log f1(1) at two evaluating
points: (X1(1)+h,X2(1)) and (X1(1)−h,X2(1)) since log f1(2), ..., log f1(M) can be
cancelled out when calculating the derivatives with respect to X1(1). By this way, we
are able to considerably reduce the runtime of computing the Hessian matrix because
we do not require to numerically approximate all the bond prices C(τtj;X(t), θ) for
all t of a whole dataset every time the derivatives with respect to each X(t) being
evaluated.
log f2
Recall that
log f2 = −M log(2pi)− 1
2
log |Ωx| − (M − 1)
2
log |Σ| − 1
2
(X(1)− γ)′Ω−1x (X(1)− γ)
−1
2
M∑
t=2
Zˆ(t)′Σ−1Zˆ(t),
where Zˆ(t) = X(t)− γ −K(X(t− 1)− γ).
Similar to log f1, the remaining terms in log f2 which will involve in approximating
the derivatives of F (Θ) with respect to X(t), for t = 1, ...,M, will eventually only be
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

−1
2
(X(t)− γ)′Ω−1x (X(t)− γ)− 12Zˆ(t+ 1)′Σ−1Zˆ(t+ 1) for t = 1,
−1
2
Zˆ(t+ 1)′Σ−1Zˆ(t+ 1)− 1
2
Zˆ(t)′Σ−1Zˆ(t) for t = 2, ...,M − 1,
−1
2
Zˆ(t)′Σ−1Zˆ(t) for t =M.
(5.19)
Algorithm 4. [Gibbs Sampler with Quadratic Approximation]
With the quadratic approximation and finite difference method, we are currently
able to implement Gibbs sampler to X(t) = (X1(t), X2(t))
′ for t = 1, . . . ,M . The
algorithm is as follows.
1. Initialise the chains at j = 1 and start iterations at j = 2 and set i = 1.
2. Approximate the Hessian matrix of F (Θ) with respect to X(i) using the finite
difference method and then draw a pair of samples (X1(j, i), X2(j, i))
′.
• Set up the grid points with equidistance step size h for both X1(i) and
X2(i):
– (X1(j − 1, i), X2(j − 1, i)),
– (X1(j − 1, i)± h,X2(j − 1, i)), (X1(j − 1, i), X2(j − 1, i)± h),
– (X1(j − 1, i)± h,X2(j − 1, i)± h).
• Evaluate log f1 and log f2 (as described earlier).
• Compute the first partial derivative vector A(j, i) and the Hessian matrix
H(j, i) with respect to X(i).
• Compute the adaptive mean

 Xc1(j, i)
Xc2(j, i)

 =

 X1(j − 1, i)
X2(j − 1, i)

−H−1(j, i)A(j, i).
• Draw a pair of samples from

 X1(j, i)
X2(j, i)

 ∼ N2



 Xc1(j, i)
Xc2(j, i)

 ,−H−1(j, i)

 .
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3. Set i = i + 1 and repeat step 2 until i = M . Note that the most updated
sampling values from the previous i will be used for an evaluation of the next
i.
4. Set j = j+1, i = 1 and repeat step 2 and 3 until the last iteration (convergence).
5.5.2.2 Gibbs Sampler for the Model Parameters
Similar to the latent variables, we also can implement Gibbs sampler to each model
parameter θi using a quadratic approximation with the log posterior F (Θ) and the
finite difference method to compute the corresponding first and second partial deriva-
tives. Given
F ′θi(Θ) =
∂F (Θ)
∂θi
, F ′′θi(Θ) =
∂2F (Θ)
∂θ2i
,
the θi at j-th iteration can be simulated from
(5.20) θi(j) ∼ N
(
θi(j − 1)−
F ′θi(Θ)
F ′′θi(Θ)
,− 1
F ′′θi(Θ)
)
.
5.6 Estimating Results on Simulated Data
We are implementing the MCMC methods to the two-factor Cairns term structure
model using 100 months of the simulated data (with the latent variables from time
t = 1 to 100 in Figure 5.1 and model parameter values as specified in Section 5.2.1).
With this dataset, 200 latent variables and 8 model parameters are being estimated.
Regarding the number of maturities of the bond prices, in fact they can be different
for each time t but for convenience we use 20 constant maturities (Nt = 20, for all
t): 0.25, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 12.5, 15.0, 17.5, 20.0, 22.5,
25.0, 27.5, 30.0 years.
The algorithm is coded in Matlab with an interface to a C++ program for the
routine of computing the numerical bond prices, which is the most time consuming
part of the algorithm. For instance, if we naively coded the MH algorithm to update
each model parameter individually for 10,000 iterations with this dataset, we will
require to compute the numerical integral 42 million times (= 10,000 iterations ×
1 acceptance probability × 2 posterior densities × 100 months × 21 integrals (for
20 maturities)). As such, designing an efficient algorithm is one crucial step of im-
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plementing the MCMC methods to the Cairns bond prices in practice. In our case,
the code of this part is accordingly written in C++ which in turn can substantially
reduce the computational runtime. Without this, the implementation of MCMC is
unlikely to be affordable by entirely coding in Matlab. Moreover, the C++ code is
also designed to compute the numerical bond prices for all 20 maturities at a time.
By all of these, we are able to run the algorithm over ten times faster than the original
pure Matlab code.
The results consist of three parts. First, we fix all the model parameters and
estimate only the latent variables using Gibbs sampler with quadratic approximation
(Algorithm 4). Second, the full model will be estimated using the standard MH
algorithm (Algorithm 1). Finally, we show the results of using the adaptive MH
algorithm (Algorithm 3) with reparameterising the bond price log posterior and re-
evaluating the prior distributions. Regarding the hybrid MCMC (Algorithm 2), this
was also implemented for estimating the model parameters, but satisfying results
cannot be achieved and hence they will not be presented here.
5.6.1 Estimating Latent Variables using Gibbs Sampler given
Fixed Model Parameters
With quadratic approximation, the latent state variables can be estimated using the
Gibbs sampler (Algorithm 4). In this simulation, all the model parameter values are
fixed at the true values and we run 5,000 iterations with initial values of X1(t) = 2
and X2(t) = 3 for all t = 1, . . . , 100. X1(t) and X2(t) are evaluated as a pair and
the Hessian matrix is approximated by the finite difference method with equidistance
step size of 0.01.
Figure 5.2 shows 95% credible intervals constructed from the simulated sample
paths of all latent variables. As can be seen, the true values reasonably lie in the
interval for both X1(t) and X2(t). The standard deviations of X1(t) and X2(t) are
demonstrated in Figure 5.3 and we can notice that all of X1(t) are higher than
the maximum standard deviation of X2(t) (about 0.0135 at t = 1) and change in
opposite direction to the true values. Specifically, the standard deviations of X1(t)
tend to increase when its true values decrease and vice versa. Obviously, the standard
deviation of X2(t) is more stable than X1(t).
116
In Figure 5.4, the sample paths, posterior densities and autocorrelation functions
of X1(t) and X2(t) at t = 20 are presented. The densities are clearly in a good shape
and the autocorrelation functions are substantially low for all lags. Furthermore, we
can see that fast convergence can be achieved at the early iterations for both X1(20)
and X2(20) but not exactly centering at their true values, although they are still
within 1.5 standard deviations. One possible reason is that the posterior distribution
of the bond price and the corresponding derivatives are both approximated. There-
fore, the accuracy of these approximations is essentially important. Due to the high
level of non-linearity and complexity of the posterior, the approximations might just
be fairly acceptable but not highly accurate.
We conclude from the first result that Gibbs sampler using quadratic approxi-
mation with finite difference method performs very well when our log posterior in
(5.10) is given fixed model parameters. In all cases, both X1(t) and X2(t) converge
fast to a level close to the true values just within the first 10 iterations. However,
we need to be cautious that the less accurate the derivative approximation is, the
more biased the results will be. Hence, it is suggested to use this method only for a
burn-in period and subsequently turn to the Metropolis-Hastings algorithm for the
remaining iterations.
Apart from this, we in fact also continued to use Algorithm 4 to estimate the
model parameters (as described in Section 5.5.2.2) but the resulting estimates (not
shown here) are strongly biased, especially for the parameter ρ where we found that
it converges to zero which is too far from the true value of -0.5. The reason is simply
that the approximation of the derivatives by the finite difference method is inaccurate
for ρ.
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Figure 5.2: Plots of 95% credible interval constructed from the sample paths with the
true values of X1(t)(top) and X2(t)(bottom) for t = 1, . . . , 100, (first 100 iterations
are excluded) of the two-factor Cairns term structure model using Gibbs sampler
with quadratic approximation.
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Figure 5.3: Standard deviations of X1(t)(left) and X2(t)(right) for t = 1, . . . , 100
of the two-factor Cairns term structure model using Gibbs sampler with quadratic
approximation.
Figure 5.4: Sample paths, posterior densities and autocorrelation functions of X1(t)
and X2(t) at t = 20 of the two-factor Cairns term structure model using Gibbs
sampler with quadratic approximation.
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5.6.2 Estimating Latent Variables and Model Parameters us-
ing the MH Algorithm
In this section, both latent variables and model parameters are estimated using the
standard MH algorithm (Algorithm 1) in which the sampling is facilitated by the
normal proposal distribution with “constant” variance. Although the Gibbs sampler
with quadratic approximation may be employed to search for good initial values for
the simulation, we simulate each chain for 15,000 iterations starting from the true
values in order to shorten the runtime and particularly concentrate on the convergence
assessment.
Figure 5.5 illustrates the sample paths of the model parameters, where γ1 and γ2
are fixed to be zero and each parameter is updated individually. From the figure,
we can observe that all chains encompass reasonably well the true values but with
different velocities of convergence. Compared with the others, σ1 tends to converge
slowest whereas α1 is found to be most stable and has long excursions in our simu-
lation. Despite the poor convergence of σ1, the means of all parameters are clearly
close to the true values (within one standard deviation) as can be seen from the
summary statistics in Table 5.1. Table 5.1 also shows the constant normal proposal
standard deviations used for the simulation in which these values are discovered to
be suitable for this dataset after extensive tuning up. It should be mentioned that
for the model parameters we noticed that the constant proposal standard deviations
should be as close to the posterior standard deviations as possible, otherwise the
chains will easily drift away since these parameters are too sensitive to be sampled
from the proposal with high and low standard deviations. For the MH acceptance
rates, we obtain the rates varying from 8.0% to 22.0%. Unsurprisingly, the posterior
densities of α2, σ1, σ2 and ρ (Figure 5.6) are not smooth due to weak convergence.
Furthermore, the autocorrelation functions of all parameters (Figure 5.7) are slow to
decline.
Regarding the latent variables, X1(t) and X2(t) are updated as a pair for each t in
which we use the constant normal proposal standard deviations 0.055 and 0.04 for all
t since it is not practical to tune up the proposal distribution for each t individually.
Unlike the model parameters, these values are approximately 1.5 to 2.5 times higher
than the resulting posterior standard deviations of all X1(t) and X2(t) (the posterior
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standard deviations of X1(t) range from 0.020 to 0.036 and of X2(t) from 0.013 to
0.019). According to the MH acceptance rates, the pairs of X1(t) and X2(t) are
accepted with the rates between 5.12% to 10.03% which is rather low.
It is noticed that the latent variables seem to be least sensitive quantities in the
Cairns term structure model and hence they are easier controlled than the model
parameters. As to the results, the chains strongly converge for almost all t except
the unconditional latent variable X1(1) that is found to be most negatively corre-
lated with σ1. Figure 5.8 shows the selected sample paths of X1(t) and X2(t), for
t = 1, 20, 40, 60, 80 and 100 (the corresponding plots of posterior densities and au-
tocorrelation functions are also provided in Figures 5.10 and 5.11). Additionally,
we can also see from Figure 5.9 that the 95% credible interval constructed from the
sample paths of the latent variables include the true values fairly well. This interval
is slightly wider than the interval in Figure 5.2 for both X1(t) and X2(t), where we
estimated the model using Gibbs sampler with quadratic approximation given fixed
model parameters.
Next, we conduct further analysis in the interactions among all unknown quan-
tities in this model by considering their cross-correlations (Table 5.2). The scatter
plots for the model parameters are shown in Figure 5.12. Among the model param-
eters, it turns out that there exist strong positive correlations between α1 and σ1
and between α2 and σ2, while the former is in the lesser degree. Furthermore, β is
strongly negatively correlated with a pair of (α2, σ2), whereas ρ is least correlated to
all other parameters.
Between the model parameters and latent variables, it can be found that α2 and
σ2 have moderate negative correlation with almost all X2(t). While α1 is hardly cor-
related to X1(t), σ1 is found to be most correlated to X1(t) (can be either positive or
negative, with very strong negative correlation with the firstX1(1), X1(2), . . . , X1(6)).
Furthermore, ρ has consistently positive correlation (around 0.3 to 0.5) to all X1(t)
but almost zero correlation with all X2(t).
Among all the latent variables X1(t) and X2(t) (not shown in the figure), there
is no evidence of high correlations except in the group of X1(t) for t = 1, 2, . . . , 6, in
which they are highly positively correlated (around 0.48 to 0.83).
In general, the parameters and latent variables in the same term of the function
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H(u, x) in (5.3) tend to be correlated to one another in some way.
The components of the log posterior density are also monitored during the simu-
lation as illustrated in Figure 5.13. As can be seen, although the log-likelihood of the
pricing data constitutes of the largest part of the total log posterior, it is most stable
and hence we may infer that the variations influencing the overall MH sampling are
actually from the log-likelihood of latent variables and priors. The total log posterior
of all components has a very similar picture to the log-likelihood of the pricing data
but has not been shown here.
In conclusion, we summarise in this second result that tuning for the suitable
constant variances of the proposal distribution plays a substantial role in order to ob-
tain good MH convergence. Due to high interaction complexity among the unknown
quantities in this model, too small and too large variances of only one parameter can
easily make the chain either drift away or diverge. Once one parameter, for example
α2, starts shifting away from the true values to some extent, so do the others (to
which α2 is highly correlated). The total variation of the simulation is hard to be
controlled by using the constant proposal variance and much relies on the variation
of the log-likelihood of latent variables.
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Figure 5.5: Sample paths of model parameters of the two-factor Cairns term structure
model using the MH algorithm with constant normal proposal variance.
(True value) Mean Std.
95% Credible Proposal Acceptance
Interval std. rate
β (0.04) 0.0400 0.00003 (0.03995, 0.04007) 0.00003 16.12%
α1 (0.6) 0.605 0.0062 (0.5921, 0.6158) 0.0060 21.03%
α2 (0.06) 0.0600 0.00018 (0.05956, 0.06026) 0.00010 18.04%
σ1 (0.6) 0.598 0.0104 (0.5756, 0.6150) 0.0100 9.08%
σ2 (0.4) 0.400 0.0026 (0.3935, 0.4038) 0.0050 7.69%
ρ (-0.5) -0.485 0.0180 (-0.5218, -0.4555) 0.0200 9.40%
Table 5.1: Summary statistics of parameter posterior estimates of the two-factor
Cairns term structure model using the MH algorithm with constant normal proposal
variance (15,000 iterations).
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Figure 5.6: Posterior densities of model parameters of the two-factor Cairns term
structure model using the MH algorithm with constant normal proposal variance.
Figure 5.7: Autocorrelation functions of model parameters of the two-factor Cairns
term structure model using the MH algorithm with constant normal proposal vari-
ance.
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Figure 5.8: Sample paths of latent variables (for t = 1, 20, 40, 60, 80 and 100) of
the two-factor Cairns term structure model using the MH algorithm with constant
normal proposal variance.
Figure 5.9: Plots of 95% credible interval constructed from the sample paths with
the true values of X1(t) and X2(t) for t = 1, . . . , 100, of the two-factor Cairns term
structure model using the MH algorithm with constant normal proposal variance.
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Figure 5.10: Posterior densities of latent variables (for t = 1, 20, 40, 60, 80 and 100)
of the two-factor Cairns term structure model using the MH algorithm with constant
normal proposal variance.
Figure 5.11: Autocorrelation functions of latent variables (for t = 1, 20, 40, 60, 80 and
100) of the two-factor Cairns term structure model using the MH algorithm with
constant normal proposal variance.
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Figure 5.12: Scatter plots of model parameters of the two-factor Cairns term structure
model using the MH algorithm with constant normal proposal variance.
β α1 α2 σ1 σ2 ρ X1(t) X2(t)
β 1.00 0.28 -0.54 -0.08 -0.71 0.37 0.00 to 0.30 -0.37 to 0.35
α1 1.00 0.01 0.57 -0.19 0.02 -0.42 to 0.22 -0.42 to 0.32
α2 1.00 0.39 0.85 -0.16 -0.38 to 0.21 -0.68 to 0.02
σ1 1.00 0.31 -0.02 -0.86 to 0.52 -0.86 to 0.02
σ2 1.00 -0.18 -0.30 to 0.23 -0.68 to 0.17
ρ 1.00 0.29 to 0.55 -0.22 to 0.31
Table 5.2: Correlation matrix of model parameters and latent variables of the two-
factor Cairns term structure model using the MH algorithm with constant normal
proposal variance.
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Figure 5.13: Log posterior components (referring to equation 5.9): log-likelihood of
pricing data (top, left), conditional and unconditional log-likelihood of latent variables
(top, right and bottom, left) and log prior density (bottom, right) using the MH
algorithm with constant normal proposal variance.
5.6.3 Estimating Latent Variables and Model Parameters us-
ing the MH Algorithm with Some Improvements
Although the chains according to the previous result tend to converge slowly, they
result in reasonable inference for all the model parameters and latent variables.
Nonetheless, some improvements are yet required in order to implement the MH
algorithm with more complex data. Having the standard MH algorithm with con-
stant normal proposal variance (Algorithm 1) as a base case, we here consider to
improve the proposal distribution using the adaptive Metropolis-Hastings algorithm
(Algorithm 3) associated with a blocking strategy, reparameterising the log posterior
of Cairns bond prices and re-evaluating the prior distributions. All of these will be
first described below, before we move to look at the results.
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5.6.3.1 Reparameterising
From Table 5.2, there is evidence of strong correlation between some parameters,
particularly σ1 and σ2 where they are highly correlated to X1(t) and X2(t) for all t
respectively. In the bond price formula, σ1 and σ2 are actually the local volatilities
of all the latent variables X1(t) and X2(t). Thus, here we attempt to eliminate such
correlations by re-parameterisation.
Let Y (t) = (Y1(t), Y2(t))
′, where Y1(t) = σ1X1(t) and Y2(t) = σ2X2(t) and γy =
(γy1 , γy2)
′, where γy1 = σ1γ1 and γy2 = σ2γy2 . Then, the log posterior in (5.10) can
be re-written as
log f(Θ|P) ∝ −MNt
2
log(2piσ2ε)−
1
2σ2ε
M∑
t=1
Nt∑
j=1
(P (t, τtj)− CY (τtj;Y (t), θ))2
−M log(2pi)− 1
2
log |Ωy| − (M − 1)
2
log |ΣY |
−1
2
(Y (1)− γy)′Ω−1y (Y (1)− γy)−
1
2
M∑
t=2
ZˆY (t)
′Σ−1ZˆY (t) + log f0(θ),(5.21)
where
CY (τ, y, θ) =
∫∞
τ
H(u, y)du∫∞
0
H(u, y)du
,
H(u, y) = exp
[
− βu+ y1 e−α1u + y2 e−α2u − 1
2
2∑
i,j=1
ρijσiσj
αi + αj
e−(αi+αj)u
]
ZˆY (t) = Y (t)− γy −K(Y (t− 1)− γy),
ΣY =

 σ11 σ12
σ21 σ22

 =

 σ212α1 (1− e−2α1∆t) ρσ1σ2α1+α2 (1− e−(α1+α2)∆t)
ρσ1σ2
α1+α2
(1− e−(α1+α2)∆t) σ22
2α2
(1− e−2α2∆t)

 ,
Ωy =

 σ111−k21 σ121−k1k2
σ21
1−k1k2
σ22
1−k22

 , K =

 e−α1∆t 0
0 e−α2∆t

 .
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5.6.3.2 Adaptive MH Algorithm and Blocking Strategy
Previously, we made an observation that the normal proposal distribution with con-
stant variance may not facilitate well the MH algorithm for the model parameters.
Moreover, it does spend long time to explore suitable variance values. As already de-
scribed in an earlier section, one way to improve this is to use the adaptive Metropolis-
Hastings algorithm (Algorithm 3) which is also associated with a blocking strategy.
First of all, based on some evidence of the correlation structure, we group the model
parameters and latent variables as follows.
I. α1, σ1 and ρ.
II. α2, σ2 and β.
III. γ1 and γ2.
IV. X1(t) and X2(t) for each t.
In each group, the parameters or latent variables will be updated together in the
MH algorithm. For our simulation, candidate points for the parameters in group I and
II will be sampled from a multivariate normal distribution where the means depend
on their previous values with the covariance matrix computed from the most recent
previous 200 values of sample paths of the parameters in the group (an arbitrary
fixed covariance matrix will be used for the first 200 iterations). For example, at
601st iteration, the covariance matrix of the proposal distribution is of sample paths
from 401st to 600th iteration, at 602nd iteration from 402nd to 601st iteration and
so on. Similarly, candidate points for the parameters and latent variables in group
III and IV, will be generated by the same way as the first two groups except we will
impose zero correlation to the proposal covariance matrix at all time.
5.6.3.3 Re-evaluating the Priors
Finally, we allow the priors of the parameters β, α1, α2, σ1 and σ2 to be slightly
more informative. We set their means with reference to the posterior means of the
earlier simulations and reduce the coefficient of variation to around 5.3 (previously
a Γ(0.01, 100) prior, which provides a mean of 1.0 and coefficient of variation of 10,
was assigned to all of these parameters). Specifically, the priors of all the model
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parameters now become
f0(β) ∼ Γ(0.036, 1.13),
f0(α1), f0(σ1) ∼ Γ(0.036, 16.67),
f0(α2) ∼ Γ(0.036, 1.67),
f0(σ2) ∼ Γ(0.036, 11.25),
f0(ρ) ∼ U [−1, 1],
f0(γ1), f0(γ2) ∼ N(0, 1.0× 105).(5.22)
5.6.3.4 Results with the Improvements
To begin with, we provide a narrative summary of the effects for each improvement
from several simulations compared with the base case as follows.
• We first started using adaptive proposal distributions for each parameter indi-
vidually, but it was not possible to notice any distinct difference according to
the results.
• Then, the reparameterisation for the latent variablesX1(t) andX2(t) (i.e. define
Y1(t) = σ1X1(t), Y2 = σ2X2(t)) was therefore considered and it turned out that
the convergence of σ1 was clearly improved but σ2 still converged slower than
expected.
• Next, we re-evaluated the priors for β, α1, α2, σ1, σ2 as described in the earlier
section. That is, their prior means were shifted from 1.0 to the values with
respect to their posterior means with variances of 10.0. However, any difference
was hard to notice. Consequently, we also decreased the coefficient variations
of the priors to around 5.3 but once again distinct improvement could not be
observed.
• Eventually, we attempted to improve the convergence by incorporating the
blocking strategy. In effect, we found that the convergence of σ2 was evidently
better.
In the following results, we run MCMC simulation for 20,000 iterations for each
chain using the adaptive MH algorithm with the reparameterised log posterior in
(5.21) and the priors in (5.22) where γy1 and γy2 are now unrestricted and then
131
estimated. According to the resulting sample paths shown in Figure 5.14, we can
easily see that the convergence of the parameters σ1, α2 and β are all clearly improved
(compared with Figure 5.5). Parameter α1 still converges well same as the previous
result, while ρ is not significantly different. Furthermore, it can also be noticed that
the posterior standard deviations (Table 5.3) are relatively higher (about twice than
before). In addition, γy1 and γy2 undoubtedly get stationary although the range of
γy2 is rather wide.
Plots of posterior densities and autocorrelation functions are illustrated in Figures
5.15 and 5.16. Comparing to Figures 5.6 and 5.7 for the standard MH algorithm, the
shapes of the densities of almost all parameters (except α1) are clearly smoother and
the autocorrelation functions are generally improved (again, those of α1 are fairly
similar to those previously presented).
Figures 5.17 and 5.18 present the adaptive proposal standard deviations and cor-
relations of the parameters in group I (α1, σ1, ρ) and II (α2, σ2, β) respectively. In the
simulation, we use the constant covariances for the initial 200 iterations and after-
wards covariances are computed based on their previous most recent 200 values and
scaled up by appropriate factors as shown in the last column in Table 5.3. From the
figures, we can notice that the proposal standard deviations are no longer constant
but fluctuating around some certain values in all cases. For the proposal correlations,
we found that while the values for the parameters in group I spread throughout the
range of (−1, 1), those for the parameters in group II are relatively more stable and
highly positive (tend to get close to 1). Perhaps, this strongly positive correlation
structure is caused by the reparametersation of the log posterior.
For the latent variables, the sample paths of Y1(t) and Y2(t), for t = 1, 20, 40, 60, 80,
and 100, are demonstrated in Figure 5.19. As can be noticed, the convergence of Y1(1)
compared with X1(1) in Figure 5.8 is evidently better, whereas the remaining still
converge well. Figure 5.20 demonstrates plots of the 95% credible interval constructed
from the sample paths of Y1(t) and Y2(t) for all t. Comparing to those of X1(t) and
X2(t) in Figure 5.9, these intervals are generally wider which infers higher posterior
standard deviations. Regarding the posterior densities and autocorrelation functions
(Figures 5.21 and 5.22), significant improvement can be observed for Y1(1) which is
reparameterised from X1(1).
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Figures 5.23 and 5.24 show the adaptive proposal standard deviations of selected
Y1(t) and Y2(t), where these are scaled up by 2.5 and 2.0 respectively. From the
figures, we can see that the movement behaviours are similar to those for the model
parameters (Figures 5.17 and 5.18). The advantage of using adaptive proposal vari-
ance for the latent variables is that currently the proposals are adaptive for each
t, whereas in the past we used the same constant proposal variance values for all
t. Regarding the acceptance MH rates, we achieve rates lying between 11.51% to
14.25%.
Next, we investigate the correlation structure of the model parameters and latent
variables. From the scatter plots in Figure 5.25, we can observe that overall the
correlation structure of the model parameters is much better than those obtained
with the standard MH algorithm (Figure 5.12). However, we observe strongly positive
correlations among all parameters in group II (α2, σ2, β). In the previous result (Table
5.2), although β was found to be strongly negatively correlated to α2 and σ2, we
found that this was not always the case. Specifically, since the chains converged
rather slowly, their estimated correlations are much less reliable than those after the
reparameterisation in which we can easily see that the chains generally converge much
faster.
Between the model parameters and latent variables, it turns out that ρ is most
likely to correlate with Y1(t) for all t. Among the latent variables themselves, there
is no evidence of any strong correlation among them. Moreover, the strong negative
correlations previously found for the first X1(1), X1(2), . . . , X1(6) now disappear.
Additionally, we also compare the log posterior components monitored during
the simulation as shown in Figure 5.26 to Figure 5.13. While the log-likelihood of
the pricing data roughly remains unchanged, the variations of other components are
much more stable. This somehow corresponds to the better convergence achieved for
both model parameters and latent variables.
In the end, we conclude for this chapter that the achieved results using the adap-
tive MH algorithm with a blocking strategy and reparameterising the log posterior
distribution were substantially improved from those with the standard MH algorithm,
in terms of both convergence and correlation structure. Nevertheless, there was no
significant improvement resulting from the use of the re-evaluated priors. Further-
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more, we observed that the chains of almost all parameters and latent variables can
achieve stationarity much easier than using the standard MH algorithm. Although
parameter ρ is still rather sensitive to the proposal variance and hard to converge,
this is not a surprising result since ρ appears in the minor term in the bond price
posterior which tends to be most difficult to be estimated accurately. At this point,
the algorithm seems to be efficient enough that we can proceed to fit the model to
real market data. We do this in the next chapter.
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Figure 5.14: Sample paths of model parameters of the two-factor Cairns term struc-
ture model using the adaptive MH algorithm with the reparameterised posterior and
re-evaluated priors.
(True value) Mean Std. 95% Credible Acceptance Scaling of
Interval rate the proposal std.
α1 (0.6) 0.604 0.0056 (0.5924, 0.6143) 9.99% 2.0
σ1 (0.6) 0.616 0.0230 (0.5688, 0.6616) 9.99% 2.0
ρ (-0.5) -0.495 0.0158 (-0.5250, -0.4673) 9.99% 2.0
α2 (0.06) 0.0606 0.00061 (0.05958, 0.06190) 16.11% 1.4
σ2 (0.4) 0.405 0.0042 (0.3977, 0.4138) 16.11% 1.4
β (0.04) 0.0401 0.00006 (0.03996, 0.04021) 16.11% 1.4
γy1 (0.0) 0.151 0.2798 (-0.3976, 0.7117) 54.80% 1.0
γy2 (0.0) 1.522 1.0214 (-0.5068, 3.4789) 54.80% 1.0
Table 5.3: Summary statistics of parameter posterior estimates of the two-factor
Cairns term structure model using the adaptive MH algorithm with the reparame-
terised posterior and re-evaluated priors (20,000 iterations).
Figure 5.15: Posterior densities of model parameters of the two-factor Cairns term
structure model using the adaptive MH algorithm with the reparameterised posterior
and re-evaluated priors.
Figure 5.16: Autocorrelation functions of model parameters of the two-factor Cairns
term structure model using the adaptive MH algorithm with the reparameterised
posterior and re-evaluated priors.
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Figure 5.17: Proposal standard deviations (left column) and correlation (right col-
umn) by the adaptive MH algorithm for the parameters α1, σ1 and ρ. The values are
computed from their most recent previous 200 values.
Figure 5.18: Proposal standard deviations (left column) and correlation (right col-
umn) by the adaptive MH algorithm for the parameters α2, σ2 and β. The values are
computed from their most recent previous 200 values.
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Figure 5.19: Sample paths of latent variables (for t = 1, 20, 40, 60, 80 and 100) of the
two-factor Cairns term structure model using the adaptive MH algorithm with the
reparameterised posterior and re-evaluated priors.
Figure 5.20: Plots of 95% credible interval constructed from the sample paths with
the true values of Y1(t) and Y2(t) for t = 1, . . . , 100, of the two-factor Cairns term
structure model using the adaptive MH algorithm with the reparameterised posterior
and re-evaluated priors.
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Figure 5.21: Posterior densities of latent variables (for t = 1, 20, 40, 60, 80 and 100)
of the two-factor Cairns term structure model using the adaptive MH algorithm with
the reparameterised posterior and re-evaluated priors.
Figure 5.22: Autocorrelation functions of latent variables (for t = 1, 20, 40, 60, 80 and
100) of the two-factor Cairns term structure model using the adaptive MH algorithm
with the reparameterised posterior and re-evaluated priors.
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Figure 5.23: Proposal standard deviations by the adaptive MH algorithm for the
latent variables Y1(t) (for t = 1, 20, 40, 60, 80 and 100). The values are computed
from their most recent previous 200 values.
Figure 5.24: Proposal standard deviations by the adaptive MH algorithm for the
latent variables Y2(t) (for t = 1, 20, 40, 60, 80 and 100). The values are computed
from their most recent previous 200 values.
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Figure 5.25: Scatter plots of model parameters of the two-factor Cairns term structure
model using the adaptive MH algorithm with the reparameterised posterior and re-
evaluated priors.
α1 σ1 ρ α2 σ2 β γy1 γy2 Y1(t) Y2(t)
α1 1.00 0.37 -0.27 0.00 -0.02 0.03 0.01 -0.03 -0.23 to 0.20 -0.20 to 0.29
σ1 1.00 -0.34 0.29 0.35 0.43 0.05 -0.01 -0.10 to 0.29 -0.22 to 0.29
ρ 1.00 -0.02 -0.05 -0.03 -0.01 0.02 0.24 to 0.44 -0.10 to 0.32
α2 1.00 0.98 0.91 0.06 0.03 -0.11 to 0.45 -0.40 to 0.30
σ2 1.00 0.90 0.06 0.03 -0.09 to 0.46 -0.35 to 0.31
β 1.00 0.07 0.03 -0.06 to 0.49 -0.52 to 0.37
γy1 1.00 -0.32 -0.03 to 0.07 -0.07 to 0.045
γy2 1.00 -0.04 to 0.05 -0.04 to 0.04
Table 5.4: Correlation matrix of the simulation using the adaptive MH algorithm
with the reparameterised posterior and re-evaluated priors.
141
Figure 5.26: Log posterior components (referring to equation 5.9): log-likelihood of
pricing data (top, left), conditional and unconditional log-likelihood of latent variables
(top, right and bottom, left) and log prior density (bottom, right) using the adaptive
MH algorithm with the reparameterised posterior and re-evaluated priors.
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Chapter 6
Estimating Two-Factor Cairns
Term Structure Models using
Markov Chain Monte Carlo: UK
Strips Data
From Chapter 5, we have seen that the chain convergence from estimating the two-
factor Cairns term structure model using simulated data are significantly improved
after we employed the adaptive Metropolis-Hastings algorithm with a blocking strat-
egy and repameterising the bond posterior distribution. In this chapter, we therefore
continue on to estimate the model using real market data.
6.1 UK Strips Data
For the market data, we consider monthly UK Strips from November 2002 to June
2008 (68 months) where the prices are taken on the last business day of each month
and pooled into fixed 20 maturities: 0.25, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0,
10.0, 12.5, 15.0, 17.5, 20.0, 22.5, 25.0, 27.5, 30.0 years. Note that we simply use a
linear interpolation in order to obtain the data for the same constant maturities as
the simulated data in the previous chapter. The plots for UK Strips yields are shown
in Figure 6.1.
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Figure 6.1: Monthly UK Strips yields from November 2002 to June 2008 (68 months).
6.2 Estimating Results on Monthly UK Strips
Data
We estimate here the Cairns term structure model using monthly UK Strips data (68
months from November 2002 to June 2008 as described in Section 6.1). In general,
the algorithm and procedure used are exactly the same as in Section 6.6.3 but the
dataset is smaller (due to the availability of the market data). Also, the parameter
σε will now be estimated in terms of the precision parameter τε = 1/σ
2
ε with prior
distribution
f0(τε) = Γ(0.01, 1.0× 108).
We note that the above prior has mean and standard deviation of 1.0 × 106
(equivalent to 0.001 for σε) and 1.0× 107 respectively. For the MH algorithm, τε will
be updated individually and a candidate point at j-th iteration will be drawn from
the constant variance proposal distribution
qτε ∼ N(τε(j − 1), vol2τε),
where volτε is set equal to 750 in the simulation. It is worth mentioning that we
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initially tried to use an adaptive proposal variance for τε, but it turned out to be
inefficient as the variance computed from previous 200 sample values tends to go to
zero since the chain moves very slowly. Hence, we use a constant proposal variance
for τε.
In the current circumstances, we do need to run the chain much longer since the
true parameter values are not known. In particular, we found that it took very long
for the parameters β and ρ to start converging. After long simulations, we achieve
the following results.
• We first note that all the following results are with 4,000 values by recording
every 20th iteration out of 80,000 iterations. This is known as a thinning
procedure which can mitigate the degree of autocorrelation in the individual
simulation paths of each parameter and latent variable.
• Figure 6.2 shows the simulated chains of the model parameters and the cor-
responding posterior estimates are given in Table 6.1. As can be seen, all
parameters converge reasonably well (though, rather slowly for parameter σε).
Unsurprisingly, the convergence of γy1 and γy2 is far better than for the other pa-
rameters since these two parameters appear only in the likelihood of the latent
variables (not in part of the pricing formula). With the UK market data, we can
observe that the estimated α1 turns to be relatively low (mean of α1 = 0.113)
and the latent variables Y1 and Y2 are strongly negatively correlated (mean of
ρ = −0.807). Moreover, comparing these to the results obtained with the sim-
ulated data (Table 6.3), the coefficient of variation (standard deviation/mean)
of almost all parameters (except ρ, γy1 and γy2) is found to be higher, especially
of β (approximately 10 times). One possible reason is that the estimated value
of σε on the market data now turns to be 0.0024, while it was fixed at 0.001
for the simulated dataset. Moreover, other reason is that the real data is more
complicated and also shorter than the simulated data.
• Figure 6.3 illustrates the plots of the posterior densities for the model param-
eters. We can see that most tend to have some skewness. Regarding autocor-
relation functions, it can be noticed from Figure 6.4 that there is no evidence
of high autocorrelations for γy1 and γy2 while those of σε are most persistent.
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Clearly, we may need to run the simulation even longer and use a more ex-
tensive thinning procedure in order to improve autocorrelations, but it is not
expected that the convergence and estimation will be improved since all the
chains generally converged reasonably well.
• Sample paths of the latent variables Y1(t) and Y2(t), for t = 1, 20, 30, 40, 50, and
68, are demonstrated in Figure 6.5. We can see that the movements of each
pair are likely to be in opposite direction. This is consistent with the estimating
result for ρ in which the mean is about −0.807. Figure 6.6 shows plots of 95%
credible intervals constructed from the sample paths with the mean values of
Y (t) for all t. The MH acceptance rates are between around 6% to 8%. It
is obvious that the intervals in the figure are much wider than those for the
estimation with the simulated data (Figure 6.21), reflecting the higher level of
uncertainty of the estimation.
• In Figure 6.7, we can see that the shapes of the posterior densities for the
latent variables look smoother than those for the model parameters (Figure
6.3). According to the autocorrelation functions of the latent variables (Figure
6.7), it can be observed that those of Y1(t) are very similar to those of Y2(t) in
which they are slow to decline within 500 lags.
• Figure 6.9 provides the scatter plots of pairs of the model parameters with the
corresponding correlation matrix given in Table 6.2. As can be seen, the high
positive correlations among α2, σ2 and β still exist (as with the simulated data),
and also σ1 becomes more correlated with other parameters. Furthermore, it
turns out that γy1 is strongly negatively correlated to γy2 , whereas the additional
parameter σε does not appear to be correlated with any other parameters.
• The movements of each log posterior component along the simulation are shown
in Figure 6.10. Overall, all the components, especially the conditional log-
likelihood of latent variables, are less stable than those with the simulated
data.
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Figure 6.2: Sample paths of model parameters of the two-factor Cairns term structure
model using the adaptive MH algorithm with the reparameterised posterior and re-
evaluated priors, with monthly UK Strips data. Plots are of 4,000 values (every 20th
iteration out of 80,000 iterations).
Mean Std. 95% Credible Acceptance Scaling of
Interval rate the proposal std.
α1 0.113 0.0034 (0.1055, 0.1195) 10.31% 2.0
σ1 0.514 0.0244 (0.4682, 0.5615) 10.31% 2.0
ρ -0.807 0.0123 (-0.8347, -0.7876) 10.31% 2.0
α2 0.0480 0.00157 (0.04514, 0.05133) 12.15% 1.8
σ2 0.488 0.0250 (0.4385, 0.4385) 12.15% 1.8
β 0.0266 0.00043 (0.02582, 0.02742) 12.15% 1.8
γy1 -0.914 0.9098 (-2.6730, 0.9299) 46.39% 1.0
γy2 2.769 1.4519 (-0.1392, 5.6265) 46.39% 1.0
σε 0.0024 0.00005 (0.00232, 0.00254) 15.28% 1.0
Table 6.1: Summary statistics of parameter posterior estimates of the two-factor
Cairns term structure model using the adaptive MH algorithm with the reparame-
terised posterior and re-evaluated priors, with monthly UK Strips data. The inference
is made from 4,000 values (every 20th iteration out of 80,000 iterations).
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Figure 6.3: Posterior densities of model parameters of the two-factor Cairns term
structure model using the adaptive MH algorithm with the reparameterised posterior
and re-evaluated priors, with monthly UK Strips data. Plots are of 4,000 values
(every 20th iteration out of 80,000 iterations).
Figure 6.4: Autocorrelation functions of model parameters of the two-factor Cairns
term structure model using the adaptive MH algorithm with the reparameterised
posterior and re-evaluated priors, with monthly UK Strips data. Plots are of 4,000
values (every 20th iteration out of 80,000 iterations).
148
Figure 6.5: Sample paths of latent variables (for t = 1, 20, 30, 40, 50 and 68) of the
two-factor Cairns term structure model using the adaptive MH algorithm with the
reparameterised posterior and re-evaluated priors, with monthly UK Strips data.
Plots are of 4,000 values (every 20th iteration out of 80,000 iterations).
Figure 6.6: Plots of 95% credible interval constructed from the sample paths with
the mean values of Y1(t) and Y2(t) for t = 1, . . . , 68, of the two-factor Cairns term
structure model using the adaptive MH algorithm with the reparameterised posterior
and re-evaluated priors, with monthly UK Strips data. The inference is made from
4,000 values (every 20th iteration out of 80,000 iterations).
149
Figure 6.7: Posterior densities of latent variables (for t = 1, 20, 30, 40, 50 and 68) of
the two-factor Cairns term structure model using the adaptive MH algorithm with
the reparameterised posterior and re-evaluated priors, with monthly UK Strips data.
Plots are of 4,000 values (every 20th iteration out of 80,000 iterations).
Figure 6.8: Autocorrelation functions of latent variables (for t = 1, 20, 30, 40, 50 and
68) of the two-factor Cairns term structure model using the adaptive MH algorithm
with the reparameterised posterior and re-evaluated priors, with monthly UK Strips
data. Plots are of 4,000 values (every 20th iteration out of 80,000 iterations).
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Figure 6.9: Scatter plots of model parameters of the two-factor Cairns term structure
model using the adaptive MH algorithm with the reparameterised posterior and re-
evaluated priors, with monthly UK Strips data. Plots are of 4,000 values (every 20th
iteration out of 80,000 iterations).
α1 σ1 ρ α2 σ2 β γy1 γy2 σε Y1(t) Y2(t)
α1 1.00 0.04 -0.58 -0.14 -0.06 -0.06 0.01 0.01 0.08 -0.39 to 0.68 -0.76 to 0.47
σ1 1.00 0.38 0.43 0.69 0.67 0.04 -0.03 0.24 0.06 to 0.64 -0.49 to 0.25
ρ 1.00 0.39 0.39 0.48 0.03 -0.02 0.31 -0.32 to 0.71 -0.64 to 0.39
α2 1.00 0.90 0.85 0.01 -0.04 -0.17 -0.59 to 0.56 -0.56 to 0.44
σ2 1.00 0.87 0.02 -0.03 0.07 -0.40 to 0.63 -0.50 to 0.36
β 1.00 0.04 -0.04 -0.04 -0.28 to 0.71 -0.73 to 0.15
γy1 1.00 -0.74 0.03 0.02 to 0.08 -0.07 to 0.05
γy2 1.00 0.02 -0.06 to 0.03 -0.02 to 0.06
σε 1.00 0.16 to 0.39 -0.14 to 0.33
Table 6.2: Correlation matrix of the simulation using the adaptive MH algorithm
with the reparameterised posterior and re-evaluated priors, with monthly UK Strips
data. The inference is made from 4,000 values (every 20th iteration out of 80,000
iterations).
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Figure 6.10: Log posterior components (referring to equation 5.9): log-likelihood of
pricing data (top, left), conditional and unconditional log-likelihood of latent vari-
ables (top, right and bottom, left) and log prior density (bottom, right) using the
adaptive MH algorithm with the reparameterised posterior and re-evaluated priors,
with monthly UK Strips data. Plots are of 4,000 values (every 20th iteration out of
80,000 iterations).
6.3 Goodness of Fit
At the end of this chapter, we investigate the goodness of fit of the two-factor Cairns
term structure model by considering bond price residuals or the differences between
the market UK Strips and the estimated Cairns bond prices. Let P (t, τtj) and
C(τtj; Y¯ (t), θ¯) be respectively market and estimated bond prices at time t matur-
ing at t+ τtj, where Y¯ (t) and θ¯ are the mean values of the latent variables and model
parameters from the MCMC results. Hence, the residuals can be defined by
(6.1) εˆ(t, τtj) = P (t, τtj)− C(τtj; Y¯ (t), θ¯).
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Recall that we assume εˆ(t, τtj) ∼ i.i.d. N(0, σ2ε) for each time t according to the
framework in Section 5.1.
Figure 6.11 shows the bond price residual surface from November 2002 to June
2008. From the figure, we generally cannot observe any particular pattern of the
residuals except that there is graphical evidence that the residuals are not indepen-
dent. However, the residuals are relatively higher for the last 8 months which is the
same period as the Northern Rock bank crisis started and the financial credit crisis
loomed. In Figure 6.12, it can be noticed that the means of the residuals (left) are
fairly in line with the model assumption that they are assumed to be zero on average
(even though there is serial correlation with a trough and peaks at around the middle
and the two ends respectively). For the standard deviation (right), it generally can
remain the values within about σˆε (the estimated value of σε = 0.0024) for the first
60 months, and then dramatically increases from around the 61st month (the end of
2007) onwards.
The bond price residuals of 3-month, 5-year and 30-year maturities are particu-
larly considered in Figure 6.13. It can be found that in all cases the bond residuals of
3-month maturity can have values in the ranges of ±1.0× σˆε. For the 5-year maturity,
the bond residuals are out of the range for the last 5 months while the residuals of
30-year maturity are relatively higher than those of the other two maturities. We may
infer from the figure that the two-factor Cairns model can fairly capture the dynam-
ics of UK Strips prices for all three maturities during the normal market condition
but poorly in the volatile market period, especially for the medium- and long-term
maturities.
Figure 6.14 demonstrates normal QQ-plots of the bond price residuals for the
selected months from November 2002 to June 2008. As can be seen, the distribution
of the residuals may not be normal for some t. Also, most are correlated with one
another over time (the correlation matrix not shown here). These suggest that our
assumptions that the residuals are independent and normally distributed may not be
always valid.
Next, we compare the market UK Strips to the fitted spot rate curves for the
selected months from November 2002 to June 2008. In Figures 6.15a to 6.15c, black
solid lines represent the fitted spot rates using the means of parameter and latent
153
variable values, whereas green bands are the fan charts constructed from the fitted
spot rates using all 4,000 sets of parameters and latent variables from the MCMC
output (the outer limits of a fan chart are the 5% and 95% quantile range). The
yields are converted from the interpolated UK Strips and the fitted bond prices.
From the figures, we can find that if the yield curves are in a rather simple shape
(e.g. October 2004), the two-factor Cairns model fits the data reasonably well but
for the more complex shapes (e.g. July 2005, March 2008 and so on), the fitting is
rather poor. Particularly, in many cases, the two-factor model is unlikely to produce
a steeply humped or a kink shape at the short-end of the yield curves. Also, during
the volatile market period (Figure 6.15c), we can observe that the model fitting is
problematic. Clearly, the time-homogeneous two-factor Cairns model cannot generate
several humps in a yield curve. According to the fan charts, we found that parameter
uncertainty affects the fitting of the model in many cases. For instance, in October
2004, several market yields are out of the black line but they can still remain in the
green fan.
We make a final remark that for a single date of the yield curve, with suitable
parameter values, the two-factor Cairns model can produce one steeply humped shape
(Appendix C). However, in this case since we estimate the parameters for a whole
bond price surface and the data are complex (very high variation at the short-end,
particular for the last 8 months), there is a trade-off of the estimated parameter values
so that they cannot be fitted as well as expected in some months. Moreover, we note
that here we use the mean values of estimated parameters and latent variables from
the MCMC simulation results in which we observed that the parameter uncertainty
can have an impact on the fitting to an extent.
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Figure 6.11: Bond price residual surface of the two-factor Cairns term structure model
fitted with monthly UK Strips data from November 2002 to June 2008 (68 months).
Figure 6.12: Means (left) and standard deviations (right) of the bond price residuals
of the two-factor Cairns term structure model fitted with monthly UK Strips data
from November 2002 to June 2008 (68 months). Dash line: the estimated σˆε = 0.0024.
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Figure 6.13: Bond price residuals of 3-month (top left), 5-year (top right) and 30-year
(bottom right) maturities of the two-factor Cairns term structure model fitted with
monthly UK Strips data from November 2002 to June 2008 (68 months). Dash lines:
the intervals of ±1.0× σˆε, where σˆε = 0.0024.
Figure 6.14: Normal QQ-plots of bond price residuals of the two-factor Cairns term
structure model fitted with monthly UK Strips data for the selected months from
November 2002 to June 2008.
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Figure 6.15a: UK Strips yields (cross mark) compared with the fitted spot rates
(solid) of the two-factor Cairns term structure model using the means of parameters
and latent variables for the selected months from November 2002 to April 2005. Green
bands: fan charts constructed from the the fitted spot rates using all 4,000 sets of
parameters and latent variables from the MCMC output.
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Figure 6.15b: UK Strips yields (cross mark) compared with the fitted spot rates
(solid) of the two-factor Cairns term structure model using the means of parameters
and latent variables for the selected months from May 2005 to October 2007. Green
bands: fan charts constructed from the the fitted spot rates using all 4,000 sets of
parameters and latent variables from the MCMC output.
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Figure 6.15c: UK Strips yields (cross mark) compared with the fitted spot rates
(solid) of the two-factor Cairns term structure model using the means of parameters
and latent variables for the last 8 months from November 2007 to June 2008. Green
bands: fan charts constructed from the the fitted spot rates using all 4,000 sets of
parameters and latent variables from the MCMC output.
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Chapter 7
Forecasting Yield Curves with
Parameter Uncertainty: An
Application of MCMC
In this chapter, we assess the impact of parameter uncertainty on the forecasting
of yield curves using the MCMC output from Chapter 6. To begin with, the main
sources of uncertainty that may arise from the modelling are roughly presented. Next,
we define the predictive density of the Cairns bond prices and then describe the
forecasting simulation procedure. In the end, the results of forecasts with parameter
uncertainty will eventually be discussed.
7.1 Introduction
Uncertainty naturally occurs in most estimation problems even if a good model and
technique are being used. With reference to Cairns (2000), uncertainty may arise
from three main sources: process, model and parameters. Process risk is meant to
be the randomness inherent in the underlying structural stochastic process. Model
uncertainty refers to the choice of model in situations where the true model is un-
known. What is of particular interest in this chapter is parameter uncertainty, a risk
that is often ignored when a model is implemented.
By parameter uncertainty, we typically mean the uncertainty in the parameter
values in a selected model. Given the availability of large data, we can still never know
the parameter values with certainty. For example, the maximum likelihood method
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provides us the parameter values that are “most likely” from the data. Accordingly,
the impact of parameter uncertainty should be taken into an account for use of any
model, particularly in a long-term horizon where uncertainty is generally magnified.
In Bayesian paradigm, parameters are treated as random variables so that it ex-
plicitly gives us a coherent framework to quantify the additional impact of parameter
uncertainty on the particular financial quantities that we are interested in. In the
following section, we first consider the predictive density of the Cairns bond prices.
7.2 Forecasting Cairns Bond Prices
Denote PM as all historical bond prices from time t1, . . . , tM . Given the reparame-
terised bond posterior distribution in (5.21), the h-year ahead conditional predictive
density of the Cairns bond price for the maturities τj, for j = 1, . . . , N , can be defined
by
f(P (tM + h, τj)|PM ,Θ(tM)) =
∫ ∫
f1(P (tM + h, τj)|Y (tM + h), θ)
×f2c(Y (tM + h)|Y (tM), θ2)
×f2u(Y (tM)|θ,PM)× f0(θ)dY (tM + h)dθ,(7.1)
where Θ(tM) = (Y (tM), θ), f1 is the normal density function of the bond prices,
f2c and f2u are respectively the conditional and unconditional densities of the latent
variables, and f0 is the prior.
7.2.1 Forecasting Bond Prices with Parameter Uncertainty
Having obtained the MCMC output from previous chapter, simulating the forecast
bond price P (tM+h, τj) according to (7.1) is straightforward. Specifically, the sample
values of Θ(tM) for all iterations can be used to simulate the latent variable Y (tM+h)
and hence compute the bond price P (tM +h, τj) (which inherently includes the effect
of parameter uncertainty). Initially, we present a rough procedure for simulating the
forecasting of quantity of interest as follows.
1. Simulate Θ from the posterior distribution (already completed in Chapter 6).
2. Extract Y (tM), θ from Θ.
161
3. Simulate Y (tM + h) given Y (tM), θ.
4. Calculate quantity of interest at tM + h given the values of Y (tM + h) and θ.
The detailed procedure to simulate the h-year ahead forecasting Cairns bond
prices is described below.
1. Select the index k = k(i), for i = 1, . . . , I, from K iterations of MCMC at
random. Therefore, we have θ(k(i)), Y (i)(tM), where Y
(i)(tM) := Y
k(i)(tM).
2. Simulate the latent variables Y (i)(tM + h) from

 Y (i)1 (tM + h)
Y
(i)
2 (tM + h)

 =

 γ(k(i))y1 + (Y (i)1 (tM)− γ(k(i))y1 )e−α(k(i))1 h
γ
(k(i))
y2 + (Y
(i)
2 (tM)− γ(k(i))y2 )e−α
(k(i))
2 h

+B(i)A(i)Z(tM + h),
where Z = (Z1, Z2) with Z1(tM + h), Z2(tM + h) ∼ i.i.d. N(0, 1) and
B(i) =

 √σ11 0
0
√
σ22

 , A(i) =

 1 0
ρ
√
1− ρ2

 ,
⇒ B(i)C(i)Z(tM + h) =

 √σ11Z1(tM + h)
ρ
√
σ22Z1(tM + h) +
√
1− ρ2√σ22Z2(tM + h)


such that the covariance matrix is
Σ(i) = A(i)A′(i) =

 σ11 σ12
σ12 σ22

 ,
where
σ11 =
σ
(k(i))
1
2
2α
(k(i))
1
(1− e−2α(k(i))1 h),
σ12 = σ21 =
ρ(k(i))σ
(k(i))
1 σ
(k(i))
2
α
(k(i))
1 + α
(k(i))
2
(1− e−(α(k(i))1 +α(k(i))2 )h),
σ22 =
σ
(k(i))
2
2
2α
(k(i))
2
(1− e−2α(k(i))2 h)
and hence ρ = σ12/
√
σ11σ22.
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3. Then, compute the forecast bond price for the maturities τj, for j = 1, . . . , N
P (i)(tM + h, τj)| Y (i)(tM + h), θ(k(i)) = CY (τj, Y (i)(tM + h), θ(k(i))),
where CY (τj, Y
(i)(tM + h), θ
(k(i))) is the bond price by the two-factor Cairns
model defined by
CY (τ, y, θ) =
∫∞
τ
H(u, y)du∫∞
0
H(u, y)du
,
H(u, y) = exp
[
− βu+
2∑
i=1
yie
−αiu − 1
2
2∑
i,j=1
ρijσiσj
αi + αj
e−(αi+αj)u
]
.
7.2.2 Forecasting Bond Prices with Parameter Certainty
We here define “parameter certainty” as the point estimates of the MCMC output.
The forecast bond prices with parameter certainty therefore can be simulated using
the same procedure as with the parameter uncertainty described earlier where the
means of the parameter and latent variable values will be used instead of the selected
θ(k(i)), Y (i)(tM) for each k(i). The rough procedure is outlined below.
1. Let Θ¯ be the mean of the posterior distribution for Θ.
2. Extract Y (tM), θ from Θ¯.
3. Simulate Y (tM + h) given Y (tM), θ.
4. Calculate quantity of interest at tM + h given the values of Y (tM + h) and θ.
7.3 Forecasting Results on Monthly UK Strips
Data
To forecast the Cairns bond prices, we use the MCMC output achieved from Chapter
6 of estimating the two-factor Cairns term structure model using M = 68 months of
UK Strips data from November 2002 to June 2008 (i.e. for each parameter and latent
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variable, we have 4,000 values of every 20th iteration out of 80,000 iterations). Fur-
thermore, the Trapezoidal rule with step size h = 0.05 year is used for approximating
the bond prices and the forecasted bond prices will be converted to spot rates. The
forecasting results are achieved as follows.
Figures 7.1, 7.2 and 7.3 show fan charts for the forecast spot rate curves with
h = 1/12, 3/12 and 1 year where the normal random quantities Z1 and Z2 are fixed
at 8 specific values. The outer limits of a fan chart are the 5% and 95% quantiles and
the darkest band in the middle encompasses the 45% and 55% quantile range. Each
fan chart are constructed by using all 4,000 sets of the parameter and latent variable
values from the MCMC output, whereas the black solid lines represent the forecast
spot rate curves with parameter certainty using the means of all the parameter and
latent variable values. According to the results, we can observe that given the same
time horizon of forecasting, different values of Z1 and Z2 give rise to different shapes
of the forecast yield curves, particularly at the short-end in which the higher value
of Z1 tends to make the yield curve more inverted. Furthermore, it is clear that the
impact of parameter uncertainty on the forecast yield curves at short-end is generally
higher than the long-end. Additionally, when the time horizon of forecasting is longer
(from 1/12 to 3/12 to 1 year ahead), it can be noticed that the effect of parameter
uncertainty is amplified for the whole forecast yield curves, especially at the short-
end.
Figures 7.4, 7.5 and 7.6 demonstrate empirical distributions of the forecast 3-
month, 5-year and 30-year spot rates for 1 year ahead with parameter uncertainty
(PU) and parameter certainty (PC). In each figure, there are 4,000 lines of distribu-
tions for PU case (plus an additional line for PC case) in which each line represents
an empirical distribution of the forecast spot rates using one set of the parameter and
latent values incorporated with “same” 500 values of future normal randomness Z1
and Z2. The 1-year horizon is considered in particular in order to be in line with the
Solvency II regulation that mandates a one-year risk horizon at the 99.5% confidence
level. From the figures, we can see that the impact of parameter uncertainty is rather
high for all three forecast rates, especially on the forecast 3-month and 5-year spot
rates which have wider ranges of the distributions for a given forecast rate. However,
when considering the full PU case (red solid lines) by using all 4,000 × 500 values of
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PU case compared with the PC case, we can observe that the uncertainty is reflected
through the fatter tails of the distributions at both side for all forecast spot rates.
In addition, plots of the forecast spot rates at 0.5% and 99.5% quantiles for all three
maturities for PU and PC cases are also presented in Figure 7.7. As can be seen, the
ranges of values at both quantiles for the 30-year maturity are much narrower than
the other maturities, where the values for PC case reasonably lie in the middle of the
ranges in all cases.
Next, we investigate further the most critical sets of the parameters and latent
variables Θ(k)(tM) = (Y
(k)(tM), θ
(k)) at the 0.5% and 99.5% quantiles of all three
forecast rates for 1 year ahead as shown in Table 7.1. Comparing parameter and
latent variable values of the critical sets to their means (Table 7.2), we can notice
that generally most are not significantly different except a combination of γy1 and
γy2 . Additionally, we also found that the Θ
(199) and Θ(3072) respectively have the
most and the least influence on the median of the empirical distributions for all three
maturities of the forecast spot rates. We may infer from these results that the market
price of risk parameters tend to have most impact on the uncertainty of the forecast
spot rates for the considered 1-year time horizon.
1 year ahead Θ
(k)(tM) at risk
forecast spot rate 0.5% quantile 99.5% quantile
3-month Θ(3864) Θ(3072)
5-year Θ(199) Θ(3072)
30-year Θ(199) Θ(3739)
Table 7.1: Most critical sets of the parameters and latent variables Θ(k)(tM) of the
3-month, 5-year and 30-year forecast spot rates for 1 year ahead at the 0.5% and
99.5% quantiles.
Θ(k)(tM ) β α1 α2 σ1 σ2 ρ γy1 γy2 Y1(tM ) Y2(M)
Θ(199) 0.0270 0.114 0.049 0.515 0.494 -0.796 -3.535 2.191 -0.57 2.59
Θ(3072) 0.0264 0.116 0.047 0.516 0.482 -0.803 2.065 1.616 -0.61 2.71
Θ(3739) 0.0271 0.114 0.048 0.560 0.515 -0.806 0.014 5.183 -0.53 2.63
Θ(3864) 0.0266 0.118 0.049 0.547 0.508 -0.805 -2.979 2.693 -0.67 2.76
Θ¯ 0.0266 0.113 0.048 0.514 0.488 -0.807 -0.914 2.769 -0.61 2.66
Std. 0.00043 0.0034 0.0016 0.0244 0.0250 0.0123 0.9098 1.4519 0.050 0.050
Table 7.2: Parameter and latent variable values of the most critical Θ(k)(tM).
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In Figures 7.8, 7.9 and 7.10, we project 3-month, 5-year and 30-year spot rates
for next 10 years using fan charts. For each fan chart, we simulate the forecast spot
rates for 2, 4, 6, 8 and 10 years ahead where each set of parameter and latent variable
values are incorporated with 100 (for PU case, red fan) and 400,000 (for PC case,
green fan) fresh pairs of future normal randomness Z1 and Z2. From the figures,
we can see that when the forecasting time horizon is longer, the gaps between red
and green fans are generally wider (especially for 3-month and 5-year forecast spot
rates), reflecting the higher allowance required for parameter uncertainty. Figure
7.11 illustrates fan charts for the forecast spot rates at 10 years ahead by maturities
corresponding to Figures 7.8, 7.9 and 7.10.
Figure 7.12 demonstrates scatter plots of the forecast latent variables Y1(t) and
Y2(t) at 10 years ahead by parameter uncertainty (PU) and parameter certainty (PC).
As expected, both have an ellipse shape which is the shape of the bivariate normal.
Furthermore, the ellipse for PU case spreads over the ellipse for PC case where their
means roughly remains at the same center point.
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Figure 7.1: Fan charts for the forecast spot rate curves with h = 1/12 year by fixing
Z1 and Z2 at 8 specific values. Each fan is constructed by using all 4,000 sets of
the parameter and latent variable values from the MCMC output. Black (solid) line:
the forecast yield curves with parameter certainty (PC) using the mean values of the
MCMC output.
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Figure 7.2: Fan charts for the forecast spot rate curves with h = 3/12 year by fixing
Z1 and Z2 at 8 specific values. Each fan is constructed by using all 4,000 sets of
the parameter and latent variable values from the MCMC output. Black (solid) line:
the forecast yield curves with parameter certainty (PC) using the mean values of the
MCMC output.
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Figure 7.3: Fan charts for the forecast spot rate curves with h = 1 year by fixing
Z1 and Z2 at 8 specific values. Each fan is constructed by using all 4,000 sets of
the parameter and latent variable values from the MCMC output. Black (solid) line:
the forecast yield curves with parameter certainty (PC) using the mean values of the
MCMC output.
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Figure 7.4: Distributions of the forecast 3-month spot rates for 1 year ahead with pa-
rameter uncertainty (PU) (yellow, dash) and parameter certainty (PC) (blue, dash).
Each line uses one set of the parameter and latent variable values with “same” 500
values of future normal randomness Z1 and Z2. Red (solid) line: the empirical CDF
for all 4,000 × 500 values of PU case.
Figure 7.5: Distributions of the forecast 5-year spot rates for 1 year ahead with pa-
rameter uncertainty (PU) (yellow, dash) and parameter certainty (PC) (blue, dash).
Each line uses one set of the parameter and latent variable values with ”same 500”
values of future normal randomness Z1 and Z2. Red (solid) line: the empirical CDF
for all 4,000 × 500 values of PU case.
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Figure 7.6: Distributions of the forecast 30-year spot rates for 1 year ahead with pa-
rameter uncertainty (PU) (yellow, dash) and parameter certainty (PC) (blue, dash).
Each line uses one set of the parameter and latent variable values with ”same” 500
values of future normal randomness Z1 and Z2. Red (solid) line: the empirical CDF
for all 4,000 × 500 values of PU case.
Figure 7.7: 0.5% and 99.5% quantile lines of the forecast 3-month, 5-year and 30-year
spot rates for 1 year ahead with parameter uncertainty (PU). Cross mark: the values
by parameter certainty (PC).
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Figure 7.8: Fan charts for the forecast 3-month spot rates for 10 years ahead. Each
set of the parameter and latent variable values is incorporated with future normal
randomness Z1 and Z2 of 100 values for PU case (red fan) and 400,000 values for PC
case (green fan). Dots: historical data.
Figure 7.9: Fan charts for the forecast 5-year spot rates for 10 years ahead. Each
set of the parameter and latent variable values is incorporated with future normal
randomness Z1 and Z2 of 100 values for PU case (red fan) and 400,000 values for PC
case (green fan). Dots: historical data.
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Figure 7.10: Fan charts for the forecast 30-year spot rates for 10 years ahead. Each
set of the parameter and latent variable values is incorporated with future normal
randomness Z1 and Z2 of 100 values for PU case (red fan) and 400,000 values for PC
case (green fan). Dots: historical data.
Figure 7.11: Fan charts for the forecast spot rates at 10 years ahead. Each set of the
parameter and latent variable values is incorporated with future normal randomness
Z1 and Z2 of 100 values for PU case (red fan) and 400,000 values for PC case (green
fan).
173
Figure 7.12: Scatter plots of the forecast latent variables Y1(t) and Y2(t) at 10 years
ahead by parameter uncertainty (PU) and parameter certainty (PC). Left: PU case
(red dot, 4,000 × 100 values) overlays PC case (blue dot, 1 × 400,000 values). Right:
PC case overlays PU case. Plus mark: the mean for PC case. Cross mark: the mean
for PU case.
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Chapter 8
A Comparison of Fitting
Two-Factor Cairns and Vasicek
Term Structure Models
In this chapter, a two-factor Vasicek term structure model is first described and then
estimated using the same framework, algorithm and UK Strips data as with the
Cairns model in Chapter 6. Eventually, the goodness of fit, the forecast spot rates
and annuity values from both models are investigated for comparison.
8.1 Two-Factor Vasicek Term Structure Model
The model discussed below is adapted from that proposed by Babbs and Nowman
(1999). (Babbs and Nowman’s model starts with the real world measure P and moves
implicitly to the risk-neutral measure Q, whereas here we start with Q and move to
P. This results in a simpler pricing formula.) The model is not the most general
two-factor Vasicek model but the small number of restrictions result in a model that
has similar elements in its structure to the two-factor Cairns model.
Suppose that (Ω,F ,P) is a probability space and W (t) is a two-dimensional
Wiener process adapted to a filtration (Ft)t≥0. For the two-factor Vasicek model,
the short rate under the risk-neutral measure Q (equivalent to the real world mea-
sure P) can be defined by
(8.1) r(t) = µ+X1(t) +X2(t),
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where X1(t) and X2(t) are the latent state variables follow
dX1(t) = −α1X1(t)dt+ σ1dW˜1(t)
dX2(t) = −α2X2(t)dt+ σ2ρdW˜1(t) + σ2
√
1− ρ2dW˜2(t),
where W˜1(t) and W˜2(t) are two independent standard Wiener processes under the
risk-neutral pricing measure Q and µ, α1, α2, σ1, σ2, ρ are constants.
Under this model, the price at t for £1 payable at t+ τ is given by
(8.2) V (τ,X(t), θ) = exp[A(τ)− τB(α1τ)X1(t)− τB(α2τ)X2(t)]
where B(x) = (1− ex)/x and
A(τ) = −τµ+ τσ
2
1
2α21
(1 +B(2α1τ)− 2B(α1τ))
+
τσ22
2α22
(1 +B(2α2τ)− 2B(α2τ))
+
τσ1σ2ρ
α1α2
(1−B(α1τ)−B(α2τ) +B((α1 + α2)τ)).
Note that the long-term spot rate R(t, t + τ) as τ → ∞ (which we shall denote
by R(t,∞) and is equivalent to β in the Cairns model) is
R(t,∞) = µ− σ
2
1
2α21
− σ
2
2
2α22
− σ1σ2ρ
α1α2
.
Dynamics under P are governed by
dX1(t) = −α1X1(t)dt+ σ1(dW1(t) + δ1dt)
= −α1(X1(t)− σ1δ1
α1
)dt+ σ1dW1(t)
and
dX2(t) = −α2
(
X2(t)− σ2
α2
(δ1ρ+ δ2
√
1− ρ2)
)
dt+ σ1(ρdW1(t) +
√
1− ρ2dW2(t)),
where W1(t) and W2(t) are standard Wiener processes under the real world measure
P and δ1 and δ2 are the corresponding market prices of risk.
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In Chapter 5, γ1 and γ2 are the mean reversion levels for X1 and X2. Hence, we
define
γ1 =
σ1δ1
α1
γ2 =
σ2
α2
(δ1ρ+ δ2
√
1− ρ2).
More generally, a key qualitative difference between the two-factor Vasicek model
and the Cairns model is that the former model allows interest rates to become neg-
ative. Future spot rates under the Vasicek model are normally distributed whereas
future spot rates under the Cairns model have a positively skewed distribution.
8.2 Estimation Results of Two-Factor Vasicek Model
on Monthly UK Strips Data
Similar to the estimation framework for the Cairns model in Chapter 5, we suppose
that interest rates in the market follow the two-factor Vasicek model in (8.2), i.e. the
observations
(8.3) P (t, τtj) = V (τtj;X(t), θ) + ε(t, j),
where ε(t, j) ∼ i.i.d. N(0, σ2ε). Accordingly, the full posterior distribution of the Va-
sicek bond price can be obtained in a similar form as (5.21) merely by replacing the
function C(τtj;X(t), θ) by V (τtj;X(t), θ). In order to get the best comparison of esti-
mation with the achieved results in Chapter 6, we also define the prior distributions
for µ, α1, α2, σ1, σ2 in the same way such that prior means are specified based on the
posterior means from earlier simulations with about the same coefficient of variation.
In the following results, we run MCMC for 240,000 iterations by recording values
for every 20th iteration using adaptive Metropolis-Hastings with a blocking strat-
egy (exactly same algorithm as developed previously in Chapter 6). More precisely,
we update groups of (α1, σ1, ρ), (α2, σ2, µ), (γ1, γ2) and (X1(t), X2(t)) for each time t
where σε is updated individually with a constant proposal variance. This is the same
blocking as was used for the Cairns model and seems to be just as effective.
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Figure 8.1 shows sample paths of all model parameters and the corresponding
posterior estimates are provided in Table 8.1. As can be observed, all parameters
generally converge very well, especially γ1, γ2, ρ and σε. Comparing to the Cairns
model, ρ turns to be much easier to estimate since Vasicek bond prices appear in a
linear (affine) function of latent variables. The estimated ρ from the Vasicek model is
slightly higher than Cairns model, but both are still strongly negative. Moreover, the
long-term spot rate R(t,∞) (equivalent to β in the Cairns model) is also provided in
Figure 8.2. It can be seen that the Vasicek model has perspective on the long-term
rate higher than the Cairns model around 1% according to the estimated means.
Figure 8.3 demonstrates sample paths of latent variables for some selected months.
As expected, all the chains converge reasonably well. Furthermore, when considering
plots of 95% credible intervals for all t in Figure 8.4, we can find that they also behave
similar to those from the Cairns model in Figure 6.6.
Finally, we consider the correlation structure for model parameters (Figures 8.5
and Table 8.2). For the Vasicek model, we can only notice strongly positive correlation
for (α1, σ1), and moderately negative correlations for (σ1, σ2) and (γ1, γ2). Apart from
these, strong correlations are not observed.
Mean Std. 95% Credible Acceptance Scaling of
Interval rate the proposal std.
α1 0.0386 0.00243 (0.03383, 0.04310) 11.31% 2.0
σ1 0.0081 0.00024 (0.00768, 0.00858) 11.31% 2.0
ρ -0.718 0.0449 (-0.7948, -0.6182) 11.31% 2.0
α2 0.132 0.0037 (0.1258, 0.14039) 10.71% 1.8
σ2 0.0136 0.00065 (0.01242, 0.01485) 10.71% 1.8
µ 0.0491 0.00045 (0.04826, 0.05006) 10.71% 1.8
γ1 0.0109 0.02701 (-0.04223, 0.06335) 51.20% 1.0
γ2 -0.0146 0.02176 (-0.05769, 0.02837) 51.20% 1.0
σε 0.0024 0.00005 (0.00233, 0.00253) 44.35% 1.0
R(t,∞) 0.0372 0.00182 (0.03323, 0.04035) - -
Table 8.1: Summary statistics of parameter posterior estimates of the two-factor
Vasicek term structure model using the adaptive MH algorithm with the reparame-
terised posterior and re-evaluated priors, with monthly UK Strips data. The inference
is made from 12,000 values (every 20th iteration out of 240,000 iterations).
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Figure 8.1: Sample paths of model parameters of the two-factor Vasicek term struc-
ture model using the adaptive MH algorithm with the reparameterised posterior and
re-evaluated priors, with monthly UK Strips data. Plots are of 12,000 values (every
20th iteration out of 240,000 iterations).
Figure 8.2: Sample paths of the long-term spot rate R(t,∞) (equivalent to β in the
Cairns model) of the two-factor Vasicek term structure model using the adaptive MH
algorithm with the reparameterised posterior and re-evaluated priors, with monthly
UK Strips data. Plots are of 12,000 values (every 20th iteration out of 240,000
iterations).
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Figure 8.3: Sample paths of latent variables (for t = 1, 20, 30, 40, 50 and 68) of the
two-factor Vasicek term structure model using the adaptive MH algorithm with the
reparameterised posterior and re-evaluated priors, with monthly UK Strips data.
Plots are of 12,000 values (every 20th iteration out of 240,000 iterations).
Figure 8.4: Plots of 95% credible interval constructed from the sample paths with
the mean values of X1(t) and X2(t) for t = 1, . . . , 68, of the two-factor Vasicek term
structure model using the adaptive MH algorithm with the reparameterised posterior
and re-evaluated priors, with monthly UK Strips data. The inference is made from
12,000 values (every 20th iteration out of 240,000 iterations).
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Figure 8.5: Scatter plots of model parameters of the two-factor Vasicek term structure
model using the adaptive MH algorithm with the reparameterised posterior and re-
evaluated priors, with monthly UK Strips data. Plots are of 12,000 values (every
20th iteration out of 240,000 iterations).
α1 σ1 ρ α2 σ2 µ γ1 γ2 σε X1(t) X2(t)
α1 1.00 0.75 -0.15 -0.39 -0.13 -0.07 0.05 -0.05 -0.04 -0.45 to 0.86 -0.85 to 0.76
σ1 1.00 -0.18 -0.26 -0.52 0.12 0.02 -0.03 -0.04 -0.61 to 0.52 -0.55 to 0.50
ρ 1.00 0.14 0.03 -0.07 -0.02 0.01 0.02 -0.14 to 0.13 -0.12 to 0.16
α2 1.00 0.31 -0.03 -0.03 0.04 0.04 -0.65 to 0.32 -0.54 to 0.57
σ2 1.00 0.33 0.01 0.00 0.02 -0.11 to 0.33 -0.45 to 0.01
µ 1.00 -0.03 0.03 0.00 -0.58 to -0.26 -0.37 to 0.09
γ1 1.00 -0.59 0.00 0.01 to 0.07 -0.06 to 0.06
γ2 1.00 0.00 -0.07 to 0.00 -0.07 to 0.07
σε 1.00 -0.05 to 0.05 -0.05 to 0.06
Table 8.2: Correlation matrix of the simulation using the adaptive MH algorithm
with the reparameterised posterior and re-evaluated priors, with monthly UK Strips
data. The inference is made from 12,000 values (every 20th iteration out of 240,000
iterations).
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8.3 Goodness of Fit: Two-Factor Cairns versus
Vasicek Term Structure Models
In this section, we compare model fitting of the two-factor Cairns and Vasicek models
using the estimated means of parameters and latent variables from the MCMC output.
In terms of bond price and spot rate residuals (referring to equation 6.1), it can be
seen from Table 8.3 that, overall, the Cairns model fits the data slightly better than
the two-factor Vasicek model. For the sum of squared yield residuals by maturity,
we found that those by Cairns model are lower than Vasicek model particularly for
the first three maturities (0.25, 0.5, 1 years), which makes up for 62% of the total
difference of average residual per maturity (0.224 out of 0.36 basis points).
Total Sum of Squared Average Residual
Residuals (in decimal) per maturity (in bps)
Cairns Vasicek Cairns Vasicek
Bond Price 0.007219 0.007227 23.04 23.05
Spot Rate 0.002282 0.002408 12.95 13.31
Table 8.3: Total sum of squared residuals and average residual from fitting the two-
factor Cairns and Vasicek term structure model using the estimated means of param-
eters and latent variables form the MCMC output.
Figures 8.6a, 8.6b and 8.6c illustrate the fitted spot rate curves from the Cairns
and Vasicek models for some selected months from November 2002 to June 2008 for
comparison. Generally, distinct differences can be observed for the short-end, while
the medium- and long-end of the spot rate curves from both models are very close.
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Figure 8.6a: The fitted spot rates of the two-factor Cairns model (black, solid) com-
pared with the two-factor Vasicek model (red, dash) using the means of parameters
and latent variables from the MCMC output for the selected months from November
2002 to April 2005. Cross marks: UK Strips yields.
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Figure 8.6b: The fitted spot rates of the two-factor Cairns model (black, solid) com-
pared with the two-factor Vasicek model (red, dash) using the means of parameters
and latent variables from the MCMC output for the selected months from May 2005
to October 2007. Cross marks: UK Strips yields.
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Figure 8.6c: The fitted spot rates of the two-factor Cairns model (black, solid) com-
pared with the two-factor Vasicek model (red, dash) using the means of parameters
and latent variables from the MCMC output for the last 8 months from November
2007 to June 2008. Cross marks: UK Strips yields.
185
8.4 Forecast Spot Rates and Annuity Prices: Two-
Factor Cairns versus Vasicek Term Structure
Models
In this section, we will compare forecast spot rates and annuity prices with parameter
uncertainty (PU) and parameter certainty (PC) using achieved MCMC output from
estimating the two-factor Cairns and Vasicek term structure models on monthly UK
Strips data from November 2002 to June 2008. The simulation procedures are similar
to those described in Chapter 7. For the PU case, 100 sets of parameter and latent
variable values from MCMC output will be selected at random and incorporated
with 100 fresh pairs of future normal randomness Z1 and Z2. For the PC case, the
posterior means will be employed with 10,000 pairs of Z1 and Z2.
8.4.1 Forecasting Results: Spot Rates
Figures 8.7 and 8.8 compare forecast 3-month, 5-year and 30-year spot rates from
the Cairns (blue line) and Vasicek (red line) models with PC (left column) and PU
(right column) cases for 5 and 20 years ahead respectively. For 30-year maturity, the
par yield curves (dash line) are also provided since in practice, long-dated par yields
are referred to as much as spot rates. From the figures, observations can be made as
follows.
• Despite achieving a very similar picture of model fitting from last section, fore-
cast distributions from both models are noticeably different, especially for the
short-term rates and longer time horizons. Most importantly, it can be observed
that Vasicek model can generate negative rates for all three maturities which is
an undesirable characteristic for term structure models.
• More consistent with historical data, the Cairns model can produce more re-
alistic forecast spot rates in the sense that the higher rates can be obtained,
albeit with a small probability.
• For 30-year maturity, the difference of forecast par yields between two models
is clearer than spot rates, particularly on the right tails of distributions.
• Similar to the results in Chapter 7, parameter uncertainty does have an impact
on forecast spot rates in all cases, particularly when time horizon is longer.
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Figure 8.7: Distributions of the forecast 3-month, 5-year and 30-year spot rates
(including 30-year par yields) for 5 years ahead with parameter certainty (PC) (left
column) and parameter uncertainty (PU) (right column). Blue line: the two-factor
Cairns model. Red line: the two-factor Vasicek model.
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Figure 8.8: Distributions of the forecast 3-month, 5-year and 30-year spot rates
(including 30-year par yields) for 20 years ahead with parameter certainty (PC) (left
column) and parameter uncertainty (PU) (right column). Blue line: the two-factor
Cairns model. Red line: the two-factor Vasicek model.
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8.4.2 Forecasting Results: Annuity Prices
In order to have a clearer picture of the impact of the forecast rates on a more tangible
financial contract, we particularly consider here forecast annuity values at age 65 for
T years ahead which can be defined by
(8.4) a65(T ) =
∞∑
τ=1
τp65P (T, τ)
where τp65 is the probability of survival from age 65 to 65 + τ (taken from the
PMA92C20, the Faculty of Actuaries and the Institute of Actuaries, 2002, page 112)
and P (T, τ) is a forecast zero-coupon bond price at time T maturing at T +τ . Hence,
the forecast bond prices (i.e. spot rates) from the previous section can be directly
used to compute forecast annuity prices.
Figures 8.9a and 8.9b present empirical distributions and kernel densities of the
forecast annuity values for 5, 10, 20 and 40 years ahead with PC and PU cases from
Cairns (blue line) and Vasicek (red line) models in comparison. The corresponding
summary statistics are also provided in Table 8.4. According to the results, we can
make the following points:
• In both PC and PU cases, empirical cumulative distributions of the forecast
annuity values from the two models are more different on both tails when time
horizon is longer, representing higher model risk. The closeness of the distribu-
tions from the two models for 5 years ahead is as expected since annuity prices
are calculated using a large number of long-maturity bond prices in which we
can see from the previous section that model selection has least impact on the
forecast long-term rates.
• According to the kernel densities, when time horizon is longer, the forecast
prices from the Vasicek model tend to be skewed to the right (more low/negative
interest rates), while those from the Cairns model are skewed to the left (high
interest rates; the skewness is slightly more obvious in the PU case than in the
PC case). The results are intuitive according to the corresponding forecast spot
rate distributions which are skewed in opposite directions, and indicate more
upside and downside risks from the Cairns and Vasicek models respectively.
Additionally, it can be noticed that, in all cases, forecast values from Vasicek
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model are more concentrated around their means (more peaked) than those
from the Cairns model particularly for the shorter forecast time horizons and
when comparing PC to PU case.
• From Table 8.4, it can be seen that, in all cases, means of the annuity values
are relatively close given the magnitudes of standard deviations. Despite having
rather similar means and standard deviations, the differences are certainly not
negligible, with further differences revealed in the shapes of the distributions
in Figure 8.8. In both PC and PU cases, the Cairns model gives rise to higher
standard deviations than the Vasicek model for short forecast time horizon.
However, when the time horizon is longer, the difference is diminishing and
eventually the standard deviations under the Vasicek model turns out to be
larger for 40 years ahead. For each model, it is clear that the PU case provides
higher standard deviations than the PC case for all time horizons. Moreover,
the difference is also higher provided longer time horizons (more obvious for
Vasicek model).
In summary, this chapter presented comparisons between the Vasicek and Cairns
models in terms of model fitting, forecasting and pricing with parameter uncertainty
and certainty using the same methodology and market data as described in Chapter 6
and 7. Evidently, the developed MCMC algorithm was also found to be very efficient
to estimate the two-factor Vasicek term structure model. Using estimated posterior
means, we noticed that the Cairns model provided slightly better fit to the market
data than the Vasicek model in terms of sum of squared residuals, particularly for the
short-end of the spot rate curves. For forecasting and pricing using the two models,
distinct differences can be seen on the tails of the distributions in which the Vasicek
model revealed a substantial pitfall of generating negative rates. Regarding forecast
annuity prices, the Vasicek and Cairns model tended to have downside and upside
risks respectively, indicating model risk for forecasting and pricing with particular
consequences for the pricing, for example, of guaranteed annuity options. Parameter
uncertainty was found to have a similar impact on forecasts made by the two models.
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Figure 8.9a: Distributions and kernel densities of the forecast annuity values for
5 and 10 years ahead with parameter certainty (PC) (left column) and parameter
uncertainty (PU) (right column). Blue (solid) line: the two-factor Cairns model.
Red (solid) line: the two-factor Vasicek model.
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Figure 8.9b: Distributions and kernel densities of the forecast annuity values for
20 and 40 years ahead with parameter certainty (PC) (left column) and parameter
uncertainty (PU) (right column). Blue (solid) line: the two-factor Cairns model. Red
(solid) line: the two-factor Vasicek model.
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Forecast Annuity Means and Standard Deviations
Forecast Cairns Model Vasicek Model
Time Horizon PC PU PC PU
5 years ahead 11.641 11.598 11.632 11.647
(1.1586) (1.2530) (1.0078) (1.0929)
10 years ahead 11.741 11.725 11.769 11.832
(1.4559) (1.6460) (1.3391) (1.5459)
20 years ahead 11.827 11.800 11.915 12.036
(1.7935) (2.0683) (1.7181) (2.0673)
40 years ahead 11.752 11.794 11.995 12.261
(1.9842) (2.3933) (1.9947) (2.6289)
Table 8.4: Forecast annuity means and standard deviations for 5, 10, 20 and 40 years
ahead by the two-factor Cairns and Vasicek term structure models with parameter
certainty (PC) and parameter uncertainty (PU).
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Chapter 9
Conclusions and Further Research
In this thesis, we have developed MCMC algorithms in order to estimate the two-
factor Cairns term structure model using both simulated and market data. The main
contribution of this thesis is therefore the development and use of MCMC simulation
for estimating the latent state variables and model parameters of the Cairns model.
The existence of latent variables is a common issue that causes difficulty to the esti-
mation of many continuous-time term structure models, and here it can be effectively
dealt with by using MCMC methodology under a Bayesian approach.
Methodology
There are three main methodological considerations that have been addressed and
are crucial for the success of our MCMC implementation.
• Exact solution of a two-dimensional Ornstein-Uhlenbeck process. Although
it is known that a simple Euler approximation of stochastic differential equa-
tions generally gives rise to poor estimation (especially when the step size is
large), having borne this in mind we first still use the Euler method to dis-
cretise continuous-time processes of the latent variables for simplicity. As a
consequence, it is the case that some parameter estimates are strongly biased.
However, once the exact solution was derived and employed for the bond price
posterior distribution, such biases were eliminated and the estimating results
were significantly improved.
• Reparameterised bond posterior and adaptive Metropolis-Hastings algorithm
with a blocking strategy. Due to the complexity of the model and evidence
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of correlations among some particular parameters, the chains converge very
slowly using the standard MH algorithm. Thus, we considered reparameterisa-
tion of some parameters in the bond posterior associated with using an adaptive
Metropolis-Hastings algorithm with a blocking scheme (where candidate points
are sampled from a multivariate normal proposal distribution). In turn, the
convergence of model parameters was obviously improved. Even though it can
be noticed that the correlation structure of some parameters has changed, it
does not affect the estimating results and we can still obtain the posterior es-
timates of all model parameters and latent variables that are close to the true
values when using the simulated data. Furthermore, the adaptive scheme also
allows us to shorten the time of searching for suitable values for the constant
proposal variances. More precisely, we are only required to determine the suit-
able numbers of sample paths for computing the proposal covariance matrix
and its scaling factors which is found to be much easier than calibrating the
constant proposal variances.
• Numerical bond price routine in C++. All the numerical integration methods
used (Appendix C) result in very accurately approximated Cairns bond prices,
and therefore the method selection should not provide any significant difference
to our estimating results for the latent variables and model parameters. Nev-
ertheless, for efficient implementation of MCMC simulation (which naturally
takes a long time to run for a complex model), this part of programming turns
to be the bottleneck which is extremely time consuming. Moving this routine of
the algorithm from Matlab to C++ was a crucial step that made calibration of
the Cairns model feasible. Without this, any progress would be hard to achieve
since we may need to take much longer time to check results and then calibrate
our algorithms accordingly.
Key Findings from the Main Results
According to the estimation and forecasting results using the simulated and UK Strips
data in Chapter 5, 6, 7 and 8, the key findings can be summarised as follows.
• With our improved MCMC algorithm (the adaptive Metropolis-Hastings algo-
rithm with reparameterised bond posterior and a blocking scheme), the chains
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of model parameters and latent variables converge reasonably well for both
datasets. However, we found that the uncertainty of MCMC estimates (e.g.
coefficients of variation of the posterior estimates) using market data is much
higher than using the simulated data. One possible reason is that the simulated
data are less complex than the UK Strips which clearly have large deviation at
the short-end, particularly for the last 8 months over the time period considered.
• By using the mean values of the parameters and latent variables from the
MCMC output, the two-factor Cairns model is generally fitted to the UK Strips
data fairly well for the medium- and long-term yields (except during the tur-
moil period after 2008), but is rather poorly fitted for the short-end of the yield
curves. Despite knowing that discrepancies between the estimated and market
yields is a common drawback of time-homogeneous arbitrage-free models, two
factors may be sufficient in the Cairns model to capture the dynamics of the
data in some cases. It is obvious though that at least one additional factor may
be required in order to be able to capture the dynamics of UK Strips at the
short-end in particular.
• Our assumption regarding the i.i.d.-normal residuals in the framework setting
may not always be valid. It is evident that generally the residuals of the Cairns
bond prices after fitting the model using UK Strips are correlated and some may
also not normally distributed. Other error structures could also be considered
in future research.
• Parameter uncertainty clearly does have an impact on the forecasting yield
curves, particularly for the short-end. It becomes essentially important when
we consider the distributions of the forecast interest rates at both tails (e.g.
Value-at-Risk). Of all model parameters, the market prices of risk are likely to
be influential parameters for the forecasting. Eventually, we may conclude that
allowance for parameter uncertainty should not be neglected when using any
model.
• Our developed MCMC algorithm was also found to be very efficient to esti-
mate the two-factor Vasicek term structure model. The Cairns model fits the
short-end of yield curves better than the Vasicek model in terms of sum of
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squared residuals when using estimated posterior mean values of parameter
and latent variables. Comparing their forecast spot rates, we can observe dis-
tinct differences on tails of the distributions where the Vasicek model discloses
a substantial drawback of producing negative rates. Furthermore, model risk
also reveals when considering the distributions of forecast annuity prices from
the two models (negative skewness for the Cairns model and positive skewness
for the Vasicek model).
Further Research
There is enough scope for further research. Firstly, the two-factor Cairns term struc-
ture model may be extended to the three-factor model in order to improve the model
fitting at the short-end of the yield curves. Secondly, we may also consider the the
Cairns model in a more general form with stochastic volatility (Cairns and Garcia
Rosas, 2004). It is also interesting to calibrate the model using other real market data
such as US data and then compare posterior parameter estimates and forecasting re-
sults. Also, some additional parameterisation for the bond posterior distribution may
be considered for improving the convergence of the correlation parameter ρ. For the
framework setting, the bond price residuals can be allowed to be correlated. Once
the model is fitted reasonably well to the data, we may also attempt to use the model
for derivative pricing.
Finally, our MCMC methodology is not limited only to the term structure models
for interest rates. It may be adapted to any other models that have some similarity
in terms of incorporating an Ornstein-Uhlenbeck process as the driving latent state
variables.
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