We explore what sorts of operators transfer capacity properties between polynomials. As expected, these operators are very related to stability preserving operators. The results given here generalize the famous original capacity result of Gurvits, as well as a lower bound achieved recently by Anari and Gharan. Additionally, our results follow from combining these ideas with those used in the Borcea-Brändén linear operator characterization in [BB09] .
Basic Capacity Results
Let R This will be our basic object of study. As noted in a number of sources ( [AG17] , [Gur07] , etc.), for p ∈ R + [x] we have that Cap α (p) > 0 iff α is in the Newton polytope of p.
Polarization and Homogenization
Let p be a homogeneous polynomial of degree d in n variables. We define its (n, d)-polarization Pol(p) to be the unique polynomial in a n × d matrix of variables which is: linear in each column of variables, invariant under the action of S d on the columns of variables, and equals p when all columns of variables are equal. The classical polarization is then obtained by homogenizing each variable with respect to its respective degree d k , and then using a (2, d k )-polarization on each pair of homogeneous variables.
With this we have the following, which is somewhat hidden in a proof in [AG17] . and y ∈ R n + as above. For any monomial z µ , define µ j ∈ N 0 for j ∈ [n] and µ(k) ∈ [n] for k ∈ [d] to be such that:
To make µ(k) uniquely defined, we also enforce that µ(k) is non-decreasing in k. So, the polarization of z µ can be written as:
With this, we use the AM-GM inequality to compute:
Since p has positive coefficients and x β = y α as above, this implies
, which completes the proof.
If a polynomial p is homogeneous in groups of variables, then this argument can be used multiple times in succession. The same sort of thing is true of the next lemma. Lemma 1.2. For any p of degree d in n variables (not necessarily homogeneous), we have that
These results lead to the following. Proof. Homogenize with respect to each variable of p and apply the argument in the proof of the above proposition. To complete the proof, we just need that homogenization commutes with Cap for any polynomial p of degree λ. Applying the above lemma to each variable x k and respective degree λ k gives the result. For clarity, the line of argument goes as follows:
Notice the similarity of (α, λ − α) to the constants that show up in the main lower bound in [AG17] for multiaffine polynomials. For multiaffine polynomials in particular λ is the the all-ones vector, and this is exactly what shows up.
2 Lower Bounds for the SO 2 Form
where d is the degree in x, y (equivalently z, w). Here we will often refer to D λ , which acts by applying D λ k times to the variables (x k , y k ) and (z k , w k ), for each k.
Bounded Degree
The following is essentially the argument used to prove the lower bound in [AG17] , and we give a similar proof here for completeness.
Definition 2.1. Given a real matrix M positive entries, we say that M has a rank-one above if there exists a rank-one matrix A such that M ≤ A entry-wise with equality along the diagonal.
Lemma 2.2. Let x, z be vectors of n variables, and define p(x, z) := x t M z for some positive-entry matrix M which has a rank-one above. Then for any α ∈ R n + :
Proof. Let A = vw t be the rank-one above M , and define q(x, z) := x t Az. Then obviously Cap (α,α) (p) ≤ Cap (α,α) (q). Further:
This then implies:
Corollary 2.3. Let p be a bistable multiaffine polynomial in R
two variables). Then for any
Proof. Denote p(x, z) = axz + bx + cz + d. Bistability implies that the reverse strongly Rayleigh inequality holds; that is, ad ≥ bc. Equivalently, Hmg (2,2) (p) = x t M z where M has positive coefficients and det(M ) ≥ 0. By increasing off-diagonal entries of M until the determinant is 0, we see that M has a rank-one above. The previous lemma and the homogenization lemma then imply the result. 
Proof. We proceed by induction, using the previous lemma as the base case. Let γ ∈ R n−1 + be defined as the first n − 1 entries of α, and let y and w denote the first n − 1 x variables and z variables, respectively. For any fixed x n , z n > 0, we have:
By the previous lemma, we then have:
Combining these gives the result.
Theorem 2.5. Let p be a real bistable polynomial in R[x 1 , ..., x n , z 1 , ..., z n ] of degree (λ, λ) with positive coefficients. Then for any α ∈ R n + :
Proof. Defining β ∈ R λ + via β j,k := α j /λ j , we first have the following using the previous corollary:
Further:
by a previous result, and this completes the proof.
Unbounded Degree
Define:
uniformly on compact sets, and:
Definition 2.6. Call F a bistable Laguerre-Polya function if F λ is bistable for all λ. This is equivalent to saying that F is the limit (uniform on compact sets) of bistable functions, by Theorem 5.1 of [BB09] .
Note the following relationship between forms:
We now prove the bound in [AG17] from the finite degree bound.
Corollary 2.7 ([AG17]
). Let F = µ p µ (x)z µ be a bistable Laguerre-Polya function in variables x 1 , ..., x n and z 1 , ..., z n . Then for any α ∈ R n + :
Proof. Since F is a bistable Laguerre-Polya function, we can apply the finite degree bound as follows:
Note that this requires the discussion from section §4 about continuity of Cap α (·).
Capacity and Linear Operators
Definition 3.1. Given a linear operator T we define its symbol as follows. (Notice that this is a twist of the SL n 2 symbol by inversion and negation, which is the same twist applied to the corresponding D map.)
The Bound
The above bounds for the D map immediately give the following result on "capacity transferring" linear operators.
Theorem 3.2. Let T be a linear operator such that Symb(T )(z,
is real stable in z for all positive real inputs x. Then for any α, β, and real stable p ∈ R + we have:
Proof. By definition of the symbol (with appropriate twist and normalization), we have:
Dividing by x β 0 and applying inf to both sides then implies:
This yields Gurvits' capacity result as a corollary. Here we state his result for the operator ∂ x k | x k =0 . We first need an important lemma.
Lemma 3.3. Let p = (z|x), where z ∈ R n + and (·|·) is the Euclidean inner product. For α ∈ R n + such that j α j = 1, we have:
Proof. Use AM-GM and consider the zeros of the gradient of
Corollary 3.4. For any real stable polynomial p of degree d with positive coefficients, we have:
Proof. For T (p) := ∂ xn | xn=0 and γ being the first n − 1 entries of λ, we have:
With this, we have:
λ n z n (xz + 1)
Applying the previous theorem gives:
Tightness of the Bound
The next proposition finishes the characterization of linear operators which transfer capacity. This first lemma can be seen as a corollary of the previous lemma, via homogenization.
Lemma 3.5. For any λ and any α, y ∈ R n + , we have:
Proposition 3.6. Let T be as in the previous theorem. We have the following, where the inf is over all real stable polynomials in R
Proof. For fixed y > 0 we have:
Taking inf over y > 0 then implies the result.
Applications to Additive Convolution
For a fixed real stable polynomial r of degree λ with positive coefficients, define L r (p) := A r (p)(0). Any linear operator preserving real stability can written as the additive convolution by some real stable polynomial, and so the L r operators generalize what is considered in [AG17] . That said, we compute the symbol of L r :
We can further compute the "generalized symbol" of ⊞ λ :
With this, we compute the generalized capacity for λ = δ 1 :
x,z,t>0
Note that (α, β, γ) is in the Newton polytope of (z + t + ztx) iff α = β + γ − 1. By an above lemma, we have:
We generalize this to the full generalized capacity, supposing α = β + γ − λ:
Applying the theorem, we get:
Again, this is all under the assumption that α = β + γ − λ. (There will be Newton polytope issues otherwise, and so the result in that case should be trivial.) We state the result of this discussion as follows.
Corollary 3.7 (Reverse Triangle Inequality for Capacity). Let p, r be two real stable polynomials of degree λ with positive coefficients. We have:
This result makes sense because you expect ⊞ to negatively shift the roots for real stable polynomials with zero above the roots, and this should correspond to increasing capacity. As a note, we can equivalently write:
Unbounded Degree
We now apply the results from [BB09] about the transcendental symbol to this framework to get capacity results about linear operators which act on polynomials of any degree. If we want to capture such information, we need a different symbol: preferably one which is related to exp(D 0 ). Consider the following:
With this we have:
And so we obtain the desired result. Note that in what follows, a function in z 1 , ..., z n and x 1 , ..., x n is semistable if it is real stable in z for all positive evaluations in x.
Theorem 3.8. Given a linear operator on polynomials, define its "exponential symbol" as above. We then have the following if p ∈ R + [z] is real stable and Symb(T ) is semistable:
Proof. For any real stable p and any fixed x ∈ R n + , we use the capacity limiting results to obtain the following from the above corollary:
Dividing by x β and taking inf on both sides then gives the result.
We also achieve tightness of the bound in a similar fashion.
Proposition 3.9. Let T have semistable symbol. Then the following holds, when the inf is taken over real stable p:
Proof. By the previous theorem, we just need to prove the ≤ direction. Define f m := 1 + 1 m n j=1 x j z j m and note that lim m→∞ f m = exp n j=1 x j z j . By limiting the previous theorem, it also applies to LaguerrePolya functions. Fixing any z ∈ R n + , we have:
This follows from an above lemma, and then implies:
So for any z ∈ R n + and p(x) = exp( x j z j ), we then have:
Taking inf over z on both sides gives:
Continuity of Capacity
Given a (positive) discrete measure µ on R n , we define its generating function as:
We further define the log-generating function of µ as:
More generally for such a function q(x), we will write:
We care about discrete (not necessarily finite) measures whose generating functions are convergent and continuous on R n + . This is equivalent to the log-generating function being continuous on R n . Note that an important example of such a measure is one which has finite support entirely in Z n + . The generating functions of such measures are polynomials.
From now on we will write supp(q) = supp(Q) to denote the support of µ and Newt(q) = Newt(Q) to denote the Newton polytope of its support. The first results are very general.
Lemma 4.1. For q a continuous generating function, the following are equivalent.
Lemma 4.2. Any continuous log-generating function Q(x) is convex in R n .
Proof. Holder's inequality.
Note that proving statements for p is essentially the same as proving for P , as suggested in the following lemma.
Lemma 4.3. Let p, p n be continuous generating functions. Then p n → p uniformly on compact sets of R n + iff P n → P uniformly on compact sets of R n .
Proof. Equivalence of p n → p and exp(P n ) → exp(P ) follows form the fact that exp : R n + → R n is a homeomorphism (and so gives a bijection of compact sets). The fact that exp and log are (uniformly) continuous on every compact set in their domains then completes the proof.
We now get the first half of the desired equality, which is the easier half.
Lemma 4.4. With p, p n continuous generating functions and p n → p uniformly on compact sets, we have:
For each m we have that p n (x m ) is eventually near to p(x m ). So for any fixed ǫ > 0, we have the following for m = m(ǫ) and n ≥ N (ǫ, m):
The result follows by sending ǫ → 0.
Lemma 4.5. Suppose 0 is in the interior of Newt(q). Then inf Q is attained precisely on some compact convex subset K of R n .
Proof. By a previous lemma, inf Q is finite. Suppose x n is an unbounded sequence (with monotonically increasing norm) such that Q(x n ) limits to inf Q. By compactness of the n-dimensional sphere, we can assume by restricting to a subsequence that xn ||xn|| limits to some u. Pick ǫ > 0 small enough such that ǫu ∈ Newt(q), and consider Q(x) − ǫu · x. We then have:
However, since ǫu ∈ Newt(q) we have that Q(x)−ǫu·x is bounded below, a contradiction. So, every sequence limiting to inf Q is bounded, and therefore inf Q is attained on a bounded set. By convexity of Q, this set is convex.
The next few results then finish the proof of continuity of Cap α (·).
Proposition 4.6. Let p and p n be continuous generating functions such that p n → p, with 0 in the interior of Newt(p). Then: lim
Proof. Given the above lemma, we only have the ≥ direction left to prove. Since 0 is in the interior of Newt(p), there is some compact convex K ⊂ R n such that P (x) = inf P iff x ∈ K. Further, this implies that for any compact set K ′ whose interior contains K, there exists c 0 > 0 such that P (x) > inf P + c 0 on the boundary of K ′ . For any fixed positive ǫ < c0 2 and large enough n, we then have:
2 outside of K ′ . Therefore for any ǫ and large enough n:
Letting ǫ → 0 gives the result.
We now set out to prove a similar statement whenever 0 is on the boundary on Newt(p). This ends up needing a bit more restriction.
Lemma 4.7. Suppose 0 is on the boundary on Newt(Q). Then there exists A ∈ SO n (R) such that:
Proof. Since 0 is on the boundary of the convex set Newt(Q), a separating hyperplane gives a unit vector c such that (c|µ) ≥ 0 for all µ ∈ Newt(Q). Let A ∈ SO n (R) be such that Ac = e n . We first have:
Since Newt(A·Q) = A·Newt(Q) and (e n |Aµ) = (c|µ) ≥ 0 for every µ ∈ Newt(Q), we have that Newt(A·Q) ⊂ {κ : κ n ≥ 0}. Therefore:
Note that (A · Q)| xn=−∞ denotes the continuous log-generating function given by the terms κ of the support of A · Q for which κ n = 0. This is justified, as Newt(A · Q) ⊂ {κ : κ n ≥ 0} implies that A · Q decreases as x n decreases (and we care about inf).
Theorem 4.8. Let p and p m be continuous generating functions such that p m → p, with 0 ∈ Newt(p). Suppose further that eventually Newt(p m ) ⊆ Newt(p). Then:
Proof. Given the above proposition, we only need to prove this in the case where 0 is on the boundary of Newt(p). In that case, the previous lemma gives an A ∈ SO n (R) such that Newt(A · P ) ⊂ {κ : κ n ≥ 0} and inf (A · P )| xn=−∞ = inf P . Since P m → P implies A · P m → A · P , we now relax to proving lim m→∞ inf A · P m = inf A · P . By assumption, eventually Newt(P m ) ⊆ Newt(P ) which implies Newt(A · P m ) ⊆ Newt(A · P ) ⊂ {κ : κ n ≥ 0}. Corollary 4.9. Let p n be polynomials with nonnegative coefficients and p analytic such that p n → p, with α ∈ Newt(p). Then: lim n→∞ Cap α p n = Cap α p
Proof. As in the previous proposition, we only have the ≥ direction to prove. Let q n be defined as the sum of the terms of p n which appear in the support of p. Since the p n are polynomials with nonnegative coefficients, we have that q n → p. By the previous theorem, we then have:
Note that the fact that q n → p holds after restricting to the support of p relies on the fact that p n and q n are polynomials with positive coefficients. This is the main barrier to generalizing this corollary to all continuous generating functions.
