We examine fundamental tradeoffs in iterative distributed zeroth and first order stochastic optimization in multiagent networks in terms of communication cost (number of per-node transmissions) and computational cost, measured by the number of per-node noisy function (respectively, gradient) evaluations with zeroth order (respectively, first order) methods. Specifically, we develop novel distributed stochastic optimization methods for zeroth and first order strongly convex optimization by utilizing a probabilistic inter-agent communication protocol that increasingly sparsifies communications among agents as time progresses. Under standard assumptions on the cost functions and the noise statistics, we establish with the proposed method the O(1/(Ccomm) 4/3−ζ ) and O(1/(Ccomm) 8/9−ζ ) mean square error convergence rates, for the first and zeroth order optimization, respectively, where Ccomm is the expected number of network communications and ζ > 0 is arbitrarily small. The methods are shown to achieve order-optimal convergence rates in terms of computational cost Ccomp, O(1/Ccomp) (first order optimization) and O(1/(Ccomp) 2/3 ) (zeroth order optimization), while achieving the order-optimal convergence rates in terms of iterations. Experiments on real-life datasets illustrate the efficacy of the proposed algorithms.
INTRODUCTION
Stochastic optimization has taken a central role in problems of learning and inference making over large data sets.
Many practical setups are inherently distributed in which, due to sheer data size, it may not be feasible to store data in a single machine or agent. Further, due to the complexity of the objective functions (often, loss functions in the context of learning and inference problems), explicit computation of gradients or exactly evaluating the objective at desired arguments could be computationally prohibitive. The class of stochastic optimization problems of interest can be formalized in the following way:
where the information available to implement an optimization scheme usually involves gradients, i.e., ∇F (x; ξ) or function values of F (x; ξ) itself. However, both the gradients and the function values are only unbiased estimates of the gradients and the function values of the desired objective f (x). Moreover, due to huge data sizes and distributed
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Reference [18] considers distributed stochastic first order methods and establishes the method's O(1/k) convergence rate. References [19] considers a zeroth order distributed stochastic approximation method, which queries the SZO 2d times at each iteration where d is the dimension of the optimizer and establishes the method's O(1/k 1/2 )
convergence rate in terms of the number of iterations under first order smoothness.
In summary, each of the references in the two classes above is not primarily concerned with studying communication rates of distributed stochastic methods. Prior work achieves order-optimal rates in terms of computational cost (that translates here into the number of iterations k), both for the zeroth order, e.g., [19] , and for the first order, e.g., [18] , distributed strongly convex optimization. 2 In contrast, we establish here communication rates as well. This paper and our prior works [19] , [20] distinguish further from other works on distributed zeroth order optimization, e.g., [14] , [21] , in that, not only the gradient is approximated through function values due to the absence of first order information, but also the function values themselves are subject to noise. Reference [20] considers a communication efficient zeroth order approximation scheme, where the convergence rate is established to be O(1/k 1/2 ) and the MSE-communication is improved to O(1/(C comm ) 2/3−ζ ). In contrast to [20] , with additional smoothness assumptions we improve the convergence rate to O(1/k 2/3 ) and the MSE-communication is further improved to O(1/(C comm ) 8/9−ζ ).
Finally, we review the class of works that are concerned with designing distributed methods that achieve communication efficiency, e.g., [2] , [22] - [27] . In [26] , a data censoring method is employed in the context of distributed least squares estimation to reduce computational and communication costs. However, the communication savings in [26] are a constant proportion with respect to a method which utilizes all communications at all times, thereby not improving the order of the convergence rate. References [22] - [24] also consider a different setup than we do here, namely they study distributed optimization where the data is available a priori (i.e., it is not streamed).
This corresponds to an intrinsically different setting with respect to the one studied here, where actually geometric MSE convergence rates are attainable with stochastic-type methods, e.g., [28] . In terms of the strategy to save communications, references [22] - [25] consider, respectively, deterministically increasingly sparse communication,
an adaptive communication scheme, and selective activation of agents. These strategies are different from ours;
we utilize randomized, increasingly sparse communications in general. In references [2] , [27] , we study distributed estimation problems and develop communication-efficient distributed estimators. The problems studied in [2] , [27] have a major difference with respect to the current paper in that, in [2] , [27] , the assumed setting yields individual nodes' local gradients to evaluate to zero at the global solution. In contrast, the model assumed here does not feature such property, and hence it is more challenging.
Finally, we comment on the recent paper [25] that develops communication-efficient distributed methods for both non-stochastic and stochastic distributed first order optimization, both in the presence and in the absence of the 2 The works in the first two classes above utilize a non-diminishing amount of communications across iterations, and hence they achieve at best the O(1/(Ccomm)) (first order optimization) and O(1/(Ccomm) 1/2 ) communication rates. strong convexity assumption. For the stochastic, strongly convex first order optimization, [25] shows that the method therein gets -close to the solution in O(1/ √ ) communications and with an O(1/ ) computational cost. The current paper has several differences with respect to [25] . First, reference [25] does not study zeroth order optimization.
Second, this work assumes for the gradient noise to be independent of the algorithm iterates. This is a strong assumption that may be not satisfied, e.g., with many machine learning applications. Third, while we assume here twice differentiable costs, this assumption is not imposed in [25] . Finally, the method in [25] is considerably more complex than the one proposed here, with two layers of iterations (inner and outer iterations). In particular, the inner iterations involve solving an exact minimization problem which necessarily points to the usage of an off-the-shelf solver, the computation cost of which is not factored into the computation cost in [25] .
Paper organization. The next paragraph introduces notation. Section 2 describes the model and the proposed algorithms for zeroth and first order distributed stochastic optimization. Section 3 states our convergence rates results for the two methods. Sections 5 and 6 provide proofs for the zeroth and first order methods, respectively.
Section 4 demonstrates communication efficiency of the proposed methods through numerical examples. Finally, we conclude in Section 7.
Notation. We denote by R the set of real numbers and by R m the m-dimensional Euclidean real coordinate space.
We use normal lower-case letters for scalars, lower case boldface letters for vectors, and upper case boldface letters for matrices. Further, we denote by: A ij the entry in the i-th row and j-th column of a matrix A; A the transpose of a matrix A; ⊗ the Kronecker product of matrices; I, 0, and 1, respectively, the identity matrix, the zero matrix, and the column vector with unit entries; J the N × N matrix J := (1/N )11 . When necessary, we indicate the matrix or vector dimension as a subscript. Next, A 0 (A 0) means that the symmetric matrix A is positive definite (respectively, positive semi-definite). For a set X , |X | denotes the cardinality of set X . We denote by: · = · 2 the Euclidean (respectively, induced) norm of its vector (respectively, matrix) argument; λ i (·), the i-th smallest eigenvalue of its matrix argument; ∇h(w) and ∇ 2 h(w) the gradient and Hessian, respectively, evaluated at w of a function h : R m → R, m ≥ 1; P(A) and E[u] the probability of an event A and expectation of a random variable u, respectively. By e j we denote the j-th column of the identity matrix I where the dimension is made clear from the context. Finally, for two positive sequences η n and χ n , we have:
MODEL AND THE PROPOSED ALGORITHMS
The network of N agents in our setup collaboratively aim to solve the following unconstrained problem:
where f i : R d → R is a strongly convex function available to node i, i = 1, ..., N . We make the following assumption on the functions f i (·): 
We also have that from assumption 1, the optimization problem in (1) has a unique solution, which we denote by x * ∈ R d . Throughout the paper, we use the sum function which is defined as f :
. We consider distributed stochastic gradient methods to solve (1) . That is, we study algorithms of the following form:
where the weight assigned to an incoming message γ i,j (k) and the neighborhood of an agent Ω i (k) are determined by the specific instance of the designated communication protocol. The approximated gradient g i (x i (k)) is specific to the optimization, i.e., whether it is a zeroth order optimization or a first order optimization scheme. Technically speaking, as we will see later, a zeroth order optimization scheme approximates the gradient as a biased estimate of the gradient while a first order optimization scheme approximates the gradient as an unbiased estimate of the gradient. The variation in the gradient approximation across first order and zeroth order methods can be attributed to the fact that the oracles from which the agents query for information pertaining to the loss function differ. For instance, in the case of the zeroth order optimization, the agents query a stochastic zeroth order oracle (SZO) and in turn receive noisy function values (unbiased estimates) for the queried point. However, in the case of first order optimization, the agents query a stochastic first order oracle (SFO) and receive unbiased estimates of the gradient.
In subsequent sections, we will explore the gradient approximations in greater detail. Before stating the algorithms, we first discuss the communication scheme. Specifically, we adopt the following model.
1) Communication Scheme:
The inter-node communication network to which the information exchange between nodes conforms to is modeled as an undirected simple connected graph G = (V, E), with V = [1 · · · N ] and E denoting the set of nodes and communication links. The neighborhood of node n is given by Ω n = {l ∈ V | (n, l) ∈ E}.
The node n has degree d n = |Ω n |. The structure of the graph is described by the N × N adjacency matrix,
We make the following assumption on R.
Assumption 2. The inter-agent communication graph is connected on average, i.e., R is connected. In other words,
Thus, R corresponds to the maximal graph, i.e., the graph of all allowable communications. We now describe our randomized communication protocol that selects a (random) subset of the allowable links at each time instant for information exchange.
For each node i, at every time k, we introduce a binary random variable ψ i,k , where
where ψ i,k 's are independent both across time and the nodes, i.e., across k and i respectively. The random variable ψ i,k abstracts out the decision of the node i at time k whether to participate in the neighborhood information exchange or not. We specifically take ρ k and ζ k of the form
where 0 < τ ≤ 1 2 and 0 < < τ . Furthermore, define β k to be
where
With the above development in place, we define the random time-varying Laplacian R(k), where R(k) ∈ R N ×N abstracts the inter-node information exchange as follows:
The above communication protocol allows two nodes to communicate only when the link is established in a bi-directional fashion and hence avoids directed graphs. The design of the communication protocol as depicted in (3)- (6) not only decays the weight assigned to the links over time but also decays the probability of the existence of a link. Such a design is consistent with frameworks where the agents have finite power and hence not only the number of communications, but also, the quality of the communication decays over time. We have, for {i, j} ∈ E and i = j:
Thus, we have that, the variance of R i,j (k) is given by,
Define, the mean of the random time-varying Laplacian sequence
where · denotes the L 2 norm. The above equation follows by relating the L 2 and Frobenius norms.
We also have that, R k = β k R, where
Technically speaking, the communication graph at each time k encapsulated as R(k) need not be connected at all times, although the graph of allowable links G is connected.. In fact, at any given time k, only a few of the possible links could be active. However, since R k = β k R, we note that, by Assumption 2, the instantaneous Laplacian R(k) is connected on average.The connectedness in average basically ensures that over time, the information from each agent in the graph reaches other agents over time in a symmetric fashion and thus ensuring information flow, while providing the leeway for the instantaneous communication graphs at different times to be not connected.
We employ a primal algorithm for solving the optimization problem in (1). In particular, the update in (2) can then be written in a vector form as follows:
and
We state an assumption on the weight sequences before proceeding further.
Assumption 3. The weight sequence α k is given by α 0 /(k + 1), where α 0 > 1/µ. For the sequence ρ k as defined in (4), it is chosen in such a way that,
In the following sections, we propose two different approaches to solve the optimization problem in (1). The first approach involves zeroth order optimization, while the second approach involves a first order optimization. We first study the zeroth order approach to the problem in (1).
A. Zeroth Order Optimization
We employ a random directions stochastic approximation (RDSA) type method from [29] adapted to our distributed setup to solve (1). Each node i, i = 1, ..., N , in our setup maintains a local copy of its local estimate of the optimizer
at all times. In addition to the smoothness assumption in 1, we define additional smoothness assumptions in the context of zeroth order optimization.
In order to carry out the optimization, each agent i makes queries to the SZO at time k, from which the agent obtains noisy function values of f i (x i (k)). Denote the noisy value of f i (·) as f i (·) where,
where the first argument in v i (k; x i (k)) is the iteration number, and the second argument is the point at which the SZO oracle is queried. The properties of the noise v i (k; x i (k)) are discussed further ahead. Typically due to the unavailability of the analytic form of the functionals in zeroth order methods, the gradient cannot be explicitly evaluated and hence, we resort to a gradient approximation. In order to approximate the gradient, each agent makes three calls to the stochastic zeroth order oracle. For instance, agent i queries for
respectively, where c k is a carefully chosen time-decaying constant and z i,k is a random vector (to be specified soon) such that
Denote by g i (x i (k)) the approximated gradient which is given by:
where g i (·, ·) represents a first order finite difference operation and θ 1 , θ 2 ∈ [0, 1]. Note that, the gradient approximation derived in (14) involves the noise in the retrieved function value from the SZO differently from other RDSA approaches such as in [21] , [29] . The finite difference technique used in (14) resembles, the twicing trick commonly used in Kernel density estimation which is employed so as to reduce bias and approximately eliminate the effect of the second degree term from the bias. It is also to be noted that the number of queries made to the SZO at every gradient approximation is 3. Thus, we can write,
and, F k denotes the history of the proposed algorithm up to time k. Given that the sources of randomness in our algorithm are the noise sequence {v(k; x(k))}, the random network sequence {R(k)} and the random vectors for directional derivatives {z k }, F k is given by the σ-algebra generated by the collection of random variables
In general, the higher order smoothness imposed by Assumption 3 allows us to use a higher order finite difference approximation for estimating the gradient. Due to assumption 3, the bias in the gradient estimate by employing a second order finite difference approximation of the gradient is of the order O(c 
We provide two examples of two such distributions. If
and E z i,k
. If z i,k 's are drawn uniformly from the l 2 -ball of radius √ d, then we have,
For the rest of the paper, we assume that z i,k 's are sampled from a normal distribution with E z i,k z i,k = I d or uniformly from the surface of the l 2 -ball of radius
Remark 2.1. The RDSA scheme (see, for example [29] ) used here is similar to the simultaneous perturbation stochastic approximation scheme (SPSA) as proposed in [30] . In SPSA, each dimension i of the optimization iterate is perturbed by a random variable ∆ i . However, instead of RDSA where the directional derivative is taken along the sampled vector z, the directional derivative in case of SPSA is along the direction
thus needs boundedness of the inverse moments of the random variable ∆ i . The particular choice for ∆ i 's is taken to be the Bernoulli distribution with ∆ i 's taking values 1 and −1 with probability 0.5. It is to be noted that at each iteration, both RDSA and SPSA approximate the gradient by making two calls to the stochastic zeroth order oracle as opposed to d calls in the case of Kiefer Wolfowitz Stochastic Approximation (KWSA) (see, [31] for example).
For arbitrary deterministic initializations
.., N , the optimizer update rule at node i and k = 0, 1, ..., is given as follows:
where g i (·) is as defined in (15) . Comparing to the general update in (2), the time-varying weight γ i,j (k) at agent i to the incoming message from agent j is given by ψ j,k .
Remark 2.2. The main intuition behind the randomized activation albeit in a controlled manner for both the zeroth order and first order optimization methods is the fact that in expectation both the updates exactly reduce to the update where the communication graph between agents is realized by the expected Laplacian.
It is to be noted that unlike first order stochastic gradient methods, where the algorithm has access to unbiased estimates of the gradient, the local gradient estimates g i (·) used in (18) are biased (see (15) ) due to the unavailability of the exact gradient functions and their approximations using the zeroth order scheme in (14) . The update is carried on in all agents parallely in a synchronous fashion. The weight sequences {α k }, {c k } and {β k } are given
τ respectively, where α 0 , c 0 , β 0 > 0. We state an assumption on the weight sequences before proceeding further.
Assumption A3. The sequence c k is given by:
where δ > 0. The constant δ > 0 is chosen in such a way that,
The update in (18) can be written as:
state an assumption on the measurement noises next.
Assumption A4. For each i = 1, ..., N , the sequence of measurement noises {v i (k; x i (k))} satisfies for all k = 0, 1, ...:
where c v and σ 2 v are nonnegative constants.
Assumption A4 is standard in the analysis of stochastic optimization methods, e.g., [10] . It is stated in terms of noise (17) rather then directly in terms of the SZO noises in equation (13), for notational simplicity. An equivalent statement can be made in terms of the noises in (13) . The assumption about the conditional independence between the random directions z i,k and the function noise v i (k; x i (k)) is mild. It merely formalizes the model that we consider, namely that, given history F k , drawing a random direction sample z i,k and querying function values from the SZO are performed in a statistically independent manner.
We remark that by Assumption A4,
and,
where if z i,k 's are sampled from a normal distribution with E z i,k z i,k = I d or uniformly from the surface of the l 2 -ball of radius
B. First Order Optimization
Each node i, i = 1, ..., N , in the network maintains its own optimizer x i (k) ∈ R d at each time step (iterations) k = 0, 1, ...,. Specifically, for arbitrary deterministic initial points
.., N , the update rule at node i and k = 0, 1, ..., is as follows:
In comparison to the generalized update in (2), the weights assigned to incoming messages is given by γ i,j (k) = ψ i,k ψ j,k , while the approximated gradient is given by ∇f i (x i (k)) + u i (k). The update (26) is realized in a parallel fashion at all nodes i = 1, ..., N . First, each node i, when activated, i.e., when ψ i,k = 0, broadcasts x i (k) to all its active neighbors j ∈ Ω i which satisfy ψ j,k = 0 and receives x j (k) from all j ∈ Ω i which are active. Subsequently, each node i, i = 1, ..., N makes update (26) , which completes an iteration. Finally, u i (k) is noise in the calculation of the f i 's gradient at iteration k. For k = 0, 1, ..., algorithm (26) can be compactly written as follows:
We make the following standard assumption on the gradient noises. First, denote by S k the history of algorithm (26) up to time k; that is, S k , k = 1, 2, ..., is an increasing sequence of σ-algebras, where S k is the σ-algebra generated by the collection of random variables { R(s), u i (t)}, i = 1, ..., N , s = 0, ..., k − 1, t = 0, ..., k − 1.
Assumption B2. For each i = 1, ..., N , the sequence of noises {u i (k)} satisfies for all k = 0, 1, ...:
where c u is a nonnegative constant.
Communication Cost Define the communication cost C k to be the expected per-node number of transmissions up to iteration k, i.e.,
where I A represents the indicator of event A. Note that the per-node communication cost in (30) is the same as the network average of communication costs across all nodes, as the activation probabilities are homogeneous across nodes. We now proceed to the main results pertaining to the proposed zeroth order and first order optimization schemes.
CONVERGENCE RATES: STATEMENT OF MAIN RESULTS AND INTERPRETATIONS
In this section, we state the results for both the zeroth order and the first order optimization algorithms.
A. Main Results: Zeroth Order Optimization
We state the main result concerning the mean square error at each agent i next.
Theorem 3.1. 1) Consider the optimizer estimate sequence {x(k)} generated by the algorithm (18) . Let assumptions 1-3 and A1-A4 hold. Then, for each node i's optimizer estimate x i (k) and the solution x of problem (1), ∀k ≥ 0 there holds:
where, ∆1,∞ = 6dcvq∞(N, d, α0, c0)+6dN σ
, with M k and Q k decaying faster than the rest of the terms.
2) In particular, the rate of decay of the RHS of (31) is given by (k+1) −δ1 , where δ 1 = min {1 − 2δ, 2 − 2τ − 2δ, 4δ}.
By, optimizing over τ and δ, we obtain that for τ = 1/2 and δ = 1/6,
, ∀i.
3) The communication cost is given by,
and the MSE-communication rate is given by,
where ζ can be arbitrarily small. If higher order smoothness assumptions are made, i.e., a p-th order smoothness assumption is made which is then exploited by means of a p-th degree finite difference gradient approximation, then by repeating the same proof arguments, the rate in terms of iteration count can be shown to improve to O k
. The improvement can be attributed to a better bias-variance tradeoff as illustrated by the terms 
B. Main Results: First Order Optimization
We state the main result concerning the mean square error at each agent i next. 
where, ∆1,∞ = 2 ∇F (x(k))
> 2cuα k , with M k and Q k decaying faster than the rest of the terms.
2) The communication cost is given by,
leading to the following MSE-communication rate:
where ζ can be arbitrarily small.
We remark that the condition α 0 > 2/µ can be relaxed to require only a positive α 0 , in which case the rate becomes O(ln(k)/k), instead of O(1/k). Also, to avoid large step-sizes at initial iterations for a large α 0 , step-size α k can be modified to α k = α 0 /(k + k 0 ), for arbitrary positive constant k 0 , and Theorem 3.2 continues to hold. (26); due to the assumed f i 's strong convexity, the theorem also implies that
SIMULATIONS
In this section, we provide evaluations of the proposed algorithms on the Abalone dataset ( [32] ). To be specific, we consider 2 -regularized empirical risk minimization for the Abalone dataset, where the regularization function is given by
We consider a 10 node network for both the zeroth and first order optimization schemes.
The Abalone dataset has 4177 data points out of which 577 data points are kept aside as the test set and the other 3600 is divided equally among the 10 nodes resulting in each node having 360 data points. For the zeroth order optimization, we compare the proposed undirected sequence of Laplacian constructions based optimization scheme and the static Laplacian (Benchmark) based optimization schemes. The benchmark scheme is characterized by the communication graph being static and thereby resulting agents connected through a link to exchange messages at all times. The data points at each node are sampled without replacement in a contiguous manner. The vectors z i,k s for evaluating directional derivatives were sampled from a normal distribution with identity covariance. Figure 1 compares the test error for the three aforementioned schemes, where it can be clearly observed that the test error is indistinguishable in terms of the number of iterations or equivalently in terms of the number of queries to the stochastic zeroth oracle. Figure 2 demonstrates the superiority the proposed algorithm in terms of the test error versus communication cost as compared to the benchmark as predicted by Theorem 3.1. For example, at the same relative test error level, the proposed algorithm uses up to 3x less number of transmissions as compared to the benchmark scheme. In Figure 3 , the test error of the communication efficient first order optimization scheme is compared with the test error of the benchmark scheme which refers to the optimization scheme with the communication graph abstracted by a static Laplacian in terms of iterations or equivalently the number of queries per agent to the stochastic first order oracle, i.e., gradient evaluations. 
Proof.
Denote x o = 1 N ⊗ x * . Then, we have,
Moreover, note that, E [h(x(k)) | F k ] = 0. By Leibnitz rule, we have,
By Lipschitz continuity of the gradients and strong convexity of f (·), we have that LI H k µI. Denote by
. Then, there holds:
We use the following inequalities:
Then from (38), we have,
We next bound
Therefore, we have:
We now use the following inequality:
for any a, b ∈ R and θ > 0. We set θ = µα k . Using the inequality (47) in (46) and we have ∀k ≥ k 0 , where
Using (48) in (45), we have for all k ≥ k 0
Define k 1 as follows:
It is to be noted that k 1 is necessarily finite as c k → 0 and α k c −2
We proceed by using the following auxiliary lemma.
Proof:
It is easy to see that, for
Using the latter together with the fact that p(k, l + 1) ≤ 1 proves the claim of the lemma.
, and d k defined as the remaining term
From (51), we have that E x(k + 1) − x o 2 is finite and bounded from above, where
With the above development in place, we can bound the variance of the noise process {v z (k; x(k))} as follows:
We also have the following bound:
We now study the disagreement of the optimizer sequence {x i (k)} at a node i with respect to the (hypothetically available) network averaged optimizer sequence, i.e.,
We have the following Lemma:
Lemma 5.3. Let the hypotheses of Theorem 3.1 hold. Then, we have
where Q k is a term which decays faster than (k + 1) −2+2τ +2δ .
Lemma 5.3 plays a crucial role in providing a tight bound for the bias in the gradient estimates according to which the global average x(k) evolves.
Proof. The process { x(k)} follows the recursion:
where W k = W k − J. Then, we have,
Using (47) in (53), we have,
We, now bound the term
where the last inequality follows from assumption A3. Then, we have,
where ∆1,∞ = 6dcvq∞(N, d, α0, c0) + 6dN σ 
With the above development in place, we then have,
In particular, we choose θ(k) = β k 2 λ 2 R . From (59), we have,
For ease of analysis, define s(k) = β k 2 λ 2 R . We proceed by using the following technical lemma.
Lemma 5.4. If for all k ≥ k 0 there holds
Proof: Similarly as before, define p(k, l)
Recall that p(k, l + 1)s l can be expressed as p(k, l + 1)s l = p(k, l + 1) − p(k, l). Then, we have:
where we break the sum in (63) at l = m(k), and use the fact that
together with the fact that 1/s l ≤ 1/s k , for every l ≤ k. Finally, noting that, for every l ≤ k, p(k, l) ≤ e 
, and s k = β k 2 λ 2 R we have,
In the above proof, the splitting in the interval [0, k] was done at
for ease of book keeping. The division can be done at an arbitrary point. It is to be noted that the sequence {s(k)} is not summable and hence terms t 1 and t 2 decay faster than (k + 1) 2−2τ −2δ . Also, note that term t 4 decays faster than t 3 . Furthermore, t 3 can be written as
, from which we have that t 32 decays faster than t 31 . For notational ease, henceforth we refer to t 1 +t 2 +t 32 +t 4 = Q k , while keeping in mind that Q k decays faster than (k + 1) 2−2τ −2δ . Hence, we have the disagreement given by,
We now proceed to the proof of Theorem 3.1. Denote x(k) = 1 N n=1 x i (k). Then, we have,
Recall that
. Then, we have,
Note that,
With the above development in place, we rewrite (66) as follows:
By Leibnitz rule, we have,
where it is to be noted that N L H k N µ. Using (70) in (69), we have,
Denote by m(k
(k) and note that m(k) is conditionally independent from h(x(k)) given the history F k . Then (71) can be rewritten as:
Using the properties of conditional expectation and noting that E [h(x(k))|F k ] = 0, we have,
For notational simplicity, we denote α
Using (47), we have for m(k),
On choosing θ k = µα0 k+1 , where α 0 > 1 µ , we have,
(k+1) 2 decays faster as compared to the other terms. Proceeding as in (64), we have 
It is to be noted that the term t 6 decays as 1/k. The terms t 7 , t 8 , t 10 , t 11 and t 14 decay faster than its counterparts in the terms t 12 , t 13 and t 15 respectively. We note that Q l also decays faster. Hence, the rate of decay of E x(k + 1) − x * 2 is determined by the terms t 12 , t 13 and t 15 . Thus, we have that, E x(k + 1) − x * 2 = O k −δ1 , where δ 1 = min {1 − 2δ, 2 − 2τ − 2δ, 4δ}. For notational ease, we refer to t 6 +t 7 +t 8 +t 10 +t 11 +t 14 = M k from now on. Finally, we note that, 
where δ 1 = min {1 − 2δ, 2 − 2τ − 2δ, 4δ}. By, optimizing over τ and δ, we obtain that for τ = 1/2 and δ = 1/6,
The communication cost is given by,
Thus, we achieve the communication rate to be,
PROOF OF THE MAIN RESULT: FIRST ORDER OPTIMIZATION
Lemma 6.1. Consider algorithm (26) , and let the hypotheses of Theorem 3.2 hold. Then, we have that for all k = 0, 1, ..., there holds: , where ζ > 0 can be arbitrarily small, for all i = 1, · · · , N .
Proof: Denote x(k) = 1 N n=1 x i (k). Then, we have,
which implies:
where e(k) = N u(k)
(∇fi (xi(k)) − ∇fi (x(k))) (k) .
Proceeding as in (68) 
where P k decays faster as compared to the other terms. Proceeding as in (64), we have 
It is to be noted that the term t 6 decays as 1/k. The terms t 7 , t 10 and t 11 decay faster than its counterparts in the terms t 12 and t 15 respectively. We note that Q l also decays faster. Hence, the rate of decay of E x(k + 1) − x * 2 is determined by the terms t 12 and t 15 . Thus, we have that, E x(k + 1) − x * 2 = O
