This paper investigates the solutions to the functional equations that arise inter alia in Undiscounted Markov Renewal Programming. We show that the solution set is a connected, though possibily nonconvex set whose members are unique up to n* constants, characterize n* and show that some of these n* degrees of freedom are locally rather than globally independent.
The K(i) are given finite sets and the qk, P., H-i are given arrays with P,J H/J > 0 for all i, j, k; 2J= l P, = 1, for all i, k. Also we assume property A to be stated below.
For the special cases H/. = P,' * with ri > 0 and Hk = &/, the functional equations arise in Markov Decision Theory with = { 1, . . ., N } as state space, qk as the one-step expected reward, P,J the transition probability to state j and Tk = j H, the expected holding time, when alternative k is chosen in state i (cf. Bellman [2] , [3] , Blackwell [4] , Howard [11] , [12] , De Cani [6] , Jewell [13] , Denardo and Fox [8] , Denardo [7] , Derman [9] , Schweitzer [21] , [22] , [23] ). The solution to (1.1) and (1.2) is not unique, although g is uniquely determined. The purpose of this paper is to characterize
V= {v E EN I v satisfies (1.2)}.
We show that V is a connected, though possibly nonconvex, set whose members are unique up to n* constants, characterize n*, and show that some of these n* degrees of freedom are locally rather than globally independent.
II. Notation and preliminaries. A (stationary) randomized policy f is a tableau [fik] satisfying fik > 0 and ZkEK(i) fik = 1 for all i E Q. In the Markov decision model, fik denotes the probability that the kth alternative is chosen when entering state i.
We let SR denote the set of all randomized policies and Sp the subset of all pure (nonrandomized) policies, i.e. for f E Sp, each fik = 0 or 1. For f E Sp, we use the notation f* = (l,.., ,iN) where f,i E K(i) denotes the single alternative used in state i.
Associated 
to ensure property (c), let A initially be equal to {i} and define A = C\A. Next the following step is performed: Choose a statej E A and an alternative r such that fjr > 0 and Pjt > 0 for some t E A, transfer j from A to A, and define hjr = 1. Clearly, such aj and r can be found, since all states in C communicate under P(f). Repeat this step for the new A and A, until A is empty. This construction shows that under policy h, state i can be reached from any state in C\{ i}. Together this and the fact that C is closed under P(h) implies condition (c). i
In the remainder of this paper, we assume that property A holds.
A Using property A, it follows from the proof of lemma I of [7] that g(f) is the unique solution to (2.6)(a) and (2.9). Hence, any solution (g, v) to (2.6) has g = g(f). Using In the remainder, we will refer to the following example: 
Use theorem 4 of [4] in order to prove the existence of a policy f E SPMG for which w* = Z(f)[q(f) -H(f)g*], as well as the fact that w* satisfies (1.2). (c) Fix a solution (g, v) to (1.1) and (1.2). Using property A, a minor modification of the proof of lemma 4 of [8], shows that g > g(f) for all f E Sp with equality for any
f0 such that f/ = 1 for some k maximizing (1.1) and (1.2). Hence g = g*. Romanovsky [20] obtained the same result for the functional equations that arise in discrete time Markov models with g* = (g*)l. In addition, as our methods involve the chain structure, a fuller characterization of the parameter space is possible.
(d) Since g* satisfies (1.1), we have P(f)g* < g* for all f E SR. The assertion then follows from lemma 2-a in [8]. (e) The first result follows from the very definition of b(v)i (1) From the definition of b(v)k, we have vij P(f)ivj = q(f)i -Ej H(f)Ujgj for i C R(f). Multiplying this equation with I(f)ki and summing over i, we obtain Hl(f)[q(f) -

. (Basic Properties of V). (a) V is closed and unbounded, as v E V implies v + all + a2g* E V, for any scalars al, a2 (where 1 is the N-vector with all coordinates unity). (b) (Maximality of relative values). For any v* E V and f E SRMG
=Z(f)[q(f)-H(f)g*] + E ampim(f) = v(f) m= 1 with equality for components in R(f). (c) First assume v E V. In part (b) we proved that for any f E SPMG, v > Z(f) [q(f) -H(f)g*] + HI(f)v, with strict equality for f E Sp(v). Hence, v E V implies
For any f E SPMG, f/k = 1 implies k E L(i) by theorem 3.1 part (e); hence using (4.1), (2.2) and theorem 3.1 part (a): V > q(f) -H(f)g* + P(f)v > [ I + P(f)Z(f)][q(f) -H(f)g*] + 11(f)v = Z(f)[q(f) -H(f)g*] + H(f)v, f E SPMG
This implies v > v. Let h denote a pure policy in X[ I L(i), achieving all maxima in (4.2). Then: vi < ,i = [q(h)-H(h)g* + P(h)v]i; i = 1, . . . , N. (4.3)
Multiply (4.3) with H(h) > 0 in order to get 0 < H1(h)[q(h) -H(h)g*] < 0, the latter inequality following from (2.9) and g(h) < g*. Hence h E SPMG, by part (a) of theorem 3.1.
Using lemma 2.1, (4.3) implies v < Z(h)[q(h) -H(h)g*] + H(h)v. Insert this on the right-hand side of (4.2) and use HI(h)[q(h) -H(h)g*] = 0, to obtain: v [ I + P(h)Z(h)][q(h) -H(h)g* ] + 1(h)v = Z(h)[q(h) -H(h)g*] + (h)
PROOF. (a) Clearly, VR is contained within the polyhedron that is defined in the right side of (4.7). Conversely fix i E R* and h E SPMG with i E R(h). Then, by multiplying the inequalities in (4.7) with 1H(h) > 0, we obtain vi = Z(h)[q(h) -H(h) g*]i + 2jeR* H(h),vj; hence (4.4) holds. The unboundedness of V is proved as in theorem 4.1. (b) The assertion follows by showing that for any v, v E V, the curve {(v(X) I X E [0, 1]}) with parameter representation: v(X)i = XAv + (1 -X)vi, i E R* and max) (Z(f)[ q(f)-(f)g ], + E II(f)/jv(X)j, fEp SpMG )E* for i V R*, connects v with v, lies within V as a consequence of (4.5) and part (a), and is continuous, since all its components are continuous functions of X. I We already saw that V may not be convex. The following theorem gives a necessary and sufficient condition for the convexity of V. This property is especially important when considering MRPs, where for several quantities of interest (e.g. the optimal bias vector) variational characterizations may be obtained of the nature: maxv v[c + Bv] (where c and B are expressions in qk, P,k and H/) and the latter is a linear program if and only if V is convex.
The relation between v and V is as follows:
The key observation is that any two vectors v?, v e V have the property: iv? -constant =Ya for i E R*', a = 1, . . ., n*. By fixing v? E V and picking these n* constants, one thus determines (i | i E R*) and hence v by VI. Acknowledgement. We wish to express our sincere thanks to Dr. Henk Tijms, for his useful comments and careful reading of this and previous versions of this paper. 320 
