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Rapid population aging has led to a growth in demand for nursing care facilities in Japan
as many studies reported concern over the increased workload of nurses. Moreover, most
of the heavy workload involved in recording patient information. So, convenient tools can
significantly improve the patient safety and productivity of nurses.
The transition from paper to an electronic health record (EHR) has undoubtedly in-
creased nurses’ productivity in the digital age. EHR helps to reduce errors due to poor
handwriting and costs through decreased paperwork. It also enables quick access to pa-
tient records and shares information with others. Speech Recognition is the technology
that converts spoken word into text. It is commonly faster than typing. It allows nurses
to enter data while taking care of patients (or hands-free mode). However, it often applies
to note recording because it is difficult to transition from one field to the next with speech
commands. For example, the user has to specify the input fields or use command words
to go to the following field.
With rapid advances in technology, artificial intelligence (AI), such as natural language
processing (NLP) and machine learning (ML) algorithms, have recently been applied to
healthcare areas and significantly affected clinical practice and research. A spoken dia-
logue system is a significant advancement of speech recognition systems. It is regularly
associated with the notion of AI, which can simulate a conversation with a user in natural
language. It is designed to help users solve a specific task with explicit intent within min-
imal dialogue turns. It understands the speaker’s intent in context and extracts valuable
structured data that can drive actions and analytic. The dialogue system used in various
forms in personal assistants, such as Apple’s Siri, Amazon’s Alexa, and the Google Assis-
tant, is becoming a part of our daily lives, especially on mobile devices. Combining this
technology into the EHR provides a natural language for unstructured medical records
and further speeds up the recording process beyond basic operations such as a keyboard.
Besides, smartphones are increasingly used, integrating the dialogue system into smart-
phones offering the opportunity to collect health data to monitor personal health all over
the day continuously, which can contribute to improvements in the quality of care and
optimize the workflow and workload.
Activity recognition aims to recognize human physical activity such as walking and
running. This method’s end goal is to allow computers to provide assistance and guidance
to a person before or while undertaking a task. For example, we can apply activity
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recognition to nursing care applications to recognize complex nursing care activities such
as assisted walking and vital checking. By integrating activity recognition and nursing care
records, we can enhance activity recognition and nurse efficiency. For example, recognizing
the sensors’ activities and then suggesting nurses record them using the dialogue system.
Yet, it is underused, and there are still challenges that this technology frequently fails
to address. When working with EHRs, we necessitate to structure and organize them.
However, the information they contain is usually available in an unstructured format.
For healthcare providers, it is relatively common to read the documents and get the
information they need. Notwithstanding, if we want to use the data for analysis or machine
learning, it is challenging without structure. Particularly EHR for nursing records differs
from usual EHR systems used to enter information on new patients or update each recent
encounter. In care homes, nurses usually provide patients with nursing care up to 24 h
a day. So, the record can have many different data formats, including free-text clinical
narratives that correspond to different encounters generated at various points of time and
heterogeneous contents across various healthcare providers. A significant barrier is that
much of the records are unstructured and non-standard formats, challenging to analyze and
interpret, especially if they work in different sections or facilities. It would require human
interpretation due to the domain-specific vocabulary, potential spelling errors, acronyms,
and abbreviations. This manual extraction may be a time-consuming task because it needs
highly skilled human resources. Therefore, we need solutions to automatically fill a form
and algorithms to convert unstructured text into structured in an automated way.
This thesis explores data-driven methodologies based on machine learning to develop
the spoken dialogue system, especially nursing record systems on smartphones. The main
contributions of this thesis are the following: (1) identifying the challenges of implement-
ing the dialogue system for nursing record systems; (2) integrating of the dialogue system,
activity data collection, and nursing records on an Android smartphone; (3) developing an
automatic dialogue labeling framework to train natural language understanding (NLU),
which is a core component in implementing spoken dialogue systems to understand the
purpose of a user’s utterance; (4) exploring transfer learning techniques for constructing
a question answering system to answer questions in the EHR to fulfill the NLU system.
The thesis’s findings illustrate the feasibility and improvement of nursing recording per-
formance through the spoken dialogue system. Furthermore, it provides recommendations
and promising future research directions.
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Rapid population aging has led to a growth in demand for nursing care facilities in Japan.
Several studies reported concern over the increased workload of nurses. The complexity
of care and the number of nursing actions to be performed in each patient increase the
stress burden and compromise patient care. The heavy workload involved in recording
the relevant patient information has motivated the adoption of new strategies. This thesis
addresses these issues by exploring data-driven methodologies based on machine learning
to develop the spoken dialogue system, especially nursing record systems on smartphones.
1.1 Motivations
The future of health will likely be driven by digital transformation; the transition from
paper to an electronic health record (EHR) has undoubtedly increased the efficiency and
productivity of nurses [66]. EHR helps to reduce errors associated with poor handwriting
and costs through decreased paperwork, enable quick access to patient records for more
efficient care, share electronic information with patients and other providers. The use of
smartphones is so usual nowadays that leading to rapid growth in the development of EHR
software applications for these platforms [2, 76]. The main advantage of using electronic
forms (e-forms) for data entry is straightforward. Data collected can be checked for ac-
curacy at the time that it is entered by validating the required fields before acceptance.
They are also useful in a general sense as graphical user interfaces (GUI) such as select
form, checkbox, or radio box. However, the typing speed is slow and error rate is relatively
high for taking long notes.
The speech recognition technology can translate speech to text, which is commonly
faster than typing. This technology allows nurses to enter data using their voice to change
the written information and record while taking care of patients (hands-free mode) or
when they have jobs that occupy their hands [29, 39, 137]. Although EHR using speech
recognition success has been reported, full adoption of the system into the real care nursing
practice is still in the distant future. Existing EHR applications that use this technology
are not sufficient for all documentation. It applies only note recording (free texts) because
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it is difficult to transition from one field to the next with speech commands and correct
automatic speech recognition captioning errors in real time.
The dialogue system is a software system, which can interact with a human user in
natural language [62]. It is based on several components such as speech recognition, natural
language understanding (NLU), dialogue manager (DM), and natural language generation
(NLG). The main difference between simple speech recognition and dialogue systems is
their conversational nature of interaction with users. It provides the most efficient and
helpful communication mode, which enables productive and flexible communication [25,
75, 106, 133]. The dialogue system that can converse with a human by using voice-based
recognition is called a spoken dialogue system (SDS). There is a growing interest in a
conversational user interface, as they can truly enable people to be mobile and hands-
free such as Microsoft Cortana [102], Amazon Alexa [6], Google Assistant [44], Google
Home [45]. These devices become popular when designing deep learning-based dialogue
systems, which attempt to converse with users in natural language. Interactive interfaces
permit a user to ask a natural language question and receive an answer, possibly in the
context of a more extended multi-turn dialog. They are also much more practical for
multitasking people or since screen fatigue is a concern, for example, nurses who need
to record patient care when taking care of patients. Moreover, with the voice assistants’
capabilities and natural language processing (NLP), users do not need to remember an
exact command or syntax to control the device with spoken commands. The dialogue
system uses speech data as input and processes speech to text, then detects intention
and extracts meaning from this input. The agent stores a few sentences describing who
it is and a dialogue history and combines this knowledge base’s content with the newly
acquired utterance to generate a reply. With these processes, the system can handle errors
and clarify ambiguous utterances before filling in forms to ensure data will be collected
with the correct values.
In this work, we focus on the dialogue system for nursing records, especially recording
direct care activities for the elderly in a nursing home. Different from general EHR systems
used for entering information on new patients or updating with each new encounter. In
care homes, nurses usually provide patients with nursing care up to 24 h a day and often
perform two or more activities simultaneously. Thus, the activities’ record can have many
applications, like the execution time of activities and record care routines. Besides, nursing
records are often in the form of free texts and narratives generated daily. A significant
barrier is that much of this data is unstructured and non-standardized formats, which is
challenging to analyze and interpret than structured data and share with collaborative
teams, mainly if they work in different healthcare organizations. It would require human
interpretation due to the domain-specific vocabulary, potential spelling errors, acronyms,
and abbreviations. This manual extraction may be a time-consuming task and scalable
because it needs highly skilled human resources. The lack of time for patient record review
could lead to the wrong treatment. Therefore, we need solutions that extract entities and
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their relationships and convert unstructured text into structured in an automated manner.
1.2 Key contributions
The main contributions of this thesis are the following: (1) identifying the challenges of
implementing the dialogue system for nursing record systems (Chapter 3); (2) integrat-
ing of the dialogue system, activity data collection, and nursing records on an Android
smartphone (Chapter 4 and Chapter 5); (3) developing an automatic dialogue labeling
framework to train natural language understanding (NLU), which is a core component
in implementing spoken dialogue systems to understand the purpose of a user’s utter-
ance (Chapter 6); (4) exploring transfer learning techniques for constructing a question
answering system to answer questions in the EHR to fulfill the NLU system. (Chapter 7).
1.3 Thesis outline
A significant part of this thesis is based on work previously presented in workshops, con-
ferences, and journal articles. In total, five papers were published as the main author.
One of the publications was received for the best paper awards and recommended to be
submitted to the journal in its special edition. The remaining of the thesis is organized as
follows:
Chapter 3 identifies the potential benefits and challenges of developing task-oriented
dialogue systems for nursing record systems. We developed a prototype for the nursing
record use case and carried out two experiments highlighting different interaction aspects,
comparing the dialogue system and the traditional electronic forms. These findings have
enabled us to focus on aspects of the system which directly affect the user, meaning that
we can further develop a realistic and practical dialogue system.
• Tittaya Mairittha, Nattaya Mairittha, and Sozo Inoue. Evaluating a spoken dialogue
system for recording systems of nursing care. Sensors, 19(17):3736, 2019
Chapter 4 focuses on developing the NLU module and integrating a spoken dialogue
system and nursing records on an Android smartphone. We presented a novel joint model
to exploit the dependencies between two separate tasks in the NLU, then transformed
unstructured data into record inputs on the smartphone application.
• Mairittha, Tittaya, Nattaya Mairittha, and Sozo Inoue. “Enhancing Nursing Care
Records with A Spoken Dialogue System based on Smartphones” The 40th Joint
Conference on Medical Informatics (APAMI 2020). *This paper received the JAMI
Paper Award on APAMI 2020.
Chapter 5 shows the feasibility of using dialogue-based annotation to collect training
labels for human activity recognition.
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• Tittaya Mairittha, Nattaya Mairittha, and Sozo Inoue. A dialogue-based annotation
for activity recognition. In Adjunct Proceedings of the 2019 ACM International
Joint Conference on Pervasive and Ubiquitous Computing and Proceedings of the
2019 ACM International Symposium on Wearable Computers, pages 768–773, 2019
Chapter 6 addresses the challenges of developing a natural language understanding
(NLU), a core component in implementing task-oriented dialogue systems, which helps to
understand the purpose of the user’s utterance and extract valuable information present
in the utterance. We explored recent advances in deep learning techniques and the impact
of embeddings on different tasks and developed an automatic dialogue labeling framework
to train NLU modules.
• Tittaya Mairittha, Nattaya Mairittha, and Sozo Inoue. Automatic labeled dialogue
generation for nursing record systems. Journal of Personalized Medicine, 10(3):62,
2020
Chapter 7 introduces a question answering system to answer questions regarding a
discharge summary in the EHR. We explored transfer learning techniques with fine-tuned
pre-trained models to construct a personalized QA. We also performed a document sim-
ilarity approach to handle long clinical notes to preserve key informational elements and
the meaning of content, indicating better inference performance.
• Tittaya Mairittha, Nattaya Mairittha, and Sozo Inoue. Improving fine-tuned ques-
tion answering models for electronic health records. In Adjunct Proceedings of the
2020 ACM International Joint Conference on Pervasive and Ubiquitous Computing
and Proceedings of the 2020 ACM International Symposium on Wearable Comput-
ers, pages 688–691, 2020
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Chapter 2
Background and Related Work
2.1 Dialogue System
Dialogue systems are automatic systems that mimic human conversations using text or
spoken language [62]. These systems are usually divided into two different groups. First
is task-oriented dialogue systems designed for a particular task and set up to have short
conversations [140], such as a voice for documentation or health information-seeking for
patients. The second is non-task-oriented dialogue systems designed for unstructured con-
versation as a conversation between humans and maximizing long-term user engagement.
It can be a character user interface (CUI), graphical user interface (GUI), voice user in-
terface (VUI), and multi-model that process two or more combined user input modes.
The main difference between spoken and written text is that, in general, speech does not
follow the same grammatical structure as text, with long word sequences without clear
sentence breaks, often including characteristics such as self-correction hesitation, pausing,
and repetition. It can be used in smartphones, cars, robot systems, and web browsers.
Dialogue systems strategies were mostly finite-state and frame-based. For the finite-
state, the user is taken through a dialogue consisting of a sequence of pre-defined states.
While frame-based, the dialogue flow is not pre-determined but depends on the content of
the user’s input. In the medical domain, where the knowledge structures are particularly
complex, the number of states and system actions could run into millions. So, this thesis
focuses on the latter, which underlies most modern task-oriented dialog systems allowing
users to provide more information than the system needs. Generally, it has different ar-
chitectures, but they have the same set of phases, which are speech recognition, natural
language understanding (NLU), dialogue manager (DM), and natural language genera-
tion (NLG). In the case of the spoken dialogue system, it also includes automatic speech
recognition (ASR).
2.1.1 Natural Language Understanding
NLU is considered a core component in implementing dialogue systems, which helps to
understand and interpret human language. It consists of two main parts: an intent and
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an entity. Intents represent the purpose of a user’s utterances, each of which contains
different expressions that can be spoken by the user. For example, when talking about
how headaches are treated, many different statements may be expressed, such as “How do
I stop getting headaches?”, “How can I get immediate relief from a headache?”, “What is
the best painkiller for headaches?”, “The best painkiller for headaches?”. Entities provide
a specific context to fulfill these intents. For example, in the utterance “Why am I having
headaches at night?”, we can extract two entities, both what kind of symptom that the
user notices (headaches) and the time that the symptom occurs (at night). NLU can be
either hand-crafted based on domain knowledge, or trained on task-specific labeled data.
Intent Classification
Intent classification is a classification problem that predicts the intent label. It can be
considered a text classification problem if we define our intended scope in advance. Many
studies utilize clinical records for researches such as clinical decision making and cohort
identification. For example, Uzuner et al. [145] identified patients’ smoking status based
on Partners HealthCare. They also classified and extracted information on obesity and
fifteen of its most common comorbidities from patient discharge summaries [144]. Meystre
et al. [101] identified a patient’s eligibility for a sample of breast cancer clinical trials by
linking the information extracted from the narrative trial description to the corresponding
EHR and alerting clinicians caring for the patient. Yao et al. [167] combined rule-based
features and knowledge-guided deep learning models for disease classification.
Text classification performed on clinical records presents specific challenges compared
to the public domain, such as the imbalanced dataset, the ambiguous nature of the abbre-
viations, and semantic ambiguity [107]. Hence, most recently, deep learning approaches
have been used for medical intent classification. For instance, Agibetov et al. [3] intro-
duced a simple pre-processing step that enables the application of fastText, a shallow and
wide neural model for the classification of biomedical sentences in PubMed. Du et al. [32]
presented a novel deep serial multi-task learning model for biomedical semantic indexing.
Tran et al. [142] explore the feasibility and effectiveness of predicting a set of common
mental conditions a patient has using two independent deep neural network models: one
based on convolutional neural networks (CNN) and another based on recurrent neural
networks with hierarchical attention (ReHAN). Chen et al. [21] also used the CNN model
to classify radiology free-text reports. Besides, several studies have shown the possibility
of deep neural network models to label clinical narratives with medical conditions. For
example, Weng et al. [161] built medical sub-domain classifiers with different combinations
of data representation methods and supervised learning algorithms for advanced cancer
or chronic pain. Gehrmann et al. [40] compared deep learning and concept extraction
based methods for patient phenotyping and showed the possibility of labeling medical
sub-specialties.
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Entity extraction
Entity extraction or slot filling is a sequence labeling task that tags the input word se-
quence. Many related works have been done in developing such techniques in entity
classification on EHR data. Liu et al. [87] used LSTM for clinical entity recognition and
protected health information recognition. Jagannatha et al. [59] also applied LSTM for
classifying relations from clinical notes and extended conditional random fields (CRFs)
to improve the accurate phrase detection of various medical entities. Wei et al. [157]
presented bidirectional recurrent neural networks (Bi-RNNs) and CRFs for disease and
chemical entity recognition in scientific articles. Chlapathy et al. [18] combined Bi-LSTM-
CRF for clinical concept extraction. Although these studies showed the positive impact
of entity extraction, we need to consider how the extraction model is built upon large
and high-quality labeled data, which is expensive to obtain, especially in the nursing care
domain that requires domain experts to label them. In contrast, several studies investi-
gated the method of clustering texts to eliminate this need. Wang et al. [153] adopted the
dependency-based word embeddings to cluster medical terms (e.g., symptoms, antibiotic
medications) on clinical notes from the EHR system. Huang et al. [52] used the k-means
algorithm to cluster patients according to medical utilization on emergency department
(ED) data. Nicole et al. [110] applied latent cluster analysis (LCA) to cluster among el-
derly ED patients. Sobhani et al. [131] presented the Non-negative Matrix Factorization
(NMF) for argument-tagging based on topic modeling. Kim et al. [68] presented a divisive
hierarchical clustering technique to identify clinically interesting sub-populations in EHR
data.
2.1.2 Dialogue Manager
DM is a central component of the spoken dialogue system, responsible for the conversa-
tion’s state and flow. Generally, DM consists of dialogue state tracking (DST) and dialogue
policy. DST is the task that tracks the flow of dialogue and identifies the beliefs of pos-
sible user’s goals at every dialogue turn. Dialogue policy chooses the next system action
based on the current dialogue state to respond to the user. Both DST and dialogue policy
can model using either rule-based or statistical approaches. However, unpredictable user
behavior makes it challenging to maintain an actual dialogue state and make a decision.
Therefore, in recent years, there is a research trend towards statistical approaches. The
results of the dialog state tracking challenge (DSTC) [162] have further created interest in
discriminative statistical approaches. Principally, the performance of discriminative sta-
tistical approaches achieved large gains over conventional rule-based baselines and have
given better results computed by deep neural networks, including Maximum Entropy,
Conditional Random Field (CRF), and Recurrent Neural Network (RNN). In particular,
the use of discriminative belief tracking in partially observable Markov decision processes
(POMDPs). It provides a mechanism for modeling uncertainty about what the user is try-
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ing to accomplish and provide robustness to recover from ambiguous utterances naturally
and autonomously by reinforcement learning (RL) [141,163,169].
Several medical dialogue systems have shown the effectiveness of using deep RL to
optimize dialogue policy by selecting the best action that maximizes the future reward
to encourage the agent to make the right diagnosis and penalize the wrong diagnosis for
solving the diagnosis dialogue system. For example, Tang et al. [139] developed DM based
on deep RL that learns to inquire symptoms and diagnose diseases. Liao et al. [84] aslo
employed RL-based methods for the policy learning system for disease diagnosis. Wei et
al. [158] similarly focused on the DM for automatic diagnosis. They also built a dataset
for training DS derived from the dialogue text between real patients and doctors. Lin et
al. [166] extended graph reasoning to guide policy learning by prior medical knowledge for
the large selection spaces and sequential decision.
2.1.3 Natural Language Generation
NLG or text generation aims at transforming a logical representation into a natural lan-
guage utterance. It can be applied across a variety of tasks and applications that make it a
valuable tool in the medical domain, such as automated clinical note summarization [116],
medical question answering for clinical decision support [42], and machine translation in
clinical practice [164], medical image captioning [124, 129], and automatic generation of
medical reports [148,172] and nursing shift summaries [54].
The earliest automated NLG systems were primarily handcrafted rule-based generators
or re-ranking. A semantic model of word n-gram vectors or n-gram language model (LM)
can learn to generate the sentences for a given utterance and then select the best sen-
tences using the rule-based re-ranking [111]. The massive interest in word embedding led
to a phrase-based generator based on factored LMs, which outperform the word-based
LM with the respect of perplexity and n-best list re-ranking [93]. Modern, sophisticated
technique and the one most often used in NLG is a template-based generation, generating
grammatically correct sentences (e.g., Hi <NAME>, you spent <HOURS> on <APP>
today.). However, this approach is not very flexible and difficult to maintain, as only the
predefined variables can change. Recent developments in NLG have taken advantage of
statistical and machine learning approaches to reduce the fragility of classic NLG systems.
Basic template-based systems were expanded with dynamic NLG, which dynamically cre-
ates sentences from representations of its desired linguistic structure. Markov chains are
among the earliest algorithms used for NLG. Like modern neural networks, they learn
from data but are much more straightforward. It predicts the next word in the sentence
by using the current word and considering each unique word’s relationship to calculate
the next word’s probability. RNN and its variants LSTM and GRU are mainly used for a
sequence modeling task like language modeling as it requires flexible modeling of context
dependencies and can learn to generate utterances directly from utterance pairs without
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any predefined syntax and semantics. The models based on RNNs such as a joint train-
ing model [159] and an end-to-end training network [160] have recently shown promising
results in NLG tasks. More recently, RNN based encoder-decoder architecture with at-
tention approaches has been explored to tackle the NLG problems [9, 33]. These models
indicated domain scalability when only limited training data is available.
Recent studies attempt to generate medical reports automatically. For example, Shin et
al. [129] implemented a CNN RNN encoder-decoder approach to automatically annotate
chest x-rays with diseases along with describing the contexts of a disease. Zhang et al. [172]
used residual network (ResNet) and hidden state of an LSTM-based decoder, coupled with
an attention mechanism to generating diagnostic reports. Sha et al. [126] presented an
order-planning to order planning to generate text from a table. The model is built upon
an RNN with attention to table content on the WIKIBIO dataset. Lee et al. [81] used
encoder-decoder models to generate chief complaints in EHRs, but limited to 18 tokens or
less. Liu et al. [86] modified the Transformer architecture that can scalably attend to very
long sequences. [99] also introduced a method to generate long passages of text using the
MIMIC-III (Medical Information Mart for Intensive Care) clinical database [60].
2.2 Health Dialogue System
One of the prime goals of healthcare is providing high-quality service to the patients. There
has been a growing demand for ease of access to healthcare. There are numerous applica-
tion that use the dialogue system in assisting patients and diagnosing. One of the typical
examples of dialogue systems in a healthcare setting is to help diabetic patients control
their diabetes and receive advice. Lokman et al. [88] introduced the system that serves
as a virtual dietitian for diabetic patients. The system asks several sequence questions,
and those questions will be selected based on the patient’s answers, which allow diabetic
patients to have diabetes control advice without the need to go to the hospital. Similar to
Fadhil al. [37], that targets particular nutrition and dietary behavior change. The system
collects data about users’ relevant practices to provide a personalized recommendation
that fits their preferences and profiles to prevent weight gain in the adult population.
The integration of NLP and machine learning algorithms has also played a key role
in creating the dialogue systems. Low et al. [89] begun to embed limited AI functions
into their EHR system to identify patients at high risk of readmission for interventions.
Kokciyan et al. [72] integrated the data from sensors, EHRs, and clinical guidelines to make
recommendations and argumentation-based dialogue support interaction with patients.
Zini et al. [34] developed the dialogue system based on a deep learning framework that can
be used for teaching medical students on patient examination. Madhu et al. [92] designed
a medical assistance dialogue system for medicine dosage intake considering patients’ age
and weight. The system also gives the composition of the medicines and their prescribed
uses. While Ni et al. [109] created the system to assist healthcare staff by automating the
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patient intake process. The system interacts with a patient by carrying out an interview
in natural language and submitting reports to the doctors for checking their patients’
records and interview reports. A further study from Siangchin and Samancheun [130] also
implemented a messaging application with an auxiliary NLP library for classifying diabetes
mellitus, trauma, and external causes and can be applied in the ICD-10 application. Roca
et al. [123] introduced a system architecture for chronic patient support and an automation
mechanism to convert FHIR resources into AIML files for data sharing and storing in
the microservice architecture. While many studies have been done in personal health
records controlled by the patient and the systems that answer patients’ questions, few
studies focused on some of the most pressing problems that health organizations face about
EHRs, especially for recording systems. Motivated by these shortcomings, we developed
a dialogue system that focuses on the nurses’ records. Our study is the first to apply the




Identifying Challenges of Developing the
Dialogue System for Nursing Records
3.1 Abstract
Integrating speech recognition technology into an electronic health record (EHR) has been
studied in recent years. However, the full adoption of the system still faces challenges
such as handling speech errors, transforming raw data into an understandable format and
controlling the transition from one field to the next field with speech commands. To
reduce errors, cost, and documentation time, we propose a dialogue system care record
(DSCR) based on a smartphone for nursing documentation. We describe the effects of
DSCR on (1) documentation speed, (2) document accuracy and (3) user satisfaction. We
tested the application with 12 participants to examine the usability and feasibility of
DSCR. The evaluation shows that DSCR can collect data efficiently by achieving 96% of
documentation accuracy. Average documentation speed was increased by 15% (P = 0.012)
compared to traditional electronic forms (e-forms). The participants’ average satisfaction
rating was 4.8 using DSCR compared to 3.6 using e-forms on a scale of 1–5 (P = 0.032).
3.2 Introduction
With an aging population, the need for nurses in nursing care centers is likely to increase.
For the safety and well-being of patients, improving the efficiency and productivity of
nurses is essential [56, 66]. One highly cost-effective solution is using useful tools to re-
duce their workload. An electronic health record (EHR) can be accessed on-demand and
potentially reduce medical errors, documentation time, and cost compared to the usual
paper form [51,150]. A different approach that has been studied and integrated into EHR
technology. For example, entering data into electronic forms (e-forms) on a smartphone
application [2,76] or using speech recognition technology, which is a technology that allows
spoken input into systems [29, 39, 137]. Speech recognition enables hands-free control of
various devices and helps to capture speech at a faster rate than type speed. However, this
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technology is far from user-friendly and requires preprocessing technique in speech recog-
nition, such as modifying record errors in conversion (from speech to text) or document
summarization from the free text format. These processes may increase documentation
time and workloads instead.
For that proposed, we present a dialogue system care record (DSCR) based on a smart-
phone that can accumulate and produce care records with the exact format at a fast pace
using speech. DSCR allows users to record the data by talking with the system agent in
natural conversation. The system detects users’ intention, recovers errors and parses into
discrete data fields in the valid format. We conduct experiments in a simulated situation
to examine the usability and feasibility of DSCR for recording systems of nursing care. We
compare documentation speed of DSCR with e-forms of a smartphone application. The
data used in experiments based on real nursing care activities, and it was preliminarily
evaluated with general users with a deep intuitive understanding of the system before
testing it with the nurses.
This paper is organized as follows: first, we examine the related works involving the
different strategies that applied to EHR technology. Next, we introduce our proposed
method behind DSCR. Then, we show the end-to-end system and describe each component
in detail. After, we present a preliminary performance evaluation. Finally, we discuss the
result obtained and the future direction.
3.3 Methods
In this section, we introduce the basic concepts of the dialogue system along with a way
of collecting care records. Then, we show the activity diagram of the user request process
of DSCR and describe its algorithm in detail.
3.3.1 Proposed Method
The initial step after getting a user request in a dialogue system is to understand the
intent correctly. If the dialogue system fails to understand the meaning of the user’s
request, it may lead to giving an inappropriate response or no response. To understand
the user’s intent correctly, we have focused on a frame-based system. The frame-based
system is designed for a task-oriented dialogue system to get information from the user
and complete it more efficiently. Here the problem is similar to form filling, which asks
the user questions to fill the slots (i.e., entities) in a frame (i.e., intent) and repeats until
all the questions have been asked. The goal of the frame-based system is to extract two
things from the user’s utterance. The first is the intent―what goals are users trying to
achieve. The second is an entity―the particular entities that the user intends the system
to understand from their utterance with respect to their intent [140]. The intents and
entities are mapped to the terms of input e-forms. For example, measuring vital signs has
a body temperature input field that requires an integer value greater than 0. An utterance
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can be expressed a “37 C of body temperature”, and the utterance should give an intent
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Fig. 3.1 A frame-based architecture and dialogue state in a dialogue system.
Figure 3.1 shows an architecture of the dialogue system, including four components.
Given an utterance, the natural language understanding (NLU) maps it into semantic
entities. The dialogue state tracker (DST) maintains the dialogue’s current state and the
entire set of entity constraints the user has expressed so far. The dialogue state represents
all information relevant to the system and handles unexpected input from the NLU. Based
on the state of the dialogue, the dialogue policy selects what the system should say next.
Then, natural language generates (NLG) generates the text of the response to its surface.
3.3.2 User Request Process
The process of DSCR is slightly different from traditional frame-based dialogue systems
because users are unnecessary to complete all records at the same time. With this classic
dialogue state, users cannot edit input instantly when they had an error input. They
have to wait until finish all processes or all required questions have been asked. For that
problem, we subdivide the dialogue of each record independently. In this way, we can
guarantee that each record is collected in the right format. Figure 3.2 shows the user
request process. Firstly, the user is made to enter the activity type. Then the system will
find the match activity type. If not found, the system will request users to enter again.
User requests are redirected to the different records. The system will check each record’s
input type and suggest possible values to the user in the incorrect format. Finally, the
system will return the confirmation response to the user.
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Fig. 3.2 An activity diagram of user request processes of each record.
3.3.3 Data Collection
An algorithm behind DSCR for making decisions matches a user utterance based on su-
pervised machine learning models so that data resource is crucial in the development of
effective intent classification model and modeling efforts in conversational. To collect rel-
evant information and generate alternative replies when talking with users. We use a
Machine-to-Machine (M2M) [105, 127] paradigm to collect training data. M2M is one of
the most popular data collection approaches among intelligent virtual assistants on the
market nowadays. The idea is to define a set of prompts for each intent and generate
dialogue templates with each prompt, then paraphrasing to natural language by a human.
Figure 3.3 shows the M2M data collection paradigm. Following this process, we can collect
all possible dialogue flows without ambiguous semantics. In our experiments, we ask three
users for paraphrasing jobs and ask them to write several constructive paraphrases of each

















Fig. 3.3 The Machine-to-machine (M2M) paradigm.
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3.4 Implementation
We develop DSCR that runs on Google Assistant [44] to examine the usability and fea-
sibility of the system. Figure 3.4 shows a high-level architecture of DSCR, including
the dialogue application and the dialogue web server. Each architectural component is



















Fig. 3.4 A high-level architecture of dialogue system care record (DSCR).
3.4.1 Dialogue System Application
The dialogue system application is the communication channel between the bot and the
user. We use Dialogflow [43] for building conversational interfaces. Dialogflow is a cloud-
based NLU platform that provides a web interface to create bots, making it easy to create
initial bots. It also facilitates integration with Google Assistant that provides automatic
speech recognition for converting speech to text on-device. We used Dialogflow to handle
intent classification and entity classification. Dialogflow classifies the intent by applying
machine learning models. We can train a classifier by adding training phrases to map
from sentences to intents and a sequence model to map from sentences to slot fillers. The
training phase is a list of possible user inputs that we expect users would say to our bot to
trigger the intent). Dialogflow invokes the specific intent if the training phrases and the
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input contexts are matched. We created a list of intents and for each intent, provide a set
of training phrases representing what a typical user may say for that intent by using The
Machine-to-machine (M2M) paradigm (See in Section 3.3.3).
3.4.2 Dialogue System Web Server
The dialogue web server is the main class that handles communication between the bot
and the user. We use NodeJS to construct the back-end web server. It manages the
conversation state and generates responses via an HTTPS callback webhook (a webhook
is an HTTP callback that automatically occurs when certain things happen). All successful
records were stored as JSON and synced real-time data to cloud storage. Finally, users
can see all records on the web visualization dashboard.
3.5 Experimental Setup
To assess our hypotheses, we designed a series of user studies tailored to the use scenarios,
with five activities based on real practical nursing care. Each activity included various
record types, which are explained in detail in Table 3.1. Each activity was tested with 12
participants―3 males and 9 females with ages ranging from 24 to 35. The participants were
asked to perform 2 tasks, including (1) entering data on e-forms of a mobile application;
(2) entering data by talking with the dialogue system agent on the Google Assistant
application. After completing the task, participants were asked to answer a questionnaire
related to their experience, satisfaction, and further details. Figure 3.5 shows an example
of screens of each application that participants were asked to complete.
3.6 Preliminary Evaluation
Here, we examine the feasibility of DSCR by evaluating documentation speed and task
error rates from a set of dialogues produced by the interaction of the system with each
user. Then, we explore users’ feedback regarding the usability of DSCR for nursing care
documentation.
3.6.1 Measures of the Dialogue System Feasibility
We conducted a paired sample t-test to compare documentation speed and user satisfaction
between DSCR and e-forms, all significant, with p <0.05, two-tailed tests, with n = 12.
Table 3.2 shows the average documentation speed in DSCR and e-forms. Participants
documented the average of 27.29 (SD 2.47) second per activity when used DSCR and 32.76
(SD 2.49) second per activity when used e-forms. The overall increase in documentation
speed through DSCR was 15% (P = 0.012). Figure 3.6 shows documentation speed in the
DSCR and e-forms of each activity performed by users.
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Vital signs
Fig. 3.5 Screenshots of the e-forms on Android app (left) and DSCR runs on Google
Assistant (right).
We then evaluate the quality of the DSCR by measuring error rates (see in Table 3.3).
DSCR does not recognize user input on the average 28.2% of all utterances. When looking
at errors in the conversation and the subsequent intentions invoked, we found that 24.5% of
mistakes occur from speech recognition, which leads to misinterpretation, such as speakers’
pronunciation errors. We accept that it is usual for the development that these technologies
get things wrong on occasion. However, speech recognition improvements will ensure
you have satisfied users, with only 3.7% of errors arise from understanding the users’
intention. These mismatches occur when the system fails to match the user utterance
to an appropriate intent, usually due to not matching intent training phrases or entity
values. However, it is not a concern for our records because our methods provide the
functionalities that users can validate and edit their data to make accurate before storing
in the database.
3.6.2 Measures of the Dialogue System Usability
We used a 5-point Likert scale on online survey forms to ask for the users’ experience
using DSCR. The survey helps us answer specific questions, and the results are easy to
interpret since users are arranged on a scale we have configured. Each of these questions
would then have a set number of responses for users to choose from, respectively: (1 =
Highly Dissatisfied, 2 = Dissatisfied, 3 = Neutral, 4 = Satisfied, 5 = Highly Satisfied).
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Table 3.1 List of records.
Activity Record Type Possible Values
Measuring Maximum blood pressure Input greater than or equal to 0
vital signs Minimum blood pressure Input greater than or equal to 0
Pulse beat (bpm) Input greater than or equal to 0
Body temperature (c) Input greater than or equal to 0
Weight (kg) Input greater than or equal to 0
Height (cm) Input greater than or equal to 0
Note Text e.g., being sick, skin colors, have a fever, pain complaint
Meal and Meal assistance Select self-reliance, setting only, partial care, full care
medication Dietary volume Select 0 to 10
Meal size Select 0 to 10
Amount of water Select 0 to 500
Medication Select self-reliance, assistance, no medication
Note Text e.g., dysphagia, appetite loss, using ThickenUp clear
Oral care Oral cleaning Select self-reliance, setting only, partial care, full care, no cleaning
Denture cleaning Select use of detergent, wash in water, no cleaning
Note Text e.g., using sponge brush, using interdental brush,
using dental floss ,oral wound
Excretion Method of excretion Select toilet, portable toilet, urinal, on the bed
Excretion assistance Select self-reliance, setting only, partial care, full care
Mode of Excretion Select defecation, urination, fecal incontinence,
urinary incontinence, no excretion
Urine volume Select small, medium, large, no choice
Defecation volume Select small, medium, large, no choice
Type of Waste Select watery mail, muddy stool, ordinary,
hard stool, colo flight, no choice
Diapering Select putt exchange, rehapan replacement,
diaper change, wipe, vulva cleaning, change assistance
Note Text e.g., hematuria, bloody stools, a tight stomach
Bathing Bathing method Select general bath, shower bath, machine bath, wipe,
it was planned to bathe but there was no conduct
Bathing assistance Select self-reliance, setting only, partial care, full care
Use of bath aids Text e.g., shower carry use
Table 3.2 Average record speed of the dialogue system and e-forms that users per-
formed of each activity.
Experiment Descriptive Vital Signs Meal Med Oral Care Excretion Bathing
Dialogue Mean 25.07 26.8 18.61 40.45 27.53 27.69
Std 2.84 3.32 1.57 3.23 1.42 2.47
Min 20.97 22.47 16.3 36.12 25.2 24.21
Max 29.54 31.7 21.32 44.76 29 31.26
E-forms Mean 31.31 35.82 22.03 44.77 29.88 32.76
Std 2.15 2.86 2.38 3.13 1.96 2.49
Min 28.35 31.29 18.27 40.34 27.18 29.08
Max 34.17 39.83 26.09 49.59 32.82 36.5
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Fig. 3.6 Speed in the documentation of dialogue-based and e-forms of each activity
that performed by users.
Table 3.3 Error rates of each activity in recognizing speech and in predicting inten-
tion of users.
Activity Speech Error Intent Error
Measuring vital signs 6.4% 0.8%
Meal & Medication 3.2% 0.8%




The survey contained questions about user satisfaction from using the system as follows:
– Q1: Was the system easy to understand?
– Q2: Did the system understand what you said?
– Q3: Was it easy to record the information you wanted?
– Q4: Was the pace of interaction with the system appropriate?
– Q5: Did you know what you could say at each point in the dialogue?
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Figure 3.7 shows user satisfaction relative to the usability of DSCR. We found that users
were satisfied with Q1, Q3, and Q4. These indicated that the DSCR is simple enough to
understand, the process of recording was relatively straightforward, and the interaction
appropriate. However, in Q2 and Q5, the number is smaller than we expect. We assumed
that some users were dissatisfied in Q5 because we did not show the participants the task
description while working on the task, so the main problem that users would face was not
knowing what they should say to the system. While in Q2, speech recognition quality is
of evident influence on user satisfaction, which shows sufficiently high error rates. We
also asked participants to compare DSCR and e-forms. Participants self-assessed their
satisfaction on a scale of 1–5, the same as with the other questions. Statistical analysis
was done using the paired sample t-test. The participants’ average satisfaction rating
was 4.8 (SD 0.39) using DSCR and 3.6 (SD 0.48) when using e-forms. DSCR use was
significantly higher than the use of e-forms (P = 0.032). The main reasons are the ease of
setup and use.
Fig. 3.7 User satisfaction in the use of dialogue system. The mean is represented by
the triangle and the median is the horizontal line.
3.7 Limitations and Future Research
3.7.1 User Interface
The main limitations of the system are the recording interface. Since users have to take
the initiative record, although, with this method, they can reduce the activity state space
since user actions are only allowed at specific points in the dialogue; however, users cannot
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see record details and remember what they have to record. Also, users cannot see their
records in real-time as they can do in the e-forms. They have to log on to the smartphone
and see history on the web site. Free form text fields cannot be validated immediately,
and users cannot select specific positions the same as they can move the caret position
to delete in input forms as they have to delete all records and start recording again from
the beginning. We believe combining e-forms and the dialogue system in the same system
will help improve the user experience. For example, users see the input fields of e-forms
on the smart app and record with their voice. Then, the system converts speech to text
and adds value to text input fields instantly.
3.7.2 Internet Connection
The current system requires an internet connection because we built it on top of Google
Assistant and used Dialogflow APIs for handling conversational flows. In future works,
we have planned to implement a dialogue system in our Android application (See in
Figure 3.5). We also proposed solutions to take network connection problems into account.
For example, we can use the speech recognition library (e.g., Cloud Speech-to-Text API
Client Library for Java) to use offline speech recognition. We can build our classification
models using on-device machine learning to classify intents and entities. We can also store
data in local storage and automatically upload data or sync it to the server when the
phone has an internet connection.
3.8 Conclusions
In this paper, we present DSCR, the spoken dialogue system for nursing care records.
DSCR integrates speech recognition and natural language understanding through mobile
technology, which improves the accuracy of nursing care records compared to the system
using speech recognition without dialogue. Our evaluation data indicated DSCR increases
the speed of documentation when compared to e-forms. Also, users are satisfied with




Integrating the Dialogue System and
Nursing Records on Smartphones
4.1 Abstract
Background and Objective: This study describes the integration of a spoken dialogue
system and nursing records on an Android smartphone application intending to help nurses
reduce documentation time and improve the overall experience of a healthcare setting. The
application also incorporates with collecting personal sensor data and activity labels for
activity recognition.
Methods: We developed a joint model based on a bidirectional long-short term mem-
ory and conditional random fields (Bi-LSTM-CRF) to identify user intention and extract
record details from user utterances. Then, we transformed unstructured data into record
inputs on the smartphone application.
Results: The joint model achieved the highest F1-score at 96.79%. Moreover, we con-
ducted an experiment to demonstrate the proposed model’s capability and feasibility in
recording in realistic settings. Our preliminary evaluation results indicate that when using
the dialogue-based, we could increase the percentage of documentation speed to 58.13%
compared to the traditional keyboard-based.
Conclusions: Based on our findings, we highlight critical and promising future research
directions regarding the design of the efficient spoken dialogue system and nursing records.
4.2 Introduction
Natural language understanding (NLU) is considered a core component in implementing
dialogue systems, which helps to understand the purpose of a user’s utterances (intent) and
extract pieces of valuable information present in the utterance (entity). For example, con-
sider the user utterance“Pt. given Albumin 25gms x 1”, the intent is giving the medication,
and the following entities are Albumin (drug) 25gms, (strength), and 1 (dosage). Intent
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classification is a classification problem that predicts the intent label yi and entity extrac-
tion is a sequence labeling task that labels the input word sequence x = (x1, x2, ..., xT ),
with the entity label sequence ys = (ys1, ys2, ..., ysT ). With rapid advances in neural net-
work and deep learning, recurrent neural network (RNN) based approaches, especially
long short-term memory (LSTM) models have achieved state-of-the-art performance for
more complex text classification tasks. Since it can address the problem of vanishing gra-
dients, capture long-term dependencies. Besides, decoding with a linear chain Conditional
Random Field (CRF) in the output layer, this architecture is now performing promising
performance in sequence labeling tasks [53]. Recently, researches begin focusing on train-
ing the joint model to exploit the dependencies between two separate tasks and improve
the performance over independent models [41,48,85].
Given their expanding capabilities and widespread availability, we introduce the de-
velopment of a spoken dialogue system to collect nursing records intending for reducing
documentation time and workload. The proposed approach is implemented as an applica-
tion that can run on Android smartphones focused on end-users (nurses) and their software
interactions. The application is also combined with collecting personal sensor data and
activity labels for activity recognition. Our primary research contributions include:
• Design the application’s core functionality and data model to provide the system
with advanced dialogue capabilities;
• Develop a joint model based on a Bidirectional Long Short-Term Memory Network
(Bi-LSTM) with the CRF model for intent classification and extracting extraction
to form a semantic parse for user utterances;
• Conduct a preliminary experiment to evaluate system performance regarding doc-
umentation speed.
The remainder of the paper is organized as follows. First, we describe the background
of our study and examine the related works involving the strategies applied to intent
classification and entity extraction on EHRs in section 4.3. In section 4.4, we introduce
the system design, the smartphone application, and the implantation. In section 4.5, we
present the proposed joint model. In section 4.6, we explain the dataset and metrics for
evaluation. In section 4.7, we clarify the result obtained. Finally, we discuss the future
direction and conclude the paper in sections 4.8 and 4.9.
4.3 Background and related work
Natural language processing (NLP) can effectively extract and transform provenance terms
from unstructured into structured data, helping users find the information necessary to
deliver care efficiently and computers to understand and use to predict future outcomes.
Continuing research into machine learning and deep neural networks yield higher levels of
accuracy than more traditional frameworks because many concepts and terms in clinical
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narratives make the creation of such a system a demanding task [74,90].
With the rise of advancement in NLP research, especially in intent classification and
entity extraction tasks, these approaches are mainly using standard RNN. The LSTM
is an improvement of the general RNN, which possesses a vanishing gradient problem
by incorporating gating functions into their state dynamics and utilizes a memory cell
that may maintain its state value over a long time. The Bi-LSTM is an extension of the
traditional LSTM. It is a combination of two LSTMs, one runs forward from right to
left, and one runs backward from left to right, which can provide additional context to
the network. The CRF is the standard for sequential prediction problems, which uses a
probabilistic graphical model to model sequential data such as word labels in a sentence.
The combination of Bi-LSTM and CRF models [53] shows state of the art a state-of-the-
art approach to entity extraction tasks. Recently, there has been some researches on joint
intent classification and entity extraction. Guo et al. [46] developed a recursive neural
network framework to perform intent classification, concurrently with entity extraction,
in one jointly trained model. Hakkani-Tür et al. [48] presented a sequence-based joint
model using Bi-LSTM. Liu et al. [85] proposed an attention-based neural network model.
goo2018slot introduced a slot-gated mechanism that achieves better performance than the
attention-based models. Recently, Goo et al. [22] presented the joint model based on a
new language representation model, BERT (Bidirectional Encoder Representations from
Transformers).
Several studies showed a positive impact of intent classification and entity extraction on
EHRs. Jagannatha et al. [59] applied LSTMs for classifying relations from clinical notes
and extend CRFs to improve the accurate phrase detection of various medical entities. Liu
et al. [87] also used LSTMs for clinical entity extraction and protected health information
recognition. Wei et al. [157] combined CRFs and Bi-RNNs for disease and chemical entities
recognition in scientific articles. Chalapathy et al. [18] combined all Bi-LSTM-CRF for
clinical concept extraction. Joint modeling approaches also introduced in the biomedical
domain. Wang et al. [152] proposed a joint learning framework for biomedical entities
across differently labeled corpora. Leaman et al. [77] used a semi-Markov model for joint
entity extraction and normalization on The NCBI disease corpus and the BioCreative V
Chemical-Disease Relation (CDR) corpus. Lee et al. [79] performed joint entity extraction
and normalization for diseases in the biomedical text using the CRF-based model. Cho et
al. [23] extract information from biomedical articles by incorporating n-grams model with
Bi-LSTM-CRF. Li et al. [82] proposed a neural joint model combining convolutional neural
network (CNN) and Bi-LSTM to extract biomedical entities as well as their relations
simultaneously (e.g., adverse drug events between drug and disease entities). Inspired
by their work, we applied the Bi-LSTM-CRF based joint intent classification and entity
extraction model and integrated it into our application.
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4.4 System design and implementation
This section details the design of the core functionality and user interface of the dialogue
system. It first describes our existing smartphone application and the user input pro-
cess and then discusses the authoring process, in which the dialogue system integrates.
Note that the work described in this paper builds on our previous efforts in building the
smartphone application for activity recognition and nursing care records [55].
4.4.1 Smartphone application
The application was implemented for the operating systems Android called FonLog. The
application aims to collect nursing care records at nursing care facilities and activity
labels (activities performed by the nurse) and sensors for activity recognition. By inte-
grating activity recognition and nursing care records, we can enhance the usage of activity
recognition. For example, recognizing the activities automatically from the sensors and
suggesting nurses record them automatically, building a prediction model to predict the
near future, such as tomorrow’s care activities for residents, by which nurses can prepare
for the residents’ unexpected events.
Sensor data are collected continuously from sensors in the background tasks. Activities
are temporal information with specific duration; therefore, it is important to record both
the start and finish times. For this reason, we provided the data labeling screen that has
this function. Figure 4.1 displays two screenshots of the FonLog application. Figure 4.1
(left) shows the main screen for recording activities, which includes three columns: the
activity types are in the left column, the target users are in the middle column, and activity
labels are in the right column. When activities and targets are selected, activity labels are
generated. The user can tap the (▶) activity label to record (⊙) and depress it again to
end a recording (✓). The record form in Figure 4.1 (right) will appear by long-pressing the
activity label in the right column. The sensor data and activity labels are written locally
on the end user’s device in the JSON format and periodically uploaded to the cloud when
the smartphone is connected via WiFi or mobile data. Additionally, data will be deleted
from the phone’s internal memory when the transmission is successfully executed. This
approach ensures that the application’s core functionality will still work in the absence of
a reliable network connection.
Since in previous work, users can only record activities by tapping activity label boxes
on the screen and input details by typing on a keyboard. One challenge in a real-life
setting is that nurses cannot record activities while taking care of residents. They had to
complete the record before or later (e.g., only at the end of their workday) that it may
cause errors in forgetting to input activities accurately resulted in the reported and real
activity timestamps are not synchronized. In this work, we extend the types of input
by using the dialogue system. Users can tap on the microphone icon in the toolbar to
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speech label the activity. For example, if the user says, “Patient A received a total of
3 mg of morphine sulfate and one tab of Vicodin for pain 5 minutes ago”, the system
will automatically generate the medication activity label with the timestamp and record
details to the right column. Users can also tab each activity dialog to speech record, as
in Figure 4.2 (left). The utterance was sent to the cloud server for extracting entities and
returned as input records, as in Figure 4.2 (right). The speech recognition implemented
is built-in Google speech recognition in Android.
Fig. 4.1 Screenshots of a smartphone application called FonLog: (left) The screen
for recording activities. (right) The screen for recording care details.
4.4.2 Dialogue model
We designed the dialogue model that follows the record structure on our smartphone ap-
plication. The data structure is flexible based on the different records of each activity type.
Note that we have developed the web service to allow nurses or healthcare professionals
to create customized records to adapt to each specific case for their facility. In order to
be able to manage the entire amount of data that is generated and provide interoperabil-
ity between different healthcare systems, the records will be stored in the same format.
Principally each record includes the following information:
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Fig. 4.2 Screenshots of a smartphone application called FonLog: (left) The screen
for voice inputting records. (right) The system automatically extracts care details
for each input field.
• Activity type (e.g., medication, skin and wound care, urine and stool assessment, and
vital signs measurements);
• Information for one or more target residents, depending on the individual business (e.g.,
a patient’s name, a patient’s room number, a patient’s identification);
• The execution time of activity (start and finish times);
• Care records linked with activity. For example, medication can have multiple drug
attributes such as drug name, strength, dosage, and frequency.
We transform this format to dialogue terms and NLU concepts, including utterances,
intents, and entities.
• Utterance: an oral or written statement;
• Intent: a purpose of a user’s input (activity types);
• Entity: a specific context for an intent (record details).
For example, if the users say,“Given the standing dose of 650mg of Tylenol”, the entire
sentence is the utterance. The intent is to record the medication that the patient takes.
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The entities are Tylenol (drug name) and 650mg (strength). Moreover, each activity can
be targeted to either single or multiple residents (see Figure 4.1 in the middle column).
So, it is possible to specify a patient in the utterance; for example, “Patient A is given
an additional 80 meq of potassium”. The entities are Patient A (target user), 80 meq
(strength), and potassium (drug name).
The record can also include the start and finish times of the activities (see Figure 4.2
at the bottom of the dialog). For example, if the users say,“finished the record 5 minutes
ago”. The entities are finished (action) and 5 minutes ago (timestamp). Since temporal
expressions can be represented in many ways, a separate task is identified and called
temporal expression recognition [5]. For example, Noon Saturday, 24:00 Friday, or 00:00
Saturday, are the same time for midnight before Saturday morning. Also, it can be sub-
divided into several categories. For example, the user may use some common signal words
with present continuous like now, at the moment, this week to current record activities,
or mention the time when the action was completed with an adverb or adverbial phrase
like yesterday and two hours ago to record past activities.
4.5 Model
This section describes the joint model of intent classification and entity extraction to
classify and extract activity labels and care records from user utterances. Thus, the
application can exploit the model to record data efficiently. The structure of the model
is shown in Figure 4.3. The overall model consists of four parts: embedding layer, first
Bi-LSTM layer for intent classification, second Bi-LSTM layer for entity extraction, and
CRF layer. The details of each component are described in the following sections.
4.5.1 Embeddings
Word embeddings are low-dimensional, learned continuous vector representations of dis-
crete variables, and improved over sparse representations used in traditional representa-
tions, such as one-hot representation. These embeddings are usually trained in an unsuper-
vised way on a large corpus and then fine-tuned during supervised training. In this layer,
embedding is done on three granularity levels to model the query utterance, including
word, character, and part-of-speech (POS) tags.
Word level embedding captures the semantic meaning of words in the utterances, where
each tokenized word is embedded into a 100-dimensional vector from the GloVe (Global
Vectors for Word Representation) pre-trained embeddings [113]. The GloVe is trained
on 6 billion tokens of Wikipedia 2014 and Gigaword 5. Words not present in the set of
pre-trained words are initialized by randomly sampling from a uniform distribution in [－
0.1, 0.1]. Through the pre-trained embedding table lookup operation, the input sentence
is represented as a sequence of vectors [x]T1 = (x1, x2, ..., xT ), where T is the length of the
sentence.
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Since the GloVe deals with out-of-vocabulary (OOV) words by merely assigning them
some random vector values, character level embeddings will be particularly significant in
this context, given that medical terminology often uses words created using morphological
derivation such as prefixes (e.g., di-, hyper-) and suffixes (e.g., -ase, -ologist). Character
level embedding uses the Bi-LSTM to encode the word via its letters with 30 dimensions
and 30 hidden units.
POS tags were generated by a spaCy library (https://spacy.io) to distinguish ad-
ditional lexical and grammatical properties of words. These tags are the universal POS
categories such as ADJ (adjective), ADP (adposition), or and ADV (adverb). These values
are also represented as continuous vectors in embedding spaces. Finally, the three contin-
uous representations are concatenated as the assembled feature embedding and then fed
into the Bi-LSTM-CRF network.
4.5.2 Bi-LSTM-CRF
After the embedding layer, the model contained two Bi-LSTM layers. The first Bi-LSTM
layer extracted the last hidden states and followed by a fully connected layer with softmax
activation, which predicts intent. The second Bi-LSTM layer outputs are passed to the
CRF layer, which extracts entities. Each layer contains two sub-layers for the forward and
backward sequence context, respectively, where the hidden to hidden connections flow in
opposite temporal order; therefore, the model can exploit information from both the past
and the future. The output [h]T1 = (hf1, hf2, ..., hfT ) is obtained by connecting the output
of the forward LSTM and the output of the backward LSTM [h]T1 = (hb1, hb2, ..., hbT ),
where ht is the representation of Xt.
The CRF is a probabilistic undirected graphical model that can consider the joint prob-
ability distribution of the output sequence of labels. So, it is added to the last layer to
extract entities. After decoding by the CRF, the log-likelihood is maximized for the entire
sentence to select the target word’s best tag. For example, in Figure 4.3, when the target
word is elbow, all the neighbor words in a window (right and forearm) are considered to
generate the tag.
The model was implemented with Python and TensorFlow (https://www.tensorflow.
org). We trained the network with a random subset containing 90% of the remaining 10%
for the final test. All hidden layers are set up with 100 cells. Parameters were optimized
using the Adam optimizer and the categorical cross-entropy as the loss function. The
training was conducted with a batch size of 32, a maximum length of 75, a learning rate
of 0.001, and 20 training epochs. To prevent overfitting, we also applied dropout with a
dropout rate of 0.2 within the Bi-LSTM layer.
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Fig. 4.3 A high-level view of the joint intent classification and entity extraction model.
4.6 Experimental setup
This section described the experimental setup, including the dataset and preprocessing
steps, and evaluation metrics used for evaluating the model.
4.6.1 Dataset
For the evaluation of our approach, we used the MIMIC-III (Medical Information Mart for
Intensive Care) clinical notes database [60]. This database provides data of approximately
40,000 patients treated in an intensive care unit (ICU) at the Beth Israel Deaconess Med-
ical Center between 2001 and 2012. We used the data from the NOTEEVENTS table
and filtered these by category Nursing. Since nursing notes were mostly unstructured
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Table 4.1 Statistics of the training dataset.
Records 2,260
Number of tokens 269,918
Number of unique tokens 2,193
Avg. number of tokens per record 120
Number of intents 3
Number of entities 21
Avg. number of entities per record 4
and contained different information such as chief complaint, current condition, history of
present illness, laboratory test reports, further plans, and actions, we used regular expres-
sions for extracting paragraphs related to actions (activity) and assessments. Then we
selected only sentences containing medication terms, skin and wound care, and urine and
stool assessment activities for preliminary evaluation. The statistics of the training set are
shown in Table 4.1.
For the medication activity, we labeled entities using the Med7 library [73]. Med7 is
the identification of 7 medication-related concepts, drug names, dosage, duration, form,
frequency, route of administration, and strength. We manually labeled entities by follow-
ing coding nursing problems in EHRs from systematized nomenclature of medicine clinical
terms (SNOMED CT) for the skin-wound care and urine-stool assessment activities. For
example, Diaphoretic, a value of the skin condition entity, can be mapped to excessive
sweating (finding) and Rash, a value of the skin surface entity can be mapped to an erup-
tion of skin (disorder) in SNOMED Fully Specified Name (FSN). All sensitive information
was removed before labeling. Table 4.2 shows an example of entities.
To build the final datasets for training the model, we have to convert the text to a
sequence labeling format. Two principal forms of sequence labeling are token labeling
or an individual the POS of each word and span labeling or syntactic chunks. First, we
tokenized a sentence into a list of words and assigned POS for each word using the spaCy
library. This list is then converted back to a string and transformed into the BIO tagging
format. BIO is the standard way to represent chunk structures. B, I, and O denote the
beginning of, inside and outside of the chunk. Table 4.3 presents an example of a dataset.
4.6.2 Evaluation metric
We evaluated the system performance following two aspects: data quality and documen-
tation speed. Data quality relies on the extraction model’s effectiveness, measured by
accuracy, precision, recall, and F1-score. We also implemented separate models, which
are similar to the joint model except that there is only one task. There is the embedding
representation layer, the sequence representation layer, and the local softmax or the CRF
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Table 4.2 An example of entities for each activity.
Entity types Values
Medication
Drug names Lasix, Azithromycin, Docusate, Cefepime
Dosage 4L, bolus, sliding scale, stress dose, 10u
Duration over an hr, for 6 hrs, x3 days
Form Neb, Powder, Cream, Patch, Lotion, MDI
Frequency every 4 hours, PRN, TID, Q2-3 hr
Route gtt, PO, IV, face tent, SC, oral, drip, NC
Strength 120mg, 60cc/hr, 1000units/hr, 1mcq
Skin-Wound-Care
Position both buttock, right cheek, coccyx
Size small, large, dime, numerous
Surface bruise, tears, abrasions, hematoma, blisters
Temperature cool, warm, hot
Color red, pink, purple blanches, dark, dusky
Cream criticaid, antifungal, duoderm, aloe vesta
Dressing mepilex, adaptic, xeroform, kerlix, allevyn
Condition dry, clammy, moist, friable, tenderness
Urine-Stool-Assess
Volume small, moderate, large, copious, sufficient
Type loose, murky, maroon, liquid, milky, watery
Symptom blood, cdiff, sediment, heme, guiac pos
Method mushroom, foley, flexiseal, hygiene pads
Color brownish, amber, pale yellow, melana
Mode urine, stool
layer.
For documentation speed, we assessed by having six participants with English fluency
interact with the system and compared two different input types, one text-based by typing
on the keyboard and one voice-based by using the proposed dialogue system. We randomly
assigned each participant to record ten giving cases for each activity, making 90 use cases.
A paired sample t-test was performed to test for significant differences in the mean scores
for these two categories, which was considered significantly different when the p-value was
less than 0.05.
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Table 4.3 An example of a training dataset.
Query: Remains on D10 gtt at 100 cc/hr
Intent: Medication
Entity: O O B-DRUG B-ROUTE O B-STRENGTH
I-STRENGTH I-STRENGTH I-STRENGTH
POS: VERB ADP PROPN NOUN ADP NUM NOUN
SYM NOUN
Query: Skin tears right forearm elbow
Intent: Skin-Wound-Care
Entity: O B-SURFACE B-POS I-POS I-POS
POS: NOUN VERB ADP NOUN NOUN
Query: Patient continuously passing large loose stools
Intent: Urine-Stool-Assess
Entity: O O O B-VOLUME B-TYPE B-MODE
POS: NOUN ADV VERB ADJ ADJ NOUN
4.7 Results
In this section, we present our empirical results. We start by appraising the joint model
performance and then evaluating documentation speed from a set of dialogues produced
by the system’s interaction with each user.
4.7.1 Model performance
Our results show that the proposed model can successfully perform both intent classi-
fication and entity extraction tasks. The model performance is reported in Table 4.4.
Accuracy ranges between 95% and 97%. The joint model slightly outperforms separate
models for two tasks, showing that joint training is sufficient. The joint model is way more
effective as it assists in resource and parameter sharing across tasks and reduces training
time for training two models separately. The average time for training one epoch using
the joint model was 46 seconds, while separate models were 165 seconds. It is especially
well suited for on-device training where we need to avoid the redundancy of training deep
learning models that might decrease the computation cost of the model and optimize it
for run time memory, battery utilization, and CPU usage.
The overall results - the precision, recall, F1 metrics of each intent and entity are
reported in Table 4.5 and Table 4.6. In summary, the model achieves intent classification
accuracy of 97.35%, and the best F1-score in the subset is 98.43% for Urine-Stool-Assess,
that might have been because it tends to be general and appears less domain-specific words
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Table 4.4 Comparison of joint model and separate model.
Model Precision Recall F1
Intent only 96.11 96.53 96.31
Entity only 95.41 95.63 95.51
Joint (intent and entity) 96.73 97.06 96.79
than other activities. While the model achieves entity extraction F1-score of 96.77%, and
the best F1-score in the subset is 91.45% for B-ROUTE (except for PAD and O, which
are reserved for padding and unknown words).
Table 4.5 A performance of intent classification.
Precision Recall F1
Medication 98.21 90.16 94.02
Skin-Wound-Care 95.24 90.91 93.02
Urine-Stool-Assess 97.46 99.42 98.43
Accuracy 97.35
Macro Avg. 96.97 93.50 95.16
Weighted Accuracy 97.34 97.35 97.31
4.7.2 Speed performance
Table 4.7 shows the average documentation speed using the dialogue system and the key-
board. Participants documented the average of 11.42 (SD = 4.82) seconds when used the
dialogue system and 27.28 (SD = 6.74) seconds when used the keyboard. The overall
increase in documentation speed through the dialogue system was 58.13% (P = 0.000011).
Figure 4.4 shows the documentation speed using the dialogue system and the keyboard.
(right) Speed comparison of users. (left) Speed comparison of activities. The skin-wound-
assess activity took the longest time (725.18 sec) in the dialogue task, as it has the longest
document (mean = 49.3) in the document set. The medication and urine activities’ speed
was relatively the same (679.78 sec) and (679.78 sec), respectively. In contrast, the med-
ication activity took the longest time in the keyboard task, considering it includes drug
names, which are tricky to remember and spell.
Table 4.8 shows an example of utterances across all users. We can see that typing on
the keyboard for each record takes more time for the user than using voice-based on the
dialogue system (± 443.74 seconds).
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Table 4.6 A performance of entity extraction.
Precision Recall F1
B-DOSAGE 66.67 72.38 69.41
B-DRUG 91.59 8495 88.15
B-FORM 35.29 20.00 25.53
B-FREQUENCY 70.51 45.83 55.56
B-ROUTE 87.61 95.65 91.45
B-STRENGTH 84.14 71.35 77.22
B-CREAM 33.33 03.85 06.90
B-DRESSING 11.11 21.43 14.63
B-POSITION 34.06 79.66 47.72
B-SURFACE 17.39 11.43 13.79
B-MODE 61.90 76.47 68.42
I-DOSAGE 37.84 51.85 43.75
I-DRUG 26.47 21.95 24.00
I-FREQUENCY 37.50 36.49 36.99
I-STRENGTH 93.60 89.10 91.30
I-CREAM 60.00 09.68 16.67
I-POSITION 26.83 35.48 30.56
O 97.18 98.49 97.83
PAD 100 100 100
Accuracy 96.77
Macro Avg. 32.48 32.35 31.12
Weighted Accuracy 96.12 96.77 96.26
Table 4.7 Average documentation speed of the dialogue system and the keyboard.







Although the results seem promising overall, we identified several challenges that need to
be addressed in future work. First, we need to consider that the extraction model is built
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Fig. 4.4 Documentation speed of the dialogue system and the keyboard: (left) Speed
comparison of activities. (right) Speed comparison of users.
upon quite large and high-quality labeled data, which is expensive to obtain, especially
in the nursing care domain that requires domain experts to label the data. Unsupervised
learning and transfer learning approaches will be investigated to eliminate this need. For
example, using pre-trained embedding models trained on PubMed and clinical notes (such
as BioBERT, BlueBERT) represent the word. Then, cluster entities are based on semantic
similarity. We can also consider augmentation techniques to inflate textual datasets such
as back-translation, substituting synonyms, or text generation.
Second, we observe that data preprocessing is a crucial phase. Different processing ap-
proaches can lead to very different results, especially for unstructured data in nurse records
used in day-to-day operations to understand the progress and treatment of patients, which
have diverse and incompleteness characteristics. Different types of records require differ-
ent processing steps. For example, vital signs records contain more numerical attributes
(e.g., In the ED, his initial vital signs were T 98.7, BP 131/80, HR 86, RR 18, O2sat 100%
RA), while the most values of transferring patients records are non-numerical attributes
(e.g., moving from lying position in bed to dangle position, and also getting OOB with
the assist to chair). These make it challenging to carry out classic preprocessing directly
and need to consider complex processing methods (e.g., masking some values with unique
tokens, finding the relationship between attribute and value).
Third, although, we do not focus on implementing speech recognition (speech-to-text)
system in this work. We found that the general system is woefully inadequate for med-
ical terminology, affecting the data quality and documentation time. We may consider
speech recognition systems that included medical vocabularies or designed for medical
conversations and speech repair methods for command correction.
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Table 4.8 An example of utterances and time used for recording cross
all users (KB=Keyboard, DS=Dialogue system)
Utterances KB DS
Patient has a small skin tear noted on his coccyx 17.39 5.05
Iv levophed started to maintain Map > 70 39.01 5.15
Throughout the night pale yellow urine sediment 34.07 5.15
Pt skin is itchy and pt is constantly scratching 35.69 5.16
Urine output at beginning of shift amberish 32.35 5.30
Urine very cloudy with large amount of sediment 17.25 5.37
Multiple abrasions road rash contusions hematomas 20.40 5.37
Urine appears to be increasingly concentrated 31.92 5.38
Urine output reduced to 20 mls hr at 2200 hrs 32.53 5.42
Extra po lopressor given, dose increased 29.42 5.47
Scrotal edema with skin sloughing vac dsg intact 26.94 5.51
Mouth care q4 hrs. Nystatin started 33.27 5.66
Tylenol given, anti biotics as ordered 35.70 5.66
Right leg with less erythema and tenderness today 31.74 5.77
Abg taken, pain meds given as ordered 18.84 5.78
Pt continues to have liquid dark green stool 29.89 5.95
Continued on PO diltiazem 120 mgs q6 hrs 17.30 6.12
Flexiseal draining greenish brown liquid stool 39.95 6.29
Stage 3 on coccyx with yellow and red wound base 19.40 6.29
Ordered for and transfused 1 unit PRBC 30.26 6.30
Total 557.03 113.28
4.9 Conclusions
In this study, we introduced integrating the spoken dialogue system into nursing care
records on the smartphone application. We evaluated the proposed joint model to exam-
ine its generality. Additionally, we designed, implemented, and deployed the systems for a
verification study. Our preliminary evaluation results indicated that the proposed method
outperforms the traditional manner by approximately 58.13% regarding the documenta-
tion speed. Based on our findings, we pointed out promising future research directions
regarding the design of the efficient spoken dialogue system for the nursing care recording.
Continuing from what we found in this study, we are planning to perform further analysis
considering activity data collection along with care records in real settings. Besides, we
will focus on more solutions to be multilingual and adapt quickly to situations where there
are little or no training data.
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Chapter 5
A Dialogue-Based Annotation for
Activity Recognition
5.1 Abstract
This paper presents a method to collect training labels for human activity recognition
by using a dialogue system. To show the feasibility of using dialogue-based annotation,
we implemented the dialogue system and conducted experiments in the lab setting. The
preliminary performance of activity recognition attained the f-measure of 0.76. We also
analyze the collected data to provide a better understanding of what users expect from
the system, how they interact with it and its other potential uses. Finally, we discussed
the results obtained and possible directions for future works.
5.2 Introduction
Human activity recognition using smartphone sensors has been studied in recent years [16].
It contributes to many research areas, such as human-computer interaction, healthcare,
and assistive technology. Especially with an aging population, integrating human activity
recognition in a nursing care facility is one of the most fascinating [56,57]. It can help to
detect the health-related problems of elderly people as soon as possible. On the other hand,
recognizing nursing care activities can assess the work outcomes of nurses and improve
their performance.
To train machine learning algorithms for recognizing human activities, we need a labeled
sequence of activities (i.e., the start and finish times of the events). Accuracy depends on
how accurate labels (annotation) are collected. However, the annotation process is often a
time consuming and challenging tasks include (1) the usability of the annotation system,
(2) requiring prepossessing data before applying classification technique, and (3) a privacy
concern, for example, using a video camera or voice recording for annotation. For that
purpose, we introduce a dialogue-based annotation for collecting training data for human
activity recognition. As can see a process of annotation in Figure 5.1, (1.a) users can easily
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record their activities in a real-time, beforehand, or afterward with adopting voice-based
on a smartphone. (2.a) The data collected were processed in an exact format which can
be directly used as labels for training machine learning models. The main contributions
of the dialogue-based annotation for activity recognition are:
• The system collects activity labels by using dialogue-based annotation, which clas-
sifying intents (2.b) and extracting entities (2.c) from utterances of the user. As
the final process (2.a), the data collected can be directly used as labels for training
machine learning models.
• The system allows users to record past or future activity by using temporal ex-
pressions (e.g., “sitting 5 minutes ago” “cycling from 8 am to 9 am”, “walking in 1
minute”).
• The system combines designing bot conversations, both voice-based and keyboard
input, which provides users to record their activity either in private or public spaces.
• The system provides the user to wake the device and launch the system by voice
command regardless of the status of their phone is unlocked so that users can use
the system even their hands are not free.
• The system is privacy-aware as only dialogues between users and the system agent
are recorded, other noise and environmental sounds were not recorded.
• We evaluate the system by conducting the experiments with 7 participants during
the week and show the preliminary performance of activity recognition attained the
f-measure of 0.76.
In the following sections, we summary related works and the limitation of their ap-
proaches. Next, we describe the proposed dialogue-based annotation for activity data
collection in human activity recognition. Then, we explain the system design to collect
data efficiently. After that, we show experimental results and explore the data were col-
lected. Finally, we discuss several implications of the system and conclude with future
research directions.
5.3 Challenges of Annotation Process
Annotation of activity labels is often a time consuming and challenging tasks. Some of
the previously published works focus on recognizing human activities from video record-
ings [165], which is suffering from a privacy concern and incredibly time-consuming process
for the manual annotation of a large number of data [134]. Another way for collecting
activity labels by using voice recording [146,147], these require users to wear a headset or
to put the microphone in the room, which is uncomfortable and a privacy concern as well.
The voice records were affected by different environmental sounds that need to remove
background noise from an audio file before applying the classification technique. While a
common approach by inputting forms on a mobile app, the user incapable of self-labeling

























Fig. 5.1 Proposed Dialogue-Based Annotation.
if their hands are not free. For example, in a nursing care service, nurses are not able
to record activities while taking care of residents; they had to complete the record before
or later that it may cause errors in forgetting to input activities accurately. We assume
that if we can collect activity labels as human nature to chat, having such simplicity in
interaction without any touching, and speed to capture things in real time by using a spo-
ken dialogue system that can significantly reduce such annotation error and saving time
needed for editing later on.
5.4 Methods
In this section, (1) we introduce the basic concepts of using the dialogue system to assist
users in completing specific tasks along with a way of collecting activity labels. (2) We
describe the dialogue-annotation process and its algorithm in detail. (3) We explain the
use of the temporal expression that helps to record past or future activities.
5.4.1 A dialogue-based annotation
Dialogue system, also known as a conversational agent, virtual agent, or chatbot [70].
It is the system that communicates with a human user through natural language on a
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turn-to-turn basis. It is useful in a wide range of applications over the last decade due
to innovations in machine learning, and deep learning methods are helpful for natural
language processing, such as dialogue act classification [7,61]. Typically, dialogue systems
can classify into two categories. First is non-task-oriented dialogue systems or chatbots
which are designed for unstructured conversational as a conversation between human and
human. Another is task-oriented dialogue systems that aim to solve a specific task via
dialogues such as booking flight tickets, talking to customer care service. In this paper,
we focus on a frame-based dialogue system, which is that designed for a task-oriented
dialogue system and set up to have a short conversation to get information from the user
and complete the task more efficiently [62]. Here the problem is similar to form filling,
which asks the user questions to fill slots (i.e., entities) in a frame (i.e., intent) and repeats
until all the questions have been asked. In the human activity annotation, we proposed
to ask two things from the user; (1) activity type; (2) timestamp (i.e., the start and finish
times of the activities). Consider the utterance in Figure 5.1, “stop walking 5 minutes
ago”. The intent of this utterance is a record. The “stop” is classified as an action entity,
the “walking” is classified as an activity entity, and the textual span of “5 minutes ago” is
classified as a timestamp entity.
5.4.2 Annotation process
In table 5.1 shows an example of a dialogue between the user and the system. The user
begins to enter the activity. Then, the system will detect entities in a user’s utterance.
If the activity is unmatched values in the database, the system will request users to
speak again. On the other hand, if it is matched, the activity will be recording, and
the predefined response is returned as output to the user. To ensure an action happened
once at a specified time during that interval. The same activity type is recording cannot
be started again until users have finished that activity, except they propose to record a
completed action (i.e., the action which is started in the past and ended in the past). For
completing a task, users need to tell the system to stop the activity. In this process, if
users do not a specific time, the timestamp will be denoted as the current time. Besides,
users are not able to stop an activity that they have not started it yet, and the finish
time must be after the start time. We also provide assistance commands to help them
remember activities were recorded and the activity types that they can record. Moreover,
the system allows users to remove any activities that they have mistaken in a recording.
5.4.3 Temporal expression
Recognizing temporal expressions is essential for the timestamp of activity labels. How-
ever, temporal expressions are complicated, which can be represented in many ways [5,135].
For example, “Noon Saturday”, “24:00 Friday” or “00:00 Saturday”, being the same time
for midnight before Saturday morning. In this paper, we ask users record activities day-
Chapter 5 A Dialogue-Based Annotation for Activity Recognition 46
Table 5.1 An example of dialogue between a user and the system.
# Speaker Utterance
1 User Walking in 1 minute
2 System Walking will be started at 1:05 pm
......
5 User Stop walking
6 System Walking is stopped at 1:35 pm
......
7 User Stop cycling
8 System You have not started cycling yet
9 User Okay then cycling from 2 pm til now
10 System Cycling is record from 2:00 pm to 2:20 pm
......
11 User Start sitting now
12 System Sitting is started at 3:30 pm
......
13 User Show activities are recording
14 System Sitting was started from 3:30 pm
15 User Stop sit 10 minutes ago
16 System Sitting is stopped at 4:35 pm
by-day, our focus is on 2 types of temporal expressions include time point and period.
Time point indicates a particular instance on a time scale (e.g., 4:30 pm). The period
is a range of time defined by a start and end time points (e.g., “between 7 pm and 9
pm”) and matches a time interval (e.g., “afternoon” refers to the period between 12:00 pm
and 06:00 pm). Temporal expressions were extracted from system entities provided by
dialogflow [43] in combination with a temporal tagger presented in [19]. These temporal
expressions presented here can be sub-divided into 4 recording categories:
• To record an activity at the current time (e.g., “I am walking”, “sitting”, “finished
walking”, “stop running”)
• To record activity in the past (e.g., “walked 5 minutes ago”, “walked 10 seconds
before”)
• To record activity in the future (e.g., “walking in 5 minutes”, “stop walking in 1
hour”)
• To record activity for a specific period (e.g., “walking from 8 am to 10 am”, “walking
between 7 pm and 9 pm”, “walking from 2 pm till 5 pm”)
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Fig. 5.2 High-level architecture of the dialogue-base annotation system.
Figure 5.2 shows the end-to-end system and hypotheses of the current work. We used (A)
dialogue-based annotation system runs on Google Assistant [44] to collect activity labels
and other conversational logs, and (B) FonLog [94] app to acquire the accelerometer data.
The dialogue-based system will POST request messages to the dialogue system server
to manage the state of the conversation and generate responses via an HTTPs callback
webhook (a webhook is an HTTP callback that automatically occurs when certain things
happen). The first dialogue-based system has been developed in JavaScript, and NodeJS
has been used to build the dialogue system server. All data were uploaded to the server
by POST method in HTTPs protocol. Sensor data and labels will be converted to CSV
format for training model while all activity logs of conversational actions were stored as
JSON and synchronized in real-time to every connected client for analyzing later on.
5.5.1 Dialogue system application
To create the voice interface, we use Google Assistant, which is a service for building con-
versational interfaces. It enables us to develop our assistant within their app and provides
an easy to use interface to the systems with both voice and text-based conversational fea-
tures. Also, it allows users to wake the speaker and start talking by using voice command
so that they can record activities without touching anything.
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The intent classification and entities extraction used in this system are developed using
Dialogflow [43]. Dialogflow is an end-to-end development for developers to design and
integrate conversational user interfaces into mobile apps, web apps, devices, and bots. It is
capable of having natural and also powered by machine learning to recognize the intent and
context of what a user says. Dialogflow matches user utterances based on pattern matching
approaches by using training data to train a natural language understanding model. Its
concept is similar to the frame-based architecture that is explained in Section 5.4.1, but
in Dialogflow, we call frame as intent and slot as an entity.
5.6 Preliminary Evaluation
5.6.1 Experimental setup
We conducted experiments in the lab setting during the week with 7 users for 2 days
each. The target activities include walking, running, cycling, in a vehicle, sitting, stand-
ing, lying, downstairs, upstairs, take a train, carrying, and use a phone. Participants were
asked to carry the Android smartphone (Wiko Tommy 3 Plus) in the pants pockets and
record activities while performing their routine (the annotation process is described in
sec:annotation). Accelerometers were collected through FonLog application in the back-
ground and uploaded to the cloud server by itself. In total, we collected 243 annotations.
The features were trained for each user separately. The features include mean, standard
deviation, minimum, and maximum values in the interval. A windows size is 1 minute
with no overlapping. For classification, Random Forest [14], an ensemble learning method
is exploited. The dataset is split into 10 k-folds, each fold is then used once as a validation.
5.6.2 Feasibility of dialogue-based annotation for activity recognition
Classification Performance
To test the performance of the classification model, we use classification metrics to evaluate
the accuracy in classifying activity labels following precision, recall, and f-measure. Table
5.2 reports results we obtained from the methods, the precision was 0.75, the recall was
0.78, and the F-measure was 0.76 on average. We can see the average values still not
good enough. We suspect that this is mainly because when users forget to log start or
finish recording an activity, they do not have the ability to precisely recall an event at
an absolute timestamp, as often approximate recording times are used such as “sitting 30
minutes ago”.
Dialogue System Performance
We also evaluated the performance of the dialogue system focuses on error rates. The
system has been useful in understanding the user’s intention, and almost all annotations
have been solved from a single utterance-response pair from a conversation. One of the
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reason is that users generally used simple words and just 3 words or less. With 9.9% of
all utterances that the system was not able to process the request and to match it to a
fitting intent, and from that mistakes almost occur as wrong pronunciation in speaking
for non-native English speakers.
Table 5.2 The precision, recall, and F-measure for the classification of activity labels.
User Precision Recall F-measure
1 0.77 0.80 0.77
2 0.71 0.75 0.73
3 0.82 0.84 0.82
4 0.84 0.87 0.84
5 0.82 0.87 0.84
6 0.73 0.76 0.74
7 0.57 0.59 0.58
Average 0.75 0.78 0.76
5.6.3 Usage pattern
Fig. 5.3 Distribution of activity classes and temporal prepositions.
Turning to Figure 5.3. Given that data collection is performed in the lab during working
days, the dataset is a highly imbalanced class, where sitting and walking are the majority
classes (30.5% and 27.6% respectively). Also, users are mostly focused on current activities
(76.3% of annotations) while past and future activities less likely to occur (20.8% and 2.9%
respectively).




























Fig. 5.4 Length of utterance in words (left) and the type of input use (right).
Table 5.3 Top 20 utterance across all users.
Utterance Percent Utterance Percent
show 7.2% sit 1.6%
stop sitting 5.0% stop standing 1.4%
sitting 3.8% act 1.3%
walking 3.8% lying 1.3%
stop walking 3.6% start sitting 1.3%
stop walk 3.0% standing 1.3%
list up 2.3% downstairs 1.2%
list 2.0% walk 1.2%
stop stand 1.9% stand 1.1%
clear 1.8% walking now 1.0%
As can see in Figure 5.4, We found that users are feeling more comfortable with voice-
based more than keyboard input (73.4% of utterances using voice-based for inputting). We
also examine the usage across all users, as points out the top of 20 utterances in Table 5.3,
they are very general action words and a name specific activity (e.g., show, stop sitting,
sitting), with 47.7% being just 2 words and 35.7% being a single word. These are quite
reasonable as we expected because the system is designed for a particular task and avoid
long sentences to accomplish the task efficiently.
5.6.4 Use of temporal expression
Figure 5.5 shows temporal expressions that were used for annotations. The total number
of annotations including temporal expression was 23.7% of all annotations. With 87.4%
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of all temporal expressions involved in past actions (record afterward) while the action is
recorded beforehand rarely been addressed (12.6%). Moreover, almost the time passing is
described in less than 5 minutes and within 5-10 minutes (43.7% and 40.9% respectively).
We supposed on two reasons that might explain this situation; firstly users may have
forgotten to log the activity; secondly, they are inconvenient to use the system immediately.













5.7.1 Usability of dialogue-based annotation
We found that users are feeling more comfortable with voice-based more than keyboard
input (73.4% of utterances using voice-based input). However, some of the users suggested
that they quite feel embarrassed when they use in public places. The user also generally
satisfied with short commands and keywords (with 47.7% being just 2 words), which are
easily interpreted by the system, so that and intents classification and entities extraction
are not a significant obstacle to this study. However, pronunciation in speaking still is
problems. Besides, users are mostly focused on current events and real-time recordings, so
temporal expressions are seldom used with 23.7% of the annotation, and when used almost
related to a past activity that has just been started and finished less than 5 minutes or
within 5-10 minutes. However, we need to use these expressions carefully, particularly an
approximation time passed in long periods, because it can affect to timestamp errors and
activity recognition accuracy.
5.7.2 Suggested improvements
As results show the average recognition performance still low, we found that some activities
are recorded for long periods, which are almost impossible to happen in experiments such
as walking for 3 hours. We suppose that mainly because users forget to log activity.
One possible solution is to remind users periodically to record new activities and update
ongoing activities. For example, use a dialogue system for asking a question the user to
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correct labels uncertainly and provides a new annotation to train better models. We also
found that the number of annotations is relatively small. One thing, it may because, in this
version of the system, users cannot see the number of activities they recorded and other
historical data. We believe that if users see their small number of labels, it will motivate
them to record more activities. Moreover, we can further consider other motivational
strategies to keep them provide accurate labels such as adding gamification techniques.
5.7.3 Comparison to other methods
Comparison to e-form on a mobile app
We briefly compare voice-based proposed method in this paper with our previous approach
by inputting data in e-forms on a mobile app [94]. The leading cause of annotation errors in
our earlier experiments in nursing care services that is nurses cannot record their activities
in a real-time while they are taking care of residents, they had to record before or afterward.
In this paper, we proposed to use voice-based annotation to deal with this problem. By
implement voice interface on Google Assistant, the user can wake the device and then
record their activity by voice even their hands are not free. However, we found that it
allows users to wake the device only unlocked mode; it cannot be done when the device
screen is off. Implementing with smart assistants such as Google Home, it might be more
comfortable.
We can record past or future activity the same on the mobile input; however, we believe
using voice-based temporal expressions that it is easier than selecting fields interfaces on
a mobile app. Notably, the activities have just within 5 minutes because the user may
ignore a small change like this situation. However, both methods still face the problem in
forgetting the exact time of recording activity. As we mentioned above, the purposes of
periodically remind the user to record and update event should be investigated.
We also found that the user interface of Google Assistant stills is a problem for complex
works. It makes the interaction more complicated and confusing than the display on a
mobile app (e.g., to see the list of activities are recorded, to record multiple events at
the same time). In the future works, we will further consider the overall benefits and
downsides of both methods and the situations in which each of them shines. We believe
that it might make sense to use in a combination or it would offer better usability when
using smart voice assistants to record the activity and use our a mobile app interface to
show the data instead.
Comparison to other voice recordings
Our method applies a frame-based architecture to extract meaning from user utterances.
With this approach, we can confirm that the data collected are accurate without any
prepossessing like different voice recording methods. While this also proposed privacy-
aware as only dialogues between users and the system agent are recorded other noise, and
environmental sounds were not recorded.
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5.8 Conclusion and Future works
In this paper, we present a new approach to collect training labels for activity recognition
through the use of the dialogue system based on a smartphone. We evaluate the perfor-
mance of recognizing activity labels to show the feasibility of using the dialogue-based
annotation, as well as analyze dialogue data to understand better how they interact with
the system.
The new approach presented in this paper is also reusable for other smart home assis-
tants such as Google Home, as well as it applicable for other applications that need to
record document in a specific format and data standards such as the health system records
or registration of information in electronic health records (EHR). We can further integrate
dialogue-based annotation with additional records for reasoning about purposeful activi-
ties and other estimations. For example, in nursing care activities, measuring vital signs
can have details called blood pressure (mmHg), pulse beat (bpm), and body temperature.
In our future work, we plan to evaluate the system with long-term data collection and
more diverse samples, as well as find out the correlations between an accuracy, input-
timing and activity classes. We will also improve interactions of voice user interfaces for
better usability of the system and quality of the data.
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Chapter 6
Automatic Labeled Dialogue Generation
for Nursing Records
6.1 Abstract
The integration of digital voice assistants in nursing residences is becoming increasingly
important to facilitate nursing productivity with documentation. A key idea behind this
system is training natural language understanding (NLU) modules that enable the ma-
chine to classify the purpose of the user utterance (intent) and extract pieces of valuable
information present in the utterance (entity). One of the main obstacles when creating
robust NLU is the lack of sufficient labeled data, which generally relies on human labeling.
This process is cost-intensive and time-consuming, particularly in the high-level nursing
care domain, which requires abstract knowledge. In this paper, we propose an automatic
dialogue labeling framework of NLU tasks, specifically for nursing record systems. First,
we apply data augmentation techniques to create a collection of variant sample utterances.
The individual evaluation result strongly shows a stratification rate with regard to both
fluency and accuracy in utterances. We also investigate the possibility of applying deep
generative models for our augmented dataset. The preliminary character-based model
based on long short-term memory (LSTM) obtains an accuracy of 90% and generates var-
ious reasonable texts with BLEU scores of 0.76. Secondly, we introduce an idea for intent
and entity labeling by using feature embeddings and semantic similarity-based clustering.
We also empirically evaluate different embedding methods for learning good representa-
tions that are most suitable to use with our data and clustering tasks. Experimental results
show that fastText embeddings produce strong performances both for intent labeling and
on entity labeling, which achieves an accuracy level of 0.79 and 0.78 f1-scores and 0.67
and 0.61 silhouette scores, respectively.
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6.2 Introduction
With advancements in machine learning, agents can understand the user’s speech in audio
signals and convert text into speech. They provide a natural language for the free text of
medical records, containing valuable patient-specific information and a nuanced reflection.
They further help increase sterility and speed up the process by using the hands-free or
voice-activated modes, thus enabling nurses to have more time for direct patient care.
Still, several challenges have continued to pose obstacles to the unstructured data com-
pared to the structured data. The extraction of medical events and their attributes from
unstructured clinical notes are challenging to read and categorize with straightforward
algorithms. In other words, we can probably still see incomplete responses from these
systems and accept that they may not correctly understand human language the way hu-
mans perceive it. However, any inaccurate information, such as symptoms, diagnosis, or
medical documents in healthcare, can have disastrous outcomes.
Traditional rule-based systems can be circumvented but are often hand-crafted fea-
tures that require constant manual intervention for improvement [47, 64, 78, 108, 132].
Presently, algorithms that learn from labeled training data are commonly used to han-
dle these problems. As we can see, well-known chatbot platforms (e.g., Amazon Lex
(https://aws.amazon.com/lex), Google Dialogflow (https://dialogflow.com), IBM
Watson (https://www.ibm.com/watson), and Microsoft LUIS (https://www.luis.ai))
have comprehensive natural language processing (NLP) capabilities. They still need
a sufficient number of labeled data to learn a given intent. Most of the previous
novel research has also been focused primarily on supervised machine learning algo-
rithms [27, 48, 85, 90, 100, 136, 154]. Existing datasets used to train these models usu-
ally rely on human-labeled datasets. One conventional technique uses the Wizard-of-
Oz (WOZ) in which trained agents and crowd-sourced workers interact to complete the
task [8,13,15,35,83,117]; however, it is labor-intensive and time-consuming. Furthermore,
assessing the quality of labels is a difficult problem because it is highly subjective. The
problems arise when dealing with domain-specific tasks, such as a nursing domain that re-
quires experts to define knowledge [11,67,171] and consequently involves enormous costs.
Accordingly, automated data labeling and processing approaches with little to no human
involvement are viable and scalable solutions to handle these matters.
This paper proposes an automatic dialogue labeling framework that can be used to train
Natural Language Understanding (NLU) modules specifically for recording care activities
in nursing homes. NLU is considered a core component in implementing task-oriented
dialogue systems, which helps to understand the purpose of a user’s utterances (i.e., intent)
and extract pieces of valuable information present in the utterance (i.e., entity). As an
example, consider an utterance “I have finished preparing a syringe with 2.5 cc of vitamin
B12 to a patient’s room 303”, where a dialogue utterance is labeled with intent #prepare-
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injection, and the following entities are mentioned: @drug-type = vitamin B12; @shot =
2.5 cc; target-resident = patient’s room 303. Figure 6.1 shows an overview of our proposed
method. In essence, our main contributions are the following:
1. Dialogue Generation: Due to the lack of an utterance of the nurse transcript (a
cold start problem) and developers’ expertise in the nursing domain, we develop a data
augmentation-based framework to create initial training utterances. The results show
that our dataset qualifies 4.71 fluency and 4.66 accuracy scores with crowd-sourced
human judgments. This method can be used for other tasks in which training data
is unavailable. Furthermore, we explore scalable ways to generate new statements
by computing the character-based model based on long short-term memory (LSTM)
[50]. The model achieves an accuracy level of 90% and shows the generated reasonable
outputs, which look similar to utterances from the original dataset (0.76 BLEU scores
on average).
2. Dialogue Labeling: We propose a semantic similarity-based clustering model for in-
tent and entity labeling. We compare several word-level and sentence-level embedding
models to obtain similarity features between utterances to get the best result. The em-
beddings used are as follows: word-level models include Word2Vec [104], fastText [12],
and embeddings from language models (Elmo) [114]; sentence-level include the Univer-
sal Sentence Encoder (USE) [17], InferSent [27] Bidirectional Encoder Representations
from Transformers (BERT) [31], and Elmo fixed mean-pooling. The evaluation results
show that the fastText embeddings model outperforms other embeddings by achiev-
ing 0.79 and 0.78 f1-scores and 0.67 and 0.61 silhouette scores of intent and entity
clustering.
The paper is organized as follows: First, we describe our study’s background and ex-
amine the related works involving the different strategies applied to text augmentation
and feature extraction in Section 6.3. In Section 6.4, we introduce our proposed dialogue
generation method. In Section 6.5, we explain the implantation of a dialogue labeling
task. In Section 6.6, we present a performance evaluation. In Section 6.7, we discuss the
result obtained. Finally, we conclude the paper with the future direction in Section 6.8.
6.3 Background and Related Work
In this section, we divide the backgrounds into two subsections. First, we present data aug-
mentation procedures that can be applied in our sequence generation processes. Second,
considering we mainly focus on the process of feature extraction, we provide an overview
of previous work in traditional feature engineering methods and more advanced strate-
gies that often leverage machine-learning and deep-learning models, which are involved in
our work.
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Fig. 6.1 The proposed automatic labeled dialogue generation for nursing record sys-
tems, consisting of two tasks―a dialogue generation task and a dialogue labeling
task.
6.3.1 Data Augmentation
Data augmentation is an approach used for increasing the diversity of data available for
training models, without actually collecting new data. It is widely used in the field of
image transformation in computer visual areas, such as to crop, rotate, or mirror an
image without changing the original label. In the NLP task it is much more complicated,
as it is challenging to preserve the contextual and grammatical structure of language texts.
A useful method is replacing words or phrases with their synonyms. Zhang et al. used a
word from the thesaurus obtained from WordNet, where the geometric distribution [170]
ranks every word or phrase synonym. Thesauruses are alternative resources for NLP
tasks, which gather words according to similarity. Wang et al. [151] presented k-nearest-
neighbor (KNN) and cosine similarity of word embeddings to find a similar word for
replacement. Instead of using static word embeddings, authors in [36] used contextualized
word embeddings to replace the target word. The author in [71] also proposed a bi-
directional language model to predict possible replacement by giving surrounding words.
Kafle et al. introduced a generation method for visual question answering by replacing
the whole sentence rather than a single one of few words [63]. The authors of [156]
presented easy data augmentation techniques by combining four operations, including
synonym replacement, random insertion, random swap, and random deletion.
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Paraphrasing user utterances is another approach that can be applied to increase train-
ing sets to enhance model performance. Barzilay et al. [10] presented an unsupervised
approach using multiple-sequence alignment to paraphrase utterances. Kauchak et al. [65]
applied the paraphrasing method in the context of machine translation by finding a para-
phrase of the reference sentence that is closer in wording to the machine output than the
original reference. Quirk et al. [118] applied statistical machine translation (SMT), where
translations are generated based on statistical models to generate novel paraphrases of
input sentences in the same language. Zhao et al. [173] also used a statistical model to
generate paraphrases. Sennrich et al. [125] presented another approach used for machine
translation: the back translation technique (i.e., translation of the target language back
into the original language). Furthermore, several works have recently been a focus on
crowdsourcing to increase the utterance variations from user feedback [58, 155]. Among
all these, we extend some augmentation approaches to solve our problems. Details are in
Section 6.4 in generation processes.
6.3.2 Feature Extraction
The traditional strategy for representing text data for a machine learning algorithm is a
bag-of-words (BOW) model. It represents each text document as a numeric vector by
calculating the frequency that each word appears in a document. BOW consists of two
conventional approaches: CountVectorizer and Term Frequency Inverse Dense Frequency
(TF-IDF) [121]. CountVectorizer converts the text document collection into a matrix of
integers, while TF-IDF transforms a count matrix into a normalized TF-IDF represen-
tation. BOW offers better performance when positioning or contextual information is
not relevant; however, it also has some limitations, such as large feature dimensions and
sparse representation.
Word embedding is an alternative technique that convert words or phrases to vectors
of real numbers in a low-dimensional space relative to the vocabulary size. Since similar
words have similar representation, they therefore it can be used to address the limitation
of the BOW representation. The most popular word embedding model is Word2Vec, which
learns word embeddings using a shallow neural network. Two more popular methods are
the continuous bag-of-words (CBOW) model and the skip-gram model [104]. The CBOW
model predicts the current word from a window of surrounding context words, while the
skip-gram uses the center word to predict the surrounding words instead. Global Vectors
(GloVe) was proposed by [113] and works quite similarly to Word2Vec, but learns vectors
from their global co-occurrence information. Its loss function is calculated by taking
the difference in the product of word embeddings and the log of the probability of co-
occurrence. FastText [12] extends the Word2Vec model but represents each word as an
n-gram of characters. Thus, the vector for a word is composed of the sum of these character
n-grams.
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In recent years, several studies have focused on a contextual embedding technique that
captures the context of a word and takes word order into account, rather than out-
puts with one embedding for each word. Elmo [114] representation is a contextual and
character-based model. It uses morphological information to form representations even for
out-of-vocabulary (OOV) tokens. Bidirectional encoder representations from transformer
(BERT) [31] also incorporates context using a transformer-based model with positional en-
coding to represent word positions. Instead of solely averaging embeddings of the words,
sentence embeddings propose to embed a whole sentence into a vector space. Google
presents universal sentence embedding (USE) [17], which is trained on large corpora and
results in better generalizable sentence representations for multiple downstream tasks.
Another famous sentence encoder model is InferSent [27], which outperforms the results
obtained by the SkipThought vectors. It is trained on natural language inference data and
also generalizes well to different tasks.
Since there is no clear evidence in previous research that show how one architecture
outperforms others, most of the earlier studies are designed to solve problems that authors
are facing in their problems. In the following, we examine some approaches that are given
above and compare them to each other to find the best setting for our task.
6.4 Dialogue Generation
To train the NLU for accurate intents and entity extractions, it is necessary to capture
a variety of different example utterances for each intent. However, there are no publicly
available NLU datasets of the nursing care domain. We cannot begin with training a text
generation model, such as a typical stacked RNN or sequence-to-sequence (seq2seq) [138],
since it needs data to learn sequence pairs to generate one from the others. Furthermore, it
is laborious to create and annotate a large number of utterances manually. To address these
challenges, we propose to apply data augmentation techniques and the rules of linguistics
syntax to generate varied utterance patterns. In the following subsections, we describe
the model of care details associated with activity classes and constructing utterances in
more detail.
6.4.1 Data Modelling
In contrast to the way users converse with a virtual assistant, the traditional natural
language uses considerably complex conversations which tends to be simple commands and
directly specific actions. Thus, it can be defined as semi-structured, as it contains more
semantic tags or entities. In our prior work on a dialogue-based annotation for activity
recognition [95], we suggested that for the usage across all users, there were very general
action words and name-specific activities (e.g., show activity, start sitting, stop walking),
with 47.7% being just two words and 35.7% being a single word. Thus, we designed our
utterances based on action-driven intents and avoided long sentences to accomplish the
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task efficiently. Each intent consists of a verb that indicates an action and an activity
class that supports the action of the verb (e.g., #add-vital, #clean-oral, #prepare-meal,
#change-diaper, #assist-toilet, #assist-bath). Note that this concept is related to the
“dobj” edges of a dependency tree (direct object of a verb phrase), as described in the
next Section 6.5. The data model is flexible, based on the different records of each activity
type. Each model mainly includes the following information:
• Nursing activity class (e.g., vital signs measurements, blood collection, diaper exchange);
• Information for one or more target residents, depending on the individual business
(e.g., a patient’s name, a patient’s room number);
• The execution time of activity (start and finish times);
• Care records linked with activity (e.g., blood volume for blood collection).
Given is an example of a data model oral assistant activity (#clean-oral), as shown in
Figure 6.2. Nurses desired to record the oral assistance that they provided to patient A
within the interval of 9:00 a.m. to 9:30 a.m. The intent #clean-oral can have @oral-type
as the activity class entity and @oral-material, @start-time, @stop-time, and @target as
the record entities. The @oral-type can have values such as mouth and denture cleaning.
The @oral-material can have various fields belonging to @oral-type, such as sponge brush,
interdental brush, dental floss for mouth cleaning, or detergent and freshwater for den-
ture cleaning. Different time expressions can represent the @start-time and @stop-time,
for example, an exact time (at 10:30 p.m., at half-past six), a period (in the morning), a
duration (for two hours), and a point in time (since 11 o’clock). The @target can be the
patients’ information, such as the patient’s name, the patient’s room number, and a group
of patients.
In this paper, we employed nursing activities and recorded information performed in
a real nursing care facility in Japan as an ontology. We selected the activities in which
nurses performed more than a five-minute interval. In total, we generated 3546 sample
utterances with six intent types, each of which contains different unique entities. An
example of intents and entities are presented in Table 6.1. The statistics of the data are
described in Table 6.2.
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Table 6.1 Examples of nursing care data include intent, entity, sample values, and
sample utterances.
Intent Entity Sample Values Sample Utterances
add-vital vital-type blood pressure, body temperature, pulse beats Can you add pressure with 103 systolic blood pressure?
vital-value mmHg, systolic BP, c, celcius, bpm, heartrate Set temperatures with 39 deg
clean-oral oral-type mouth, dentures,partial denture, orthodontic braces Clean mouth ventilations with fluoridated toothpaste
oral-material interdental brushes, dental floss, detergent, water Wash partial dentures with detergents
assist-toilet toilet-type portable toilets, port potty, urinals, waterless urinal I have helped to use urinals on sofa
toilet-place toilets, lavatory, restroom, bathroom, loo help to use porta potty at restroom
prepare-meal meal-type breakfasts, lunch, brunch, dinner, meal, supper Prepare chicken noodle soup for breakfasts
food-type noodles, tofu, vegetable soup, chicken soup, fruits Make udon for supper
assist-bath bath-type baths, shower, wipe Help to baths with bar stool
bath-material lift, steal, bar stool, worktable, swivel chair I have helped to shower with bath transfer chairs
change-diaper toilet-place toilets, lavatory, restroom, bathroom, loo Change dirty diaper at urinal
Help to change nappies at restroom
Table 6.2 Statistics of the data.
No. of Utterances No. of Words Avg. Utterance Length
add-vital 876 6016 6.867
clean-oral 606 4163 6.869
assist-toilet 408 3074 7.534
prepare-meal 756 4830 6.388
assist-bath 560 3572 6.378
change-diaper 340 2658 7.817
Total 3546 24313 6.856
6.4.2 Utterance Augmentation
To create initial data for model training, we performed a set of defined data with augmen-
tation operations as the following steps:
Word Shuffling
Figure 6.2-A shows an example of a word shuffling step. We first created a list of preposi-
tional phrases of record entities to make a complete and coherent phrase in which entities
are reduced to placeholders (referred to @). A prepositional phrase is a group of words
containing a preposition, a noun, or pronoun object of the preposition, and any object’s
modifiers. In our approach, we used two common phrase patterns:
1. Preposition + Noun, Pronoun, Gerund, or Clause
2. Preposition + Modifier(s) + Noun, Pronoun, Gerund, or Clause
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(1) A prepositional phrase will begin with a preposition and end with the entity (e.g., on
the second floor, before the meeting, at the room, under the bed). (2) The preposition’s




@start-time to @stop-time for @targetclean @oral-type
with detergent from 9 am to 9:30 am for patient Aclean denture





Intent:                #clean-oral
Activity entity   @oral-type:  denture
Record entities @oral-material: detergent, fresh water, etc.
                           @start-time and @stop-time: 9:30 am
                           @target: patent's name
Fig. 6.2 An example of the utterance augmentation task. The task is carried out
with the following steps: (A) word shuffling; (B) word replacing; and (C) utterances
paraphrasing.
Then, we shuffled those entities in the list created if they did not reflect the meaning of
the sentence by considering the ordering of subject, object, and verb in a transitive clause
(e.g., subject-verb-object order). We created iterators for finding all possible combinations
and accessing them one by one. To avoid duplicate entries, we kept a state of the previously
generated list and compared it. We skipped it if it had already been used. Subsequently,
we connected them with the activity entity to create a new utterance.
Word Replacing
Figure 6.2-B shows an example of a word replacing step. We replaced placeholders with
their real values and expression synonyms. For example, @oral-type was replaced by mouth
and denture; @oral-material was replaced by sponge brush, interdental brush, and dental
floss; @time was replaced by 8 a.m. and eight o’clock; and @time-range was replaced by
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the morning, afternoon, and evening.
To find synonyms in words for replacement, we proposed a pre-trained Word2Vec model
and cosine similarity. We used the pre-trained Google Word2Vec model [103] that trained
on roughly 100 billion words from a Google News dataset. It contained 300-dimensional
embeddings for 3 million words and phrases. We loaded the model and looked up the top
10 words that positively contributed to the similarity with a higher count threshold of 0.5
using Gensim [122]. The similarity was determined using the cosine distance between a
simple mean of the projection weight vectors of the given words and the vectors for each
word in the model. Some abbreviations and units of measurement (e.g., mmHg, bpm, cm,
kg) may have included special characters, so these were removed before application.
Some unique words, such as medical and scientific terms, may not exist in the vocabulary
of the pre-trained word embeddings model. Instead, we retrieved data from Wikipedia and
focused on anchor text (i.e., the tag) in the first paragraph of the article. The anchor text
typically links to other related articles. For example, the article on dysphagia contains
the text "swallowing", and the article on swallowing also contains the text "deglutition".
Utterance Paraphrasing
Figure 6.2-C shows an example of an utterance paraphrasing step. We reformatted utter-
ances using syntactic transformation techniques that we looked over from the two bench-
mark NLU datasets, Snips [28] and Kvret [35]. A transformation is defined by the rules
whereby words or other elements of sentence structure are combined to form grammat-
ical sentences. Both datasets were collected using different methods, but had a similar
syntactic structure to ours.
• Snips: Datasets were collected from real-word usage of chatbot and voice assistant
platforms. We chose the Snips dataset performed in June 2017. It contained custom
intent engines from 5=five platforms, including Google’s Dialogflow, Wit.ai, Microsoft’s
Luis, Amazon’s Alexa, and Snips Voice Platform. This dataset contained 2400 queries
for each of seven user intents: add to playlist, play music, book restaurant, get weather,
rate book, search creative work, and search screening event.
• Kvret: The dataset using a Wizard-of-Oz scheme which incorporates crowdsourcing
(Amazon Mechanical Turk platform) for data collection. Thus, utterances tend to be
correct compared to real Snips. The dataset contained intent and entity annotations
for 3031 multi-turn dialogues associated with in-car voice assistants. The three different
sub-domains are provided, including calendar scheduling, weather information retrieval,
and point-of-interest navigation.
From these datasets and their techniques, we inferred and designed the set of transforma-
tion following four rules:
• Change statement into question forms with Wh-questions (e.g., what, when, where,
who, whom, which, whose, why, and how) and Yes/No questions (e.g., be, do, have, or
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a modal verb). For example, from “add 80 beats” to “Can you add 80 beats to a patient
A?”;
• Insert “I” or “Please” words before the activity entity. For example, “Please, put this
155 cm on the record of a patient A”;
• Transform a sentence from an active to passive voice. For example, transform from “I
have cleaned dentures with detergent” to “Dentures are cleaned with detergent”;
• Replace keywords with synonyms, as described in Section 6.4.2. For example, “Clean”
is replaced by "wash, scrub, wipe, sponge", and “Add” is replaced by "attaching, put,
set".
6.4.3 Utterance Generation
Since we started with an augmented-based model, we wanted to supply future models on
deep generative models as alternatives to scalable data. Thus, we used a set of utterances in
the previous steps to train a character-based LSTM model. To create utterance generation,
we built the model using the following steps:
Model Selection
With the rise of advancement in research in NLP, especially in mainly text generation tasks,
these approaches use standard recurrent neural networks (RNN). LSTM is an improvement
over the general RNN, which possesses a vanishing gradient problem by incorporating
gating functions into their state dynamics and utilizes a memory cell that may maintain
its state value over a long time. LSTM contains three non-linear gates, namely, an input,
an output, and a forget gate. The input gate decides what new information we are going
to store in the cell state. The forget gate decides what information we are going to throw
away from the cell state. The output gate decides what we are going to output.
We trained a generation language model using the character-based LSTM on our aug-
mented dataset, which will be used to generate new utterances. We arbitrarily chose the
character-based one for the preliminary experiment because the fastText one, based on
the character n-grams model, had shown the highest accuracy compared to other em-
bedding models for our clustering tasks. The basic idea is that we trained the model to
predict the next character in the sequence based on the probability distribution of the last
character of the current sequence and repeated sequence of characters for creating words
or sentences. For example, given a sequence of characters “vita”, the next character is
predicted as “l”, and the result will be “vital”. In the following subsections, we describe
the implementation of the generation model step-by-step.
Data Preparation
We split the text into sequences with a fixed length of 100 characters. Each sequence
is followed by a target input, which moves one character step from the 100 character
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input window. Thus,characters of timesteps 0 to 99 in the sequence, the model predicts
characters of timesteps 1 to 100. For example, if the sequence length is 4, the input
sequence would be “vita”, and the target sequence would be “ital”. To avoid a large
vocabulary size, we calculated the frequency for each of the characters. Then, we mapped
each character to a unique integer, including white-space and newlines (\n). We added
\n at the end of each utterance to facilitate the model’s capacity of learning how to finish
the creation of the new sequence. For example, [add pressure\n] characters mapped to int
[12 15 15 1 27 29 16 30 30 32 29 16 0]. These numbers of sequence length were fed in at
each step of the training.
Generation Model
Since the dataset has just 136,389 characters and only 38 unique characters in the vocab-
ulary for the network to learn, we defined the model with a simple three-layer stack using
Tensorflow [1].
Figure 6.3 reflects a high-level understanding of the model. The first layer is an hidden
embedding layer that projects each character into a character lookup table with 256 di-
mensions. The second layer is a single hidden LSTM layer with 1024 memory units with
a probability of 0.2 dropouts that returned the hidden state output for each input time
step. The last layer is a dense layer that was applied with the categorical cross-entropy
loss (softmax loss) function to output a probability prediction for each character between
0 and 1. The model was trained in mini-batches of 64 over 30 epochs.
After training was finished, we restored the weights of the model and used it to generate
new utterances. We fed a character into the RNN and obtained the most probable next-
sequence character from a categorical distribution. We set the probability of the softmax
as equal to 1.0, which means the probability for the character to be drawn was similar to
the probability for the character to be next in the sequence. We sampled the character
from this distribution and fed it right back to get the next character and more contexts
from the previously predicted characters. Section 6.7 shows the results obtained from the
model.
6.5 Dialogue Labeling
The semantic similarity measure is the ability to determine how close two pieces of text
are, both in surface closeness and meaning. The key idea is to represent documents as
fixed-length vectors of features (embeddings), and compare documents for their similarity
by calculating the distance between these features.
Our approach leverages semantic embeddings as input features to build the clustering
model. We experimented with both word-level and sentence-level embedding models. In
the rest of this section, we give an overview of selected word-level and sentence-level
embedding models. Next, we explain the process of converting the text into respective


























Fig. 6.3 The architecture of a character-based model based on long short-term mem-
ory (LSTM). The first layer is a hidden embedding layer. The second layer is a single
hidden LSTM layer. The last layer is a dense layer that was applied with the cate-
gorical cross-entropy loss function.
vectors and computing the clustering similarities.
6.5.1 Embedding Models
In this study, we selected current strong baselines that have been shown as better word
embeddings for most general NLP tasks and several state-of-the-art models that have been
recently published in the past few years to create our embedding features. The selected
models are as follows: word-level embeddings include skip-gram Word2Vec, fastText, and
Elmo; sentence-level embeddings include USE, InferSent, BERT, and Elmo fixed mean-
pooling. Each model was trained on our generated dataset and we tuned the model to suit
our task except the experiment of InferSent, which was trained on fastText pre-trained
embeddings due to its characteristics. A brief introduction of these models has already
been discussed in Section 6.3.2. For a full theory behind these models, we recommend
reading from the original literature. We built the training data in a compatible form
of input, depending on the training model’s goal. Below is a brief description of the
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implementation of each model.
• Word2Vec: We trained both CBOW and skip-gram models, while the results indicate
that the skip-gram model outperformed the CBOW model. We thus present only the
results of the skip-gram model. The model was implemented with Gensim. The parame-
ters were tuned as follows: The number of features was 32, the minimum word count was
3, the number of threads was 4, the context window size was 6, and the downsampling
for frequent words was 1× 10−3. The model was run iteratively until the accuracy was
saturated; the optimal number result was 50 epochs. We observed that the number
of features could affect the accuracy performance, since increasing more features led to
worse results. In contrast, the size of the context windows between 4 and 6 gave similar
results.
• fastText: As the model considered each word as a bag of character n-grams, the word
was represented by the sum of the vector representations of its n-grams (i.e., a subword
model). For implementation, we first reformatted our dataset to the format of the
fastText model. For example, consider the n-gram where n is 3 (trigrams), the character
3-grams of the word “fever” would be [‘<fe’, ‘fev’, ‘eve’, ‘ver’, ‘er>’]. The special symbols
< and > at the beginning and end of words are used to distinguish prefixes and suffixes
from other character sequences. Then we learned word vectors with the fastText original
package [12] on this data. We also used the skip-gram model and tuned the other
parameters with the same values in the Word2Vec model.
• Elmo: Generally, the input to the model is a sequence of words, and the output is a
sequence of vectors that allows us to perform different tasks based on output. Thus,
we exploited the model to build both word and sentence embeddings. We used Tensor-
Flow Hub (TF-Hub) (https://www.tensorflow.org/hub) to load the Elmo pre-trained
model to then pass a bunch of text inputs to the model. The model outputs fixed em-
beddings at each LSTM layer. We used the weighted sum of the three layers with word
embeddings for word-level features, and a fixed mean-pooling of all contextualized word
representations for sentence-level features. Each word and sentence was a vector size of
1024.
• USE: We used TF-Hub to load the pre-trained USE model that was trained with a
Transformer. We then used this model to create embeddings for our sentences. The
models were trained on a variety of sources, such as Wikipedia, web news, discussion
forums, and supervised data from the Stanford Natural Language Inference (SNLI)
corpus. The model returned vectors of 512 dimensions as output, irrespective of the
length of the input. Each sentence had a vector size of 512 with normalized values.
• InferSent: InferSent used a supervised learning approach to generate sentence embed-
dings, which need to have labeled data in advance of running the algorithm. We used
the InferSent, which trained with the pre-trained fastText model instead and updated
only the vocabulary of word vectors with our dataset. The model was adopted by a
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bi-directional LSTM with a max-pooling operator as a sentence encoder and trained on
the SNLI corpus. The output of the model encoded sentences in fixed-length vectors of
dimension 4096.
• BERT: We used TF-Hub to load a pre-trained bert-base-uncased to build sentence
embeddings. The model was trained on lower-cased English, which has 12 layers and
768 hidden states. Unlike USE and InferSent, which can directly consume a list of
sentences, BERT requires the inputs to be pre-processed. Thus, we used the BERT
tokenizer to tokenize sentences into smaller subwords and characters. This kind of
tokenization will help to deal with OOV words and complicated words. We also added
a special [CLS] token at the first position, and [SEP] at the end of the sentence for
separating sentences for the next sentence prediction task. For example, the output of
a pre-processed sequence is [‘[CLS]’, ‘add’, ‘pressure’, ‘with’, ‘103’, ‘s’, ‘##ys’, ‘##to’,
‘##lic’, ‘blood’, ‘pressure’, ‘[SEP]’]. Each sequence is truncated down to 20 as the
maximum sequence length. Then, we took the tokens input and passed it to the BERT
model. Each sentence was a vector size of 768.
6.5.2 Word-Level Features
In this section, we create word features following these methods. In order to facilitate
our experiments, a few normalization steps had to be performed on our dataset to reduce
the feature space. We first expanded word contractions (e.g., “I’m” is replaced with “I
am”) and produced as lower case. We then tokenized text into a list of tokens using
spaCy (https://spacy.io). For example, the output of tokenization is [‘add’, ‘pressure’,
‘with’, ‘103’, ‘systolic’, ‘blood’, ‘pressure’]. For efficiency, we limited retrieved results to
tokens with a minimum length of four characters and ignored stopwords (e.g., a, an, the).
We then normalized the word with lemmatization that gets synsets from WordNet (e.g.,
closest replaced with close) and removed non-ASCII letters, including punctuation, spaces,
and special characters. Its implementation relies on regular expressions.
We created sentence embedding (except for Elmo) by using the averaging approach for
aggregating the word embeddings since it consistently gives reliable results. Given an
utterance U = {w1, w2, . . . , wN}, we transformed each word into a vector representation









At the sentence-level, we only removed non-ASCII characters. Since lemmatization aims
to reduce inflectional forms of a word to a common base form, which may cut off
some semantic contexts, for example, “close”, “closer”, and “closest” have the same root
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word (in an adjective form), but their semantic meaning is different from each other.
Each sentence is represented as a fixed-length vector representation. Given an utter-
ance U = {w1, w2, . . . , wN}, the utterance is represented with embeddings using each pre-
trained model:
Fs = {s1, s2, . . . , sn}
6.5.4 Intent and Entity Labeling
Since entities are smaller parts (words) of the intent (sentence), we used only word-level
embeddings for entity clustering, while we used both word-level and sentence-level embed-
dings for intent clustering.
As most of the entities were composed of noun phrases (i.e., a noun plus the modifiers
which distinguish it), we split the utterance into noun phrases using dependency parsing
in spaCy, then mapped them with their corresponding ground truth. Dependency parsing
facilitates this process by identifying the relationships between noun phrases in the utter-
ance. It transforms a sentence into a dependency tree, a structure that can be defined
as a directed graph, with vertices corresponding to the words and arcs corresponding to
the syntactic dependencies between them. These relations give details about the depen-
dency tag (e.g., nsubj: nominal subject, det: determiner, nummod: numeric modifier, obj:
object).
For example, regarding the utterance in Figure 6.4, “add pressure with 114 mmhg”, it
consists of two nouns: “pressure” that describes the vital, while “mmHg” describes the unit
of pressure. The dependency tag under the arcs denotes a prepositional modifier, which
modifies the meaning of the noun. For instance, “pressure” is linked to the root “add” as
the object of the verb (dobj); “mmHg” is linked to the root “114” as a numeric modifier of
a noun (nummod) to modify the meaning of the noun with a quantity, and “114 mmHg”
is linked to the root “with” as the object of a preposition (pobj).
Fig. 6.4 An example of a dependency parse of a sentence that represents its gram-
matical structure and dependencies.
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6.5.5 Clustering Model
The task here is given a list of utterances. We clustered them so that semantically similar
utterances were in the same cluster. According to this procedure, we utilized k-means clus-
tering [38], one of the most widely used clustering algorithms. The algorithm iteratively
moves the k-centers and selects the data points closest to that centroid in the cluster.
This method is defined by the objective function, which tries to minimize the sum of all









where k is the number of clusters, n is the number of cases, xi is a case i, and cj is a
centroid for cluster j. Since the k-means algorithm needs a random initialization, we used
k-means++ to choose initial cluster centroids. The number of clusters k is set to be equal
to the number of classes the dataset generated (i.e., the gold standard k). We trained
clustering for each feature embedding. Each cluster was assigned to the class, which was
the most frequent output label among the members in this cluster, and computed the
average accuracy of such assignments’ overall clusters.
6.6 Experimental Setup
In this section, we described the experimental setup and evaluation metrics used for the
generation and the labeling evaluations.
6.6.1 Dialogue Generation Evaluation
We evaluated both the dataset was generated from the augmentation technique, and the
dataset was generated from the LSTM model.
Augmentation evaluation
The augmented dataset was evaluated using human judgment, which focused on two hy-
potheses:
• Fluency: How well does the utterance perform in both being more natural to read and
comprehend?
• Accuracy: How well does the utterance perform in both its grammatical correctness and
adequacy?
To explore these, we experimented with two different participant groups to perform
a questionnaire. First, we employed domain expertise related to the nursing care
domain. We requested three people working at Chulabhorn hospital (https://www.
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chulabhornhospital.com) as a nurse and nursing assistant to rate 100 random utter-
ances from the dataset. Second, we crowdsourced 300 diverse workers on an Amazon
Mechanical Turk (MTurk) (https://www.mturk.com) to perform. We narrowed down
the workers using MTurk qualifications to help us target suitable workers for our tasks.
Workers were filtered based on their literacy level of English language (native speakers or
non-native speakers who can speak English fluently) and their prior experience with the
voice assistant technology. We randomized 50 utterance samples for each intent from our
dataset and accumulated human ratings from independent workers for each output. In
total, we gathered 300 responses from them.
The questionnaire was designed to request each participant to specify his/her level of
satisfaction to the utterance on a 5-point Likert scale: (5) strongly agree, (4) agree, (3)
neutral, (2) disagree, and (1) strongly disagree.
Generation Evaluation
We generated 1000 samples from our LSTM trained model and examined all utterances
that were generated manually. We inferred each generated utterance from its ground-truth
label, and if it consisted of multiple intents, we would leave them out. In total, we agreed
on 86.4% of meaningful utterances.
We then evaluated the similarity between the generated utterance and its reference
utterance using the Bilingual Evaluation Understudy (BLEU) [112] and averaged all the
results. BLEU is a metric for evaluating a generated sentence to a reference sentence
using the concept of modified n-gram precision and brevity penalty. The author in [128]
showed that these metrics could show a comparatively stronger correlation with a human
assessment on task-oriented datasets. A perfect match results in a rating of 1.0, whereas
an absolute mismatch results in a score of 0.0.
6.6.2 Dialogue Labeling Evaluation
To evaluate intent and entity labeling, we used two different metrics for automatically
measuring the quality of the produced clusters, f1-score, and silhouette coefficient, defined
as follows:
F1-Score
F1-score used to compare the results of each algorithm against its ground truth for quan-
tifying the quality of predictions. It presents the balance between precision (P) and recall
(R) and reaches its best value at 1 and the worst score at 0. To apply the f1-score to the
precision and recall of pairs, we defined pairs of items in each cluster:
• True positive (TP): the number of item pairs in the same cluster and which belong to
the same class;
• False positive (FP): the number of item pairs in the same cluster but which belong to
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different classes;
• True negative (TN): the number of item pairs in different clusters and which belong to
different classes;
• False negative (FN): the number of item pairs in different clusters but which belong to
the same class.











The silhouette was used to evaluate clustering results. Intuitively, it computes how similar
a point is to its cluster (cohesion) compared to other clusters (separation). The silhouette





whereby i represents the data point, a(i) is the mean intra-cluster distance, and b(i) is
the mean nearest-cluster distance for a data point. From this definition, we can see that
the silhouette width s(i) is always between [−1, 1]. A high value indicates that points are
well-matched within clusters and poorly between clusters, whereas a low value corresponds
to the opposite. Therefore, we assumed that we could achieve the highest values s(i) at
the goal standard k.
6.7 Results
In this section, we present our empirical results. We start by describing the dialogue
generation experiments and then detailing different models applied for dialogue labeling,
along with their results.
6.7.1 Dialogue Generation Results
We named the dataset was generated from the augmentation method as ‘augmented
dataset’, and the dataset was generated from deep-learning models as ‘generated dataset’.
Utterance samples in the dataset are shown in Table 6.3.
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Table 6.3 An example of augmented and generated datasets.
Augmented Dataset Generated Dataset
Add pressure with 103 systolic blood pressure I help to presture with 88 diastolic pressure
Clean dentures with dishwashing liquid Please add heartbeat lastorats
Help to use portable toilets at bathroom Clean porcelain crowns with dish detergent
Help to change soiled diaper at toilet Help to toliet on foldout couch
Prepare noodles for breakfasts I have helped to change feeding burping on couch
Help to baths with bar stool I have helped to change soiled diaperoon slppers
Augmented Data Quality
Table 6.4 shows crowdsourcing evaluation results. Overall, we found the dataset to be
generally acceptable by participants in both groups (4.71 ± 0.58 ratings for fluency scores
and 4.66 ± 0.57 accuracy scores). The scores from participants with high levels of domain
expertise performed a little better than crowd workers (+0.4 for fluency scores and +0.6
accuracy scores). We directly asked the participants in the first group to give opinions on
low score utterances. They provided a similar main reason, that is, that some words were
difficult to understand because they had never seen them before. We found that these
words were synonym words generated by the pre-trained Word2Vec model. Thus, the
similar words should be carefully developed and reviewed by subject experts. Conversely,
we found that utterances of #add-vital intent were most often given low ratings in the
second group; this might have been because the hard medical definition of vital signs was
not clear to them.
Table 6.4 Crowdsourcing evaluation results. Note: years experience of group 1 is
the work experience in hospital, and group 2 is the experience in the use of virtual
assistants; M = male; F = female; m = mean; std = standard deviation.
Group 1 Group 2 Overall
Gender (M,F) 0,3 173,127 173,130
Age (m ± std) 25.6 ± 0.47 36.88 ± 7.98 36.76 ± 8.01
Years experience (m ± std) 1.33 ± 0.47 1.51 ± 1.12 1.51 ± 1.11
Fluency (m ± std) 4.83 ± 0.45 4.59 ± 0.72 4.71 ± 0.58
Accuracy (m ± std) 4.79 ± 0.46 4.53 ± 0.68 4.66 ± 0.57
Generated Data Quality
We also performed experiments to see how the performance of generation models was
trained in our data schema. Here, we conducted experiments on the following two models.
The first model is LSTM, as described in Section 6.4, and another is a Gated recurrent
unit (GRU) [26] as its related LSTM. (LSTM has three gates, namely, input, output,
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and forget gates, whereas GRU has just two gates, namely, reset and update gates). All
parameters were set to the same value in both models. Figure 6.5 shows the performance
of both models. We can see that accuracy and loss have not converged. LSTM achieved
90.28% accuracy and GRU 89.61% accuracy. Since LSTM was slightly better than GRU
by 0.67%, we will only discuss the results obtained from the LSTM model.
Fig. 6.5 The performance of generation models.
The results of our generated utterances closely resembled the original dataset (0.76
BLEU scores). In general, generated utterances began with the word or phrase related to
the original dataset. Although some utterances were grammatically incorrect but seman-
tically acceptable, this was probably due to how they were trained on the character-based
model. As we can see in Table 6.3, most spelling mistakes are just one or two characters
wrong. However, the output, in this case, has less diversity. As we tried to increase the
probability of sampling a class (sampled softmax) for more random predictions, the entire
new text could give more spelling mistakes and almost complete nonsense. We believe
that increasing training samples may help in producing more surprising utterances.
6.7.2 Dialogue Labeling Results
We performed experiments on the embedding models, as mentioned in Section 6.5. We
also reported the results obtained from these models in this subsection.
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Comparison Embedding Models
The experimental results are shown in Table 6.5. For sentence-level representation, USE
outperforms all other embedding approaches. USE results in an accuracy of 0.775 f1-
scores for intent clustering and 0.585 silhouette scores for entity clustering. For word-level
representation, there might be no significant difference between the accuracies of fastText
and Word2Vec for both intent and entities as both were trained using the skip-gram model.
However, fastText performed slightly better than Word2Vec. fastText improved the f1-
scores for intent clustering from 0.795 to 0.798 (±0.003) and for entity clustering from 0.741
to 0.787 (±0.046). Thus, fastText improved the silhouette scores for intent clustering from
0.648 to 0.674 (±0.026) for entity clustering from 0.603 to 0.614 (±0.0.011).
Table 6.5 Clustering performance on embedding models. Comparison of word-level
representations with sentence-level representations.
Model
Intent Entity
F1-Score Silhouette F1-Score Silhouette
Word2Vec 0.795 0.648 0.741 0.603
fastText 0.798 0.674 0.787 0.614
Elmo 0.712 0.405 0.723 0.538
USE 0.775 0.585 - -
InferSent 0.715 0.421 - -
BERT 0.667 0.452 - -
Comparing between word-level and sentence-level, we can see that the overall per-
formance of the vectors generated from word-level embeddings performed better than
sentence-level embeddings even when applied for intent clustering. The average of the
word embeddings of content words in the utterance of the fastText model shows f1-scores,
and the silhouette scores increased on the intent clustering by ±0.023 and ±0.063, respec-
tively. We reasoned that the representations learned from the fastText model included
character-based and subword information, which can play an essential role in improving
the representations for uncommon words and even OOV words.
Another interesting observation is that all models which show accuracy in entity clus-
tering are worse than intent clustering. In contrast, Elmo performance in entity clustering
was better than intent clustering. We suggest that although technically, Elmo is consid-
ered a state-of-the-art model and usually yields satisfactory results, they tend to perform
poorly on training new embeddings from specialized domains, which may probably be too
small. Additionally, its embeddings are contextually dependent, meaning that the word
vector changes depending on the sentence it appears in, which sometimes makes them
unable to capture semantic meaning in the utterances.
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Further Discussion
We visualized sentence embeddings in a two-dimensional plot using t-SNE [91] (t-
Distributed Stochastic Neighbor Embedding). It is an algorithm for visualizing high-
dimensional data, which uses local relationships between points to create a low-dimensional
mapping that captures non-linear structures. Example clusters of intents are shown in Fig-
ure 6.6. Each spatial spot in the scatter plot represents the sentence inside a single intent,
and similar sentence vectors would be placed in spatial proximity. The color of each spot
represents the cluster to which it belongs (e.g., all sentences in cluster #add-vital are
represented in yellow, in cluster #assist-toilet are represented in green and so on).
On close observation, it is seen that similar documents (either word vectors or sentence
vectors) are occupying adjacent spaces, while different document vectors are scattered in
the plot. The model can quickly identify intents and assign them to the cluster if they
show apparent dissimilarity between other documents in embedding space, such as #add-
vital and #assist-toilet. However, with #assist-toilet and #assist-bath, these items can
be difficult to distinguish correctly, as they more closely embed words that occur in the
same context. For example, looking at the fastText model in Figure 6.6. we can see that
there are two clusters (yellow and purple), in the general vicinity of each other and almost
overlapping, these are clusters of #assist-toilet and #assist-bath.
Fig. 6.6 The visualization of sentence clusters trained from six embedding models
using t-SNE. Each subplot shows the distribution of sentences within each cluster.
Figure 6.7 illustrates clusters of entities from the fastText, Word2Vec, and Elmo embed-
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dings, respectively. Some words can be one or more entities. For example, the toilet can
interpret both places and types in the #assist-toilet intent. One of the most challenging
aspects of it is how when the sentence is divided into smaller parts (e.g., word, chunk),
it cannot learn the context of relationships within the sentence like we can do in intent
clustering. Thus, it is clearly shown that without context rules, it would be challenging
to use these words as representations.
Fig. 6.7 The visualization of word clusters using t-SNE.
Furthermore, as in the generating process, we replaced these target words with their
relevant semantic representations using the pre-trained Word2Vec model, where words
with a higher probability than 0.5 were used. Although clustering models can easily find
similarities and cluster together, some utterances do not make sense, as mentioned in the
crowdsourcing evaluation. This problem mainly arises because of words that are synonyms,
but they may provide different perspectives in the context of statements. Moreover, since
no pre-trained models trained on nursing care records or any EHR data were provided,
we used the pre-trained Word2Vec model trained on Google news data, which might have
introduced error to obtain word embeddings in the nursing domain.
6.8 Conclusions and Future Work
One of the first steps to automate the construction of task-oriented dialogue systems is
automating dialogue labeling to identify the user intent and its adjunct entities in NLU
tasks. However, no open data are available, and getting full access to EHR or nursing
records is very challenging (e.g., privacy problems). In this paper, we proposed smart
ways to produce trained labeled utterances that encompass the functionality required
to record information about nursing activities, and also introduced semantic similarity-
based clustering using feature embeddings for automatic dialogue labeling. We desired
to improve and expand this dataset to make the availability of data that enables better
systems to be developed and to share the data with other researchers within the field of
training dialogue models to do meaningful research.
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We started with creating initial sample utterances using text augmentation techniques.
The results show our utterances have a powerfully good impression in terms of both flu-
ency and accuracy scores. We also built a character-based LSTM model to evaluate and
understand the opportunities and challenges of using the text generation model trained
with our data schema. Although our initial model does not have complex structures and
was trained on quite a small dataset, the generated utterances still seem reasonable. In
future work, we will look to other recent text generation models that are worth mentioning
beyond simple character-based models, such as a bi-directional RNN and generative ad-
versarial network (GAN). Furthermore, we want to increase the number of training data
and make utterances to have lots of complexity and multiple variations to ensure that
those models do not propagate possible biases present in the dataset.
We experimented with different types of word and sentence embeddings for the labeling
problem, intending to gain insights on the embeddings that are most suitable to use with
our dataset. We initially began to experiment with six widely used embedding models,
including Word2Vec, fastText, USE, BERT, InferSent, and Elmo. Here are a few more
variants that we have been trying, with no great success yet. We want to learn other
embedding models for further improvement. We observed that fastText outperformed
other embeddings on our dataset, while Elmo showed impressive performance for entity
clustering. The result shows a type of transfer learning where these pre-trained models
can be taken as a base and some modification can work well. We are currently exploring
the use of context-based representation techniques for obtaining word embeddings and
proposing several modifications to the model. Thus, we will find a possibility of retraining





Answering Models for Electronic Health
Records
7.1 Abstract
The prevalence of voice assistants has strengthened the interest in a question answering for
the medical domain, allowing both patients and healthcare providers to enter a question
naturally and pinpoint useful information quickly. However, a large number of medical
terms makes the creation of such a system a demanding task. To address this challenge, we
explore transfer learning techniques for constructing a personalized EHR-QA system. The
goal is to answer questions regarding a discharge summary in an electronic health record
(EHR). We present the experiments with a pre-trained BERT (Bidirectional Encoder
Representations from Transformers) model fine-tuned on different tasks and show the
results obtained to provide insights into learning effects and training effectiveness.
7.2 Introduction
A question answering (QA) boosts voice assistants to be smarter to answer questions posed
by humans in natural language automatically. Traditional methods for QA systems usually
rely on a structured source of knowledge-based (KB) that can be reliable in certain domains
but limited by the size of their underlying KB. Recently, with the availability of deep
learning architectures, more and more approaches utilize end-to-end learning approaches
to enhance QA capabilities [9, 30, 138, 149]. The system has acquired complex reasoning
ability to read the question and comprehend its content to answer questions automatically.
The ultimate performance of the learning algorithm depends on the sufficient quantity and
quality of the training data. However, there is a scarcity of available datasets for training,
especially a variety of complex clinical questions that need to construct domain-specific
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knowledge bases. The QA system trained on a small dataset is likely to overfit and make
it challenging to meet needs.
Transfer learning through pre-trained language models (e.g., Universal Sentence En-
coder BERT (Bidirectional Encoder Representations from Transformers) [31], (USE) [17],
Elmo [115], OpenAI GPT [119]) is currently one of the most popular techniques to reduce
the need for a large amount of training data. Instead of training a model from scratch,
we can use models pre-trained on a large corpus of data (e.g., Wikipedia articles, the
1 billion word benchmark [20]) and then fine-tune these pre-trained models on varying
downstream tasks (e.g., sequence labeling [4], sentence classification [69]). Fine-tuning
taking pre-trained weights and continuing learning the weights for a given task, and make
it perform a second similar task to achieve a better accuracy.
By following this idea, we propose a transfer learning with pre-trained BERT models
to construct a personalized EHR-QA system to answer questions in a patient discharge
summary in an electronic health record (EHR). We run experiments on four different
fine-tuned BERT models: (1) BERT (Large, Uncased, Whole Word Masking); (2) BERT-
QA fine-tuned a Stanford Question Answering Dataset (SQuAD) benchmark [120]; (3)
BioBERT-QA, a pre-trained language model for biomedical question answering [80,168];
(4) EHR-QA, an extended BioBERT-QA fine-tuned on unstructured EHR data. Our
experimental results demonstrate that EHR-QA significantly improves the model accuracy.
Besides, we present an document similarity approach to handle long clinical notes for
preserving key informational elements and the meaning of content, which indicates better
inference performance (71.32% accuracy for an exact match (EM) and 86.97% accuracy
for F1 score). Figure 7.1 presents an overview of EHR-QA, which first finds paragraphs
that related to the question, then feeds a QA task to the fined-tuned model to answer the
question.
7.3 Background
Recently, an automatic QA has received increased attention from the research commu-
nity. Specifically, neural sequence-to-sequence (seq2seq) [24] models have led to great
progress in machine reading comprehension QA tasks [49,120,143]. These generally com-
prise question, context, and answer, where the goal is to predict an answer conditioned on
a document and question. The performance of these seq2seq models was further enhanced
with the addition of the Attention-based Transformer [149].
BERT is a pre-trained model that obtains state-of-the-art results on a wide range of
NLP tasks include QA systems. It uses the bidirectional training of Transformer and an at-
tention model to language modeling, which allows the model to learn the context of a word
based on all of its surroundings. Several studies utilize BERT pre-trained models through
transfer learning in the use of word embeddings, and for domain adaptation of models
trained on one corpus to a different, but related corpus of clinical text. lee2019biobert









S: For airway protection due to
change in mental status.














Fig. 7.1 Overview of EHR-QA
released BioBERT, which is based on BERT to address the performance of biomedical
data. li2019fine fine-tuned BioBERT on an extensive collection of unlabeled EHR notes
to annotate biomedical and clinical entities. zhang2019extracting used fine-tuning BERT
to extract breast cancer concepts and their attributes from clinical breast cancer docu-
ments. peng2019transfer introduced BlueBERT, pre-trained on Pubmed abstracts and
Medical Information Mart for Intensive Care (MIMIC-III) clinical notes, which performs
good results for several tasks (e.g., named entity recognition (NER) and document clas-
sification) in the clinical domain. Inspired by these works, we explore the feasibility and
the potential way to create personalized EHR-QA.
7.4 Experimental setup
In this work, we specifically investigate the following research questions:
• How to integrate BERT models for personalized EHR-QA?
• Does BERT models generalize to the personalized EHR-QA?
• How do the results vary based on the model uses (original BERT and QA, domain-
general and domain-specific)?
• Does fine-tuned BERT models on specific EHR data influence model performance?
To answer these questions, we conduct our experiments on four fine-tuned models: (1)
BERT (Large, Uncased, Whole Word Masking); (2) BERT-QA; (3) BioBERT-QA; (4)
EHR-QA, an extended BioBERT-QA fine-tuned on unstructured EHR data.
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7.4.1 Pre-trained model
The extend BERT models considered in this paper are as follows:
• BERT-Large, Uncased, Whole Word Masking: The model is trained on the large
BERT model with uncased vocabulary (lowercase letter) and masking the whole
word. It has 24 encoder layers, 1024 hidden units, and 16 attention heads, with 340
million parameters.
• BERT-QA: The model is also trained on the BERT-Large, Uncased, Whole Word
Masking and fine-tuned on the SQuAD dataset. The SQuAD is a reading compre-
hension dataset, consisting of about 100,000 questions posed by crowdworkers on a
set of Wikipedia articles. Each sample consists of a question and a passage of text
containing the answer to that question.
• BioBERT-QA: BioBERT was initialized with BERT and fine-tuned using PubMed
and PubMed Central (PMC) publications. BioBERT-QA is based on BioBERT
pre-trained weight for answering biomedical questions including factoid, list, and
yes/no type questions.
7.4.2 EHR-QA
EHR-QA is an extended BioBERT-QA fine-tuned on EHR data. We used EHR data
available at the 2010 i2b2/VA Workshop on Natural Language Processing Challenges for
Clinical Records and collected QA pairs by Division of Digital Health Sciences, Mayo
Clinic for the fine-tuning the model. The EHR data includes 426 discharge summaries
from University of Pittsburgh Medical Center and MIMIC-III, which provides all patients
admitted to an intensive care unit (ICU) at the Beth Israel Deaconess Medical Center,
Boston, MA, USA. The QA pair focuses on why-question answering (why-QA) to find the
answer within a given discharge summary, for example:
Q: Why the patient was intubated on 06/26/00?
A: Agitation, change in mental status and increased respiratory distress.
In total, the corpus contains 138 paragraphs and 245 QA pairs. Figure 7.2 shows the
distribution of the data. The hyperparameter tuning taken from the original BERT paper,
which demonstrates state-of-the-art results, the parameters is defined as follows: the batch
size is 12; the number of epochs is 2; 384 max sequence length and 3e-5 learning rate for
Adam optimizer. The model took about 2 hours to complete on a single Tesla K80 GPU.
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Fig. 7.2 (left) The distribution of the documents based on length (mean=7963.59,
SD=3771.61). (right) Number of questions for each paragraph (mean=1.77,
SD=1.20)
7.4.3 Inference
The task here is given a question and a passage containing the answer, the system will
have to predict the answer text span in this passage. Figure 7.3 shows an example of the
answer span from the corresponding paragraph for the given question: Why was she given
Solu-Medrol 40 milligrams IV prior to the procedure?. The predicted the answer is her
history of contrast allergy, which the highest score for start position is her, and the highest
score for end position is allergy.
Fig. 7.3 Visualization of the start and end positions of the answer span given in the
paragraph.
Input format
To predict these answers, we need to convert the text into the BERT input format then
pass it to the model. BERT uses the WordPiece tokenization for handling misspellings and
out-of-vocabulary (OOV) words (e.g., medical abbreviations) in vocabulary, by segmenting
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words into subword units. For example, echocardiogram is broken down into echo, ##card,
##io, ##gram. The model also uses special tokenization to represent a pair of sentences
in a single sequence of tokens and differentiate the question from the reference text. The
first token of every input sequence is the special classification token [CLS], and the end
of each sentence is the separator token [SEP]. We run the BERT tokenizer against both
the question and the passage, then concatenate them together and place the [SEP] token
in between in the following format: the [CLS] token, the tokenized question, the [SEP]
token, the tokenized passage, and the final [SEP] token.
Input length
BERT requires constant length up to a max of 512 tokens as input. However, the length
(number of characters) of discharge summaries could be relatively long (see Figure 7.2).
One solution that we can use a sliding window method to divide the document into small
batches and feed them to the model one by one. Then, we can filter the answers based
on a probability threshold and get the final answer with high confidence. However, as the
model was trained on version 1.1 of SQuAD, the corresponding answer for each question
always exists, even the answer was not present in the paragraph, which can lead to a false
positive result (see Table 7.3).
To address these issues, we take advantage of document similarity measures to reduce
the length of the document by selecting relevant paragraphs and the paragraph containing
the ground truth answer, then calculate start and end scores from those. We call this
method +Summary. First, we split a paragraph into individual sentences using NLTK
sentence tokenization *1. Next, we get the sentence embeddings using the pre-trained USE
from Tensorflow hub *2. USE is trained with a transformer encoder on a variety of data
and optimized for sentences, phrases, or short paragraphs. The model map each sentence
to an embedding that captures the meaning of the sentence. The embeddings vector is 512
length, irrespective of the length of the input. Then, we get a cosine similarity matrix for
each sentence embeddings vector and compute the cosine similarity between the question
and sentences. Finally, we select paragraphs with top-5 highest paragraph scores for model
inference.
7.5 Evaluation and Results
We apportion the EHR dataset into training (for fine-tuning) and test sets, with an 90-
10 split and employ EM and F1 score as a metric to quantify the performance of the
fine-tuned models.
Table 7.1 summarizes the results on different fine-tuned models. Although the standard
BERT and BERT-QA models achieve good performance in the several general domains,
*1 https://www.nltk.org/api/nltk.tokenize.html
*2 https://tfhub.dev/google/universal-sentence-encoder
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Table 7.1 EM and F1 scores on fine-tuned models.
Model EM F1




EHR-QA +Summary 71.32 86.97
it does not generalize to the EHR, especially for EM. BioBERT-QA has better than the
two baseline models. It reflected in its strong F1, even though no target domain data
was used in training. However, it still limited to EM. EHR-QA substantially improves
the performance of BioBERT-QA. Results show that fine-tuned BioBERT-QA on specific
EHR data achieves competitive performance in terms of EM compared to BioBERT-QA,
suggesting that it exploits the specific knowledge encoded in the domain description and
improves the models’ generalization. We also report the EHR-QA performance, obtained
by extending +Summary on the test dataset. The document similarity algorithm can
significantly improve EM and F1 from the EHR-QA baseline model and has the best
performance on all models.
Table 7.2 shows examples of generated answers for each model. BERT fails in some
situations (e.g., Q1, Q5, and Q6). BERT-QA performs slightly better since it learns
weight from SQuAD, but the overall sentence often contains much irrelevant information
(e.g., Q4, Q5, and Q6). BioBERT-QA and EHR-QA models can generate correct answers,
but EHR-QA more outputs exactly matches the ground truth and longer length (e.g., Q1
and Q6).
Finally, we investigate how +Summary affects EHR-QA performance. The example of
+Summary is shown in Table 7.3 and compared to the sliding windows method. The
sliding windows method was found to be unsuitable for segmentation since the model
was trained on the version 1.1 of SQuAD, which means it possible output the answer
with high probability whether the answer does not exist in the window. As we can see,
the correct answer appears in the first window, but the second window has the highest
probability of the final answer instead, while +Summary yields an accurate answer even
lower probability.
7.5.1 Further discussion
We observe that data preparation is a crucial phase before applying inference. Different
approaches in text cleaning (e.g., cleaning of stop words and punctuation) can lead to
very different results during model inference. Furthermore, each prediction typically takes
longer than 2 minutes to be done when using the CPU version and takes between 5 to
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Table 7.2 Examples of generated answers by each model.
Ground truth Model Answer
Q1: Why cerebral spinal fluid could not be
extracted on admission?
A1: Difficulty with compliance with the
patient who was severely agitated and
would not comply with the examination.
BERT Difficulty with compliance.
BERT-QA We were unable to get cerebral spinal fluid.
BioBERT-QA Difficulty with compliance with the patient
who was severely agitated.
EHR-QA Difficulty with compliance with the patient
who was severely agitated and would not
comply with the examination.
Q2: Why was the patient diagnosed for
B12 deficiency?
A2: Long history of poor p.o. intake.
BERT Poor p.o. intake.
BERT-QA Due to her long history of poor p.o. intake.
BioBERT-QA Her long history of poor p.o. intake.
EHR-QA Long history of poor p.o. intake.
Q3: Why there was cellulitis on her legs?
A3: Distention from edema and poor
perfusion.
BERT Poor perfusion.
BERT-QA Likely due to distention from edema and poor
perfusion.
BioBERT-QA Distention from edema and poor perfusion.
EHR-QA Distention from edema and poor perfusion.
Q4: Why did the patient remain in the
Intensive Care Unit?
A4: Could not be weaned from the
Neo-Synephrine.
BERT Pain.
BERT-QA Remained in the Intensive Care Unit as he
was unable to be weaned off of his Neo-
Synephrine drip.
BioBERT-QA He was unable to be weaned off of his Neo-
Synephrine drip.
EHR-QA He could not be weaned from the Neo-
Synephrine.
Q5: Why the mother was taken for
cesarean delivery?
A5: Concerns of possible chorioamnionitis.
BERT Ch / breech presentation of twins.
BERT-QA Due to concerns of possible chorioamnionitis,
the mother was taken for cesarean delivery.
BioBERT-QA Possible chorioamnionitis.
EHR-QA Concerns of possible chorioamnionitis.
Q6: Why was the patient admitted for
further evaluation?
A6: Evidence of congestive heart failure and
the critical left main lesion.
BERT Low left ventricular ejection fraction.
BERT-QA He was able to be discharged home.
BioBERT-QA Congestive heart failure and the critical left
main lesion.
EHR-QA Evidence of congestive heart failure and the
critical left main lesion.
10 seconds when using the GPU version of the model. To reduce inference time, we may
have to consider other smaller models, such as LiteBERT and DistilBERT.
7.6 Conclusions
There is increasing interest in QA systems in the medical domain that act naturally and
perform functions beyond searching for information through the whole of the document.
In scenarios where training the model requires extensive domain-specific knowledge, it can
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Table 7.3 Generated answers from two different methods. (top) A false positive
result made by a sliding windows method. (bottom) A paragraph summary using
document similarity method.
Question: How old is the patient?, A: 48 year old
Sliding windows
*** First window ***
Paragraph: History of Present Illness: This 48 year old [**First Name3 (LF) 1229**] has
mental retardation and a seizure syndrome.He presents to our emergency room acutely
with reports of [**1-15**] days of abdominal pain as described by his caretakers, who find
him grimacing in an umbilical position.He had a change in bowel habits and decreased
PO intake for 2 weeks.
Answer: 48 year old
Probability: 0.7298772943356954
*** Second window ***




Paragraph: Attending:[**First Name3 (LF) 148**]Chief Complaint: Abdominal Pain.
History of Present Illness: This 48 year old [**First Name3 (LF) 1229**] has mental
retardation and a seizure syndrome. He is largely unresponsive and he responds only to
keep the stimulation for pain. He has had fevers for the last few days, up as high as 104
degrees. A workup was performed for this, and initial imaging of the abdomen showed
multiple views consistent with a free air in the abdomen.
Answer: 48
Probability: 0.5774934859581782
be addressed by considering transfer learning using pre-trained models. Our experimen-
tal results show that the pre-trained model has been shown to result in a more stable
model when fine-tuning with a small amount of domain-specific data. Moreover, identify-
ing the paragraphs most similar to the question before predicting the probability scores
in the inference process can help to improve the answer generation performance. For fu-
ture work, we aim to extend EHR-QA by incorporating other medical data and consider
more advanced similarity measures techniques to improve prediction performance further.




Even if the methods developed in this thesis show promising results, the work has some
limitations that should be mentioned. Future work related to this thesis should take these
limitations into account and try to overcome them. The five methods reported in this
thesis have been presented as independent pieces of work, but they can be integrated
with the dialogue system for nursing care records to get information from the nurses and
complete the task more efficiently.
Chapter 3, we built the dialogue system prototype for nursing care records to have
surety in what we are building is what is needed. More importantly, we found that the
system is slightly different from traditional dialogue systems because users are unnecessary
to complete all records simultaneously. With this classic dialogue state, users cannot edit
input instantly when they had an error input. They have to wait until finish all processes
or all required questions have been asked. For that problem, we subdivide each record’s
dialogue independently, which can guarantee that each record is collected in the right
format. Besides, we found that the main limitations of the system are the recording
interface. Since users have to take the initiative record, although, with this method, they
can reduce the activity state space since user actions are only allowed at specific points
in the dialogue; however, users cannot remember what they have to record. Also, users
cannot see their record details in real-time as they can do in the e-forms. We believe
combining e-forms and the dialogue system in the same system will help improve the user
experience.
Chapter 4, we developed the spoken dialogue system for nursing care records on Android
smartphone and combined with collecting personal sensor data and activity labels for
activity recognition. We also presented the proposed joint model for intent classification
and extracting extraction to form a semantic parse for user utterances. Our results show
that the proposed model can successfully perform both intent classification and entity
extraction tasks. The joint model slightly outperforms separate models for two tasks, and
it helps to reduce training time. However, we need to consider that the extraction model
is built upon large and high-quality labeled data, which is expensive to obtain. So, the
method presented in Chapter 6 can be applied. Also, we observed that data preprocessing
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is a crucial phase. Different processing approaches can lead to very different results. For
example, vital signs records contain more numerical attributes, while the most values of
transferring patients records are non-numerical attributes. These make it challenging to
carry out classic preprocessing directly and need to consider complex processing methods.
We may also consider speech recognition systems that included medical vocabularies or
are designed for medical conversations and speech repair methods for command correction,
affecting the data quality documentation and satisfaction.
As the leading cause of annotation errors in our earlier experiments in nursing care
services, nurses cannot record their real-time activities while taking care of residents.
They had to record before or afterward. Chapter 5, we presented a method to collect
training labels for human activity recognition by using a dialogue system. We conducted
experiments in the lab setting and analyzed the collected data to understand better what
users expect from the system, how they interact with it, and its other potential uses.
The preliminary performance of activity recognition attained the f-measure of 0.76. As
results show, the average recognition performance is still low. We suppose that mainly
because users forget to log activity. One possible solution is to remind users periodically
to record new activities and update ongoing activities. For example, use a dialogue system
for asking a question the user to correct labels uncertainly and provides a new annotation
to train better models.
Chapter 6, due to the lack of an utterance of the nurse transcript and developers’
expertise in the nursing domain, we developed a data augmentation-based framework
to create initial training utterances. We experimented with different types of word and
sentence embeddings for the labeling problem, intending to gain insights on the embeddings
that are most suitable to use with our dataset. Although our initial model does not have
complex structures and was trained on quite a small dataset, the generated utterances still
seem reasonable. The model can quickly identify intents and assign them to the cluster if
they show apparent dissimilarity between other documents in embedding space, such as
vital records and toilet assistant records. However, with toilet assistant records and bath
assistant records, these items can be difficult to distinguish correctly, as they more closely
embed words that occur in the same context. One of the most challenging aspects of it
is when the sentence is divided into smaller parts (e.g., word, chunk), it cannot learn the
context of relationships within the sentence like we can do in intent clustering. Thus, it is
clearly shown that it would be challenging to use these words as representations without
context rules. We will explore context-based representation techniques for obtaining word
embeddings and proposing several modifications to the model.
Chapter 7, we explored transfer learning techniques for constructing a personalized
EHR-QA system. The goal is to answer questions regarding a discharge summary in the
EHR and fulfill our dialogue system. We experimented with pre-trained BERT models
fine-tuned on different tasks and show the results obtained to provide insights into learning
effects and training effectiveness. We also presented the document similarity approach to
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handle long clinical notes for preserving key informational elements and the meaning of
content, which indicates better inference performance. Our experimental results show that
the pre-trained model has been shown to result in a more stable model when fine-tuning
with a small amount of domain-specific data. However, we found that each prediction
typically takes longer than 2 minutes to be done when using the CPU version and takes
between 5 to 10 seconds when using the GPU version of the model. To reduce inference




This study introduced integrating the spoken dialogue system into nursing care records
on the smartphone application. We designed, implemented, and deployed the systems for
a verification study as follows.
Chapter 3, we constructed the spoken dialogue system prototype to record nursing care
data called DSCR. We integrated speech recognition and NLU through mobile technology,
which improves the accuracy of nursing care records compared to the system using speech
recognition without dialogue. Our evaluation data indicated that DSCR increases the
speed of documentation when compared to e-forms. Also, users are satisfied with DSCR,
as shown by the ratings given along with the review. Although it is still hard to replace
GUI wholly with the voice, it creates the best user experience in many situations, as we
mentioned in the paper. These encourage us to develop the DSCR further to use in the
real-world setting.
Chapter 4, we introduced integrating the spoken dialogue system into nursing care
records on the smartphone application. We developed a joint model based on a Bi-LSTM-
CRF to identify user intention and extract record details from user utterances. Then,
we transformed unstructured data into record inputs on the smartphone application. We
conducted an experiment to demonstrate the proposed model’s capability and feasibility
in recording in realistic settings. Our preliminary evaluation results indicated that the
proposed method outperforms the traditional manner by approximately 58.13% regarding
the documentation speed.
Chapter 5, we showed the approach to collect training labels for activity recognition
through the dialogue system. We evaluate the performance of recognizing activity labels
to show the feasibility of using the dialogue-based annotation and analyze dialogue data
to understand better how they interact with the system.
Chapter 6, we presented an automatic dialogue labeling framework of NLU tasks. We
introduced the method to produce trained labeled utterances based on the augmentation
technique that encompasses the functionality required to record nursing activities. Fur-
thermore, we showed semantic similarity-based clustering using feature embeddings for
automatic dialogue labeling. Experimental results show that character-based model based
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on LSTM obtains an accuracy of 90% and generates various reasonable texts with BLEU
scores of 0.76. In addition, fastText embeddings produce strong performances both for
intent labeling and on entity labeling, which achieves an accuracy level of 0.79 and 0.78
f1-scores and 0.67 and 0.61 silhouette scores, respectively.
Chapter 7, we explored transfer learning techniques for constructing a personalized
EHR-QA system to fulfill the NLU system. Our experimental results show that the pre-
trained model has been shown to result in a more stable model when fine-tuning with a
small amount of domain-specific data. Moreover, identifying the paragraphs most similar
to the question before predicting the probability scores in the inference process can improve
the answer generation performance.
We pointed out promising future research directions regarding the efficient spoken di-
alogue system for the nursing care recording based on our findings. Our experiments
produced satisfactory results and showed that it could improve nursing records’ effective-
ness. Also, by integrating activity recognition and nursing care records, we can enhance
activity recognition usage. The approaches presented in this thesis is also reusable for
other applications that need to record document in a specific format and data standards
such as the health system records or registration of information in the EHR. For future
work, we aim to extend the dialogue system by considering more advanced techniques
to further improve prediction performance. Besides, we will focus on more solutions to
be adapt quickly to situations where there are little or no training data and share the
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