We consider the Kuramoto-Sivashinsky (KS) equation in one dimension with periodic boundary conditions. We apply a Lyapunov function argument similar to the one first introduced by Nicolaenko, Scheurer, and Temam [17], and later improved by Collet, Eckmann, Epstein and Stubbe[1], and Goodman [10] to prove that lim sup t→∞ ||u||2 ≤ CL 1.5 . This result is slightly weaker than that recently announced by Giacomelli and Otto [9] , but applies in the presence of an additional linear destabilizing term. We further show that for a large class of functions φ the exponent 1.5 is the best possible from this line of argument. Further, this result together with a result of Molinet[16] gives an improved estimate for L2 boundedness of the Kuramoto-Sivashinsky equation in thin rectangular domains in two spatial dimensions.
Introduction:
The Kuramoto-Sivashinsky (KS) equation
arises as a model of certain hydrodynamic problems, most notably the propagation of flame fronts [18] . The KS equation is interesting mathematically because the linearization about the zero state u t = −u xxxx − u xx subject to periodic boundary conditions on [−L, L] has a large number (O(L/π)) of exponentially growing modes. The growth of these modes corresponds, in the combustion problem, to the development of nontrivial structures. In addition to its importance as a model for flame fronts [18] and phase turbulence [14] the KS equation has become one of the canonical models for spatio-temporal chaos in 1 + 1 dimensions [12, 13, 15] .
Nicolaenko, Scheurer and Temam [17] gave the first long-time boundedness result for the Kuramoto-Sivashinsky equation, showing that lim sup t→∞ ||u|| 2 ≤ CL 5 2 for odd initial data, as well as showing that bounds on the L 2 norm imply bounds on the dimension of the attractor. This last estimate was improved by Collet, Eckmann, Epstein and Stubbe [1] who extended it to any mean-zero initial data and improved the exponent from 5 , and by Goodman [10] , who extended it to any mean-zero initial data with the same exponent. All of these papers use a version of the original argument of Nicolaenko, Scheurer and Temam, namely to establish that the function ||u−φ|| 2 2 is a Lyapnuov function for an appropriately chosen φ and ||u|| 2 sufficiently large. There are also two bounds which do not fit into this Lyapunov function framework, that of Ilyashenko [11] , and the very recent paper of Otto and Giacomelli [9] . This last, which treats the KS equation as a perturbation of the Burger's equation, is currently the best estimate, establishing that Our proof applies equally to the destabilized Kuramoto-Sivashinsky equation:
u t = −u xxxx − u xx + γu + uu x γ ≥ 0 which has stationary solutions which satisfy ||u|| ∝ L 1.5 , so in this sense the result cannot be improved. We also give a scaling argument that motivates the choice of φ and shows that, at least for a large class of potentials φ, 3 2 is the best exponent possible from this line of argument.
We begin by stating two basic lemmas which form the core of the Lyapunov function argument. These lemmas are basically equivalent to equations 2.11,12 and 3.10-3.12, or analogous results in the other Lyapunov function papers. It is worth noting that similar results of considerably greater generality were shown by Constantin and Doering, and generally go by the name 'background flow method.' [2, 3] 
satisfying the following inequality:
for some constants λ > 0 and M , then B (0, R * * ) , the ball of radius R * * centered about the origin, is an attracting region, where the radius R * * is given by
To show this, let ||u|| 2 ≥ R * * then
The parallelogram law implies
and the inequality above implies that
If we apply the obvious Gronwall estimate to the above inequality it is apparent that B(φ, R * ), the ball of radius R * centered about φ is exponentially attracting, with R * 2 = ||φ|| 2 + 
A straightforward calculation gives 1 2
After integrating by parts and applying periodic boundary conditions this becomes 1 2
Applying the Cauchy-Schwartz inequality in the form <f, g>≤
If we then make the substitution φ = γφ, y = βx, we find that 1 128
Finally, taking p = 
as claimed. ♣ Since we are primarily concerned with the scaling of the estimates with L, and not with the actual constants, we will henceforth drop the tilde and replace βL with L and y with x. The preceeding lemmas show that, if we can construct φ ∈Ḣ 2 per such that
for some δ independent of L, then we get an estimate of the form lim sup
Since it is clear that that R * * is comparable to the H 2 norm: c||φ|| H 2 ≤ R * * ≤ C||φ|| H 2 , and since we primarily concerned with the scaling with L, and not with overall constants, we will write this in the form lim sup
Our argument proceeds along the same lines as that of previous papers, but with a better construction of the function φ, which leads to better exponents than in previous Lyapunov function arguments. We first construct a φ x such that the operator K defined above is positive definite for u satisfying Dirichlet boundary condition. This establishes an L 2 bound for odd solutions of the KS equation, which are preserved under the flow. This result can be extended to all φ by allowing a time-dependent φ which translates under a kind of gradientflow dynamics, as was first done by Collet, Eckmann, Epstein and Stubbe. Our construction is done in real space, unlike the constructions of Nicolaenko, Scheurer and Temam, and Collet, Eckmann, Epstein and Stubbe, where the construction uses a clever cancellation in Fourier space. We feel that the real space construction clarifies the role of uncertainty estimates in determining the positivity of the operator, and makes it easier to see what the optimal scaling should be.
Main Results
In this section we present our main results. We begin with a discussion of the role of scaling and uncertainty in determining exponents in the Lyapunov function approach to proving boundedness of the KS equation. The construction of a suitable function φ can be viewed as a competition between kinetic energy and potential energy terms in the operator, and relatively simple scaling arguments make it clear how the function should scale with L, the length of the interval. With this as motivation, we proceed to prove that a suitable Lyapunov function with the critical scaling exponents can be constructed. The main technical tools will be a Hardy-type inequality, which allows us to derive a lower bound on a second order kinetic energy term with a Dirichlet boundary condition in terms of a standard first-order kinetic energy term, together with a lower bound on a Schrodinger operator in terms of a finite dimensional quadratic form.
Scaling, uncertainly, and bounds
As outlined in the previous section the basic strategy is to choose a periodic function φ x of zero mean such that the following quadratic form is coercive,
for u satisfying Dirichlet boundary conditions and some positive δ independent of L. Doing so gives a bound on the radius of the attracting ball in L 2 which scales like ||φ|| H 2 . The strategy which has previously been followed for constructing such a potential is this: One constructs a potential that is large and negative on a small set near the origin, and positive on the rest of the interval, in such a way that the potential is mean zero. The uncertainty principle, together with the Dirichlet boundary condition, implies that little of the mass of the ground state can be concentrated in the small region where the potential is negative, so that the net effect is to produce a positive ground state eigenvalue. In this section we present a scaling argument which suggests the best possible estimate one can get of this form. In the next section we show that this estimate can actually be achieved. We will assume for simplicity of discussion that for x ∈ (−L, L) the function φ x takes the following form,
where γ is a constant andq is compactly supported C 2 function, with φ x extended to a 2L periodic function in the usual way. The functions constructed by Goodman and in the current paper are exactly of this form. The functions φ constructed by previous authors can all be written as a sum of a constant and a function which is rapidly decaying away from the origin, though not necessarily compactly supported. The present discussion can be extended to such potentials under some very mild technical assumptions. For details see the Ph.D. thesis of one of the authors [8] . 
Note the prefactor of L c2−4c1 in front of the potentialq. Motivated by this, we refer to potentials for which c 2 − 4c 1 < 0 as weak potentials, those for which c 2 − 4c 1 > 0 as strong potentials, and those for which c 2 = 4c 1 as critical potentials. Strong potentials are those for which the potential energy term dominates the low-lying eigenvalues in the limit L → ∞, while weak potentials are those for which the kinetic energy term dominates. All of the potentials constructed in previous papers are weak potentials, with the potential in [1] being closest to critical.
It is clear from another simple test-function argument, this time with a localized test-function, that if q is a strong potential the operator K again cannot be positive. Simply taking a compactly supported test function whose support is contained in a region whereq < 0 gives an estimate of the following form
where the three error terms come from the u 2 xx , u 2 x and u 2 terms respectively. Thus for a φ x of this form to yield a positive definite operator we have two necessary inequalities on the exponents, namely:
A simple calculation shows that the H 2 norm of the potential φ x is bounded below by ||φ||
Taking the inequalities in equations (3), (4) . We show in this paper that these critical exponents can actually be achieved.
This calculation makes clear the construction of a Lyapunov function for this problem involves a competition between the kinetic energy terms in the functional (which scale with the width of the potential) and the potential energy terms, which scale with the height of the potential. In particular it should be clear from this calculation that the scaling depends crucially on the order of the operator. In particular one expects different critical exponents for a second order operator, since the kinetic energy term is less effective at small scales than the analogous term for a fourth order operator. Along these lines we make a couple of other comments, directed specifically at the papers of Nicolaenko, Scheurer and Temam and of Goodman. In [17] and [10] they make an additional simplification by using the inequality ∂ xxxx + ∂ xx ≥ −∂ xx + 1 to bound the operator K from below by a standard second order Schrodinger operatorK: If one carries out the same scaling analysis presented above for this quadratic form one finds that the exponents c 1 , c 2 defined above must satisfy the inequalities
along with the same estimate of the penalty term due to the potential:
Carrying out this minimization problem gives the critical exponents c 1 = 1, c 2 = 2, giving an estimate of the radius of the attracting ball of R = CL 5 2 . Thus the estimates in [17] and [10] are the best possible for potentials of this form and the second order operatorK. This calculation is, in a sense, complementary to Lieb-Thirring type inequalities. In Lieb-Thirring inequalities one attempts to maximize some measure of the negative part of the spectrum of an operator over all potentials with a fixed norm. In the Lyapunov function method one would like to minimize the negative part of the spectrum, to obtain a positive operator. Unfortunately, there appear to be only few results of this sort for operators of higher order than second (see, however, the work of Tadjbakhsh and Keller [20] and Cox and Overton [4] on the optimal shape of columns).
As a sidenote we remark that the Burgers-Sivashinsky equation, being second order, provides an amusing application of this point of view. An analysis of the Burgers-Sivashinsky (BS) equation
by the Lyapunov function method leads to a bound of the form
where λ 0 is the smallest eigenvalue of the operator
One can choose the potential φ x in an 'optimal' way by maximizing the ground state eigenvalue λ 0 (φ x ) as a functional of φ x subject to the constraints φ 2 x dx = constant. Formally one has
where µ is the Lagrange multipliers associated with the constraint. Of course the replacement of the max min by min max needs justification, but this can be done fairly easily in the second order case. Solving the maximization over φ x leads to φ x = 1 2µ u 2 − ||u|| 2 2 /(2L) and thus to the functional
The solution of this minimization problem can be expressed in closed form in terms of Jacobi elliptic functions [8] .
Proof of main results
Our main result can be stated as follows
Further we have the estimate ||φ|| H 2 ≤ cL 1.5 .
Note:
The above theorem requires only a single Dirichlet boundary condition at the origin, and thus applies to many different densely defined domains for the operator K = ∂ xxxx + ∂ xx + φ x . We will primarily be interested in the domain of odd, periodic flows, which is preserved under the KS flow.
The proof of this theorem is presented as a series of simple lemmas. The first lemma is an uncertainty inequality that allows us to estimate the second order kinetic energy term by a first order kinetic energy which is more analytically tractable. This lemma has an advantage over the standard Poincare inequality, since it is in some sense 'local' and does not scale badly with large intervals. The downside is that we 'use up' the Dirichlet boundary condition, so we are forced to consider a larger domain for v. Here we have integrated by parts once and used the fact that the term 2yv
Remark: This is essentially a higher order analog of the Hardy inequality, which says that for F ∈ C 1 , F (0) = 0 one has the estimate
In the next lemma we show the positivity of an operator which we will later use to bound then operator K from below.
Lemma 4. Define a piecewise constant compactly supported function Q(y) as follows:
with a, q 0 , q 1 positive constants satisfying the inequalities q 0 a 2 < 1 (10)
Then for all v ∈ H 1 we have
Proof: We will show that
is even the same argument holds for
Obviously the integral over |y| > a is positive (since Q is zero) and can thus be neglected. Note that we are not assuming any particular boundary conditions on v.
For any v ∈ H 1 and any two points y 1 and y 2 we have the elementary uncertainty inequality
Since v ∈ H 1 is continuous we can 'sample' v(y) at three location y 0 = 0, y 1 ∈ (0, a/2), y 2 ∈ (a/2, a) defined as follows
In the case where there is not a unique point in (0, a/2) at which |v| attains its maximum y 1 can be chosen to be any point at which the maximum is achieved, and similarly for y 2 .
One has the obvious lower bound on the kinetic energy in terms of the v i , y i :
as well as a bound on the potential energy term,
The kinetic energy bound is clearly not sharp, and can be improved, but it suffices to prove the lemma. Combining these two lower bounds we find that the functional is bounded below by a quadratic form in three unknowns,v 0,1,2 :
The quadratic form is given by v T Av, where A is defined by,
A symmetric matrix A is positive definite if all of the principle minors are positive, and therefore v T Av > 0 when the following two inequalities are satisfied.
For a fixed a > 0 the above inequalities always have a solution in the positive quadrant of the (q 0 , q 1 ) plane above the hyperbola defined by q 1 −q 0 −a 2 q 0 q 1 = 0. ♣ Next, we show that we can construct a modified potentialQ such thatq(y) = Q(y)/y 2 is smooth and the quadratic form does not decrease. This is the content of the next lemma.
Lemma 5. For any constant µ there exists a potential functionQ such that
•q =Q(y)/y 2 ∈ C ∞ 0 and
Proof: In the standard way we define f (y) to be a non-decreasing C ∞ function satisfying
Clearly we have lim y→0 f (n) (y) = 0 and thus lim y→0 y −k f (y) = 0 DefineQ to be even Q(y) = Q(−y) and defined for y ≥ 0 bỹ
where δ is small and will be chosen later. Clearly q =Q/y 2 is in C ∞ , and q(0) = 0. It is easy to check that <q>≈ − q0 δ for δ small, and thus the mean < q > can be made arbitrarily negative. Finally note thatQ ≥ Q and thus We are now in a position to prove our main theorem, in which we construct our potential φ x . The Cauchy-Schwartz inequality implies that − u
2 , so it clearly suffices to show that
We write the mean zero function φ x in the form
If we can choose q such that <q>≤ − Based on the scaling arguments of the previous section we define q(x) to be
whereq is compactly supported. Obviously this can be extended to a periodic function in the standard way. After the rescaling y = L From lemma 3 we have the inequality
From the results of lemma 5 we can chooseQ in such a way that the the above is positive for all u ∈ C ∞ 0 with u(0) = 0, and thus the theorem is proven. Remark: The fact thatq can be chosen to have arbitrarily negative mean and still generate a positive operator K implies that φ x can be chosen such that < u, Ku >≥ c||u|| 2 for any constant c independent of L with a bound ||φ|| H 2 ≤ CL 3 2 . Thus the above argument gives an L 2 of the destabilized KS equation
which scales like L 3 2 for any fixed γ. We have constructed a potential function φ x such that the operator K is bounded below on the set of functions satisfying a Dirichlet boundary condition. All that remains to be checked is that the H 2 norm of the potential scales correctly with L. This is the content of the next lemma. We have the obvious estimate
Sinceq is bounded (independently of L) and supported on [−a, a] we have
The L 2 bound now follows since
Extension to arbitrary initial data
The theorem proved above, together with the lemmas proved in the first section, show that for odd initial data the (destabilized) Kuramoto-Sivashinsky equation remains bounded in L 2 for all time. These results can be extended to arbitrary mean-zero initial data in the manner first done by Collet, Eckmann, Epstein and Stubbe [1] or by Goodman [10] . In particular Theorem 1 in this paper is stated in such as way as to be compatible with lemma 5.1 in [1] . From this the results of proposition 4.3 in [1] follow, and the L 2 boundedness result extends to arbitrary mean-zero initial data.
Conclusions
In this paper we have constructed a function φ such that the ball B(φ, cL 3 2 ) is a global attracting set for the (destabilized) Kuramoto-Sivashinsky equation
This result has the best possible scaling with L, the size of the domain, since the above equation has stationary solutions with L 2 norm which scales like L 3 2 . While the result of Giacomelli and Otto is slightly stronger, the Lyapunov function argument outlined here is still interesting for a number of reasons. First is that it gives the optimal scaling for L 2 boundedness of the destabilized KS equation, a result that seems to be new. Secondly, this calculation shows that the critical exponents for an argument of this type can be achieved, and is interesting as a demonstration of the limits of this kind of Lyapunov function argument. Finally, it should be noted that there is a result of Molinet [16] giving y .
