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Abstract
Let Mp;q denote the modulation space with parameters p; qA½1;N: If 1=p1 þ 1=p2 ¼
1þ 1=p0 and 1=q1 þ 1=q2 ¼ 1=q0; then it is proved that Mp1;q1  Mp2;q2CMp0;q0 : The result is
used to get inclusions between modulation spaces, Besov spaces and Schatten classes in
calculus of Cdo (pseudo-differential operators), and to extend the deﬁnition of Toeplitz
operators. We also discuss continuity of ambiguity functions and Cdo in the framework of
modulation spaces.
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0. Introduction
During the period 1980–1983, Feichtinger introduced in [8,10] the modulation
spaces, denoted by Mp;q; p; qA½1;N; as an appropriate family of function and
distribution spaces to have in background when discussing certain problems within
time–frequency analysis. In this topic, the ambiguity function, which is connected to
the Wigner distribution and the short time Fourier transform, is an important
concept. The modulation spaces, obtained by imposing a mixed Lp;q-norm on
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ambiguity functions, give opportunities to consider certain decay and propagation
properties at inﬁnity for distributions, as well as certain localization properties. In
[10,12–14,18], Feichtinger and Gro¨chenig developed the basic theory for modulation
spaces. Important parts in these investigations concern invariance and continuity
properties, for example embeddings and convolutions for modulation spaces. One
did also analyze the ambiguity function using modulation space theory.
The theory for such spaces has thereafter been developed in different ways.
In [17], Gro¨bner obtained embeddings between modulation spaces and Besov
spaces, and in [26], Okoudjou found embeddings between modulation spaces and
Sobolev/Triebel spaces. We also note that some other convolution results may be
found in [19].
During the last 10 years, after a systematic development of the modulation space
theory already had been done by Feichtinger and Gro¨chenig, the modulation spaces
have also occurred in the theory of pseudo-differential operators, and supply the
topic with symbol classes which are deﬁned without any explicit reference to
derivatives. In the early paper [29] by Sjo¨strand, algebraic and continuity questions
for pseudo-differential operators with symbols in MN;1 are treated. Here, for
example, it is proved that such operators are L2-continuous. In [3], Boulkhemair
extends this result to a large class of Fourier integral operators. Independently by
Boulkhemair [3] and Sjo¨strand [29], Gro¨chenig and Heil prove in [19,20], that such
pseudo-differential operators are continuous on any modulation space Mp;q; which
in particular also implies L2-continuity, since M2;2 ¼ L2: These results also
immediately apply to pseudo-differential operators with symbols in S00 ; since
S00CM
N;1: Here, and in what follows, S00 denotes the Ho¨rmander class which
consists of all smooth functions which are bounded together with all their
derivatives. (In many situations, the notation S00;0 is used instead of S
0
0 :) We ﬁnally
remark that related results might be found in [6,23,25,31,34].
The aim of this paper is to study certain continuity questions for modulation
spaces, and to apply the results to the theory of pseudo-differential operators and
Toeplitz operators. The continuity investigations consist mainly of ﬁnding
convolution properties between modulation spaces and Lebesgue spaces, and to
ﬁnd embeddings between modulation spaces and Besov spaces. Some attention is
also paid to continuity questions for ambiguity functions in the context of
modulation spaces. The applications to pseudo-differential calculus are of different
kinds. From the embeddings between modulation spaces and Besov spaces we obtain
embeddings between Schatten–von Neumann classes in pseudo-differential calculus
and Besov spaces. Our investigations of the ambiguity function may also, in a way
similar to [19,20], be applied to pseudo-differential calculus using modulation spaces.
This means that the symbols for the pseudo-differential operators should belong to
modulation spaces, and that continuity for such operators is discussed in
background of modulation spaces. Recall that the symbol classes in classical theory,
in contrast to the modulation spaces, are usually formulated in terms of restrictions
on derivatives, and continuity is usually discussed in the context of Sobolev spaces,
and not in the context of modulation spaces. (Cf. [22].)
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The applications to the theory of Toeplitz operators are essentially made within
the Weyl calculus of pseudo-differential operators, using the fact that the Weyl
symbol of a Toeplitz operator may be expressed as a convolution of the Toeplitz
symbol and a Wigner distribution. Then it is straightforward to apply the
convolution results for modulation spaces, mentioned above.
We remark also that the paper is based on the research report [36].
Let us now brieﬂy discuss our results. We start by recalling the deﬁnition of
modulation spaces. Assume that p; qA½1;N; and that wASðRmÞ\0; and set txw ¼
wð 	 xÞ: (We use the same notations for the usual function and distribution spaces,
e.g. in [22].) The modulation space Mp;qðRmÞ consists of all aAS0ðRmÞ such that
Z Z
jFðatxwÞðxÞjp dx
 q=p
dx
 !1=q
oN; ð0:1Þ
(with obvious modiﬁcation when p ¼N or q ¼N). Here F denotes a choice of
Fourier transform. (In [30], the set MN;1 is denoted by Sw; and in [34], the notation
Spw is used instead of M
p;1:) The space Mp;q increases with the parameters p and q:
The smallest space, M1;1 is contained in Lp and FLp for every p; which in turn are
contained in MN;N: As for Sobolev spaces, weighted modulation spaces are
obtained by including multiplicative weight-functions in the integrand of (0.1).
(Cf. Chapter 11 in [19].)
In Section 2, Young-type results for modulation spaces and Lebesgue spaces are
discussed. More precisely we prove that the usual convolution product onS extends
to a continuous mapping from Mp1;q1  Mp2;q2 to Mp0;q0 ; provided that 1=p1 þ
1=p2 ¼ 1þ 1=p0 and 1=q1 þ 1=q2 ¼ 1=q0: If in addition qj ¼ 1 when j ¼ 0 or qj ¼N
when j ¼ 1 or j ¼ 2; then the extension also holds when Mpj ;qj above is replaced by
Lpj : This means that Mp1;q1  Mp2;q2CLp0 when q0 ¼ 1 and Mp1;q1  Lp2CMp0;q0 when
q2 ¼N: The basic ideas for these results and their veriﬁcations are rather similar
with Theorem 3 and its proof in [9], which implies that Mp1;q1  Mp2;q2CMp0;q0 ; when
1=p1 þ 1=p2 ¼ 1=p0 and 1=q1 þ 1=q2 ¼ 1þ 1=q0:
In Section 3 we apply the convolution results above, in order to prove embedding
relations between modulation spaces and Besov spaces. Here some ideas from Section
2 in [35] are used, where embeddings between Schatten–von Neumann classes in Weyl
calculus and Besov spaces are proved. Since there are certain narrow embedding
properties between Sobolev spaces and Besov spaces, we obtain at the same time
inclusions between Sobolev spaces and modulation spaces. The results of these
investigations are summarized in Theorem 3.1 below, from which it follows that if
y1ðp; qÞ ¼ maxð0; q	1 	minðp	1; p0	1ÞÞ;
y2ðp; qÞ ¼ minð0; q	1 	maxðp	1; p0	1ÞÞ; p; qA½1;N;
ð0:2Þ
then
H
p
mmy1ðp;qÞðRmÞCMp;qðRmÞCH
p
mmy2ðp;qÞðRmÞ; when m41: ð0:3Þ
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Here Hps is the Sobolev space of distributions with s derivatives in L
p; and p0 denotes
the conjugate exponent to p; i.e. p and p0 satisfy 1=p þ 1=p0 ¼ 1: In particular, some
of the results in [26] are obtained. For example, if 2pppN and q ¼ p0; then the ﬁrst
inclusion in (0.3) is equivalent to Corollary 1 in Section 3 in [26]. Theorem 3.1 also
improves Theorem F.4 in [17] by P. Gro¨bner, which deals with embeddings between
a-modulation spaces and Besov spaces.
These inclusions also give embedding results for pseudo-differential operators with
low regularity assumptions on their symbols, which we shall describe now. Assume
that aASðR2mÞ and that tAR: Then the pseudo-differential operator atðx; DÞ; with
symbol a; on SðRmÞ is deﬁned by
ðatðx; DÞ f ÞðxÞ ¼ ðOptðaÞ f ÞðxÞ
¼ ð2pÞ	m
Z Z
aðð1	 tÞx þ ty; xÞ f ðyÞei/x	y;xS dy dx;
where fASðRmÞ: The deﬁnition extends to any aAS0ðR2mÞ; in which case atðx; DÞ
becomes a continuous operator fromSðRmÞ toS0ðRmÞ: (Cf. [22] or [34].) If t ¼ 1=2;
then the Weyl quantization is obtained, and we write awðx; DÞ and OpwðaÞ instead of
a1=2ðx; DÞ and Op1=2ðaÞ respectively.
We let st;pðR2mÞ denote the set of all aAS0ðR2mÞ such that atðx; DÞ is a Schatten–
von Neumann operator on L2ðRmÞ of order pA½1;N: The inclusion relations above
then also give inclusions between st;p-spaces, Besov spaces and Sobolev spaces. We
prove for example that for every m41 and pA½1;N; then
H
p
2mmj1	2=pjðR2mÞDst;pðR2mÞDHp	2mmj1	2=pjðR2mÞ:
(Note that if t ¼ 0 or t ¼ 1=2; then for certain p; sharper inclusions are presented in
[2,4,35].)
In the last section we make some further applications of the convolution results in
Section 2 to the theory of pseudo-differential operators and Toeplitz operators.
These investigations are partially based on certain continuity properties for the
ambiguity function
Wf ;gðx; xÞ ¼ ð2pÞ	m=2
Z
f ðy=2	 xÞgðy=2þ xÞei/y;xS dy; ð0:4Þ
and its relation to Weyl operators. Here f ; gASðRmÞ; which implies that
Wf ;gASðR2mÞ: The deﬁnition extends to any f ; gAS0ðRmÞ; and then Wf ;gAS0ðR2mÞ
(cf. [16,32] or [35]).
We present sufﬁcient conditions on f and g; in order to Wf ;g should belong to
certain modulation spaces, and prove for example that if ppq; fAMp;qðRmÞ and
gAMq;pðRmÞ; then Wf ;gAMp;qðR2mÞ: As an application, we improve Theorem 14.5.2
in [19] and give, for certain p and q; sufﬁcient conditions on pj; qj; j ¼ 1; 2; such that
atðx; DÞ is continuous from Mp1;q1 to Mp2;q2 ; when aAMp;q and tAR: As a
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consequence of these investigations, we also obtain continuity results of a more
classical character, and discuss S00-continuity and L
p-continuity for atðx; DÞ when
aAS00ðR2mÞ:
In order to explain our results concerning Toeplitz operators we recall the
deﬁnition of these operators. For any ﬁxed h0ASðRmÞ\0; and any aAS0ðR2mÞ; the
Toeplitz operator Tph0ðaÞ is deﬁned by the formula
ðTph0ðaÞ f ; gÞ ¼ ðað	2ÞWf ;h0 ; Wg;h0Þ ð0:5Þ
for every f ; gASðRmÞ: Here ð; Þ is the usual L2-scalar product. In Section 4 we also
consider the case when h0 belongs to certain modulation spaces.
The theory of Toeplitz operators may be considered as a part of the Weyl calculus,
since the Weyl symbol for Tph0ðaÞ is equal to a  uh0 ; where uh0 ¼ ð2pÞ	m=2Wh˜0;h0 :
Here, and in what follows, we set f˜ðxÞ ¼ f ð	xÞ: (Cf. [27,32, Section 5.2] or
[35, Section 4].) We may then apply the convolution results in Section 2 to a  uh0 ;
and it turns out that Tph0ðaÞ is a Schatten–von Neumann operator of order p when
aAMp;qðR2mÞ for some qA½1;N:
1. Preliminaries
In this section we present some basic properties of modulation spaces and their
relations to Lebesgue spaces and Schatten–von Neumann spaces in the pseudo-
differential calculus. Here the most of the results may be found in for example [15,17]
or [19]. We start by making a review of certain invariance and growth properties of
the modulation spaces.
Assume that p; qA½1;N and that wASðRmÞ\0: Then we recall that Mp;qðRmÞ is the
set of all aAS0ðRmÞ such that Ha;p;wALqðRmÞ; where
Ha;pðxÞ ¼ Ha;p;wðxÞ 
Z
jFðatxwÞðxÞjp dx
 1=p
: ð1:1Þ
Here F is some choice of Fourier transform. We also set
jjajjMp;q ¼ jjajjMp;q;w  jjHa;p;wjjLq : ð1:2Þ
If p ¼ q; then the notations MpðRmÞ and jj  jjMp are used instead of Mp;pðRmÞ and
jj  jjMp;p ; respectively.
The set Mp;qðRmÞ is a Banach space which is independent of the choice ofF and w
above, and different choice of w give rise to equivalent norms (cf. [15, Section 3.2.2]
or [19, Chapter 11]).
Remark 1.1. In [34], the independent properties of certain types of modulation
spaces are further investigated. More precisely, assume that m is a non-negative
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periodic Borel measure, and that wASðRmÞ satisﬁesZ
wðy 	 xÞ dmðyÞa0 for every xARm: ð1:3Þ
Assume also pA½1;N and q ¼ 1: Then Theorem 2.7 in [34] asserts that aAMp;qðRmÞ;
if and only if
Ha;p;w;dmðxÞ 
Z
jFðatxwÞðxÞjp dmðxÞ
 1=p
belongs to LqðRmÞ: By similar arguments it follows that the same conclusion holds
for every, p; qA½1;N: Moreover, jjajj ¼ jjHa;p;w;dmjjLq deﬁnes a norm equivalent to
any Mp;q-norm at the above.
Note that if dm is the Lebesgue measure, then the conclusion in Remark 1.1 holds for
any wAS\0: For general periodic, non-negative and non-trivial Borel measure m; it
seems to be an open question for the author whether condition (1.3) may be replaced by
the weaker condition wAS\0 such that the conclusion in Remark 1.1 still holds.
In the most situations it is assumed that dmðxÞ ¼ dx; while the choice of w depends
on the situation under consideration. We also note that there are no problems
with measureability in (1.1), since for any aAS0ðRmÞ and any wASðRmÞ; then
ðx; xÞ/FðatxwÞðxÞ is a smooth function.
Obviously, Mp;qðRmÞ is independent of the choice of Fourier transform F; and
from now on it is assumed that F is given by
Ff ðxÞ ¼ fˆðxÞ ¼ p	m=2
Z
f ðxÞe	2i/x;xS dx: ð1:4Þ
It follows from this deﬁnition that for admissible f ; gAS0ðRmÞ; we have
Fð f  gÞ ¼ pm=2 fˆgˆ and Fð fgÞ ¼ p	m=2fˆ  gˆ: ð1:5Þ
We shall next consider the space M
p;q
F ðRmÞ FMp;qðRmÞ; when p; qA½1;N: Such
spaces are examples on Wiener amalgam spaces, and we recall that Mp;q andFMp;q
agree, if and only if p ¼ q: (Cf. [8,19].) On the other hand, the deﬁnition of the Mp;qF -
spaces may be expressed in a similar way as the deﬁnition of the modulation spaces.
Indeed, Parseval’s formula gives
jFðaˆ tx #wÞðxÞj ¼ jFðat	x $wÞðxÞj: ð1:6Þ
Here and in what follows, $wðxÞ ¼ wð	xÞASðRmÞ\0: It follows now from (1.6) that
M
p;q
F ðRmÞ consists of all aAS0ðRmÞ such that
jjajjMp;q;w
F

Z Z
jFðatxwÞðxÞjp dx
 q=p
dx
 !1=q
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is ﬁnite. Moreover, different choice of such w give rise to equivalent norms, and
jjajj
M
p;q;#w
F
¼ jjFajjMp;q;w :
We shall next introduce a few notations. Assume that B1 and B2 are
topological vector spaces. Then we use the notation B1+B2 when B1 is
continuously embedded in B2: This means, when B1 and B2 are Banach spaces,
that B1CB2; and that jjxjjB2pCjjxjjB1 ; for some constant C40 independent
on xAB1:
We let /; S denote the canonical dual form between functions or distributions
spaces and their duals, and we set ða; bÞ ¼ /a; %bS; for admissible a and b inS0ðRmÞ:
It is then clear that ð; Þ on L2 is the usual scalar product.
We recall that a quadratic form F on Rm is called non-degenerate when the
determinant of its corresponding symmetric matrix is non-zero. In view of Section 2
in [34] it is clear that if F is a real-valued and non-degenerate, then the map a/eiF 
a extends to a homeomorphism on S0: The following proposition is an immediate
consequence of Lemma 1.2(iii) in [8], Subsection 3.2.2 in [15], Section 11.3 in [19],
and Proposition 2.14 and its proof in [34]. Some motivations may also be found in
[36]. Here we recall that if pA½1;N; then its conjugate exponent, p0A½1;N; satisﬁes
1=p þ 1=p0 ¼ 1:
Proposition 1.2. Assume that p; qA½1;N: Then the following are true:
(1) if p1; p2; q1; q2A½1;N such that p1pp2 and q1pq2; then
SðRmÞ+Mp1;q1ðRmÞ+Mp2;q2ðRmÞ+S0ðRmÞ;
(2) the map ða; bÞ//a; bS from SðRmÞ SðRmÞ to C extends to a continuous
bilinear map from Mp;qðRmÞ  Mp0;q0 ðRmÞ to C: On the other hand, if jjajj ¼
sup j/a; bS; where the supremum is taken over all bAMp0;q0 ðRmÞ such that
jjbjjMp0 ;q0p1; then jj  jj is equivalent to the norm jj  jjMp;q ;
(3) if p; qoN; then SðRmÞ is dense in Mp;qðRmÞ; and the dual space of Mp;qðRmÞ may
be identified with Mp
0;q0 ðRmÞ; through the form /; S: Moreover,SðRmÞ is weakly
dense in MNðRmÞ: Here and in (2), a similar result holds when /; S is replaced
by ð; Þ;
(4) the Fourier transform is a homeomorphism on MpðRmÞ;
(5) if F is a real-valued non-degenerate quadratic form on Rm; then the map
a/TFa ¼ eiF  a is a homeomorphism on Mp;qðRmÞ: Moreover, if dmðxÞ ¼ dx and
w ¼ TFc; where cASðRmÞ; then wASðRmÞ and jjajjMp;q;w ¼ jjTFajjMp;q;c :
Continuity discussions for modulation spaces are usually dependent of the
possibilities to approximate elements in Mp;q with elements in CN0 : A primary
idea which might appear is to use the usual norm convergence. This causes
however unconvenient obstacles when p ¼N or q ¼N; since CN0 is not dense in
Mp;q for such p and q: In the case 1pppN and qoN; this annoying detail may be
avoided by using a slight generalization of the narrow convergence, presented in
[29,30,34].
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Deﬁnition 1.3. Assume that p; qA½1;N and that a; ajAMp;qðRmÞ; j ¼ 1; 2;y : Then
aj converges narrowly to a (with respect to p; q; w and dm) as j turns to inﬁnity, if the
following conditions are fulﬁlled:
(1) aj-a in S
0ðRmÞ as j-N;
(2) Haj ;p;w;dmðxÞ-Ha;p;w;dmðxÞ in LqðRmÞ as j-N;
The following result follows by a straightforward modiﬁcation of the proof of
Proposition 2.3 in [34].
Proposition 1.4. Assume that dm1;y; dmN are non-negative periodic Borel measures
on Rm; and that the functions w1;y; wNASðRmÞ satisfy
R
wjðy 	 xÞ dmjðyÞa0 for
every xARm and every j. Assume also that p; qA½1;N such that qoN: Then for every
aAMp;qðRmÞ; there is a sequence fakg in CN0 ðRmÞ which converges narrowly to a with
respect to p, q; wj and dmj; when 1pjpN: In particular, CN0 ðRmÞ is narrowly dense in
Mp;qðRmÞ:
From now on we assume that dmðxÞ ¼ dx: We shall next recall some facts in
operator theory and certain symbol classes in pseudo-differential calculus. Let Ip be
the Banach space of Schatten–von Neumann operators on L2ðRmÞ of order
pA½1;N; i.e. Ip consists of all operators T on L2ðRmÞ such that
jjT jjIp  sup
X
jðTfj; gjÞjp
 	1=p
is ﬁnite. Here the supremum should be taken over all orthonormal sequences ð fjÞ
and ðgjÞ in L2ðRmÞ: Note that I1; I2 and IN are the sets of trace-class, Hilbert–
Schmidt and continuous operators, respectively. We refer to [28] for more facts
about the Ip-spaces.
Recall from the introduction that if tAR then st;pðR2mÞ is the set of all aAS0ðR2mÞ
such that atðx; DÞAIp; and set jjajjst;p ¼ jjatðx; DÞjjIp : The standard representation is
obtained when t ¼ 0 and then the notation aðx; DÞ and OpðaÞ are used instead of
a0ðx; DÞ and Op0ðaÞ respectively. Recall also that in the case t ¼ 1=2; the Weyl
quantization awðx; DÞ ¼ OpwðaÞ is obtained, and in this case the notation swp ðR2mÞ is
used instead of st;pðR2mÞ:
If tAR is ﬁxed, then the map a/atðx; DÞ; from S0ðR2mÞ to the set of all
continuous linear operators from SðRmÞ to S0ðRmÞ; is a bijection. (Cf. [22] or [34].)
This implies that the map a/atðx; DÞ from st;pðR2mÞ to Ip is an isometric
homeomorphism. In particular, st;p is a Banach space for every tAR and pA½1;N:
Remark 1.5. Note that the pseudo-differential calculi a1/Opt1ða1Þ and
a2/Opt2ða2Þ may be carried over to each others in a canonical way, for every
choice of t1; t2AR: In fact, if a1; a2AS0ðR2mÞ; then
Opt1ða1Þ ¼ Opt2ða2Þ 3 a2ðx; xÞ ¼ ðeiðt2	t1Þ/Dx;DxSa1Þðx; xÞ:
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(Cf. [34] or [22].) In the case t1at2; then a2 ¼ eiF  a1; for some non-degenerate and
real quadratic form F on R2m: Hence Proposition 1.2(5) implies that if p; qA½1;N
and tAR; then the following are true:
(1) Opt1ðMp;qðR2mÞÞ ¼ Opt2ðMp;qðR2mÞÞ; and the map eit/Dx;DxS is a homeomorph-
ism on Mp;qðR2mÞ;
(2) the map a/eiðt2	t1Þ/Dx;DxSa is an isometric homeomorphism from st1;pðR2mÞ to
st2;pðR2mÞ:
Since OptðMp;qÞ is independent of tAR by Remark 1.4, the notation OpðMp;qÞ will
be used instead of OptðMp;qÞ: By similar reasons, the notation OpðS00Þ is used instead
of OptðS00Þ: (Cf. [7, Chapter 7].) In the following lemma we list some basic properties
for the st;p-spaces.
Lemma 1.6. Assume that tAR: Then the following are true:
(1) if p1; p2A½1;N such that p1pp2; then
SðRmÞ+st;p1ðR2mÞ+st;p2ðR2mÞ+S0ðRmÞ;
(2) the scalar product ð; Þ on SðR2mÞ extends to a continuous form on st;pðR2mÞ 
st;p0 ðR2mÞ: For every aAst;pðR2mÞ and bAst;p0 ðR2mÞ; it follows that
jða; bÞjpð2pÞmjjajjst;p jjbjjst;p0 ; jjajjst;pð2pÞ
	msup jða; cÞj;
where the supremum should be taken over all cAst;p0 ðR2mÞ such that jjcjjst;p0p1:
If in addition poN; then the dual space for st;pðR2mÞ may be identified with
st;p0 ðR2mÞ through the form ð; Þ;
(3) SðR2mÞ is dense in st;pðR2mÞ for every poN; and dense in st;NðR2mÞ with respect
to the weak topology;
(4) st;2ðR2mÞ ¼ L2ðR2mÞ and jjajjst;2 ¼ ð2pÞ	m=2jjajjL2 for every aAL2ðR2mÞ:
Proof. In the case t ¼ 1=2; the lemma follows from Section 1 in [33] or [35]. For
general t; the result is now a consequence of Remark 1.5 and that the map
a/eit/Dx;DxSa is a self-adjoint unitary operator on L2ðR2mÞ; which is homeomorphic
on SðR2mÞ and on S0ðR2mÞ: The proof is complete. &
In view of Lemma 1.6(4) we also note that for pAf1;Ng; there is no simple
characterization for the swp -spaces in terms of Lebesgue spaces or Sobolev/Besov
spaces. We refer to [32,33] or [35] for more facts about these spaces. In the following
result, which in many parts is a consequence of [17], Corollary 3.5 in [20] and
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Corollary 3.2.7 in [15], we make comparisons between modulation spaces, Lebesgue-
spaces and st;p-spaces.
Proposition 1.7. Assume that p; q; rA½1;N; and that tAR: Then the following are true:
(1) if qpppq0 and ppr; then Mp;qðR2mÞ+st;rðR2mÞ;
(2) if q0pppq and rpp; then st;rðR2mÞ+Mp;qðR2mÞ;
(3) if qppprpq0; then Mp;qðRmÞ+LrðRmÞ;
(4) if q0prpppq; then LrðRmÞ+Mp;qðRmÞ;
(5) if ppqprpp0; then Mp;qðRmÞ+FLrðRmÞ;
(6) if p0prpqpp; then FLrðRmÞ+Mp;qðRmÞ:
Moreover, if the condition on r in any of assertions (3)–(6) above are replaced by the
opposite condition, then the corresponding inclusion fails to hold.
In Section 3 we present inclusions between Besov spaces and modulation spaces, in
which slight reﬁnements comparing to Proposition 1.7 are obtained.
Proof. (1) By Theorem 1.5 and Proposition 1.6 in [34], the result is true for 1pppN
and q ¼ 1: In the case p ¼ q ¼ 2; the assertion is obviously true since st;2 ¼ L2 ¼ M2;
with equivalent norms. The result follows now for general p and q by interpolation.
(Cf. Section 2 in [35] and Corollary 2.3 in [8].)
Assertion (2) follows from (1) and duality. (Cf. Proposition 1.1 and Lemma 1.6.)
Next we prove (5). We note that Corollary 3.2.7 in [15] together with the fact
that M1 is invariant under Fourier transformation, implies that M1+L1-FL1: If
p ¼ q ¼ 2; then r ¼ 2 and again the assertion follows in this case from the fact that
M2 ¼ L2 ¼FL2:
Assume next that p ¼ 1 and q ¼N; and choose wASðRmÞ such that R wðyÞ dy ¼ 1:
Then r ¼N; and we get
jaˆðxÞj ¼
Z
FðatxwÞðxÞ dx









p
Z
jFðatxwÞðxÞj dx:
If we take the supremum of the left-hand side, then we obtain jjaˆjjLNpjjajjM1;N;w ;
which proves that M1;N+FLN: The result follows now from these estimates and
interpolation (cf. Corollary 2.3 in [8]).
By (5) and duality, we get (6). Assertion (3) and (4) now follows from (5), (6) and
Theorem 3.2 in [8], which asserts that FMq;pCMp;q when ppq: The last part of the
proposition is obtained by choosing l in appropriate ways in the following lemma. &
Lemma 1.8. Assume that ulðxÞ ¼ e	ljxj2 and that wðxÞ ¼ e	jxj2 when xARm: Then
jjuljjMp;q;w ¼ pmð1=pþ1=qÞ=2p	m=2pq	m=2ql	m=2pð1þ lÞmð1=pþ1=q	1Þ=2:
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Proof. The assertion follows by some straightforward computations. &
There are, of course, other interesting inclusion properties which are not stated in
Proposition 1.7. It was, for example, remarked already in [29] that MN;1ðRmÞ
contains S00ðRmÞ:
We shall end this section by showing that there is a natural way to extend the form
/; S onSS to a continuous bilinear form on MN;1  M1;N; or M1;N  MN;1:
We note thatS is neither dense in MN;1 nor in M1;N; which implies that there are
problems with uniqueness when extending /; S: If a; b; wAS such that jjwjjL2 ¼ 1;
then /a; bS ¼ R aðxÞbðxÞ dx; and it follows from Parseval’s formula that
/a; bS ¼
Z Z
FðatxwÞðxÞFðbtx %wÞð	xÞ dx dx: ð1:7Þ
In the case aAMN;1 and bAM1;N we note that the right-hand side makes sense since
the L1-norm of ðx; xÞ/FðatxwÞðxÞFðbtx %wÞð	xÞ is bounded by jjajjMN;1;w jjbjjM1;N;%w :
For aAMN;1 and bAM1;N we therefore deﬁne the requested bilinear form on
MN;1  M1;N by (1.7). By similar arguments, an extension of /; S to M1;N 
MN;1 is obtained. The following lemma shows that these deﬁnitions are quite
natural.
Lemma 1.9. Assume that aAMN;1ðRmÞ and bAM1;NðRmÞ: Then the following are
true:
(1) j/a; bSjpjjajjMN;1;w jjbjjM1;N;%w ;
(2) if aAS or bAS; then /a; bS is the usual dual form between a distribution and a
test function;
(3) if ajAMN;1; j ¼ 1; 2;y; converges narrowly to a as j-N; then
/aj ; bS-/a; bS as j-N;
(4) the form /; S on MN;1ðRmÞ  M1;NðRmÞ does not depend on wAS such that
jjwjjL2 ¼ 1;
(5) /a; bS ¼ /b; aS:
Proof. Conditions (1) and (2) follows immediately from (1.7), Ho¨lder’s inequality
and Parseval’s formula.
(3) Let a0 ¼ a: Then it follows from the narrow convergence that
FðajtxwÞðxÞ-Fða0txwÞðxÞ pointwise for every ðx; xÞAR2m as j-N: Moreover, if
Uðx; xÞ ¼ jFðbtx %wÞð	xÞj; then
jFðaj txwÞðxÞFðbtxwÞð	xÞjpHaj ;N;wðxÞUðx; xÞAL1ðR2mÞ:
Since aj-a narrowly as j-N; it follows that
jjðHaj ;N;w 	 Ha;N;wÞU jjL1pjjHaj ;N;w 	 Ha;N;wjjL1 jjbjjM1;N;%w-0;
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as j-N: It follows now that
FðajtxwÞðxÞFðbtxwÞð	xÞ-FðatxwÞðxÞFðbtxwÞð	xÞ
in L1ðR2mÞ as j-N; by a generalization of Lebesgue’s theorem which asserts that if
fj-f a.e. as j-N and if there exists a sequence gjAL1 such that jfj jpgj and jjgj 	
gkjjL1-0 as j; k-N; then jjf 	 fjjjL1-0 as j-0: This implies that /aj; bS-/a; bS
as j-N; and (3) follows.
(4) Assume that cASðRmÞ such that jjcjjL2 ¼ 1: Then, by Proposition 1.4, there is
a sequence ajACN0 ðRmÞ which converges narrowly to a with respect to w and c; as
j-N: The result follows now from (2) and (3). From the narrow convergence we
also obtain (5). The proof is complete. &
Remark 1.10. It follows from Proposition 1.4 and Lemma 1.9 that the extension of
the form /; S fromSS to MN;1  M1;N is unique if, for any ﬁxed bAM1;N; we
require that the map a//a; bS from MN;1 to C should be continuous with respect
to the narrow convergence.
2. Young type inequalities for modulation spaces and Lebesgue spaces
In this section we extend the usual convolution on S to a multiplication between
appropriate modulation spaces and Lebesgue spaces. The requirements on the
involving spaces is that their coefﬁcients should satisfy certain Ho¨lder and Young
conditions. More precisely, we prove that if pj; qjA½1;N where j ¼ 0; 1; 2 such that
1=p1 þ 1=p2 ¼ 1þ 1=p0 and 1=q1 þ 1=q2 ¼ 1=q0; then Mp1;q1  Mp2;q2CMp0;q0 : We
also combine this result with Proposition 1.7 in order to obtain convolution results,
where modulation spaces, Lebesgue spaces and st;p-spaces are involved.
In most of the cases, the extensions are unique, depending on the fact thatS is dense
in Mp;q when p; qoN and weakly dense in MN: The case pj ¼N and/or qj ¼N; for
more than one choice of ja0 in the convolution, causes however problems with
uniqueness, because S is then not dense in at least two factors in the convolution.
We start by proving that the usual multiplication on SðRmÞ extends to a
multiplication from M
p1;q1
F ðRmÞ ? MpN ;qNF ðRmÞ to Mp0;q0F ðRmÞ; provided
pjA½1;N and qjA½1;N; for every 0pjpN; satisfy
1
p1
þ 1
p2
þ?þ 1
pN
¼ N 	 1þ 1
p0
;
1
q1
þ 1
q2
þ?þ 1
qN
¼ 1
q0
: ð2:1Þ
Assume also that
w0; w1;y; wNASðRmÞ such that
Z YN
j¼0
wjðxÞ
 !
dx ¼ 1: ð2:2Þ
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For every a1;y; aN ;jASðRmÞ; it follows from Parseval’s formula and (1.5) that
/a1?aN ;jS ¼ p	ðN	1Þm=2
R R ð f1;x ?  fN;xÞðxÞgxð	xÞ dx dx;
where fj;xðxÞ ¼FðajtxwjÞðxÞ and gxðxÞ ¼Fðjtxw0ÞðxÞ:
ð2:3Þ
Here and in what follows, the convolution of fj;xðxÞ should be taken only with
respect to the x-variable. The following lemma is the ﬁrst step for using (2.3) in order
to extend the convolution product to appropriate modulation spaces.
Lemma 2.1. Assume that pj ; qjA½1;N; 0pjpN; satisfy (2.1), and that ajAMpj ;qjF ðRmÞ
when 1pjpN: Let also fj;x be as in (2.3). Then Gðx; xÞ ¼ ðjf1;xj ?  jfN;xjÞðxÞ is
measurable and
Z Z
ðjf1;xj ?  jfN;xjðxÞÞp0 dx
 q0=p0
dx
 !1=q0
p
YN
j¼1
jjaj jjMpj ;qj ;wj
F
:
Proof. Since ðx; xÞ/fj;xðxÞ is continuous, the result follows if we ﬁrst apply Young’s
inequality with respect to the x-variables and then Ho¨lder’s inequality with respect to
the x-variables on Gðx; xÞ: &
If pj ; qjA½1;N; j ¼ 0;y; N; satisfy (2.1), and ajAMpj ;qjF ðRmÞ; when 1pjpN;
then we take (2.3) as the deﬁnition of a0 ¼ a1?aN as an element in S0ðRmÞ: It
follows from Lemma 2.1 that this deﬁnition makes sense. From the same lemma, it
might not be far away to suspect that indeed a0AM
p0;q0
F ; which we shall prove next.
In order to establish this, we ﬁrst need to discuss some invariance properties, and
prove that
Fða1?aNtxðw1?wNÞÞðxÞ ¼ p	ðN	1Þm=2ð f1;x ?  fN;xÞðxÞ; ð2:4Þ
with equality in S0ðR2mÞ: Here a1?aN on the left-hand side is the distribution a0
above, while the right-hand side is a well deﬁned and measurable function in view of
Lemma 2.1. In particular, the left-hand is equal to /a0; e	2i/;xStxðw1?wNÞS:
We start to prove that the deﬁnition of a0 is independent of the choice of w0;y; wN
in (2.2).
Lemma 2.2. Assume that aj; 1pjpN; are the same as in Lemma 2.1. Then a1?aN is
independent of the choice of w0; w1;y; wN in (2.2).
Proof. We prove the result in the case N ¼ 2 and w0 ¼ w1 ¼ w2 ¼ w; leaving the
general case to the reader. Assume that cASðRmÞ satisﬁes R cðxÞ3 dx ¼ 1; and set
wx ¼ wð 	 xÞ and cy ¼ cð 	 yÞ: Then the map ðx; y; xÞ/FðjwxcyÞðxÞ belongs to
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SðR3mÞ; which implies that
I ¼
Z Z Z
ðFða1wxcyÞ Fða2wxcyÞÞðxÞFðjwxcyÞð	xÞ dx dy dx
¼
Z Z Z Z
Fða1wxcyÞðxÞFða2wxcyÞðZÞFðjwxcyÞð	x	 ZÞ dx dy dx dZ
makes sense. Here we have used Lemma 2.1 and its proof in order to conclude that
the integrand on the right-hand side belongs to L1ðR4mÞ: This also implies that
we may change the orders of integration. Hence Parseval’s formula applied to the
x-variables gives
I ¼
Z Z Z Z
ða1wxcyÞðx1ÞFða2wxcyÞðZÞðjwxcyÞðx1Þe2i/x1;ZS dx dy dx1 dZ
¼
Z Z Z Z
ða1wxÞðx1ÞFða2wxcyÞðZÞðjwxc2yÞðx1Þe2i/x1;ZS dx dy dx1 dZ
¼
Z Z Z Z
Fða1wxÞðxÞFða2wxcyÞðZÞFðjwxc2yÞð	x	 ZÞ dx dy dx dZ:
By similar arguments we get
I ¼
Z Z Z Z
Fða1wxÞðxÞFða2wxÞðZÞFðjwxc3yÞð	x	 ZÞ dx dy dx dZ
¼
Z Z Z
Fða1wxÞðxÞFða2wxÞðZÞFðjwxÞð	x	 ZÞ dx dx dZ;
where in the last step we have used that
R
c3yðxÞ dy ¼ 1: This gives
I ¼
Z Z
ðFða1wxÞ Fða2wxÞÞðxÞFðjwxÞð	xÞ dx dx;
which is equal to pm=2/a1a2;jS: In the same way we get
I ¼
Z Z
ðFða1cyÞ Fða2cyÞÞðxÞFðjcyÞð	xÞ dy dx:
This proves the announced invariance, and the proof is complete. &
Lemma 2.3. Assume that aj; w0; wj and fj;x; 1pjpN; are the same as in Lemma 2.1.
Then (2.4) holds with equality in S0ðR2mÞ:
Proof. We restrict ourselves to the case N ¼ 2 and w0 ¼ w1 ¼ w2 ¼ w: The general
case follows by similar arguments and is again left for the reader. We also
let wx ¼ wð 	 xÞ; and we set F0ðx; xÞ ¼ pm=2Fða1a2w2xÞðxÞ: If FASðR2mÞ; then
/F0;FS ¼ pm=2/a1a2;jS; where jðyÞ ¼
R
wðy 	 xÞ2F2ðx; yÞ dx: Here F2 is the
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partial Fourier transform of Fðx; xÞ with respect to the x-variable. This gives
/F0;FS ¼
Z Z Z
Fða1wyÞðx	 ZÞFða2wyÞðZÞFðjwyÞð	xÞ dy dx dZ
¼
Z Z Z Z
Fða1wyÞðx	 ZÞFða2wyÞðZÞFðwyw2xF2ðx; ÞÞð	xÞ dx dy dx dZ:
Here we note again that the integrals make sense since their integrands belong to L1:
Hence using the same arguments as in the proof of Lemma 2.2 for moving the factors
wx and wy; we get that the last integral is equal toZ Z Z Z
Fða1wxÞðx	 ZÞFða2wxÞðZÞFðw3yF2ðx; ÞÞð	xÞ dx dy dx dZ
¼
Z Z Z
Fða1wxÞðx	 ZÞFða2wxÞðZÞFðx; xÞ dx dx dZ
¼
Z Z
ðFða1wxÞ Fða2wxÞÞðxÞFðx; xÞ dx dx:
In the ﬁrst equality we have used thatZ
Fðw3yF2ðx; ÞÞð	xÞ dy ¼FðF2ðx; ÞÞð	xÞ ¼ Fðx; xÞ;
by Fourier’s inversion formula, and that
R
wðxÞ3 dx ¼ 1: This gives (2.4), and the
proof is complete. &
We note that from (2.2) and Lemma 2.2 it follows that a1?aN does not depend on
the order of the aj; when aj are as above. We are now ready to establish the following
result.
Theorem 2.4. Assume that pj; qjA½1;N when 0pjpN satisfy (2.1). Then
ða1;y; aNÞ/a1?aN is a continuous, symmetric and associative map from
M
p1;q1
F ðRmÞ ? MpN ;qNF ðRmÞ to Mp0;q0F ðRmÞ: If w0; wjASðRmÞ and ajAMpj ;qjF ðRmÞ
when 1pjpN such that w0 ¼ w1?wN ; then
jja1?aN jjMp0 ;q0 ;w0
F
pp	ðN	1Þm=2
YN
j¼1
jjajjjMpj ;qj ;wj
F
: ð2:5Þ
Here and in other situations, the map ða1;y; aNÞ/a1?aN is called associative if
the corresponding operation  is associative.
Proof. Estimate (2.5) is an immediate consequence of Lemmas 2.1 and 2.3, which
proves the continuity assertion. We also note that the stated symmetry properties
follows from (2.3) and Lemma 2.1.
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It remains to prove the asserted associativity, which follows if we prove that
a1?aN ¼ ða1?aj0Þðaj0þ1?aNÞ holds for every choice of 1pj0pN; when ajAMpj ;qjF
for every j: We shall again restrict ourselves and only prove that a1a2a3 ¼ ða1a2Þa3;
leaving the general case for the reader.
Let wAS such that
R
wðxÞ4 dx ¼ 1; and set wx ¼ wð 	 xÞ as before. Then (2.3) and
Lemma 2.2 gives that
/a1a2a3;jS
¼ p	m
Z Z
ðFða1wxÞ Fða2wxÞ Fða3wxÞÞðxÞFðjwxÞð	xÞ dx dx:
In the same way we get that
/ða1a2Þa3;jS ¼ p	m=2
Z Z
ðFða1a2w2xÞ Fða3wxÞÞðxÞFðjwxÞð	xÞ dx dx:
It follows now from Lemma 2.3 and its proof that we may replaceFða1a2w2xÞ in the
last integral by p	m=2Fða1wxÞ Fða2wxÞ: This gives the desired equality and
completes the proof. &
We shall next discuss extensions of the usual convolution product onS to certain
modulation spaces. We note that if ajASðRmÞ; for every 1pjpN; then
ða1 ?  aNÞðxÞ ¼ pðN	1Þm=2Fðaˆ1?aˆNÞð	xÞ: ð1:50Þ
In the case ajAMpj ;qj ðRmÞ; where pj; qjA½1;N when 1pjpN satisﬁes (2.1) for some
p0; q0A½1;N; we take (1.50) as the deﬁnition of a1 ?  aN : Here aˆ1?aˆN should be
interpreted as a product between elements in M
pj ;qj
F ; which was deﬁned earlier. From
Theorem 2.4 it follows that a1 ?  aN belongs to FðMp0;q0F Þ ¼ Mp0;q0 : The
following result is therefore an immediate consequence of Theorem 2.4.
Theorem 2.5. Assume that pj; qjA½1;N when 0pjpN satisfy (2.1). Then
ða1;y; aNÞ/a1 ?  aN is a continuous, symmetric and associative map from
Mp1;q1ðRmÞ ? MpN ;qN ðRmÞ to Mp0;q0ðRmÞ: If wjASðRmÞ and ajAMpj ;qj ðRmÞ when
0pjpN such that w0 ¼ w1 ?  wN ; then
jja1 ?  aN jjMp0 ;q0 ;w0ppðN	1Þm=2
YN
j¼1
jjaj jjMpj ;qj ;wj : ð2:6Þ
From Proposition 1.7 and Theorem 2.5, we also obtain the following.
Theorem 2.6. Assume that N0X0; and that pj; qjA½1;N when 0pjpN satisfy (2.1),
and that qjXmaxðpj; p0jÞ when N0 þ 1pjpN: Then ða1;y; aNÞ/a1 ?  aN is a
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continuous, symmetric and associative map from
Mp1;q1ðRmÞ ? MpN0 ;qN0 ðRmÞ  LpN0þ1ðRmÞ ? LpN ðRmÞ ð2:7Þ
to Mp0;q0ðRmÞ: For some constant C, depending on m and N only, then
jja1 ?  aN jjMp0 ;q0pC
YN0
j¼1
jjajjjMpj ;qj
 ! YN
k¼N0þ1
jjakjjLpk
 !
; ð2:8Þ
for every ajAMpj ;qj ðRmÞ when 1pjpN0 and akALpkðRmÞ when N0 þ 1pkpN:
Moreover, if in addition q0pminðp0; p00Þ; then the same conclusion holds when Mp0;q0
and its norm are replaced by Lp0 and its norm.
In the case that m is even, then the conclusion above and estimate (2.8) still holds,
after LpkðRmÞ is replaced by stk ;pkðRmÞ; for one or more k in f0; N0 þ 1;y; Ng and
tkAR for every k.
In the case N0XN; then (2.7) is interpreted as Mp1;q1 ? MpN ;qN ; and then
Theorem 2.6 essentially agrees with Theorem 2.5.
Remark 2.7. We note that Theorems 2.4 and 2.5 are still true if qj; 1pjpN; are
replaced by smaller numbers. In particular, Theorems 2.4 and 2.5 remain valid if the
conditions on pj and qj are replaced by
1=p1 þ?þ 1=pN ¼ N 	 1þ 1=p0 and 1=q1 þ?þ 1=qN ¼ N 	 1þ 1=q0:
Remark 2.8. It follows from (2.3) and similar arguments which lead to Theorem 2.5,
that the multiplication a1?aN on S extends in a natural way to a continuous
mapping from Mq1;p1 ? MqN ;pN to Mq0;p0 ; provided pj; qjA½1;N satisfy (2.1).
In particular, Mp;q ¼ S00  Mp;q ¼ MN;1  Mp;q; since 1AS00CMN;1:
In the same way, the convolution a1 ?  aN on SðRmÞ extends to a continuous
N-linear map from M
p1;q1
F ? MpN ;qNF to Mp0;q0F :
This result can also be obtained from Theorem 3 in [9], by choosing appropriate
Lp-spaces and FLp-spaces for the involving Banach spaces.
Remark 2.9. A time after that the present paper was submitted, the paper [5]
appeared. Here Cordero and Gro¨chenig give an independent but similar proof of
estimate (2.6) in the case of certain types of weighted modulation spaces. (Cf. [5,
Proposition 2.4].)
Remark 2.10. In Sections 2.2 and 2.3 in [32] or in Sections 2 and 3 in [35], other
results of Young-type for Lp-spaces, swp -spaces and dilated s
w
p -spaces, are presented.
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Remark 2.11. We note that C0BðRmÞ; the set of Borel measures on Rm with ﬁnite
mass, is contained in M1;NðRmÞ: In fact, if mAC0BðRmÞ; thenZ
jFðmtxwÞðxÞj dx ¼ p	m=2
Z Z
wðy 	 xÞe	2i/y;xS dmðyÞ









 dx
p p	m=2jjwjjL1 jjmjj;
where jjmjj denotes the total mass for m: The result follows now by taking the
supremum of the left-hand side with respect to the x-variable.
In particular, Theorem 2.5 shows that ðM1;N; Þ is a commutative ring (with unit
d0) which is a superring to ðC0B; Þ: More generally, Theorem 2.5 shows that
Mp;qðRmÞ is an M1;N-module under convolution, for every p; qA½1;N: The last
result is also a consequence of Corollary 2.12 in [11].
3. Inclusions between modulation spaces and Besov spaces
In this section we apply the convolution results from the last section together with
a few estimates in order to obtain inclusion relations between modulation spaces and
Besov spaces. In some cases, the results are sharp and may not be improved, while in
the other cases it seems to be an open question for the author, whether the results
might be improved or not. We also note that Gro¨bner [17] and Okoudjou [26], have
obtained inclusion relations between modulation spaces and Besov/Sobolev/Triebel
spaces. In a few cases, our result agrees with Theorem F.4 in [17], while in the other
cases we get strict improvements. In [26], the approach is based on certain methods
in time–frequency analysis, and the results are also partially different and not always
comparable to the results presented here.
We start by recalling some basic facts for the Besov spaces and Sobolev spaces.
Assume that p; qA½1;N and that sAR: Assume also that c0;cACN0 ðRmÞ are non-
negative and satisﬁes 0esupp c; and
PN
0 ck ¼ 1; where ck ¼ cð=2kÞ when kX1:
Then the Besov space Bp;qs ðRmÞ is deﬁned as the set of all aAS0ðRmÞ such that
jjajjBp;qs 
XN
k¼0
ð2ksjjckðDÞajjLpÞq
 !1=q
is ﬁnite. If p ¼ q; then the notations Bps and jj  jjBps are used instead of Bp;ps and
jj  jjBp;ps ; respectively. We observe that (1.5) and Fourier’s inversion formula imply
that if jAS; then
jðDÞa ¼ ð4pÞ	m=2ððF $jÞð=2ÞÞ  a: ð3:1Þ
Here we recall that $jðxÞ ¼ jð	xÞ: We also note that for any p; qA½1;N; Bp;qs ðRmÞ is
a Banach space which is independent of c0 and c above, and that different choices of
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c0 and c give rise to equivalent norms. If the Besov norm is ﬁx, then a/sup jða; bÞj
is an equivalent norm to jj  jjBp;qs : Here the supremum should be taken over all
bABp
0;q0
	s such that jjbjjBp0 ;q0	s p1: If in addition p; qoN; then the dual space for B
p;q
s is
given by Bp
0;q0
	s :
The Sobolev space Hps ðRmÞ is deﬁned as the set of all aAS0ðRmÞ such that
ð1þ jDj2Þs=2aALpðRmÞ: We recall the usual inclusion relations between Besov spaces
and Sobolev spaces. Assume that 1pq1pq2pN; 1pppN and s1osos2: Then
Bp;q1s +B
p;q2
s ; B
p;minðp;p0Þ
s +Hps+B
p;maxðp;p0Þ
s ;
B2s ¼ H2s ; Bp;Ns2 +Hps+Bp;1s1 :
ð3:2Þ
In particular, for any inclusion relation involving Besov spaces, we obtain at the
same time similar relations where the Besov spaces are replaced by Sobolev spaces.
We refer to Chapter 6 in [1] for more facts concerning Besov and Sobolev spaces.
Some of our investigations are based on Minkowski’s inequality, in a somewhat
general form. Recall that for a dn-measurable function f with values in the Banach
space B with norm jj  jj; Minkowski’s inequality asserts that jj R f dnjjp R jj f jj dn: In
our applications, B is equal to LpðdmÞ; for some pA½1;N; and Minkowski’s
inequality takes the form ðR j R f dnjp dmÞ1=pp R ðR jf jp dmÞ1=p dn:
Since the deﬁnition of Besov spaces are independent of the choice of c0 and c; we
assume from now on that c0 and c are ﬁxed.
We have now the following embedding result between modulation spaces and
Besov spaces.
Theorem 3.1. Assume that p; q; pj; qjA½1;N; j ¼ 1; 2; satisfy p1pppp2 and
q1pqpq2; and assume that y1 and y2 are the same as in (0.2). Then
B
p1;q1
my1ðp1;q1ÞðRmÞ+Mp;qðRmÞ+B
p2;q2
my2ðp2;q2ÞðRmÞ;
and for some constant Cm40; depending on m only,
C	1m jjajjBp2 ;q2
my2ðp2 ;q2Þ
pjjajjMp;qpCmjjajjBp1 ;q1
my1ðp1 ;q1Þ
; aAS0ðRmÞ: ð3:3Þ
In particular, (0.3) holds.
We note that Theorem 3.1 can be formulated with only one of the functions y1 and
y2; since y2ðp; qÞ ¼ y2ðp0; qÞ ¼ 	y1ðp0; q0Þ ¼ 	y1ðp; q0Þ:
Remark 3.2. In the proof of Theorem 3.1 we shall apply some (complex)
interpolation techniques for Besov spaces Bp;qs and Modulation spaces M
p;q: In
general, interpolation works out properly as long as S is dense in the spaces under
consideration. In our situation, S is neither dense in Bp;qs nor in M
p;q; as soon as
p ¼N or q ¼N: We may however avoid this obstacle by considering the spaces
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Bp;qs and M
p;q; the completions of S under the norms jj  jjBp;q and jj  jjMp;q ;
respectively. In fact, it follows from Proposition 1.2, Corollary 2.3 in [8] and the
analysis in Section 5.6 and Section 6.4 in [1], that the following are true:
(1) if p; qoN; then Bp;qs ¼ Bp;qs and Mp;q ¼ Mp;q;
(2) if pj; qjA½1;N; sjAR for jAf0; 1; 2g and 0oyo1 satisfy
1
p0
¼ y
p1
þ 1	 y
p2
;
1
q0
¼ y
q1
þ 1	 y
q2
and s0 ¼ ys1 þ ð1	 yÞs2;
then
ðBp1;q1s1 ;Bp2;q2s2 Þ½y ¼ Bp0;q0s0 and ðMp1;q1 ;Mp2;q2Þ½y ¼Mp0;q0 :
Remark 3.3. In [17], Gro¨bner considers embedding properties between different a-
modulation spaces. Here it is proved that B
p;q
m=q+M
p;q+Bp;q	m=q0 (cf. Theorem F.4).
This result is also improved by interpolation, using the fact that M2 ¼ B20: In this
context, Theorem 3.1 is an improvement of these results.
Some parts of the proof of Theorem 3.1 are based on the following lemma which is a
consequence of Theorem F.4 in [17]. (See Remark 3.3.) Here we give an alternative proof.
Lemma 3.4. If pA½1;N; then Mp;1+Bp;10 and Bp;N0 +Mp;N:
Proof. By duality, it sufﬁces to prove the second inclusion. Assume that aABp;N;
wACN0 ðRmÞ\0 is real-valued and NX1 is a large integer. Then for every xARm; there
is a k such that ck þ?þ cNþk ¼ 1 in the support of txw; provided N is chosen large
enough. This gives
Ha;p;#wðxÞ ¼
Z
jFðaˆtxwÞðxÞjp dx
 1=p
p
XNþk
j¼k
IjðxÞ; ð3:4Þ
where
IjðxÞ ¼
Z
jFðcj aˆtxwÞðxÞjp dx
 1=p
¼ p	m=2
Z
jðcj aˆ; e2i/x;StxwÞjp dx
 1=p
:
We have to estimate IjðxÞ: By Parseval’s formula and Young’s inequality we get
IjðxÞ ¼ p	m=2
Z
jðFðcj aˆÞ; e2i/;xSt	x #wÞjp dx
 1=p
p jj jFðcj aˆÞj  j#wj jjLppjjFðcj aˆÞjjLp jj#wjjL1pCwjjajjBp;N
0
;
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for some constant Cw independent of j: Since N in (3.4) is independent of j; it follows
that Ha;p;#wðxÞpCjjajjBp;N
0
: By applying the LN-norm with respect to the x-variable on
the last inequality, we get jjajjMp;NpCjjajjBp;N
0
: The proof is complete. &
Proof of Theorem 3.1. In view of Proposition 1.2, we may assume that p1 ¼ p2 ¼ p;
and q1 ¼ q2 ¼ q: By duality and (3.2), it also sufﬁces to prove the inclusion
Mp;qðRmÞ+Bp;q
my2ðp;qÞðRmÞ: ð3:5Þ
Assume that q0A½1;N satisﬁes 1=q0 þ 1=q ¼ 1=minðp; p0Þ; and that aAMp;qðRmÞ:
Then Lemma 1.8 and Theorem 2.6 show that
jje	l2jDj2=4ajjLp ¼ p	m=2l	mjju1=l2  ajjLppCl	mjju1=l2 jjM1;q0 jjajjMp;q
pC1l	m=q0ð1þ l2Þm=ð2q0ÞjjajjMp;q ;
for some constants C and C1: Hence for some constant C;
jje	l2jDj2ajjLppCl	m=q0 jjajjMp;q when 0olp1: ð3:6Þ
Next, we consider c and c0 in the deﬁnition of Besov spaces. Then fðxÞ ¼
cðxÞejxj2ACN0 ðRmÞ; which implies that fl	m #fð=lÞg0olp1 is a bounded set in L1:
A combination of this fact with Young’s inequality gives
jjcðlDÞajjLp ¼ jjfðlDÞe	l
2jDj2ajjLp
¼ð4pÞ	m=2l	mjjð #fð=ð2lÞÞ  ðe	l2jD2aÞjjLppCjje	l
2jDj2ajjLp ;
for some constant C: From the last estimate together with (3.6), it follows that
jjcðlDÞajjLppCl	m=q0 jjajjMp;q ; when 0olp1; ð3:7Þ
for some constant C: Hence substituting l with 2	k; we land on
2	mk=q0 jjckðDÞajjLppCjjajjMp;q ; kX0;
where
1=q þ 1=q0 ¼ 1=minðp; p0Þ: ð3:8Þ
Now let q ¼N in (3.8). Then q0 ¼ minðp; p0Þ and
2	mk=minðp;p
0ÞjjckðDÞajjLppCjjajjMp;N :
By taking supremum over k we get Mp;N+Bp;N	m=minðp;p0Þ; which gives (3.5) when
1pppN; q ¼N:
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If instead q ¼ 1; then (3.5) follows from Proposition 1.2(1) and Lemma 3.4.
Next we consider the case p ¼ 1; 1pqpN: Since M1;2+M2 ¼ B20; it follows from
the above and Lemma 3.4 that
M1;2+B20; M
1;N+B1;N	m ; M
1+B10: ð3:9Þ
By interpolation of the last two inclusions in (3.9) we get (3.5) in the case p ¼ 1;
1pqpN:
In order to prove (3.5) in case p ¼N; 1pqpN; it sufﬁces to prove the dual result
B
p1;q
my1ðp;qÞ+M
p;q ð3:50Þ
when p ¼ 1; 1pqpN: It was proved above that MN+BN	m; which implies that
B1m+M
1 by duality. This gives together with Lemma 3.4 and interpolation that
B
1;q
m=q+M
1;q; and we conclude that (3.50) holds for p ¼ 1:
We have therefore proved (3.5) in the case pAf1;Ng; 1pqpN; and in the case
1pppN; qAf1;Ng: For general p and q we obtain now (3.5) from these results, the
fact that M2 ¼ B20; and by interpolation. The proof is complete. &
Corollary 3.5. Assume that tAR and that pA½1;N: Then the following inclusions hold:
B
p;minðp;p0Þ
2mj1	2=pj ðR2mÞ+Mp;minðp;p
0ÞðR2mÞ+st;pðR2mÞ
+Mp;maxðp;p
0ÞðR2mÞ+Bp;maxðp;p0Þ	2mj1	2=pjðR2mÞ:
In particular (0.3) is obtained from these relations together with (3.1).
Proof. The result is an immediate consequence of Proposition 1.6 and
Theorem 3.1. &
Remark 3.6. We note that Corollary 3.5 does not contain Theorem 2.6 in [35]
or the embedding results in [2,4], which imply that BN;1m ðR2mÞCst;NðR2mÞ when
t ¼ 0 or t ¼ 1=2: It does however improve the weaker result Theorem 2:60 in [35]
(the same as Theorem 2.2.7 in [32]), which asserts that if pA½1;N; then
B
p;minðp;p0Þ
2mj1	2=pj+s
w
p+B
p;maxðp;p0Þ
	2mj1	2=pj:
Remark 3.7. It follows from Theorem 3.1 that S00 is continuously embedded in B
N;1
0 ;
since S00+M
N;1:
Remark 3.8. The proofs of Theorem 3.1 and Corollary 3.5 also work with no
difference for inclusion relations between Mp;qðRmÞ; and the modiﬁed Besov spaces
Bp;qs1;y;smðRmÞ equipped with corresponding modiﬁed Besov norm, discussed in [2,4]. It
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follows that the conclusions in Theorem 3.1 are true when B
pj ;qj
msj ðRmÞ together with
their norms are replaced by B
pj ;qj
sj ;y;sj ðRmÞ and their norms, for j ¼ 1; 2:
Remark 3.9. In [36], one presents alternative proofs of certain parts of Theorem 3.1,
based on more straightforward computations.
Remark 3.10. Theorem 3.1 also gives a link about differences between sw1 ðR2mÞ and
M1ðR2mÞ; since M1ðR2mÞ+B10ðR2mÞ and sw1 ðR2mÞ+B1;N	m ðR2mÞ but sw1 ðR2mÞD/
B1;Ns ðR2mÞ when s4	 m (cf. Remark 2.10 in [35]).
Remark 3.11. It follows from Theorem 3.1 that Bpms1+M
p when s1 ¼ 2=p 	 1 and
1ppp2; and that Mp+Bpms2 when s2 ¼ 2=p 	 1 and 2pppN: On the other hand, if
s1 is replaced by a strictly smaller value or s2 by a strictly larger value, then the
corresponding inclusion fails to hold.
In fact, by duality, (3.1) and the closed graph theorem it sufﬁces to prove that if
e40 and 1ppp2; then for some bounded sequence falglX1 in Hpmð2=p	1Þ	e it follows
that jjaljjMp-N as l-N: Let us consider ul ¼ e	ljxj
2
: Lemma 1.8 gives for some
constant C40 that C	1l	m=2p
0pjjuljjMppCl	m=2p
0
as lX1: On the other hand, by
Remark 2.10 in [35] it follows that jjuljjHp
mð2=p	1Þ	e
pCl	m=2p0	e=4; for some constant C:
The result follows now if we let al ¼ lm=2p0þe=4ul:
4. Applications to pseudo-differential operators and Toeplitz operators
In this section we discuss continuity properties for pseudo-differential operators
in the context of modulation spaces. We generalize Theorem 14.5.2 in [19] and
give sufﬁcient conditions on p1; p2; q1; q2A½1;N such that the pseudo-differential
operator atðx; DÞ is continuous from Mp1;q1ðRmÞ to Mp2;q2ðRmÞ; when aAMp;qðR2mÞ;
p; qA½1;N; and tAR:
We also give complementary results to Proposition 1.7, and prove that if pA½1;N
and q42; then there is an element aAMp;qðR2mÞ such that atðx; DÞ is not continuous
on L2:
The investigations are based on certain relations between the ambiguity function
and the Weyl quantization together with some continuity properties for the
ambiguity function in background of modulation spaces.
We also apply the convolution results from Section 2 to Toeplitz operators, and
prove for example that if h0AM1ðRmÞ; then the map a/Tph0ðaÞ from S to IN
uniquely extends in a continuous way to a map from Mp;q to Ip; for every
p; qA½1;N:
We start by discussing basic relations between the Weyl quantization and
the ambiguity function. If aAS0ðR2mÞ and f ; gASðRmÞ; then it follows by
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straightforward computations that
/awðx; DÞ f ; gS ¼ ð2pÞ	m=2/a; Wf ;gˇS
and
ðawðx; DÞ f ; gÞ ¼ ð2pÞ	m=2ða; Wgˇ; %fÞ: ð4:1Þ
In the case a ¼ Wf1;f2 where f1; f2AS0ðRmÞ; then it follows from (4.1) that
awðx; DÞ f ðxÞ ¼ ð2pÞ	m=2/f ; f2Sf1ð	xÞ: ð4:2Þ
Here we recall that the map ð f1; f2Þ/Wf1;f2 is continuous fromS0ðRmÞ S0ðRmÞ to
S0ðR2mÞ which restricts to a continuous mapping fromSðRmÞ SðRmÞ toSðR2mÞ;
and from L2ðRmÞ  L2ðRmÞ to L2ðR2mÞ: (See also [16,32] or [35].) We also have that
Wf1;f2AM
1 when f1; f2AM1ðRmÞ (cf. Subsection 3.2.4 in [15] or Proposition 12.1.2 in
[19]). In the following, we generalize this result to more general modulation spaces.
Theorem 4.1. Assume that pj ; qj; p; qA½1;N such that pppj; qjpq; for j ¼ 1; 2; and
that
1=p1 þ 1=p2 ¼ 1=q1 þ 1=q2 ¼ 1=p þ 1=q:
Then the following are true:
(1) the map ð f1; f2Þ/Wf1;f2 from S0ðRmÞ S0ðRmÞ to S0ðR2mÞ restricts to a
continuous map from Mp1;q1ðRmÞ  Mp2;q2ðRmÞ to Mp;qðR2mÞ: If c ¼ Ww1;w2 where
wjASðRmÞ; then
jjWf1;f2 jjMp;q; %cp2ð1=p	1=qÞmjjf1jjMp1 ;q1 ;%w1 jjf2jjMp2 ;q2 ;%w2 ;
where f1; f2AS0ðRmÞ:
ð4:3Þ
In particular, if f1AMpðRmÞ and f2AMqðRmÞ; or f1AMp;qðRmÞ and
f2AMq;pðRmÞ; then Wf1;f2AMp;qðR2mÞ;
(2) if in addition p ¼ q; then Wf1;f2AMpðR2mÞ if and only if f1AMpðRmÞ and
f2AMpðRmÞ; and equality is attained in (4.3).
Before the proof we recall the homeomorphism A on SðR2mÞ which is deﬁned as
ðAaÞðx; yÞ ¼ ð2pÞ	m=2
Z
aððy 	 xÞ=2; xÞe	i/xþy;xS dx:
Then A extends to a homeomorphism on S0ðR2mÞ which is unitary on L2; and
AðWf1;f2Þ ¼ f1#f2 for every f1; f2AS0ðRmÞ: (Cf. [16] or [32–35].)
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Proof. The result follows if we prove that (4.3) holds, with equality for p ¼ q: Set
U ¼ Ac ¼ w1#w2; X ¼ ðx; xÞAR2m and Y ¼ ðy; ZÞAR2m; and let /X ; YS ¼
/x; ZSþ/y; xS: If x0 ¼ y 	 x; y0 ¼ x þ y; x0 ¼ 	ðx	 ZÞ and Z0 ¼ 	ðxþ ZÞ; then
it follows by a straightforward applications of Fourier’s inversion formula that
Aðe2i/Y ;StXcÞðz; wÞ ¼ eið/w	z;ZS	/zþw	2y;xSÞUðz 	 x0; w 	 y0Þ
¼ e2i/y;xSei/z;Z0Sei/w;x0Sw1ðz 	 x0Þw2ðw 	 y0Þ:
This gives together with the fact that A is unitary on L2ðRmÞ that
FðWf1;f2tXcÞðY Þ ¼ p	mðWf1;f2 ; e2i/Y StXcÞ
¼ p	mðAðWf1;f2Þ; Aðe2i/Y ;StXcÞÞ
¼ e	2i/y;xSð f1; ei/;Z0Stx0w1Þð f2; ei/;x
0Sty0w2Þ
¼ e	2i/y;xSFð f1tx0 %w1ÞðZ0=2ÞFð f2ty0 %w2Þðx0=2Þ:
Hence
jFðWf1;f2tX %cÞðYÞj ¼ jFð f1tx0 %w1ÞðZ0=2ÞjjFð f2 ty0 %w2Þðx0=2Þj: ð4:4Þ
Applying the Lp-norm gives
jjWf1;f2 jjMp;p; %c ¼ jjf1jjMp;p;%w1 jjf2jjMp;p;%w2 ; ð4:30Þ
which proves (2).
In order to prove (1) we consider (4.4) again. For j ¼ 1; 2 we set Gjðx; xÞ ¼
jFð fjtx %wjÞðxÞjp: Then (4.4) gives
jjWf1;f2 jjMp;q; %c ¼ 2m=p
Z
Fð	ZÞ dZ
 1=q
; ð4:5Þ
where
FðZÞ ¼
Z Z Z
G1ðx0;	xþ Z=2ÞG2ðy0; xþ Z=2Þ dx dx
 q=p
dy
¼ 2	m
Z Z Z
G1ðy 	 x; Z	 xÞG2ðx; xÞ dx dx
 q=p
dy:
Since r ¼ q=pX1; it follows from Minkowski’s inequality that
FðZÞp2	m
Z Z Z
G1ðy 	 x; Z	 xÞG2ðx; xÞ dx
 q=p
dy
 !p=q
dx
0
@
1
A
q=p
:
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Assume now that r1; r2A½1;N are chosen such that 1=r1 þ 1=r2 ¼ 1þ p=q: Then
Young’s inequality gives
FðZÞp2	m
Z
jjG1ð; Z	 xÞjjLr1 jjG2ð; xÞjjLr2ð Þ dx
 q=p
: ð4:6Þ
Next, we choose s1; s2A½1;N such that 1=s1 þ 1=s2 ¼ 1þ p=q: By inserting (4.6)
into (4.5) and applying Young’s inequality again, we obtain
jjWf1;f2 jjMp;q; %cp2ð1=p	1=qÞma1a2;
where aj ¼ ð
R jjHjð; xÞjjsjLrj dxÞ1=ðpsjÞ; for j ¼ 1; 2: Since Hjðx; xÞ ¼ jFð fjtx %wjÞðxÞjp; the
result follows by letting pj ¼ prj and qj ¼ psj : The proof is complete. &
We can now prove the following complementary result to Proposition 1.6.
Corollary 4.2. Assume that p; qA½1;N and that tAR: Then the following are true:
(1) if q42; then Mp;qðR2mÞD/ st;NðR2mÞ;
(2) if qo2; then st;1ðR2mÞD/ Mp;qðR2mÞ:
Proof. By duality it sufﬁces to prove (1). From Proposition 1.1 and Remark 1.5, we
may assume that t ¼ 1=2 and that p ¼ 1: Let a ¼ Wf1; %f2 ; where f1AMq;1ðRmÞ\L2ðRmÞ
and 0af2AM1;qðRmÞ: These choices are possible in view of Proposition 1.7. By
Theorem 4.1 we have that aAM1;qðR2mÞ: On the other hand, if fASðRmÞ; then
ðawðx; DÞ f ÞðxÞ ¼ ð2pÞ	m=2ð f ; f2Þ f1ð	xÞ; and it is clear that the right-hand side is not
an L2-function when f is chosen such that ð f ; f2Þa0: This proves that awðx; DÞeIN;
which is the same as aeswN: The proof is complete. &
We shall next apply Theorem 4.1 to pseudo-differential calculus. For admissible
aAS0ðR2mÞ and fAS0ðRmÞ; awðx; DÞ f ðxÞ is from now on deﬁned by (4.1), provided
that the right-hand sides are well deﬁned for every gASðRmÞ: The following result
generalizes Theorem 14.5.2 in [19] and Theorem 1.1 in [20].
Theorem 4.3. Assume that tAR and that pj; qjA½1;N; when j ¼ 0; 1; 2; satisfy
q0pp2; q2pp0 and
1=p1 	 1=p2 ¼ 1=q1 	 1=q2 ¼ 1	 1=p0 	 1=q0;
and that aAMp0;q0ðR2mÞ: Then the map atðx; DÞ from SðRmÞ to S0ðRmÞ extends
uniquely to a continuous mapping from Mp1;q1ðRmÞ to Mp2;q2ðRmÞ:
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Proof. In view of Remark 1.5, we may assume that t ¼ 1=2: The conditions on pj
and qj imply that
p00pp1; q1; p02; q02pq00; 1=p1 þ 1=p02 ¼ 1=q1 þ 1=q02 ¼ 1=p00 þ 1=q00:
Hence it follows from Theorem 4.1 that for some constant C40 we have that
jjWgˇ; %fjjMp00 ;q00pCjj f jjMp1 ;q1 jjgjjMp02 ;q02
when fAMp1;q1ðRmÞ and gAMp02;q02ðRmÞ: By (4.1) we get for some constant C40 and
C040 that
jðawðx; DÞ f ; gÞj ¼ ð2pÞ	m=2jða; Wgˇ; %fÞj
pCjjajjMp0 ;q0 jjWgˇ; %fjjMp00 ;q00pC
0jjajjMp0 ;q0 jj f jjMp1 ;q1 jjgjjMp02 ;q02 :
The result follows now by duality. The proof is complete. &
Remark 4.4. Independently by the author, Theorem 4.3 was proved in a somewhat
different way by Gro¨chenig and Heil [21].
We shall next discuss Toeplitz operators. Assume that h0AL2ðRmÞ is a unit vector
which is ﬁxed. Then it follows from the introduction that for any admissible
aAS0ðR2mÞ we have
Tph0ðaÞ ¼ ða  uh0Þwðx; DÞ; ð4:7Þ
where uh0 ¼ ð2pÞm=2Wh˜0;h0 : For future reference we also note that uh0Asw1 ðR2mÞ: (Cf.
Section 1.4 in [32] or Section 1 in [33–35].)
We shall now discuss sufﬁcient conditions for the symbol a; in order to Tph0ðaÞ
should belong to Ip for some pA½1;N: First, we note that Remark 4.7 in [35] gives
that Tph0ðaÞmakes sense as an element in IN when að
ﬃﬃﬃ
2
p ÞAswN: More generally, the
following result is an immediate consequence of Theorem 2.3 and Theorem 3.2 in
[35], and (4.7).
Proposition 4.5. Assume that h0AL2ðRmÞ and that pA½1;N; and let T be the map
a/Tph0ðaÞ from SðR2mÞ to IN: Then the following are true:
(1) T extends uniquely to a continuous mapping from LpðR2mÞ to Ip: If in
addition uh0AL
1; then it extends to a continuous mapping from swp ðR2mÞ
to Ip;
(2) T extends uniquely to a continuous mapping from the set faAS0ðR2mÞ;
að ﬃﬃﬃ2p ÞAswp ðR2mÞg to Ip:
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We shall now consider the case when the symbols belong to certain modulation
spaces, and we also remove the condition that h0AL2; and deﬁne the Toeplitz
operator Tph0ðaÞ by (4.7), for admissible h0AS0ðRmÞ and aAS0ðR2mÞ: We have then
the following.
Theorem 4.6. Assume that r; pj; qjA½1;N; jAf0; 1; 2g; satisfy p1pq1;
1=p1 þ 1=p2 ¼ 1þ 1=p0; 1=q1 þ 1=q2 ¼ 1=q0; and 1=p1 þ 1=q1 ¼ 2=r:
Assume also that h0AMrðRmÞ: Then the map a/Tph0ðaÞ fromSðR2mÞ toIN extends
to a continuous mapping from Mp2;q2ðR2mÞ to OpðMp0;q0Þ:
Proof. It follows that p1prpq1: By Theorem 4.1 we have that uh0AMp1;q1 : Hence for
every aAMp2;q2ðR2mÞ it follows from Proposition 1.2 and Theorem 2.5 that
a  uh0AMp2;q2  Mp1;q1CMp0;q0 :
The result now follows from (4.7) and Remark 1.5. The proof is complete. &
Corollary 4.7. Assume that tAR; that h0AM1ðRmÞ and that p; qA½1;N: Then the map
a/Tph0ðaÞ from SðR2mÞ to IN extends uniquely to a continuous mapping from
Mp;qðR2mÞ to OpðMp;1Þ:
Note that OpðMp;1Þ is a subset of Ip in view of Propositions 1.2 and 1.7.
Corollary 4.8. Assume that h0AL2ðRmÞ; and p; qA½1;N: Then the map a/Tph0ðaÞ
from SðR2mÞ toIN extends to a continuous mapping from Mp;qðR2mÞ to OpðMp;qÞ: In
particular, Tph0ðaÞ is continuous from M1ðRmÞ to MNðRmÞ when aAMNðR2mÞ:
Proof. By taking into account that M2 ¼ L2; the ﬁrst part follows by choosing r ¼ 2;
p1 ¼ 1 and q1 ¼N in Theorem 4.6. If in addition p ¼ q ¼N; then the last part
follows from Theorem 4.3. &
Remark 4.9. He and Wong proved already in [24] that the ﬁrst part of (1) in
Proposition 4.5 holds.
Remark 4.10. In [5], related results comparing to Theorems 4.1 and 4.6 are obtained.
(See also Remark 2.9.)
We shall ﬁnally discuss pseudo-differential operators with symbols in S00 : It was
remarked already in the introduction that such operators are continuous on L2: In
the following, we discuss some further continuity properties for such operators.
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Theorem 4.11. Assume that aAS00ðR2mÞ: Then the following are true:
(1) if tAR; then atðx; DÞ is continuous on S00ðRmÞ;
(2) if h0AL2ðRmÞ; then Tph0ðaÞAOpðS00Þ:
Lemma 4.12. Assume that aAS00 ; that fAC
N
0 such that fð0Þ ¼ 1; and set aj ¼
a fð=jÞ; for every jX1: Then @aaj-@aa narrowly, for every a:
Proof. The result is an immediate consequence of the ﬁrst part of the proof of
Proposition 2.3 in [34]. &
Proof of Theorem 4.11. We may assume that t ¼ 1=2: Since S00CMN;1; it follows
from Theorem 4.3 that awðx; DÞ : S00-MN;1 is continuous. We claim that if
fAS00ðRmÞ and v ¼ OpwðaÞ f ; then
Djv ¼ OpwðDjaÞ f þOpwðaÞðDjf Þ: ð4:8Þ
In fact, assume that jASðRmÞ: Then (4.1) gives with c ¼ Djj that /Djv;jS ¼
	/v; DjjS ¼ 	ð2pÞ	m=2/a; Wf ; $cS: Hence (4.8) follows from (4.1), Lemma 1.9(3)
and Lemma 4.12 since W
f ; $c ¼ DjWf ; $j 	 WDj f ; $j:
It follows from (4.8) that DjvAMN;1; since DjfAS00 and DjaAS
0
0: Hence v and Djv
are bounded continuous functions as MN;1CC-LN; and by induction it follows
that vðaÞAC-LN for every a: This proves (1).
(2) Since uh0AM
1;N by Theorem 4.1, and S00CM
N;1; it follows that b ¼ a 
uh0AM
N;1: We shall prove that bAS00 : By Taylor’s formula it follows that if e is a
unit vector in R2m; then ðbðX þ eeÞ 	 bðXÞÞ=e is equal to
ðð@eaÞ  uh0ÞðX Þ þ eReðXÞ;
where
ReðXÞ ¼
Z 1
0
ð1	 tÞðð@2eeaÞð þ teeÞ  uh0ÞðX Þ dt: ð4:9Þ
Since DaaAMN;1 for every a and that uh0AM
1;N; it follows that each term in (4.9)
belong to MN;1; and that jjRejjMN;1pC; for some constant C; independent of e and
e: Hence jejjjRejjLN-0 as e-0; since MN;1+C-LN: This proves that bAC1 and
that @eb ¼ ð@eaÞ  uh0AMN;1: It follows now by induction that @ab ¼ ð@aaÞ 
uh0AC-LN for every a: Hence bAS00 ; and the proof is complete. &
We also have the following result.
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Proposition 4.13. Assume that tAR and that pA½1;N: Then the following are true:
(1) if aAMN;1ðR2mÞ; then atðx; DÞ is continuous from LpðRmÞ to Bp;maxðp;p
0Þ
	mj1	2=pjðRmÞ;
(2) if aAS00ðR2mÞ and m41; then atðx; DÞ is continuous from LpðRmÞ to
H
p
	mmj1	2=pjðRmÞ:
Proof. (1) Let q ¼ maxðp; p0Þ: From Proposition 1.7 and Theorem 3.1 it follows that
LpðRmÞCMp;qðRmÞCBp;q	mj1	2=pjðRmÞ; and the result is a consequence of Theorem 4.3,
if we let p0 ¼N; q0 ¼ 1; p1 ¼ p2 ¼ p and q1 ¼ q2 ¼ q:
Assertion (2) now follows from (1), (3.2) and that S00CM
N;1: &
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