.4 is a new standard to address the need. for low-rate low-power low-cost wireless net working. We provide in this paper one of the first simulation-based performance evaluations oj the new medium access protocol in IEEE 802.15.4, focusing on its beacon-enabled mode for a star-topology network.
Introduction
In the next few years, it is expected that low rate wireless personal area networks (LR-WPAN) will be !lsed in a wide variety of embedded applications, including home automation, industrial sensing and control, environmental monitoring and sensing. In these applications, numerous embedded devices run ning on batteries are distributed in an area communi cating via wireless radios. Compared to wireless local area networks (WLAN) which aim to provide high throughput, low-latency for traditional file transfer and multimedia applications, the required data rate for LR-WPAN applications is expected to be only on the order of tens of kbps. Similarly, the required mes sage latency may be on the order of 100m· s or more [4] .
However the key concern in these applications is that of extremely low power consumption, since it is often infeasible or undesirable to replace or recharge batter ies for the devices on a regular basis.
The MAC protocol plays a significant role in deter mining the efficiency of wireless channel bandwidth In beacon mode, the IEEE 802.15.4 uses a su perframe structure. 
Data Transfer
A node wishing to send data to the PAN coordina tor needs to receive a. beacon to understand the current superframe structure. If it has been allocated a GTS, it sends its data during the CFP, otherwise, it sends its data using CSMA-CA in the CAP.
For communications from the coordinator to the devices, in order to allow devices to be in power sav ing mode at their own will to save energy, transaction requests can be initiated from the devices themselves rather than from the coordinator. A device sends a data request commands to the coordinator during the CAP if its address is in the data pending list of the beacon. The coord inator sends an acknowledgement frame with a Bag indicating that data is forthcoming . and sends the packet afterwards. Once the data is received, the device sends an acknowledgement back to the PAN coordinator.
Low Duty cycle
The coordinator announces the superframe struc ture to devices in the PAN periodically through bea.
con frames. By changing the active and inactive por tion via the parameters SO and BO, the WPAN can operate under low duty cycle to conserve energy.
Contention Access Period (CAP)
The CAP starts right after the beacon and before the CFP on a superframe, a: nd all frames in the CAP use slotted CSMA-CA as follows.
Three variables are maintained at each device for a channel access: NB,CW and BE. NB is the number of times the CSMA-CA backoffs while attempting the current transmission, and is rest to 0 for each new data transmission. CW is the contention window length. which is reset to 2 either for a new data transmission or when the channel is found to be busy. BE is the backoff" exponent, which is related to the backoff" pe riods a device should wait before attempting carrier sensing.
When a device need to transmit during the CAP, it enables its receiver and delays for a random number of complete backoff" periods (up to 2BE -1 periods)
and then determines if the channel is clear. The MAC ensures that, after the random backoff, the remaining CSMA-CA operations can be undertaken and the eD ti re transaction can be completed before the end of CAP. If the channel is busy, the MAC increases both NB and BE by one, and resets CW to 2. If NB is less than or equal to macMaxCSMABackoffs, the CSMA-CA delays for a random time again, otherwise it terminates with a failure.
In CSMA-CA, a lot of 13nergy is generally COD sumed by the long backoff :period whic .
h 
C9llision Free Period (CFP)
The IEEE 802.15.4 standard allows the optional use of CFP for devices that require dedicated bandwidth to achieve low latencies. The. CFP is between the slot boundary iinmediately following the CAP and the start of the next beacon. All contention-based trans actions must be completed before the CFP begins .
T bi 1 Radi a e '. o parameters
Radio bandwidth 250Kbps
Radio Transmission Range 16 m
Transmit Power 31mW

Receive Power 35mW
Idle Power 30mW
A device requiring dedicated bandwidth or low latency transmission can be assigned a guaranteed time slot (GTS) in CFP by the PAN coordinator. When a device wishes to transmit a frame using GTS, it first checks a list on the beacon frame to see whether it has been allocated a valid GTS. If a valid GTS is found, the device enables its receiver at a time prior to the start of the GT S and transmits the data during the GTS period. The MAC of the PAN coordinator en sures that its receiver is enabled for all allocated guar anteed time slots.
2.5
Synchronization
The PAN coordinator transmits beacon frames pe riodically .to announce the superframe structure in a PAN. Devices need to synchronize with a coordina tor by receiving · and decoding the beacon frames be fore any data transmission. There are two methods of synchronization: tracking and non-tracking.
With tracking, the device receives the first beacon, gets current superframe structure, knows when to ac tive its receiver for the next beacon and keep track of it. To transmit a frame, the device can enable its receiver just a little earlier before the beacon arrival. With non-tracking, the device attempts to acquire the beacon only once. The device needs to enable its re ceiver and searches for a specific period until it receives a beacon from its associated coordinator, when it at tempts to transmit a frame.
Performance Evaluation
We now describe our performance evaluation study of the IEEE 802.15.4 MAC. We implemented our prototype in the NS-2 network simulator with the CMU wireless extension. The radio characteristics are shown in Table 1 (from [7] ). The network topology used in the simulation is a 7 x 7 grid (Le. 49 nodes) with 4m distance between adjacent nodes. The node at the center is the PAN coordinator. All other nodes are in the radio transmission range of the coordinator, but not all nodes are in a single broadcast domain.
All simulations are run independently and their re sults averaged under 10 different seeds. Unless oth erwise specified, sources generate packets at constant averaged rate with 50% randomization in inter-packet I I .: interval. The performance metrics we evaluated are: energy, latency, throughput and delivery ratio .
CSMA-CA in CAP
The CSMA-CA algorithm in IEEE 802.15.4 em ploys a small backoff period, Le. Battery Life Exten sion (BLE), to reduce the idle listening energy con sumption. This is based on the ass umption of low traffic applications in WP AN. T he beacon boundary in the superframe structure requests a device not to transmit a frame if the remaining time in the CAP is not enough to complete the transaction, which could cause low channel utilization efficiency. Figures 2 and 3 show the throughput and deliv ery ratio for different numbers of sources sending 50 by te packets with an exponential inter-arrival time.
In these simulations, we choose SO = 0 and BO = 0, which makes the the duty cycle to be 100%. The ac tive portion is 0.015368, same as the beacon interval, and the beacon frame is 24 bytes. All sources access the channel via CSMA-CA during CAP.
We find that the highest throughput is achieved, when there is only 1 source, at around 38kbps. Note that this is substantially below the nominal value of 250 kbps due to the presence of random backoffs, ACK messages, as well as a large setting for inter-frame spacing; hig her bandwidths are possible with other settings, particularly in CFP mode. When there are multiple sources, the throughput increases when the total offered traffi c load is less than 70kbps then be gins to decrease because of the collision. The highest throughput with multiple sources is seen to be about 32kbps.
3.2
Duty Cycle In IEEE 802.15.4, the coordinator decides the duty cycle and beacon interval that the PAN operates on. This is done by setting the SO and EO parameters ex With same duty cycle, the smaller SO which means smaller active period and beacon interval also con sumes more energy. This is because in a fixed simu lation time, the smaller beacon interval means more beacon frames transmitted/received. However, the la tency is smaller as a packet which arrives at the inac tive portion needs to wait a shorter period.
3.3
Guaranteed Time Slots
As noted before, guaranteed time slots can be as signed in the CFP to applications which require dedi- cated bandwidth or low latency regardless of the traf fic load in the network. However, as in TDMA, the time slot assigned to an application could be wasted if there is no data transmiss ion request. In addition, a device with GTS has to track the beacon frames from the coordinator periodically in order to transmit data during the GTS slot assigned to it.
In this simulation, we compare the delay, en ergy and throughput performance for a source using CSMA-CA and GTS under various background traf fic. There are 20 sources as the background traffi c which transmit CBR data during CAP. Figure 6 (a), 6(b) and 6(c) show the results. Clearly, with GTS, a device can get dedicated bandwidth which achieves 100% delivery ra.tio and low latency regardless of the background traffic load in the network. However, the energy consumption incre8S€s as the result of beacon frame receptions.
Synchronization
Before a device can transmit any data frame, it needs to synchronize with the coordinator by receiv ing a beacon frame. With beacon tracking, a device enables its radio periodically to receive beacon frame which consumes energy. However, because the device knows the time for next beacon frame, it can keep sleeping until that time, which may conserve energy.
On the contrary, without beacon tracking, a device does not spend energy on periodical beacon reception.
However, since it does not know where the beacon ap pears, it has to enable its radio immediately to search a beacon when it need to communicate with the coor dinator, which may incur high energy cost due to long idle period.
There are tradeoffs between tracking and non tracking depending on the duty cycle and data rate.
When duty cycle is low, for a fixed period, the number of beacon frames is reduced. So the beacon tracking consumes less energy to receive the beacon frames. Meanwhile non-tracking devices need to wait longer time statistically before they can receive a beacon frame, which increases energy consumption. With higher data rate, the probabiiity of a data packet need ing to be transmitted in a beacon interval is increased. At the same time there is also a need to acquire the synchronization for non-tracking device, and thus the energy consumption would also increase.
In the simulation, we compared the energy cost of a device with tracking and non-tracking. The active portion of the superframe is fixed at SO = O. The duty cycle is decreased by increasing beacon interval with larger BO. The traffic is from a single device with CBR data. All data rate is lower than the bandwidth capacity. However, when duty cycle increase, with tracking the energy cost increases while without tracking the energy cost decreases.
3.4.1
Energy Cost Analysis of Tracking versus
Non-Tracking Modes
We perform a simple analysis to evaluate the tradeoff. Let Ph Pr, Pi be the power of radio transmission, re ception and idle listening; let Til, Td, To.; To be the time duration of beacon frame, data frame, acknowledge IDent frame and random backoff respectively; let p be the probability that there is a packet to be sent in a beacon interval BI. Suppose the data rate is rand packet size is size bytes, p = r· BI/ size· 8. For the low rate WP AN, we ass ume there is at most one data frame in a beacon interval.
With Tracking, the energy cost in a superframe bea con interval consists of beacon frame receptions and if there is a frame transmission, the energy consumption of the backoff period, the frame transmission and the acknowledgement frame reception:
Without tracking, the energy cost in a superframe beacon interval is zero if there is no frame need to be sent. If there is a packet need to be sent, the device need to listen for B I /2 on average in order to synchro nize with the coordinator then send the packet in the next beacon interval. Crossover curve for the tracking/non tracking tradeoff.
simulation result quite well. Figure 9 plots the cross over curve, Le. the data-rate and duty-cycle combina tions for which the two modes have the Same energy cost. For data rates and duty-cycles above this curve, tracking mode is preferable to non-tracking, and vice versa.
Conclusion and FUture Work
We have described the new IEEE 802.15.4 MAC standard for low-rate low-power wireless networks, with a focus on the beacon-enabled MAC for star topology networks. Based on NS-2 simulations, we evaluate the performance of various features in the IEEE 802.15.4 MAC. We find that extremely low duty cycle operation enables significant energy saving, but that these savings can come at the cost of significantly higher latency and lower bandwidth. The CSMA-CA algorithm reduces energy cost due to idle listening in the backoff period but increases the collision at higher rate and larger number of so urces. While the use of GTS in the contention-free period can allow dedicated bandwidth to a device to ensure low latency, the de vice need to track the beacOn frames in this mode, which increases the energy cost. We also analyzed the tradeoff between tracking or non-tracking modes for synchronization, and showed that this depends upon the duty cycle and data rate.
One direction for futurE! work would be to em ploy real experiments to test; the performance of IEEE 802.15.4 when products become available. Another is to evaluate the performancB of this protocol in peer to-peer topologies. In the meantime, to benefit the research community, we are working to make our NS-2 implementation of this protocol publicly available online.
