We consider a linear partial differential equation with holomorphic coefficients in a neighbourhood of z-0 in C"*"
§1. Introduction
Let P(z, 9) be a linear partial differential operator with holomorphic coefficients in a neighbourhood of z=0 in C d+1 and K-{zo = 0}. Let us consider
P(z,d)u(z)=f(z).
Suppose that f(z) is holomorphic except on K. Then one of the important problems is the existence of solutions with singularities on K. We refer results concerning it to Hamada, Leray and Wagschal [2] , Kashiwara and Schapira [3] , Ouchi [7] , Persson [11] and other papers cited in those papers. Another problem is to study behaviours of singular solutions near K. The asymptotic behaviours of some singular solutions were considered in Ouchi [4] and [5] and we showed that they grow really exponentially as z tends to K in some region and behave mildly as z tends to K in another region, which is similar to Stokes phenomenon in the theory of ordinary differential equations.
We discussed in Ouchi [8] and [9] solutions that grow at most exponential order as z tends to K in some region. It is the main result in [9] that for some class of operators if f(z) behaves asymptotically f(z) ~ 2 n=o fn (z) ^o as ^-»0 in a sector, where \f n (z f )\<Aff i r(n/f* + ^) and 7* is determined by P(Z, 9) and if u(z) grows at most some exponential order near ZQ -0, that is, for any £>0 \u(z)\<C B exp(aUo|~r ) near z Q =Q, then u(z) has also the asymptotic expansion like f(z) as zo tends to 0.
In order to show the results in [4] , [5] , [8] and [9] we used an integral representation of solutions with sigularities on K.
This paper follows [9] , where we imposed more strict conditions on P(z, d) than Condition 1 in this paper. Our purposes are to improve the results in [9] , that is, to weaken conditions on P(Z, 9) as possible as we can and to show them by another method, which is simpler than that in [9] . Now in order to state results let us give notations and definitions. The coordinates of C d+1 are denoted by z= (ZQ, zi, ••-, z d ) -Uo, *') ^CxC d . \z\ = max {\Zt\\ 0<i<d} and |/| = max{|^,|; l<i<d}. Its dual variables are £= (f 0 , £') -(?o, ?i, -, fo). W={0,1,2,-"}. The differentiation is denoted by d^d/dz,, and 9= (9 0 , 9i,-°°, dd) = (9 0 , 90. For a linear partial differential operator A(z, 9) we denote its principal symbol by P.S.A(z, £). Let Q~Qv*Q f be a polydisk with and Q'={z f^Cd \\z\<R} for some positive constant R. Put ; larg^oK^} and Q(0)=Q Q (ff) XJ7. Let K be a nonsigular complex hypersurface through the origin 2 = 0. We choose a coordinate system so that K-{ZQ = 0} . So the coordinate £ 0 plays a distinguished role. 0(fl) (^(fl')» 6(Q(0}}} is the set of all holomorphic functions on Q (resp.ff, Q(0}) . 6(Q(6}} contains multi-valued functions, if
In the following of this paper we consider an w~th order linear partial differential operator P(z, 9) with coefficients in ff(Q) in the form:
(1.1) PU 9):-a^oU)9o A *+ ^ ^k) 9 ".
aqfc(**,0)
where a a (z) 's are holomorphic on Q and a** o (0, z'} 3= 0. Let ; a ^ N be the valuation of a«Gr) with respect to ZQ, that is,
We put j a =^, if Oa(z) =0.
We suppose that P(Z, 9) satisfies the following condition: From Theorem 1.4 we obtain that if /Car) is holomorphic near the origin and 6 is sufficiently large, then u(z) is also holomorphic at the origin. This topic will be discussed more generally in the forthcoming paper.
Let us give some simple examples satisfying Condition 1.
Examples,
where A m Uo, z, 9') is an operator with order m(k*<m) and P.S.A m (0, z, ?') 0. We have 7*-( ;+Jfe*)/(w-^).
where A mt (zo, z f , 9') 's are operators with order m t , mo>2, wi>l, and P.S.A mf (0, z ' t ?) *0. We have fe* = 2 and r* = min{(^ + l)/(»fe-l) f ( jb+2)/Owo-2)}.
which is not normal with respect to 9 0 and fc* = 0 and 7* = 1/2.
Remark. We give a comment concerning the condition that the solution 
where At and a are positive constants. It follows from (1.10) and (1.
11) that u(z) &@(r*) (&(&)) and do not have an asymptotic expansion in Q(6).
The results similar to Theorem 1.4 and Corollary 1.5 were obtained in Ouchi [8] and [9] under more strict conditions than Condition 1. We showed them by detailed analysis of an integral representation of solutions with singularities on K. In order to do so, several conditions were imposed on the operator P(z, 9), and the proofs were long and not easy. Operators such as (Ex.l) for j>0, (Ex.2) for jo, /i>0 and (Ex.3) do not satisfy the conditions in those papers.
On the other hand we assume in this paper the only one condition, Condition 1. We can improve the results in the former papers and state the main results very simply. The proof is different from those in [8] and [9] , that is, we do not use integral representations to show Theorem 1.4, but estimate the derivatives of u(z) and apply the following Theorem 1.6, which is itself interesting. You will find the proof less complicated. In §2 first we estimate the derivatives d$u(z) for all n&N. Secondly, by using the estimates and Theorem 1.6, we show Theorem 1.4. In §3 we give the proof of Theorem 1.6. In §4 we show a proposition, which is assumed in the proof of Theorem 1.6. The author thanks the referee who read the manuscript carefully and gave him advice. §2.
of Derivatives of u(z) Proof of Theorem 1.4
In this section first we obtain estimates of derivatives of a solution u(z) of (Eq) and secondly show Theorem 1.4 by assuming Theorem 1.6, which we prove in the next section. Now we return to our equation
. Let 6(t) be a formal power series of one variable t such that 6(t) > 0 and (K ~ t) 6U)
We need the following inequalities that Condition 1 implies to prove Proposition 2.5. Proof. The first statement is obvious. It follows from the definition of 7* that j a ~ otQ + fc*> 7* (|a|-/?*). The second inequality follows from this inequality. 
Let us estimate the derivatives of u(z) in (Eq
To estimate ( I ) we divide it into two cases: (El) < (E2) and (El) > (E2). If (E1)<(E2), we have
Therefore we can apply the inductive hypothesis to ( I ) and obtain
where BI is a constant depending only on b a (z) . From Lemma 2.4 we see that (E3) < (E5) <l+s(N-r} -n'<l+sN-r-n and (E4 for all n^^V. This implies that there is c>Q such that \w(z) |<Cexp (-c\z Q \~r ) (see [9] 
. (t). There is a constant r^>0 swc^ that V(t, Q is holomophic in{(t,Q;t^Q,(ff),\tt<r & >}. (ii). V(t, 0 satisfies
We omit the proof.
Define a modified Laplace transform of V(t, 0 by (3.4) V($,Q=ejv (-&-*) V(t,Qdt
and put (7(0) = {?=£(); |arg^|<0}. Let us investigate the properties of F(? f 0. in particular, its behaviour near 5=0. 
Lemma 3,2, (i). V(£, 0 eC(C(icff-rx/2) x (it). F(f, 0 satisfies an equation of Fuchsian type
(3.8) v k (t) = r 1 -* f \xp (-rt~K) r^/ K (/) (r) dr. J o
Then v h (t) e= Asy {K} (C (n/2ic) ) .
Proof. Define
We have for some constants A and C independent of N (3 10)
•/ 0
We have JV (3. The structure of solution of Fuchsian equations was investigated in Tahara [12] , where he imposed a condition on zeros of the indicial polynomial. The operator (4.1) is simple but does not satisfy his condition. So we give the structure of solutions of (4.1) in a neighbourhood of f = 0. We can apply our method employed to show Proposition 4.1 to general Fuchsian operators. So if c is small, Zm=ic**W»,o(f f C» c ) converges on { §; |f <2c}. We can show by
