We investigate how often geodesics have homology in a fixed set of the homology lattice of a compact Riemann surface. We prove that closed geodesics are equidistributed on any set with asymptotic density with respect to a specific norm. We explain the analogues for free groups, conjugacy classes and discrete logarithms, in particular, we investigate the density of conjugacy classes with relatively prime discrete logarithms.
Introduction
Let M be a compact Riemann surface of genus g > 1 and let pðTÞ denote the number of prime closed geodesics g on M whose length l g is at most T. Huber [10] and Selberg proved the prime geodesic theorem pðTÞ @ e T T ; as T ! y: ð1:1Þ
In this paper we investigate how the prime geodesics are distributed among the homology classes b A Z 2g F Given a norm k Á k on R 2g and a set A J Z 2g we say that A has asymptotic density d kÁk ðAÞ with respect to k Á k if jfb A A j kbk a rgj jfb A Z 2g j kbk a rgj ! d kÁk ðAÞ; as r ! y: ð1:2Þ
We will say that the prime geodesics are equidistributed on a set A J Z 2g with respect to a norm k Á k if p A ðTÞ pðTÞ ! d kÁk ðAÞ; as T ! y: ð1:3Þ
Our main result is the following theorem: Theorem 1.1. Let M be a compact Riemann surface of genus g > 1. There exists a norm k Á k M on R 2g such that the following holds: Let A J Z 2g be any set that has asymptotic density with respect to k Á k M . Then the prime geodesics on M are equidistributed on A with respect to k Á k M . Remark 1.3. The proof of Theorem 1.1 uses the Selberg trace formula with characters as used in [17] . We combine this approach with ideas from [24] , where the stationary phase argument used in [17] is simplified to make more transparent the dependence on the homology class. This idea seems to go back at least to [19] . As an intermediate step towards proving Theorem 1.1 we get improvements on average of the local limit theorem of Sharp [23] (see Theorem 2.8) . We need also one new ingredient (Lemma 2.11), which tells us that certain averages over A of appropriate functions converge to the density of A with respect to k Á k M . Remark 1.4. For sets containing exactly one element a the counting function p a ðTÞ was studied by Adachi and Sunada [2, 1] and Phillips and Sarnak [17] , as well as many others. Phillips and Sarnak found the full asymptotic expansion with leading term p a ðTÞ @ ðg À 1Þ g e T T gþ1 ; as T ! y: ð1:4Þ
In particular the leading term, in contrast to the lower order terms, does not depend on a. The dependence on a in the lower order terms has been considered in [12, 24] , but the results are not strong enough to handle equidistribution for sets of positive density by simply summing up asymptotics. For sets of positive natural density Theorems 1.1 gives precise information about the asymptotic behavior of p A ðTÞ. A few very special cases of Theorem 1.1 follow also from the Chebotarev density theorem for closed geodesics (see [21, 14, 25] ) in the case of abelian covers.
Remark 1.5. The fact that we are considering surfaces of fixed negative sectional curvature À1 is not essential. If M has variable negative curvature we can combine the ideas of this paper with the ideas developed by Sharp [24] to prove Theorem 1.1 in this case. Instead of taking [17, (2. 37) Lemma 2.1, 2.2] as a starting point as we do in this paper, one may take [24, Propositions 1, 2, and Lemma 1] as a starting point and use variations of our techniques to prove such a result (see [6] ). In [6] the authors also work out the asymptotic distribution of directions in homology for more general Anosov flows, even when the winding cycle is nonzero. Theorem 1.1 has an analogue for free groups. Let G ¼ F ðA 1 ; . . . ; A k Þ, k b 2 be the free group on k generators. The words g A G can be counted according to their word length wlðgÞ and one finds (see [15, 18] ) that the function PðmÞ counting conjugacy classes fgg in G with length at most m satisfies PðmÞ @À 1 q m m
; as m ! y; ð1:5Þ which is the analogue of (1.1). Here q ¼ 2k À 1. We define discrete logarithms on the generators
The above definition extends to G by requiring that log j is an additive homomorphism. Hence log j counts the number of occurrences (with signs) of the generator A j . We let ð1:6Þ F : G ! Z k g 7 ! ðlog 1 ðgÞ; . . . ; log k ðgÞÞ:
This map F makes explicit the abelianization of G, exactly as f does, and it is welldefined on conjugacy classes. We therefore think of the images of F as analogous to homology classes in M (they are homology classes for a certain graph constructed in 3.1). We investigate how conjugacy classes of the free group are distributed in the lattice Z k . For B J Z k we consider
where fGg is the set of conjugacy classes of G. Let k Á k be the standard euclidean norm. In this case we write dðBÞ ¼ d kÁk ðBÞ in (1.2). We will say that the conjugacy classes are equidistributed on a set B J Z k with respect to k Á k if
As in (1.3) this only makes sense if the density dðBÞ exist. The fact that we look at averages over m and m þ 1 turns out to be natural. See Remark 1.9 below. We prove the following result: Theorem 1.6. Let B J Z k be a set that has asymptotic density with respect to k Á k. The conjugacy classes in a free group of k elements are equidistributed on B with respect to k Á k.
We state a particular case of Theorem 1.6. Corollary 1.7. Let C consist of the points with relatively prime coordinates. Then
; as m ! y:
We note that C has density 1=zðkÞ by [5] .
Remark 1.8. The main idea in the proof of Theorem 1.6 is to analyze the relevant counting functions P g A G wlðgÞam wðgÞ; ð1:8Þ
(the sum only runs over cyclically reduced words) where w is a character on G, using an identity due to Ihara. This identity gives an expression for the generating function for wðgÞ as a rational function. This enables us to give asymptotic expansions with an error term for (1.8) . We integrate over the character variety to pick up a specific homology class. The identity for the Ihara zeta function is analogous to the Selberg trace formula as encoded in the Selberg zeta function.
We obtain a new proof of the local limit theorem for free groups of Sharp [23] using the spectral theory of a simple graph, rather than the thermodynamic formalism and subshifts of finite type. We also obtain improvements on average. (See Theorems 3.7 and 3.9.) Remark 1.9. In Theorem 1.6 we cannot in general get a limit without averaging for m and m þ 1.
where all the moduli l 1 ; . . . l k are even the limits over the subsequence with m even and the subsequence with m odd exist and are computed in Section 3.5 and they do not coincide. If at least one modulus is odd we do not need to average, i.e., in that case
. . . ; kg for moduli l 1 prime and l 2 ¼ Á Á Á ¼ l k ¼ 1 was first proved (in a slightly di¤erent formulation) by I. Rivin, [18] , using graphs, and Theorem 1.6 in the case of a singleton set follows also from [23] . Our proofs are more elementary than [18] in the following sense: (a) we use a simpler graph, in fact one with a single vertex, (b) the analysis is simpler, since we have the Ihara zeta function identity, and we do not use asymptotics of special functions, like Chebychev polynomials, used in [18] .
Remark 1.11. An element g 0 A G is called a test element if every endomorphism of G fixing g 0 is an automorphism of G. The property of being a test element has been studied extensively. We refer to [11] for further explanations and references. The property of being a test element can be characterized by relative primality of discrete logarithms. Recently Kapovich, Schupp, and Shpilrain [11] used Corollary 1.7 to prove that the property of being a test element in the free group on two generators is neither generic nor negligible in the sense of Gromov ([7] , [8] ). In fact, this was the application that initiated our interest in the present work. This seems to be the first known non-trivial example of an interesting property in the free group on two generators which is neither generic nor negligible. It appears that Kapovich, Rivin, Schupp, and Shpilrain now have a proof that the property of being a test element is neither generic nor negligible that does not use Theorem 1.6 (see [11] ). However, they use the invariance of C under the action of SL k ðZÞ. Our Theorem 1.6 makes no such assumption and, consequently, can be applied in more general situations.
Counting closed geodesics on Riemann surfaces
Let M be a smooth compact Riemann surface of genus g > 1 without boundary. Any such Riemann surface may be realized as GnH where H is the upper half-plane and the fundamental group G is isomorphic to a discrete subgroup of PSL 2 ðRÞ. There exists a fundamental set of generators fa 1 ; . . . a g ; b 1 ; . . . ; b g g ¼ fC 1 ; . . . ; C 2g g H G satisfying the relation
There exists a basis o 1 ; . . . o 2g of harmonic 1-forms, dual to
The first homology group H 1 ðM; ZÞ can be identified as
For g A G with homology P j n j C j we write fðgÞ ¼ ðn 1 ; . . . ; n 2g Þ A Z 2g . For g A G and e A R 2g =Z 2g we consider unitary characters w e ðÁÞ : G ! S 1 g 7 ! e 2pihfðgÞ; ei :
We consider the set of square-integrable w e -automorphic functions, i.e., the set of f : H ! C such that where F is a fundamental domain for GnH. Let L e denote the Laplacian defined as the closure of Ày 2 ðq 2
x þ q 2 y Þ defined on smooth compactly supported functions satisfying (2.2) and (2.3). The Laplacian is self-adjoint and its spectrum consists of a countable set of eigenvalues 0 a l 0 ðeÞ a l 1 ðeÞ a Á Á Á . By the maximum principle 0 is an eigenvalue if and only if e ¼ 0. The behavior of l 0 ðeÞ for e small is of fundamental importance to our investigation. 
We use this information about the smallest eigenvalue to count closed primitive geodesics on M with certain homological restrictions. The prime geodesics on M are in one-to-one correspondence with the primitive conjugacy classes of G. Hence by an abuse of notation we want to count geodesics fgg with a given homology class fðfggÞ ¼ a.
Here fgg is the conjugacy class of g in G. The main tool is the Selberg trace formula for LðeÞ (see [22, 9, 26] ). This relates the eigenvalues fl i ðeÞg y i¼0 to the length spectrum of the surface, i.e., the set of lengths of the closed geodesics. Here l g is the length of the corresponding geodesic. We define-following [17, (2.26) ,
:
The 0 on the sum means that we only sum over prime geodesics.
It is customary to introduce s j ðeÞ subject to l j ðeÞ ¼ s j ðeÞð1 À s j ðeÞÞ, <ðs j ðeÞÞ b 1=2, =ðs j ðeÞÞ b 0. Hence l 0 ðeÞ close to zero corresponds to s 0 ðeÞ close to 1. It is straightforward to translate Proposition 2.1 into statements about s 0 ðeÞ. The trace formula gives estimates for Remark 2.3. We remark that there is a factor 2 missing in the formula [17, (2.37) ]. This is due to the fact that in the trace formula [17, (2. 27)] one should take the eigenvalue parameters Gr j ðyÞ, and the contribution of the smallest l 0 ðyÞ should be counted twice. A small typo in [17, (2. 44)] gives an extra factor 1=2 so the asymptotics (1.4) are correct in [17] .
Phillips and Sarnak used a stationary phase argument on the integral (2.4) to find the asymptotic behaviour of R a ðTÞ. The asymptotic formula (1.4) follows. Since we want to consider closed geodesics whose homology lies in more general sets than singletons, we consider
;
where A is any subset of Z 2g . The following lemma shows that in a certain sense a geodesic cannot have arbitrarily 'large' homology in comparison to its length:
Proof. This follows from Lemma 2.1 in [16] , for example, where in the present case the relevant modular symbol is formed using the cohomology class o i . r
It follows from Lemma 2.4 that
As far as asymptotics are concerned, we may restrict to a sum over much smaller sets. We use the auxiliary functioñ
We shall later prove (Lemma 2.7) that for sets A with asymptotic densitỹ R R A ðTÞ @ R A ðTÞ.
To find the asymptotic behavior ofR R A ðTÞ we shall use a technique based on change of variable as in [23, 19] . This has the advantage over the stationary phase argument used in [17] that it is easier to keep track of several homology classes simultaneously.
Let
can be easily checked using the Fourier transform. We now fix s À2 ¼ 2pðg À 1Þ. It is easy to see that the integral (2.5) over R 2g nBðrÞ is of exponential decay and we conclude that up to an error term of exponential decay
Using Cauchy-Schwarz on this integral we can bound it from above by Ð BðrÞ e ðs 0 ðeÞÀ1ÞT 2s 0 ðeÞ À 1 À e Àhe; Nei4p 2 s 2 T=2
The last factor is OðT g=2 log g TÞ since it can be bounded by
To bound the first factor in (2.6) we need the following elementary proposition. The first two parts appeared previously in e.g. [23, 24] but we recall them for the reader's convenience.
ÞÀ1ÞT ! e Àhe 0 ; Ne 0 i=2 as T ! y:
(ii) There exists d > 0 such that for all kek < d ffiffiffiffi T p je ðs 0 ðe=2ps ffiffiffi T p ÞÀ1ÞT À e Àhe; Nei=2 j a 2e Àhe; Nei=4 :
(iii) For all 0 < y su‰ciently small there exists a constant C > 0 such that for all kek < T y ,
Proof. Consider the function f ðeÞ ¼ e s 0 ðeÞÀ1 . Since l 0 ðeÞ ¼ s 0 ðeÞð1 À s 0 ðeÞÞ it is easy to derive from Lemma 2.1 that at e ¼ 0 we have 'f ¼ 0 and that the Hessian of f at e ¼ 0 is À4p 2 s 2 N. Since s 0 ðeÞ is even, any odd number of derivatives of s 0 ðeÞ at e ¼ 0 must vanish. Hence by Taylor's theorem we have
We have
and, therefore, for T su‰ciently large
The first result now follows from
For the second result we can choose d su‰ciently small such that for kek < d f ðeÞ À 1 a À 1 4 he; 4p 2 s 2 Nei:
Using ð1 À x=TÞ T < e Àx we find that for kek < d2ps ffiffiffiffi T p
we have j f ðe=2ps ffiffiffiffi T p Þ T j a e Àhe; Nei=4 from which (ii) easily follows.
To prove (iii) we need to consider the rate of convergence in (2.10). We first consider c ¼ 1. We use the Taylor series of logð1 À uÞ to see that
Since ðe u À 1Þ=u ! 1 as u ! 0, we have e u À 1 ¼ OðuÞ for u going to zero. We assume that jxj a d 0 T 1=2 . Hence jxj 2 =T can be made small by making d 0 small, and we have:
By multiplying with e Àx we get ð1 À x=TÞ T À e Àx ¼ Oðe Àx x 2 =TÞ;
which holds for all jxj a d 0 T 1=2 . We note that e Àx x 2 =T a T À1þ2y when 0 a x a T y .
Hence for any y > 0 there exists C y such that when 0 a x a d 0 T y jð1 À x=TÞ T À e Àx j a C y T À1þ2y :
For the case c > 1 we have T logð1 À x=T c Þ ! 0 and, in fact, T logð1 À x=T c Þ ¼ Oðx=T cÀ1 Þ by the same argument as before. So, when jxj
The proof of (iii) follows easily. The claim in (iv) follows from (ii) since e Àhe; Nei=4 a e Ànhe; Nei T k when d 1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi logðTÞ p < kek. r
Using Proposition 2.5 and the discussion immediately before it, we are now ready to state and prove the following result: 
We now split the integral in two
where d i are constants as in Proposition 2.5 (iv) with k ¼ 1. We may safely assume that r from Lemma 2.2 has been chosen so small that it is less than d 2 . Since s 0 ðeÞ is even with s 0 ð0Þ ¼ 1 we have jð2s 0 ðeÞ À 1Þ À1 À 1j a Ckek 2 ð2:13Þ when kek a r. Hence the integrand is bounded by
which by Proposition 2.5 (ii) is bounded by
for some small m > 0. Using Proposition 2.5 (iii) with y su‰ciently small we now easily get
and from Proposition 2.5 (iv) we easily see that
It follows that the expression in (2.12) is OðT Àg log g ðTÞ=T 2À2e Þ and the result follows. r
To translate Lemma 2.6 into a statement about all closed geodesics of length at most T we will prove that for 'most' geodesics of length at most T the corresponding homology classes a are rather 'small'. To be precise: For a general set we notice that
which is oðe T=2 Þ by the corresponding claim for A ¼ Z 2g . r
We are now ready to prove a result which improves the error term in Sharp's local limit law [24, Theorem 1] on average. The proof combines Lemmata 2.6, 2.7, and then uses partial summation to derive the following result.
Theorem 2.8. Let s 2 ¼ ð2pðg À 1ÞÞ À1 . We have
2 TÞ g e Àha; N À1 ai=2s 2 T ! 0;
as T ! y.
We notice that by Gauß-Bonnet the variance s 2 equals the inverse of half the volume of the surface.
Proof. It follows from Lemma 2.6 and Lemma 2.7 that To prove the claim about the sum in the Theorem 2.8 we proceed as follows:
Lemma 2.10. Let f ðtÞ ¼ ð2ps 2 Þ Àg e Àht; N À1 ti=2s 2 , where N is any symmetric positive definite matrix of determinant 1. Then
Proof. Let a A R þ and let log T > a. Then the sum splits as
The first sum is a Riemann sum with box volume T Àg . It converges to Ð jtjaa f ðtÞ dt. The second sum is less than the 2g-th power of
for some C; m > 0. This clearly converges to zero as a ! y.
Let e > 0 be given. Choose a large enough that j Ð jtjaa f ðtÞ dt À 1j < e=3 and j2C Ð y a e Àmx 2 dxj < ðe=3Þ 1=2g . Then by using the above splitting of the sum we see that P
for T large enough. r
We now show how one may restrict the sum in the above lemma to a sum over a set with positive density.
Lemma 2.11. Let f ðtÞ ¼ ð2ps 2 Þ Àg e Àht; N À1 ti=2s 2 where N is any symmetric positive definite matrix of determinant 1. Let jjjxjjj N :¼ hx; N À1 xi. Assume that B J Z 2g has asymptotic density d jjjÁjjj N ðBÞ with respect to jjj Á jjj N . Then
as T ! y:
Proof. We claim that for any set A J Z 2g
as T ! y. To see this we use that all norms on R 2g are equivalent to conclude that there exist positive constants k, K, and m such that the absolute value of the left-hand side is bounded by
Fix e > 0 and choose x 0 such that for r > r 0 we have ðd jjjÁjjj N ðBÞ À eÞ a jfb A B j jjjbjjj N a rgj jfb A Z 2g j jjjbjjj N a rgj a ðd jjjÁjjj N ðBÞ þ eÞ: ð2:19Þ
We assume that ffiffiffiffi T p log T > r and use summation by parts to get
We now use (2.19) and summation by parts backwards to conclude
Using this, Lemma 2.10, and (2.18) we conclude that
Working similarly with lim inf gives the result. r
We notice that jjj Á jjj N ¼ k Á k M when N is the matrix fho i ; o j ig. Hence Lemma 2.11 proves the claim needed to conclude Corollary 2.9.
Densities in free groups
Let G ¼ F ðA 1 ; . . . ; A k Þ, k b 2 be the free group on k generators and set q ¼ 2k À 1.
We consider the set G c of cyclically reduced words in G, i.e. words such that the first letter multiplied with the last letter is not the identity. These words g can be counted according to their word length wlðgÞ and one finds (see [15, 18] ) that the number of cyclically reduced words of word length m equals
We note that an element g A G and the corresponding cyclically reduced element has the same value for any discrete logarithm and therefore for the vector of discrete logarithms FðgÞ, as in (1.6).
We want to consider conjugacy classes of G of length lðfggÞ a m instead of cyclically reduced words of word length less than m. The length of a conjugacy class is the cyclically reduced length of any representative of the conjugacy class, which is also the minimal length of the representatives of the conjugacy class. There is a m to 1 correspondence between the set of cyclically reduced words of word length m and the set of conjugacy classes of G of length m, taking a cyclically reduced word to its conjugacy class in G. The map F factorizes through this correspondence and it follows that for any set B H Z k
Using partial summation we find ð3:3Þ affgg A fGg j lðfggÞ a m;
We use (3.1) to bound the integral by
which is easily seen to be Oðm À2 q m Þ by partial integration.
Hence ð3:4Þ affgg A fGg j lðfggÞ a m; FðfggÞ A Bg ¼ m À1 afg A G c j wlðgÞ a m; FðgÞ A Bg þ Oðm À2 q m Þ:
We can, therefore, freely move back and forth between counting problems for conjugacy classes and counting problems for cyclically reduced words. Using (3.4) and (3.1) we get
A graph identity.
We can now explain how to estimate counting functions related to cyclically reduced words using spectral perturbations of the adjacency oper-ator of a graph: for any unitary character w on G we have the following identity (see [15] )
is the twisted adjacency operator of the graph to the right of Figure 2 . The power series (3.5) is convergent up to the first pole of the right-hand side.
This identity is the main analytic tool we use to prove Theorems 1.6. It is a particular case of the Ihara trace formula which relates geometric data (lengths of paths) to spectral data (eigenvalues of the adjacency operator) for a finite regular graph. In [15] we showed how one can interpret additive characters on free groups as multiplicative characters on a singleton graph and it is this identification that gives (3.5) . We refer to [15] for further details. We have (assuming for a moment that l 1 0 l 2 ) 1 1 À uAðG; wÞ þ ð2k À 1Þu 2 ¼
where l i ¼ l i ðw; GÞ are the roots of 1 À uAðG; wÞ þ ð2k À 1Þu 2 . We note that l 1 þ l 2 ¼ AðG; wÞ=ð2k À 1Þ; l 1 l 2 ¼ 1=ð2k À 1Þ: ð3:8Þ
; ð3:9Þ l 2 ¼ AðG; wÞ À ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi AðG; wÞ 2 À 4ð2k À 1Þ q 2ð2k À 1Þ :
Remark 3.1. We note that if AðG; wÞ 2 À 4ð2k À 1Þ > 0 and A > 0 then l 1 is a strictly increasing function of AðG; wÞ, while l 2 is a strictly decreasing function of AðG; wÞ. As AðG; wÞ varies in ½2 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k À 1 p ; 2k and attains its maximal value 2k we have
with the numbers on the right achieved for the trivial character. When jAðG; wÞj < 2 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k À 1 p we have jl 1 j ¼ jl 2 j ¼ 1= ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k À 1 p . When AðG; wÞ 2 À 4ð2k À 1Þ > 0 and A < 0 then l 2 is a strictly increasing function of AðG; wÞ, while l 1 is a strictly decreasing function of AðG; wÞ. As AðG; wÞ varies in ½À2k; À2 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k À 1 p and attains its minimal value À2k we have
with the numbers on the left achieved at the infimum of A ¼ À2k.
Remark 3.2. The l j , j ¼ 1; 2 are not the eigenvalues of the Laplace operator DðwÞ ¼ AðwÞ À ðq þ 1ÞI . The relation is as follows: The resolvent of D is ðDðwÞ À mÞ À1 and has poles at the eigenvalues of DðwÞ. Simple algebra shows that 1 À uAðwÞ þ qu 2 ¼ ÀuðD À ðu À 1Þðqu À 1Þ=uÞ. When w ¼ 1, we have A ¼ q þ 1, D ¼ 0 and the corresponding u's in the resolvent are 1 and 1=q. When w ¼ À1 (i.e. wðA i Þ ¼ À1), we have A ¼ Àðq þ 1Þ, D ¼ À2ðq þ 1Þ and the corresponding u's are À1 and À1=q. Now recall that for w ¼ 1 and a general finite graph the eigenvalue q þ 1 of A occurs and the eigenvalue Àðq þ 1Þ of A occurs if and only if the graph is bipartite, see [20, p. 67 ]. In our case the eigenvalue Àðq þ 1Þ occurs when w ¼ À1. In this case the character has order 2 and gives a double covering of the graph in Fig. 2 , which is bipartite. It con- sists of two vertices, joined by 2k edges, see Fig. 2 . Its spectrum contains SpecðAðwÞÞ for w ¼ À1. The adjacency operator is 0 2k 2k 0 with eigenvectors ð1; 1Þ and ð1; À1Þ with eigenvalues 2k, À2k respectively.
3.2.
Detecting words with a given homology. We now explain how to use the orthogonality relations to count words with a given homology. Using
we find from (3.5) the following generalization of (3.1)
The same expression holds when l 1 ¼ l 2 , which can be seen by plugging A ¼ 2 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k À 1 p into (3.5). where e A R k =Z k and hÁ ; Ái is the inner product between Z k and its dual R k =Z k . For b A Z k we define the unitary character
Consider now
Then by the orthogonality relation for abelian groups we have:
It follows that
where we use the notation n G; e :¼ n G; w e . We shall also write AðeÞ :¼ AðG; w e Þ, l i ðeÞ :¼ l i ðw e Þ, and q i ðeÞ :¼ l i ðeÞ À1 , and q ¼ q 2 ð0Þ ¼ ð2k À 1Þ. The equations (3.10) and (3.8) give
It is easy to check that
Clearly there is a symmetry Aðe þ ð1=2; . . . ; 1=2ÞÞ ¼ ÀAðeÞ from which we conclude that l 2 ðe þ ð1=2; . . . ; 1=2ÞÞ ¼ Àl 1 ðeÞ:
Using this and w b eþð1=2;...; 1=2Þ ¼ ðÀ1Þ b 1 þÁÁÁþb k w b e we see that
We have the following analogue of Proposition 2.5:
(i) For every e 0 A R k l 1 ðe 0 =r ffiffiffiffi m p Þ m ! e Àhe 0 ; e 0 i=2 ; as m ! y:
(ii) There exists d > 0 such that for all kek < dr ffiffiffiffi m p jl 1 ðe=r ffiffiffiffi m p Þ m À e Àhe; ei=2 j a 2e Àhe; ei=4 :
(iii) For every y > 0 su‰ciently small there exists a constant C > 0 such that for all m A N, kek < dm y , jl 1 ðe=r ffiffiffiffi m p Þ m À e Àhe; ei=2 j a C 1 m 1À2y :
(iv) Let 0 < n < 1=4. For every k > 0 there exist positive constants d 1 , d 2 such that jl 1 ðe=r ffiffiffiffi m p Þ m À e Àhe; ei=2 j a e Ànhe; ei m k ; when d 1 ffiffiffiffiffiffiffiffiffiffiffi log m p a kek a d 2 ffiffiffiffi m p :
Proof. The proof is essentially the same as the proof of Proposition 2.5. The minor di¤erences are omitted. The implied constants are independent of b.
Proof. For e bounded away from the identity in R k =Z k , l 1 ðeÞ is bounded away from 1, which is the maximum of l 1 . Hence there exists d 1 > 0 (depending on d) such that l 1 ðeÞ < q Àd 1 for e A I ð1ÞnBðdÞ. We, therefore, have jA 2 ðm; bÞj a Cq Àd 1 m m k=2 . Choos- from which the result easily follows. r
We have the following lemma. where the implied constant is independent on b.
Proof. This follows directly from (3.15) and Lemma 3.4. r 3.2.2. Elements with word length less than a given length. We now let N G ðmÞ ¼ afg A G c j wlðgÞ a mg; N G; b ðmÞ ¼ afg A G c j wlðgÞ a m; FðgÞ ¼ bg:
We aim at proving a result for N G; b ðmÞ analogous to Lemma 3.5. We note that from (3.1) we get
We shall write b @ m if b A Z k and m A N has the same parity, i.e. if m þ b 1 þ Á Á Á þ b k is even. Using (3.14) we find that
Inserting this in (3.17) we find that
Clearly g b ðe; mÞ is uniformly bounded in R k =Z k , independently of b, it satisfies g b ð0; mÞ ¼ 1, and close to zero we have g b ðe; mÞ À 1 ¼ Oðhe; eiÞ, where the implied constant does not depend on m or b.
We simplify by taking average over two successive m. It is easy to check that 1 2 The function h b ðm; eÞ inherits its properties from those of g b ðm; eÞ: It is uniformly bounded in R k =Z k independent of b, it satisfies h b ð0; mÞ ¼ 1, and close to zero h b ðe; mÞ À 1 ¼ Oðhe; eiÞ where the implied constant does not depend on m or b. We now use the same techniques that lead to Lemma 3.5. We start by doing the change of variables e ! e=r ffiffiffiffi m p to get (up to an error Oðm k=2þ1 q Àm Þ)
In analogy with (3.15) we get ð3:18Þ r k m k=2 1 2 
where the implied constant is independent on b.
Proof. Using that hðe=r ffiffiffiffi m p Þ is uniformly bounded we can copy the proof of Lemma 3.4 almost word by word to prove B 2 ðm; bÞ; B 3 ðm; bÞ ¼ Oðq Àdm Þ. r 3.3. A local limit theorem. We can now state and prove a local limit theorem, i.e. a theorem that gives information (uniform in b) about the asymptotic probability for an element to satisfy FðgÞ ¼ b.
To be more precise we have the following theorem: 
Proof. We notice that jb i j a m for cyclically reduced words of length m, as all discrete logarithms of a word are less than or equal to its length. So
From (3.16), Theorem 3.9, and Lemma 2.11 we conclude (similar to Lemma 2.7) that 1 2 w b e ðh b ðe; mÞl 1 ðeÞ m À e Àhe; eir 2 m=2 Þ de ¼ oð1Þ:
After this point the proof is, mutatis mutandis, a repetition of the proof of Lemma 2.6. The only new issue is that we need to split the sum into two sums, according to the value of d b . We shall not repeat the details. r 3.5. A more direct proof for arithmetic progressions. In this section we prove a slightly more precise version of Theorem 1.6 in the case that B is a shifted sublattice. Our main reason for doing so is that the proof shows that the average over m and m þ 1 is essential.
Theorem 3.11. Let N G; a 1 ;...; a k ðmÞ ¼ afg A G c j wlðgÞ a m; log i ðgÞ 1 a i ðmod l i Þ; i ¼ 1; . . . ; kg:
(a) If 2 F ðl 1 ; l 2 ; . . . ; l k Þ we have N G; a 1 ;...a k ðmÞ afg A G c j wlðgÞ a mg ! 1 l 1 l 2 Á Á Á l k as m ! y:
(b) If the l j , j ¼ 1; . . . ; k are all even, then 1 2 N G; a 1 ;...; a k ðmÞ afg A G c j wlðgÞ a mg þ N G; a 1 ;...; a k ðm þ 1Þ afg A G c j wlðgÞ a m þ 1g ! 1 l 1 l 2 Á Á Á l k as m ! y:
For notational simplicity we restrict ourselves to the case k ¼ 2. The generalization to k > 2 is straightforward. Consider the abelian group Z=l j Z. Consider the set of additive unitary characters on Z=l j Z. These are parametrized by g A Z=l j Z writing w g; l j ðaÞ ¼ exp 2piga l j
:
The orthogonality relation for representations of finite groups (which in this simple example is easy to verify directly) gives 1 l j P g A Z=l j Z w g; l j ðaÞw g; l j ða j Þ ¼ 1; if a 1 a j ðmod l j Þ 0; otherwise:
& Putting a ¼ log 1 ðgÞ enables us to see-using characters-if log 1 ðgÞ lies in a specific arithmetic progression. Multiplying two such identities (or using the orthogonality relation for Z=l 1 Z Â Z=l 2 Z) we find ð3:19Þ 1 l 1 l 2 P g A Z=l 1 Z g 0 A Z=l 2 Z w g; l 1 ða 1 Þw g 0 ; l 2 ða 2 Þw g; g 0 ; l 1 ; l 2 ðgÞ ¼ 1; if log j ðgÞ 1 a j ðmod l j Þ; j ¼ 1; 2 0; otherwise:
In this case we sum the contribution from the real characters and recall that from (3.7) and Remark 3.1 we have that the second real character gives eigenvalues À1=ð2k À 1Þ and À1. Using (3.6) we get n G; 1 ðmÞ ¼ ð2k À 1Þ m þ 1 m þ Oð1Þ; n G; w ¼ ðÀð2k À 1ÞÞ m þ ðÀ1Þ m þ Oð1Þ:
Using (3.11) and (3.19) we get n G; a 1 ; a 2 ðmÞ ¼ 1 l 1 l 2 ð2k À 1Þ m ð1 þ ðÀ1Þ m wða 1 ; a 2 ÞÞ þ Oðd m Þ;
where d ¼ supðjl 1 j À1 ; jl 2 j À1 Þ < q for the nonreal characters. We sum for m ¼ 1; . . . ; l.
Depending of the value of wða 1 ; a 2 Þ we sum either over the odd or the even exponents of ð2k À 1Þ j . For instance, assuming that wða 1 ; a 2 Þ ¼ 1, we get for l ¼ 2s N G; a 1 ; a 2 ðlÞ ¼ 2 l 1 l 2 P m¼2m 0 a2s q m þ Oðd l Þ ¼ 2 l 1 l 2 q 2 q l À 1 q 2 À 1 þ Oðd l Þ;
while for l ¼ 2s þ 1 we get (up to an error of type Oðd l Þ) N G; a 1 ; a 2 ðlÞ ¼ 2 l 1 l 2 P 2m 0 a2sþ1 q 2m 0 ¼ 2 l 1 l 2 P m 0 as q 2m 0 ¼ 2 l 1 l 2 q 2 q 2s À 1 q 2 À 1 ¼ 2 l 1 l 22 À 1 ðq l À 1Þ:
We note that afg A G c j wlðgÞ a lg ¼ P mal q m þ OðlÞ ¼À 1 q l þ OðlÞ:
Finally, as l ! y, N G; a 1 ; a 2 ðlÞ afg A G c j wlðgÞ a lg þ N G; a 1 ; a 2 ðl þ 1Þ afg A G c j wlðgÞ a l þ 1g ! 2 l 1 l 2 q 2 =ðq 2 À 1Þ q=ðq À 1Þ þ q=ðq 2 À 1Þ q=ðq À 1Þ ¼ 2 l 1 l 2 :
The case wða 1 þ a 2 Þ ¼ À1 is similar. This proves the second part of Theorem 3.11. We note that the subsequences of odd and even m's do not have the same limit.
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