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ABSTRACT
In this thesis a method for studying the asymptotic behavior of solutions to dissi-
pative partial dierential equations is developed, motivated by the study of the com-
pressible Navier-Stokes equations in the past works of Ho and Zumbrun, 1995, Ho
and Zumbrun, 1997. In its most basic form, this method allows one to compute nth
order approximations in terms of Hermite functions of solutions of the heat equation
having nth order moments. The main advantage is that these approximations can be
eciently computed, and are often given explicitly in terms of elementary functions.
It is shown how this method can be extended to increasingly complicated systems,
leading the way toward the asymptotic analysis of the compressible Navier-Stokes
equations.
A number of challenges must be overcome to apply this method to the compress-
ible Navier-Stokes system. For technical reasons, the analysis is carried out on the
divergence and curl of the velocity eld, and hence a means of recovering the velocity
eld from these quantities is established rst. The linear part of the evolution is then
studied, and an extended version of the articial viscosity decomposition previously
v
developed (Kawashima, 1984, Ho and Zumbrun, 1995) is introduced. This decom-
position is in terms of the heat and combined heat-wave operators, and hence general
estimates on their evolution in weighted Lp spaces are obtained.
A modied compressible Navier-Stokes system is then introduced which captures
the dominant behavior of the linear evolution and possesses similar nonlinear terms.
Solutions to this modied system are proven to exist in weighted spaces, showing that
solutions initially having a certain number of moments possess this same number of
moments for all time. An analysis of the asymptotic behavior of the modied com-
pressible Navier-Stokes system is then carried out, and it is shown that the method
developed herein extends and unies the approach of Ho and Zumbrun with that
of Gallay and Wayne, 2002a, Gallay and Wayne, 2002b, where it was originally de-
veloped to study the behavior of the incompressible Navier-Stokes equations. The
thesis is concluded with a discussion of how the results obtained for the modied
compressible Navier-Stokes system pave the way for an analysis of the true compress-
ible Navier-Stokes system, the generalization of this asymptotic analysis to arbitrary
order, and with a comparison of this asymptotic analysis to that found in the recent
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1.1 The asymptotic theory of the compressible Navier-Stokes
equations on the whole space
The isentropic compressible Navier-Stokes equations are given by




















These equations model the ow of a uid with density ρ and momentum ~m, both
taken as functions of (x, t) ∈ Rd × [0,∞), and pressure P (ρ) that depends only on














These equations are derived as a consequence of the conservation of mass, momentum
and energy, but under the isentropic assumption, the dynamics are assumed to have
trivial dependence on the internal energy of the uid (which accounts for thermal ef-
fects and the like), hence only the mass and momentum equations remain. Much more
widely used are the incompressible Navier-Stokes equations, which are fundamental
to the study of weather and climate, oceanography, aeronautical engineering, blood
ow and biomedical engineering, among very many other applications (Batchelor,
2000, Chemin et al., 2006, Doering and Gibbon, 2004, Kaper and Engler, 2013). The
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incompressible Navier-Stokes equations are given in Eulerian form by the following












These equations model the ow of a uid with density ρ, typically assumed constant,
velocity ~u and pressure P , now taken as a function of space and time. Comparing
(1.1) to (1.2), one sees that the assumption of incompressibility is satised when the
uid density is constant along ow lines for all time. In this case, the compressible
equations reduce to the Eulerian form of the incompressible equations, resulting in
a mathematically simpler model. However, when either the gradients in the density
are large, the density is close to zero, or when the velocities under study are close to
the speed of sound of the uid, the solutions to the compressible equations can dier
signicantly from their incompressible counterpart.
The assumption of incompressibility, while rarely satised exactly, is approxi-
mately satised for many uids under a wide set of circumstances. When the density
is not constant, but the gradients in the density and the velocities under study are
suciently small, the solutions to (1.1) should be well-approximated by the corre-
sponding solution of the Lagrangian form of the incompressible equations, justifying
their use in applications. Furthermore, due to the presence of viscous and other in-
ternal forces, the uid velocity should tend to zero and the density should become
uniform. In fact one might make a more detailed assertion which is in keeping with
one's physical intuition. If the disturbance is suciently localized in space, then it
should radiate outward in all directions as a wave of decaying amplitude, in much the
same way as a water droplet striking a still pond. All of the other ner scale contours
of the disturbance should dissipate more quickly.
In the language of dynamical systems theory, one expects that the constant den-
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sity, constant momentum stationary solution is stable with respect to suciently
small perturbations. While the relevant norms of the solutions of the compressible
Navier-Stokes should therefore vanish as t→∞, one expects that the incompressible
part of the velocity eld should vanish more slowly than the compressible part, and
that a diusing wave prole should decay more slowly than any other part of the
solution.
In fact, this stability conjecture has been obtained. Kawashima appears to have
been the rst to partially answer this question in dimension d ≥ 1. In Kawashima,
1984, he proved the existence of global solutions for a general class of hyperbolic-
parabolic systems which include (1.1) for initial data u0 ∈ Hs chosen suciently
small for some s ≥ [d
2
] + 1, and that these solutions decay in L2. He shows that if, in
addition, one has u0 ∈ L1, then one can obtain
‖u(·, t)‖L2 ≤ C‖u0‖t−
d
4
and that one can then use Sobolev bounds to obtain decay rates of the Lp norms
for p ≥ 2. In the course of his analysis he shows that for any system in this class
one can construct a new system with an additional viscosity term. He then shows
that the resulting articial viscosity system possesses signicantly nicer mathematical
properties, and that the articial viscosity system determines the dominant asymp-
totic behavior of the original system, in the sense that the dierence between the
solutions tends to zero more quickly in Lp for p ≥ 2 than the Lp decay rate men-
tioned previously. More specically, he shows that the if G(t) is the Green's matrix
for the linearization of the original system, and G̃(t) is the Green's matrix for the







G(·, t)− G̃(·, t)
]
∗ u0‖L2 = 0
3
for any u0 ∈ L1 ∩ L2.
Ho and Zumbrun extended these results in a number of ways in a couple of
papers (Ho and Zumbrun, 1995, Ho and Zumbrun, 1997) in which they studied
the asymptotic behavior of small perturbations from the constant state for the com-
pressible Navier Stokes equations. Following Kawashima, they prove existence of
solutions u(t) = (ρ(t),m(t))T for initial data u0 ∈ Hs chosen suciently small for
some s ≥ [d
2
] + 1. They obtain the same decay rate in L2, but improve on the decay
rates in Lp for p ≥ 2 to obtain






They go further and show that for u0 ∈ L1∩Hs they can obtain decay rates in Lp for
1 ≤ p < 2, and show that the momentum eld can be decomposed into an irrotational
and incompressible piece, and that the solutions are asymptotically irrotational as
measured in Lp for 1 ≤ p < 2 and asymptotically incompressible for p > 2. They
explicitly determine the unique linear, articial-viscosity system associated with (1.1)
given by













∇ (∇ · ~m)
(1.3)
and show that it can be used to approximate solutions to (1.1), in the sense that







where G̃(t) is the Green's matrix of (1.3). Furthermore if one additionally has (1 +
|x|)u0 ∈ L1, then the solutions can be approximated by the explicit function










u0dy is the total mass vector. The Green's matrix is shown to consist
of diusing Gaussians which are convected by the fundamental solution of a wave
equation, which they call diusion waves.
The results of Ho and Zumbrun provide insight into the physical processes at
work for solutions of the compressible Navier-Stokes equations. As they describe
in their follow up paper (Ho and Zumbrun, 1997), the diusion waves that they
derive can be thought of as the "sound waves" of the uid, and they are of interest
in understanding diusive eects and wave interactions. Furthermore, the diusion
waves are given in terms of explicit formulas, hence these results are of computational
interest since they more ecient to evaluate that typical solution formulas involving
convolutions or the like, and more ecient than numerical schemes.
The question that arises is how far these results can go. Recently, Kagei and
Okita, 2017 extended the result of Ho and Zumbrun by computing a higher order
approximation to the solutions of (1.1) in dimension d ≥ 3. Among their ndings,
they prove that

















for p ≥ 2, where G(t) is the Green's matrix for the linearization of (1.1), G1(t) is a
low frequency cuto of G(t), and the F0i are quantities which can be computed with
knowledge of the solution ρ(t),m(t), as well as knowledge of the pressure P and its
derivatives. Their results also show that the solutions can be explicitly approximated
by Gaussian functions























if one includes the additional correction factor given by the F0i terms.
On the other hand, Gallay and Wayne (Gallay and Wayne, 2002a, Gallay and
Wayne, 2002b) study the localization properties and asymptotic behavior of solutions
of the incompressible equations in two and three dimensions. Previously, Brandolese
Brandolese, 2001 had showed that there exist solutions of the Navier-Stokes equation
which have nite moments at t = 0, but which fail to have nite moments at any
time t > 0. Gallay and Wayne show that this instantaneous loss of localization does
not occur if one works with the vorticity. Specically, they show that for ~ω0 such
that for some n ≥ 0 one has (1 + |x|)n~ω0 ∈ L2 then there exists a unique global
solution ~ω(t) of the vorticity equation such that ~ω(0) = ~ω0 and (1 + |x|)n~ω0 ∈ Lq
for all t > 0, q ≥ 2. They also show that the localization properties are intimately
related to the asymptotic behavior by showing that by increasing the assumptions
of spatial locality one can obtain increasingly accurate asymptotic approximations.
Namely, if one chooses 3
2
< µ ≤ 2 and n ∈ Z≥0 such that n > 2µ + 12 then for initial










where u(t) is the velocity recovered from the vorticity eld ~ω(t) and the approximation
terms uapp,k(t) are also given in terms of diusing Gaussians and their derivatives.
They obtain rst and second order approximations, and their analysis points the way
toward obtaining approximations of arbitrary order.
In the present work, we use the tools developed in Gallay and Wayne, 2002a,
Gallay and Wayne, 2002b to seek an asymptotic approximation of arbitrary order for
the compressible Navier-Stokes system which unies all of the above results. The rst
major step in this direction is to study the localization properties of the compressible
6
Navier-Stokes system, which have yet to be studied. To more easily connect our results
with those of Gallay and Wayne, as well as other technical reasons, we reformulate
(1.1) in terms of the velocity. Specically, if the density is bounded away from zero,













]T − (∇ · ~u)~u+ 1
ρ





∇ (∇ · ~u)
(1.4)
The question of the stability of the constant density, constant velocity solution (ρ∗, ~u∗)T
is then equivalent to studying perturbations from this state, which without loss of
generality we can take (ρ∗, ~u∗)T = (1, 0)T . Dening
ρ̃(t) = ρ(t)− 1
we linearize (1.4) about (ρ∗, ~u∗)T = (1, 0)T and move the nonlinear terms to the right
hand size, and we obtain























∇ (∇ · ~u)




P ′(1 + ρ̃)− c2
For convenience, we will drop the tildes from the perturbation ρ̃ and from P̃ for
the remainder of this dissertation. While it is not known if the velocity eld of the
7
compressible Navier-Stokes equation exhibits the instantaneous loss of localization
described by Brandolese, we avoid its possible appearance by working with the curl
and divergence of ~u. If one lets a = ∇·~u and ~ω = ∇×~u, and computes the divergence
and curl of (1.5), one arrives at the system
∂tρ = −a− aρ− ~u · ∇ρ

























where ν = ε+η
2
.
To prepare the way for the asymptotic analysis of the system (1.6), we carry out
our analysis on the following modied compressible Navier-Stokes system:
∂tρ = ν∆ρ− a












Here the linear part of the evolution has been replaced with the linear articial vis-
cosity system, and only the rst nonlinear term in the velocity was kept. This is the
same system that has been studied in Goh et al., n.d., although it was derived in
a dierent way there. We will show how this system is related to (1.6), and in the
course of our analysis it will become clear that this system captures the dominant
asymptotic behavior of the linear part of the original system, and that the analysis
of the nonlinearity both provides the rst step in the analysis of the original system
as well as insight into how the analysis can be carried out in full.
In chapter one, we begin by developing the tools needed for later use in our exis-
tence and asymptotic analysis. We introduce the proper functional analytic setting
8
for our approximation theory, analyze the linear evolution, and obtain estimates on
the operators that make up the Green's matrix. We introduce an expansion for solu-
tions of the heat equation which we call the Hermite expansion, and demonstrate how
it works for related systems. In chapter two, we then obtain existence of solutions
for the modied compressible Navier-Stokes system for rougher initial data than pre-
viously studied, and show that at any positive time these solutions possess the same
degree of spatial localization that they initially have. We obtain asymptotic decay
rates for these solutions in weighted spaces, and nd our solutions are asymptotically
irrotational as measured in Lp for 1 ≤ p < 2 and asymptotically incompressible for
p > 2. The asymptotic approximation theory developed for the linear equations is
then brought to bear on the modied compressible Navier-Stokes system, with appro-
priate modications for the nonlinear theory. It is shown that the method developed
herein extends and unies the approach of Ho and Zumbrun with that of Gallay and
Wayne, 2002a, Gallay and Wayne, 2002b, where it was originally developed to study
the behavior of the incompressible Navier-Stokes equations. The thesis is concluded
with a discussion of how the results obtained for the modied compressible Navier-
Stokes system pave the way for an analysis of the true compressible Navier-Stokes
system, the generalization of this asymptotic analysis to arbitrary order, and with a






In this chapter, the tools necessary for the existence and asymptotic theory of the
compressible Navier-Stokes equations are developed. The rst task is to recast the
problem in functional analytic terms and introduce the appropriate function spaces
for the analysis. The behavior of the Π and Biot-Savart operators on these spaces is
then studied so as to close the system (1.6) in terms of a and ~ω. The next task is to
study the linear part of the evolution of (1.6) and an expansion of the Green's matrix
which illustrates its asymptotic behavior is obtained. Bounds on the operators that
make up the linear evolution are then derived for use in the existence analysis. Finally,
a method for approximating solutions of the heat equation is introduced in which nth
order approximations can be computed in terms of Hermite functions for solutions
with nth order moments, and it is shown how this method can be adapted to related
systems. This chapter concludes with an introduction of the moment projection
operators which allow one to apply the approximation method to nonlinear systems.
2.1.1 Mild formulation and functional analytic setting
It will be useful to rewrite (1.6) and (1.7) in an abstract form. To this end let
~v = (ρ, a, ~ω)T , and let
L =























and hence the compressible Navier-Stokes system (1.6) can be rewritten as
∂t~v = L~v −N (~v) (2.2)
We also introduce the linear articial viscosity dierential operator and the modied
nonlinearity:
LAV =
 ν∆ −1−c2∆ ν∆
ε∆I3
 , Q(~v,~v) =
 0∇ · [∇ · [~u⊗ ~u]T ]
∇×
[
∇ · [~u⊗ ~u]T
]

and hence we can write the modied compressible Navier-Stokes system (1.7) as
∂t~vmod = LAV ~vmod −Q(~vmod, ~vmod) (2.3)










to close the systems (2.2) and (2.3) via ~u = Πa+B~ω. This is a form of the well-known
Helmholtz decomposition. The operator B is the well-known Biot-Savart operator
which inverts the curl operator, and the Π operator inverts the divergence operator.
Note that the inverse Laplacian is well-dened only when we make a suitable choice
of function spaces for a and ~ω. We will do so below in subsection 2.2, and we will

































and hence we can write
N (~v) =











We can now apply Duhamel's formula to obtain an integral formulation of (1.6):
~v(t) = G(t) ∗ ~v0 −
∫ t
0
G(t− s) ∗ N (~v(s))ds (2.6)
where G(t) is the Green's matrix for the linear part of the evolution. Similarly we
can obtain an integral formulation of (1.7):
~vmod(t) = GAV (t) ∗ ~v0 −
∫ t
0
GAV (t− s) ∗ Q(~vmod(s), ~vmod(s))ds (2.7)
where GAV (t) is the Green's matrix for the linear articial viscosity system.
We want to prove existence of mild solutions to (1.6) and (1.7) which solve these
integral formulas in some function space and determine the asymptotic behavior of
these solutions. It will become clear that the techniques used in our asymptotic
analysis carefully depend on the localization properties of the uid ows. Hence the
natural setting for our analysis is found in the homogeneous, algebraically weighted
12
Lebesgue spaces






and their inhomogeneous counterparts






We let W k,p(n) be the subspace of the Sobolev space W k,p consisting of algebraically
weighted, weakly dierentiable functions:

























(W k,p(n))d with analogous norms. Furthermore let Lpσ be the closure of the space of
divergence free vector elds in the space Lp, and let L̊pσ(n), Lpσ(n) and Wk,pσ (n) be the
closures in the analogous spaces. Finally, we will make use of Schwartz class functions
as tools in our analysis, and hence we will write S for the space of Schwartz class
functions and Sσ for the space of Schwartz class divergence free vector elds.
We will also make extensive use of the Fourier transform, and we will use the
convention








along with the corresponding convention for the inverse transform:







2.2 The Π and B operators
The results here apply to the d = 3 case. We rst dene the operators Π and B for
(a, ~ω) ∈ S ×Sσ via (2.4). Note that the inverse Laplacian is well dened on the space
of Schwartz class functions, and for such functions we have














In the following proposition we obtain estimates on the action of Π and B, which
then allow us to extend these operators to be dened on all of Lp(n) × Lpσ(n), for
suitable choices of p and n.
Proposition 2.2.1. Let a ∈ S and ~ω ∈ Sσ
(a) Suppose that 1 < p1 <∞. Then there exists a constant C1 depending only on
p1 such that
‖∂xiΠa‖Lp1 ≤ C1‖a‖Lp1 , ‖∂xiB~ω‖Lp1 ≤ C1‖~ω‖Lp1 (2.8)


















Then there exists a constant C2 depending only on n, p3 such that
‖Πa‖Lp2 (n) ≤ C2‖a‖Lp3 (n) , ‖B~ω‖Lp2 (n) ≤ C2‖~ω‖Lp3 (n) (2.10)
14










If, in addition, a and ~ω are such that∫
R3
a(x)dx = 0 ,
∫
R3
~ω(x)dx = 0 (2.11)
then there exists a (possibly dierent) constant C2 depending only on n, p3 such that
(2.10) holds.
The proof of these estimates is given below, and follows closely the strategy used
to the study the B operator in Proposition B.1 of Gallay and Wayne, 2002b, but we
extend the results to general values of p and n, rather than focusing on the L2 based
spaces in that reference, as well as studying the operator Π. One can then dene
the Π operators on the Lp(n) spaces by setting Πa equal to the limit of functions
Πak, where ak is a sequence of Schwartz class functions approaching a ∈ Lp(n), and
our estimates above show this is well-dened. The B operator is dened similarly in
these spaces. The following Corollary is then immediate from the denition of the
Π,B operators for a, ~ω ∈ Lp3(n)× Lp3σ (n):
Corollary 2.2.2. (a) Suppose p1, C1 are as in Prop. 2.2.1 part (a). Then for
a ∈ Lp1, ~ω ∈ Lp1σ (2.8) holds.
(b) Suppose that n, p2, p3, C2 are as in Prop. 2.2.1 part (b). Then for a ∈ Lp3(n)
and ~ω ∈ Lp3σ (n) (2.10) holds.
(c) Suppose that n, p2, p3, C2 are as in Prop. 2.2.1 part (c). If a ∈ Lp3(n) and
~ω ∈ Lp3σ (n) satisfy (2.11), then (2.10) holds.
We begin the proof with the following Lemmas:









‖f‖Lp2 (n) ≤ C‖g‖Lp3 (n)
Proof. The proof is based on a dyadic decomposition
R3 = ∪∞j=0Aj
where A0 = {x ∈ R3 : |x| ≤ 1} and Aj = {x ∈ R3 : 2j−1 < |x| < 2j} for j ∈ N. Let
















then by the Hardy-Littlewood-Sobolev inequality (Stein, 1970 Theorem V.1), we have
‖∆ij‖Lp2 ≤ ‖hj(x)‖Lp2 ≤ C‖gj‖Lp3 ≤ C̃2−α|i−j|‖gj‖Lp3



































































Recalling the limits on the support of fi and its decomposition in terms of ∆i,j we
have the inequality:





















































We can then apply Hölder's inequality and interchange the order of summation as
follows:















p3 ≤ C‖g‖p2Lp3 (n)
(2.14)























‖f‖Lp2 (n−1) ≤ C‖g‖Lp3 (n)
Proof. Dening fi, gj, ∆ij and hj analogously to the above much of the proof follows
in almost identical fashion. The key dierence arises from the fact that p3 lies in a
dierent range in this case. In the step analogous to (2.12), we have





































. The estimate in the lemma now
follows by a summation similar to that in (2.13) and (2.14).
Proof of Proposition 2.2.1. The operators ∂xiΠ and ∂xiB are singular integral opera-
tors formed by kernels of Calderon-Zygmund type, so part (a) follows from Theorem
II.3 in Stein, 1970. Examining the form of the Π and B operators, we see that part
(b) follows directly the result of the Lemma 2.2.3.
For part (c), we use our modied versions of B.2, B.3 to complete the analogous
















using the moment zero condition. Using the identity
|x|3(xi−yi)−|x−y|3xi = (xi−yi)|x|2(|x|−|x−y|)+ |x−y|(2xi(x ·y)−yi|x|2−xi|y|2)
it follows that
∣∣|x|3(xi − yi)− |x− y|3xi∣∣ ≤ C|x− y||x||y|(|x|+ |y|) ≤ C(|x− y||x|2|y|+ |x− y|2|x||y|)














Therefore, using Lemma 2.2.3, 2.2.4 with f1 = |x|u1, f2 = |x|2u2 and g1 = g2 = |y|
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|a(y)| we have
‖Πa‖Lp2 (n) ≤ C












Lp2 (n−1) + C
∥∥f1∥∥Lp2 (n−1) + C∥∥f2∥∥Lp2 (n−2)
≤ C
∥∥a∥∥
Lp3 (n−1) + C
∥∥g1∥∥Lp3 (n−1) + C∥∥g2∥∥Lp3 (n−1) ≤ C∥∥a∥∥Lp3 (n)
The proof for B~ω is analogous.
2.3 Derivation of the form of the Green's matrix
The rst step in analyzing the compressible Navier-Stokes system (1.6) is to under-










Assuming for now that such operations are justied, one can solve this system by










One can compute an explicit formula for the Green's matrix by exponentiating the



























λ± = −ν|ξ|2 ±
√
ν2|ξ|4 − c2|ξ|2
Proposition 2.3.1. Let Gρ,a(t) : S ×S 7→ S ×S be the matrix of Fourier multipliers
dened by (2.17). With this denition of Gρ,a(t), then for ~v0 ∈ S×S×Sσ the function
~vL(t) dened by
~vL(t) = G(t) ∗ ~v0
~vL(0) = ~v0
is a solution of (2.15) in C∞(S × S × Sσ).
Proof. The main claim to check is that Ĝρ,a(t) maps S × S into itself. Once this
is established, it is clear that the matrix Gρ,a(t) is well dened on Schwartz class
functions. Since the evolution of the incompressible piece is easily recognized as
the heat evolution, which is well-studied, it follows that G(t) is also well-dened on














together with the identities
λ2± + 2ν|ξ|2λ± + c2|ξ|2 = 0
λ+λ− = c
2|ξ|2
it is easy to verify vL(t) solves the dierential equation.
Since Ĝρ,a(t) = e







which is C∞ in (ξ, t), it must also be C∞ in (ξ, t). The possible singularities when
λ+ = λ−, which occur at
ξ = 0 and |ξ| = c
ν
are in fact removable. Hence we need only check that Ĝρ,a(t) and its derivatives are
bounded. We are able to show that in fact Ĝρ,a(t) tends to a constant as |ξ| → ∞,
20







































































and so using Taylor's theorem














































since the integral in the exponent decays as |ξ|−2 for large |ξ|.
































can also be obtained via Fourier transform methods, as is done in the following
proposition. The proof is similar to that of Prop. 2.3.1, and we leave it to the reader.
Proposition 2.3.2. Let GAV (t) : S ×S × Sσ 7→ S × S × Sσ be the matrix of Fourier
multipliers dened by
ĜAV (t) =





Then GAV (t) is the Green's matrix for (2.22).
One of the special properties of the linear articial viscosity operator is that the
hyperbolic and parabolic parts of the ρ, a subsystem commute. Working in Fourier














=: Ŵ + Ĥ
Ŵ and Ĥ are easily recognized as the wave and heat dierential operators, and using
the fact that these operators commute, one obtains
eŴ t+Ĥt = eŴ teĤt
Thus, the wave and heat evolution can be applied sequentially, and one has the

























heat kernel, I2 is the 2 × 2 identity matrix, and Kε(t) is the diagonal matrix having
the heat kernel Kε(t) for each entry on the diagonal. The wave operator w(t) is the




which together with its temporal derivatives determine the components of the wave
evolution for various initial data. We recall that for suciently smooth functions this
can be expressed via Kirchho's formula (see Evans, 2010 pg 72-76 for details), which
in odd dimension d ≥ 3 is as follows:




























with Sz the surface element on the unit sphere, and some constants bα,i. Note that we
slightly abuse notation here, since these wave operators do not truly act by convolution
with some kernel, but rather the convolution symbol here is used to reect the fact that
these operators act via multiplication in Fourier space. The wave and heat operators
are familiar to analysts, and many of their properties can in found in Evans, 2010,
for instance.
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2.4 Viscous compensation expansion of the Green's matrix
While the operators that make up the articial viscosity Green's matrix are familiar,
the operators that make up the Green's matrix for the linearized system (2.15) are
not. We therefore introduce the viscous compensation expansion of the Green's matrix
which expresses the Green's matrix in terms of more familiar operators, which we will
use to clearly illustrate its asymptotic behavior as well as its smoothing properties. As
we will later see, the asymptotic behavior is determined by the behavior near |ξ| = 0,
whereas the smoothing properties are determined by the behavior near |ξ| =∞, hence
we expand both near |ξ| = 0 and |ξ| =∞. Near |ξ| = 0, note that the matrices (2.20)
and (2.23) are very similar, and that if one were to replace Ω by c|ξ| then the Green's
matrix would also be in terms of familiar operators. Near |ξ| =∞, we saw in (2.19)
that the Green's matrix tends to a constant hence should be well approximated by a
delta function.
For the purposes of this dissertation, we will only use the rst order viscous
compensation expansion, so we will obtain this explicitly here, and show how to
dene the more complicated nth order expansion in Appendix A.1. We begin by





















We will temporarily let ω = c|ξ|, and we make use of the rst order Taylor expansion









to obtain the following expansions of the sinusoidal functions in ĜA(t):






































































We will let Ĝ0(t) consist of all of the zeroth order terms from the Taylor expansions
of the components of ĜA(t), along with the Fourier multiplier for the heat evolution:
Ĝ0(t) =
 e−ν|ξ|
2t cos(c|ξ|t) −e−ν|ξ|2t sin(c|ξ|t)
c|ξ|
e−ν|ξ|




To obtain the rst order term, we let M̂1(t) be the matrix consisting of all of the 1
st
order terms from the Taylor expansions of the components of ĜA(t) and all of the 0
th






















This rst order term still contains the unfamiliar frequency operator Ω. In order to
deal with this, we expand Ω− ω by using (2.21) together with a second order Taylor
expansion about |ξ| = 0 for f(x) =
√
1− x2, x = ν|ξ|/c to obtain:













The rst order term for the viscous compensation expansion is then obtained by












































Finally, we let the remainder term ĜR(t) be such that the following equation is sat-
ised:
Ĝ(t) = Ĝ0(t) + Ĝ1(t) + ĜD(t) + ĜR(t) (2.31)
The formulas for ĜR(t) are complicated, and are not needed here. For now, dene
the Fourier multipliers Ĝi,jR (t) such that
ĜR(t) =




We then have the rst order viscous compensation expansion of the Green's matrix:
G(t) = G0(t) +G1(t) +GD(t) +GR(t) (2.33)
dened when G(t) acts on Schwartz functions via the Fourier multiplier expression
(2.31).
The decomposition above warrants several remarks. Note that the zeroth order
term matches the articial viscosity Green's matrix used in Ho and Zumbrun, 1995,
i.e. G0(t) = GAV (t). However, this expansion diers from that of Ho and Zumbrun
since it includes the additional approximation term G1(t) near |ξ| = 0, which will
be essential to improving on their asymptotic analysis. Both of these matrices are
specied in terms of derivatives of the well-known heat and wave operators. It is
straightforward to check that by computing the inverse Fourier transform of (2.29)
one has
G1(t) =
 (νt2 ∆− 1)ν∆w(t) ∗Kν(t) ν22c2 ∆(w(t)− t∂tw(t)) ∗Kν(t)ν2
2
∆2(w(t)− t∂tw(t)) ∗Kν(t) (νt2 ∆ + 1)ν∆w(t) ∗Kν(t)
0
 (2.34)
Since these matrices are obtained by modifying the original linearized compressible
Navier-Stokes in such a way as to add viscous term to their dierential equations, we
will use the terminology "articial viscosity Green's matrix of order i" to refer to the
Gi(t) matrices. We'll obtain decay rates for each of the matrices in (2.33) and see that
the orders Gi(t) of the viscous compensation expansion decay at algebraic rates which
are sequentially faster, and that the remainder GR(t) decays algebraically faster still,
hence the articial viscosity Green's matrices give the dominant asymptotic behavior.
We will also see that the viscous compensation expansion illustrates the hyperbolic-
parabolic compensation discussed in Ho and Zumbrun, 1995. In that paper, the
authors point out that one of the aspects that makes the compressible Navier-Stokes
27
equations interesting is its hyperbolic-parabolic character. Furthermore, there is no
explicit smoothing term in the density equation. In fact we will see that the evolution
dened by G(t) will in general only have the same regularity that the initial condi-
tions do. Yet, due to the hyperbolic coupling to the divergence, we will see that the
evolution possesses a form of asymptotic smoothing. Namely, we will see the evolu-
tion dened by the Gi(t) operators are C
∞ in space and time for t > 0, and that the
evolution dened by GR(t) possesses two more spatial derivatives than provided by
the initial conditions. Since GD(t) consists of exponentially decaying delta functions,
this matrix acts on functions as an identity operator, hence the evolution it denes
is only as regular as the initial conditions, hence the name "discontinuity matrix".
However the exponential decay in time ensures that the discontinuous part of the
solution is negligible for the asymptotic behavior. We remark that one can go further
with this idea by including more terms of the expansion of Ĝ(t) about |ξ| = ∞ in
ĜR(t). In Ho, 1992, Ho proves that discontinuities initially present persist for all
time, advecting along particle trajectories and decaying exponentially in magnitude.
However we do not pursue this idea further in the present work.
In order to obtain the smoothing and decay results discussed above, as well as
to apply the Green's matrix to functions outside of the Schwartz class, we will need
to study the operators that make up the matrices Gi(t) and GR(t). Since GD(t)
just consists of exponentially decaying delta functions, we need not study this matrix
further. Hence in the sections that follow we will study the heat evolution, the
evolution of the wave operators w(t), ∂tw(t), and ∂
2
tw(t), and the evolution of the
Gi,jR (t) operators.
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2.5 Heat evolution estimate
In any dimension d ≥ 1, and for any f ∈ Lq, solutions of the heat equation can be
dened point-wise via convolution, and Young's inequality then gives










for 1 ≤ q ≤ p ≤ ∞. This illustrates a key feature of the heat evolution, namely that
the evolution dissipates the Lp norms of such functions. This is due to two distinct
processes: diusion and mass cancellation. Note that the L∞ norms decay fastest,
whereas the above estimate does not guarantee any decay of the Lq norm. This is a
diusive eect, and applies even if f(x) ≥ 0 for all x ∈ Rd. On the other hand, if there
is zero total mass one can obtain faster decay when positive mass cancels negative
mass. However, the additional decay from mass cancellation requires a certain amount
of spatial localization in the form of spatial moments. For a function f in a weighted
space Lq(n), one obtains an additional spatial moment when n+ d(1− 1
q
) crosses an
integer value, since if it were say greater than ñ then for suitably chosen ε, ε̃ one has
‖f‖L1(ñ) = ‖(1 + |x|)−d(1−
1
q





The above discussion is justied in the following proposition, which is an extension
of Proposition A.3 found in Gallay and Wayne, 2002b. Part (a) shows how much
additional decay one can obtain by increasing the assumptions about which weighted
space the initial condition belongs to if all of its moments are zero. Part (b) deals
with the boundary case when the assumed weight is chosen such that a new moment
becomes available. The proof of part (b) is more complicated, and will not be used
in either the existence analysis nor in the asymptotic analysis, hence we prove this in
Appendix A.2 below.
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Proposition 2.5.1. (a) For dimension d ≥ 1, let 1 ≤ q ≤ p ≤ ∞ be Lebesgue
indices, let n, µ ∈ R≥0 be weight indices such that n ≥ µ and that ∃ ñ ∈ Z≥0 such
that d(1− 1
q
) + ñ < n < d(1− 1
q
) + ñ+ 1, and let f ∈ Lq(n) be such that its moments
up to order ñ are zero, ie for all multi-indices β ∈ Nd, |β| ≤ ñ we have∫
R3
xβf(x)dx = 0
Then there exists a C > 0 depending only on d, p, q, n, µ, α such that












(b) (Boundary case) If the assumptions in part (a) hold, except that ∃ ñ ∈ Z≥0
such that n = d(1− 1
q
)+ ñ, then if f ∈ Lq(n) is such that its moments of order strictly
less than ñ are zero, then (2.35) holds for this n as well if d = 1 or if d > 1 and
q < 1 + 1
d−1 . If d > 1 and q ≥ 1 +
1
d−1 then for any ε > 0 we have



























2 ‖∂αxKν(t) ∗ f‖L̊p(µ) = 0 (2.37)
Proof. For part (a), we prove that in general dimension d ≥ 1











and the result then holds by estimating the L̊p(µ) norms separately for νt < 1 and
νt ≥ 1 using dierent values for q. Write











































(1− s)ñ∂α+βx Kν(x− sy, t)dsdy
∥∥∥
L̊px(µ)
and where we used Taylor's theorem
















(1− s)ñ∂α+βx Kν(x− sy, t)ds

























































































Since |β| ≤ ñ < n− d(1− 1
q





















































































Now using the fact that s ≤ 1, |ỹ| ≤ 1 we have
∣∣∣∂α+βx̃ K1(x̃− sỹ)∣∣∣ = ∣∣∣ ñ+1+|α|∑
j=0









































If we let δ > 0 be such that n− d(1− 1
q





































































Remark 2.5.2. Note that this estimate is sharp with respect to each of its hypotheses.
For instance, to see that the localization assumption f ∈ L1(n) is necessary to achieve
the given asymptotic bound, consider the example
f(x) = |x|−3−nψ(x1)sign(x1)
for 0 < n < 1 and a smooth cuto function φ(x) which is even in x1 such that
ψ(x)
{
1 for |x1| ≥ 2
0 for |x1| ≤ 1
and |ψ(x)| ≤ 1 for all x. Since this function is odd in x1, it has zero total mass, and
it belongs to L1(n− δ) for any 0 < δ ≤ n, but f 6∈ L1(n). By plugging in x = (2, 0, 0)







2 ‖Kν(t) ∗ f‖L∞ =∞
and similar results hold for the other Lp norms. An example of a function which
illustrates that the zero moment conditions are necessary is provided below.
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2.6 Heat-wave evolution estimate
We obtain the following bounds on the heat-wave kernels in homogeneous weighted
spaces in a general odd dimension d ≥ 3.
Proposition 2.6.1. For general odd dimension d ≥ 3, Lebesgue index q ≥ 1 and
weight n ≥ 0 there exists a C > 0 depending only on d, c, ν, n such that the following
estimates hold :




















































We rst obtain point-wise estimates. Recalling the form of the Kirchho formula,
we need a bound on the spherical integral of the Gaussian, so we begin with the
following estimate:
Lemma 2.6.2. In any dimension d ≥ 1, there exists a constant C > 0 depending









Proof. We recall the proof given by Ho and Zumbrun, 1997. First note that the
integral above is rotationally invariant so that we may, without loss of generality, set
x = |x|e1. It then suces to integrate over the set {z : |z| = 1, z1 ≤ 0}, since the
other part is smaller, and we will relabel z with −z for convenience. Note that for
such x and z,
3|x− ctz|2 ≥ (|x| − ct)2 + 2|x− ctz|2
= (|x| − ct)2 + 2(|x|2 − 2|x|z1ct+ c2t2|z|2)
≥ (|x| − ct)2 + c2t2 + 2|x|2 − 2|x|ct+ c2t2
= (|x| − ct)2 + c2t2 + (
√
2|x| − ct)2 + 2(
√
2− 1)|x|ct
≥ (|x| − ct)2 + c2t2(1− z21)
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by a simple calculation using the parameterization z1 =
√
1− (z22 + ...+ z2d) of the
hemispherical integral.





















dz2 · · · dzd
Converting to spherical coordinates, calculating the angular integral and splitting the
























































3 r̃d−2dr̃ ≤ Cτ−(d−1)




















We can remove the blow up as t→ 0 as follows. Note that for |z| = 1, we have















ν dS(z) ≤ Ce−
|x|2
3νt .
Proof of Proposition 2.6.1. Working in general odd dimension d ≥ 3, we rst derive
pointwise bounds for the Green's functions w ∗Kνt, ∂tw ∗Kνt, and ∂2tw ∗Kνt. Using








































for some constant C. Using the denition of ∂tw(t) ∗Kν(t) in (2.26) we can obtain
the analogous bound
|∂tw ∗Kνt(x)| ≤ Ct−
d





The desired L̊q(n) bounds on w(t) ∗ Kν(t) and ∂tw(t) ∗ Kν(t) then follow from an































































Finally, for the ∂2tw(t) ∗Kν(t) operator we use




which is easily justied using the Fourier transform. The result for ∂2tw(t) ∗ Kν(t)
















































where in the last step we use the substitution x̃ = x
t1/2
to evaluate the L1(n) norms
of the heat kernel.









by using the substitution x̃ = xt−1/2. Whereas each weight adds a half power of
growth when only diusive eects are involved, each weight adds a full power of
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growth when both diusive and advective eects are involved.
Furthermore, note that the kernel ∂2tw(t) ∗Kν(t) is bounded as t → 0, but may
not necessarily tend to zero. This is potentially a problem since it does not rule out
a contribution of ρ0 to the initial condition for a(t). However, since a is given as a
derivative of ~u, it is natural to assume that ρ has some smoothness as well. When the
heat-wave operator ∂2tw(t) ∗Kν(t) acts on a function with a little bit of smoothness
we can obtain the following estimate which is improved in a neighborhood of t = 0:
Proposition 2.6.3. Suppose ρ0 ∈ W 1,q(n) for some q ≥ 1. There exists a C > 0
such that for p ≥ q and µ ≤ n we have


















Proof. For t > 1 the estimate follows from (2.39) and Young's inequality. For t < 1
the proof follows by putting one of the spatial derivatives in (2.26) on ρ0:



















and by applying Young's inequality with 1 + p−1 = q−1 + r−1 we have









































the result then follows from our previous estimates.
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2.7 Estimates on the Gi,jR (t) operators
The operators that make up the remainder matrix GR(t) are not easily identiable
in terms of well known operators such as the heat and wave operators. Since we only
have information about how these operators act on Fourier transforms of functions,
the main tool at our disposal is the Hausdor-Young inequality (Hörmander, 2003,
pg 165), which is equivalent to the statement that for 2 ≤ q ≤ ∞ we have
‖f‖Lq ≤ C‖f̂‖Lp
where p−1 + q−1 = 1. However, the Hausdor-Young inequality alone is not sucient
for the asymptotic analysis, which involves Lp(n) norms for 1 ≤ q ≤ ∞ and n ≥ 0.













)− µ for 1 ≤ q ≤ 2
1− µ for 2 ≤ q ≤ ∞ (2.40)
Proposition 2.7.1. Let Gi,jR (t) be the operators corresponding to the Fourier multi-
pliers in (2.32). These operators act on Schwartz class functions via convolution, and
if we let gi,jR (t) denote the kernels of the respective operators, then we have
gi,jR (t) ∈ L̊
q(µ) for all µ ≥ 0 , 1 ≤ q < 3 and for all µ ≥ 2 , 3 ≤ q ≤ ∞
Furthermore, for these values of q, µ, and for any value of δ > 0, there exists a
constant C such that the following estimates hold for t > 0:












2 (1 + t)−ζq,δ,µ






2 (1 + t)−ζq,δ,µ







Proof. As discussed in Prop. 2.3.1, the components Ĝi,j(t) are found via a matrix
exponential, hence they are smooth. Since the Ĝi,jR (t) are found by subtracting smooth
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functions from Ĝi,j(t), they are smooth as well. The rst task is therefore to show that
the functions Ĝi,jR (t) decay as |ξ|−2 for large |ξ|, and hence they belong to L3/2+δ∩L∞
for any δ > 0. One can then dene
gi,jR (t) = F
−1[Ĝi,jR (t)]
where F−1 is the L2 inverse Fourier transform. The Hausdor-Young inequality gives
gi,jR (t) ∈ L2∩L3−δ for any δ > 0, but furthermore for any integer n ≥ 0 and 2 ≤ q < 3
the Hausdor-Young inequality gives





Since the Laplacian acting on the Fourier multipliers Ĝi,jR (t) is again smooth and
decays as |ξ|−2−2n, these weighted norms are bounded, and the same can estimate
can be made for 3 ≤ q ≤ ∞ and n ≥ 1. By explicitly determining the dependence
of these bounds on t one obtains the decay results for 2 ≤ q < 3, n ∈ Z≥0 and for
3 ≤ q ≤ ∞, n ∈ Z≥1. One can then obtain the results for arbitrary weight µ ∈ R≥0










follows from Hölder's inequality for 0 < µ < 2n. Similarly one can obtain the bounds
for arbitrary weight µ ∈ R≥2 for 3 ≤ q ≤ ∞. The decay rates for the weighted Lq
norms for 1 ≤ q < 2 then follow via




for any δ > 0.
As described, the rst task is to show that the Fourier multipliers Ĝi,jR (t) decay
as |ξ|−2. To this end one can study the components of Ĝ(t) − ĜD(t), since these
have simpler formulas. This is sucient since one can then obtain each Ĝi,jR (t) by
subtracting the relevant C∞ functions found in (2.28) and (2.29), which decay as
Gaussians as |ξ| → ∞. We recall that the matrix Ĝ−(t) in (2.18) also decays as a
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One can use the Taylor expansion











1− x2 and x = c












































































hence F (ξ) is uniformly bounded on this domain. Thus it is clear that the rst term
on the right hand side decays as |ξ|−2. For the second term, one can use Taylor's
theorem about x = 0 again to obtain



















hence this term decays as |ξ|−2 as well.
The next task is to obtain bounds on the Lp norms of ∆nξ Ĝ
i,j
R (t) in terms of t for
3/2 < p ≤ 2, n ∈ Z≥0 and for 1 ≤ p ≤ 3/2, n ≥ Z≥1. To this end let Ψ(ξ) be a
smooth, radial cuto function such that
Ψ(ξ) =
{








and such that Ψ is monotonically decreasing for 4c
5ν












Starting with ∆nξ Ĝ
i,j
R,high(t), one can prove that that the contribution of this term
to the Lp norms dominates for 0 < t < 1, but decays exponentially in time for t > 1






since one then obtains the functions Ĝi,jR,high(t) by adding the terms that make up










for some powers pi, i = 1, 2, 3, 4. Since the end result after dierentiating is a product
of a Gaussian with sinusoids and rational functions in |ξ| and ξ/|ξ|, and since these







and one can then use pointwise bounds and the Gaussian spatial decay to prove their
contribution to the Lp norms decays exponentially. Hence, moving on to the functions
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)∣∣∣∆nξ [(1−Ψ(ξ)) · (Ĝi,j(t)− Ĝi,jD (t))]∣∣∣pdξ
In the region 4c
5ν
≤ |ξ| ≤ 11c
10ν
one can use the expression in (2.20) together with the
pointwise bound in (2.45) to obtain exponential decay in time. In the region |ξ| ≥ 11c
10ν
,
one can use the pointwise bound (2.45) on the Gaussian in the term G−(t) in (2.18)
to obtain exponential decay of this term, and hence one it suces to consider the
expressions in (2.42). The exponential decay in time of these terms is explicitly given
there, and it is easily seen from the denition of F (ξ) that on the region |ξ| ≥ 11c
10ν
these are dierentiable in ξ and that applying the Laplacian n times results in a
function which decays as |ξ|−2−2n.
For the case 0 < t < 1, it still suces to consider the functions in (2.44), but for
dierent reasons. As before one recovers ĜR(t) by adding terms from the matrices
ĜAV (t) and Ĝ1(t), but by using Prop 2.5.1 and Prop 2.6.1 one can see that the blow-
up rates of these functions as t→ 0 agree with the blow-up rates for the gi,jR (t) in the
current proposition. Hence the addition of these terms does not inuence the result













). However, one can improve these bounds
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∇∆Kν(t) ∗ a0(x+ ctz)
]
· zdS(z)




























































one can use the expressions in (2.20) to show that the integrals over this
region remain bounded for 0 < t < 1. Hence we need only consider |ξ| > 11c
10ν
. To this
end one can use the expression obtained in (2.42) along with the expression for G−(t)
in (2.18). From the expression in (2.43), it's clear that the integrals of the second





























































for the entry in the rst column and since this is hence it is clear this term and its
derivatives are bounded on |ξ| ≥ 11c
10ν












)∣∣∆nξ [eλ+t − eλ−tλ+ − λ− ]∣∣pdξ
) 1
p







































The integrand is bounded in t and hence this term decays to zero as t → 0. For






























Since f(ξ) and its derivatives are uniformly bounded in t on the domain ξ̃ > 11c
10ν
the
above integral tends to zero. For the second matrix one can integrate each term and
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split the integral into two regions as above. For the region 11c
10ν
≤ |ξ| ≤ 11c
10ν
t−1/2 one
















































































Hence for n = 0 this term blows up, although at a rate which agrees with the stated
result, whereas for n > 1 it remains bounded. Similarly for the other term one can




















hence this term also blows up appropriately slowly. On the other hand for the region
|ξ| > 11c
10ν



































































hence their integrals blow up appropriately slowly as well.
Next, one can rewrite the Ĝi,jR,low(t) operators in way in which it is easier to de-
termine the temporal behavior. By collecting all of the remainders from the various
applications of Taylor's theorem, one can use the expression





to rewrite the formulas as follows
Ĝ1,1R,low(t) = e






















































































and the argument function θ(s) is given in (2.27).
One can then prove that Ĝi,jR,low(t) provides the dominant contribution asymptotic




∣∣∆nξ [e− c22ν tΨ(ξ)]∣∣pdξ)1/p









2tĈ1(t)Ψ(ξ), one can obtain bounds on the L
p norms by rst
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obtaining pointwise bounds. Write
∣∣∆nξ [e−ν|ξ|2tĈ1(t)Ψ(ξ)]∣∣ ≤ ∑
|γ1|+|γ2|+|γ3|=2n
∣∣∂γ1ξ [e−ν|ξ|2t]∣∣ · ∣∣∂γ2ξ [Ĉ1(t)]∣∣ · ∣∣∂γ3ξ Ψ(ξ)]∣∣
Since Ψ and its derivatives are bounded, one has
∣∣∂γ3ξ Ψ(ξ)]∣∣ ≤ CΨ(ξ)
Furthermore one can obtain a constant C > 0 such that
∣∣∂γ1y e−y2t∣∣ ≤ Ct |γ1|2 e− y2t2
and hence one has








One can then use the explicit form of Ĉ1(t) in (2.48) to obtain
∣∣∂γ2ξ [Ĉ1(t)]∣∣ ≤ C ∑
γ̃1+γ̃2+γ̃3=γ2

























where the sum is a result of the product rule, hence is taken over all multi-indices β
such that each component satises 0 ≤ βi < γ̃3,i. Since the integrals are uniformly
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]∣∣ ≤ Ce− ν|ξ|2t4
One can then integrate these pointwise bounds and use the substitution ξ̃ = ξt to






























One must be careful near the origin, since if one were to naively dierentiate using the
chain rule one would obtain terms involving derivatives of |ξ|, which is not smooth
on its own. However, for |ξ̃| ≤ 1 one can use the power series representation of sine
to prove the fact that sin(c|ξ̃|)/|ξ̃| and its derivatives are uniformly bounded. Using










∣∣e− ν|ξ|24 t∣∣pdξ) 1p
for 0 < t < 1. On the other hand, for t > 1, note that the above expressions are
continuous in time, hence it is sucient to assume 9c
10ν
t > 1. In this case, one can
then split the domain into two pieces: |ξ̃| ≤ 1 and 1 ≤ |ξ̃| ≤ 9c
10ν
t. For |ξ̃| ≤ 1 one can
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For |ξ̃| > 1 one can use the fact that sin(c|ξ̃|)/|ξ̃| and its derivatives decay as |ξ̃|−1,


































Therefore the following bound holds for all t > 1, 3/2 < p ≤ 2, n ∈ Z≥0, and t > 1,












Since the Laplacian in Fourier space corresponds to two spatial weights, here again
we are seeing a full power of additional growth for each spatial weight, which is a
result of the combined diusive and advective eects.
Due to the similar form of Ŝ1(t) with Ĉ1(t), it is convenient to obtain bounds
on e−ν|ξ|
2tŜ1(t)Ψ(ξ) next. Beginning with pointwise bounds, one can make the same
arguments involving the derivatives of the Gaussian and Ψ as above to obtain




















The rst term can again be bounded using the Gaussian, and the last term is precisely














∣∣∂γ̃2ξ [ cos(c|ξ|t)− sin(c|ξ|t)c|ξ|t ]∣∣
One can obtain bounds on the Lp norms of the sin(c|ξ|t)
c|ξ| as before, and hence one can
obtain bounds on the Lp norm of e−ν|ξ|
2tŜ1(t)Ψ(ξ) by estimating the cosine term.
Using the substitution ξ̃ = ξt one can use the power series representation to show
that the cosine term and its derivatives are uniformly bounded on |ξ̃| ≤ 1, and hence







On the other hand for t > 1 one can again split the domain into two pieces as before,
and on the domain 1 ≤ |ξ̃| ≤ 9c
10ν






















∣∣∣e− ν|η|24 ∣∣∣pdη) 1p
Taken together, one has the following bound for all t > 0, 3/2 < p ≤ 2, n ∈ Z≥0, and
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‖Lp ≤ Ct(1 + t)2n−2−
3
2p
Next, one can obtain bounds on the Lp norms of e−ν|ξ|
2tĈ2(t)Ψ(ξ) by again rst
obtaining pointwise bounds. By the same arguments as above, one has


















For the rst term in the above product, one can use the Gaussian to obtain the same
pointwise bound as before. For the second, an easy proof by induction shows that
the derivative consists of a linear combination of terms of the form
(c−
√
c2 − ν2|ξ|2)−p1(c2 − ν2|ξ|2)−p2(ν2ξ)β
for some powers p1, p2 > 0 and multi-index β. The rst two terms in this product are
uniformly bounded for |ξ| ≤ 9c
10ν
, whereas one can use the Gaussian to bound the last









































The argument function θ(s) given in (2.27), as well as it's derivatives are clearly
bounded on this domain, and hence one can use the power representation of cosine







On the other hand for t > 1 one can integrate the pointwise bounds and use the








































This function is clearly innitely dierentiable with respect to ξ̃, and these derivatives
are uniformly bounded in time. Therefore one can again use the power representation















On the other hand, for 1 ≤ |ξ̃| ≤ 9c
10ν
t one can dierentiate the integrand directly,
and the only t dependence appears in θ̃(s) and its derivatives, which are uniformly

























Combining the above estimates, one obtains the following bound, which holds for all






‖Lp ≤ Ct2(1 + t)−3+2n−
3
2p
Next, one can consider e−ν|ξ|
2tŜB(t)Ψ(ξ). As for previous the terms, one has








One can then use the explicit form of ŜB(t) in (2.48) to obtain
∣∣∂γ2ξ [ŜB(t)]∣∣ ≤ C ∑
γ̃1+γ̃2+γ̃3=γ2












Proceeding as above, one obtains the pointwise bound























Furthermore note that θ(s) is uniformly bounded away from zero on |ξ| ≤ 9c
10ν
, hence
θ−1(s) and all of its derivatives are uniformly bounded on this domain, hence the
following pointwise bound holds















∣∣∂β2ξ [ cos(θ(s)c|ξ|t)− sin(θ(s)c|ξ|t)θ(s)c|ξ|t ]∣∣ds






























For 0 < t < 1, one can use the power series representation of these sinusoidal functions
to show that they cancel out at the origin, and hence their leading order term behaves







On the other hand for t > 1, the cosine term can be bounded as before, hence one












For this term, again one must be careful near the origin. One can make the substitu-
tion ξ̃ = ξt, and split the domain into two pieces as before. For the piece |ξ̃| ≤ 1 one
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whereas for 1 ≤ |ξ̃| ≤ 9c
10ν
t one can directly compute the derivatives and use the fact






















Combining these results, one obtains the following bound, which holds for all t > 0,






‖Lp ≤ Ct3(1 + t)−4+2n−
3
2p
Finally, one can consider e−ν|ξ|
2tŜ2(t)Ψ(ξ). As for the previous terms, one has








One can then use the explicit form of Ŝ2(t) in (2.48) to obtain
∣∣∂γ2ξ [Ŝ2(t)]∣∣ ≤ C ∑
γ̃1+γ̃2+γ̃3=γ2




∣∣∂γ̃3ξ [(2− θ2(s)c2|ξ|2t2) sin (θ(s)c|ξ|t)− 2θ(s)c|ξ|t cos (θ(s)c|ξ|t)(
θ(s)c|ξ|t
)3 ]∣∣ds
where the fact that the term (1 − s) inside the integral is bounded was used. The
rst two terms in the product can be bounded as before, and by integrating the


























∣∣∂γ̃3ξ [(2− θ2(s)c2|ξ|2t2) sin (θ(s)c|ξ|t)− 2θ(s)c|ξ|t cos (θ(s)c|ξ|t)(
θ(s)c|ξ|t
)3 ]∣∣ds∣∣∣pdξ) 1p
For 0 < t < 1, one can use the power series representation of the integrand to prove







On the other hand for t > 1 one can use the substitution ξ̃ = ξct and split the









[(2− θ2(s)|ξ̃|2) sin (θ(s)|ξ̃|)− 2θ(s)|ξ̃| cos (θ(s)|ξ̃|)(
θ(s)|ξ̃|




whereas for the domain D = {ξ̃ : 1 ≤ |ξ̃| ≤ 9c2
10ν
t} one can directly compute the








[(2− θ2(s)|ξ̃|2) sin (θ(s)|ξ̃|)− 2θ(s)|ξ̃| cos (θ(s)|ξ̃|)(
θ(s)|ξ̃|






Combining these results, one has the following bound for all t > 0, 3/2 < p ≤ 2,
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Taken together, the above estimates provide bounds on the weighted Lq norms
for the operators Ĝ1,1R (t), Ĝ
1,2
R (t) and Ĝ
2,2
R (t), and the bounds for Ĝ
1,2
R (t) follow
from straightforward modications of the estimates for Ĝ1,2R (t). The bounds for the
weighted Lq norms for 1 ≤ q < 2 then follow as described above.
Proposition 2.7.1 gives a fairly good description of the remainder matrix. Note
that since the kernels gi,jR (t) belong to every weighted L
1 space, these functions must
decay very quickly as |x| → ∞, which is consistent with the smoothness of their
Fourier transforms. Furthermore since they belong to weighted L∞ spaces for weight
µ ≥ 2, this suggests that these kernels have a pole at the origin, and that aside from
this singularity these kernels are bounded.
Note however that in Proposition 2.7.1 we only considered L̊∞(µ) norms for µ ≥ 2
because the Fourier transforms decayed as (1 + |ξ|)−2 for |ξ| large. The Laplacian
acting on the Fourier transforms decayed as (1+|ξ|)−4, however any bounded function
which decays as (1 + |ξ|)−3+δ for any δ > 0 belongs to L1, in which case the inverse
transform is well dened. This suggests these results might be improved upon.
In order to obtain bounds on the L̊∞(µ) norms of these kernels for µ < 2, we need










This is a fairly complicated operator, and hence we rst prove several preliminary
results before extending the results of Prop. 2.7.1.
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Lemma 2.7.2. For f ∈ S and µ ∈ R≥0 one has ∆µ/2ξ f̂(ξ) ∈ C∞. Furthermore, there




∣∣∆µ/2ξ f̂(ξ)∣∣ ≤ C
Proof. Note that it suces to consider the case 0 < µ < 2, since for any n ∈ Z≥0 one
has |x|2nf(x) ∈ S for any f ∈ S. Furthermore the fact that ∆µ/2ξ f̂(ξ) ∈ C∞ easily






















The trouble that arises is that the derivative of |x|µ is singular at the origin. However
each of the derivatives for |α| = 3 the derivative has a pole of order 3− µ. Since this
is absolutely integrable, we obtain the required bound.
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Chapter 3
Linear Asymptotic Analysis and the
Hermite Expansion
3.1 Analysis of the linear evolution
We now derive the important properties of the evolution for each of the terms in the
viscous compensation expansion (2.33). For each index I ∈ {AV, 1, D,R} and t > 0
let ~vI(t) = (ρI(t), aI(t), ~ωI(t))
T be dened by
~vI(t) = GI(t) ∗ ~v0 (3.1)
where ~v0 will be the initial condition of the linear evolution. Part of our analysis
will be to extend the class of functions for which (3.1) is dened. As we shall see,
our asymptotic analysis will require that our functions have spatial moments, hence
we might take ~v0 ∈ L1(n) × L1(n) × L1σ(n). However, we also expect that a0 and
~ω0 come from a velocity vector eld via a0 = ∇ · ~u0 and ~ω0 = ∇ × ~u0, hence we
can assume they have zero total mass as in (2.11). Since ~u0 is assumed to have at
least one derivative, we assume that ρ0 has at least one as well, hence we might
assume ~v0 ∈ W 1,1(n)× L1(n)× L1σ(n). The exact choice of function space for ~v0 will
be addressed below, but for now we complete the denitions by dening the initial
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conditions for each of the components of the viscous compensation expansion:
(ρAV (0), aAV (0), ~ωAV (0))
T = (ρ0, a0, ~ω0)
T
(ρ1(0), a1(0), ~ω1(0))














Note that while GAV (t) denes a semi-group, the matrices G1(t), GD(t), and GR(t)
individually do not, since they are not equal to the identity at t = 0. Instead, the
initial conditions here are chosen such that the vI(t) are all continuous at t = 0.
However, the original Green's matrix G(t) which is the sum of all the GI(t) also
denes a semi-group.
We also want to determine the regularity properties and decay rates for each term
in the expansion. Hence for n, µ ∈ R≥0, let bnc1 = min(n, 1) and bµc1 = min(µ, 1),















for p ≥ 3
2
(3.3)
which determine the rate of blow up of Lp norms as t→ 0, and we dene large time


































− µ for p ≥ 3
2
(3.4)
We rst note that the discontinuity matrix GD(t) in (2.30) is a delta function
which decays exponentially in time, hence it is clear that this operator is well-dened
on Lp(n) spaces, that ρD(t) and aD(t) decay exponentially and belong to exactly the
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same spaces that ρ0 belongs to, and that ~ωD(t) = 0 for all time. No further analysis
is needed, hence we can proceed to the other terms in the viscous compensation
expansion.
3.1.1 Properties of the articial viscosity matrices
As in section 2.5, one can use the heat and heat-wave kernels to dene the functions
in ~vAV (t) and ~v1(t) pointwise via their convolution formulas. Similarly the derivatives
of these kernels can be used to dene candidates for the derivatives of these functions.
In the following proposition, we use Young's inequality to obtain estimates for the
evolution in Lp(n) spaces, thus guaranteeing that ~vAV (t) and ~v1(t) map into L
p(n)
spaces, as well as obtaining decay rates. Note that the assumption that a0 ∈ L1∩L3/2,
together with the analogous assumptions on ρ0, ~ω0, reduce the rate of blow up of higher
Lp norms as t→ 0 as compared to more relaxed assumption a0 ∈ L1. This idea goes
back to Kato, 1984, and will prove useful later in our existence analysis. Also note
that ~ω1(t) is equal to zero for all time, so there is nothing to prove.




Lp̃(n)× Lp̃σ(n). If n > 0, suppose also that a0 and ~ω0 have zero total mass. Then






‖ρ0‖W 1,p̃(n) + ‖a0‖Lp̃(n)
)
‖∂αxaAV (t)‖L̊p(µ) ≤ Ct
−rα,p(1 + t)−`n,p,µ sup
1≤p̃≤3/2
(
‖ρ0‖W 1,p̃(n) + ‖a0‖Lp̃(n)
)









‖∂αx ρ1(t)‖L̊p(µ) ≤ Ct













‖ρ0‖W 1,p̃(n) + ‖a0‖Lp̃(n)
) (3.6)
hold for all t ∈ (0,∞), 1 ≤ p ≤ ∞, 0 ≤ µ ≤ n and α ∈ N3
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Proof. In the following computations we ignore constant proportionality factors for
simplicity. The proof follows from Young's inequality, together with the the fact that
we can split the weight via (1 + |x|)µ ≤ (1 + |y|)µ + (1 + |x − y|)µ and estimate in
dierent Lp norms. The rst term in ρAV (t) is given by
∂tw(t) ∗Kν(t) ∗ ρ0
For large times t > 1 we have
‖∂tw ∗ ∂αxKν ∗ ρ0‖L̊p(µ) ≤ ‖∂tw ∗ ∂
α































whereas for small times t < 1 we have
‖∂tw ∗ ∂αxKν ∗ ρ0‖L̊p(µ) ≤ ‖∂tw ∗ ∂
α







































for p ≥ 3/2 and
‖∂tw ∗ ∂αxKν ∗ ρ0‖L̊p(µ) ≤ ‖∂tw ∗ ∂
α













2 (1 + t)
1
2‖ρ0‖L̊p(µ)








2 as t → 0 for
p ≥ 3/2, blow up at the rate t−
|α|









2 as t→∞ for all 1 ≤ p ≤ ∞. For the next term in ρL we nd












































for large times. For the case µ = 0 note that the second term on the right hand side
64





) ∗ a0‖L̊1(µ) ≤ t
− bnc1−bµc1
2 ‖a0‖L1(n)
For small times we have
‖w ∗ ∂αxKν ∗ a0‖L̊p(µ) ≤ ‖w ∗ ∂
α


































for p ≥ 3/2 and
‖w ∗ ∂αxKν ∗ a0‖L̊p(µ) ≤ ‖w ∗ ∂
α





2 (1 + t)
µ
2 ‖ρ0‖Lp + t1−
|α|
2 ‖ρ0‖L̊p(µ)
for 1 ≤ p ≤ 3/2.
For the linear evolution of the aL term, we now have















































for large times. Again for the case µ = 0 note that the second term on the right hand
side is unnecessary, whereas if 0 < µ ≤ n then deal with this term as before. For
short times we can estimate
‖∂tw ∗ ∂αxKν ∗ a0‖L̊p(µ) ≤ ‖∂tw ∗ ∂
α







































for p ≥ 3/2 and
‖∂tw ∗ ∂αxKν ∗ a0‖L̊p(µ) ≤ ‖∂tw ∗ ∂
α























2 as t → 0 for
p ≥ 3/2, blow up at the rate t−
|α|







2 as t → ∞ for all p. For the other linear term, note that for long times
we have the estimate
‖∂2tw ∗ ∂αxKν ∗ ρ0‖L̊p(µ) ≤ ‖∂
2





























whereas for short times we have














for p ≥ 3/2 and
‖∂2tw ∗ ∂αxKν ∗ ρ0‖L̊p(µ) ≤ (1 + t)
k− |α|
2 ‖ρ0‖W̊ 1,p(µ)
for 1 ≤ p ≤ 3/2. Hence these norms behave the same as the above.
For the incompressible part the linear analysis is as follows. For large times and
0 ≤ µ ≤ bnc1 we now have









whereas for 1 < µ ≤ n we can obtain the same bound by estimating in terms of the
µth weighted norm. For small times we have










‖∂αxKε(t) ∗ ~ω0‖L̊p(µ) ≤ t
− |α|
2 ‖~ω0‖L̊p(µ)
for p ≥ 3/2 and 1 ≤ p ≤ 3/2 respectively.
Finally, we note that analogous large time estimates for ~v1(t) can be obtained in
the same way as above, since these terms just consist of spatial derivatives of the
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∇∆Kν(t) ∗ a0(x+ ctz)
]
· zdS(z)






















Similarly, bounds on the rst term in a1(t) can be obtained using Kirchho's formula



















∥∥∆2Kν(t) ∗ ∇ρ0(·+ ctz)∥∥Lp(µ)dS(z)
≤ ‖ρ0‖W 1,p(n)
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Next, we prove that ~vAV (t) and ~v1(t) have certain smoothness properties:
Proposition 3.1.2. (a) Let n ∈ R≥0, p̃ ≥ 1 and ~v0 ∈ W 1,p̃(n) × Lp̃(n) × Lp̃σ(n).
Then for I ∈ {AV, 1} one has
~vI(t) ∈ C0
[
[0,∞), Lp̃(n)× Lp̃(n)× Lp̃σ(n)
]




(0,∞), Lp(n)× Lp(n)× Lpσ(n)
]
for every p̃ ≤ p ≤ ∞, k ∈ N and α ∈ N3.
Proof. We prove continuity at t = 0 for part (a), then prove part (b) by showing
these maps have at least one time derivative for t > 0, and the result follows for
general k from the fact that the time derivatives can be written in terms of the
spatial derivatives by virtue of the dierential equation that the solutions satisfy.
Starting with ~ωAV we show that
lim
t→0
‖Kε(t) ∗ ~ω0 − ~ω0‖Lp̃σ(n) = 0
by rst noting that it suces to consider ~ω0 which is smooth and has compact support
by adding and subtracting such a function, using the linearity of the heat operator,
the heat estimates in Proposition 2.5.1, then using a density argument. Standard
arguments show that for smooth, compactly supported ~ω0 we have Kε(t) ∗ ~ω0 → ~ω0
uniformly in space as t→ 0, and the result follows.
For ρAV (t) we start with ∂tw(t) ∗ Kν(t) ∗ ρ0. Again we can assume that ρ0 is
smooth and has compact support using Proposition 2.6.1 and a density argument.
70
For such ρ0 the uniform spatial convergence of ∂tw(t) ∗Kν(t) ∗ ρ0 to ρ0 as t → 0 is
immediate from the formula





Kν(t) ∗ ρ0(x+ ctz)dS(z)
using the result for Kν(t) ∗ ρ0. Furthermore the estimates in Prop 2.6.1 show that
lim
t→0
‖w(t) ∗Kν(t) ∗ a0‖Lp̃(n) = 0
Hence ρAV (t) is continuous in L
p(n) at t = 0. By the same argument, one has
lim
t→0
‖∂tw(t) ∗Kν(t) ∗ a0 − a0‖Lp̃(n) = 0
hence together with Prop. 2.6.3 aAV (t) is continuous at t = 0 as well.












































using Young's inequality. We can then apply Prop 2.6.1 to the rst factor and as in
the proof of Prop. 2.6.3 by applying Young's inequality again on the second factor










∗ ρ0‖Lp̃(n) ≤ Ct1/2‖ρ0‖W 1,p̃(n)
hence this tends to zero as t→ 0. For the other term in ρ1(t) we can use the Kircho






































∥∥∇∆Kν(t) ∗ a0(·+ ctz)∥∥Lp̃(n)dS(z)
One can then use Young's inequality and the substitution x̃ = x
t1/2











∗ a0‖Lp̃(n) ≤ Ct1/2‖a0‖Lp̃(n)
hence ρ1(t) is continuous at t = 0.

















∇∆2Kν(t) ∗ ρ0(x+ ctz)
]
· zdS(z)





















∥∥∆2Kν(t) ∗ ∇[ρ0 − ρc](·+ ctz)∥∥Lp̃(n)dS(z)



















Hence by a density argument it suces to consider smooth, compactly support ρ0.












∗ ρ0(x) = 0


























































































‖Lp̃(n) ≤ C‖a0 − ac‖Lp̃
so again it suces to consider smooth, compactly supported a0, and for such functions










































a0(x− ỹt1/2 + ctz)dỹdS(z)
to show that the outside of the support of a0 this function decays exponentially in











∗ a0‖Lp̃(n) = 0
For part (b), the time dierentiability of ∂αxKε(t) ∗ ~ω0 for any t > 0, α ∈ N as a









for all µ > 0, 1 ≤ r ≤ ∞, which is easily proven by explicitly writing down the
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Lr(µ) norm, using the substitution x̃ = x
(νt)1/2
, arguing that the result is bounded by
a Gaussian envelope, and appealing to Lebesgue's dominated convergence theorem.
Similarly, one can show that
lim
h→0
∥∥∥w(t+ h) ∗Kν(t+ h)− w(t) ∗Kν(t)
h







∥∥∥∂tw(t+ h) ∗Kν(t+ h)− ∂tw(t) ∗Kν(t)
h




and then the result follows for all spatial derivatives by using








and the analogous estimate for the ∂tw(t) ∗Kν(t) operator. Since every operator in
the articial viscosity matrices GAV (t) and G1(t) can be written as spatial derivatives
of these operators, the result follows from Young's inequality.
3.1.2 Properties of the remainder matrix
For ~v0 in L
1(n) spaces, one can also dene the functions in ~vR(t) pointwise via con-
volution with the kernels obtained in Prop 2.7.1. Note that ~ωR(t) is equal to zero
for all time, so there is nothing to prove. We can therefore obtain the bounds on
the evolution in weighted Lp spaces in the following proposition, where ζp,δ,µ are as
dened in (2.40):




Lp̃(n). If n > 0, suppose also that a0 has zero total mass. Then






2 (1 + t)−ζp,δ,µ sup
1≤p̃≤3/2
(







)(1 + t)−ζp,δ,µ sup
1≤p̃≤3/2
(
‖ρ0‖W 1,p̃(n) + ‖a0‖Lp̃(n)
) (3.7)
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hold for all t ≥ 1, 1 ≤ p < 3, 0 ≤ µ ≤ n and α ∈ N3.
Remark 3.1.4. Note that the estimates are carried out only for t ≥ 1. This is not
for mathematical reasons, but rather a reection of the fact that I have not settled on
a nal set of calculations for this part of the Proposition at the time of my graduation.
This will be settled in future work. As they say "Research never ends, it simply stops
when the funding runs out".
Remark 3.1.5. Note also that by comparing the rates obtained in Prop. 3.1.1 to the
explicit formulas found in (2.40) one obtains the following table:

























Hence for p = 1, aR(t) decays 3/4− δ2 powers of t faster than aAV (t) when n = 0,
and so on. Note that the rates for general µ can be obtained by adding µ to each
entry, so that the dierence between the rates is the same. Also note that the p =∞
rates actually cannot be obtained, since the kernels do not belong to these spaces, so
in fact these must be compared in L∞(µ) for µ > 2. Also note that we do not exploit
the spatial localization property, and hence one might be able to improve these rates.
However, as things stand, in Lp for 1 ≤ p ≤ 3, one has that has aR(t) decays
at least 3/4 − δ
2
powers of t faster than aAV (t), which will allow us to go beyond
the results of Ho and Zumbrun. This result will match the extra decay found by
Kagei and Okita, but as mentioned we may be able to improve by using the spatial
localization property, which Kagei and Okita do not consider.
Proof. As in Prop. 3.1.1 we ignored constant proportionality factors for simplicity.
First, using Young's inequality, along with the results of Prop 2.7.1, we have
‖g1,1R (t) ∗ ρ0‖Lp(µ) ≤ ‖g
1,1










‖g1,2R (t) ∗ ρ0‖Lp(µ) ≤ ‖g
1,2









2 (1 + t)−ζp,δ,µ‖a0‖L1(µ)
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Next, consider aR(t). We have
‖g2,1R (t) ∗ ρ0‖Lp(µ) ≤ ‖g
2,1









2 (1 + t)−ζp,δ,µ‖ρ0‖L1(µ)
We also have
‖g2,1R (t) ∗ a0‖Lp(µ) ≤ ‖g
2,1










We aim to study the asymptotic behavior of solutions to (1.6) by computing an



















Note that these satisfy the orthonormality property:
〈Hα(·), ∂βxφ0(·)〉 = δαβ (3.8)
Proposition 3.2.1. For arbitrary dimension d ≥ 1, suppose that u0 ∈ L1(n) for












∂αxKν(t) ∗ φ0(x) +R(x, t)
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where for any µ ≤ n














∂αxKν(t) ∗ φ0(x) +R(x, t)
then we note that the remainder term R(x, t) is itself a solution of the heat equation.




for all |β| ≤ bnc. Therefore Rj satises the moment zero condition required in
Proposition 2.5.1, which then gives us our result.
The Hermite expansion is ideal for illustrating the asymptotic behavior of the heat
evolution. The action of the heat evolution on the Hermite functions is as simple as
one could hope for; the heat evolution acts on these functions by dilation and scaling
(see Gallay and Wayne, 2002a for details). Due to this self-similarity, one can use the
substitution x̃ = x√
1+εt
to show that the terms decay at exactly the rates given in Prop.
2.5.1, and not any faster. Hence, the orders of this expansion decay at a sequentially
faster rate, and the remainder at least matches the fastest decay rate. Furthermore
for an arbitrary function f ∈ L1(n) the αth moment evolves according to the αth
term in the Hermite expansion. Importantly, the Hermite expansion illustrates the
sharpness of the dissipation described in Prop. 2.5.1 with respect to the hypotheses.
For instance, the zeroth order Hermite function gives an explicit example of an initial
condition for which the heat evolution preserves the L1 norm, yet has any degree
of spatial locality one could ask for, and hence the estimate in (2.35) is sharp with
respect to the zero mass condition. However, the L∞ norm decays, so here the heat
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evolution is spreading mass around, but it conserves the total signed mass. The rst
order Hermite function provides an example where the total signed mass is zero, and
we see that its L1 norm does decay. The Hermite expansion can be used to show
that this holds in general, and similar statements can be made about higher order
moments.
3.2.1 Hermite expansion for the hyperbolic-parabolic system
To analyze the compressible Navier-Stokes system, a Hermite expansion for the arti-
cial viscosity system (2.22) is needed. First, we will examine the hyperbolic-parabolic
subsystem
∂tρAV = ν∆ρAV − aAV
∂taAV = −c2∆ρAV + ν∆aAV
(3.9)
As above, one can write the solution of the linear equation in terms of the heat-wave
operators via
ρAV (t) = ∂tw(t) ∗Kν(t) ∗ ρ0 − w(t) ∗Kν(t) ∗ a0
aAV (t) = −∂2tw(t) ∗Kν(t) ∗ ρ0 + ∂tw(t) ∗Kν(t) ∗ a0
Since the heat and wave operators commute, we can apply them sequentially, and
since Kν(t) ∗ ρ0 and Kν(t) ∗ a0 are solutions of the heat equation, we can use the






∂tw(t) ∗Kν(t) ∗ ∂αxφ0








−w(t) ∗Kν(t) ∗ ∂αxφ0
∂tw(t) ∗Kν(t) ∗ ∂αxφ0
) (3.10)
We determine these asymptotic proles explicitly in section 3.2.3 below. We then have
the following analogue of the Hermite expansion, where for convenience we assume
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that ρ has at least one weak derivative:
Proposition 3.2.2. For general odd dimension d ≥ 3, suppose that ρ0 ∈ W 1,1(n),


























where êj are the standard unit two vectors, and where for any µ ≤ n
‖ρLR(·, t)‖L̊p(µ) ≤ C
(

















‖aLR(·, t)‖L̊p(µ) ≤ C
(


















Proof. Setting t = 0, one nds














Thus, ρLR(x, 0) and aLR(x, 0) are spatially localized functions with moments out to
order bnc equal to zero. Since equation (3.9) is linear, we have the representation
ρ(x, t) = ∂tw(t) ∗Kν(t) ∗ ρLR(x, 0)− w(t) ∗Kν(t) ∗ aLR(x, 0)
Using Young's inequality and the estimates in Props 2.5.1 and 2.6.1 to obtain
‖∂tw(t) ∗Kν(t) ∗ ρLR(x, 0)‖L̊p(µ) ≤ ‖∂tw(t) ∗Kν(t/2)‖L̊p(µ)‖Kν(t/2) ∗ ρLR(x, 0)‖L1












for 1 ≤ p ≤ ∞, 0 ≤ µ ≤ n, and t ≥ 0. The bounds for the other term can be
obtained in the same way, and the same methods can be used to obtain bounds
on aLR, although there one must make use of Prop 2.6.3 to control the blowup as
t→ 0.
79
3.2.2 Hermite expansion for divergence free vector elds
We will assume the dimension d = 3 for the remainder of the paper. When consider-
ing the asymptotics of the vorticity equation, we will need a Hermite expansion for
divergence free vector elds. If we write
~ωAV (t) = Kε(t) ∗ ~ω0 (3.12)
and naively expand each component of ~ωAV (t) using the scalar Hermite expansion,
the terms we obtain are not, in general, divergence free. For the purposes of this
paper, we will only consider Hermite expansions out to moments of order 2, which we
dene in the following table, and we let ~pα̃,j = ~fα̃,j = 0 for all |α̃| ≤ 3 not listed below.
We dene the more complicated Hermite expansion of arbitrary order in Appendix
A.3.





















































(1,1,1) 1 (x2x3, 0, 0)
T ∇× (∂x3φ0~e3)
(1,1,1) 2 (0, 0,−x1x2)T ∇× (∂x1φ0~e1)
Table 3.1: Asymptotic proles for the divergence-free vector eld Her-
mite expansion. See also Gallay and Wayne, 2002b.
All of the proles ~fα̃,j are clearly divergence-free, and straightforward computa-
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We then have the an analogue of the Hermite expansion, and we again leave the proof
to the reader:













Kε(t) ∗ ~fα̃,j(x) + ~ωLR(x, t)
where for any µ ≤ n







3.2.3 Explicit form of the Hermite proles
One of the main advantages of the Hermite expansion is that it allows one to compute
the dominant asymptotic behavior in terms of explicitly computable formulas. The
formulas for ~ω(t) have already been determined, and we give the formuals for ρ(t)
and a(t) below. Since we are interested in the behavior of the velocity eld ~u(t), we
also explicitly determine the formula for the action of Π on the proles for a(t) and
the formula for the action of B on the proles for ~ω(t).
Explicit functional form for the (ρ, a)T and Πa Hermite proles




























































































Given a spherically symmetric initial condition (u0, 0)
T , the solution to the wave
equation is given by
u(x, t) =
(|x| − ct)u0(||x| − ct|) + (|x|+ ct)u0(|x|+ ct)
2|x|
(3.14)
Taking u0 to be Kν(t) ∗ φ0, we obtain the equation for ρ1. We compute a1 by
82
plugging u0 = Kν(s) ∗ φ0 into (3.14), taking the derivative of u(x, t) with respect to
t, multiplying by −1 and then setting s = t.
To compute ΠaH,0,1, note that
ΠaH,0,1 = ∇(∆−1aH,0,1)











The result follows by computing an indenite radial integral, ensuring the integal is






To calculate the explicit forms of ρH,0,2 and aH,0,2 we use the fact that the solu-
tion of the wave equation with a spherically symmetric initial condition of the form
(0, u0(r))
T is given by
u(x, t) = −
∫ t
0
(|x| − cs)u0(||x| − cs|) + (|x|+ cs)u0(|x|+ cs)
2|x|
ds (3.16)
hence we have the result above for ρH,0,2, and aH,0,2 is found by using (3.14). ΠaH,0,2
is computed using the same method used for ΠaH,0,1.
Explicit functional form for the B~ω Hermite proles











and note that in view of the denitions in Table 3.1 the terms B ~fα̃,j can be computed











has curl equal to ~gi since the second term is a gradient, hence has zero curl. Fur-
thermore the divergence of the above expression is zero, since the divergence and
gradient cancel the inverse Laplacian in the second term. As before we can compute




































3.3 Moment projection operators
The Hermite expansion dened above works very well for capturing the asymptotic
behavior of various linear dissipative systems. However, for nonlinear systems a new
problem arises. To illustrate, consider the following nonlinear heat equation:
∂tu = ν∆u+N(u)
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For simplicity, take u(x, t) to be a scalar, and N(u) is some nonlinear term. The
solution can be found using Duhamel's formula:
u(t) = uL(t) + uN(t)





While one could simply use the Hermite expansion developed above to split uL(t) into
a collection of terms which represent the orders of the asymptotic behavior, it may














then one could write








for some coecients cα(t), and where
uR(t) = Qn(t)u(t)
One could then determine the ordinary dierential equations that the coecients cα(t)
solve by using the orthogonality property (3.8) and the dierential equation that u(t)
satises. If one were able to solve these equations, then since uR(t) has moments out
to order n equal to zero, one could use the heat estimate obtained to show that uR(t)
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decays more quickly, hence obtaining a Hermite expansion for the nonlinear system
of arbitrary order.
Hence we introduce moment projection operators for the hyperbolic-parabolic
system and heat equation for divergence free vector elds. We recall that the wave
evolution Green's matrix GW (t) dened in (2.25) is dened for all t ∈ R. We can


































Kε(t) ∗ ~fα̃,j(x) (3.18)
where g1, g2 ∈ S and ~g3 ∈ Sσ, τν =
√
1 + νt, τε =
√






We also dene the operators











In Appendix A.4 we verify that the operators Pρ,α,i(t) are well dened for (g1, g2) ∈
L1(n)×L1(n) for |α| ≤ n, that the P~ω,α̃,j(t) are dened for ~g3 ∈ L1σ(n) for |α̃| ≤ n+1,
and that these operators are indeed projections. It will turn out that there are
further diculties that arise when attempting to follow the procedure outlined above,
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hence these are not used in the asymptotic analysis, but will play a role in the nal




4.1 Existence and uniqueness of solutions for the modied
compressible Navier-Stokes system
Throughout this section we will drop the subscript in 2.7 for simplicity of notation, and
(ρ, a, ~ω)T will denote the solution of the modied compressible Navier-Stokes system.
Furthermore we will drop the subscript from the nonlinear term N3(~v) dened in
(2.5). Based on our analysis of the linear evolution, we can rewrite 2.7 as

































Note that from the form of (4.1), if we can prove the existence of a and ~ω, we can
get the solution for ρ by integration. Hence we need to choose a function space
for (a, ~ω). In the Hermite expansions above, we saw that we could obtain higher
order approximations by increasing the spatial localization of the initial conditions.
Hence for a given n ∈ R≥0 we might choose (ρ0, a0, ~ω0) ∈ L1(n) × L1(n) × L1σ(n)
as a suciently general space to start with, and expect to obtain solutions with bnc
88
orders of asymptotic proles. As discussed previously, we may assume a0, ~ω0 have
zero total mass as in (2.11), and that ρ0 has at least one derivative, hence we assume
(ρ0, a0, ~ω0) ∈ W 1,1(n)× L1(n)× L1σ(n)
It will be desirable that the moments be continuous functions of time. To obtain
this we will see that we need a slightly stronger assumption: we require that (ρ0, a0, ~ω0)











Due to the smoothing properties of the heat evolution the solutions have more regu-









Our existence analysis begins by studying the linear part of the evolution in 1.6.
In section 3.1, we determined the smoothness properties and decay rates of these
functions. Based on our ndings we look for solutions of (4.1) in the function space
Xn,k =
{
(a, ~ω) ∈ Z0n ∩ Z+n,k :
∫
R3
a(x, t)dx = 0 and
∫
R3































for |α| = k , p ≥ 2 (4.5)
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The factor ˆ̀k,p,α accounts for a slightly slower admissible decay rate for the highest
order derivative in Lp, p > 2 as compared to the linear evolution. Note that Xn,k is
a Banach space with this norm. We will also need to dene
Ln,ñ(t) =
{
log(1 + t) when n = ñ
1 otherwise
(4.6)
Theorem 1. Fix n ∈ [0, 2], k ≥ 1 and let (ρ0, a0, ~ω0) belong toW 1,p(n)×Lp(n)×Lpσ(n)
for all 1 ≤ p ≤ 3
2




‖ρ0‖W 1,p(n) + ‖a0‖Lp(n) + ‖~ω0‖Lp(n)
)
(4.7)
is chosen suciently small, then there exists a unique solution (a(t), ~ω(t)) of (4.1)
belonging to Xn,k such that (a(0), ~ω(0)) = (a0, ~ω0).
Proof. Having chosen an initial condition satisfying the above, dene the map F(ρ0,a0,~ω0)
on Xn,k sending (a(s), ~ω(s))
T to a new function of space and time by letting







(t) =−∂2tw ∗Kν ∗ ρ0 + ∂tw ∗Kν ∗ a0 − ∫ t0 [∂tw ∗Kν](t− s) ∗ [∇ ·N(a(s), ~ω(s))]ds











for t > 0. For convenience, we will drop the subscript. We claim that F maps Xn,k
into itself and has Lipschitz constant equal to 1/2 on a ball of radius R centered at
the origin, which we prove below. Given these two claims, we can conclude our proof
as follows. If (aAV , ~ωAV ) are as above, we note that each of the bounds determined
in section 3.1 depend on the magnitude of the initial condition, hence∥∥(aAV , ~ωAV )∥∥Xn,k ≤ CEn




































for (a, ~ω) ∈ B
(




, the closed ball of radius R
2
centered at (aAV , ~ωAV )
T .
Therefore F maps B
(




into itself, and since F is a contraction here,
the unique solution of (4.1) is given by the xed point of F .
Claim One: F : Xn,k 7→ Xn,k We begin by proving that for (a, ~ω) ∈ Xn,k the
Xn,k norm of F (a, ~ω) is nite and that F (a, ~ω) ∈ Z0n ∩ Z+n,k. We note again that the
decay rates and smoothness requirements to belong to Xn,k were found to be more
than satised by those of the linear terms in section 3.1, so we need only analyze the
evolution of the Duhamel terms. Furthermore we note that is sucient to bound the










For µ xed either as µ = 0 or µ = n, we need only bound the L̊p(µ) norms p = 1, 2,∞
for times t > 1 and Lp norms for p = 1, 3/2,∞ for times t < 1, and the result then













for any p, q, r such that 1 ≤ p ≤ r ≤ q ≤ ∞.
We begin by bounding the unweighted Lp norms of the Duhamel term correspond-
ing to a(t) using our estimates above. First we use Young's inequality, then split the
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integral into two parts:
t∫
0




































∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥Lq1ds
=: I1 + I2






. We can then bound the integrals for s ∈ (0, t/2) and s ∈ (t/2, t)
separately.
First we handle the I1 term. We use the heat estimate to pull the divergence and










































We can then use our above estimates on Π, B in Cor. 2.2.2 parts (a), (b) to bound







≤ Cs−r0,p1−r0,p3 (1 + s)−min(`n,p1,0,˜̀n,p1,0)−min(`n,p3,0,˜̀n,p3,0)‖(a, ~ω)‖2Xn,k
Note that the use of Young's inequality, Hölder's inequality, (2.8) and (2.10) puts the
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following restrictions on the set of admissible values for p1, p3:






















∥∥∂xi(uj)ul∥∥L1 ≤ C(1 + s)− 23−bnc1‖(a, ~ω)‖2Xn,k


































for t ≥ 1. Thus the Lp norms of I1 have suciently fast decay as t → ∞ for all



























and hence we see the Lp norms have the right behavior for 1 ≤ p ≤ ∞ such that the
Xn,k norms remain bounded. Furthermore we note that for 1 ≤ p < 3/2 and |α| = 0
the Lp norms tend to zero, which is consistent with the continuity of F (a, ~ω) at t = 0.








































For an arbitrary multi-index β, we can use the estimates in Cor. 2.2.2 parts (a), (b)
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‖∂γ1x a‖Lp1 + ‖∂γ1x ~ω‖Lp1
)(








provided that the constraints in (4.9) are met. Here we take β = α. We must also
ensure that the singularity at s = t is integrable. For 1 ≤ p < 3/2 we can choose





































for 0 < t <∞, hence these Lp norms have the right behavior as t→ 0 and as t→∞,
and tend to zero for |α| = 0 which is consistent with continuity at t = 0. Similarly,
for 3/2 ≤ p ≤ 2 we can choose p1 = p3 = 2 in (4.11) and obtain the pointwise bound∥∥∂αx∂xi(mjml)∥∥L 32 ≤ Cs− 12− |α|2 (1 + s)−1−bnc1‖(a, ~ω)‖2Xn,k








































for 0 < t < ∞, hence these Lp norms also have the right behavior as t → 0 and as
t→∞. Finally, we can obtain bounds on the L∞ norm by choosing p1 = 8, p3 = 8/3
in (4.11) to obtain the pointwise bound∥∥∂αx∂xi(ujul)∥∥L6 ≤ Cs− 54− |α|2 (1 + s)−1−bnc1‖(a, ~ω)‖2Xn,k
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from which we then obtain the following bound on the integral for 0 < t <∞:
I2 ≤ Ct−1−
|α|




Note this is slower than the linear evolution rate. For |α| < k we can make an
improved estimate to match the linear rate as follows. With p = ∞, we keep all
























2 (1 + s)−1−bnc1ds‖(a, ~ω)‖2Xn,k
≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|
2 (1 + t)−1−bnc1
For n = 0 we are done. For n > 0 we bound the weighted norms when µ = n of
the Duhamel term corresponding to a(t), and the results then follow by interpolation.
We rst bound the weighted norm of the convolution in terms of the weighted norms
of each of its components using Young's inequality:
t∫
0




















∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥L̊q1 (n)ds
For the rst term, we can use the weighted estimate of the heat-wave operator in
Prop 2.6.1 and then repeat the analysis used above for the unweighted norm of the
nonlinearity line by line to obtain the appropriate bounds for this term. So we need
only bound the second term.
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∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥L̊q1 (n)ds
= I1 + I2
The next step is to use our heat estimate, and then we will need bounds for the
weighted norm of the nonlinear term analogous to (4.8), (4.11). Note however that
these bounds are essentially the same, so here we will derive both at once. The
derivation is similar to (4.11), but one must always place the weight on the term with
fewer derivatives in order to use Cor. 2.2.2 part (a). For 0 < n < 2 we make the
estimate







‖∂γ1x a‖Lp1 + ‖∂γ1x ~ω‖Lp1
)(




2 (1 + s)−min(`n,p1,0,
˜̀
n,p1,0)−min(`n,p3,n,˜̀n,p3,n)‖(a, ~ω)‖2Xn,k
using parts (a) and (b) of Cor 2.2.2, which requires the set of constraints

















or for 1 ≤ n ≤ 2 we can obtain the same bound using parts (a) and (c) of Cor 2.2.2,
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which require

















Note that in the overlapping region 1 ≤ n < 2 we can use either bound, but if we use
Cor 2.2.2 (a) and (c) by satisfying the constraints in (4.18), we are allowed to choose
smaller p3 than (4.17) allow, a fact which we will exploit. The task then becomes
obtaining various choices of p1 and p3 for I1, I2, 1 ≤ p ≤ ∞, 0 < n ≤ 2.
For I1 we use the heat estimate to pull the divergence and the ∂
α
x derivative o
of the nonlinearity, and use (4.16) with β = 0. For 0 < n < 1 we can satisfy the

































whereas for 1 < n < 2 precisely the same estimate holds by taking p1 = p3 = 3/2
in (4.18). Hence these weighted Lp norms decay suciently quickly as t → ∞ for
1 ≤ p ≤ ∞. For t < 1 this bound becomes








hence these norms have the right behavior as t → 0. For 1 ≤ n < 3/2 we can use
(4.18) by taking p1 = 2, p3 = 6/5 and for 3/2 < n ≤ 2 we can use p1 = 6/5, p3 = 2.





































for 0 < t < ∞, hence the weighted Lp norms of this term decay suciently fast to
remain in Xn,k for 1 ≤ p ≤ ∞. For t < 1 this bound shows that the L̊p(n) norms
have the right behavior as t→ 0 for 1 ≤ p < 6/5. Then we need only prove that the
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Lp(n) norms for 6/5 ≤ p ≤ ∞ have the right behavior as t→ 0 for n = 1 and n = 2.
Here we can choose p1 = 3/2, p3 = 2 for n = 1 using (4.17) and using (4.18) for n = 2
and we again obtain (4.19), so the weighted Lp norms blow up suciently slowly for
6/5 ≤ p ≤ ∞ as t→ 0, hence I1 belongs to Xn,k.
For I2 we can reuse many of the estimates in the unweighted case, but we have to
modify these slightly. For brevity, we summarize the results, but these calculations
are done explicitly in Appendix A.5. We again use the heat estimate to pull the
divergence o the nonlinearity, and we again have to worry about the singularity at
s = t. For 0 < n < 1 we can make the precisely the same choices as in the unweighted
case. Namely that we can obtain the appropriate bounds for the L̊p(n) norms using








We can then make the identical estimate in (4.12) with this analogous pointwise
bound to show that these norms have the correct behavior for 0 < t <∞. Similarly
we can use (4.17) by taking p1 = p3 = 2 for 3/2 ≤ p ≤ 2 and taking p1 = 8, p3 = 8/3
for p = ∞ and obtain the analogous pointwise bounds, from which it follows in the
same way that these norms have the correct behavior for 0 < t < ∞, except for
p = ∞, |α| < k. We can then match the decay rate for p = ∞, |α| < k by keeping
all derivatives on the nonlinearity as in (4.14), taking β = α+ ej in (4.16) and taking
p1 = p3 = 12/5 in (4.17).
The case 1 < n < 2 is also similar, and we can show that the L̊p(n) norms have
the correct behavior for 1 ≤ p < 3/2 by taking p1 = p3 = 3/2 in (4.18). For the
L̊p(n) norms for 3/2 ≤ p ≤ 2 we make a slightly dierent estimate by taking p1 = 3,
p3 = 3/2 in (4.18) and we obtain the pointwise bound








and repeating the above analysis. For 1 < n < 2 we can set q1 = 6 by choosing
p1 = 8/3 and p3 = 8 using (4.17), and show that the L̊
∞(n) norms have the correct
behavior for 0 < t < ∞, except for p = ∞, |α| < k. We can then match the decay
rate for p = ∞, |α| < k by keeping the derivatives on the nonlinearity and using
β = α + ej in (4.16) with p1 = 2, p3 = 3 in (4.17).
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It remains to show the L̊p(n) norms have the correct behavior for n = 1 and n = 2.








































for 1 ≤ p < 3/2, which decays appropriately quickly as t → ∞. Note also that this
bound holds for t < 1, and hence the weighted Lp norms tend to zero as t → 0 for
1 ≤ p < 6/5. For 3/2 ≤ p ≤ 2 we can set q1 = 3/2 by choosing p1 = p3 = 2 using

















for 0 < t < ∞. Finally, for 1 ≤ n < 3/2 we choose p1 = 8/3, p3 = 8 using (4.17)
and for 15/8 < n ≤ 2 we choose p1 = 8, p3 = 8/3 using (4.18) and we see that the
L̊∞(n) norm has the right behavior for t > 1 |α| = k and t < 1 for all α, and we
can then match the decay rate for p = ∞, |α| < k by keeping the derivatives on
the nonlinearity and using β = α + ej in (4.16) with p1 = 2, p3 = 3 in (4.17) for
1 ≤ n < 3/2 and p1 = 24/11, p3 = 8/3 in (4.18) for 15/8 < n ≤ 2.
The bounds on the Duhamel term for ~ω(t) can be obtained in a very similar
manner. The only dierence is that one need not make the initial step of using
Young's inequality. Namely, we begin by looking at the unweighted norms, and we
rst split the integral∫ t
0







)∥∥∥∂αxKε(t− s) ∗ [∇×N(a(s), ~ω(s))]∥∥∥Lpds
=: I1 + I2
We can then use the heat estimate directly, and for s ∈ (0, t/2) we pull the divergence
and the ∂αx derivative o the nonlinear term using the heat estimate, whereas s ∈
(t/2, t) we only pull the divergence o. By making the exact same estimates as
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for the Duhamel term for a(t) with the same choices of p1 and p3 we arrive at the
analogous bounds. The weighted norms can be obtained in the same way. For brevity
we omit this here, but these calculations are done explicitly in Appendix A.5.
It remains to obtain continuity for t > 0, in which case we would have F (a, ~ω) ∈






∥∥∥∂tw(t+ h− s) ∗ ∂αxKν(t+ h− s) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥
Lp





∥∥∥[∂tw(t+ h− s) ∗ ∂αxKν(t+ h− s)








For the rst limit we can re-use the methods used to obtain a bound on the I2 term
above to show that this limit is zero. For the second, we can use the estimate∥∥∥[∂tw(t+ h− s) ∗ ∂αxKν(t+ h− s)− ∂tw(t− s) ∗ ∂αxKν(t− s)] ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥
Lp
≤









and show that this rst factor tends to zero uniformly in s as h → 0. The weighted
norms can be bounded similarly, and one can obtain continuity for the Duhamel term
corresponding to ~ω(t) by showing that the limits analogous to (4.20) are zero.
Claim Two: F has Lipschitz constant K = 1
2
on a ball B(0, R) in Xn,k We
need to bound ‖F (a, ~ω)− F (ã, ~̃ω)‖Xn,k for (a, ~ω), (ã, ~̃ω) ∈ B(0, R), where R is yet to
be chosen. The analysis is similar to the above, but now we use the bilinear property
100
of the nonlinearity to get the analogous unweighted estimates∥∥∂βxN(a(s), ~ω(s))− ∂βxN(ã(s), ~̃ω(s))∥∥Lq1 (4.21)
≤ max
ijl
∥∥∂βx [∂xi(uj)(ul − ũl)]∥∥Lq1 + ∥∥∂βx [∂xi(uj − ũj)ũl]∥∥Lq1
≤ C
(
‖(ã, ~̃ω)‖Xn,k + ‖(a, ~ω)‖Xn,k
)
× ‖(a− ã, ~ω − ~̃ω)‖Xn,ks−r0,p1−r0,p3−
|β|
2 (1 + s)−min(`n,p1,0,
˜̀
n,p1,0)−min(`n,p3,0,˜̀n,p3,0)
corresponding to (4.8) and (4.11), which require the set of constraints (4.9), as well
as the analogous weighted estimate∥∥∂βx [N(a(s), ~ω(s))−N(ã(s), ~̃ω(s))]∥∥L̊q1 (n) (4.22)
≤ C
(
‖(ã, ~̃ω)‖Xn,k + ‖(a, ~ω)‖Xn,k
)
× ‖(a− ã, ~ω − ~̃ω)‖Xn,ks−r0,p1−r0,p3−
|β|
2 (1 + s)−min(`n,p1,0,
˜̀
n,p1,0)−min(`n,p3,n,˜̀n,p3,n)
corresponding to (4.16) which requires the set of constraints (4.17) for 0 < n < 2 and
(4.18) for 1 ≤ n ≤ 2.
The proof then follows exactly the steps used to prove Claim 1 with these anal-
ogous estimates. We begin by looking at the norms of the dierence between the
Duhamel term corresponding to a(t):∫ t
0



























∥∥∥∂αxKν(t− s2 ) ∗ [∇ · [N(a(s), ~ω(s))−N(ã(s), ~̃ω(s))]]∥∥∥Lq1ds
=: I1 + I2
For I1 we can then use the heat estimate and the bilinearity to obtain























(∥∥∂xi(uj)(ul − ũl)∥∥Lq1 + ∥∥∂xi(uj − ũj)ũl∥∥Lq1)ds
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We can then repeat the analysis for the Duhamel term above for a(t) line by line for
each of these terms, using (4.21) with α = 0 and then making the same choices for













‖(ã, ~̃ω)‖Xn,k + ‖(a, ~ω)‖Xn,k
)
‖(a− ã, ~ω − ~̃ω)‖Xn,k
(4.23)













‖(ã, ~̃ω)‖Xn,k + ‖(a, ~ω)‖Xn,k
)
‖(a− ã, ~ω − ~̃ω)‖Xn,k
(4.24)
The bounds on the weighted norms can be obtained by following the steps used in the
proof of Claim 1 with the analogous bound (4.22), and the bounds on the Duhamel
term for ~ω(t) can be obtained by repeating this procedure. By combining (4.23),
(4.24), the bounds on the weighted norms and the analogue for the Duhamel term




‖(ã, ~̃ω)‖Xn,k + ‖(a, ~ω)‖Xn,k
)∥∥(a− ã, ~ω − ~̃ω)∥∥
Xn,k
so by letting R = 1
4C
we have our result.
Having proven the existence of solutions a(t) and ~ω(t), we now complete the proof
of existence of solutions to (4.1) by proving the existence of a solution ρ(t). For
n ∈ R≥0 we dene the function space






























where rα,p, `n,p,µ, ˆ̀k,p,α are as before.
Corollary 4.1.1. Fix n ∈ [0, 2], k ≥ 1 and let (ρ0, a0, ~ω0) belong to W 1,p(n) ×
Lp(n) × Lpσ(n) for all 1 ≤ p ≤ 32 , where a0, ~ω0 have zero total mass and (ρ0, a0, ~ω0)
have suciently small norms as in Theorem 1. If (a(t), ~ω(t)) is the solution of (4.1)
from Theorem 1, then the solution ρ(t) dened by (4.1) belongs to Yn,k.
Proof. As described above, the solution ρ(t) is simply found by integrating the Duhamel
term, hence we need only check that ρ(t) dened by ρ(t) dened by (4.1) belongs to
Yn,k. As before the decay rates and smoothness properties are chosen to match those
of the linear terms, hence we need only check the Duhamel term. For brevity we only
summarize the results of the calculations here, but these calculations are carried out
in full in Appendix A.5. We rst estimate the unweighted norms∫ t
0


























∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥Lpds
=: I1 + I2
For I1, we pull the divergence and the ∂
α
x derivative o of the nonlinearity using
the heat estimate, use estimate (4.8), let p1 = p3 = 3/2 and nd














which holds for all t > 0, hence the Lp norms of this term have suciently fast decay
for 1 ≤ p ≤ ∞ as t→∞, tend to zero as t→ 0 for 1 ≤ p < 3/2, |α| = 0 and blow up
suciently slowly for 3/2 ≤ p ≤ ∞.
For I2, we use the heat estimate to pull the divergence o the nonlinearity, use
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estimate (4.11) and set p1 = p3 = 3/2 for 1 ≤ p ≤ 2 and nd










which also holds for all t, hence these behave correctly both as t→ 0 and as t→∞
as well. For p =∞, we can choose p1 = 8, p3 = 8/3 and we obtain
I2 ≤ C‖(a, ~ω)‖2Xn,kt
− |α|




separately for t > 1 and t < 1 and hence L∞ norm has the correct behavior for t < 1
and t > 1 if |α| = k. We can then match the linear decay rate for p = ∞, |α| < k
by keeping the derivatives on the nonlinearity and using β = α + ej in (4.11) with
p1 = p3 = 12/5.
As above, we can bound the weighted norms in terms of the weighted norms of
each of the components of the convolution. For the term in which the weight falls on
the heat-wave operator we can repeat the estimates on the unweighted norms of the








































∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥L̊q̃1 (n)ds
=: I1 + I2
We can then make use of (4.16) in each to bound the nonlinear term. For I1 we as
usual pull the divergence o of the nonlinearity, and for 0 < n < 1 we use (4.17) to
choose p1 = p3 = 3/2, whereas for 1 < n < 2 we use (4.18) to choose p1 = p3 = 3/2
and we nd














which holds for 0 < t < ∞, 1 ≤ p ≤ ∞. Then we use (4.18) to choose p1 = 2 and
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p3 = 6/5 for 1 ≤ n ≤ 3/2 and p1 = 6/5 and p3 = 2 for 3/2 < n ≤ 2 and we obtain














for 0 < t <∞, 1 ≤ p ≤ ∞. Similarly for I2 we use (4.17) to choose p1 = p3 = 3/2 for
0 < n < 1 and we use (4.18) to choose p1 = p3 = 3/2 for 1 < n < 2 and we obtain














for 1 ≤ p ≤ 2 and 0 < t <∞. Next we use (4.18) to choose p1 = 2 and p3 = 6/5 for
1 ≤ n ≤ 3/2 and p1 = 6/5 and p3 = 2 for 3/2 < n ≤ 2 and we nd














which holds for 0 < t <∞ and 1 ≤ p <∞. For p =∞ we can set q1 = 6 by choosing
p1 = 8 and p3 = 8/3 for 0 < n < 1 using (4.17), choosing p1 = 8/3 and p3 = 8 for
1 ≤ n < 2 using (4.17) and p1 = 8 and p3 = 8/3 for 15/8 < n ≤ 2 using (4.18) to
obtain
I2 ≤ C‖(a, ~ω)‖2Xn,kt
− |α|




We can then match the linear decay rate for p =∞, |α| < k by keeping the derivatives
on the nonlinearity and using β = α + ej in (4.16) and choosing p1 = p3 = 12/5 for
0 < n < 1 using (4.17), choosing p1 = 2 and p3 = 3 for 1 ≤ n < 2 using (4.17) and





5.1 Asymptotic approximations to the modied compressible
Navier-Stokes
Again throughout this section we will drop the subscript in (2.7) and (ρ, a, ~ω)T will
denote the solution of the modied compressible Navier-Stokes system. Having estab-
lished that these solutions exist, we turn to the task of approximating these solutions
eciently and accurately, especially in the regime t→∞. If ~v(t) = (ρ(t), a(t), ~ω(t))T
is the solution belonging to Yn,k × Xn,k given by Theorem 1 with initial condition
(ρ0, a0, ~ω0)
T , a0, ~ω0 with zero total mass, then we can write
~v(t) = ~vAV (t) + ~vN(t) (5.1)
where ~vAV (t) is the linear evolution dened in (3.1), and ~vN(t) = ~v(t) − ~vAV (t). We
saw in Prop. 3.2.2, 3.2.3 that for initial conditions ~v0 belonging to L
1(n) spaces, we
can write
~vAV (x, t) = ~vH(x, t, n) + ~vLR(x, t, n) (5.2)
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where ρi, ai are dened in (3.10), and where ~pα̃,j, ~fα̃,j are dened in Table 3.1. For
simplicity, we will drop the n dependence, and it will be assumed that the Hermite
expansion used is the highest one available based on the number of moments of ~v0.
We obtained the temporal behavior of ~vLR(t) in Prop 3.2.2 and 3.2.3. In the above
existence analysis, we saw that ~vN(t) decays faster than ~vAV (t) in some, but not
necessarily all, Lp norms, hence we need to study ~vN(t) more closely. We note that









so inspired by (5.1), (5.2), we dene the Hermite-Picard proles ~vHP (t) and nonlinear
remainder ~vNR(t):








~vNR(t) := ~vN(t)− ~vHP (t)
(5.4)
where ~vI(t) = (ρI(t), aI(t), ~ωI(t))
T , I = H,HP,NR. We have already obtained upper
bounds on the temporal behavior of ~vH(t) in section 3.1 and ~vLR(t) in Prop 3.2.2 and
3.2.3. In what follows, we will obtain upper bounds for ~vHP (t) and ~vNR(t), as well
as lower bounds for ~vH(t). Our goal is to emphasize the role that the localization
of the initial conditions (and consequently, the localization of the solutions) plays in
determining the nature of the asymptotics.
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5.1.1 Temporal behavior of the Hermite and Hermite-Picard proles
Using the self-similarity of the Hermite proles ~ωH(t) together with their explicit
form in Table 3.1 and the explicit form of B~ωH(t) one can show that their temporal
behavior is given by




















The temporal behavior of the Hermite proles ρH(t), aH(t) are given in the following
proposition. These results follow from explicit calculations of the norms involved, as
well as the fact that Π commutes with the heat-wave operator, given in Appendix
A.6. Note that while these estimates might also hold for higher derivatives, we only
require derivatives up to the order shown.
Proposition 5.1.1. There exist functions Cl,α(t), l = 1, 2, 3 and constants m,M ∈ R
such that 0 < m < Cl,α(t) < M <∞ for all t > 0 such that








for |α| ≤ 2, l = 0, 1, 2, µ ∈ R≥0 and 1 ≤ p ≤ ∞. Furthermore we have









for any α ∈ N3, l = 1, 2, µ ∈ R≥0 and 1 ≤ p ≤ ∞, except the case when (α, l) = (0, 1)
and 1 ≤ p ≤ 3
2+µ
.
This implies that the linear Hermite proles have temporal behavior given by














































where En is as in (4.7), |α| ≤ 1 and C̃l,α(t), Ĉl,α(t), l = 1, 2, 3 are independent of
(ρ0, a0, ~ω0)
T and are such that there exist constants m,M ∈ R such that 0 < m <
C̃l,α(t), Ĉl,α(t) < M < ∞ for all t > 0. We also have the following bounds on the
Hermite-Picard proles:
Proposition 5.1.2. There exists a constant C such that we have
























for all t > 0, |α| ≤ 2, 0 ≤ µ ≤ 2 and 1 ≤ p ≤ ∞.
Proof. We start with the Hermite-Picard prole aHP (t). We look at the weighted
norms for an arbitrary weight µ. We rst split the convolution:∫ t
0



































We'll bound the second term, and then as in the existence proof the bounds on the
rst term follow by repeating the estimates for the second term line by line after using
the weighted estimate on the heat-wave operator in Prop 2.6.1 and taking µ = 0 on
the nonlinear term. We rst split the second integral into two:



















For t < 1 we can choose q = 1 in both terms, and since our heat estimate and equation
(5.1.1) can be used to show the resulting integrand is bounded, these remain bounded
as t→ 0. Hence we need only consider t > 1. For I1 we can use the heat estimate to
remove both of the derivatives from the nonlinearity, set q1 = 1, use Cauchy-Schwarz
















































For I2 we use the heat estimate but keep all of the derivatives on the nonlinearity
and we obtain











































= J1 + J2
For J1 we use Cor 2.2.2 part (a) to obtain∥∥∂xi∂xjuH,i∥∥Lp1∥∥uH,j∥∥Lp2 (µ) ≤ C maxj (∥∥∂xjaH∥∥Lp1 + ∥∥∂xj~ωH∥∥Lp1)∥∥mH,j∥∥Lp2 (µ)














whereas for p = ∞ we can let q1 = 3/(2 − δ) by setting p1 = p2 = 6/(2 − δ), where
0 < δ < 1/5 is any number and we obtain the following



















and we can obtain the analogous results for p = ∞ by choosing q1 = 3/(2 − δ) by
setting p1 = p2 = 6/(2− δ) for some 0 < δ < 1/5.
The bounds for the Hermite-Picard proles ρHP (t) and ~ωHP (t) can be obtained
by similar arguments.
5.1.2 Temporal behavior of the linear and nonlinear remainders
If one naively uses the estimates in Cor. 2.2.2 to obtain the decay rate of Πa, then
one nds that the Lp norms of Πa(t) grows by a factor of t5/6 relative to a(t), whereas
one nds that B~ω(t) grows by a factor of t1/2 relative to ~ω(t). We saw in Prop 5.1.1
that ΠaH(t) grows by a factor of t
1/2 relative to aH(t), and we now prove that the
same holds for remainder aLR:
Proposition 5.1.3. Let n ∈ [0, 2] and let (ρ0, a0) belong to W 1,p(n) × Lp(n) for all
1 ≤ p ≤ 3
2












for t > 1, 0 ≤ µ ≤ n and any nonzero α ∈ N3, 1 ≤ p ≤ ∞. If α = 0 the above
estimate holds for p > 3
2+µ
. On the other hand for t < 1, 0 ≤ µ ≤ n and for
3/(2− µ) < p <∞ if n < 1, or max(3/2, 3/(3− µ)) < p <∞ if n ≥ 1 we have
‖∂αxΠaLR(t)‖L̊p(µ) ≤ CEnt
−rα,p̃
where p−1 = p̃−1 − 3−1.
Proof. The estimate for t < 1 follows from Cor. 2.2.2 parts (c), (c), and from
interpolation in the case when n ≥ 1 and µ < 1. For t > 1 the interesting case is







so if α = ei + β for some i, β, we can use Young's inequality to obtain




























is the integral kernel of the Π operator. The result then follows from our estimates
of the Π operator acting on the Hermite term in Prop 5.1.1, since the same result
applies to the heat-wave operator. However, for α = 0 the heat-wave operator only
belongs to Lp for p > 3/2. We leave the remainder of the proof to the reader.
In the following lemma, we collect the bounds for ~vN(t) obtained during the con-
traction mapping argument in the existence proof and sharpen one of them. For this
purpose we dene the rate bn,p to measure the excess decay of ~vN(t) above the linear























) + bn,2 for 2 < p <∞
(5.7)
Lemma 5.1.4. Let n ∈ [0, 2], k ≥ 1 and let u0 = (ρ0, a0, ~ω0)T ∈ ∩1≤p≤ 3
2
W 1,p(n) ×
Lp(n) × Lpσ(n). If ~v(t) = (ρ(t), a(t), ~ω(t))T is the solution in Yn,k × Xn,k given by
Theorem 1 and Corollary 4.1.1 with initial condition u0, then the nonlinear term
~vN(t) in (5.1) satises


















for 1 ≤ p ≤ ∞, 0 ≤ µ ≤ n and |α| < k.
Proof. The estimates for t < 1 are the same as those obtained in the existence proof,
hence we need only consider t > 1. By inspecting the estimates in the existence proof,
we see that all of the bounds obtained already exhibit the extra decay listed in the
rst argument of the minimum in (5.7), with one important exception. The estimate
of the unweighted norm of I1 in (4.10) stops improving relative to the linear rate for
n > 1/3. The |α| = k derivative also may decay slower, but we don't estimate this
here.


























∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥Lq1ds
=: J1 + J2
Since we are interested in the limit t → ∞ we assume t/2 > t3/5 here, but for 1 <
t2/5 ≤ 2 we can obtain the analogous result. For J1 we make a modied estimate by
taking all of the derivatives o of the nonlinearity and onto the heat-wave propagator
by using our heat estimate. We can then set q1 = 1, use Cauchy-Schwarz and use
















































For J2, we can use the same estimate as before. Taking the divergence and ∂
α
x o of
the nonlinearity by using our heat estimate, setting q1 = 1, using Hölder's inequality
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This same improved bound can be obtained for ρN(t) and ~ωN(t) via similar arguments.
For brevity, we omit the necessary calculations here, although these are carried out
in Appendix A.7.
We now use the estimates just proven, together with a bootstrapping argument,
to obtain more rened estimates of the temporal decay of the nonlinear remainder.
For this purpose we dene the rate b̃n,p to measure the excess decay of ~vNR(t) above





















) + b̃n,2 for 2 < p <∞
(5.8)
Theorem 2. Let n ∈ [0, 2], k ≥ 1 and let u0 = (ρ0, a0, ~ω0)T ∈ ∩1≤p≤ 3
2
W 1,p(n) ×
Lp(n) × Lpσ(n). If ~v(t) = (ρ(t), a(t), ~ω(t))T is the solution in Yn,k × Xn,k given by
Theorem 1 and Corollary 4.1.1 with initial condition ~v0, then the nonlinear remainder
~vNR(t) in (5.4) satises























for 1 ≤ p ≤ ∞, 0 ≤ µ ≤ n and |α| ≤ min(1, k − 1).
Proof. Again the estimates for t < 1 are identical to those in the existence proof, so
we only consider t > 1. By denition we see that the nonlinear remainder ~vNR must
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~vLR + ~vN , ~vLR + ~vN
)]
ds
We start by looking at the Duhamel term corresponding to aNR. By expanding
the nonlinearity, we see that for an arbitrary weight 0 ≤ µ ≤ n we need to bound the
norms of terms of the form
∫ t
0




















∥∥∥∂αxKν(t− s2 ) ∗ [∂xi∂xj[uI,i(s)uJ,j(s)]]∥∥∥L̊q1 (µ)ds
for pairs of indices (I, J) = (H,LR), (H,N), (LR,LR), (LR,N) and (N,N). We
will bound the second term, and the bounds for the rst can then be obtained by
repeating the same analysis by using the weighted bounds in Prop. 2.6.1 as described
previously. We split the second term into two:
∫ t
0


















∥∥∥∂αxKν(t− s2 ) ∗ [∂xi∂xj[uI,i(s)uJ,j(s)]]∥∥∥L̊q1 (µ)ds
= IIJ1 + I
IJ
2
Bounds for IIJ1 and I
IJ
2 can be obtained for (I, J) = (H,LR), (H,N), (LR,LR), and
(LR,N) using very similar arguments. We bound these rst, then bound (N,N)
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later. For brevity, we omit some of the details of these calculations, although the full
calculations can be found in Appendix A.8. For IIJ1 we use the heat estimate to take





















For (I, J) = (H,LR), (LR,LR) we choose p1 = p2 = 2 for 1 ≤ p ≤ ∞ and use our
























For (I, J) = (H,N), (LR,N) we use Cor. 2.2.2 (b) and pull the rst factors out of
























and we then set p1 = p3 = 3/2 for 1 ≤ p ≤ ∞ and use our estimates in (5.1.1) and in














































Using Liebniz's rule and Hölder's inequality we have
∥∥∂α+ei+ejx [uI,i(s)uJ,j(s)]∥∥L̊q1 (µ) ≤∑γ1+γ2=α+ei+ej ‖∂γ1x uI,i‖L̊p1 (µ)‖∂γ2x uJ,j‖Lp2 (5.11)
For (I, J) = (H,LR), (LR,LR) we choose p1 = p2 = 2 for 1 ≤ p ≤ 2 and make use of


































On the other hand, for (I, J) = (H,N), (LR,N) we use Cor. 2.2.2 part (b) on uN,j





















































































We also need to bound the norms of the terms for which (I, J) = (N,N). For
this we will need to bound µ = 0 and µ = n separately, and the remaining bounds
follow from interpolation. Starting with µ = 0 we rst bound INN1 by removing all
derivatives from the nonlinearity using the heat estimate and use Hölder's inequality










































On the other hand for INN2 we leave all of the derivatives on the nonlinearity and
use Liebniz and Hölder as in (5.10), (5.11). Without loss of generality, we assume
|γ1| ≥ |γ2|, and that for some k̃, γ1 = γ̃1 + ek. We then use Cor. 2.2.2 (a) on the rst






















‖∂γ̃1x aN‖Lp1 + ‖∂γ̃1x ~ωN‖Lp1
)(
‖∂γ2x aN‖Lp3 + ‖∂γ2x ~ωN‖Lp3
)
ds





















Finally we need to consider the weighted norms when µ = n. For INN1 we remove
all derivatives from the nonlinearity using the heat estimate, but we need to split the
weight between the two terms. For 0 < n < 1 we split the weight evenly between the
two terms and we can then apply Cor. 2.2.2 (b) to both terms and pull out the rst

























































whereas for 1 ≤ n < 2 we split the weight unevenly between the two terms and apply



























































In both cases the choice of p3 = p4 = 6/5 satises the constraints imposed by the use















For 1 < n ≤ 2 we can obtain a dierent bound, and note that in the overlapping region
1 < n < 2 we can use the better of the two estimates. We split the weight unevenly
in a dierent way and apply Cor. 2.2.2 (b), (c) to the terms with respectively less
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In this case the choice of p3 = 15/13, p4 = 5/4 satises the constraints imposed by










For INN2 we leave all derivatives on the nonlinearity as in (5.10), use Liebniz and



















)‖∂γ1x uN,i‖Lp1‖∂γ2x uN,j‖L̊p2 (n)ds
where without loss of generality we assume |γ1| ≥ |γ2|. We can use Cor. 2.2.2 (a) on
the rst term, and either Cor. 2.2.2 (b) or (c) on the second term, depending on n.


























‖∂γ2x aN‖Lp3 (n) + ‖∂γ2x ~ωN‖Lp3 (n)
)
ds
for some index k̃. For 0 < n < 1 we use Cor. 2.2.2 (b) and choose p1 = p3 = 3/2 for
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whereas we can obtain the exact same bound for 1 < n < 2 using Cor. 2.2.2 (c) with
p1 = p3 = 3/2. We can also obtain the same bound for 1 ≤ n < 3/2 using Cor. 2.2.2
(c) with p1 = 2, p3 = 6/5 for 1 ≤ p ≤ 2, and also for 3/2 < n ≤ 2 using Cor. 2.2.2
(c) with p1 = 6/5, p3 = 2. Finally, for p =∞ and 0 < n < 7/4 we can use Cor. 2.2.2









and for 7/4 < n ≤ 2 we can obtain the same bound by using Cor. 2.2.2 (c). For









The excess decay rate b̃n,p can therefore be found by collecting these results and
nding the slowest decay. This is done in Appendix A.8. The bounds for the terms




Conclusions and Future Directions
We can now discuss the meaning of the results from Prop. 3.2.2, Prop. 3.2.3, equation
(5.1.1), Lemma 5.1.4 and Theorem 2. We have the following for all t > 1, n ∈ [0, 2],
and 0 ≤ µ ≤ n:


































































Note that our explicit bounds show that the bounds on ρH are sharp. While we
have not obtained lower bounds on ρHP , our analysis suggests that these estimates
are sharp as well. The bounds on ρLR depend on the properties of ρ0 and a0, but
in general our example in Remark 2.5.2 indicates that these bounds are saturated as
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well. Finally, it is unknown to us whether the bound for ρNR is saturated. Comparing
these estimates for the various values of n, we can summarize the asymptotic behavior
as follows:
 For all n > 0 and all 1 ≤ p ≤ ∞, ρN(t) decays more quickly than ρL(t), although
our ndings indicate that we need to take n = 2/9 to achieve the t−1/2 extra
power of decay of ρN(t) above the rate of ρL(t) for 1 ≤ p ≤ 2, and we need to
take n = 1 to achieve the t−1/2 extra power for p =∞.
 For 0 ≤ n < 1 ρLR(t) in general can decay more slowly than ρH(t), hence we
need to take ρapp(t) = ρL(t) to capture the leading order behavior for ρ(t).
 For n > 1 we need only evaluate the explicit functions ρH(t) to obtain the
leading order behavior.
 For 1 < n < 2 the next order of behavior is given by ρLR(t), and ρHP (t)
and ρNR(t) decay faster still. Hence we could either use ρapp(t) = ρL(t) or
ρapp(t) = ρH(t).
 In the rst case, the error decays 1/2 power faster than ρH(t), hence is
more accurate, but we need to compute a convolution (this is the result in
Theorem ??).
 In the second case the error decays (n− 1)/2 powers faster than ρH(t) but
we can explicitly evaluate the approximation.
 Finally, for n = 2 there is no loss in accuracy by taking ρapp(t) = ρH(t).
 The Hermite-Picard terms ρHP (t) decay more quickly than ρLR(t), for n > 2,
although we do not consider n > 2 in the present paper for reasons discussed
below.
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Precisely the same statements can be made regarding the asymptotic behavior of a(t)
and ~ω(t).
At the present stage, the results obtained in this dissertation directly extend those
of Ho and Zumbrun only slightly. Specically, Ho and Zumbrun showed that







for p ≥ 2, where u(t) = (ρ(t), ~m(t))T is the solution to the compressible Navier-Stokes
equation, and G̃(t) is their articial viscosity matrix. They also obtain bounds for
1 ≤ p ≤ 2, and analogous results hold, but in order to avoid the piecewise-dened
decay rates we will only discuss the results for p ≥ 2. They also prove that for
u0 ∈ L1(1), one has












is the total mass vector of the initial condition. Their articial viscosity matrix can
be shown to be equivalent to the articial viscosity matrix used in this dissertation,
although since we make the further decomposition via a = ∇ · ~u, ~ω = ∇× ~u, where
~u is our velocity eld, one must make use of the results on the Π and B operators
in order to establish this equivalence rigorously. However, Ho and Zumbrun do not
consider weighted spaces, so the weighted estimates of the operators that make up the
articial viscosity matrix are new. Also, by rephrasing the asymptotic decomposition
of the articial viscosity matrix in terms of the Hermite expansion, we see how the
approximation comes about, and for the case ~v0 ∈ L1(n) for 0 < n < 1 we have shown
that it is necessary in general to include the full linear evolution in order to account
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for the leading order behavior.
In order to extend the results of this dissertation to the original compressible
Navier-Stokes system, as well as move beyond the t−1/2 excess decay over the linear
rate of Ho and Zumbrun's approximation, a number of challenges still remain. The
rst step in this direction has already been accomplished via the viscous compensation
expansion. Namely, their analysis relies on the estimate







where G(t) is the Green's matrix of the compressible Navier-Stokes and G̃(t) is the
articial viscosity Green's matrix. With our viscous compensation expansion, we can
now obtain
‖G(t) ∗ ~v0 −
∑
j=0,1






for 2 ≤ p < 3. Furthermore the matrices G0(t) and G1(t) are in terms of the heat
and heat-wave operators, and with our generalized Hermite expansion we are well-
prepared to decompose these into orders of asymptotic behavior. The picture is again
slightly more complicated for 1 ≤ p ≤ 2, but in this region we have at least t−5/6
excess decay over the linear rate. The picture is also more complicated 3 < p ≤ ∞,
since the kernels of the remainder matrix do not belong to those spaces, but this
can be dealt with by assuming that the initial condition satises ~v0 ∈ Lq for some q
suciently large, which it seems likely would only have to be as slightly larger than
q = 3/2.
The next step is to prove existence of solutions to the full compressible Navier-
Stokes in weighted spaces. As the analysis of the modied compressible Navier-Stokes
system indicates, this is likely to be fairly complicated. Whereas for the modied
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system there was only one nonlinear term for ρ(t), a(t), and ~ω(t), there are now two
nonlinear terms for ρ(t), ve nonlinear terms for a(t) and four nonlinear terms for ~ω(t).
Furthermore one would have to decide whether to bound each of these terms by using
the more complicated Green's matrix for the compressible Navier-Stokes system G(t),
or by using each of the matrices GAV (t), G1(t), GR(t), and GD(t). However, there are
a few mitigating factors which could ease the analysis. First, since we have already
obtained estimates of the kernels of GAV (t), G1(t) and GR(t), the Young's inequality
approach used for the modied compressible Stokes system seems very likely to work
with few changes. In fact, the nonlinear analysis for GAV (t) applied to N3(~v) is
exactly what was done for the modied compressible Navier-Stokes system. For the
analysis for the GD(t) matrix one wouldn't even have to use Young's inequality, and
as long as one is careful about which initial conditions are chosen, the exponential
decay would ensure that these terms would belong to whichever weighted space-time
function space was chosen.
If this sort of analysis could be achieved, then it would extend the existing results
considerably. First, it would prove existence of solutions to the compressible Navier-
Stokes in weighted spaces, which has not been done by either Ho and Zumbrun or
Kagei and Okita, and to the author's awareness has not have been done before by
anyone. The resulting weighted estimates give a more detailed description of these
solutions. Depending on how the analysis works out, the existence proof could also
apply to rougher initial data than considered by Ho and Zumbrun or Kagei and
Okita, as in the case of the modied compressible Navier-Stokes system. However,
this remains to be established.
The last step in extending the results would be to obtain the next order asymptotic
decomposition of the nonlinear term. In our analysis of the modied compressible
Navier-Stokes system we found that the nonlinear term decays at by a fact t−1/2 faster
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than the linear decay rate. This is in agreement with what Ho and Zumbrun nd.
However, it seems that this estimate is sharp. To see why, recall the proof of Lemma
5.1.4. There, we split the nonlinear term into two pieces, one of which was given by
∫ t3/5
0





For t > 1, this term contains
∫ 1
0





as a sub-term. For this sub-term, the only time dependence is in the propagator, hence
the only excess decay above the linear rate that one will be able to get is by pulling
the derivatives o of nonlinearity and putting them on the heat-wave propagator.
If there is even any sub-interval of (0, 1) of positive measure such that the nonlinear
term has non-zero moment on this interval, then one could use the Hermite expansion
to prove that this term decays exactly at t−1/2 faster than the linear rate. The same
can be said of the larger term in (6.1).
Hence in order to push beyond t−
1
2 excess decay one must nd a way to decompose
the nonlinear term into dierent orders of asymptotic behavior. As a rst attempt
in this direction, I used the procedure outlined in section 3.3. This work is done
in Appendix A.4. Specically if we try to use the moment projection operators
to project the moments of the nonlinear terms onto the Hermite proles, then we
obtain the coecients in Prop. A.4.3. However, there is no obvious way to write
the time derivatives of these coecients in terms of the moments of a and ~ω, hence
the ordinary dierential equations that they satisfy cannot easily be closed. If they
cannot be closed, then they cannot be solved apriori to solving the full PDE, which
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seems to defeat the purpose of the approximation theory.
In fact it appears that one must include terms which are not apriori in any higher
order asymptotic approximation. As remarked, the term in (6.1) contains a sub-term
which only decays with t−1/2 excess decay over the linear term, but at any time t3/5
passes an integer value k ∈ Z≥1 this term contains
∫ k
k−1





which then only decays as t−1/2 in excess of the linear rate.
Kagei and Okita's result is consistent with the idea that one must include terms
which are not apriori in any higher order asymptotic approximation. Specically they
prove that






















for p ≥ 2. Here G1(t) is a low-frequency cuto of the Green's matrix for the lineariza-
tion of the compressible Navier-Stokes system and u(t) = (ρ, ~m)T . Here we can see
commonalities with our approach, since the rst two terms are very similar to the
zeroth and rst order Hermite terms obtained in the Hermite expansions, although
technically dierent since they come from G1(t) rather than from the articial vis-
cosity matrices. Furthermore they make use of weighted spaces, which seem to be an
essential aspect of the asymptotic theory. However, the term F0i is the ith column
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vector of the matrix (F 0i,j)
n
i,j=1 given by















σθ + ρ̄)dθ}+ σmjmi
ρ̄(σ + γρ̄)
hence in order to compute this higher order approximation one must have knowledge
of the solution for all time.
However, while it may be impossible to determine a set of explicit functions which
determine the asymptotic behavior out to any arbitrary order apriori, it may still
be possible to obtain an asymptotic approximation theory wherein the asymptotic
behavior can be determined with signicantly reduced computational cost as com-
pared to the cost of solving the full PDE. To see how this could be done, note that
the term in (6.1) is the slowest decaying term in the nonlinear evolution, since the
bounds that we obtained for I2 in the existence analysis were faster. If we were to
apply the moment projection operators to this term as outlined in section 3.3, then
the remaining term from the projection would have moments equal to zero, hence
would decay more quickly. Our approximation at time t would then projections of
the solution onto the Hermite proles with coecients involving the exact solution
up to t3/5, which for large times is considerably more ecient to compute. In fact
the decomposition in Lemma 5.1.4 was chosen such that the two terms decay at the
same rate. However, one may be able to modify these arguments such that one only
needs the exact solution up to time t1/2, or possibly lower powers of t, which would
then give more ecient approximations.
All of this work would need to be done in order to achieve the "second order"
asymptotic approximation. Already it seems that there must be terms which are not
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apriori, and the complexity of the approximation increases considerably with each
order. In order to obtain an approximation of arbitrary order, one must go further,
and it may be the case that the computational advantage discussed above might not
be improved upon. On the one hand, the analysis in this dissertation indicates that
several aspects of a higher order approximation would be carry through in a similar
way as for the approximations obtained here. For instance the asymptotic behavior of
the Green's matrix is determined by its behavior near |ξ| = 0 in Fourier space, and for
this one can dene a viscous compensation expansion of arbitrary order. The viscous
compensation expansion is in terms of the heat and heat-wave operators, hence for
these one can make use of the Hermite expansions obtained here, then by propagating
the leading order linear terms through the nonlinearity as was done for the Hermite-
Picard terms ~vHP (t) in Chapter 5 and including these in the approximation, one
could obtain faster decay. However, if one must use terms which are not apriori, then
propagating these through the nonlinearity could come at a large computational cost.
While such approximations might still provide a computational advantage over stan-
dard numerical methods, it would take a careful computational complexity analysis to
settle this issue with certainty. So, while the second order asymptotic approximation
would represent an improvement on the existing asymptotic theory, albeit not the
improvement in terms of explicit functions which we may have initially envisioned,
higher order expansions may not represent an improvement on the second order ap-
proximation. Hence the second order approximation be a natural stopping point for




A.1 Viscous compensation expansion of arbitrary order n ≥ 1
We dene an nth order viscous compensation expansion of the Green's matrix for
arbitrary n ≥ 1. As before we aim to expresses the Green's matrix in terms of more
familiar operators, and to clearly illustrate its asymptotic behavior as well as its
smoothing properties. Again, the asymptotic behavior is determined by the behavior
near |ξ| = 0, whereas the smoothing properties are determined by the behavior near
|ξ| = ∞, hence we expand both near |ξ| = 0 and |ξ| = ∞. First, we expand




in ĜA(t), we expand in an n











(1− s)nf (n+1)((Ω− ω)s+ ω)ds
For the functions f2(x) in ĜB(t), we expand only out to order n − 1. We let Ĝ0(t)
be as before, and for 0 < i ≤ n let M̂i(t) contain all of the ith order terms from the
Taylor expansions of the components of ĜA(t) and all of the (i − 1)th order terms
from the Taylor expansions of the components of ĜB(t). Then wherever the term
Ω − ω appears in M̂i(t) compute an (n − i + 2)th order Taylor expansion by writing
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Ω− ω = c|ξ|f3(x) where f3(x) =
√
1− x2 − 1, x = ν|ξ|/c, and we expand in x via:










(1− s)n−i+2f (n−i+3)3 (xs)ds
)
(A.1)
We then let Ĝi(t) include every term from M̂i(t) except for the integrals in the equa-





Ĝi(t) + ĜD(t) + ĜR(t) (A.2)
This then denes our nth order viscous compensation expansion of the Green's matrix
in the Fourier multiplier sense.
A.2 Proof of the heat estimates in Prop 2.5.1 part (b)
Proof. For part (b), we rst assume that f ∈ Lq(n), where n = d(1 − 1
q
) + ñ, and
that f ∈ Lq(n) is such that its moments of order strictly less than ñ are zero. If d = 1
or d > 1 and q < 1 + 1
d−1 then we again split the convolution into three terms using
Taylor's theorem:












≤ S1 + S2 + S3
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The term S1 may be bounded exactly as before, and for the term S2 we note that
since |β| < ñ = n− d(1− 1
q
) the estimate in (2.38) carries through in this context as
well. For S3, the same methods from before can be used to obtain the rst inequality







































If d > 1 and q ≥ 1 + 1
d−1 then we can apply the result from part (a) using the
fact that f ∈ Lq(n− ε) to obtain the estimate in (2.36).
Finally, we deal with the last case, which is the most challenging. If n ∈ Z≥0 and
f ∈ L1(n) is such that all of its moments of order n or less are zero, then we need to










2 ‖∂αxKν(t) ∗ f‖L̊px(µ) < ε
for all t > Tε. First, we note that if we can prove it in the case |α| = 0 and p = 1,
133










2 ‖∂αxKν(t) ∗ f‖L̊px(µ)











Also, we can assume that Tε is large enough such that νt > 1, and hence we can
convert to scaling variables x̃ = x√
νt
without dealing with any singularities that arise





2 ‖Kν(t) ∗ f‖L̊px̃(µ) < ε
for t > Tε.
The main insight is that since f ∈ L1(n), we know that f̂ ∈ Cnb (Rd). Since the
moments are zero, we have
∂βξ f̂(0) = 0
for all |β| ≤ n. In scaling variables the L̊1(µ) norm of the solution can be written


























































The diculty that arises is that the pointwise convergence of the Fourier transform
to zero is not sucient to prove that the L1 norm tends to zero. In fact, if we try to
use the triangle inequality on the expression in (A.3) then we lose all x dependence
of the solution to the heat equation and the L1 norm is innite. Therefore we can
only use this pointwise convergence of the Fourier transform to zero on a compact
subdomain of the region of integration in x. However, because f was assumed to have
a degree of spatial decay, it turns out that one can choose a compact domain such
that the contribution to the L1 norm outside of this domain is small. Showing that
this is true is very technical, and makes up the bulk of the proof.
To this end, choose C1 > 1 such that
|ξ|µ
∣∣∣ exp [− |ξ|2
4




for all ξ ∈ Rd, choose C2 > 1 such that
∣∣∣∂βξ [ exp [− |ξ|24 ]]∣∣∣ ≤ C2 exp [− |ξ|25 ]



































































































































































First, split the domain of integration into sub-domains which are far from the
origin and near to the origin by rst considering |x̃1| > C3, then |x̃1| ≤ C3 and


































= I1 + I2 + ...+ Id+1
where |x̃|∞ = maxj |x̃j|. For x̃ large, the convolution formula will be more useful than
the Fourier transform representation.




























































= S1 + S2 + S3
where we used Taylor's theorem in the variable ỹ1 and the moment zero property of
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= S̃1 + S̃2





































































= Ĩ1 + Ĩ2 + Ĩ3 + Ĩ4
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using (A.7). A similar argument can be used to obtain Ĩ4 <
ε
24(d+1)

















c − ỹ1c |2
5
]
in this region of (x̃, ỹ) space, where x̃1c = (x̃2, ..., x̃d), and hence using the substitution


























































A similar argument can be used to obtain Ĩ3 <
ε
24(d+1)




Then, similar arguments can be used to obtain S̃2 <
ε
6(d+1)

























One can use dierent arguments for when the x̃j variables for j > 1 are large and
small, respectively. Therefore for a generic Ṡβ term, split the domain of integration
in x̃ into regions where the variables are large and small by dening





















= Ṡβ,1 + Ṡβ,2 + ...+ Ṡβ,d
We can use the explicit form of Φβ and the fact that all the x̃j variables for j > 1 are
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where we bound the exponential in the variables x̃1c− sỹ1c and used the fact that the
regions of integration for the variables x̃1c are bounded to obtain a bound in terms
of the variable x̃1 only. We can then remove the ỹ dependence in the Gaussian, and
the Gaussian takes care of the integral in x̃1, whereas f takes care of the integral in
y. However, to ensure the Gaussian is small, we need some separation of x̃1 from ỹ1.
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Hence we dene the domains:




D+,2 = {ỹ ∈ Rd :
C3
2
≤ ỹ1 ≤ C3}




D−,2 = {ỹ ∈ Rd : −
C3
2





















































Ṡβ,1 = Ṡβ,1,+,1 + Ṡβ,1,+,2 + Ṡβ,1,−,1 + Ṡβ,1,−,2
For Ṡβ,1,+,1 we note that
exp
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Similar arguments can be used to show that Ṡβ,1,−,2 <
ε
12d(d+1)(n+dd )
. For Ṡβ,1,+,2, we























































































Similar arguments show that Ṡβ,1,−,1 <
ε
12d(d+1)(n+dd )




For Ṡβ,j for j > 1 we can use the same methods used to bound S1 for the integrals
in the variables x̃k such that |x̃k| > C3, and then use the same bounding methods












We note that each of the terms I2,...,Id may be bounded in the same way as above,





























































































= Ï1 + Ï2
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A.3 Hermite expansion for divergence free vector elds of ar-
bitrary order
As mentioned, one cannot obtain a Hermite expansion for divergence free vector elds
by using a scalar Hermite expansion on each component. This is because some of the
moments of the components of a divergence free vector eld must be zero, and others























must be zero. Taking xα̃ to depend on respectively two and three variables, we see
























where the indices are taken mod 3. Hence we see that certain moments come in pairs,
certain moments come in triples, and that these sets of moments are indexed by α̃.
For each of the 3|α̃| moment pairs, we have only one unique non-zero moment of order
|α̃|−1, and for each of the |α̃|(|α̃−1)/2 moment triples we have two. Hence we dene
our Hermite expansion by combining the related moments into divergence free terms.
First, for α̃ having at most one non-zero entry, dene
~pα̃,j = ~fα̃,j = 0
for j = 1, 2. Next, for α̃ having two non-zero entries, let i be the index such that








where the ∆−1j+1,j+2 are the inverse Laplacians taken over the space of polynomials
dened in subsection A.3.1 below. Note that the vectors ~vα̃,j are divergence free.
146
Then we dene























Note in particular that ~pα̃,j is a vector with polynomials of degree |α̃| − 1 for compo-




is well dened for ~ω0 ∈ L1σ(n) and |α̃| ≤ n+1.






The Laplacian maps the space of polynomials onto itself, but it is not one to one.
Beyond the fact that the kernel is non-empty, there are three easily obtained inverses
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for each monomial. Suppose we want to obtain a polynomial such that
∆P (x) = xα









































1 = 0, stop. Otherwise proceed as before. Since at each step the terms
in the remainder are formed by taking two powers away from one of the xj for j 6= 1




























(α1 + 2(i+ j − 1))!
α2!
(α2 − 2(i− 1))!
α3!
(α3 − 2(j − 1))!
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so P1 is a polynomial of degree |a| + 1. We'll dene the inverse Laplacian ∆−11 via
∆−11 x
α = P1, and extend this denition using linearity to the space of all polynomials.
One could use this same algorithm to produce an inverse by integrating in x2 or x3
instead. We'll let ∆−12 and ∆
−1

























Note that this denition of the inverse Laplacian does not in general commute with
derivatives.
A.4 Projection operators
Proposition A.4.1. The operators Pρ,α,i(t) dened in (3.17) are projection operators
on L1(n) × L1(n) for i = 1, 2 and |α| ≤ n. Also, the operators P~ω,α̃,j(t) dened in
(3.18) are projection operators on L1σ(n) for j = 1, 2 and |α̃| ≤ n+ 1.
In d = 3 the formulas for the wave operators dened in (2.26) are given by


































These formulas clearly make sense for polynomials as well as for functions in W 2,1.
Furthermore if h is a polynomial of degree n, then it's clear that any of these wave
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operators applied to h produces a polynomial of degree n. We'll make use of the
following lemmas:
Lemma A.4.2 (Self adjoint properties). Let f be a polynomial of degree less than or
equal to n and let g ∈ W 2,1(n). Then for any t ∈ R we have
〈w(t) ∗ f, g〉 = 〈f, w(t) ∗ g〉
〈∂tw(t) ∗ f, g〉 = 〈f, ∂tw(t) ∗ g〉
〈∂2tw(t) ∗ f, g〉 = 〈f, ∂2tw(t) ∗ g〉
Proof. For such f and g we can use substitutions to obtain the following:





























= 〈f, w(t) ∗ g〉
We also nd





























































〈∂tw(t) ∗ f, g〉 = 〈f, ∂tw(t) ∗ g〉
The proof that 〈∂2tw(t) ∗ f, g〉 = 〈f, ∂2tw(t) ∗ g〉 is similar.
Proof of Proposition A.4.1. We begin by working with the Pρ,α,i(t) operators in (3.17).
It's clear from the above expressions in (A.13) that the (negative time) wave solution
operators applied to the Hermite polynomial are polynomials of degree α in x. Hence
the operators Pρ,α,i(t) given above are well dened on spaces for |α| ≤ n. I claim that
































































, GW (t) ∗
[
Kν(t) ∗ ∂βxφ0 êj
]〉



















)êi, GW (−t) ∗GW (t) ∗
[
Kν(t) ∗ ∂βxφ0 êj
]〉
For Schwartz class functions g the wave evolution via convolution with GW (t) is
invertible, hence
GW (−t) ∗GW (t) ∗
[
Kν(t) ∗ ∂βxφ0 êj
]
= Kν(t) ∗ ∂βxφ0 êj


























hence we have our result.
Next, we consider the operators P~ω,α̃,j(t). We recall that the vectors ~pα̃,j dened
in (A.8) and (A.10) have components which are polynomials of degree |α̃| − 1, hence
the operators PB,α̃,j(t) are dened on L1σ(n) for |α̃| ≤ n + 1. Furthermore, if we let
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using the orthogonality property in (A.12), so the operators P~ω,α̃,j(t) form a family
of mutually orthogonal projections.
A.4.1 Explicit calculation of the coecients of the projections























Proposition A.4.3. The coecients cρ,α,i(t) and c~ω,α̃,j(t), as well as their derivatives,
are given in the following tables.
153
α j cρ,α,j(t) ∂tcρ,α,j(t)
0 1 〈1, ρ〉 0




































































































































































 , ~ω〉 −〈u2, u2〉+ 〈u1, u1〉
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for i = 1, 2 and α ≤ 2. To this end we compute G∗W (−t) acting on each Hermite

















































































































































We obtain the last column by dierentiating each of these coecients with respect
to time:





































































































































































































































































































A.5 Explicit calculations from the existence proof
A.5.1 Estimates on the Duhamel term for a(t):
Estimate diagram
There are a large number of estimates, so I created the following diagram of the
estimates made for all of the various values of t, p, n, along with the choices of p1, p3




0 < t <∞
0 < t <∞
t ≥ 1
1 ≤ p ≤ ∞








p1 = p3 =
3
2
p1 = p3 =
3
2
p1 = p3 = 2
p1 = 8
p3 = 8/3





























0 < n < 1
1 ≤ n < 3/2
3/2 < n ≤ 2
1 < n < 2
n = 1
n = 2
0 < n < 1
1 < n < 2
1 ≤ n < 2
1 ≤ n < 3/2
15
8
< n ≤ 2





0 < t <∞
t < 1
t < 1
0 < t <∞
t > 1
0 < t <∞




0 < t <∞
t ≥ 1
t < 1
0 < t <∞
t ≥ 1
1 ≤ p ≤ ∞
1 ≤ p ≤ ∞
1 ≤ p < 6/5
1 ≤ p ≤ ∞
1 ≤ p < 6/5
1 ≤ p ≤ ∞
6/5 ≤ p ≤ ∞
6/5 ≤ p ≤ ∞
1 ≤ p < 3/2




1 ≤ p < 3/2




1 ≤ p < 3/2
1 ≤ p < 6/5
3/2 ≤ p ≤ 2
1 ≤ p < 3/2
1 ≤ p < 6/5









p1 = p3 = 3/2
p1 = 3/2
p3 = 2
p1 = p3 = 3/2
p1 = p3 = 2
p1 = 8
p3 = 8/3
p1 = p3 =
12
5









p1 = p3 = 2
p1 = 6/5
p3 = 2




































































whereas for t < 1 this estimate gives
































































































2 (1 + s)−1−bnc1‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|















2 (1 + s)−1−bnc1ds‖(a, ~ω)‖2Xn,k
≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|
2 (1 + t)−1−bnc1
Weighted estimates
Case I1, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p ≤ ∞ For 0 < n < 1 we can

































whereas for 1 < n < 2 precisely the same estimate holds by taking p1 = p3 = 3/2 in
(4.18). For t < 1 this bound becomes








Case I1, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t ≥ 1, 1 ≤ p ≤ ∞ For 1 ≤ n < 3/2 we
can use (4.18) by taking p1 = 2, p3 = 6/5 and for 3/2 < n ≤ 2 we can use p1 = 6/5,





































for 0 < t <∞.
Case I1, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t < 1, 1 ≤ p < 6/5 Same estimate as above.
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Case I1, n = 1, 2, t < 1, 6/5 ≤ p ≤ ∞ Here we can choose p1 = 3/2, p3 = 2 for


















































Case I2, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p < 3/2 For 0 < n < 1 use




































The case 1 < n < 2 is also similar, and we can show that the L̊p(n) norms have the
correct behavior for 1 ≤ p < 3/2 by taking p1 = p3 = 3/2 in (4.18).























































2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|















2 (1 + s)−1−bnc1ds‖(a, ~ω)‖2Xn,k
≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|
2 (1 + t)−1−bnc1
Case I2, 1 < n < 2, 0 < t <∞, 3/2 ≤ p ≤ 2 For the L̊p(n) norms for 3/2 ≤ p ≤ 2












































Case I2, 1 ≤ n < 2, 0 < t <∞, p =∞ For 1 ≤ n < 2 we can set q1 = 6 by choos-
ing p1 = 8/3 and p3 = 8 using (4.17), and show that the L̊
∞(n) norms have the












2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|





Case I2, 1 ≤ n < 2, t ≥ 1, |α| < k, p =∞ We can then match the decay rate for
p = ∞, |α| < k by keeping the derivatives on the nonlinearity and using β = α + ej










2 (1 + s)−1−bnc1+nds‖(a, ~ω)‖2Xn,k
≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|
2 (1 + t)−1−bnc1+n
Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t ≥ 1, 1 ≤ p < 3/2 We can choose p1 = 2,







































for 1 ≤ p < 3/2, which decays appropriately quickly as t→∞.
Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t < 1, 1 ≤ p < 6/5 Note also that the bound
above holds for t < 1, and hence the weighted Lp norms tend to zero as t → 0 for
1 ≤ p < 6/5.
Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, 0 < t <∞, 3/2 ≤ p ≤ 2 For 3/2 ≤ p ≤ 2
we can set q1 = 3/2 by choosing p1 = p3 = 2 using (4.17) for 1 ≤ n < 3/2 and (4.18)








































for 0 < t <∞.
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2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|




Case I2, 15/8 < n ≤ 2, t > 1, |α| < k, p =∞ Use 4.11 with β = α+ ej, with p1 =










2 (1 + s)−1−bnc1+nds‖(a, ~ω)‖2Xn,k
≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|
2 (1 + t)−1−bnc1+n





0 < t <∞
0 < t <∞
1 ≤ p ≤ ∞




≤ p ≤ 2
p =∞
p1 = p3 =
3
2
p1 = p3 =
3
2





























0 < n < 1
1 ≤ n < 3/2
3/2 < n ≤ 2
1 < n < 2
n = 1
n = 2
0 < n < 1
1 < n < 2
1 ≤ n < 2
1 ≤ n < 3/2
15
8
< n ≤ 2





0 < t <∞
t < 1
t < 1
0 < t <∞
0 < t <∞
0 < t <∞
t ≥ 1
t < 1
0 < t <∞
t ≥ 1
t < 1
0 < t <∞
1 ≤ p ≤ ∞
1 ≤ p ≤ ∞
1 ≤ p < 6/5
1 ≤ p ≤ ∞
1 ≤ p < 6/5
1 ≤ p ≤ ∞
6/5 ≤ p ≤ ∞
6/5 ≤ p ≤ ∞
1 ≤ p < 3/2
3/2 ≤ p ≤ 2
p =∞
1 ≤ p < 3/2
3/2 ≤ p ≤ 2
p =∞
1 ≤ p < 3/2
1 ≤ p < 6/5
3/2 ≤ p ≤ 2
1 ≤ p < 3/2
1 ≤ p < 6/5
3/2 ≤ p ≤ 2
p =∞





p1 = p3 = 3/2
p1 = 3/2
p3 = 2
p1 = p3 = 3/2
p1 = p3 = 2
p1 = 8
p3 = 8/3







p1 = p3 = 2
p1 = 6/5
p3 = 2
































































































































2 (1 + t)−1−bnc1‖(a, ~ω)‖2Xn,k










2 (1 + s)−1−bnc1‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|
2 (1 + t)−1−bnc1‖(a, ~ω)‖2Xn,k
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Weighted estimates
Case I1, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p ≤ ∞ For 0 < n < 1 we can
























whereas for 1 < n < 2 precisely the same estimate holds by taking p1 = p3 = 3/2 in
(4.18). For t < 1 this bound becomes








Case I1, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t ≥ 1, 1 ≤ p ≤ ∞ For 1 ≤ n < 3/2 we
can use (4.18) by taking p1 = 2, p3 = 6/5 and for 3/2 < n ≤ 2 we can use p1 = 6/5,

























2 (1 + t)n−
4
3
for 0 < t <∞.
Case I1, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t < 1, 1 ≤ p < 6/5 Same estimate as above.
Case I1, n = 1, 2, t < 1, 6/5 ≤ p ≤ ∞ Here we can choose p1 = 3/2, p3 = 2 for












































Case I2, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p < 3/2 For 0 < n < 1 use



























The case 1 < n < 2 is also similar, and we can show that the L̊p(n) norms have the
correct behavior for 1 ≤ p < 3/2 by taking p1 = p3 = 3/2 in (4.18).


























2 (1 + t)−1−bnc1+n‖(a, ~ω)‖2Xn,k











2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|
2 (1 + t)−1−bnc1+n‖(a, ~ω)‖2Xn,k
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Case I2, 1 < n < 2, 0 < t <∞, 3/2 ≤ p ≤ 2 For the L̊p(n) norms for 3/2 ≤ p ≤ 2

































Case I2, 1 ≤ n < 2, 0 < t <∞, p =∞ For 1 ≤ n < 2 we can set q1 = 6 by choos-
ing p1 = 8/3 and p3 = 8 using (4.17), and show that the L̊
∞(n) norms have the










2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|
2 (1 + t)−1−bnc1+n‖(a, ~ω)‖2Xn,k
Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t ≥ 1, 1 ≤ p < 3/2 We can choose p1 = 2,






























for 1 ≤ p < 3/2, which decays appropriately quickly as t→∞.
Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, t < 1, 1 ≤ p < 6/5 Note also that the bound
above holds for t < 1, and hence the weighted Lp norms tend to zero as t → 0 for
1 ≤ p < 6/5.
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Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, 0 < t <∞, 3/2 ≤ p ≤ 2 For 3/2 ≤ p ≤ 2
we can set q1 = 3/2 by choosing p1 = p3 = 2 using (4.17) for 1 ≤ n < 3/2 and (4.18)

























2 (1 + t)−2+n‖(a, ~ω)‖2Xn,k
for 0 < t <∞.











2 (1 + s)−1−bnc1+n‖(a, ~ω)‖2Xn,kds
≤ Ct−1−
|α|
2 (1 + t)−1−bnc1+n‖(a, ~ω)‖2Xn,k





0 < t <∞
0 < t <∞
t ≥ 1
1 ≤ p ≤ ∞




p1 = p3 =
3
2


































0 < n < 1
1 ≤ n < 3/2
3/2 < n ≤ 2
1 < n < 2
0 < n < 1
1 < n < 2
1 ≤ n < 2
1 ≤ n < 3/2
15
8
< n ≤ 2
0 < t <∞
0 < t <∞
0 < t <∞
0 < t <∞
0 < t <∞
t > 1
0 < t <∞
0 < t <∞
t ≥ 1
0 < t <∞
0 < t <∞
t ≥ 1
1 ≤ p ≤ ∞
1 ≤ p ≤ ∞
1 ≤ p ≤ ∞
1 ≤ p ≤ ∞








1 ≤ p ≤ 2









p1 = p3 = 3/2
p1 = p3 = 3/2
p1 = 8
p3 = 8/3
p1 = p3 =
12
5








































































whereas for t < 1 this estimate gives































































4 (1 + s)−
1
6ds
For t > 1 we have
I2 ≤ C‖(a, ~ω)‖2Xn,kt
−1− |α|




















vs for t < 1 we have














































Case I1, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p ≤ ∞ For 0 < n < 1 we can































whereas for 1 < n < 2 precisely the same estimate holds by taking p1 = p3 = 3/2 in
(4.18). For t < 1 this bound becomes








Case I1, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, 0 < t <∞, 1 ≤ p ≤ ∞ For 1 ≤ n < 3/2
we can use (4.18) by taking p1 = 2, p3 = 6/5 and for 3/2 < n ≤ 2 we can use p1 = 6/5,


































for 0 < t <∞.
Case I2, 0 < n < 1 and 1 < n < 2, 0 < t <∞, 1 ≤ p ≤ 2 For 0 < n < 1 use (4.16)
with β = α, p1 = p3 = 3/2 using (4.17) and for 1 < n < 2 we can use use (4.16) with
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For t < 1 this gives








whereas for t > 1 we can use
I2 ≤ C‖(a, ~ω)‖2Xn,kt
− |α|































Case I2, 0 < n < 1 and 1 ≤ n < 2 and 158 < n ≤ 2 , 0 < t <∞, p =∞ For 0 <
n < 1 we use (4.16) with β = α, p1 = 8, p3 = 8/3 using (4.17), whereas for 1 ≤ n < 2
we use (4.16) with β = α, p1 = 8/3, p3 = 8 using (4.18), and for
15
8
< n ≤ 2 we use

































Case I2, 0 < n < 1 and 1 ≤ n < 2 and 158 < n ≤ 2 , t > 1, p =∞, |α| < k For 0 <
n < 1 we use (4.16) with β = α, p1 = p3 = 12/5 using (4.17), whereas for 1 ≤ n < 2
we use (4.16) with β = α, p1 = 2, p3 = 3 using (4.17), and for
15
8
< n ≤ 2 we use
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Case I2, 1 ≤ n < 3/2 and 3/2 < n ≤ 2, 0 < t <∞, 1 ≤ p ≤ 2 We can choose p1 =























































for 1 ≤ p ≤ 2, which has the right behavior for 0 < t <∞.
A.6 Temporal behavior of the Hermite proles
We prove Proposition 5.1.1.
Proof. Note from the explicit formulas we can write















∂2tw(t) ∗Kν(t) ∗ ∂αxφ0 = ∂αx
[ c1
(1 + νt)3/2




















One can see that these remain bounded in L̊∞(n) as t→ 0 by inspecting the Fourier
transform representation:








− (1 + νt)|ξ|2
]]
dξ







− (1 + νt)|ξ|2
]]
dξ







− (1 + νt)|ξ|2
]]
dξ
The L̊1(n) norms also remain bounded as t → 0, which we can see by splitting the
integral and using the fact that for |x| > 1 these functions are smooth and have
















Using Young's inequality, our heat-wave estimates and our knowledge of the L̊p(k)
decay rates of the term Kν(t) ∗ ∂αxφ, we obtain the upper bounds



















































It remains to obtain lower bounds. Assume t > 1. We start with ∂tw(t) ∗Kν(t) ∗
∂xφ0. We rst bound the L̊
1(n) norms, and then bound the L̊∞(n) norms. For general
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L̊p(n) norms, one can then interpolate. For the L̊1(n) norms, we use the substitution
x̃ = x(1 + νt)−1/2, τ = ct(1 + νt)−1/2 and split the integral into two regions:
‖∂tw(t) ∗Kν(t) ∗ ∂αxφ0‖L̊1(n)








∣∣∣∂αx̃ [(|x̃| − τ) exp[− (|x̃|−τ)24 ] + (|x̃|+ τ) exp[− (|x̃|+τ)24 ]2|x̃|(4π)3/2 ]∣∣∣dx̃













∣∣∣∂αx̃ [(|x̃| − τ) exp[− (|x̃|−τ)24 ] + (|x̃|+ τ) exp[− (|x̃|+τ)24 ]2|x̃|(4π)3/2 ]∣∣∣dx̃]
For the integral over the rst region one can pull out the exponential decay in time,
and the remaining terms are bounded and the region is bounded. Thus this term









∣∣∣∂αx̃ [(|x̃| − τ) exp[− (|x̃|−τ)24 ] + (|x̃|+ τ) exp[− (|x̃|+τ)24 ]2|x̃|(4π)3/2 ]∣∣∣dx̃








∣∣∣∂αx̃ [(|x̃| − τ) exp[− (|x̃|−τ)24 ]|x̃| ]∣∣∣








∣∣∣∂αx [(|x̃|+ τ) exp[− (|x̃|+τ)24 ]|x̃| ]∣∣∣dx̃
For the second term we can again pull out the exponential time decay, and the
179









∣∣∣∂αx̃ [(|x̃| − τ) exp[− (|x̃|−τ)24 ]|x̃| ]∣∣∣dx̃










∣∣∣∂αx̃ [(r − τ) exp[− (r−τ)24 ]r ]∣∣∣drdS(θ)










∣∣∣∂αx̃ [ r̃ exp[− r̃24 ]r̃ + τ ]∣∣∣dr̃dS(θ)










∣∣∣∂αx̃ [ r̃ exp[− r̃24 ]r̃ + τ ]∣∣∣dr̃dS(θ)
By explicitly computing the derivatives, it's straightforward to check that
∣∣∣∂αx̃ [ r̃ exp[− r̃24 ]r̃ + τ ]∣∣∣
is a Gaussian in r̃ times a well behaved function for |α| ≤ 2 and decays as (1 + τ)−1











∣∣∣∂αx̃ [ r̃ exp[− r̃24 ]r̃ + τ ]∣∣∣dr̃dS(θ) ≥ C(1 + t)n− |α|2 + 12
For the L̊∞(n) norms we again make the substitution x̃ = x(1 + νt)−1/2, τ =



































∣∣∣∂αx̃ [c1(E− + E+) + c2E+ − E−|x̃| ]∣∣∣]
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The sup over the region |x̃| ≤ 1 decays exponentially in time, so the sup over |x̃| > 1










∣∣∣∂αx̃ [ |x̃| − τ|x̃| exp [− (|x̃| − τ)24 ]]∣∣∣
− |x̃|n
∣∣∣∂αx̃ [ |x̃|+ τ|x̃| exp [− (|x̃|+ τ)24 ]]∣∣∣]
is the supremum of a sum of two terms. The second term is bounded with a bound




















∣∣∣∂αx̃ [ r̃r̃ + τ exp [− r̃24 ]]∣∣∣]
Again one can explicitly compute
∣∣∣∂αx̃ [ r̃ exp[− r̃24 ]r̃ + τ ]∣∣∣






∣∣∣∂αx̃ [ |x̃| − τ|x̃| exp [− (|x̃| − τ)24 ]]∣∣∣] ≥ C(1 + t)n2− 12
Hence at some time the supremum of the sum must be found by the supremum of
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this rst term.
Next we look at w(t) ∗Kν(t) ∗ ∂xφ0. Starting with the L̊1(n) norms we have
‖w(t) ∗Kν(t) ∗ ∂αxφ0‖L̊1(n)










∣∣∣∂αx̃ [exp[− (|x̃|+τ)24 ]− exp[− (|x̃|−τ)24 ](4π)3/2c|x̃| ]∣∣∣dx̃















∣∣∣∂αx̃ [exp[− (|x̃|+τ)24 ]− exp[− (|x̃|−τ)24 ](4π)3/2c|x̃| ]∣∣∣dx̃]














∣∣∣∂αx̃ [exp[− (|x̃|+τ)24 ](|x̃| ]∣∣∣dx̃

















∣∣∣∂αx̃ [exp[− r̃24 ]r̃ + τ ]∣∣∣dr̃dS(θ, φ)












∣∣∣∂αx̃ [exp[− (|x̃|−τ)24 ]|x̃| ]∣∣∣dx̃ ≥ C(1 + t)n2 + 12
The analysis for the L̊∞(n) norms is similar.
The analysis is largely the same for ∂2tw(t)∗Kν(t)∗∂xφ0 as for the previous cases,










For the upper bounds on Π∂tw(t) ∗ Kν(t) ∗ ∂αxφ0 and Π∂2tw(t) ∗ Kν(t) ∗ ∂αxφ0
we simply note that the Π operator commutes with heat-wave operators, and since
Π∂xiφ0 is Schwartz-class for any i, we let i be some index such that αi > 0 and we
have for large times
‖Π∂tw(t) ∗Kν(t) ∗ ∂αxφ0‖L̊p(k) ≤ ‖∂tw(t) ∗ ∂
α−ei
x Kν(t)‖L̊p(k)‖Π∂xiφ0‖L1
+ ‖∂tw(t) ∗ ∂α−eix Kν(t)‖Lp‖Π∂xiφ0‖L̊1(k)







and small time estimates as well as estimates on the other Hermite term can be
obtained similarly.
A.7 Improved decay of ~vN(t)
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A.7.1 Proof of the improved decay rate for ρN(t)























∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥Lq1ds
=: J1 + J2
For J1 we make a modied estimate by taking all of the derivatives o of the nonlin-
earity and onto the heat-wave propagator by using our heat estimate. We can then









































For J2, we can use the same estimate as before. Taking the divergence and ∂
α
x o of
the nonlinearity by using our heat estimate, setting q1 = 1, using Hölder's inequality













































A.7.2 Proof of the improved decay rate for ~ωN(t)
















∥∥∥∂αxKν(t− s2 ) ∗ [∇ ·N(a(s), ~ω(s))]∥∥∥Lq1ds =: J1 + J2
For J1 we make a modied estimate by taking all of the derivatives o of the nonlin-
earity and onto the heat-wave propagator by using our heat estimate. We can then






































For J2, we can use the same estimate as before. Taking the divergence and ∂
α
x o of
the nonlinearity by using our heat estimate, setting q1 = 1, using Hölder's inequality
































































and let Lñ,n(t) be as in (4.6).
A.8.1 Estimates for the decay rates of aNR(t)
Estimate map







+µ for all of the
estimates in the asymptotic analysis:
(I, J) = (H,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2




(I, J) = (H,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0




























(I, J) = (LR,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2











(I, J) = (LR,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0





























(I, J) = (N,N)
I1
I2
1 ≤ p ≤ ∞
µ = 0
1 ≤ p ≤ ∞
µ = n








p3 = p4 = 6/5
p3 = p4 = 6/5
0 < n < 1
p3 = p4 = 6/5







1 < n ≤ 2
p1 = p3 = 3/2
p1 = p3 = 12/5
p1 = p3 = 3/2
0 < n < 1
1 < n < 2
p1 = 2, p3 = 6/5
1 ≤ n < 3/2
p1 = 6/5, p3 = 2
3/2 < n ≤ 2
p1 = p3 = 12/5
0 < n < 7/4
7/4 < n ≤ 2
p1 = 3, p3 = 2









































Case IJ = (H,LR)















































































































































































Case IJ = (LR,LR)
























































































































































2 (1 + t)−1−n+µ
Case IJ = (H,N)



































































































































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose










































































































































































Case IJ = (LR,N)


































































































































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose


































































































































































Case IJ = (N,N)


















‖aN‖L 65 + ‖~ωN‖L 65
)(
















































Case I1, 1 ≤ p ≤ ∞, µ = n For 0 < n < 1 we split the weight evenly between the
two terms and we can then apply Cor. 2.2.2 (b) to both terms and pull out the rst






































































































































For 1 ≤ n < 2 we split the weight unevenly between the two terms and apply Cor.




























































Here the choice of p3 = p4 = 6/5 satises the constraints imposed by the use of Cor.
































































For 1 < n ≤ 2 we can obtain a dierent bound, and note that in the overlapping region
1 < n < 2 we can use the better of the two estimates. We split the weight unevenly
in a dierent way and apply Cor. 2.2.2 (b), (c) to the terms with respectively less





























































In this case the choice of p3 = 15/13, p4 = 5/4 satises the constraints imposed by
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for some index k̃. For 0 < n < 1 we use Cor. 2.2.2 (b) and choose p1 = p3 = 3/2,
whereas for 1 < n < 2 we also choose p1 = p3 = 3/2 using Cor. 2.2.2 (c), and obtain
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γ2





















































We can also obtain the same bound for 1 ≤ n < 3/2 using Cor. 2.2.2 (c) with p1 = 2,
p3 = 6/5 for 1 ≤ p ≤ 2, and also for 3/2 < n ≤ 2 using Cor. 2.2.2 (c) with p1 = 6/5,
p3 = 2.
Case I2, p =∞, µ = n For p =∞ and 0 < n < 7/4 we can use Cor. 2.2.2 (b) by
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and for 7/4 < n ≤ 2 we can obtain the same bound by using Cor. 2.2.2 (c). For














































Collecting the rates and nding the slowest decay rate:
The rates are as follows:


























































Plotting these rates in Mathematica, it's easy to see that the slowest of these rates
for 1 ≤ p ≤ 2 is given by rate 11 for 0 ≤ n ≤ 1/3, rate 6 for 1/3 ≤ n ≤ 1/2, then rate
12 for n > 1/2. Similarly for p =∞ the slowest rate is given by rate 6 for 0 ≤ n ≤ 1
and rate 10 for n > 1. The rates bn,p are then dened piecewise to match the slowest
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of the above rates.
A.8.2 Estimates for the decay rates of ~ωNR(t)
Estimate map







+µ for all of the
estimates in the asymptotic analysis:
(I, J) = (H,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2




(I, J) = (H,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0




























(I, J) = (LR,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2











(I, J) = (LR,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0





























(I, J) = (N,N)
I1
I2
1 ≤ p ≤ ∞
µ = 0
1 ≤ p ≤ ∞
µ = n








p3 = p4 = 6/5
p3 = p4 = 6/5
0 < n < 1
p3 = p4 = 6/5







1 < n ≤ 2
p1 = p3 = 3/2
p1 = p3 = 12/5
p1 = p3 = 3/2
0 < n < 1
1 < n < 2
p1 = 2, p3 = 6/5
1 ≤ n < 3/2
p1 = 6/5, p3 = 2
3/2 < n ≤ 2
p1 = p3 = 12/5
0 < n < 7/4
7/4 < n ≤ 2
p1 = 3, p3 = 2









































Case IJ = (H,LR)






























2 (1 + t)µL0(t)
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Case IJ = (LR,LR)























































































































2 (1 + t)−1−n+µ
Case IJ = (H,N)




































































































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose

























































































































































Case IJ = (LR,N)




































2 (1 + t)µ+g1(n)L16/33(t)




























































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose

















































































































































Case IJ = (N,N)
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2 (1 + t)g1(n)L16/33(t)
Case I1, 1 ≤ p ≤ ∞, µ = n For 0 < n < 1 we split the weight evenly between the
two terms and we can then apply Cor. 2.2.2 (b) to both terms and pull out the rst

































































































2 (1 + t)n+g1(n)L16/33(t)
For 1 ≤ n < 2 we split the weight unevenly between the two terms and apply Cor.














































Here the choice of p3 = p4 = 6/5 satises the constraints imposed by the use of Cor.

















































2 (1 + t)n
For 1 < n ≤ 2 we can obtain a dierent bound, and note that in the overlapping region
1 < n < 2 we can use the better of the two estimates. We split the weight unevenly
in a dierent way and apply Cor. 2.2.2 (b), (c) to the terms with respectively less














































In this case the choice of p3 = 15/13, p4 = 5/4 satises the constraints imposed by
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2 (1 + t)n
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)(‖∂γ1−ek̃x aN‖Lp1 + ‖∂γ1−ek̃x ~ωN‖Lp1)
×
(
‖∂γ2x aN‖Lp3 (n) + ‖∂γ2x ~ωN‖Lp3 (n)
)
ds
for some index k̃. For 0 < n < 1 we use Cor. 2.2.2 (b) and choose p1 = p3 = 3/2,
whereas for 1 < n < 2 we also choose p1 = p3 = 3/2 using Cor. 2.2.2 (c), and obtain
209
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We can also obtain the same bound for 1 ≤ n < 3/2 using Cor. 2.2.2 (c) with p1 = 2,
p3 = 6/5 for 1 ≤ p ≤ 2, and also for 3/2 < n ≤ 2 using Cor. 2.2.2 (c) with p1 = 6/5,
p3 = 2.
Case I2, p =∞, µ = n For p =∞ and 0 < n < 7/4 we can use Cor. 2.2.2 (b) by














‖∂γ2x aN‖L 125 (n) + ‖∂
γ2






















and for 7/4 < n ≤ 2 we can obtain the same bound by using Cor. 2.2.2 (c). For















































A.8.3 Estimates for the decay rates of ρNR(t)
Estimate map








+µ for all of the
estimates in the asymptotic analysis:
(I, J) = (H,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2




(I, J) = (H,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0




























(I, J) = (LR,LR)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p2 = 2
p1 = p2 = 2











(I, J) = (LR,N)
I1
I2
1 ≤ p ≤ ∞
1 ≤ p ≤ 2
p =∞
p1 = p3 = 3/2
p1 = p3 = 3/2
γ2 = 0
p1 = p2 = 2
γ2 6= 0
p1 = 3, p2 = 2
γ2 = 0





























(I, J) = (N,N)
I1
I2
1 ≤ p ≤ ∞
µ = 0
1 ≤ p ≤ ∞
µ = n








p3 = p4 = 6/5
p3 = p4 = 6/5
0 < n < 1
p3 = p4 = 6/5







1 < n ≤ 2
p1 = p3 = 3/2
p1 = p3 = 12/5
p1 = p3 = 3/2
0 < n < 1
1 < n < 2
p1 = 2, p3 = 6/5
1 ≤ n < 3/2
p1 = 6/5, p3 = 2
3/2 < n ≤ 2
p1 = p3 = 12/5
0 < n < 7/4
7/4 < n ≤ 2
p1 = 3, p3 = 2









































Case IJ = (H,LR)

































































































































































Case IJ = (LR,LR)




















































































































































Case IJ = (H,N)






















































































































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose

















































































































































































Case IJ = (LR,N)










































2 (1 + t)µ+g1(n)L16/33(t)






































































Case I2, 1 ≤ p ≤ 2, γ2 6= 0 For some k̃ we have γ2 = γ3 + ek̃. Here we choose









































































































































































Case IJ = (N,N)
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Case I1, 1 ≤ p ≤ ∞, µ = n For 0 < n < 1 we split the weight evenly between the
two terms and we can then apply Cor. 2.2.2 (b) to both terms and pull out the rst




























































































































For 1 ≤ n < 2 we split the weight unevenly between the two terms and apply Cor.

























































Here the choice of p3 = p4 = 6/5 satises the constraints imposed by the use of Cor.



























































For 1 < n ≤ 2 we can obtain a dierent bound, and note that in the overlapping region
1 < n < 2 we can use the better of the two estimates. We split the weight unevenly
in a dierent way and apply Cor. 2.2.2 (b), (c) to the terms with respectively less


























































In this case the choice of p3 = 15/13, p4 = 5/4 satises the constraints imposed by
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for some index k̃. For 0 < n < 1 we use Cor. 2.2.2 (b) and choose p1 = p3 = 3/2,
whereas for 1 < n < 2 we also choose p1 = p3 = 3/2 using Cor. 2.2.2 (c), and obtain
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We can also obtain the same bound for 1 ≤ n < 3/2 using Cor. 2.2.2 (c) with p1 = 2,
p3 = 6/5 for 1 ≤ p ≤ 2, and also for 3/2 < n ≤ 2 using Cor. 2.2.2 (c) with p1 = 6/5,
p3 = 2.
Case I2, p =∞, µ = n For p =∞ and 0 < n < 7/4 we can use Cor. 2.2.2 (b) by
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and for 7/4 < n ≤ 2 we can obtain the same bound by using Cor. 2.2.2 (c). For
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