Abstract A common approach to improve the reliability of query results based on error-prone sensors is to introduce redundant sensors. However, using multiple sensors to generate the value for a data item can be expensive, especially in wireless environments where continuous queries are executed. Moreover, some sensors may not be working properly and their readings need to be discarded. In this paper, we propose a statistical approach to decide which sensor nodes to be used to answer a query. In particular, we propose to solve the problem with the aid of continuous probabilistic query (CPQ), which is originally used to manage uncertain data and is associated with a probabilistic guarantee on the query result. Based on the historical data values from the sensor nodes, the query type, and the requirement on the query, we present methods to select an appropriate set of sensors and provide reliable answers for several common aggregate queries. Our statistics-based sensor node selection algorithm is demonstrated in a number of simulation experiments, which shows that a small number of sensor nodes can provide accurate and robust query results.
Introduction
Recent advances in sensor technology have made it possible to develop low-power and low-cost sensors, so that large wireless sensor networks with thousands of sensors are well within the realm of reality. These large sensor networks are able to support many new applications, including habitat monitoring, collecting data like temperature, pressure, rainfall, wind speed etc., where their values are being monitored continuously.
A major problem with sensor based monitoring is that the readings are noisy and error-prone (Niculescu and Nath, 2004) . A possible approach to improve the reliability of the monitoring process, given the rapid drop in sensor prices, is to use multiple sensors to monitor the same region. For example, to monitor the temperature of a room, multiple sensors can be installed in the room and the average of the values returned by these sensors is considered as the actual temperature of the room. The major drawback in deploying multiple redundant sensors is the resulting consumption of scarce network bandwidth, which is a critical resource in a wireless sensor system. It is also questionable whether the increase in the number of sensors leads to a proportional increase in the accuracy of the monitoring process. In particular, since some sensors may not work properly, they may generate abnormal readings that skew the average value. We identify two key issues that need to be solved before we can deploy multiple redundant sensors effectively: (1) how to determine the smallest number of sensors that can achieve a guaranteed level of accuracy in the monitoring process (2) how to determine which sensors should be selected, or conversely, when to leave out certain sensors generating abnormal readings, noting that determining an 'abnormal' reading is far from trivial.
A promising approach to solve these two fundamental issues is to use the notion of probabilistic queries. Probabilistic query was originally used to evaluate data with inherent uncertainty (such as sampling and measurement error), and it augments confidence to answers with probabilistic guarantees (Cheng et al., 2003) . In the previous example of monitoring the temperature of a room, the result can be modeled using a Gaussian distribution. Thus a probabilistic query asking "Which room has a 60% chance of yielding a temperature over 20
• C" will return names of rooms with a probability over 60% of satisfying the query. In the example, the "60%" is the probabilistic requirement of a probabilistic query, which can be viewed as the level of confidence required for answers to a particular query.
It is possible to use probabilistic queries as a tool to derive the optimal number of redundant sensors used. By collecting various readings from the entities (or physical signals) in the same region, we can derive the distribution of error for the true reading. A probabilistic query can then be evaluated on the reading (with uncertainty) and yield probabilistic answers. More importantly, the uncertainty information used to derive the probabilistic results can help us to find out which sensors are required for reliable readings. In practice, queries in such kinds of systems are being evaluated for an extended amount of time (called continuous queries). We study the continuous version of probabilistic queries, called continuous probabilistic queries (CPQ), which remain active and access data during a user-defined period. An example is "Tell me the highest temperature of the rooms from A to D from now to 10 minutes later".
The continuous execution of queries makes the sensor selection problem even more critical to the computation and communication overhead for query processing, since selecting excessive number of sensors can create a large communication bottleneck.
Each CPQ is associated with a probabilistic requirement and the reported query results need to meet the accuracy requirement. For example, for a range count query, it needs to indicate the number of entities within the range with the required probability specified in the query. For a query regarding the average, it has to return results with bounded variance specified in the average query.
In this paper, we focus on selecting the right set of sensors for multiple sensor aggregation in order to obtain data values that are precise enough to meet the probabilistic requirement of the queries. We concentrate on probabilistic queries with aggregate functions such as mean, maximum and minimum, and propose different forms of probabilistic requirements for each of them, which allow users to specify as a quality guarantee. We also analyze the impact of data on the accuracy of query results for various types of aggregate queries. Based on the analyses, we propose algorithms to determine the accuracy requirements of individual data items being queried. We partition the sensor network into regions and propose an approach to determine (1) the sampling period for each region adaptively; (2) the sample size and the set of sensors for multiple sensor aggregation within a region at a certain sampling time and (3) the set of regions to use in order to obtain the query result while meeting the associated accuracy requirements. This paper is organized as follows. In Section 2 we discuss related works. Section 3 describes the wireless sensor model as well as the underlying sensor data and query models. In Section 4 we present our algorithms that solve the problems of sensor selection while satisfying the prescribed accuracy requirements for a continuous probabilistic query. The performance of our algorithms is studied using simulation experiments and the results discussed in Section 5. Section 6 concludes the paper.
Related works
There is a large body of research in querying sensor data in wireless sensor. However, it is only recently that researchers have started to consider the effect of data uncertainty as it becomes increasingly evident that the noisy nature of sensor readings must be addressed before users can be confident about the accuracy of sensor-based monitoring. Indeed, researchers have pointed out that there is a lower bound of uncertainty in location measurements in wireless sensor networks (Wang et al., 2004b) .
It has been proposed that probabilistic queries can provide an effective way of evaluating data with uncertainty. The issues of data uncertainty and probabilistic queries are studied extensively in Cheng et al. (2003) . The authors observed that sensor data are only sampled periodically, resulting in inconsistency between system data and the physical entities they model. This inconsistency, or uncertainty of an item, can be represented by a closed bound, together with a probability density function of the data value within the bound. Under this model, they classified probabilistic queries according to whether aggregate operators are involved, as well as the form of the answer. For each query class, they proposed evaluation algorithms and defined the quality of probabilistic answers. Unlike our paper which assumes a wireless sensor network environment, their system model is simple and assumes the host communicates directly with every sensor source. Their method of reducing uncertainty is by sampling hot items more frequently; our approach, on the other hand, selects appropriate sensors to improve reliability in sensor readings. Also, unlike our paper, they do not study continuous queries, and do not allow users to specify probabilistic requirements, which can be seen as a quality guarantee on query results.
A number of researchers have adopted uncertainty reduction approaches for specific types of errors. In Elnahrawy and Nath (2003) the authors proposed a Bayesian approach for reducing one important type of data uncertainty-the random noise. They also proposed algorithms for answering queries over uncertain data. However, their proposed method does not take into consideration the confidence requirement of probabilistic queries. Moreover, their noise cleaning technique aims at cleaning random error of individual sensors, while our method selects the right sensors for aggregation in order to obtain more precise data values to meet the confidence requirement of probabilistic queries with the smallest data collection cost.
The hierarchical sensor network model used in this paper, where a coordinator handles a number of sensors, is similar to that proposed in a number of other works like the micro-sensor net formulated by Kumar (2003) providing authentication and Denial of Services (DoS) protection. Other researchers proposed overlaying a data gathering tree to perform aggregate queries efficiently (Madden et al., 2002) ; a multiple sink version appears in Dubois-Ferriere and Estrin (2004) . Although we also use intermediate nodes to collect data and reduce communication cost in evaluating aggregate queries, we consider probabilistic aggregate queries and sensor uncertainty which none of these works does.
The problem of selecting appropriate sensors in a wireless environment has been studied by researchers, but so far only in the context of improving accuracy in location tracking. In Ertin et al. (2003) and Liu et al. (2003) , mutual information between the distribution of an object's location and the predicted location observed by a sensor is used to compute the information gain due to the sensor. The sensor with the highest information gain is selected to reduce the uncertainty of the sensor reading. Another approach, based on entropy-based selection heuristics, is claimed to be computationally more efficient than the above mutual-information-based methods (Wang et al., 2004a) . Note, however, that these schemes are designed primarily for location tracking. In a previous paper , we proposed a set of sensor selection algorithms for common types of continuous queries where data uncertainty requirements are considered. While that work represents the first comprehensive work on querybased sensor selection methods, it is under the assumption that the regions' values are stable and it does not contain any experimental results to evaluate the performance of the proposed methods. In this paper, we suppose the region's value is changing continuously and made a number of important refinements to our previous work including an approximate evaluation method in the algorithm to determine the maximum allowed variances for the MAX/MIN queries as well as the sensor selection process which is much more efficient. We also introduce the notion of adaptive sampling intervals and the regions will be sampled only when necessary. In addition we used extensive simulation experiments to demonstrate the effectiveness of our approach.
System model and continuous probabilistic queries model
In this section we briefly describe the underlying system model and the query model. The wireless sensor system model consists of a base station (BS) and a collection of sensor nodes. It is assumed that the system environment is divided into a number of regions, each of which consists of a node with high computational capability, called the coordinator node that manages nodes in the same region. The base station is responsible for communication between the coordinator nodes and the users of the system, i.e., transmitting CPQs to the coordinator nodes and returning results to the users. The base station communicates with the coordinator nodes through a low bandwidth wireless network and may require the relay of other sensor nodes and coordinator nodes. We assume that the base station knows the distribution and connections of the coordinator nodes and what sensor data items are represented by each sensor node. Figure 1 illustrates the overall system architecture. A two-level architecture is shown, but the processing model proposed in this paper can be applied to a multiple-level architecture and the regions managed by different coordinators can overlap.
Continuous Probabilistic Query Model
A CPQ is submitted by a user to the sensor network system for the purposes of continuous monitoring and event detection. The answers produced are guaranteed to satisfy the CPQ with some probability specified by the user.
In this paper, we concentrate on aggregate queries i.e., those that generate answers based on an aggregate function on O 1 ,O 2 ,. . . ,O n . In particular, we study the following three common categories of aggregate queries:
r MINIMUM (MAXIMUM): Return the object that contains the minimum (maximum) value among objects O 1 ,O 2 ,. . . ,O n with probability guaranteed to be larger than a threshold value P.
r AVERAGE (SUM): Return the probability density function of the average value (sum) of objects with the variance of the result not larger than σ T . r RANGE COUNT: Return the number of data values that fall within a user-specified interval. The probability that the number is the true count has to exceed a threshold value P. 
When the base station receives a CPQ, it determines the set of data items required by the CPQ according to the required regions of the query and which coordinator nodes are responsible for generating the required data items. The base station then breaks down the CPQ into sub-queries {CPQ 1 , CPQ 2 , . . . ,CPQ n }. Each sub-query CPQ i is then sent to the coordinator node, which is responsible for reading O i and generating a Gaussian distribution for the reading of O i to describe the distribution of O i . Each coordinator sends its results back to the base station, which then computes the final result and sends it back to the user. Figure 2 illustrates an example of a CPQ executing on objects O 1 and O 4 under our system model. The CPQ submitted by the user is broken down into two sub-queries, CPQ 1 and CPQ 4 , which access regions O 1 and O 4 respectively. The results from coordinators for O 1 and O 4 are sent to the base station, which subsequently returns the result to the user.
Sensor data and the role of the coordinator node
We assume that the sampled values from a sensor follow a continuous function of the system environment. Once a sensor data value is generated, it is associated with two time-stamps, called the lower time stamp (lts, the current sampling time) and upper time stamp (uts, the next sampling time), to indicate its validity interval. A data value is invalid at the sampling time of the next value. The time-stamps can be used for ensuring temporal consistency in query execution (Lam and Pang, 2004; Sharaf et al., 2003) such that all the data values are valid at the same time interval. The synchronization of the clocks at different sensor nodes for generating the time-stamps can be done by the coordinator node of the region. Note that the generated sensor data values from a sensor node may contain error due to noises from the surrounding environment.
The sensor nodes in a region are handled by a coordinator node. As shown in Fig. 3 , the coordinator node collects readings from individual sensors, computes the average value of these sensors and the statistical information (e.g., Gaussian distribution) of these sensor values, and passes them to the base station for generating query results. Note also that not all the sensors are involved in sending their values to the coordinator. This is because reading data values from all sensors can result in a heavy network load. Sensor selection will be discussed in greater detail in the next section.
To conclude, the processing of a CPQ is divided into two levels: (1) Aggregation of multiple sensors responsible for generating a value for a data item required by the query at the coordinator, and (2) Aggregation of the data items required by the query to generate the query results to be performed at the base station. Since CPQ is a continuous query, aggregation operations will be performed whenever a new set of sensor data versions are generated. The aggregation at the coordinator node will follow the time-stamps of the data values of different sensor data streams such that they are relatively consistent with each other as shown in Fig. 4 (Lam and Pang, 2004) . Although the sampling periods of the sensor nodes within the same region may be the same (i.e., the sensor values have the same validity period length), the sensor data values from different streams may not be synchronized with each other since they may be activated at different time points as shown in Fig. 4 , in which an aggregate function, max, is performed on two sensor streams x i and x k . The results are obtained from the maximum of the two streams for the same time points, and they are presented as a function of time.
4 Statistics-based sensor selection scheme for CPQ Accessing more sensor nodes can improve the reliability of query results, at the expense of an increased aggregation workload. Our goal is to meet the accuracy (probabilistic requirement) of a continuous query using the minimum number of sensor nodes for generating the value of a data item required by a query. Specifically, we want to determine the sampling period for different regions and to determine the set of sensor nodes to participate in sampling for aggregation of the values at the time when a certain region is sampled. Since different types of probabilistic queries have various forms, the 1. R is the set of regions involved in a continuous query CQ with a query accuracy requirement P.
2. Each region computes its initial statistic properties and sorts sensors according to a criterion (Section 4.1).
3. While (Current Sampling Time < end time of CQ) BS decides the next sampling time for each region (Section 4.2).
BS filters the regions whose values affect the query result with significance less than a (Section 4.3).
For the remaining regions, BS derives the maximum allowed variance (MAV ) of the sample data for meeting the query accuracy requirement (Section 4.4) BS sends the information about the sampling time and MAV to each region.
For each region, the sample size and the sensor nodes to be used are determined (Section 4.5) 4. End of loop Fig. 5 Outline of the sensor node selection algorithm for CPQ derivation of the probabilistic query result, in the form of probability density function (pdf), can be different. This in turn affects how many regions and how many sensors are selected to report data. Figure 5 summarizes our approach, and the details of each step will be discussed in the following sections.
Computing the region's initial statistic properties
In this step, for each region, we will calculate its initial statistical properties including the initial expected value and the estimated population variance. The population variance for each region will be kept constant during the query period while the expected value will be variable at different sampling times as the region's value is supposed to change continuously, but it can be evaluated similarly using the specific selected sensor set to be explained in Section 4.5.
For each region R i required by a sub-query CPQ i , the coordinator node identifies the set of sensor nodes S i which are responsible for generating values for R i . Then it sends out data request messages to all these sensor nodes. Each sensor responds to the request message by returning its latest sampled data value of R i to the coordinator. The received sensor data values from each sensor node are first buffered and the mean values are calculated by the coordinator after a pre-determined waiting time has expired. To improve accuracy in calculating the mean value, each node may send multiple sensor values which cover the period from current time to (current time-a time interval). Then, the mean value calculation is performed in two steps: (1) the mean value for the set of data values from a sensor node, and (2) the mean value over all sensor nodes. If the variance of the values from a sensor node is too high, (e.g., higher than a pre-defined threshold), it is assumed that the node is either currently located at a high-noise environment or it is currently in an abnormal state. The node will be marked as abnormal and the coordinator will not consider the node for further processing.
Based on the variances of the values from all the sensor nodes selected, σ P i , the population variance for the region R i can be estimated as their average and will play an important role in the following calculation of the MAV for different kinds of queries and the sampling size in Sections 4.4 and 4.5 respectively.
Adaptive sampling period
In our system model, we assume the value of the region is changing continuously. For example the temperature of a room in whole day's observation will rise and drop continuously. So for a continuous query issued to the system, we have to sample the regions periodically to get accurate results for the query. Determining the sampling period is not a trivial issue, however, since a straight-forward approach of using a fixed sampling interval for each region can consume excessive bandwidth if the sampling interval is too small while accuracy could suffer if the interval is too large.
In this section, we propose sampling using an adaptive sampling period. In this scheme, a region will only do the sampling when the value from the region is predicted to affect the result of the query. Otherwise, no sampling will be performed. Using this approach, we reduce the message cost in the system dramatically and at the same time guarantee the accuracy of the query result.
The essence of the adaptive sampling time decision scheme is to increase the sampling period for the regions whose values have little effect on the query result, and in this paper, we will focus on the scheme for the MAX and MIN queries.
Here we use the MAX query as an example to illustrate this idea. Figure 6 illustrates the different effect of the regions' value to the query result. The effect from region O 3 is larger than that of O 2 , which in turn is larger than that of region O 1 . So the sampling period of O 1 will be larger than O 2 while O 3 should have the smallest sampling interval to maintain the accuracy of the result. We now demonstrate how to calculate the sampling period for each region by first introducing the concept of Predicted Sampling Time.
The Predicted Sampling Time (PST) of a region is the time when the value of that region will affect the result of a query according to the predicted rate of change in the regions' value (based on a running average calculated from a number of previous values).
Suppose the value of the region O i has a distribution N (μ i , σ i ) and the region with the largest value O max has the distribution N (μ max , σ max ). The rates of change in the values of the two regions are v i and v max respectively. We also assume when the difference of the two regions' values exceeds 3 · (σ max + σ i ), the result of the query will be affected. Then the predicted sampling time for region i can be calculated as:
Data Value The reason why we select 3 · (σ max + σ i ) as the threshold is to ensure that the probability is less than 0.3% when one region's value will be inside the 99.7% confidence interval of the other region's value.
Considering that the actual rate of change in a region's value may be different from the predicted one, setting the sampling period to be the PST can easily produce an incorrect query result. So in the calculation we only use a fraction of the PST, which we call prediction factor (PF) to reduce the effect of the prediction process. It is calculated for each region as follows ( Fig. 7) :
T old is the old PST minus the time elapsed between the current and last sampling time, and PST error measures the inaccuracy between the T old and the new PST which is calculated with the most updated regions' value. If PST error is larger than zero, region O i 's value is approaching O max slower than expected and a larger prediction factor is set. A smaller prediction factor is more suitable when the opposite condition is true. With the help of the PST and the Prediction Factor, we can calculate the next sampling period for each region as follows:
Based on the adaptive sampling period decision scheme, we predict roughly the potential regions which will affect the query result and take part in the evaluation at sampling time T. Intuitively; we can calculate the query result using the information from all the regions in the system. However, in order to reduce the computational overhead, it is possible to eliminate some regions from the calculation because their impact on the query result is very small. In this section we will illustrate this idea by showing how to minimize the set of regions for MAX and MIN queries.
Suppose the number of regions in the system is N and the sampling distribution from each region is N (μ i , σ i ) (i = 1 . . . N ). Here we define μ m = Max(μ i ) (i = 1 . . . N ) and X ∼ N (μ m , σ m ). In this region selection step, we compare X with all the other distributions to test, with a pre-determined level of significance α, whether the information for that region should be included into the calculation. Suppose the distribution of the region for testing is Y ∼ N (μ i , σ i ) (i = 1 . . . N , i = m) and the population variances for all the regions are unknown but identical, and the sampling size of X and Y are n 1 and n 2 respectively. Now we consider the hypotheses testing:
where
Using statistical principles we know that T ∼ t(n 1 + n 2 − 2) and given the level of significance is α, from P{|T | ≥ t 1 2 α (n 1 + n 2 − 2)} = α,we get the rejection region:
If the result is inside the rejection region, we will eliminate this region. By repeating this for all the regions we can reduce the number of regions to be considered in the calculation of the query result.
Deriving maximum allowed variance
In this section, we will describe how the base station, based on the distribution of the probabilistic results from the regions selected and the probabilistic requirements of the queries, derives the variance σ of the sampled data being queried for different types of probabilistic queries. The impact of errors in sampled data values on the query result depends on the query type. Here we consider three query types: (1) Range count queries, (2) MAX and MIN, (3) AVG and SUM. The data being queried are aggregated from multiple sensors from the same regions by the coordinator nodes. Thus it is reasonable to assume that the data values follow normal distributions with specific means and variances. In essence, the sub-query CPQ i executed at each coordinator returns a normal distribution of its sensor reading to the base station. The rest of this section describes, for each query, how the maximum variance allowed for each region comes into play. In each case we then derive an algorithm to compute the variance.
Maximum and minimum queries
One important observation about MAXIMUM and MINIMUM queries is that as the variance of the sampled data values decreases, the maximum and the minimum become more distinct. In the example of two data values, the probability of O 1 being the maximum data object, i.e. the value of O 1 is larger than that of O 2 , is: where f 1 (s) and f 2 (t) are the probability density functions for O 1 and O 2 respectively. Further, if we suppose the sampled data values are independent random variables satisfying Gaussian distribution, the calculation of p 1 can be simplified as:
where g 1,2 (s) is the probability density function for O 1 − O 2 which also satisfies Gaussian distribution. It can be seen from Fig. 8 below that the variance decreases with increases in p 1 . It is consistent with the fact that O 1 is more likely to be the maximum. For the case of multiple data values, suppose the size of the calculation set is N , the probability of O i being the maximum is:
Similarly, the calculation could be simplified given the assumption that the data values are pairwise independent:
The algorithm below (Fig. 10 ) finds the maximum allowed variance for each region to satisfy the requirement that the probability of the region holding the maximum or minimum value is larger than P T .
Note that this algorithm is a greedy algorithm. Each time it adjusts the sensor's variance requirement that has the greatest impact on the accuracy of the results. Although this algorithm will be executed in the base station which is assumed to possess considerable processing power, one disadvantage of the algorithm is that there is a loop from step 2 to step 4. The time to execute the steps in the loop for a continuous query depends on the number of regions taking part in the calculation and the step length σ . If the step length is large, the accuracy of the computation cannot be guaranteed, while if it is small, the process will take a long time which is a major disadvantage in a real time system. Fortunately, an important observation about k max is that it always lies in the regions with the top values, because the regions with the top values will affect the query result disproportionately. For example, in a MAX query, k max is always switching between the two regions whose values are the highest. It is possible to derive an optimization algorithm such that all the variances σ req 's are constants while just letting the top two regions' variances be variables. In this way, with a suitable optimization condition, we hope to get the variances satisfying the query condition more efficiently.
Suppose the regions with top two values satisfy S 1 ∼ N (μ 1 , σ 1 ) and S 2 ∼ N (μ 2 , σ 2 ) respectively. We define:
Here we suppose
is a constant C (in fact, along with the increase of σ 1 and σ 2 . C's value will increase, but the increase will be small and for simplicity it is treated as a constant here). Our goal is to get the σ 1 and σ 2 when P max = P = F(σ 1 , σ 2 ) · C, where P is a pre-determined accuracy requirement for the query.
From the definition above we can deduce:
can be approximated as follows:
0.49 for 2.2 < x < 2.6 0.50 for x ≥ 2.6 0.1x(4.4 + x) for − 2.2 ≤ x ≤ 0 −0.49 for − 2.6 < x < −2.2 −0.50 for x ≤ −2.6
To ensure that the sum of the sensors in the system to be selected is the smallest, we need to minimize
Here N s1 and N s2 are the sampling size for region 1 and region 2 respectively, and the details about calculating the sampling size can be found in Section 4.5.
With the introduction of the relationship between σ 1 and σ 2 , function F(σ 1 , σ 2 )is changed to an uni-variable functionF(σ 1 ). With the condition P max = F(σ 1 ) · C, we can use the dichotomy method to get the σ 1 to satisfy:
This approach can evaluate the required variances more efficiently than the previous algorithm because only parts of the regions will be considered in the evaluation and more importantly, we can get rid of step 3 in the previous algorithm in which we have to find the region whose impact to the query result is the maximum one.
AVERAGE and SUM queries
The pdf of the resultant SUM is the convolution of the pdf of the addends. We first define the convolution operator
Then the pdf of the sum of the values of
It is a parameterized function with σ k 1 , σ k 2 , . . . , σ k m as parameters.
According to probability theory, the sum of a finite number of normally-distributed random variables still follows a normal distribution. More specifically, for our case, the sum follows a normal distribution N (
1 / 2 is smaller than a given threshold σ T . Note that AVG is SUM divided by m. Thus it follows the same rationale except that its distribution is given by N (
). The algorithm below (Fig. 11) illustrates how σ 's are found for SUM and AVERAGE.
Range count queries
A range count query Q specifies an upper query bound (ub Q ) and a lower query bound (lb Q ). For a probabilistic range count query, the result needs to provide the confidence of the counted value. From Fig. 9 , we can see that if the value of the sampled data value being queried is near the query bound (i.e., O 1 ), a smaller error needs to be provided from the data value. Otherwise, it cannot be determined with high confidence whether the sample value is within or out of the query bound, and consequently leads to a low confidence in the count value. To minimize the sampled error, more samples may be collected from the sensor nodes. On the other hand, if it is far away from the bounds, a larger error will be accepted as it will not have any significant impact on the results.
To determine σ i for O i in range count queries, we need to first understand the impact of σ i on the result of a probabilistic range query (PRQ), which computes the probability that an object value falls within the specified range. Suppose the mean of the value of O i is μ i , and the lower bound and upper bound of the range query being discussed are lbQ and ubQ respectively. The probability that O i satisfies the PRQ, p i , is then given by:
HbQ LbQ Notice that the value of p i is a function of variance, i.e., the smaller the variance is, the more accurate is the probability value.
There are two types of results for a range count query:
(1) Deterministic: Count all data objects with at least 95% chance (a confidence requirement example) of being inside the range. Assuming that there are n data objects:
The standard variances of the values of these data object are σ 1 , σ 2 . . . σ n . Suppose the probabilities are p 1 (σ 1 ), p 2 (σ 2 ), . . . ,p n (σ n ), respectively. We can get the distribution of the random variable COUNT by examining all the combinations. Suppose the set of all the objects in the system is O and |O| = N , when COUNT is i, the number of possible combinations for selection is C i N . Assume each combination separates O into two sub-sets S and R. S is the set of objects which are selected while R is the set of the ones not selected and |S| = i, |R| = N − i. The probability that COUNT is equal to i can be calculated as:
where p S jk is the probability for the object which is the kth object in the sub-set S to be selected in the jth combination. From the requirement on this distribution, e.g. 95% of the probability is concentrated on the top 2 highest probability COUNT values, we need to find a way to derive σ 1 , σ 2 . . . σ n based on the above distribution. The algorithm is shown below (Fig. 12) .
Time complexity analysis
In this subsection, we estimate the worst case time complexity for the algorithms in Section 4.4.1, 4.4.2 and 4.4.3. We compare the analysis with the results from simulation experiments and show that the actual complexity is much less than that predicted in the theoretical analysis.
In the algorithms, the perfect situation is that there is no variance at all for all the regions. In the iteration, one region's variance δ i is reduced by δ which is a system parameter. Thus, the maximum number of iterations required is the moment when all the variances of the regions are reduced to zero (the probability threshold is guaranteed to be met since each data value is reduced to a single point), which is
In the iteration, line 2, 3 and 4 determine the calculation function, find the index of the region which has the greatest impact on the P and decrease the region's variance by δ respectively and the time complexity can be estimated as 2n. Then the worst case time complexity is just
where n is the number of regions and δ P i is the initial variance for region i. Next we perform a number of simulation experiments to count the number of loops executed in reality. For the simulation experiments, we fix the difference of the regions' values as 10% of the region with the maximum value and vary the number of regions in the system from 2 to 7 to compare the experimental result with the estimated worse case value. From Fig. 22 , we find that the experimental result is much lower than the estimated value and their difference actually increases as the number of regions in the system increases.
4.5 Determining sample size and the set of sensors In this step, based on the information about the variance σ req transmitted from the base station, the coordinator node in each region determines the sample size and the set of sensor nodes to be sampled to meet the confidence requirement of data being queried.
We first determine the sample size, i.e. how many sensors need to be included in the aggregation process to get the average value. Suppose the sample size is n s and the approximate mean valueS = 1 n s n s i=1 s k i , where 1 ≤ k i ≤ n and k i = k j for all i = j. We know that if all s k i follow an identical distribution N (μ, σ 2 ), thenS follows the normal distribution N (μ, σ 2 /n s ), where μ is the expected value and σ is the region's estimated population variance calculated in Section 4.1. To satisfy the accuracy requirement, we need to choose an n s value satisfying the constraint σ / √ n s ≤ σ req . So we set the sample size to be n s = σ 2 /σ 2 req . Secondly, we determine the set of sensor nodes to be sampled. In Section 4.1, we calculate the mean value for each region using the data from all the sensors inside it. At the same time, for each sensor, we calculate the difference between the sensor data and the expected value for the region and set it as the criteria for sorting the sensors in each region for selection.
We sort the sensors in ascending order of d i . At each sampling time, with a certain variance σ req , the coordinator will calculate the sampling size n s and select the top n s sensors to sample.
Since the selected sensor could be in an error state during the sampling period, so at each sampling time, when the coordinator collects all the possible sensor data with a small delay (to get rid of the disconnection case), it will calculate d i again to check whether a sensor's value exceeds the expectation a pre-fixed threshold. If the threshold is exceeded, we assume that the sensor is in error at the sampling time, and the coordinator will send a new request for information to other sensor candidates in the sorted list and it will also re-sort the sensor list as well.
We have to notice that the sensor selection algorithm only guarantees that with these size-fixed subsets of sensors, the user's query requirement can be statistically maintained. But because of the uncertainty of the sensor data, the difference between the actual distribution of the region's value and the expected one always exists and the process for calculating the set of sensors to be selected should be iterative. A simple way to describe the iterative process is to add a constant number of sensors every loop until either of the conditions below is satisfied:
(1) The obtained new distribution has a smaller variance than the desired one (2) The next sampling time occurs.
But as described above, after we determine the number of sensors to be selected, we always select the sensors with their reading expectations closest to the expected value of the region. In this way, the actual variance of the distribution is much lower than the estimated statistical one. From Fig. 19 , we can find that the actual query accuracy using our sensor selection algorithm is always much higher than the user's requirement. Therefore in practice, the iterative process is mostly unnecessary.
Performance evaluation
In this section we evaluate the performance of our proposed smart sensor selection scheme using a number of simulation experiments. In particular we compare our scheme with a baseline method where sensors are selected randomly. Due to limitations in space we concentrate on MAX/MIN query in our simulations and in the simulation, we will use the algorithm outlined in Fig. 10 to evaluate the maximum 1. Set the σ req 's to be the estimated population variance In Fig. 13 , we demonstrate the percentage of the sensors selected based on our sensor selection algorithm. For simplicity, we assume there are two regions in the system in considering a MAX/MIN query and the actual value for these two regions do not change. The model of the sensor's value at time t, S t is defined as follows:
actual is the region's actual value at time t and error t is a normally distributed random variable with expected value 0 and variance σ . λ is called the sensor's Error Variance Percentage which is the percentage of the region's actual value and decides the size of the σ , in this experiment we assume it is uniformly distributed between [0%, 15%]. It can be seen from Fig. 13 that the sensor selection percentage is sensitive to the difference between the two regions' value. The selection percentage can be reduced dramatically to 5% of the total number of sensors when the difference is about 10% of the region's value. On the other hand, even when the difference is as small as 2% of the region's value, we also can still reduce the selected percentage to 65%. More importantly, the accuracy of the query result is maintained, as shown in Fig. 14 Figure 14 compares the accuracy of the query result between random selection of sensors and our proposed sensor selection scheme. Not only does our proposed scheme outperform random sensor selection consistently, it is also able to maintain the required accuracy requirement of 95% even though the difference of the regions values is only 2%. In Fig. 15 , it can be seen that while accuracy for random selection of sensors decreases with increasing sensor error variance, the accuracy for our scheme is basically unaffected by the sensor' error variance. The reason is our scheme only selects the sensors whose values are closed to the expected values of the regions. Of course there is an additional cost when the sensors' error variance increases. This is illustrated in Fig. 16 , which shows the relationship between the percentage of sensors selected and the sensor's Error Variance Percentage. As expected, in our scheme a region's selection percentage increases with the sensors' error variance.
In Figures 17-19 , we demonstrate how the increase of the number of regions in the system will affect the performance of our algorithm. In this group of experiments we vary the difference of the regions value from 6% to 10% and we set the variance of the difference as 20% of the original difference. As expected, the proportion of sensors selected increases with the number of regions. Figure 18 shows that the accuracy requirement (in this set of experiments, the accuracy requirement is set as 90%.) cannot be maintained for a larger number of regions using random selection, but our scheme (Fig. 19) is able to meet the requirement easily and when the number of regions is 8 and the difference in regions' values is 6%, we still can get a 98% probability that the query result is accurate.
In the last experiment, we explore the behavior of our algorithm when the values from different regions are changing continuously. We first define the model of the Here v t is the value of the region at time t, and r t is the rate of change in the region's value at time t. β is a memory factor of the rate of change and α is a random variable satisfying the uniform distribution in the range [−0.5, 0.5] . Figure 20 shows the actual values of the two regions in our experiment. Comparing Fig. 20 with Fig. 21 , it can be seen that most of the time the percentage of sensors selected is smaller than 5%. However, when the values of the two regions are very close (e.g. at sampling cycle = 1000 and again around sampling cycle 1800), then the sensor selection percentage increases dramatically as expected.
Conclusions
With prices of sensors dropping continuously, we expect that more applications will deploy large sensor networks for monitoring purposes. In this paper, we exploit the availability of low-cost sensors and develop a comprehensive scheme that selects appropriate sensors to provide reliable query results. In particular, we develop a framework where coordinators manage, aggregate data values from redundant sensors, and report the results to the base station. We devise a probabilistic approach to select sensors intelligently to efficiently execute CPQs for these common aggregate query types. Our simulation results show that we are able to meet the required accuracy requirements with a much smaller set of sensors than random selection of sensors.
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