Reasonable success has been achieved at developing mono lingual OCR systems in Indian scripts. Scientists, optimistically, have started t o look beyond. Development of bilingual OCR systems and OCR systems with capability t o identify the text areas are some of the pointers to future activities in Indian scenario. T h e separation of text and non-text regions before considering t h e document image for OCR is a n important task.
INTRODUCTION
Discriminating between the text and non-text regions of a document image is a complex and challenging task. It has kept the scientists, working in this field, puzzled for quite some time now [ I , 21. The non-text regions of a document image could consist of graphs, natural iinagcs and other kinds of sketches drawn with lines. In such a case, the task of isolating the text regions prior to going for character recognition is a must. In the case of bilingual documents, there is also a need for identifying the script ofthe text before starting character recognition. This simplifies segmentation of characters in the case ofcertain scripts and also reduces the search space in the database. Humans perform both the above mentioned tasks with amazing efficiency. There have been attempts to find out the way human brain achieves it. This process could be mimicked in system automation. Biological visual systems are said to be involving a set of parallel quasi-independent filtering mechanisms at the cortical level [3, 41. This supports the theory of multi-channel filtering of signals in systems that model biological vision [SI. Such a filter scheme einploys a filter-bank with each tilter modeling a single channel.' This modeling job is best done by Gabor functions 16, 71. Some researchers have already employed this scheme for texture segmentation [8, 91 while others have tried to use it for text page segmentation [IO] . In this paper, we have taken a Gabor function based multichannel directional filtering approach for both text area separation and script identification at the word level.
MOTIVATION
Owing to the diversity of languages and scripts, English has proven to be the binding language in India. So bilingual documents (involving a regional language and English) are quite prevalent at present. For practical OCR systems to work in such a situation, bilingual OCR system is required. Generally, there are two schools of approaches taken for such a task. One school believes in identification of the script of the text before taking the characters for recognition. This helps in reduced search in the database at the cost of the script recognition task. The other school has taken a combined database approach. In this case, the database of reference characters have the alphabets from the local script as well as the Roman script. Here the database is larger as it includes characters from both the scripts. Considering the case for a bilingual OCR system for Tamil script, there are 137 symbols used from Tamil script and 72 symbols come from Roman script. If a combined database approach is taken then for recognition of each symbol, the search space increases by about 53% for each Tamil character and about 190% for each Roman character. Besides, there is a danger of different characters of a given word getting classified to different scripts. Such an unwanted scene, however, is avoided by employing some post-processing scheme. Some amount of work has already been reported for the recognition of the script. In the work reported by Chaudhuri et. al. [ Besides, most researchers have assumed that the documents are text only. But a general class of documents contain images, graphs, tables and sketches along with text. To the best of our knowledge, very little work has been reported on OCR system which tackle this issue, in Indian context. In the work presented by Chaudhuri et. al. [13] , the authors assume the presence of only natural images in the text documents. They take a connected component analysis based method, in binarised document images, to separate out text regions from the rest. In the method reported by us, we assume that the text regions of a document image are predominantly high frequency regions. Hence we have taken a filter-bank approach to discriminate text areas from non-text areas. 
GABOR FILTER BANKS
A bank of Gabor filters are chosen for the tasks under consideration, namely, script recognition and text separation. This is because of the inherent advantages offered by Gabor function. They are: (i) it is the only function for which the lower bound of space bandwidth product is achieved, (ii) the shapes of Gabor filters resemble the receptive field profiles of the simple cells in the visual pathway, and (iii) they are direction specific band-pass filters. Gabor 
The power of discrimination of the different filters are dependent on the values of B, and Bo. The aspect ratio of g(z, y), defined as: (5) explains the symmetry measure of the filter.
Any combination of B,, Be and U , involves two filters, one corresponding to the sine function and the other corresponding to the cosine function in the exponential term in Eqn.1. The cosine filter, also known as the real part of the filter function, is a even-symmetric filter and acts more like a low pass filter, while the sine part being odd-symmetric acts like a high pass filter. 
TEXT AREA SEGIMENTATION
The goal of text separation is to partition an image into text and non-text region:; and to identify the region boundaries.
Here we have assumed that natural images are present in the document along with text. We have taken a texture based segmentation algorii.hm motivated by the multi-channel filtering approach of human visual system (HVS). A spacefrequency filter bank, using Gabor filters, has been designed and implemented for the purpose.
The filter response of a complex filter at any pixel ( i , j ) is:
where e(ul, 0,) and , o ( q , 0,) are the cosine(even) and sine(odd) filter outputs at that pixel location, respectively. The total local energy is the sum total of the outputs of all the complex filters at that given pixel. We low pass filter the magnitude response image of the Gabor filterbank (the ET image) with aGaussian filter. It is seen that this removes artifacts and irregularities present and, thereby, helps in text detection. We evaluate block energy at each pixel by considering blocks 
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SCRIPT RECOGNITION
The recognition of the script at the word level has a significant effect on the process of OCR. We take a multi-channel filtering approach based on Gabor function for this task. We consider 4 different radial frequencies and 4 differenl angles of orientation (0 = 0", 45O, 90" and 135" They also assume the presence of a top horizontal line called shirorekha or headline in the characters which join the characters in a word. Such an assumption, based on features of North Indian scripts, would prevent their method in being applied to many other Indian scripts due to the absence of this headline. However, our method being devoid of any such script dependent feature makes a more robust page analyser.
In cases, where the natural image contains lot of high frequency components, it has been observed that the proposed scheme fails. This also fails if a hand drawn sketch is present in place of a natural image. For script recognition, we have considered the total energy associated with the filter in the image, i.e., the amount of energy present in the image in the frequency band of the filter. Here we have exploited the property of the scripts considered. We have seen that symbols in Indian scripts are more curved than those in the Roman script. This led to the proposition of directional energy filtering approach and hence the Gabor filter bank. The results shown above seem to support our hypothesis. More importantly, since the Gabor function has been shown to be closely mimicking the cortical cells of HVS, it is probably the way humans also interpret images and texts. Since there is no work reported for script recognition at word level, to the best of our knowledge, the results of this work could not be compared. Though we have assumed that the documents contain only natural images, in a broader scenario, we have to consider all kinds of clutter which includes graphs and sketches. Experimentation is underway to find the feasibility of the technique for separation of the areas which contain graphs, hand drawn sketches etc.
