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Quantum computing, along with quantum metrology and quantum communication, are disruptive
technologies which promise, in the near future, to impact different sectors of academic research and
industry. Among the computational problems with great interest in science and industry we have the
inversion problems. These kind of problems can be described as a process of determining the cause
of a event from measurements of its effects. In this paper we apply a recursive quantum algorithm to
a D-wave quantum hardware housed at the University of Southern California to recover a sound
wave speed profile, typical in seismic inversion experiments. We compare the obtained results from
the quantum computer to those derived from a classical computer. The accuracy achieved by the
quantum computer is nearly the same as that of the classical computer.
INTRODUCTION
Seismic geophysics relies heavily on subsurface model-
ing based on the numerical analysis of data collected in
the field. The computational processing of a large amount
of data generated in a typical seismic experiment can take
a large amount of time before a consistent subsurface
model is produced. Electromagnetic reservoir data, like
CSEM (Controlled Source Electromagnetic), petrophysi-
cal techniques, such as electrical resistivity and magnetic
resonance on multi-wells, and engineering optimization
problems like reservoir flux simulators, well field design
and oil production maximization also need a strong com-
putational apparatus for analysis. On the other hand, in
the past decade, there has been much progress in the
development of quantum computers: machines exploiting
the laws of quantum mechanics to solve hard computa-
tional problems faster than conventional computers. A
concrete example of such progress is the so-called quan-
tum supremacy, that has been recently demonstrated by
Google using a specific purpose quantum computer [1].
The Geoscience field and related industries, such as the
hydrocarbon industry, are strong candidates to benefit
from those advances brought by quantum computing.
Currently, different quantum technologies and compu-
tational models are being advanced. Giant companies like
IBM [2], Google [3] and Intel [4] are developing quan-
tum computers based on superconducting technologies.
Other companies are also putting considerable effort into
building a fully functional quantum computer based on
Josephson junctions, such as the North American Rigetti
[5], whereas, the also American IonQ [6] and the Austrian
AQT [7] are working on computers based on trapped
ions. The Canadian company D-Wave, leader in quantum
annealing, is already trading quantum machines [8].
Quantum computers based on the annealing model
[9] solves quadratic unconstrained binary optimization
(QUBO) problems, which can be defined as the minimiza-
tion of the quadratic function
f(q) = min
q∈{0,1}n
qTQq (1)
where Q is a N ×N lower (upper) triangular matrix and
the vector q = (q1, q2, · · · qN ) contains all binary variables.
QUBO problems are commonly used in machine learn-
ing and many important computational problems can be
translated to a QUBO formulation as well [10]. Among
the examples of problems that have been addressed with a
D-wave’s annealer we have the classification of human can-
cer types [11], traffic optimization [12, 13], transcription
factor DNA binding [14], metamaterial designing [15] and
Higgs boson data analysis [16]. In the field of Geoscience,
recent works have used quantum annealers to hydrology
inversion problems [17, 18]. In those works it was shown
that, although the size of the problem that can be solved
on a third generation D-Wave computer is considered
small for moderns computers, they are larger than the
problems solved with similar methodology with Intel’s
third and fourth generation chips. In the reference [19] it
as demonstrated that an stochastic quantum annealing
inversion of seismic data has superior performance over
simulated annealing and deterministic inversion.
The potential applications of quantum computing in
Geoscience has so far been largely unexploited in the
specialized literature. In this letter we present a formula-
tion of a seismic problem as a binary optimization and
a small scale subsurface seismic problem is solved using
the D-Wave annealer housed at the Information Sciences
Institute of the University of Southern California (USC).
We considered the propagation of sound waves in multi-
layered medium, as shown in Figure 1. A source produces
sound waves that can be reflected in the interface of each
layer. Assuming that the wave propagation can be mod-
eled as narrow beams or rays, the sound trace originated
in the ith source reaches the ith detector after the time
interval ti = 2
∑i
j=1 dij/vj , where dij and vj are the dis-
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2tance traveled by the sound waves and the sound speed
in the jth layer, respectively. If we consider the depth of
each layer as hj and the distance between two consecutive
sources (detectors) as ∆i, we can write dij = hj/cos(θj)
where θj = arctg(∆j/hj).
The layered model described above is commonly used
in seismic explorations, either offshore or onshore [20]. In
seismic experiments, the goal is to determine the velocities
{vj} from time intervals {ti} by solving the system
Ms = t (2)
where t = (t1, t2, · · · ), s = (1/v1, 1/v2 · · · ) is the slowness
vector and M is a lower triangular matrix with nonzero
elements given by Mij = 2hj/cos(θj).
In order to use a quantum annealer to solve the above
seismic problem it is necessary to translate the problem to
a QUBO formulation. To proceed we rewrite the system
2 as a minimization problem with the objective function
f(s) = min
s∈R
||Ms− t||2. (3)
Next we write the slowness vector as s = s0 + L(x− I),
where L defines the bounding limits of s, 0 ≤ xi ≤ 2
∀ xi, I = (1, 1, · · · ) and the vector s0 is an initial
guess for s. The objective function f(s) is rewritten as
f(x) = minx∈R ||Mx−b||2 where b = (t+LMI−Ms0)/L.
The matrix M and the vector b are parameters of the
objective function while the vector x must be converted
into a binary format. Here we discretized each xi variable
with the R-bit approximation xi =
∑R
r qi,r2
−r. To for-
mulate our QUBO problem, we construct a new binary
vector q and a new real matrix A in order to form the bi-
nary system of equations Aq = b. It is straightforward to
reformulate this system as a binary optimization problem
[21–23]:
f(q) = min
q∈{0,1}n
||Aq− b||2 = min
q∈{0,1}n
qTQq+ C. (4)
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Figure 1: Schematics of seismic data acquisition. Sound traces
created in the ith source Si are detected at Di after the time
travel ti.
Algorithm 1 Recursive procedure to solve Ms = t
1: function Solve(M, t, s0, L, Nmax,)
2: I← column vector [1; 1; 1; · · · ; 1]
3: for n = 1 to Nmax do
4: b = (t+ LMI−Ms0)/L
5: xi ←
∑
r qi,r2
−r ∀ xi
6: Construct vetor q and Matrix A
7: Convert ||Aq− b||2 to QUBO
8: Solve QUBO problem
9: From QUBO solution recover x
10: s← s0 + L(x− I)
11: if ||s− s0||2 ≤  then
12: Stop Loop
13: else
14: s0 ← s
15: L← L/2
16: end if
17: end for
18: return s
19: end function
where
Qii =
∑
m
AmiAmi − 2Amibm, (5)
Qij =
∑
m
2AmiAmj , (6)
C =
∑
m
b2m. (7)
The precision of the solution depends on how many
binary digits are used to represent the real variables of
the problem, in this way a solution with good precision
would consume a lot of qubits of the quantum hardware.
Here we have used a recursive approach similar to the
approach used in [21] ( see algorithm 1) that can improve
the solution after each iteration using just a few qubits.
Next, we will show in our example that using R = 2
and carrying 10 iterations is sufficient to reach a good
solution.
We have applied the above formulation to an underwa-
ter seismic inversion problem. Artificial data were gener-
ated by simulating sound traces in ocean. We have used
a typical sound speed profile found in oceans, as shown
in Figure 2. From the simulation we obtained the flight
times between the sources and detectors. The seismic
inversion model was constructed using 24 layers while
the real variables were digitalized with R = 2 bits. This
model yields 48 binary variables in objective function 4,
which is the maximum number of variables that we can
minimize in the D-Wave quantum computer hosted at
USC.
In current versions of the D-Wave computer the qubits
are connected by a graph called Chimera [24]. In this
topology, each qubit is couple to no more then 6 other
3Figure 2: Acoustic sound traces. In the left panel we show a
typical sound speed profile found in oceans. In the right panel
we show the results of numerical simulations of sound traces
with incident angle θ0 = 88
o and all 24 sources (receptors)
equally spaced ( ∆i = 800m ∀i). For clarity we only show
the simulations involving 6 sources (receptors). The color bar
indicates the sound’s velocity.
qubits. A QUBO problem is also represented by a graph,
where each vertex of the graph corresponds the a binary
variable qi. In the case of the present seismic inversion
problem, the associated QUBO problem is represented by
a full graph, where each vertex is connected to all other
vertices. Therefore to solve the seismic problem on a D-
Wave machine, it is necessary to embed the QUBO graph
onto the chip topology (see Figure 3). In this work the
embeddings were obtained using an heuristic algorithm
[25] provided by D-Wave. It is also important to note
that in the real hardware, not all qubits are functioning.
Therefore we have used a type of D-Wave’s solver known
as Virtual Full-Yield Chimera (VFYC) that uses classical
post-processing to compensate for the inoperant qubits.
Here the outputs were post-processed with the Multi-
qubit Correction Algorithm (MQC) [26] implemented in
MATLAB.
To perform the seismic inversion we have considered
two different situations. In the first case we considered all
layers in the model with same depth, hj = 83m (figure 4)
, and in the second case the depth of the layers varies with
the depth of the ocean (figure 5). In both cases the shape
of the speed profile was well reproduced by the quantum
computer, better results were found in the second case. We
also performed the inversions with a classical computer
running the forward substitution algorithm to solve the
lower triangular matrix 2. When classical and quantum
inversions are compared, we found that the relative error
between them was ≈ 10−3. This result shows that the
quantum computer using the recursive approach to solve
a systems of linear equations has enough control to find
solutions with good precision. The discrepancy between
the seismic inversions and the real speed profile are due
to the choice of the model’s parameters rather then the
quantum computation itself.
The results should also be compared to the benchmark
provided by the condition number of the numerical prob-
lem at hand. For a lower triangular matrix, a straightfor-
ward estimation of the lower bound of the error resulting
from imprecision in the data (i.e. imprecision in the right-
hand side vector t) is given by the condition number with
norm ||.||∞. This will be given by
κ∞ ≥ maxj(hj cos θj)
minj(hj cos θj)
. (8)
A condition number κ∞ of the order 10p is generally
interpreted as implying a loss of accuracy of p digits when
inverting a matrix. If we assume measurements in this
type of wave propagation problem are on the scale of
103 m with a maximum accuracy of up to 1 m (that is,
three decimal places) then it is expected that, regardless
of the numerical inversion method used, the solution will
only be accurate up to the second decimal place (i.e.,
up to 10−2 km). In our examples κ∞ ≈ 1. Thus, the
numerical discrepancy between the classical and quantum
numerical methods (≈ 10−3) is well within the acceptable
boundaries for practical applications.
The quantum computer represents a fundamentally
different paradigm, an entirely different way to perform
calculations. In this paper we study a seismic inversion
problem, important to Geosciences and oil exploration.
Our results show that current available quantum com-
puters, known as quantum annealer, are able to solve
this problem at a relatively small size with nearly the
same accuracy could not found any objective error. The
methods and conclusions seems to be valid. The only
problem is that some figures are not well explained. as a
classical computer. The proof-of-principle computations
performed here show some promise for the use of quantum
computing in Geosciences.
This work was supported by the Brazilian National
Institute of Science and Technology for Quantum Infor-
mation (INCT-IQ) Grant No. 465469/2014-0, the Coor-
denao de Aperfeioamento de Pessoal de Nvel Superior -
Brasil (CAPES) - Finance Code 001, the National Coun-
cil for Scientific and Technological Development (CNPq)
and PETROBRAS: Projects 2017/00486-1, 2018/00233-9
and 2019/00062-2. A. M. S. acknowledges support from
FAPERJ (Grant No. 203.166/2017). I.S.O acknowledges
FAPERJ (Grant No. 202.518/2019). We are in debt with
Prof. Daniel Lidar and the Information Sciences Institute
of the University of Southern California, for giving us
access to the D-Wave Quantum Annealer.
4Figure 3: Minor embedding. In the left panel we show the chimera topology of the D-Wave quantum hardware housed at USC.
The missing vertices corresponds to inoperant qubits. In the middle panel we show a full graph representing the QUBO problem
associated with the seismic inversion. For clarity it is shown a problem with 12 binary variables. In the right panel we show the
seismic inversion problem with 48 binary variables embeded onto the quantum hardware. We use a full chimera topology and
post- processing to compensate the inoperant qubits (see text).
Figure 4: Seismic inversion considering a model containing
24 layers, each one with depth hj = 83m. In the left panel we
compare the ocean sound speed profile (black solid line) and
the profile recovered by the quantum computer (blue dashed
line). In the middle panel we show the results obtained in a
classical computer (red dashed line). In the right panel we show
the relative error between quantum and classical inversions.
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