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Abstract
In this paper, we study positivity phenomena for the e-coefficients of Stanley’s chromatic
function of a graph. We introduce a new combinatorial object: the correct sequences of unit
interval orders, and using these, in certain cases, we succeed to construct combinatorial models
of the coefficients appearing in Stanley’s conjecture. Our main result is the proof of positivity
of the coefficients cn−k,1k , cn−2,2, cn−3,2,1 and c2k,1n−2k of the expansion of the chromatic
symmetric function in terms of the basis of the elementary symmetric polynomials for the case
of (3 + 1)-free posets.
1 Introduction
Let G be a finite graph, V (G) - the set of vertices of G, E(G) - the set of edges of G.
Definition 1.1. A proper coloring c of G is a map
c : V → N
such that no two adjacent vertices are colored in the same color.
For each coloring c we define a monomial
xc =
∏
v∈V
xc(v),
where x1, x2, ..., xn, ... are commuting variables. We denote by Π(G) the set of all proper colorings
of G, and by Λ the ring of symmetric functions in the infinite set of variables {x1, x2, ...}.
In [2], Stanley defined the chromatic symmetric function of a graph.
Definition 1.2. The chromatic symmetric function XG ∈ Λ of a graph G is the sum of the
monomials xc over all proper colorings of G:
XG =
∑
c∈Π(G)
xc.
Definition 1.3. Denote by em the m-th elementary symmetric function:
em =
∑
i1<i2<...<im
xi1 · xi2 · ... · xim ,
where i1, .., ik ∈ N. Given a non-increasing sequence of positive integers (we will call these parti-
tions)
λ = (λ1 ≥ λ2 ≥ ... ≥ λk), λi ∈ N,
we define the elementary symmetric function eλ =
k∏
i=1
eλi . These functions form a basis of Λ.
For a natural number k, we denote by 1k the partition λ of length k, where
λ1 = λ2 = ... = λk = 1.
i
Definition 1.4. A symmetric function X ∈ Λ is e-positive if it has non-negative coefficients in the
basis of the elementary symmetric functions.
Definition 1.5. Denote by pm the m-th power sum symmetric function:
pm =
∑
i∈N
xmi .
Given a partition λ = (λ1 ≥ λ2 ≥ ... ≥ λk), we define the power sum symmetric function
pλ =
k∏
i=1
pλi . These functions also form a basis of Λ.
Definition 1.6. Given a partition λ = (λ1 ≥ λ2 ≥ ... ≥ λk), we define the monomial symmetric
function
mλ =
∑
i1<i2<...<ik
∑
λ′∈Sk(λ)
x
λ′1
i1
· x
λ′1
i2
· ... · x
λ′k
ik
,
where the inner sum is taken over the set of all permutations of the sequence λ, denoted by Sk(λ).
Example 1.7. The chromatic symmetric function of Kn, the complete graph on n vertices, is
e-positive: XKn = n! en.
Definition 1.8. For a poset P , the incomparability graph, inc(P ), is the graph with elements of
P as vertices, where two vertices are connected if and only if they are not comparable in P .
Definition 1.9. Given a pair of natural numbers a, b ∈ N2, we say that a poset P is (a+b)-free if
it does not contain a length-a and a length-b chain, whose elements are incomparable.
Definition 1.10. A unit interval order (UIO) is a partially ordered set which is isomorphic to a
finite subset of U ⊂ R with the following poset structure:
for u,w ∈ U : u ≻ w iff u ≥ w + 1.
Thus u and w are incomparable precisely when |u−w| < 1 and we will use the notation u ∼ w in
this case.
Theorem 1.11 (Scott-Suppes [1]). A finite poset P is a UIO if and only if it is (2 + 2)- and
(3 + 1)-free.
Stanley [2] initiated the study of incomparability graphs of (3 + 1)-free partially ordered sets.
Analyzing the chromatic symmetric functions of these incomparability graphs, Stanley [2] stated
the following positivity conjecture.
Conjecture 1.12 (Stanley). If P is a (3 + 1)-free poset, then Xinc(P ) is e-positive.
For a graph G let us denote by cλ(G) the coefficients of XG with respect to the e-basis. We
omit the index G whenever this causes no confusion:
XG =
∑
λ
cλeλ.
Conjecture 1.12 has been verified with the help of computers for up to 20-element posets [6].
In 2013, Guay-Paquet [6] showed that to prove this conjecture, it would be sufficient to verify it
for the case of (3 + 1)- and (2 + 2)-free posets, i.e. for unit interval orders (see Theorem 1.11).
More precisely:
Theorem 1.13 (Guay-Paquet). Let P be a (3 + 1)-free poset. Then, Xinc(P ) is a convex combi-
nation of the chromatic symmetric functions
{Xinc(P
′) | P ′ is a (3 + 1)− and (2 + 2)−free poset}.
The strongest general result in this direction is that of Gasharov [3].
Definition 1.14. For a partition λ = (λ1 ≥ λ2 ≥ ... ≥ λk), define the Schur functions sλ =
det(eλ∗
i
+j−i)i,j , where λ
∗ is the conjugate partition to λ. The functions {sλ} form a basis of Λ.
ii
Definition 1.15. A symmetric polynomial X is s-positive if it has non-negative coefficients in the
basis of Schur functions.
Obviously, a product of e-positive functions is e-positive. This also holds for s-positive functions.
Thus, the equality en = s1n implies that e-positive functions are s-positive, and thus s-positivity
is weaker than e-positivity.
Theorem 1.16 (Gasharov). If P is a (3 + 1)-free poset, then Xinc(P ) is s-positive.
Gasharov proved s-positivity by constructing so-called P -tableau and finding a one-to-one cor-
respondence between these tableau and s-coefficients [3]. However, e-positivity conjecture 1.4 is
still open. The strongest known result on the e-coefficients was obtained by Stanley in [2]. He
showed that sums of e-coefficients over the partitions of fixed length are non-negative:
Theorem 1.17 (Stanley). For a finite graph G and j ∈ N, suppose
XG =
∑
λ
cλeλ,
and let sink(G, j) be the number of acyclic orientation of G with j sinks. Then
sink(G, j) =
∑
l(λ)=j
cλ.
Remark 1.18. By taking j = 1, it follows from the theorem that cn is non-negative.
Stanley in [2] showed that for n ∈ N and the unit interval order Pn = {
i
2}
n
i=1, the corresponding
Xinc(Pn) is e-positive, while e-positivity for the UIOs
Pn,k =
{
i
k + 1
}n
i=1
with k > 1 has not yet been proven. It was checked for small n and some k (see [2]).
Next, we introduce correct sequences (abbreviated as corrects), defined below. These play a
major role in the article.
Definition 1.19. Let U be a UIO. We will call a sequence ~w = (w1, . . . , wk) of elements of U
correct if
• wi 6≻ wi+1 for i = 1, 2, . . . , k − 1
• and for each j = 2, . . . , k, there exists i < j such that wi 6≺ wj .
Every sequence of length 1 is correct, and sequence (w1, w2) is correct precisely when w1 ∼ w2.
The second condition (supposing that the first one holds) may be reformulated as follows: for each
j = 1, . . . k, the subset {w1, . . . , wj} ⊂ U is connected with respect to the graph structure (U,∼).
Using this notation, we prove the following theorems.
Theorem 1.20. Let Xinc(U) =
∑
λ
cλeλ be a chromatic symmetric function of the n-element unit
interval order U . Then cn is equal to the number of corrects of length n, in which every element
of U is used exactly once.
Corollary 1.20.1. Let Xinc(P ) =
∑
λ
cλeλ be a chromatic symmetric function of n-element (3+1)-
free poset P , then cn is a nonnegative integer.
Indeed, positivity for the general case follows from Theorem 1.13, which presents the chromatic
symmetric function of a (3 + 1)-free poset as a convex combination of the chromatic symmetric
functions of unit interval orders.
Stanley [7] and Chow [5] showed the positivity of cn for (3+ 1)-free posets using combinatorial
techniques, and linked e-coefficients with the acyclic orientations of the incomparability graphs.
The construction of corrects not only serves this purpose for UIOs (see [10]), but also creates a
new approach, which allows us to obtain the following new result:
iii
Theorem 1.21. Let Xinc(P ) =
∑
λ
cλeλ be a chromatic symmetric function of the (3 + 1)-free
poset P , and k ∈ N. Then cn−k,1k , cn−2,2, cn−3,2,1 and c2k,1n−2k are non-negative integers.
The proofs of Theorem 1.20 and Theorem 1.16, and positivity of correspondent G-power sum
symmetric functions and Schur G-symmetric functions can be found in [9] and [10]. The article
is structured as follows: in Section 2, we describe the G-homomorphism introduced by Stanley
in [7], which is essential for our approach. Positivity of cn−k,1k , cn−2,2, cn−3,2,1 and c2k,1n−2k
(Theorem 1.21) is proven in Section 3.
Acknowledgements. We are grateful to Emanuele Delucchi and Bart Vandereycken for their
help and useful discussions.
2 Stanley’s G-homomorphism
For a graphG, Stanley [7, p. 6] defined G-analogues of the standard families of symmetric functions.
Let G be a finite graph with vertex set V (G) = {v1, ..., vn} and edge set E(G). We will think of
the elements of V (G) as commuting variables.
Definition 2.1. For a positive integer i, 1 ≤ i,≤ n, we define the G-analogues of the elementary
symmetric polynomials, or the elementary G-symmetric polynomials, as follows
eGi =
∑
#S=i
S−stable
∏
v∈S
v,
where the sum is taken over all i-element subsets S of V , in which no two vertices form an edge,
i.e. stable subsets. We set eG0 = 1, and e
G
i = 0 for i < 0.
Note that these polynomials are not necessarily symmetric.
Let ΛG ⊂ R[v1, ..., vn] be the subring generated by {e
G
i }
n
i=1. The map ei 7→ e
G
i extends to
a ring homomorphism φG : Λ → ΛG, called the G-homomorphism. For f ∈ Λ, we will use the
notation fG for φG(f).
Example 2.2. Given a partition λ = λ1 ≥ λ2 ≥ ... ≥ λk, k ∈ N, we have
eGλ =
k∏
i=1
eGi ,
sGλ = det(e
G
λ∗
i
+j−i).
For an integer function α : V → N and fG ∈ ΛG, let
vα =
∏
v∈V
vα(v),
and [vα]fG stands for the coefficient of vα in the polynomial fG ∈ ΛG.
Let Gα denote the graph, obtained by replacing every vertex v of G by the complete subgraph
of size α(v): Kvα(v). Given vertices u and v of G, a vertex of K
v
α(v) is connected to a vertex of
Kuα(u) if and only if u and v form an edge in G.
Considering the Cauchy product [8, ch. 4.2], Stanley [7, p. 6] found a connection between the
G-analogues of symmetric functions and XG. Following Stanley [7], we set
T (x, v) =
∑
λ
mλ(x)e
G
λ (v),
where the sum is taken over all partitions. Then
[vα]T (x, v)
∏
v∈V
α(v)! = XGα . (1)
Using the Cauchy identity∑
λ
sλ(x)sλ∗ (y) =
∑
λ
mλ(x)eλ(y) =
∑
λ
eλ(x)mλ(y)
iv
and applying the G-homomorphism, one obtains:
T (x, v) =
∑
λ
mλ(x)e
G
λ (v) =
∑
λ
sλ(x)s
G
λ∗ (v) = T (v, x) =
∑
λ
eλ(x)m
G
λ (v). (2)
An immediate consequence of the formulas (1) and (2) is the following result of Stanley:
Theorem 2.3 (Stanley). For every finite graph G
1. XGα is s-positive for every α : V (G)→ N if and only if s
G
λ ∈ N[V (G)] for every partition λ.
2. XGα is e-positive for every α : V (G)→ N if and only if m
G
λ ∈ N[V (G)] for every partition λ.
Remark 2.4. If XGα =
∑
λ
cαλeλ, then c
α
λ = [v
α]mGλ . Hence, monomial positivity of m
G
λ is equiva-
lent to the positivity of cαλ for every α.
The proofs of positivity of G-power sum symmetric functions and Schur G-symmetric functions
for the case of unit interval orders can be found in [9].
3 Proofs of the theorems
It follows from Theorem 2.3 that to prove that the graph G is e-positive, it is enough to show the
monomial positivity of its monomial G-symmetric functions. On the other hand, Guay-Paquet in
Theorem 1.13 showed that it is sufficient to check e-positivity for unit interval orders, in order to
prove it for the general case of (3+ 1)-free posets. Therefore, in the following section 3 we analyze
the functions mGλ for the case G = inc(U), where U is UIO.
Let us repeat the definition of a central notion for our work, that of correct sequences of elements
of a unit interval order.
Definition 3.1. Let (U,≺) be a unit interval order, and G = inc(U). We will call a sequence
~w = (w1, . . . , wk) of elements of U correct if
• wi 6≻ wi+1 for i = 1, 2, . . . , k − 1
• and for each j = 2, . . . , k, there exists i < j such that wi 6≺ wj .
We denote by PUk the set of all correct sequences (abbreviated as corrects) of length k. Since G
is uniquely defined by U , and we are working only with UIO, here and below we use the U -index
instead of G. The U -analogues of symmetric functions will be analyzed.
Theorem 3.2. Let U be a unit interval order and pUk the Stanley power-sum function of the
corresponding incomparability graph. Then, for every natural k, we have
pUk =
∑
~w∈PU
k
w1 · ... · wk ∈ N [U ],
where the sum is taken over all corrects of length k.
The proof of this theorem can be found in [9].
Below, we prove positivity of mU
l,1k , m
U
l,2, m
U
l,2,1, and m
U
2l,1k . We need the following mild
technical generalization of correct sequences: let λ = (λ1 ≥ · · · ≥ λk) be a partition of |λ| =
k∑
i=1
λi. Then, we will call sequence (w1, . . . , w|λ|) λ-correct if each of the subsequences (w1, . . . wλ1 ),
(wλ1+1, . . . , wλ1+λ2),. . . (w|λ|−λk+1, . . . , w|λ|) are correct. Introduce the set
PUλ = {~w = (w1, . . . wλ1 |wλ1+1, . . . , wλ1+λ2 | . . . |w|λ|−λk+1, . . . , w|λ|) | ~w is λ-correct }
of λ-correct sequences of length-|λ|. In particular, PUl is the set of l-corrects of U . This definition
is consistent with Theorem 3.2, and we have:
pUλ =
k∏
i=1
pUλi =
∑
~w∈PU
λ
w1 · ... · w|λ|.
For ~w = (w1, . . . wl) ∈ P
U
l and z ∈ U we write z ≻ ~w, if z ≻ wi for every 1 ≤ i ≤ l.
v
Theorem 3.3. Let
MUl,1 = {(~w |z) ∈ Pl.1| z ≻ ~w ∨ z ≺ wl},
then
mUl,1 =
∑
(~w;z)∈MU
l,1
w1 · ... · wl · z.
Remark 3.4. According to Remark 2.4, this implies cn−1,1(U) ≥ 0.
Proof. Since PUl+1 ⊂ P
U
l × P
U
1 , using the following relation
mUl,1 = p
U
l · p
U
1 − p
U
l+1,
we have
PUl × P
U
1 \ P
U
l+1 = M
U
l,1,
and, as a consequence,
mUl,1 =
∑
(~w;z)∈MU
l,1
w1 · ... · wl · z.
Next, we introduce the set
EUk = {~ε = (ε1, . . . , εk)| εi ≺ εi+1, for 1 ≤ i < k}.
Theorem 3.5. For natural numbers l and k, let
MUl,1k = {(~w |~ε) ∈ P
U
l × E
U
k | ε ≺ wl ∨ ε ≻ ~w, for every ε ∈ ~ε},
Then,
mUl,1k =
∑
(~w;~ε)∈MU
l,1k
w1 · ... · wl · ε1 · ... · εk.
Remark 3.6. According to Remark 2.4, this implies cn−k,1k(U) ≥ 0.
Proof. We prove this by induction on k. Note that for k = 1, the definition of MU
l,1k coincides with
MUl,1 from Theorem 3.3. Thus, the case k = 1 follows from Theorem 3.3.
Assume the statement is true for k, and consider the standard equation
pUl ∗ e
U
k+1 = m
U
l,1k+1 +m
U
l+1,1k .
Below, we construct a pair of inverse maps, φl,1k+1 and ψl,1k+1 from the left part to the right
part of the latter equation and vice versa respectively. Every case is followed by a visual illustration.
I. We define
φl,1k+1 : P
U
l × E
U
k+1 →M
U
l,1k+1 ⊔M
U
l+1,1k
as follows:
Let (~w |~ε ) ∈ PUl × E
U
k+1
1. If εi ≺ wl ∨ εi ≻ ~w for 1 ≤ i ≤ k+1, then
φl,1k+1(~w |~ε ) = (~w ; ~ε ) ∈M
U
l,1k+1 .
II. The inverse of map ψl,1k+1 :
ψ1l,1k+1 : M
U
l,1k+1 → P
U
l × E
U
k+1;
ψ2l,1k+1 : M
U
l+1,1k → P
U
l × E
U
k+1.
Let (~w ; ~ε ) ∈MU
l,1k+1 and (~w , z;~ν ) ∈M
U
l+1,1k .
1. For (~w ; ~ε ) ∈MU
l,1k+1 , we have:
ψ1l,1k+1(~w ; ~ε ) = (~w |~ε ) ∈ P
U
l × E
U
k+1.
vi
w1 ... wl
≺
εj
≺
...
≺
εk+1
≺
...
≺
ε1
≺
≺
Figure 1: Illustration of 1.|1.
2. If ∃ i, s.t. εi ⊀ wl ∧ εi ⊁ ~w, then define
m = max(i |1 ≤ i ≤ k+1, εi ⊀ wl ∧ εi ⊁ ~w),
then we have
φl,1k+1(~w |~ε ) =
= (~w , εm; ε1, ..., εm−1, εm+1, .., εk+1) ∈M
U
l+1,1k .
2. For (~w , z;~ν ) ∈MU
l+1,1k , we define
j = min(i |1 ≤ i ≤ k, z ≺ νi),
then we have
ψ2l,1k+1(~w , z;~ν ) =
= (~w |ν1, ..., νj−1, z, νj, .., νk) ∈ P
U
l × E
U
k+1.
w1 ... wl  εm|z
≺
εm+1|νj
≺
...
≺
εk+1|νk
≺
...
≺
ε1|ν1
≺
≺
Figure 2: Illustration of 2.|2.
vii
This completes the proof.
Given a correct ~w ∈ PUl , let
θ = θ(~w) = max({i < l| wi ∼ wi+1}) ∈ N and Jl−1 = (w1, ..., wl−1) ∈ Pl−1.
Theorem 3.7. For natural l ≥ 2, let
MUl,2 = {(~w |q0, q1) ∈ P
U
l.2| Jl−1 ≺ q0 and wl ≺ q1 ∨ wθ ≻ q0 and wθ+1 ≻ q1}.
Then,
mUl,2 =
∑
(~w;q0,q1)∈MUl,2
w1 · ... · wl · q0 · q1.
Remark 3.8. According to Remark 2.4, this implies cn−2,2(U) ≥ 0.
Remark 3.9. There is a slightly more elegant version of MUl,2, which we will use in the future:
MUl,2 = {(~w, q0, q1) ∈ P
U
l,2| (Jl−1 ≺ q0 ∧ wl ≺ q1) ∨ (wθ ≻ q0 ∧ wθ+1 ≻ q1)}
Here is an illustration of an element of MUl,2:
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
q0
≺
q1
Figure 3: Illustration of MUl,2.
Proof. We can write
PUl,2 \M
U
l,2 = {(~w |q0, q1) ∈ P
U
l.2| (~w ≺ q0 ⇒ (wl ⊀ q1 ∧Jl−1 ⊀ q1) ∧ (wθ ≻ q0 ⇒ wθ+1 6≻ q1)}. (3)
The conditions in (3) have the form A ∧B. We begin with a few remarks.
1. Observe that the conditions of A and B are mutually exclusive, so we can consider the two
statements independently.
2. Define τ = max{i ≤ l| q1 ⊀ wi ∨ wi ∼ wi+1}. Note that it could happen that q1 ≺ θ, but
clearly τ ≥ θ.
3. For ~u ∈ PUl+2, let Ul−1 = (u1, ..., ul−1) and θ˘ = max({i < l| ui ∼ ui+1}).
To prove the theorem, we consider the following formula
mUl,2 = p
U
l · p
U
2 − p
U
l+2.
and construct two injective maps.
I. We define
φ : PUl,2 \M
U
l,2 → P
U
l+2
II.
ψ : PUl+2 → P
U
l,2 \M
U
l,2,
as follows: the inverse of map ψ:
Let (~w, q0, q1) ∈ P
U
l,2 \M
U
l,2. Let (u1, ..., ul+2) ∈ P
U
l+2.
1. If ~w ≺ q0, then we define
φ(~w, ~q ) = (...q1, wl, q0),
1. If ul+2 ≻ Ul−1 and ul+2 ≻ ul+1, then
ψ(~u ) = (u1, u2, ..., ul−1, ul+1|ul+2, ul)
viii
which is in PUl+2, since
wl ⊀ q1 ∧ Jl−1 ⊀ q1.
w1 | u1 ... q1 | ul wl | ul+1 ≺ q0 | ul+2
≺
~w | Ul−1
Figure 4: Illustration of φl|2, if q0 ≻ ~w.
Illustration of ψl|2, if ul+2 ≻ Ul−1 and ul+2 ≻ ul+1.
2. q0 ≺ wτ implies A, and implies τ > θ; 2. if uθ˘+1 ≺ uθ˘−1, then
then we define
φ(~w, ~q ) = (...wτ , q1, q0, wτ+1, ...). ψ(~u ) = (u1, u2, ..., uθ˘−1, uθ˘+2, ..., ul+2|uθ˘+1, uθ˘),
Here and below, τ + 1 might be equal to Here and below, θ˘ + 1 might be equal to
l+1, in which case we simply omit wτ+1. l+ 2, in which case we simply omit uθ˘+2.
w1 | u1 ... wτ | uθ˘−1
≺
q0 | uθ˘+1
q1 | uθ˘ q0 | uθ˘+1 ≺ wτ+1 | uθ˘+2 ≺ ...
Figure 5: Illustration of φl|2, if q0 ≺ wτ .
Illustration of ψl|2, if uθ˘+1 ≺ uθ˘−1.
3. Finally, if ~w ⊀ q0 and q0 ⊀ wτ , then
φ(~w, ~q ) = (...wτ , q0, q1, wτ+1, ...).
3. if uθ˘+1 ⊀ uθ˘−1, then
ψ(~u ) = (u1, u2, ..., uθ˘−1, uθ˘+2, ..., ul+2|uθ˘, uθ˘+1).
Here and below, τ + 1 might be equal to Here and below, θ˘ + 1 might be equal to
l+1, in which case we simply omit wτ+1. l+ 2, in which case we simply omit uθ˘+2.
w1 | u1 ... wτ | uθ˘−1
⊀
q1 | uθ˘+1
 q0 | uθ˘ q1 | uθ˘+1 ≺ wτ+1 | uθ˘+2 ≺ ...
Figure 6: Illustration of φl|2, if q0 ⊀ wτ .
Illustration of ψl|2, if uθ˘+1 ⊀ uθ˘−1.
ix
To find a combinatorial interpretation of mUl,2,1, we construct a bijection between the right and
left hand sides of the following equality:
pUl ∗m
U
2,1 = m
U
l+2,1 +m
U
l+1,2 +m
U
l,2,1. (4)
This formula and its proof are similar to the previous one.
Theorem 3.10. For natural l, let
MUl,2,1 ={(~w |~q |z) ∈ Pl,2,1| (~w ; ~q ) ∈M
U
l,2, (~w ; z) ∈M
U
l,1, (~q ; z) ∈M
U
2,1, }
∪ {(~w |~q |z) ∈ Pl,2,1| sl ≻ z ≻ ~q, ∃γ ∈ N, such that θ < γ < l, sγ ∼ z, sγ ≻ q2}
∪ {(~w |~q |z) ∈ Pl,2,1| sl ≻ z ≻ q2, ∃γ ∈ N, such that θ < γ < l, sγ ∼ z, z ∼ q1, sγ ≻ q1},
(5)
Then,
mUl,2,1 =
∑
(~w;q0,q1;z)∈MUl,2,1
w1 · ... · wl · q0 · q1 · z.
Remark 3.11. According to Remark 2.4, this implies cn−3,2,1(U) ≥ 0.
Let us explain the meaning of MUl,2,1. This theorem states that in addition to combinations of
pairwise comparable corrects of lengths l, 2 and 1 we have two more cases:
... wθ wθ+1 ≺ ...≺ wγ ≺ ...≺ wl
≺
z≺q1
≺
≺
q0
Figure 7: First exceptional element of MUl,2,1
... wθ wθ+1 ≺ ...≺ wγ ≺ ...≺ wl
≺
q1q0
≺
≺
z
Figure 8: Second exceptional element of MUl,2,1
Proof. To prove Theorem 3.10 using Formula 4, we construct the maps ϕl|2,1 and ψl|2,1.
x
I. We construct the map from the left hand side
to the right hand side
φl|2,1 : P
U
l ×M
U
2,1 →M
U
l+2,1 ⊔M
U
l+1,2 ⊔M
U
l,2,1.
Let us take
(~w |q1, q2 ; z) ∈ P
U
l ×M
U
2,1.
Let
θ = max({i < l| wi ∼ wi+1}).
We will use this θ for w on the right hand side as
well.
1. If z ≻ ~q.
11. If z ≻ ~w.
111. If (~w ; ~q ) ∈MUl,2, then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
II. We construct
ψ1l|2,1 : M
U
l+2,1 → P
U
l ×M
U
2,1,
ψ2l|2,1 : M
U
l+1,2 → P
U
l ×M
U
2,1,
ψ3l|2,1 : M
U
l,2,1 → P
U
l ×M
U
2,1.
We take
(~u ; ξ) ∈MUl+2,1;
(~w, ξ ; q0, q1) ∈M
U
l+1,2;
(~w ; q0, q1; z) ∈M
U
l,2,1.
Let θ˘ = max({i < l + 2| ui ∼ ui+1}).
1. If (~w ; q0, q1; z) ∈ M
U
l,2,1 and z ≻ ~q and z ≻ ~w,
then
ψ3l|2,1(~w ; q0, q1; z) = (~w | q0, q1 ; z).
In this case we have 2 illustrations:
w1 ... wl−1  wl
≺
q0
≺
≺
≺
q1
≺
z
≺
Figure 9: Illustration of φl|2,1, case 111., and ψ
3
l|2,1, case 1.
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
z
≺
≺
≺
q0
≺
q1
Figure 10: Illustration of φl|2,1, case 111., and ψ
3
l|2,1, case 1.
xi
112. If (~w |~q ) /∈MUl,2, then using
φl|2(~w |~q ) ∈M
U
l+2
we have
φl|2,1(~w |~q |z) = (φl|2(~w |~q ) ; z) ∈M
U
l+2,1
2. If (~u ; ξ) ∈MUl+2,1 and ξ ≻ ~u, then using
ψl|2(~u ) ∈M
U
l,2
we have
ψ1l|2,1(~u ; z) = (ψl|2(~u ); ξ).
Here, we provide illustrations for the right hand side, see Theorem 3.7, where φl|2 and ψl|2 are
defined, for more details.
u1 ... uθ uθ+1 ≺ uθ+2 ≺ ...≺ ul+1 ≺ ul+2
≺
ξ
≺
≺
≺
Figure 11: Illustration of ψ1l|2,1, when ξ ≻ ~u, general case
Note that the picture above illustrates most of the cases, except the special one, when ul+2 ≻ ul+1,
ul+2 ≻ Jl−1 and ul+2 ∼ ul. In this case map ψl|2 takes out ul+2 and ul:
u1 ... ul ul+1 ≺ ul+2
≺
ξ
≺
≺
≺
Figure 12: Illustration of ψ1l|2,1 (special case),
if ul+2 ≻ ul+1, ul+2 ≻ {u1, ..., ul−1} and ξ ≻ ~u.
12. If z ⊀ wl and z ⊁ ~w, then denote
(wˆθ, wˆθ+1) =
{
(wl, z), if wl ∼ z,
(wθ, wθ+1), z ≻ wl.
121. If wˆθ ≻ q0 and wˆθ+1 ≻ q1, then
φl|2,1(~w |q0, q1; z) = (~w, z ; q0, q1) ∈M
U
l+1,2.
3. For (~w, ξ ; q0, q1) ∈M
U
l+1,2, such that
(ξ ≻ wl, wθ ≻ q0, wθ+1 ≻ q1, and ξ ≻ q0),
or
(ξ ∼ wl, wl ≻ q0, ξ ≻ q1, and ξ ≻ q0),
we have:
ψ2l|2,1(~w, ξ ; q0, q1) = (~w |q0, q1; ξ).
xii
w1 ... wθ wθ+1 ≺ ...≺ wl  z | ξ
≺
q0
≺
q0
≺
q1
Figure 13: Illustration of 121.| 3.
122. If wˆθ+1 ⊁ q1 or wˆθ ⊁ q0, we take
τ = max({i < l|wi ⊁ q1∨wi ∼ wi+1∨wi ∼ z})
(note that τ ≥ θ), and insert q0 or q1 after it:
1221. If q0 ≺ wτ , then
φl|2,1(~w |~q ; z) =
= (w1, ..., wτ , q1, wτ+1, ..., wl, z ; q0) ∈M
U
l+2,1
4 For (~u ; ξ) ∈MUl+2,1, such that ξ ≺ ul+2, define
η = max(0, {i ≥ θ˘|ui ∼ ξ}).
41. If η > 0, then we take out uη, ul+2 and ξ:
411. If η = θ˘ + 1 and uθ˘ ≻ ξ, then
ψ1l|2,1(~u ; ξ) = (u1, ..., uη−1, uη+1, ..., ul+1 |ξ, uη;ul+2).
w1 | u1 ... wτ | uθ˘
≺q0 | ξ
q1 | uη ≺ wτ+1|uθ˘+2
≺
≺ ...≺ wl|ul+1 ≺ z | ul+2
≺
q0 | ξ
Figure 14: Illustration of 1221.|411.
1222. If q0 ⊀ sτ , then
φl|2,1(~w |~q ; z) =
= (w1, ..., wτ , q0, sτ+1, ..., wl, z ; q1) ∈M
U
l+2,1.
412. If (η = θ and ξ ≺ uθ+1) or (η = θ + 1 and
(uθ ∼ uθ˘+2 or uθ˘ ⊁ ξ ) or η > θ˘ + 1, then
ψ1l|2,1(~u ; ξ) = (u1, ..., uη−1, uη+1, ..., ul+1 |uη, ξ ;ul+2).
xiii
w1 | u1 ... wτ | uη−1
⊀q1 | ξ
 q0 | uη  wτ+1 | uη+1
≺
≺ ...≺ wl|ul+1 ≺ z|ul+2
≺
q1|ξ
Figure 15: Illustration of 1222.|412.
Here we have a special case when τ = θ. Note that it is possible that wτ ≻ q1:
w1 | u1 ... wθ | uη−1 q0 | uη  wθ+1 | uη+1
≺
≺ ...≺ wl|ul+1 ≺ z|ul+2
≺
q1|ξ
Figure 16: Illustration of 1222.|412.
13. If z ≺ wl.
131. If wθ+1 ≻ q1 and wθ ≻ q0, then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
5. If (~w ; q0, q1; z) ∈ M
U
l,2,1 and z ≻ ~q, and z ≺ wl,
and wθ+1 ≻ q1 and wθ ≻ q0, then
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
z
≺
≺≺
q0
≺
q1
Figure 17: Illustration of 131.|5.
xiv
132. If wθ+1 ⊁ q1 or wθ ⊁ q0, then Let
γ = max(0, {θ < i < l|wi ∼ z}).
1321. if γ > θ and γ > τ (i.e. ∃ wγ ∼ z), then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
This is the first type exceptional element,
shown before on the Figure 7 and on the pic-
ture below:
6. If (~w ; q0, q1; z) ∈ M
U
l,2,1 is the first type excep-
tional element , then
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
... wθ wθ+1 ≺ ...≺ wγ ≺ ...≺ wl
≺
z≺q1
≺
≺
q0
Figure 18: First exceptional element of MUl,2,1
1322. Otherwise (i.e. if γ = 0 or γ < τ), we have:
φl|2,1(~w |~q ; z) = (φl|2(~w |~q ); z).
7. For (~u ; ξ) ∈MUl+2,1, such that
ξ ≺ ul+2 and η = 0,
what implies
(ξ ≻ uθ+1 and ξ ≻ uθ),
we have
ψ2l|2,1(~u ; ξ) = (ψl|2(~u ); ξ).
w1 | u1 ... q01 | uθ˘
≺
q01 | uθ˘+1
≺
≺ ...≺ wl−1 | ul+1 ≺ wl | ul+2
≺
z | ξ
Figure 19: Illustration of 332.|19. (general case)
xv
2. If q1 ≻ z and q0 ∼ z.
21. If q0 ≻ ~w
211. If z ≻ ~w, then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
8. If For (~w ; q0, q1; z) ∈M
U
l,2,1, such that
q1 ≻ z and q0 ∼ z and z ≻ ~w,
we have
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
z
≺
≺
≺
≺
q1q0
Figure 20: Illustration of 211.|8.
212. If z ⊁ ~w and z ⊀ wl, then
φl|2,1(~w |~q ; z) = (~w, z ; ~q ) ∈M
U
l+1,2.
9. For (~w, ξ ; q0, q1) ∈ M
U
l+1,2, such that q0 ≻ ~w,
q0 ∼ ξ and q1 ≻ ξ, we have
ψ2l|2,1(~w, ξ ; q0, q1) = (~w |q0, q1; ξ).
w1 ... wθ wθ+1 ≺ ...≺ wl 
≺
z | ξ
≺
q1q0
≺
≺
≺
Figure 21: Illustration of 212.|9.
22. If q0 ⊁ ~w and q0 ⊀ wl, then
φl|2,1(~w |~q ; z) = (~w, q0, q1 ; z) ∈M
U
l+2,1.
10. For (~u ; ξ) ∈MUl+2,1, such that
ul+1 ∼ ξ, ul+1 ∼ ul+2, and ul+2 ≻ ξ, we have
ψ2l|2,1(~u ; ξ) = (u1, ..., ul|ul+1, ul+2 ξ).
xvi
w1|u1 ≺ ...≺ wl|ul  q0|ul+1 q1|ul+2
≺
z | ξ
Figure 22: Illustration of 22.|10.
23. If q0 ≺ wl.
231. If q1 ∼ wl, then
φl|2,1(~w |~q ; z) = (~w, q1; q0, z) ∈M
U
l+1,2.
11. For (~w, ξ ; q0, q1) ∈M
U
l+1,2, such that
ξ ∼ wl and ξ ∼ q0 and q0 ≺ wl and q1 ≺ ξ,
we have
ψ2l|2,1(~w, ξ ; q0, q1) = (~w |q0, ξ ; q1).
w1 ... wl q1 | ξ
≺
q0
≺
z | q1
Figure 23: Illustration of 231.|11.
232. If q1 ≺ wl and wθ ≻ q0 and wθ+1 ≻ q1, then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
12. For (~w ; q0, q1; z) ∈M
U
l,2,1, such that
wθ ≻ q0 and wθ+1 ≻ q1 and q0 ∼ z and q1 ≻ z,
we have
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
q0
≺
q1
≺
z
Figure 24: Illustration of 232.|12.
xvii
233. If q1 ≺ wl and (wθ ⊁ q0 or wθ+1 ⊁ q1), let
τ = max({i < l|wi ⊁ q1 ∨ wi ∼ wi+1}).
2331. If q0 ≺ wτ (⇒ q1 ∼ wτ ), then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
This case is isomorphic to the second excep-
tional element type, shown below:
13. If (~w ; q0, q1; z) ∈M
U
l,2,1 has the second
exceptional element type, then
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
... wθ wθ+1 ≺ ...≺ wτ ≺ ...≺ wl
≺
q1q0
≺
≺
z
Figure 25: Illustration of 2331.|13.
(Second exceptional element from MUl,2,1 ).
2332. If q0 ⊀ wτ , then
φl|2,1(~w |~q ; z) = (φl|2(~w |q0, z) ; q1) =
= (w1, ..., wτ , q0, z, wτ+1, ..., wl ; q1) ∈M
U
l+2,1.
The following 3 pictures illustrate this case:
14. For (~u ; ξ) ∈ MUl+2,1, such that ξ ≺ ul+2, η = θ
and ξ ≻ uθ+1, we have
ψ1l|2,1(~u ; ξ) = (u1, ..., uθ−1, uθ+2, ..., ul+2 |uθ, ξ ;uθ+1).
As a reminder,
θ˘ = max({i < l+ 2| ui ∼ ui+1}),
η = max(0, {i ≥ θ|ui ∼ ξ}).
w1 | u1 ... wθ | uθ˘−1 q0 | uθ˘ z | uθ˘+1
≻
≺ wθ+1 | uθ˘+2 ≺ ...≺ wl | ul+2
≺
q1 | ξ
Figure 26: Illustration of 2332.|14.
(φl|2,1, if τ = θ. Note that it may happen that wτ ≻ q1).
xviii
w1 | u1 ... wτ | uθ˘−1 q0 | uθ˘ z | uθ˘+1
≻
≺ wτ+1 | uθ˘+2
≺
≺ ...≺ wl | ul+2
≺
q1 | ξ
Figure 27: Illustration of 2332.|14.
(φl|2,1, if q1 ∼ wτ and wτ ∼ q0.)
w1 | u1 ... wτ | uθ˘−1
≻
 q0 | uθ˘ z | uθ˘+1
≻
≺ wτ+1 | uθ˘+2
≺
≺ ...≺ wl | ul+2
≺
q1 | ξ
Figure 28: Illustration of 2332.|14.
(φl|2,1, if q1 ≻ wτ .)
3. If q1 ≻ z and q0 ≻ z.
This is the easiest case, since we insert ~q and z
independently.
31. If z ≻ ~w, then
φl|2,1(~w |~q ; z) = (~w |~q ; z) ∈M
U
l,2,1.
15. For (~w ; q0, q1; z) ∈M
U
l,2,1, such that
z ≻ ~w, q0 ≻ z and q1 ≻ z,
we have
ψ3l|2,1(~w ; q0, q1; z) = (~w |q0, q1; z).
xix
w1 ... wl
≺
z
≺
q1q0
≻
≺
≺
Figure 29: Illustration of 31.|15.
32. If z ⊀ wl and z ⊁ ~w (⇒ q0 ⊀ wl)
321. If q0 ≻ ~w, then
φl|2,1(~w |~q ; z) = (~w, z ; ~q ) ∈M
U
l+1,2.
16. If (~w, ξ ; q0, q1) ∈M
U
l+1,2,
and q0 ≻ ~w, and q1 ≻ ξ, then
ψ2l|2,1(~w, ξ ; q0, q1) = (~w |q0, q1; ξ).
w1 ... wl  z | ξ
≺
q0
≻
≺
≺
≺
q1
Figure 30: Illustration of 321.|16.
322. If q0 ⊁ ~w, then
φl|2,1(~w |~q ; z) = (~w , ~q ; z) ∈M
U
l+2,1.
17. For (~u ; ξ) ∈MUl+2,1, such that
ξ ≺ ul+2 and ξ ≺ ul+2,
what implies
(ξ ≺ uθ+1 and ξ ≺ uθ),
we have
ψ2l|2,1(~u ; ξ) = (ψl|2(~u ); ξ) = (u1, ..., ul|ul+1, ul+2; ξ).
w1|u1 ≺ ...≺ wl|ul  q0|ul+1
≻
q1|ul+2
≺
z | ξ
Figure 31: Illustration of 322.|17.
xx
33. If z ≺ wl
331. If (~w ; ~q ) ∈MUl,2, then
φl|2,1(~w |~q ; z) = (~w ; ~q ; z) ∈M
U
l,2,1.
18. If (~w ; q0, q1; z) ∈M
U
l,2,1, and
q0 ≻ z, q1 ≻ z and wl ≻ z, then
ψ3l|2,1(~w ; ~q ; z) = (~w |~q ; z).
w1 ... wθ wθ+1 ≺ ...≺ wl
≺
q0
≺
≻
q1
≺
z
Figure 32: Illustration of 331.|18.
332. If (~w |~q ) /∈MUl,2, then
φl|2,1(~w |~q ; z) = (φl|2(~w |~q ); z) ∈M
U
l+2,1
19. If (~u |ξ) ∈ MUl+2,1, ξ ≺ ul+2 and η = 0, what
implies
(ξ ≺ uθ+1 and ξ ≺ uθ),
then we have
ψ2l|2,1(~u ; ξ) = (ψl|2(~u ); ξ).
w1 | u1 ... q01 | uθ˘
≻
q01 | uθ˘+1
≻
≺ ...≺ wl−1 | ul+1 ≺ wl | ul+2
≺
z | ξ
Figure 33: Illustration of 332.|19. (general case)
It is easy to see that by construction the left hand side fully describes the set PUl ×M
U
2,1. Now,
we check that the right hand side coincide with MUl+2,1 ⊔M
U
l+1,2 ⊔M
U
l,2,1:
• Let (~u ; ξ) ∈ MUl+2,1. Then the following cases from the right hand side clearly describe
MUl,2,1:
2. ξ ≻ ~u;
4. ξ ≺ ul+2 and η > 0;
7. ξ ≺ ul+2, η = 0 and (ξ ≻ uθ+1 and ξ ≻ uθ);
19. ξ ≺ ul+2, η = 0 and (ξ ≺ uθ+1 and ξ ≺ uθ).
xxi
• Let (~w , ξ; q0, q1) ∈M
U
l+1,2. Then the following cases from the right hand side clearly describe
MUl,2,1.:
3. (ξ ≻ wl, wθ ≻ q0, wθ+1 ≻ q1, and ξ ≻ q0), or (ξ ∼ wl, wl ≻ q0, ξ ≻ q1, and ξ ≻ q0);
11. (ξ ∼ wl, wl ≻ q0, ξ ≻ q1, and ξ ∼ q0);
9. q0 ≻ ~w, q1 ≻ ξ and q0 ∼ ξ;
16. q0 ≻ ~w, q1 ≻ ξ and q0 ≻ ξ.
• Let (~w ; q0, q1; z) ∈M
U
l,2,1. Then the following cases from the right hand side clearly describe
MUl,2,1.:
1. z ≻ ~q and z ≻ w;
5. z ≻ ~q and z ≺ wl;
8. q0 ∼ z, q1 ≻ z and z ≻ ~w;
12. q0 ∼ z, q1 ≻ z and (wθ ≻ q0 and wθ+1 ≻ q1);
15. q0 ≻ z, q1 ≻ z and z ≺ wl;
18. q0 ≻ z, q1 ≻ z and z ≺ wl;
6. First exceptional type element;
13. Second exceptional type element.
Since every number from 1 to 19 was used exactly once, this completes the proof.
Theorem 3.12. For natural numbers l and k, let
MU2l,1k = {(
~ξ, ~ε ) ∈ EUl ×E
U
k+l| ∃{ij}
l
j=1, 0 < i1 < i2 < ... < il < k+ l, s.t. ξj ∼ εij for 1 ≤ j ≤ l},
Then
mU2l,1k =
∑
(~ξ,~ε )∈MU
2l,1k
ξ1 · ... · ξl · ε1 · ... · εl+k.
Remark 3.13. According to Remark 2.4, this implies c2k,1n−2k(U) ≥ 0.
The proof is omitted and can be found in [9].
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