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Abstract: We propose a heuristic attribute reduction algorithm based on random selections of attributes.
Rough set theory proposed by Pawlak provides theoretical foundations of set-theoretical approximation of
concepts and logical reasoning from data, and attribute reduction is one of the most important research
topics in the aspect of reasoning from data. The computational complexity of computing all reducts from
the given data is NP-hard and there have been many heuristic attribute reduction algorithms; however,
almost proposals compute just one candidate of reducts from the given data. In this paper, we propose
a heuristic attribute reduction algorithm to compute reducts as many as possible, which is based on












法が多数提案されている [1, 2, 3, 4, 9, 11, 12, 13, 14].
しかし，これらの手法の大半は相対縮約の候補をごく




















合であり，C \D = ;とする．すべての属性の集合を
AT
def= C [Dと表す．V は各属性 a 2 AT の値の集合，
½ : U £AT ! V は対象 xの属性 aでの値 ½(x; a) 2 V
を表す関数である.
属性の任意の部分集合A µ AT に対して，U 上の識
別不能関係 RA を次式で定義する:
xRAy
def() ½(x; a) = ½(y; a); 8a 2 A: (1)
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表 1: 決定表の例
U c1 c2 c3 c4 c5 c6 d
x1 1 0 0 0 0 1 1
x2 0 1 0 0 0 1 1
x3 0 2 1 0 1 0 2
x4 0 1 1 1 0 0 2
x5 0 1 2 0 0 1 1
x6 0 1 0 0 1 1 3
関係RAが同値関係となることは容易に確かめられる.
特に，決定属性集合Dに基づく識別不能関係は対象の
全体集合の分割 D = fD1; ¢ ¢ ¢ ; Dmgを与え，各Di は
決定クラスと呼ばれる．
各決定クラス Di に対して，識別不能関係 RA によ
る下近似 A(Di)を次式で定義する:
A(Di)
def= fx 2 U j [x]A µ Dig: (2)
RA の定義より，Di の下近似 A(Di)は A内の属性の
値により確実にDi に分類される対象の集合となる．
決定表の例を表 1 に示す．表 1 は議論の対象とな
る要素の集合 U = fx1; ¢ ¢ ¢ ; x6g, 条件属性集合 C =
fc1; ¢ ¢ ¢ ; c6g，決定属性集合 D = fdg などで構成さ
れ，½(xi; d) = iとなる要素の集合を決定クラスDiと
すると，3 個の決定クラス D1 = fx1; x2; x5g および








の決定クラスの集合D = fD1; ¢ ¢ ¢ ; Dmgに対して以下
の 2条件を満たす条件属性の部分集合 A µ C である:
1. POSA(D) = POSC(D).
2.任意の真部分集合 B ½ Aに対して POSB(D) 6=
POSC(D).
ここで，条件属性の任意の部分集合 X µ C に対して













在する: fc3; c5g, fc5; c6g, fc2; c4; c5g．
2.3 識別行列による相対縮約の計算
相対縮約を具体的に計算する手法として，識別行
列 [8] を用いた手法が知られている．決定表 (U;C [
D;V; ½)が与えられたとき，決定属性集合Dに関する
識別行列は，以下で定義する i行 j列目の成分 ±ij を持
つ jU j £ jU j行列である:
±ij =
8><>:
fa 2 C j ½(xi; a) 6= ½(xj ; a)g;
9d 2 D; ½(xi; d) 6= ½(xj ; d);
;; その他:
(4)
ここで，jU jは集合 U の要素数を表す．
±ij 6= ; である i 行 j 列の成分 ±ij は，決定クラス
が異なる対象 xi と xj に対して，±ij に含まれるいず
れかの属性を比較することで xi と xj を区別できる
ことを表している. よって，すべての ±ij に対して，
±ij 6= ;ならば±ij \ A 6= ; となり，かつ包含関係につ


















定義 1 DT = (U;C [ D;V; ½)を決定表とする．DT
から生成された小規模決定表 RDT は以下の 4項組で
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ある:
RDT = (U;C 0 [D;V; ½): (5)
ここで，対象の集合 U および決定属性の集合D，値の
集合 V，関数 ½はDT と同一である. 条件属性の集合
C 0 は以下の 2条件を満たす集合である:
1. C 0 µ C.
2.異なる決定クラスに属する任意の対象 x 2 Di お
よび y 2 Dj (i 6= j)について，(x; y) 62 RC なら











Algorithm 1 dtr: 小規模決定表生成アルゴリズム
入力: 決定表DT = (U;C [D;V; ½)，
DT の識別行列DM , 属性数の最小値 b
出力: 小規模決定表 (U;C 0 [D;V; ½)
1: 非復元抽出を用いて C からランダムに b個の条件
属性 a1; ¢ ¢ ¢ ; ab を選択する
2: C 0 = fa1; ¢ ¢ ¢ ; abg
3: for all ±ij 2 DM such that i > j do
4: if ±ij 6= ; and ±ij \ C 0 = ; then
5: 属性 c 2 ±ij をランダムに選択する
6: C 0 = C 0 [ fcg
7: end if
8: end for




命題 1 DT = (U;C [ D;V; ½) を決定表，RDT =
(U;C 0 [ D;V; ½)を Algorithm 1によって DT から生
成された小規模決定表とする．条件属性の部分集合






入力: 決定表DT = (U;C [D;V; ½),
小規模決定表での条件属性の最小個数 b,
繰り返し回数 I
出力: DT の相対縮約の集合 RED
1: RED = ;
2: DM Ã DT の識別行列
3: for i = 1 to I do
4: RDT = dtr(DT;DM; b)
5: DM 0 Ã RDT の識別行列
6: S Ã DM 0 による RDT のすべての相対縮約
















Learning Repository [10]の 10種類のデータ (Anneal-
ing, Arrhythmia, Cylinder Bands, Communities and
Crime, Dermatology, Flags, Internet Advertisements,
Lung Cancer, Sponge, Zoo) に対して提案手法を用い
て相対縮約を抽出する実験を行った．実験では，小規
模決定表での条件属性の最小個数は b = 10，繰り返し
回数は I = 10とした．








データ名 属性 対象 縮約
Annealing 38 798 51
Arrhythmia 278 452 67
Cylinder Bands 38 540 61
Communities 128 1994 67
Dermatology 34 166 161
Flags 29 194 17
Internet 1558 3279 -
Lung Cancer 57 32 104
Sponge 45 76 78
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