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In this paper, we consider the problem of modeling the timing error process in magnetic recording systems. We propose a discrete-
valued Markov model for the timing error process, and design two methods (data-aided and nondata-aided), based on the Baum–Welch
algorithm,toextract themodelparametersfrom thereadback waveforms.Thechannelmodelweconsiderisanintersymbol interference
(ISI) channel with additive Gaussian noise. The continuous-time readback signal at the output of the channel is sampled at baud-rate.
Simulation results show that the estimated parameters are close to the actual values and the convergence is attained in a few iterations
of the Baum–Welch algorithm. We also demonstrate the usefulness of the accurate model extraction by comparing a ﬁne-tuned Markov
timing recovery loop to the standard Mueller and Muller detector with a tuned second-order loop ﬁlter.
Index Terms—Baum–Welch algorithm, cycle-slip, intersymbol interference, synchronization, timing recovery.
I. INTRODUCTION
M
AGNETIC recording (and communications) channels
suffer from misalignment between the write (trans-
mitter) clock and the read (receiver) clock. The timing recovery
method at the receiver, not being ideal, produces synchroniza-
tion errors.
It is widely accepted that in magnetic recording applications,
the detectors/decoders need to be ﬁne-tuned to the signal and
noise characteristics in order to achieve maximal gains. How-
ever,sofarthislineofthinkinghasnotpenetratedintothedesign
of timing recovery systems in magnetic recording. Typically,
derivations of the synchronizers assume that the timing error is
a fractional offset [1] of the sampling instant (which is an as-
sumption that breaks in the cycle-slip region). This assumption
leads to the design of standard ﬁrst and/or second order timing
recoveryloopswithonly2–3tunableparameters.Albeitsimple,
such schemes suffer from frequent cycle-slips, especially at low
signal-to-noise ratios (SNRs) or when the timing error is large.
For example, when the timing error is more than a bit interval,
the timing recovery loop will tend to lock at a new stable point,
which is a cycle (or several cycles) away from the ideal sam-
pling instant. Since the timing error model does not consider
such “large” timing errors (cycle-slips), if the timing recovery
loop experiences a cycle-slip, it does not have a mechanism to
resynchronize. Clearly, if we could construct an accurate sta-
tistical model for the timing error process, we would have the
opportunity to ﬁne-tune the timing recovery loop to match the
model, or even construct more accurate timing recovery loops.
In [2], [3], a discrete Markov model for the timing errors
has been proposed, which led to a soft-output algorithm to
jointly detect data symbols and timing errors. However, the
soft-output algorithm makes the assumption that the parameters
of the Markov timing error model are known, which in practice
need to be estimated. In this paper, we consider the problem
of estimating the parameters of the timing error model from
baud-rate samples of readback waveforms.
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Fig. 1. Simple block diagram of the channel and signal model.
The organization of the paper is as follows. In Section II,
a Markov model for the timing error process, as well as its
equivalent ﬁnite-state trellis model are proposed. In Sections III
andIV,wepropose thedata-aided and nondata-aidedestimation
methods, respectively. We present the simulation results in Sec-
tion V, and conclude the paper in Section VI.
II. SOURCE/CHANNEL MODEL AND PROBLEM FORMULATION
We consider a simple system, as shown in Fig. 1. We denote
the binary antipodal written symbol (channel input symbol) at
time by .
Thechannel response function is modulated bythe input
sequence . The readback waveform has the form
(1)
where is the symbol interval and is additive Gaussian
noise.
An ideal receiver would sample the readback waveform
at time instants . However, because of the timing
errors, the receiver samples the readback waveform at the fol-
lowing sampling instants , and so
on. That is, the th sample is
(2)
where are independent and identically distributed Gaussian
random variables with mean 0 and variance , shortly denoted
by . For simplicity, we assume that are in-
dependent of the input sequence . Generalization to pat-
tern-dependent noise [4] is straightforward.
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We assume that is a ﬁnite-support function that satisﬁes
for (3)
We denote the support interval of by , where
. By using (3), we can now rewrite (2) as
(4)
Equation (4) shows that at most
(5)
data symbols inﬂuence the value of each readback sample .
For example, if we assume that the readback sample falls in-
sidethe thsymbolinterval ,the datasymbols
that inﬂuence are .
Notational Conventions: Throughout the paper, we use the
following notational conventions. The probability of an event
is denoted by . The probability of an event , condi-
tioned on an event , is denoted by . A sequence of
variables is shortly denoted by . A readback
sample in (4) is a random variable, where its realization is
denoted by . The positive integer denotes the block length
of written symbols (bits) . The index is exclusively used to
count the written symbols (bits) , where . For a
given block of input bits , we will take readback samples
, whose realizations are . Throughout the paper, the index
(conﬁned to ) is exclusively used to count the read-
back samples (or ). We require that , where
is a known positive integer. The discrepancy between and
is required because of the timing errors. The integer is a
safety window length whose value is chosen to guarantee that
thereadbacksamples fallwithinthe symbolintervalsthat
correspond to the written bits .
A. A Practical Physical Model for the Timing Error
The timing error is the difference between the sampling
instant of the th sample of the readback waveform and the ex-
pected sampling instant . Since the writing process and the
reading process are never perfectly synchronized, the timing
error is a random process. Often this random process is mod-
eled to be a constant for an extended number of bit intervals
[1], or is modeled as Gaussian random walk [3]. Though such
models are simple, they are often not accurate enough and do
not provide enough parameters to tune the synchronizer.
Here we adopt a timing error process model with several tun-
ableparameters.Weuniformlyquantizethesymbolintervalinto
levels, and allow to take values , where is an in-
teger. Obviously, the quantization is an approximation, which,
if chosen to be ﬁne enough, introduces only a marginally small
quantizationerror.Wefurtherassumethat can berepresented
by a Markov process with the probability of transition from
state to state denoted by . Fig. 2 illustrates
an example, where nonzero transition probabilities occur only
between neighboring states. Obviously, more accurate Markov
models with transitions between nonneighboring states are pos-
sible (but not considered here for the simplicity of the presenta-
Fig. 2. A simple state-transition diagram of the timing error E .
tion). Note that due to the cyclostationarity of the timing error
process, must equal . That is
if
if
if
(6)
where and is any integer .
One advantage of this discrete Markov model for the timing
error process is that it does not assume the timing error to be
only a fraction of the bit interval. Rather, it allows the scenario
where the timing error is greater than the bit interval, i.e., the
model allows cycle-slips to occur. Thus, the model permits the
designof advancedtiming recoveryloopsand channel detectors
that are resilient to cycle-slips [5], [3], [6].
It is not hard to verify that under this model, the number
of possible values of the timing error grows linearly with
time . Obviously this creates problems, because the number of
timingerrorstatesisunbounded(seeFig.2).Wecircumventthis
problem by proposing an equivalent ﬁnite-state trellis model for
the timing error process.
B. Equivalent Finite-State Trellis Model
A state at time is an element of the ﬁnite-size set of
all possible states
(7)
where
(8)
We next assign a meaning to the elements of the set . A state
at time is associated with the th symbol interval
The model in (6) implies that one of the following three events
must occur, depending on the realization of the timing error
process.
1) No sampling instant falls in the th symbol interval. This
event is denoted by a state
2) Exactly one sampling instant falls in the th symbol in-
terval. The value of this single sampling instant is con-
ﬁned to one of the possible quantized realizations
, where . Each of the quan-
tized realizations is denoted by a state
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Fig. 3. Section of the equivalent timing error trellis for Q =5 .
3) Exactly two sampling instants fall in the th symbol in-
terval. These two sampling instants are
This is denoted by a state
Thestatesequence isahomogeneousMarkovprocess
with
Denote by the probability
The values can be derived from the probabilities intro-
duced in Section II-A. For , the probabilities
are
if (9)
However, there are special cases that do not obey rule (9) and
must be handled with care. For example, Fig. 3 shows a trellis
section for and lists the values for all that do not
conform to (9).
The timing error trellis is thus described by the set of states
and by the state transition probabilities . The probabilities
are the tunable parameters that describe the timing error
process . For notational purposes, we group these parameters
into the parameter set
and (10)
Theadvantageofthetrellismodelforthetimingerrorprocess
is that the state sequence is essentially a homogeneous ﬁnite-
state Markov chain. There are various estimation techniques
that we can apply to solve many problems associated with this
ﬁnite-state Markov model. For example, we can do maximum
a posteriori probability symbol detection under timing uncer-
tainty [5], or we can do iterative timing recovery [3] by cal-
culating soft-outputs from this ﬁnite-state trellis model. In this
paper,westudytheproblemofdeterminingthetransitionproba-
bilities fromreadbackwaveformsamples(channel outputs)
that are corrupted by timing errors.
C. Parameter Estimation Problem
Although the model in Fig. 2 is physically intuitive (and
therefore appealing), direct estimation of in Fig. 2 is not
easy. On the other hand, estimating the parameters of
the equivalent ﬁnite-state Markov model is a more attractive
approach for two reasons:
1) the model is a ﬁnite-state model, and hence only a ﬁnite
number of parameters needs to be estimated;
2) themodel can be directlyused todesign optimal detectors
for channels with synchronization errors [5], [3].
Our modeling task is to observe (capture) readback samples
(sampled with timing errors), and estimate the trellis model
parameters from the captured samples. We assume that the
channel impulse (or transition) response is a priori known;
if it is not known, it can be easily measured. To perform the
modeling task, we will consider two scenarios:
• the data-aided scenario, where the written bits are known
(for example, blocks of training symbols are written);
• the nondata-aided scenario, where the written bits are not
known and are generated randomly with a known proba-
bility distribution prior to the writing.
The basic tool that we use for the parameter estimation task
is the Baum–Welch algorithm [7]. In its classical form, the al-
gorithm performs the estimation of transition probabilities on a
trellis representation of a Markov-memory process. Here, how-
ever, the classical Baum–Welch algorithm must be modiﬁed. To
justify this, consider the example in Fig. 3. The state de-
notes that the th symbol interval is not sampled at all. Hence,
no sample can be associated with the state . This
illustrates that there may not be a one-to-one correspondence
between the states and readback waveform samples (channel
output samples) as in the ordinary trellises used for running
BCJR (forward-backward) algorithms [8]. Hence, we need to
modify the forward-backward component of the Baum–Welch
algorithm [7].
III. DATA-AIDED ITERATIVE ESTIMATION
The Baum–Welch algorithm is an iterative algorithm, where
each iteration consists of two steps [7]:
1) the forward-backward (sum-product) algorithm;
2) the re-estimation algorithm.
Todescribebothcomponents oftheBaum–Welch procedurefor
our speciﬁc trellis, we introduce the following notation.
• Let denote the vector of readback samples that corre-
spond to the -th symbol interval. Obviously, the length
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of is not ﬁxed, but rather it depends on the realization
of the state .
—If , the th symbol interval is not sampled at
all, and hence is an empty vector, .
—If , the th symbol interval is
sampled once, and hence is a vector of length 1.
—If , the th symbol interval is sampled
twice, and hence is a vector of length 2.
A. Forward-Backward Algorithm
Given the set of state transition probabilities , and the real-
izations of readback samples , we wish to calculate the fol-
lowing two probabilities:
(11)
(12)
where and .
We deﬁne the following functions (for ):
(13)
(14)
where isanytimingerrorstate.Inwords, isthe
joint probability that the timing error state at time is , and
that there are samples, , that fall inside the ﬁrst symbol
intervals . We also deﬁne the following branch metric
function, for and and :
if
if
if
(15)
Obviously, if we know the state transition probabilities ,a s
well as the statistics of the channel noise in (4), it is straight-
forward to calculate the above branch metrics .
From the Markovian property of the trellis, we can compute
recursively, for and and
if
if
if
(16)
Notice that here we adopt a ﬁxed integer as a safety
window length that speciﬁes the maximum number of cycle-
slips considered by the algorithm. In practice, this number can
be adjusted by the user.
We assume that the sampling clock starts with zero phase-
offset (perfect clock acquisition), and set the initial conditions
for as
if
if
otherwise
(17)
Similarly,usingtheMarkovianpropertyofthetrellis,wehave
a recursion for for and
(18)
We set a simple (approximate) initial condition for at
to be uniform for all
otherwise (19)
The two joint probabilities in (11) and (12) are computed as
follows: for , and and
if
if
if
(20)
(21)
Similar to the BCJR algorithm [8], this algorithm has forward
and backward recursions, given by (16) and (18), respectively.
Just like in the BCJR algorithm [8], normalizations of the coef-
ﬁcients and are required here as well.
B. Re-Estimation Using the Baum–Welch Algorithm
The forward-backward algorithm given above computes the
probabilities and assuming that the set of state transi-
tion probabilities is known. In practice, however, the set
is generally not known and thus needs to be estimated from the
readback samples. We now introduce the iterative Baum–Welch
method for re-estimating these transition probabilities .
Denote by the estimate of the set of transition prob-
abilities in the -th iteration of the algorithm. Our task is
to estimate a new set of transition probabilities using
the computed probabilities and . No-
tice that the expected number of visits to state is given by
and the expected number of transitions
from state to state is given by . Then
the state transition probabilities can be estimated as the ratio of
the expected counts
(22)
and the new set of estimated transition probabilities is
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We now formulate the data-aided Baum–Welch algorithm to
estimate the state transition probabilities:
IV. NON-DATA-AIDED ITERATIVE ESTIMATION
In this case, the channel input symbols are not known, so
there are two unknown processes with memory that need to
be modeled: 1) the timing error process and 2) the channel
input process observed through an intersymbol interference
(ISI) channel. Hence, we need to build a trellis representation of
the joint timing-error/ISI process. The structure of such a joint
trellis, as well as the forward-backward algorithm for this joint
trellis have been described in [5], [3].
TheBaum–Welchalgorithmforthenondata-aidedscenariois
thus similar to the data-aided scenario. Using a forward-back-
ward algorithm, properly applied to the joint timing-error/ISI
trellis [5], [3], we can compute the probabilities and that
are needed in the ﬁrst half of each Baum–Welch iteration. The
second half of each Baum–Welch iteration (the re-estimation
step) is identical to (22). Thus, the difference between the data-
aided and the nondata-aided Baum–Welch algorithm is only in
the implementation of the forward-backward algorithm.
V. SIMULATION RESULTS
In order to evaluate the performance of the Baum–Welch es-
timation algorithm, we compare the estimated state transition
probabilities after the th iteration of the Baum–Welch al-
gorithmtothetruevalues .Weconsiderthesimplecase where
we have quantization levels per symbol interval, and set
the parameters
(23)
The channel is a simple PR4 channel [9]. The length of the
input sequence was selected to be symbols and SNR
is 4 dB. The number of readback samples is (i.e.,
). Table I shows the corresponding true state transition
probabilities , as well as the estimated transition probabilities
after the th Baum–Welch iteration using the data-aided
method.
To illustrate how fast the Baum–Welch algorithm converges
to the true state transition probabilities ,w ed e ﬁne
(24)
TABLE I
ITERATIVE ESTIMATION OF TIMING STATE TRANSITION PROBABILITIES P
Fig. 4. Squared estimation error E between the state transition
probabilities ^ P and the true values P.
as the total squared parameter estimation error in the th itera-
tion of the Baum–Welch algorithm. Fig. 4 plots versus the
iteration number for the case where the true parameters and
theinitial estimate are speciﬁed inTable I.Bothdata-aided
andnondata-aidedestimationareevaluated.Theblocklengthof
the input sequence was selected to be , the number of
readback samples is , and the number of quantization
levels was chosen to be . We notice that the data-aided
algorithm converges in less than six iterations for both 4 and
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Fig. 5. Bit error rates when using the conventional M&M timing recovery
detector with an optimized second-order loop ﬁlter [10] and the optimal
trellis-based timing recovery loop [6] ﬁne tuned to the Markov timing error
model.
8 dB, while the nondata-aided algorithm converges in less than
six iterations only at 8 dB.
To underline the advantage of properly modeling the timing
error process, we illustrate the performances of two timing re-
covery loops: one that does not take the model into account,
and the other that does. The real timing error in the system is a
Gaussian random walk process [3] whose Gaussian increment
has mean and variance . The two compared timing re-
covery loops are:
1) the standard M&M timing error detector [10] with a
second-order loop ﬁlter (whose ﬁlter coefﬁcients are
optimized for each tested SNR);
2) the optimal baud-rate timing recovery loop [6], ﬁne tuned
to the Markov parameters of the timing error process,
where the Markov timing error parameters are extracted
from the readback waveforms using the Baum–Welch
algorithm.
In Fig. 5, we compare the bit error rate (BER) performance
of the Viterbi detectors when the two timing recovery loops are
used, and the timing error parameters are and
%. Clearly, the timing loop that utilizes the estimated Markov
timing error process parameters performs visibly better.
In Fig. 6, we compare the cycle-slip rate of the two timing
loops under the scenario % and %.
Clearly,theloopthatutilizestheestimatesoftheMarkovtiming
error parameters has a much lower cycle-slip rate. This is be-
cause the Markov model for the timing error allows for cycle-
slips. Consequently, if a timing loop is ﬁne-tuned to such a
Markov model, it has the ability to recover from occasional
cycle-slips, which is well illustrated in Fig. 6.
VI. CONCLUSION
In this paper, we presented a Baum–Welch method for es-
timating the parameters of a ﬁnite-state Markov timing error
process. Both data-aided and nondata-aided methods have been
proposed. The proper extraction of the timing error parameters
is required for ﬁne-tuning the timing recovery and data detec-
tion algorithms to the characteristics of a head-disk interface in
Fig. 6. Cycle-slip rates when using the conventional M&M timing recovery
detector with optimized second-order loop ﬁlter [10] and the optimal
trellis-based timing recovery loop [6] ﬁne tuned to the Markov timing error
model.
magnetic recording systems. Simulation results were presented
that show: 1) the ability of the Baum–Welch algorithm to cor-
rectly estimate the timing error parameters and 2) the superior
performance of timing recovery loops that are tuned to the esti-
mated timing error parameters.
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