We address the problem of recovering a signal (up to global phase) from its short-time Fourier transform (STFT) magnitude measurements. This problem arises in several applications, including optical imaging and speech processing. In this paper we suggest three interrelated algorithms. The first algorithm estimates the signal efficiently from noisy measurements by solving a simple least-squares (LS) problem. In contrast to previously proposed algorithms, the LS approach has stability guarantees and does not require any prior knowledge on the sought signal. However, the recovery is guaranteed under relatively strong restrictions on the STFT window. The second approach is guaranteed to recover a non-vanishing signal efficiently from noise-free measurements, under very moderate conditions on the STFT window. Finally, the third method estimates the signal robustly from noisy measurements by solving a semi-definite program (SDP). The proposed SDP algorithm contains an inherent trade-off between its robustness and the restrictions on the STFT windows that can be used.
INTRODUCTION
The problem of recovering a signal from its Fourier transform magnitude arises in many areas in engineering and science, such as optics, X-ray crystallography, speech recognition and blind channel estimation [1, 2, 3, 4, 5] . This problem is called phase retrieval and received considerable attention recently, partly due to its strong connections with the fields of compressed sensing and sparse recovery [6, 7, 8] . We refer the reader to a contemporary survey of the phase retrieval problem in [9] .
Phase retrieval is inherently an ill-posed problem. Two main approaches have been suggested to overcome the ill-posedness. The first builds upon prior knowledge on the signal's support, such as sparsity or exact knowledge of a portion of the underlying signal [10, 11, 12, 13, 14] . The second approach makes use of additional measurements. This can be performed by structured illuminations and masks [15, 16] or by measuring the magnitude of the short-time Fourier transform (STFT). In [17] , it was demonstrated that for the same number of measurements, measuring the STFT magnitude can lead to better performance than measuring an oversampled discrete Fourier transform (DFT).
In this paper we consider the recovery of a signal from its STFT magnitude. This problem arises in several applications in optics and speech processing [18, 19, 20] . In [17] , the authors prove that non-vanishing signals (namely, signals whose entries are all nonzero) can be recovered by an algebraic method, under mild conditions on the STFT window. However, the algorithm is highly sensitive to noise. In [21] , the authors prove that most non-vanishing one-dimensional signals can be recovered by a semi-definite program (SDP) under mild conditions on the STFT window. They also demonstrate by numerical experiments that the algorithm is robust to noise. Two additional algorithms that often work well in practice are the iterative Griffin-Lim algorithm (GLA) [19] and STFT-GESPAR (for sparse signals) [8, 17] , however neither have recovery guarantees.
In this paper, we suggest three algorithms for the recovery of a signal from its STFT magnitude together with recovery guarantees. All of the proposed techniques are based on observing the DFT of the STFT magnitude. Algorithm 1 is based on a simple leastsquares (LS) approach. In contrast to previous works, the LS algorithm has stability guarantees. Furthermore, it can be implemented efficiently and does not require any prior knowledge on the sought signal, whereas previous methods require the knowledge of a portion of the signal [18] or that the signal is non-vanishing [17, 21] . However, these appealing properties hold under certain restrictions on the STFT windows.
To alleviate the constraints on the window, we suggest an efficient algebraic technique, Algorithm 2, to recover non-vanishing signals. The algorithm shares similarities with the method suggested in [17] , however it has slightly less restrictions on the STFT window. Both Algorithms 1 and 2 can be extended naturally to higher dimensions.
Our final approach exploits a larger set of measurements in an algorithmically more complicated way using an SDP, to robustly recover arbitrary signals. Our SDP formulation imposes different constraints than the one analyzed in [21] . Simulations show that the algorithm performs well in noisy environments. It contains the flexibility to improve the signal's estimation (by relying on more observations) at the cost of more restrictions on the STFT window.
The rest of the paper is organized as follows. Section 2 formulates the problem of recovering a signal from its STFT magnitude. Section 3 presents our algorithms, proves some of their properties and discusses connections with previous works. Section 4 shows numerical simulations, validating our theoretical findings. Section 5 concludes the work and suggests future research directions.
PROBLEM FORMULATION
The STFT of a signal x ∈ C N is defined as 
is the STFT window and L determines the separation in time between adjacent sections. In the sequel, we assume that x and g are periodically extended over the boundaries in (2.1). The STFT can be interpreted as the Fourier transform of the signal x, multiplied by a sliding window g. In this work we consider L = 1. The analysis of L > 1 will be left for future work.
We assume that the information we have on the signal is the magnitude of its STFT
where η[m, k] is an additive noise. Our goal is to recover x given Y. Clearly, any signal z and ze jφ , for some angle φ, have the same STFT magnitude. Therefore, the global phase φ cannot be determined by any method, and we say that the recovery is up to global phase.
In [21] , an SDP algorithm was suggested to estimate a nonvanishing signal x from Y. However, the high computational complexity of the SDP problem prevents its practical use (see for instance [7] ). Additionally, while the SDP algorithm of [21] seems to perform well in a noisy environment, it does not have stability guarantees. In this paper we suggest a simple and efficient algorithm to recover an arbitrary signal based on a LS formulation with stability guarantees by observing the DFT of the STFT magnitude.
Before proceeding, we introduce some notation. Letz and z * be the conjugate and the transpose conjugate of a vector z, respectively. We say that z is non-vanishing if z[n] = 0 for all n. Let F and F * be the DFT and inverse DFT matrices. The set HN denotes all Hermitian matrices of size N × N , and |Λ| the cardinality of the set Λ. For k = 0, 1, . . . , N − 1, we denote by diag(X, k) ∈ C N the k th circular diagonal of a matrix X, namely, the entries (i, (i + k)modN ), i = 0, . . . , N − 1 of X.
PHASE RETRIEVAL FROM STFT MAGNITUDE

Stable Recovery via Least-Squares Estimation
We begin by considering the DFT of Y[m, k] with respect to the second variable:
In the noiseless case we get
where the last equality follows from the identity
. Consequently, for any fixed = 0, . . . , N − 1, we obtain the linear system of equations
where
and G is an N × N circulant matrix with first column given by
Relation (3.2) will be the basis for the three algorithms we propose below. Let X = xx * and observe that diag(X, ) = x . Therefore, in the noiseless case, if the matrices G are invertible for all = 0, . . . , N − 1, then we can compute x = 1 N G −1 z . Since G is a circulant matrix, it can be diagonalized by G = F * Σ F, where Σ is a diagonal matrix whose entries are given by the DFT of the first column of G . Thus,
Fz . This step can be computed efficiently using FFT. The set of vectors x , = 0, . . . , N − 1 determines the rank one matrix X.
In the presence of noise, we aim to solve the problem
subject to rank(X) = 1.
In our first approach, we first ignore the rank-one constraint and solve a LS problem. If the matrices G are invertible, then the solution is given by
We then determine x by computing the best rank one approximation of X, which is given by the eigenvector of X associated with the largest eigenvalue. This approach is summarized in Algorithm 1.
In a noise-free environment, Algorithm 1 results in exact recovery under the following conditions: In contrast to the algorithms suggested in [17, 21] , Algorithm 1 is guaranteed to achieve a stable estimation in the presence of noise as the solution of a LS problem as long as the matrices G are invertible, without any prior knowledge on the sought signal. The algorithm is efficient due to the circular structure of the matrices G that can be inverted by FFT.
The 
Construct a matrix X ∈ C
N ×N by diag(X, ) = x for all = 0, . . . , N − 1.
Computex =
√ λmaxumax, where λmax is the maximal eigenvalue of X and umax is the associated eigenvector.
Algebriac Recovery in a Noise-Free Environment
To reduce the requirements on the window, suppose that the information we have is exactly |X[m, k]| 2 without any additional noise. Theorem 3.3 states that one can recover efficiently any nonvanishing signal x ∈ C N from its STFT magnitude via Algorithm 2 if the STFT window g satisfies moderate conditions. Compared to Theorem 1 in [17] 
Compute recursivelyx[n
. Proof. According to (3.2), if G is invertible then we get the linear system of equations 
2. N and W − are coprime for = 0, 1.
Extension to High-Dimensional Signals
We briefly describe the extension of Algorithms 1 and 2 to bivariate signals. The algorithms can be extended to higher dimensions by the same methodology. The two-dimensional (2D) STFT with respect to a bivariate window g is given by (for L = 1)
In the same manner as in (3.1), we take the 2D DFT of |X [m1, m2; k1, k2] | 2 with respect to k1 and k2 and get,
For a fixed ( 1, 2) , we obtain the linear system of equations
and G 1 , 2 is a block circulant matrix with circulant blocks. Such a matrix is diagonalized by the 2D DFT matrix and the eigenvalues are given by the 2D DFT of the first column of G 1 , 2 . Therefore, if the 2D DFT of the first column of G 1 , 2 is non-vanishing then the system is invertible and one can recover x 1 , 2 efficiently. The rest of the procedure is a simple generalization of the one-dimensional cases presented in Algorithms 1 and 2.
Stable Recovery via Semidefinite Programming
Algorithm 2 uses merely two columns of the matrix Y[m, ] (3.1). Algorithm 3 suggests to exploit a larger set of columns of Y[m, ], to achieve robust estimation in the presence of noise. Let Λ ⊆ {0, 1, . . . , N − 1} and let |Λ| be its cardinality. Algorithm 3 suggests to estimate the signal from noisy observations by minimizing the trace of a matrix among all positive semidefinite Hermitian matrices which satisfy the |Λ| constraints on the matrix diagonals. It is well-known that minimizing the trace of an Hermitian matrix promotes a low-rank solution.
We expect that choosing a larger set of observations |Λ| will lead to a better estimation of x. This is true if the matrices G are invertible for all ∈ Λ. Therefore, Algorithm 3 enables the flexibility to choose the number of observation we use depending on the STFT window. For instance, if we consider the rectangular window 1 [0,W −1] for some W < N/2 and the set Λ = {0, 1, . . . , λ − 1}, then the matrices G are invertible only if λ ≤ W and that N and W − are coprime for all ∈ Λ. If this is the situation, we expect that increasing λ (up to W ) will result in a better estimation. The numerical results in Section 4 corroborate this conclusion. 2. Choose a set Λ ⊆ {0, . . . , N − 1} and solve : 3.x = √ λmaxumax, where λmax is the maximal eigenvalue of X and umax is the associated eigenvector.
NUMERICAL EXPERIMENTS
This section is devoted to numerical experiments, examining the three algorithms presented above. In all experiments, both the real and the imaginary parts of the signals were drawn from an iid normal distribution. An additive noise with normal distribution was added with the appropriate variance, according to the desired signal to noise (SNR) ratio. The error was measured by
, wherex is the algorithm output.
We compared Algorithm 1 with the GLA [19] and the noisy version of the SDP algorithm in [21] . We solved the SDP using CVX [22] and stopped the iterative GLA if the difference between consecutive iterations was less that 10 −6 or after 500 iterations. Figure  1 demonstrates that all three algorithms have similar performance for signals of length N = 23 and Gaussian window e . However, the average running time of the GLA and the SDP of [21] was 27 and 2634 times greater than the running time of Algorithm 1, respectively. Table 1 presents the recovery error of Algorithm 2 in a noise-free environment. We used a rectangular window with different lengths. As predicted by Theorem 3.3, the recovery error is negligible. Figure 2 compares the recovery error of Algorithm 3 with the SDP algorithm of [21] for signals of length N = 23 and a rectangular window with W = 5 as a function of the SNR. The problems were solved by CVX. We chose Λ = {0, 1, . . . , λ − 1} for λ = 3, 5, 23 . As can be seen, Algorithm 3 is stable even for small values of λ. Additionally, increasing λ beyond W does not reduce the recovery error significantly as predicted in Section 3.4. The running time of the SDP algorithm of [21] was 3.5 and 12 times greater than the running time of Algorithm 3 with λ = 5, 23, respectively.
Fig. 1:
The recovery error of Algorithm 1, the SDP method suggested in [21] and the GLA [19] as a function of the SNR. Each experiment was conducted 10 times. 
CONCLUSION
In this work, we suggested three interrelated algorithms to recover a signal from its STFT magnitude. Each algorithm suits a different case. Algorithm 1 is efficient and robust to noise but restricts the potential STFT windows. Algorithm 2 is an efficient and exact algorithm in the noise-free environment. Algorithm 3 uses an SDP formulation and contains the flexibility to control its stability to noise at the cost of restrictions on the STFT windows. Proving its robustness and properties is the goal of future work.
All the results in this paper were focused on maximal overlapping in the STFT windows, i.e. L = 1. Previous papers have indicated that this restriction can be alleviated. The analysis of the case L > 1 requires incorporating new tools into the suggested framework and is under ongoing research.
