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第1章はじめに
1．1　研究背景
　スケジューリング問題は，限りある資源（機械，人，お金など）を使用し，作業（緯み立て，切断など）
間に定義された順序関係を満たしっっ，最適な作業の処理順序，および作業への資源の割当を決める，と
いった意思決定を必要とする複雑な組合せ最適化問題である．そのため，計算の複雑さの理論という観点か
ら大変興味深く，従来より非常に多くの研究がなされている．しかし，一口にスケジューリング問題といっ
ても，生産スケジューリング配送計画，要員計画といった様々なものがあり，個々の生産現場の状況に応
じた特殊な制約を考慮しなければ現実の産業への応用ができないものとなってしまう．
　現在，スケジューリング間題を扱うことのできるソフトウェアは，ジョブショップ型，フローショップ型
のスケジューリング問題というようにモデルを特定して実用化されているものが多い，加えて，それらのソ
フトは解ける問題の規模や計算時問などの面では実用に耐えるものであっても，最適化という面では必ず
しも満足できるものとは限らない．
　最適化をするためには非常に複雑なアルゴリズムが必要となり，生産現場の担当者や，一般のソフトウェ
アエンジニアなどの実務家が簡単に問題のアルゴリズムを構築することは非常に困難である．そのため，実
務においてスケジューリング問題を最適化したい場合には，実務家が個々に解きたい問題を理論家に預け，
その都度アルゴリズムを構築してもらい直接問題を解いてもらっている場合が多かった．しかし，これでは
お互いに非常に手閲と時閲がかかる．それゆえ，実務家が自らスケジューリング問題を解けるような枠組み
があれば大変便利であり，最適化の理論を現実の産業に役立てることができる、
1．2　研究の位置づけ
　スケジューリング問題に限れば，実務分野では個々の生産現場において制約や目的を考慮しなけれぱなら
ない様々な問題が存在し，実務家はそれらを扱うツールの構築や日々の作業の順序計画を練っている（この
作業は数目がかりになる場合もある）．
　理論分野では理論家は間題のモデル化やアルゴリズムの設計などを行っている、しかし，問題のモデル
が必ずしも実務に適応しやすいものばかりではなく，アルゴリズムは実務家には簡単に理解できるようなも
のばかりではない．そのため，実務において理論研究の成果を簡単に利用することが困難な場合も多い．
　本研究では，理論と実務の橋渡し役という立場で，理論家の高度なアルゴリズムを実務家が簡単に利用
できるような仕組みを構築する．
1．3　本研究の目的
　一般に企業で問題とされているスケジューリングは押P一困難な問題が多いことで知られており，実用的
な時間内で最適解を得るのは大変困難である．この種の問題に対しては，実用的な時間内で解を得ること
ができるメタ解法を用いるのが有効である．最近では，様乏なスケジューリング問題を扱えるモデルとして
資源制約付きスケジューリングの研究がなされており，高度なアルゴリズムが開発されている．
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　本研究では，理論分野での研究成果である京都大学の茨木・野々部による資源髄約付きスケジューリング
問題に対するアルゴリズムを利用し，様々な制約も考慮したスケジューリング問題の最適化を行えるよう
な，汎用性の高いスケジューリング最適化システムの構築を目的とする。
1．4　研究の方法
研究の方法を以下にまとめる．
　・様々なスケジューリング問題を扱うことができる資源制約付きスケジューリング問題を整理する。
　●実務上の様々な謝約のモデル化を示す．
　●資源制約付きスケジューリング問題に対する高遠アルゴリズムを実装した，スケジューリング最適化
　　コンポーネントについて述べる．
　・スケジューリング最適化のためのデータ仕様を示す，
　●スケジューリング最適化を容易に行えるように構築した実務的スケジューリング最適化システムにっ
　　いて示す．
　●ベンチマーク問題を用いた計算実験を行うことにより，システムの性能を探る．
1．5　本論文の構成
論文の構成は，以下のとおりである．
　・2章ではスケジューリング問題の概要を述べる、
　●3章では従来の研究について示す．
　●4章では現実に発生する様々な制約のモデル化について示す・
　●5章ではスケジューリング最適化コンポーネントrOpもSeq」について述べる．
　・6章ではスケジューリング最適化のためのデータ仕様を示す．
　●7章では実務的スケジューリング最適化システムについて示す．
　・8章では構築したシステムでの計算実験の結果について示す．
　・9章ではまとめと今後について示す．
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第2章スケジューリング問題
本章では，スケジューリング問題について意思決定レベルにおける問題の位置づけ，定義，基本的な用語で
ある資源や作業，問題の種類，制約条件，目的関数，などについて示す．スケジューリング問題は図に詳
しくまとめられている．
2．1　問題の位置づけ
　スケジューリング問題などの組合せ最適化閥題は，多くの組合せの中から一つの解を選ぶという意思決定
を必要とする．意思決定は戦略的（ストラテジック）レベル，戦術的（タクティカル）レベル，作戦的（オ
ペレーショナル）レベルの3つのレベルに分けられ，それぞれに意思決定を支援するモデルが存在する国．
1．戦略的モデル
　　長期（1年から数年）の意思決定を支援するモデルであり，主な意思決定項目としては工場の位置
　の決定，生産能力の決定，原料の調達先や配送センターの決定などがある、このレベルの代表的なモ
　デルとしてロジスティクス・ネットワーク設計モデルがあげられる．
2。戦術的モデル
　　中期（1週問から数ヶ月）の意思決定を支援するモデルであり，主な意思決定項目としては月次の
　生産・輸送計画の決定，運搬車の固定ルートの決定などがある、このレベルの代表的な意思決定モデ
　ルとしてロットサイズ決定モデルがあげられる．スケジューリング問題の一つ上のモデルである．
3．作戦的モデル
　　短期（リアルタイムから目，週べ一ス）の意思決定を支援するモデルであり，日々の配送計画，工
　場などの生産現場における作業順序の決定などがある．このレベルの主なモデルとして配送計画，要
　員計画，スケジューリングモデルがあげられる．
スケジューリングモデルは作戦的レベルに分類される．本研究でのスケジューリング最適化システムも作戦
的レベルのものとして構築する．
2．2　定義
　スケジューリング問題とは，資源（Resourcelリソース）を複数の活動（A面vitylアクティビティ）へ時
間的な要因を考慮して割り振る問題のことである．
2．3　資源
ここでは，資源について示す．
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2．3．1　資源
　資源とは，生産現場に存在するモノの中で作る側に属するモノのことである．具体的には，人（作業者）
や機械であったり，資金（予算〉や原材料のことをさす．また，輸送のためのトラックなども資源となる．
2．3．2　資源特性
以下に代表的な資源の特性について示す．
●再生可能資源
　単位時問が経過すると使用された資源が再び使用可能になる場合を再生可能資源という．
●再生不可能資源
　予算のように一度使用されたら再生されないような資源を再生不能資源という．
●利用可能状況特性
　資源には利用な期間があり，その状況に関する2つの特性がある．
一利用可能状況が固定
　資源は計画期間の問は常に使用可能であり，使用可能量が一定である．
一利用可能状況が変動
　資源の利用可能状況が時刻によって異なり使用可能量も変動する．
2．4　活動・作業
ここでは，活動・作業について示す．
2．4．1　活動・作業
　資源を使って行われる行為のことを活動または作業という．主に機械に割り振られる活動のことをジョ
ブ（仕事）という．また，ジョブが複数の小ジョブの組み合わせから構成される場合がある．この場合の小
ジョブを通常のジョブと区別するためにオペレーション（作業）という．作業は，通常ジョブを処理される
機械別に分けたものをことをいうことが多いが，厳密な意味で活動，仕事，作業の区別はない．本研究で
は，資源を使って行われる行為のことを作業とよぶ．
2．4．2　作業特性
作業の特性について代表的なものを以下に示す．
●順序制約の有無
　作業の処理順序に関する制約に関する特性である．制約がない場合，どのような順序で作業を処理し
　ても良い．一般的に，ある作業が完了してからでないと別のある作業が開始できないという作業の先
　行順序関係がある場合が多い．．これ以外の特殊な順序制約に関しては以下のものがある．これらは順
　序制約として扱われる．
同時開始
ある作業と別の作業は同時に開始されるという順序制約．
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　　　一直後開始
　　　　　ある作業の終了直後に別のある作業が開始されるという順序制約．
　　　一同時終了
　　　　　ある作業と別のある作業は同時に終了するという順序制約．
　　　一最小遅延時間付き順序関係
　　　　　ある作業が完了してから一定の時間が経過した後でないと別のある作業を開始することができな
　　　　　いという順序制約．　　　　　　　　　　　　　　　　　　　　　　　　　’
　　　一最小・最大遅延時間付き順序関係
　　　　　ある作業が完了してから一定の時間が経過した後と，一定時間経過する前の問でしか別のある作
　　　　　業を開始することができないという順序関制約．
　○処理時刻
　　作業の処理の開始・終了の時刻に関する特性である，主に以下のものがある．
　　　一　リリース時刻
　　　　　作業の処理がはじめてできるようになる時刻のこと．
　　　一納期
　　　　　作業の処理が完了し終わっていなければならない時刻のこと．
　　　一開始時刻指定
　　　　　作業の処理を開始しなければいけない時刻のこと．
　　　一終了時刻指定
　　　　　作業の処理を終了しなければいけない時刻のこと．
　●作業の途中中断の可否
　　作業が処理の途中で中断できるかどうかの特性である．分割可能か不可能かの二つがある，
　　　一分割可能
　　　　　作業が途中で中断でき，中断した箇所から再開することができるという特性．人が作業する際に
　　　　　休憩などを考慮する必要がある．
　　　一分割不可能
　　　　　作業が途中で中断できないという特性．
　●バッチ処理
　　作業がバッチ処理を行われなければいけないという特性である．いくつかの作業を一度にまとめて処
　　理する場合を作業のバッチ処理という．バッチ処理の終了時刻によって以下の二つに分類される．
　　　一直列バッチ
　　　　　バッチ処理の終了時刻は，バッチに含まれる作業の時間の和に等しい．
　　　一並列バッチ
　　　　　バッチ処理の終了作業は，バッチに含まれる作業のもっとも遅い完了時刻に等しい．
2．5　制約条件
　スケジューリング問題では，現実に様々な制約条件の下で最適化を考慮する必要があるが，ここではそれ
らの制約条件中中から代表的なものをあげる．
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●作業遂行条件
　全ての作業は計画期間中に処理されるという制約．
・資源制約
　作業の処理に必要とする資源量に関する制約．使用する資源量は与えられる資源量を超えてはいけな
　いことを表す．
●先行順序制約
　作業の順序に関する制約．ある作業の処理が完了するまで他のある作業が処理できないことを表す・
2．6　目的関数
ここでは目的関数として代表的なものをあげる．
●最大完了時刻最小化
　全ての作業の処理が完了する時刻を最小化する．
●総納期遅れ最小化
　納期に間に合わない作業の終了時刻に対する納期からの遅れ時間の合計を最小化する。
o総納期ずれ最小化
　各作業の終了時刻に対する納期からのずれ時間の合計を最小化する・作業が納期より早く完了しすぎ
　ると，その作業により精製される製品や部品が在庫となる場合がある。こあような場合には納期ちょ
　うどに作業の処理が完了することが望ましい．
●総費用最小化
　計爾期間中にかかる全ての費用を最小化する問題．費用としては，作業の開始時刻に依存する費用や
　資源の超過ペナルティ費用，段取り費用などがある．
2．7　スケジューリング問題の種類
　スケジューリング問題には目的関数や制約の違いから様々な応用例がある。ここでは，スケジューリング
問題の代表的なものを挙げる．
1．資源制約付きスケジューリング問題（Resource　ConstraiBed　Proj㏄t　Scheduling　Problem）
　　資源制約付きスケジューリング問題とは，限られた資源の下で与えられた作業を処理する際，各
　制約を満たした上で，ある目的を最小化（最大化）するような資源配分および作業の開始時刻を決定
　する問題のことである，資源の時問軸の一部を占有するのではなく，資源の一部を使用する．
2．機械スケジューリング問題（MachiBe　Sc簸eduling　Problem）
　　ジョブ（機械スケジューリング問題では活動・作業をジョブという）は資源の一部もしくは全部を
　時問軸で使用することによって処理される．各資源の時問軸の一部を占有することによって処理され
　る場合を機械スケジューリング問題とよぶ．
一般に，機械スケジューリング問題は資源制約付きネケジューリング問題において資源の使用量の上
限（資源の供給量）が1単位で，かっ各ジョブの資源の使用量（資源の需要量）が1単位の特殊系で
ある．機械スケジューリングを扱う場合には資源を機械とよび，一般的なモデルである資源制約付き
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スケジューリング問題を扱う時には資源とよぶ。機械スケジューリング問題は機械の特性によりさら
に細分化できる．以下に，代表的な機械スケジューリング問題をあげる．
（a）ジョブショップスケジューリング問題（Job　Skop　Scheduling　Problem）
　機械スケジューリング問題の中で，ジョブ（仕事）という概念を導入したスケジューリング問題．
　ジョブの中の各オペレーション（作業）の処理される機械の順序があらかじめ与えられており，
　その順序はジョブ毎によって異なってもよいという閥題
（b）フローショップスケジューリング問題（Fbw　Shop　Sc飴duling　Problem）
　ジョブショップスケジューリング問題の特殊系で全てのジョブの各オペレーションが使用する機
　械の順序が決まっている問題。
2．8　スケジュールの図式表現
　スケジュールを視覚化するための最も標準的な図式として，1919年にガントによって考案されたガント
チャリトがある．ガントチャートでは横軸を時間軸とし，縦軸にはジョブ（および作業），または資源を表
す行を表示し，ジョブが資源を占有している時間を矩形で表示する．図2．1は3ジョブ2資源（機械）のジョ
ブショップスケジューリング問題をガントチャートで表したものである．アルファベットはそれぞれジョブ
を表す．矩形内の数字はそれぞれの機械でのジョブの処理時問を表す．例えばジョブAは，機械1で6時
問処理される作業と機械2で2時間処理される作業が行われることを示している．
一：機械・で処理する作業□：機械2で処理する作業
ジョブ
　A
B
C
2
8
5
0 5 10 15 20　時問
図2．1：ガントチャート
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第3章従来の研究
本章では資源制約付きスケジューリング問題の従来までの研究を述べる．資源制約付きスケジューリング問
題は，様々なスケジューリング問題を一般化することが可能であり，その汎用性の高さから近年注目されて
いる問題である．最近の資源制約付きスケジューリング間題の研究にはメタ解法を用いたものとして14，51
がある．
3．1　資源制約付きスケジューリング問題
　ここでは，資源制約付きスケジューリング問題の定義，基本的用語である資源，作業と作業の処理手段で
あるモード，先行順序，目的関数のモデルについて述べる．
3．1．1　定義
　資源制約付きスケジューリング問題とは，各時間ごとの使用可能量の上限をもっ資源とその資源を一定
量使用して行う作業が与えられた際に，作業間に定義された先行順序などの制約を満たした上で目的関数
を満足させるような作業の開始時刻，資源の作業への割り当てを決める問題である．
3．1．2　資源
　資源とは生産現場において造る側に属するモノのことである．資源制約付きスケジューリング問題の資
源はその機能によって2種類に分けられる．
1．再生可能資源
　単位時間あたりに使用できる量があらかじめ与えられている資源、使用されてからある単位時問が経
　過し使用され終わると再び使用可能になる。すなわち単位時間ごとに使用されている資源の総和が一
　定以下になるように制限されている．例として，機械や人があげられる．
2、再生不可能資源
　一度使用された資源は再生されない資源．すなわち単位時間あたりではなく，スケジュール全体で使
　用された資源の総和が一定量以下になるように制限される．例として，資金や原材料があげられる．
資源の仮定
このモデルでは，より現実的な状況を記述することが可能にするため，資源の供給量は時問に一定で
なくてもよいものとなっている。これにより，以下のことも記述できる、
●ある期間機械を停止しなくてはならない
・週末は平日よりも出勤する工員が少ない
・毎週決められた曜日にしか処理できない作業がある
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3．1．3　作業
　作業とは計画期間内に処理されなければならない活動のことである．作業にはさまざまな特性がありそ
れらは制約として扱われる．
作業の仮定
このモデルでは各作業は，以下のことを予め設定されている．
　●各作業はいったん開始されたら，完了するまで中断できない
　●各作業は遂行する手段（モード）を1っ以上持つ
3．1．4　モード
　作業を遂行する手段のことをモードという．資源をある時間，一定量使って行われる、
　例えば，現実には通常一人で2日かかる作業が，もう一人臨時に雇うことで一貝できる．ただし，その
際麺万円のコストが発生する場合など，同じ作業でも処理時問や必要な資源量が一意でない場合はモード
を用いる。すなわち，各作業は有限個のモードを持ち，各モードに対して処理時問，および資源量が定めら
れているものとする．
　先の例は，処理日数が2日でありr人」と再生可能資源を1人必要とするモードと処理目数1日で，r人」
という再生可能資源を2人必要とし，「予算」という再生不可能資源を10万円必要とするモードの2つの
モードをこの作業が持っているということになる。よって資源制約付きスケジューリング問題とはユーザが
与えた制約を満たすように，各作業をいつ，どのモードで処理するかを決定することが間題ともいえる。
モードの仮定
このモデルでは，各モードに以下のことを予め設定されている．
　・各モードが必要とする資源の量
　●各モードの処理時間
3．1．5　資源制約
　ここでは，資源制約について示す、
再生可能資源制約
各単位時閲において，処理中である作業が必要とされる資源磐の総量がその供給量を越えてはならない．
通常の機械における資源制約は，同時に複数の作業を処理することが出来ないのであるから，供給量，消費
量ともに常に1である特殊なケースと考えられる．
再生不可能資源制約
すべての作業による資源7の総消費量が，与えられた供給量を越えてはならない．すなわち，再生不可能資
源制約は各単位時閲あたりではなく，スケジュール全体で斧消費量に関する制約であることに注意する必要
がある．また，各作業が必要とする再生不可能資源の量は，その開始時刻によらず，モードにのみ依存する．
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3．1．6　先行順序制約
　作業琶が完了するまで作業ゴの処理を開始できないという制約．作業歪を先行作業，作業プを後続作業と
いい，作業2→作業ゴと表す．これを先行順序制約という乙図3．1に先行制約のモデルを示す4
作業歪 ＼
作業ノ
図3．1：先行制約モデル
3．1．7　目的関数
　このモデルでは，様々な目的関数を記述するために考慮制約の違反度（ペナルティ〉を最小化する方法を
用いている，考慮制約とは満たすこと渉望ましいが必ずしも満たさなくてもよい制約のことである．それ
に対し，必ず満たさなければならない制約のことを絶対制約という．
　目的関数
考慮制約を用いて目的関数を表現する方法について述べる．考慮制約は以下のようなモデルである．
　　　　　＜左辺は以下の項の和＞
係数×作業のモードを選択したら1しないなら0
　　　　　係数×作業の開始時刻
　　　　　係数×作業の終了時刻
　　　　　　係数×作業時間
＜符号＞
　≦
　＞
｛瑠劉
　この考慮制約を逸脱した量（左辺一右辺の値）をペナルティとし，各制約の重みと掛け，その合計量を
最小にするような解（スケジュー一ル）を求める．つまり冒的関数として
　　　　　　　　　　　　　Σ　　　制約の重み×制約を破った量
　　　　　　　　　　　すべての考慮制約
を最小にするような解を探す。最大完了時刻最小化と総納期遅れ最小化を行う場合の考慮制約モデルを以下
に示す．
●最大完了時刻最小化
　最大完了時刻最小化を行うために，まず，すべての作業に後続する処理時問0のダミー作業5¢舷を
　定義する．そしてε2漉の完了時刻（又は開始時刻）を最小化することから
　　　　　　　　　　　　　　　5貌々の完了時刻＜0
のように考慮制約を記述する．これは5∫硫の完了時刻力§小さけれぱ小さいほど，この制約の違反量
は小さくなることを表す．よってこの制約によって最大完了時刻最小化を行うことができる．
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●総納期遅れ最小化
　総納期遅れ最小化を行うためには，以下のような考慮制約を記述する、
　　　　　　　　　　　　　　各作業の完了時刻く各作業の納期
これは，ある作業の完了時刻がその作業の納期と同じかそれ以前に行われていなければならないこと
を示している．よって，納期よりもその作業の完了時刻が遅れた場合，遅れた時問がペナルティとな
る．例として，ある作業の納期が5日でその作業が完了したのが9日だとしたら，（9－5＝4）の4
日分がペナルティとなる．これを各作業ごとに記述することにより，総納期遅れ最小化を行うことが
できる．
3．1．8　定式化
ここでは，資源制約付きスケジューリング問題の構成要素ならびに定式化を示す．
時刻添え字付き定式化
　時刻添え字付き定式化とは，連続時聞を離散化する定式化である．連続時問のト1以上オ未満の時間を，
時刻オと仮定する，すなわち，計画期問は時刻の集合となる．図3．2に時刻添え字付き定式化について示す．
f卜1，歪）
卜1 歪 連続時間
時刻歪
図3．2二連続時間の離散化
集合
‘7：作業の集合
π：資源の集合
π7e：再生可能資源の集合
擬：モードの集合
7：時刻の集合．丁翼｛1，2，一！7｝．
κ窪：各単位時刻オで再生可能資源の利用可能量の集合
π町：作業’がモード物で処理される時の資源の集合
π鶏：作業ゴがモードmゴで処理される時の再生可能資源の集合
艦　作業ゴがモード鵬ゴで処理されるときの処理時間の集合
碕：考慮制約の集合
qん：絶対制約の集合
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入力データ
7∈π「e：再生可能資源
m〆作業ゴが処理されるときのモード
翫ノ作業ダがモードmゴで処理されるときの処理時間
海鵜。〆再生可能資源に対して処理開始後・各単位時問ごとに処理に必要な資源量
定式化
　以下に，本研究で扱った資源制約付きスケジューリング問題の定式化を示す．
最小化目的関数
条件　作業遂行条件
　　資源制約
　先行順序制約
　　考慮制約
0－1変数
　作業ゴがモードmで処理されるかどうかを表す0－1変数を用意する。
　　　　　　　　　　　　輌素欝モ魎　される●
　を定義する．
目的関数
　今回の研究では，最大完了時刻を最小化することを目的としているが，現実のスケジューリング問題では
その評価基準は，最大完了時刻最小化，納期遅れ時問最小化，納期遅れを最小にしつつ最大完了時刻を最小
化したいなど多目的となる場合が多い．そのため，予め目的関数を定めておくことは好ましくない．よっ
て，この定式化ではスケジュールの評価を制約を用いて行う，資源制約や先行制約などの絶財制約を満たす
範囲で考慮制約の満足度を最大にするという意味でスケジュールを最適化する．そのために，物，矯および開
始時刻5ゴに関する線形不等式
　　　　　　　　　　　　　　　ΣΣαゴ，鵬ゴ吻，mゴ＋Σ嗣≦γ　　　　　　　　（3ユ）
　　　　　　　　　　　　　　　　ゴ　狗　　　　　　　　　ゴ
偽，藩作業ゴがモードmで処理される時に，どのモードが最も重要であるかを表す係数
角：作業ゴが開始された時の時刻に関する重要度の係数
73目的関数の目標値
を考慮制約として記述することにする．
ここで，各考慮制約の制約違反に対するペナルティ関数どして
β＝max｛（左辺）一（右辺），O　l
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および考慮制約の重要度を示す重みω置（＞0〉を導入する，これらを用いて重み付きペナルティ関数を，目的
関数として最小化する．目的関数は下記のように記述できる．
目的関数：
　　LsPニΣ⊃ω避
　　’＝1
最大完了時刻最小化＝最大完了時劾最小化を行う場合の考慮制約の定式化について示す．
すべての作業に後続する処理時問0の仮想的な作業として，ε2醜を定義する．52醜の完了時刻をc、励と
すると，輸嫡を最小化することが目的となることによって，
c8伽鳶＜0
を考慮制約としてを与え，ペナルティをmax｛o，轍，0｝とすることで，最大完了時刻最小化が記述できる．
（作業ゴの完了時刻cゴは，作業∫がモード町を選択した時の晦の処理時間をP胸とすればeゴ＝5ゴ＋ρ町
で表せる．
作業遂行条件
　　　　　　　　　　　　　　Σ触ゴ＝1燐∈」
　　　　　　　　　　　　　π轟ゴ∈ル吐ゴ
すべての作業は必ず一度処理されなければならないことを表す．
資源制約
再生可能資源制約＝
　　　　　　　　　　　　　　Σ鵬．（む一、ゴ）≦鰐r∈πfε老二1，2，一r
　　　　　　　　　　　　　ゴ∈Jr馨
　　ある時刻オにおける作業の再生可能資源使用量の合計が，資源使用量の上限を超えないことを示して
　　いる．
先行頗序制約
以下，先行順序制約を示す5cゴは作業∫の完了時刻，εゴは作業ゴの開始序刻を示すヨ
c冨≦8ゴ
作業歪が作業ゴに先行するとき，作業¢が完了するまで，作業ゴの処理を開始できないことを示している。
3．2　メタ解法
　スケジューリング問題は，離散的な組合せ最適化問題である、組合せ最適化問題の解法は厳密解法と近
似解法に分けられる．厳密解法はすべての解を列挙して厳密な最適解を見いだす手法である。しかし，問
題の規模が大きくなると膨大な計算時間を要することになり，厳密解を求めることが事実上不可能となる．
一方，近似解法とは，近似解を生成するアルゴリズムやルールを用いて一つの解を求める手法である．最適
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性の保証はない解法だが，厳密解法に比べ計算時問は短い．
　メタ解法とは，問題の構造や特性から優れた近似解を生成し，解の探索を繰り返す，継合わせ最適化問
題を解くための従来の近似解法を超えた新しい解法である．代表的なメタ解法に，局所探索法，遺伝的アル
ゴリズム，タブーサーチがある．
　局所探索法と遺伝的アルゴリズムを用いた研究にっいては15］があるが，作業の処理パターンが複数ある
場合のモデルは考慮されてはいないため，汎用性という面では物足りない場合がある．タブーサーチを用
いたアルゴリズムの研究として京都大学の茨木・野々部による潤がある。モードの概念や様々な目的関数
を同時に扱えるといった点から汎用性に優れたものである．
3．2．1　局所探索法
　局所探索法とは，最も単純な発見的解法である．
局所探索法の基本構造はきわめて簡単であり，構造を説明する時，暗い夜道を懐中電灯を頼りに山登りする
人にたとえられることから丘登り法とも呼ばれる．最小化問題を考えて，なるべく標高の低い地点を探す
登山者（下山者）を例に用いて局所探索法の概要を説明する．
　今，登山者は真夜中の山の中にいるものとする．ここでの目的は，限られた時閲内になるべく標高の低
い地点に到着することである、夜道は暗いので，現在自分のいる場所の周り以外は見ることができない（懐
中電灯でまわりだけを見ることができ，懐中電灯で照らせる範囲を近傍と呼ぶ）．現時点よりも標高が低い
地点がまわりにあれば，その地点へ移動する。照らした範囲（近傍）内に，現時点よりも標高が低い地点が
まわりになければ，あきらめて寝袋を出して寝る。その時の標高が登虫者のスコア（目的関数値）になる．
　局所探索法では，いつも最も低い地点で眠れるとは限らない．山は，いくつもの谷があるからである、局
所探索法が捕らえられてしまう谷が局所最適解に対応する、
3．2．2　遺伝的アルゴリズム
　遺伝的アルゴリズムは複数の実行可能解（全ての制約条件を満たす解）を保持し，その解を生物の進化の
過程を模写したアルゴリズムを用いて改善していくという方法の総称である．遺伝的アルゴリズム特有の
用語を用いると，保持する実行可能解を個体と呼び，個体の集合を集団と呼ぶ。固体は有限の数列で表さ
れ，その数列の一つの要素を遺伝子とよぶ．基本的な遺伝的アルゴリズムでは，選択により選ばれた個体に
対し，交叉，突然変異と呼ばれる2つの操作を用いて新たな個体を生成し，交叉集団に加える．さらに各個
体の適応度を算出し，適応度の低い個体を淘汰（集団から排除）する．
　このような操作を繰り返し行うことにより，よりよい集団を得る解法である．一連の操作を繰り返す回
数は，世代数と呼ぱれる．
1．選択
　集団の中から個体を選ぶ操作である．この操作により選ばれた個体に対し，交叉，突然変異を行う．
　代表的な選択方法として，ルーレット選択がある．ルーレット選択とは，適応度の高い個体を優先し
　て選択する方法である．
2．交叉
　交叉は，角個体の遺伝子を組み替えて新たな個体を生成する操作である、
3．突然変異
　突然変異は，一つの個体の遺伝子を一定の確率で変化させ，新たな個体を生成する操作である．最も
　単純な突然変異方法は個体内の一っの遺伝子のみを一定の確率で変化させる方法である．
玉7
3．2．3　タブーサーチ
　タブーサーチとは，近年頻繁に使われるようになったスケジューリング問題の解法の一つある．手法とし
ては，まず，局所探索法と同様に，各時点での実行可能解に対して，資的関数の値を減少させるような交
換を行う作業のペアを見っけ，交換を続けていくことにより解の改善を行っていく．局所探索法ではこの繰
り返しを続け，解に改善が見こめなくなったところでアルゴリズムは終了するが，タブーサーチではその
時点で終了せずこのときの目的関数の増加が最も小さい作業のペアの交換を行い，解の改善を続けていく．
つまり，いったん局所的な最適解に到達した後も続けて解の探索を行うことにより，別の局所最適解を見つ
けるプロセスを繰り返す．
このような解の改善プロセスにおいては，効率的に作業の交換を行っていくことが重要である。そのような
機能として，タブーサーチでは同じ解，つまりすでに経験したことのある解に再び戻ることを避けるため
に，そのような可能性のあるペアを禁止させるための情報を持ち，これを解探索のプロセスとともに更新し
ていく．交換禁止に関する情報（リスト）をタブーリストという．スケジューリング問題では，すでに交換
されたジョブの組合わせでタブーリストを構成する場合が多い。
　タブーサーチでは，解の改善プロセスにおいてタブーリストにより交換の組合せの範囲を狭めながら，効
果的に最良の方向に解を進めていく．しかし，交換が進むにっれ，禁止されるペアが多くなってしまい，交
換がうまく実行されなくなってしまう危険性がある，これを防ぐために，タブーリスト内に保存する交換を
禁止するペアの数（これをタブー長，tabu歪eBg塩という）を限定し，この大きさを超えたペアがリストに
入ってきたとき，先着順に最も昔にリストに入ったペアをタブーリストから除くことにする．
このように解を改善し，よりよい解を見つける探索手法をタブーサーチという．
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第4章実務的スケジュー一リングモデル
本章では，資源制約付きスケジューリング問題の基本モデルを拡張し実務に現れる様々な作業の順序制約，
作業特性，作業の時刻制約に対するモデル化を示す，作業の順序制約，作業特性，時刻制約をモデル化した
ものを実務的スケジューリングモデルとよぶ．
4．1　本研究での資源制約付きスケジューリング問題
本研究での資源制約付きスケジューリング問題は3．1節のモデルを基本とする．ただし，再生不可能資源
は扱わない．また，解法はアルゴリズムの構築を行うのではなく既存の茨木，野々部による資源制約付きス
ケジューリング問題のタブーサーチの研究成果を利用する．
4．2　直前先行制約
　実務的スケジューリングモデルを表現するために先行順序制約を拡張した直前先行制約を定義する．作
業∫は作業ゴに先行し，さらに，作業2，作業ゴがともに資源7を使用するならば，作業2の処理完了後，資
源rを使用するほかの作業海は作業ゴよりも先に開始してはならないという制約を直前先行制約と定義す
る．このとき，作業ぎは作業ゴの直前先行作業といい，これを直前先行制約とよぶ．図4．1に直前先行制約
のモデルを示す．
直前先行制約は
作業’一⑯作業ノ
のように表す。
4．2．1　直前先行制約の定式化
　　　　　　　　　　　　　　　　鞭≦c憾またはεゴ≦骸
作業2は作業ゴに先行しさらにゴ，ゴがともに資源rを消費するならば，作業2の処理完了後，資源7を消費
するほかの作業ゐは作業ゴよりも先に開始してはならないことを示している．
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図4．1：直前先行制約モデル
4．3　順序制約モデル
　現実のスケジューリングでは，作業の順序にはさまざまな制約が考えられる．本研究で表現できる作業の
順序制約モデルには，以下のものがある．
●　同時開始型
●　直後開始型
●　同時終了型
●　最小遅延時刻型
●　依存開始型
●　最小・最大遅延時問付き型
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4．3．1　同時開始型
　作業2と作業ゴは同時に開始される制約を同時開始型とよぶ．同時開始型はダミー作業α，直箭先行制約
を用いて図4。2のように表すことができる、ダミー作業αを作業ぎと作業ブの間で直前先行作業とする．ダ
ミー作業αと作業∫に直前先行制約があるため，ダミー作業αと作業εの間に作業プを開始することはで
きない．同様にダミー作業αと作業ゴの間に作業乞を開始することもできない・よって，作業¢と作業ゴは
同時に開始される．
　　　　　　　　　　　ロ
『。．．．
ぜ…匝］
聾作業α猛　　　i
』一”幽閣 こ璽ヨ
図4．2：同時開始型モデル
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4．3．2　直後開始型
　作業歪が終了すると同時に作業プは開始される制約を直後開始型とよぶ．直後開始型はダミー作業α，ダ
ミー作業β，ダミー作業γ，ダミー資源DR1，ダミー資源DR2と先行制約，直前先行鰯約を用いて図4．3の
ように表わすことができる。作業2，ダミー作業αがダミー作業βの直前先行作業とする（それぞれダミー
資源DR1を使用する）．このとき，作業乞とダミー作業αは重ならなければならない（図4．4：オーバーラッ
プ），同様に，ダミー作業αと作業ゴはダミー作業ッの直前先行作業（それぞれダミー資源DR2を使用す
る）とするとダミー作業αと作業ゴは重ならなければならない．そして，作業歪は作業ゴの先行作業とし
作業αの作業時間を2とする、このとき作業ゴは作業ぎが終了すると同時に開始されなければならない．
DR1
作業f
D尺1
　　『一一
　暑作
　　ししドDR2
ロじ　　
　1
α　1
餉■匪　臼
D尺2
DR1
『一暇暉一一作業β匪
』噛一ローロ
作業ノ
DR2
『幽鱒麟囎髄　作業γ羅
』ロ障刷一8一一
図4．3：FS：直後開始型モデル
　　　　　　り　　　　　　り　　　　　　■　　　　　　■　　　　　　◎　　　　　　o　　　　　　り　　　　　　σ　　　　　　■　　　　　　●　　　　　　り　　　　　　じ　　　　　　＝OR1　　　；’
　　　　　　；
作業f
　　　　　…
　D尺1　＝
　　　　　り　　『”一「　　1作業α1
　　象儒■隅騨願閣　　　　　3
　　　　　…
　　　　　；
　　　　　　DR1
　　　　　　團
DR1
図4。4：オーバーラップモデル
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生3．3　同時終了型
　作業2と作業∫は同時に終了される制約を同時終了型とよぶ．同時終了型はダミー作業αと直後開始型
制約を用いて図4．5のように表すことができる。ダミー作業αは作業ぎの直後開始と設定，同様にダミー作
業αは作業ブの直後開始と設定すると作業ゴと作業ゴは同時に終了されなければならない．
作業歪 直後開始
ζ””一1雲作業α』1
多一ローロー
作業ブ
直後開始
図4．5：FF：同時終了型
4．3．4　最小遅延時間付き型
　作業ぎが完了してから一定の時間灘が経過した後でないと作業ゴが開始できない制約を最小遅延時問付
き型とよぶ．最小遅延時問付き型のモデルは，作業σの持つ各モードの処理時間に認時間を足し算し，作業
2を最小遅延時問まで含めた一つの作業とし，作業2と作業ブの間で先行制約をかけることにより表現でき
る。図4。6に最小遅延時間付き型のモデルを示す．
，　　　　　　　　‘
作業∫ 作業ノ
塁小遅延時閣
作業ノ
●
作業∫の処理時間
図4。6：最小遅延時閲付き型モデル
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4．3．5　依存開始型
　工場などで先行作業εにより造られた部品を後続作業ゴによって加工（紺み立てなど）するときに，必ず
しも作業ゑが終了してから作業ゴを開始する必要はない、ある程度部品が製造される時間（の）以上経てば
作業ゴを開始できる．このような作業ぎが開始してからの時間以上後に作業ゴが開始されなければならな
い制約を依存開始型とよぶ．
　依存開始型はダミー作業α，ダミー作業β，同時開始を用いて表すことができる。ダミー作業αを用い
て作業蓼とダミー作業βを同時開始とする．またダミー作業βは作業ゴの先行作業とする．ダミー作業β
の作業時問を露とすると作業ゴは作業歪が開始してから灘時間以上後に開始される．図4．7に依存開始型の
モデルを示す．依存開始は先行作業の開始時刻に後続作業の開始時刻が依存している．これは最小遅延時問
と似ているが，最小遅延時問は先行作業の終了時刻に後続作業の開始時刻が依存する．
『．．一ロ
1作業α1
』…’
年一x一づ依存開始時問
図4．7：依存開始型モデル
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4．3．6　最小・最大遅延時間付き型
　作業信が終了してからMin時間以上Max時間以内に後続作業ゴを開始しなければいけないという制約
を最小・最大遅延時間付き（Minimal　and　Maxmaneg　time：以下Min。Max）型の先行順序関係とよぶ．
Min－M麗の時間帯を図4．8に示す．
0
作業ノ
M　i　n
作業ノ
Max 時問
図4．8：Min－Maxの時問帯
　図4．9にMh1－Maxモデルにっいて示す．作業諺と作業ゴの間に段取り時間Minを設定する．すると作業
ゴは作業2が終了してからMin時間以上後に開始される．また，作業2とダミー作業αをダミー作業βの直
前先行作業（ダミー資源DR1使用），作業ゴと作業α，ダミー作業γの直前先行作業（ダミー資源DR2使
用）とする。このとき作業αは作業歪と重なり，作業ゴとも重ならなければならない、ここで，作業αの
作業時間をM継＋2とすると作業茗と作業ブはMax時間以上はなれない．よって，作業ゴは作業信が終了
してからMin時問以上Max時間以内に開始されなければならない．
　Mi且一Maxの例として，鉄の加工作業で加熱した鉄を扱う際に，加熱直後の鉄は熱すぎて次の作業ができ
ず，冷まし過ぎると固まってしまい作業ができなくなるので、冷まし始めてからある程度の時間内に次の作
業をしたいという場合が考えられる．
　　　　　　最小遅延明間　　　　　　　。　　DR2
　　　　　　り　　　　　　　　　　　　　じ。R1　団i　作業ノ
　　　　　　　　　　■　 　 　　　　 ロ 　 　 　　　　　　　　　　　　　　　　リ　作業∫　　　3　　　　i　　　　　　　　　　3　　　＝　DR1　　　　0尺2　　　　　　i　　i　　　i　　塵”一「　r一一r
　　　　　匹．工属．一一．圏一一一曜』」一
　　　DR2＝　　　3　　　　　＝
　　　　　　O　　　Min　　　　　Max
図4．9：Min－Maxモデル
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4．4　作業特性モデル
　ここでは，作業特性のモデル化について示す．
4．4．1　バッチ処理作業モデル
　バッチ処理作業モデルについて示す．
　1。直列バッチモデル
　　バッチ処理の終了時刻は，バッチに含まれる作業の時間の和に等しい（図4．10）．直列バッチは，各
　　作業がその先行作業の直後に開始するという制約で表現できる．
　2．並列バッチモデル
　　バッチ処理の終了作業は，バッチに含まれる作業のもっとも遅い完了時刻に等しい（図4．11）．並列
　　バッチは，各作業同時に開始するという制約で表現できる、
直後開始　　　　直後開始
作業 作業 作業 作業
直後開始
図4．10：直列バッチモデル
作業
●
作業 作業
■
や作業 作謙
o
作業
業
9
同時開始
図4。11：並列バッチモデル
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4．4．2　分割可能作業モデル
　作業がある時間まで作業員を必要とする手動で行われ，その後は機械などで自動処理ができる場合に，手
動処理の時間中に作業員の休憩などが必要な場合がある．このように分割できる作業を分割可能作業とい
う．分割可能作業モデルは，分割された作業を一つ一つの別の作業とみなし，それぞれその「人」上で資源
直前先行制約をかけることによって表現できる（図4．12）．
作業 手動処理 自動処理
＆ 釧■＆［玉i璽コ
図4．12：分割可能作業モデル
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4．4．3　時刻指定付き作業モデル
　作業をある時間に必ず開始または終了しなければならない（開始時刻指定，終了時刻指定）という時刻指
定が付く場合がある．時刻指定が付くスケジューリング問題の代表的なものとしては，鉄道構内作業員の要
員計画がある．この問題では最大完了時刻最小化といった一般の貝的関数より，ダイヤどおりに列車が出発
できるような作業員の割り当てが問題となる［61．ここでは，時刻指定付き作業モデルについて示す．
1．開始時刻指定モデル
　作業を必ず指定された時刻から開始しなけれぱならないという制約のモデルである．作業の開始時刻
　が指定された場合，必ずその時刻から開始させるためにはダミー作業αとダミー資源αを使って図
　4．13のように表現できる．ダミー資源αを指定された開始時刻亀は資源量上限が1単位だけ使用可
　能と設定する，そして，ダミー作業αはダミー資源を時刻畠に1単位使用するように設定し，作業
　2とダミー作業αを同時開始とする．これで時刻畠に資源制約がかかるため作業ぎは指定された開始
　時刻畠から処理を開始される．
◆
同時開始
作業
作業∫
　　　　り1嗣一嗣曙1
重作業αi
乙－閣隅一
甲　　　　　　　　　　　　　　り
o
資源量
設定資源　　1
墨■愚■－■■置■昌■冒■翼■置■■■●■■唇置塵
’5∫　。 時刻
図4．13：開始時刻指定モデル
28
2．終了時刻指定モデル
　作業を必ず指定された時刻に終了しなければならないという制約のモデルである．
　作業の終了時刻が指定された場合，必ずその時刻に終了させるためにはダミー作業αとダミー資源
　αを使って図4．14のように表現できる．作業歪の指定終了時刻をqとするとダミー資源αを時刻
　α＋1に資源量上限が1単位だけ使用可能と設定する．そして，ダミー作業αがダミー資源をα＋1
　に玉単位使用するように設定すると，ダミー作業αはα÷1から開始される．このとき，ダミー作
　業αを作業ぎの直後開始とする．これで作業琶は指定された終了時刻に処理を開始される．
　　　　　　　直後開始
　　　　　　　　　魯　　 　ロ 　ロ　　ロ　　ロ　　9　　　　　　　　　　墨　　陰　　D作業α糎
　　g　　　　B暉隅暉一
　　　資源
　　　　1使用資源
　　　l
　　　I
　　●しロ　ロロロコロロロロロドロロロロしペロロほ　　　■
　　　■
　　　o
　　　資源　　　　　馨
　　　　　　　　じ　　　　1　　　，設定資瀬　　……一噂一・一・
　　　　　　　　■
　　　　　　　　q　　　　　　　　●
α　　α＋1　璽 劃
図4．14二終了時刻指定モデル
4．4．4　リリース時刻モデル
　ある時刻にならなければ作業の処理を開始することができないという制約のモデルである．例として，大
工が家を建てる場合に木材などの資材が現場に届く日が分かっているとき，家の建築はその日以降でない
と開始できないといった場合や，工場などである作業をするのに必要な資源が届く日にちが決まっておりそ
れがなければ作業が開始できないという場合が考えられる．リリース時刻は終了時刻指定モデルの直後開
始の部分に先行制約を用いればよい．図4．15にリリース時刻モデルを示す．作業2のリリース時刻瑞とす
ると島一1に必ず終了するダミー作業αより作業¢が後続していればよい．
作業
　　　　　　　　9一一 一r
使用資源
1
資濠量
　　　　1設定資題
．R歪一1　σR∫ 時刻
図4．15：リリース時刻モデル
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第5章スケジューリング最適化コンポーネント
　　　　　　　OptSeq（オプトシーク）
本章では，OPもSeqについて定義，特徴を述べる。
5。1　0ptSeqの定義
　本研究では，解法の構築は行わず，京都大学の茨木・野々部による資源制約付きスケジューリング問題に
対するタブーサーチのアルゴリズムを利用する．
　このアルゴリズムはC言語でかかれておりUBix上で動作するものであったが，C＋＋を用いてプログラ
ミングをしなおしActiveXコンポーネントとした．このAct量veXコンポーネントを「OptSeq（オプトシー
ク：以下OptSeq）」とよぶ。
OptSeqを，資源制約付きスケジューリング問題をタブーサーチを用いて解く機能を備えたActiveXコン
ポーネントと定義する．
5．1．1　ActiveX：コンポーネント
　ActiveXとはコンポーネント（プログラム）の組み合わせにより，アプリケーション構築をするMicrosoft
社が開発した技術の総称であり，AcもiveXコンポーネントとはA面veXの仕様に準拠したEXEファイル，
DLLファイル，OCXファイルなどを一つの単位とした実行可能なプログラムコードである1101．ActiveX
コンポーネントはソフトウェアを構成する部品となる．
Act量veXコンポーネントの特徴として以下のようなものがあげられる．
●Windowsアプリケーションでの呼び込み，再利用が可能
・Acも孟veXコンポーネントを開発するときの言語と，そのActiveXコンポーネントを利用するアプリ
　ケーション開発に使用する言語は同じでなくてもよい
図5。1にOptSeqの呼び込み画面を示す．これを設定することによりOpもSeqは使用可能となる・
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図5、1：0ptSeqの呼び出し
5．1．2　スケジューリング最適化機能
　京都大学の茨木・野々部によるアルゴリズムを実装しスケジューリング最適化を行う．計算時間を設定し
その問タブーサーチにより解を探索し続ける．
5．2　0ptSe唖の特徴
　OptSeqには以下のような特徴がある．
　●メソッドによるアクセス
　●カプセル化
　●プログラミング・モデル化が必要
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5．2．1　メソッドによるアクセス
　OptSeqはプログラムであるため，利用するためには命令を行わなければならない．
をメソッドという．以下に，OptSeqのメソッドと命令内容をを示す。
表5．1：0ptSeqのメソッド
OptSeqに行う命令
メソツド 命令内容
setHor圭zon 計画期間を設定
setMaxCpuTime 計算時間を設定
駄ddRes 資源を追加
seもResAmount 資源量を設定
setResWeight 資源の重みを設定
addAct 作業を追加
addMode モードを追加
甜dMode2Act 作業にモードを設定
openModeResモードが使う資源を設定可能にする
addResAmountOfModeモードが使う資源量の設定
closeModeRes モードが使う資源の設定を終了
setPrecedence 先行順序関係の設定
addSinkActiviyすべての作業に後続するダミー作業5ε醜の設定
addCnstmt 考慮制約を追加する
劇dTerm2C且stmも 考慮制約の要素を追加する
seもS量gnRigh田and 考慮制約の右辺を設定する
solveWithCBstmtタブーサーチを用いて問題を解け
getStartTime 作業の開始時刻を返す
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5．2．2　カプセル化
　カプセル化とは，内部コードの情報をユーザから隠蔽することである．つまり，ユーザはOptSeq内部の
スケジューリング最適化のアルゴリズム（を記述したプログラム）には，直接アクセスできないようになっ
ている．そのため，実務家は自らアルゴリズムを理解し構築する必要がなくなる．このアルゴリズムを利用
したい場合は，solveWithCnstmtメソッドを呼びだせばよい．図5．2にカプセル化の概念を示す．
’
、
ノ
、
1
0
問題を解け
solve饗ithCnstmt
図5．2：カプセル化の概念図
5．2．3　プログラミング・モデル化が必要
　カプセル化によって，アルゴリズムの部分は実務家が自ら構築する必要がなくなった．しかし，この段階
でOptSeqを利用するためには，実務家は以下のような作業が必要となる．
　Lプログラミングを必要とする
　　OptSeqはプログラムであるため，メソッドの呼び出しはプログラミングから行う必要がある，図5．3
　　にOptSeqを呼び出すためのプログラムの例を示す．
2．制約のモデル化を行わなければならない
　作業の同時開始など様々な順序制約を表現するためには，ダミー資源を設定する，ダミー作業を設定
　するなどのモデル化の部分も実務家が行わなければならない（4章参照）．
3．アルゴリズムにあわせたデータを用いなければならない
　現実のスケジューリング問題では，時刻はr1月23日13：00」というように扱う．しかし，OptSeq
　では3．1，8節より離散的に扱っている．そのため，たとえぼ計画期間というデータは，現実では「1月
　23日13：00　～1月24日13；00」のようになるが，OptSeqでは「1240」と入力しなけれぱならない
　（最小単位を分とした場合，開始時刻の’）1月23日13：00”は”0”となり，”1月24日13：007’は24時問
　後なので”24×60＝1240”となる）．
以上のように，OptSeqを利用するだけでは，まだ理論と実霧の橋渡しが十分にできたとはいえない．実務
分野でのユーザには，プログラミングや制約のモデル化などをしなくても簡単に扱えるような仕組みが必
要となる．6章以降，ユーザが簡単にスケジューリングの最適化を行うための仕組みについて述べる．
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図5．3：0pもSeqを扱うためのコンテナプログラム例
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第6章　データ仕様
本章では，スケジューリング最適化のためのデータ仕様にっいて示す．
6．1　データ仕様の必要性
　スケジューリング最適化のためのデータ仕様の決定を行った．これは，実務家がOptSeqを利用するため
に必要であった同時開始などの作業の順序制約のモデル化や本来なら連続時間であるところを，便宜上，離
散値で入力しなければならないといった分かりにくさを解消するためである．また，データ仕様を決めてお
くことにより，既存のAPSなどのアプリケーションで管理されている生産計画のデータから，OptSeqを
利用する際に必要なデータ形式をやりとりすることにより，既存のアプリケーションでも最適化された解を
得られるようになると考えたからである．
　本研究では，既存のアプリケーションとのデータ交換は行っていない．
6．2　データ構成
　スケジューリングデータは，基本データ，割り当てデータ，制約データの3つから構成される．基本デー
タとしてパラメータ，資源，作業，モードのデータがある。割当データには，資源の時間毎の使用可能量を
表す資源期間データ，作業がどのモード持っかを表す作業モードデータ，モードが使用する資源のデータを
表すモード資源データがある．制約データは順序制約データ，目的関数データがある．資源は資源データと
資源期問データで表す．作業は作業データと作業モードデータで表す．モードはモードデータとモード資源
データで表す．図6．1にデータ構成を示す．
r一 当データー一r摩　　　　　　　　　　　　　　　　　　　　5
暑　　　　　　　　　　　　　　　　　　　　　暉
6　　　　　　　　　　　　　　　　　　　　1
＿＿ 本データ＿一＿一　　　　　　　　　　　　　　　　　　　　　　1
ド　　　　　　　　　　　　　　　　　　　　　　ロ
i　・パラメータ　　　i
『　　　　　　　　　　　　　　　　　　　　　1
邑　　　　　　　　　　　　　　　　　　　　　　1
1　　　　　　　　　　　　　　　　　　　　6
鱗鱗鱗熱1燕甕護 1：l　rl　：l　ll　l　5
l　　　　　　　　　l
　　　　　　　　l
嚢鯖轟轟馨藩霧簿華霧
l　　　　　　　　　l
　　　　　　　　　II　　　　　　　　　　　　　　　　　　　　　　　　l
；1：：：L
1　　　　　　　　　8蕪購螺覇 墨1・作業強難饗一　，　　　　　　　　　　　　　　　　　婆 1
r”制約データ’”1
　　　　　　1　　　　　　1　　　　　　書5・ 序制約データ1
　　　　　　2　　　　　　＝　　　　　　；1・目的関数データ1
　　　　　　1　　　　　－」
I　　　I1 J　　　L ’
図6、1：データ構成とリ・レーション
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6．3　基本データ
　スケジューリングの基本データはパラメータデータ，資源データ，作業データ，モードデータで構成さ
れる．
6．3．1　パラメータデータ
　パラメータデータの要素を述べる。パラメータデータは最大計算時間と計画期間を持つ．OptSeqでは計
画期間は離散値として扱っていたがここでは実務分野で扱いやすいように日付時刻型とする．パラメータ
データの要素以下に示す．
最大計算時問　整数型．OptSeqに計算させる時間の最大値を表す
計画期間　　　目付時刻型計画期問［開始時刻，終了時刻と表す．計画期間とは，一番最初に処理される
　　　　　　　作業の開始時刻からスケジュールを完了したい最終的な時刻までの期間を示す．図6．2に
　　　　　　　計画期間の概念図を示す．
スケジュール生成
スケジュール生成
灘一
2002／10／01
10：00：00
　；
2002／11／01
18：00：00
　i←　計画期間　→
図6．2＝計画期問データ例
6．3．2　資源データ
資源データを表す要素を示す．資源には区別するためのID，名前，不可能資源フラグがある．
ID　　　　　　　整数型．資源のIDを表す．
名前 文字列型．資源の名前を表す．
不可能資源フラグ　0－1変数型。再生不可能資源を表す．
6．3．3　作業データ
　作業データを表す要素を示す．
指定終了時刻がある．
作業には区別するためのID，名前，リリース時刻，納期，指定開始時刻，
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ID
名前
リリース時刻
納期
指定開始時刻
指定終了時刻
整数型．作業のIDを表す，
文字列型．作業の名前を表す．
日付時刻型．作業の最早開始時刻を表す．
日付時刻型．作業の納期を表す．
日付時刻型。必ず守ってほしい作業の開始時刻を表す．
日付時刻型．必ず守ってほしい作業の終了時刻を表す．
6．3．4　モードデータ
　モードデータを表す要素を示ナモードには区別するためのID，名前，処理時問，時聞の単位がある
ID　　　整数型．モードのIDを表す．
名前　　　文字列型、モードの名前を表す．
処理時間　整数型．モードの処理時問を表す．
単位　　　文字列型．処理時間の単位を表す（単位は分，時間）。
費用　　　整数型．モードにかかる費用を表す．
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6．4　割当データ
　割当データは資源期間データ，作業モードデータ，モード資源データで構成される．
6．4．1　資源期間データ
　資源期間データを表す要素を示す．資源がどの程度の期間，どの程度の量を使用できるかを表すものであ
る。資源期間データには区別するためのID，資源ID，使用可能時刻，使用不可能時刻，資源量がある．
ID
資源ID
使用可能時刻
使用不能時刻
資源量
整数型．資源期間データのIDを表す。
整数型．資源のIDを表す．
日付時刻型．資源が使用可能になる時刻を表す．
日付時刻型．資源が使用不能になる時刻を表す．
整数型。存在する使用可能な資源の量を表す．単位は台，人，円など．
　図6。3に資源期間データの例を示す．図6．3（a）は機械資源のデータを表す例である。2003／2／1（月）か
ら2003／2／6（金）までは使用可能な機械は3台である．そして機械は土日は使用することができない．週
があけて月曜日から使用可能となるがそのときは2台が使用可能であるという例を示している、図6．3（b）
は人資源のデータを表す例である、2003／2／1の9時から12時までは3人使用可能であるが，12時から13
時の問は昼休みのため使用ができない，13時から18時までは2人が使用可能で，18時以降の残業は1人
しか行うことができないという例を表している。
　　　　　　　資源量　　　　　　　　　　　　　週末は機械を止める
　1月　火　水　＝
2003／2／1　0：00
木金1土日：月火水木金1時聞
　　！　　2603／2／80：00
2003／2／6　0：00
　（a）機械データの設定例
　　ロ20 3／2／13　0：00
資源：作業員の設定
昼休みのために「人」資源は使えない
資源量
　9　10　11　12
2003／2／1
31415161718192021時間
（b）人データの設定例
図6．3：資源期間データ例
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6．4．2　モード資源データ
　モード資源データを表す要素を示す。これはあるモードがその処理時間内で、どの時閲帯でどの資源を
いくつ使用するのかを表すものである．モード資源データには区別するためのID，モードID，資源ID，
Head（以下H），Tail（以下丁），使用資源量がある．図6．4にモード資源データの例を示す．図6．4（a）
は，処理時間が5で最初の1時間（Hが1，Tが1まで）は人資源1人と機械1台使い，その後の4時間
（Hが2，T5まで）は機械1台使うモードを表している．図6．4（b）は，処理時聞が3で初めの1時問（H
が1，Tが1まで）人資源1人と機械1台使い，残り2時間（Hが2，T3まで）は機械2台使うモードを
表している．
ID
モードID
資源ID
Eead（開始時刻）
Tail（終了時刻）
使用資源量
整数型．モード資源データのIDを表す．
整数型．モードのIDを表す。
整数型．資源のIDを表す．
整数型．モードの処理時間内のある時問の開始を表す．
らどの資源をどれだけ使うかを設定するために必要．
この値は処理時間内のいつか
整数型．モードの処理時問内のある時間の終了を表す．この値は処理時間内のいつま
でどの資源をどれだけ使うかを設定するために必要．
整数型．モードの処理時間内のある時間帯で使用している資源の使用量を表す．
資源量 資源量
　　　　　　　　　　　　時間　　1　2　　3　4　5　6
（a）処理時間は5時問で最初1時間は機械を
　作動するのに人が必要．その後は機械
　1台で処理に4時間かかるモード
時間
　1　2　　3　4　　5　　6
（b）処理時問は3時間で最初1時間は機麟を
　作動するのに人が必要．その後は機械
　2台で処理に2時間かかるモード
図6．4；モードの資源に関するデータ
6．4．3　作業モードデータ
　作業モードデータを表す要素を示す．これは作業がどのモードを持つかを表すものである．
データには区別するためのID，作業ID，モードIDがある．
ID 整数型．作業モードデータのIDを表す。
作業モード
作業ID　　整数型．作業のIDを表す．
モードID整数型．モードのIDを表す。
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6．5　制約データ
　制約データは，先行順序データと目的関数データで構成される．
6．5．1　先行順序データ
　作業の先行順序データ表す要素を示す．先行順序データには区別するためのID，先行作業ID，後続作業
ID，Type，Min，Max，ResIDがある．4章の様々な制約をユーザにダミー作業や直前先行制約を用いて個
別に入力させるのは非常に分かり辛い．そこで，ダミー作業やダミー資源の生成はブラックボックス化し，
ユーザには制約の対象となる作業とそれがどの制約になるのかだけを指定させる．
ID 整数型．先行順序データのIDを表す．
先行作業ID整数型。先行作業のIDを表す。
後続作業ID　整数型．後続作業のIDを表す．
Type
M三n
Ma区
ResID
整数型．作業の順序のモデルを表す・Normal，SS，FS，FF，ImmPrec，MinSet，Depend－
Sもart，Min－Max，の8種類を設定できる．
Normal
SS
FS
FF
ImmPrec
MinSet
Depe皿dSむ誠依存開始
M量n－Max
先行順序関係のみ（図6。5），
同時開姶2つの作業を同時に開始することを表す（図6．6）．
直後開始、先行作業の終了直後に後続作業を開始することを表す（図6．7）．
先行作業と後続作業を同時に終了させたいことを表す（6．8図）．
先行作業と後続作業には直前先行制約が存在することを表す（図6．9）、
先行作業が終了してからとある時闘以上（Min）経たないと後続作業の処理が
開始できないことを表す（図6．10）．
　　　　　先行作業が開始してからある時問（Min）が経たないと後続作業
を開始してはいけないことを表す（図6．玉1）．
先行作業が開始してからある時間以上（Min），ある時間以内（Max）に後続
作業を開始することを表す（図6．12）。
整数型．最小遅延時間を表す。M圭ESet，DependSもart，Min－Maxが設定されたときにのみ有
効となる．
整数型．最大遅延時間を表す．Min－Maxが設定になったときにのみ有効になる．
整数型．直前先行制約がかかるときの資源を表す．
なる．
ImmPrecが設定されたときにのみ有効と
6．5．2　目的関数データ
　目的関数を表すデータの要素を示す．
がある、
ID
目的関数には区別するためのID，名前，リリース時刻遵守フラグ
整数型．目的関数データのIDを表す．
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最大完了時刻最小化フラグ
総納期遅れ最小化フラグ
コスト最小化フラグ
リリース時刻遵守フラグ
考慮制約入力フラグ
0－1変数型．最大完了時刻の最小化をしたい場合に設定する．
04変数型．総納期遅れの最小化をしたい場合に設定する．
0－1変数型．コストの最小化をしたい場合に設定する。
0－1変数型．各作業のリリース時刻を遵守するかしないかの設定．リリース
時刻を遵守すると実行可能解が得られない場合もあるため，モデルに多少の
余裕を持たせるために設定する．
0－1変数型、ユーザ自ら考慮制約を用いて目的関数を入力するかしないかの
設定．総費用最小化を用いる場合などに使用する．
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第7章実務的スケジューリング最適化システム
本章では、実務的スケジューリング最適化システムにっいて示す．
7．1　従来のスケジューリングシステム
　スケジュールの進捗管理を目的としたシステムをスケジューリング管理システム，スケジューリング最適
化を目的としたシステムのことをスケジューリング最適化システムといいこれらをまとめてスケジューリ
ングシステムと定義されている同．
　現在、スケジューラと呼ぱれるスケジューリングの進捗状況などを管理するためのソフトウェアは広く
普及している．しかし、機械スケジューリング型のモデルを扱うものが多く，また最適化の技術が組み込ま
れたものは数少ない（表7．1参照）．
表7．1：ソフトウェア
ソフトウェア 対象問題 最適化機能 開発元
ASPROVA ジョブシヨツプ型 鉦’塞、、 アスプローバ（株）
APSTMIZER 資源制約付き型 鉦’｝、、 法政大学西岡
Projec右2000 資源制約付き型 妊’専、、 Microso銑
アル・テミス9000 機械スケジューリング型 鉦’』、、 アルテミスインターナショナル（株）
DIRECTOR5機械スケジューリング型 鉦」、、、 （株）シムトップス
Exabif 機械スケジューリング型 鉦’、、、 横河電機（株）
IFSApPlica七ions機械スケジューリング型 搬’、、、 IFS　Industrial8乙F三nanci哉l　Systems　AB
猛OG　SCHEDULER資源制約付きスケジューリング型 彊’、、、 ILOGSA（フランス）
スケジューリング孔明 機械スケジューリング型 有 東洋エンジニアリング（株）
NetWORKS機械スケジューリング型 有 Manugistlcslnc．
Open－PSS フローショップ型 笹’、、、 日本ユニシス（株）
MiM重 機械スケジューリング型 有 Aspen　Techno豆ogy，Inc。
PROSCH：EDES資源制約付きスケジューリング型 鉦’亀、、 富士通（株）
NEUPLAN／pc ジョブシヨツプ型 有 （株）日立エンジニアリング
ACCROADPro機械スケジューリング型 鉦’、、、 （株）ロジツクスジャパン
PROKSA 機械スケジューリング型 有 FFC
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7．2　実務的スケジューリング最適化システム
　本研究ではスケジューリング最適化のためのデータ仕様に従い，OpもSeqを利用したシステムを実務的ス
ケジューリング最適化システムとよぶ。従来のスケジューリング最適化システムとの違いは，資源制約付き
スケジューリング問題を扱い，実務における様々な状況や制約，目的関数を扱える汎用性を有していること
である．システムの利用者はデータを入力するだけで簡単に良解を得ることができるように工夫する。シ
ステムの概念図を図7．1に示す．
・蜘求解一 デ写込旅
　解取得
嘉騨
ピ、　＿
il澱
図7．Lシステムの概念図
　本研究では，Micros戯Visual　Basic6．0とAccessデータベースを用いた実務的スケジューリング最適化
システムの構築を行う．
7．3　データベース設計
　スケジューリング最適化のためのデータ仕様に従ってデータベースを設計する，そのデータベースをス
ケジューリングデータベースとよぶ．スケジューリング問題を解きたい実務家がやるべき仕事の大部分は，
スケジューリングデータベースにデータを入力することである、スケジューリングデータベースは以下の
　　　　　　　　　　　　　飾テーブルで構成される．
O　ParamTab至e
●　ResTab玉e
●　ResPeriodTable
●一 ctTable
●　ModeTable
●ActModeT翫ble
●ModeResTable
●PrecTable
7．3．1　ParamTable
ParamTableは，パラメータの情報を管理するテーブルである．入力項目を以下に示す，
Par㎜ID
CPUTime
パラメータを区別するためのID．
最大計算時間を入力する．
44
HorizonStartTimeスケジュールしたいもっとも最初の日付時刻を入力する．
HorizonEndT三meどんなに遅くともスケジュールを完了してほしい日付時刻を入力する，
7．3．2　　ResTable
　ResTableは，資源の情報を管理するテーブルである．入力項目を以下に示す．
ResID　　資源を区別するためのm。
ResName資源の名前を入力する．
Flag　　　再生可能資源か再生不可能資源かの設定をする．再生不可能資源ならY6s（1）と設定する。
7．3．3　　ResPeriodTab豆e
　ResPer圭dTableは，資源の時闇ごとの資源量情報を管理するテーブルである．入力項目を以下に示す，
ResPeriodID資源期問を区別するためのID．
ResID　　　資源IDを入力する・ResTab至eのResIDと一致する必要がある．
SねrtD謡e　資源が使用可能になる日付時刻を入力する．
EndD滋e　　資源が使用不能になる日付時刻を入力する．
Amo覗nt　　使用できる資源量を入力する．
7．3．4　　ActTable
　ActTableは，作業の情報を管理するテーブルである．入力項目を以下に示す．
ActID　　　作業を区別するためのID．
ActName　作業の名前を入力する．
ReleaseDate作業のリリース時刻を入力する．わからない場合は考慮せずに問題を解く．
DueD＆te　作業の納期を入力する．納期がない場合は考慮せずに問題を解く．
指定開始時刻必ず守ってほしい作業の開始時刻を表す．
指定終了時刻必ず守ってほしい作業の終了時刻を表す。
7．3．5　ModeTable
　AcもTableは，モードの情報を管理するテーブルである．入力項目を以下に示す，
ModeIDモードを区別するためのID．
ModeNameモードの名前を入力する・
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Dura亀ionモードの処理時問を入力する．
Me＆sure処理時間の単位を設定する．m；分，1h：時間
Cos奮　　モードにかかる費用を設定する．
7．3．6　ActModeTable
　ActModeTableは，作業がどのモードを持つかの情報を管理するテーブルである．入力項目を以下に示す．
ActModeID作業モードを区別するためのID．
ActID　　　作業のIDを入力する．ActTableのActIDと一致している必要がある．
ModeID　　モードのIDを入力する．ModeTableのModemと一致している必要がある．
7．3．7ModeResTable
　ModeResTableは，モードが使う資源の情報を管理するテーブルである．入力項目を以下に示す，
ModeResID　モード資源を区別するためのID。
ModeID　　　モードのIDを入力する、ModeTab夏eのModeIDと一致している必要がある，
UesResID　　　モードが使用する資源のIDを入力する．ResTableのR£sIDと一致する必要がある・
Hea往　　　　　処理時間内のある時間の開始を入力する．処理時間より大きくなるととはない、
丁城　　　　　　処理時間内のある時間の終了を入力する．処理時間より大きくなることはないが処理時
　　　　　　　　間より短くてもよい．
UseResAmountモードの処理時間内で使用される資源量の入力．
7．3．8　　PrecTable
　ModeResTab墨eは，モードが使う資源の情報を管理するテーブルである．入力項目を以下に示す，
PrecID　　先行順序を区別するためのID．
PrecActID先行作業のIDを入力する．ActTableのActIDと一致している必要がある．
SucActID後続作業のIDを入力する。ActTableのAcもIDと一致する必要がある．
Type　　　作業の順序関係のタイプを設定する．
M勉　　　最小遅延（段取り）時間・依存開始時間・最小遅延時間を入力する．TypeでDependStart，SeもUp，
　　　　　　酪n－M：axが設定されていなければ無視される．
Max　　　最大遅延時間を入力する。TypeでMin－Maxが設定されていなければ無視される．
Resm　　　資源のIDを入力する、Res％bleのResIDと一致する必要がある・Typeで直前先行が設定さ
　　　　　　れていなけれぱ無視される．
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7．3．9　　Cnst］PramT歌b豆e
　CnstPramTableは，考慮制約のパラメータ情報を管理するテーブルである。考慮制約は最大完了時刻や
総納期遅れ最小化以外でユーザが入力したい場合のみ入力させる．入力項目を以下に示す．
ConsHD　　考慮制約を区別するためのID．
Con就Name考慮制約の名前．
Co沿stw6ighも考慮制約の重み．この値によって例えば最大完了時刻の最小化と納期遅れの最小化のどち
　　　　　　　らを十分に満足させるかを設定できる．
sigu　　　　不等号を表す。一1：≦，0：ニ，1：≧
RHand　　　考慮制約の右辺値を設定する．
7．3．10　　CnstLHTable
　CnstLHTableは，考慮制約の左辺の情報を管理するテーブルである．
Cns施e銑H＆ndID考慮制約の左辺を区別するためのID．
Cons重ID　　　　考慮制約のm．CnstPτamT哉bleのConstIDと一致している必要がある．
Kinkm　　　　　項の選択を設定する．項には，1：モードの選択に関する項，2；作業の開始時刻に関する
　　　　　　　　　項，3：作業の終了時刻に関する項，4：処理時間に関する項がある．
ActID　　　　　ActIDを設定する．ActTableのActIDと一致している必要がある．
ModeID　　　ModeIDを設定する．Mode％b玉eのModeIDと一致している必要がある・
Coe∬　　　　　係数を設定する．
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7．3．11　リレーション
　各テーブル間のリレーションは図7．2のようになる．これにより，資源，作業，モードIDの入カミスを
防ぐことが可能となり，データの追加，削除を容易に行える．
団odelg
UseR舘IDHead
Toil
ModeName
Duratb負
Me己呂ure
Oo獣
R酩ID
S胎rtDatε
EndDote
菖mount
R的Wei幽t
Pr㏄凸ctID
翫cAotID
Type
Min
団ax
ReεID
図7．2：データベースのリレーション
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7．4　GUI
本システムのGUIは，VB6のWindowsアプリケーション作成機能を用い，AccessデータベースとOptS閃
を組み合わせることにより作成した．GUIは大きく分けて以下の2つがある．
Lデータ入力部
2。解出力部
7．4．1　データ入力部
　ユーザは，基本データ（パラメータ，資源，作業，モード）の入力と割当データ（資源期間データ，作業
モードデータ，作業データ）を入力する。図7。3に解入力部の入力画面を示す・
蕪
　　、1　一一一灘麟一驚
　　　　㎜　㎜字灘醗瞬繊戦麺一撫∞∞腎灘糊麟欄繍闘灘
　　華・r　　　　　　　l　　　　　　　　さ．欝π　㎜　 ．．「 ．「 灘驚1、　　ま　　　　　　　　　　　　　　ま
　　　　　　　　i　　至
　　l　　　　　l　 』…
　““㎜ ㎜㎜㎜㎜㎜“ ㎜購卿㎜㎜㎜　 ㎜“㎜浄』“㎜慨
　轟1　　　　㎜灘㎜㎜
　“騨㎜　　　　　繁㎜一軒　　㎜㎜痢
　　　　一　　一一虻　　i　　　　　華　…　聯㎜㎜㎜㎜心“紳｝　灘
　　ミ　　　　　　　　　　　　　　　き　　　　　　　　　警　　　　　…・　鞭一懇纏r　　　　　　　欝
　　ヒ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ヤき
漏囎欝　　　　　　｝　．　　講轡細一…一斗一慧野櫨
一麟野一一一一療　一難
　　ミ　　　　　　　　　　　　　　　　　　　　翼欝四　　　　　　㎜欄懸
　　1　　　　　　　　　　　　　　　　　　　　　灘
図7．3：データ入力部の全体像
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　先行順序データは先行作業と後続作業がどのような制約タイプかを入力すればよい．これにより，さまざ
まな順序制約は簡単に入力できる．図7．4に順序関係入カデータの例を示す．先行制約を入力したら，目的
関数の選択を行う．目的関数は代表的な最大完了時刻最小化，総納期遅れ最小化を選択できる．本来ならば
リリース時刻は絶対制約であるが，リリーズ時刻を考慮するかどうかの選択はユーrザが選択できるように
なっている．これは，リリース時刻を遵守した場合に実行可能解が得られないということを防止し，モデ
ルに余裕を持たせるためあえて行った．これら以外の目的関数を記述する場合は考慮制約を用いる．図7．5
に目的関数の選択画面を示す．
スケジューリング問題を解きたいユーザは，このようにデータの入力を行うだけでよい．
nぼmal
　　銘
nαmal
Mirr團猷
normal
nor湘l
　　FS
nor湘1
図7．4：先行順序データ入力例
図7．5：目的関数選択
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7．4．2　解出力部
　解（スケジュール）は，作業がどの時刻から，どのモードを選択して行われたかを出力する．その際，ス
ケジュールの標準的な図式表現であるガントチャートで出力される．図7．7に出力されたスケジュールを
示す．
図7．6：得られたスケジュール
作業2
作業5
作薬4
作業5
作業6
作菜7
作葉8
作業9
作葉10
図7．7：ガントチャートで表示されたスケジュール
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第8章　計算実験
本章では，ベンチマーク問題を用いて行った計算実験について示す．
8．1　計算機環境
研究に用いた計算機環境について示す．
●CPU　　Pentium42．40GHz
■メモリ1．00GB
00S　WiPdowsXP　Pro艶ssional
8．2　計算時間と解の改善
　ここさは，様々な規模の問題を解いた時の計算時間とそれに伴う解の改善の関係についての計算実験の
結果にっいて示す．解の探索は，最大完了時刻が指定された目標値以下の解を見つけた時点で解の探索を終
了し，指定された目標値以下の解が見つからなければ，任意で指定できる計算時問の間より良い解を探索
し続けるという方法で行っている，
8．2．1　実験に使用した問題例
　この実験で用いた問題は，OR－Libr乱ry，生産スケジューリングライブラリ，丁哉illaTd－Libraryより入手し
たジョブショップ問題を用いた．表8．4に実験に用いた問題とその規模を示す．
表8．1：問題例の規模
問題例 ジョブ数 資源数 作業数 問題例 ジョブ数 資源数 作業数
銑10 10 10 100 ynO1 20 20 400
la30 20 10 200 tai30－2030 20 600
la31 30 10 300 tai50．2050 20 1000
swv2050 10 500 tai100－20100 20 2000
8．2．2　実験結果
表8．2は，計算時問と解の改善率に関する結果を示したものをである．図？？は，問題｛t10に対する計算
時間と解の値の関係を示したのもである．
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ここで，改善率とは，
改善率（％）一（初期値一各 難での解の値）×…
初期値：計算時間1秒で解いたときの解の値
で表す．
表8．2：計算時間と改善率の関係
　ft10
業数100
　la30
業数200
　la31
業数300
　swv20
業数500
計算時問 解値 改善率 解値 改善率 解値 改善率 解値 改善率
1（秒） 1035o（％） 1467 0 1859 0 2945 0
60 951 8．1 1382 5．8 17844．0 28493．3
300 937 9．5 1355 7．6 17844．0 28234．1
600 937 9．5 1355 7．6 17844．0 28234．1
1200 937 9．5 1355 7．6 17844．0 28234．1
3600 937 9．5 1355 7．6 17844．0 28234．1
表8．3：計算時間と改善率の関係（大規模問題）
　ynO1
業数400
もai30－20
業数600
　tai50－20
業数1000
tai100．20
業数2000
計算時問 解値 改善率 解値 改善率 解値 改善率 解値 改善率
1（秒） 1122o（％） 2768 0 3645 0 6246 0
60 973 13．3245911．23456 5．2 61751．1
300 938 16．4237214．333208．9 61391．7
600 927 17．4235614．933049．4 61391．7
1200 927 17．4234015．533049．4 60603．0
3600 927 17．4234015．533049．4 60603．0
　結果から計算時闘が300秒（5分）以上であると，初期値からの大きな改善が起こらなくなることが分か
る．そのときの改善率は問題にも寄るが4～15％前後となった．表8．2，表8．3より資源数が一定で作業数
が多い問題では改善があまりされていない．これは作業数に対して資源数が著しく少ないことから制約を
満たすスケジュールのパターン自体渉あまり生成されないためだと考えられる．
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図8．1：計算時間と解の改善率
8．3　最適値との誤差
　8．2節より，計算時問を300秒以上と設定すれば，十分に改善された解が求まることが示された．ここで
は，最適値が既知である問題例を用いて，本システムで求めることのできる解と最適値との間にどの程度
の誤差があるのか調べる実験の結果を示す．計算時間は，300秒と600秒の2つの場合で行った。
8．3．1　実験に使用した問題例
　この実験で使用した問題例は，OR。Libraryより最適値がすでに分かっている最大完了時刻最小化問題を
入手して行った．表8．4に問題の規模と最適値についてまとめた、ft10とft20はft20のほうがジョブ数に
に対して資源数が少ない問題となっている．ft10とorbO1は同じ規模の問題であり，ft10はlaO1よりも規
模の大きな問題である．
表8．4：問題の規模と最適値
問題例 ジョブ数 資源数 作業数 最適値
fto6 6 6 36 55
ft10 10 10 100 930
ft20 20 5 100 1165
IaO1 10 5 50 666
orbO1 10 10 100 1059
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8．3．2　実験結果
　計算時問を300秒と600秒に設定し，それぞれの問題例を解いた際の解の値と最適値との誤差を表8．5に
まとめた、最適値との誤差は
　　　　　　　　　　　　　　　　　　　　求めた解の値一最適値　　　　　　　　　　　　　誤差（％）　＝　　　　　　　　　　　　×100　　　　　　　　　　　　　　　　　　　　　　　最適値
のようにして求めた．
　結果から，食06，1翫01の規模の小さい問題に対してはどちらの計算時間で解いても最適値を得ることがで
きた．そのほかの問題でも，最適値との誤差は3％以内となった．計算時問を300秒から600秒に変えて
も得られる解に大きな変化は見られない．図8．2は最適値930の問題を計算時間1秒から解いたときの得
られた解の推移を示している．
表8．5：最適値との誤差
問題例 作業数 最適値
計算時閥
00秒
計算時間
00秒
解値 誤差 解値 誤差
fto6 36 55 55 0（％） 55 0
laO1 50 666 666 0 666 0
ft10 100 930 937 0．8 937 0．8
fも20 100 116511932．4 11851．7
orbO1100 105910761．6 10761．6
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図8．2：最適値との誤差
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8．4　性能比較実験
　ここでは，OptSeqを用いた実践的スケジューリング最適化システムとスケジューリングソフトウェア（ス
ケジューリング管理システム）との性能比較実験について示す．
8．4．1　比較対象
性能比較実験のために用いたソフトウェアは，M圭cros磁Project2000とAPSTMIZERである．
・Microsoftproject2000
　Project2000は，M量crosoft社が開発したスケジューリング立案，進捗管理を目的としたソフトウェ
　アである．機械スケジューリングだけでなく資源制約付きスケジューリングモデルも扱うことができ
　るが，作業が複数のモードをもつ場合には対応できない．Project2000の解法は，山積み・山崩し法
　が用いられており国，リソースの平準化という呼び方でスケジュールが生成される181．最適化手法
　は緯み込まれていない．
●APSTM夏ZER
　APSTMIZERは，法政大学の西岡により開発されたスケジューリング立案，進捗管理を目的としたソ
　フトウェアである．Project2000と同様に，機械スケジューリングだけでなく資源制約付きスケジュー
　リングモデルも扱うことができるが，作業が複数のモードをもつ場合には対応できない。APSTMIZER
　の解法は，ディスパッチングルールが用いられている回．最適化手法は組み込まれていない。
8．4．2　実験に使用した問題例
　性能比較実験に用いた問題は生産スケジューリングライブラリから入手した．表8．6に実験に用いた問題
を示す．冒的関数はいずれも最大完了時刻最小化で行った．
表8。6：間題の規模
問題名 ジョブ数 資源数 作業数 問題名 ジョブ数 資源数 作業数
abz5 10 玉0 100 laO6 20 20 400
abz6 10 玉0 100 la10 30 20 600
orbO1 10 10 100 la15 50 20 1000
ft10 10 10 100 la20 100 20 2000
ft20 20 5 100 三a28 100 20 2000
laO1 10 5 50 la35 100 20 2000
8．4．3　実験結果
　表？？に性能比較実験の結果を示す．値は比率で出している．ここでで比率とは
　　　　　　　　＿　求めた解の値、4PSTMfZER（およびProゴeα12000）で求めた値　　　比率（％）　一　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　×100　　　　　　　　　　　　　・4PSTMIZER（およびP70プεcオ2000）で求めた値
のようにして求めた．
結果よりOptSeqで1分以上計算すると，どちらのソフトウェアよりも良い解を出すことがわかった、5分
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以上計算することでAPSTMIZERより平均して16％程度，Project2000より平均して13％ほど良い解を得
られた．本研究では，2つのソフトウェアのみで比較実験を行っただけだが，最適化が組み込まれていない
ソフトウェアに対しては良い解を得られる可能性を示した．
表8．7：比較実験結果　比率
問題名
APSTMIZERとの比較Project2000との比較
1秒 60秒300秒600秒1秒 60秒300秒600秒
abz513．9（％） 15．5 15．5 15．5 4．8 6．5 6．5 6．7
ab箔6 2．2 9．6 9．8 9．8 一3。7 3．6 3．8 3．8
orbO1 16．2 19．9 21．3 21．3 9．4 13．1 14．5 14．5
ft10 12．6 19．7 20．9 20．9 4．6 11．7 12．9 12．9
丘20 23．0 27．1 27．5 28．0 3．5 7．6 8．0 8．5
laO1 13．7 13．7 13．7 13．729．329．329．3 29．3
laO6 0．0 0．0 0．0 0．0 14．614．6 14．6 14．6
la10 4．8 4．8 4．8 4．8 3．8 3．8 3．8 3．8
la15 23．9 23．923．9 23．9 9．2 9．2 9．2 9．2
Ia20 27．4 28．729．1 29．1 4．7 6．玉 6．4 6．4
la28 3．6 14．5 14．5 14．5 3．2 14．0 14．0 14．0
Ia35 5．7 11．4 11．9 11．9一〇．5 5．2 5．6 5．6
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第9章　まとめと今後の課題
本章では，本研究のまとめと今後の課題について述べる．
9．1　まとめ
　本研究では，資源制約付きスケジューリング問題の基本モデルを拡張し実務上必要な作業順序制約をモ
デル化した．実務レベルでスケジューリング問題を接えるようにスケジューリング最適化のためのデータ仕
様を決めた．そのデータ仕様に従い，資源制約付きスケジューリング問題に対するタブーサーチを用いたア
ルゴリズムを実装したActiveXコンポーネントを利用した，実務的スケジューリング最適化システムの提
案・構築を行った．提案したシステムに対し，ベンチマーク問題を用いて計算実験を行った結果，計算時間
300秒程度で，最適値からの誤差力陪％以内となる解を求めることができた．最適化機能が紐み込まれてい
ないソフトウェアに対して良い解を得られる可能性を示した．
9．2　今後の課題
　提案したシステムは，現実問題へ適用可能であることを目指したわけであるが，本研究では再生不可能資
源は扱っておらず，またインターネット上で配られているベンチマーク問題を用いた計算実験しか行ってい
ない．今後の課題としては、再生不可能資源を考慮すること，現実のスケジューリング問題に適用し実用性
を検討することである．また，最適化の技術をより利用してもらうため，Web上でのスケジューリング最
適化を行える仕線みの構築を行うことがあげられる．
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