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 L’expérience LHCb, menée dans le cadre du CERN, dispose d’un réseau 
standard pour acquérir les données produites par les collisions du LHC. Les 
différents serveurs qui font partie de ce réseau, supportent de nombreux 
services. En l’état, une panne physique peut rendre un service complètement 
indisponible, et peut-être interrompre l’acquisition de données.  C’est pour cela 
qu’il faut que le système d’acquisition de données et le système de commande 
soient le plus fiables possible.  
 
 Pour résoudre ce problème, il existe une solution : la haute disponibilité, 
basée sur une redondance de matériel et la mise en place de cluster. Cette 
solution peut être améliorée par l’utilisation conjointe de mécanismes de 
virtualisations. 
 
Ma tache a été d’étudier et de comparer différents types d’outils de 
virtualisation et de les implémenter sur un cluster. 
 
 
Mots-clés : réseau, services, haute disponibilité, redondance, cluster, 
virtualisation  
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 LHCb experiment, managed by the CERN, has a standard network to 
acquire the data produced by the LHC collisions. The different servers which 
are a part of this network, provide a lot of services. So, a physical failure can 
make a service totally unavailable, and perhaps interrupt the data acquisition. 
It is for this reason that, the data acquisition system and the control system 
must be as reliable as possible. 
 
 To solve this problem, there is a solution: high availability, based on a 
redundancy of the equipment and the use of clustering technologies. This 
solution can be improved by virtualisation. 
 
 My task has been to study and compare different kind of virtualisation 
tools and to implement it on a cluster. 
 
 
Key word: network, services, high availability, redundancy, cluster, 
virtualisation  
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 Accélérateur : Un accélérateur consiste en un tube sous vide dans lequel 
des particules sont accélérées par des champs électriques et dont la 
trajectoire est guidée par des champs magnétiques. 
 
 AFS (Andrew File System) : AFS est un système d'archivage distribué 
inspiré de NFS et créé à l'Université Carnegie Mellon. 
 
 Antiparticule : A chaque type de particule correspond une antiparticule. 
Lorsqu’une particule entre en collision avec son antiparticule, elles 
s’annihilent, ne laissant que de l’énergie. 
 
 Benchmark : banc d'essai permettant de mesurer les performances d'un 
système pour le comparer à d'autres. 
 
 CERN : Centre Européen de Recherche Nucléaire. 
 
 Cluster : désigne des techniques consistant à regrouper plusieurs 
ordinateurs indépendants. 
 
 DAQ (Data acquisition) : c’est un sous système de LHCB ONLINE qui 
concerne tout le trafic entre les électroniques et les détecteurs du LHCB. 
 
 DHCP (Dynamic Host Configuration Protocol) : Protocole réseau qui 
assure la configuration automatique des machines connectées. 
 
 GUI (Graphical User Interface) : ce terme désigne toute interface 
graphique qui permet le paramétrage sur une machine. 
 
 HA (High Availability) : désigne le fait que cette architecture ou ce service 
a un taux de disponibilité convenable. 
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 HyperV (Windows Server Virtualization) : est lui aussi un émulateur de 
système mais payant. Il provient de chez Microsoft. 
 
 ISCSI (internet SCSI) est un protocole de la couche application permettant 
le transport de commandes SCSI sur un réseau TCP/IP. 
 
 Licence GNU GPL (General Public License) : La Licence publique générale 
GNU  est une licence qui fixe les conditions légales de distribution des 
logiciels libres du projet GNU. 
 
 KVM (Kernel-based Virtual Machine) : est une extension de QEMU qui a 
été développé en parallèle. 
 
 LHCb (Large Hadron Collider beauty) : Détecteur de beauté du grand 
collisionneur d’hadrons. 
 
 Méson : Particule non élémentaire de la famille des hadrons. Il est 
composé d’un nombre pair de quarks et d’antiquarks. 
 
 NFS (Network File System) : Protocole de partage de systèmes de fichiers 
à travers un réseau. Il permet à un ordinateur de travailler sur un disque 
dur distant. 
 
 Projet GNU : premier projet de production de logiciels libres lancé en 
1983 par Richard Stallman pour créer le système d'exploitation GNU 
dont le développement a commencé en janvier 1984. 
 
 PXE (Pre-boot eXecution Environment) : permet à une station de travail 
de démarrer depuis le réseau en récupérant une image de système 
d'exploitation qui se trouve sur un serveur. 
 
 QEMU : est un émulateur de système libre qui permet de faire tourner 
un ou plusieurs systèmes d'exploitation sur un système d'exploitation 
déjà installé sur la machine. 
 
 Quark : particule élémentaire chargée qui est sensible à l’interaction 
forte. Elle existe en 6 sorte différentes notées u, d, s, c, b et t. 
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 Redondance : disposer plusieurs exemplaires d'un même équipement. 
 
 RHEL (Red Hat Entreprise Linux) : est une distribution Linux produite par 
Red Hat et orientée vers le marché commercial et les serveurs 
d'entreprise. 
 
 SAN (Storage Area Network) : est un réseau spécialisé permettant de 
mutualiser des ressources de stockage. 
 
 
 SCSI (Small Computer System Interface) : est un standard définissant un 
bus informatique permettant de relier un ordinateur à des périphériques 
ou bien même à un autre ordinateur. 
 
 SLC5 (Scientific Linux CERN 5) : Distribution scientifique de linux 
développé par le CERN pour des applications spécifiques au CERN. Cette 
distribution est basée sur une Red Hat. 
 
 Xen : est un émulateur de système libre comme QEMU et KVM mais il 
possède des propriétés différentes que nous verrons par la suite. 
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Le CERN, l’Organisation européenne pour la recherche nucléaire, est l’un 
des plus grands et des plus prestigieux laboratoires scientifiques du monde. Il a 
pour vocation la physique fondamentale, la découverte des constituants et des 
lois de l’Univers. Il possède le plus grand accélérateur de particule au monde, le 
LHC. Il utilise des instruments techniques très complexes, situé tout autour du 
LHC pour sonder les constituants ultimes de la matière : les particules 
fondamentales. En étudiant ce qui se passe lorsque ces particules entrent en 
collision, les physiciens appréhendent les lois de la Nature. 
 
Le LHC est actuellement en maintenance avant son second lancement 
prévu en novembre 2009. Pendant cette interruption, toutes les différentes 
expériences telles que le LHCb en profite pour faire des mises à jour, des tests 
ou bien des renforcements de sécurité du dispositif. 
 
C’est dans cette période de post-lancement que le CERN ma chargé 
d’étudier les possibilités d’augmenter la sécurité des différents serveurs qui 
composent l’expérience LHCb par divers dispositif présent sur le marché de 
l’informatique.  
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1  Présentation 
 
1.1. Présentation du CERN 
                  
          Fondé en 1954, le CERN 
est situé de part et d’autre de la 
frontière franco-suisse (figure 3), 
près de Genève. Il a été l’une des 
premières organisations à 
l'échelle européenne et compte 
aujourd’hui plus de vingt États 
membres. 
 
Figure 1 Le CERN 
Figure 2 Pays membre du CERN 
Membres fondateurs. 
Membres ayant rejoint 
le CERN plus tard 
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Figure 3 Emplacement du CERN 
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 On retrouve ainsi 6500 scientifiques, de 80 nationalités différentes, 
représentant environ 500 universités et instituts de par le monde. Ces 
scientifiques sont appuyés dans leurs tâches par environ 2500 personnes, 
physiciens, ingénieurs, techniciens, ouvriers administrateurs ou secrétaires. Il 
existe en tout six différentes expériences au CERN : ALICE, ATLAS, CMS, LHCb, 
TOTEM et LHCf. Chaque expérience est différente et est caractérisée par son 
détecteur de particules. C’est au centre LHCb que j’ai effectué ce stage. 
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1.2. Présentation du LHC 
 
 Le Grand collisionneur d’hadrons (figure 4) est un gigantesque 
instrument scientifique situé près de Genève, à cheval sur la frontière franco-
suisse, à environ 100 mètres sous terre. C’est un accélérateur de particules 
d’environ 27 kilomètres de diamètre, avec lequel les physiciens vont étudier les 
plus petites particules connues : les composants fondamentaux de la matière. 
Le LHC va révolutionner notre compréhension du monde, de l’infiniment petit, 
à l'intérieur des atomes, à l’infiniment grand de l’Univers. 
 Le projet de 3,76 milliards d'euros remonte à 1983 pour sa conception et 
à 1996 pour le début des travaux. 
Figure 4 Emplacement du LHC 
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 Deux faisceaux de particules (figure 5) subatomiques de la famille des « 
hadrons » (des protons ou des ions de plomb) circuleront en sens inverse à 
l’intérieur de l’accélérateur circulaire, emmagasinant de l’énergie à chaque 
tour. En faisant entrer en collision frontale les deux faisceaux à une vitesse 
proche de celle de la lumière et à de très hautes énergies, le LHC va recréer les 
conditions qui existaient juste après le Big Bang. Des équipes de physiciens du 




Figure 5 Fonctionnement du LHC 
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 Il est 
malheureusement 
actuellement à l’arrêt 
depuis le 22 
septembre 2008 a 
cause d’une 
importante fuite 
d’hélium qui a 
provoqué la 
dégradation d’un des 
aimants (figure 6) qui 




 Cet incident s’est produit 15 jours après une autre panne d’origine 
électrique. Le LHCb fermant du 15 novembre à début avril pour la maintenance 
des installations, ceci a contraint le report du lancement à septembre 2009. 
  
Figure 6 Aimant du LHC 
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1.3. Présentation de LHCb 
 
 L’expérience LHCb (figure 7), qui se situe sur la partie française de 
l’anneau à Ferney-Voltaire, est le fruit d’une collaboration internationale de 
660 scientifiques provenant de 48 laboratoires ou universités répartis dans 15 
pays. 
 
  Son objectif est d’étudier les 
asymétries de la matière et de l’antimatière 
en traquant spécifiquement les particules 
contenant un quark b, appelé "beauté". 
L’objectif ultime est de mieux comprendre 
pourquoi l’Univers est constitué 
exclusivement de matière, alors qu’à sa 
naissance matière et antimatière étaient 
présentes à parts égales.  
  
Figure 7 Le LHCb 
Figure 8 Le quark 
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1.4. Installation technique du LHCb 
 
1.4.1. Le détecteur 
 
 L’expérience du LHCb mesure 21 mètres de long sur 13 mètres de large 
et sa hauteur est de 10 mètres. Il est composé de 6 détecteurs pour un poids 
total de 5600 tonnes. 
 
Figure 9 Détecteur du LHCb 
 
 Le détecteur (figure 9) est composé de nombreux capteurs, chacun est 
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- VELO (VErtex LOcator) : situé dans l’axe du faisceau, ce détecteur permet de 
fournir des mesures précises de l’emplacement de l’impact ainsi que la 
trajectoire des particules à proximité de la zone de collision. Il est également 
utilisé pour reproduire la création et l’affaiblissement des mésons Beauté et 
Charme afin de fournir des données précises de leur durée de vie. 
 
- RICH 1&2 : les deux « Ring Image CHerenkov counters » permettent 
d’identifier les particules chargées passant dans le détecteur, ainsi que leur 
quantité de mouvement. 
 
- Spectromètre : dipôle magnétique situé à proximité de la zone de la collision 
pour en minimiser la taille. 
 
- Tracking System : ce détecteur détermine la trajectoire des particules entre le 
VELO et les calorimètres, ainsi que la quantité de mouvement des particules. 
 
- Calorimètres : en absorbant l’énergie des particules, les calorimètres 
permettent d’identifier les hadrons, les électrons et les photons, qui sont 
parfois le résultat de l’affaiblissement des mésons B. Ils fournissent aussi des 
informations sur leur énergie. 
 
- Muon : ce détecteur utilise la capacité de pénétration des muons pour les 




 Les collisions qui se produiront sur le site, créeront une grande quantité 
d’information qui sera capturée par des détecteurs pour être convertie en 
données. Ces données seront ensuite envoyées aux fermes de traitement et de 
surveillance. Une fois prétraitées, les données pertinentes seront sélectionnées 
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1.4.2. Le réseau 
 
 LHCb est actuellement équipée pour ce faite, de plus d’une centaine de 
serveurs (figure 10) répartis dans les différents secteurs, que ce soit aussi bien 
dans la partie SX (au dessus du sol) qu’UX (en dessous du sol). Ces serveurs 
produisent un travail constant tous les jours et leur fonctionnement en 




Figure 10 Le réseau du LHCb 
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2  Virtualisation 
 
2.1. Introduction a la virtualisation 
 
La virtualisation a été créée vers 1980 par IBM France et a commencé à 
se faire connaitre réellement en 2000 grâce à son adaptation sur architecture 
x86.  On peut la définir comme un ensemble de techniques matérielles ou 
logicielles qui permettent de faire fonctionner sur une seule machine, plusieurs 
systèmes d'exploitations ou plusieurs applications, séparément les uns des 




Ce procédé possède de nombreux intérêts tel que: 
 Utilisation optimale des ressources d'un parc de machines (répartition 
des machines virtuelles sur les machines physiques en fonction des 
charges respectives), 
 
 Installation, déploiement et migration facile des machines virtuelles 
d'une machine physique à une autre. 
 
 Economie sur le matériel grâce au regroupement des machines 
(consommation électrique, entretien physique, monitoring, support, 
compatibilité matérielle, etc.) 
 
 Installation, tests, développements, cassage et possibilité de 
recommencer sans casser le système d'exploitation hôte 
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 Sécurisation et isolation d'un réseau (cassage des systèmes 
d'exploitation virtuels, mais pas des systèmes d'exploitation hôtes qui 
sont invisibles pour l'attaquant, tests d'architectures applicatives et 
réseau) 
 
 Isolation des différents utilisateurs simultanés d'une même machine 
(utilisation de type site central) 
 
 Allocation dynamique de la puissance de calcul en fonction des besoins 
de chaque application à un instant donné, 
 
 Diminution des risques liés au dimensionnement des serveurs lors de la 
définition de l'architecture d'une application, l'ajout de puissance 
(nouveau serveur etc) étant alors transparent. 
 
2.3. Les différents types de virtualisation 
 
 Il existe différents types de virtualiseurs. Leurs différences se situent au 
niveau de leurs isolations et de leurs niveaux d’implantations dans la machine. 
Voici les trois principaux virtualiseurs : 
 Tout d’abord, l’isolateur 
(figure 11), comme son nom 
l’indique, permet d'isoler 
l'exécution d’applications dans 
ce que l’on appelle des 
contextes ou bien zones 
d'exécution. Ce system est très 
performant mais les 
environnements ne sont pas 
complètement isolés. Exemple : 
Vserver. 
Figure 11 L'isolateur 
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 Ensuite la virtualisation 
complète (figure 12). C’est un 
logiciel (généralement assez 
lourd) qui tourne sur l'OS hôte. 
Ce logiciel permet de lancer un 
ou plusieurs OS invités. La 
machine virtualise ou émule le 
matériel pour les OS invités, ces 
derniers croient dialoguer 
directement avec le dit matériel. 
Cette solution isole bien les 
différents OS, mais elle a un coût 
en performance. Ce coût est d’autant plus grand si le processeur est émulé. 
Exemple Qemu, KVM, VMware ESX. 
 
 Et enfin, la 
paravirtualisation (figure 13) ,qui 
utilise un noyau système très 
léger et optimisé pour gérer les 
accès des noyaux d'OS invités à 
l'architecture matérielle sous-
jacente. Les OS invités 
fonctionnent en ayant 
conscience d'être virtualisés et 
sont optimisés pour ce fait. On 
les appelle des hyperviseurs. 
Cette méthode est la plus performante, mais elle est très contraignante et 




Figure 12 La virtualisation complète 
Figure 13 La paravirtualisation 
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Figure 14 Tableau récapitulatif des virtualiseurs 
 
 
2.4. Choix du virualiseur 
 
 Pour effectuer mon travail, il m’a été prêté deux serveurs DELL 
poweredge 1950 (figure 15) équipés de 2 processeurs quad-core Intel Xeon de 
64 bits pourvus de la technologie Intel VT.  
 





Développement de services de monitoring et de haute disponibilité pour le système de 
contrôle de l’expérience LHCb. 






Rapport de stage de deuxième année 
 
Cette technologie VT (Virtual Technologie) anciennement appelé la 
technologie Vanderpool a fait son apparition fin 2003 et a commencé sa 
production en 2006. Elle permet de mieux gérer l’utilisation de plusieurs 
machines virtuelles fonctionnant simultanément. Une technologie similaire 
c’est développé tardivement chez AMD. Elle s’appelle AMD-V (V pour 
Virtualisation) et a vu le jour en 2008. 
 
 Il me fallait donc un virtualiseur compatible 64 bits et si possible utilisant 
la technologie VT pour plus de performance. J’ai donc sélectionné «  Kernel-
based Virtual Machine » ou plus couramment appelé KVM. C’est un virtualiseur 
de type virtualisation complète (émulation partielle du matériel), il est sous 
licence GNU et exploite la technologie Intel VT. 
 
2.4.1 Mise en place 
 
 Je me suis tout d’abords documenté sur les différentes façons d’installer 
KVM sur un serveur. J’avais deux possibilités à l’époque. La première consistait 
à garder le noyau SLC5 installé actuellement sur la machine qui était une 
version 2.6.18 et d’y installer un module spécial permettant d’installer KVM sur 
le noyau. Cette première méthode a échoué car J’ai découvert que les noyaux 
inférieurs à la version 2.6.20 ne supportent pas KVM, donc le noyau SLC5 ne 
supportait pas ce module. 
 
 J’ai donc essayé une deuxième méthode qui consistait à mettre à jour le 
noyau SLC5 en une version supérieure. J’ai découvert qu’à partir de la version 
2.6.26, le module KVM est inclue dans le noyau. J’ai donc choisi après 
concertation et conseils d’Enrico Bonaccorsi, la version 2.6.30.Dernière version 
stable du moment. 
 
Après avoir installé le noyau, j’ai installé tous les modules nécessaires en 
utilisant la dernière librairie RHEL54.  
 
 Pour profité aussi des nombreuses fonctionnalités de KVM et des 
performances, j’ai installé de nombreux modules complémentaires permettant 
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C’est trois modules se nomment Virt, Virsh et Virtio. 
 
 Virt se décompose en plusieurs sous-programmes : 
- virt-manager (figure 16) qui permet d’obtenir une image de l’état des 
machines virtuelles sur différents hyperviseurs,  
 
- virt-clone qui permet de cloner une machine virtuelle tout en 
modifiant certain paramètre comme l’adresse mac afin d’éviter des 
conflits matériels, 
- virt-convert qui permet de convertir le format d’une machine 
virtuelle en un autre format, afin de rendre les machines compatible 
entre différent hyperviseurs, 
- virt-image qui permet de créer des machines virtuelles, 
- virt-install qui permet d’installer des machines virtuelles, 
- virt-viewer qui permet grâce à une connexion VNC avoir un aperçu 
graphique de la machine, 
 
Figure 16 Virt-manager 
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 Ce premier module, grâce à ses sous-programmes permet de 
d’obtenir une vue graphique (figure 17) des machines virtuelles. 
 
 
 Il permet aussi d’obtenir une vue des performances (figures 18) des 
machines virtuelles où l’on peu voir la charge du ou des CPU, la mémoire mise 






Figure 17 Vue d’une machine virtuelle démarrée avec virt 
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 Et enfin une vue des différents composants hardwares virtuels ou 
physiques installés sur les machines virtuelles (figure 19). Nous pouvons choisir 
quel type de processeur virtuel nous souhaitons, le nombre de cœur du 
processeur, la mémoire vive désirée, l’option de démarrage (Disque dur, CD, 
PXE), les disques durs, la carte réseau avec son adresse mac… Plusieurs 
paramètres qui nous permettent d’obtenir une certaine facilité d’utilisation. 
  
Figure 18 : Vue graphique des performances de la machine virtuelle avec virt 
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 Virsh est un utilitaire qui possède lui aussi plusieurs fonctionnalités qui 
permet de commander les machines virtuelles mais la plus intéressante 
pour nous est la migration en direct. 
 
 Virtio est un module qui paravirtualise l’interface réseau des machines 





Figure 19 : Vue des différentes configuration hardware proposé par KVM 
Développement de services de monitoring et de haute disponibilité pour le système de 
contrôle de l’expérience LHCb. 






Rapport de stage de deuxième année 
 
 J’ai effectué par la suite des tests de performance que l’on appelle aussi 
des benchmarks afin de sélectionner le meilleur virtualiseur et aussi pour voir si 
les performances proposées par les machines virtuelles n’étaient pas trop 
mauvaises. Le benchmark utilisé a été créé au CERN par Mr Rainer 
SCHWEMMER. Il a été programmé en python. Il consiste à effectué une série 
d’itération sur la machine et de les chronométrer tout en comptant le nombre 
d’instruction effectué par la machine. On obtient ainsi le temps par instruction 
qu’a mis la machine pour effectuer les itérations. Mais aussi le nombre 
d’instructions par seconde effectuées par le processeur virtuel ou réel.  
 
 
2.4.2. Résultats des benchmarks 
 
Voici les résultats des benchmark effectué avec différentes configurations. 
 
 
 Ce premier benchmark effectué sur la machine hôte,  permet d’avoir un 
point de repère par rapport au autres benchmarks effectués par la suite. 
 
================ 
Number of datapoints               : 64. 
Mean                               :  560+-  20 s. 
Mean moores per second per core    :  357+-  12/s. 
Mean moores per second this machine: 2855+- 100/s. 
================ 
 
8 cores * 8 itérations =64 itérations. 
Le temps moyen d’exécution de ces itérations est de 560 +- 20 s. 
Un core effectue 357 MIPS. 
D’où la machine effectue 8 * 357 = 2855 MIPS. 
 
Comme on peut le voir, la machine hote possède huit coeurs! Ce qui fait 64 
itérations au total! 
Le temps moyen d’exécution de ces itérations est de 560 +- 3 s 
Un cœur effectue 357 MIPS. 
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 Voici un second benchmark effectué sur une machine virtuelle KVM. 
 
 ================  
Number of datapoints               : 16.  
Mean                               :  699+-   3 s.  
Mean moores per second per core    :  286+-   1/s.  
Mean moores per second this machine:  572+-   1/s.  
================  
 
Comme on peut le voir, KVM émule deux cœurs! Ce qui fait 8 itérations au 
total! 
Le temps moyen d’exécution de ces itérations est de 699 +- 3 s, ce qui fait 
une perte de 20%. 
Un cœur effectue 286 MIPS. 
D’où la machine virtuelle effectue 572 MIPS. 
 
Remarque: Je peux affirmer, sur ce premier test, que malgré une petite 




 Voici un troisième benchmark effectué sur une machine virtuelle HyperV. 
 
 ================  
Number of datapoints               : 16.  
Mean                               :  722+-   4 s.  
Mean moores per second per core    :  256+-   1/s.  
Mean moores per second this machine:  512+-   1/s.  
================  
 
Comme on peut le voir, HyperV émule aussi deux cœurs! Ce qui fait 8 
itérations au total! 
Le temps moyen d’exécution de ces itérations est de 722 +- 4 s, ce qui fait 
une perte de 23,5%. 
Un cœur effectue 256 MIPS. 
D’où la machine virtuelle effectue 512 MIPS. 
 
Remarque: Même remarque pour KVM, la machine hôte n’a pas paginé. 
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 Nous pouvons donc en conclure après ce premier jeu de test que les 
performances sont, pour cette configuration, meilleur chez KVM que chez 
HyperV. Il manque aussi à ce jeu de test celui de Xen qui aurai permis de 
rajouter à cette étude comparative un paravirtualiseur. Ceci est du au faite 
qu’a l’époque, j’ai eu beaucoup de mal à mettre Xen en place. Il dispose de 
moins d’outils de configuration, ce qui le rends plus difficile a installer car 
beaucoup de parties sont a paramétrer en ligne de commande. 
 
 Il est donc ressorti de ces premiers tests le choix incontestable de KVM 
pour ses performances et sa simplicité d’utilisation. Les testes effectué par 
la suite ont été effectué par simple curiosité scientifique dans le but de 
découvrir la limite du nombre de machine virtuelle KVM que peut supporter 
un serveur DELL poweredge 1950. 
 
 
 Quatrième benchmark effectué avec deux machines virtuelles KVM. 
 
================ 
Number of datapoints               : 16. 
Mean                               :  704+-   4 s. 
Mean moores per second per core    :  274+-   2/s. 
Mean moores per second this machine:  548+-   2/s. 
================  
 
Temps moyen d’exécution de ces itérations est de 704 +- 4 s par machine 
virtuelle. 
Ce qui fait une perte d’environ 22%. 
Une machine virtuelle effectue 548 MIPS. 
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Remarque : Les deux machines effectuent donc 2 fois plus d’instructions 
qu’avec une seule. Nous avons donc un gain de performance de 100% par 
rapport à une machine virtuelle. Ce qui veut dire que toute la puissance de 
la machine réelle n’est pas exploitée avec une seule machine virtuelle. Donc 
les machines virtuelles sont limitées en puissance. 
 
 Cinquième benchmark effectué avec  4 machines virtuelles KVM. 
 
 ================ 
Number of datapoints               : 16. 
Mean                               :  721+-   6 s. 
Mean moores per second per core    :  272+-   2/s. 
Mean moores per second this machine:  544+-   2/s. 
================  
 
Temps moyen d’exécution de ces itérations est de 721 +- 6 s/machine 
virtuelle. 
Ce qui fait une perte d’environ 26%. 
Une machine virtuelle effectue 544 MIPS. 
D’où les quatre machines virtuelles effectuent 2176 MIPS. 
 
Remarque: Les quatre machines effectuent donc environ 2 fois plus 
d’instructions qu’avec deux. Nous avons donc un gain de performance 
d’environ 100% par rapport à 2 machines virtuelles. Ce qui veut dire que 
toute la puissance du serveur n’est pas exploitée avec 2 machines virtuelles. 
La machine réelle commence à paginer au début du benchmark mais ne le 
fait plus après. 
 
Sixieme benchmark effectué avec  8 machines virtuelles KVM 
 
La machine réelle n’a pas apprécié les 8 machines. Seulement 5 d’entre elles 
ont survécues. Sur les résultats que l’on pouvait observer, la machine réelle 
à paginé du début jusqu’à la fin et le temps moyen par itération était de plus 
de 800 seconds. 
Donc nous pouvons en conclure que la machine ne peut supporter qu’un 
nombre de machine virtuel inférieur (ou égale) à 5 quand celle-ci travaille à 
plein régime. 
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Voici un tableau récapitulatif des différents benchmarks : 
 
 host HyperV 1 KVM 2 KVM 4 KVM 8 KVM 
Nombre de 
machine perdu 
0 0 0 0 0 3 
% de 
perte/machine 
0% 23,5% 20% 22% 26% XX 
Temps/itération 9 :18 11 :56 11 :39 11 :52 12 :02 XX 
Temps/total 01 :33 :20  01 :44 : 01 :44 :00  01 :58 :40 02 :00 :20 XX 
MIPS total 2855 572 512 1096 2176 XX 
 
 
 Nous pouvons donc conclure de cette deuxième batterie de tests que 
quand le nombre de machine virtuelle augmente, les performances de chacune 
d’elle diminuent de très peu. Ceci jusqu'à ce que le nombre d’instruction par 
second de toutes les machines virtuelles additionné atteigne celle de la 
machine hôte. Ce qui mène à conclure qu’il est préférable d’utiliser le plus 
possible de machine virtuelle afin d’exploiter au maximum toute les possibilités 
de la machine hôte. Ceci s’expliquerait par la possibilité que la machine hôte 
dédie ses cœurs aux machines virtuelles. Ayant défini les corps deux cœurs de 
processeur par machine virtuelle, il est donc logique que la machine hôte ne 
supporte pas plus de quatre machines virtuelle. 
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3.1 Introduction aux clusters 
 
 « cluster » est un mot anglais et qui signifie grappe. On parle 
généralement de grappe de serveurs ou de ferme de calcul pour désigner cette 
technique consistant à regrouper plusieurs ordinateurs indépendants (appelés 
nœuds, node en anglais). Ce regroupement permet une gestion globale du 
system et de dépasser certaines limites. 
 
 
3.1.1 Les avantages du cluster 
 
Un cluster possède de nombreux intérêts tels que : 
 
 augmentation de la disponibilité ; 
 faciliter la montée en charge ; 
 permettre une répartition de la charge ; 
 faciliter la gestion des ressources (CPU, mémoire, disques, bande 
passante réseau) ; 
 d’utiliser  les ressources matérielles de machines peu utilisées ; 
 d’agrandir le réseau informatique ; 




 Les interruptions de service, planifiées ou non, peuvent avoir une 
influence négative sur les résultats de l’entreprise. Pour éviter des 
interruptions de service imprévues, la mise en place de cluster élimine les 
points de défaillance localisés, dans les couches hardware et logicielles, en 
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 La même fonctionnalité peut également réduire les interruptions de 
service planifiées, que l’erreur provienne d’un administrateur, qui a besoin 
momentanément d’arrêter le serveur, ou d’une application hébergée. Un 
serveur peut être délibérément déconnecté du cluster pour des mises à jour 
matérielles ou logicielles, puis reconnecté sans provoquer d’arrêt de 
fonctionnement. 
 
 On peut cependant lui reprocher une administration plus complexe des 




3.1.2 Les deux principales utilisations des clusters 
 
Il existe deux principaux usages des clusters : 
 Les clusters de haute disponibilité permettent de répartir une charge 
de travail parmi un grand nombre de serveurs et de garantir 
l'accomplissement de la tâche même en cas de défaillance d'un des 
nœuds. 
 Les clusters de calcul permettent de répartir une charge de travail 
parmi un grand nombre de serveurs afin d'utiliser la performance 
cumulée de chacun des nœuds. 
 
 Dans notre cas, c’est bien sur la haute disponibilité qui nous intéresse. 
 
 En haute disponibilité, le cluster exécute des services. 
Chaque service est composé d’une ou plusieurs ressources. 
 
 Tous ces services sont répartis entre les différents nœuds et tournent de 
manières transparentes sur n’importe lequel de ces nœuds. Un service peut-
être restreint à un domaine de failover (sous-partie du cluster). Ce qui permet 
de limiter l’exécution d’un service à certains membres ou d’indiquer un ou des 
hôtes préférentiels. A la moindre panne de quelque origine que ce soit, la 
machine préférentielle prend le relai. Il permet aussi de partager des espaces 
disques tel que des SAN, ISCSI, NFS. 
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3.2 Mise en place 
 
 Pour installer un cluster sur les machines virtuelles, il m’a été proposé 
d’utiliser Red Hat Cluster Suite car cet outil était disponible dans la dernière 
distribution Red Hat.  
 
 
3.2.1 Description du contenu du paquet de Red Hat Cluster 
Suite 
 
 La suite Red Hat Cluter 5 se compose de : 
 
 CCS (Cluster Configuration System) : permet d’accéder à la configuration 
du cluster et de propager les modifications sur les autres nœuds. 
 
 CMAN (Cluster MANager) : est un gestionnaire de cluster symétrique de 
portée générale. Ce qui veut dire que les différents nœuds comportent 
des applications différentes. Il se compose d'un gestionnaire de 
connexion prenant en charge l'appartenance des nœuds au cluster, 
l'envoi de messages entre les nœuds, la notification d'événements, le 
quorum et des transitions d'état. Le gestionnaire de service est un autre 
composant de CMAN qui gère les groupes de service. 
 
 FENCE : Qui veut dire barrière en français, permet de partager des 
composants hardware. Il fonctionne a l’aide d’un démon en activité sur 
tous les nœuds qui se nome « fencing agent » ce qui voudrait dire agent 
de barrière. Des qu’il détecte un nœud qui échoue, le démon va bloquer 
ce nœud du cluster pour garantir l’intégrité des données, d’où son nom 
de barrière. 
 
 FENCE-GNBD (global network block device) 
 
 CLVM (Démon de cluster LVM pour lvm2) : Ce paquet fournit l'interface 
de clustering pour lvm2. Il permet de créer des volumes logiques sur des 
périphériques de stockage partagés. 
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 GFS2-TOOLS (global file system 2 tools) : Le système de fichiers global 
version 2 (GFS2) permet à un cluster d'accéder simultanément à du 
matériel de stockage partagé comme SAN ou iSCSI et des périphériques 
réseau de type bloc. GFS2 peut être déployé pour construire des services 
à haute disponibilité sans avoir le point unique de panne qu'un serveur 
pourrait constituer. 
 
 GNBD-CLIENT (global network block device - client tools) : Il permet de 
modifier les paramètres du réseau afin de les adapter à un 
fonctionnement en cluster. Ce paquet contient les outils en espace 
utilisateur pour être utilisé sur poste client. 
 
 GNBD-SERVER (global network block device - server tools) : Même chose 
que précédemment mais pour utilisation sur serveur. 
 
 RGManager (Clustered Resource Group Manager) : Resource Group 
Manager permet de faire gérer la haute disponibilité sur les serveurs  
dans le cas d’une panne. 
 
 DLM : permet la gestion des verrous pour éviter l’accès à un même 
fichier par l’intermédiaire de plusieurs nœuds. 
  
Il existe deux interfaces d’administration graphique possible, une par le 
web, que l’on appelle Conga et l’autre qui est directement intégré aux 
différents nœuds et qui s’appelle system-config-cluster. Ces deux interfaces 
d’administration fonctionnent de la même façon mais leur utilisation est 
différente. Pour utiliser Conga, il faut installer sur un serveur d’administration 
le logiciel luci qui permet de manager le cluster à travers un navigateur web et 
d’installer sur tous les nœuds le daemon ricci qui permet aux différents nœuds 
d’être reconnus par le cluster. Tandis que pour utiliser system-config-cluster, il 
suffit de l’installer sur toutes les machines et de lancer son interface graphique 
de n’importe quel nœud. J’ai commencé par utiliser Conga car je le trouvais 
plus facile d’utilisation mais Enrico étant plus familiarisé avec system-config-
cluster, j’ai abandonné l’idée afin de pouvoir bénéficier de son expérience. J’ai 
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3.2.2 Mise en place et description du fonctionnement 
 
Quand j’ai lancé l’interface graphique de system-config-cluster pour la 
première fois, une fenêtre (figure 20) s’est ouverte me demandant si je voulais 
créer un nouveau fichier de configuration pour la machine. En effet, pour créer 
ce cluster, tous les nœuds doivent enregistrer les différentes informations 
correspondant aux autres nœuds du cluster dans le fichier 
/etc/cluster/cluster.conf (figure 22) qui est ensuite, quand la configuration est 
terminée, envoyé à tous les nœuds du cluster pour qu’il soit identique au 
démarrage de celui-ci. 
 
 
Figure 20 : Fenêtre de configuration du Cluster 
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Comme on peut le voir, cette fenêtre graphique se décompose en deux 
parties. La partie de gauche permet de créer les différentes fonctionnalités du 
cluster et celle de droite, donner les informations relative aux différentes 
fonctionnalités.  Ce cluster se compose donc, comme on peut le voir sur 
l’interface graphique (figure 20) et sur le fichier de configuration (figure 22), de 
trois nœuds (figure 21), d’une adresse virtuelle, de deux service qui permettent 
de faire faire tourner cette adresse et de quatre domaines de failover qui 
permet de configurer la propriété de transfert de l’adresse virtuelle en cas de 
panne d’un des nœuds. 
 
 
Figure 21 : Description du cluster 
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Figure 22 : Fichier /etc/cluster/cluster.conf 
Zone de définition des 
nœuds du cluster. 
Adresse de diffusion des informations 
aux autres nœuds du cluster.  
Domaine de basculement.  
Adresse de monitoring 
  
Services du cluster.  
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Quand toutes les informations relatives au cluster ont étés enregistrées 
et envoyées aux différents nœuds, on peut alors démarrer le cluster en 
démarrant le daemon CMAN. Après le redémarrage de tous nœuds du cluster, 
une nouvelle fenêtre de configuration vient s’ajouter au programme de 
configuration du cluster. Cette nouvelle fenêtre permet de manager le cluster 




Figure 23 : Fenêtre de management du cluster 
 
 Comme nous pouvons le voir sur cette fenêtre, les deux services de 
virtualisation d’adresse sont démarrés. 
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3.3 Installation d’un system de fichier partagé 
 
 Afin de permettre d’optimiser les ressources disponibles, j’ai installé 
entre tous les nœuds un espace de stockage partagé. Pour installer ce système 
de stockage, j’ai commencé par configurer un espace de stockage sur la 
machine physique que j’ai partagé avec l’un des nœuds. Ce système de 
stockage se nomme GFS (Global File System). 
 
 Pour installé ce system, il m’a fallu installer un paquet qui se nomme 
system-config-lvm (Logical Volume Manager). Ce paquet contient une interface 
graphique (figure 24) qui permet de créer, de configurer et de supprimer des 
volumes logiques. Les deux volumes que j’ai créé, se nomment share1 et 
share2. Voici leurs points de montage écrit le le fichier fstab de la machine 
virtuelle. Ce fichier permet de monter les fichiers automatiques au démarrage, 
ce fichier se trouve dans /etc/fstab : 
 
/dev/share1/gfs              /gfs/share1        gfs2       defaults        0 0 
/dev/share2/gfs              /gfs/share2        gfs2       defaults        0 0 
 
 La première colonne est le point de montage des disques physiques, le 
deuxième est l’emplacement où ils ont été montés. La troisième colonne est le 
système par lequel les fichiers sont montés. 
 
 J’ai par la suite exporté à partir d’une des machines virtuelles ce système 
par le protocole NFSv4 afin de tester son service de haute disponibilité.  J’ai 
tout d’abords monté les disques partagés sur  un fichier d’exportation : 
 
/gfs/share1     /exports/share1   none     bind    0  0 
/gfs/share2     /exports/share2   none     bind    0  0 
 
 Et je les ai ensuite exportés via le Protocol NFSv4 sur le réseau. 
 Voici les paramètres d’exportation qui se trouve sur le fichier /etc/exports : 
 
/exports        10.0.0.0/8(rw,fsid=0,insecure,no_subtree_check,sync) 
/exports/share1  10.0.0.0/8(rw,nohide,insecure,no_subtree_check,sync) 
/exports/share2  10.0.0.0/8(rw,nohide,insecure,no_subtree_check,sync)  
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Figure 24 : Fenêtre de configuration des volumes logiques. 
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3.4 Test de haute disponibilité du cluster 
 
3.4.1 Test du service d’adresse ip virtuelle 
 
 Je vais maintenant présenter un test du service d’adresse virtuelle. 
Comme nous avons pu le voir précédemment, notre cluster est composé de 3 
nœuds (virtnfs01, virtnfs02, virtnfs08). Il possède deux services actifs, un 
service d’adresse virtuelle partagé (virtip) et un service d’adresse virtuelle privé 
(virtip2). Comme nous pouvons le voir à l’aide la commande « clustat » : 
 
Member Name                                                     ID   Status 
 ------ ----                                                      ---- ------ 
 virtnfs01                                                            1 Online, Local, rgmanager 
 virtnfs02                                                            2 Online, rgmanager 
 virtnfs08                                                            3 Online, rgmanager 
 
 Service Name                                                     Owner (Last)                                        State          
 ------- ----                                                      ----- ------                                               -----          
 service:virtip                                                    virtnfs01                                                started        
 service:virtip2                                                   virtnfs01                                                started        
 
Les deux services sont bien actifs sur la machine virtuelle virtnfs01. Pour 
vérifier si les adresses virtuelles sont bien actives sur virtnfs01, nous pouvons le 
vérifier grâce à la commande « ip addr » qui permet de voir les adresses ip 
présentes sur la machine : 
 
2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast qlen 1000 
    link/ether 00:01:02:03:04:01 brd ff:ff:ff:ff:ff:ff 
    inet 10.128.31.21/12 brd 10.143.255.255 scope global eth0 
    inet 10.128.31.24/12 scope global secondary eth0 
    inet 10.128.31.23/12 scope global secondary eth0 
    inet6 fe80::201:2ff:fe03:401/64 scope link  
       valid_lft forever preferred_lft forever 
  
 Comme nous pouvons le voir, virtnfs est bien connecté par trois 
adresses, 10.128.31.21 qui est l’adresse ip principale, 10.128.31.24 et 
10.128.31.23 qui sont les deux adresses virtuelles. Ces deux services ont 
chacun leur domaine de basculement. Pour virtip, dans l’ordre des priorités, 
virtnfs01, virtnfs02 et virtnfs08. Pour virtip2, dans le même ordre de priorité, 
virtnfs01, virtnfs08 et virtnfs02.  
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Pour vérifier si le service de migration d’adresse virtuelle fonctionne 
bien, j’ai éteint virtnfs01. Après extinction de cette machine virtuelle, j’ai 
relancé la commande « clustat » et voila ce qu’il s’est affiché : 
 
Member Name                                                     ID   Status 
 ------ ----                                                      ---- ------ 
 virtnfs01                                                            1 Offline 
 virtnfs02                                                            2 Online, Local, rgmanager 
 virtnfs08                                                            3 Online, rgmanager 
 
 Service Name                                                     Owner (Last)                                        State          
 ------- ----                                                      ----- ------                                               -----          
 service:virtip                                                    virtnfs02                                                started        
 service:virtip2                                                   virtnfs08                                                started        
 
 Nous pouvons donc voir que la machine virtuelle virtnfs01 est bien 
éteinte (Offline) et que les deux services d’adresse virtuelle sont toujours actifs. 
Pour le vérifier, voici la commande ip addr exécuté sur virtnfs02 : 
 
2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast qlen 1000 
    link/ether 00:01:02:03:04:02 brd ff:ff:ff:ff:ff:ff 
    inet 10.128.31.21/12 brd 10.143.255.255 scope global eth0 
    inet 10.128.31.23/12 scope global secondary eth0 
    inet6 fe80::201:2ff:fe03:402/64 scope link  
       valid_lft forever preferred_lft forever 
 
Nous pouvons donc voir que virtnfs02 possède bien ca propre adresse ip 
plus l’adresse ip virtuelle. De même pour virtnfs08 : 
 
2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast qlen 1000 
    link/ether 00:01:02:03:04:08 brd ff:ff:ff:ff:ff:ff 
    inet 10.128.31.21/12 brd 10.143.255.255 scope global eth0 
    inet 10.128.31.24/12 scope global secondary eth0 
    inet6 fe80::201:2ff:fe03:408/64 scope link  
       valid_lft forever preferred_lft forever 
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3.4.2 Test du service de haute disponibilité de NFSv4 
 
Je vais maintenant présenter le test du service de partage de données 
par NFSv4 à partir des fichiers montés précédemment. Notre cluster possède 
maintenant quatre services actifs, les deux services d’adresse virtuelle et deux 
services de stockage via NFSv4 dont les serveurs sont virtnfs01 et virtnfs02. 
Comme nous pouvons le voir à l’aide la commande « clustat » : 
 
Member Name                                                     ID   Status 
 ------ ----                                                      ---- ------ 
 virtnfs01                                                            1 Online, Local, rgmanager 
 virtnfs02                                                            2 Online, rgmanager 
 virtnfs08                                                            3 Online, rgmanager 
 
 Service Name                                                     Owner (Last)                                        State          
 ------- ----                                                      ----- ------                                               -----          
 service:virtip                                                    virtnfs01                                                started        
 service:virtip2                                                   virtnfs01                                                started 
service:nfsservice1                                             virtnfs01                                                started        
service:nfsservice2                                             virtnfs02                                                started 
 
Pour vérifier si le service NFSv4 fonctionne bien, je n’ai pas éteint la 
machine virtuelle virtnfs01, mais j’ai effectué la migration a la main et ce pour 
montrer qu’il est possible de migrer les services d’une machine a l’autre 
volontairement. J’ai donc tapé la commande «clusvcadm –r nfsservice1 » afin 
de faire migrer ce service sur la machine la plus prioritaire du cluster. J’ai donc  
retapé la commande « clustat » et voila ce qu’il s’est affiché : 
 
 
Member Name                                                     ID   Status 
 ------ ----                                                      ---- ------ 
 virtnfs01                                                            1 Online, Local, rgmanager 
 virtnfs02                                                            2 Online, rgmanager 
 virtnfs08                                                            3 Online, rgmanager 
 
 Service Name                                                     Owner (Last)                                        State          
 ------- ----                                                      ----- ------                                               -----          
 service:virtip                                                    virtnfs01                                                started        
 service:virtip2                                                   virtnfs01                                                started 
service:nfsservice1                                             virtnfs08                                                started        
service:nfsservice2                                             virtnfs02                                                started 
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Ce qui montre que le service a bien été repris par virtnfs08 et qu’il n’a 
donc pas été interrompu. 
 
Nous pouvons en conclure que la migration de service sur un cluster par 
Red Hat cluster suite fonctionne bien, du moins pour ces deux services testés.  
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La disponibilité est aujourd'hui un enjeu important des infrastructures 
informatiques. D’une part au CERN mais aussi dans le monde de l’industrie. On 
estime qu’aujourd'hui, la non-disponibilité d'un service informatique peut avoir 
des coûts se chiffrant en millions, sans parler des données de recherche 
susceptibles d’être perdus au CERN. 
 
 L’objectif de mon stage, était de mettre en place un système hautement 
disponible. Ce travail s’est effectué en deux parties. Une première partie 
composée de recherche et d’étude de solution, pour ensuite, en deuxième 
partie, installer la solution la plus adéquat au projet. Ce travail m’a permis de 
développer mes facultés de recherche et d’étude de solution à une demande.  
 
 Ce stage m’a permis d’en apprendre beaucoup sur le monde du logiciel 
libre que je ne connaissais que très peu. Il m’a aussi permis de faire d’énorme 
progrès en administration linux. J’ai aussi pu pratiquer mon anglais, ce qui est 
un atout important pour mon avenir dans le monde de l’entreprise. 
 
 Comme nous avons pu le voir, la solution de mise cluster associé a une 
virtualisation des nœuds est une solution des plus efficace pour obtenir une 
haute disponibilité d’un serveur. Cette solution est de plus accessible à 
moindre cout et son niveau de développement actuel est relativement stable. 
Cette solution a été choisit car elle semblait être la meilleur par rapport au 
matériel disponible, mais il en existe plusieurs autres qui mériteraient d’être 
étudiées. 
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La documentation technique de QEMU et KVM. 
http://www.nongnu.org/qemu/qemu-doc.html 
 
La documentation technique de Red Hat Cluster Suite. 
http://www.redhat.com/docs/manuals/csgfs/browse/rh-cs-en/ 
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