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ON FACTORIZATION ALGEBRAS ARISING IN THE QUANTUM
GEOMETRIC LANGLANDS THEORY
D. GAITSGORY
Abstract. We study factorization algebras on configuration spaces of points on a curve, colored
by elements of the root lattice. Our main result says that the factorization algebra attached to
Lusztig’s quantum group can be obtained as a direct image of a twisted Whittaker sheaf on the
Zastava space.
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Introduction
0.1. Framework for this paper: the FLE. This paper is a step towards the proof of the Fundamen-
tal Local Equivalence (FLE), which is a (still conjectural1) equivalence between the twisted Whittaker
category on the affine Grassmannian of a reductive group G and the Kazhdan-Lusztig category of its
Langlands dual Gˇ.
In this subsection we will recall what FLE is and what role this paper plays in our strategy to prove
it.
0.1.1. We start with a datum of level for G, which is an AdG-invariant symmetric bilinear form κ on
the Lie algebra g of G. Given κ, we can consider the twisted category of D-modules D-modκ(GrG) on
the affine Grassmannian GrG = G((t))/G[[t]] of G, and the subcategory
Whitκ(GrG) ⊂ D-modκ(GrG),
obtained by imposing the condition of N((t))-equivariance against a non-degenerate character.
Suppose now that κ is such that the form
(0.1) κ+
κKil
2
|t
1Recently, a proof by methods different than what we envisaged, was obtained by J. Campbell, G. Dhillon and
S. Raskin.
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on the Cartan subalgebra t ⊂ g is non-degenerate. Then to κ one can attach its dual level for Gˇ,
denoted κˇ, so that the forms
κ+
κKil
2
|t and κˇ+
κˇKil
2
|ˇt
are each other’s duals under the identification
tˇ ≃ t∨.
We will consider the affine Kac-Moody Lie algebra
0→ k → ̂ˇgκˇ → gˇ((t))→ 0
attached to gˇ and κˇ (here k is the ground field), and the category, denoted KLκˇ(Gˇ), of representations
of the Harish-Chandra pair (̂ˇgκˇ, Gˇ[[t]]).
The Fundamental Local Equivalence says that there exists a (canonically defined) equivalence of
categories
(0.2) Whitκ(GrG) ≃ KLκˇ(Gˇ).
The equivalence (0.2) is not an easy statement to prove because it involves two geometrically defined
categories, one for G and another for Gˇ, while the relationship between G and Gˇ is combinatorial in
nature (involution on the root data). Our method of attacking the FLE consists of expressing both
sides in terms of objects that are combinatorially attached to the root datum and then comparing these
directly.
0.1.2. The point of departure is that when G is a torus T , the corresponding equivalence
(0.3) Whitκ(GrT ) ≃ KLκˇ(Tˇ ),
is relatively easy to construct (note that for a torus Whitκ(GrT ) = D-modκ(GrT )).
Hence, the natural desire is to describe Whitκ(GrG) (resp., KLκˇ(Gˇ)) in terms of Whitκ(GrT ) (resp.,
KLκˇ(Tˇ )) and to show that these descriptions match up under the equivalence (0.3).
Next comes the crucial observation that the two sides of (0.2) are not just plain (DG) categories;
rather they naturally extend to factorization categories over any smooth curve (we are thinking of the
variable t in k[[t]] ⊂ k((t)) as a coordinate at a point x on a curve X). Moreover, the conjectural equiv-
alence (0.2) is supposed to be an equivalence of factorization categories. In particular, the equivalence
in (0.3) does have this structure.
The categories Whitκ(GrG) and KLκˇ(Gˇ) are equipped with naturally defined Jacquet functors
JWhit : Whitκ(GrG)→Whitκ(GrT ) and JKL : KLκˇ(Gˇ)→ KLκˇ(Tˇ ),
and each of these functors has a naturally defined factorization structure.
Define
Ωκ,Whit := JWhit(1Whitκ(GrG)) ∈Whitκ(GrT ) and Ωκˇ,KL := JKL(1KLκˇ(Gˇ)) ∈ KLκˇ(Tˇ ),
where
1Whitκ(GrG) ∈Whitκ(GrT ) and 1KLκˇ(Gˇ) ∈ KLκˇ(Tˇ )
are the unit (a.k.a. vacuum) objects.
The factorization structure on the functor JWhit (resp., JKL) defines on Ωκ,Whit (resp., Ωκˇ,KL) a
structure of factorization algebra in the corresponding factorization category, i.e., Whitκ(GrT ) (resp.,
KLκˇ(Tˇ )). Furthermore, the functors JWhit and JKL upgrade to functors
(0.4) JenhWhit : Whitκ(GrG)→ Ωκ,Whit -FactMod(Whitκ(GrT ))
and
(0.5) JenhKL : KLκˇ(Gˇ)→ Ωκˇ,KL -FactMod(KLκˇ(Tˇ )),
respectively, where the notation
A -FactMod(C)
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stands for the category of factorization modules for a factorization algebra A in a given factorization
category C.
In the best possible scenario, the functors (0.4) and (0.5) would be equivalences of categories.
However, in our situation, they are not such. Yet, there exists an explicit procedure that allows to
express the LHS in (0.4) (resp., (0.5)) via the RHS, and we will discuss it in a subsequent publication.
Hence, for now we would like to match up the right-hand sides in (0.4) and (0.5). This amounts to
constructing an isomorphism of factorization algebras
(0.6) Ωκ,Whit ≃ Ωκˇ,KL
with respect to the equivalence of factorization categories in (0.3).
Remark 0.1.3. A similar strategy is supposed to lead to a new proof of the Kazhdan-Lusztig equivalence
KLκˇ(Gˇ) ≃ Repq(Gˇ),
where the latter is the category of modules over Lusztig’s version of the quantum group, and q is the
quadratic form on the weight lattice of Gˇ (=coweight lattice of G) with values in C× obtained by
exponentiating the form that we denote qk (here the ground field k is C), see Sect. 0.2.2.
The composite equivalence
Whitκ(GrG) ≃ Repq(Gˇ)
was the original form of the FLE suggested by J. Lurie and the author a number of years ago.
0.1.4. What we do in this paper is prove “a half” of (0.6). Right below we will explain what we mean
by this in terms of the constructions Sect. 0.1.2 (in Sect. 0.2.1 we will translate this into the language
adopted in the main body of the paper):
What we do is give an a priori construction of a certain factorization algebra in Whitκ(GrT ), denote
it Ωκ, and show that it is isomorphic to Ωκ,Whit.
The main feature of Ωκ is that it is combinatorial in nature, in that its construction only involves
the coweight lattice Λ of G and the form (0.1).
In a subsequent publication we will establish an isomorphism
(0.7) Ωκ ≃ Ωκˇ,KL.
That would be the “second half” of (0.6).
0.2. What is actually done in this paper?
0.2.1. We will now describe the passage from what we just explained in Sect. 0.1.4 to the actual
contents of the paper.
We observe that the factorization algebra Ωκ,Whit belongs to the full factorization subcategory of
Whitκ(GrT ) where we restrict the coweights of T to belong to Λ
neg ⊂ Λ (i.e., linear combinations of
positive simple coroots with non-positive integral coefficients)2.
Now, by [GLys2, 4.6], the category of factorization algebras within this subcategory can be identified
with the category of factorization algebras in the category
(0.8) D-modGConfκ (Conf),
where Conf is the configuration space of points on X colored by negative coweights (see Sect. 1.2) and
G
Conf
κ is a (factorization) gerbe on Conf attached to the form (0.1), see Sect. 1.3.
So, in the main body of the paper we:
• Construct explicitly a factorization algebra Ωκ in D-modGConfκ (Conf), see Sect. 1.7;
• Construct the factorization algebra Ωκ,Whit in D-modGConfκ (Conf), using the geometry of Whit-
taker sheaves on the affine Grassmannian, see Sect. 6.1;
2Technically, we also observe that the coweight 0 component of Ωκ,Whit is the unit 1Whitκ(GrT ), so Ωκ,Whit is
naturally augmented, and we will actually work with its augmentation ideal rather than Ωκ,Whit itself.
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• Establish a (canonical) isomorphism of factorization algebras
(0.9) Ωκ,Whit ≃ Ωκ,
this is our main result, Theorem 6.2.5.
Notational remark: In the main body of the paper, the above factorization algebras carry a super-
script “Lus”, to distinguish them from two other versions, which carry superscripts “DK” and “sml”,
respectively. All three versions are the same when κ is irrational.
0.2.2. The advantage of interpreting Ωκ,Whit as an object of D-modGConfκ (Conf) is that Conf is a
scheme of finite type, so we find ourselves in the realm of usual algebraic geometry.
A crucial feature of the factorization algebras Ωκ and Ωκ,Whit is that, when viewed as objects of
D-modGConfκ (Conf), they are perverse, i.e., lie in the heart of the t-structure. It is this fact that will
eventually allow to construct an isomorphism between them.
We will now supply details as to how Ωκ and Ωκ,Whit are constructed and how the isomorphism
(0.9) is established.
However, before we proceed any further, we make the following observation:
The two factorization algebras appearing in (0.9) are of geometric nature, i.e., they can be made
sense of in a more general sheaf theory (see Sect. 0.5.4) and not just D-modules. Let explain what
replaces the role of the form (0.1).
We note that we can interpret the form (0.1) as a symmetric bilinear form on Λ with coefficients in
k, denote it by bk. Consider the quadratic form
qk(λ) :=
bk(λ, λ)
2
,
and let q be the composition of qk with the projection k → k/Z. One can show that the gerbe G
Conf
κ
only depends on the latter form q.
When we work with another sheaf theory
Y 7→ Shv(Y ),
with a field of coefficients e, let Z be the abelian group introduced in Sect. 0.5.6, i.e., elements ζ ∈ Z
parameterize Kummer local systems on Gm
ζ 7→ Ψζ ,
so for D-modules we have Z = k/Z, and for constructible sheaves Z = e×.
So for a general sheaf theory, our quantum parameter is a quadratic form
q : Λ→ Z,
see Sect. 1.1.1. We denote the corresponding (factorization) gerbe on Conf by GConfq (see Sect. 1.3),
and the corresponding factorization algebras in ShvGConfq (Conf) will be denoted
Ω?q and Ω
?
q,Whit,
where ? = Lus,DK, sml.
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0.2.3. We now explain how the factorization algebra ΩLusq is constructed.
The initial observation is that the gerbe GConfq is canonically trivialized over the open subscheme
(0.10)
◦
Conf
j
→֒ Conf
consisting of simple divisors (pairwise distinct points of X each carrying a negative simple coroot).
We let
◦
Ω ∈ Perv(
◦
Conf) be the sign local system, which is the simplest kind of factorization algebra on
◦
Conf. Due to the trivialization of GConfq over
◦
Conf, we can think of
◦
Ω as an object of PervGConfq (
◦
Conf);
when thought of in this capacity we will denote it by
◦
Ωq.
For any value of q we let Ωsmlq denote the Goresky-MacPherson extension of
◦
Ωq along the open
embedding j of (0.10). We emphasize that the above GM-extension is taking place in the category of
GConfq -twisted sheaves (and not plain sheaves).
We now proceed to the definition of ΩDKq and Ω
Lus
q .
When the values of q in Z are non-torsion we have
ΩDKq ≃ Ω
sml
q ≃ Ω
Lus
q ;
we denote the resulting factorization algebra simply by Ωq .
For q that does take torsion values, we introduce a deformation of q over a formal power series ring
e[[~]], so that the image of q over e((~)) is non-torsion valued. Hence, the factorization algebra Ωq((~)) is
well-defined (see the paragraph above).
We set
ΩDKq[[~]] := j∗(
◦
Ωq[[~]]) ∩ Ωq((~)) ,
where the intersection is taking place in j∗(
◦
Ωq((~)) ).
By construction, ΩDKq[[~]] is flat over e[[~]], and we let
ΩDKq := Ω
DK
q[[~]]
⊗
e[[~]]
e ∈ PervGConfq (Conf).
Finally, we let ΩLusq be the Verdier dual of Ω
DK
q−1 , where we note that Verdier duality acts as an
anti-equivalence from PervGConfq (Conf) to PervGConfq−1
(
◦
Conf).
0.2.4. A remarkable feature of ΩLusq (and one that will ultimately allow us to prove the isomorphism
with the Kac-Moody side, see (0.7)) is that (under some mild assumption on the torsion, see Sect. 2.3.1)
one can describe ΩLusq explicitly as a (twisted) perverse sheaf, see Sect. 2.3.8.
Namely, fix λ ∈ Λneg and let Confλ be the corresponding connected component of Conf (configu-
rations of total degree λ). By induction and factorization, we can assume that ΩLusq |Confλ is defined
away from the main diagonal
X
∆λ
→֒ Confλ, x 7→ λ · x.
Let λ be the embedding of the complementary open locus. Then:
• If λ is of the form w(ρ)− ρ with ℓ(w) = 2, we have
ΩLusq |Confλ ≃ (λ)!∗(Ω
Lus
q |Confλ−∆λ(X));
• If λ is not of the form w(ρ)− ρ with ℓ(w) = 2, we have
ΩLusq |Confλ ≃ H
0
(
(λ)!(Ω
Lus
q |Confλ−∆λ(X))
)
,
where H0 refers to taking 0th cohomology in the perverse t-structure (usual t-structure for
D-modules).
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0.2.5. We now proceed to the definition of the factorization algebras
(0.11) ΩDKq,Whit, Ω
sml
q,Whit, Ω
Lus
q,Whit.
According to Sect. 0.1.2 (adapted to our more general sheaf-theoretic setting), ΩLusq,Whit is obtained
by applying the functor
JWhit : WhitGGq (GrG)→WhitGTq (GrT )
to the unit object 1Whit
GGq
(GrG) ∈WhitGGq (GrG).
However, instead of going through all this (which would necessitate developing quite a bit of theory),
we will write down directly what this construction produces3.
Let Z− be a version of the Zastava space, introduced in Sect. 5.3.3. Let
◦
Z
j
−
Z
→֒ Z−
be then open Zastava space; it is known to be smooth.
We have a natural projection
π− : Z− → Conf ,
and let
◦
π denote its restriction to
◦
Z.
A key feature of this situation is that the pullback of the gerbe GConfq along
◦
π acquires a canonical
trivialization. Let
∇−q,Z , IC
−
q,Z , ∆
−
q,Z
be the *-, GM- and !-extensions, respectively, of IC◦
Z
, but viewed as a GConfq -twisted sheaf.
There is a canonical map
χ : Z− → Ga,
given by the residue construction. Denote
Gauss−q,∗ := ∇
−
q,Z
∗
⊗ χ∗(exp), Gauss−q,!∗ := IC
−
q,Z
∗
⊗χ∗(exp), Gauss−q,! := ∆
−
q,Z
∗
⊗ χ∗(exp).
All three are GConfq -twisted perverse sheaves on Z
−. Finally, set
ΩDKq,Whit := π
−
∗ (Gauss
− q, ∗), Ωsmlq,Whit := π
−
∗ (Gauss
−
q,!∗), Ω
Lus
q,Whit := π
−
∗ (Gauss
−
q,!).
We note, however, that according to a cleanness result given by Theorem 5.4.7, the maps
π−! (Gauss
−
q,∗)→ π
−
∗ (Gauss
−
q,∗),
π−! (Gauss
−
q,!∗)→ π
−
∗ (Gauss
−
q,!∗)
and
π−! (Gauss
−
q,!)→ π
−
∗ (Gauss
−
q,!)
are isomorphisms.
This shows that the objects (0.11) are all perverse and we have
D
Verdier
Conf (Ω
DK
q,Whit) ≃ Ω
Lus
q−1,Whit and D
Verdier
Conf (Ω
sml
q,Whit) ≃ Ω
sml
q−1,Whit.
3The connection to the construction of ΩLusq as JWhit(1Whit
GGq
(GrG)
) can be seen from the material explained in
the (optional) Sects. 5.5-5.7.
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0.2.6. A rather simple calculation (see Proposition 6.2.2) shows that
ΩDKq,Whit| ◦
Conf
, Ωsmlq,Whit| ◦
Conf
, ΩLusq,Whit| ◦
Conf
are all isomorphic to
◦
Ωq .
Our two main results, Theorems 6.2.5 and 6.2.6 assert that, under a certain restriction on q (namely,
q should avoid small torsion, see Sect. 1.1.5 for what this means), these identifications extend (auto-
matically, uniquely) to isomorphisms
ΩDKq,Whit ≃ Ω
DK
q , Ω
Lus
q,Whit ≃ Ω
Lus
q
and
(0.12) Ωsmlq,Whit ≃ Ω
sml
q ,
respectively.
We note that the isomorphism (0.12) has been already established in [Lys2] under somewhat more
restrictive conditions on q.
0.2.7. We will outline the strategy of the proof of Theorems 6.2.5 and 6.2.6 in some detail in Sect. 0.3
below. Here we remark that, as we explain in Sects. 6.3 and Sect. 6.5, the statements of both these
theorems are equivalent to one cohomological estimate.
Namely, let λ ∈ Λneg − 0 be not one of the negative simple roots. Consider the intersection
S0 ∩ S−,λ ⊂ GrG,
where
S0 = N((t)) · 1 and S−,λ = N−((t)) · tλ
are the positive and negative semi-infinite orbits on the affine Grassmannian.
The datum of q defines a Kummer sheaf on S0 ∩ S−,λ, to be denoted Ψq,λ, see Sect. 6.3.64.
Consider the compactly supported cohomology
(0.13) Hic(S
0 ∩ S−,λ,Ψq,λ
∗
⊗ χ∗(exp)).
We have
dim(S0 ∩ S−,λ) = −〈λ, ρˇ〉,
and it is fairly easy to see that the top cohomology in (0.13), i.e., one for i = −2〈λ, ρˇ〉, vanishes.
Now, the cohomology estimate mentioned above (one which is equivalent to Theorems 6.2.5 and
6.2.6) says that the cohomology (0.13) vanishes also in the sub-top degree
i = −2〈λ, ρˇ〉 − 1,
for q that avoids small torsion.
This is our Theorem 6.3.8 (this is also [Lys2, Theorem 1.1.5] for a more restrictive hypothesis on q).
Our proof of Theorems 6.2.5, 6.2.6 and 6.3.8 makes use of quantum groups (this is while the proof
in [Lys2] is a direct geometric argument, but one that has to exclude more cases).
So in a certain sense, we have a somewhat crazy story: in order to prove the vanishing of the
cohomology of a local system on a variety in the sub-top degree (say for ℓ-adic sheaves over a ground
field of positive characteristic), we use the structure theory of quantum groups (the quantum group in
question is the quantization of the Langlands dual group Gˇ).
0.3. Strategy of proof: quantum groups creep in. We first explain how to prove Theorems 6.2.5
and 6.2.6 when the ground field k has characteristic 0. In Sect. 0.3.4 we explain how we deduce from
this the general case.
4In fact, if q is of the form ζ · qmin
Z
, where qmin
Z
is the minimal form on Λ and ζ ∈ Z, then Ψq,λ is the pullback of
the Kummer local system Ψζ on Gm along a canonically defined invertible function fλ on S
0
∩ S−,λ, see Sect. 7.4.4.
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0.3.1. The case when q takes non-torsion values is easy to settle (in fact, in this case Theorem 6.3.8
is an easy calculation, which was performed already in [Ga3]). So we will assume that q takes values
that are torsion in Z.
The proof of Theorems 6.2.5 and 6.2.6 proceeds by studying an additional piece of structure on the
factorization algebras ΩLusq,Whit (resp., Ω
Lus
q ), namely Lusztig’s quantum Frobenius.
Let Λ♯ be the “quantum Frobenius lattice” (see Sect. 4.1.1), and let Conf♯ be the corresponding
configuration space. We can view Conf♯ as a semi-group acting on Conf. In this case we can talk
about factorization algebras in Perv(Conf♯) acting on factorization algebras in ShvGConfq (Conf), see
Sect. 4.2.7.
Following a recipe of [BG2], we construct a factorization algebra Ωcl,♯ in Perv(Conf♯).
By the quantum Frobenius structure on ΩLusq,Whit and Ω
Lus
q we mean an action of Ω
cl,♯ on these
algebras so that we have the isomorphisms
(0.14) Bar(ΩLusq,Whit) ≃ Ω
sml
q,Whit
and
(0.15) Bar(ΩLusq ) ≃ Ω
sml
q ,
respectively.
Once we know that there exists quantum Frobenius structures on both ΩLusq,Whit and Ω
Lus
q , the proof
of Theorem 6.2.6 is achieved by a Jordan-Holder series argument (see Sect. 6.6.4).
Now, the quantum Frobenius structure on ΩLusq,Whit is constructed geometrically, using a metaplectic
version of the construction from [BG2], see Sect. 6.7.
However, when it comes to ΩLusq , its definition does not a priori supply sufficient information to
construct a quantum Frobenius structure on it. And it is here that quantum groups come in.
0.3.2. When considering ΩLusq , by Lefschetz principle, we may assume that the ground field is actually
C, and the sheaf theory in question is that of constructible sheaves in classical topology.
Let Repq(Tˇ ) be the category of representations of the quantum torus associated with q. I.e., this is
a braided monoidal category, which as a monoidal category is isomorphic to Rep(Tˇ ), but the braiding
is specified by q. Thus, it makes sense to talk about Hopf algebras in Repq(Tˇ ).
In Sect. 3.4 we recall a construction that attaches to a Hopf algebra H in Repq(Tˇ ) (whose augmen-
tation ideal supported on coweights λ ∈ Λneg − 0 with each coweight component finite-dimensional) a
factorization algebra ΩH in ShvGConfq (Conf).
Applying this construction to Lusztig’s, DeConcini-Kac and small versions of the (positive part of
the) quantum group, we obtain factorization algebras
(0.16) ΩLusq,Quant, Ω
DK
q,Quant, Ω
sml
q,Quant,
respectively.
It follows by definition that we have a canonical identification
(0.17) Ω?q,Quant| ◦
Conf
≃
◦
Ωq
for all three versions.
The t-exactness property of the construction H  ΩH shows that the identification (0.17) extends
(automatically, uniquely) to an isomorphism
Ωsmlq,Quant ≃ Ω
sml
q .
Further, in Theorem 3.6.2 we show that the identification (0.17) extends to the entire Conf:
(0.18) ΩDKq,Quant ≃ Ω
DK
q
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(this is not difficult to prove). Finally, by Verdier duality, from (0.18) we obtain:
ΩLusq,Quant ≃ Ω
Lus
q .
Thus, we have identified the pair factorization algebras (ΩLusq , Ω
sml
q ) with (Ω
Lus
q,Quant, Ω
sml
q,Quant).
Hence, in order to construct the quantum Frobenius structure on ΩLusq , it is enough to do so for
ΩLusq,Quant. The latter is given by Lusztig’s Frobenius for quantum groups
5.
Remark 0.3.3. We should remark that the factorization algebras (0.16) are not new objects in mathe-
matics. For example, Ωsmlq,Quant was the key object of study of the book [BFS] (building on earlier works
of V. Schechtman and A. Varchenko). In fact the contents of Sect. 3.4 summarize the relationship
between Ωsmlq,Quant and uq(Nˇ) from loc.cit.
0.3.4. Let us now explain how to deduce Theorems 6.2.5 and 6.2.6 over an arbitrary ground field from
the case of the ground field of characteristic 0.
As we explained above, Theorems 6.2.5 and 6.2.6 are equivalent to Theorem 6.3.8, which asserts
that the sub-top cohomology in (0.13) vanishes.
With no restriction of generality we can assume that G is simple, and hence q is of the form ζ · qminZ ,
where qminZ is the minimal integer-valued quadratic form on Λ and ζ is a torsion element in Z.
In Sect. 7 we prove Theorem 7.1.2, which says that the validity of Theorem 6.3.8 for a given ord(ζ)
is independent of the ground field.
To do so, we analyze irreducible components of Z of S0 ∩ S−,λ for which
Hic(Z, ,Ψq,λ
∗
⊗ χ∗(exp))
may potentially be non-zero for i = −2〈λ, ρˇ〉 − 1.
We first single out components that we declare to be “under scrutiny”, then among those some that
we call “suspicious” (these two conditions do not depend on ord(ζ)), and finally those that we declare
as “indicted”. We show that the presence of an indicted component indeed brings about the failure of
Theorem 6.3.8 (for a given ord(ζ)).
Thus, Theorem 7.1.2 amounts to saying that for a given ord(ζ), the presence of indicted irreducible
components is independent of the ground field. We prove this by showing that the property of being
indicted can be expressed purely in terms of the structure of Kashiwara’s crystal on the set
B(λ) := ∪
λ′
Irred(Sλ
′
∩ S−,λ).
We conclude the proof by noticing that the crystal B(λ) is independent of the characteristic of the
ground field, due to Kashiwara’s uniqueness theorem.
Remark 0.3.5. Let us emphasize that the idea to use the structure of Kashiwara’s crystal on B(λ) for
the proof of Theorem 6.3.8 originates in [Lys2].
In fact, we follow the argument of loc.cit., but go one step further: in [Lys2] one looks at the
irreducible components that we call suspicious and rules them out for the specified values of ord(ζ).
We go from “suspicious” and “indicted” and that puts a stricter bound on ord(ζ).
0.4. Organization of the paper. The actual order of exposition in the paper is somewhat different
from how we have presented the contents in Sect. 0.2. We now briefly outline how the paper is organized
section-by-section.
0.4.1. In Sect. 1 we introduce the setting of factorization algebras in (gerbe-twisted) sheaves on the
configuration space and define the factorization algebras ΩLusq , Ω
sml
q and Ω
DK
q .
0.4.2. In Sect. 2 we state a number of theorems pertaining to the inductive construction of ΩDKq
by extending it across the main diagonal. The factorization algebra ΩLusq will enjoy a Verdier dual
behavior.
5It is here that we use the assumption that q avoids small torsion.
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0.4.3. In Sect. 3 we introduce the setting of Hopf algebras in the braided monoidal category Repq(Tˇ ),
and the relationship between these Hopf algebras and factorization algebras on Conf. Starting from the
positive part of the (various versions of the) quantum group, we construct the factorization algebras
ΩLusq,Quant, Ω
sml
q,Quant and Ω
DK
q,Quant.
We establish the isomorphisms Ω?q,Quant ≃ Ω
?
q,Quant. We then use properties of quantum groups to
prove the theorems announced in Sect. 2.
0.4.4. In Sect. 4 we introduce the quantum Frobenius.
We introduce the quantum Frobenius lattice Λ♯ (along with the corresponding configuration space)
Conf♯, and define what it means for a factorization algebra in Shv(Conf♯) to act on a factorization
algebra in ShvGConfq (Conf).
We then use the quantum Frobenius for ULusq (Nˇ) to construct an action of a certain canonically
defined factorization algebra Ωcl,♯ in Shv(Conf♯) on ΩLusq,Quant. From here we deduce the existence of a
(canonically defined) action of Shv(Conf♯) on ΩLusq .
0.4.5. In Sect. 5 we recall the definition of the (several versions of the) Zastava space. We introduce
the (twisted) perverse sheaves
∇−q,Z , ∆
−
q,Z , IC
−
q,Z
on Z−.
After tensoring by the pullback of the exponential/Artin-Schreier character sheaf, we obtain the
perverse sheaves
(0.19) Gauss−q,∗, Gauss
−
q,!,Gauss
−
q,!∗
on Z−, see Remark 6.2.3 for the explanation of the name “Gauss”.
One of the key technical results here is Theorem 5.4.7, which says that the objects (0.19) extend
cleanly along the open embedding
Z
− →֒ Z,
where Z is the compactified Zastava space.
Finally, in Sects. 5.5-5.7 we present a more conceptual point of view on the construction of the
objects (0.19). Namely, we show how they arise from factorization algebras in Whittaker and semi-
infinite categories on GrG.
0.4.6. In Sect. 6 we finally formulate and prove the main results of this paper.
We define the factorization algebras
ΩDKq,Whit, Ω
Lus
q,Whit, Ω
sml
q,Whit
by taking the direct image(s) of the objects (0.19) along the projection
π− : Z− → Conf .
We show that their restrictions to
◦
Conf identify with
◦
Ωq, and we state our main Theorems 6.2.5
and 6.2.6, which say that the above identification over
◦
Conf extends to isomorphisms
Ω?q,Whit ≃ Ω
?
q
for ? = DK,Lus, sml.
We then show that Theorems 6.2.5 and 6.2.6 are both equivalent to Theorem 6.3.8, which states the
sub-top cohomology in (0.13) vanishes.
Finally, we prove Theorems 6.2.5 and 6.2.6 (over a ground field of characteristic zero) using the
quantum Frobenius and a certain trick involving Jordan-Holder series.
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0.4.7. Finally, in Sect. 7 we deduce the validity of Theorem 6.3.8 (and hence also that of Theorems
6.2.5 and 6.2.6) over an arbitrary ground field from the case when the ground field has characteristic 0.
The game here is to express the validity of Theorem 6.3.8 in terms of the structure of Kasiwara’s
crystal on the set of irreducible components of intersections of semi-infinite orbits.
0.4.8. In Sect. A we explain how to start with a sheaf theory Y 7→ Shv(Y ) with a field of coefficients
e, and obtain from it a sheaf theory Y 7→ Shv[[~]](Y ) over e[[~]].
This story is parallel (but simpler) to how one gets Zℓ-adic sheaves from Z/ℓ
nZ-sheaves, which was
systematically developed in [GaLu, Sect. 2.3].
0.5. Notations and conventions. By and large, this paper follows the notational conventions from
[GLys1, GLys2].
0.5.1. In this paper our algebraic geometry takes place over an algebraically closed field, denoted k.
We will only need the classical (i.e., non-derived) algebraic geometry. We let Schaffft denote the
category of affine schemes of finite type over k. We let PreStklft denote the category of prestacks
locally of finite type over k, i.e., the category of all functors
(Schaffft )
op →∞ -Groupoids .
This category contains all schemes, ind-schemes, algebraic stacks, etc. (all locally of finite type).
That said, except for Sect. 0.5.5 below, for the purposes of this paper we will only need groupoids
with values in discrete ∞ -Groupoids, i.e., sets, and the most general prestacks that we will consider
are ind-schemes
We let X be a smooth connected curve over k.
0.5.2. We let G be a semi-simple simply-connected group over k.
We let Λ denote its coweight (=coroot lattice). Let Λˇ denote the dual lattice (i.e., the weight lattice
of G). Let ρˇ ∈ Λˇ denote the half-sum of the positive roots.
Let I denote the Dynkin diagram of G. For i ∈ I we let αi ∈ Λ denote the corresponding simple
coroot. We let Λpos (resp., Λneg) spanned by the elements αi (resp., −αi).
For an element λ ∈ Λpos (resp., Λneg) we will denote by |λ| its length, i.e., 〈λ, ρˇ〉 (resp., −〈λ, ρˇ〉).
0.5.3. We will work with DG categories over a field of coefficients e, assumed of characteristic 0. When
we say “category” we will implicitly mean “DG category”.
In this paper, unless specified otherwise, we will work with small (non ind-complete) DG categories.
Given a DG category C, we can talk about t-structures on it. Given a t-structure, we will denote
by C♥ its heart.
0.5.4. Sheaf theories. We will work with one of the sheaf theories
(0.20) Y 7→ Shv(Y ), (Schaffft )
op → DGCate,
(see [GLys2, Sect. 0.8.8]) from the following list:
• When k = C we can take Shv(−) to be constructible sheaves in the classical topology with
coefficients in a field e of characteristic 0;
• Over an arbitrary ground field, we can take Shv(−) to be constructible sheaves Qℓ-adic sheaves
(in this case the field e of coefficients is Qℓ);
• Over a ground field k of characteristic 0, we can take Shv(−) to be the category of holonomic
D-modules (in this case the field e of coefficients is k).
We extend the assignment (0.20) to a functor
(PreStkafflft )
op → DGCate
by the procedure of [GLys2, Sect. 0.8.9].
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0.5.5. Let 1 -LS be the commutative group object in PreStklft that assigns to Y ∈ Sch
aff
ft the category
of 1-dimensional local systems on Y .
Let Ge be the Zariski sheafification BZar(1 -LS) of B(1 -LS). For a prestack Y, by e
×-gerbe on Y we
will mean a map Y→ Ge.
Given a e×-gerbe G on Y, we can form a twisted category ShvG(Y), see [GLys1, Sect. 1.7].
If Y is a scheme, the category ShvG(Y) is equipped with a t-structure and we can consider the abelian
category PervG(Y).
0.5.6. In each of the above three examples of sheaf theories, we let Z be the following abelian group:
• For sheaves in the classical topology, we let Z := e×;
• For Qℓ-adic sheaves, we let Z := Z
×
ℓ ;
• For D-modules, we let Z := k/Z.
In each of the above cases, an element ζ ∈ Z defines a Kummer character sheaf on Gm, to be denoted
Ψζ .
0.5.7. Furthermore, let L be a line bundle on Y and let ζ be an element in Z. From this pair we obtain
a canonically defined e×-gerbe, to be denoted Lζ .
Indeed, by definition, it is sufficient to perform this construction for Y = Y ∈ Schaffft . In this case,
the sought-for map
Y → BZar(1 -LS)
is such that for every U ⊂ Y and a trivialization of L|U , the corresponding map
(0.21) U → Y → BZar(1 -LS)
acquires a trivialization, and a change of the trivialization of L|U by fU : U → Gm results in the change
of the trivialization of (0.21) by
U
fU→ Gm
Ψζ
→ 1 -LS .
0.6. Acknowledgements. The author would like to thank P. Etingof, I. Heckenberger and I. Angiono
for their help with quantum groups at small roots of unity.
The author is grateful to S. Lysenko for his collaboration on the FLE and for sharing ideas related
to this work.
The author’s thinking about the subject of this paper has its origins in the book [BFS]; he is grateful
to its authors for inspiration and discussions we have had over many years.
A major part of this work was written while the author was holding the I. M. Gelfand chair at IHES.
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1. Factorization algebras attached to quadratic forms
In this section we will introduce a quantum parameter q, recall the construction of the factorization
gerbe GConfq on the configuration space Conf, and define the factorization algebras
Ωsmlq , Ω
DK
q , Ω
Lus
q ,
which are GConfq -twisted perverse sheaves on Conf, equipped with a factorization structure.
1.1. The parameters.
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1.1.1. We start with a datum of a quadratic form q on Λ with values in Z (see Sect. 0.5.6 for what
the symbol Z stands for), which is W -invariant and restricted. The latter means the following:
Let
b : Λ⊗ Λ→ Z
be the associated symmetric bilinear form, i.e.,
b(λ, µ) = q(λ+ µ)− q(λ)− q(µ).
We say that q is restricted if b satisfies the following identity
(1.1) b(α, λ) = 〈λ, αˇ〉 · q(α)
for every coroot α and λ ∈ Λ.
Remark 1.1.2. It is easy to see that the identity
2b(α, λ) = 2〈λ, αˇ〉 · q(α)
is a formal consequence ofW -invariance. But formula (1.1) is not; it is easy to produce a counterexample
for the group SL2 ×Gm.
1.1.3. It is shown in [GLys1, Sect. 3.2.4] that any restricted q can be written as
Λ
qZ→ Z
ζ
→ Z
for some element ζ ∈ Z and an integer-valued W -invariant quadratic form qZ on Λ. Note that it follows
from Remark 1.1.2 that qZ automatically satisfies (1.1).
In particular, for every simple factor of our root system we have
(1.2) q(αl) = d · q(αs),
where αl (resp., αs) is any long (resp., short) coroot, and d is the lacing number (the ratio of the
squares of the lengths).
1.1.4. We shall say that q is torsion-valued if the values of q in Z are torsion.
We shall say that q is non-torsion valued if for all coroots α, the elements q(α) are non-torsion. By
(1.2), this condition is enough to check for one coroot in each simple factor.
Note that when our sheaf theory is that of sheaves in the classical topology and so Z is the multi-
plicative group of the field of coefficients which we denote e, “torsion” means being a root of unity in
e×. So in the usual terminology of quantum groups, “torsion vs. non-torsion” means “roots of unity
vs. non-roots of unity”.
We shall say that q is non-degenerate if q(α) 6= 0 for all coroots α. By (1.2), this condition is enough
to check for the long coroot in each simple factor of the root system.
The condition of non-degeneracy means that we are avoiding what is called “the quasi-classical case”
in [Lus, Sect. 33.2] along any of the roots.
1.1.5. We shall say that q avoids small torsion if for every simple factor in our root system and (any)
long coroot αl in it we have
ord(q(αl)) ≥ d+ 1,
where d = 1, 2, 3 is the lacing number of that simple factor. This is equivalent to [Lus, Condition
35.1.2(a)].
Note that if d = 1, the above assumption is equivalent to q being non-degenerate. For d = 2, the
assumption is equivalent to ord(αl) 6= 2. For d = 3, the assumption is equivalent to ord(αl) 6= 2, 3.
The key results of this paper (Theorems 6.2.5 and 6.2.6) will use this assumption. On the quan-
tum group side, this assumption ensures a relationship between ULusq (Nˇ) and uq(Nˇ) via the quantum
Frobenius, i.e., that (4.30) is a short exact sequence of Hopf algebras.
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Remark 1.1.6. From a certain point of view, when q does not avoid small torsion, the factorization
algebras we will construct, namely, ΩLusq , Ω
DK
q , Ω
sml
q are not quite the right objects to consider.
The more relevant ones are the objects ΩLusq,Whit, Ω
DK
q,Whit, Ω
sml
q,Whit, constructed in Sect. 6
6. And these
objects are indeed different (for example, for G = G2 and ord(q(αs)) = ord(q(αl)) = 2, see Remark
7.5.6).
From this point of view, the quantum algebras ULusq (Nˇ), U
DK
q (Nˇ), uq(Nˇ) are not quite the right
objects either (at these very small roots of unity).
1.1.7. Note that the pairing
b : Λ⊗ Λ→ Z
canonically extends to a pairing
b : Λ⊗ Λad → Z,
where Λad is the coroot lattice of the adjoint quotient of G.
Namely, we set
(1.3) b(αi, µ) := 〈µ, αˇi〉 · q(αi), i ∈ I.
Alternatively, let n be an integer so that n · Λad ⊂ Λ. Let us write q as qZ · ζ, and choose an n-th
root ζ
1
n of ζ. Then we have
b(λ, µ) = bZ(λ, n · µ) · ζ
1
n .
By (1.1), this gives the same value as (1.3) on the simple coroots. Furthermore, this implies that the
formula
b(α, λ) := 〈λ, αˇ〉 · q(α)
holds for all coroots.
1.1.8. In view of the above, we have a well-defined homomorphism
λ ∈ Λ 7→ b(λ, ρ) ∈ Z,
where ρ is half-sum of positive coroots. Namely,
(1.4) b(αi, ρ) := q(αi).
The following is simple combinatorial statement:
Lemma 1.1.9. For λ ∈ Λneg, consider the element
(1.5) q(λ) + b(λ, ρ) ∈ Z.
(a) The element (1.5) vanishes for all λ of the form w(ρ)− ρ, w ∈ W .
(b) If q is non-torsion valued, then the element (1.5) vanishes only for λ of the above form.
1.2. The configuration space.
6For the explanation why these objects are better behaved, see Remark 6.6.3.
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1.2.1. Let Conf denote the configuration space of points of x weighted by elements of Λneg − 0, i.e.,
expressions of the form
(1.6) Σ λn · xn, λn ∈ Λ
neg − 0, xn′ 6= xn′′ .
We have
Conf = ⊔
λ∈Λneg−0
Confλ,
according to the total degree.
Each connected component Confλ, also denoted Xλ, is a partially symmetrized power of X. Namely,
for
(1.7) λ = Σ
i∈I
· (−ni) · αi
(where we recall that I is the set of vertices of the Dynkin diagram), we have
(1.8) Confλ := Xλ ≃ Π
i∈I
X(ni).
1.2.2. We let
◦
Conf
j
→֒ Conf
denote the open locus corresponding to the condition that in (1.6) all λn are negative simple roots.
In other words, each connected component
◦
Confλ is the complement of the diagonal divisor in (1.8).
1.2.3. In what follows we will denote by
(Conf ×Conf)disj ⊂ Conf × Conf
is the disjoint locus, i.e., the open subset consisting of those pairs
(Σλn · xn,Σλ
′
n′ · x
′
n′),
for which all xn and x
′
n′ are pairwise distinct.
Similarly, we will use the notation
(Conf×n)disj ⊂ Conf
×n
for the n-fold product.
1.2.4. We let
add : Conf × Conf → Conf
denote the addition map, and let addn be its n-fold version.
Note that add (resp., addn) is e´tale when restricted to (Conf × Conf)disj (resp., (Conf
×n)disj).
1.2.5. For an element λ ∈ Λneg − 0, let ∆λ denote the corresponding main diagonal
(1.9) X → Confλ ⊂ Conf , x 7→ λ · x.
For a fixed point x ∈ X, we will use the notation ιλ for the corresponding point λ·x ∈ Conf
λ ⊂ Conf.
1.3. Gerbes on the configuration space.
1.3.1. According to [GLys1, Sect. 4.5.2], to q one canonically attaches a geometric metaplectic data
G
T
q for the torus T . It is uniquely characterized by the following two requirements:
–The associated quadratic form (see [GLys1, Sects. 4.2.1 and 4.2.8]) equals q;
–For λ ∈ Λ, the gerbe Gλq on X (see [GLys1, Sect. 4.2.1]) is trivialized for λ being each of the negative
simple roots.
In what follows, for a fixed point x ∈ X we let Gλq,x denote the fiber of G
λ
q at x; this is a plain
e×-gerbe.
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1.3.2. By [GLys2, Sect. 4.6.5], to GTq we attach a factorization gerbe, denoted G
Conf
q on Conf.
We recall that the datum of factorization amounts to an isomorphism
(1.10) GConfq ⊠ G
Conf
q |(Conf×Conf)disj ≃ add
∗(GConfq )|(Conf×Conf)disj .
The isomorphism (1.10) is endowed with a datum of commutativity and associativity for iterated
isomorphisms
(GConfq )
⊠n|(Conf×n)disj ≃ add
∗
n(G
Conf
q )|(Conf×n)disj , n ∈ N.
Let us spell out the construction GTq  G
Conf
q explicitly, in terms of [GLys1, Sect. 4.2].
1.3.3. According to loc. cit., the data of GTq attaches to a finite set J and a map λ
J : J → Λ, a gerbe
G
λJ
q on X
J .
For J = {∗} and λJ corresponding to λ ∈ Λ, we recover the gerbe Gλq on X, mentioned above.
For J = {1, 2} and λJ given by a pair of elements λ1, λ2 ∈ Λ, the factorization structure on G
T
q
defines an isomorphism
G
λ1,λ2
q |X×X−∆ = G
λ1
q ⊠ G
λ2
q |X×X−∆,
which extends to an isomorphism
(1.11) Gλ1,λ2q ≃ (G
λ1
q ⊠ G
λ2
q )⊗ O(−∆)
b(λ1,λ2),
where:
• for a line bundle L on a scheme Y and an element ζ ∈ Z, we denote by Lζ the corresponding
e×-gerbe on Y, see Sect. 0.5.7;
• b is the symmetric bilinear form attached to q (in fact, (1.11) shows how to recover b starting
from GTq ).
The assignment (J, λJ ) Gλ
J
is functorial in (J, λJ ). In particular, Gλ
J
q is equivariant with respect
to the group Aut(J,ΛJ ).
The above structure of equivariance has the following property. Let again J = {1, 2}, and λJ be the
constant map with value λ. Then the induced structure of equivariance on
G
λ,λ
q |∆
with respect to Z/2Z is equipped with a trivialization (the latter makes sense as Z/2Z acts trivially on
the underlying scheme ∆).
It is explained in [GLys1, Sect. 4.2.8], this datum of trivialization exhibits b(λ, λ) as 2× some other
element of Z; this other element is the value q(λ) of q on λ.
Equivalently, this datum of trivialization is equivalent to descending the gerbe Gλ,λq on X
2 to a gerbe
on X(2), which identifies with
(1.12) (Gλq )
(2) ⊗ O(−∆′)q(λ),
where:
• G(n) is the gerbe on X(n) given by the nth symmetric power7 of a given gerbe G on X;
• ∆′ is the diagonal divisor in X(2).
Let now (J, λJ) be arbitrary. Let X(J) be the partially symmetrized power of the curve equal to
the (GIT) quotient of XJ by Aut(J,ΛJ ). From the above datum of trivialization of the equivariance
structure on the diagonals, we obtain that the gerbe Gλ
J
q caniniaclly descends to a gerbe G
(λJ )
q on X
(J).
7I.e, if we trivialize G Zariski-locally on X, the gerbe G(n) also acquires a trivialization; a change of the trivialization
of G by a 1-dimensional local system E on X results in the change of trivialization of G(n) by E(n), where the latter
is a well-defined 1-dimensional local system on X(n).
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1.3.4. We are now ready to describe GConfq explicitly in terms of G
T
q .
For λ ∈ Λneg written as (1.7), set
J = ⊔
i∈I
{1, ..., ni},
and let λJ be such that it sends each {1, ..., ni} to −αi. Note that we have a natural identification
Confλ = X(J).
Then with respect to this identification, we have
G
Conf
q |Confλ = G
(λJ )
q .
1.3.5. Here is an even more explicit description of GConfq in terms of q.
Recall (see Sect. 1.3.1) that each G−αiq is equipped with a trivialization.
This trivialization uniquely extends to a trivialization of the restriction of GConfq to
◦
Conf ⊂ Conf
in a way compatible with factorization.
Using (1.11) and (1.12), we obtain that for λ ∈ Λneg written as (1.7) (so that Confλ is written as in
(1.8)), we have:
(1.13) GConfq |Confλ =
(
⊗
i
O(−∆′i)
q(αi)
)⊗(
⊗
i6=j
O(−∆i,j)
b(αi,αj)
)
,
where:
• ∆′i denotes the diagonal divisor in X
(ni);
• The product in the second factor goes over the set of unordered pairs of distinct simple coroots,
and ∆i,j denotes the incidence divisor in X
(ni) ×X(ni);
1.3.6. Restricting the RHS of formula (1.13) to the main diagonal, we obtain that the gerbe Gλq on X
identifies with
(1.14) ωq(λ)+b(λ,ρ),
see Sect. 1.1.8 for the meaning of b(λ, ρ).
In particular, from Lemma 1.1.9 we obtain that Gλq is canonically trivial for λ of the form w(ρ)− ρ.
1.3.7. Let f : X1 → X2 be an e´tale morphism of curves, and consider the corresponding map of the
configuration spaces
(1.15) fConf : Conf1 → Conf2.
Let Conf1,et ⊂ Conf1 be the locus on which fConf is e´tale. Note that this locus always contains the
main diagonal as well as the complement to the diagonal divisor.
Let (GConfq )1 (resp., (G
Conf
q )2) denote the corresponding gerbe on Conf1 (resp., Conf2). It follows
from formula (1.13) that the tautological isomorphism
(GConfq )1| ◦
Conf1
≃ f∗Conf((G
Conf
q )2)| ◦
Conf1
extends (automatically uniquely) to an isomorphism
(1.16) (GConfq )1|Conf1,et ≃ f
∗
Conf ((G
Conf
q )2)|Conf1,et .
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1.3.8. Assume for a second that X = A1, with a chosen coordinate t. This choice of coordinate makes
all the divisors ∆i and ∆i,j principal, i.e., it gives rise to a trivialization of the line bundles O(−∆i)
and O(−∆i,j), appearing in formula (1.13). In particular, we obtain that a choice of coordinate defines
a trivialization of the gerbe GConfq .
Note, however, that this trivialization is incompatible with the canonical trivialization of GConfq | ◦
Conf
.
The discrepancy is given by a local system equal to the tensor product(
⊗
i
f∗i (Ψq(αi))
)⊗(
⊗
i,j
f∗i,j(Ψb(αi,αj))
)
,
where:
• For ζ ∈ Z, we denote by Ψζ the corresponding Kummer local system on Gm (see Sect. 0.5.6);
• fi (resp., fi,j) is the (invertible) function on X
λ given by the generator of the ideal of ∆i (resp.,
∆i,j).
1.4. Factorization algebras.
1.4.1. The object of study in this paper is factorization algebras in the category of gerbe-twisted
perverse sheaves8 on Conf (resp.,
◦
Conf).
1.4.2. In the untwisted case, such a factorization algebra is an object A ∈ Perv(Conf), equipped with
an isomorphism
(1.17) A⊠A|(Conf×Conf)disj ≃ add
!(A)|(Conf×Conf)disj ,
which is commutative and associative in a natural sense.
Note that in the above formula add!(A)|(Conf×Conf)disj is perverse, since add |(Conf×Conf)disj is e´tale.
1.4.3. Let now GConf be a gerbe over Conf, equipped with a factorization structure (see Sect. 1.3.2
for what this means). Then, due to the factorization structure on G we can talk about objects of
PervG(Conf), equipped with a factorization structure.
Indeed, in this case the left-hand side of (1.17) is an object of
PervG⊠G|(Conf×Conf)disj
((Conf × Conf)disj),
and the right-hand side is an object of
Pervadd∗(G)|(Conf×Conf)disj
((Conf ×Conf)disj),
but the two gerbes are identified due to (1.10).
1.4.4. The same discussion applies when we replace Conf by
◦
Conf.
1.5. The factorization algebra on the open part.
1.5.1. Consider first the untwisted category Perv(
◦
Conf). We let
◦
Ω be the factorization algebra in it,
uniquely determined by the condition that
◦
Ω|Conf−αi ≃ eX [1].
8See Sect. 0.5.5 for what this means.
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1.5.2. Explicitly, recall that
◦
Conf = ⊔
λ
◦
Confλ = ⊔
λ
(
◦
Xλ −∆),
where ∆ is the diagonal divisor in each
◦
Xλ. I.e., for λ written as (1.7), we have:
∆ = (∪
i
∆′i)
⋃
(∪
i,j
∆i,j).
Then
◦
Ω| ◦
Confλ
identifies with the restriction of
⊠
i
signni [ni],
where signn denotes the sign local system on X(n) −∆ (the cohomological shift by [n] makes signn[n]
into a perverse sheaf).
1.5.3. Recall now that the restriction of the factorization gerbe GConfq to
◦
Conf admits a canonical
trivialization. Hence, we can identify PervGConfq (
◦
Conf) with Perv(
◦
Conf).
Let
◦
Ωq ∈ PervGConfq (
◦
Conf) be the image of
◦
Ω under the equivalence
PervGConfq (
◦
Conf) ≃ Perv(
◦
Conf).
1.6. Construction of the “small” factorization algebra Ωsmlq . When discussing the various ver-
sions of the quantum factorization algebra Ωq , we will assume that q is non-degenerate (see Sect. 1.1.4
for what this means)9.
This assumption will be in effect for the duration of this subsection and the next one.
1.6.1. We define the factorization algebra Ωsmlq ∈ Perv
loc.c
GConfq
(Conf) by
Ωsmlq := j!∗(
◦
Ωq).
We emphasize that in the above formula, the Goresky-MacPherson extension j!∗(−) is understood
as a functor
PervGConfq (
◦
Conf)→ PervGConfq (Conf).
1.6.2. Verdier duality defines a contravariant equivalence
D
Verdier : Pervloc.cGConfq (Conf) ≃ Perv
loc.c
GConf
q−1
(Conf),
where where we note that GConfq−1 is the factorization gerbe inverse to G
Conf
q .
By construction, we have
D
Verdier(Ωsmlq ) ≃ Ω
sml
q−1 .
1.6.3. Let f : X1 → X2 be as in Sect. 1.3.7. Let Ω
sml
q,1 (resp., Ω
sml
q,2 ) be the corresponding factorization
algebra on Conf1 (resp., Conf2). We obtain that the tautological isomorphism
◦
Ωsmlq,1 ≃ f
∗
Conf(
◦
Ωsmlq,2 )
extends (automatically uniquely) to an isomorphism
(1.18) Ωsmlq,1 |Conf1,et ≃ f
∗
Conf (Ω
sml
q,2 )|Conf1,et .
9See also Remark 1.1.6, according to which these factorization algebras may not ultimately be the right objects to
consider unless we require a slightly stronger condition, namely, that q avoid small torsion (see Sect. 1.1.5 for what
this means).
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1.6.4. We now claim:
Proposition 1.6.5. Assume that q is not a root of unity. Then for any λ ∈ Λneg − 0 not of the form
w(ρ)− ρ, the restrictions ∆!λ(Ω
sml
q ) and ∆
∗
λ(Ω
sml
q ) vanish.
Proof. The assertion is local on X, so we can assume having an e´tale map f : X → A1, Since the
main diagonal ∆λ lies in the locus of e´tale-ness of fConf , by (1.18), the assertion reduces to the case of
X = A1.
In the latter case, we observe that the canonicity of the construction implies that the gerbe GConfq
is naturally Gm ⋉ Ga-equivariant (with respect to the action of Gm on A
1 by dilations and the action
of Ga on A
1 by translations), and Ωsmlq is equivariant as a G
Conf
q -twisted perverse sheaf. Hence, both
∆!λ(Ω
sml
q ) and ∆
∗
λ(Ω
sml
q ) are Gm ⋉ Ga-equivariant as objects of ShvGλq (A
1).
Recall now that Gλq identifies with ω
q(λ)+b(λ,ρ), and this identification is also Gm ⋉ Ga-equivariant.
Finally, recall (see Lemma 1.1.9) that if q is not a root of unity, the element q(λ) + b(λ, ρ) ∈ Z is
non-zero. Now, the assertion of the proposition follows from the next general result:
Lemma 1.6.6. For a non-trivial ζ ∈ Z, the category Shvωζ (A
1)Gm⋉Ga is zero.

Proof of Lemma 1.6.6. First off, we have an equivalence
Shvωζ (A
1)Gm⋉Ga ≃ Shvωζ |{0}({0})
Gm .
The gerbe ωζ |{0}, viewed as a Gm-equivariant gerbe on the point corresponds to the Kummer
character sheaf Ψζ on Gm, so that
Shvωζ |{0}({0})
Gm ≃ Shv(pt)Gm,Ψζ .
However, the latter category is zero as soon as Ψζ is non-trivial.

1.7. Construction of the DeConcini-Kac and Lusztig versions. We remind that we retain the
assumption that q is non-degenerate.
1.7.1. Recall the notation Z~, see Sect. A.3.3.
Let q be as in Sect. 1.1.1. We define a form q~ with values in Z~ as follows:
Let qminZ be the minimal integer-valued W-invariant quadratic form on Λ (i.e., one that takes value
1 on the short coroot in every simple factor of our root system). Set
q~ = q + q
min
Z · ζ~;
where ζ~ ∈ Z~ is the element defined as follows:
• For sheaves in the classical topology ζ~ = exp(~) ∈ (e[[~]])
×;
• For ℓ-adic sheaves, ζ~ = 1 + ~ ∈ (Zℓ[[~]])
×;
• For D-modules ζ = ~ ∈ k[[~]]/Z.
Let GConfq~ denote the corresponding factorization gerbe on Conf (see Sect. A.3). Explicitly, it can
be defined by the same formula as in (1.13), up to replacing q by q~.
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1.7.2. We will denote the corresponding category of twisted sheaves by ShvGConfq[[~]]
(Conf), and its local-
ization with respect to ~ by ShvGConfq((~))
(Conf), see Sect. A.3.1.
We will also consider the ind-completions
ShvIndGConfq[[~]]
(Conf) and ShvIndGConfq((~))
(Conf)
of ShvGConfq[[~]]
(Conf) and ShvGConfq((~))
(Conf), respectively.
We will identify ShvInd
GConfq((~))
(Conf) with a full subcategory of ShvInd
GConfq[[~]]
(Conf) consisting of ~-local
objects.
We let
Perv(−) ⊂ Shv(−) and PervInd(−) ⊂ ShvInd(−)
denote the corresponding abelian subcategories.
We will identify PervInd
GConfq((~))
(Conf) with a full subcategory of PervInd
GConfq[[~]]
(Conf), consisting of objects
on which ~ is invertible.
1.7.3. Let
◦
Ωq[[~]] be the factorization algebra in
PervGConfq[[~]]
(
◦
Conf),
(the latter category identifies with the untwisted Perv[[~]](
◦
Conf)), defined as in Sect. 1.5.3.
Let
◦
Ωq((~)) ∈ PervGConfq((~))
(
◦
Conf)
be the image of
◦
Ωq[[~]] under the localization functor
PervGConfq[[~]]
(
◦
Conf)→ PervGConfq((~))
(
◦
Conf).
1.7.4. Set
Ωq((~)) := j!∗(
◦
Ωq((~)) ) ∈ PervGConfq((~))
(Conf).
Remark 1.7.5. In many respects, Ωq((~)) behaves similarly to the algebra Ω
sml
q for q which is non-torsion
valued.
For example, the proof of Proposition 1.6.5 applies to Ωq((~)) and shows that
∆!λ(Ωq((~)) ) and ∆
∗
λ(Ωq((~)) )
vanish unless λ is of the form w(ρ)− ρ for w ∈W .
1.7.6. Note that the functor
j∗ : ShvGq[[~]] (
◦
Conf)→ ShvGq[[~]] (Conf)
is t-exact. Indeed, the right t-exactness follows from the right t-exactness of the functor
j∗ : ShvGConfq (
◦
Conf)→ ShvGConfq (Conf)
(the morphism j is affine), while the left t-exactness follows from the fact that left adjoint of j∗, i.e.,
j∗ is right t-exact.
Consider the object
j∗(
◦
Ωq[[~]]) ∈ PervGConfq[[~]]
(Conf) ⊂ PervIndGq[[~]] (Conf).
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Thinking of PervIndGq((~))
(Conf) as a full subcategory of PervIndGq[[~]]
(Conf), we can consider also the
objects
Ωq((~)) and j∗(
◦
Ωq((~)) ),
thought of objects of PervIndGq[[~]]
(Conf).
We have the injective maps in PervIndGq[[~]]
(Conf)
j∗(
◦
Ωq[[~]])→ j∗(
◦
Ωq((~)) )← Ωq((~)) .
1.7.7. We define the object
ΩDKq[[~]] ∈ Perv
Ind
GConfq[[~]]
(Conf)
as the intersection
j∗(
◦
Ωq[[~]]) ∩ Ωq((~)) ⊂ j∗(
◦
Ωq((~)) ).
By Proposition A.2.7, ΩDKq[[~]] is actually an object of PervGConfq[[~]]
(Conf).
By construction,
(1.19) j∗(ΩDKq[[~]]) ≃
◦
Ωq[[~]] .
Furthermore, the image of ΩDKq[[~]] in PervGConfq((~))
(Conf) identifies with Ωq((~)) .
1.7.8. We define the factorization algebra
ΩDKq ∈ PervGConfq (Conf)
as
ΩDKq[[~]]/~ ≃ Ω
DK
q[[~]]
⊗
e[[~]]
e
(note that ΩDKq[[~]] is torsion-free (equivalently, flat) over e[[~]]).
Finally, we define the factorization algebra
ΩLusq ∈ PervGConfq (Conf)
to be the Verdier dual of ΩDKq−1 .
2. Properties of the DeConcini-Kac version
In this section we will formulate a series of theorems pertaining to the behavior of ΩDKq . These
theorems describe (with an increasing degree of precision) how to construct ΩDKq inductively, starting
from the open locus
◦
Conf, and extending across the diagonals.
Throughout this section we will be assuming that q is non-degenerate (see Sect. 1.1.4).
2.1. First properties of ΩDKq .
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2.1.1. By (1.19), we have
j∗(ΩDKq ) ≃
◦
Ωq .
By adjunction, we obtain a map
(2.1) ΩDKq → j∗(
◦
Ωq).
Proposition 2.1.2. The map (2.1) is injective.
Proof. The assertion is equivalent to the fact that the quotient
j∗(
◦
Ωq[[~]])/Ω
DK
q[[~]]
is ~-torsion free. However, the above quotient embeds into
j∗(
◦
Ωq((~)) )/Ωq((~)) ,
on which ~ is invertible, and the assertion follows.

Remark 2.1.3. When the ground field k has characteristic zero, in Sects. 2.2-2.4, we will give an explicit
description of ΩDKq as a sub-object of j∗(
◦
Ωq).
2.1.4. From Proposition 2.1.2 we obtain that there exists an injective map
(2.2) Ωsmlq →֒ Ω
DK
q ,
extending the identification of the restrictions of both sides to
◦
Conf with
◦
Ω.
We claim:
Theorem 2.1.5. Let q be non-torsion valued. Then the map (2.2) is an isomorphism.
When the ground field k has characteristic 0, this theorem will be proved in Sect. 3.7. A proof that
works for any ground field will be given in Sect. 6.5.6.
2.2. Properties of ΩDKq in characteristic 0. From now on, until the end of this section we will
assume that the ground field k has characteristic 0.
We will state a number of properties of ΩDKq , which will be proved in Sect. 3.7. The factorization
algebra ΩLusq will enjoy Verdier-dual properties of those of Ω
DK
q .
2.2.1. For λ ∈ Λneg, let λ denote the open embedding complementary to the main diagonal
∆λ : X → X
λ.
Note that by Proposition 2.1.2, the tautological map
(2.3) ΩDKq |Confλ → (λ)∗ ◦ (λ)
∗(ΩDKq )
induces an injection
(2.4) ΩDKq |Confλ →֒ H
0
(
(λ)∗ ◦ (λ)
∗(ΩDKq )
)
,
where H0 refers to the perverse t-structure (as it does throughout the paper).
This injectivity property is equivalent to the fact that (∆λ)
!(ΩDKq ) lives in (perverse) cohomological
degrees ≥ 1 for |λ| > 1.
As a consequence of the injectivity of (2.4), we obtain an injection
(2.5) (λ)!∗ ◦ (λ)
∗(ΩDKq )→ Ω
DK
q |Confλ .
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2.2.2. We claim:
Theorem 2.2.3. Let λ = w(ρ)− ρ with ℓ(w) = 2. Then (∆λ)
∗(ΩDKq ) lives in (perverse) cohomological
degrees ≤ −1, i.e., H0((∆λ)
∗(ΩDKq )) = 0.
This theorem will be proved in Sect. 3.7.
2.2.4. Let us rephrase Theorem 2.2.3 in terms of the properties of the map (2.5):
Corollary 2.2.5. Let λ = w(ρ)− ρ with ℓ(w) = 2. Then the map (2.5) is an isomorphism.
2.3. Inductive construction of ΩDKq .
2.3.1. From now on, until the end of this section we will impose the following additional assumption
on q:
(*) For every positive coroot α we have the inequality ord(q(α)) ≥ 〈ρ, αˇ〉 = |αˇ|.
Note that assumption (*) reads as “the order of q(α) is large enough”. We can rewrite it also as
follows: for every simple factor
ord(q(α0,s)) ≥ |(α0,s)
∨| =: h− 1 and ord(q(α0,l)) ≥ |(α0,l)
∨| =: h∨ − 1,
where α0,s and α0,l ate the longest short and long coroots, and h and h
∨ are the Coxeter and the dual
Coxeter numbers of G, respectively10.
Remark 2.3.2. In what follows we will assume that the result of [Geo, Theorem 6.4.1], computing
the cohomology of the De Concini-Kac quantum group, holds under these assumptions, see Equation
(3.27).
In loc.cit., this was established under the assumption that ord(q(α0,s)) is odd (and is not divisible
by 3 if G contains a factor isomorphic to G2). In a recent communication, D. Nakano communicated
to the author a proof in the case when ord(q(α0,s)) is even, under a slightly stronger assumption on
ord(q(α0,s)).
However, based on the Kazhdan-Lusztig equivalence between quantum groups and the affine algebra,
and based on the range of validity of the Kashiwara-Tanisaki localization theorem at the negative level,
we believe that (*) is sufficient for the validity of (3.27).
2.3.3. We claim:
Theorem 2.3.4.
(a) Let λ be not of the form w(ρ) − ρ with ℓ(w) = 2. Then the object (∆λ)
!(ΩDKq ) lives in (perverse)
cohomological degrees ≥ 2.
(b) Let λ be of the form w(ρ) − ρ with ℓ(w) = 2. Then H1((∆λ)
!(ΩDKq )) identifies canonically with
eX [1].
This theorem will be proved in Sect. 3.7.
Remark 2.3.5. It is likely that for the validity of Theorem 2.3.4, assumption (*) is an overkill. What
we actually need is that the map (3.13) be an isomorphism, see Remark 3.3.7.
2.3.6. Let us rephrase Theorem 2.3.4 in terms of the maps from Sect. 2.2.1:
Corollary 2.3.7.
(a) Let λ be not of the form w(ρ)− ρ with ℓ(w) = 2. Then the map (2.4) is an isomorphism.
(b) Let λ be of the form w(ρ)− ρ with ℓ(w) = 2. Then the cone of the map (2.3) identifies canonically
with (∆λ)!(eX [1]); in particular, the object (λ)∗ ◦ (λ)
∗(ΩDKq ) is perverse.
10An easy case-by-case analysis shows that when ord(q(α0,s)) is odd, the first of these conditions is sufficient.
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2.3.8. Note that, given the factorization property of ΩDKq , Corollaries 2.2.5 and 2.3.7(a) supply a
recipe of how to construct ΩDKq inductively on |λ|:
The base of induction is when λ is a negative simple coroot, in which case ΩDKq |Xλ = eX [1].
Let now |λ| > 1. By induction and factorization we can assume that we have already constructed
ΩDKq |Xλ−∆λ(X). To recover Ω
DK
q |Xλ we proceed as follows:
• If λ = w(ρ)− ρ with ℓ(w) = 2, apply (λ)!∗(−);
• If λ is not of this form, apply H0((λ)∗(−)).
2.4. Further properties of ΩDKq in characteristic 0. We continue to assume that the inequality
(*) holds11.
2.4.1. We claim:
Theorem 2.4.2.
(a) If λ is not of the form w(ρ)− ρ for w ∈ W , then (∆λ)
!(ΩDKq ) = 0.
(b) If λ is the form w(ρ)−ρ for w ∈ W with ℓ(w) ≥ 3, then (∆λ)
!(ΩDKq ) is isomorphic to eX [−ℓ(w)+1],
in particular, it is concentrated in cohomological degree ℓ(w)− 2.
This theorem will be proved in Sect. 3.7.
2.4.3. Let us rephrase Theorem 2.4.2(a) in terms of properties of the map (2.3):
Corollary 2.4.4. If λ is not of the form w(ρ)− ρ for w ∈W , then the map (2.3) is an isomorphism;
in particular, (λ)∗ ◦ (λ)
∗(ΩDKq ) is perverse.
Remark 2.4.5. Recall that in the case of non-torsion valued q, the map (2.5) is an isomorphism for all
λ; this is the content of Theorem 2.1.5. In particular, in this case, for λ not of the form w(ρ)− ρ with
w ∈W , all the maps in
Ωsml|Confλ ≃ Ω
DK|Confλ ≃ (λ)!∗ ◦ (λ)
∗(ΩDKq )→ Ω
DK
q |Confλ →
→ H0
(
(λ)∗ ◦ (λ)
∗(ΩDKq )
)
→ (λ)∗ ◦ (λ)
∗(ΩDKq )
are isomorphisms. Indeed, the fact that the composite arrow is an isomorphism is equivalent to the
vanishing of (∆λ)
!(Ωsml), which is the content of Proposition 1.6.5.
2.5. A sharper estimate. In this subsection we will assume that the inequality in (*) is sharp.
2.5.1. We claim:
Theorem 2.5.2. For λ of the form w(ρ) − ρ for w ∈ W with ℓ(w) ≥ 3, the object (∆λ)
∗(ΩDKq ) is
concentrated in cohomological degrees ≤ −1.
This theorem will be proved in Sect. 3.7.
2.5.3. Let us rephrase Theorem 2.5.2 in terms of properties of the map (2.5):
Corollary 2.5.4. For λ of the form w(ρ)− ρ for w ∈ W with ℓ(w) ≥ 3, the map (2.5) is an isomor-
phism.
Remark 2.5.5. Thus, we obtain that if the inequality in (*) is sharp, for λ of the form w(ρ) − ρ for
w ∈W with ℓ(w) ≥ 3, both maps
(λ)!∗ ◦ (λ)
∗(ΩDKq )→ Ω
DK
q |Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(ΩDKq )
)
are isomorphisms.
11Unlike the case of Theorem 2.3.4, it is likely that for the validity of Theorem 2.4.2 below, the full strength of (*)
is needed.
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2.5.6. The above Theorems 2.4.2 and 2.5.2 give an even more detailed recipe for the inductive con-
struction of ΩKLq (cf. Sect. 2.3.8). By induction and factorization we can assume that we have already
constructed ΩDKq |Xλ−∆λ(X). To recover Ω
DK
q |Xλ we proceed as follows:
• If λ = w(ρ)− ρ with ℓ(w) = 2, apply (λ)!∗(−);
• If λ = w(ρ)− ρ with ℓ(w) ≥ 3, apply H0((λ)∗(−)), which is the same as (λ)!∗(−);
• If λ is not of the form w(ρ) − ρ, apply H0((λ)∗(−)), which is the same as (λ)∗(−) (if q is
non-torsion valued, this is also the same as (λ)!∗(−)).
3. Factorization algebras via quantum groups
In this section we will work with constructible sheaves in the classical topology with coefficients in
a field e (assumed algebraically closed and of characteristic 0).
We will describe a relationship between the (three versions of the) factorization algebra Ωq and the
corresponding versions of the quantum group.
3.1. Quantum Hopf algebras.
3.1.1. Let VectΛ denote the category of Λ-graded vector spaces, which is the same as the category
Rep(Tˇ ), of algebraic representations of the torus Tˇ .
For λ ∈ Λ we denote by eλ the corresponding object of VectΛ: this is a copy of e placed in coweight
component λ.
For an on object V ∈ VectΛ and λ ∈ Λ, we will let (V )λ denote its λ-coweight component, i.e.,
(V )λ = HomVectΛ(e
λ, V ).
3.1.2. Choose a bilinear form
b′ : Λ⊗ Λ→ e×
so that q(λ) = b′(λ, λ).
Such a form b′ defines a braiding on
Rep(Tˇ ) ≃ VectΛ,
viewed as a monoidal category. Explicitly, the braiding automorphism
e
λ+µ = eλ ⊗ eµ
R
→ eµ ⊗ eλ = eµ+λ
is given by multiplication by b′(λ, µ).
Denote the resulting braided monoidal category by Repq(Tˇ ).
Remark 3.1.3. It follows from [GLys1, Sects. C.2 and C.6] that Repq(Tˇ ), viewed as a braided monoidal
category, depends only on q (and not the choice of b′), up to a canonical equivalence. A choice of b′
serves to identify the underlying monoidal category with Rep(Tˇ ).
3.1.4. We will consider a certain type of Hopf algebras in Repq(Tˇ ). Namely, we will impose the
following conditions on our Hopf algebra (denoted H):
• All coweight components Hλ lie in the heart of the t-structure and are finite-dimensional;
• If the coweight component Hλ is non-zero, then λ ∈ Λpos;
• The unit map 1 : e→ H0 is an isomorphism.
3.1.5. We note that component-wise duality assigns to such a Hopf algebra H its dual, to be denoted
H∨, which is naturally a Hopf algebra in Repq−1(Tˇ );
(H∨)λ = (Hλ)∨.
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3.2. The free, cofree and small versions of the positive part of the quantum group. Through-
out this subsection we will be assuming that q is non-degenerate (see Sect. 1.1.4 for what this means)12.
We will consider some particular Hopf algebras in Repq(Tˇ ), attached to our root system.
3.2.1. The first one is the free algebra, denoted U freeq (Nˇ). As an associative algebra, it is the free
associative algebra on the object
⊕
i
e
αi ∈ Repq(Tˇ ).
In other words, it is defined by the universal property that
(3.1) HomAssAlg(Repq(Tˇ ))(U
free
q (Nˇ), A) = HomRepq(Tˇ )(⊕i
e
αi , A) ≃ Π
i
(A)αi .
In particular, we have the canonical maps
(3.2) ei : e
αi → U freeq (Nˇ),
which we will refer to as the “generators”.
The Hopf algebra structure on U freeq (Nˇ) is determined by the requirement that the co-multiplication
map
comult : U freeq (Nˇ)→ U
free
q (Nˇ)⊗ U
free
q (Nˇ),
viewed as a map in AssAlg(Repq(Tˇ )), corresponds under (3.1) to the maps
ei ⊗ 1 + 1⊗ ei : e
αi → U freeq (Nˇ)⊗ U
free
q (Nˇ),
where 1 stands for the unit map e→ U freeq (Nˇ).
3.2.2. We set Ucofreeq (Nˇ) to be dual (in the sense of Sect. 3.1.5) of the Hopf algebra U
free
q−1(Nˇ) in
Repq−1(Tˇ ).
As a co-associative co-algebra it has the universal property that
(3.3) HomCoAssCoAlg(Repq(Tˇ ))(A,U
cofree
q (Nˇ)) = HomRepq(Tˇ )(A, e
αi) ≃ Π
i
((A)αi)∨.
In particular, we have the canonical maps
(3.4) e∨i : U
cofree
q (Nˇ)→ e
αi .
The Hopf algebra structure on Ucofreeq (Nˇ) is determined by the requirement that the multiplication
map
mult : Ucofreeq (Nˇ)⊗ U
cofree
q (Nˇ)→ U
cofree
q (Nˇ)
corresponds under (3.3) to the maps
e∨i ⊗ 1
∨ + 1∨ ⊗ e∨i : U
cofree
q (Nˇ)⊗ U
cofree
q (Nˇ)→ e
αi ,
where 1∨ denotes the co-unit map
Ucofreeq (Nˇ)→ e.
12See, however, Remark 1.1.6.
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3.2.3. It is easy to see that the map ei of (3.2) defines an isomorphism of αi-coweight components.
We let e∨i denote the resulting map
(3.5) U freeq (Nˇ)→ e
αi ,
the projection onto the αi-coweight component.
We have a commutative diagram
U freeq (Nˇ)⊗ U
free
q (Nˇ)
e∨i ⊗1
∨+1∨⊗e∨i−−−−−−−−−−→ eαiy yid
U freeq (Nˇ)
e∨i−−−−−→ eαi ,
where 1∨ denotes the co-unit map U freeq (Nˇ)→ e.
Similarly, it is easy to see that the map e∨i of (3.4) defines isomorphisms on αi-coweight components.
In particular, we have the canonical map
ei : e
αi → Ucofreeq (Nˇ),
that makes the diagrams
(3.6)
eαi
ei−−−−−→ Ucofreeq (Nˇ))
id
y ycomult
eαi
ei⊗1+1⊗ei−−−−−−−→ Ucofreeq (Nˇ)⊗ U
cofree
q (Nˇ)
commute.
3.2.4. We now claim that there exists a canonically defined map of Hopf algebras
(3.7) U freeq (Nˇ)→ U
cofree
q (Nˇ).
As a map of associative algebras, (3.7) is determined by the requirement that the diagrams
eαi
ei−−−−−→ U freeq (Nˇ)y y
eαi
ei−−−−−→ Ucofreeq (Nˇ)
commute.
The compatibility with the coalgebra structure is insured by the diagrams (3.6).
3.2.5. It follows that in terms of (3.3), the map (3.7) corresponds to the maps e∨i of (3.5).
We obtain that the duality functor of Sect. 3.1.5 sends the map (3.7) to the map
U freeq−1(Nˇ)→ U
cofree
q−1 (Nˇ)
in Repq−1(Tˇ ).
3.2.6. Let uq(Nˇ) be the Hopf algebra in Repq(Tˇ ) equal to the image of the map (3.7).
This is the small version of (the positive part of) the quantum group.
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3.2.7. Recall that for a pair of vertices of the Dynkin diagram i, j one can attach a canonical element
Si,jq ∈ U
free
q (Nˇ)
called the quantum Serre relation, whose coweight is
αi + (1− 〈αi, αˇj〉) ∈ Λ
pos.
We normalize Si,jq so that it has the form
e
1−〈αi,αˇj〉
i · ej + ...+ ej · e
1−〈αi,αˇj〉
i ,
The following is well-known:
Lemma 3.2.8. Let q be non-torsion valued. Then uq(Nˇ) is the quotient of U
free
q (Nˇ) by the two-sided
ideal Iq generated by the elements S
i,j
q for all pairs of vertices i, j ∈ I.
3.3. The DeConcini-Kac and Luztig’s versions of the positive part of the quantum group.
In order to define the Hopf algebras UDKq (Nˇ) and U
Lus
q (Nˇ), we will need to consider the deformation
of q as in Sect. 1.7.
3.3.1. Recall the quadratic form
q~ : Λ→ (e[[~]])
×.
We introduce the category Repq[[~]](Tˇ ) and its localization Repq((~)) (Tˇ ) by the recipe of Sect. A.1.1,
applied to the small category
(Rep(Tˇ ))loc.c ≃ (VectΛ)loc.c,
where the superscript “loc.c” means that we are considering vector spaces that are finite-dimensional
in each degree.
The procedure of Sect. A.2.1 endows these categories with a t-structure, so that the analog of
Proposition A.2.2 holds.
Note that as abstract DG categories, we have:
Repq[[~]](Tˇ ) ≃ ((e[[~]]-mod)
f.g.)Λ and Repq((~)) (Tˇ ) ≃ ((Vecte((~)))
fin.dim)Λ,
respectively, equipped with their natural t-structures.
The role of q~ is that it defines a braided structure on these categories. In particular, we obtain
Repq((~)) (Tˇ ) ≃ Repq′(Tˇ )
loc.c,
where the latter is the variant of the category Repq′(Tˇ ) over the field e((~)) with q
′ = q~.
3.3.2. Consider the resulting Hopf algebras in Repq((~)) (Tˇ ):
U freeq((~)) (Nˇ) and U
cofree
q((~))
(Nˇ)
and the map
(3.8) U freeq((~)) (Nˇ)→ U
cofree
q((~))
(Nˇ).
Set Uq((~)) (Nˇ) be the image of the map (3.8). As in Lemma 3.2.8, the kernel Iq((~)) of the projection
U freeq((~)) (Nˇ)→ Uq((~)) (Nˇ)
is generated by the corresponding elements
Si,jq((~)) ∈ U
free
q((~))
(Nˇ).
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3.3.3. Consider now the Hopf algebra U freeq[[~]](Nˇ) in Repq[[~]](Tˇ ), and set
Iq[[~]] := U
free
q[[~]]
(Nˇ) ∩ Iq((~)) ,
where the intersection is taking place in U freeq((~)) (Nˇ).
Then Iq[[~]] ⊂ U
free
q[[~]]
(Nˇ) is a Hopf ideal, and we define
UDKq[[~]](Nˇ) := U
free
q[[~]]
(Nˇ)/Iq[[~]] .
By construction, UDKq[[~]](Nˇ) is torsion-free, and hence flat, as a module over e[[~]]. In particular, for
every λ ∈ Λ, the corresponding coweight component
(UDKq[[~]](Nˇ))
λ
is a free module of finite rank over e[[~]]. Moreover this rank equals
dime((~))
(
(UDKq((~)) (Nˇ))
λ
)
= dime
(
U(nˇ)λ
)
,
where U(nˇ) is the usual universal enveloping algebra of nˇ.
3.3.4. The map
(3.9) U freeq[[~]](Nˇ)→ U
cofree
q[[~]]
(Nˇ)
factors as
(3.10) U freeq[[~]](Nˇ)։ U
DK
q[[~]]
(Nˇ)→ Ucofreeq[[~]] (Nˇ).
Note that the map
UDKq[[~]](Nˇ)→ U
cofree
q[[~]]
(Nˇ)
is injective, but its cokernel has ~-torsion, so it ceases to be injective mod ~.
Remark 3.3.5. By construction, the elements Si,jq((~)) actually belong to U
free
q[[~]]
(Nˇ). When viewed in this
capacity, we will denote them by Si,jq[[~]] , and they belong to the ideal Iq[[~]] .
In Sect. 3.7.5 we will show that under the assumption that q satisfies (*) (see Sect. 2.3.1) the elements
Si,jq[[~]] generate Iq[[~]] as a two-sided ideal.
Hence, in this case, we can explicitly write UDKq[[~]](Nˇ) as the quotient of U
free
q[[~]]
(Nˇ) by the elements
Si,jq[[~]] .
3.3.6. Define
UDKq (Nˇ) := U
DK
q[[~]]
(Nˇ)/~ ≃ UDKq[[~]](Nˇ) ⊗
e[[~]]
e,
the latter isomorphism due to the fact that UDKq[[~]](Nˇ) is e[[~]]-flat.
The factorization (3.10) implies that the maps
(3.11) U freeq (Nˇ)։ uq(Nˇ) →֒ U
cofree
q (Nˇ)
factor as
(3.12) U freeq (Nˇ)։ U
DK
q (Nˇ)։ uq(Nˇ) →֒ U
cofree
q (Nˇ).
Remark 3.3.7. From Remark 3.3.5 we obtain that under the assumption that q satisfies (*), UDKq (Nˇ)
equals the quotient of U freeq (Nˇ) by the two-sided ideal generated by the elements S
i,j
q .
In general, for a given value of q, the map
(3.13) U freeq (Nˇ)/〈S
i,j
q 〉 → U
DK
q (Nˇ)
is an isomorphism if and and only if U freeq (Nˇ)/〈S
i,j
q 〉 has the right size, i.e., if
dim
(
(U freeq (Nˇ)/〈S
i,j
q 〉)
λ
)
= dim
(
U(nˇ)λ
)
, λ ∈ Λpos.
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3.3.8. As a (trivial) particular case, from Lemma 3.2.8 we obtain:
Corollary 3.3.9. Let q be non-torsion valued. Then the map
UDKq (Nˇ)։ uq(Nˇ)
is an isomorphism.
3.3.10. We define the Hopf algebra ULusq (Nˇ) as the dual (in the sense of Sect. 3.1.5) of the Hopf
algebra UDKq−1(Nˇ) in Repq−1(Tˇ ).
By duality, from (3.12) we obtain that the maps in (3.11) factor also as
U freeq (Nˇ)։ uq(Nˇ) →֒ U
Lus
q (Nˇ) →֒ U
cofree
q (Nˇ).
To summarize we have the following string of maps of Hopf algebras
(3.14) U freeq (Nˇ)։ U
DK
q (Nˇ)։ uq(Nˇ) →֒ U
Lus
q (Nˇ) →֒ U
cofree
q (Nˇ).
3.3.11. Finally, from Corrollary 3.3.9 we obtain:
Corollary 3.3.12. Let q be non-torsion valued. Then both maps
UDKq (Nˇ)։ uq(Nˇ) and uq(Nˇ) →֒ U
Lus
q (Nˇ)
are isomorphisms.
3.4. From Hopf algebras to factorization algebras. In this subsection we summarize the con-
struction from [GLys2, Sect. 29.5].
3.4.1. Let X be A1 with a chosen coordinate. Let GConfq be the e
×-gerbe attached to the quadratic
form q : Λ→ e×.
Note that, according to formula (1.14), our choice of the coordinate on A1 gives rise to a trivialization
of the gerbe Gλq for every λ ∈ Λ
neg − 0.
3.4.2. The construction of [GLys2, Sect. 29.5] defines a contravariant equivalence between the category
of Hopf algebras in Repq(Tˇ ), satisfying the conditions of Sect. 3.1.4 and that of factorization algebras
in PervGConfq (Conf)
(3.15) H 7→ ΩH ,
which has the following properties.
3.4.3. For λ ∈ Λneg − 0, let ιλ denote the embedding of the point λ · 0 into Conf
λ, cf. Sect. 1.2.5.
(Note that the above trivialization of the gerbe Gλq allows to view fibers and cofibers of objects of
ShvGConfq (Conf) at λ · 0 ∈ Conf
λ as objects of Vect.)
Let H-mod(Repq(Tˇ )) denote the category of left H-modules in Repq(Tˇ ), where H is viewed as an
associative algebra. Note that the operation of tensor product on the right defines an action of Repq(Tˇ )
on H-mod(Repq(Tˇ )),
M, eλ 7→M⊗ eλ.
For M1,M2 ∈ H-mod, let HomH(M1,M2) denote the Λ-graded vector space whose λ-component is
HomH-mod(Repq(Tˇ ))(M1 ⊗ e
λ,M2).
3.4.4. The first property of the functor (3.15) says that
(3.16) ι!λ(ΩH) ≃ (HomH(e, e))
λ.
Note that the RHS in (3.16) identifies canonically with the λ-component of the cochain complex of
H ,
C·(H),
where H is viewed as a plain Λpos-graded associative augmented algebra via the (monoidal!) functor
Repq(Tˇ )→ Rep(Tˇ ) = Vect
Λ → Vect .
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3.4.5. The second property of the functor (3.15) states that we have a canonical isomorphism (func-
torial in H):
(3.17) DVerdier(ΩH) ≃ ΩH∨ ,
where both sides are viewed as factorization algebras in PervGΛ
q−1
(Conf).
3.4.6. Combining with (3.16) we obtain that the following expression for the *-fibers of Ω(H):
(3.18) ι∗λ(ΩH ) ≃
(
(HomH∨(e, e))
λ
)∨
≃
(
(C·(H∨))λ
)∨
≃ (C·(H
∨))−λ,
where C·(−) stands for the chain complex of a given associative augmented algebra.
3.4.7. For a given λ ∈ Λneg − 0, let
(ιλ)
!∗ : ShvGConfq (Conf)→ Vect
be the functor of hyperbolic restriction along ιλ. This functor is a feature of the topological setting,
and it is defined as the composite of the following two functors:
The first functor is *-restriction along
ConfR →֒ Conf ,
where ConfR is the topological submnaifold that corresponds to real configurations, i.e., we take points
Σ
k
λk · xk ∈ Conf ,
where all xk belong to R ⊂ C = A
1.
The second functor is !-restriction along
pt→ ConfR,
corresponding to the point λ · 0.
Note that the functor (ιλ)
!∗, when applied to the full subcategory of ShvG(Conf
λ), consisting of
objects constructible with respect to the diagonal stratification, is t-exact and conservative.
3.4.8. The third property of the functor (3.15) states that we have a canonical isomorphism
(3.19) (ιλ)
!∗(ΩH) ≃ (H
−λ)∨.
3.4.9. The isomorphism (3.19), combined with the properties of (ιλ)
!∗ implies:
Corollary 3.4.10. If a map of Hopf algebras H1 → H2 is injective/surjective, then the corresponding
map in PervGConfq (Conf)
ΩH2 → ΩH1
is surjective/injective.
3.5. Factorization algebras attached to quantum groups. In this subsection we will apply the
functor (3.15) to the Hopf algebras associated with quantum groups from Sects. 3.2 and 3.3.
In particular, we will again impose the assumption that q avoids small torsion.
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3.5.1. Denote
Ωfreeq,Quant := ΩUfreeq (Nˇ), Ω
cofree
q,Quant := ΩUcofreeq (Nˇ),
Ωsmlq,Quant := Ωuq(Nˇ), Ω
DK
q,Quant := ΩUDKq (Nˇ), Ω
Lus
q,Quant := ΩULusq (Nˇ).
First, we claim:
Proposition 3.5.2. There exists a canonical identification
(3.20) Ωfreeq,Quant ≃ j∗(
◦
Ωq)
as factorization algebras.
Proof. First we establish an identification
j∗(Ωfreeq,Quant) ≃
◦
Ωq .
By factorization, it is enough to establish the isomorphisms
Ωfreeq,Quant|Conf−αi ≃ eA1 [1]
for individual simple coroots. By translation invariance, it suffices to establish the isomorphisms
(ι−αi)
!(Ωfreeq,Quant) ≃ e[−1].
However, this follows from formula (3.16): indeed, we have
(3.21) C·(U freeq (Nˇ)) ≃ ⊕
i
e
−αi [−1].
To prove (3.20), it remains to show that the !-restriction of Ωfreeq,Quant to the complement of
◦
Conf in
Conf vanishes. By induction and factorization, it suffices to show that for λ which is not one of the
negative simple coroots, we have
(∆λ)
!(Ωfreeq,Quant) = 0.
Again, by translation invariance, this is equivalent to showing that
(ιλ)
!(Ωfreeq,Quant) = 0.
However, this again follows from (3.16) and (3.21).

Combining Proposition 3.5.2 with (3.17), we obtain:
Corollary 3.5.3. There exists a canonical identification as factorization algebras
(3.22) Ωcofreeq,Quant ≃ j!(
◦
Ωq)
Combining this with Corrollary 3.4.10, we obtain:
Corollary 3.5.4. There exist canonically defined injective maps
Ωsmq,Quant →֒ Ω
DK
q,Quant →֒ j∗(
◦
Ωq)
and canonically defined surjective maps
j!(
◦
Ωq)։ Ω
Lus
q,Quant ։ Ω
sm
q,Quant.
All of these maps respect the factorization algebra structure.
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3.5.5. Note that on the one hand, we can consider the tautological map
(3.23) j!(
◦
Ωq)→ j∗(
◦
Ωq).
On the other hand, consider the map
(3.24) Ωcofreeq,Quant → Ω
free
q,Quant,
obtained from the map (3.7) by functoriality. We claim:
Lemma 3.5.6. The diagram
j!(
◦
Ωq)
(3.23)
−−−−−→ j∗(
◦
Ωq)
(3.22)
y y(3.20)
Ωcofreeq,Quant
(3.24)
−−−−−→ Ωfreeq,Quant
commutes up to a non-zero constant over each Confλ.
Proof. By adjunction, we need to show that the diagram
◦
Ωq
id
−−−−−→
◦
Ωq
∼
y y∼
j∗(Ωcofreeq,Quant) −−−−−→ j
∗(Ωfreeq,Quant)
commutes up to a non-zero constant over each Confλ. This is evident since both sides are irreducible.

Remark 3.5.7. One can show that the constant in Lemma 3.5.6 equals 1.
Invoking Corrollary 3.4.10 again, we obtain:
Corollary 3.5.8. There exists an identification
Ωsmlq,Quant ≃ j!∗(
◦
Ωq) =: Ω
sml
q .
Finally, we obtain:
Corollary 3.5.9. There exists a string of maps of factorization algebras
(3.25) j!(
◦
Ωq)։ Ω
Lus
q,Quant ։ Ω
sml
q,Quant →֒ Ω
DK
q,Quant →֒ j∗(
◦
Ωq),
where all the maps become isomorphisms when restricted to
◦
Conf.
Note that the maps in (3.25) are counterparts of the maps in (3.14).
3.5.10. Let us note the following corollary of Corrollary 3.3.12:
Corollary 3.5.11. Assume that q is not a root of unity. Then the maps
ΩLusq,Quant ։ Ω
sml
q,Quant →֒ Ω
DK
q,Quant
are isomorphisms.
3.6. The first comparison: ΩKDq,Quant vs abstract Ω
KD
q .
3.6.1. Our current goal is to prove the following result:
Theorem 3.6.2. The embeddings
ΩDKq,Quant →֒ j∗(
◦
Ωq) ←֓ Ω
DK
q
have equal images.
The rest of this subsection is devoted to the proof of this theorem.
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3.6.3. We will consider the class of Hopf algebras in Repq[[~]](Tˇ ) as in Sect. 3.1.4, where the first
condition is replaced by the following one:
• Each coweight component Hλ lies in the heart of (e[[~]]-mod)f.g. and is ~-flat.
The equivalence (3.15) extends to a (contravariant) equivalence between the category of such Hopf
algebras and that of factorization algebras in PervGq[[~]] (Conf) that are ~-flat (see Sect. A.2.5 for what
the latter means).
Remark 3.6.4. The flatness condition in the statement of the equivalence is due to the fact that our
assignment H 7→ ΩH is contravariant. If we worked with the covariant version, we could have omitted
the flatness condition on both sides.
3.6.5. Consider the Hopf algebras
U freeq[[~]](Nˇ)։ U
DK
q[[~]]
(Nˇ)
as well as
U freeq((~)) (Nˇ)։ U
DK
q((~))
(Nˇ) →֒ Ucofreeq((~)) (Nˇ).
Consider the corresponding factorization algebras
ΩDKq[[~]],Quant →֒ Ω
free
q[[~]],Quant
≃ j∗(
◦
Ωq[[~]])
and
j!(
◦
Ωq((~)) )
∼
→ Ωcofreeq((~)) ,Quant ։ Ω
DK
q((~)) ,Quant
→֒ Ωfreeq((~)) ,Quant ≃ j∗(
◦
Ωq((~)) ).
In particular, we obtain an isomorphism
ΩDKq((~)),Quant ≃ Ωq((~)) ,
(see Sect. 1.7.6, where the latter is defined).
3.6.6. The resulting maps
ΩDKq[[~]],Quant →֒ j∗(
◦
Ωq[[~]])
and
ΩDKq[[~]],Quant →֒ Ω
DK
q((~)),Quant
≃ Ωq((~))
define a map
(3.26) ΩDKq[[~]],Quant →֒ Ω
DK
q[[~]]
.
We claim that the map (3.26) is an isomorphism. Once this is proved, Theorem 3.6.2 would follow
by reduction mod ~.
3.6.7. We know that it (3.26) is an isomorphism after inverting ~. Hence, its cokerel is ~-torsion.
Therefore, if this cokernel were non-zero, the map
ΩDKq[[~]],Quant/~→ Ω
DK
q[[~]]
/~
would not be injective. However, this would be a contradiction as the latter map is a map
ΩDKq,Quant → Ω
DK
q ,
whose composition with the map
ΩDKq → j∗(
◦
Ωq)
is the embedding
ΩDKq,Quant → j∗(
◦
Ωq).
[Theorem 3.6.2]
3.7. Proof of the properties of ΩKDq in characteristic 0. Having established the isomorphism
ΩDK ≃ ΩDKq,Quant, we can now prove Theorems 2.1.5, 2.2.3, 2.3.4, 2.4.2 and 2.5.2.
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3.7.1. By the e´tale invariance of the construction (see Remark 2.1.3), we can assume that X = A1.
By Lefschetz principle and Riemann-Hilbert, it is enough to do so in the context of the Betti sheaf
theory. So we will prove the corresponding assertions for ΩDKq,Quant.
3.7.2. First off, the assertion of Theorem 2.1.5 is immediate from
ΩDKq,Quant
Theorem 3.6.2
≃ ΩDKq and Ω
sml
q,Quant
Corrollary 3.5.8
≃ Ωsmlq ,
combined with Corrollary 3.5.11.
3.7.3. Consider the objects
(∆λ)
!(ΩDKq,Quant) and (∆λ)
∗(ΩDKq,Quant)
in ShvG(A
1). They are equivariant with respect to the action of A1 on itself by translations. So it is
enough to prove the corresponding assertions for the !- and *- fibers, respectively, of these objects at
the point
λ · 0
ιλ
→֒ Xλ.
Thus, we need to show:
(a) If q satisfies (*) then
(ιλ)
!(ΩDKq,Quant) ≃
{
e[−ℓ(w)], λ = w(ρ)− ρ
0, otherwise.
(b) If λ = w(ρ) − ρ with ℓ(w) = 2, then (ιλ)
∗(ΩDK) lives in cohomological degrees ≤ −2, i.e.,
H−1((ιλ)
∗(ΩDK)) = 0.
(b’) If q satisfies a sharp inequality (*) and λ = w(ρ) − ρ with ℓ(w) ≥ 3, then (ιλ)
∗(ΩDK) lives in
cohomological degrees ≤ −2, i.e., H−1((ιλ)
∗(ΩDK)) = 0.
The rest of this subsection is devoted to the proof of properties (a), (b) and (b’) above.
3.7.4. By (3.16), we have
(ιλ)
!(ΩDKq,Quant) = C
·(UDKq (Nˇ))
λ.
We now recall the following result of [Geo, Theorem 6.4.1], valid for q satisfying (*):
(3.27) C·(UDKq (Nˇ)) ≃ ⊕
w∈W
e
w(ρ)−ρ[−ℓ(w)],
see Remark 2.3.2. This proves (a).
3.7.5. We will now make a digression and show that if q satisfies (*), then the map (3.13) is an
isomorphism.
Let Iq = Iq[[~]]/~ be the kernel of the map U
free
q (Nˇ)→ U
DK
q (Nˇ). By the spectral sequence,
H2(UDKq (Nˇ)) ≃ HomUfreeq (Nˇ) -bimod(Iq, e),
where we note that the right-hand in the above formula is the dual space of the (two-sided) quotient
Iq of Iq by the augmentation ideal of U
free
q (Nˇ).
Combined with (3.27), we obtain that if q satisfies (*), then Iq is spanned by elements with coweights
ρ− w(ρ), ℓ(w) = 2,
i.e.,
(3.28) λi,j := −(si · sj(ρ)− ρ) = αj + (1− 〈αj , αˇi〉) · αi, i, j ∈ I
and each such coweight space is one-dimensional.
Recall the Serre relation elements Si,jq ∈ (Iq)
λi,j , see Sect. 3.2.7. It is easy to see that the image
S
i,j
q of S
i,j
q under
Iq ։ Iq
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is non-zero. Hence, we obtain that the elements S
i,j
q span Iq.
Hence, we obtain that if q satisfies (*), the elements Si,jq generate Iq as a two-sided ideal.
3.7.6. Let us prove (b) and (b’). By (3.17) and (3.16), the fiber (ιλ)
∗(ΩDKq ) identifies with
C·(U
Lus
q−1(Nˇ))
λ.
We need to show that the latter has no cohomology in degree −1 in coweights of the form ρ−w(ρ).
The vector space H1(U
Lus
q−1(Nˇ)) is the quotient of the augmentation ideal of U
Lus
q−1(Nˇ) by its square,
and thus is spanned by the generators of ULusq−1(Nˇ).
There two kinds of generators: ones corresponding to simple coroots, and ones corresponding to all
coroots. The generator of the first kind corresponding to a simple coroot αi has coweight αi. The
generator of the second kind corresponding to a coroot α has coweight ord(q(α)) · α.
Let first ℓ(w) = 2, so ρ−w(ρ) is of the form (3.28). In this case, the assertion follows from the fact
that none of the coweights of the form αi or ord(q(α)) · α have the form (3.28). This proves (b).
Let now ℓ(w) ≥ 3. For the generators of the first kind, we cannot have ρ − w(ρ) = αi. For the
generators of the second kind, assume that
ρ−w(ρ) = ord(q(α)) · α
for some coroot α.
Evaluating qZ(−) + bZ(−, ρ) on both sides, we obtain
〈ρ, αˇ〉 = ord(q(α)),
which is impossible if (*) is sharp. This proves (b’).
4. The quantum Frobenius
In this section we will be assuming that q is torsion-valued, but that it avoids small torsion (see
Sect. 1.1.5 for what this means)13.
We will study the manifestation of Lusztig’s quantum Frobenius via the factorization algebras ΩLusq
and Ωsmlq .
4.1. The quantum Frobenius lattice.
4.1.1. Let Λ♯ ⊂ Λ be the sublattice generated by the elements
α♯i = ord(q(αi)) · αi.
Due to the condition that q ∈ Quad(Λ,Z)Wrestr, we have
(4.1) b(γ, λ) = 0 for all γ ∈ Λ♯, λ ∈ Λ.
Moreover, the sublattice Λ♯ is W -invariant, and hence contains all the elements
α♯ := ord(q(α)) · α.
Finally, it is known that (Λ♯, {α♯}) is the root system of a simple group of adjoint type, to be denoted
G♯ (over the field of coefficients e), with α♯i being the simple roots (see [Lus, Sect. 2.2.4]).
13The latter condition is needed to ensure a relationship between ULusq (Nˇ) and uq(Nˇ) via the quantum Frobenius,
i.e., that (4.30) is a short exact sequence of Hopf algebras.
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4.1.2. Let Conf♯ be the configuration space corresponding to the lattice Λ♯. Let Frobq,Conf denote the
tautological closed embedding
Conf♯ → Conf.
The functoriality of the construction
q 7→ GTq 7→ G
Conf
q
with respect to the lattice implies that the pullback of the gerbe GConfq along Frobq,Conf admits a
canonical trivialization (as a factorization gerbe).
4.1.3. Recall that add denotes the addition operation on divisors
add : Conf × Conf → Conf;
it makes Conf into a commutative semi-group.
The operation
F1,F2 ∈ Shv(Conf) 7→ F1 ⋆ F2 := add!(F1 ⊠ F2) ∈ Shv(Conf)
makes Shv(Conf) into a (symmetric) monoidal category. We will refer to this (symmetric) monoidal
structure as convolution; this is in order to distinguish it from the pointwise
!
⊗ symmetric monoidal
structure.
In practice we will apply this to the lattice Λ♯, rather than Λ.
4.1.4. Let act denote the addition map
act : Conf♯ ×Conf → Conf;
it makes Conf into a Conf♯-module.
Note that due to factorization and the trivialization of GConfq |Conf♯ , we have a canonical isomorphism
(4.2) act∗(GConfq )|(Conf♯×Conf)disj ≃ pr
∗(GConfq )|(Conf♯×Conf)disj ,
where pr is the projection on the Conf factor.
However, due to (4.1), the identification (4.2) extends (automatically, uniquely) to an identification
(4.3) act∗(GConfq ) ≃ pr
∗(GConfq )
over all of Conf♯ × Conf, see (1.11). This identification is (automatically) compatible with the semi-
group structure on Conf♯.
Thus, we obtain that GConfq is equivariant with respect to the action of Conf
♯ on Conf, in a way
compatible with factorization.
We obtain that the operation
F
♯ ∈ Shv(Conf♯), F ∈ ShvGConfq (Conf) 7→ F
♯ ⋆ F := act!(F
♯
⊠ F) ∈ ShvGConfq (Conf)
defines an action of the monoidal category Shv(Conf♯) on ShvGConfq (Conf). We will refer to this action
also as convolution.
4.2. Convolution factorization algebras.
40 D. GAITSGORY
4.2.1. Let A be a factorization algebra in Shv(Conf). The structure of (commutative) semi-group on
Conf allows us to talk about an associative (resp., commutative) algebra structure on A:
By definition, such a structure consists of a map
(4.4) A ⋆ A→ A,
compatible with factorization and the associativity (resp., and the commutativity) law on Conf. In
particular, such an A is an associative (resp., commutative) algebra object in Shv(Conf) with respect
to convolution.
Remark 4.2.2. Note that if A1 and A2 are factorization algebras on Conf, then their convolution A1⋆A2
will not be a factorization algebra. Rather,
(4.5) A1 ⊕ (A1 ⋆A2)⊕ A2
will be a factorization algebra.
This can be rephrased as follows. Let Conf+ be the disjoint union Conf ⊔ pt. Then the structure
of commutative semi-group on Conf extends to a structure of commutative monoid on Conf+ with pt
being the unit. This extends the structure of nin-unital symmetric monoidal category on Shv(Conf)
to a unital one on Shv(Conf+).
Given a factorization algebra A on Conf, we extend it to A+ ∈ Shv(Conf+) by setting A+|pt = e.
With these conventions, for a pair of factorization algebras A1 and A2 on Conf,
A
+
1 ⋆ A
+
2 ∈ Shv(Conf
+)
is a factorization algebra, and its restriction back to Conf equals (4.5).
This procedure mimics the following: let C be a unital symmetric monoidal category. For an algebra
A ∈ C, let A+ := A⊕ 1C be the corresponding unital augmented algebra. Then we have
A
+
1 ⊗A
+
2 ≃ (A1 ⊕ (A1 ⊗ A2)⊕ A2)⊕ 1C.
4.2.3. Note that the map (4.4) by adjunction corresponds to a map
(4.6) A⊠A→ add!(A).
The compatibility of the algebra structure and factorization implies, in particular, that the restriction
of the map (4.6) to (Conf × Conf)disj coincides with the factorization isomorphism
(4.7) A⊠A|(Conf×Conf)disj ≃ add
!(A)|(Conf×Conf)disj .
4.2.4. Set
(4.8) AX := ⊕
γ
(∆γ)
!(A) ∈ Shv(X)Λ.
By !-restricting (4.4) to the main diagonals, we obtain that a structure on A of associative (resp.,
commutative) algebra with respect to ⋆ induces a structure of associative (resp., commutative) algebra
on AX , with respect to the symmetric monoidal structure on Shv(X)
Λ, induced by the
!
⊗ (symmetric)
monoidal structure on Shv(X) and the addition operation on Λ.
Remark 4.2.5. The algebra AX is non-unital. The corresponding unital algebra
A
+
X := AX ⊕ ωX
can be obtained from A+ (see Remark 4.2.2) also by pullback, where the corresponding map
∆0 : X → Conf
+
is
X → pt →֒ Conf+.
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4.2.6. For x ∈ X, let Confx ⊂ Conf be the closed subset equal to the union of the images of the maps
Conf ≃ pt×Conf
ι−αi
×id
−→ Conf × Conf
add
→ Conf .
I.e., Confx is the closed subset consisting of those divisors that have a non-trivial contribution at x.
Let F1 and F2 be a pair of perverse sheaves on Conf that do not have sub-objects supported at
subsets of the form Confx (for the same x appearing on both sides). In this case the map
(jdisj)! ◦ (jdisj)
∗(F1 ⊠ F2)→ F1 ⊠ F2
is surjective as a map of perverse sheaves on Conf × Conf. (Here jdisj denotes the open embedding
(Conf × Conf)disj →֒ Conf × Conf.)
Let A be a factorization algebra in Perv(Conf), such that AX does not have quotient objects
supported at closed points of X. This implies that A does not have quotient objects supported on
subsets of the form Confx.
We obtain that in this case, if the factorization isomorphism (4.7), viewed as a map
A⊠ A|(Conf×Conf)disj → add
!(A)|(Conf×Conf)disj ,
extends to all of Conf × Conf, then it does so uniquely.
Thus, we obtain that under the above condition, being an associative algebra within factorization
algebras is a condition and not an additional structure. Furthermore, in this case, the associative
algebra structure is automatically commutative.
4.2.7. Given a factorization algebra A♯ ∈ Shv(Conf♯), equipped with an associative algebra structure,
and a factorization algebra A ∈ ShvGConfq (Conf
♯), one can talk about an action of A♯ on A:
By an action we will mean the datum of a map of factorization algebras
(4.9) (Frobq,Conf)!(A
♯)→ A
and a map
(4.10) A♯ ⋆ A→ A,
that make the following diagram commute:
(4.11)
A
♯ ⋆ (Frobq,Conf)!(A
♯)
∼
−−−−−→ (Frobq,Conf)!(A
♯ ⋆A♯) −−−−−→ (Frobq,Conf)!(A
♯)y y
A
♯ ⋆A −−−−−→ A,
in a way compatible with factorization and the associativity law.
Remark 4.2.8. The fact that we have to specify the map (4.9) in addition to (4.10) is the reflection of
the non-unital nature of our symmetric monoidal categories, see Remark 4.2.2.
These two pieces of data can be combined into one:
(A♯)+ ⋆A+ → A+,
subject to the associativity law.
4.2.9. The map (4.10) can be expressed by adjunction as a map
(4.12) (Frobq,Conf)!(A
♯)⊠ A→ add!(A)
on Conf × Conf.
Again, the compatibility with factorization implies that the restriction of the restriction of the map
(4.12) to (Conf ×Conf)disj indentifies with
(4.13) (Frobq,Conf)!(A
♯)⊠A|(Conf×Conf)disj
(4.9)⊠id
−→ A⊠A|(Conf×Conf)disj ≃ add
!(A)|(Conf×Conf)disj .
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4.2.10. Let us be given an action of A♯ on A, and consider A♯X and AX (defined as in (4.8)).
We obtain a map
A
♯
X → AX
and an action of A♯X , viewed as an algebra object in the (symmetric) monoidal category Shv(X)
Λ♯ , on
AX (that are compatible via an analog of the diagram (4.11)), where we view
(4.14) ShvGλq (X)
Λ := ⊕
λ
ShvGλq (X)
as an Shv(X)Λ
♯
-module category.
Remark 4.2.11. This data can be equivalently expressed as an action of (A♯X)
+ on A+X .
4.2.12. Finally, let assume that both A♯ and A are perverse and such that A♯X and AX do not have
quotient objects supported at closed points of x.
Then as in Sect. 4.2.6, we obtain that given a datum of (4.9), an action of A♯ on A is not an
additional structure, but rather a condition. Namely, this condition says that the map (4.13) extends
to all of Conf × Conf (if it does, this extension is unique).
4.3. The classical factorization algebra Ω♯,cl. In this subsection we will construct a certain factor-
ization algebra, denoted Ωcl in Perv(Conf). In practice, we will apply this construction to the lattice
Λ♯ rather than Λ; in this case, the resulting factorization algebra will be denoted by Ω♯,cl.
4.3.1. Recall (following, e.g., [Ga2, Sect. 2.3]) that to a commutative algebra object A in the (non-
unital) symmetric monoidal category VectΛ
neg−0, one canonically attaches a factorization algebra
Fact(A) on Conf, equipped with a structure of commutative algebra in the sense of Sect. 4.2.1.
We have:
(4.15) Fact(A)X ≃ ωX ⊗A,
as commutative algebras in Shv(X)Λ, see Sect. 4.2.4 for the notation.
In fact, the assignment
(4.16) A 7→ Fact(A)
is the composition of the pullback functor
ComAlg(VectΛ
neg−0)→ ComAlg(Shv(X)Λ
neg−0), A 7→ ωX ⊗ A
followed by an equivalence of categories
(4.17) ComAlg(Shv(X)Λ
neg−0)→ ComAlg(FactAlg(Shv(Conf))),
where the functor inverse to (4.17) is given by A 7→ AX .
Remark 4.3.2. When the sheaf theory we are working with is that of sheaves in the classical topology,
the functor (4.16) is a special case of the functor (3.15) for q = 1.
Namely, the two procedures are related via the Koszul duality equivalence between the category of
co-commutative Hopf algebras as in Sect. 3.1.4 and ComAlg((VectΛ
neg−0)loc.c):
For a Hopf algebra H , the associative algebra
C·(H)
has a natural structure of E2-algebra, and if H was cocommutative, this E2-algebra structure naturally
upgrades to an E∞-structure.
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4.3.3. We will apply the above construction to (the augmentation ideal of)
A := C·(nˇ).
Denote the resulting factorization algebra by Ωcl.
Remark 4.3.4. As was mentioned above, in practice we will apply this construction to Λ♯ rather than
Λ, and consider the factorization algebra
Ω♯,cl := Fact(C·(n♯)) ∈ Shv(Conf♯),
where n♯ is the maximal unipotent in the group G♯ from Sect. 4.1.1.
4.3.5. Since (A)−αi = e[−1], from (4.15) we obtain that
Ωcl|Conf−αi = eX [1].
Hence, we obtain a canonical identification of factorization algebras over
◦
Conf:
j∗(Ωcl) ≃
◦
Ω.
Consider the resulting map
(4.18) Ωcl → j∗(
◦
Ω).
The following is established in [BG2, Sect. 3 and Lemma 4.8]:
Theorem 4.3.6. The factorization algebra Ωcl is perverse, and the map (4.18) is injective.
In fact, the proof in Sect. 3.7 applies to Ωcl, giving rise to the following explicit inductive description
of Ωcl as a sub-object of j∗(
◦
Ω):
Theorem 4.3.7. For λ ∈ Λneg, the maps
(λ)!∗ ◦ (λ)
∗(Ωcl)→ Ωcl|Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(Ωcl)
)
→ (λ)∗ ◦ (λ)
∗(Ωcl)
have the following proprties:
(a) For λ = w(ρ)− ρ with ℓ(w) ≥ 2, the map (λ)!∗ ◦ (λ)
∗(Ωcl)→ Ωcl|Confλ is an isomorphism.
(b) For λ = w(ρ)− ρ with ℓ(w) ≥ 2, the cone of the map
Ωcl|Confλ → (λ)∗ ◦ (λ)
∗(Ωcl)
identifies with (∆λ)∗(eX [−ℓ(w) + 1]). In particular:
(i) If ℓ(w) = 2, the object (λ)∗ ◦ (λ)
∗(Ωcl) is perverse;
(ii) If ℓ(w) ≥ 3, the map
Ωcl|Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(Ωcl)
)
is an isomorphism.
(c) For λ not of the form w(ρ)− ρ, the maps
Ωcl|Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(Ωcl)
)
→ (λ)∗ ◦ (λ)
∗(Ωcl)
are isomorphisms.
Corollary 4.3.8. The map
Ωcl|Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(Ωcl)
)
is an isomorphism for all λ not of the form w(ρ)− ρ with ℓ(w) = 2.
Remark 4.3.9. Note that points (a) and (b) of Theorem 4.3.7 for λ = w(ρ) − ρ with ℓ(w) ≥ 3 mean
that in this case, the maps
(λ)!∗ ◦ (λ)
∗(Ωcl)→ Ωcl|Confλ → H
0
(
(λ)∗ ◦ (λ)
∗(Ωcl)
)
are both isomorphisms.
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Remark 4.3.10. One can use the proof of Theorem 3.6.2 to show that the factorization algebra Ωcl is
in fact a special case of ΩDKq (constructed by deforming the parameter in Sect. 1.7) for q = 1.
4.4. Relationship of ΩLusq with Ω
sml
q via Ω
cl.
4.4.1. We will now state a key theorem that expresses the relationship of ΩLusq and Ω
sml
q via Ω
sml
q . (We
emphasize that for the validity of this theorem, the assumption that q avoid small torsion is important.)
Theorem 4.4.2.
(a) For every vertex of the Dynkin diagram, we have
H0
(
(∆
−α
♯
i
)!(ΩLusq )
)
≃ eX [1].
In particular, we have a have an isomorphism of factorization algebras in Perv(
◦
Conf♯):
(4.19) (j♯)∗
(
H0
(
(Frobq,Conf)
!(ΩLusq )
))
≃
◦
Ω♯.
(b) The map
(4.20) H0
(
(Frobq,Conf)
!(ΩLusq )
)
→ (j♯)∗(
◦
Ω♯)
is injective.
(c) The image of the map (4.20) equals that of Ω♯,cl. In particular, we have an isomorphism of factor-
ization algebras
(4.21) Ω♯,cl ≃ H0
(
(Frobq,Conf)
!(ΩLusq )
)
.
(d) The map
(Frobq,Conf)!(Ω
♯,cl)→ ΩLusq ,
resulting from (4.21) extends to an action of Ω♯,cl on ΩLusq .
(e) The projection ΩLusq → Ω
sml
q is compatible with Ω
♯,cl-actions, where the action on Ωsmlq is the trivial
one.
(f) The resulting map
(4.22)
(
Cone((Ω♯,cl)X → (Ω
Lus
q )X)
)
⊗
(Ω♯,cl)X
ωX → (Ω
sml
q )X
is an isomorphism.
Remark 4.4.3. The reason that in point (f) we have the somewhat bizarre looking
(4.23)
(
Cone((Ω♯,cl)X → (Ω
Lus
q )X)
)
⊗
(Ω♯,cl)X
ωX
instead of just (
(Ω♯,cl)X
)
⊗
(Ω♯,cl)X
ωX
is that we are working in the non-unital setting. E.g., our operation of coinvariants with the cone is
designed so that it would send Ω♯,cl itself to 0.
We could equivalently rewrite (4.22) as an isomorphism
(4.24) (ΩLusq )
+
X ⊗
(Ω
♯,cl
X
)+
ωX ≃ (Ω
sml
q )
+
X .
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Remark 4.4.4. Given an action of A♯ ∈ Shv(Conf♯) on A ∈ ShvGConfq (Conf), we can form the object
Bar(A♯,A) := Bar((A♯)+,A+) ∈ ShvGConfq (Conf),
which also carries a structure of factorization algebra.
We have
Bar(A♯,A)X ≃ Bar(A
♯
X ,AX) := Bar((A
♯
X)
+,A+X) ≃
(
Cone(A♯X → AX)
)
⊗
A
♯
X
ωX .
So, by factorization, Theorem 4.4.2 is equivalent to the statement that the map
ΩLusq → Ω
sml
q
induces an isomorphism
Bar(Ω♯,cl,ΩLusq ) ≃ Ω
sml
q .
4.4.5. Theorem 4.4.2 will be proved in the case of a ground field of characteristic 0 in the rest of this
section. The general case will be treated in Sect. 6.6.4.
4.4.6. In the case of when the ground field has characteristic 0, as in Sect. 3.7, we reduce the assertion to
the case when X = A1 and the sheaf theory being that of constructible sheaves in the classical topology.
Consider the corresponding factorization algebra ΩLusq,Quant, which we already know is isomorphic to Ω
Lus
q .
4.4.7. In Sect. 4.6 we will show that there exists a canonically defined action of Ω♯,cl on ΩLusq,Quant such
that the map
ΩLusq,Quant → Ω
sml
q,Quant
gives rise to an identification
(4.25)
(
(Cone(Ω♯,cl)X → (Ω
Lus
q,Quant)X)
)
⊗
(Ω♯,cl)X
ωX → Ω
sml
q,Quant
Let us show how the existence of this action and the isomorphism (4.25) implies the assertion of
Theorem 4.4.2.
Remark 4.4.8. We emphasize that for the above structure to exist on ΩLusq,Quant ≃ Ω
Lus
q , the assumption
that q avoid small torsion is important. This is due to the fact that the construction of this structure
uses (and is essentially equivalent to) the quantum Frobenius for ULusq (Nˇ).
4.4.9. We only need to show that the map
(Frobq,Conf)!(Ω
♯,cl)→ ΩLusq,Quant
induces an isomorphism
Ω♯,cl → H0
(
(Frobq,Conf)
!(ΩLusq,Quant)
)
.
By induction and factorization, this is equivalent to showing that for any γ ∈ Λ♯,neg − 0,
(∆γ)
!
(
Cone((Frobq,Conf)!(Ω
♯,cl)→ ΩLusq,Quant)
)
lives in cohomological degrees ≥ 1.
By translation invariance, it suffices to show that
(ιγ)
!
(
Cone((Frobq,Conf)!(Ω
♯,cl)→ ΩLusq,Quant)
)
lives in cohomological degrees ≥ 2.
46 D. GAITSGORY
4.4.10. Let us denote by M the (Λneg − 0)-graded vector space
⊕
λ
(ιλ)
!
(
Cone((Frobq,Conf)!(Ω
♯,cl)→ ΩLusq,Quant)
)
.
It is acted on by the (Λ♯,neg − 0)-graded algebra
⊕
γ
(ιγ)
!(Ω♯,cl) ≃ C·(n♯).
Isomorphism (4.25) implies that
(4.26) M ⊗
C·(n♯)
e ≃ ⊕
λ
(ιλ)
!(Ωsmlq,Quant) =:M
′.
We need to show that H0(M) and H1(M) do not have non-zero components of degrees that lie in
Λ♯.
4.4.11. The datum of action of C·(n♯) on M and the isomorphism (4.26) is equivalent to that of action
of the algebraic group N ♯ on M ′ and an isomorphism
(4.27) C·(N ♯,M ′) ≃M.
We know that M ′ is concentrated in cohomological degrees ≥ 1, and
H1(M ′) ≃ ⊕
i
e
−αi .
Hence, by the spectral sequence,
H0(M) = 0
and
H1(M) ≃ H1(M ′) ≃ ⊕
i
e
−αi .
This proves the desired assertion since none of the elements −αi lie in Λ
♯, due to the non-degeneracy
assumption on q.
4.5. The quantum Frobenius map for quantum groups.
4.5.1. Let T ♯ denote the torus, whose lattice of characters is Λ♯; we can identify T ♯ with the Cartan
subgroup of G♯, see Sect. 4.1.1.
The embedding Λ♯ → Λ gives rise to a map
Rep(T ♯)→ ZE3(Repq(Tˇ )).
At the level of abelian categories (which is all we need for the moment), this means that we have a
braided monoidal functor
Frob∗q,T : (Rep(T
♯))♥ → (Repq(Tˇ ))
♥,
such for every V ∈ Rep(T ♯) and M ∈ Repq(Tˇ ), the square of the braiding
Frob∗q,T (V )⊗W →W ⊗ Frob
∗
q,T (V )→ Frob
∗
q,T (V )⊗W
is the identity map.
4.5.2. Let C0 be an E3-category (i.e., an algebra object in the category of unital braided monoidal
categories). Then the operation of tensor product makes HopfAlg(C0) into a monoidal category. If C0
is a symmetric monoidal category, then HopfAlg(C0) acquires a symmetric monoidal structure.
In particular, it makes sense to talk about coassociative (resp., cocommutative) coalgebra objects
in HopfAlg(C0).
Note that in the commutative case, a structure on a Hopf algebra H0 of cocommutative coalgebra
object in HopfAlg(C0) is equivalent to the structure on H0 of cocommutative Hopf algebra.
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4.5.3. Let C be a braided monoidal category; let C0 be an E3-category and let us be given a functor
ǫ : C0 → ZE3(C).
In this case, the operation of tensor product defines an action of HopfAlg(C0) on HopfAlg(C)
H0,H 7→ ǫ(H0)⊗H.
In particular, it makes sense to talk about a coaction of a coassociative algebra object H0 ∈
HopfAlg(C0) on H ∈ HopfAlg(C).
4.5.4. Assume that C0 has a t-structure, so that the operation of tensor product is t-exact. Let H0
be a Hopf algebra in the heart of the t-structure. Then the structure on H0 of coassociative coalgebra
object in HopfAlg(C0) is equivalent to the condition that the square
H0
comult
−−−−−→ H0 ⊗H0
id
y Ry
H0
comult
−−−−−→ H0 ⊗H0
commutes.
Let C be also equipped with a t-structure for which the tensor product and the action of C0 on C
are t-exact functors.
Let H0 be as above. Let H be a Hopf algebra in C that also lies in the heart of the t-structure.
Then the datum of coaction of H0 on H is equivalent to that of co-central homomorphism
(4.28) H → ǫ(H0),
i.e., this is a homomorphism of Hopf algebras that makes the diagram
H
comult
−−−−−→ H ⊗H −−−−−→ ǫ(H0)⊗H
id
y yR
H
comult
−−−−−→ H ⊗H −−−−−→ H ⊗ ǫ(H0)
commute.
4.5.5. We now recall that Lusztig’s quantum Frobenius is a cocentral map
(4.29) Frobq,N : U
Lus
q (Nˇ)→ Frob
∗
q,T (U(n
♯)).
A basic feature of this map is that the composite map
(4.30) uq(Nˇ)→ U
Lus
q (Nˇ)→ Frob
∗
q,T (U(n
♯))
factors through augmentation, i.e., equals
uq(Nˇ)
counit
−→ e
unit
−→ Frob∗q,T (U(n
♯)).
Moreover, the resulting map
(4.31) ULusq (Nˇ) ⊗
uq(Nˇ)
e→ Frob∗q,T (U(n
♯))
(as plain objects of Repq(Tˇ )), is an isomorphism
14. This expresses the fact that (4.30) is a “short exact
sequence” of Hopf algebras.
Remark 4.5.6. We emphasize that it is for the validity of the above assertions that we made the
assumption that q avoid small torsion.
14The latter fact follows by considering PBW bases.
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4.5.7. The maps in (4.30) induce maps
(4.32) HomU(n♯)(e, e)→ HomULusq (Nˇ)(e, e)→ Homuq(Nˇ)(e, e)
(as associative algebras in Repq(Tˇ )) such that the composite factors through augmentation.
In particular, we obtain a map
(4.33) HomULusq (Nˇ)(e, e) ⊗Hom
U(n♯)
(e,e)
e→ Homuq(Nˇ)(e, e).
Proposition 4.5.8. The map (4.33) is an isomorphism.
4.5.9. In order to prove Proposition 4.5.8 we will now review the theory of Koszul duality.
Let A be an associative algebra in Repq(Tˇ ), with coweights in Λ
pos, and such that its coweight 0
component is e (which automatically gives H an augmentation).
Let A-modloc.nilp(Repq(Tˇ )) be the category of locally nilpotent A-modules in Repq(Tˇ ). By definition,
this category is compactly generated by modules of the form eλ with the trivial action. Set
B := HomA(e, e)
op.
Then the functor
M 7→ HomA(e,M)
defines an equivalence
(4.34) KDA : A-mod
loc.nilp(Repq(Tˇ ))→ B-mod(Repq(Tˇ )).
We have
KDA(e) ≃ B and KDA(A
∨) ≃ e,
where A∨ denotes the (Λ-graded) dual of A, naturally considered as an object of A-modloc.nilp(Repq(Tˇ )).
4.5.10. Let now
ǫA : A1 → A2
be a homomorphism of associative algebras. We have the forgetful functor
oblvA2→A1 : A2-mod
loc.nilp(Repq(Tˇ ))→ A2-mod
loc.nilp(Repq(Tˇ )),
and its right adjoint, denoted coindA1→A2 , and given by
M1 7→ HomA1(A2,M1).
The homomorphism ǫA gives rise to a homomorphism
ǫB : B2 → B1.
Under the equivalences (4.34) for A1 and A2, the functors oblvA2→A1 and coindA1→A2 correspond
to the functors
indB2→B1 : B2-mod(Repq(Tˇ ))⇄ B1-mod(Repq(Tˇ )) : oblvB1→B2 ,
where indB2→B1 is the functor
N2 7→ B1 ⊗
B2
N2.
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4.5.11. We are now ready to prove Proposition 4.5.8:
Let us apply the discussion in Sect. 4.5.10 to the homomorphism
ULusq (Nˇ)→ Frob
∗
q,T (U(n
♯)).
We obtain that under the equivalence
(4.35) HomULusq (Nˇ)(e, e)-mod ≃ U
Lus
q (Nˇ)-mod
loc.nilp,
the left-hand side in (4.33) corresponds to
Frob∗q,T ((U(n
♯))∨),
viewed as a ULusq (Nˇ)-module via Frobq,N .
Consider now the homomorphism
uq(Nˇ)→ U
Lus
q (Nˇ).
We obtain that the right-hand side in (4.33), viewed as a HomULusq (Nˇ)(e, e)-module via
HomULusq (Nˇ)(e, e)→ Homuq(Nˇ)(e, e),
corresponds under (4.35) to
Homuq(Nˇ)(U
Lus
q (Nˇ), e).
Hence, the isomorphism stated in the proposition amounts to the fact that the map
Frob∗q,T ((U(n
♯))∨)→ Homuq(Nˇ)(U
Lus
q (Nˇ), e)
is an isomorphism.
However, this follows from (4.31) by dualization.
[Proposition 4.5.8]
4.6. Quantum Frobenius for factorization algebras.
4.6.1. In this section we will perform the construction of the action of Ω♯,cl on ΩLusq,Quant.
This is obtained by enhancing the paradigm of Sect. 3.4.
4.6.2. First, the (symmetric) monoidal structure on HopfAlg(Rep(T ♯))
H01 ,H
0
2 7→ H
0
1 ⊗H
0
2
corresponds under the equivalence (3.15) to the (symmetric) monoidal structure on the category of
factorization algebras in Shv((Conf♯)+) given by convolution:
A1,A2 7→ A1 ⋆A2,
see Remark 4.2.2.
Further, the action of HopfAlg(Rep(T ♯)) on HopfAlg(Repq(Tˇ )) corresponds under the equivalence
(3.15) to the action of the category of factorization algebras in Shv(Conf♯) on the category of factor-
ization algebras in ShvGConfq (Conf), also given by convolution:
A
♯,A 7→ A♯ ⋆A.
4.6.3. Hence, the datum of the co-central homomorphism (4.29) gives rise to an action of Ω♯,cl on
ΩLusq,Quant.
Finally, the isomorphism (4.25) follows from the isomorphism of Proposition 4.5.8 (see Remark
4.4.3).
5. Zastava spaces and Whittaker/semi-infinite categories
In this section we review some geometric constructions needed in order to introduce the Whittaker
incarnations of the factorization algebras Ω?q .
5.1. Affine Grassmannian over the configuration space.
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5.1.1. Recall that we denote by G the semi-simple simply connected group, whose cocoroot lattice is
Λ. Let
Grω
ρ
G,Conf → Conf
denote the following version of the affine Grassmannian of G:
Namely, for a test-scheme Y , a Y -point of Grω
ρ
G,Conf is a triple (D,PG, α), where:
• D is a Y -point of Conf;
• PG is a G-bundle on Y ×X;
• α is an identification of PG with the G-bundle P
ωρ
G , defined on Y ×X − ΓD.
Here:
• Pω
ρ
G is the G-bundle induced from a (chosen once and for all) square root ω
⊗ 1
2 of the canonical
line bundle ω via
Gm
2ρ
−→ T →֒ G,
• ΓD is the preimage of the incidence divisor in Conf ×X under
Y ×X
D×id
→ Conf ×X.
We let
s : Conf → Grω
ρ
G,Conf
denote the unit section, which sends D to the triple (D,Pω
ρ
G , id).
5.1.2. Along with Grω
ρ
G,Conf one introduces the corresponding version of the group-(ind)schemes
L
+(G)ω
ρ
Conf ⊂ L(G)
ωρ
Conf ,
see [GLys2, Sect. 12.2.1], equipped with an action on Grω
ρ
G,Conf .
We can identify Grω
ρ
G,Conf with the prestack quotient
L(G)ω
ρ
Conf/L
+(G)ω
ρ
Conf ,
sheafified in the e´tale topology.
5.1.3. A key feature of Grω
ρ
G,Conf is the factorization structure over Conf, i.e., a canonical isomorphism
(5.1) (Grω
ρ
G,Conf ×Gr
ωρ
G,Conf) ×
Conf×Conf
(Conf × Conf)disj ≃ Gr
ωρ
G,Conf ×
Conf
(Conf × Conf)disj,
which is associative in the natural sense.
The same applies to the group-(ind)schemes L(G)ω
ρ
Conf and L
+(G)ω
ρ
Conf .
5.1.4. Inside L(G)ω
ρ
Conf we consider the group ind-subscheme
L(N)ω
ρ
Conf ⊂ L(G)
ωρ
Conf .
The purpose of the twist ωρ was that there exists a canonical character
χ : L(N)ω
ρ
Conf → Ga,
see [GLys2, Sect. 8.2.1].
The character χ is compatible with the factorization structure in the natural sense.
5.1.5. It follows from [GLys1, Sect. 3.3.4 and Corollary 3.3.6] that the form q gives rise to a canonically
defined geometric metaplectic datum, for G (here we use the assumption that G is simply-connected).
In particular, by [GLys2, Sect. 4.6.3], we obtain a gerbe on Grω
ρ
G,Conf , denoted G
G
q , equipped with a
factorization structure.
5.2. Semi-infinite orbits and their closures.
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5.2.1. In what follows we will consider the closed subfunctor
S0Conf ⊂ Gr
ωρ
G,Conf
and its open subfunctor
S0Conf ⊂ S
0
Conf .
Namely, S0Conf consists of those triples (D,PG, α), for which for every dominant weight λˇ, the map
(5.2) ω⊗〈ρ,λˇ〉 → Vλˇ
Pω
ρ
G
→ VλPG ,
defined away from ΓD, extends to all of Y ×X.
In the above formula:
• Vλˇ denotes the Weyl module for G of highest weight λˇ;
• VλˇPG is the vector bundle, obtained as the twist of V
λ by the given G-bundle;
• ω⊗〈ρ,λˇ〉 := (ω⊗
1
2 )⊗〈2ρ,λˇ〉;
• The map ω⊗〈ρ,λˇ〉 → Vλˇ
Pω
ρ
G
is given by the highest weight line in Vλˇ.
5.2.2. We let
S0Conf
j
−→ S0Conf
be the locus corresponding to the condition that (5.2) are injective bundle maps, i.e., that the quotient
is a vector bundle on Y ×X.
The subfunctors
(5.3) S0Conf ⊂ S
0
Conf ⊂ Gr
ωρ
G,Conf
inherit a factorization structure from that of Grω
ρ
G,Conf .
5.2.3. Both subfunctors (5.3) are preserved by the action of L(N)ω
ρ
Conf . Moreover, the action of
L(N)ω
ρ
Conf on the unit section
s : Conf → S0Conf ⊂ Gr
ωρ
G,Conf
defines an isomorphism
(5.4) L(N)ω
ρ
Conf/L
+(N)ω
ρ
Conf ≃ S
0
Conf ,
From here we obtain that the character χ induces a map
S0Conf → Ga,
which we will denote by the same character χ.
5.2.4. The gerbe GGq is equivariant with respect to the action of L(N)
ωρ
Conf on Gr
ωρ
G,Conf . Moreover, for
any point of Grω
ρ
G,Conf , the resulting character sheaf on its stabilizer in L(N)
ωρ
Conf is trivial.
In particular, the restriction
G
G
q |S0
Conf
admits a canonical L(N)ω
ρ
Conf -equivariant trivialization.
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5.2.5. Let
S
−,Conf
Conf ⊂ Gr
ωρ
G,Conf
be the closed subfunctor defined as follows: a Y -point (D,PG, α) of Gr
ωρ
G,Conf belongs to S
−,Conf
Conf if for
every dominant weight λˇ, the composite map
(5.5) V∨,λ
PG
≃ V∨,λˇ
Pω
ρ
G
→ ω⊗〈ρ,λˇ〉,
which defined away from ΓD, extends to a regular map
(5.6) V∨,λ
PG
→ ω⊗〈ρ,λˇ〉(−λˇ(D)),
where
• V∨,λˇ denotes the dial Weyl module for G of highest weight λˇ;
• The map V∨,λˇ
Pω
ρ
G
→ ω⊗〈ρ,λˇ〉 corresponds to the canonical N−-invariant functional on V∨,λˇ;
• −λˇ(D) is the effective (!) Cartier divisor on Y × X equal to the pullback of the tautological
effective divisor on Diveff ×X along the map
Y ×X
D×id
−→ Conf ×X
−λˇ×id
−→ Diveff ×X.
5.2.6. Let
(5.7) S−,ConfConf
j−
−→ S
−,Conf
Conf
be the open subfunctor corresponding to the locus, where the maps (5.6) are regular bundle maps.
5.2.7. Note that in addition to the unit section
s : Conf → Grω
ρ
G,Conf ,
there exists another canonical section
(5.8) s− : Conf → Grω
ρ
G,Conf
that sends a Y -point of Conf, given by D, to the G-bundle induced from the T -bundle
λˇ 7→ ω⊗〈ρ,λˇ〉(−λˇ(D)).
This image of this section belongs to S−,ConfConf .
The action of L(N−)ω
ρ
Conf on this section defines an isomorphism
(5.9) L(N−)ω
ρ
Conf/Ads− (L
+(N−)ω
ρ
Conf)→ S
−,Conf
Conf .
5.2.8. The gerbe GGq is equivariant also with respect to L(N
−)ω
ρ
Conf , and for any point of Gr
ωρ
G,Conf , the
resulting character sheaf on its stabilizer in L(N−)ω
ρ
Conf is trivial.
Moreover, according to [GLys1, Sect. 5.1], the pullback of GGq along s
− identifies canonically with
GConfq .
From here it follows that the restriction of GGq to S
−,Conf
Conf carries a (unique) L(N
−)ω
ρ
Conf -equivariant
identification with the pullback of the gerbe GConfq along
S−,ConfConf → Conf .
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5.2.9. Let Gratioq denote the gerbe on Gr
ωρ
G,Conf equal to the ratio
15
G
ratio
q := G
Conf
q ⊗ (G
G
q )
−1,
where, by a slight abuse of notation, we denote by GConfq the pullback of the same-named gerbe along
Grω
ρ
G,Conf → Conf .
We obtain that the restriction of Gratioq to S
−,Conf
Conf admits a canonical L(N
−)ω
ρ
Conf -equivariant trivi-
alization.
5.3. Zastava spaces. In this subsection we recall the definition of the (several versions of the) Zastava
space.
5.3.1. The (compactified) Zastava space Z is defined as
Z := S0Conf ∩ S
−,Conf
Conf ⊂ Gr
ωρ
G,Conf .
Let π denote the projection Z→ Conf.
A priori, Z is an ind-scheme, but one shows (using global considerations, see [GLys2, Corollary
20.2.3]) that Z is actually a scheme. Since Grω
ρ
G,Conf is ind-proper over Conf, we obtain that the natural
projection
π : Z→ Conf
is proper.
5.3.2. The functor represented by Z can be explicitly described as follows. For a test-scheme Y , a
Y -point of Z is a triple
(D,PG, {κ}, {κ
−}),
where
• D is a Y -valued point of Conf;
• PG is a G-bundle on Y ×X;
• {κ} is a collection of maps
(5.10) ω⊗〈ρ,λˇ〉 → VλˇPG , λˇ ∈ Λˇ
+
satisfying the Plu¨cker relations;
• {κ−} is a collection of maps
(5.11) V∨,λˇ
PG
→ ω⊗〈ρ,λˇ〉(−λˇ(D)), λˇ ∈ Λˇ+,
satisfying the Plu¨cker relations.
We require that:
• the composite maps
ω⊗〈ρ,λˇ〉 → VλˇPG → V
∨,λˇ
PG
→ ω⊗〈ρ,λˇ〉(−λˇ(D))
are the tautological maps
ω⊗〈ρ,λˇ〉 → ω⊗〈ρ,λˇ〉(−λˇ(D)).
15The notation diverges from one in [GLys2] by replacing q by q−1.
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5.3.3. We define the open subfunctors
Zyj−Z
Z
− jZ−−−−−→ Z
to be
Z := S0Conf ∩ S
−,Conf
Conf and Z
− := S0Conf ∩ S
−,Conf
Conf ,
respectively.
These subschemes correspond to the condition that the maps (5.11) (resp., (5.10)) are injective
bundle maps.
Let π (resp., π−) denote the restriction of π to Z (resp., Z−).
Note that since the maps
S0Conf → Conf ← S
−,Conf
Conf
are ind-affine, the maps
Z
π
→ Conf
π−
← Z−
are affine.
5.3.4. Set also
◦
Z := Z ∩ Z− ⊂ Z.
We have the corresponding open embeddings
◦
Z
◦
jZ−−−−−→ Z
◦
j
−
Z
y yj−Z
Z− −−−−−→
jZ
Z.
Let
◦
π denote the restriction of π to
◦
Z. This map is also affine, as are the maps
◦
jZ and
◦
j−Z .
It is known that
◦
Z is a smooth scheme; its connected component living over Confλ ⊂ Conf has
dimension −〈λ, 2ρˇ〉.
5.3.5. We let GGq denote the restriction of the same-named gerbe along
Z →֒ GrG,Conf .
Let GConfq denote the pullback of the same-named gerbe along π. Let G
ratio
q denote the ratio of the
latter by the former.
We obtain that
G
G
q |Z− and G
ratio
q |Z
admit canonical trivializations.
5.3.6. The spaces
◦
Z, Z, Z−, Z
all inherit a factorization structure from that on Grω
ρ
G,Conf , along with the gerbes
G
G
q , G
Conf
q , G
ratio
q .
5.4. Sheaves on Zastava spaces.
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5.4.1. The restriction of the map
χ : S0Conf → Ga
along Z− →֒ S0Conf defines a map
Z
− → Ga,
which we denote by the same symbol χ.
Let
VacWhit,Z ∈ Shv(Z
−)
denote the object
ωZ−
∗
⊗ χ∗(exp),
where exp denotes the exponential/Artin-Schreier local system on Ga.
The object VacWhit,Z is equipped with a factorization structure along Conf in a natural sense.
We will refer to VacWhit,Z as the basic (a.k.a. vacuum Whittaker) sheaf on Z
−.
5.4.2. Due to the trivialization of GGq |Z− , we can think of VacWhit,Z as an object of the twisted category
ShvGGq (Z
−), and in this capacity we will denote it by
Vacq,Whit,Z ∈ ShvGGq (Z
−).
This object is also equipped with a factorization structure along Conf.
5.4.3. Consider the category Shv(
◦
Z) and the object
IC◦
Z
∈ Shv(
◦
Z).
Note, however, that since
◦
Z is smooth,
IC◦
Z
≃ ω◦
Z
[− deg],
where deg takes value −〈λ, 2ρˇ〉 over the connected component Confλ of Conf.
Due to the trivialization of Gratioq |Z, we can think of IC◦
Z
as an object of the category ShvGratioq (
◦
Z).
When viewed in this capacity, we will denote it by
IC
q,
◦
Z
∈ ShvGratioq (
◦
Z).
We will consider several variants of its extension to an object of ShvGratioq (Z
−):
∇−q,Z := (
◦
j
−
Z )∗(IC
q,
◦
Z
), ∆−q,Z := (
◦
j
−
Z )!(IC
q,
◦
Z
),
IC−q,Z := (
◦
j
−
Z )!∗(IC
q,
◦
Z
).
We have the tautological maps
(5.12) ∆−q,Z → IC
−
q,Z → ∇
−
q,Z .
We have the following result (see [Ga3, Theorem 7.6]):
Proposition 5.4.4. For q which is non-torsion valued, the maps (5.12) are isomorphisms.
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5.4.5. Set16
Gauss−q,∗ := VacWhit,Z
!
⊗∇−q,Z , Gauss
−
q,! := VacWhit,Z
!
⊗∆−q,Z ,
Gauss−q,!∗ := VacWhit,Z
!
⊗ IC−q,Z .
The above three are objects of the category
ShvGConfq (Z
−),
where we are using
!
⊗ as a functor
ShvGGq (Z
−)× ShvGratioq (Z
−)→ ShvGConfq (Z
−).
All three are perverse sheaves, and they each identify with the !-, *- and !*-extension, respectively,
of their common restriction to
◦
Z. The maps (5.12) induce maps
(5.13) Gauss−q,! → Gauss
−
q,!∗ → Gauss
−
q,∗ .
According to Proposition 5.4.4, the maps (5.13) are isomorphisms for q which is non-torsion valued.
In addition, we have
D
Verdier(Gauss−q,∗) ≃ Gauss
−
q−1,!
and DVerdier(Gauss−q,!∗) ≃ Gauss
−
q−1,!∗
,
up to replacing exp by its inverse.
5.4.6. We now have the following key assertion:
Theorem 5.4.7. The maps
(jZ)!
(
Gauss−q,∗
)
→ (jZ)∗
(
Gauss−q,∗
)
(jZ)!
(
Gauss−q,!
)
→ (jZ)∗
(
Gauss−q,!
)
and
(jZ)!
(
Gauss−q,!∗
)
→ (jZ)∗
(
Gauss−q,!∗
)
are isomorphisms.
In other words, Theorem 5.4.7 says that extension of each of the objects Gauss−q,∗, Gauss
−
q,! and
Gauss−q,!∗ along
jZ : Z
− → Z
is clean.
Proof of Theorem 5.4.7. The proof of the assertion concerning Gauss−q,!∗ repeats that of [Ga3, Theorem
7.3], where we replace [Ga3, Proposition 7.9] by a more precise reference, namely [Camp, Theorem
4.2.1].
The statements concerning Gauss−q,∗ and Gauss
−
q,! are Verdier duals of one another, so we will prove
the latter.
The assertion concerning Gauss−q,! follows from Corrollary 6.7.3 below: the object Gauss
−
q,! admits a
filtration indexed by Λneg by objects of the form
(iλ)∗(Ω
♯,cl|Xλ ⊠Gauss
−
q,!∗),
where iλ is the (finite) map
(5.14) Xλ × Z→ Z,
given by adding the divisor:
i
λ(D′, (D,PG, α)) = (D +D
′,PG, α),
16See Remark 6.2.3 for the explanation of the name Gauss.
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so that we have a commutative diagram
Xλ × Z−
iλ
−−−−−→ Z−
id×jZ
y yjZ
Xλ × Z
iλ
−−−−−→ Z.

5.4.8. Denote by
(5.15) Gaussq,∗, Gaussq,! and Gaussq,!∗
the resulting three objects of the category ShvGConfq (Z).
By construction, they carry a natural factorization structure with respect to Conf. The maps (5.13)
induce maps
(5.16) Gaussq,! → Gaussq,!∗ → Gaussq,∗ .
These maps are isomorphisms for q which is non-torsion valued.
Corollary 5.4.9.
(a) The objects Gaussq,∗, Gaussq,! and Gaussq,!∗ are perverse, and identify with the *-, !- and Goresky-
MacPherson extensions along
◦
Z →֒ Z of
χ∗(exp)
∗
⊗ IC
q,
◦
Z
.
(b) We have canonical isomorphisms
D
Verdier(Gaussq,∗) ≃ Gaussq−1,! and D
Verdier(Gaussq,!∗) ≃ Gaussq−1,!∗,
up to replacing exp by its inverse.
5.5. The Whittaker category. In the next few subsections we will explain an alternative (in a sense
more conceptual) construction of the objects (5.15), using some material from [GLys2].
The contents of Sects. 5.5-5.7 will not be used in the sequel.
5.5.1. Since the gerbe GGq is L(N)
ωρ
Conf -equivariant, it makes sense to consider the category
Whitq,Conf(G) := ShvGGq (Gr
ωρ
G,Conf)
L(N)ω
ρ
Conf ,χ
∗(exp),
see [GLys2, Sect, 8.4.2].
In the above formula, the superscript L(N)ω
ρ
Conf , χ
∗(exp) means twisted-equivariance with respect to
L(N)ω
ρ
Conf against the pullback of exp by means of χ.
5.5.2. Consider also the categories
Whitq,Conf(G)
≤0 := ShvGGq (S
0
Conf)
L(N)ω
ρ
Conf ,χ
∗(exp),
and
Whitq,Conf(G)
=0 := ShvGGq (S
0
Conf)
L(N)ω
ρ
Conf ,χ
∗(exp).
We can view Whitq,Conf(G)
≤0 as a full subcategory of Whitq,Conf(G) via the closed embedding
S0Conf ⊂ Gr
ωρ
G,Conf .
From the identification (5.4), we obtain:
Lemma 5.5.3. Restriction along Conf
s
→ S0Conf defines an equivalence
Whitq,Conf(G)
=0 → Shv(Conf).
Furthermore, the standard stabilizer calculation implies:
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Lemma 5.5.4. Any object of Whitq,Conf(G)
=0 supported on S
0
Conf − S
0
Conf is zero.
Corollary 5.5.5. The functor
Whitq,Conf(G)
≤0 →Whitq,Conf(G)
=0,
given by restriction, is an equivalence.
Combining Lemma 5.5.3 and Corrollary 5.5.5, we obtain:
Corollary 5.5.6. Restriction along Conf
s
→ S
0
Conf defines an equivalence
Whitq,Conf(G)
≤0 → Shv(Conf).
5.5.7. Let
Vacq,Whit ∈Whitq,Conf(G)
≤0 ⊂ ShvGGq (S
0
Conf) ⊂ ShvGGq (Gr
ωρ
G,Conf)
be the object that corresponds under the equivalence of Corrollary 5.5.6 to
ωConf ∈ Shv(Conf).
It follows from Lemma 5.5.4 that the canonical map
(5.17) j!(Vacq,Whit |S0
Conf
)→ j∗(Vacq,Whit |S0
Conf
)
is an isomorphism.
5.5.8. It is immediate from the definitions that we have a canonical isomorphism
(5.18) Vacq,Whit |Z− ≃ Vacq,Whit,Z ,
where −|− denotes the !-restriction.
5.6. The semi-infinite category.
5.6.1. Set
SI−q,Conf(G) := ShvGratioq (Gr
ωρ
G,Conf )
L(N−)ω
ρ
Conf .
Set also
SI−q,Conf(G)
≤0 := ShvGratioq (S
−,Conf
Conf )
L(N−)ω
ρ
Conf
and
SI−q,Conf(G)
=0 := ShvGratioq (S
−,Conf
Conf )
L(N−)ω
ρ
Conf .
As in the case of Whit, restriction along s− defines an equivalence
(5.19) SI−q,Conf(G)
=0 → Shv(Conf).
5.6.2. The trivialization of Gratioq over S
−,Conf
Conf defines an equivalence
SI−q,Conf(G)
=0 := ShvGratioq (S
−,Conf
Conf )
L(N−)ω
ρ
Conf ≃ Shv(S−,ConfConf )
L(N−)ω
ρ
Conf .
Thus, ω
S
−,Conf
Conf
makes sense as an object of SI−q,Conf(G)
=0; when considered in this role we will denote
it by ω
q,S
−,Conf
Conf
. Under the equivalence (5.19), it corresponds to ωConf ∈ Shv(Conf).
We will consider several variants of the extension of ω
q,S
−,Conf
Conf
to an object of SI−q,Conf(G)
≤0.
5.6.3. One such extension is
∇−q := (j
−)∗(ωq,S−,Conf
Conf
),
i.e., we apply *-extension with respect to the open embedding (5.7).
Another extension is
∆−q := (j
−)!(ωq,S−,Conf
Conf
).
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5.6.4. We have a canonical map
∆−q → ∇
−
q .
We claim:
Proposition 5.6.5. Assume that q is not a root of unity. Then the map
∆−q → ∇
−
q
is an isomorphism.
Proof. The indscheme S
−,Conf
Conf admits a stratification parameterized by Λ
pos
S
−,Conf
Conf = ∪
µ
S−,Conf+µConf
with
S−,Conf+0Conf = S
−,Conf
Conf ;
see [GLys2, Sect. 12.2]. We need to show that the !-restriction of ∆−q to any S
−,Conf+µ
Conf with µ 6= 0
vanishes. We will obtain the required vanishing from considerations of equivariance with respect to
L(N)ω
ρ
Conf · L
+(T )Conf := L(B)
ωρ
Conf ×
L(T )Conf
L
+(T )Conf
acting on Grω
ρ
G,Conf .
The initial observation is that the gerbe GGq is equivariant with respect to L
+(T )Conf · L(N)
ωρ
Conf .
The action of L+(T )Conf preserves the section s
−. We equip GConfq with a structure of L
+(T )Conf -
equivariance so that the identification
(s−)∗(GGq ) ≃ G
Conf
q
is L+(T )Conf -equivariant. We regard G
Conf
q as L(N)
ωρ
Conf · L
+(T )Conf -equivariant via the projection
L(N)ω
ρ
Conf · L
+(T )Conf ։ L
+(T )Conf .
This equips the gerbe Gratioq also with a L(N)
ωρ
Conf · L
+(T )Conf -equivariant structure.
With respect to the above equivariance structure on Gratioq , the object ωq,S−,Conf
Conf
is equivariant.
Hence, so is ∆−q . Therefore, so is its !-restriction to any S
−,Conf+µ
Conf .
However, we claim that if q is non-torsion valued, and µ 6= 0, the category
ShvGratioq (S
−,Conf+µ
Conf )
L(N)ω
ρ
Conf ·L
+(T )Conf
is zero.
Indeed, we claim that for any point on this stratum, the character sheaf on the stabilizer of this
point in L(N)ω
ρ
Conf ·L
+(T )Conf , arising from the structure of L(N)
ωρ
Conf ·L
+(T )Conf -equivariance on G
ratio
q ,
is non-trivial.
Indeed, the point in question lives over a point
D = Σλk · xk ∈ Conf ,
and it belongs to
Π
k
S−,λk+µkxk ⊂ Πk
Grω
ρ
G,xk
= Grω
ρ
G,Conf ×
Conf
{D}, Σµk = µ.
Translating by means of
Π
k
L(N)ω
ρ
xk
≃ L(N)ω
ρ
Conf ×
Conf
{D},
we can assume that our point is invariant with respect to
(5.20) Π
k
L
+(T )xk ≃ L
+(T )Conf ×
Conf
{D}.
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Now, the character sheaf on (5.20) arising from the structure of L+(T )Conf -equivariance on G
ratio
q
equals the pullback of
⊠
k
Ψb(µk,−)
along
Π
k
L
+(T )xk → Π
k
T,
where Ψ denotes the Kummer local system.
This character sheaf is non-trivial, since for µ′ 6= 0, the element
b(µ′,−) ∈ Hom(Λ, Z)
is non-zero, by the assumption on q.

5.6.6. Finally, we introduce the third object of SI−q,Conf(G)
≤0 that we will consider, to be denoted
IC
∞
2
,−
q .
Breaking G into simple factors, we can assume that q is either torsion-valued or non-torsion valued.
When q is non-torsion valued, se set
∆−q =: IC
∞
2
,−
q := ∇
−
q ,
where the composite isomorphism is justified by Proposition 5.6.5.
When q is torsion-valued, we let IC
∞
2
,−
q be the object introduced in [GLys2, Sect. 18.3.2] under the
name “metaplectic semi-infinite IC sheaf”, and denoted there by IC
∞
2
,−
q,Conf .
5.6.7. Note that by construction, we have an isomorphism
(5.21) IC
q,
◦
Z
≃ ω
q,S
−,Conf
Conf
|◦
Z
[− deg],
as objects of ShvGConfq (
◦
Z), where we remind that −|− stands for !-restriction.
The isomorphism extends to an isomorphism
(5.22) ∇−q,Z ≃ ∇
−
q |Z− [deg],
as objects of ShvGConfq (Z
−) (indeed, both sides are *-extensions from
◦
Z).
In addition, we claim:
Proposition 5.6.8. The isomorphism (5.21) extends to isomorphisms
(5.23) ∆−q,Z ≃ ∆
−
q |Z− [− deg]
(5.24) ICq,Z− ≃ IC
∞
2
,−
q |Z− [− deg]
as objects of ShvGConfq (Z
−).
Proof. When q is non-torsion-valued, the assertion follows from Propositions 5.4.4 and 5.6.5.
Assume now that q is torsion-valued. In this case, the isomorphism (5.23) is a metaplectic version
of the combination of [Ga1, Theorem 3.2.4] and [Ga2, Corollary 3.6.5]. The isomorphism (5.24) is a
metaplectic version of [Ga2, Proposition 3.8.3]. 
5.7. Gauss objects via the Whittaker and the semi-infinite category.
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5.7.1. Consider the objects
(5.25) Vacq,Whit
!
⊗∇−q , Vacq,Whit
!
⊗∆−q and Vacq,Whit
!
⊗ IC
∞
2
,−
q
in the category
ShvGConfq (Gr
ωρ
G,Conf).
By construction, they are supported on
Z ⊂ Grω
ρ
G,Conf ,
so we can think of them as objects of ShvGConfq (Z).
Furthermore, it follows from the definitions that that their further !-restrictions to
◦
Z ⊂ Z all identify
canonically with
Gaussq,∗ |◦
Z
≃ Gaussq,! |◦
Z
≃ Gaussq,!∗ |◦
Z
.
We claim:
Proposition 5.7.2. The above identifications extend to identifications
Vacq,Whit
!
⊗∇−q ≃ Gaussq,∗, Vacq,Whit
!
⊗∆−q ≃ Gaussq,!,
Vacq,Whit
!
⊗ IC
∞
2
,−
q ≃ Gaussq,!∗
over all of Z.
Proof. By the isomorphism (5.17), the objects in the left-hand side are *-extensions of their respective
restrictions to Z−. By Theorem 5.4.7, the same is true for the objects appearing in the right-hand side.
Hence, it is enough to establish the corresponding isomorphisms over Z−. Now the assertion follows
from the isomorphisms (5.22), (5.23) and (5.24), respectively,

6. Factorization algebras arising from the Whittaker sheaf
In this section we will state and prove the main results of this paper: they assert that the factorization
algebras Ωq , introduced earlier, can be obtained geometrically from sheaves on the Zastava space.
6.1. Factorization algebras Ωsmlq,Whit, Ω
Lus
q,Whit and Ω
DK
q,Whit.
6.1.1. We define the objects
(6.1) ΩDKq,Whit, Ω
Lus
q,Whit and Ω
sml
q,Whit
in ShvGConfq (Conf) to be
π!(Gaussq,∗), π!(Gaussq,!) and π!(Gaussq,!∗),
respectively.
Note that since the morphism π is proper, in the above formula, π! could be replaced by π∗.
6.1.2. The factorization structure on the objects (5.15) gives rise to a structure of factorization algebra
in ShvGConfq (Conf) on the objects (6.1).
62 D. GAITSGORY
6.1.3. From Corrollary 5.4.9 we obtain:
Corollary 6.1.4. We have the isomorphisms
D
Verdier(ΩDKq,Whit) ≃ Ω
Lus
q−1,Whit and D
Verdier(Ωsmlq,Whit) ≃ Ω
sml
q−1,Whit.
Proof. We only have to show that replacing exp by its inverse does not affect the objects (6.1).
The above replacement can be affected by the action of (−1) ∈ Gm as an automorphism of Ga. The
morphism χ : Z→ Ga is Gm-equivariant with respect to the action of Gm on Z given by
Gm
2ρ
→ T ⊂ L+(T )
and the action of the latter on Grω
ρ
G , and the square of the action of Gm on Ga by dilations.
The result now follows from the fact that the morphism π is Gm-equivariant.

6.1.5. We now claim:
Proposition 6.1.6. The objects (6.1) are perverse.
Proof. Recall that π− denotes the restriction of π to Z−. Recall also that the morphism π− is affine,
while
Gauss−q,? = Gaussq,? |Z−
are perverse for ? = ∗, ! or !∗. Hence π−! (Gauss
−
q,?) is cohomologically ≥ 0, while π
−
∗ (Gauss
−
q,?) is
cohomologically ≤ 0.
However, by Theorem 5.4.7, we have
π−! (Gauss
−
q,?) ≃ Ω
?
q,Whit ≃ π
−
∗ (Gauss
−
q,?)
for each of the three versions.

6.2. Statement of the main results.
6.2.1. First, we claim:
Proposition 6.2.2. Assume that q is non-degenerate. Then the natural maps
ΩLusq,Whit → Ω
sml
q,Whit → Ω
DK
q,Whit
become isomorphisms after restriction to
◦
Conf. The resulting perverse sheaf on
◦
Conf identifies with
◦
Ωq.
Proof. By factorization, the statement reduces to showing that for every simple coroot, the restriction
of the objects (6.1) to Conf−αi identifies with eX [1]. We have:
(6.2) Z ×
Conf
Conf−αi ≃ X × P1,
while
◦
Z ×
Conf
Conf−αi ⊂ Z− ×
Conf
Conf−αi ⊂ Z ×
Conf
Conf−αi
correspond under the identification (6.2)
X ×Gm ⊂ X × A
1 ⊂ X × P1,
respectively.
Now, it is shown in [GLys2, Sect. 18.4.10] that in terms of the identification (6.2) (and the trivial-
ization of the gerbe GConfq over Conf
−αi), we have:
Gauss−q,? |◦
Z
≃ eX [1] ⊠Gaussq(αi)[1]
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where for ζ ∈ Z we denote
(6.3) Gaussζ := exp |Gm
∗
⊗Ψζ ,
where we recall that Ψζ denotes the Kummer local system on Gm corresponding to the element ζ ∈ Z.
The objects
Gauss−q,∗, Gauss
−
q,! Gauss
−
q,!∗
are given by *-, !- and !*- extensions of Gauss−q,? |◦
Z
, respectively. However, for q(αi) 6= 0 (the condition
that q is non-degenerate), the extension of Ψq(αi) along Gm →֒ A
1 is clean.
Finally, we have:
Hi(Gm,Gaussζ) =
{
0 for i 6= 1,
e for i = 1.

Remark 6.2.3. The name Gauss stems from the fact that the right-hand side in (6.3) is the local system,
whose cohomology is the geometric counterpart of the Gauss sum.
6.2.4. We are now ready to state the two main results of this paper.
Theorem 6.2.5. Assume that q avoids small torsion17. Then the identification of Proposition 6.2.2
extends to isomorphisms
ΩDKq,Whit ≃ Ω
DK
q and Ω
Lus
q,Whit ≃ Ω
Lus
q .
Note that the two isomorphisms stated in Theorem 6.2.5 are obtained from one another by Verdier
duality.
Theorem 6.2.6. Assume that q avoids small torsion. Then the identification of Proposition 6.2.2
extends to an isomorphism
Ωsmlq,Whit ≃ Ω
sml
q .
Remark 6.2.7. It is shown in [Ras, Theorem 3.4.1] that for q = 0, the object Ωsmlq,Whit vanishes. It is
then a formal consequence of Theorem 6.6.2 below that in this case ΩLusq,Whit ≃ Ω
cl.
6.2.8. The plan of the rest of the paper is the following: in the next subsection we will show that
Theorem 6.2.6 is equivalent to Theorem 6.3.8, which asserts a certain sub-top cohomology vanishing.
In Sect. 6.5 we will show that Theorems 6.2.5 and 6.2.6 are equivalent to one another.
In Sect. 6.6 we will prove Theorems 6.2.5 and 6.2.6 over a ground field of characteristic 0, thereby
also proving Theorem 6.3.8.
Finally, in Sect. 7 we will show that the assertion of Theorem 6.3.8 over a ground field of characteristic
0 implies the assertion of Theorem 6.3.8 over any ground field. This will complete the proof of Theorems
6.2.5 and 6.2.6 over any ground field as well.
6.3. Interpretation as sub-top cohomology vanishing. The goal of this subsection is to reduce
the assertion of Theorem 6.2.6 to an essentially combinatorial statement about MV cycles.
17See Sect. 1.1.5 for what this means.
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6.3.1. Note that by Corrollary 6.1.4, induction on |λ|, e´tale invariance and factorization, the assertion
of Theorem 6.2.6 is equivalent to the fact that
(ιλ)
!(Ωsmlq,Whit) ∈ VectGλq,x
lives in cohomological degrees ≥ 2.
Realizing Ωsmlq,Whit as
π−∗ (Gauss
−
q,!∗),
by base change, we have
(ιλ)
!(Ωsmlq,Whit) ≃ C
·
(
S0 ∩ S−,λ, IC−q,Z |S0∩S−,λ
∗
⊗ χ∗(exp)
)
.
Here S0 (resp., S−,λ) are the fibers of S0Conf (resp., S
−,Conf
Conf ) over the point λ · x ∈ Conf. In other
words, they are the 0-th semi-infinite orbit (resp., closure of the λ negative semi-infinite orbit).
Thus, the assertion of Theorem 6.2.6 is equivalent to the fact that the cohomology
(6.4) Hi
(
S0 ∩ S−,λ, IC−q,Z |S0∩S−,λ
∗
⊗ χ∗(exp)
)
vanishes for i = 1 as long as λ is not a negative simple coroot.
We note also that the cohomology (6.4) vanishes for i = 0. This expresses the fact that Ωsmlq,Whit lives
in perverse degrees ≥ 0.
Remark 6.3.2. For future reference, we note that we also have
(ιλ)
!(ΩDKq,Whit) ≃ C
·
(
S0 ∩ S−,λ, IC
q,
◦
Z
|S0∩S−,λ
∗
⊗ χ∗(exp)
)
≃
≃ C·
(
S0 ∩ S−,λ, ωS0∩S−,λ [〈λ, 2ρˇ〉]
∗
⊗ χ∗(exp)
)
.
Consider the individual cohomologies.
(6.5) Hi
(
S0 ∩ S−,λ
′
, ω
S0∩S−,λ
′ [〈λ′, 2ρˇ〉]
∗
⊗ χ∗(exp)
)
The expression (6.5) vanishes for i = 0; indeed, this is equivalent to the fact that ΩDKq,Whit lives in
perverse degrees ≥ 0. However, we will shortly see a direct analysis proving this vanishing (this will be
a rather simple cohomological estimate.)
The vanishing of (6.5) in degree i = 1 is equivalent to the fact that the map
ΩDKq,Whit → H
0
(
(λ)∗ ◦ (
λ)∗(ΩDKq,Whit)
)
is an injection of perverse sheaves. As we will see in Sect. 6.5, this is essentially equivalent to the
assertion of Theorem 6.2.5. In Sect. 6.3.5 we will see that this vanishing is equivalent also to the
assertion of Theorem 6.2.6.
Thus, we will eventually prove that the cohomology (6.5) vanishes also in degree i = 1 (provided
that q avoids small torsion). But this will be a much subtler analysis.
6.3.3. First, we claim:
Lemma 6.3.4. The restriction map along S0 ∩ S−,λ →֒ S0 ∩ S−,λ
Hi
(
S0 ∩ S−,λ, IC−q,Z |S0∩S−,λ
∗
⊗ χ∗(exp)
)
→
→ Hi
(
S0 ∩ S−,λ, IC
q,
◦
Z
|S0∩S−,λ
∗
⊗ χ∗(exp)
)
≃ Hi
(
S0 ∩ S−,λ, ωS0∩S−,λ [〈λ, 2ρˇ〉]
∗
⊗ χ∗(exp)
)
induces an isomorphism in degree i = 1.
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Proof. By the long exact sequence, it suffices to show that
Hi
(
S0 ∩ S−,λ
′
, IC−q,Z |S0∩S−,λ′
∗
⊗ χ∗(exp)
)
vanishes for i = 1 and i = 2 and λ′ 6= λ.
First, it follows from Remark 6.7.5 that
IC−q,Z |S0∩S−,λ′
has the form
ωS0∩S−,λ′ [〈λ
′, 2ρˇ〉]⊗ E,
where E ∈ Vect lives in cohomological degrees ≥ 2.
So it suffices to show that
Hi
(
S0 ∩ S−,λ
′
, ω
S0∩S−,λ
′ [〈λ′, 2ρˇ〉]
∗
⊗ χ∗(exp)
)
vanishes for i ≤ 0. However, this vanishing is the expression of the fact that ΩDKq,Whit is ≥ 0 in the
perverse t-structure, see Remark 6.3.2.

6.3.5. Thus, the assertion of Theorem 6.2.6 is equivalent to the vanishing of
(6.6) Hi
(
S0 ∩ S−,λ, ωS0∩S−,λ [〈λ, 2ρˇ〉]
∗
⊗ χ∗(exp)
)
∈ VectGλq,x
for i = 1 (along the way we will also see that it vanishes for i = 0 for a much simpler reason).
In formula (6.6) we view the *-restriction of χ∗(exp) to S0 ∩ S−,λ as a Gλq,x-twisted sheaf via the
identifications
(6.7) (GGq )0|S0∩S−,λ ≃ G
G
q |S0∩S−,λ ≃ G
λ
q |S0∩S−,λ ,
where:
• (GGq )0 is the trivial gerbe;
• The identification (GGq )0|S0∩S−,λ ≃ G
G
q |S0∩S−,λ comes by restriction along S
0 ∩ S−,λ → S0
from the trivialization of GGq |S0 ;
• The identification GGq |S0∩S−,λ ≃ G
λ
q |S0∩S−,λ comes by restriction along S
0∩S−,λ → S−,λ from
the identification GGq |S−,λ ≃ G
λ
q |S−,λ .
6.3.6. Let us choose a trivialization of the fiber of Gλq,x of G
λ
q at x ∈ X. We obtain that (6.7) gives rise
to a local system on S0 ∩ S−,λ, to be denoted Ψq,λ, which is well-defined up to a e
×-torsor. Moreover,
Ψq,λ is twisted T -equivariant against a Kummer sheaf on T corresponding to the homomorphism
(6.8) Λ→ Z, µ 7→ b(λ, µ).
We will give a more explicit description of Ψq,λ in Sect. 7.4.4.
We obtain that (6.6), shifted cohomologically by −[〈λ, 2ρˇ〉], viewed as a plain vector space (due to
the chosen trivialization of Gλq,x), identifies with
(6.9) Hi
(
S0 ∩ S−,λ, ωS0∩S−,λ
∗
⊗Ψq,λ
∗
⊗ χ∗(exp)
)
.
Thus, Theorem 6.2.6 is equivalent to the vanishing of (6.9) in degree
i = 1 + 〈λ, 2ρˇ〉
(and also i = 〈λ, 2ρˇ〉).
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6.3.7. Up to replacing exp by its inverse, the cohomology in (6.9) is dual to
(6.10) Hic
(
S0 ∩ S−,λ,Ψq,λ ⊗ χ
∗(exp)
)
.
Thus, we obtain that Theorem 6.2.6 is equivalent to the following one:
Theorem 6.3.8. For q that avoids small torsion, the cohomology (6.10) vanishes in (the sub-top)
degree
i = −〈λ, 2ρˇ〉 − 1.
We will also see that that the cohomology in (6.10) vanishes in (the top) degree i = −〈λ, 2ρˇ〉.
6.4. The non-torsion valued case.
6.4.1. In this subsection we will prove the following assertion:
Theorem 6.4.2. Let q be non-torsion-valued. Then:
(a) The maps
ΩDKq,Whit → Ω
sml
q,Whit → Ω
Lus
q,Whit
are isomorphisms.
(b) The isomorphism Ωsmlq,Whit| ◦
Conf
≃
◦
Ω extends to an isomorphism
Ωsmlq,Whit ≃ Ω
sml
q .
6.4.3. Note that point (a) of Theorem 6.4.2 follows from Proposition 5.4.4. So, the essence of the
theorem is point (b), which is a particular case of Theorem 6.2.6.
As we have just seen, Theorem 6.2.6 is equivalent to Theorem 6.3.8. Thus, we claim that Theo-
rem 6.3.8 holds when q is non-torsion valued.
The required cohomological estimate is performed in Sect. 7.5, see Remark 7.5.10. The same calcu-
lation is also performed in [Ga3, Sects. 6.3-6.5].
[Theorem 6.4.2]
6.5. Adding the formal parameter. The goal of this subsection is to show that Theorems 6.2.5 and
6.2.6 are logically equivalent.
6.5.1. Following Sect. A.1, we can introduce a version of Gaussq,∗ over e[[~]], to be denoted
Gaussq[[~]],∗ ∈ ShvGConfq[[~]]
(Grω
ρ
G,Conf).
Set
ΩDKq[[~]],Whit := π∗(Gaussq[[~]],∗) ∈ ShvGConfq[[~]]
(Conf).
As in Proposition 6.2.2, we have:
Proposition 6.5.2. There exists a canonical isomorphism
(6.11) ΩDKq[[~]],Whit| ◦Conf
≃
◦
Ωq[[~]] .
6.5.3. Let
Ωq((~)) ,Whit := π∗(Gaussq((~)),∗) ∈ ShvGConfq((~))
(Conf)
be the localization of ΩDKq[[~]],Whit.
As in Theorem 6.4.2 we obtain that the isomorphism
Ωq((~)),Whit| ◦Conf
≃
◦
Ωq((~)) ,
induced by the isomorphism of Proposition 6.5.2, extends to an isomorphism
(6.12) Ωq((~)),Whit ≃ Ωq((~)) .
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6.5.4. By construction
ΩDKq[[~]],Whit ⊗
e[[~]]
e ≃ ΩDKq,Whit;
in particular, ΩDKq[[~]],Whit is cohomologically ≤ 0.
From here and the isomorphism (6.12), we obtain that the isomorphism (6.11) extends uniquely to
a map
(6.13) ΩDKq[[~]],Whit → Ω
DK
q[[~]]
We claim:
Proposition 6.5.5. For a given q, the following assertions are equivalent:
(i) The map (6.13) is an isomorphism;
(ii) The isomorphism of Proposition 6.2.2 extends to an isomorphism
ΩDKq,Whit ≃ Ω
DK
q .
(iii) The isomorphism of Proposition 6.2.2 extends to an isomorphism
Ωsmlq,Whit ≃ Ω
sml
q .
Proof. Assertion (i) implies assertion (ii) by reduction modulo ~.
Before we prove the other equivalences, let us note that by Remark 6.3.2 and Lemma 6.3.4, point
(iii) is equivalent to the fact that the map
(6.14) ΩDKq,Whit → H
0
(
(λ)∗ ◦ (
λ)∗(ΩDKq,Whit)
)
is an injection of perverse sheaves for any λ that is not a negative simple coroot.
Let us now assume that (ii) holds, and let us deduce (iii). Indeed, by the above, this follows from
the fact that
ΩDKq → H
0
(
(λ)∗ ◦ (λ)
∗(ΩDKq )
)
is an injection of perverse sheaves.
Finally, let us assume (iii) and deduce (i). By induction and factorization, we can assume that
(λ)
∗(ΩDKq[[~]],Whit)→ (λ)
∗(ΩDKq[[~]])
is an isomorphism. Furthermore, by (6.12), the map (6.13) becomes an isomorphism after inverting ~.
Let F denote the cone of (6.13). By the above, F is ~-torsion and concentrated in (perverse) degrees
≤ 0. Hence if F 6= 0, the object F ⊗
e[[~]]
e would have non-trivial cohomology in (perverse) degrees < 0.
This would mean that the map
ΩDKq,Whit → Ω
DK
q
is not an injection of perverse sheaves. However, from the commutative diagram
ΩDKq,Whit −−−−−→ Ω
DK
qy y
(λ)∗ ◦ (λ)
∗(ΩDKq,Whit)
∼
−−−−−→ (λ)∗ ◦ (λ)
∗(ΩDKq )
we would obtain that (6.14) is not an injection either, contradicting (iii).

6.5.6. Note that the equivalence (ii) ⇔ (iii) in Proposition 6.5.5 combined with Theorem 6.4.2 implies
the assertion of Theorem 2.1.5.
6.6. Quantum Frobenius for ΩLusq,Whit. In this subsection we will state Theorem 6.6.2 and using it
will deduce the assertions of Theorems 6.2.5 and 6.2.6 over a ground field of characteristic 0.
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6.6.1. Let q be torsion-valued. We claim:
Theorem 6.6.2. There exists a canonically defined action of Ω♯,cl on ΩLusq,Whit such that the map
ΩLusq,Whit → Ω
sml
q,Whit
gives rise to an identification
(6.15)
(
(Cone(Ω♯,cl)X → (Ω
Lus
q,Whit)X)
)
⊗
(Ω♯,cl)X
ωX → Ω
sml
q,Whit.
This theorem will be proved in Sect. 6.7.
Remark 6.6.3. The assertion of Theorem 6.6.2 holds for any torsion-valued q (i.e., we do not need the
assumption that q avoid small torsion).
So, quantum Frobenius exists for ΩLusq,Whit for all torsion-valued q (including the case when q is
degenerate), but for it to exist for ΩLusq (which we already know to be isomorphic to Ω
Lus
q,Quant) we need
the assumption that q avoid small torsion, see Remark 4.4.8.
This justifies the point of view that ΩLusq,Whit is, in general, a more relevant object than Ω
Lus
q,Quant ≃
ΩLusq .
6.6.4. Note that once Theorems 6.2.5 and 6.2.6 are proved, the assertion of Theorem 4.4.2 would
follow from that of Theorem 6.6.2 as in Sects. 4.4.9-4.4.11.
6.6.5. Let us assume Theorem 6.6.2 and deduce Theorem 6.2.6 over a ground field of characteristic 0.
(This would also imply Theorem 6.2.5 by Proposition 6.5.5).
By induction and factorization, we can assume that the map
(6.16) (λ)
∗(Ωsmlq,Whit)→ (λ)
∗(Ωsmlq ),
is an isomorphism. We wish to show that this isomorphism extends across the main diagonal
X
∆λ
→֒ Xλ.
A priori, Ωsmlq,Whit|Xλ has a 3-step filtration
0 = F0 ⊂ F1 ⊂ F2 ⊂ F3 = Ω
sml
q,Whit|Xλ
with
F2/F1 ≃ Ω
sml
q |Xλ
and F1 and F3/F2 supported on the main diagonal. We wish to show that F1 = F3/F2 = 0. This is
equivalent to showing that the (signed) Jordan-Holder contents of
∆!λ(Ω
sml
q,Whit) and ∆
!
λ(Ω
sml
q )
are equal.
Recall that the map (6.13) becomes an isomorphism after inverting ~. Hence, the same is true for
the map
∆∗λ(Ω
DK
q[[~]],Whit
)→ ∆∗λ(Ω
DK
q[[~]],Whit
).
From this it follows that the (signed) Jordan-Holder contents of
∆∗λ(Ω
DK
q,Whit) and ∆
∗
λ(Ω
DK
q )
are equal. By Verdier duality, we obtain that the (signed) Jordan-Holder contents of
∆!λ(Ω
Lus
q,Whit) and ∆
!
λ(Ω
Lus
q )
are equal.
This implies that the (signed) Jordan-Holder contents of(
(Cone(Ω♯,cl)X → (Ω
Lus
q,Whit)X)
)
⊗
(Ω♯,cl)X
ωX
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and (
(Cone(Ω♯,cl)X → (Ω
Lus
q )X)
)
⊗
(Ω♯,cl)X
ωX
are also equal.
Applying Theorem 6.6.2 and Theorem 4.4.2(f), which has been proved over a ground field of char-
acteristic 0, we obtain that the Jordan-Holder contents of
∆!λ(Ω
sml
q,Whit) and ∆
!
λ(Ω
sml
q )
are also equal, as required.
[Theorem 6.2.5]
6.7. Geometric construction of the quantum Frobenius.
6.7.1. Recall the maps
i
λ : Xλ × Z− → Z−,
see (5.14).
They combine to an action of the semi-group Conf on Z−, compatible with the projection Z− → Conf
and the section s : Conf → Z−.
Pre-composing with Conf♯ → Conf, we obtain an action of Conf♯ on Z−. This action induces a
monoidal action of Shv(Conf♯) on ShvGratioq (Z
−). Hence, given an algebra in Shv(Conf♯) (with respect
to convolution), we can talk about objects in ShvGratioq (Z
−) being modules over this algebra.
The following result is a metaplectic extension of [BG2, Theorems 4.2 and 6.6]:
Theorem 6.7.2.
(a) There exists a canonically defined action of Ω♯,cl on ∇−q,Z .
(b) The map ∇−q,Z → IC
−
q,Z induces an isomorphism
Bar(Ω♯,cl,∇−q,Z) ≃ IC
−
q,Z .
As a formal corollary, we obtain:
Corollary 6.7.3. There exists a canonically defined action of Ω♯,cl on Gauss−q,! so that the map
Gauss−q,! → Gauss
−
q,!∗
induces an isomorphism
Bar(Ω♯,cl,Gauss−q,!) ≃ Gauss
−
q,!∗ .
6.7.4. Proof of Theorem 6.6.2. The proof is obtained by applying π−∗ to the isomorphism of Corrol-
lary 6.7.3, see Remark 4.4.4.

Remark 6.7.5. In addition to Theorem 6.7.2, in the proof of Lemma 6.3.4 we have used the following
metaplectic extension of [BFGM, Theorem 4.5] (a full proof in the metaplectic case is given in [Lys1,
Theorem 4.1]):
Consider the !-restriction of IC−q,Z
◦
Z ≃ {x} ×
◦
Z
ιλ×id−→ Xλ ×
◦
Z ⊂ Xλ × Z−
iλ
−→ Z−.
Then this restriction vanishes unless λ ∈ Λ♯, and in the latter case identifies canonically with
⊕
n>0
Symn((n♯)∨)(λ)[−2n]⊗ IC
q,
◦
Z
.
7. Geometry and combinatorics of Theorem 6.3.8
7.1. The goal.
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7.1.1. With no restriction of generality, in this section we will assume that our root system is simple.
Write
q = ζ · qminZ ,
where qminZ is the minimal quadratic form on Λ for ζ ∈ Z.
We will assume that q is non-degenerate. This means that ord(ζ) is not divisible by
d :=
qminZ (αl)
qmin
Z
(αs)
,
where αl and αs are the long and the short roots, respectively.
In this section we will not be assuming that q avoids small torsion.
We will analyze what Theorem 6.3.8 says in geometric terms for a given value of ord(ζ). We will
show that its assertion is combinatorial in nature. Our concrete goal is to prove the following:
Theorem 7.1.2. The assertion of Theorem 6.3.8 for a given value of ord(ζ) over a ground field of
characteristic 0 implies the assertion for the same value of ord(ζ) over any ground field.
7.1.3. Given that we have already proved Theorem 6.3.8 over a ground field of characteristic 0 (for q
that avoids small torsion), we obtain that Theorem 7.1.2 implies Theorem 6.3.8 over any ground field
(also, for q that avoids small torsion).
As we have seen in Sect. 6.3, this in turn implies Theorem 6.2.6, and further by Sect. 6.5 also
Theorem 6.2.5.
7.2. Scrutinizing irreducible components.
7.2.1. Recall that Theorem 6.3.8 says that the cohomology
(7.1) Hic
(
S0 ∩ S−,λ,Ψq,λ
∗
⊗ χ∗(exp)
)
vanishes in (the sub-top) degree
i = −〈λ, 2ρˇ〉 − 1.
Recall that dim(S0 ∩ S−,λ) = −〈λ, ρˇ〉. Hence, for (the top) degree i = −〈λ, 2ρˇ〉 and (the sub-top)
degree i = −〈λ, 2ρˇ〉 − 1, the cohomology in (7.1) receives a surjective map from the direct sum of
(7.2) Hic
(
Z,Ψq,λ
∗
⊗ χ∗(exp)
)
,
where Z runs over the set of the irreducible components of S0 ∩ S−,λ of the (top) dimension −〈λ, ρˇ〉.
(Note, however, that S0 ∩ S−,λ is known to be equidimensional.)
We will now analyze which irreducible components Z may have a potentially non-vanishing coho-
mology (7.2) in degree −〈λ, 2ρˇ〉 − 1.
Along the way we will see that this cohomology automatically vanishes in (the top) degree −〈λ, 2ρˇ〉.
7.2.2. Note that the map χ : S0 → Ga naturally factors as
S0
χI→ GIa → Ga,
where:
• I is the set of vertices of the Dynkin diagram, and GIa is identified with N/[N,N ];
• GIa → Ga is the sum map.
The map χI is equivariant with respect to the T -action on S
0 ∩S−,λ and the adjoint action of T on
GIa ≃ N/[N,N ]. Hence, for every irreducible component Z of S
0 ∩ S−,λ there exists a subset IZ ⊂ I ,
such that the map χ|W is a dominant map to G
IZ
a ⊂ G
I
a.
Moreover, it follows from [FGV, Proposition 7.1.7] that as long as λ is non-zero, IZ 6= ∅.
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7.2.3. We will consider two cases:
(i) |IZ | ≥ 2;
(ii) IZ is a singleton, i.e., {i} for one vertex of the Dynkin diagram;
We will now show that in case (i), the sub-top cohomology of (7.2) vanishes. We declare an ir-
reducible components in case (ii) as under scrutiny, and we will analyze them further in the next
subsection.
7.2.4. We interpret
C·c
(
Z,Ψq,λ
∗
⊗ χ∗(exp)
)
as the *-fiber of the (un-normalized) Fourier transform of
(7.3) (χI |Z)!(Ψq,λ)
at the point of the dual vector space of GIa corresponding to the sum map
G
I
a → Ga.
The object (7.3) in Shv(GIa) is twisted T -equivariant. Hence so is its Fourier transform. In particular,
this Fourier transform is lisse on the subset consisting of non-degenerate characters.
Since Fourier transform maps Perv(GIa) to Perv(G
I
a)[−|I |], it suffices to show that the object (7.3)
lives in (perverse) cohomological degrees ≤ −〈λ, 2ρˇ〉 − 1, and that the inequality is sharp as soon as
|IZ | ≥ 2.
7.2.5. Again, due to the twisted T -equivariance, to prove the required cohomological estimate it
suffices to show that the *-fiber of (7.3) at the generic point of each AI
′
(for a subset I ′ ⊂ I) lives in
degrees ≤ −〈λ, 2ρˇ〉 − |I ′| − 1, and that the inequality is strict if |IZ | ≥ 2.
A priori, the *-fiber of (7.3) at the generic point of AI
′
lives in degrees
≤ 2(dim(F )),
where F is the fiber of χI |Z over this point. Thus, we need to show that
(7.4) 2(dim(F )) ≤ −〈λ, 2ρˇ〉 − |I ′| − 1,
and the inequality is strict if |IZ | ≥ 2.
We have
dim(F ) ≤ dim(Z)− |I ′| = −〈λ, ρˇ〉 − |I ′|.
with the equality achieved only if I ′ = IZ . This implies the inequality in (7.4).
7.3. The suspects. Let Z be an irreducible component of the intersection S0 ∩ S−,λ, and let j be a
vertex of the Dynkin diagram. We will recall, following [BG3], a recipe that attaches to the pair (Z, j)
a non-negative integer φj(Z).
The main conclusion of this subsection will be that if Z is an irreducible component of S0 ∩ S−,λ
under scrutiny with IZ = {i} and φi(Z) ≥ 2, then sub-the top cohomology in (7.2) still vanishes.
We will declare the irreducible components Z under scrutiny for which φi(Z) = 1 as suspicious.
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7.3.1. Let Pj ⊂ G be the standard sub-minimal parabolic corresponding to j. Consider the corre-
sponding diagram
GrPj
pi−−−−−→ GrG
qj
y
GrMj .
Consider the ind-scheme
GrPj ×
GrG
S−,λ
along with its projection to GrMj . Note that GrPj ×
GrG
S−,λ carries an action of L(N−j ), where N
−
j ≃ Ga
is the (negative) maximal unipotent in Mj .
For a given µ ∈ Λ, let S−,µj ⊂ GrMj denote the corresponding orbit of L(N
−
j ). The above action
defines an isomorphism
(7.5) (qj)
−1(S−,µj ) ×
GrG
S−,λ ≃ S−,µj × ((L(N
j) · tµ) ∩ S−,λ),
where N j denotes the unipotent radical of Pj .
In terms of the isomorphism (7.5), the subset
(qj)
−1(S−,µj ) ×
GrG
(S0 ∩ S−,λ) ⊂ (qj)
−1(S−,µj ) ×
GrG
S−,λ
corresponds to
(S0j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ).
Thus, we obtain an isomorphism
(7.6) (qj)
−1(S−,µj ) ×
GrG
(S0 ∩ S−,λ) ≃ (S0j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ).
7.3.2. Note that the intersection S0j ∩S
−,µ
j is taking place in neutral connected component of the affine
Grassmannian of GrMj , which is a reductive group of semi-simple rank 1, so if the above intersection
is non-empty, we have
(7.7) µ = m · (−αj)
for a non-negative integer m.
Furthermore, we have:
S0j ∩ S
−,µ
j =

pt if m = 0,
Gm if m = 1,
Gm ×G
m−1
a if m ≥ 2.
7.3.3. Let Z be an irreducible component of S0 ∩ S−,λ of dimension −〈λ, ρˇ〉. One shows (see [BG3,
Proposition 3.1]) that there exists a unique element µ ∈ Λ, such that the intersection
Zj := Z ∩ (qj)
−1(S−,µj )
is dense in Z.
We set φj(Z) to be the corresponding integer m from (7.7).
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7.3.4. Let χj denote the composite
S0
χI−→ GIa → Ga,
where the last arrow is the projection on the j-th coordinate.
For an irreducible component Z, let Zj be as above. We obtain that the restriction χj |Zj can be
described as follows:
• It is the zero map if φj(Z) = 0;
• It is is the composite
Zj →֒ (S
0
j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ)→ S0j ∩ S
−,µ
j ≃ Gm →֒ Ga
if φj(Z) = 1;
• It is is the composite
Zj →֒ (S
0
j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ)→ S0j ∩ S
−,µ
j ≃ Gm ×G
m−1
a → G
m−1
a → Ga,
where the last arrow is the projection on the first Ga factor.
7.3.5. Let Z be a suspicious irreducible component of S0 ∩ S−,λ and let IZ = {i}. We obtain that
φj(Z) = 0 for all j 6= i.
We now claim that if φi(Z) ≥ 2, then the sub-top cohomology in (7.2) still vanishes. Indeed, since
Zi is dense in Z, it suffices to show that the sub-top cohomology in
(7.8) C·c
(
Zi,Ψq,λ
∗
⊗ χ∗(exp)
)
vanishes. However, we claim that (7.8) vanishes entirely.
Indeed, let us calculate (7.8) via the projection formula. We obtain that it identifies with
C·c(Ga, (χI |Zi)!(Ψq,λ)
∗
⊗ exp).
However, we claim that (χI |Zi)!(Ψq,λ) is a constant complex on Ga.
Indeed, in Sect. 7.5.3 we will see that the restriction of the local system Ψq,λ to
(qj)
−1(S−,µj ) ×
GrG
(S0 ∩ S−,λ)
is the pullback of a local system along the projection
(qj)
−1(S−,µj ) ×
GrG
(S0 ∩ S−,λ) ≃ (S0j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ) ≃
≃ (Gm ×G
m−1
a )× ((L(N
j) · tµ) ∩ S−,λ)→ Gm × ((L(N
j) · tµ) ∩ S−,λ).
This implies our assertion.
7.3.6. We declare an irreducible component Z under scrutiny with IZ = {i} as suspicious if φi(Z) = 1.
From what we have seen above, only suspicious irreducible components may contribute to the sub-top
cohomology in (7.2).
7.3.7. Here is an example of a suspicious component: take G = SL3 with the simple roots α and β.
Take λ = −α− β. Then both irreducible components of S0 ∩ S−,λ are suspicious.
Remark 7.3.8. As is explained in [Lys2, Prop. 1.2.4], for a given G there are at most finitely many λ,
such that S0 ∩ S−,λ contains a suspicious irreducible component.
Namely, it is shown in loc.cit. that if Z is such a component and i is the corresponding vertex of the
Dynkin diagram, then ̟i+λ must appear as a weight in the irreducible Gˇ-representation with highest
weight ̟i.
7.4. Interlude: coordinates on the irreducible components. In this subsection we will essentially
reproduce a construction from [BaGa, Sect. 4].
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7.4.1. Let Lmin be the minimal line bundle on GrG. It is T -equivariant by construction, with ZG
acting trivially, so it is in fact Tad-equivariant.
7.4.2. The action of Tad on the fiber of L
min at tλ ∈ GrG is given by the character
(7.9) Tad → Gm
corresponding to
(7.10) bminZ (λ,−), Λad → Z.
Here bminZ is the integer-valued symmetric bilinear form on Λ, corresponding to the minimal quadratic
form qminZ , and where we note that b
min
Z extends to a pairing
Λ⊗ Λad → Z
by the formula
bminZ (αi, µ) = q
min
Z (αi) · 〈µ, αˇi〉.
7.4.3. The restriction Lmin|S0 admits a unique L(N)-equivariant trivialization, compactible with the
trivialization of the fiber of Lmin at 1 ∈ GrG. This trivialization is Tad-equivariant.
Similarly, a choice of a trivialization of the fiber of Lmin at tλ ∈ GrG extends uniquely to an
L(N−)-equivariant trivialization of Lmin|S−,λ . This trivialization is twisted Tad-equivariant against the
character (7.9).
7.4.4. We obtain that the restriction Lmin|S0∩S−,λ admits two different trivializations (one is defined
canonically, and another up to a multiplicative constant). Their discrepancy is a function
(7.11) fλ : S
0 ∩ S−,λ → Gm,
well-defined up to a multiplicative constant. This function in twisted Tad-equivariant, against the
character (7.9).
We will now show that irreducible components of the intersections S0 ∩S−,λ admit rational coordi-
nates, such that the function (7.11) is given by monomials (products of powers of the coordinates), up
to a multiplicative constant.
7.4.5. Consider the set
B(λ) := ⊔
λ′
B(λ)λ′ ,
where B(λ)λ′ is the set if irreducible components of all the intersections
Sλ
′
∩ S−,λ.
We will now recall, following [BG3], the construction on the set B(λ) of a structure of Kashiwara’s
crystal :
First off, the functions φj are constructed by the recipe of Sect. 7.3.3, with S
0 replaced by a general
Sλ
′
. The functions ǫj are set take value ∞.
The operators fj are defined as follows. Let Z be an irreducible component of S
λ′ ∩ S−,λ such that
φj(Z) 6= 0. Let µ be the corresponding element of Λ, see Sect. 7.3.3.
Then, in terms of the identification
Zj := (qj)
−1(S−,µj ) ×
GrG
(Sλ
′
∩ S−,λ) ≃ (Sλ
′
j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ),
Zj corresponds to a unique irreducible component Z
′
j ⊂ (L(N
j) · tµ) ∩ S−,λ.
We let fj(Z) be the closure of the irreducible component
(S
λ′−αj
j ∩ S
−,µ
j )× Z
′
j ⊂ (S
λ′−αj
j ∩ S
−,µ
j )× ((L(N
j) · tµ) ∩ S−,λ) ≃
≃ (qj)
−1(S−,µj ) ×
GrG
(Sλ
′−αj ∩ S−,λ) ⊂ Sλ
′−αj ∩ S−,λ.
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The operation ej is uniquely determined by the requirement that fj ◦ ej = id.
7.4.6. Let Z be an irreducible component of some Sλ
′
∩ S−,λ. We will now use the crystal structure
on B(λ) to introduce rational coordinates on Z.
Choose a string of vertices of the Dynkin diagram inductively as follows. If λ′ = λ, we have Z = pt,
and there is nothing to do. Otherwise, set λ′1 = λ
′, Z1 = Z and choose j1 ∈ I such that φj1(Z1) 6= 0.
Set Z2 = f
φj1
j (Z1). Set
(7.12) λ′2 = λ
′
1 − φj1(Z1) · αj1 .
Now repeat the process with Z1 replaced by Z2. This process will terminate by (7.12) because
Sλ
′
∩ S−,λ 6= ∅ ⇒ λ′ − λ ∈ Λpos,
so for some n we will have λ′n = λ.
Note that by construction, we have a rational isomorphism
(7.13) Zn ≃ (Gm ×G
φjn (Zn)−1
a )× Zn+1.
This process gives Z rational coordinates. We will denote them by
(7.14) xj1,1, ...., xj1,φj1 (Z1), xj2,1, ..., xj2,φj2 (Z2), ....
7.4.7. Note that the construction of Sect. 7.4.4 defines a function (up to a multiplicative scalar) on
each intersection Sλ
′
∩ S−,λ; let us denote it by fλ′,λ. We claim:
Proposition 7.4.8. The restriction of fλ′,λ to a given irreducible component Z equals (up to a mul-
tiplicative scalar) in terms of the coordinates (7.14) to
Π
n
(xjn,1)
φjn (Zn)·q
min
Z
(αjn ).
Proof. It follows from the construction that in terms of the rational isomorphism (7.13), we have
fλ′n,λ = gn · fλ′n+1,λ,
where gn is an invertible function on
S
λ′n
jn
∩ S
−,λ′n−φjn (Zn)·αjn
jn
≃ Gm ×G
φjn (Zn)−1
a ,
equal to the restriction of fλ′n,λ′n−φjn (Zn)·αjn along
S
λ′n
jn
∩ S
−,λ′n−φjn (Zn)·αjn
jn
→֒ Sλ
′
n ∩ S−,λ
′
n−φjn (Zn)·αjn .
Being invertible, the function gn equals, up to a multiplicative scalar, to the pullback of some power
m of the standard character on the Gm factor. Thus, it remains to show that the power in question
equals φjn(Zn) · q
min
Z (αjn ).
The function xjn,1 is Gm-equivariant against the character equal to αˇjn .
The function gn is twisted Tad-equivariant against the character equal to the ratio of the characters
corresponding to fλ′n,λ and fλ′n+1,λ, respectively. Hence, the character in question corresponds to the
homomorphism
bminZ (φjn(Zn) · αjn ,−) : Λad → Gm.
Hence, we obtain
m · αˇjn = b
min
Z (φjn(Zn) · αjn ,−).
Evaluating on the fundamental coweight
̟jn : Gm → Tad,
we obtain
m = φjn(Zn) · b
min
Z (αjn ,̟jn) = φjn(Zn) · q
min
Z (αjn).

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7.5. Investigation and indictment.
7.5.1. Let Z be a suspicious irreducible component. By the same analysis as in Sects. 7.2.4-7.2.5,
we obtain that the sub-top cohomology in (7.2) (equivalently, in (7.8)) is non-zero if and only if the
restriction of the local system Ψq,λ to Zi is (generically on Zi) the pullback of a local system along the
map
(7.15) χi : Zi → Gm.
We will call such Z indicted. We will now analyze explicitly what it takes to be indicted.
7.5.2. Recall that our q is written as
ζ · qminZ ,
where qminZ is the minimal quadratic form on Λ.
Note that the gerbe GGq over GrG identifies canonically with (L
min)ζ .
7.5.3. We obtain that the local system Ψq,λ on S
0 ∩S−,λ is the pullback of the Kummer local system
Ψζ on Gm by means of fλ.
In particular, for a subscheme Z ⊂ S0∩S−,λ, written as Z ≃ Z′×Ga with Z
′ reduced, the restriction
of Ψq,λ to Z is the pullback from the Z
′ factor.
7.5.4. Let Z be a suspicious component. Let us recall the (rational) coordinates on Z constructed in
Sect. 7.4.6. Note that we necessarily have j1 = i and φj1(Z) = φi(Z) = 1. Note also that the map
χi|Zi : Zi → Gm
identifies with the first coordinate function i.e., xj1,1.
Hence, from Proposition 7.4.8 and Sect. 7.5.1, we obtain:
Corollary 7.5.5. A suspicious component Z is indicted if and only if for all n ≥ 2, the integers
φjn(Zn) · q
min
Z (αjn )
divide ord(ζ).
Remark 7.5.6. One may wonder whether our indictment is non-empty: i.e., whether assuming that q
is non-degenerate indicted components exist. In fact, they do:
Take G = G2; let α be the short simple root and let β be the long simple root. Take λ = −2α− β.
The intersection S0∩S−,λ has three irreducible components, among which exactly one is not annihilated
by eβ.
Then this component is indicted for ζ = −1.
Remark 7.5.7. Note that Corrollary 7.5.5 implies that if ζ is non-torsion (i.e., q is not a root of unity),
then there are no indicted components.
Indeed, in this case ord(ζ) = ∞, so we would obtain that λ is of the form m · (−αi), while the
condition that φi(Z) = 1 forces m = 1. I.e., we obtain that λ is a negative simple root.
7.5.8. Thus, from now on we will assume that ζ is torsion (i.e., q is a root of unity). We claim:
Corollary 7.5.9. Let λ be such that S0 ∩ S−,λ contains an indicted irreducible component Z; let i be
the corresponding element of i. Then:
(a) λ+ αi ∈ Λ
♯.
(b) λ /∈ Λ♯.
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Proof. Let Z be the indicted component. We have
λ+ αi = − Σ
j≥2
φjn(Zn) · αjn .
Hence, to prove point (a), we need to show that
Σ
j≥2
φjn(Zn) · αjn ∈ Λ
♯.
For this, it is sufficient to show that for every j ≥ 2, the integer φjn(Zn) is divisible by ord(q(αjn)).
However, this follows from Corrollary 7.5.5.
To prove point (b), it suffices to show that αi /∈ Λ
♯. But this follows from the assumption that q is
non-degenerate.

Remark 7.5.10. The two conditions on λ, namely, that
λ+ αi ∈ Λ
♯
and the condition from Remark 7.3.8, impose very stringent constraints.
The result of [Lys2, Theorem 1.1.6] says that no indicted components exist, except for a very small
number of possibilities for the order of ζ.
7.6. Conviction. Let Z be an indicted irreducible component of S0 ∩ S−,λ. This means that the
cohomology
(7.16) Hic (Z,Ψq,λ ⊗ χ
∗(exp)) ,
is non-zero in degree i = −〈λ, 2ρˇ〉 − 1.
In this subsection we will proceed to conviction: we will show that if S0 ∩S−,λ contains an indicted
component Z, the cohomology
(7.17) Hic
(
S0 ∩ S−,λ,Ψq,λ ⊗ χ
∗(exp)
)
is also non-zero in degree i = −〈λ, 2ρˇ〉 − 1, in violation of Theorem 6.3.8.
7.6.1. First, we prove:
Proposition 7.6.2. Assume that λ /∈ Λ♯. Let Z′ ⊂ S0 ∩ S−,λ be a closed T -stable subscheme of
dimension ≤ −〈λ, ρˇ〉 − 1. Then the cohomology
(7.18) Hic
(
Z′,Ψq,λ ⊗ χ
∗(exp)
)
vanishes in degrees i ≥ −〈λ, 2ρˇ〉 − 2.
Proof. By the analysis in Sects 7.2.4 and 7.2.5, it suffices to consider the case when the the map χI
sends Z′ to 0 ∈ GIa. However, we claim that in this case
(χI |Z′)!(Ψq,λ) = 0.
Indeed, the assumption on λ implies that the Kummer sheaf on T given by (6.8) is non-trivial,
while the point 0 ∈ GIa does not support sheaves that are twisted T -equivariant against a non-trivial
character sheaf.

Corollary 7.6.3. Assume that λ /∈ Λ♯. Then the map
⊕
k
Hic (Zk,Ψq,λ ⊗ χ
∗(exp))→ Hic
(
S0 ∩ S−,λ,Ψq,λ ⊗ χ
∗(exp)
)
is injective for i ≥ −〈λ, 2ρˇ〉 − 1, where the direct sum is taken over the set of irreducible components of
S0 ∩ S−,λ of dimension −〈λ, ρˇ〉.
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7.6.4. Combining Corollaries 7.6.3 and 7.5.9, we obtain:
Corollary 7.6.5. Let λ be such that S0 ∩ S−,λ contains an indicted irreducible component. Then the
cohomology (7.1) is non-zero in degree −〈λ, 2ρˇ〉 − 1.
The latter corollary says that the indicted components are indeed guilty of a crime: they bring about
the failure of Theorem 6.3.8.
7.6.6. We are finally ready to prove Theorem 7.1.2.
Proof. Let us be working in both contexts simultaneously: ℓ-adic sheaves over a field of positive char-
acteristic or D-modules over a field of characterostic zero. In either case, write
q = ζ · qminZ
and choose ζ to be of the same order in both contexts.
By Corrollary 7.6.5 it suffices to show the presence of an indicted components (for a given ord(ζ))
is independent of which context we are working in.
However, by Corrollary 7.5.5, the existence of indicted components for a given root system is a
property that can be expressed in terms of the the crystal B(λ).
Hence, our assertion follows from Kashiwara’s uniquness theorem, which asserts that B(λ) is uniquely
recovered from the root system, and, in particular, it does not depend on the ground field.

Appendix A. Sheaves with a formal parameter
A.1. Digression: sheaves with a formal parameter.
A.1.1. For a fixed integer n we can consider the sheaf theory, denoted Shvn(−), obtained from our
initial sheaf theory Shv(−) by tensoring with the ring e[~]/~n, i.e., it sends a scheme Y to
Shvn(Y ) :=
(
Ind(Shv(Y )) ⊗
Vecte
e[~]/~n-mod
)c
.
Following [GaLu, Sect. 2.3], define the sheaf theory Shv[[~]] as the limit
Shv[[~]](Y ) := lim
n
Shv(Y )n,
which we can view as taking values in the category of small e[[~]]-linear categories, i.e., small DG
categories equipped with an action of the monoidal category (e[[~]]-mod)perf = (e[[~]]-mod)f.g..
We have a tautological reduction mod ~ functor
F 7→ F ⊗
e[[~]]
e, Shv[[~]](Y )→ Shv(Y ).
A.1.2. Define the sheaf theory Shv((~))(−) to be the localization of Shv[[~]](−) with respect to ~, i.e.,
Shv((~))(Y ) :=
(
Ind(Shv[[~]](Y )) ⊗
e[[~]]-mod
Vecte((~))
)c
.
The tautological projection functor Shv[[~]](Y ) → Shv((~))(Y ) admits a right adjoint with values in
the ind-completion Ind(Shv[[~]](Y )) of Shv[[~]](Y ). The composite functor
Shv[[~]](Y )→ Shv((~))(Y )→ Ind(Shv[[~]](Y ))
is the functor of ~-localization
F 7→ colim (F
~
→ F
~
→ ...).
A.1.3. The standard functors (the !- and *- inverse and direct images) for Shv(−) induce the corre-
sponding functors for Shv[[~]](−) by passage to the limit. Localizing with respect to ~, we obtain the
corresponding functors for Shv((~))(−).
A.2. The t-structure.
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A.2.1. Repeating [GaLu, Proposition 2.3.6.1], one proves:
Proposition A.2.2. For a scheme Y , the category Shv[[~]](Y ) carries a t-structure uniquely character-
ized by the condition that an object F ∈ Shv[[~]](Y ) connective, i.e., lies in (Shv[[~]](Y ))
≤0, if and only
if
F ⊗
e[[~]]
e ∈ Shv(Y )
is connective (with respect to the perverse t-structure).
Remark A.2.3. The content of Proposition A.2.2(a) is that for a given F ∈ Shv[[~]](Y ) there exists a
fiber sequence
F1 → F → F2
with F1 ∈ (Shv[[~]](Y ))
≤0 (for the above definition of (Shv[[~]](Y ))
≤0) and F2 ∈ ((Shv[[~]](Y ))
≤0)⊥.
Remark A.2.4. The construction of the t-structure from Proposition A.2.2 is applicable in a more
general context: we can start with any (small) DG category C, equipped with a t-structure and such
that C♥ is Noetherian, and construct a t-structure on the corresponding category C[[~]].
A.2.5. Let us call an object of
F ∈ PervGq[[~]] (Conf) ⊂ ShvGq[[~]] (Conf)
~-flat if
F ⊗
e[[~]]
e ∈ ShvGq (Conf)
lies in the heart of the t-structure, i.e., lies in PervGq (Conf).
For F ∈ PervGq[[~]] (Conf) denote
F/~ := H0(F ⊗
e[[~]]
e).
Note that if F is ~-flat, we have
F/~ ≃ F ⊗
e[[~]]
e.
In general, F ⊗
e[[~]]
e may have a non-trivial H−1, which is isomorphic to
F[t] := ker(t : F → F).
A.2.6. We claim:
Proposition A.2.7. The abelian category Pervc[[~]](Y ) is Noetherian, i.e., an increasing chain of sub-
objects in a given object stabilizes.
Proof. We will prove Proposition A.2.7 in the more general context of Remark A.2.4.
For an object c ∈ C[[~]] denote
c[~d] := ker(~d : c→ c) ∈ (Cn)
♥ ⊂ (C[[~]])
♥
and
~
d
c := Im(~d : c→ c) ∈ (C[[~]])
♥.
Lemma A.2.8. The sequence of subobjects
d 7→ c[~d] ⊂ c
staibilizes.
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Let us assume this lemma for a moment and proceed with the proof of Proposition A.2.7.
Let c[~∞] denote the subobject of c equal to the eventual value of c[~d].
For a subobject c1 ⊂ c we define its saturation c˜1 to be the preimage of (c/c1)[~
∞] under the
projection
c→ c/c1.
Let
c1 ⊂ c2 ⊂ ... ⊂ c
be a sequence of subobjects. Consider the corresponding sequence of their saturations
c˜1 ⊂ c˜2... ⊂ c.
By construction, the corresponding maps
c˜i/~c˜i → c/~c
are injective.
It is easy to see that as soon as
c˜i/~c˜i →֒ ci+1/~ci+1
is an isomorphism (which happens for some i due to the Noetherianness of C), we have c˜i = c˜i+1.
Replacing the initial c by the eventual value of c˜i and reindexing, we can assume that all c˜i = c.
Taking the quotient, we can assume that c is torsion. Then the assertion follows from Lemma A.2.8.

Proof of Lemma A.2.8 (due to J. Lurie). Multiplication by ~n defines surjective maps
c/~c→ ~nc/~n+1c.
By Noetherianness, the kernels of these maps stabilize. Hence, for some n0 and all n ≥ n0, the maps
~
n
c/~n+1c
~
→ ~n+1c/~n+2c
are isomorphisms.
By ~-completeness, the maps
~
n
c
~
→ ~n+1c
are also isomorphisms. Hence, ~ is torsion-free on ~nc.
Hence, for any d,
c[~d] →֒ (c/~nc)[~d].
Now, the assertion follows by Noetherianness.

A.2.9. We define a t-structure on Shv((~))(Y ) to be uniquely characterized by the property that the
localization functor
Shv[[~]](Y )→ Shv((~))(Y )
is t-exact.
The t-structure on Shv[[~]](Y ) induces one on Ind(Shv[[~]](Y )). The functor
Shv((~))(Y )→ Ind(Shv[[~]](Y ))
right adjoint to the projection is also t-exact.
A.3. Gerbes with a formal parameter.
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A.3.1. For a fixed n, one can talk about (e[~]/~n)×-gerbes on a given scheme/prestack Y , defined as
in Sect. 0.5.6. Denote this category by Gen(Y ). Define the category Ge~(Y ) by
Ge~(Y ) := lim
n
Gen(Y ).
Given an object G ∈ Ge~(Y ), one can consider the category
ShvG,[[~]](Y)
and its localization ShvG,((~))(Y).
A.3.2. Define the group Zn in each of the sheaf theories from Sect. 0.5.4 as follows:
• For Shv(−) being constructible sheaves in classical topology with e-coefficients, set
Zn = (e[~]/~
n)×;
• For Shv(−) being constructible ℓ-adic sheaves, set Zn = (Z¯ℓ[~]/~
n)×;
• For Shv(−) being holonomic D-modules, set Zn = (k[~]/~
n)/Z.
In all of these cases, an element ζ ∈ Zn gives rise to a Kummer character sheaf Ψζ ∈ Shvn(Gm).
Hence, for a line bundle L on Y and ζ as above, we obtain a well-defined object
L
ζ ∈ Gen(Y ).
A.3.3. Define
Z~ := lim
n
Zn.
We obtain that for a line bundle L on Y and ζ ∈ Z~, we obtain a well-defined object
L
ζ ∈ Ge~(Y ).
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