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Abstract
We introduce and study the orderly spanning trees of plane graphs. This algo-
rithmic tool generalizes canonical orderings, which exist only for triconnected plane
graphs. Although not every plane graph admits an orderly spanning tree, we provide
an algorithm to compute an orderly pair for any connected planar graph G, consisting
of a plane graph H of G, and an orderly spanning tree of H. We also present several
applications of orderly spanning trees: (1) a new constructive proof for Schnyder’s
Realizer Theorem, (2) the first area-optimal 2-visibility drawing of G, and (3) the best
known encodings of G with O(1)-time query support. All algorithms in this paper run
in linear time.
1 Introduction
The canonical orderings of triconnected plane graphs [14, 24, 35, 36] are crucial in several
graph-drawing and graph-encoding algorithms [9–11, 19, 25, 27]. This paper introduces an
algorithmic tool orderly spanning tree, which generalizes the concept of canonical ordering
for plane graphs unrequired to be triconnected. Although not every connected plane graph
admits an orderly spanning tree, we provide a linear-time algorithm to compute an orderly
pair for any connected planar graph G, consisting of a plane graph H of G, and an orderly
spanning tree of H .
1.1 Application 1
For the first application of orderly spanning trees, we present a new linear-time algorithm to
compute a realizer for any plane triangulation (i.e., simple triangulated plane graph with at
least three nodes). Schnyder [48] gave the first known linear-time algorithm that computes a
realizer for any plane triangulation, and thus, settling the open question on the dimension [17,
∗A preliminary version appeared in Proceedings of the 12-th Annual ACM-SIAM Symposium on Discrete
Algorithms, Washington, D.C., USA, January 7–9, 2001, pp. 506–515. This research is supported in part by
NSC grants NSC 89-2213-E-001-034 and NSC 89-2218-E-001-014.
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54] of planar graphs. This celebrated result also yields the best known straight-line drawing
of planar graphs on the grid [49]. The original proof of Schnyder’s Realizer Theorem is
complicated. Our proof, based upon the existence of orderly spanning tree for any simple
plane triangulation, is relatively simple.
1.2 Application 2
For the second application of orderly spanning trees, we give an O(n)-time algorithm that
produces a 2-visibility drawing for any n-node simple plane graph H , with n ≥ 3, whose area
is at most (n−1)×⌊ 2n+1
3
⌋
. Let v1, v2, . . . , vn be the nodes of H . A 2-visibility drawing [19] of
H consists of n non-overlapping rectangles b1, b2, . . . , bn such that if vi and vj are adjacent in
H , then bi and bj are visible to each other either horizontally or vertically.
1 For example, the
picture in Figure 1(b) is a 2-visibility drawing of the plane graph in Figure 1(a). Fo¨ßmeier,
Kant, and Kaufmann [19] gave an O(n)-time algorithm to compute an x × y 2-visibility
drawing for H with x + y ≤ 2n, and conjectured that it is “not trivial” to improve their
upper bound. Moreover, they showed an n-node plane triangulation whose x× y 2-visibility
drawing requires x+ y ≥ n− 1 + ⌊2n+1
3
⌋
and min{x, y} ≥ ⌊2n+1
3
⌋
.2 According to their lower
bounds, the 2-visibility drawing produced by our algorithm is worst-case optimal.
In order to take advantage of the wonderful properties of canonical orderings, many
drawing algorithms work on triangulated versions of input plane graphs. As pointed out
in [24], the initial triangulation tends to ruin the original plane graph’s structure. Our
orderly-pair algorithm appears as a promising tool for drawing graphs neatly and compactly,
without first triangulating the given plane graphs. The concept of orderly pair is more
general than that of canonical ordering, since all known canonical orderings are defined for
plane graphs. The technique of orderly pairs is potentially more powerful, since it exploits
the flexibility of planar graphs whose planar embeddings are not predetermined.
1.3 Application 3
For the third application of orderly spanning trees, we investigate the problem of encoding
a graph G into a binary string S with the requirement that S can be decoded to reconstruct
G. This problem has been extensively studied with three objectives: (1) minimizing the
length of S, (2) minimizing the time required to compute and decode S, and (3) supporting
queries efficiently. As these objectives are often conflicting, a number of coding schemes
with different trade-offs have been proposed in the literature. The widely useful adjacency-
list encoding of an n-node m-edge graph G requires 2m⌈log2 n⌉ bits. Using the encoding
schemes of Breuer and Folkman [4, 5] developed during the 60’s, the adjacency of any two
nodes can be determined by the Hamming distance of their labels. Talamo and Vocca [51]
gave an encoding, obtainable in O(n3) time, that assigns an O(d log3 n)-bit label to each
1A closely related rectangle-visibility drawing [3, 15, 16, 30] of H requires that vi and vj are adjacent in H
if and only if bi and bj are visible to each other.
2The lower bounds stated in [19] are x+ y ≥ 5n
3
and min{x, y} ≥ 2n
3
. Based on the given sketch of proof,
however, it is not hard to see that their lower bound should be corrected as x + y ≥ n − 1 + ⌊ 2n+1
3
⌋
and
min{x, y} ≥ ⌊2n+1
3
⌋
.
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degree-d node. Without accounting for the time required to read the labels, the adjacency of
two nodes can be determined from their encoding in O(1) time. For certain graph families,
Kannan, Naor, and Rudich [34] provided schemes encoding each node with O(logn) bits,
and supporting the O(logn)-time testing of adjacency between any two nodes. Instead of
using Schnyder’s Realizer Theorem, Grossi and Lodi [23] improved the results in [34] for
planar graphs by inventing an O(n logn)-time algorithm to decompose any planar graph
into three edge-disjoint forests.3 Cohen, Di Battista, Kanevsky, and Tamassia [13] provided
an O(n4m4k/k2)-time and linear-space encoding of a k-connected G, supporting O(1)-time
query on whether any two nodes are connected by k + 1 node-disjoint paths. Jacobson [33]
gave an Θ(n)-bit encoding for a connected and simple planar G to support traversal in
Θ(logn) time per node visited.
Under the model of unit-cost RAM [7, 12, 20, 52, 53, 58], where operations such as read,
write, and add on O(logn) consecutive bits take O(1) time, an encoding S of G is weakly
convenient [11] if it takes (i) O(m + n) time to encode G and decode S, (ii) O(1) time to
determine from S the adjacency of any two nodes in G, and (iii) O(d) time to determine from
S the neighbors of a degree-d node in G. If the degree of a node can be determined from a
weakly convenient S in O(1) time, then S is convenient [11]. For a planar G having multiple
edges but no self-loops, Munro and Raman [42] gave the first nontrivial convenient encoding
of G with 2m + 8n + o(m + n) bits. Their result is based on the four-page decomposition
of planar graphs [59] and auxiliary strings, encoding an involved three-level data structure
for any string of parentheses. For a planar G that has (respectively, has no) multiple edges,
Chuang, Garg, He, Kao, and Lu [11] improved the bit count to 2m +
(
5 + 1
k
)
n + o(m + n)
(respectively, 5
3
m+
(
5 + 1
k
)
n+o(n)) for any positive constant k. They also provided a weakly
convenient encoding of 2m+ 14
3
n+o(m+n) (respectively, 4
3
m+5n+o(n)) bits for a planar G
that has (respectively, has no) multiple edges. Based on our orderly-pair algorithm, in this
paper we present the best known convenient encodings for a planar G: If Gmay (respectively,
does not) contain multiple edges, then the bit count of our encoding is 2m + 3n + o(m +
n) (respectively, 2m + 2n + o(n)), which is even less than that of the weakly convenient
encodings of Chuang et al. [11]. The bit counts are very close to Tutte’s information-
theoretical lower bound of roughly 3.58m bits for encoding connected plane graphs without
any query support [57]. The bit count of our encoding for a planar G without multiple edges
matches that of the best known convenient encoding for an outerplanar graph [42]. Besides
relying on the orderly-pair algorithm, our results are also based on an improved auxiliary
string for a folklore encoding [11, 26, 42] of a rooted tree T . With the auxiliary strings of
Munro and Raman [42], computing the degree of a degree-d node in T requires Θ(d) time.
In this paper, we present a nontrivial auxiliary string, in Lemma 5.3, to support the degree
query in O(1) time.
If one only needs to reconstruct G with no query support, the code length can be sub-
stantially shortened. For this case, Tura´n [55] used 4m bits for a planar G that may have
self-loops; this bound was improved by Keeler and Westbrook [38] to 3.58m bits. They
also provided coding schemes for several important families of planar graphs. In particular,
they used 1.53m bits for a triangulated simple G, and 3m bits for a connected G free of
3The results of Schnyder [48, 49] immediately imply a linear-time algorithm for decomposing any planar
graph into three edge-disjoint forests.
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Figure 1: (a) A plane graph H with an orderly spanning tree of H rooted at node 1 rep-
resented by the thick edges. (b) A 2-visibility drawing of H . (c) A realizer (T1, T2, T12) of
H , where T1 (respectively, T2 and T12) consists of the thick (respectively, dashed and thin)
edges.
self-loops and degree-one nodes. For a simple triangulated (respectively, triconnected) G,
He, Kao, and Lu [27] improved the bit count to 4
3
m+O(1) (respectively, 3
2
(log2 3)m+O(1)).
Rossignac [47] independently showed how to encode a triangulated G in 4
3
m + O(1) bits.
Although all these encodings can be encoded and decoded in linear time, none of them is
known to be information-theoretically optimal. For example, the information-theoretic tight
bound for plane triangulations, given by Tutte [56], is roughly 1.08m. Recently, He, Kao,
and Lu [26, 28] proposed an O(n logn)-time framework for encoding a graph in information-
theoretically optimal number of bits. This framework is applicable to various classes of planar
graphs. Lu [40] improved the framework to run in O(n), and showed that its applicable to all
graphs with genus o(n log2) as long as their genus embeddings are given. For dense graphs
and complement graphs, Kao and Teng [37] devised two compressed representations from
adjacency lists to speed up basic graph techniques. Papadimitriou and Yannakakis [46] and
Galperin and Wigderson [21] investigated complexity issues arising from encoding a graph
by a small circuit that computes its adjacency matrix. For labeled planar graphs, Itai and
Rodeh [32] gave an encoding of 3
2
n logn+O(n) bits. For unlabeled general graphs, Naor [44]
gave an encoding of 1
2
n2 − n logn + O(n) bits. For encodings of sparse graphs that need
support for efficient updates, see [6, 43]. For parallel encoding algorithms for sparse graphs,
see [1]. A book in preparation by Spinrad [50] surveys implicit representations for various
graph classes.
1.4 Recent applications
Besides the applications presented in the present paper, our orderly-pair algorithm also yields
the following recent results: (a) Improved compact distributed routing tables for any n-node
distributed planar network [41], improving the best previously known design of Gavoille and
Hanusse [22] by reducing the worst-case table size count from 8n+o(n) bits to 7.181n+o(n)
4
bits, without increasing the time complexity of preprocessing and query. (b) A linear-time
algorithm for constructing compact floor-plans for plane triangulations [39], which is not
only much simpler than the previous methods in the literature [25, 60], but also provides the
first known nontrivial upper bound on the floor-plan’s area. (c) Compact Podevs drawings
for plane graphs and an alternative proof for the sufficient and necessary condition for a
planar graph to admit a rectangular dual [8].
1.5 Organization of the paper
The rest of the paper is organized as follows. Section 2 gives the linear-time algorithm
for computing an orderly pair of any given planar graph, whose applications are given in
Sections 3–5. Section 3 gives the linear-time algorithm for computing a realizer of any given
plane triangulation. Section 4 shows the linear-time algorithm for obtaining an area-optimal
2-visibility drawing of any given plane graph. Section 5 presents the best known convenient
encodings for planar graphs.
2 Orderly spanning trees for plane graphs
2.1 Basics
A graph is simple if it contains no multiple edges. Unless stated otherwise, all graphs in
Sections 2–4 are simple. A plane graph of a planar graph G is the graph G equipped with a
fixed planar embedding of G. Let H be a plane graph. The contour of H is the boundary
of the external face of H . The nodes and edges on the contour of H are external in H ; and
the other nodes and edges are internal in H .
Let T be a rooted spanning tree of a connected plane graph H . Two distinct nodes of
H are unrelated with respect to T if neither of them is an ancestor of the other in T . An
edge e of H is unrelated with respect to T if the endpoints of e are unrelated with respect
to T . Let v1, v2, . . . , vn be the counterclockwise preordering of the nodes in T . A node vi is
orderly in H with respect to T if the neighbors of vi in H form the following four blocks of
H with respect to T in counterclockwise order around vi:
B1(vi): the parent of vi in T ;
B2(vi): the nodes vj with j < i that are unrelated to vi with respect to T ;
B3(vi): the children of vi in T ; and
B4(vi): the nodes vj with j > i that are unrelated to vi with respect to T ,
where each block could be empty. T is an orderly spanning tree of H if (i) v1 is on the
contour of H , and (ii) each node vi is orderly in H with respect to T . Clearly, if T is an
orderly spanning tree of H , then each incident edge of v1 in H belongs to T . An example
of orderly spanning tree is given in Figure 1(a). Figure 2(a) provides a negative example of
orderly spanning tree, where nodes 1, 3, 8, and 10 are not orderly in H with respect to T .
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Figure 2: (a) The tree rooted at node 1, consisting of the thick edges, is not an orderly
spanning tree of the plane graph. (b) A triconnected plane graph H , where the thick edges
form an orderly spanning tree T , rooted at node 1, of H . The counterclockwise preordering
of T is not a canonical ordering of H .
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Figure 3: (a) A plane graph H that has no orderly spanning trees. (b) A different planar
embedding of H that admits an orderly spanning tree rooted at node 1, consisting of the
thick edges.
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Not every connected plane graph admits an orderly spanning tree. However, as to be
shown in this section, there always exists a planar embedding for any given planar graph that
admits an orderly spanning tree. For example, consider the plane graph H in Figure 3(a).
Assume for a contradiction that H admits an orderly spanning tree T rooted at node 1.
Observe that the thick edges must be in T , and thus the thin edges cannot be in T . Clearly,
T contains exactly one of the dashed edges. In either case, however, the parent of node 6
in T is not orderly in H with respect to T , thereby, contradicting the assumption that T is
an orderly spanning tree rooted at node 1. Since H is rotationally symmetric, H admits no
orderly spanning trees. If we change the planar embedding of H by moving edge (2, 5) to the
interior of H , as shown in Figure 3(b), then the new plane graph has an orderly spanning
tree rooted at node 1 consisting of the thick edges.
We say that (H, T ) is an orderly pair of a connected planar graph G with respect to r if
(i) H is a plane graph of G, and (ii) T rooted at r is an orderly spanning tree of H . The
concept of orderly pair originates from that of canonical spanning tree of triconnected plane
graphs, introduced by Chuang et al. [11]. If a plane graph H is triconnected, then an orderly
spanning tree of H is precisely a canonical spanning tree of H . One the one hand, given
a canonical ordering of H , obtainable in linear time [35], it takes linear time to compute
for H an orderly spanning tree T whose counterclockwise preordering is the given canonical
ordering of H [11]. On the other hand, as shown in Figure 2(b), the counterclockwise
preordering of an orderly spanning tree for H may not be a canonical ordering of H . If H
is a plane triangulation, however, then it is not difficult to verify that the counterclockwise
preordering of any orderly spanning tree of H is a canonical ordering of H .
2.2 The orderly-pair algorithm
This subsection shows how to compute an orderly pair for any planar graph in linear time.
Without loss of generality, we may assume that the input planar graph is already equipped
with a planar embedding represented by an adjacency list, where each node v keeps a doubly
linked list, storing its neighbors in counterclockwise order around v. Moreover, two copies
of an edge are cross-linked to each other. Based upon this representation, both deleting an
edge and moving an edge to the interior of a face can be conducted in O(1) time. Such a
representation can be obtained as a by-product by running the linear-time planarity-testing
algorithm of Hopcroft and Tarjan [29].
To describe the algorithm, we need some definitions for a 2-connected plane graph H . If
v is an external node in H , then let next(H, v) (respectively, prev(H, v)) denote the external
node of H that immediately succeeds (respectively, precedes) v in counterclockwise order
around the contour of H . For any two distinct external nodes r and v of H , let K1(H, r, v)
(respectively, K2(H, r, v)) denote the sequence of the external nodes of H from r to v in
counterclockwise (respectively, clockwise) order around the contour of H . Clearly, we have
prev(H, v) ∈ K1(H, r, v) and next(H, v) ∈ K2(H, r, v). Let K(H, r) = K1(H, r, prev(H, r)),
i.e., the sequence of the external nodes of H from r to prev(H, r) in counterclockwise order
around the contour of H . For example, if H is the plane graph shown in Figure 3(b), then
we have next(H, 2) = 6, prev(H, 2) = 1, K1(H, 1, 6) = (1, 2, 6), K2(H, 1, 6) = (1, 5, 6), and
K(H, 1) = (1, 2, 6, 5).
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The key component of our orderly-pair algorithm is the following recursive subroutine
block(G, r, v), where G is a 2-connected plane graph, and r and v are two distinct external
nodes of G.
Subroutine block(G, r, v)
Step 1. If G consists of a single edge (r, v), then return (G,G); otherwise, perform Steps 2–7.
Step 2. Perform Step 2.1 for each internal face F of v in G in clockwise order around v
starting from the one containing (v, prev(G, v)).
Step 2.1. For any node x in F such that (v, x) is an edge of G preceding F in
counterclockwise order around v starting from (v, next(G, v)), update the
planar embedding of G by flipping (v, x) into the interior of F .
Remark. For instance, if v and F are as shown in Figure 4, then (v, x1)
and (v, x2) will be flipped into the interior of F by Step 2.1.
Step 3. Let p be the neighbor of v in G closest to r in K2(G, r, v).
Step 4. Perform Step 4.1 for each internal face F of G that succeeds (v, p) in counterclockwise
order around v starting from the one containing (v, p):
Step 4.1. For any node x in F such that (v, x) is an edge of G succeeding F in
counterclockwise order around v starting from (v, next(G, v)), update the
planar embedding of G by flipping (v, x) into the interior of F .
Remark. For instance, if v and F are as shown in Figure 4, then (v, x3)
and (v, x4) will be flipped into the interior of F by Step 4.1.
Step 5. Let G′ be the graph obtained by deleting all the incident edges of v in G, except for
(v, p). Compute the 2-connected components of G′ by traversing the segment of the
contour of G′ from prev(G, v) to next(G, v) in counterclockwise order around the
counter of G′.
Remark. Since G is 2-connected, we know that all 2-connected components of G′ are
external to one another. Therefore, the above traversal on part of the contour will
suffice. Also, by definitions of G′ and p, some 2-connected component of G′ consists
of the single edge (v, p).
Step 6. Compute (Hi, Ti) = block(Gi, ri, vi) for each 2-connected component Gi of G
′, where
ri is the node of Gi closest to r in G
′, and vi is defined as follows:
Case 1: Gi = (v, p). Let vi = v.
Case 2: Gi and prev(G, v) are on the same side of (v, p) in G. Let S consist of
the nodes in both K1(Gi, next(Gi, ri), prev(Gi, ri)) and K1(G, r, v). If S is
empty, then let vi = next(Gi, ri). Otherwise, let vi be the last node of S in
counterclockwise order around the contour of Gi.
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Fprev(G, v)
next(G, v)
v
x4 x3
x2
x1
Figure 4: F is an internal face of G containing nodes v and xi, but not edge (v, xi) for each
i ∈ {1, 2, 3, 4}.
Case 3: Gi and next(G, v) are on the same side of (v, p) in G. Let S consist of
the nodes in both K1(Gi, next(Gi, ri), prev(Gi, ri)) and K2(G, r, v). If S is
empty, then let vi = prev(Gi, ri). Otherwise, let vi be the first node of S in
counterclockwise order around the contour of Gi.
Step 7. Return (H, T ), where H is obtained from G by replacing each Gi with Hi, and T is
the union of all Ti.
An illustration of block(G, r, v) is given in Figure 5. Let G be the 2-connected plane
graph shown in Figure 5(a). At the completion of Step 4, the resulting G and p are as
shown in Figure 5(b), where the gray ellipse with label i is the i-th 2-connected component
Gi of G
′. Note that (v, p) is also a 2-connected component of G′. One can verify that
after Step 6 we have r1 = r, r2 = r6, r8 = r9, r11 = r12 = p, and v11 = v. For the 2-
connected components lying on the same side of (v, p) with prev(G, v), we have v1 = r2,
v2 = r3, v3 = r4, v4 = prev(G, v), and vi = next(Gi, ri) for each i ∈ {5, 6, . . . , 10}. For the
2-connected components lying on the same side of (v, p) with next(G, v), we have v12 = r13,
v13 = r15, v14 = prev(G14, r14), and v15 = next(G, v).
Lemma 2.1 If r and v are two distinct external nodes of a 2-connected plane graph G, then
block(G, r, v) outputs an orderly pair of G with respect to r.
Proof. Let (H, T ) be the output of block(G, r, v). We prove the following statements with
respect to G, H , T , r, and v by induction on the number of edges in G:
1. Each external node of G remains external in H . Moreover, K(G, r) is a subsequence
of K(H, r).
2. For each neighbor x of v inH other than p, if x and prev(H, v) (respectively, next(H, v))
are on the same side of (v, p) in H , then (v, x) is on the first (respectively, last) internal
face of H containing v and x in counterclockwise order around v starting from the one
containing (v, next(H, v)).
9
(a) (b)
r
v
7
10
12
8
3
4
5
2 6
1
13
14
15
r
v
9
11
p
Figure 5: (a) A 2-connected plane graph G, where each gray ellipse is a 2-connected com-
ponent of G − {v}. (b) The plane graph G at the completion of performing Steps 1–4 of
block(G, r, v).
3. T rooted at r is a spanning tree of H such that exactly one of the following conditions
holds for each node u in K1(H, r, v) (respectively, K2(H, r, v)): (i) u is a leaf of T ; and
(ii) next(H, u) (respectively, prev(H, u)) is the lowest-indexed (respectively, highest-
indexed) child of u in T .
4. H is a plane graph of G.
5. T rooted at r is an orderly spanning tree of H .
Statements 4 and 5 clearly suffice, but we need the other statements to enable the induction
step. When G consists of a single edge (r, v), by Step 1 we have H = T = G. It is not difficult
to see the inductive basis of each statement holds. For brevity, let Statement j(i) stand for
Statement j with respect to Gi, Hi, Ti, ri, and vi. Suppose G
′ consists of k 2-connected
components. By Step 6, we have ri 6= vi for each i. It follows from the inductive hypothesis
that Statement j(i) holds for each i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , 5}. The rest of the
proof shows the induction step.
Statement 1 Observe that throughout the execution of block(G, r, v), without accounting
for its subsequent subroutine calls to block, the embedding of G changes only by flipping
edges into the interior of internal faces of G in Steps 2 and 4. Thus, based on how H is
obtained from G in Step 7, it follows from Statement 1(i) for all i ∈ {1, 2, . . . , k} that the
statement holds.
Statement 2 Let Statement 2’ stand for the statement obtained from Statement 2 by
replacing each H with an G. By Steps 2 and 4, one can easily verify that the G at the
10
completion Step 4 satisfies Statement 2’. From Statement 2 and how H is obtained from G in
Step 7, we know that the relative order among the incident edges of v and the faces containing
v remains the same in G and H . Therefore the statement follows from Statement 2’.
Statement 3 For each i ∈ {1, 2, . . . , k}, Statement 3(i) implies that Ti is a spanning tree
of Hi. Since H1, H2, . . . , Hk are edge disjoint, and each node of H belongs to some Hi, we
know that T , the union of all Ti, is a spanning tree of H . Since v is a leaf of T , clearly the
required property holds for v. Let x be an external node of H other than v. If (x, v) is not
an external edge of H belonging to H − T , then the required property for x follows from
the property of x guaranteed by Statement 3(i) for each index i with x ∈ Hi. Otherwise, by
Statement 2, x is either prev(H, v) or next(H, v). Let Hj be the 2-connected component of
H ′ containing x. We have vj = x. By Statement 3(j), x is a leaf of Tj . Clearly, x is also a
leaf of T , so the required property holds for x.
Statement 4 Observe that Steps 2 and 4 flip an edge (v, x) into the interior of F only if F
contains both v and x. Therefore, the equipped embedding of G at the completion of Step 4
is still planar. According to how H is obtained from G in Step 7, the statement follows from
Statements 1 and 4(i) for all indices i ∈ {1, 2, . . . , k}.
Statement 5 Clearly, each neighbor of r in H is a child of r in T , hence r is orderly in H
with respect to T . The rest of the proof shows that each node x other than r is orderly in
H with respect to T . Let H ′ be the graph obtained from H by deleting each incident edge
of v in H − T . Clearly, H ′ is a plane graph of G′, and each Hi is a 2-connected component
of H ′. Let Ix consist of the indices i with x ∈ Hi. By x 6= r, one can verify that there is an
index j in Ix such that x 6= rj and x = ri for each index i ∈ Ix − {j}.
We first show that if (v, x) is an edge of H −H ′, then (v, x) is unrelated with respect to
T . If the index of x is higher than that of v, then by the fact that v is a leaf in T , we know
that (v, x) is unrelated. As for the case with the index of x lower than than that of v, let us
assume for a contradiction that x is an ancestor of v in T . By (v, x) ∈ H − T and the fact
that p is the parent of v in T , we know that x is also an ancestor of p in T . Let P be the
path of T between r and p. Clearly, x ∈ P . Let y be the node of Hj closest to p in P . It is
not difficult to see y ∈ K2(H, r, p) and y ∈ K2(Hj, rj, x). By (v, p) ∈ T , (v, x) ∈ H − T , and
y ∈ K2(H, r, p), we know y 6= x. Otherwise, x would have been a neighbor of v in H closer
to r than p in K2(H, r, v), thereby, contradicting the choice of p by Step 3. By y 6= x, x is
not a leaf of Tj . Let z = prev(Hj, x). By Statement 2(j), we know that z is a child of x in
Tj . By (v, x) 6∈ T , we have x 6= rj . By x 6= rj and y ∈ K2(Hj , rj, x), we know that y and z
are on different sides of the path of Tj between rj and x in Hj, thereby, contradicting the
fact that z is the highest-indexed child of x in Tj.
We then show that x is orderly in H ′ with respect to T . If |Ix| = 1, then the orderly
pattern of x in H ′ with respect to T follows immediately from that in Hj with respect to Tj ,
which is ensured by Statement 5(j). When |Ix| ≥ 2, by Statement 5(i) for all i ∈ Ix − {j},
each neighbor of x in
⋃
i∈Ix−{j}
Hi is a child of x in T . It follows from Statement 3(j) that
all children of x in T are consecutive in H ′ around x. Since x is orderly in Hj with respect
to Tj , one can see that x is orderly in H
′ with respect to T .
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Since v is a leaf of T , we know that v is orderly in H with respect to T . It remains to show
that each neighbor x of v in H −H ′ is orderly in H with respect to T . Let z1 (respectively,
z2) be the neighbor of x that precedes (respectively, succeeds) v in counterclockwise order
around x. It suffices to show that if the index of x is lower (respectively, higher) than that
of v, then z2 (respectively, z1) belongs to B1(x) or B4(x) (respectively, B1(x) or B2(x)) of
H ′ with respect to T as follows: If the index of x is lower than that of v, then we know
z2 = next(Hj, x) by Statement 2. By Step 6, one can verify that x belongs to K2(Hj, rj , vj).
By Statement 3, we have that z2 belongs to either B1(x) or B4(x) of H
′ with respect to T .
If the index of x is higher than that of v, then we know z1 = prev(Hj , x) from Statement 2.
By Step 6, one can verify that x belongs to K1(Hj, rj, vj). From Statement 3, we have that
z1 belongs to either B1(x) or B2(x) of H
′ with respect to T .
Lemma 2.2 If r and v are two distinct external nodes of an n-node 2-connected plane graph
G, then block(G, r, v) runs in O(n) time.
Proof. The execution of block(G, r, v) consists of a sequence of subroutine calls to block.
One can see that each node of G can be the parameter v for no more than two subroutine
calls to block — one with G 6= (r, v) and the other with G = (r, v). Clearly, if G = (r, v),
then the subroutine call block(G, r, v) runs in O(1) time. Let ℓ be the number of subroutine
calls to block(G, r, v) with G 6= (r, v). For each j ∈ {1, 2, . . . , ℓ}, let block(Gj, rj, vj) be the
j-th subroutine call to block with Gj 6= (rj, vj) throughout the execution of block(G, r, v),
where G1 = G, r1 = r, and v1 = v. Clearly, vj 6= vj′ for any two distinct indices j and j′,
thereby, implying ℓ ≤ n. Let Ej consist of the edges of G belonging to the boundary of some
internal face of Gj which contains vj . Let tj be the time required by block(Gj , rj, vj), without
accounting for that required by its subsequent subroutine calls to block. Clearly, tj = O(|Ej|)
holds for each j. It is not difficult to implement the algorithm block such that the running
time of block(G, r, v) is dominated by
∑ℓ
j=1 tj =
∑ℓ
j=1O(|Ej|). Since G has O(n) edges, it
suffices to show as follows that any edge (x, y) of G belongs to no more than two of the sets
E1, E2, . . . , Eℓ: Let j1 be the smallest index j with (x, y) ∈ Ej . If vj1 ∈ {x, y}, then j1 is
also the largest index j with (x, y) ∈ Ej . It remains to consider the case vj1 6∈ {x, y}. Let j2
be the smallest index j with j > j1 and (x, y) ∈ Ej . By definition of block, it can be verified
that (x, y) has to be on the contour of Gj2, implying vj2 ∈ {x, y}. Therefore, j2 is the largest
index j with (x, y) ∈ Ej .
Finally, we have the next theorem.
Theorem 2.3 It takes O(n) time to compute an orderly pair for an n-node connected planar
graph.
Proof. Let G be a plane graph of the input n-node planar graph. Let G1, G2, . . . , Gk be the
2-connected of G. Let r be an external node of G1. For each i, let ri be the node of Gi closest
to r in G. Clearly, r1 = r. Also, for each i ∈ {2, 3, . . . , k}, it is not difficult to see that ri
is an external node of Gi, and that G− {ri} is disconnected. For each i ∈ {1, 2, . . . , k}, let
(Hi, Ti) = block(Gi, ri, next(Gi, ri)). Let T be the union of T1, T2, . . . , Tk rooted at r. Let H
be the union of H1, H2, . . . , Hk such that, for each i ∈ {1, 2, . . . , k}, the children of ri in T
are consecutive in the counterclockwise neighbor sequence of r1 in H . By Lemma 2.1, one
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can verify that H is a well-defined plane graph of G, and that T is an orderly spanning tree
of H . By Lemma 2.2, it is not difficult to see that both H and T are derivable in O(n) time.
3 Realizers for plane triangulations
This section provides a new linear-time algorithm for computing a realizer for any n-node
plane triangulation G. As defined by Schnyder [48, 49], (T1, T2, Tn) is a realizer of G if
• the internal edges of G are partitioned into three edge-disjoint trees T1, T2, and Tn,
each rooted at a distinct external node of G; and
• the neighbors of each internal node v of G form six blocks U1, Dn, U2, D1, Un, and D2
in counterclockwise order around v, where for each j ∈ {1, 2, n}, Uj (respectively, Dj)
consists of the parent (respectively, children) of v in Tj .
A realizer of the plane triangulation in Figure 1(a) is shown in Figure 1(c).
Lemma 3.1 Given an orderly spanning tree of G, a realizer of G is computable in O(n)
time.
Proof. Let T be the given orderly spanning tree of G. Let v1, v2, . . . , vn be the counterclock-
wise preordering of T , where v1, v2, and vn are the external nodes of G in counterclockwise
order. Clearly, (v1, v2) and (v1, vn) must be in T . Since G is a plane triangulation, and the
edge of G − T is unrelated with respect to T , we know that both B2(vi) and B4(vi) are
nonempty for each 3 ≤ i ≤ n − 1. Let pi (respectively, qi) be the index of the last (respec-
tively, first) node in B2(vi) (respectively, B4(vi)) in counterclockwise order around vi. Let T1
be obtained from T by deleting (v1, v2) and (v1, vn). Let T2 = {(vi, vpi) | 3 ≤ i ≤ n− 1} and
Tn = {(vi, vqi) | 3 ≤ i ≤ n− 1}. An example is shown in Figure 1(c). Clearly, pi < i < qi
holds for each 3 ≤ i ≤ n−1, implying that both T2 and Tn are acyclic. Since G is a plane tri-
angulation, exactly one of the equalities i = pj and j = qi holds for each edge (vi, vj) ∈ G−T
with i < j. It follows that each internal edge of G belongs to exactly one of T1, T2, and Tn.
By definitions of pi and qi, one can verify that the neighbors of each internal node vi of G
indeed form the required pattern for (T1, T2, Tn) as a realizer of G. Since it takes O(1) time
to determine each pi and qi, the lemma is proved.
Theorem 3.2 (see also [48, 49]) A realizer of any plane triangulation is derivable in lin-
ear time.
Proof. Straightforward by Theorem 2.3 and Lemma 3.1.
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4 2-visibility drawings for plane graphs
This section shows how to obtain in O(n) time an (n− 1)× ⌊2n+1
3
⌋
2-visibility drawing for
any n-node plane graph G. For calculating the area of a 2-visibility drawing, we follow the
convention [19], stating that the corner coordinates of each rectangle are integers, and that
each rectangle is no smaller than 1 × 1. For example, the area of the 2-visibility drawing
shown in Figure 1(b) is 9× 8. Let G′ be a plane triangulation obtained by triangulating G.
It is clear that any 2-visibility drawing of G′ is also a 2-visibility drawing of G. The rest of
the section assumes that G is a plane triangulation.
Let T be an orderly spanning tree of G. Let v1, v2, . . . , vn be the counterclockwise
preordering of the nodes in T . Our algorithm draw(G, T ) consists of n iterations, where the
i-th iteration performs the following steps:
Step 1. If i 6= 1 and vi is not the first child of its parent in T , then lengthen each ancestor
of vi in T to the right by one unit.
Step 2. Draw vi as a unit square beneath the parent of vi in T such that vi and all ancestors
of vi in T align along the right boundary. Clearly, vi is vertically visible to its parent
in T .
Step 3. Lengthen downward vi and each neighbor vj of vi in G with j < i, if necessary, so
that vi and vj are horizontally visible to each other.
If G and T are as shown in Figure 1(a), then the intermediate (respectively, resulting)
drawing obtained by draw(G, T ) is shown in Figure 6 (respectively, Figure 1(b)).
Lemma 4.1 The algorithm draw(G, T ) obtains an x× y 2-visibility drawing of G with x ≤
n− 1 and that y equals the number of leaves in T .
Proof. Since T is an orderly spanning tree of G, it is clear that draw(G, T ) is well defined,
and that the output of draw(G, T ) is indeed a 2-visibility drawing of G with width equal
to the number of leaves in T . The rest of the proof shows that the height of the output
of draw(G, T ) is at most n − 1. For any two distinct edges e and e′ in G − T , we say that
e encloses e′ if e′ is enclosed by the cycle consisting of e and the path of T between the
endpoints of e. Let eˆ = (v2, vn). Clearly, eˆ encloses all the other edges in G− T . For each
edge e in G− T , if e does not enclose any other edge in G− T , then let ℓ(e) = 1; otherwise,
let ℓ(e) be one plus the maximum of ℓ(e′) over all the edges e′ in G−T that are enclosed by
e. One can easily verify that the height of the output of draw(G, T ) is at most 1 + ℓ(eˆ). It
remains to show ℓ(eˆ) ≤ n−2 as follows: Assume for a contradiction that e1, e2, . . . , en−1 is a
sequence of edges in G−T such that ei encloses e1, e2, . . . , ei−1 for each i ∈ {2, 3, . . . , n− 1}.
For each i ∈ {1, 2, . . . , n− 1}, let Xi consist of the endpoints of ei, ei+1, . . . , en−1. Clearly,
for each i ∈ {1, 2, . . . , n− 2}, there must be an endpoint of ei that is not in Xi+1. Therefore,
X1 contains at least n distinct nodes. Since T is an orderly spanning tree of G, v1 is not
incident to any edges of G − T . Therefore, v1 6∈ X1, and thereby, contradicting that G has
n nodes.
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Figure 6: An illustration of the intermediate steps of draw(G, T ), where G and T are as
shown in Figure 1(a).
Lemma 4.2 It takes O(n) time to compute an orderly spanning tree of G with
⌊
2n+1
3
⌋
or
fewer leaves.
Proof. Let v1, v2, and vn be the external nodes of G in counterclockwise order around the
contour of G. By Theorem 3.2, a realizer (T ′1, T
′
2, T
′
n) of G, where each T
′
i is rooted at vi, can
be obtained in O(n) time. Let I = {1, 2, n}. For each i ∈ I, let Ti = T ′i ∪ {(vi, vi1), (vi, vi2)},
where {i1, i2} = I − {i}. Clearly, T1, T2, and Tn are three spanning trees of G with T1 ∪
T2 ∪ Tn = G. We first show that each Ti is an orderly spanning tree of G. Since the relation
among T1, T2, and Tn is rotationally symmetric, it suffices to verify that each node is orderly
with respect to T1. Let v1, v2, . . . , vn be the counterclockwise preordering of T1. For each
i ∈ I and j ∈ {1, 2, . . . , n}, let Pi,j be the path of Ti between vi and vj . Note that P1,j , P2,j,
and Pn,j are three edge-disjoint paths of G that intersect only at vj . Clearly, if vj is not a
leaf of T1, then the children of vj in T1 are consecutive in G in counterclockwise order around
vj . Therefore, to ensure that each node is orderly with respect to T1, is suffices to prove that
each edge of G− T1 is unrelated with respect to T1: If vj′ were an ancestor of vj that is also
a neighbor of vj in G− T1, then vj and vj′ would be on different sides of P2,j′′ ∪ Pn,j′′ in G,
where vj′′ is the parent of vj in T1, thereby, contradicting the planarity of G.
It remains to show that T1, T2, or Tn has at most
2n+1
3
leaves. For each i ∈ I, let leaf(T ′i )
consist of the leaves of T ′i . Since the number of leaves in Ti is precisely 2 + |leaf(T ′i )|, it
suffices to show
∑
i∈I |leaf(T ′i )| ≤ 2n − 5 as follows. Let v be a node in leaf(T ′i ). Clearly, v
is internal in G. For each i ∈ I, let pi(v) denote the parent of v in Ti. Let i1 and i2 be the
indices in I − {i}. Since (T ′1, T ′2, T ′n) is a realizer of G, there is a unique internal face Fi(v)
of G containing v, pi1(v), and pi2(v). Clearly, pi1(v) 6∈ leaf(T ′i1) and pi2(v) 6∈ leaf(T ′i2). It
follows that Fi(v) 6= Fi1(u1) for any node u1 in leaf(T ′i1), and that Fi(v) 6= Fi2(u2) for any
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node u2 in leaf(T
′
i2
). Therefore,
∑
i∈I |leaf(T ′i )| is no more than the number of internal faces
of G, which is precisely 2n− 5 by Euler’s formula.
Theorem 4.3 An (n− 1)× ⌊2n+1
3
⌋
2-visibility drawing of any n-node planar graph is com-
putable in O(n) time.
Proof. It is not difficult to see that the algorithm draw can be implemented to run in linear
time, so the theorem follows immediately from Lemmas 4.1 and 4.2.
5 Convenient encodings for planar graphs
This section gives the best known convenient encodings for planar graphs as an application
of our orderly-pair algorithm. We need some notations to describe the data structures
required by our convenient encodings. Let |S| denote the length of a string S. Clearly, an S
consisting of t distinct symbols can be encoded in |S|⌈log2 t⌉ bits. For example, if S consists
of parentheses and brackets, including open and close ones, then S can be encoded in 2|S|
bits. S is binary if it consists of no more than two distinct symbols. For each 1 ≤ i ≤ j ≤ |S|,
let S[i, j] be the length-(j − i+1) substring of S from the i-th position to the j-th position.
If i > j, then let S[i, j] be the empty string. Define S[i] = S[i, i]. S[k] is enclosed by S[i] and
S[j] in S if i < k < j. Let select(S, i,✷) be the position of the i-th ✷ in S. Let rank(S, k,✷)
be the number of ✷’s before or at the k-th position of S. Clearly, if k = select(S, i,✷), then
i = rank(S, k,✷).
An auxiliary string χ of S is a binary string with |χ| = o(|S|) which is obtainable from
S in O(|S|) time.
Fact 5.1 (see [2, 18]) For any strings S1, S2, . . . , Sk with k = O(1), there is an auxiliary
string χ0 such that, given the concatenation of χ0, S1, S2, . . . , Sk as input, the index of the
first symbol of any given Si in the concatenation is computable in O(1) time.
Let S1 + S2 + · · ·+ Sk denote the concatenation of χ0, S1, S2, . . . , Sk as in Fact 5.1.
Suppose S is a string of multiple types of parentheses. Let reverse(S) be the string R such
that R[i] is the opposite type of parenthesis S[|S|+1−i]. For example, reverse(“)()])[”) =
“]([()(”. For an open parenthesis S[i] and a close one S[j] of the same type with i < j,
the two match in S if every parenthesis of the same type that is enclosed by them matches
one enclosed by them. S is balanced in type k if every parenthesis of type k in S belongs
to a matching parenthesis pair. S is balanced if S is empty or is balanced in all types of
parentheses. Here are some queries defined for a balanced S. Let match(S, i) be the position
of the parenthesis in S that matches S[i]. Let enclosek(S, i1, i2) be the position pair (j1, j2)
of the closest matching parenthesis pair of the k-th type that encloses S[i1] and S[i2].
Fact 5.2 (see [11, 42]) For any balanced string S of O(1) types of parentheses, there is
an auxiliary string χ1(S) such that each of rank(S, i,✷), select(S, i,✷), match(S, i), and
enclosek(S, i, j) can be determined from S + χ1(S) in O(1) time.
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For a string S of parentheses that may be unbalanced, we define wrapped(S, i) as fol-
lows. For the case that S[i] is an open parenthesis of type k, let S ′ be a string obtained
from S by appending some close parentheses of type k, if necessary, such that S ′[i] is
matched in S ′. Define wrapped(S, i) to be the number of indices j satisfying i < j ≤ |S|,
enclosek(S
′, j,match(S ′, j)) = (i,match(S ′, i)), and that S[j] is of type k. For the case that
S[i] is closed, let wrapped(S, i) = wrapped(reverse(S), |S|+ 1− i). Therefore, if
S = (()[[[[[(](])[(]])[[)[[(])[[[(](](]]])[(]]])[[(])[)[)[(]]]]])), (1)
122.....3.4.4.5..5..3..6.6...7.8.9...9.A...A..B.B.8.7.C.....C1
then we have wrapped(S, 1) = 10 and wrapped(S, 6) = 4. Clearly, if S is balanced, then
wrapped(S, i) is an even number for each i. The next lemma extends the set of queries
supported in Fact 5.2.
Lemma 5.3 For any balanced string S of O(1) types of parentheses, there is an auxiliary
string χ2(S) such that wrapped(S, i) can be computed from S + χ2(S) in O(1) time.
Proof. Let s = |S|. Let t be the number of distinct types of parentheses in S. Let b
be the smallest integer with 2t ≤ 2b. Clearly, each symbol of S can be encoded in b bits.
By t = O(1), we have b = O(1). Let ℓ =
⌊
1
2
log2b s
⌋
. Clearly, any substring S[i, j] with
j ≤ i+ ℓ− 1 has O(√s) possible distinct values. Define tables M1 and M2 for S by letting
M1[S[i, i+ ℓ−1]] = wrapped(S[i, i+ ℓ− 1], 1) and M2[S[i, j]] = wrapped(reverse(S[i, j]), 1),
for any i, j with 1 ≤ i ≤ j ≤ i + ℓ − 1. Clearly, |M1| = o(s) and |M2| = o(s). For each
k ∈ {1, 2, . . . , t}, define tablesMk3 andMk4 as follows. For each i = 1, 2, . . . ,
⌈
s
ℓ2
⌉
, letMk3 [i] =
(j,wrapped(S, j)), where j is the largest index satisfying j ≤ iℓ2, wrapped(S, j) > ℓ2, and
that S[j] is a close parenthesis of type k. Let Mk4 [i] = (j,wrapped(S, j)), where j is the
smallest index satisfying j ≥ iℓ2, wrapped(S, j) > ℓ2, and that S[j] is an open parenthesis
of type k. Clearly, |Mk3 | = o(s) and |Mk4 | = o(s).
An open S[i] is special if (i) match(S, i) − i > ℓ, (ii) wrapped(S, i) ≤ ℓ2, and (iii) for
each S[j] with j > i and S[j] = S[i], we have j − i > ℓ or match(S, i) − match(S, j) > ℓ.
A close S[i] is special if S[match(S, i)] is special. For each k ∈ {1, 2, . . . , t}, define tables
Mk5 and M
k
6 as follows. For each i ∈ {1, 2, . . . ,
⌈
s
ℓ
⌉}, let Mk5 [i] = (j,wrapped(S, j)), where
j is the largest index with j ≤ iℓ such that S[j] is a special close parenthesis of type
k. Let Mk6 [i] = (j,wrapped(S, j)), where j is the smallest index with j ≥ iℓ such that
S[j] is a special open parenthesis of type k. Clearly, |Mk5 | = o(s) and |Mk6 | = o(s). Let
χ2(S) = M1 +M2 +M
1
3 +M
1
4 +M
1
5 +M
1
6 + · · · +M t3 +M t4 +M t5 +M t6. It follows from
t = O(1) that |χ2(S)| = o(s). Clearly, χ2(S) can be derived from S in O(s) time.
It remains to show that wrapped(S, i) can be determined from S and χ2(S) by the algo-
rithm shown in Figure 7, which clearly runs in O(1) time. By definitions ofMk3 ,M
k
4 ,M
k
5 ,M
k
6 ,
if a value c is returned from Steps 4–7, then c = wrapped(S, i).
The rest of the proof assumes that Step 8 is executed. We first show that S[i] is not
special and that wrapped(S, i) ≤ ℓ2 holds. Assume for a contradiction that S[i] is special.
By definitions of Mk5 and M
k
6 , there exists an index j such that (a) S[j] = S[i]; (b) S[j] and
S[match(S, j)] encloses S[i] and S[match(S, i)]; (c) S[j] is special; (d) 1 ≤ |j − i| < ℓ; and
(e) 1 ≤ |match(S, j)−match(S, i)| < ℓ. By definition of special parentheses, Condition (c)
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function wrapped(S, i) {
Step 1. let k, with 1 ≤ k ≤ t, be the type of S[i];
Step 2. let i1 = min{i,match(S, i)};
Step 3. let i2 = match(S, i1);
Step 4. let (j, c) =Mk3
[⌈
i2
ℓ2
⌉]
; if j = i2 then return c;
Step 5. let (j, c) =Mk4
[⌊
i1
ℓ2
⌋]
; if j = i1 then return c;
Step 6. let (j, c) =Mk5
[⌈
i2
ℓ
⌉]
; if j = i2 then return c;
Step 7. let (j, c) =Mk6
[⌊
i1
ℓ
⌋]
; if j = i1 then return c;
Step 8. let j1 = i1 + ℓ− 1;
Step 9. if i2 − i1 ≤ 2ℓ then let j2 = i1 + ℓ;
else let j2 = i2 − ℓ+ 1;
Step 10. return M1[S[i1, j1]]+M2[S[j2, i2]];
}
Figure 7: An O(1)-time algorithm that computes wrapped(S, i).
contradicts Conditions (d) and (e). Assume wrapped(S, i) > ℓ2 for contradictory purpose.
By definitions of Mk3 and M
k
4 , there exists an index j such that (a) S[j] = S[i]; (b) S[j] and
S[match(S, j)] encloses S[i] and S[match(S, i)]; (c) wrapped(S, j) > ℓ2; (d) 1 ≤ |j − i| <
ℓ2; and (e) 1 ≤ |match(S, j) − match(S, i)| < ℓ2. By Conditions (d) and (e), we know
wrapped(S, j) ≤ 1
2
(|j−i|−1+|match(S, j)−match(S, i)|−1)+1 < ℓ2, thereby, contradicting
Condition (c).
Now we are ready to argue that the algorithm correctly returns wrapped(S, i) in Step 10.
By Steps 2 and 3, S[i1] is open and S[i2] is closed. By Steps 8 and 9, we know j1 < j2. If
i2 − i1 ≤ 2ℓ, then
M1[S[i1, j1]] +M2[S[j2, i2]] = wrapped(S[i1, j1], 1) + wrapped(reverse(S[j1 + 1, i2]), 1)
= wrapped(S, i).
Now we assume i2− i1 > 2ℓ. Since S[i1] is not special and wrapped(S, i1) ≤ ℓ2, by definition
of special parentheses, there exists an index j′1 with S[j
′
1] = S[i1], 0 < j
′
1 − i1 ≤ ℓ, and
0 < i2 − j′2 ≤ ℓ, where j′2 = match(S, j′1). Therefore, it is not difficult to see M1[S[i1, j1]] +
M2[S[j2, i2]] = wrapped(S[i1, j1], 1) + wrapped(reverse(S[j2, i2]), 1) = wrapped(S[i1, j
′
1], 1) +
wrapped(reverse(S[j′2, i2]), 1) = wrapped(S, i), thereby, proving the lemma.
A folklore encoding [11, 27, 42] S of an n-node simple rooted tree T is a balanced string of
2n parentheses representing a counterclockwise depth-first traversal of T . Initially, an open
(respectively, closed) parenthesis denotes a descending (respectively, ascending) edge traver-
sal. Then, this string is enclosed by an additional matching parenthesis pair. For example,
the string in Equation (2) is the folklore encoding for the tree T in Figure 1(a). Let vi be
the i-th node in the counterclockwise depth-first traversal. Let )i be the close parenthesis of
S that matches (i in S. Clearly, vi corresponds to (i and )i in that vi is the parent of vj in
T if and only if (i and )i form the closest pair of matching parentheses that encloses (j and
)j . Also, the number of children of vi in T is precisely wrapped(S, select(S, i, ()), which is
also equal to wrapped(S,match(S, select(S, i, ())).
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Let H be an n-node connected plane graph that may have multiple edges but no self-
loops. Let T be a spanning tree of H rooted at v1. Let v1v2 · · · vn be the counterclockwise
preordering of T . Let degree(i) be the number of edges incident to vi in H . Let children(i)
be the number of children of vi in T . Let above(i) (respectively, below(i)) be the number
of edges (vi, vj) of H such that vj is the parent (respectively, a child) of vi in T . Let low(i)
(respectively, high(i)) be the number of edges (vi, vj) of H such that j < i (respectively,
j > i) and vj is neither the parent nor a child of vi in T . Clearly, degree(i) = above(i) +
below(i)+low(i)+high(i). If H has no multiple edges, then below(i) = children(i). If H and
T are as shown in Figure 1(a), for instance, then above(3) = 1, below(3) = children(3) = 2,
low(3) = 1, high(3) = 2, and degree(3) = 6.
The T -code of H is a triple (S1, S2, S3) of binary strings, where S1, S2, and S3 are defined
as follows:
• S1 is the folklore encoding of T .
• Let pi = select(S1, i, () and qi = match(S1, pi). S2 has exactly 2n copies of 1, in which
low(i) copies of 0 immediately succeeds the pi-th 1, and high(i) copies of 0 immediately
succeeds the qi-th 1.
• S3 has exactly n copies of 1, where above(i) + below(i)− children(i)− δi≥2 copies of 0
immediately succeeds the i-th 1.
For example, if H and T are as shown in Figure 1(a), then
S1 = (()(()())()((()()()))()); (2)
S2 = 11100000101010100100100101000101010001010001001010101010000011;
S3 = 111111111111.
Clearly, we have
|S1| = 2n;
|S2| = 2n+
n∑
i=1
(low(i) + high(i)) ;
|S3| =
n∑
i=1
(above(i) + below(i)− children(i)) + 1.
Therefore, |S1| + |S2| + |S3| = 2m + 3n + 2. Moreover, if H has no multiple edges, then
|S3| = n and thus, |S1|+ |S2| = 2m+ 2n+ 2.
The next theorem describes our convenient encodings.
Theorem 5.4 Let G be an input n-node m-edge planar graph having no self-loops. If G
has (respectively, has no) multiple edges, then G has a convenient encoding, obtainable in
O(m+ n) time, with 2m+ 3n+ o(m+ n) (respectively, 2m+ 2n+ o(n)) bits.
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Proof. The techniques in the proof are mostly adapted from [11]. We focus on the case that
G is connected. It is not difficult to remove this restriction. By Theorem 2.3, an orderly pair
(H, T ) of G can be derived in O(n) time. Let (S1, S2, S3) be the T -code of H . We prove that
there exists an o(m+n)-bit string χ, obtainable in O(m+n) time, such that S1+S2+S3+χ
is a convenient encoding of G. Clearly, if G has no multiple edges, then S3 consists of n
copies of 1, and thus, S1 + S2 + χ will suffice.
If pi = select(S1, i, () and qi = match(S1, pi), then low(i) = select(S2, pi + 1, 1) −
select(S2, pi, 1)− 1 and high(i) = select(S2, qi + 1, 1)− select(S2, qi, 1)− 1. Clearly, we have
children(i) = wrapped(S1, pi)/2. From definition of S3, we know above(i) + below(i) −
children(i) = select(S3, i+ 1, 1) − select(S3, i, 1) − 1 + δi≥2. Let χ′ = χ1(S1) + χ1(S2) +
χ1(S3) + χ2(S1). From degree(i) = above(i) + below(i) + low(i) + high(i), Fact 5.2, and
Lemma 5.3, we determine that degree(i) is computable from S1+ S2+ S3 +χ
′ in O(1) time.
Let S be the string of two types of parentheses derived from S1 and S2 as follows. Let
( and ) be of type 1 with [ and ] of type 2. Initially, for each i = 1, 2, . . . , 2n, replace the
i-th 1 of S2 with S1[i]. Then, replace each 0 of S2 with a bracket such that the bracket is
open if and only if the last parenthesis in S preceding this 0 is closed. More precisely, for
each i = 1, 2, . . . , |S2|, let
S[i] =


S1[j1] if S2[i] = 1;
] if S2[i] = 0 and S1[ji] = (;
[ if S2[i] = 0 and S1[ji] = ),
where ji = rank(S2, i, 1). For example, if H and T are as given in Figure 1(a), then S is as
in Equation (1). It is easily determined that there exists an auxiliary string χ3 such that
any O(logn) consecutive symbols of S is obtainable from S1 + S2 + χ3 in O(1) time: Let
ℓ =
⌊
1
4
log2 n
⌋
. Clearly, the content of S[i, i + ℓ − 1] can be uniquely determined by the
concatenation S ′ of S2[i, i + ℓ − 1] and S1[j, j + ℓ − 1] with j = rank(S2, i, 1). Clearly, S ′
is obtainable from S1 + S2 + χ1(S2) in O(1) time. Since S
′ has 4ℓ distinct values, we can
precompute in O(n) time a table M with |M | = o(n) such that the content of S[i, i+ ℓ− 1]
is obtainable from S ′ and M in O(1) time. Hence, it suffices to let χ3 =M + χ1(S2).
For each i ∈ {1, 2, . . . , n}, let Li be the interval [ℓi+1, select(S2, rank(S2, ℓi, 1) + 1, 1)−1]
and Ri be the interval [hi + 1, select(S2, rank(S2, hi, 1) + 1, 1)− 1], where ℓi = select(S, i, ()
and hi = match(S, ℓi). Let (vi, vj) and (vi′ , vj′), with i < j and i
′ < j′, be two unrelated
edges of H with respect to T . Since T is an orderly spanning tree of H , one can see that if
(vi′ , vj′) is enclosed by the cycle of H determined by T and (vi, vj), then hi < hi′ < ℓj′ < ℓj .
It follows that vi and vj , with i < j, are adjacent in H − T if and only if there exists an
index ℓ ∈ Ri with match(S, ℓ) ∈ Lj . Therefore, one can determine whether (vi, vj) is an
unrelated edge of H with respect to T , by checking whether i′′ ∈ Ri and j′′ ∈ Lj hold, where
(i′′, j′′) = enclose2(S, select(S, rank(S2, hi, 1) + 1, (), ℓj). Therefore, the adjacency query is
derivable from S2 + S + χ1(S2) + χ1(S) in O(1) time.
It is not difficult to see that the neighbors of a degree-d node vi can be listed from S+χ1(S)
in O(d) time: If vi is not the root of T , then the parent of vi is vj , where j is computable by
(j1, j2) = enclose(S, select(S, i, (),match(S, select(S, i, ())) and j = rank(S, j1, (). If vi is not
a leaf of T , then vi+1 is the first child of vi in T . If vj is the t-th child of vi in T , then the (t+1)-
st child of vi in T is vk, where k = rank(S, 1 + match(S, select(S, j, ()), (). If t ≤ |B2(vi)|,
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then the t-th neighbor of vi in B2(v) with respect to T is vj , where j is computable by j1 =
match(S, t+ select(S, i, ()), j2 = select(S, rank(S, j1, )), )), j = rank(S,match(S, j2), (). If
t ≤ |B4(vi)|, then the t-th neighbor of vi in B4(v) with respect to T is vj where j is computable
by j1 = match(S, select(S, i, ()) and j = rank(S,match(S, j1 + t), ().
It is not difficult to verify that G can be reconstructed from S and S3 in O(m+ n) time.
Therefore, the theorem is proved by letting χ = χ′ + χ3 + χ1(S).
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