In this short note we show how the asymptotic strong Feller property (ASF) and local weak irreducibility can be established via generalized couplings. We also prove that a stronger form of ASF together with local weak irreducibility implies uniqueness of an invariant measure. The latter result is optimal in a certain sense and complements some of the corresponding results of Hairer, Mattingly (2008).
Introduction
In this short note we show how the asymptotic strong Feller property (ASF) and local weak irreducibility can be established via generalized couplings. We also prove that a stronger form of ASF together with local weak irreducibility implies uniqueness of an invariant measure. The latter result is optimal in a certain sense and complements some of the corresponding results of [HM11, Section 2], [HM08, Section 2.1], and extends some of the ideas of [BKS, Section 2] .
A central question in the theory of Markov processes can be posed as follows: given a Markov semigroup determine whether it has a unique invariant measure. If the semigroup is strong Feller (this is typically the case for finite-dimensional Markov processes), then this problem is relatively easy to solve. For example, one way to get unique ergodicity for a strong Feller semigroup is to just verify a certain accessibility condition.
The problem becomes much more difficult if the Markov semigroup is only Feller and not strong Feller (this might happen for infinite-dimensional Markov processes, e.g. stochastic delay equations or SPDEs). A breakthrough was achieved in a series of works by Hairer and Mattingly [HM06] , [HM08] , [HM11] , where the notion of an asymptotically strong Feller (ASF) Markov process was introduced. It turned out that if a Markov process has the ASF property, then any two of its ergodic invariant measures have disjoint support. This, in turn, implies that ASF together with a certain irreducibility condition yields unique ergodicity. However, verification of the ASF condition in practice might be quite involving and is usually based on Malliavin calculus techniques.
This short article has two goals. First, we provide an alternative way of establishing the ASF property based on the generalized couplings technique. We hope also that it might be useful in obtaining certain gradient-type bounds for SPDEs. Second, we show that a stronger version of the ASF property together with local weak irreducibility (a weaker condition than the one used in [HM06] ) is sufficient for unique ergodicity. We also provide a way how this local weak irreducibility can be established via generalized couplings.
Main results
First, let us introduce some basic notation. Let (E, d) be a Polish space equipped with the Borel σ-field E = B(E). Denote by P(E) the set of all probability measures on (E, E). For µ, ν ∈ P(E) let C (µ, ν) be the set of all couplings between µ and ν, i.e. probability measures on (E × E, E ⊗ E) with marginals µ and ν. For µ, ν ∈ P(E) and a measurable function ρ ∶ E × E → R + we put
ρ(x, y) γ(dx, dy), µ, ν ∈ P(E).
(2.1)
Clearly, for ρ = d, the function W d is just the standard Wasserstein−1 (or Kantorovich)
distance. If ρ(x, y) = ½(x = y), then W ρ coincides with the total variation distance d T V .
The latter can also be defined as follows
A mapping ρ ∶ E × E → R + is called a pseudo-metric, if it satisfies all characteristics of a metric without possibly the property that ρ(x, y) = 0 implies x = y.
Consider now a Markov transition function {P t (x, A), x ∈ E, A ∈ E} t∈R+ . All upcoming results do also hold, if one assumes instead of R + an arbitrary index set I ⊆ [0, ∞) such that 0 ∈ I and which is closed under addition. However, for the reason of convenience to the reader, we stick to R + . Recall the following concepts introduced in [HM06].
Definition 2.1 ([HM06, Definition 3.1]). An increasing sequence (d n ) n∈Z+ of bounded, continuous pseudo-metrics on E is called totally separating if for every x ≠ y holds lim n→∞ d n (x, y) = 1.
Definition 2.2 ([HM06, Definition 3.8]). We say that a Markov semigroup (P t ) t∈R+ satisfies the Asymptotic Strong Feller Property (ASF) if it is Feller and there exist a sequence of positive real numbers (t n ) n∈Z+ and a totally separating sequence (d n ) n∈Z+ of pseudometrics such that for every x ∈ E, we have We refer to [HM06] , [HM08] , [HM11] for further discussions of this notion. In particular, it was shown in [HM06, Corollary 3.17] that ASF, together with a certain irreducibility assumption, implies uniqueness of invariant probability measure. It was also shown there ([HM06, Proposition 3.12]) that ASF follows from the following stronger property.
Definition 2.3. We say that a Markov semigroup (P t ) t∈R+ satisfies the Asymptotic Strong Feller Plus Property (ASF+) if it is Feller and there exist x 0 ∈ E, a non-decreasing sequence (t n ) n∈Z+ , a sequence (δ n ) n∈N ⊆ R + with δ n ↘ 0 as n → ∞ and a non-decreasing
for every n ∈ N and x, y ∈ E.
As mentioned before, thanks to the results [HM06] , to show unique ergodicity it is enough to establish ASF or ASF+. However verifying this criteria in practice usually is rather tedious (see, e.g., [CGHV, Proposition 4.2]) and involves Malliavin calculus techniques. Our first main result suggests a different strategy of verifying ASF+. This strategy is based on the generalized coupling method and develops some ideas of [BKS, Section 2.2].
Consider the following assumption which is related to [BKS, Assumption A].
Assumption A1. There exist non-decreasing functions C 1 , C 2 ∶ R + → R + , a non-increasing function r ∶ R + → R + with lim t→∞ r(t) = 0 and x 0 ∈ E such that for every x, y ∈ E and t ∈ R + , there exist E-valued random variables Y x,y Theorem 2.4. If (P t ) t∈R+ satisfies Assumption A1, then it also satisfies ASF+ with C ∶= 2C 1 + C 2 (and hence (P t ) t∈R+ is asymptotically strong Feller).
As a possible application of this result let us mention that it was shown in [BKS] that the fractionally dissipative Euler model admits a generalized coupling satisfying Assumption A1. Thus, by Theorem 2.4, the gradient-type bound from [CGHV, Proposition 4.2] holds.
Another property, which is important for unique ergodicity is local weak irreducibility. The following definition is inspired by [HM08, Assumptions 3 and 6].
Definition 2.5. We say that a semigroup (P t ) t∈R+ is locally weak irreducible if there exists x 0 ∈ E such that, given any R > 0 and ε > 0, there is
Our second main result provides a sufficient condition for local weak irreducibility in terms of generalized couplings. Consider the following assumption, which is the same as
and ε > 0 such that for any x, y ∈ B and t ∈ R + , there exist E-valued random variables Y x,y t and Z x,y t on a common probability space with the following properties
Finally, the following theorem illustrates the use of these notions.
Theorem 2.7. If (P t ) t∈R+ is locally weak irreducible and satisfies ASF+ with a nondecreasing function C ∶ R + → [0, ∞) such that C ∞ ⩽ M for some real constant M, then (P t ) t∈R+ possesses at most one invariant probability measure.
Recall that it was shown in [HM08, Theorem 2.5] that global weak irreducibility and ASF+ with C ∞ ⩽ M additionally implie existence of an invariant measure and exponential ergodicity. Theorem 2.7 shows that if the semigroup satisfies local rather than global weak irreducibility, then uniqueness of invariant measure is guaranteed. This result is optimal in the following sense: the given assumptions do not guarantee existence of an invariant probability measure (see Example 2.9); furthermore the requirement C ∞ ⩽ M cannot be dropped (see Example 2.8).
In addition, we note that Theorem 2.7 complements [HM06, Corollary 3.17]. The latter shows unique ergodicity provided that the semigroup satisfies a stronger condition than local weak irreducibility and a weaker condition than ASF+.
Example 2.8. This example shows that local weak irreducibility together with ASF+ lacking the requirement C ∞ ⩽ M does not guarantee unique ergodicity (therefore it implies that ASF together with local weak irreducibility are insufficient for unique ergodicity).
Fix ξ ∈ (0, 2 −1 ) and consider the state space E ∶= N ∪ {n + ξ n n ∈ N} equipped with the standard Euclidean distance. Consider the Markov transition function (P t ) t∈Z+ induced by
In other words, from any positive integer the process goes to the next integer with probability 1 2 and to 1 with probability 1 2 . Similarly, from any shifted positive integer, it moves to the next shifted integer with probability 1 2 and to 1 + ξ with probability 1 2 . Clearly, this dynamic has two invariant probability measures: one sits on the integers and another one sits on the marginally shifted integers:
To see that the semigroup has the local weak irreducibility property (2.3), let ε > 0,
Hence, since this lower bound even holds for arbitrary x, y ∈ E, local weak irreducibility is fulfilled.
Finally, let us show now that (P t ) t∈Z+ satisfies ASF+. Clearly, (P t ) t∈Z+ is Feller. Further, choose t n ∶= 1 and δ n ∶= 2 −n , n ∈ N and let x, y ∈ E. Without loss of generality, we may assume x ≠ y. Take any function ϕ ∶ E → R which is Lipschitz with constant K. First consider the case when x ∈ N and y = z + ξ z for some z ∈ N. Then, clearly,
On the other side, if z ∉ {x, x − 1} ∩ N, we have x − y > 1 and thus also
The same inequality can be shown in the cases, where both x, y ∈ N or x, y ∈ {z+ ξ z z ∈ N}, as the proofs in these cases are just simple modifications of the above one. Hence, choosing C(u) ∶= 2u ξ , u ∈ R, non-decreasing and unbounded, yields the desired inequality. Thus, this process is locally weak irreducible and satisfies ASF+ (and is even strong Feller). Yet it has two invariant probability measures.
Example 2.9. Let E = R and consider a Markov semigroup corresponding to the standard Brownian motion (W t ) t∈R+ on some probability space (Ω, F , P), i.e. P t (x, ⋅) = Law(x+W t ) for any x ∈ R, t ⩾ 0. This semigroup has the local weak irreducibility property as well as ASF+ with bounded C. Yet, it does not have an invariant measure. To establish ASF+ with bounded C, use Theorem 2.4. Let x, y ∈ R, λ > 0. Define Y x,y t ∶= y + W t , t ⩾ 0, and (Z x,y t ) t∈R+ to be the unique solution to the SDE
Clearly, this implies that Y x,y t − Z x,y t = (y − x) e −λt , which yields part two of Assumption A1 with C 2 = 1. For the first part of Assumption A1, one might proceed as follows: Define the process 
is a Brownian motion starting in x under the probability measureP T and consequently
for every 0 ⩽ t ⩽ T and A ∈ B(R). Thus,
An application of Pinsker's Lemma [Tsy09, Lemma 2.5] then yields part one of Assumption A1 with bounded C 1 (independent of T ) and therefore ASF+ with bounded C. Turning to local weak irreducibility, for R > 0 and ε > 0, choose any T > 0 and let Γ x,y ∶= P T δ x ⊗ P T δ y be the independent coupling of P T δ x and P T δ y for any x, y ∈ B R (0). Then,
denotes the density of a normal distribution with mean x and variance T . However, for every x ∈ B R (0), z ∈ [−ε2 −1 , ε2 −1 ], we clearly obtain
and thus,
for every x, y ∈ B R (0), which implies local weak irreducibility. Hence, the assumptions of Theorem 2.7 are satisfied. However, there exists no invariant measure for the semigroup (P t ) t∈R+ . To see this, assume for the sake of a contradiction that there existed some µ ∈ M 1 (R) such that P t µ = µ for every t ⩾ 0. Clearly, µ ≠ δ 0 , since P t (0, {0}) = 0 for every t > 0. This means that there exists some K > 0 such that µ([−K, K]) > 0. Furthermore, observe that for every x ∈ R,
yields the desired contradiction.
Proofs
Proof of Theorem 2.4. Let (t n ) n∈N ⊆ (0, ∞) be any non-decreasing sequence such that t n ↗ ∞ and define (δ n ) n∈N ⊆ R + by δ n ∶= r(t n ) for every n ∈ N. Let ϕ ∶ E → R be d-Lipschitz continuous with constant K > 0 and x, y ∈ E. Without loss of generality we may assume that ϕ is bounded. Denote P Z t ∶= Law(Z x,y t ) for any t ⩾ 0 and (Ω, F , P) the underlying common probability space of the random variables. Then, for every n ∈ N,
Now, the first summand, on behalf of part one of Assumption A1, can be bounded as follows
Whereas the second summand, due to part two of Assumption A2, the Lipschitz continuity of ϕ, estimates by
Hence,
and therefore ASF+ holds in the desired way.
As a helpful tool in the sequel, we would like to recall the following Gluing Lemma.
Lemma 3.1 ([V08, p. 23-24]). Let µ i , i = 1, 2, 3, be probability measures on a Polish space E. If (X 1 , X 2 ) is a coupling of µ 1 , µ 2 and (Y 2 , Y 3 ) is a coupling of µ 2 , µ 3 , then there exists a triple of random variables (V 1 , V 2 , V 3 ) such that (V 1 , V 2 ) has the same law as (X 1 , X 2 ) and (V 2 , V 3 ) has the same law as (Y 2 , Y 3 ).
Proof of Theorem 2.6. Fix δ > 0 and choose T ∶= T (δ) ⩾ 0 such that δ −1 R(t) < ε 2 for every t ⩾ T . Let t ⩾ T and x, y ∈ B R (x 0 ). Denote by (Ω, F , P) the underlying common probability space of the random variables. First, on behalf of the Markov inequality and the second assumption,
Second, due to part 1 of Assumption A2 and the definition of the total variation distance, there exist random variablesX x,y t ,Z x,y
To see that this is true, note that for any measurable sets A, B ∈ F holds P(A ∩ B) ⩾ P(A) + P(B) − 1 and therefore
where we have made use of 3.3 and 3.4. Hence,
showing local weak irreducibility (2.3).
The next lemma, established in [HM11, Theorem 2.1], will help us to develop the uniqueness result based on local weak irreducibility and ASF+ with bounded C. [HM11] stated the result in a Hilbert space structure, however, the proof can be conducted similarly by just replacing norms by the metric distance to our reference point x 0 .
Lemma 3.2 ([HM11, Theorem 2.1]). Let (P t ) t∈R+ satisfy ASF+. And let µ 1 , µ 2 be two distinct ergodic invariant probability measures for (P t ) t∈R+ . Then, for any pair of points
Recall that, by [Par05, Theorem II.2.1], the (topological) support of a probability measure µ ∈ P(E) is given by supp(µ) ∶= z ∈ E µ(B ε (z)) > 0 for every ε > 0 Note also that every invariant probability measure can be written as the convex combination of two ergodic measures (see, e.g., [HM11, p. 670]), which means that without loss of generality, we may assume two invariant probability measures to be ergodic. And thus, the above lemma tells us that not only are the supports of two invariant measures under ASF+ disjoint (which is already the case under ASF -see [HM06, Theorem 3.16]) but they are even separated by a distance depending on the function C. Proof. Assume for the sake of a contradiction, that there exists (z n ) n∈N ⊆ E such that z n → u as n → ∞ and P t (z n , A) = 0 for every n ∈ N. Since (P t ) t∈R+ is Feller, P t (z n , ⋅) converges weakly to P t (u, ⋅ 
Thus, on the one hand, for every m ⩾ n we have
implying that (z n ) n∈N is a Cauchy sequence. According to completeness of the space, there exists z ∈ A such that z n → z as n → ∞. And clearly, z ∈ supp(µ), since for every ε > 0 there exists n ∈ N such that B 2 −n (z n ) ⊆ B ε (z) and by monotonicity, µ(B ε (z)) ⩾ µ(B 2 −n (z n )) > µ(A ∩ B 2 −n (z n )) > 0
Hence, z ∈ A ∩ supp(µ).
Proof of Theorem 2.7. Assume for the sake of a contradiction that there existed two distinct invariant probability measures µ 1 , µ 2 ∈ P(E). As discussed above, without loss of generality, we may assume µ 1 , µ 2 to be ergodic. Now, for i = 1, 2, choose u i ∈ E such that u i ∈ supp(µ i ). 
