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Convexity of power functions and bilinear
embedding for divergence-form operators with
complex coefficients
Andrea Carbonaro Oliver Dragicˇevic´
Abstract
We introduce a condition on accretive matrix functions, called p-ellipticity, and
discuss its applications to the Lp theory of elliptic PDE with complex coefficients.
Our examples are: (i) generalized convexity of power functions (Bellman functions),
(ii) dimension-free bilinear embeddings, (iii) Lp-contractivity of semigroups, and
(iv) holomorphic functional calculus. Recent work by Dindosˇ and Pipher established
close ties between p-ellipticity and (v) regularity theory of elliptic PDEwith complex
coefficients. The p-ellipticity condition arises from studying uniform positivity of a
quadratic form associated with the matrix in question on one hand, and the Hessian
of a power function on the other. Our results regarding contractivity extend earlier
theorems by Cialdea and Maz’ya.
Keywords. Elliptic partial differential operators; semigroup contractivity; bilinear
estimates.
1 Introduction and statement of the main results
Suppose that Ω is an open subset of Rn. Denote by A(Ω) the set of all complex uniformly
strictly accretive (also called elliptic) n× n matrix functions on Ω with L∞ coefficients.
That is, the set of all measurable A : Ω→ Cn,n for which
• there exists λ > 0 such that for almost all x ∈ Ω we have
Re 〈A(x)ξ, ξ〉 > λ|ξ|2 , ∀ξ ∈ Cn; (1.1)
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• there exists Λ > 0 such that for almost all x ∈ Ω we have
| 〈A(x)ξ, η〉 | 6 Λ|ξ||η| , ∀ξ, η ∈ Cn. (1.2)
Elements of A(Ω) will also more simply be referred to as accretive or elliptic matrices.
Let Aλ,Λ(Ω) be the subset of A(Ω) in which (1.1) and (1.2) hold for fixed Λ > λ > 0.
Thus A(Ω) is the union of Aλ,Λ(Ω) over all Λ > λ > 0. For any A ∈ A(Ω) denote by λA
the largest admissible λ in (1.1) and by ΛA the smallest Λ in (1.2).
Define formally the operator L = LA by Lu = −div(A∇u). A standard way of
interpreting Lu is via sesquilinear forms; we follow [56] here. Define D(a) := H10 (Ω),
the closure of C∞c (Ω) in the Sobolev space H
1(Ω) = W 1,2(Ω), and
a(u, v) :=
∫
Ω
〈A∇u,∇v〉
Cn
for u, v ∈ D(a). (1.3)
Recall that in the special case Ω = Rn we haveH1(Ω) = H10 (Ω), e.g. [2, Corollary 3.19].
The associated operator L is defined by the requirement that
a(u, v) = 〈LAu, v〉L2(Ω) , u ∈ D(LA), v ∈ D(a) ,
where
D(LA) = {u ∈ D(a) ; ∃w ∈ L2(Ω) : a(u, v) = 〈w, v〉L2(Ω) ∀v ∈ D(a)}
and LAu := w. So LA equals −div(A∇) subject to the Dirichlet boundary conditions on
Ω.
The form a is densely defined, accretive, continuous, closed and sectorial [56, pp. 99-
101]. Therefore [56, Proposition 1.27 and Theorem 1.54], the associated operator −LA
generates on L2(Ω) a strongly continuous semigroup of operators
PAt = exp(−tLA), t > 0,
which is analytic and contractive in a cone of positive angle. Hence PAt maps L
2(Ω) into
D(LA) ⊆ H10 (Ω) [37, Theorem II.4.6], thus the spatial gradient ∇PAt f is always well
defined. By [63, p. 72], given f ∈ L2(Ω) we can redefine each PAt f on a set of measure
zero, in such a manner that for almost every x ∈ Ω the function t 7→ PAt f(x) is real-
analytic on (0,∞).
The L2 theory of the operators LA with A ∈ A(Rn) has been developed since the
pioneering works in the 50’s and 60’s, see [44, 56, 50] for references. It is well known
that they admit a unique square root L
1/2
A , see e.g. [50]. The last major piece of the L
2
theory was completed in 2002 by Auscher et al. [8] who proved the long-standing Kato
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conjecture which asserted that D
(
L
1/2
A
)
= D(a). An important part of the proof were
specific square function estimates.
As for the Lp theory for p 6= 2, there have been many results prior to and following
the resolution of the Kato’s conjecture. See [6] and [11] for a comprehensive survey.
For p > 1 define q = p/(p−1) and p∗ = max{p, q}. In [32], A. Volberg and the second
author of the present paper proved the following “dimension-free” bilinear embedding.
Theorem 1.0. Let A ∈ A(Rn) be a real accretive matrix function and L = LA the
associated divergence-form operator, as above. For any p > 1 and any f, g ∈ C∞c (Rn),∫ ∞
0
∫
Rn
|∇PAt f(x)| |∇PAt g(x)| dx dt . p∗ ||f ||p||g||q .
Dealing with divergence-form operators associated to complex matrices is known to
be considerably more difficult (see, for example, [35, 10, 11] or [3, Section 8.6] for more
illustrations of this fact), and this is the subject of investigation in the present paper. We
introduce a new condition, called p-ellipticity, and argue that it may be of interest for the
Lp theory of elliptic partial differential operators with complex coefficients. In particular,
it sheds more light onto theLp estimates for the heat semigroup with complex coefficients;
see Sections 1.6 and 6.1 for historical information on this topic and the connection with
the bilinear embedding.
1.1 New findings (summary)
Here we give a brief overview of the results in this paper. A detailed account, including
exact formulations and the historical background, is postponed to the remaining parts of
Section 1. We direct the reader to these parts at the appropriate spots in the following
paragraphs.
Forgetting for the moment about the control over the constants, Theorem 1.0 follows
from the Lp boundedness of the conical square function, which is due to Auscher, Hof-
mann and Martell [9]. They also considered complex A and showed that square function
estimates extend in the range p ∈ (p−(LA),∞), with the lower bound being sharp [9,
Theorem 3.1.(2)]. Here (p−(LA), p+(LA)) is the maximal open interval of indices p for
which
(
PAt
)
t>0
is uniformly bounded on Lp. As a consequence, their estimates imply
a (“non-dimension-free”) bilinear embedding in the range (p−(LA), p+(L
∗
A)), see [9, p.
5471]. More information on the above square function estimates and their relation to the
bilinear embedding can be found in Section 1.5.
We are interested in extending both Theorem 1.0 and the above corollary of Auscher,
Hofmann and Martell, meaning that we aim for a dimension-free bilinear embedding for
complex accretive matrices. Since Auscher et al. showed that their result is closely related
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to boundedness of (PAt )t>0, it is reasonable to expect that our dimension-free extension
should be linked to the contractivity of (PAt )t>0, see also [20, 21]. Indeed, we confirm
this thought by finding a condition (1.7) which is linked both to bilinear embeddings
(Theorem 1.1) and contractivity (Theorem 1.3).
The first result of ours is an extension of Theorem 1.0 to the case of complex ma-
trices. It is summarized in Theorem 1.1. Unlike in the real case, in the complex one the
(dimension-free) embedding does not necessarily hold for all p ∈ (1,∞) but only in a spe-
cific interval; see Section 1.4. In Section 1.2 we introduce a new condition (1.7) which we
call p-ellipticity and which determines the endpoints of that interval. As described later,
this condition turns out to be closely related to several phenomena in analysis and PDE
which may occur in the presence of complex accretive matrices. Moreover, motivated by
a question by P. Auscher, we consider in Theorem 1.1 a more general type of embedding,
namely such obtained by applying different semigroups to f and g. The estimates we ob-
tain are explicit and involve p, λ,Λ, but do not depend on the dimension n, thus retaining
the “dimension-free” nature of Theorem 1.0. They are discussed in Sections 1.3 and 1.4.
In order to prove Theorem 1.1 we adapt the so-called Bellman-function-heat-flow
method. It is described in Section 3. We focus on analyzing properties of one particu-
lar Bellman function (5.1) and its principal building blocks – power functions.
The sharp condition (1.7) is equivalent to the generalized convexity of power functions
Fp, that is, to the (uniform) positivity of certain quadratic forms associated with A and
HessFp; see Section 2 and Proposition 5.8. Previously, the importance of this positivity
was recognized and studied in a few special cases: when A is either the identity [51, 33],
real accretive [32], of the form eiφI [20], or of the form eiφB with B real, constant and
with a symmetric part which is positive definite [21]. Such problems are also related to
similar questions considered earlier by Bakry; see [12, The´ore`me 6]. The current paper
brings a systematic approach to convexity of power functions in presence of arbitrary
uniformly strictly accretive complex matrix functions A, see Section 5.
It has been known in some cases, see [20, 21], that dimension-free bilinear embeddings
may be related to the contractivity of the associated semigroups on Lp. In the context of
divergence-form operators, recent results regardingLp-contractivity of (PAt )t>0 have been
obtained by Cialdea and Maz’ya [24, 25]. While the exact range of this contractivity is
still not known for arbitrary A ∈ A(Ω), we manage to narrow the gap between suffi-
cient and necessary conditions by improving some of the results from [24] and [56]. The
reader will find detailed information on this in Section 1.6. In particular, we characterize
the Lp-contractivity of (PAt )t>0 when the distributional divergence of every column of
the antisymmetric part of the imaginary part of A is zero, see Theorem 1.3. Approach-
ing contractivity via the classical Lumer–Phillips theorem proved to be difficult due to
domain issues. Instead, we sought a characterization in terms of sesquilinear forms and
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found a convenient result by Nittka [55, Theorem 4.1] on which we then relied in proving
Theorem 1.3. See also page 40 for connections with ter Elst et al. [34].
Another area where p-ellipticity (1.7) is a central condition is holomorphic functional
calculus in sectors. The present authors obtained sharp results for generators of symmetric
contraction semigroups [20] and for nonsymmetric Ornstein-Uhlenbeck operators [21]. It
emerged that the opening angles of the optimal sectors are naturally interlaced with p-
ellipticity. See Section 5.4 and Remark 5.3 for explanation.
The key condition (1.7) also bears deep connections with the regularity theory of ellip-
tic PDE. This was recently discovered by Dindosˇ and Pipher [27] while developing their
program of studying solutions to the divergence-form operators with complex coefficients
and the associated boundary value problems. They found the sharp condition which per-
mits proving reverse Ho¨lder inequalities for weak solutions ofLA with complexA. It turns
out that this condition is precisely a reformulation of p-ellipticity (1.7). These inequalities
serve as a replacement for the De Giorgi–Nash–Moser regularity theory for real A. As
an application, they solve Lp Dirichlet problems for LA in the range of p determined by
p-ellipticity.
To summarize, the condition we introduce in this paper, that is, the p-ellipticity (1.7),
lies at the junction of several different directions in analysis and PDE:
i) convexity of power functions (Bellman functions),
ii) dimension-free bilinear embeddings,
iii) Lp-contractivity of semigroups (PAt )t>0,
iv) holomorphic functional calculus, and
v) regularity theory of elliptic PDE with complex coefficients (Dindosˇ and Pipher [27]).
The rest of this section is devoted to giving precise formulation of the results an-
nounced above and the motivation which led to our pursuing them.
1.2 The new condition
For p ∈ [1,∞] define the R-linear map Ip : Cn → Cn by
Ipξ = ξ + (1− 2/p)ξ¯. (1.4)
Equivalently, with q ∈ [1,∞] given by 1/p+ 1/q = 1,
Ip(α + iβ) = 2
(
α
q
+ i
β
p
)
∀α, β ∈ Rn. (1.5)
6 Andrea Carbonaro, Oliver Dragicˇevic´
For any open set Ω ⊂ Rn and a bounded matrix function A : Ω→ Cn,n, define3
∆p(A) := ess inf
x∈Ω
min
ξ∈Cn
|ξ|=1
Re 〈A(x)ξ, Ipξ〉Cn . (1.6)
We say that A is p-elliptic if
∆p(A) > 0, (1.7)
that is, if there exists C = C(p, A) > 0 such that for almost every x ∈ Ω we have
Re 〈A(x)ξ, Ipξ〉Cn > C|ξ|2 , ∀ξ ∈ Cn. (1.8)
By the last part of Proposition 5.8 we get a straightforward characterization of p-ellipticity
which inherently involves the invariance of this condition under conjugation of p:
a.e. x ∈ Ω : Re 〈A(x)ξ, ξ + |1− 2/p|ξ¯〉
Cn
& |ξ|2 , ∀ξ ∈ Cn.
So p-ellipticity is just “one benign operator (Ip) away” from the classical (uniform strict)
ellipticity,∆2(A) > 0, hence its name.
The matrix A is real elliptic if and only if it is p-elliptic for every p > 1. Moreover, for
any bounded complex A we have ∆1(A) 6 0 with the equality precisely for real positive
semidefinite A.
For A ∈ A(Ω) we also set
µ(A) := ess inf Re
〈A(x)ξ, ξ〉∣∣〈A(x)ξ, ξ¯〉∣∣ . (1.9)
By this we mean that µ(A) = ess inf ϕ, where ϕ : Ω→ R ∪ {+∞} is defined by
ϕ(x) = inf Re
〈A(x)ξ, ξ〉∣∣〈A(x)ξ, ξ¯〉∣∣
and the above infimum runs over all ξ ∈ Cn for which 〈A(x)ξ, ξ¯〉 6= 0.
The importance of µ(A) lies in the bilateral estimate ∆p(A) ∼ µ(A) − |1 − 2/p|
(Proposition 5.15), therefore the key condition (1.7) is equivalent to
|1− 2/p| < µ(A). (1.10)
The advantage of the inequality (1.10) over (1.7) is that it “separates” A from p.
In view of the basic assumptions (1.1) and (1.2), the quantity µ(A) is trivially bounded
from below: for A ∈ Aλ,Λ(Ω) we have µ(A) > λ/Λ . Therefore (1.7) and (1.10) are
3In early versions of this paper we used in (1.6) the operator Jp = Iq/2 instead of Ip and a normalization
of 2 in front of the ess inf. In both cases the quantity represented by∆p(A) is the same.
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already satisfied if |1 − 2/p| < λ/Λ. We also have the sharp universal upper bound
µ(A) 6 1, which follows from considering ξ ∈ Rn in (1.9). To summarize,
λA
ΛA
6 µ(A) 6 1. (1.11)
We remark that a similar yet weaker condition than (1.7), namely ∆p(A) > 0, was
formulated in a different form by Cialdea and Maz’ya in [24, (2.25)], see Remark 5.14. It
was a result of their study of a condition on sesquilinear forms known as Lp-dissipativity.
We arrived at (1.7), and thus at ∆p(A) > 0, from another direction (bilinear embeddings
and generalized convexity of power functions); see Remark 5.9 for a summary.
Finally, when A,B are two accretive matrices, we denote
µ(A,B) := min {µ(A), µ(B)} and ∆p(A,B) := min {∆p(A),∆p(B)} .
1.3 Bilinear embedding for pairs of complex accretive matrices
Theorem 1.1. Let p > 1. Suppose that A,B ∈ Aλ,Λ(Rn) satisfy∆p(A,B) > 0. Then for
all f, g ∈ C∞c (Rn) we have∫ ∞
0
∫
Rn
|∇PAt f(x)| |∇PBt g(x)| dx dt 6
20
∆p(A,B)
· Λ
λ
||f ||p||g||q . (1.12)
The proof will be given in Section 6.
As noted earlier, when we restrict ourselves to real accretive matrices, the condition
∆p(A,B) > 0 is automatically fulfilled, so (1.12) holds for the full range of exponents
p ∈ (1,∞). Hence Theorem 1.0 is a special case (A,B equal and real) of Theorem 1.1.
One vital difference between the real and the complex case is that in the latter the con-
dition ∆p(A,B) > 0, and hence the desired type of convexity of the Bellman function
that we use, does not hold for all p ∈ (1,∞). The other difference is that in the former
case the semigroup (PAt )t>0 is bounded for all p ∈ [1,∞] (we used this when proving
Theorem 1.0, see [32, p. 2826]), while in the complex case this is false (see Section 1.6).
We call Theorem 1.1 the (dimension-free) bilinear embedding theorem for complex
accretive matrices, because it implies that the map I, defined for f, g,∈ C∞c (Rn) by
[I(f, g)] (x, t) :=
〈∇PAt f(x),∇PBt g¯(x)〉Cn ,
extends to a bounded bilinear map I : Lp(Rn) × Lq(Rn) → L1(Rn+1+ ) with explicit
norm estimates that only depend on ∆p(A,B) and the ellipticity constants, and do not
depend on the dimension n. This feature of Theorem 1.1 may be of independent interest,
since it is in keeping with many results in harmonic analysis where the emphasis lies on
the independence on the dimension (e.g., applications to infinite-dimensional analysis). A
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notable example is a theorem of Stein on the Riesz transforms [62], after which followed
an array of generalizations. One of them is a theorem by A. Volberg and the second-named
author of the present paper [31] which was proven by a reduction to a bilinear estimate
akin to (1.12), but with the Poisson semigroup instead of the heat one. The current authors
later obtained a considerably more general result [19] by further developing this method.
Thus bilinear embedding is a type of estimate that has been instrumental in proving
a variety of sharp results, e.g. Riesz transform estimates [59, 54, 30, 31, 58, 19, 28] and
recently also general spectral multiplier results [20, 21]. It appears to us that in the ab-
sence of regularity of the coefficients our method cannot be directly adapted for proving
boundedness of Riesz transforms; this would require a new idea.
1.4 Sharpness
In general, when ∆p(A,B) < 0 the dimension-free bilinear embedding (1.12) fails. The
precise formulation of this statement is Proposition 1.2.
Throughout the paper we will, for p ∈ (1,∞), often use the notation
φp := arccos |1− 2/p| .
This is known to be the optimal angle of holomorphy of symmetric contraction semi-
groups on Lp, see [47, 45, 20, 40]. Its complementary angle, π/2 − φp, was recently
proven by the present authors to be the optimal angle in the holomorphic functional cal-
culus for generators of symmetric contraction semigroups [20]. Proposition 1.2 is another
sharp result which features φp.
For each A,B ∈ A(Rn) let
Np(A,B) := sup
f,g∈C∞c \{0}
1
||f ||p||g||q
∫ ∞
0
∫
Rn
|∇PAt f(x)| |∇PBt g(x)| dx dt . (1.13)
With this notation, the conclusion (1.12) of Theorem 1.1 can be restated as:
Fix p, λ,Λ. For any∆ > 0 there exists an explicit C(∆, λ,Λ) > 0 such that
sup {Np(A,B) ; A,B ∈ Aλ,Λ(Rn),∆p(A,B) > ∆, n ∈ N} 6 C(∆, λ,Λ) <∞ .
We show in Proposition 1.2 below that for ∆ < 0 this conclusion is false, even if the
supremum is taken over a smaller subfamily of complex rotations of identity matrices.
Notice that if A = eiφIn then λA = cosφ, ΛA = 1, µ(A) = cosφ and moreover
∆p(A) = cosφ− cosφp = ∆p(A∗) < 0 if φp < |φ| < π/2. See also (5.18).
Proposition 1.2. Fix an arbitrary p ∈ (1,∞)\{2} and φ ∈ (φp, π/2). For any n ∈ N
write An = e
iφIn. Then
sup
n∈N
Np(An, A
∗
n) =∞ .
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This result follows from determining the Lp-contractivity domain of the classical heat
semigroup with complex time. See Section 6.1 and page 38.
1.5 Square function estimates dominate the bilinear embedding
We have just formulated the failure of the dimension-free estimate (1.12) for pairs (A,B)
of matrices for which ∆p(A,B) < 0, and saw that this was obtained by taking the sub-
family of pairs (A,A∗). The initial interest in Theorem 1.1 arose from the quest to extend
Theorem 1.0 to nonreal A, as well as to study the case B = A∗ for real or complexA. The
latter question was posed to the second-named author of the present paper by P. Auscher
in July of 2011; the rationale behind this question is discussed here.
Results announced in Section 1.6 tell us that the bilinear embedding is a sufficient
condition for semigroup estimates. Now we explain that it is also a necessary condition
for square function estimates.
Obviously, bilinear integrals are dominated by the vertical square function:∫ ∞
0
∫
Rn
|∇e−tLAf(x)| |∇e−tLBg(x)| dx dt 6 ∣∣∣∣GLA1 f ∣∣∣∣p ∣∣∣∣GLB1 g∣∣∣∣q , (1.14)
where
GL1 u(x) :=
(∫ ∞
0
∣∣∇e−tLu(x)∣∣2 dt)1/2 .
It was proven by Auscher [6] that, even if A ∈ Aλ,Λ(Rn) is real, GLA1 is Lp bounded
only for a certain range of p’s which depends on p, n, λ,Λ. See [6, Corollaries 6.3-6.7]
or [9, Proposition 1.2]. On the other hand, Theorem 1.0 holds for all p ∈ (1,∞). This
is somewhat surprising, since the bilinear integral and the vertical square function are
only “two Ho¨lder inequalities apart”, cf. (1.14). On top of that, Theorem 1.0 features
dimension-free constants. To balance this, in [9, Theorem 3.1.(2)] the Lp estimates were
obtained for conical square functions (1.15). The range of admissible p’s there is related
to the uniform boundedness of
(
PAt
)
t>0
on Lp, which in case of real A equals (1,∞).
The estimates in [9, Theorem 3.1] depend on n. It would be interesting to investigate
the relation between dimension-free estimates of conical square functions associated with
complex matrices on one hand and the semigroup contractivity or p-ellipticity on the
other.
Bilinear integrals that we consider in Theorem 1.1 naturally correspond to the follow-
ing two nontangential or conical square functions associated with L = LA:
gL1 (u)(x) =
(∫∫
Vx
∣∣∇(e−tLu)(y)∣∣2 dy dt
tn/2
)1/2
, (1.15)
gL2 (u)(x) =
(∫∫
Vx
∣∣L1/2(e−tLu)(y)∣∣2 dy dt
tn/2
)1/2
,
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where Vx is the cone
{
(y, t) ∈ Rn × (0,∞) ; |x− y| < √t}. Considerable attention has
been devoted to studying Lp properties of
√
gL1 (u)
2 + gL2 (u)
2, see [6, Section 6.2]. The
boundedness of g1 alone was treated in [9, Proposition 1.3] for the case where A is real.
The functionals gL1 , g
L
2 are related to the bilinear estimates (1.12) withB = A
∗. Indeed,
owing to a known averaging trick, see [9] and the references therein, we have estimates∣∣∣∣∫ ∞
0
∫
Rn
〈
A∇PAt f(x),∇PA
∗
t g(x)
〉
Cn
dx dt
∣∣∣∣ . n ∣∣∣∣gLAj (f)∣∣∣∣p ∣∣∣∣∣∣gL∗Aj (g)∣∣∣∣∣∣q (1.16)
for j = 1, 2. The inequality with j = 1 still holds true if in the left-hand side we put the
modulus inside the integral. We also have (1.16) if in the right-hand side we replace gL2
by its vertical counterpart GL2 , defined by
GL2 u(x) :=
(∫ ∞
0
∣∣L1/2e−tLu(x)∣∣2 dt)1/2 .
1.6 Semigroup estimates
The Lp estimates of semigroups generated by elliptic operators in divergence form have
long known to be of major importance [12, 6, 56, 57, 24, 25]. A result of Auscher [6,
Corollary 3.6] asserts that if |1/2 − 1/p| 6 1/n then (e−tLA)t>0 is bounded on Lp(Rn).
Hofmann, Mayboroda and McIntosh proved in [42] that this condition is sharp in terms
of n, in the sense that if |1/2− 1/p| > 1/n then (e−tLA)t>0 is not bounded on Lp(Rn) for
some A ∈ A(Rn).
The bilinear embedding associated with (A,A∗) implies uniform Lp boundedness of(
PAt
)
t>0
. Indeed, forA,B ∈ Aλ,Λ(Rn) and f, g ∈ C∞c (Rn) defineϕ(s) :=
〈
PAs f, P
B
s g
〉
L2
for s > 0. Then ϕ′(s) = − 〈(A+B∗)∇PAs f,∇PBs g〉L2 . By the injectivity of LA and the
analyticity of the associated semigroup, ||PAs f ||2 → 0 as s→∞. Therefore ϕ(s)→ 0 as
s→∞. Hence
ϕ(t) = −
∫ ∞
t
ϕ′(s) ds.
Consequently, ∣∣〈PAt f, PBt g〉L2∣∣ 6 2Λ ∫ ∞
0
〈|∇PAs f |, |∇PBs g|〉L2 ds.
Keeping in mind the notation (1.13), this implies that
sup
t>0
|| (PBt )∗ PAt ||B(Lp(Rn)) 6 2ΛNp(A,B). (1.17)
When B = A∗ one has
(
PBt
)∗
= PAt . Therefore Theorem 1.1 immediately gives that the
semigroup (PAt )t>0 is uniformly bounded on L
p when ∆p(A,A
∗) > 0, which is in turn,
by Corollary 5.17 3.), equivalent to ∆p(A) > 0. Actually, by Theorem 1.3 below, when
∆p(A) > 0 the semigroup
(
PAt
)
t>0
turns out to be contractive on Lp.
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The problem of characterizing Lp contractivity of semigroups generated by elliptic
divergence-form operators has a long history. Early results include the 1959 paper by
Agmon, Douglis and Nirenberg [1]. For a rather recent summary of references on this
topic the reader is advised to consider Cialdea and Maz’ya [24] and [25, pp. 71–72]. Their
2005 paper [24] was a major step towards understanding the problem for general (PAt )t>0;
see also their monograph [25, Chapter 2]. Let us take a closer look at the contractivity
results there.
Assuming the notation (2.2), under additional assumptions that either:
• Ω ⊂ Rn is a bounded domain with sufficiently regular boundary [24, p. 1087], the
entries ofA belong to the class C1(Ω), and ImA is symmetric, that is, (ImA)a = 0;
or else
• A is constant and Ω contains balls of arbitrarily large radius,
Cialdea and Maz’ya proved that the contractivity of (PAt )t>0 on L
p(Ω) is equivalent to
∆p(As) > 0. See [24, Theorems 5,2,3], [25, Theorem 2.23] and Proposition 5.18 below.
Cialdea [23, p. 74] asked about generalizing the results from [24] beyond the restrictions
posed by the cited smoothness and symmetry conditions. In response to these questions,
we extend in Theorem 1.3 the characterization by Cialdea and Maz’ya to the case when
• Ω ⊂ Rn is an arbitrary open set,
• A is not necessarily smooth, and
• div(ImA)(k)a = 0 for all k ∈ {1, . . . , n}, but not necessarily (ImA)a = 0.
Here divW (k) is the distributional divergence of the k-th column of a matrix W with
entries in L1loc(Ω). We show that the last remaining case, that is, when for some k we have
div(ImA)
(k)
a 6= 0, is fundamentally different, because then the condition ∆p(As) > 0
is in general not equivalent to the contractivity of (PAt )t>0 on L
p(Ω), not even for A ∈
C∞(Rn).
We also prove that ∆p(A) > 0 is a sufficient condition for L
p contractivity which is
devoid of any smoothness or symmetry assumptions on A or geometric conditions on Ω.
Now we state our result.
Theorem 1.3. Suppose that n ∈ N, Ω ⊂ Rn is open, A ∈ A(Ω) and p > 1. Consider the
following statements:
(a) ∆p(A) > 0;
(b) (PAt )t>0 extends to a contractive semigroup on L
p(Ω);
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(c) ∆p(As) > 0.
Then:
• (a)⇒ (b)⇒ (c);
• if div(ImA)(k)a = 0 for all k ∈ {1, . . . , n} then (b)⇔ (c);
• if div(ImA)(k)a 6= 0 for some k ∈ {1, . . . , n} then, in general, (c) 6⇒ (b).
We prove Theorem 1.3 in Section 7. Alternative descriptions of conditions ∆p(A) > 0
and ∆p(As) > 0 are contained in Propositions 5.13 and 5.18.
Comments. The sufficiency part of Theorem 1.3 thus complements the sharp results by
Auscher [6] as follows: for any A ∈ A(Rn),
• (Auscher [6]) if |1− 2/p| 6 2/n then (PAt )t>0 is bounded on Lp(Rn);
• (Theorem 1.3) if |1− 2/p| 6 µ(A) then (PAt )t>0 is contractive on Lp(Rn).
Compare also with Bakry [12, The´ore`me 7].
The admissible (and optimal) range of p’s in Auscher’s [6] above-cited result shrinks
to {2} as n → ∞. Regarding the contractivity, given n ∈ N, the largest set Jn ⊂ (1,∞)
so that PAt is contractive on L
p(Rn) for any p ∈ Jn and any A ∈ A(Rn), is just Jn = {2}.
Counterexamples are again provided by Theorem 6.2: given p 6= 2, it suffices to take
A = exp(iφ)In with φ ∈ (φp, π/2). On the other hand, the condition from Theorem 1.3
is dimension-free.
Assume, as in [24, p. 1087], that Ω is a bounded domain with ∂Ω ∈ C2 and that the
entries of A belong to C1(Ω). By elliptic regularity [1] we have that for any p ∈ (1,∞)
the semigroup
(
PAt
)
t>0
extends to an analytic semigroup on Lp(Ω) and the domain of its
generator is W 1,p0 (Ω) ∩ W 2,p(Ω). For more details see [38, Theorem 6.3.4] for the case
p = 2 and [48, Section 3] for arbitrary p ∈ (1,∞). Thus Theorem 1.3 generalizes the
Lp-contractivity result of Cialdea and Maz’ya [24, Theorem 5].
A minor modification of Example 1 from [24], so as to include elliptic matrices, shows
that (b) of Theorem 1.3 does not imply (a), not even for constant A.
Section 1.2 and Theorem 1.3 also imply a known result, formulated in Ouhabaz [56,
Theorem 4.28], that when A is real, the semigroup (PAt )t>0 is contractive on L
p(Ω) for
all 1 < p <∞. More generally, [56, Theorem 4.29] implies that if
ImA is purely antisymmetric and div(ImA)(k)
a
= 0 (1.18)
then (PAt )t>0 extends to a contraction semigroup on L
p(Ω). This is again a special case of
our Theorem 1.3, because ImAs = 0 is for A ∈ A(Ω) equivalent to ∆∞(As) > 0, which
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implies (see Section 1.2) that ∆∞(As) = 0 and hence ∆p(As) > 0 for all p ∈ (1,∞)
(Corollary 5.16 and Proposition 5.15). The appearance of the “limit case p → ∞” of
(c), namely, ∆∞(As) > 0, should in view of Theorem 1.3 not come as a surprise. A
complementary reason to expect it is that the above-cited contractivity result contained
in [56, Theorem 4.29] follows, by complex interpolation, from a stronger result, see [7,
Corollaire 2.2] or [56, Corollary 4.12], which asserts that (1.18) in fact characterizes the
L∞-contractivity of
(
PAt
)
t>0
.
In the special case of A being smooth on a bounded domain, the authors of [24] in-
directly prove the implication (a) ⇒ (b) of Theorem 1.3; see Proposition 5.13 as well
as their Corollary 4, Theorem 3 and the proof of Theorem 5. In our proof of (a) ⇒ (b)
however, as said before, no smoothness or symmetry of A is assumed, and Ω is allowed
to be an arbitrary open set.
Finally, we saw that p-ellipticity implies both the dimension-free bilinear embedding
(Theorem 1.1) and the semigroup contractivity (Theorem 1.3). We also know that bilinear
embedding implies boundedness of the semigroup (1.17). Thus it would be natural to
inquire about a direct connection between dimension-free bilinear embeddings on Lp×Lq
and semigroup contractivity on Lp.
1.7 Organization of the paper
Section 2 serves the purpose of collecting in one spot most of the definitions and facts
indispensable for this paper. In Section 3 we sketch the main ideas behind our proofs, de-
voting particular attention to explaining the heat-flow-Bellman-function method. In Sec-
tion 4 we show how integration by parts of the flow associated with the function Φ helps
identify the fundamental convexity requirement on Φ. In Section 5 we define the Bellman
function and show that it possesses the desired convexity. By considering the Hessians of
power functions in one complex variable we explain how the condition (1.7) was born. In
Section 6 we complete the proof of the bilinear embedding (Theorem 1.1). In Section 7 we
prove our result on the contractivity of semigroups (Theorem 1.3). Finally, Appendix is a
technical part that provides a regularization argument used in the proof of Theorem 1.1.
2 More notation and preliminaries
For a1, a2 > 0 we write a1 & a2 if there is a constant C > 0 such that a1 > Ca2. Similarly
we define a1 . a2. If both a1 & a2 and a1 . a2 then we write a1 ∼ a2.
We will denote C+ = {ζ ∈ C ; Re ζ > 0}. Let n ∈ N. If z = (z1, . . . , zn) ∈ Cn,
we denote Re z = (Re z1, . . . ,Re zn), Im z = (Im z1, . . . , Im zn) and z¯ = (z¯1, . . . , z¯n). If
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also w ∈ Cn, we write
〈z, w〉Cn =
n∑
j=1
zjwj
and |ξ|2 = 〈ξ, ξ〉Cn . When the dimension is obvious, we sometimes omit the index Cn
and only write 〈z, w〉. When both z and w belong to Rn, we sometimes emphasize this by
writing 〈z, w〉Rn . This should not be confused with the standard pairing
〈ϕ, ψ〉 =
∫
Rn
ϕψ¯, (2.1)
where ϕ, ψ are complex functions on Rn such that the above integral makes sense. All the
integrals in this paper are taken over the Lebesgue measure m, therefore we will mostly
write them without dm at the end.
If x1, . . . , xn are the coordinates on R
n, we define, initially on C∞c (R
n) or S(Rn), by
∆n =
n∑
j=1
∂2
∂x2j
the Laplace operator on Rn. When the underlying dimension is clear, we simply write
∆. The same symbol will also denote the negative of the generator of the classical heat
semigroup on Lp(Rn).
When F = F (x1, . . . , xm) ∈ C2(U) for some open U ⊂ Rm, we introduce the
Hessian matrix of F , calculated at x ∈ U :
Hess(F ; x) =
[
∂2xixjF (x)
]m
i,j=1
.
LetCn,n be the space of all complex n×nmatrices. ForM ∈ Cn,n denote its conjugate
transpose byM∗ and define its symmetric partMs and antisymmetric partMa by
Ms :=
M +MT
2
, Ma :=
M −MT
2
. (2.2)
Write IRn for the identity matrix on R
n. IfM1,M2 ∈ Rm,m then letM1 ⊕M2 denote
the 2m× 2m block-diagonal matrix havingM1,M2 (in this order) on the diagonal. If f, g
are complex functions on some sets X, Y respectively, then f ⊗ g is the abbreviation for
the function on X × Y mapping (x, y) 7→ f(x)g(y).
Let L∞(Ω→ Cn,n) denote the space of complex matrix functions on Ω with entries in
L∞(Ω) and by B(X) the space of bounded linear operators on a Banach space X .
2.1 Identification operators
We will explicitly identifyCn with R2n. For each n ∈ N consider the operator Vn : Cn →
Rn × Rn, defined by
Vn(α + iβ) = (α, β).
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One has, for all z, w ∈ Cn,
Re 〈z, w〉Cn = 〈Vn(z),Vn(w)〉R2n . (2.3)
If (ω1, ω2) ∈ Cn × Cn then V2n(ω1, ω2) = (Reω1,Reω2, Imω1, Imω2) ∈ (Rn)4. On
Cn × Cn define another identification operatorW2n : Cn × Cn → (Rn)4,
W2n(ω1, ω2) = (Vn(ω1),Vn(ω2)) = (Reω1, Imω1,Reω2, Imω2).
When the dimensions of the spaces on which the identification operators act is clear, we
will sometimes omit the indices and instead of Vn,Wm only write V,W.
Given a matrix D = [dij ]i,j ∈ RM,N and n ∈ N, we let D ⊗ IRn ∈ RMn,Nn be the
Kronecker product of D with the identity on Rn, that is,
D ⊗ IRn := [dij · In]i,j .
For example,
[a b]⊗ IR3 =
 a ba b
a b
 and [ a b
c d
]
⊗ IR2 =

a b
a b
c d
c d
 .
If A = [aij ]
n
i,j=1 ∈ Cn,n then ReA := [Re aij ]ni,j=1 and ImA := [Im aij]ni,j=1. We shall
frequently need the following derived real (2n)× (2n) matrix:
M(A) =
[
ReA −ImA
ImA ReA
]
.
Its significance stems from the formula
V(Aξ) = M(A)V(ξ) for all ξ ∈ Cn. (2.4)
We can view M as a mapping Cn,n −→ R2n,2n. Observe that M(A∗) = M(A)T and
M(AB) = M(A)M(B). We derive from (2.3) and (2.4) the useful identities
Re 〈Aξ, η〉Cn = 〈M(A)V(ξ),V(η)〉R2n
Im 〈Aξ, η〉Cn = 〈M(A)V(ξ),V(iη)〉R2n .
(2.5)
2.2 Generalized Hessians and generalized convexity
The objects and notions defined in this section will appear throughout the paper. While in
principle one definition would suffice, for the sake of clarity we treat the case of functions
defined on C and associated with a single matrix, and the case of functions defined on C2
and associated with a pair of matrices, separately.
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One-dimensional case
Take A,B ∈ Cn,n. Suppose that F : C→ R is smooth, s ∈ C and ξ ∈ Cn. We set
HAF [s; ξ] = 〈[HessV1(F ; s)⊗ IRn ]Vn(ξ),M(A)Vn(ξ)〉R2n , (2.6)
where HessV1(F ; s) = Hess(F ◦ V−11 ;V1(s)). In block notation, withH = Rn,
HAF [s; ξ] =
〈
HessV1(F ; s)
[
Re ξ
Im ξ
]
,
[
ReA −ImA
ImA ReA
] [
Re ξ
Im ξ
]〉
H2
.
We say that F is convex with respect to A ifHAF [s; ξ] > 0 for all s, ξ.
Two-dimensional case
Similarly, if Φ : C2 → R is smooth, v ∈ C2 and ω = (ω1, ω2) ∈ Cn × Cn, define
H
(A,B)
Φ [v;ω] = 〈[HessW2(Φ; v)⊗ IRn ]W2n(ω), [M(A)⊕M(B)]W2n(ω)〉R4n , (2.7)
where HessW2(Φ; v) = Hess(Φ ◦W−12 ;W2(v)). In block notation, with H = Rn,
H
(A,B)
Φ [v;ω] =
〈
HessW2(Φ; v)

Reω1
Imω1
Reω2
Imω2
 ,

ReA −ImA
ImA ReA
ReB −ImB
ImB ReB


Reω1
Imω1
Reω2
Imω2

〉
H4
.
We say that Φ is convex with respect to the pair (A,B) ifH
(A,B)
Φ [v;ω] > 0 for all v, ω.
2.3 Numerical range and sectoriality
Given φ ∈ (0, π) define the sector
Sφ = {z ∈ C \ {0} ; | arg z| < φ}.
Also set S0 = (0,∞). Suppose that A is a closed densely defined linear operator on a
complex Banach space X . We denote its spectrum by σ(A ). Let ϑ ∈ [0, π). Following
[39], we say that A is sectorial of angle ϑ if:
• σ(A ) ⊆ Sϑ and
• for every ε ∈ (0, π − ϑ) we have
sup
z∈C\Sϑ+ε
|z| · ||(A − zI)−1|| <∞ .
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Operators which are sectorial of some angle from [0, π) will simply be called sectorial.
In such a case the number
ω(A ) := inf {ϑ ∈ [0, π/2) ; A is sectorial of angle ϑ}
is called the sectoriality angle of A .
If H is a Hilbert space, 〈·, ·〉
H
the scalar product on H and T : D(T ) → H a densely
defined linear operator onH, we denote by W(T ) the numerical range of T ; that is,
W(T ) = {〈Th, h〉
H
; h ∈ D(T ), |h| = 1}.
When W(T ) ⊂ Sβ for some β ∈ (0, π), we define
ν(T ) := inf
{
β ∈ (0, π) ; W(T ) ⊂ Sβ
}
,
that is, Sν(T ) is the smallest closed sector which contains the numerical range of T .
Furthermore, following [50] we say that T is ω-accretive for some ω ∈ [0, π/2] if
σ(T ) ∪W(T ) ⊂ Sω. Hence ν(T ) 6 ω in this case. If T is bounded then σ(T ) ⊂ W(T ),
thus such T are ω-accretive precisely when ν(T ) 6 ω. Any ω-accretive operator is secto-
rial of angle ω.
Let us return to operators in divergence form. The two accretivity conditions (1.1) and
(1.2) imply that, for a.e. x ∈ Ω, the matrix A(x) is arccos(λ/Λ)-accretive as an operator
on the Hilbert space Cn. Define
ν(A) = ess sup
x∈Ω
ν(A(x)). (2.8)
Then LA is ν(A)-accretive, see [50], and ω(LA) 6 ν(LA) 6 ν(A) 6 arccos(λ/Λ).
3 Outline of the proof of the bilinear embedding
Our approach towards Theorem 1.1 consists of defining and studying the heat flow asso-
ciated with a particular Bellman function. The key property of the flow is a quantitative
estimate of its derivative (3.1). Using integration by parts, we single out the parallel prop-
erty of the Bellman function alone that implies (3.1). It could be perceived as a variant of
“convexity” associated with the pair of accretive matrices in question. An adequate func-
tion turns out to be one constructed by Nazarov and Treil [51] in 1995. Its properties are
formulated in Theorem 5.2. In proving it we use the fact that their function is composed
of tensor products of power functions. This makes the analysis of generalized convexity
of power functions an essential part of our proof. See Section 5.
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A simpler version of the Bellman-heat method was also the way through which Theo-
rem 1.0 was proven in [32]. The other works which stimulated thoughts developed in this
paper were [20, 21].
The Bellman function technique has become widely known in harmonic analysis since
the mid 1990s, following the work by Nazarov, Treil and Volberg [52]. Afterwards it has
been employed in a large number of papers, of which the closest ones to our approach
(that is, those where Bellman functions are explictly paired with heat flows) are [32, 20,
59, 54, 30, 31, 33, 19, 28, 58, 49].
For another perspective on heat-flow techniques, various examples and references we
refer the reader to the papers by Bennett et al. [14, 15].
3.1 The heat-flow method expanded
In this section we illustrate in more detail the heat-flow technique we will utilize for
proving the bilinear embedding in Theorem 1.1. The exposition will be rather descriptive,
aimed at giving the idea of the proof without dwelling on technical details which will be
addressed later.
When proving the bilinear embedding of Theorem 1.1, a regularization argument (see
the appendix) allows us to assume that the coefficients of the matrix functions A,B ∈
A(Rn) are smooth, that is, of class C1b (R
n) consisting of all bounded C1 functions with
bounded derivatives.
Fix two test functions f, g ∈ C∞c (Rn) and Φ : C2 → R+ of class C1. Suppose that
ψ ∈ C∞c (Rn) is a radial function, ψ ≡ 1 in the unit ball, ψ ≡ 0 outside the ball of
radius 2, and 0 < ψ < 1 elsewhere. For R > 0 define ψR(x) := ψ(x/R). The choice of
A,B, f, g,Φ, ψ, R gives rise to a function E : [0,∞)→ R+ defined by
E(t) =
∫
Rn
ψR · Φ
(
PAt f, P
B
t g
)
.
We say that the flow associated withA,B andΦ is regular if, for every f, g the function
E is continuous on [0,∞), continuously differentiable on (0,∞) and
E′(t) =
∫
Rn
ψR · ∂
∂t
Φ
(
PAt f, P
B
t g
)
.
Fix p > 2. We are interested in finding a function Φ ∈ C1(C2), possibly depending on
p, such that for any f, g the corresponding flow admits the following properties:
• regularity;
• quantitative monotonicity, that is, the existence of a0 = a0(p, A,B) > 0 such that
− E′(t) > a0
〈
ψR|∇PAt f |, |∇PBt g|
〉
L2(Rn)
+ (E.T.) , (3.1)
where (E.T.) stands for “error term” which we expect to disappear as R→∞;
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• initial value bound, that is, the existence of b0 = b0(p, A,B) > 0 such that
E(0) 6 b0(‖f‖pp + ‖g‖qq) . (3.2)
For if these conditions are fulfilled, then, for any f, g as above,
a0
∫ ∞
0
〈
ψR|∇PAt f |, |∇PBt g|
〉
L2(Rn)
dt+
∫ ∞
0
(E.T.)
6 −
∫ ∞
0
E′(t) dt 6 E(0) 6 b0(‖f‖pp + ‖g‖qq).
We would like to send R → ∞. Since we are assuming that the coefficients of A,B
are smooth, PAt is bounded on L
p for any 1 6 p 6∞ [5, Theorem 4.8], which enables us
to show that (E.T.)→ 0 as R→∞. So we arrive at
a0
∫ ∞
0
〈|∇PAt f |, |∇PBt g|〉L2(Rn) dt 6 b0(‖f‖pp + ‖g‖qq).
By replacing f with τf and g with g/τ and optimizing the right-hand side in τ > 0, we
obtain the bilinear embedding (1.12),∫ ∞
0
〈|∇PAt f |, |∇PBt g|〉L2(Rn) dt 6 C(p, A,B)‖f‖p‖g‖q,
for all f ∈ C∞c (Rn) and g ∈ C∞c (Rn), where C(p, A,B) = p1/pq1/qb0/a0.
Reduction of (3.1) and (3.2) to the properties of Φ.We would like to translate (3.1) and
(3.2) into (pointwise) conditions on Φ alone.
Clearly, (3.2) holds provided that 0 6 Φ(ζ, η) 6 b0 (|ζ |p + |η|q), for all ζ, η ∈ C.
As for (3.1), it will be proven in Section 4.1 through integration by parts that when Φ
is of class C2 and A,B are smooth, the regularity of the flow holds and implies
− E′(t) =
∫
Rn
ψR ·H(A,B)Φ [ht;∇ht] + (E.T.), (3.3)
with ht = (P
A
t f, P
B
t g) and ∇ht = (∇PAt f,∇PBt g), while H(A,B)Φ is as in (2.7). As said
before, we use the smoothness of A,B to show that limR→∞(E.T.) = 0. Consequently,
for (3.1) it will be sufficient to have the following pointwise inequality:
for a.e. x ∈ Rn we have
H
(A,B)
Φ [v;ω] > a0|ω1||ω2|, ∀ v ∈ C2, ∀ω = (ω1, ω2) ∈ Cn × Cn .
It turns out that a function Φ satisfying this property, as well as the above-specified size
estimate, exists when ∆p(A,B) > 0 or, equivalently, |1− 2/p| < µ(A,B).
Summary. Given p > 2 and A,B ∈ A(Rn) satisfying ∆p(A,B) > 0 or, equivalently,
|1−2/p| < µ(A,B), the proof of Theorem 1.1 eventually reduces to finding aC2 function
Φ : C2 → R such that:
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(i) the corresponding flow is regular;
(ii) 0 6 Φ(ζ, η). |ζ |p + |η|q for all (ζ, η) ∈ C2;
(iii) H
(A,B)
Φ [v;ω]& |ω1||ω2| for any v ∈ C2 and ω = (ω1, ω2) ∈ Cn × Cn.
We can relax the condition Φ ∈ C2(C2) by requiring that Φ be of class C1 and almost
everywhere twice differentiable with locally integrable second-order partial derivatives.
Then we can consider the flow corresponding to a regularization of Φ by standard molli-
fiers (see Section 5.1).
4 Chain rule
For w = w1 + iw2 ∈ C, introduce the complex derivatives
∂w¯ =
∂w1 + i∂w2
2
, ∂w =
∂w1 − i∂w2
2
.
Let Φ : C2 → R be of class C2. Recall the notation introduced in Sections 2.1 and 2.2.
Define
∂ζ¯Φ = ∂ζ¯(Φ ◦W−12 ) ◦W2
∂η¯Φ = ∂η¯(Φ ◦W−12 ) ◦W2.
Lemma 4.1. Suppose that Φ is as above. Let ϕ, ψ ∈ H1(Rn) ∩ L∞(Rn). Then (∂ζ¯Φ) ◦
(ϕ, ψ) and (∂η¯Φ)◦(ϕ, ψ) belong toH1loc(Rn),∇
(
(∂ζ¯Φ) ◦ (ϕ, ψ)
)
and∇ ((∂η¯Φ) ◦ (ϕ, ψ))
belong to L2(Rn;C2n), and
2W2n
(∇ [(∂ζ¯Φ) ◦ (ϕ, ψ)] ,∇ [(∂η¯Φ) ◦ (ϕ, ψ)]) = [HessW2 (Φ; (ϕ, ψ))⊗ IRn]W2n(∇ϕ,∇ψ).
Proof. Write∇ for the gradient with respect to x ∈ Rn and∇ for the gradient with respect
to (ζ1, ζ2, η1, η2) ∈ R4. Let alsoΨ := Φ◦W−12 : R4 → R and k := W2(ϕ, ψ) : Rn → R4.
Then by the chain rule for weak derivatives [67, Theorem 2.1.11],
2W2n
(∇ [(∂ζ¯Φ) ◦ (ϕ, ψ)] ,∇ [(∂η¯Φ) ◦ (ϕ, ψ)])
= (∇ (∂ζ1Ψ ◦ k) ,∇ (∂ζ2Ψ ◦ k) ,∇ (∂η1Ψ ◦ k) ,∇ (∂η2Ψ ◦ k)) (4.1)
=
([∇(∂ζ1Ψ) ◦ k] · ∇k, [∇(∂ζ2Ψ) ◦ k] · ∇k, [∇(∂η1Ψ) ◦ k] · ∇k, [∇(∂η2Ψ) ◦ k] · ∇k) .
Recall that k = (Reϕ, Imϕ,Reψ, Imψ) and observe that
∇k = ∇W2(ϕ, ψ) = W2n(∇ϕ,∇ψ) = (∇Reϕ,∇Imϕ,∇Reψ,∇Imψ). (4.2)
To ensure there is no ambiguity in (4.1), let us specify that for G : R4 → R we mean[∇ G ◦ k] · ∇k
= (∂ζ1G ◦ k)∇Reϕ+ (∂ζ2G ◦ k)∇Imϕ+ (∂η1G ◦ k)∇Reψ + (∂η2G ◦ k)∇Imψ.
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Putting all this together we see that (4.1) equals
[Hess (Ψ; k)⊗ IRn]∇k =
[
Hess
(
Φ ◦W−12 ;W2(ϕ, ψ)
)⊗ IRn]W2n(∇ϕ,∇ψ),
just as claimed.
Corollary 4.2. Under the assumptions of Lemma 4.1, for every A,B ∈ Cn,n,
2Re
〈
A∇ϕ,∇ [(∂ζ¯Φ)(ϕ, ψ)]〉Cn + 2Re 〈B∇ψ,∇ [(∂η¯Φ)(ϕ, ψ)]〉Cn
= H
(A,B)
Φ [(ϕ, ψ); (∇ϕ,∇ψ)] .
Proof. Write h = (ϕ, ψ). Then ∇h = (∇ϕ,∇ψ) and by (2.5), (4.2) and Lemma 4.1,
2Re
〈
A∇ϕ,∇ [(∂ζ¯Φ) ◦ h]〉Cn + 2Re 〈B∇ψ,∇ [(∂η¯Φ) ◦ h]〉Cn
= 2
〈
M(A)Vn (∇ϕ) ,Vn
(∇ [(∂ζ¯Φ) ◦ h])〉R2n
+ 2
〈
M(B)Vn (∇ψ) ,Vn
(∇ [(∂ζ¯Φ) ◦ h])〉R2n
=
〈
[M(A)⊕M(B)]W2n(∇h), 2W2n
(∇ [(∂ζ¯Φ) ◦ h] ,∇ [(∂η¯Φ) ◦ h])〉R4n
= 〈[M(A)⊕M(B)]W2n (∇h) , [HessW2 (Φ; h)⊗ IRn ]W2n(∇h)〉R4n .
Now the corollary follows from (2.7).
4.1 Integration by parts
Here we prove the identity (3.3), which reduces the estimate (3.1) to the estimate (iii) of
the function Φ itself. Let A,B ∈ A(Rn) be matrix functions with coefficients of class
C1b (R
n), and let Φ : C2 → R be a C2 function. Fix f, g ∈ C∞c (Rn) and a real-valued
ψ ∈ C∞c (Rn). The analyticity of the semigroups (PAt )t>0 and (PBt )t>0 onL2(Rn) together
with a theorem of Auscher [5, Theorem 4.8] imply that PAt f and P
B
t g belong toH
1(Rn)∩
L∞(Rn), for all t > 0. From this is not hard to see that the flow t 7→ ∫ ψ ·Φ(ht) is regular,
where ht = (P
A
t f, P
B
t g) : R
n → C2. Let us write∇ht = (∇PAt f,∇PBt g).
Proposition 4.3. Let A,B, f, g, ψ,Φ, ht be as above. Then
− d
dt
∫
Rn
ψΦ(ht) =
∫
Rn
ψ ·H(A,B)Φ [ht;∇ht]
+
∫
Rn
2Re
( [
(∂ζ¯Φ)(ht)
] · 〈∇ψ,A∇PAt f〉Cn + [(∂η¯Φ)(ht)] · 〈∇ψ,B∇PBt g〉Cn ).
The integral in the last line is the “error term” (E.T.) referred to in Section 3.1.
Proof. From the regularity of the flow we get
− d
dt
∫
Rn
ψΦ(ht) = −
∫
Rn
ψ
∂
∂t
Φ
(
PAt f, P
B
t g
)
= 2Re
∫
Rn
ψ · 〈(∂ζ¯Φ)(ht), LAPAt f〉C + 2Re ∫
Rn
ψ · 〈(∂η¯Φ)(ht), LBPBt g〉C
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Recall that PAt f, P
B
t g ∈ H1(Rn) ∩ L∞(Rn). Therefore, by Lemma 4.1, the functions
ψ · (∂ζ¯Φ)(ht) and ψ · (∂η¯Φ)(ht) belong toH1(Rn) and, for γ = ζ, η,∫
Rn
ψ· 〈(∂γ¯Φ)(ht), LAPAt f〉C = ∫
Rn
〈∇ [ψ · (∂γ¯Φ)(ht)] , A∇PAt f〉Cn
=
(∫
Rn
ψ
〈∇[(∂γ¯Φ)(ht)], A∇PAt f〉Cn + ∫
Rn
(∂γ¯Φ)(ht) ·
〈∇ψ,A∇PAt f〉Cn)
and similarly with B in place of A. Now apply Corollary 4.2.
As mentioned before, the point of the above proposition (and of this section) is that
the “quantitative monotonicity” (3.1) reduces to suitable pointwise estimates of the terms
H
(A,B)
Φ [v;ω] for any v ∈ C2 and ω ∈ Cn × Cn. We will estimate H(A,B)Φ [v;ω] in the case
of a very particular Φ, to which the next section is devoted.
5 Power functions and the Bellman function of Nazarov
and Treil
Unless specified otherwise, we assume everywhere in this section that p > 2 and q =
p/(p− 1). Let δ > 0. Introduce the function ℘ = ℘p,δ : R+ × R+ −→ R+ by
℘(u, v) = up + vq + δ

u2v2−q ; up 6 vq
2
p
up +
(
2
q
− 1
)
vq ; up > vq .
The Bellman function we use is the function Q = Qp,δ : C× C −→ R+ defined by
Q(ζ, η) := ℘(|ζ |, |η|) . (5.1)
The origins of Q lie in the paper of F. Nazarov and S. Treil [51]. A modification of
their function has been later applied by A. Volberg and the second author in [31, 33]. Here
we use a simplified variant which comprises only two variables. It was introduced in [32]
and used by the present authors in [19, 20].
The construction of the original Nazarov–Treil function in [51] was one of the earliest
examples of the so-called Bellman function technique, which had been systematically
introduced in harmonic analysis shortly beforehand by Nazarov, Treil and Volberg [52].
The name “Bellman function” stems from the stochastic optimal control, see [53] for
details. The same paper [53] explains the connection between the Nazarov–Treil–Volberg
approach and the earlier work of Burkholder on martingale inequalities, see [16] and also
[17, 18]. If interested in the genesis of Bellman functions and the overview of the method,
the reader is also referred to Volberg et al. [53, 64, 51] and Wittwer [66]. The method has
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seen a whole series of applications, yet until recently (see [19, 20]) mostly in Euclidean
harmonic analysis.
In the course of the last few years, the Nazarov–Treil function Q was found to possess
nontrivial properties that reach much beyond the need for which it had been originally
constructed in [51]. These properties were used for proving several variants of the bilinear
embedding. See [33, 32, 20, 21, 49]. In the present paper we continue the exploration of
the properties of Q by proving that a sort of a generalized convexity may occur in the
presence of arbitrary complex accretive matrices A,B (Theorem 5.2).
It is a direct consequence of the above definition that the functionQ belongs toC1(C2),
and is of order C2 everywhere except on the set
Υ = {(ζ, η) ∈ C× C ; (η = 0) ∨ (|ζ |p = |η|q)} .
The following estimates are also straightforward.
Proposition 5.1. For (ζ, η) ∈ R2 × R2 we have 0 6 Q(ζ, η) 6 (1 + δ) (|ζ |p + |η|q) and
2|(∂ζQ)(ζ, η)| 6 (p+ 2δ)max{|ζ |p−1, |η|},
2|(∂ηQ)(ζ, η)| 6 (q + (2− q)δ)|η|q−1.
Recall the notation from (2.7). We would like to estimate H
(A,B)
Q [v;ω] from below.
Since in this chapter we do not integrate, we can think ofA,B simply as constant accretive
matrices. The desired estimate is formulated below and will be proven in Section 5.5. It
was instrumental for our proof of the bilinear embedding (Section 6) and, on the other
hand, it strengthened our belief in ∆p(A) and (1.7); see Remark 5.9 for explanation.
Theorem 5.2. Let p > 2. Suppose that A,B ∈ Aλ,Λ(Ω) satisfy ∆p := ∆p(A,B) > 0.
Then there exists δ = δ(∆p, λ,Λ) ∈ (0, 1) such that for Q = Qp,δ as above we have, for
almost every x ∈ Ω,
H
(A(x),B(x))
Q [v;ω] >
∆p
5
· λ
Λ
|ω1||ω2| , (5.2)
for any v ∈ C2 \Υ and ω = (ω1, ω2) ∈ Cn × Cn.
Remark 5.3. The present authors proved a convexity result [20, Theorem 15] for Q,
which was vital for their obtaining the sharp version of the holomorphic functional calcu-
lus in sectors on Lp for generators of symmetric contraction semigroups. We note that
Theorem 5.2 is basically a generalization of [20, Theorem 15] from the special case
A = eiφI and B = A∗ to the general case considered above. Compare with (5.18).
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5.1 Regularization of Q
We would like to replace Q by a function which satisfies the inequality (5.2) of Theo-
rem 5.2 but is, in addition, also of class C2 everywhere on C2 (not only on C2\Υ). A
standard way of achieving this involves mollifiers.
Denote by ∗ the convolution in R4 and let (ϕκ)κ>0 be a nonnegative, smooth and
compactly supported approximation of the identity onR4. If Φ : C2 → R, define Φ∗ϕκ =
(ΦW ∗ ϕκ) ◦W : C2 → R. Explicitly, for ζ, η ∈ C,
(Φ ∗ ϕκ)(ζ, η) =
∫
R2×R2
ΦW (V(ζ)− s,V(η)− t)ϕκ(s, t) ds dt.
The next result follows from Proposition 5.1.
Corollary 5.4. For ζ, η ∈ C and δ, κ ∈ (0, 1) we have
0 6 (Q ∗ ϕκ)(ζ, η) 6 (1 + δ) [(|ζ |+ κ)p + (|η|+ κ)q]
and
|∂ζ(Q ∗ ϕκ)(ζ, η)| 6 (p+ 2δ)max
{
(|ζ |+ κ)p−1, |η|+ κ}
|∂η(Q ∗ ϕκ)(ζ, η)| 6 (q + (2− q))(|η|+ κ)q−1 .
(ii’)
The following result is equivalent to the fact that the inequality in Theorem 5.2 is valid
also in the distributional sense.
Corollary 5.5. Let p > 2. Suppose that A,B ∈ Aλ,Λ(Ω) satisfy ∆p := ∆p(A,B) > 0.
Then there exists δ = δ(∆p, λ,Λ) ∈ (0, 1) such that for Q = Qp,δ as above and κ > 0 we
have, for almost every x ∈ Ω,
H
(A(x),B(x))
Q∗ϕκ
[v;ω] >
∆p
5
· λ
Λ
|ω1||ω2| , (5.3)
for any v ∈ C2, ω = (ω1, ω2) ∈ Cn × Cn.
Proof. Since QW ∈ C1(R4) and its second-order partial derivatives exist on R4\W(Υ)
and are locally integrable in R4, by [61, The´ore`me V, p. 57], see also [41, Theorem 2.1],
we have that for any v ∈ C2, ω ∈ Cn × Cn and κ > 0,
H
(A,B)
Q∗ϕκ
[v;ω] =
∫
R4
H
(A,B)
Q [v −W−1(ξ);ω]ϕκ(ξ) dξ .
Now Theorem 5.2 immediately implies (5.3).
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5.2 Power functions
For r > 0 define the power function (by which we actually mean powers of the modulus)
Fr : C −→ R+
ζ 7−→ |ζ |r.
Let 1 denote the constant function of value 1 on C, that is, 1 = F0. Introduce the notation
r̂ = 1− 2/r .
If p > 1, then |p̂| = p̂∗ . Here we remind the reader that p∗ = max{p, q}, where 1/p +
1/q = 1. We can rewrite (5.1) as
Q = [1 + (1− p̂)δ]Fp ⊗ 1+ (1 + p̂δ)1⊗ Fq , if |ζ |p > |η|q
Q = Fp ⊗ 1+ 1⊗ Fq + δF2 ⊗ F2−q , if |ζ |p 6 |η|q ,
(5.4)
which brings us to consideringH
(A,B)
Φ [v;ω]with Φ of the form Fr⊗Fs for some r, s > 0.
For the sake of transparency we consider the two relevant cases separately:
(a) Φ = Fp ⊗ 1 or Φ = 1⊗ Fq;
(b) Φ = F2 ⊗ F2−q.
Given ψ ∈ R define
K(ψ) :=
[
cosψ sinψ
sinψ − cosψ
]
=
[
cosψ − sinψ
sinψ cosψ
] [
1 0
0 −1
]
.
The relevance of K(ψ) for us stems from the formula
HessV(Fr; ζ) =
r2
2
|ζ |r−2(I2 + r̂K(2 arg ζ)), (5.5)
valid for r > 0 and ζ ∈ C\{0}. This formula is used in the proof of the next result that
explains the emergence of the operator Ip from (1.4). First extend Ip to p > 0 by the same
rule (1.4).
Lemma 5.6. Let r > 0, A ∈ Cn,n, ζ ∈ C\{0} and ξ ∈ Cn. Then
HAFr [ζ ; ξ] =
r2
2
|ζ |r−2Re (〈Aξ, ξ〉Cn + r̂e−2i arg ζ 〈Aξ, ξ¯〉Cn) . (5.6)
Consequently, if ̺ > 0 and s ∈ R then
HAFr [̺e
is; ξ] =
r2
2
̺r−2Re
〈
A
(
e−isξ
)
, Ir
(
e−isξ
)〉
Cn
. (5.7)
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Proof. From (2.6) and (5.5) we obtain
HAFr [ζ ; ξ] =
r2
2
|ζ |r−2( 〈M(A)V(ξ),V(ξ)〉R2n+r̂ 〈M(A)V(ξ), (K(2 arg ζ)⊗ IRn)V(ξ)〉R2n ).
Observe that, for ψ ∈ R, one has K(ψ)⊗ IRn = M(eiψIn)Un, where
Un =
[
1
−1
]
⊗ In .
Notice also that UnV(ξ) = V(ξ¯). Now (2.5) gives
〈M(A)V(ξ), (K(2 arg ζ)⊗ IRn)V(ξ)〉R2n =
〈
M(e−2i arg ζA)V(ξ),V(ξ¯)
〉
R2n
= Re
〈
e−2i arg ζAξ, ξ¯
〉
Cn
.
This finishes the proof of (5.6).
The identity (5.7) follows from (5.6) and (1.4).
We list a couple of straightforward consequences of (5.6).
Lemma 5.7. Suppose that ζ ∈ C\{0}, ξ ∈ Cn, A ∈ Cn,n, t ∈ R and r > 0. Then:
(1) HAF2[ζ ; ξ] = 2Re 〈Aξ, ξ〉
(2) HAFr [tζ ; ξ] = |t|r−2HAFr [ζ ; ξ]
(3) HAFr [ζ ; tξ] = t
2HAFr [ζ ; ξ]
(4) HAFr [iζ ; ξ] = H
A
Fr [ζ ; iξ]
(5) HAFr [ζ ; ξ] = |ζ |r−4HAFr [1; ζ¯ξ]
(6) HAFr [ζ ; ξ] = H
A¯
Fr [ζ¯; ξ¯].
In view of Lemma 5.6 and Lemma 5.7 (5), it may be useful to observe the following.
Write A = U + iV ∈ Cn,n and ξ = α + iβ ∈ Cn. Recall the notation (2.2). Then
Re 〈Aξ, ξ〉Cn = 〈Usα, α〉+ 〈Usβ, β〉+ 2 〈Vaα, β〉
Re
〈
Aξ, ξ¯
〉
Cn
= 〈Usα, α〉 − 〈Usβ, β〉 − 2 〈Vsα, β〉 .
(5.8)
The next result reveals how ∆p(A) arose from generalized Hessian forms of power
functions. We extend∆p(A) to p > 0 by the same definition (1.6).
Proposition 5.8. Let A ∈ L∞(Ω→ Cn,n) and p ∈ (0,∞). Then
∆p(A) =
2
p2
ess inf
x∈Ω
min
|ξ|=1
min
|ζ|=1
H
A(x)
Fp
[ζ ; ξ] . (5.9)
If p > 1 then also∆p(A) = ∆q(A), where q = p/(p− 1) if p 6= 1 and q =∞ if p = 1.
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Proof. From Lemma 5.7 (5) we quickly get
min
|ξ|=1
min
|ζ|=1
H
A(x)
Fp
[ζ ; ξ] = min
|η|=1
H
A(x)
Fp
[1; η]. (5.10)
As a special case of (5.7) we have
H
A(x)
Fp
[1; η] =
p2
2
Re 〈A(x)η, Ipη〉Cn . (5.11)
Combining (5.10) with (5.11) and taking the essential infimum in x ∈ Ω proves (5.9).
In order to show that∆p(A) = ∆q(A) for p > 1, one may either notice the connection
Iq(iη) = iIp(η) and use it in the definition of ∆q(A), or else deduce from (5.6) that
2
p2
min
|ζ|=1
H
A(x)
Fp
[ζ ; ξ] = Re 〈A(x)ξ, ξ〉 − |1− 2/p| · ∣∣〈A(x)ξ, ξ¯〉∣∣ (5.12)
and then use |1− 2/p| = |1− 2/q| together with (5.9).
Remark 5.9. Ignoring the normalizing factor 2/p2, the formula (5.9) was how we initially
defined ∆p(A). Let us say a few words about the origin of this definition.
As explained in Section 3, our efforts to prove the bilinear estimate reduced to finding
a (Bellman) function Q = Q(ζ, η) which is convex in a generalized sense with respect
to the pair of matrices (A,B), see Section 2.2 for definitions. Our prime candidate was
the Nazarov–Treil function Q. In very particular cases of A studied in [20], see Remark
5.3, and [21], we showed that the convexity of Q with respect to (A,A∗) reduces to the
convexity of A with respect to the building blocks of Q - power functions Fp. In the
present work we tried to find the adequate formulation and proof of this principle for
pairs of general complex elliptic matrix functions (A,B). Eventually, our answers to this
question evolved into the definition (5.9), the condition (1.7) and Theorem 5.2. One may
thus, with some reservation, view power functions as Bellman functions in one variable.
Lemma 5.7 (2, 3) and Proposition 5.8 immediately give the following estimate:
Corollary 5.10. Let r > 0, A ∈ A(Ω), ζ ∈ C\{0} and ξ ∈ Cn. Then a.e. x ∈ Ω we have
H
A(x)
Fr
[ζ ; ξ] >
r2
2
|ζ |r−2|ξ|2∆r(A) .
Lemma 5.11. Let 1 < q < 2 and A,B ∈ A(Ω). Take v = (ζ, η) ∈ C2 such that
|ζ | < |η|q−1 and ω = (ω1, ω2) ∈ Cn × Cn. Then
H
(A,B)
F2⊗F2−q
[v;ω] = F2−q(η)H
A
F2
[ζ ;ω1] + F2(ζ)H
B
F2−q
[η;ω2] (5.13)
+2(2− q)|η|−q 〈[(V(ζ) · V(η)T )⊗ IRn]V(ω2),M(A)V(ω1)〉R2n
+2(2− q)|η|−q 〈[(V(η) · V(ζ)T)⊗ IRn]V(ω1),M(B)V(ω2)〉R2n .
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Proof. Combine the definition of H
(A,B)
F2⊗F2−q
[v;ω], see (2.7), and the identity
∂2ζjηk(F2 ⊗ F2−q)(ζ, η) = 2(2− q)ζjηk|η|−q, for j, k = 1, 2.
Corollary 5.12. Let 1 < q < 2 and A,B ∈ Aλ,Λ(Ω). Take v = (ζ, η) ∈ C2 such that
|ζ | < |η|q−1 and ω = (ω1, ω2) ∈ Cn × Cn. Then for almost every x ∈ Ω we have
H
(A(x),B(x))
F2⊗F2−q
[v;ω] > 2λA|η|2−q|ω1|2 − 4(2− q)Λ|ω1||ω2|+ (2− q)
2
2
∆2−q(B)|η|q−2|ω2|2.
Proof. Apply Lemma 5.11. In order to estimate the first two terms in (5.13) use Corol-
lary 5.10 with r = 2 and r = 2− q, while for the last two just note that∣∣[(V(ζ) · V(η)T)⊗ IRn]ω2∣∣ 6 |ζ | |η| |ω2|∣∣[(V(η) · V(ζ)T)⊗ IRn]ω1∣∣ 6 |ζ | |η| |ω1| .
5.3 More on ∆p(A)
Consider a matrix function A : Ω → Cn,n. Write A = U + iV for some real matrices
U, V . Recalling the notation (2.2), suppose that Us(x) is positive definite (a.e. x ∈ Ω).
Observe that this condition is fulfilled for any A ∈ A(Ω). Denote by S the operator U1/2s .
For any p > 1 define
Vp = Vp(V ) :=
√
p− 1V −√q − 1V T
2
=
p− 2
2
√
p− 1 Vs +
p
2
√
p− 1 Va (5.14)
and
Wp = Wp(A) := S
−1Vp(V )S
−1 .
Notice that V2(V ) = Va.
The reason for introducing Vp and Wp was the next equivalence. ForM ∈ Rn,n set
||M || := max {|Mu| ; u ∈ Rn, |u| = 1} .
Proposition 5.13. Let A be as above and p > 1. The following statements are equivalent:
(1) ∆p(A) > 0;
(2) a.e. x ∈ Ω: 〈U(x)α, α〉+ 〈U(x)β, β〉+ 2 〈Vp(V )(x)α, β〉 > 0 ∀α, β ∈ Rn;
(3) a.e. x ∈ Ω: ||Wp(A)(x)|| 6 1.
Remark 5.14. Condition (2) above appears in [24, (2.25)] after normalization.
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Proof. First consider the case when A is a constant matrix. Recalling (1.8) and (2.5), we
see that for any c ∈ R, the condition∆p(A) > 2c can be expressed as
(p−1) 〈Uα, α〉+〈Uβ, β〉−(p−1) 〈V β, α〉+〈V α, β〉 > pc(|α|2+|β|2) ∀α, β ∈ Rn.
By replacing α with α/
√
p− 1 and β with −β we get
〈Uβ, β〉+ 〈Uα, α〉+ 2 〈Vp(V )β, α〉 > c(p|β|2 + q|α|2) ∀α, β ∈ Rn.
Notice that 〈Uα, α〉 = 〈Usα, α〉 = |Sα|2 and introduce u = Sα, v = Sβ. Then the above
inequality can be rephrased as
|v|2 + |u|2 + 2 〈Wp(A)v, u〉 > c
(
p|S−1v|2 + q|S−1u|2) .
This should be valid for all u, v ∈ Rn. In particular, we may replace u by −u. Therefore
∆p(A) > 2c is equivalent to
|v|2 + |u|2 − 2| 〈Wp(A)v, u〉 | > c
(
p|S−1v|2 + q|S−1u|2) , ∀u, v ∈ Rn.
From here it is not difficult to complete the proof in the constant case.
For the general, nonconstant case one uses that ∆p(B) = ess infx∈Ω∆p(B(x)).
The proof of Proposition 5.13 also enables one to describe ∆p(A) > 0 in similar terms.
We continue by an explicit comparison between∆p(A) and µ(A); recall that the latter
was defined in (1.9).
Proposition 5.15. Suppose that A ∈ A(Ω) and p ∈ [1,∞]. Then ∆p(A) = 0 if and only
if |1− 2/p| = µ(A). If the above equalities are not satisfied then
λA
µ(A)
6
∆p(A)
µ(A)− |1− 2/p| 6 ΛA . (5.15)
Proof. The proof is based on the following formula which emerges from (5.9) and (5.12):
∆p(A) = ess inf
x∈Ω
min
|ξ|=1
(
Re 〈A(x)ξ, ξ〉 − |1− 2/p| · ∣∣〈A(x)ξ, ξ¯〉∣∣) . (5.16)
One factors out Re 〈A(x)ξ, ξ〉 or ∣∣〈A(x)ξ, ξ¯〉∣∣, depending on the part of (5.15) which is
being proven, recalls (1.1), (1.2) and (1.9), and applies the properties of essential infimum.
The complete proof is rather elementary yet tedious, therefore we leave it out.
Clearly, for A = eiφIn (cf. Proposition 1.2) we have equalities everywhere in (5.15).
Corollary 5.16. For any A ∈ L∞(Ω → Cn,n), the function p 7→ ∆p(A) is Lipschitz
continuous on [1,∞], increasing on [1, 2] and decreasing on [2,∞].
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Proof. The statement follows from (5.16).
Corollary 5.17. Take any A ∈ L∞(Ω→ Cn,n) and p ∈ [1,∞]. Then:
1.) ∆p(A) = ∆p(A¯);
2.) ∆p(A) = ∆p(QAQ
T ) for every matrix function Q : Ω→ O(n), where O(n) denotes
the subset of Rn,n consisting of orthogonal matrices.
If ∆p(A) > 0 then
3.) ∆p(A
∗) >
∆p(A)
p∗ − 1 ;
4.) ∆p(As) >
min{p, q}
2
∆p(A).
Proof. It is enough to assume that p ∈ (1,∞). The statements for p = 1,∞ follow by
continuity and monotonicity (Corollary 5.16).
The first statement follows from Proposition 5.8 and Lemma 5.7(6).
The second statement is an easy consequence of the definition (1.6) and the fact that
Ip commutes with real matrices.
Let us now address the third statement. Take ξ ∈ Cn with |ξ| = 1, write η = Ipξ and
observe that IqIp = (4/pq)ICn. This implies ξ = (pq/4)Iqη and thus for almost every
x ∈ Ω we have
Re 〈A(x)∗ξ, Ipξ〉Cn =
pq
4
|η|2Re
〈
Iq
η
|η| , A(x)
η
|η|
〉
Cn
>
pq
4
|Ipξ|2∆q(A).
We know from Proposition 5.8 that ∆q(A) = ∆p(A). Since min{|Ipξ| ; |ξ| = 1} = 2/p∗,
the assumption∆p(A) > 0 implies
Re 〈A(x)∗ξ, Ipξ〉 > pq
4
(
2
p∗
)2
∆p(A) =
∆p(A)
p∗ − 1 .
Finally minimize over ξ and x.
We now prove the last claim. One finds that the function∆p : L
∞(Ω→ Cn,n)→ R is
concave. Thus
∆p(As) >
∆p(A) + ∆p(A
T )
2
=
∆p(A) + ∆p(A
∗)
2
>
1 + (p∗ − 1)−1
2
∆p(A).
For the equality we used part 1.), while 3.) gives the last inequality.
The next result complements Proposition 5.13.
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Proposition 5.18. Let A be as in Proposition 5.13 and p > 1. The following statements
are equivalent:
(1) ∆p(As) > 0;
(2) a.e. x ∈ Ω: |p− 2|| 〈V (x)α, α〉 | 6 2√p− 1 〈U(x)α, α〉 ∀α ∈ Rn;
(3) a.e. x ∈ Ω: 〈A(x)α, α〉Cn ∈ Sφp ∀α ∈ Rn.
Remark 5.19. Condition (2) above appears in [24, (5.23)].
Proof. Let us first prove that (1)⇔ (2). Recall that 〈Vsα, α〉 = 〈V α, α〉 and the same for
U . By (5.14) and Proposition 5.13, (1) is equivalent to the following inequality, valid for
almost every x ∈ Ω:
|p− 2|| 〈Vs(x)α, β〉 | 6
√
p− 1 (〈U(x)α, α〉+ 〈U(x)β, β〉) ∀α, β ∈ Rn. (5.17)
This gives (1) ⇒ (2). To prove (2) ⇒ (1) write 4 〈Vsα, β〉 = 〈V (α + β), (α+ β)〉 −
〈V (α− β), (α− β)〉. Estimating the right-hand side by (2) proves (5.17) and hence (1).
The equivalence (2)⇔ (3) follows from observing that 2√p− 1/|p−2| = tanφp.
5.4 Examples. Connection with optimal results in the holomorphic
functional calculus.
Let us list a few cases of explicit identifications of p-ellipticity intervals which will be
used in the continuation or else have appeared implicitly in our previous works.
The first result quickly follows from the definition (1.6).
Lemma 5.20. Let Ω ⊂ Rn be open, W ∈ L∞(Ω → Rn,n) antisymmetric and φ ∈ R.
Define A(x) := eiφIRn + iW (x) . Then for any p ∈ [1,∞] we have
∆p(A) = cosφ−
√
(1− 2/p)2 + ||W ||2.
Here ||W || := ess sup
x∈Ω
||W (x)|| with ||W (x)|| being the operator norm ofW (x) in B(Rn).
It is worth recording the following special case of Lemma 5.20:
∆p(e
iφI) = cosφ− |1− 2/p|, ∀φ ∈ R, ∀p ∈ [1,∞]. (5.18)
The threshold that we obtained in [20, Lemma 20] is by (5.18) equivalent to∆p(e
iφI) >
0. Let us illuminate this connection a little bit.
One of the novelties in [20] was bilinear embedding with complex time, expressed as
the integration over the boundary of the sector Sφ in [20, Theorem 9], that is, with real
time t replaced by te±iφ. Recall from Section 3.1 that a part of our heat-flow argument
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which was also used in [20] is differentiation of the flow with respect to t. This accounts
for the appearance of factors e±iφ attached to the second-order derivatives of the Bellman
function Q in [20, Section 4]. However, by using Theorem 5.2 and the terminology intro-
duced in this paper, positivity of those terms, which is a fundamental component of our
heat-flow method, boils down to the p-ellipticity of matrices eiφI . See also Remark 5.3.
We are able to calculate ||Wp(A)|| in a special case which appeared in our proof of the
sharp bounded holomorphic functional calculus for nonsymmetric Ornstein–Uhlenbeck
operators [21].
Proposition 5.21. Suppose that B ∈ Rn,n is such that Bs is positive definite. Then, for
any φ ∈ (−π/2, π/2),
||Wp
(
eiφB
)||2 = tan2 φ ·
∣∣∣∣∣∣B−1/2s BaB−1/2s ∣∣∣∣∣∣2 + p̂2
1− p̂2 . (5.19)
Proof. The definition of Wp in combination with (5.14) yields
Wp(e
iφB) = tanφ
(
p− 2
2
√
p− 1 I +
p
2
√
p− 1 B
−1/2
s
BaB
−1/2
s
)
.
The fact thatB
−1/2
s BaB
−1/2
s = W2
(
eipi/4B
)
is antisymmetric implies (5.19); see also [22,
Proof of Theorem 1.1].
As a consequence we are able to determine when∆p
(
eiφB
)
> 0. By Proposition 5.13
this happens precisely when ||Wp
(
eiφB
)|| 6 1. Solving on φ ∈ [0, π/2) the equation
||Wp
(
eiφB
)|| = 1 gives the critical angle that featured in [21], see eq. (10) there.
Another connection with [21] is the next identity. It generalizes [21, Proposition 21],
where it was proven in the case of ReA = ImA. Indeed, this follows from applying
Proposition 5.21 with φ = π/4.
Proposition 5.22. For A ∈ Cn,n with ReA positive definite and p ∈ (1,∞) we have
sup
ξ∈Cn\{0}
ζ∈C\{0}
∣∣∣H iImAFp [ζ ; ξ]∣∣∣
HReAFp [ζ ; ξ]
= ||Wp(A)||. (5.20)
Proof. By Lemma 5.7 (5), it is enough to take ζ = 1 in the supremum on the left. Write
A = U + iV , as before. Denote the left-hand side of (5.20) by γp(A). By (5.11), γp(A) is
the smallest number for which the inequality
|Im 〈V ξ, Ipξ〉| 6 γp(A)Re 〈Uξ, Ipξ〉
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is valid for all ξ ∈ Cn. Rewrite the above inequality in terms of u, v ∈ Rn, introduced
through ξ = U
−1/2
s
(
u/
√
p− 1 + iv). Eventually we get
|〈Wp(A)v, u〉| 6 γp(A) |v|
2 + |u|2
2
.
By polarization, this is of course equivalent to
|〈Wp(A)v, u〉| 6 γp(A)|v||u| ∀v, u ∈ Rn,
and the smallest γp(A) in this inequality is by definition ||Wp(A)||.
We leave the proof of the next result to the reader.
Proposition 5.23. If A ∈ L∞(Ω → Cn,n) and p ∈ [1,∞] then for any pair of distinct
numbers ϕ, ψ ∈ (0, π/2) we have
∆p(A) 6
(
∆p(e
iϕA)
sinϕ
− ∆p(e
iψA)
sinψ
)
/(cotϕ− cotψ).
It quickly follows from the definition (1.6) of ∆p(A) that for A,B ∈ L∞(Ω → Cn,n)
and 1/p+ 1/q = 1 we have
|∆p(A)−∆p(B)| 6 ||A−B||∞
min{p, q} .
In particular,ϕ 7→ ∆p(eiϕA) is Lipschitz continuous on (0, π/2). Hence, by Rademacher’s
theorem, this function is differentiable a.e. (0, π/2). For ϕ ∈ (0, π/2) at which the deriva-
tive exists, Proposition 5.23 gives the estimate
∂
∂ϕ
∆p(e
iϕA) 6
∆p(e
iϕA) cosϕ−∆p(A)
sinϕ
.
5.5 Proof of Theorem 5.2
We will need the following straightforward statement which we formulate for the sake of
convenience.
Lemma 5.24. Suppose that a, b, c ∈ R. Then infX>0(aX − b+ cX−1) > 0 if and only if
a, c > 0 and b < 2
√
ac. In this case the above infimum equals 2
√
ac− b.
We partially follow the proof of [33, Theorem 3]. When p = 2 the Bellman function
reads Q(ζ, η) = (1 + δ)|ζ |2 + |η|2 for all ζ, η ∈ C, hence the theorem quickly follows
from (5.5). Thus from now on assume that p > 2.
As in [33] write u = |ζ |, v = |η|, A = |ω1|, B = |ω2|, where v = (ζ, η) ∈ C2 \ Υ
and ω = (ω1, ω2) ∈ Cn × Cn. Following (5.4) we consider two cases.
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If up > vq > 0, then by (5.4), Corollary 5.10 and Proposition 5.8 we have, almost
everywhere on x ∈ Ω,
H
(A(x),B(x))
Q [v;ω] = (1 + (1− p̂)δ)HA(x)Fp [ζ ;ω1] + (1 + p̂ δ)H
B(x)
Fq
[η;ω2]
>
∆p
2
[
p(p+ 2δ)up−2A2 + q(q + (2− q)δ)vq−2B2] .
By the assumption we have 2− q > 0. So whenever δ > 0, we may continue as
>
∆p
2
(
p2up−2A2 + q2vq−2B2
)
> ∆ppqAB .
In the last step we used the inequality between the arithmetic and geometric mean and the
assumption up > vq.
What remains is the case up < vq. From (5.4) and Corollaries 5.10 and 5.12 we get,
almost everywhere on x ∈ Ω,
H
(A(x),B(x))
Q [v;ω] > H
B(x)
Fq
[η;ω2] + δH
(A(x),B(x))
F2⊗F2−q
[v;ω]
> 2δAB
(
λAX − 2(2− q)Λ + Γ
4
X−1
)
,
(5.21)
where X = v2−qA/B and
Γ =
q2∆q(B)
δ
+ (2− q)2∆2−q(B) .
We want λAX − 2(2 − q)Λ + (Γ/4)X−1 & 1 uniformly in X > 0. By Lemma 5.24 this
happens precisely when
∆q(B)
δ
>
(
2− q
q
)2(
4Λ2
λA
−∆2−q(B)
)
. (5.22)
From (5.16), which holds also when 0 < p < 1, we get the estimate
∆2−q(B) > λ− Λq/(2− q), (5.23)
and one can eventually show that the condition (5.22) is satisfied by taking
δ =
λ∆q(B)
10Λ2
. (5.24)
In this case, again by Lemma 5.24 and (5.23), we get, for anyX > 0,
λAX − 2(2− q)Λ + Γ
4
X−1 >
√
λAΓ− 2(2− q)Λ
>
√
10q2Λ2 + (2− q)2λ (λ− Λq/(2− q))− 2(2− q)Λ
>
√
10q2Λ2 − q(2− q)Λ2 − 2(2− q)Λ
> Λ .
Remember from (5.21) that in order to get an estimate ofH
(A,B)
Q [v;ω]we need to multiply
by 2δAB. Estimate (5.2) now follows.
The theorem is proven with δ as in (5.24).
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6 Proof of the bilinear embedding (Theorem 1.1)
Take p > 1, n ∈ N and A,B ∈ A(Rn) such that ∆p(A,B) > 0. It is enough to consider
the case p > 2. We will for the moment also assume that A,B ∈ C1b (Rn). Once the proof
for smooth A,B is over, we will apply the regularization argument from the Appendix to
pass to the case of arbitrary (nonsmooth) A,B.
Let δ ∈ (0, 1) be as in Theorem 5.2 (here we use the assumption that A and B are p-
elliptic) and let Q = Qp,δ be the Bellman function defined in (5.1). Take f, g ∈ C∞c (Rn).
Suppose that ψ ∈ C∞c (Rn) is radial, ψ ≡ 1 in the unit ball, ψ ≡ 0 outside the ball of
radius 2, and 0 < ψ < 1 elsewhere. For R > 0 define the dilates ψR(x) := ψ(x/R). Let
(ϕκ)κ>0 be a nonnegative, smooth and compactly supported approximation of the identity
on C2. Abbreviate Q ∗ ϕκ = Qκ and ht = (PAt f, PBt g). With these choices made and
fixed, define for t > 0 the quantity ER,κ by
ER,κ(t) =
∫
Rn
ψR ·Qκ(ht) .
As commented before, this flow is regular. Fix T > 0. As indicated in Section 3.1, we
want to estimate the integral
−
∫ T
0
E′R,κ(t) dt (6.1)
from above and below.
Upper estimate of the integral (6.1)
We have, by Corollary 5.4,
−
∫ T
0
E′R,κ(t) dt 6 ER,κ(0) =
∫
Rn
ψR·Qκ(f, g) 6 (1+δ)
∫
Rn
ψR [(|f |+ κ)p + (|g|+ κ)q] .
By the Lebesgue dominated convergence theorem we may send first κ → 0 and then
R→∞ and obtain
lim sup
R→∞
lim sup
κ→0
(
−
∫ T
0
E′R,κ(t) dt
)
6 (1 + δ)(||f ||pp + ||g||qq) . (6.2)
Lower estimate of the integral (6.1)
For R > 0 define ωR = {x ∈ Rn ; R 6 |x| 6 2R}, so that supp ∇ψR ⊂ ωR. Then, by
Proposition 4.3 and Corollary 5.5,
−
∫ T
0
E′R,κ(t) dt > C(∆p, λ/Λ)
∫ T
0
∫
Rn
ψR|∇PAt f ||∇PBt g|
+ 2Re
∫ T
0
∫
ωR
( [
(∂ζ¯Qκ) ◦ h
] · 〈∇ψR, A∇PAt f〉Cn + [(∂η¯Qκ) ◦ h] · 〈∇ψR, B∇PBt g〉Cn ).
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Here C(∆p, λ/Λ) is the constant from (5.3). We would like to study this inequality as
κ→ 0 and R→∞. Our argument is similar to the one from [32, pp. 2825–2827] where
real matrices were treated and thus the semigroup (PAt f)t>0 was L
∞-contractive. In the
complex case we slightly modify the argument: instead we use that the coefficients of A
are smooth and thus
(
PAt
)
t∈(0,T )
is uniformly bounded on L∞, as specified in (6.3) below.
Lemma 6.1. Let A,B ∈ A(Rn)∩C1b (Rn;Cn,n), α > 0 and f, g ∈ C∞c (Rn). Then for all
R, T > 0 the map (x, t) 7→ |∇ψR(x)|
∣∣PAt f(x)∣∣α ∣∣∇PBt g(x)∣∣ belongs toL1 (Rn × (0, T ))
and
lim
R→∞
∫ T
0
∫
Rn
|∇ψR(x)|
∣∣PAt f(x)∣∣α ∣∣∇PBt g(x)∣∣ dx dt = 0.
Proof. By [5, Theorem 4.8], there exist C,M > 0 such that
||PAt f ||∞ 6 C(1 + t)M ||f ||∞, ∀t > 0. (6.3)
This implies, together with the identity ||∇ψR||∞ = ||∇ψ||∞/R, the estimate∫ T
0
∫
Rn
|∇ψR|
∣∣PAt f ∣∣α ∣∣∇PBt g∣∣. 1R
∫ T
0
∫
ωR
∣∣∇PBt g∣∣
.Rn/2−1
∫ T
0
∣∣∣∣∇PBt g∣∣∣∣L2(ωR) dt,
with the implied constant depending on λA,ΛA, n, f, α, T . If R > 0 is large enough so
that the open ball B(0, R) in Rn contains the support of g, the L2 off-diagonal estimates
of Davies-Gaffney type [6, Proposition 2.1] imply∣∣∣∣∇PBt g∣∣∣∣L2(ωR) .Ct−1/2e−cR2/t||g||L2
for any t > 0 and some C, c > 0. From here we can quickly finish the proof.
Since Q is of class C1, we have ∂ζ¯Qκ → ∂ζ¯Q and ∂η¯Qκ → ∂η¯Q pointwise on Rn, as
κ → 0. Therefore, by Corollary 5.4 (ii’), the first part of Lemma 6.1 and the dominated
convergence theorem,
lim inf
κ→0
(
−
∫ T
0
E′R,κ(t) dt
)
> C(∆p, λ/Λ)
∫ T
0
∫
Rn
ψR|∇PAt f ||∇PBt g|
+2Re
∫ T
0
∫
ωR
(
(∂ζ¯Q)(h) ·
〈∇ψR, A∇PAt f〉Cn + (∂η¯Q)(h) · 〈∇ψR, B∇PBt g〉Cn ).
Hence, by Corollary 5.4 (ii’), the second part of Lemma 6.1 and Fatou’s lemma,
lim inf
R→∞
lim inf
κ→0
(
−
∫ T
0
E′R,κ(t) dt
)
> C(∆p, λ/Λ)
∫ T
0
∫
Rn
|∇PAt f ||∇PBt g|. (6.4)
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Summary
The combination of (6.2) and (6.4) immediately gives rise to∫ T
0
∫
Rn
|∇PAt f ||∇PBt g| 6
1 + δ
C(∆p, λ/Λ)
(||f ||pp + ||g||qq) .
As usual, replace f, g by τf, τ−1g and minimize over τ > 0, after which send T → ∞
and use the monotone convergence theorem. This gives the bilinear embedding (1.12) for
smooth A,B.
Finally, in order to treat the case of arbitrary A and B, consider their mollifications
Aε and Bε as in Section A.1. Fix t > 0. By Lemmas A.5 and A.4, ∇PAεt f converges to
∇PAt f in L2(Rn;Cn) as ε→ 0, and the same for PBεt . Therefore,∫
Rn
∣∣∇PAt f ∣∣ ∣∣∇PBt g∣∣ = lim
ε→0
∫
Rn
∣∣∇PAεt f ∣∣ ∣∣∇PBεt g∣∣ .
The conclusion now follows by integrating over t, applying the Fatou lemma, using the
part proven so far (that is, the bilinear embedding for the smooth case) and Lemma A.5.
6.1 Sharpness
Proposition 1.2 follows from establishing the sharp angle of contractivity of the heat semi-
group on Lp. Actually, the Lp norm of the semigroup generated by the classical euclidean
Laplacian on Rn at any complex time z with Re z > 0 can be calculated explicitly:
Theorem 6.2. Suppose that φ ∈ (−π/2, π/2) and p ∈ [1,∞]. Then there exists a constant
C = C(φ, p) > 1 such that for all n ∈ N and t > 0 we have∣∣∣∣∣∣e−teiφ(−∆n)∣∣∣∣∣∣
B(Lp(Rn))
= Cn .
If |φ| 6 φp then C = 1.
If |φ| > φp then C > 1. The constant C can in this case also be given explicitly:
C4 =
1− γ
1 + γ
(
σ + γ
σ − γ
)σ
, if p ∈ (1,∞), (6.5)
where
σ = cosφp = |1− 2/p| and γ =
√
σ2 − cos2 φ
| sinφ| ,
and
C(φ, 1) = C(φ,∞) = lim
p∗→∞
C(φ, p) =
1√
cosφ
.
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An analogous theorem by Epperson [36] concerns the Lp norm of the semigroup
exp(−z∆OU )z∈C+ on Lp(Rn, µ), where 1 < p < ∞, ∆OU is the n-dimensional positive
Ornstein-Uhlenbeck operator and µ the standard Gaußian measure on Rn. Epperson’s
findings are dichotomous: in the region {z ∈ C+ ; | sin Im z| 6 (tanφp) sinhRe z} the
semigroup is contractive on Lp(Rn, µ), while elsewhere it is not even bounded. His result
immediately implies that Sφp is the largest sector in which exp(−z∆OU )z∈C+ is bounded
(or contractive) on Lp(Rn, µ), as in the non-Gaußian case.
The evaluation of the Lp-norms of exp(z∆n), for all z ∈ C+, is due to Weissler [65,
Theorem 3 (b)] in the case p∗ > 3. His formulation differs from (6.5), though of course
they are equivalent. The result for p∗ ∈ (2, 3) was confirmed a decade later, by combining
[36] with the remark made in [65] just after Theorem 3.
Prior to learning about the paper by Weissler [65], we proved Theorem 6.2 as follows.
First we used the so-called Beckner’s tensorization trick [13, Lemma 2] to reduce the
calculation of the norm to the case n = 1. Then we applied a result of Epperson [36,
Theorem 2.4], see also Lieb [46, Theorem 4.1], according to which in order to calculate
the norm in Lp(R) of exp(z d2/dx2) with Re z > 0 it suffices to test the operator on
centered Gaußian functions.
Remark 6.3. The expression (6.5) implicitly also appeared in [29], in a completely differ-
ent context. Indeed, the calculation on p. 508 there (with t = 1/σ and w = γ/σ) directly
confirms that C > 1 when 0 < γ < σ < 1.
Remark 6.4. We see that, for p 6= 2, lim|φ|→pi/2C(φ, p) = ∞. This reflects the fact that
eis∆n is unbounded on Lp(Rn) for any s ∈ R and p ∈ [1,∞]\{2}, see [43, 4].
Proof of Proposition 1.2. Let p, ϑ, An be as in the formulation of the proposition. Then
the estimate (1.17), applied with A = An and B = A
∗
n, and Theorem 6.2 imply that
Np(An, A
∗
n) >
1
2
∣∣∣∣e−LAn ∣∣∣∣
B(Lp(Rn))
=
1
2
C(ϑ, p)n →∞ as n→∞.
7 Proof of the contractivity result (Theorem 1.3)
In this section we give a proof of Theorem 1.3. It involves no heat flow and no Bellman
function. It does, however, prominently feature power functions and their convexity. Fur-
thermore, we elucidate the connection between this paper and the ones by Nittka [55]
and Cialdea and Maz’ya [24]. The reader may also consult the latter authors’ subsequent
monograph [25] and a paper by Cialdea [23].
We use a characterization of the contractivity on Lp(Ω) of the semigroup (PAt )t>0
which is due to Nittka [55] and relies on earlier results by Ouhabaz [56, Theorem 2.2]; see
the discussion and references in [55]. Unlike the classical Lumer–Phillips theorem which
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characterizes it in terms of LA itself, the result below does it in terms of the quadratic
form associated with LA. Its main convenience for our purpose is that the domains of LA
and especially their realizations on Lp are not known, while the domain of the quadratic
form in (1.3) is by definition the Sobolev space H10 (Ω). See also [56, p. 43].
7.1 Lp-dissipativity of forms
The notion ofLp-dissipativity of sesquilinear forms was introduced by Cialdea andMaz’ya
in [24, Definition 1] for the case of forms defined on C1c (Ω) and associated with complex
matrices. Motivated by the desire to merge [24] and Nittka [55, Theorem 4.1], we extend
that notion as follows.
Definition 7.1. Let X be a measure space, b a sesquilinear form defined on the domain
D(b) ⊂ L2(X) and 1 < p < ∞. Denote Dp(b) := {u ∈ D(b) ; |u|p−2u ∈ D(b)}. We
say that b is Lp-dissipative if
Re b
(
u, |u|p−2u) > 0 ∀ u ∈ Dp(b).
Recall [56, Definition 1.5] that the adjoint form of b is defined byD(b∗) := D(b) and
b∗(u, v) := b(v, u). The following is a straightforward characterization ofLp-dissipativity.
Proposition 7.2. Let X, b, p be as in Definition 7.1 and q given by 1/p + 1/q = 1. The
following statements are equivalent:
• b is Lp-dissipative;
• b∗ is Lq-dissipative;
• Re b (|v|q−2v, v) > 0 for all v ∈ Dq(b).
From Proposition 7.2 it is obvious that Definition 7.1 indeed extends [24, Definition 1].
Theorem 7.3 (Nittka). Suppose that Ω ⊂ Rn is open, A ∈ A(Ω) and p ∈ (1, 2). Then
(PAt )t>0 extends to a contractive operator semigroup on L
p(Ω) if and only if the form
(1.3) is Lp-dissipative.
Proof. Apply the equivalence (i)⇔(iii) from [55, Theorem 4.1] to the form (1.3). One
only needs to make sure that the orthogonal projection L2(Ω)→ {u ∈ L2 ∩ Lp ; ||u||p 6
1} preserves H10 (Ω).
By taking A ≡ In, the form (1.3) gives rise to the ordinary Laplacian subject to the
Dirichlet boundary conditions onΩ. The associated semigroup is contractive on Lp(Ω) for
all p ∈ [2,∞], see [56, Theorem 4.7]. Thus, by applying [55, Theorem 4.1], we conclude
that the orthogonal projection of L2(Ω) onto the set {u ∈ L2 ∩ Lp ; ||u||p 6 1} preserves
H10 (Ω). For 1 < p < 2 use duality.
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The Lp-dissipativity of the form (1.3) studied, as noted above, in [24] and [55] is
closely related to another integral condition which recently appeared in ter Elst et al. [34,
(1.13) and Theorem 1.7]. Their condition onA = U+iV requires that, for all v ∈ H10 (Ω),∫
Ω
(
Re 〈A∇v,∇v〉 − p̂2 〈U∇|v|,∇|v|〉 − 2|p̂| |〈Vs∇|v|, Im (sign v¯∇v)〉|
)
> 0. (7.1)
If p > 2 and in the third term of (7.1) one removes the absolute value signs except on |v|,
then for u = |v|2/p−1v one gets precisely Re a (u, |u|p−2u), where a is as in (1.3).
Proposition 7.4. Let a be as in (1.3) and p > 1. If a is Lp-dissipative then∆p(As) > 0.
Proof. It is enough to assume that p > 2. The case 1 < p < 2 can then be obtained by
duality, see Proposition 7.2, Corollary 5.17 3.) and Proposition 5.8.
So take p > 2. The proposition follows by examining Cialdea and Maz’ya [24]. If a is
Lp-dissipative then, see [24, (2.18)],∫
Ω
〈Bµ∇r,∇r〉Rn > 0
for all real r ∈ C1c (Ω) and all µ ∈ R, where, writing A = U + iV and recalling (5.14),
Bµ := (1 + µ
2)U + 2µVq(V ).
As in [24, p. 1076] we conclude that, if α ∈ Rn is arbitrary, 〈Bµ(x)α, α〉 dm(x) is a
positive measure on Ω, therefore for all α ∈ Rn and µ ∈ R we have
〈Bµ(x)α, α〉 > 0 a.e. x ∈ Ω.
Write Sµ = Sµ(α) := {x ∈ Ω ; 〈Bµ(x)α, α〉 > 0}. We just saw that m(Ω\Sµ) = 0
for any µ ∈ R. Define also S = S(α) := {x ∈ Ω ; | 〈Vq(V )(x)α, α〉 | 6 〈U(x)α, α〉}.
Clearly,
S =
⋂
µ∈R
Sµ =
⋂
µ∈Q
Sµ,
thereforem(Ω\S) = 0.We proved that, for every α ∈ Rn,
| 〈Vq(V )(x)α, α〉 | 6 〈U(x)α, α〉 a.e. x ∈ Ω. (7.2)
Observe that, again by (5.14),
〈Vq(V )(x)α, α〉 = p− 2
2
√
p− 1 〈V (x)α, α〉 .
So (7.2) means that, for every α ∈ Rn,
|p− 2|| 〈V (x)α, α〉 | 6 2
√
p− 1 〈U(x)α, α〉 a.e. x ∈ Ω,
which by Proposition 5.18 implies that∆p(As) > 0.
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Recall that the condition divW (k) = 0 was introduced on page 11 and that it was
earlier studied in [7] and [56].
Lemma 7.5. Let W ∈ L∞(Ω → Rn,n) be antisymmetric. Assume that, for every k ∈
{1, . . . , n}, we have divW (k) = 0 in the distributional sense. Then∫
Ω
〈W∇f,∇g〉Cn = 0 ∀ f, g ∈ H10 (Ω) .
Proof. Clearly it suffices to assume that f, g ∈ C∞c (Ω). Write W = [wjk]j,k. Let Λw
denote the distribution corresponding to the function w ∈ L∞(Ω). We recollect the basic
properties of calculus with distributions [60, Chapter 6]. Then∫
Ω
〈W∇f,∇g〉Cn =
∑
j,k
Λwjk(∂xkf · ∂xj g¯) = −
∑
k
∑
j
(∂xjΛwjk)(∂xkf · g¯) = 0 .
Antisymmetry ofW was used for the middle equality.
We remind the reader of the notation
Dp(a) =
{
u ∈ H10 (Ω) ; |u|p−2u ∈ H10 (Ω)
}
.
The Lp-dissipativity of the form (1.3) is closely related to our HAFp , as we show next.
Proposition 7.6. Suppose that A ∈ L∞(Ω→ Cn,n), p > 2 and f ∈ Dp(a). Then
pRe
〈
A∇f,∇(|f |p−2f)〉
Cn
= HAFp[f ;∇f ] . (7.3)
When div(ImA)
(k)
a = 0 for all k ∈ {1, . . . , n} then also
pRe
∫
Ω
〈
A∇f,∇(|f |p−2f)〉
Cn
=
∫
Ω
HAsFp [f ;∇f ] . (7.4)
Sketch of the proof. Define G(ζ) := |ζ |p−2ζ for ζ ∈ C. Fix a cutoff function η ∈ C∞c (C)
such that η ≡ 1 on {|ζ | 6 1} and η ≡ 0 on {|ζ | > 2}, and consider [η(·/R)G] ◦ f . To
this function apply a version of the chain rule for weak derivatives [67, Theorem 2.1.11]
adapted to complex functions and take the limit as R→∞. This leads to the identity
∇ (|f |p−2f) = p
2
|f |p−2 (∇f + p̂ e2i arg f∇f¯) . (7.5)
In order to arrive at (7.3) it now suffices to recall Lemma 5.6.
Now we prove the last statement of the proposition. By (5.6) and (5.8),
HAFp = H
As
Fp
+H
i(ImA)a
Fp
.
By the part of the proposition proven so far,∫
Ω
H
i(ImA)a
Fp
[f ;∇f ] = −p Im
∫
Ω
〈
(ImA)a∇f,∇(|f |p−2f)
〉
Cn
. (7.6)
The last integral turns out to be purely imaginary. Lemma 7.5 implies that it is zero.
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Remark 7.7. Previous versions of Proposition 7.6 featured simple algebraic conditions
which permitted (7.4), yet were stronger than the zero-divergence condition. A question
by Michael Cowling and a discussion with Gian Maria Dall’Ara following that question
eventually led us to replace earlier algebraic conditions in favour of the condition on
divergence. We thank both of our colleagues.
7.2 Proof of Theorem 1.3
It suffices to treat the case p > 2. Indeed, contractivity of PAt on L
p(Ω) is equivalent to
the contractivity of PA
∗
t on L
q(Ω), where 1/p + 1/q = 1; on the other hand, nonnega-
tivity of ∆p(A) or ∆p(As) is preserved under changing either p ↔ q or A ↔ A∗ (see
Proposition 5.8 and Corollary 5.17).
(a)⇒ (b): Follows from Theorem 7.3, Proposition 7.6 and Proposition 5.8.
(c)⇒ (b) if div(ImA)(k)a = 0 for all k ∈ {1, . . . , n}: The same.
(b)⇒ (c): Combine Theorem 7.3 with Proposition 7.4.
(c) 6⇒ (b) if div(ImA)(k)a 6= 0 for some k ∈ {1, . . . , n}: The simplest case of such
A ∈ A(Ω) occurs when n = 2. In that case (ImA)a = wR for some w ∈ L∞(Ω) and
R =
[ −1
1
]
,
and nonzero divergence is equivalent to saying that w is nonconstant on each connected
component of Ω.
So take Ω = R2, a nonconstant w ∈ L∞(R2) and define A(x) = IR2 + iw(x)R for
x ∈ R2. By Lemma 5.20, A ∈ A(R2) if and only if ||w||∞ < 1. Since As = I2 is real, we
have∆p(As) > 0, so (c) is fulfilled.
Take p > 2, real functions r, ϕ ∈ C∞(R2) such that r > 0 and f := reiϕ belongs to
Dp(a). Then
Re
〈
A∇f,∇(|f |p−2f)〉
C2
= (p− 1)rp−2|∇r|2 + rp|∇ϕ|2 + wJ (rp, ϕ). (7.7)
Here J (F,G) is the Jacobian determinant of a pair of real (weakly) differentiable func-
tions F,G on R2:
J (F,G) :=
∣∣∣∣ ∂xF ∂yF∂xG ∂yG
∣∣∣∣ = ∂xF · ∂yG− ∂yF · ∂xG = 〈R∇F,∇G〉 .
We want to find w, r, ϕ such that (7.7) will be negative after integration. We first choose
w(x) = −γχE(x), where γ ∈ (0, 1) and E ⊂ R2 is a Borel set with m(E)m(Ec) > 0.
We are trying to minimize the integral of (7.7), which suggests arranging r, ϕ, E so that
E := suppJ (rp, ϕ)+ = suppJ (r, ϕ)+, (7.8)
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where F+ := max {F, 0} is the positive part of the real function F .
Suppose furthermore that we can write r = eσ/p for some real function σ ∈ C∞(R2).
With (7.8) in mind we obtain
Re
∫
R2
〈
A∇f,∇(|f |p−2f)〉
C2
=
∫
R2
eσ
( |∇σ|2
pq
+ |∇ϕ|2 − γJ (σ, ϕ)+
)
. (7.9)
A quick argument shows that for any pair σ, ϕ for which the set E from (7.8) has
positive measure, our problem has a solution for large p. Indeed, replace ϕ in (7.9) by µϕ
with positive µ, consider µց 0 and finally choose large p.
This pattern leads to the following concrete example:
• E = {(x1, x2) ∈ R2 ; |x1| > |x2|}
• 0 < γ < 1
• A(x) = IR2 − iγχE(x)R for x ∈ R2
• f(x1, x2) = e−pi(x21+x22)−ipx1x2 .
Then we verify that for p > 2π(π +
√
π2 − 1) ≈ 38.45 there exists γ close to 1 such that
Re
∫
R2
〈A∇f,∇(|f |p−2f)〉C2 < 0. Hence (b) is not fulfilled, by Theorem 7.3.
Finally observe that, since χE is a pointwise limit ofC
∞ functions with values in [0, 1],
we see from (7.7) that we have counterexamples from A(Rn) with C∞ entries.
Remark 7.8. Matrices of the form A(x) = IR2 + iw(x)R were used earlier by Cialdea
and Maz’ya, see [24, Examples 1 and 2], however to give counterexamples to phenomena
different from the one just considered in the proof of Theorem 1.3.
Discussion
As seen from the last step of the proof of Proposition 7.6, what really matters for obtaining
(7.4) is to find a (preferably algebraic) condition on (ImA)a and p under which∫
Ω
〈
(ImA)a∇f,∇(|f |p−2f)
〉
Cn
= 0 ∀f ∈ Dp(a) . (7.10)
This makes us wonder whether the characterization (b) ⇔ (c) from Theorem 1.3 holds
only if (7.10) holds. The counterexample which establishes the last part of Theorem 1.3
was in fact chosen as the simplest one for which (7.10) fails. Moreover, we wonder
whether in the abscence of (7.10) we might have (b) ⇔ (a). In light of this, let us fur-
ther discuss the setup that led to the example at the end of the proof of Theorem 1.3.
Let Ω ⊂ R2 be open and E ⊂ Ω such that m(E)m(Ω\E) > 0. Suppose that the
functions r, ϕ ∈ C1(Ω) are real and such that r > 0 and f := reiϕ ∈ Dp(a). As before,
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let γ ∈ (0, 1) and A(x) := IR2 − iγχE(x)R. Further mimic the previous example by
assuming that r = eσ/p for some real σ ∈ C1(Ω) and ψ := √pqϕ. Then we get
pqRe
∫
Ω
〈
A∇f,∇(|f |p−2f)〉 = ∫ eσ (|∇σ|2 + |∇ψ|2 − γ√pqJ (σ, ψ)χE) . (7.11)
It seems that the threshold for uniform positivity of (7.11) is γ
√
pq = 2. Indeed, write
γ
√
pq = 2 + δ for some δ ∈ R. We quickly see that, for δ 6 0, the integrals above are
always nonnegative. On the other hand, the right-hand side of (7.11) is∫
E
eσ
[
(σx − ψy)2 + (σy − ψx)2
]−δ ∫
E
eσ (σxψy − σyψx)+
∫
Ec
eσ
(
σ2x + σ
2
y + ψ
2
x + ψ
2
y
)
,
so if δ > 0 is sufficiently large then (7.11) may be negative. It is natural to ask whether it
could be negative for any δ > 0 (and a suitable choice of E, σ, ψ). This may be viewed as
a variational problem. It seems to us that the extremizers could be approximate solutions
to the Cauchy–Riemann system. Observe also that, since m(E) > 0, Lemma 5.20 gives
∆p(A) = 1−
√
p̂2 + γ2, therefore γ
√
pq 6 2 (or δ 6 0) is nothing but ∆p(A) > 0.
Simplifying by taking Ω = R2 and functions from the Schwartz class S(R2) instead of
Dp(a), and then writing ρ = e
σ/2 and ω = ψ/2, we reformulate the question as follows:
Find E ⊂ R2 with m(E)m(Ec) > 0, such that for any δ > 0 there exist functions
ρ > 0, ω real, for which ρeiω ∈ S(R2) and∫
R2
∣∣∇(ρeiω)∣∣2 < (1 + δ) ∫
E
J (ρ2, ω).
This would give an example of an accretive matrix for which the Lp contractivity of the
semigroup is for any p > 1 characterized by∆p(A) > 0 and not∆p(As) > 0.
Appendix: Approximation with regular-coefficient opera-
tors
For any φ ∈ (0, π/2) denote φ∗ := π/2 − φ. Write I = [0, 1]. Consider a one-parameter
family {As ; s ∈ I} of n×n complex matrix functions. Recall the notation (2.8). Suppose
that there exist λ,Λ > 0 such that
(H1) As ∈ Aλ,Λ(Rn) for all s ∈ I;
(H2) lim
s→0
||As(x)−A0(x)||B(Cn) = 0 for a.e. x ∈ Rn.
Denote by Ls = LAs the divergence-form operator on L
2(Rn) associated with As. Recall
from Section 2.3 that each Ls is sectorial with sectoriality angle ω(Ls) 6 ϑλ,Λ, where
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ϑλ,Λ = arccos(λ/Λ). Set H0 = L
2(Rn) and H1 = L
2(Rn;Cn). For ζ ∈ C \ Sϑλ,Λ define
the operators Ts(ζ) : H0 → H1 and Ss(ζ) : C∞c (Rn;Cn)→ H0 by
TLs(ζ) := ∇(ζ − Ls)−1
SLs(ζ) := (ζ − Ls)−1div.
Lemma A.1 (see [11, Section 1.2, Proposition 1]). Assume (H1) holds. Then for every
ϑ ∈ (ϑλ,Λ, π/2) there exists C = C(λ,Λ, ϑ) > 0 such that
|ζ |1/2‖TLs(ζ)f‖H1 6 C‖f‖H0;
|ζ |1/2‖SLs(ζ)F‖H0 6 C‖F‖H1;
‖∇SLs(ζ)F‖H1 6 C‖F‖H1;
for all s ∈ I , f ∈ L2(Rn), F ∈ C∞c (Rn;Cn) and ζ ∈ C \ Sϑ. Moreover, the very same
estimates hold with Ls replaced by L
∗
s.
Proof. Let us start with the first inequality. The condition (H1) implies that
λ‖∇(ζ − Ls)−1f‖2H1 6 Re
〈
As∇(ζ − Ls)−1f,∇(ζ − Ls)−1f
〉
H1
= Re
〈
Ls(ζ − Ls)−1f, (ζ − Ls)−1f
〉
H0
= Re
〈
ζ(ζ − Ls)−1f, (ζ − Ls)−1f
〉
H0
− Re 〈f, (ζ − Ls)−1f〉H0 .
The first inequality of the lemma now follows from the sectoriality of Ls. Since L
∗
s = LA∗s
and A∗s ∈ Aλ,Λ(Rn), the same estimate clearly holds with Ls replaced by L∗s. The second
inequality now follows from duality by using the identity
〈SLs(ζ)F, f〉H0 =
〈
F, TL∗s(ζ¯)f
〉
H1
, F ∈ C∞c (Rn;Cn), f ∈ H0.
We now prove the third inequality. See [11, Section 0.2, Proposition 2]. By the accre-
tivity condition of Ls we have, similarly as before,
λ‖∇(ζ − Ls)−1divF‖2H1
6 Re
〈
ζ(ζ − Ls)−1divF, (ζ − Ls)−1divF
〉
H0
− Re 〈divF, (ζ − Ls)−1divF〉H0
= (Re ζ)||SLs(ζ)F ||2H0 − Re 〈F,∇SLs(ζ)F 〉H1
6 |ζ | · ||SLs(ζ)F ||2H0 + ||F ||H1||∇SLs(ζ)F ||H1.
The second estimate of this lemma – which we have already proven – gives
λ
||∇Ss(ζ)F ||2H1
||F ||2
H1
6
C
λ
+
||∇Ss(ζ)F ||H1
||F ||H1
.
This quickly gives λ||∇Ss(ζ)F ||H1/||F ||H1 6 1 + C for all s ∈ I and ζ ∈ C \ Sϑ.
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Remark A.2. The preceding lemma implies that for ζ ∈ C \ Sϑλ,Λ the operators SLs(ζ)
and ∇SLs(ζ) admit unique extensions to bounded operators H1 → H0 and H1 → H1,
respectively. Moreover, S∗Ls(ζ) = TL∗s(ζ¯).
The following auxiliary result is mentioned in [11, p. 56]. We omit the proof.
Lemma A.3. For every s ∈ I , ζ ∈ C \ Sϑ∗2 and f ∈ L2(Rn) we have
(ζ − L0)−1 f − (ζ − Ls)−1 f = Ss(ζ) ◦MA0−As ◦ T0(ζ)f,
whereMA0−As : H1 → H1 denotes the operator of multiplication by A0 − As.
Lemma A.4. Fix f ∈ L2(Rn). Assuming (H1) and (H2), for every z ∈ Sϑ∗
λ,Λ
we have
∇e−zLsf →∇e−zL0f
in L2(Rn;Cn), as s→ 0.
Proof. Let ϑ∗ ∈ (0, π/2) be such that | arg z| < ϑ∗ < ϑ∗λ,Λ. Fix δ > 0 and denote by γ
the positively oriented boundary of Sϑ ∪ {ζ ∈ C ; |ζ | < δ}. For s ∈ I and ζ ∈ γ, define
U(s, ζ) = SLs(ζ) ◦MA0−As ◦ TL0(ζ).
Then by [39, Lemma 2.3.2] and Lemma A.3,
∇e−zL0f −∇e−zLsf = 1
2πi
∫
γ
e−zζ∇U(s, ζ)f dζ.
Therefore, by Lemma A.1,
∥∥∇e−zL0f −∇e−zLsf∥∥
2
.
∫
γ
|e−zζ| · ‖∇U(s, ζ)f‖2 d|ζ |
.
∫
γ
e−Re (zζ)‖MA0−AsT0(ζ)f‖2 d|ζ | .
By (H1), (H2), Lemma A.1 and the Lebesgue dominated convergence theorem we obtain
lim
s→0
‖MA0−AsT0(ζ)f‖2 = 0, ∀ζ ∈ γ.
Moreover, by Lemma A.1 again, we have ‖MA0−AsT0(ζ)f‖2 . |ζ |−1/2‖f‖2. The desired
conclusion now follows from the Lebesgue dominated convergence theorem.
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A.1 Convolution with approximate identity
Here we give an example of when (H1) and (H2) may be fulfilled.
Let k : Rn → [0, 1] be a radial, non negative, compactly supported C∞ function
whose integral over Rn equals one. For ε > 0 define kε(x) := ε
−nk(x/ε). If A ∈ A(Rn)
we define Aε := A ∗ kε, meaning that Aε is a matrix function whose entries are aij ∗ kε.
Recall the notation (2.8) and (1.6).
Lemma A.5. For every A ∈ Aλ,Λ(Rn) and Aε as above and p > 1 we have:
i) lim
ε→0
||Aε(x)− A(x)||B(Cn) = 0 for a.e. x ∈ Rn;
ii) Aε ∈ Aλ,Λ(Rn) for all ε > 0;
iii) ν(Aε) 6 ν(A) for all ε > 0;
iv) ∆p(Aε) > ∆p(A) and∆p(A) = lim
ε→0
∆p(Aε);
v) µ(Aε) > µ(A) and µ(A) = lim
ε→0
µ(Aε).
Proof. Since pointwise convergence in B(Cn) implies convergence in norm, for proving
item i) it is enough to show that for a.e. x ∈ Rn we have Aε(x)ξ → A(x)ξ for all ξ ∈ Cn.
This is true because each aij belongs to L
∞(Rn) ⊂ L1loc(Rn) so that (aij ∗ kε)(x) tends to
aij(x) for a.e. x ∈ Rn, as ε→ 0. This proves i).
Clearly, for all ξ, η ∈ Cn,
〈Aε(x)ξ, η〉 =
∫
Rn
〈A(y)ξ, η〉 kε(x− y) dy ,
which directly yields ii), iii) and the inequality in iv). By definition (1.6) and the continuity
of x 7→ Aε(x) we get Re 〈Aε(x)ξ, Ipξ〉 > ∆p(Aε)|ξ|2 for all x ∈ Rd, ξ ∈ Cd and ε > 0.
The equality in iv) now follows from item i).
Finally, let us prove v). We will repeatedly be applying Proposition 5.15. Choose any
p > 1 such that |1− 2/p| 6 µ(A). This implies∆p(A) > 0, thus by iv) also∆p(Aε) > 0
for any ε > 0, hence |1 − 2/p| 6 µ(Aε). We know that µ(A) 6 1 always, therefore
|1−2/p| can get arbitrarily close to µ(A). This proves the inequality in v). Now we prove
the equality. If µ(A) = 1, the part just proven gives µ(Aε) = 1, so this case is settled. If
µ(A) < 1, let p > 1 be such that µ(A) = |1 − 2/p|. Part iv) then gives ∆p(Aε) ց 0 as
ε→ 0. Since Proposition 5.15 and part ii) imply
∆p(Aε)
Λ
6 µ(Aε)− |1− 2/p| 6 ∆p(Aε)
λ
,
this completes the proof of the lemma.
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