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We investigate narrow quantum wires with strong Rashba spin-orbit coupling and electron-electron interac-
tions. We show that virtual transitions between subbands lead to umklapp scattering which can open a partial
gap in the spectrum even in the presence of time-reversal symmetry. Using the superconducting proximity effect
to gap out the remaining modes, we show that the system can host zero-energy states at its edges, which are
protected by time-reversal symmetry. We present the parameter regime in which these bound states will emerge.
Similarly to Majorana bound states, they will produce a zero-bias peak in the differential conductance. In con-
trast to the Majorana fermions, however, their fourfold degeneracy leads to an 8pi periodicity of the Josephson
current due to tunneling of fractionalized excitations with charge e/2.
PACS numbers: 71.70.Ej, 73.21.Hb, 75.70.Tj, 74.50.+r.
Introduction. Systems with Rashba spin-orbit coupling
(RSOC) have been of wide theoretical and experimental in-
vestigation over the last three decades, and have led to rapid
growth in the areas of spintronics, spin-orbitronics [1–4], and
topological phases of matter [5–7]. In particular, it was pro-
posed that one-dimensional Rashba wires can host localized
Majorana bound states when the proximity effect of a super-
conductor and a magnetic field perpendicular to the axis of the
RSOC open spectral gaps at the Fermi energy [8–10]. In these
setups, time-reversal symmetry is broken by the applied mag-
netic field and the twofold ground-state degeneracy is topo-
logically protected. On the experimental side, semiconductor
nanowires with strong RSOC have recently shown zero-bias
conductance peaks that are thought to result from Majorana
bound states [11–14].
Proposals to use non-Abelian braiding for topologically
protected quantum computation [15, 16] have led to wide
searches for Majorana fermions and related exotic states in ex-
perimental systems. In general, zero-energy states with non-
Abelian exchange statistics are found at the boundaries be-
tween regions with trivial and non-trivial topological charac-
ter. Noninteracting or weakly interacting one-dimensional he-
lical or quasihelical states can only give rise to localized, dou-
bly degenerate zero-energy Majorana fermions [8–10, 15, 17–
22]. On the other hand, systems with strong electron-electron
interactions have the potential to result in more highly-
degenerate bound states, including Z2n parafermions and non-
Abelian anyons [23–30]. Most methods to engineer these
states rely on explicit breaking of TR-symmetry by, e.g., mag-
netic fields, although proposals to realize them through spon-
taneous breaking of TR-symmetry exist [31–33].
In this paper, we exploit spin-umklapp scattering, whereby
two spin-up fermions are scattered into two spin-down
fermions, to realize fourfold degenerate zero-energy modes
[32, 33] in strongly interacting one-dimensional Rashba
wires. We will argue that in a finite-width quantum wire, vir-
tual transitions to higher bands generate umklapp scattering,
and that for a suitable choice of the chemical potential it will
open a partial gap in a finite-length wire. Gapping out the
remaining modes using proximity-induced superconductivity
leads to the emergence of fourfold degenerate zero-energy
bound states at the ends of the wire. Importantly, these states
are symmetry-protected by time-reversal invariance. We pro-
pose that they manifest themselves in an 8pi periodicity of the
Josephson current.
A similar effect has recently been found for strongly inter-
acting helical edge states of two-dimensional topological insu-
lators [32, 33]. Experimentally, our proposed system is more
amenable to investigation compared to those superconduc-
tor/topological insulator heterostructures. On the one hand, it
is easier to achieve strong RSOC in, e.g., InAs or InSb quan-
tum wires. On the other hand, it has already been shown ex-
perimentally that electron-electron interactions in these wires
can be strong [34].
The outline of this paper is as follows. We introduce the
model for an interacting Rashba wire system and describe the
effect of inter-band virtual transitions coming from the con-
finement in the transversal direction. We then bosonize this
model, and present renormalization group (RG) equations de-
scribing the flow of the system parameters as we change the
cutoff. We find there exist regimes in which fourfold degen-
erate edge states can be found, and describe their implications
for the Josephson effect, and the existence of fractionalized
e/2 charges. Finally, we discuss the relevance of our work for
experimental investigations.
Model. We model a finite-width wire by using the 2D
Hamiltonian for a system subject to RSOC with strength αR
[2]
H =
p2x + p
2
y
2m
+
1
2
mω2y2 + αR(σzpx − σypy), (1)
where σy,z are Pauli matrices and the transversal confinement
is modelled as a harmonic potential with frequency ω. The
system has translational invariance along the x-direction but
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FIG. 1: A process in which virtual transitions between the lowest and
the first excited subbands of the quantum wire allow for a spin-non-
conserving umklapp process to be generated from a spin conserving
interaction V .
is strongly confined along the y-direction. Introducing raising
and lowering operators, a† and a, one finds that H = H0 + H1,
where
H0 = ω
(
a†a +
1
2
)
+
p2x
2m
+ αRσzpx, (2)
H1 = −igσy(a† − a), (3)
and g = αR
√
mω/2. The form of H1 makes it clear that
transitions between neighboring subbands are always asso-
ciated with a spin flip. We want to account for the possi-
bility of virtual transitions between the lowest subband and
the first excited subband with energy ω. To this purpose,
we integrate out the coupling H1 between the subbands by
means of a Schrieffer-Wolff transformation, H′ = e−SHeS
where [S ,H0] = H1. Up to second order in g, one finds
H′ = H0 − 12 [S ,H1] = p2x/2m + αRσzpx, which tells us that it
would be consistent to simply ignore the dynamics in confine-
ment direction in Eq. (1).
This trivial result changes in the interacting case where the
interaction term gets modified by the Schrieffer-Wolff trans-
formation. A generic density-density interaction potential
V(r1 − r2) where ri = (xi, yi), clearly conserves spin. How-
ever, since virtual transitions to higher bands come with a
spin-flip and the interaction potential V(r) mixes states in dif-
ferent subbands, it can generate umklapp terms as shown in
Fig. 1. After the Schrieffer-Wolff transformation, the inter-
action potential for the lowest subband takes the form V ′ =
e−SVeS = Vρ + Vsf + Vsx, with a density-density interaction
Vρ, a spin-flip term Vsf which changes the total spin of the in-
teracting particles (see Fig. 1), and a spin-exchange term Vsx,
which allows particles in the lowest band to exchange their
spins, but conserves the total spin.
Placing the chemical potential at the Dirac point as shown
in Fig. 2a, gives four low-energy modes at the momenta
k = 0,±kF , where kF = 2mαR. Correspondingly, for small
energies, we can split the field operators up into these four
modes,
ψ↑(x) ≈ e−ikF xψL↑(x) + ψR↑(x), (4)
ψ↓(x) ≈ ψL↓(x) + eikF xψR↓(x). (5)
Next, we express ψασ(x) in terms of its Fourier components,
ψασ(x) = L−1/2
∑
k eikxψασ,k, where the indices α ∈ {L,R},
σ =↑, ↓, and L is the length of the wire. In terms of these
operators, the interaction Hamiltonians after projection to the
lowest subband can be written as follows. The density-density
interaction term reads
Vρ =
V˜(0)
L
∑
α,σ
∫
dx ρασ(x)ρασ(x), (6)
where the fermionic densities are defined as usual as ρασ(x) =
ψ†ασ(x)ψασ(x) and V˜(q) is the Fourier transform of the interac-
tion potential V(r) projected to the lowest subband.
Due to momentum conservation, the spin-flip terms only
mix terms near k = 0,
Vsf = vsf
∫
dx
[
ψ†R↑(∂xψ
†
R↑)(∂xψL↓)ψL↓ + h.c.
]
, (7)
where we retained only the leading local part vsf = −2U˜(0) of
the full interaction potential U˜(q) = mα4R
∑
n Γn(q)/ω3. Here,
Γn(q) is an integral over Hermite polynomials and the inter-
action potential V˜(q). The Hamiltonian Vsf allows for spin-
umklapp scattering as shown in Fig. 2b.
Finally, most of the spin-exchange terms in Vsx can be
expressed as density-density interactions, leading merely to
changes in the coefficients of the terms in Eq. (6). We sepa-
rate out the single non-density-density term
VS = vS
∫
dx
(
ψ†L↓ψ
†
R↑ψL↑ψR↓ + h.c.
)
. (8)
VS corresponds to an interaction between inner and outer
bands with strength vS = 2k2FU˜(kF), which in the strong cou-
pling limit results in a spin-density wave state at q = 2kF .
Such an interaction term has been discussed in detail in
Ref. [2] and is depicted in Fig. 2c.
Bosonization. To further analyze the interacting system, we
write the Hamiltonian in terms of bosonic operators φ± and θ±
by defining
ψR↑ =
UR↑√
2pia
e−i(φ+−θ+), ψR↓ =
UR↓√
2pia
e−i(φ−−θ−),
ψL↑ =
UL↑√
2pia
ei(φ−+θ−), ψL↓ =
UL↓√
2pia
ei(φ++θ+), (9)
where Uασ are Klein factors and a denotes the short-distance
cutoff. Here, φ+(x) and θ+(x) are canonically conjugate
bosonic operators for degrees of freedom near k = ±kF ,
whereas φ−(x) and θ−(x) describe modes near k = 0. In these
variables, the Hamiltonian consists of two Luttinger Hamil-
tonians for the + and − species, with approximately identi-
cal Luttinger parameters K±, and interaction terms reflecting
Eqs. (7) and (8). Moreover, one obtains terms which couple
the species κφ∂xφ+∂xφ− and κθ∂xθ+∂xθ− (see Supplementary
Material).
Following Ref. [2], we can diagonalize the quadratic parts
of the Hamiltonian by going to the basis φρ,σ = (φ+ ± φ−)/
√
2
and θρ,σ = (θ+ ± θ−)/
√
2 so that
H0 =
∑
a=ρ,σ
va
2pi
∫
dx
[
(∂xφa)2
Ka
+ Ka(∂xθa)2
]
, (10)
3FIG. 2: (color online) Panel (a) shows the position of the chemical
potential and the four low-energy linearized modes used to bosonize
the system. In the other panels, we show the possible interaction pro-
cesses between these modes, (b) shows umklapp scattering between
the two modes near k = 0, (c) the “spin density wave” term that
couples the modes near to k = 0 to those near to k = ±kF , and (d)
proximity-induced s-wave superconductivity, which pairs modes of
opposite physical spin.
where vρ,σ are the respective sound velocities of the modes.
For repulsive interactions, we have Kρ < 1 and Kσ < 1 [2]. In
addition to H0, we obtain two competing interaction terms,
VS =
gS
(2pia)2
∫
dx cos[2
√
2θσ], (11)
Vsf =
gU
(2pia)2
∫
dx cos[2
√
2(φρ − φσ)]. (12)
Finally, we include proximity-induced s-wave superconduc-
tivity which reads in bosonized form,
VSC =
gSC
(2pia)2
∫
dx
(
cos[
√
2(θρ + θσ)] + {θσ → −θσ}
)
.
(13)
For weak interactions, all parameters of the model can be de-
termined in the bosonization procedure (see Supplementary
Material). For strong interactions, it is more convenient to re-
gard the parameters vρ,σ and Kρ,σ as well as the three coupling
strengths gS, gU and gSC as effective parameters, which may
flow independently under renormalization as we change the
cut-off a.
Renormalization group (RG) analysis. We calculate the
flow of the various coupling constants using real-space RG
calculation based on operator product expansions [36]. We
find the following first-order RG equations for the coupling
constants of the cosine terms,
dgS
d`
=
(
2 − 2
Kσ
)
gS, (14)
dgU
d`
= 2(1 − Kσ − Kρ)gU, (15)
dgSC
d`
=
(
2 − 1
2Kσ
− 1
2Kρ
)
gSC, (16)
implying that the spin-density wave term is always irrelevant
for repulsive interactions (Kσ < 1) [2]. The umklapp term,
in contrast, can become relevant for strong interactions where
Kρ +Kσ < 1. Finally, the superconducting term is relevant for
K−1ρ + K−1σ < 4.
We would like to point out that for αR = 0, the system
becomes SU(2) invariant. In that case, the umklapp term van-
ishes because spin is conserved and one finds the well-known
Kosterlitz-Thouless RG flow which brings Kσ → 1 as gS → 0.
In contrast, for αR , 0 Kσ is not constrained and strong repul-
sive interactions lead to Kσ  1.
We can only continue the RG flow from the initial value
a = a0 all the way to a → ∞ in the limit of an infinite wire
at T = 0. For wires with length L, we stop the flow at a finite
value a∞ < L as soon as one of the dimensionless coupling
constants gSC,U approaches one. The bare value of gSC(a0) is
determined by the strength of the proximity coupling to the
superconductor, which can be experimentally optimized. The
bare value gU(a0) depends on the separation between the low-
est and the first excited subband, and so depends on the trans-
verse confinement of the wire.
To allow for the possibility of zero-energy bound states,
umklapp scattering needs to gap out the modes near k = 0,
whereas proximity-induced superconductivity should open a
gap for the modes at k = ±kF . Since superconductivity affects
in principle all modes, this is only possible if at the end of the
RG flow |gU(a∞)| > |gSC(a∞)| > 0. Strong electron-electron
interactions result in Kρ < 1/2 and Kσ < 1/2, which a pri-
ori makes the umklapp term relevant and the superconducting
term irrelevant. However, since the RG flow stops at a finite
length scale, |gSC(a∞)| > 0 is nevertheless possible.
To demonstrate the existence of localized zero-energy
bound states, we use the unfolding transformation described
in Refs. [29, 37]. It can be used to map our system with
length L and open boundary conditions to a system of length
2L and periodic boundary conditions. In this transformation,
the (φ+, θ+) degrees of freedom, which are gapped out by su-
perconductivity, are mapped on the range x˜ ∈ [0, L]. The
(φ−, θ−) degrees of freedom, which are gapped out by umk-
lapp scattering, are mapped on the range x˜ ∈ [L, 2L]. The un-
folded system is identical to the helical edge state considered
in Refs. [32, 33]. It was shown there that this system hosts
fourfold degenerate zero-energy interface states at x˜ = L and
x˜ = 2L. Undoing the unfolding transformation, these inter-
face states turn into bound states at the end of the wire. These
bound states can be described as Z4 parafermions, lead to a
fourfold degenerate ground state, and carry fractional charge
e/2 [32, 33].
4∆0 ∆0eiφsc
FIG. 3: Experimental setup for the measurement of the 8pi periodic
Josephson effect. Two superconductors underneath a Rashba wire
are held at a phase difference φsc. Fractionally charged bound states
are indicated by stars.
Josephson effect. A zero-bias conductance peak is a pos-
sible experimental signature of localized Majorana fermions.
However, such peaks could arise from other mechanisms, e.g.,
disorder [38, 39], and do not directly indicate the degener-
acy of the states involved. In particular, the fourfold degener-
ate bound state we propose would lead to the same zero-bias
anomaly in transport measurements, albeit at vanishing mag-
netic field. To uniquely discriminate these bound states, we
instead propose to discover the presence of bound states via
the periodicity of the Josephson effect, similarly to the corre-
sponding proposal for Majorana fermions [19, 40].
To investigate the effect of the zero-energy bound states on
the Josephson effect, we follow the logic of Ref. [32, 33] and
consider an arrangement with two superconducting contacts
with phase difference φsc placed on top of a Rashba wire par-
tially gapped by umklapp scattering, see Fig. 3 which is anal-
ogous to the experimental setup in Ref. [40]. The parts of the
wire underneath the edges of the superconductors will host
zero-energy modes with charge e/2, which will dominate the
transport at low energies. Tunnelling of a single quasiparticle
through the junction changes the parity of the end states. In
order to satisfy the boundary conditions due to the applied su-
perconducting phase, four e/2 quasiparticles must tunnel via
the bound states, leading to an 8pi periodic Josephson effect
[32]. The time-reversal breaking of the superconducting phase
difference causes a slight lifting of the fourfold degeneracy,
but for realistic parameters this shift is negligible [32].
Several works [41, 42] suggest that in a spinless, one-
dimensional system, the greatest achievable toplogical degen-
eracy is twofold, leading to the statement that only Majo-
rana fermions can exist in one-dimensional systems. Our sys-
tem does not contradict this theorem because in our case the
ground state degeneracy is not entirely topological. Indeed,
it can be viewed as a twofold topological degeneracy com-
bined with a twofold degeneracy due to time-reversal symme-
try [10]. The second can be lifted by local perturbations such
as a magnetic field. In that case, only the topological part of
the ground state degeneracy survives, and one recovers a 4pi
periodicity of the Josephson effect associated with Majorana
bound states [19].
Discussion. We have predicted an 8pi periodicity of the
Josephson current in strongly interacting quantum wires with
RSOC coupled to an s-wave superconductor, heralding the
emergence of fractionalized excitations with charge e/2. It
is important to note that these modes do not have topological
protection, but are protected by time-reversal symmetry.
Note that the opening of the umklapp gap at k = 0 is inde-
pendent of the proximity-induced superconductivity, and will
occur rather generically. In a wire with sufficiently strong
RSOC and electron-electron interactions this gap would lead
to a reduction of the conductance of from 2e2/h to e2/h as the
chemical potential approaches the Dirac point. A similar phe-
nomenon has recently been observed in GaAs wires [43] and
our results may provide another interpretation for this exper-
iment if RSOC is sufficiently strong in the GaAs nanowires
used. In interacting InSb or InAs wires [34], where RSOC
is typically stronger, a measurement of the conductance as a
function of the chemical potential could demonstrate the pro-
posed effect conclusively. Finally, umklapp scattering has just
recently been invoked to explain the observed conductance re-
duction in InAs/GaSb topological insulator edge states [44].
Introducing a weak superconducting proximity effect in either
of these types of wires or edge states will then lead to the
creation of bound states and allow the observation of the 8pi
periodic Josephson effect.
It may be possible to realize similar bound states in 1D
chains of alkali atoms in cold atomic gas experiments, where
RSOC can be engineered [45], and where one has direct con-
trol over the interaction strength via the confinement induced
resonance [46, 47]. Tuning this resonance to give repulsive in-
teractions near k = 0 and attractive interactions near |k| = kF
would provide the competition between umklapp scattering
and pairing required to generate bound states.
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SUPPLEMENTAL MATERIAL
Interactions
The most general spin-conserving interaction term is given
by
Vˆ =
∑
σ1σ2
∫
d2r1d2r2ψ†σ1 (r1)ψ
†
σ2
(r2)V(|r1 − r2|)
× ψσ2 (r2)ψσ1 (r1). (17)
We transform this potential Eq.(17) using the Schrieffer-
Wolff transformation, and then project onto the lowest sub-
band. The Hamiltonian in momentum space in this sector is
Hˆ = Hˆk + Vˆρ + Vˆsf + Vˆsx, (18)
where the kinetic energy takes the form
Hˆk =
∑
σ,p
(
p2
2m
+ αRσp
)
ψ†p,σψp,σ, (19)
and the operators ψ†p,σ and ψp,σ create and annihilate an
electron of spin σ and momentum p. The potential terms are
then Vˆρ, the density-density interaction
Vˆρ =
1
Ly
∑
σ1σ2
∑
p,p′,q
V˜(q)ψ†p+q,σ1ψ
†
p′−q,σ2ψp′,σ2ψp,σ1 , (20)
and then the spin flip and spin exchange terms
Vˆsf =
1
Ly
∑
σ
∑
p,p′,q
U˜(q)(2p′ − q)(2p + q)
× ψ†p+q,σψ†p′−q,σψp′,−σψp,−σ, (21)
Vˆsx =
1
Ly
∑
σ
∑
p,p′,q
U˜(q)(2p′ − q)(2p + q)
× ψ†p+q,σψ†p′−q,−σψp′,σψp,−σ, (22)
where V˜(q) and U˜(q) are defined in the main body of the
paper. We now project these terms onto the low energy states
of the system and retain only terms allowed by momentum
conservation, giving
Vˆρ =
V˜(0)
Ly
∑
α,σ
∫
dx ρα,σ(x)ρα,σ(x). (23)
The fermionic densities are ρασ(x) = ψ
†
ασ(x)ψασ(x). In or-
der to conserve momentum, the spin flip terms may only mix
terms near q = 0, so Vˆsf reads
6Vˆsf = −2U˜(0)
∫
dx
(
ψ†R↑(∂xψ
†
R↑)(∂xψL↓)ψL↓ + h.c.
)
(24)
Finally, the spin exchange terms only lead to a small change
in terms already present in Vˆρ, so we can account for them by
a change of the interaction parameters, but we should keep
separate the one term which may not be written as a density-
density interaction;
VˆS = 2k2FU˜(kF)
∫
dx
(
ψ†L↓ψ
†
R↑ψL↑ψR↓
+ ψ†R↓ψ
†
L↑ψR↑ψL↓
)
. (25)
We now bosonize these terms. Using the standard identity
that ρα,σ = ∂xφα,σ/2pi, we find that at weak coupling, the com-
plete interaction Hamiltonian Vˆ = Vˆρ + Vˆsf + Vˆsx becomes
Vˆ =
1
(2pi)2
∫
dx
(
[V˜(0) + 4U˜(0)]((∂xφ+)2 + (∂xφ−)2)
+ V˜(0)((∂xθ+)2 + (∂xθ−)2)
)
+
1
(2pi)2
∫
dx
(
[8U˜(0) − 2k2FU˜(kF)]∂xφ+∂xφ−
+ 2k2FU˜(kF)∂xθ+∂xθ−
)
+
1
(2pia)2
∫
dx 2k2FU˜(kF)e
i(2θ+−2θ−) (26)
We note at this point that the Luttinger parameters for the
two species are equal in the weak coupling limit. The coupling
between the species given by the terms κφ∂xφ+∂xφ− where
κφ = 8U˜(0)−2k2FU˜(kF) and κθ∂xθ+∂xθ− where κθ = 2k2FU˜(kF).
These can be removed by going to the charge-spin basis de-
scribed in the text, which yields Eqn.(9), with new Luttinger
parameters
Kρ =
K + γθ/2
1/K + γφ/2
,
Kσ =
K − γθ/2
1/K − γφ/2 ,
(27)
and renormalised Fermi velocities vρ = vFKρ and vσ =
vFKσ. vF = αR is the Fermi velocity for the non-interacting
modes. Note that these expressions are only valid at weak
coupling. However, the division into a pair of non-interacting
Luttinger Hamiltonians with three competing cosine interac-
tion terms forms our prototypical model for the strongly inter-
acting case we consider.
Renormalization Group
We calculate the scaling dimensions of the operators above,
and also the second order RG flow for the parameters Kρ and
Kσ. We diagonalize the non-interacting Hamiltonian Eq.(10)
by introducing the fields ϕαa = α
√
Kaφa − θa/
√
Ka, where
a = ρ, σ, and as before α = R, L, which gives
H0 =
vρ
(2pia)2
∫
dx
(
(∂xϕρR)2 + (∂xϕρL)2
)
+
vσ
(2pia)2
∫
dx
(
(∂xϕσR)2 + (∂xϕσL)2
)
. (28)
The scaling dimensions of the operators are calculated by
normal-ordering them with respect to the creation and annihi-
lation operators of the diagonal Hamiltonian (28). We find
VS =
gS
(2pia)2
( L
2pia
)−2/Kσ ∫
: cos[2
√
2θσ] : . (29)
Asserting that this term cannot change as a result of the RG
step a → a − da = a(1 + d`) and gS → gS + dgS gives the
first-order RG equation for gS as
dgS
d`
=
[
2 − 2
Kσ
]
gS. (30)
Under normal ordering, the umklapp term becomes
VU =
gU
(2pia)2
( L
2pia
)−2(Kρ+Kσ)
×
∫
dx : cos[2
√
2(φρ − φσ)] :, (31)
and so has the first-order RG equation
dgU
d`
=
[
2(1 − Kσ − Kρ)
]
gU. (32)
The superconducting term has scaling behaviour
VSC =
gSC
(2pia)2
( L
2pia
)− 12Kρ − 12Kσ
×
∫
dx
(
: cos[
√
2(θρ + θσ] : + : cos[
√
2(θρ − θσ] :
)
.
(33)
giving an RG equation
dgSC
d`
=
[
2 − 1
2Kσ
− 1
2Kρ
]
gSC. (34)
Continuing to second order in the spin density wave term,
we find the real time partition function takes the form
7Z2 = −
g2S
8(2pia)4
( L
2pia
)−4/Kσ ∫
dx1 dx2 dt1 dt2
× : cos[2√2θσ(x1, t1)] :: cos[2
√
2θσ(x2, t2)] : . (35)
We then normal order the two individually normal ordered
cosines, and keep only the part which gives us a new scaling
compared to the first-order term to get
Z2 = −
g2Sa
4/Kσ
8(2pia)4
∫
dx1 dx2 dt1 dt2 [m+σm
−
σ]
−2/Kσ
× : cos[2√2θσ(x1, t1)] cos[2
√
2θσ(x2, t2)] :, (36)
where we have defined m±σ = a − ivσ(t2 − t1) ± i(x2 − x1).
Because they are now under normal ordering, we can expand
the cosines for small x2 − x1, to get
Z2 = −
g2Sa
4/Kσ
(2pia)4
∫
dx1 dx2 dt1 dt2 [m+σm
−
σ]
−2/Kσ
× (x2 − x1)2 : (∂xθσ)2 : . (37)
This is a renormalization of the coefficient of (∂xθσ)2, that
is to say a renormalization of Kσ.
We now re-express this as a term in the first-order partition
function of the operator (∂xθσ)2; we therefore shift to centre
of mass x˜ = x1 + x2 and relative x = x2 − x1 coordinates
(same for t), and leave the integration over the centre of mass
coordinates alone. In order to calculate the coefficient of the
term (∂xθσ)2, we do the RG step a → a − da = a(1 + d`)
inside the integral only, which gives us an integral form for
the coefficient κ1
κ1 =
∫ ∞
−∞
dx
∫ 0
−∞
dt
x2((1 − ivσt)2 + x2)−2/Kσ
(2pi)4vσ
(38)
which turns up in the renormalization of Kσ, dKσ = κ1g2Sd`.
We can compute this integral exactly, to get
κ1 =
1
(2pi)4vσ
√
piΓ[2/Kσ − 3/2]
2Γ[2/Kσ]
. (39)
This term has a weak, linear dependence on Kσ, so only
allowing for small changes of Kσ we may treat it as approxi-
mately constant.
Similar calculations for the terms in gU and gSC give us the
coupled RG equations below
dKσ
d`
= κ1g2S − κ2g2UK2σ + κ3g2SC, (40)
dKρ
d`
= −κ2g2UK2ρ + κ3g2SC. (41)
FIG. 4: (color online) This figure shows the RG flow for the full,
coupled, second order RG equations given in this section. The initial
values are gS = gSC = 0.3, gU = 0.15 and Kρ = Kσ = 0.45. Panel (a)
shows the RG flow of couplings gS (red), gSC (green) and gU (blue) as
the cutoff a changes, panel (b) shows the flow of Kρ (yellow) and Kσ
(pink). When the blue curve crosses the green curve in the figures,
the ground state becomes fourfold degenerate.
κ2 is given by the integral
κ2 =
4a4(Kρ+Kσ)+1
(2pia)4
∫ 0
−∞
dt
∫ ∞
−∞
dx x2
× ∂a
{
[(a − ivρt)2 + x2]−2Kρ [(a − ivσt)2 + x2]−2Kσ
}
, (42)
and κ3 by
κ3 =
2a
(
1
Kρ
+ 1Kσ
)
+1
(2pia)4
∫ 0
−∞
dt
∫ ∞
−∞
dx x2
× ∂a
{
[(a − ivρt)2 + x2]−
1
2Kρ [(a − ivσt)2 + x2]− 12Kσ
}
. (43)
Note that the use of the full, second order RG equations
does not change qualitatively the result given in the main text
using only the first order RG equations, as the second order
terms only result in small changes in Kρ and Kσ.
