In this paper an island model is described for the unconstrained Binary Quadratic Problem (BQP), which can be used with up to 2500 binary variables. Our island model uses a master-slave structure and the migration is centralized. In the model a basic evolutionary algorithm (EA) runs which is a hybrid, steady-state EA. The basic EA uses a new mutation operator that is composed of two parts and based on a modified version of an explicit collective memory method (EC-memory), the Virtual Loser [2] .We tested our island model on the benchmark problems from the OR-Library. Comparing the results with other heuristic methods, we can conclude that our algorithm is highly effective in solving large instances of the BQP; it has a high probability of finding the best-known solutions.
INTRODUCTION
In the BQP, a symmetric n x n matrix Q=(q ij ) is given, and a binary vector X of length n is desired, which maximizes the objective function BQP has a central role in combinatorial optimization. A large number of problems can be formulated as maximization of quadratic real values function in 0-1 variables.
In this paper, we present now a new EA for the BQP. First we develop a memetic algorithm, a "basic EA", next we organize a parallel, island model with the help of the basic EA. The basic algorithm is a hybrid, steady-state EA. It uses a truncation selection, a new mutation operation, and the used local search method is the randomized k-opt procedure. The mutation operation is composed of two parts and based on a new modified version of the Virtual Loser method.
THE ALGORITHM
The main attributes of the basic EA are the following:
•
The basic EA uses 2-stage algorithm structure. The first stage is a quick "preparatory" stage; the second is a hybrid EA.
• We do not use recombination operator.
• We use different mutation operator by the Virtual Loser method that was defined in [2] . In our operation the first part of the mutation operator makes random bit mutation, and the second part makes random bit mutation based on the Virtual Loser. The algorithm has maximum n/5 bit mutation in every generation in both parts of the mutation (it decreases a little bit during the evolutionary process). The number of the bit mutations was chosen based on the fitness landscape analysis in [1] .
• We modified the update technique of the Virtual Loser method. We break periodically the update of the memory of the Virtual Loser and continue the evolution process with an empty memory.
• We speed up the convergence by a restart technique and by two special procedures. A Filter procedure selects only the best of the individuals close to each other, the other ones are deleted; and a Delete procedure deletes some worst individuals based on the fitness function periodically.
To improve the quality of the results and the running time we developed a parallel EA, an island model. In our island model:
• The basic EAs run on 2, 4, 8 or 16 parallel processors.
• The model uses a master-slave structure. It uses a centralized scheme in which slave processors execute the basic EA on their population and periodically send their best partial results to a master process. The master process stores the partial results in a common migration set (MS), and chooses random individuals from MS one after the other for every slave and sends them to the slaves.
(With this island model we wanted to examine the performance of the island model's structure, so we simulated the island model in one processor).
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COMPUTATION EXPERIENCES
We tested the basic EA with the benchmark set from the ORLibrary. We show only three benchmark sets (the large scale problems): two sets with 1000 and 2500 dimensions and the set with 500 dimensions (notation: B1000, B2500, glov500). In each set there are 5 or 10 instances. (The algorithm was implemented in Visual Basic and ran on a Pentium 4 1.8 GHz with 256 MB RAM). Table 1 and table 2 present mean values calculated from a number of runs without and with parallel computing; all problems were run 20 times (The running was finished if the number of the generations was exceeded 400). In the tables we give the problem name (task), the average relative percentage deviation of the solution from the best known solution (AD) and the average running time in seconds (AT) with the average generation numbers (gen) to the best solutions. In table 1 we give how many best-known solutions could find the algorithm within the predefined number of generation (b/20).
We can say that our island model is successful; we could improve both the quality and the running times of the basic EA. The island model found the best-known solutions in all runs and the average running times are 2, 3 or 4 times shorter that on one processor without the island model.
We compared our results with one of the best method's results [1] . We can conclude that our model has similar results and it can find the best-known solutions with a high probability.
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