The high prevalence of dental erosion, particularly among children and adolescents, has made clinicians more aware of preventive strategies available for home use or treatments that may be used in the dental clinic. Many studies have focused on different fluoride compounds and application techniques which could prevent or stop irreversible mineral loss following acid attacks, but so far none has worked satisfactorily. Since different analytical techniques have been used in these studies, it is difficult to compare the effectiveness of the different compounds and procedures [Barbour and Rees, 2004] and to choose the most appropriate instrument with which to assess erosive tissue loss.
In a recent study by Jager et al. [2008] , calcium analysis and optical profilometry (OP) were compared. The OP showed a generally lower enamel loss than the chemical method, and the authors commented that a drawback with the profilometry technique is that enamel loss below 2 m is difficult to measure due to limited resolution. However, the repeatability of their measurements was not shown.
In a study by Ganss et al. [2005] , chemical analyses of calcium and phosphorus were compared with longitudinal microradiography and profilometry (mechanical stylus), and, also in this study, the chemical method detected significantly higher enamel loss than the other two methods. The authors emphasized that contact profilometry is a sensitive method and that changes in surface geometry well below 1 m can be measured, depending on the equipment and the stylus load. Furthermore, they pointed out the need to re-identify reference points to determine accuracy. However, the accuracy and precision of the measurements were not presented. Attin et al. [2009] showed good reproducibility of repeated measurements on enamel by stylus profilometry (SP), and 0.105 m was the detection limit. A mechanical stylus may pierce softened surface depending on the degree of softness and the load on the stylus. Repeated measurements may therefore be difficult to perform due to scratching of the soft, eroded area . Hara and Zero [2008] analysed eroded enamel specimens using surface microhardness (SMH) changes and OP measurements, two methods that are widely accepted [Barbour and Rees, 2004] . The analysis clearly showed that SMH was more sensitive for the initial stages of erosions, but had limitations in the analyses of advanced lesions with extensive surface loss. OP was not as sensitive for detecting initial changes as the SMH method, but no values for accuracy and detection level were given.
In previous studies, white light interferometry (WLI), a type of computerized optical interference microscopy, has been used to analyse surface roughness and substance loss of enamel after acid exposure in vitro and in situ [Hove et al., 2006 [Hove et al., , 2007 [Hove et al., , 2008 . This method has been shown to be fast, non-destructive and accurate [Holme et al., 2005] but has not been compared with other methods under similar experimental conditions.
In a clinical situation, it is important to know if the effect of a fluoride treatment will last after ongoing acid attacks and tooth brushing. So, when testing the efficacy of preventive measures and monitoring the progression of tooth substance loss, it is of interest to perform measurements on the same surfaces at different times in studies imitating the oral conditions. Therefore the instrument should not damage the surface and it should be possible to conduct repeated measurements quickly, accurately and with high precision. Taking these requirements into account, it is important to test these parameters in order to evaluate appropriate methods for studying loss of tooth substance.
The aim of this study was to compare the precision and accuracy of 5 different methods applied to assess surface substance loss or changes in SMH on the same enamel surfaces after repeated acid exposures. The methods under study were: WLI, SP, OP, atomic absorption spectroscopy (AAS) and SMH.
Materials and Methods

Enamel Specimens
Twelve freshly extracted human permanent molars were collected and kept in containers with thymol crystals in 100% humidity to prevent bacterial growth. Approval was given by the Regional Committee for Medical Research Ethics, Norway, and the Norwegian Institute of Public Health's Biobank Register. The enamel was polished with pumice in water, wiped free of debris and rinsed in tap water. One circular amalgam filling (approx. 1 mm in diameter) was made in each tooth about 2 mm above the enamel-cement junction and used as a reference surface during the analysis. One specimen including the amalgam filling was prepared from each tooth, using a high-speed turbine. The 12 specimens were mounted together in 1 epoxy resin block (Epofix , Struers, Denmark) parallel to and level with the epoxy surface. The specimen surfaces were then ground flat with abrasive paper to grit 4,000, rinsed with water to remove any traces from the polishing procedure and wiped free of debris with a cotton pellet soaked in 20% ethanol.
The area to be exposed to acid on each specimen was defined using a light-cured resin (Filtek flow 3M, Espe, Norway). The area was imaged by a low-magnification optical microscope for measurement. The total size of these 12 areas was needed only for the calcium analysis since all the specimens were etched at the same time and we had to calculate a mean value for conversion to lesion depth.
White Light Interferometry
Prior to acid exposure, the specimens were analysed by a white light interferometer (WYKO NT-2000, Veeco, USA), which is a computerized optical interference microscope operating in the vertical scanning interferometry mode producing a topographic image. The sample images made by WLI consisted of about 1/3 amalgam and 2/3 enamel. A baseline image was made of the enamel surface of every specimen before etching. This baseline image was subtracted from the image taken after acid exposure for every separate specimen, thus creating the respective 'difference images'. This topography image contained a step which showed how much the enamel had been etched in the sampling area. The step height provided an estimate of the depth of the lesion. The measurements were performed 400-800 m from the amalgam edge on all samples, in order to exclude the excessively etched area adjacent to the amalgam. A computer program calculated the depth distribution of pixels in amalgam and enamel separately, to get a measure of the goodness of fit and the lateral variability of the etching rate, respectively. The technique has previously been described [Holme et al., 2005; Hove et al., 2006] . The objective had a magnification of ! 10, and the pixel size was 11.4 m 2 with x-size 3.13 m and y-size 3.65 m of the rectangular pixels. The image resolution was 368 ! 240 pixels. All specimens were analysed by WLI at baseline and after the first and second 6-min acid etches.
Surface Microhardness
The SMH was analysed by a Vickers FM-700 microhardness tester (Future Tech Corp., Japan). This instrument utilizes a diamond pyramid indenter to make an indentation in the surface, which is measured and converted to a hardness value. This measurement was performed in an area of each specimen that did not
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Optical Profilometry
The specimen surfaces were analysed by the Sensofar Pl 2300 (Sensofar-Tech SL,Terrassa, Spain) which is an optical profilometer for analysing surface topography. The measurements were performed by a LED blue light beam of wavelength 470 nm that was reflected from the surface and back into the instrument. The confocal objective used was Nikon 20XEPI, 0.45NA LU plan fluor for 3-dimensional profiling, and the spot size was the same as the field of view (625 ! 468 pixels). A spatial sampling of 0.83 m was given for the ! 20 objective but it was adjusted to 1.66 m (2 ! 0.81 m) in the z-plane to match the speed of WLI and SP for 1 image/map. Sampling areas were 1,142 ! 827 m 2 and the resolution was 358 ! 251 pixels. The pixel size was 10.5 m 2 . Baseline images made by WLI were used as orientation maps, to ensure measurements of exactly the same areas as by the WLI. The measurements were analysed by the software SensoMap Plus 4.1 (Sensofar-Tech).
Stylus Profilometry
Following analysis by WLI and OP, the specimen surfaces were analysed with a Dektak 8 Stylus Profiler (Veeco) after each acid exposure. Baseline images from WLI were used as orientation maps, to ensure measurements of exactly the same areas as for WLI and OP. The instrument stylus was moved laterally across the surface of the specimens with a weight of 5 mg and a scan length of 3,000 m during 50 s. Three parallel scans 100 m apart were made on each sample, and the etching depth was determined by measuring the average step height from the amalgam to the average of the profile 400-800 m from the amalgam edge.
Acid Exposures
After the baseline measurements by WLI and SMH, the resin block with the 12 specimens was exposed to 15 ml 0.01 M HCl (pH 2.2) for 6 min under gentle vibration, and Ca 2+ in the acid was analysed immediately by AAS. After analyses by WLI, SMH, SP and OP, the specimens were etched once more for 6 min and reanalysed by all the instruments in the same order.
Calcium Analysis
The calcium content in parts per million of the acid samples was analysed directly after the first and second 6-min acid exposures. The analyses were performed in a Model 3300 Atomic Absorption Spectrophotometer (Perkin Elmer Analytical Instruments, Norwalk, Conn., USA). Lanthanum chloride (VWR International, Fontenay-sous-Bois, France) was added to the final 0.5% concentration to suppress phosphate interference with the calcium determination. Lesion depth was calculated by means of the calcium loss, according to the conversion formula described by Dijkman [1982] , Ganss et al. [2005] and ten Cate [1979] .
Calibration of Instruments
Variations in room temperature, dust level, vibration and operator skills can influence the measurements and were kept as steady as possible during the experiment. The white light interferometer was calibrated at the beginning and end of every measurement series by checking against a 10.07-m glass step standard with an absolute uncertainty in the height of 0.04 m. A calibration factor was adjusted until the instrument correctly measured the step to within 0.01 m. Each calibration was based on 10 consecutive step measurements. This allowed the precision and the standard deviation of the 10 measurements to be determined. The average precision was 0.008 8 0.001 m (average 8 1 standard error of the mean) for the 6 calibrations (60 measurements). With constant room temperature, the instrument's accuracy is 0.01 m for step heights up to 10 m [Holme et al., 2005] . In the present study, the average accuracy (difference from the glass standard value of 10.07 m) after the 6 calibration runs was 0.007 8 0.002 m. It was thus possible to calibrate the white light interferometer to give accuracies and precisions better than the uncertainty in the height of the glass step standard. Therefore, the overall accuracy of the WLI measurements for ideal stepped surfaces was in this case limited by the step uncertainty of 0.04 m, or 0.4%. The precision in percent was 0.08%.
The SP calibration was checked once by measuring a silicone step standard of 0.200 m height 3 times. The accuracy was 0.004 m and the precision 0.003 m, giving an accuracy and precision of about 2% based on the calibration data. The OP was calibrated by 10 measurements on a calibration standard of 30.09 8 0.01 m height and repeated 5 times. The accuracy was 0.8 8 0.4 m and the precision 0.2 8 0.1 m. Thus, the estimated accuracy was 3% and the precision 0.6%. The performance of the SMH instrument was checked by 5 measurements on 2 steel standards with hardnesses (Vickers hardness value 0.3) of 804 and 833 kp/ mm 2 . The accuracy was estimated to be 4% while the precision was 1%. The calibration of the AAS was performed against a known standard according to the instructions from the manufacturer.
Accuracy and Precision of Etch Depth Measurements
The accuracy is the ability of the measurements to match the actual value of the quantity being measured. It is expressed by the deviation from the true value and includes all systematic errors. Lacking an absolute measurement of the etching depths on the amalgam/enamel samples, the technique from which the calibration had shown the best relative accuracy and precision was considered closest to the actual value. Thus, the data obtained by SP and OP were compared with the individual measurements from WLI. From the slope of the respective regression lines (100%; 1-slope), we could estimate the accuracy of SP and OP for measurements of enamel etch depths. Only the value of the total calcium loss from all 12 specimens was available, so an average calcium loss was calculated and compared with WLI to estimate the accuracy of the indirect calcium loss method.
The precision of the measurements is the ability to obtain identical results by repeated measures and was calculated as the average standard deviation of the 3 step measurements made of each specimen after each acid etch. The relative precision was calculated as the standard deviation divided by the mean lesion depth for each specimen and then expressed as the average of the relative precision of the 12 specimens.
Statistics
Statistical procedures were performed with SPSS 16.0. The precision of the measurements from each method, performed af-ter the first and second 6 min of acid exposure, was calculated by reliability analysis and expressed by single-measure intraclass correlation (ICC), a 2-way mixed-effect model that measures the reliability of repeated measurements by one instrument. The paired-sample t test was used with a 5% significance level when comparing the relative precisions of WLI/SP and WLI/OP.
Results
Lesion Depths and Progression
The mean lesion depths after the first and second 6 min (a total of 12 min) of acid etch by 0.01 M HCl are shown in table 1 . The standard deviations, which reflect the relative variability in the etch rate among the 12 teeth, were the same for WLI, SP and OP. The accuracy of the measurements varied from 0.4% (WLI) based on calibration to 17% (AAS). The precision varied from 0.4% (AAS) to 4.7% (SP).
Calcium analysis (AAS) measured calcium loss in parts per million from all specimens in 15 ml of acid. Mean values based on 10 AAS measurements after 6-and 12-min etches were 6.81 8 0.02 and 7.49 8 0.04 ppm, respectively. When converted to lesion depths, these values were lower than those measured by WLI, SP and OP.
WLI values showed an increase in lesion depth from the 6-to 12-min etch of 103%. The corresponding values for SP, AAS and OP were 103, 110 and 94%, respectively.
The correlations between WLI and the 2 profilometric methods after both 6-and 12-min etches are shown in figures 1 and 2 . The correlations between WLI and SP and WLI and OP are R 2 = 0.98 (p ! 0.001) and R 2 = 0.85 (p ! 0.001), respectively. 
Surface Microhardness
The mean SMH showed a decrease of 5.7% after the 6-min etch compared with measurements prior to etch. After the 12-min etch, the mean SMH increased and was 2.9% higher than after the 6-min etch ( fig. 3 ) . The SMH values were accurate to within 4.0%, based on steel hardness standards. The average precision of the enamel measurements was 5.5%.
Reliability, Precision and Accuracy
Reliability analyses of measurements by WLI, SP, SMH and OP after 6-and 12-min etches expressed by the ICC are shown in table 2 . ICC varied from 0.999 to 0.165 and 0.999 to 0.355, respectively. Measurements by SMH showed the lowest reliability after both acid exposures. Measurements by OP showed lower reliability after the 12-min etch than after the 6-min etch. The relative precision was significantly better for WLI compared with SP (p ! 0.001) and OP (p ! 0.019). WLI measurements were more accurate than measurements by SP and OP.
Discussion
The etch depth values measured by WLI were regarded as closest to the actual values in the present study, based on the results of the thorough calibration of the WLI instrument and elimination of systematic errors. It has been shown in a previous paper [Holme et al., 2005] that WLI may operate with an accuracy of 0.01 m for step heights up to 10 m on an ideal glass surface, and an accuracy of 0.02 m for measurements on polished enamel surfaces. This ability was confirmed by the calibration checks and the etch depth measurements in the present study. Ganss et al. [2005] stated that measurements performed by a mechanical stylus are sensitive and able to detect mineral loss well under 1 m, depending on the stylus load. This is in accordance with the findings in the present study, where etch depths down to 3 m were detected with good accuracy. The etch depths measured by SP correlated well with those measured by WLI in the 3-to 12-m range, which represent the minimum and maximum etch depths measured in the present study. The difference in precision between the two instruments may be due to the poor statistics of just 3 individual z(x) pro- files for SP compared with images with 240 such profiles for WLI (and 251 for OP). Attin et al. [2009] reported the detection limit of a mechanical stylus to be 0.105 m, and the precision was 0.031 m which is better than the 0.33 m of SP in the present study. Schlueter et al. [2005] performed analyses by mechanical stylus both on epoxy models and enamel surfaces. They reported a detection threshold for etch depth analysis on epoxy models of 15 m, and the measurements on ground enamel surfaces were 0.7 m less precise than the values reported in the present study. Analyses are influenced by the experimental settings which often vary in studies, and Attin et al. [2009] emphasized the importance of both a special jig for exact repositioning of the specimens for repeated measurements and custom-made software. The stylus load and the number of tracings may also influence the measurements. Attin et al. [2009] used a large number of tracings which may have contributed to the good precision. On the other hand, a large number of tracings are time consuming and may lead to desiccation of the enamel surface. To create equal experimental conditions in the present study, the time used for each analysis was the same for all methods.
Other explanations for variations in precision values may be the use of a different reference area, the repositioning procedure and the identification of the reference area, which makes certain that the repeated measurements are performed on exactly the same surface. This fact was also pointed out by Bartlett et al. [1997] . Schlueter et al. [2005] improved the experimental setting and utilized star-shaped references in order to ensure the identification of the reference points and thereby optimized the precision of the repeated measurements. In the present study, baseline images of the experimental area including the amalgam reference were imaged by the WLI. These images enabled the operators to identify the amalgam reference and the measurement area with great exactness prior to analysis by WLI, SP and OP. The mechanical stylus is in contact with the surface during tracing and may be regarded as a potentially destructive method and as not reliable for subsequent measurements in the same area. However, this is depending on stylus load and type of stylus tip used. In the present study, measurements by SP with a load of 5 mg could be repeated and still gave good correlations with WLI.
It has been stated that optical profilers are most suitable for measuring dental erosion in advanced lesions with substance loss [Hara and Zero, 2008; Jager et al., 2008] . The manufacturer of the optical profiler, with the particular confocal lens and LED light source used in our study, reported an accuracy of measured step heights from 1 to 10 m to be ! 5%. The optical profiler showed a lower correlation with the WLI than the SP in the same range of lesion depths (3-12 m). The poorer accuracy of the OP may be due to the objective used during the analyses which made it necessary to stitch 4 images together with approximately 20% overlap in order to get the same size of analysed area as for WLI and SP. The results from the calibration of the OP also indicate some error and uncertainty in the measurements. The ICC values ( table 2 ) show that the measurements by OP after the second 6-min etch were less precise than after the first 6-min etch. One interpretation of that finding may be that OP is less suited for measuring depths from 7 to 13 m or that minor variations in the experimental settings may have influenced the analyses.
SMH measurements were performed on the outer border of the area already analysed by the other instruments to avoid interference with the subsequent analyses. The changes in enamel SMH following the repeated acid etch were minor compared with baseline measurements. In fact, the SMH was higher after 12 min than after 6 min of etching. The explanation for this may be that the initial softened and porous outer layer breaks down, leading to quantitative surface substance loss after the second acid etch. The measurements are in fact performed on a 'new' surface. This is in accordance with the conclusions of Hara and Zero [2008] and Jaeggi and Lussi [1999] , who wrote that the technique is more sensitive for detecting initial stages of erosions with weakening of the surface, but has limitations in the analysis of advanced lesions representing substance loss. Despite the use of ground surfaces in the present study, there was great variation in standard deviations in the repeated measurements ( fig. 3 ) and thereby low precision compared with that of the measurements made by WLI, SP and OP. This was confirmed by the lower ICC values compared with those of the other techniques ( table 2 ) . Based on the calibration of the instrument, the measurements of SMH were less accurate than measurements by WLI and SP.
In contrast to the topographic analyses, the measurement of calcium loss is an indirect technique for evaluating lesion depths, and the quality of the technique depends on an exact measurement of the area exposed to acid and a good calibration of the AAS. In the present study, the mean lesion depths after both the first and second 6-min etches calculated from calcium loss were 16% lower than the mean values from the WLI and SP measurements and 27% lower than the values from the OP. One explanation for this discrepancy may be that analy-ses by WLI, SP and OP were made on the same sampling size area of approximately 0.9 mm 2 , while the average erosion depths calculated from calcium loss values were based on the total area of the 12 specimens (96.7 mm 2 ). However, these results are in accordance with the results of a study by Vieira et al. [2005] , who found significantly lower etch depths from measurements by AAS than for white light confocal microscopy. On the other hand, Ganss et al. [2005] reported opposite results with 20% lower values for substance loss measured by a mechanical stylus than by chemical analysis. A comparison of the results from these studies is difficult since the study design is different. In the study by Ganss et al. [2005] , 0.05 M citric acid (pH 2.39) was used, and acid exposures lasted up to 120 min compared with 0.01 M HCl (pH 2.2) up to 12 min in the present study. Despite these divergent findings, the calcium loss in parts per million after the first and second 6-min acid etches indicated the same progression as measured by WLI, SP and OP.
In the present study, we used instruments that were accessible and in daily use in the laboratory and at the same time representative for instruments often used in erosion studies. The instruments were operated according to the instructions from the manufacturers. The reported values for accuracies and precisions are valid for these instruments, and it should be emphasized that other instruments in the same categories could give better or worse results depending on the experimental conditions.
In conclusion, all techniques except SMH were able to measure a progression of etch depth related to successive acid exposures on the same enamel surfaces. SMH gave information about changes in surface hardness, but the changes gave no information related to the lesion depth. It may be argued that SMH should only be used for studying mild acid challenges to enamel, where no quantitative substance loss is suspected. However, for analysing lesion depth and progression, this is not the method of choice.
The chemical analyses by the AAS were precise, but the accuracy of the method was low when calcium loss was converted to etch depths. WLI was superior to SP and OP, both regarding precision and accuracy. The registration of the progression or regression of a lesion is crucial for testing the efficacy of different anti-erosive mouth rinses meant for daily or weekly use. In addition, a method for assessing the inhibitory effect of different agents in a clinical setting requires a technique adapted to that purpose. The possibility of measurements on replicas or impressions of clinical erosive lesions is a topic that requires further study.
