Abstract. We show that in every dimension N ≥ 3 there are many bounded domains Ω ⊂ R N , having only finite symmetries, in which the Bahri-Coron problem
Introduction
We consider the problem
where Ω is a bounded smooth domain in R N and 2 * :=
2N
N −2 is the critical Sobolev exponent.
Equations of this type arise in fundamental questions in differential geometry like the Yamabe problem or the scalar curvature problem.
Problem (℘ Ω ) has a rich geometric structure: it is invariant under the group of Möbius transformations. This fact causes a lack of compactness of the associated variational functional, which prevents the straightforward application of standard variational methods.
It is well known that the existence of a solution depends on the domain. Pohozhaev's identity [19] , together with the unique continuation of solutions [13] , implies that (℘ Ω ) does not have a nontrivial solution if Ω is strictly starshaped. On the other hand, if the domain is an annulus,
Kazdan and Warner [12] showed that (℘ A ) has infinitely many radial solutions. Moreover, if Ω is invariant under the action of a group G of linear isometries of R N and every G-orbit of Ω is infinite, compactness is restored (cf. Theorem 2 below), and standard variational methods provide infinitely many G-invariant solutions to problem (℘ Ω ). The first nontrivial existence result is due to Coron [10] . He showed that, if 0 / ∈ Ω and Ω contains an annulus A a,b with b/a large enough, then problem (℘ Ω ) has at least one positive solution. A few years later a remarkable result was obtained by Bahri and Coron [2] who showed that problem (℘ Ω ) has at least one positive solution in every domain Ω having nontrivial reduced homology with Z/2-coefficients.
Concerning multiplicity, as we already mentioned, (℘ Ω ) has infinitely many solutions if Ω is G-invariant and every G-orbit of Ω is infinite. On the other hand, several multiplicity results have been established for domains which are obtained by deleting a thin enough neighborhood of a certain subset from a given domain, see e.g. [5, 6, 8, 9, 15, 16, 14, 18, 20] . In particular, for the type of domains considered by Coron, Ge, Musso and Pistoia [11] recently obtained a strong multiplicity result: they basically showed that, if 0 / ∈ Ω and Ω contains an annulus A ε,b , then the number of solutions to (℘ Ω ) becomes arbitrarily large as ε → 0. This result requires no symmetries on the domain Ω. Its proof is based on the Lyapunov-Schmidt reduction method.
But for domains which are neither highly symmetric nor small perturbations of a given domain, multiplicity remains largely open. A first result in this direction was recently established in [7] . Here we shall extend the main result in [7] in a way which provides many new examples of domains Ω in which problem (℘ Ω ) has a prescribed number of solutions.
We need some notation. Let O(N ) be the group of linear isometries of R N . If G is a closed subgroup of O(N ), we denote by
Fix a closed subgroup Γ of O(N ) and a nonempty Γ-invariant bounded smooth domain D in R N such that #Γx = ∞ for all x ∈ D. We prove the following result. 
where S is the best Sobolev constant for the embedding
The particular case where Γ = O(N ) and D = A a,b was established in [7] . This situation is, however, quite restrictive, particularly in odd dimensions. For example, if N = 3, then min x∈A a,b #Gx ≤ 12 for every subgroup G = SO(3), O(3), cf. [3] . As we shall see, the number ℓ 1 goes to infinity as b/a → 1. Therefore, the main result in [7] will provide solutions in subdomains of R 3 only if b/a is sufficiently large, which is the case already handled by Coron [10] and by Ge, Musso and Pistoia [11] .
Theorem 1, on the other hand, provides examples in every dimension of domains Ω, having only finite symmetries, in which problem (℘ Ω ) has a prescribed number of solutions. Specific examples may be obtained as follows: let D 0 be a bounded smooth domain in
Then D is invariant under the action of the group Γ := S 1 of unit complex numbers, acting by e iθ (z, x ′ ) := (e iθ z, x ′ ). Note that this action is free on (C {0})×R N −2 , so if G n := {e 2πik/n : k = 0, ..., n−1} is the cyclic subgroup of order n, then #G n x = n for every x ∈ (C {0}) × R N −2 . Therefore, for every n > ℓ m and every G n -invariant bounded smooth domain Ω in R N with
Theorem 1 yields at least m pairs of solutions to problem (℘ Ω ). This result supports our belief that multiplicity should hold in noncontractible domains, as those considered in [2] . But the proof of such a general statement is still way out of reach.
The proof of Theorem 1 is variational and it is given in the following section.
Proof of the main theorem.
Let G a closed subgroup of O(N ). If Ω is G-invariant, the principle of symmetric criticality [17] asserts that the G-invariant solutions of problem (℘ Ω ) are the critical points of the restriction of the functional
to the space of G-invariant functions
for all g ∈ G, x ∈ Ω}. We shall say that J satisfies the Palais-Smale condition (P S) G c in H 1 0 (Ω) if every sequence (u n ) such that
contains a convergent subsequence.
Let c ∞ := 1 N S N/2 be the energy of the positive solution (unique up to translation and dilation) to the problem
We shall make use the following results.
Proof. See [7, Theorem 3.7] .
Proof of Theorem 1.
Let P 1 (D) be the set of all nonempty Γ-invariant bounded smooth domains contained in D, and define
Note that P k (D) = ∅ for every k ∈ N. Since #Γx = ∞ for all x ∈ D i , Theorem 2 asserts that J satisfies condition (P S) Γ c in H 1 0 (D i ) for all c ∈ R. Hence, the mountain pass theorem [1] yields a nontrivial least energy Γ-invariant solution ω D i to problem (℘ D i ). We define
and
Let m ∈ N and let Ω be a bounded smooth domain containing D, which is invariant under the action of a closed subgroup G of Γ such that
For each k = 1, . . . , m, let W k be the subspace of 
Then, by Theorem 2, J satisfies (P S) G c in H 1 0 (Ω) for all c ≤ d k , so the mountain pass theorem [1] yields a positive critical point
Moreover, applying Theorem 3 to each W k , we obtain m − 1 pairs of sign changing critical points ±u 2 , . . . , ±u m such that
Note that
Next, we prove that we may choose u m such that
Let ε n ∈ (0, c ∞ ) be such that ε n → 0, and let u m,n denote the m-th critical point obtained by applying the previous argument with ε = ε n . Then J(u m,n ) < c m + ε n . If J(u m,n 0 ) ≤ c m for some n 0 , we are done. If J(u m,n ) > c m for all n, then J(u m,n ) → c m . Since ∇J(u m,n ) = 0 and J satisfies (P S) G cm , there exists a u m ∈ H 1 0 (Ω) G such that, after passing to a subsequence, u m,n → u m . Therefore, u m is a critical point of J with J(u m ) = c m . Note that u m is positive if m = 1 and it is sign changing if m ≥ 2. Moreover, (2.3) implies that u m = u k for every k = 1, . . . , m − 1. This proves (2.4).
Finally, note that if Ω satisfies (2.1) then it also satisfies min x∈Ω #Gx > ℓ k for each k = 1, . . . , m.
So, applying the previous argument to each k, we obtain k pairs of Ginvariant solutions ±u k 1 , . . . , ±u k k to (℘ Ω ) such that u k 1 is positive, u k 2 , . . . , u k k change sign, and J(u k i ) ≤ c k for every i = 1, . . . , k.
Setting u 1 := u 1 1 and choosing u k ∈ {u k 2 , . . . , u k k } with k ≥ 2 inductively, such that u k = u i for every i = 1, . . . , k − 1, we obtain m pairs of G-invariant solutions ±u 1 , . . . , ±u m such that u 1 is positive, u 2 , . . . , u m change sign, and J(u k ) ≤ c k for every k = 1, . . . , m, as claimed.
