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Abstract
Historians have repeatedly asserted that invariant theory was born in two papers of George Boole (1841 and 1842). Although
several themes and techniques of 19th-century invariant theory are enunciated in this work, in reacting to it (and thereby founding
the British school of invariant theory), Arthur Cayley shifted Boole’s research program.
© 2007 Elsevier Inc. All rights reserved.
Résumé
Les historiens ont dit à plusiers reprises que la théorie des invariants est née dans deux communications de George Boole (1841
et 1842). Bien que plusiers thèmes de la théorie des invariants du dix-neuvième siècle sont énoncés dans cet ouvrage, en répondant
(et fondant l’école britannique de la théorie des invariants) Arthur Cayley a donné un changement au programme de recherche de
Boole.
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1. Introduction
One of the earliest British researchers on invariant theory remarked that
What I have called Modern Algebra [i.e., invariant theory] may be said to have taken its origin from a paper in the
Cambridge Mathematical Journal for Nov. 1841, where Dr. Boole established the principles [of invariance] just stated and
made some important applications of them. [Salmon, 1885, 109]
Soon thereafter,W.-F. Meyer offered a similar opinion in his report on the current state of invariant theory to the
Deutschen Mathematiker-Vereinigung [Meyer, 1892, 82], and in his preface to the French translation of this work,
Maurice d’Ocagne remarked:
Aside from some isolated remarks. . . no result of importance was obtained before Boole who, in 1841, introduced a whole
series of expressions of this type [i.e., invariants]. But credit undeniably goes to Cayley of having first begun the systematic
calculation of invariants, to which, from 1846 to 1871, he devoted a sequence of important Memoirs whose entirety forms
a monument. [Meyer, 1897, 4]0315-0860/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.hm.2007.06.004
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241–243 and 1994, 788). Cayley’s reaction to Boole’s paper reveals a shift of emphasis, however, showing the growing
maturity of an independent theory of invariants.
2. Background to Boole’s papers
George Boole had learned higher mathematics by independent study, especially of Newton’s Principia and La-
grange’s Méchanique analitique. His paper of 1841 and its continuation in 1842 explicitly generalize a calculation
from the Méchanique analitique. Boole began his 1841 paper by observing that, “The transformation of homogeneous
functions by linear substitutions, is an important and oft-recurring problem of analysis. In the Méchanique Analytique
of Lagrange, it occupies a very prominent place. . . ” [Boole, 1841b, 1].
We may find this transformation where Lagrange discussed the rotation of various kinds of bodies. After briefly
discussing freely moving bodies, Lagrange turned to a discussion of suspended bodies. As before, he considered the
kinetic energy T , first showing how to describe the motion of the body if T is a sum of squares. He then showed—
what was of interest to Boole in his paper—that the general case “can be reduced to the preceding one by means of
some substitutions” [Lagrange, 1788, 395]. That is, by a linear substitution
p = p′x + p′′y + p′′′z,
q = q ′x + q ′′y + q ′′′z,
r = r ′x + r ′′y + r ′′′z
one can express
T = 1
2
(
Ap2 + Bq2 + Cr2)− Fqr − Gpr − Hpq (1)
as
T = 1
2
(
αx2 + βy2 + γ z2). (2)
See Parshall [1989, 159–160]. Lagrange determined the coefficients of the linear substitution and also the coefficients
α, β , and γ of the diagonalized form by solving a cubic equation whose roots are α, β , and γ [Lagrange, 1788, 397].
As Boole further noted in the introductory paragraph of his paper, others besides Lagrange had worked on the
algebraic problem of reducing a quadratic form to a sum of squares—Hawkins [1975] gives us a detailed account of
these developments to Cauchy and beyond—and the most general conclusion so far reached was
that it is always possible to take away the products of the variables x1, x2, . . . , xm, from a proposed homogenous function
of the second degree, Q, by the linear substitution of a new set of variables, y1, y2, . . . , ym, connected with the original
ones by the relation
x21 + x22 + · · · + x2m = y21 + y22 + · · · + y2m . . . (1);
or in other words, to determine, subject to (1), the values of the coefficients A1,A2, . . . ,Am, in the equation of transfor-
mation,
Q = A1y21 + A2y22 + · · · + Amy2m . . . (2).
[Boole, 1841b, 1–2]
In modern language, it is always possible to diagonalize a quadratic form via an orthogonal transformation.
Boole then proposed his own method of analysis of the problem as an alternative to the prevailing method.
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member of (2), a series of linear functions of the variables involved in the opposite member, to equate coefficients, and
to eliminate the unknown constants by aid of the equations of condition, similarly obtained from (1). It is in the effecting
of this elimination that the principal difficulty of the problem consists; a difficulty arising from the very principle of the
method of solution, and therefore not to be evaded; a difficulty moreover so great, that no one has yet shewn how it is to
be overcome, when the degree of the function to be transformed rises above the second. [Boole, 1841b, 2]
Boole’s new method would begin with a much more general setting, and he would successfully treat homogeneous
polynomials of degree higher than two. His method, too, would employ elimination, but among equations involving
partial derivatives or differentials. He would arrive thereby at certain expressions among the coefficients of the forms.
Out of these expressions would crystallize the idea of an invariant.
3. Method and applications in Boole’s papers
In the 1841 paper, Boole would show that his new method was able to give results not only for quadratic forms but
for forms (that is, homogeneous polynomials) of higher degree. After his introductory remarks, he asked: When can
two forms q and Q be transformed into the two homogeneous polynomials r and R by the same linear substitution?
More explicitly, let
q ≡ q(x) ≡ q(x1, x2, . . . , xm),
Q ≡ Q(x) ≡ Q(x1, x2, . . . , xm),
r ≡ r(x′) ≡ r(x′1, x′2, . . . , x′m),
R ≡ R(x′) ≡ R(x′1, x′2, . . . , x′m), (3)
where the x’s are obtained from the x′’s by the substitution (linear transformation)
xi =
m∑
j=1
tij x
′
j . (4)
The notation above and in the rest of the paper is a slightly modernized version of Boole’s notation. For our further
convenience, some relations are stated in the (later) language of matrices. For example, by introducing the matrix
T = ((tij )) we may define two forms, Q and R, to be equivalent if they are related by a linear transformation (4); that
is,
Q
(
T (x)
)= R(x ′).
Boole noted that if Q(T (x)) = R(x′), their partial derivatives must be equal:
∂Q
∂x′j
= ∂R
∂x′j
.
Expanding the left side, we have
m∑
i=1
∂Q
∂xi
∂xi
∂x′j
= ∂R
∂x′j
or
m∑
tij
∂Q
∂xi
= ∂R
∂x′j
. (5)i=1
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This then is a necessary condition for the equivalence of these two forms, from which he would deduce further con-
ditions. Namely, successive elimination of variables among pairs of Eq. (5) finally leaves one homogeneous equation
in one variable. Under the further assumption that the variables xi (or x′i ) do not all vanish simultaneously, the elimi-
nation shows that the partial derivatives ∂Q/∂xi (and the ∂R/∂x′j ) are dependent if and only if a certain combination
of coefficients is equal to 0.
For his first example, Boole considered the binary quadratic form Q = Ax2 + 2Bxy + Cy2. Setting the partial
derivatives of Q to 0 gives
∂Q
∂x
= 2(Ax + By) = 0,
∂Q
∂y
= 2(Bx + Cy) = 0
so that
(AB − AB)x + (B2 − AC)y = 0
and
(
AC − B2)x + (BC − BC)y = 0.
Therefore, on the assumption that x and y do not vanish simultaneously,
θ ≡ B2 − AC = 0.
θ is, of course, the discriminant of the form Q.
In a similar manner, Boole arrived at the discriminant
θ ≡ (AD − BC)2 − 4(B2 − AC)(C2 − BD) (6)
for the cubic form
Q = Ax3 + 3Bx2y + 3Cxy2 + Dy3.
More generally, Boole concluded that if the partial derivatives of a binary form Q are 0 without x = y = 0, then
θ must vanish, and conversely. Moreover, R can only be obtained by transforming Q if also θ(R) = 0 provides a
corresponding condition for the vanishing of the partial derivatives of R with respect to x and y. Of course, one
cannot assume that the partial derivatives always vanish, but Boole observed that if q and Q are transformed into
r and R, then (for any real number h) Q + hq is transformed into R + hr . Therefore, if h can be chosen so that
∂(Q + hq)/∂xi = 0 for all i, then (for such h) ∂(R + hr)/∂yj = 0 for all j as well, and conversely; moreover, if
θ(Q+hq) = 0, then also θ(R+hr) = 0. By expanding the latter expressions in powers of h and equating coefficients
of h, Boole obtained
θ(Q)
θ(q)
= θ(R)
θ(r)
(7)
and, more generally,
(
a1
∂
∂A1
+ a2 ∂∂A2 + · · · + am+1 ∂∂Am+1
)k
θ(Q)
θ(q)
=
(
b1
∂
∂B1
+ b2 ∂∂B2 + · · · + bm+1 ∂∂Bm+1
)k
θ(R)
θ(r)
, (8)
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to make the sides vanish. (Equation (8) gives expressions involving coefficients of q replacing those of Q, etc.) In
the sequel [Boole, 1842], Boole applied the same reasoning to the relations among the dxi and dx′j determined by
differentiating the relations (3).
Boole illustrated his methods of producing relations among the coefficients and the variables (relations that we
now call covariants) with several examples. Among other things, he discussed what we would call the orthogonal
transformation of one ternary quadratic form to another. We have seen that Lagrange had considered the transformation
of a ternary quadratic form (1) into the sum of squares (2). In Boole’s symbolism, R is the sum of squares. Boole
showed how his method produced a system of equations in the coefficients of the ternary forms which is “equivalent
to the remarkable cubic, so frequently met with in Analytical Mechanics, and the Geometry of Space” [Boole, 1841a,
12]. In this way, he showed that his method more briefly solved the problem to which he had referred at the beginning
of his paper.
Boole’s sequel of 1842 contained a further triumph: his derivation of Cardano’s formula for the cubic polynomial
equation. By following (some of) Boole’s calculations, we can see more clearly the nature of his research program.
As his second example in the paper, Boole discussed the binary system
q ≡ ax + by = a′x′ + b′y′ ≡ r,
Q(x, y) = R(x′y′), (9)
the system of forms being transformed by (4). In modern matrix notation, we may write the transformation (4) as
(
x
y
)
= T
(
x′
y′
)
. (10)
Differentiation of (9) yields
adx + bdy = a′dx′ + b′dy′,
∂Q
∂x
dx + ∂Q
∂y
dy = ∂R
∂x′
dx′ + ∂R
∂y′
dy′
and of (10) yields
dx
dy
= T
(
dx′
dy′
)
.
We can represent all of the previous relations in the one matrix equation
(
a b
∂Q
∂x
∂Q
∂y
)
T
(
dx′
dy′
)
=
(
a′ b′
∂R
∂x′
∂R
∂y′
)(
dx′
dy′
)
,
from which Boole’s conclusions become evident. Namely,
|T |
(
a
∂
∂y
− b ∂
∂x
)
Q =
(
a′ ∂
∂y′
− b′ ∂
∂x′
)
R
and more generally
|T |k
(
a
∂
∂x2
− b ∂
∂x1
)k
Q =
(
a′ ∂
∂y2
− b′ ∂
∂y1
)k
R. (11)
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θ(Q)|T |p = θ(R) (12)
(here p = γ n/m, where γ is the degree of θ and Q has degree n in m variables), it is also true for the system of binary
forms that
(
a ∂
∂x2
− b ∂
∂x1
)k
Q
θ(Q)
k
n(n−1)
=
(
a′ ∂
∂y2
− b′ ∂
∂y1
)k
R
θ(R)
k
n(n−1)
. (13)
As a step toward discussion of the cubic equation, Boole considered the binary system
q(x, y) ≡ y = mx′ + ny′ ≡ r(x′, y′),
Q(x, y) ≡ ax3 + 3bx2y + 3cxy2 + dy3 = a′x′3 + d ′y′3 ≡ R(x′, y′).
(I have changed his notation slightly.) As in (6), θ(Q) = (ad − bc)2 − 4(b2 − ac)(c2 − bd) and θ(R) = a′2d2.
From (13), Boole deduced
ax + by
θ(Q)
1
3
= n
2a′x′ + m2d ′y′
(a′d ′) 23
. (14)
Several computations later, Boole also arrived at
m3
a′
+ n
3
d ′
= θ
′
2θ
,
m3
a′
− n
3
d ′
=
√
θ ′′
2θ
, (15)
where θ(q) = θ, ∂θ(q)/∂d = θ ′, ∂2θ(q)/∂d2 = θ ′′.
With these computations completed, Boole was ready to derive the cubic formula. He wrote [Boole, 1842, 118],
“The most general form of the cubic equation is
av3 + 3bv2 + 3cv + d = 0;
the simplest of possible forms is
v′3 − 1 = 0 . . . .”
To connect this to the previous binary form, Boole homogenized the equations by letting v = x/y and v′ = x′/y′ and
multiplying out. Here a′ = 1, d ′ = −1, so the previous equations (15) and (14) yield
m3 − n3 = θ
′
2θ
,
m3 + n3 =
√
θ ′′
2θ
, (16)
and
ax + by
3√
θ
= n2x′ − m2y′. (17)
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y = mx′ + ny′. (18)
Solving Eqs. (16) for m and n yields
m = 3
√
θ ′ + √2θθ ′′
4θ
,
n = 3
√
−θ ′ + √2θθ ′′
4θ
.
Dividing (17) by (18) (and assuming with Boole that v′ = 1 by the reduced equation) yields
av + b
3√
θ
= n
2 − m2
n + m = n − m.
Thus,
av + b = 3
√
−θ ′ + √2θθ ′′
4
+ 3
√
−θ ′ − √2θθ ′′
4
.
In this way, Boole showed that one can solve the general cubic equation by finding the transformation (18), i.e., the
coefficients m and n.
Of course, solving a cubic equation by transforming it was not new, but Boole here brought his theory of linear
substitutions to bear upon it and expressed the result in terms of his quantities θ , θ ′, and θ ′′. He commented:
To extend this investigation to the equations of the fourth and fifth degree, will require the previous determination of θ(q)
for those cases, a question tedious but not difficult. . . . As this question is of fundamental importance, and needs to be
determined but once, it is much to be desired that some one, possessed of leisure, would undertake its discussion.
An equally important subject of inquiry presents itself in the connection between linear transformations and an exten-
sive class of theorems [i.e., expressions] depending on partial differentials, particularly such as are met with in Analytical
Geometry. . . . To those who may be disposed to engage in the investigation, it will, I believe, present an ample field of
research and discovery. It is almost needless to observe, that any additional light which may be thrown on the general
theory, and especially as respects the properties of the function θ(q), will tend to facilitate our further progress, and to
extend the range of useful applications. [Boole, 1842, 119]
4. Cayley’s reaction
Arthur Cayley, then at the beginning of his career, took up the challenge stated in the last paragraph of Boole’s
paper. His response would change Boole’s research program into the one that we recognize as 19th-century invariant
theory. In his first letter to Boole, Cayley wrote:
Will you allow me to make an excuse of the pleasure afforded me by a paper of yours published some time ago in the
Mathematical Journal, “On the theory of linear transformations” and of the interest I take in the subject, for sending you a
few formulae relative to it, which were suggested to me by your very interesting paper; I should be delighted if they were
to prevail upon you to resume the subject, which really appears inexhaustible. [Cayley, 1844a]
Cayley went on to describe an extension of the function θ that Boole had introduced and to characterize it by
several properties, among them the fact that it satisfies certain partial differential equations built of operators similar
to those in Eq. (8). Later in the summer, however, Cayley wrote again to Boole with a correction.
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equations do not completely determine θU—but the most general function which they do determine, possesses the char-
acteristic property of the function θ , viz that θV = EmE′m′ · · · θU , and consequently the several functions satisfying
them, replace in the general theory of transformations, your function θ . I was misled by assuming that it was only your
functions which satisfied the above equation between θU & θV : and was not a little surprized at finding that this was not
the case, and that I had myself been actually acquainted with some of the functions in question. . . . [Cayley, 1844b]
In the passage quoted above, Cayley was noting that there are expressions in the coefficients of the forms (Cayley
used U and V for multilinear forms where Boole had used Q and R for n-ary forms) other than θ that satisfy the
differential equations. Thus they enjoy the invariantive property, analogous to (12). Cayley’s discovery that there were
invariants (and covariants) other than those defined by Boole led him to refer to this property as “the characteristic
property.” By focusing on expressions that satisfy the “characteristic property,” Cayley was shifting the direction of
research. Even though Boole had shown that his θ enjoyed this property, he had not highlighted it as the defining
relation of an invariant. Indeed, he would have seen no need to do so, for he was considering only θ and related
functions, anyway. Rather than study functions with a certain property, Boole had employed the relation (12) to obtain
the proportions (13).
5. Conclusion
The two papers [Boole, 1841b, 1842] were neither the beginning nor the end of Boole’s researches into the effect
of linear substitutions. He had begun the study with [1841a]. In [1845], he derived the relation (12) which had been
“given, but without demonstration” in [1841b]. If evidence were needed that Boole saw the importance of the invari-
antive relation (12), this would supply it. And Boole published further contributions to the new theory of invariants
in [1851a, 1851b]. Yet even in those papers, Boole maintained a point of view somewhat different from that of the
new school of invariant theory founded by Cayley. A discussion of one section of [1851a] may help to illustrate this
difference.
Boole devoted about three pages of the paper to a section called “Hyperdeterminant Functions,” about the new
invariants. He began,
A year or two after the publication of the paper to which reference has chiefly been made [Boole, 1841b, 1842], Mr. Cayley
was led to the discovery that, for all homogeneous functions with two variables of an order higher than the third, there exist
other functions than θ(Q), possessing those properties which I had regarded as peculiar to it. For the function of the fourth
order Q = ax4 + 4bx3y + 6cx2y2 + 4dxy3 + ey4, Mr. Cayley discovered the constant function [I =] ae − 4bd + 3c2,
as possessing the requisite characters. [Boole, 1851a, 95]
Boole then went on to say that yet another expression,
J = ace + 2bcd − ad2 − eb2 − c3,
also enjoys the invariance property and that furthermore, the three invariants are related by
θ = I 3 − 27J 2.
Although Boole did not say in this paper that he had discovered both the invariant J and the relation among the three
invariants, he had sent the results to Cayley in a letter of 1844, and shortly thereafter Cayley published [1845], in
which he gave Boole due credit. The discoveries of J and of the relation among θ , I , and J were clearly further
important contributions to the new theory of invariants. After that, the hunt was on, not merely for new invariants, but
for what we would now call generators and relations in the rings of invariants. As Crilly, [1986, 242] notes, by 1851
Cayley had already stated that the primary object of invariant theory is “to find all the derivatives of any number of
functions, which have the property of preserving their form unaltered after any linear transformations of the variables”
[Cayley, 1846, 104]—that is, to find all invariants of any number of forms.
It might appear that in producing these later results on invariants, Boole had left his older investigations for the
incipient theory of invariants. The paper [Boole, 1851a] suggests otherwise. Most of its pages are still devoted to his
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among equations in partial derivatives or differentials of the forms. The passage of Boole’s paper treating the results on
invariants comprises a relatively brief section in which Boole discusses an application of his methods. After discussing
invariants of a form of fifth order, Boole ended that section with the words
We may gather from what precedes, that the employment of the hyperdeterminant [invariant] functions would not in any
material degree facilitate the transformation of homogeneous functions of the fifth degree, since these, like θ(Q), would
introduce equations of the eighth order. They are however in all cases of great theoretical interest, and their discovery
constituted a most important step in the theory of the linear transformation of functions of two variables. [Boole, 1851a, 98]
This seems a clear acknowledgment of the value of the new developments concerning invariants while distinguish-
ing them from the concerns which had animated the series of papers that Boole had begun in 1841. Boole’s principal
aims in [1841b, 1842] had been, first, to determine when two pairs of forms are equivalent, and second, if they are
indeed equivalent, to determine those substitutions which take the first pair to the second. Boole had showed that
his results not only generalized the previous work of Lagrange and others, but also offered methods for the solution
of algebraic equations and for algebraic geometry. By contrast to Boole’s direct attack on the equivalence problem,
Cayley shifted attention to the production and study of the invariants (and covariants) themselves, thereby initiating
a revised research program that was to become a major line of mathematical investigation for the remainder of the
century.
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