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DredgingAbstract Most ports have dredged channels, berths and anchorages. Such infrastructure suffers
from siltation which reduces the depth available for shipping, at which, maintenance dredging is
required. Accurate bathymetric data modelling is important to control the maintenance dredging
in real time and reduce the possible extra cost due to the unpaid over-dredging. In this study, twelve
of digital terrain modelling interpolation techniques have been investigated using the data obtained
from Port Said East Port maintenance project to conclude the most accurate and fastest ones that
can be applied during maintenance dredging projects. The results showed that a triangulated irreg-
ular network and natural neighbour interpolation techniques were the optimal choice since they
produce the least Root Mean Square Error (RMSE) of 0.16 m at 10 m grid size. For real-time dig-
ital terrain modelling applications, it is concluded that a triangulated irregular network technique
could be used. It was the fastest interpolation technique where only 0.35 s is needed to create a
model with 5 m grid size. Natural neighbour was the next fastest technique where 5.21 s were
required to create the model.
 2014 Production and hosting by Elsevier B.V. on behalf of National Authority for Remote Sensing and
Space Sciences.1. Introduction
Most ports and harbours have dredged channels, berths and
anchorages, which suffer from siltation, thereby reducing the
depth of water available for navigation. Ports operate with a
minimum under keel clearance that must be maintained by a
ship transiting a port. Routine maintenance dredging refers
to the removal of accumulated sediments from channel bedsto maintain the design depths of existing public-use facilities.
Given multiple sets of bathymetric survey data and modelling
the seaﬂoor levels, sediment volumes can be estimated to deter-
mine the level of sediment accumulation in a navigation chan-
nel. In general the layers thicknesses that will be removed
during maintenance dredging are small. Therefore, accurate
determination and modelling of the seaﬂoor levels are essential
to avoid unnecessary over-dredging and extra costs. The
required accuracy is increased and becomes critical in the case
of environmental dredging of the contaminated sediments. At
which, accurate removal of the required layers without exces-
sively removing clean material is signiﬁcant for cost-effective
environmental dredging.
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(SBES) or multi-beam (MBES) echo sounders. SBES is still
the most common tool used in port and harbour surveys and
will continue to give valid results when used correctly in a well
planned and executed survey (Federation Iinternationale des
Geometres FIG, 2010). The SBES, as soundings, are only
acquired directly underneath the transducer. Survey lines run
perpendicular to the underwater slopes and the line spacing
between the survey lines is dependent on the scale of the ﬁnal
product and the required resolution. Tie lines (longitudinal
lines) are run perpendicular to the primary survey lines but
at wider spacing and act as a quality assurance cross-check
on the acquired ﬁeld data. The major disadvantage of SBES
is that it illuminates only a narrow portion of the seaﬂoor.
Also the depths between survey lines will be omitted from
the bathymetric data, while MBES can provide continuous
coverage as shown in Fig. 1(a and b). Consequently, accurate
modelling bathymetric models are crucial to interpolate the
depths and ﬁll the gaps between the survey lines.
Digital Terrain Models (DTM) with regular grids are used
for determining the bathymetric model which is deﬁned as ‘‘a
digital representation of the topography (bathymetry) of the
seaﬂoor by coordinates and depths’’ (International
Hydrographic Organization (IHO), 2008).To determine the
model, it is important to select the gridding interpolation tech-
nique, which directly affects the DTM uncertainty.
Several of previous comparative studies have examined the
effects of interpolation techniques based on the applications in
a range of disciplines (e.g., Erdogan, 2009; Weng, 2006; Yang
et al., 2004, and Yanalak, 2003; Kravchenko and Bullock,
1999). Each study concluded different techniques to be the
suitable ones for their applications. However, the main objec-
tives of this study are:
i. To evaluate the applied interpolation techniques on the
uncertainty of DEM generation for the SBES bathymet-
ric data.
ii. To conclude the most accurate techniques that can be
applied during maintenance dredging projects.
iii. To determine the suitable interpolation techniques for
real-time DTM generation.
2. DTM interpolation techniques
In this research, twelve of traditional interpolation techniques
were tested for their effectiveness to predict depths in the non-
surveyed areas between SBES cross lines. These interpolation
techniques can be described as follows:
2.1. Inverse distance to a power (IDP)
This technique is a weighted average interpolator and a deter-
ministic interpolation method in which values at unsampled
points are estimated from known points using a weight func-
tion in a search neighbourhood. Known values are used to
determine unknown values surrounding each data point.
Points closer to the predicted point have more inﬂuence than
points of far distance. IDP is one of the simpler interpolation
techniques as it does not require pre-modelling like kriging
technique (Tomczak, 1998).2.2. Kriging (KRG)
It is a stochastic technique that uses a linear combination of
weights at known points to estimate the value at an unknown
point. It builds these inferences and estimates using a semivari-
ogram which is a measure of spatial correlation between two
points. Weights are given to points that have similar direc-
tional inﬂuence and distance. A semivariogram bases these
predictions by the level of spatial autocorrelation, that is,
dependence between sample data values which decreases as
the distance between observations increases, (Lam, 1983).
2.3. Minimum curvature (MCV)
This technique involves the ﬁtting of traditional interpolation
two-dimensional splines to the observed data. Spline interpo-
lates a surface from points using a minimum curvature spline
technique. The basic form of the minimum curvature Spline
interpolation imposes two conditions; the surface must pass
exactly through the data points also the surface must have
minimum curvature. The basic minimum curvature technique
is also referred to as thin plate interpolation. It insures a
smooth surface, together with continuous ﬁrst-derivative sur-
faces. Rapid changes in gradient or slope may occur in the
vicinity of the data points, therefore this model is not suitable
for estimating second derivative, (Kay and Dimitrakopoulos,
2000).
2.4. Modiﬁed Shepard’s (MSP)
Shepard method is an interpolation method that creates a sur-
face based on a weighted average of values at data points. The
weight function is an inverse distance function of the data
points. The Modiﬁed Shepard’s Method uses an inverse dis-
tance weighted least squares method at which the weight func-
tion is designed to have local support and localize the overall
approximation. This method can be either an exact or a
smoothing interpolator, (Thacker et al., 2009).
2.5. Natural neighbour (NTN)
Natural neighbour interpolation is a method of spatial inter-
polation. This method is based on Voronoi tessellation (dual
of a Delaunay triangulation) of a discrete set of spatial points.
This has advantages over simpler methods of interpolation,
such as nearest neighbour, in that it provides a more smooth
approximation to the underlying ‘‘true’’ function. The Natural
neighbour interpolation algorithm uses a weighted average of
the neighbouring observations, where the weights are propor-
tional to the ‘‘borrowed area’’. Also, the Natural neighbour
method does not extrapolate contours beyond the convex hull
of the data locations, (Bobach and Umlauf, 2007).
2.6. Nearest neighbour (NEN)
It is a simple method of multivariate interpolation in one or
more dimensions. It ﬁnds the closest subset of input samples
to a query point and assigns the value of the nearest point to
each grid node. This method is useful when data are already
evenly spaced, (Sibson, 1981).
Figure 2 Example for a cross section of PSEP navigation channel.
Figure 3 Locations of the main lines (cross lines) and check lines
(longitudinal lines) for bathymetric survey used in the ﬁrst
evaluation method.
(a) Single-Beam (b) Multi-Beam
Figure 1 Coverage of single-beam and multi-beam echo sounders (Kearns and Breman et al., 2010).
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Polynomial interpolation is an approximate, deterministic
interpolation method that ﬁts a mathematical function to the
measured points. Options range from a ﬁrst-order to higher-
order polynomials. The predictive surface is typically gener-
ated by using a least-squares regression ﬁt that minimizes the
squared differences between the surface and measured points.
Because it is an approximate interpolator, the surface is not
constrained to go through the measured points as with Radial
basis function interpolation. In addition, because the method
generates the best ﬁt between the measured points, it is unlikely
that the ﬁtted line will run outside the minimum or maximum
measured value, except once it goes beyond the measured area
as extrapolation, (Eberly et al., 2004).
2.8. Radial basis function (RBF)
RBF methods are a series of deterministic exact interpolation
methods. These methods are based on the assumption that the
interpolation function should pass the data points, and at the
same time, should be as smooth as possible RBFs minimize the
total curvature of the surface. There are ﬁve different basis
functions: Thin-plate spline, spline with tension, completely
regularized spline, multi-quadric function, and inverse multi-
quadric function. Each basis function has a different shape
and results in a slightly different interpolation surface. How-
ever, RBFs are local interpolation methods capable of extrap-
olation. Also, RBFs are used for calculating smooth surfaces
from a large number of data points, (Buhmann, 2003).2.9. Triangulated irregular network (TIN)
In this method, the optimal Delaunay triangulation is applied
where the sample points are connected by lines to form trian-
gles and within each triangle the surface is usually represented
by a plane. By using triangles, it is insured that each piece of
the mosaic surface will ﬁt with its neighbouring pieces. Thus,
Figure 4 Samples of the surveyed and the check points used in
the second evaluation method.
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be deﬁned by the elevations of the three corner points. The
result is a patchwork of triangular faces over the extent of
the grid. This method is an exact interpolator. Each triangle
deﬁnes a plane over the grid nodes that lie within the triangle,
with the tilt and elevation of the triangle determined by the
three original data points deﬁning the triangle. All grid nodes
within a given triangle are deﬁned by the triangular surface,
(El-Sheimy et al., 2005).
2.10. Moving average (MAV)
This method assigns values to grid nodes by averaging the data
within the grid node’s search ellipse. For each grid node, the
neighbouring data are identiﬁed by centring the search ellipse
on the node. The output grid node value is set equal to the
arithmetic average of the identiﬁed neighbouring data, (Li
et al., 2005).
2.11. Data metrics (DMT)
The collection of data metrics method creates grids of informa-
tion about the data on a node-by-node basis. Data metrics uses
the local data set including break lines, for a speciﬁc grid node
for the selected data metrics. The local data set is deﬁned by
the search parameters. Data metrics is used to provide infor-
mation about the data. After information is obtained from
data metrics, the data can be interpolated using one of the
other gridding methods, (Yang et al., 2004).
2.12. Local polynomial (LPL)
The Local polynomial interpolation method assigns values to
the grid nodes by using a weighted least squares ﬁt with data
within the grid node’s search ellipse. For each grid node, the
neighbouring data are identiﬁed within the search area. Using
only these identiﬁed data, a local polynomial is ﬁt using
weighted least squares, and the grid node level is set equal to
this value, (Rawlings et al., 1998).
3. Evaluation of DTM uncertainty
The source of data in this study was the bathymetric data of
Port Said East Port (PSEP) maintenance project, which was
carried out during the period of April 2008 to March 2010.
Fig. 2 shows an example of cross sections of the port naviga-
tion channel before and after the maintenance dredging.There
are number of methods that can be applied to validate the
DTM of the seaﬂoor, however two of them were applied in this
study. The ﬁrst method is the use of an independent set of sam-
ple data that is never used in the interpolation process. For
each point, the deviation between the actual and predicted
depth values is calculated, and uncertainty is then tested
according to these values. The longitudinal survey lines (check
lines), as shown in Fig. 3, have been used to evaluate the DTM
interpolation techniques.
Check lines crossing the regular lines are always done to
conﬁrm the accuracy of the positioning, the depth measure-
ment, and other depth corrections. They are run as close to
perpendicular to the principal lines as possible. The differencesbetween principal lines and check lines have to fall within the
limits of the survey order. If possible, check lines may be col-
lected using an independent system, different survey vessel
and/or time, and on a rough bottom. Practically, the compar-
ison of the check line soundings over a DTM generated from
the regular lines on a relatively ﬂat bottom is a good way to
obtain the difference values. When discrepancies exceed the
permissible amount, the soundings must be carefully examined
to determine the possible sources of error: tide or water level,
sea state, beam angle, position errors, calibration errors, cor-
rections used, etc. Once the sources of error have been deter-
mined, corrective action must be taken. This work should be
done as soon as possible as the survey progresses. In some
cases, it may be necessary to resurvey the portion of the area
that is subject to disagreement with the check lines,(Canadian
Hydrographic Service (CHS), 2005).
The second applied evaluation method that has been used
in the current study was the split-sample method. In this
method, some raw data were omitted as shown in Fig. 4, inter-
polation was performed, and then the differences between the
predicted and measured values of the omitted data were calcu-
lated. These differences have been used as a measure of the sta-
bility of the interpolation algorithm.
Mean, minimum, maximum, mean absolute, Root Mean
Square Errors, and other factors, are the statistical terms that
are usually employed to evaluate the overall performance of
the interpolation methods. The measure most widely used as
a single spatial global statistic is the Root Mean Square Error
(RMSE), which measures the dispersion of the frequency dis-
tribution of deviations between the original and interpolated
points. RMSE expresses the degree to which the interpolated
values differ from the measured values, and is based on the
assumption that errors are random with a mean of zero and
normally distributed. Several studies showed that the mean
error has not been found to equal zero and therefore some
researchers have recommended the use of mean absolute error
and standard deviation indices, (Weng, 2006). The main
attraction of RMSE lies in its straightforward concept and
easy computation mathematically and it is expressed as:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i¼1 Ziðx; yÞ  Z^lðx; yÞ
 2
=N
r
ð1Þ
Table 1 Results of the ﬁrst validation method for all gridding techniques.
Interp. Tech. Grid 50 m Grid 30 m Grid 10 m
Mean Abs. RMSE Mean Abs. RMSE Mean Abs. RMSE
IDP 0.16 0.19 0.12 0.15 0.11 0.14
KRG 0.13 0.16 0.10 0.12 0.09 0.11
MCV 0.16 0.19 0.11 0.13 0.09 0.11
MSP 22.21 70.25 9.15 35.23 16.33 73.90
NTN 0.13 0.16 0.10 0.12 0.09 0.11
NEN 0.14 0.17 0.10 0.13 0.10 0.12
PRG 2.20 2.53 2.17 2.51 2.18 2.52
RPF 0.14 0.17 0.10 0.13 0.10 0.12
TIN 0.13 0.16 0.10 0.12 0.09 0.11
MAV 2.19 2.24 2.17 2.21 2.17 2.21
DMT 44.96 44.96 44.96 44.96 44.96 44.96
LPL 0.20 0.24 0.17 0.20 0.15 0.18
Table 2 Results of the second evaluation method for remaining eight gridding techniques.
Interp. method Grid 50 Grid 30 Grid 10
Min Max Mean A RMSE Min Max Mean A RMSE Min Max Mean A RMSE
IDP 1.64 1.60 0.22 0.33 1.43 1.16 0.17 0.27 1.27 1.15 0.11 0.19
KRG 1.64 1.60 0.21 0.33 1.34 1.12 0.14 0.24 1.18 1.40 0.11 0.19
MCV 1.61 1.70 0.22 0.33 1.50 1.51 0.16 0.25 1.19 1.39 0.10 0.17
NTN 1.58 1.56 0.19 0.30 1.39 1.12 0.15 0.24 1.19 1.36 0.10 0.16
NEN 1.69 1.80 0.21 0.33 1.55 1.27 0.16 0.26 1.43 1.56 0.10 0.17
RBF 1.65 1.55 0.20 0.31 1.38 1.20 0.15 0.24 1.18 1.40 0.11 0.19
TIN 1.55 1.46 0.19 0.31 1.45 1.16 0.15 0.24 1.17 1.40 0.09 0.16
LPL 2.05 1.88 0.30 0.55 1.98 1.80 0.27 0.40 1.78 1.74 0.24 0.37
Figure 5 Bar chart illustrating RMSE of eight gridding techniques.
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Zlðx; yÞ is the observed value at the same coordinates, and N
is the number of tested points.
In the present work, the data analysis was carried out using
MATLAB software, at which, its interpolation function
‘‘griddata’’ was replaced with script ‘‘surfergriddata’’. This
script utilizes the interpolation functions of Surfer Golden
Software in creation DTM grids, (Grinsted, 2006). Table 1
shows the values of mean absolute and RMSE of the difference
between the measured depths of the three check lines and thecorresponding interpolated depths. Different DTM gridding
techniques have been investigated with three grid sizes,
namely, 50, 30, and 10 m. It is obvious that the results are
almost similar expect in MSP, PRG, MAV, and DMT tech-
niques. These techniques are excluded in further investigation
where RMSE and mean absolute of these techniques are too
high and not acceptable for modelling the bathymetric survey
data, specially MSP and DMT techniques.
The remaining eight DTM interpolation techniques have
been evaluated by the split-sample method where 10% of the
Figure 6 Interpolated cross section using different DTM gridding techniques.
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These check points are distributed over the bed and the side
slope areas rather than the three longitudinal check lines which
cover the bed area only as shown in Fig. 4.
The results in Table 2 show the minimum and maximum
values of the differences between the measured and the esti-
mated depths of the check points with three grid sizes of 50,
30, and 10 m. The mean absolute and RMSE of these differ-
ences are also calculated and used as the main evaluation fac-
tors. The bar chart in Fig. 5 illustrates the RMSE in the three
cases of the grid size. As observed from both, the table and the
chart, it is clear that decreasing the grid size improves the per-
formance of the gridding techniques. The worst results were
obtained from LPL technique for the different grid sizes.
The other techniques have almost similar performance how-
ever TIN and NTN techniques give relatively accurate results.
To compare the effect of DTM interpolation techniques on
the resulted cross sections, the interpolated depths of a sample
cross section are plotted in Fig. 6. Different techniques give
almost same depths at the navigation channel bed and the
changes start near the two channel toes and continue at the
side slopes.
Some applications require continuous updating of DTM of
the seaﬂoor in real time such as dredging monitoring and con-
trol. In these cases, fast DTM gridding techniques are essentialTable 3 Time in seconds for creating DTM using different
gridding techniques.
Interp. method Grid 50 m Grid 30 m Grid 10 m Grid 5 m
IDP 0.20 0.49 7.15 26.2
KRG 0.96 4.98 35.20 126.1
MCV 0.07 0.19 3.23 16.3
NTN 0.15 0.25 2.98 5.21
NEN 0.04 0.13 2.61 5.4
RBF 13.10 34.00 311.20 1142
TIN 0.08 0.09 0.30 0.35
LPL 0.23 0.85 9.99 35.5to minimize the time lag between the depth measurements and
updating the DTM. To investigate the performance of the
gridding techniques in real time, the times required for creating
DTM using each technique with different grid sizes of 50, 30,
10, 5 m have been measured and listed in Table 3.
It is obvious that grid spacing has great impact on the
DTM time creation. Considering the minimum grid spacing,
TIN technique is considered the fastest DTM gridding tech-
nique. It is also the fastest in case of grid spacing 10 and
30 m, while NEN technique is the fastest in case of the 50 m
grid spacing. RBF technique is the slowest technique followed
by KRG technique.
4. Conclusions
Accurate DTM plays an important role in the dredging pro-
cesses, especially during maintenance dredging where the
quantities are relatively small and the unit price is relatively
high compared with capital dredging. In this current study, dif-
ferent DTM interpolation techniques have been used to model
the bathymetric survey of PSEP maintenance dredging project.
The techniques have been evaluated by independent set of
sample data and split-sample methods. Based on the results
of the study, there is no certainly best interpolation technique
but only the optimal choice for the considered bathymetric
data. Therefore, since TIN and NTN techniques have the least
RMSE with different grid sizes and reached 0.16 m at 10 m
grid size, they are considered the accurate techniques. The
results also showed that the grid size of DTM has an inﬂuence
on the performance of the interpolation technique where
decreasing the grid size decreases the values of the used statis-
tical terms and this indicates the improvement of precision.
The grid size also has a great impact on the time of DTM cre-
ation where the time is a key factor in real time DTM applica-
tions. The results showed that the TIN technique is the fastest
interpolation technique where its time reached 0.35 s for creat-
ing DTM with 5 m grid size while the next best time is 5.21 s by
NTN technique. Therefore, TIN technique can be considered
the most suitable interpolation for real time applications.
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