Abstract. Let G be a connected reductive algebraic group over C. Let Λ
Introduction
Let us start with recalling the main results of Mirković-Vilonen [MV] and BeilinsonDrinfeld [BD] on geometric Satake isomorphism.
1.1. Geometric Satake isomorphism. Let us denote K := C((z)), O := C [[z] ], Gr G := G(K)/G(O). The tensor category Perv G(O) (Gr G ) of G(O)-equivariant perverse sheaves on Gr G was studied in [MV] . LetǦ be the Langlands dual group. From [MV] it follows that the categories Rep(Ǧ) and Perv G(O) (Gr G ) are equivalent as tensor categories (let us denote the equivalence by S G : Rep(Ǧ) → Perv G(O) (Gr G )). The corresponding fibre functor from Perv G(O) (Gr G ) to Vect C sends a perverse sheaf to its global cohomology. We fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. Let B − denote the opposite Borel subgroup and U , U − be the unipotent radicals of B and B − . Let Λ G be the coweight lattice of T ⊂ G and let Λ + G be the submonoid of dominant coweights inside Λ G . Every representation V ofǦ is graded by Λ G . Accordingly, the fibre functor H * decomposes as the sum of functors F µ , µ ∈ Λ G . Let us describe the functors F µ .
One can identify Λ G with T (K)/T (O). Let us fix µ ∈ Λ G and let z µ be the corresponding point inside Gr G . The torus T acts naturally on Gr G by the left multiplication. Let us consider the regular dominant coweight 2ρ G : C * → T : the sum of positive coroots. It induces the C * -action on Gr G . Let us denote S µ := {x ∈ Gr G | lim t→0 2ρ G (t)x = z µ } = U (K) · z µ , T µ := {x ∈ Gr G | lim t→∞ 2ρ G (t)x = z µ } = U − (K) · z µ .
Let us consider the regular dominant weight 2ρ G : T → C * : the sum of positive roots. The functor F µ sends F ∈ Perv G(O) (Gr G ) to the vector space H It can be identified with the hyperbolic restriction with respect to the C * -action by 2ρ G (see [Br] for the definition of the hyperbolic restriction) of the sheaf IC(λ) to the point z µ ∈ Gr µ G . In [KaTa] Kashiwara and Tanisaki defined the transversal slices W λ µ to Gr µ G inside Gr λ G at the point z µ (the slices are affine and conical with respect to the C * -action by 2ρ G ). One can see that the hyperbolic stalks of IC-sheaves on Gr G at the point z µ are identified with the hyperbolic stalks of the corresponding IC-sheaves on transversal slices at the point z µ .
Thus, for every dominant µ we can define a locally closed affine subvariety W λ µ in Gr G such that the irreducible components of repellents (under 2ρ G -action) R λ µ ⊂ W λ µ to the point z µ give us a basis in the space (V λ G ) µ . It is natural to try to describe crystal of highest weight B G (λ) in terms of transversal slices W λ µ for various µ. The problem is that transversal slices W λ µ inside Gr G are defined only for dominant µ. One can solve this problem by considering generalized transversal slices (see [BFN, 2(ii) ]) which are defined for any µ ∈ Λ G .
Thus, for every λ ∈ Λ + G , µ ∈ Λ G one has a closed affine subvariety R [BG, Proposition 3.1] ). From the previous observations it follows that for every λ 1 , λ 2 ∈ Λ + G , one has the retraction map between crystals p λ 1 ,λ 2 :
). In Section 7 we prove (see Theorem 3.1 (2) below) that these maps are induced by multiplication morphisms κ
µ 1 +µ 2 between repellents. The proof goes as follows: using results of Braverman-Gaitsgory and isomorphism from Theorem 3.1 (1) we show that the maps p λ 1 ,λ 2 are induced by the convolution maps m
µ 2 and prove that under this identification the maps m
1.5. Restriction to Levi. Recall the results of Beilinson-Drinfeld [BD, Proposition 5.3 .29] on the geometric realization of the restriction to Levi ResǦ L .
Let P − ⊂ G be a parabolic subgroup of G containing B − . Let L be the corresponding Levi factor. The diagram G ←֓ P − ։ L gives rise to two natural morphisms:
It is known that the connected components of Gr L are parametrized by the character lattice Λ G,P − of the center Z(Ľ) ofĽ, and π induces a bijection between the connected components of Gr P − and the connected components of Gr L . Let α G,P : Λ G → Λ G,P − denote the natural surjection.
For a character θ ∈ Λ G,P − let us denote by Gr P − ,θ , Gr L,θ the corresponding connected components. Let ι θ , π θ denote the restrictions of ι and π to the connected component
Following [BD, Proposition 5.3 .29], we consider the functor ( 
It is known that the natural grading on the functor R G,L corresponds to the Λ G,P − -grading on the category Rep(Ľ).
Let us denote 2ρ G,L := 2ρ G − 2ρ L . Let us note that 2ρ G,L is a "subregular" dominant (i.e. the corresponding element of Λ G lies inside Λ + G and 2ρ G,L , α i > 0 for any i / ∈ I L ) cocharacter of the torus Z(L). In Section 5 we prove that the restriction functor ResǦ L can be described via hyperbolic restriction functors from generalized slices
.3 for precise statement). For the proof we relate hyperbolic restriction functors
with the ones for slices. Lemma 5.11 is the main observation which allows us to relate these two functors (i.e. to prove that one of them "restricts" to the other). This lemma is a natural generalization of Theorem 3.1 (1).
1.6. Applications. The above discussion shows that our constructions of integrable crystals and restriction functors via generalized slices in the affine Grassmannian essentially boil down to the well known existing constructions. We solved this exercise with a view towards the (conjectural) slices in the double affine Grassmannian [BF] where it might prove useful for the geometric constructions of integrableǦ aff -crystals and the action ofǧ aff on the hyperbolic stalks of IC sheaves on the slices. 1.7. List of notations. We give the list of some notations here:
the Langlands dual groups.Ť : the dual torus.
For a linear algebraic group H we will denote by
Irr(X): the set of irreducible components of the maximal dimension of a variety X.
Remark 1.8. For a scheme X over C consider the corresponding variety X red . We will use the following observation: suppose the following square of schemes of finite type over C is cartesian:
then the following square of varieties is cartesian in the category of complex varieties:
1.9. Organization of the paper. In Section 2 we give the definitions of the main objects of our study. In Section 3 we formulate the main theorems of the paper. Section 4 is devoted to the proof of Theorem 3.1 (1). In Section 5 we prove Theorem 3.3. In section 6 we recall the results and the main constructions of [BG] and prove the first part of Theorem 3.1 (2). Section 7 is devoted to the proof of the second part of Theorem 3.1 (2).
1.10. Acknowledgements. I would like to thank Michael Finkelberg for posing the problem and for many helpful discussions and numerous suggestions. The author was supported in part by Laboratory of Algebraic Geometry and its Applications, August Möbius contest (2016) and Dobrushin stipend.
2. Definitions 2.1. Affine Grassmannian. Recall that G is a connected reductive algebraic group over C.
The affine Grassmannian Gr G is the set of C-points of an ind-scheme over C which we will denote by the same symbol. One can think about Gr G as the moduli space of principal G-bundles P on P 1 with a trivialization σ : P triv | P 1 \0→ P| P 1 \0 . We fix a maximal torus T ⊂ G. Recall that Λ G is the coweight lattice of T ∈ G and Λ + G is the submonoid of the dominant coweights. One can identify Λ G with T (K)/T (O). Fix λ ∈ Λ G and let z λ denote any lift of λ to T (K). We will denote by the same symbol the corresponding point inside Gr G . The group G(O) acts on Gr G on the left. Let Gr 2.5. Generalized slices and repellents. (see [BFN, 2(ii) ]) Let λ be a dominant coweight of G and let µ ≤ λ be an arbitrary coweight of G. Let α := λ − µ. Let us denote by W λ µ (C) the moduli space of the following data: (a) G-bundle P on P 1 . (b) A trivialization σ : P triv | P 1 \0→ P| P 1 \0 having a pole of degree ≤ λ. This means that for an irreducible G-module Vλ G and the associated vector bundle Vλ P we have
. In other words this means that the point (P, σ) ∈ Gr G lies inside Gr λ G . (c) A B-structure φ on P of degree w 0 (µ) having no defect at ∞ and having fiber B − at ∞ (with respect to σ). In Plücker coordinates it means that for everyη ∈Λ + G we have an invertible subsheaf Lη ⊂ Vη P of degree − w 0 (µ),η .
Let us endow W λ µ (C) with the variety structure in the following way:
where ′ Bun G (P 1 ) is the moduli stack of G-bundles on P 1 with a B-structure at ∞ and Bun
is the moduli stack of B-bundles on P 1 of degree w 0 µ.
Remark 2.6. Following [BFN] let us note that the scheme Gr
is actually reduced since it is generically reduced and Cohen-Macaulay (see [BFN, Lemma 2.16 
]).
Remark 2.7. Actually variety W λ µ can be defined for any λ ∈ Λ + G , µ ∈ Λ G but it will be nonempty precisely if µ ≤ λ.
We have a convolution diagram
where p λ µ maps (P, σ, φ) to (P, σ) and q λ µ maps (P, σ, φ) to the collection of subsheaves
µ the corresponding open embedding. We can note that for every dominant coweight ′ λ ≤ λ one has the natural closed embedding ℓ Proof. It is enough to show it on the level of C-points. Now the statement directly follows from the "matrix" description of slices in Section 4.1 below:
. Let us fix an embedding ı : G ֒→ GL m . There exists a big enough positive integer N such that for any
Let us consider the natural projection pr :
To prove the embedding in the opposite direction it is enough to show that for every dominant 
2.9. Multiplication of slices. (see [BFN, 2(vi) 
Let us describe a symmetric definition of generalized slices. Let us take µ − , µ + ∈ Λ G . Let us denote by W λ µ − ,µ + the moduli space of the following data: (a) G-bundles P − , P + on P 1 . (b) An isomorphism σ : P − | P 1 \0→ P + | P 1 \0 having a pole of degree ≤ λ at 0 ∈ P 1 . (c) A trivialization of P − = P + at ∞. (d) A B − structure φ − on P − such that the induced T -bundle has degree −w 0 (µ − ) and the fiber of φ − at ∞ is B.
(e) A B + structure φ + on P + such that the induced T -bundle has degree w 0 (µ + ) and the fiber of φ + at ∞ is B − . Proposition 2.10. (see [BFN, 2(v) 
Thus to define the multiplication morphism it is enough to construct a morphism W
2.11. Crystals. (see [Ka] ) Aǧ-crystal is a set B together with maps:
If e i ·b ∈ B for some i, then
(c) For all b,b ∈ B, e i ·b =b if and only if b = f i ·b. Aǧ-crystal is called normal if for any b ∈ B, i ∈ I G , we have
2.12. Tensor product of crystals. Given twoǧ-crystals B,B one can define aǧ-crystal structure on the set B ×B:
Let us denote this crystal B ⊗B. It is known that if B,B are normal then B ⊗B is normal.
2.13. Morphisms of crystals. (see [Ka, Section 7] ) Let B 1 , B 2 be twoǧ-crystals. Let p : B 1 → B 2 ∪ {0} be a map from B 1 to B 2 ∪ {0}. Let us say that p is a morphism of g-crystals B 1 and B 2 if the following conditions hold:
(a) p commutes with wt, ε i , ϕ i for any
Let us say that p is a strict morphism ofǧ-crystals B 1 and B 2 if p is a morphism of crystals and p commutes with e i , f i for any i ∈ I G .
Remark 2.14. Let us note that a morphism between two normal crystals is automatically strict.
Let us say that ι : B 1 → B 2 is an embedding of crystals if ι is an injective morphism of crystals.
Let us say that p : B 1 → B 2 is a retraction of crystals if p is a morphism of crystals, B 2 ⊂ Im(p) and the restriction of p to p −1 (B 2 ) is an isomorphism of crystals. 
It is easy to see that if B is a normal highest weight crystal of weight λ then λ ∈ Λ + G .
2.17. Closed families ofǦ-crystals. Let us assume that for every λ ∈ Λ + G we are given a normal crystal B G (λ) of the highest weight λ. We say that the crystals B G (λ) form a closed family ofǦ-crystals if for every λ 1 , λ 2 ∈ Λ + G there exists an embedding of crystals ι λ 1 ,λ 2 :
Theorem 2.18. (see [Jo, 6.4 .21]) Let us assume that G is of adjoint type. Then there exists the unique closed family ofǦ-crystals.
Remark 2.19. Let us point out that the condition for G to be of adjoint type appears because of the following reason: G is of adjoint type iffǦ is simply connected. If G is simply connected then it follows that any finite dimensional representation ofǧ integrates to the representation ofǦ so any closed family of crystals B G (λ) gives us the closed family of crystals forǧ (as in [Jo, Section 6.4 
.21]).
Let us denote the family from Theorem 2.18 by B g (λ). Let us point out that from Remark 2.15 it follows that to construct B g (λ) it is enough to define normal crystals B G (λ) of the highest weight λ for every λ ∈ Λ + G and retractions p λ 1 ,λ 2 :
The main goal of this paper is to describe the family B g (λ) as sets of irreducible components of certain subvarieties in generalized transversal slices and to construct maps p λ 1 ,λ 2 using multiplication morphisms between various slices.
Main theorems
The set B G (λ) has a crystal structure of the highest weight λ. The collection {B G (λ)} forms a closed family of crystals and the retraction morphisms p λ 1 ,λ 2 :
The proof of Theorem 3.1 (1) will be given in Section 4, the proof of Theorem 3.1 (2) will be given in Section 7.
Let us give the examples of varieties W 
Remark 3.2. Let us note that the condition m ≤ N precisely means that µ is a weight of V λ G (compare with Lemma 2.8).
Let us now suppose that G = P GL 3 . Let us suppose that λ = w 1 , µ = −w 2 where w 1 , w 2 are fundamental coweights of G. Let us note that µ = w 0 (λ) thus it follows from [MV, See equality (3.6) 
In Section 5 we will construct a closed embedding 
Consider the following diagram:
perverse and is isomorphic to
The proof will be given in Section 5.
Proof of Theorem 3.1 (1)
4.1. Matrix description of slices. Recall an isomorphism (on the level of C-points, see [BFN, 2(xi) 
Lemma 4.2. The isomorphism Ψ extends to the isomorphism between corresponding reduced ind-schemes (where B[[z
−1 ]] 1 z µ B − [[z −1 ]] 1 G[z]z λ G[z] is
considered as a reduced locally closed ind-subscheme in G(z)).
Proof. First of all let us note that from [BFN] Section 2(xi) it follows that the map Ψ (considered as the map between W λ µ and G(z)) is a locally closed embedding of ind-schemes.
Letῑ :
Let us consider the following cartesian square:
where P is the cartesian product
Mapι is the closed embedding which becomes an isomorphism on the level of C-points thusι is an isomorphism.
So we get a morphism from
Now let us consider the following cartesian diagram (with the natural maps):
where
is the open embedding thus the map between Q and W λ µ is an open embedding which becomes an isomorphism on the level of C-points thus it is an isomorphism.
So we have constructed the locally closed embedding Ψ :
(otherwise Ψ could not be the isomorphism on the level of C-points). Thus the map Ψ is the open embedding that is an isomorphism on the level of C-points so it is an isomorphism.
Remark 4.3. The other way to prove that Ψ is an isomorphism is to construct the inverse morphism Ψ −1 .
We construct Ψ −1 as a morphism between the corresponding functors of points. Let S be a test scheme.
. It gives us a transition function of some Gbundle on P 1 × S. As in the end of [BFN] Section 2(xi) it was observed we see that this bundle actually gives us a point in W λ µ (S). Thus we have constructed two algebraic morphisms between reduced ind-schemes
which are mutually inverse on the level of C-points. Thus they are isomorphisms (of reduced ind-schemes).
Remark 4.4. From Lemma 4.2 it follows that
is actually a scheme. 
Proof. The Cartan torus T acts on the scheme
But the scheme
Lemma 4.6. The natural map ξ :
Proof. Let us show that the natural morphism mult :
is an isomorphism of ind-schemes. In other words we want to show that for any test
) is an isomorphism. The unipotent group-scheme U − can be filtered by normal subgroups with a successive quotients isomorphic to G a . Thus it is enough to prove our statement for G a . For the group-scheme G a we have
We obtain the isomorphism mult between two right U − [[z]]-torsors. It induces the desired isomorphism ξ. 
Proof. Let us construct the inverse map (rp
Let us take a point [
We have to check that
The point z µ ξ −1 (ũ − ) considered as a point of Gr G coincides with u − z µ so the corresponding trivialization has degree ≤ λ, thus
. It is easy to see that the maps rp λ µ and (rp λ µ ) −1 are mutually inverse.
Second proof of Theorem 3.1 (1).
Proof. The first proof of Theorem 3.1 (1) used the "matrix" (see Lemma 4.2) description of slices. The advantage of the second proof is that it does not.
We have already proved that the map rp λ µ is a locally closed embedding. So we have to show that it is surjective on the level of C-points. Let us construct a section
By the definition we have the following cartesian square:
Note that Gr B − ,µ is isomorphic to Gr w 0 (µ),B via conjugation byw 0 ∈ G (some fixed representative of w 0 ) inside Gr G . So T λ µ (C) is the following moduli space: (a) A G-bundle P on P 1 . (b) A trivialization σ : P triv | (P 1 \0)→ P| (P 1 \0) such that the corresponding point of
An isomorphism ψ between G × B P B and P such that the corresponding trivializations differ by the action ofw 0 (that means in particular that in the fibers of P over ∞ our B-structure is identified with B − via σ).
Thus we get the point (P, σ, P B ) of W λ µ (C). It is easy to see that it lies inside R λ µ (C). Thus we have constructed a map s λ µ :
Remark 4.11. Note that the isomorphism between Gr B − ,µ and Gr B,w 0 (µ) is not canonical (it depends on the choice of a representative of w 0 inside G) while it turns out that the morphism s λ µ does not depend on this choice.
Proof of Theorem 3.3
Let
Proof. First of all let us prove that
appears with nonzero multiplicity in the decomposition of ResǦ L (V λ G ) into the direct sum of irreducibleĽ-modules, thus the weight ν appears with nonzero multiplicity in the decomposition of ResǦ T (V λ G ) into the direct sum of irreducibleŤ -modules, so that z ν ∈ Gr
Now let us prove that (Gr
with a nonzero multiplicity.
Let us suppose that Gr
Remark 5.2. Lemma 5.1 is a generalization of the following statement:
The latter equality holds because of the following inclusion: Gr ν L ⊂ Grν ,L , whereν := α G,P − (ν). To see that let us note that Gr ν L is connected thus it is enough to show that the intersection Gr
Proof. Same argument as in Lemma 5.1.
Let us denote by pλ L,µ : Wλ µ,L → Grλ L the natural "forgetting" morphism.
In particular we have the following embeddings:
(second equality follows from Lemma 5.4). Note that a variety W ν µ,L is nonempty iff µ ≤ L ν thus the desired follows.
Remark 5.6. We will see below that both embeddings of Lemma 5.5 are not necessarily isomorphisms.
be the closed embedding of Lemma 5.5.
From Lemma 5.5 it follows that we have a natural closed embedding
This embedding is not always an isomorphism (but in the case of dominant µ it is obviously an isomorphism).
are the natural generators of the character lattice Λ G . Let λ := 2ε 1 − 2ε 4 , µ := −ε 2 + ε 3 .
So λ − µ = 2(ε 1 − ε 2 ) + 3(ε 2 − ε 3 ) + 2(ε 3 − ε 4 ). Thusλ = 2(ε 1 − ε 2 ) + 2(ε 3 − ε 4 ) + µ = 2ε 1 −3ε 2 +3ε 3 −2ε 4 . We want to show thatλ is not a weight of irreducible representation of GL 4 (C) with the highest weight λ.
To check it we should consider the dominant characterλ dom in the orbit ofλ under the action of the Weyl group of GL 4 (C) and to show that it is not less than or equal to λ. It is easy to see thatλ dom = λ + (ε 2 − ε 3 ) > λ. Thusλ dom is not a weight of irreducible representation of GL 4 (C) with the highest weight λ. Soλ is not a weight of irreducible representation of GL 4 (C) with the highest weight λ.
From Lemma 5.5 it follows that (W
Let us give an example when this embedding is not an isomorphism.
Example. We have to find
Let us consider an irreducible representation V λ G of G with highest weight λ. Let us show that as an L-module it contains the one dimensional subrepresentation of weight ν. To see that let us note that V λ G appears as a "highest" subrepresentation of Gmodule C 3 ⊗ Λ 2 (C 3 ). Let v 1 , v 2 , v 3 be the natural basis in C 3 . It is easy to see that one-dimensional vector space generated by 2v
G , is stable under the action of L and has the weight ν. Note that µ < L ν and µ appears as a weight of V λ G but does not appear as aŤ -weight of V ν L . Let us take α ∈ Λ pos G . Let us denote by SZ α , RZ α attractor and repellent of the C * -action on Z α via 2ρ G,L .
Lemma 5.9. (see [BFK, Theorem 2.7] ) SZ α coincides with the whole space Z α .
Proof. Let us take f ∈ Z α .
We have to show that there exists a limit
Let us consider the locally closed embedding Z α ֒→ QMaps (P 1 , B) of Zastava space to the space of quasi-maps of degree α from P 1 to the flag variety B. Note that QMaps α (P 1 , B) is projective; thus the limit lim t→0 2ρ G,L (t)f exists inside QMaps α (P 1 , B) . Let us denote it f 0 . We have to show that f 0 actually lies inside Z α . To see this we have to check that f 0 (∞) = B − and f 0 has no defect in ∞. The first property is obvious because B − ∈ B is fixed under the action of 2ρ G,L and f (∞) = B − . To check the second property let us note that f has no defect at ∞ and f (∞) = B − thus there exists an open subset V ⊂ P 1 such that
Now the desired claim follows from the fact that for anyf : V → U · B − there exists the limit lim t→0 2ρ G,L (t)f inside Maps(V, U · B − ) (because U · B − is contained in the attractor of G under the action of 2ρ G,L ).
Lemma 5.11. The following square is cartesian:
Remark 5.12. Lemma 5.11 is a "relative" version of Theorem 3.1 (1). We will give two proofs of Lemma 5.11 below. They are respective generalizations of our two proofs of Theorem 3.1 (1).
5.13. First proof of Lemma 5.11.
It is easy to see that the morphism rp λ G,L,µ is a locally closed embedding. It follows from Corollary 5.10 using the same observations as in 4.10. Thus we just have to show that rp λ G,L,µ is surjective. Let us construct the inverse morphism. Let us take points [p] ∈ Gr
. Using these data we want to con-
Thus changing the representative of [p] ∈ Gr P − ,μ from p to pl −1 we can assume that p ∈ P − ((K)) contracts via the action of 2ρ G,L to the point l. Thus p = lu − for some u − ∈ U P − (K). Using the isomorphism
. To see that it lies in R λ G,L,µ we have to show that lξ
Thus the trivialization of the corresponding bundle has a pole of degree ≤ λ, so lξ
5.14. Second proof of Lemma 5.11 (sketch) . We have to show that the following square is cartesian:
We already know that the morphism rp λ G,L,µ is a locally closed embedding.
It is enough to construct a section s λ G,L,µ : (Gr
A C-point of (Gr
gives us the following data (after the identification of Gr P − ,μ and Gr P,w 0 (w 0 L ) −1 (μ) by conjugation viaw 0 (w 0 L ) −1 and using
and P such that the corresponding trivializations coincide.
(e) A P -bundle P P with a trivialization ′ σ P : P P triv | (P 1 \0)→ P P | (P 1 \0) . (f) An isomorphism ψ P between G × P P P and P such that the corresponding trivi-
To get a point inside W λ µ it is enough to construct a B-structure on P P of degree w 0 (µ).
The B L -structure φ B L on L × P P P induces the desired B-structure φ B on P P (by taking the preimage of φ B L under the natural morphism P P → L × P P P ). By the construction the degree of φ B will be equal to w 0 (w 0
It is easy to see that the point we have constructed lies inside R λ G,L,µ .
Let us consider the following diagram:
respectively, whileι λ µ andπ λ µ are the restrictions of ι λ µ and π λ µ to Gr
Proof. By [BD, Proposition 5.3.29] , the hyperbolic restriction functor
From the definitions it follows that the perverse sheaf
From [FM, Proposition 12 .1 c), Proposition 12.4] and Lemma 5.5 it follows that 
. The first and fourth isomorphisms follow from the non-characteristic property of the maps p λ µ , pλ µ,L (see [FM, Proposition 12 
Remark 6.2. Proposition 6.1 is a reformulation of [BG, Proposition 3 .1] in terms of generalized slices.
Before proving Proposition 6.1 let us recall some notations of Subsection 1.5. Let P − ⊂ G be a parabolic subgroup of G containing B − and let U P − be the unipotent radical of P − , and let L be the corresponding Levi factor. Let us denote by Z(Ľ) the center ofĽ and by Λ G,P − the character lattice of Z(Ľ).Note that (Gr G ) Z(L) = Gr L . Recall that 2ρ G,L is a "subregular" dominant (i.e. the corresponding element of Λ G lies inside Λ + G and 2ρ G,L , α i > 0 for any i / ∈ I L ) coweight of Z(L). Then Gr L can be identified with (Gr G ) 2ρ G,L .
As in Subsection 1.5 for every θ ∈ Λ G,P − we have the following diagram (where ι θ is a locally closed embedding and π θ is the repelling map of the C * -action by 2ρ G,L ): Proof. We claim that the bijection d G L can be uniquely described as follows: one has [BG, 3 .1] and [MV] ). Now the desired claim directly follows from Theorem 3.1 (1) and the proof of [BG, Proposition 3 .1].
Remark 6.3. Braverman and Gaitsgory consider attractors in their paper while we consider repellents.
6.4. Operators e i and f i . Let P i be the sub-minimal parabolic subgroup containing B − which corresponds to the simple rootα i . Let L i be the corresponding Levi factor. Let us consider the bijection of Proposition 6.1 for L = L i . Note that for every µ ∈ Λ G , ν ∈ Λ + L i , the multiplicity of µ in the irreducible representation ofĽ i of highest weight ν is 0 or 1 (it follows from the representation theory of SL 2 (C)). So the set B L i (ν) µ contains no more than one element. Take b ∈ B G (λ) µ . Let us assume
Operations e i and f i are defined as follows:
Now the first part of Theorem 3.1 (2) follows from [BG, Subsection 3.3] and [BG, Theorem 3 .1 (1), (2)].
7. Proof of Theorem 3.1 (2) 7.1. Matrix description of the multiplication.
So to prove the last statement of the emma it is enough to show that for any point x ∈ T λ 1 µ 1 the map τ 
