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Abstract
Nonlinear generalization of the Dirac equation extending the standard
paradigm of nonlinear Hamiltonians is discussed. “Faster-than-light tele-
graphs” are absent for all theories formulated within the new framework. A
new metric for infinite dimensional Lie algebras associated with Lie-Poisson
dynamics is introduced.
I. INTRODUCTION
In linear quantum mechanics an algebra of observables is associative and therefore can
be naturally related to random variables measured in experiments. In nonlinear quantum
mechanics observables (at least Hamiltonians) are represented by nonlinear operators which
do not naturally lead to a notion of eigenvalue. The problem is that although it is quite easy
to define various nonlinear eigenvalues [1–3], it is difficult to consistently associate with them
values of random variables measured in experiments (cf. the discussion of propositions in [4]
and problems with probability interpretation discussed in [5,6]). There are several possible
ways out of the difficulty. First, one may hope that a consistent theory of measurement
will be formulated also for fields evolving nonlinearly. An attempt of Weinberg [2] goes in
this direction, but the theory he proposed was based on several arbitrary elements including
the (nonrelativistic in nature) assumption that a nonlinear theory may involve nonlinear
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Hamiltonians and linear momenta. Second, in the approach of Jordan [7] (similar ideas
can be found in [6]) one distinguishes between observables and generators of symmetry
transformations (say, Hamiltonian and energy). Unfortunately, in practical applications the
idea turns out to possess ambiguities as well (some of them are mentioned in [5] in the context
of two-level atoms). The third direction was initiated by Mielnik [8] who proposed to discuss
the probability interpretation of generalized theories at the abstract level of convex figures
of states. A practical difficulty is that it is very difficult to apply such ideas in concrete
situations since we have to know the “shape” of the figure of mixed states. The fourth
obvious possibility would be to find a nonlinear quantum mechanics where Hamiltonians
and other observables could be simply kept linear.
A general framework which on one hand allows for such generalizations, and on the other
contains the Weinberg-type theory as a particular case, is presented in this Letter. We start
with rewriting the relativistic density matrix formalism of the Dirac equation in a form of a
Nambu-type bracket introduced by Bia lynicki-Birula and Morrison [16], but here generalized
to relativistic and multi-particle systems. Next, we prove that a large class of Nambu-type
theories based on the triple bracket is free of the causality problems discussed in the context
of the Weinberg theory [20,21,18,14,22,23]. We prove also a theorem stating that at least for
a large class of initial conditions a solution of the generalized equation is a density matrix.
These theorems generalize earlier results proved by Polchinski and Jordan for Weinberg’s
nonlinear quantum mechanics.
The paper is organized as follows. In Sec. II we describe the Hamiltonian formulation of
the Dirac equation. Elements of this formulation can be found in literature but in a form
which is not very helpful from the point of view of nonlinear Nambu-type generalizations
discussed in Sec. IV. Sec. III presents a compact abstract index formalism which exploits
formal analogies between density matrices and world-vectors. As a by-product we discuss
an interesting metric structure associated with infinite dimensional Lie algebras which can
be used in situations where the standard Killing-Cartan finite-dimensional metric does not
exist. In Sec. V we prove two important technical lemmas and the theorem on nonexistence
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of “faster-than-light telegraphs”. In Sec. VI we discuss the density matrix interpretation
of solutions of the Nambu-type solutions of the generalized Dirac equation. Finally, in
Sec. VII we discuss examples showing that even keeping Hamiltonians linear one can obtain
a nonlinear dynamics.
In a separate paper we shall present an attempt of a physical interpretation of the
generators of the Nambu-type dynamics. The interpretation relates the second generator to
Re´nyi’s α-entropies [24] and leads to interesting correlations between linearity of evolution
and possibilities of gaining information by a quantum system.
II. HAMILTONIAN FORMULATION OF THE DIRAC EQUATION
The Dirac equation in the Minkowski space representation is (h¯ = 1)
i∇AA′ψA = m√
2
ξA′, (1)
i∇AA′ξA′ = m√
2
ψA (2)
where ∇AA′ = ∇agaAA′ and gaAA′ denote Infeld-van der Waerden tensors [9] (all indices
should be understood in the abstract sense of Penrose). To simplify formulas we shall assume
that the derivative ∇a does not contain four-potentials, but the Lie-Poisson and Lie-Nambu
algebraic structures we shall derive below would not be changed if we had considered Dirac
fields coupled to the Maxwell field (c.f. [6]).
Contracting Eq. (1) with ga
BA′ , Eq. (2) with gaAB′ , using identities (87), (88) from the
Appendix and the (anti-)self-duality properties of the generators we obtain
Paψ
A = 2P b∗σba
A
Bψ
B +
√
2mga
AB′ξB′, (3)
PaξA′ = 2P
b∗σ¯baA′
B′ξB′ +
√
2mgaBA′ψ
B, (4)
where Pa = i∇a. This form of the Dirac equation can be found in [10] and in analogous
form in [11] although none of those authors used an explicitly spinor formulation. Let na
be an arbitrary future-pointing and normalized (nana = 1) timelike world-vector. Denote
3
naPa = in
a∇a = in ·∇. Contracting Eqs. (3), (4) with na, then switching from world-vector
to spinor indices, using (83), (84) and nAA′n
BA′ = εA
B/2, we obtain
i n · ∇ψA = i nBB′∇AB′ψB + m√
2
nAB
′
ξB′ , (5)
i n · ∇ξA′ = i nBB′∇BA′ξB′ + m√
2
nBA′ψ
B, (6)
where nAB
′
= naga
AB′ . The complex-conjugated equations are
− i n · ∇ψ¯A′ = −i nBB′∇BA′ψ¯B′ + m√
2
nBA
′
ξ¯B, (7)
−i n · ∇ξ¯A = −i nBB′∇AB′ ξ¯B + m√
2
nAB′ψ¯
B′ . (8)
Let dµ(n, x) = eabcdn
a dxb∧dxc∧dxd be the measure on the spacelike hyperplane xana−τ = 0.
Define the norm
‖ Ψ ‖2=
∫
dµ(n, x)nAA
′
(
ψAψ¯A′ + ξ¯AξA′
)
(9)
where
Ψα =


ψA
ξA′

 . (10)
The Hamilton equations equivalent to (5), (6), (7), and (8) can be obtained from the Hamil-
tonian function
H = H [Ψ, Ψ¯] = H [ψ, ψ¯, ξ, ξ¯] (11)
=
∫
dµ(n, x)(ψ¯A′, ξ¯A)


nAA
′
0
0 nAA
′




i
−→∇AB′ − m√2εAB
m√
2
εA′B′ i
−→∇BA′




nBB
′
0
0 nBB
′




ψB
ξB′


=
∫
dµ(n, x)(ψ¯A′, ξ¯A)


nAA
′
0
0 nAA
′




−i←−∇AB′ − m√2εAB
m√
2
εA′B′ −i←−∇BA′




nBB
′
0
0 nBB
′




ψB
ξB′

 ,
where
←−∇ and −→∇ act to the left and to the right, respectively. Let IAA′ = 2nAA′ and
ωAA
′
= nAA
′
, and let us denote the directional derivative n ·∇ by a dot. The Dirac equation
can be written as classical Hamilton equations.
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iψ˙A = IAA′
δH
δψ¯
A′
, iξ˙A′ = IAA′
δH
δξ¯A
,
−i ˙¯ψA′ = IAA′ δHδψA , −i ˙¯ξA = IAA′ δHδξA′ ,
(12)
or
iωAA
′
ψ˙A =
δH
δψ¯
A′
, iωAA
′
ξ˙A′ =
δH
δξ¯A
,
−iωAA′ ˙¯ψA′ = δHδψA , −iωAA
′ ˙¯ξA =
δH
δξ
A′
.
(13)
III. COMPACT INDEX FORMULATION
In what follows we will need an efficient and compact abstract index formulation of the
Hamilton and Poisson equations. To begin with let us denote the continuous spacetime
variables “x” appearing in the spinor fields ψA = ψA(x) and ξA′ = ξA′(x) by lowercase
boldface Roman indices: ψA = ψA(a), ψB = ψB(b), etc. Second, let us extend the standard
Einstein summation convention by assuming that we both sum over repeated spinor indices
and integrate with respect to repeated continuous variables (this will simplify formulas by
eliminating integrals in the same way the standard convention eliminates sums). Third,
the use of Roman letters for both spinor and spacetime indices alows us to finally avoid
writing the continuous indices in formulas explicitly. For example, let δ(a,a′) denote the
delta function on the spacelike hyperplane. Armed with the new convention we can redefine
the Poisson tensor and the symplectic form used in the previous section as follows:
IAA′ = IAA′(a,a
′) = 2nAA′δ(a,a
′) (14)
ωAA
′
= ωAA
′
(a,a′) = nAA
′
δ(a,a′), (15)
and the norm (9) becomes
‖ Ψ ‖2= ωAA′
(
ψAψ¯A′ + ξ¯AξA′
)
. (16)
Next define bispinor symplectic form and bispinor Poisson tensor by
ωαβ
′
=


nAB
′
δ(a, b′) 0
0 nBA
′
δ(b,a′)

 =


ωAB
′
0
0 ωBA
′

 (17)
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Iαβ′ =


2nAB′δ(a, b
′) 0
0 2nBA′δ(b,a
′)

 =


IAB′ 0
0 IBA′

 (18)
The use of primed bispinor indices is consistent with
Ψα =


ψA
ξA′

 , Ψ¯α′ =


ψ¯A′
ξ¯A

 , . (19)
Now the norm, the Hamiltonian function, and the equations become
‖ Ψ ‖2 = ωαα′ΨαΨ¯α′, (20)
H [Ψ, Ψ¯] = ωβα
′
Ψ¯α′Hβγ′Ψδω
δγ′ , (21)
iΨ˙β = Hβγ′Ψδω
δγ′ , (22)
−i ˙¯Ψγ′ = ωβα′Ψ¯α′Hβγ′ (23)
iΨ˙α = Iαα′
δH
δΨ¯α′
, (24)
−i ˙¯Ψα′ = Iαα′ δH
δΨα
(25)
iωαα
′
Ψ˙α =
δH
δΨ¯α′
, (26)
−iωαα′ ˙¯Ψα′ = δH
δΨα
. (27)
The next important step follows from the fact that the Hamiltonian function expressed with
the help of the pure-state density matrix ραα′ = ΨαΨ¯α′ as
H [ρ] = ωαβ
′
ωβα
′
Hαα′ρββ′ (28)
suggests the identification of pairs of primed and unprimed bispinor indices with single
lowercase italic Roman indices: αα′ = a, ββ ′ = b etc. Introduce now two metric tensors
gab = ωαβ
′
ωβα
′
(29)
gab = Iαβ′Iβα′ (30)
satisfying gab = gba, gab = gba, gabg
bc = δa
c, where δa
b = δα
βδα′
β′ and
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δα
β =


εA
Bδ(a, b) 0
0 εA′
B′δ(a′, b′)

 , δα′β′ =


εA′
B′δ(a′, b′) 0
0 εA
Bδ(a, b)

 . (31)
The Hamiltonian function (28) can be rewritten with the help of the metric tensor as
H [ρ] = gabHaρb. (32)
The metric will be shown below to be a natural substitute for the Cartan-Killing metric used
in finite-dimensional Lie algebras and is sometimes used implicitly in quantum optics [13].
Useful are also higher-order tensors which can be constructed from the symplectic form and
the Poisson tensor. Define
ga1...an = ωα1α
′
nωα2α
′
1ωα3α
′
2 . . . ωαn−1α
′
n−2ωαnα
′
n−1 , (33)
ga1...an = Iα1α′nIα2α′1Iα3α′2 . . . Iαn−1α′n−2Iαnα′n−1 . (34)
Denote ga1 = ωa1 , ga1 = Ia1 . Then
Tr (ρn) = ga1...anρa1 . . . ρan =: Cn[ρ]. (35)
To extend the formalism to the case of N free electrons consider an N -particle, totally anti-
symmetric state vector ΨNα = Ψα1...αN . The corresponding N -particle Hamiltonian function
is
HN = Ψ¯α′
1
...α′
N
ωβ1α
′
1 . . . ωβNα
′
N
(
Hβ1γ′1Iβ2γ′2 . . . IβNγ′N + . . .
. . .+ Iβ1γ′1 . . . IβN−1γ′N−1HβNγ′N
)
ωδ1γ
′
1 . . . ωδNγ
′
NΨδ1...δN . (36)
Define
ωNαα
′
= ωα1α
′
1
...αNα
′
N = ωα1α
′
1 . . . ωαNα
′
N , (37)
INαα′ = Iα1α′1...αNα′N = Iα1α′1 . . . IαNα′N . (38)
The Hamilton equations equivalent to the N -particle Dirac equation are
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iΨ˙Nα = I
N
αα′
δHN
δΨ¯Nα′
, (39)
−i ˙¯ΨNα′ = INαα′ δH
N
δΨNα
(40)
iωN
αα′
Ψ˙Nα =
δHN
δΨ¯Nα′
, (41)
−iωNαα′ ˙¯ΨNα′ = δH
N
δΨNα
. (42)
The remaining definitions are obtained by substitutions ωαα
′ → ωNαα′ , Iαα′ → INαα′ in (29),
(30), (33), (34), so that
gN
ab
= ga1b1 . . . gaN bN , (43)
gNab = ga1b1 . . . gaN bN . (44)
IV. LIE-POISSON AND LIE-NAMBU BRACKETS ASSOCIATED WITH THE
DIRAC EQUATION
Let F = F [Ψ, Ψ¯] = F [ρ]. The Hamilton equations imply the Poisson bracket equations
i F˙ = Iαα′
( δF
δΨα
δH
δΨ¯α′
− δH
δΨα
δF
δΨ¯α′
)
(45)
= Iαβ′ρβα′
( δF
δραα′
δH
δρββ′
− δH
δραα′
δF
δρββ′
)
. (46)
Analogous forms of the Poisson bracket were used in the context of nonrelativistic nonlinear
quantum mechanics by Weinberg [2] (RHS of Eq. (45)) and Jordan [14] (RHS of Eq. (46)).
The advantage of (46) lies in a possibility of using it for general density matrices (mixed
states). The RHS of (46) can be rewritten in a form of a Lie-Poisson bracket
{F,H} = ρaΩabc δF
δρa
δH
δρb
, (47)
where
Ωabc = δβ′
α′δγ
αIβγ′ − δγ′α′δβαIγβ′ (48)
satisfy
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Ωacb = −Ωabc, (49)
ΩabcΩ
c
de + Ω
a
ecΩ
c
bd + Ω
a
dcΩ
c
eb = 0. (50)
and hence are structure constants of an infinite dimensional Lie algebra. For computational
reasons it is important to be able to raise and lower indices in the structure constants.
The standard Cartan-Killing metric [15] cannot be used in this context because of the
infinite dimension of the algebra: ΩcadΩ
d
bc contains expressions such as δ(0) which are not
distributions in the Schwartz sense and such a metric cannot be invertible. The correct
metric is given by (29), (30) [12]. We find
Ωabc = gadΩ
d
bc = Iαβ′Iβγ′Iγα′ − Iαγ′Iβα′Iγβ′ (51)
Ωabc = gbdgceΩade = −ωαβ′ωβγ′ωγα′ + ωαγ′ωβα′ωγβ′ (52)
The N -particle generalization is obtained by substituting ωαα
′ → ωNαα′ , Iαα′ → INαα′ in
(52), (51). The form (51) can be used to define the Lie-Nambu bracket
[F,G,H ] = Ωabc
δF
δρa
δG
δρb
δH
δρc
, (53)
and its N -particle generalization
[FN , GN , HN ]N = ΩNabc
δFN
δρNa
δGN
δρNb
δHN
δρNc
. (54)
An analogous generalized Nambu bracket was discussed in the nonrelativistic context by
Bia lynicki-Birula and Morrison [16]. The linear Liouville-von Neumann equation
iρ˙a = {ρa, H}, (55)
where H = H [ρ] = gabHaρb, can be written as
iρ˙a = [ρa, H, S] (56)
where the “entropy” S = S[ρ] = gabρaρb/2 = C2[ρ]/2 (cf. Eq. (35)). The total antisymmetry
of the structure constants implies that S itself commutes with any observable and hence is
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a Casimir invariant. This is analogous to the original bracket introdued by Nambu [17]
where the structure constants corresponded to the o(3) Lie algebra and the second gener-
ator of evolution was the squared angular momentum which is also a Casimir invariant of
o(3). The Jordan-Weinberg-type equations discussed in [14] are of the form (55) but involve
Hamiltonian functions which can be nonlinear functionals of ρ. The triple bracket equation
(56) suggests two additional possibilities of generalizations of the linear equation (55): (a)
equations where both H and S are generalized and (b) equations where H is kept linear
but S 6= C2/2. Both possibilities are interesting and provide a general nonlinear framework
for quantum mechanics which is beyond the standard paradigm of nonlinear Schro¨dinger
equations. The second possibility is interesting as the first general scheme allowing for non-
linear extensions of quantum mechanics which keeps the algebra of observables unchanged
(all approaches known to the author of this Letter involve at least nonlinear Hamiltonians).
V. GENERAL PROPERTIES OF THE LIE-NAMBU BRACKET
In this section we shall derive two important properties of the Lie-Nambu bracket which
hold independently of the form of H and S. Consider an N -particle density matrix ρNa =
ρa1...aN . A K-particle subsystem (K ≤ N) is described by observables of the form
FK = gNabFa1...aKIaK+1...aNρb1...bN = g
KabFa1...aKρb1...bK , (57)
where
ρb1...bK = g
aK+1bK+1 . . . gaKbN IaK+1 . . . IaNρb1...bKbK+1...bN
= ωN−K bK+1...bNρb1...bKbK+1...bN (58)
is the subsystem’s reduced density matrix. Consider now two,M- and (N−M−K)-particle,
subsystems which do not overlap (i.e. no particle belongs to both of them). If their reduced
density matrices are
ρId = ρ
I
d1...dM = ρd1...dMdM+1...dNω
dM+1...dN , (59)
ρIIe = ρ
II
eM+K+1...eN = ω
e1...eM+Kρe1...eM+KeM+K+1...eN (60)
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then
Lemma 1.
[ρId, ρ
II
e, · ]N = 0. (61)
Proof : Reduced density matrices satisfy
δρId
δρa1...aN
= δa1d1 . . . δ
aM
dM
ωaM+1...aN ,
δρIIe
δρb1...bN
= ωb1...bM+KδbM+K+1eM+K+1 . . . δ
bN
eN
.
Consider the expression
Xc = Ω
N
abc
δρId
δρNa
δρIIe
δρNb
= ΩNa1...aMaM+1...aN , b1...bM+KbM+K+1...bN , c1...cNδ
a1
d1
. . . δaMdM ω
aM+1...aNωb1...bM+KδbM+K+1eM+K+1 . . . δ
bN
eN
= ΩNd1...dMaM+1...aN , b1...bM+KeM+K+1...eN , c1...cNω
aM+1...aNωb1...bM+K
=
(
Iδ1β′1 . . . IδMβ′M IαM+1β′M+1 . . . IαM+Kβ′M+KIαM+K+1ε′M+K+1 . . . IαNβ′N
× Iβ1γ′1 . . . IβM+Kγ′M+KIεM+K+1γ′M+K+1 . . . IεNγ′N
× Iγ1δ′1 . . . IγMδ′M IγM+1α′M+1 . . . IγNα′N
−Iδ1γ′1 . . . IδMγ′M IαM+1γ′M+1 . . . IαNγ′N
× Iβ1δ′1 . . . IβMδ′M IβM+1α′M+1 . . . IβM+Kα′M+KIεM+K+1α′M+K+1 . . . IβNα′N
× Iγ1β′1 . . . IγM+Kβ′M+KIγM+K+1ε′M+K+1 . . . IγN ε′N
)
× ωαM+1α′M+1 . . . ωαNα′Nωβ1β′1 . . . ωβM+Kβ′M+K
= Iδ1β′1 . . . IδMβ′M δ
α′
M+1
β′
M+1
. . . δ
α′
M+K
β′
M+K
δ
α′
M+K+1
ε′
M+K+1
. . . δ
α′
N
β′
N
× δβ′1γ′
1
. . . δ
β′
M+K
γ′
M+K
IεM+K+1γ′M+K+1 . . . IεNγ′N
× Iγ1δ′1 . . . IγMδ′M IγM+1α′M+1 . . . IγNα′N
−Iδ1γ′1 . . . IδMγ′M δ
α′
M+1
γ′
M+1
. . . δ
α′
N
γ′
N
× δβ′1δ′
1
. . . δ
β′
M
δ′
M
δ
β′
M+1
α′
M+1
. . . δ
β′
M+K
α′
M+K
IεM+K+1α′M+K+1 . . . IβNα′N
× Iγ1β′1 . . . IγM+Kβ′M+KIγM+K+1ε′M+K+1 . . . IγN ε′N = 0. (62)
The proof is completed by [ρId, ρ
II
e, · ]N = Xcδ/δρc = 0. ✷
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A straightforward consequence of Lemma 1 is the following important theorem about
nonexistence of “faster-than-light telegraphs” for all Nambu-type generalizations of the Dirac
equation.
Theorem 2. Consider two, in general nonlinear, observables F I [ρ] = F I [ρI ], GII [ρ] =
GII [ρII ] corresponding to two nonoverlapping, M- and (N −M −K)-particle subsystems of
a larger N -particle system. Then
[F I , GII , · ]N = 0. (63)
Proof :
[F I , GII , · ]N = ΩNabc δρ
I
d
δρNa
δρIIe
δρNb
δF I
δρId
δGII
δρIIe
δ
δρc
= 0. (64)
✷
The meaning of Theorem 2 is the following. Consider two noninteracting subsystems de-
scribed by a (possibly nonlinear) Hamiltonian function
H [ρ] = HI [ρI ] +HII [ρII ]. (65)
Then, for any S
iF˙ I = [F I , H, S] = [F I , HI , S] (66)
and the dynamics of a subsystem is generated by the Hamiltonian fuction of this subsystem.
Theorem 2 is a generalization of the theorems of Polchinski [18], which was demonstrated
for pure-state density matrices, and Jordan [14] which was formulated in terms of arbitrary
density matrices. The results of Polchinski and Jordan referred to Weinberg’s nonlinear
quantum mechanics, which is a particular case of our triple-bracket formulation obtained
if we put S = C2/2 (in our case S is arbitrary). In addition all those formulations were
two-particle and nonrelativistic. Our theorem is the first step towards Fock space and, in
larger perspective, relativistic field-theoretic generalization. This result is also interesting in
the context of Weinberg’s remark that he “could not find any way to extend the nonlinear
12
version of quantum mechanics to theories based on Einstein’s special theory of relativity”
[19].
Lemma 3.
[Cn, Cm, · ]N = 0. (67)
Proof : To simplify notation we shall not explicitly write the number-of-particles index N in
formulas. The indices a, b, c, ak, bl are themselves N -particle indices. We have
δCn
δρa
= ngb1...bn−1aρb1 . . . ρbn−1 . (68)
Consider the expression
Y m,nc = Ωabcg
a1...anagb1...bmbρa1 . . . ρanρb1 . . . ρbm
=
(
Iαβ′Iβγ′Iγα′ − Iαγ′Iβα′Iγβ′
)
ωα1α
′
ωα2α
′
1 . . . ωαnα
′
n−1ωαα
′
nωβ1β
′
ωβ2β
′
1 . . . ωβmβ
′
m−1ωββ
′
m
× ρa1 . . . ρanρb1 . . . ρbm
= δα1γ ω
α2α′1ωα3α
′
2 . . . ωαnα
′
n−1ωβ1α
′
nωβ2β
′
1 . . . ωβmβ
′
m−1δ
β′m
γ′ ρα1α′1 . . . ραnα′nρβ1β′1 . . . ρβmβ′m
−δβ1γ ωβ2β
′
1ωβ3β
′
2 . . . ωβmβ
′
m−1ωα1β
′
mωα2α
′
1 . . . ωαnα
′
n−1δ
α′m
γ′ ρα1α′1 . . . ραnα′nρβ1β′1 . . . ρβmβ′m
= ωα2α
′
1 . . . ωαnα
′
n−1ωαn+1α
′
nωαn+2α
′
n+1 . . . ωαn+mα
′
n+m−1ργα′
1
. . . ραn+mγ′ (69)
− ωβ2β′1 . . . ωβmβ′m−1ωβm+1β′mωβm+2β′m+1 . . . ωβn+mβ′n+m−1ργβ′
1
. . . ρβn+mγ′ = 0. (70)
where we have renamed indices: (β1, . . . βm) → (αn+1, . . . αn+m) in (69), and (α1, . . . αn) →
(βm+1, . . . βn+m) in (70). Now
[Cm, Cn, · ]N = mnY m−1,n−1c
δ
δρc
= 0
which completes the proof.✷
The consequence of Lemma 3 is
Theorem 4. Let S = S(C1, . . . Ck, . . .) be any differentiable function of C1, . . .. Then
[Cn, · , S]N = 0. (71)
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Proof :
[Cn, · , S]N =
∑
k
[Cn, · , Ck]N ∂S
∂Ck
= 0.
✷
As a consequence, Cn are constants of motion for all (in general nonlinear) Hamiltonian
functions H if the generalized entropies depend on ρa via Ck. Cn are, for such a class of
entropies, “Casimir invariants” of the triple bracket algebra of observables. These results
generalize the theorem of Jordan [14] who proved this property of Cn for S = C2/2 in
nonrelativistic nonlinear quantum mechanics.
VI. DENSITY MATRIX INTERPRETATION OF SOLUTIONS OF THE
GENERALIZED DIRAC EQUATION
The fact that Cn = Tr (ρ
n) are constants of motion for any H if S depends on ρa via Ck,
k = 1, 2, . . ., can be used to prove the following
Theorem 5. Let t 7→ ρa(t) be a Hermitian solution of
iρ˙a = [ρa, H, S] (72)
where H is arbitrary and S = S(C1, . . . Ck, . . .), such that ρa(0) is a density matrix having a
finite number of nonvanishing eigenvalues pk(0). Then eigenvalues pk(t) of ρa(t) are constants
of motion, i.e. pk(t) = pk(0) for t > 0.
Proof : Since the nonvanishing eigenvalues of ρ0 satisfy 0 < pk(0) ≤ 1 < 2, it follows that
for any α pk(0)
α can be written in the form of a convergent Taylor series. By virtue of the
spectral theorem the same is true for ρα0 and Tr (ρ
α
0 ). Each term of the Taylor expansion of
Tr (ρα0 ) is proportional to fn[ρ0], for some n. But fn[ρ0] = fn[ρt] hence
Tr (ρα0 ) = Tr (ρ
α
t ) =
∑
k
pk(0)
α =
∑
k
pk(t)
α (73)
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for all real α. Since all pk(0) are assumed to be known (the initial condition), we know also
∑
k pk(0)
α =
∑
k pk(t)
α for any α. We can now apply the result from information theory [24]
that the knowledge of
n<∞∑
k=1
pk(t)
α (74)
for all α uniquely determines pk(t). The continuity in t implies that pk(t) = pk(0).✷
Remark : The assumption that initially the density matrix has a finite number of non-
vanishing eigenvalues pk(0) is necessary since the theorem we use in the proof is formulated
in [24] for sums (74) with finite n. This result is not fully satisfactory, but is sufficient at
least “for all practical purposes”.
VII. TWO EXAMPLES
Consider now the generalization where observables are linear and, in addition, a multi-
plication of a solution by a number is a symmetry of the evolution equation. To maintain
the latter a homogeneity of S must be the same as this of C2. An example of homogeneity
preserving generalization of S = C2/2 is
Sα[ρ] =
(
1− 1
α
)(Tr (ρα))1/(α−1)
(Tr ρ)1/(α−1)−1
(75)
where ρ is a density matrix. The choice of the denominator is important only from the point
of view of the homogeneity of the evolution equation. The multiplier 1 − 1/α guarantees
that the evolution of pure states is the same, and therefore linear , for all α. The generalized
Liouville-von Neumann equation following from (75) is
iρ˙ =
(Tr (ρα))1/(α−1)−1
(Tr ρ)1/(α−1)−1
[Hˆ, ρα−1]. (76)
For pure states and Tr ρ = 1, ρn = ρ and the equation reduces to the ordinary, linear one;
for mixed states the evolution is nonlinear unless the states are mixed to the extent that ρ
is proportional to the unit operator.
The evolution of the (linear) observables is governed by
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iF˙ =
(Tr (ρα))1/(α−1)−1
(Tr ρ)1/(α−1)−1
Tr (ρα−1[Fˆ , Hˆ]) (77)
which shows that for the generalized S the time derivative of an observable is not linear in
the density matrix. For α = 2 the equations reduce to the ordinary linear equations.
Also of interest is the following choice of Sα
Sα[ρ] =
1
2
(Tr (ρα))1/(α−1)
(Tr ρ)1/(α−1)−1
. (78)
For pure states the expression reduces to the linear form 1
2
〈ψ|ψ〉2 = 1
2
Tr (ρ2), and the density
matrix then satisfies
iρ˙ =
1
2
α
α− 1
(Tr (ρα))1/(α−1)−1
(Tr ρ)1/(α−1)−1
[Hˆ, ρα−1] (79)
which for pure states and normalized ρ becomes
2
α− 1
α
iρ˙ = [Hˆ, ρ]. (80)
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VIII. APPENDIX: INFELD-VAN DER WAERDEN TENSORS AND
GENERATORS OF (1/2,0) AND (0,1/2)
This Appendix explains spinor conventions used in this Letter Consider representations
(1
2
, 0) and (0, 1
2
) of an element ω ∈ SL(2, C): e i2ωabσab and e i2ωabσ¯ab . The explicit form of the
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generators in terms of Infeld-van der Waerden tensors is
1
2i
(
gaXA′g
bY A′ − gb XA′gaY A
′
)
= σab YX , (81)
1
2i
(
gaAX′g
bAY ′ − gb AX′gaAY
′
)
= σ¯ab Y
′
X′ . (82)
Their purely spinor form is
σAA′BB′XY =
1
2i
εA′B′(εAXεBY + εBXεAY ), (83)
σ¯AA′BB′X′Y ′ =
1
2i
εAB(εA′X′εB′Y ′ + εB′X′εA′Y ′), (84)
Dual tensors are ∗σ¯ab Y
′
X′ = +iσ¯
ab Y ′
X′ and
∗σab YX = −iσab YX .
Additionally the Infeld-van der Waerden tensors satisfy
gaXA′g
bY A′ + gb XA′g
aY A′ = gabε YX (85)
gaAX′g
bAY ′ + gb AX′g
aAY ′ = gabε Y
′
X′ (86)
These equations lead to the identities
gaXA′g
bY A′ =
1
2
gabε YX + iσ
ab Y
X (87)
gaAX′g
bAY ′ =
1
2
gabε Y
′
X′ + iσ¯
ab Y ′
X′ (88)
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