In this second installment of the series, we look at the internal kinematics of the multiple stellar populations of the globular cluster ω Centauri in one of the parallel Hubble Space Telescope (HST ) fields, located at about 3.5 half-light radii from the center of the cluster. Thanks to the over 15-year-long baseline and the exquisite astrometric precision of the HST cameras, well-measured stars in our proper-motion catalog have errors as low as ∼ 10 µas yr −1 , and the catalog itself extends to near the hydrogen-burning limit of the cluster. We show that second-generation (2G) stars are significantly more radially anisotropic than first-generation (1G) stars. The latter are instead consistent with an isotropic velocity distribution. In addition, 1G have excess systemic rotation in the plane of the sky with respect to 2G stars. We show that the six populations below the main-sequence (MS) knee identified in our first paper are associated to the five main population groups recently isolated on the upper MS in the core of cluster. Furthermore, we find both 1G and 2G stars in the field to be far from being in energy equipartition, with η 1G = −0.007 ± 0.026 for the former, and η 2G = 0.074 ± 0.029 for the latter, where η is defined so that the velocity dispersion σ µ scales with stellar mass as σ µ ∝ m −η . The kinematical differences reported here can help constrain the formation mechanisms for the multiple stellar populations in ω Centauri and other globular clusters. We make our astro-photometric catalog publicly available.
1. INTRODUCTION Galactic globular clusters (GCs) have long been assumed to be the best examples of simple stellar populations (SSPs), i.e., made of stars of different masses but at the same age and chemical composition. This paradigm was first challenged in the late sixties by the massive GC ω Centauri (NGC 5139, hereafter ω Cen). Photometrically, Woolley (1966) found a sizable broadening of the red-giant branch (RGB), later solidly confirmed by Lee et al. (1999) and Pancino et al. (2000) . Significant chemical anomalies among RGB stars were initially detected spectroscopically by Dickens & Woolley (1967) , and later confirmed by many authors (e.g., Marino et al. 2011 and references therein) .
However, the divide between the traditional picture of SSP GCs and the well established presence of multiple stellar populations (mPOPs) within GCs was the discovery (Anderson 1997) and confirmation (Bedin et al. 2004 ) that the unevolved stars along the main sequence (MS) of ω Cen split in at least two distinct groups. The recent discoveries of mPOPs in formally all Milky-Way GCs has dramatically increased research into formation, evolution and populations in these systems: ω Cen is no longer the exception among GCs, but rather just the most extreme case (Milone et al. 2017a and references therein).
With the continuous development of reduction techniques, detection methods and observing strategies, each of the mPOP groups identified by Bedin et al. (2004) in ω Cen has been further divided into sub-groups, and two new main population groups were discovered, bringing the current total number of mPOPs in ω Cen to at least 15 (Bellini et al. 2017a,b,c; Milone et al. 2017a) .
Understanding how these mPOPs formed and have evolved is now a main thrust of GC studies (e.g., the dynamical studies of Richer et al. 2013 and Bellini et al. 2015a) . As GCs are the oldest objects in the Universe for which reliable ages can be determined, understanding their formation and evolution is paramount to understanding the formation and evolution of the Milky Way itself, and galaxies in general (e.g., Bellini et al. 2015b ). Among these investigations, the "Hubble Space Telescope (HST ) large programme of ω Centauri" (GO-14118 + GO-14662, PI: Bedin, L. R.) aims at analyzing the mPOP phenomenon among the faintest white dwarfs (WDs) in the two cooling sequences of ω Cen ). The program is currently observing a primary field (field F0, see panel (a) of Fig. 1 ) with the Wide-Field Channel (WFC) of the Advanced Camera for Surveys (ACS), located about 13. 5 from the cluster's center, and three surrounding parallel fields (fields F1, F2 and F3) with both the InfraRed (IR) and the Ultraviolet-VISible (UVIS) channels of the Wide-Field Camera 3 (WFC3). All the planned data for the parallel field F1, which was previously observed in 2002 (GO-9444, PI: King, I. R., see Bedin et al. 2004 ) and in 2005 (GO-10101, PI: King, I. R., see King et al. 2012) , have been observed.
Thanks to the large mass of the cluster (∼ 4×10
6 M , D'Souza & Rix 2013), we do not expect mPOPs in the fields at 17 , ( 3 half-light radii, Harris 1996) to be relaxed (e.g., D'Ercole et al. 2008; Decressin et al. 2007) , so the fossil information of their initial kinematic properties should still be observable. Differences in kinematics among the mPOPs, coupled with differences in the radial distribution (e.g., Sollima et al. 2007; Bellini et al. 2009a) can be used to identify precious clues on the formation and evolution of mPOPs in particular, and of GCs in general.
The long temporal baseline (over 15 years) and the depth available in all epochs in field F1 enable a detailed study of the internal kinematics of the mPOPs in ω Cen through high-precision proper motions (PMs), which is the main subject of this work.
2. DATA SET AND REDUCTION Field F1 has been observed a total of four times by HST. Long ACS/WFC observations in F606W and F814W were taken during the first two visits, in July 2002 (GO-9444) and in December 2005 (GO-10101). More recently, as part of our HST large program, the field was re-observed in August 2015 (GO-14118) and August 2017 (GO-14662), using both channels of the WFC3. In each of these two recent epochs, UVIS filters F275W, F336W, F438W (the so-called "magic trio", e.g., Piotto et al. 2015) , F606W and F814W, and IR filters F110W and F160W were utilized. The complete list of HST observations of field F1 is reported in Table 1 . A link to the data is provided here: [10.17909/T9FD49].
Panel (a) of Fig. 1 shows the location of the footprints of the GO-14118 and GO-14662 fields (F0 to F3) with respect to the center of the cluster (white cross), superimposed on a DSS image.
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Coordinates in arcmin with respect to the cluster's center as measured by : (R.A.,Dec.) = (13 h 26 m 47. s 24,−47
• 28 46. 45). The primary ACS/WFC field (F0) is in azure, while the three parallel WFC3 fields are in pink. As a reference, we also show the central field (in yellow) analyzed in Bellini et al. (2017a,b,c) . The cluster's core (r c = 1. 31) and half-light (r h = 2. 37) radii are marked with white and red dashed circles, respectively. The two outer red circles have a radius of 2×r h and 3×r h , respectively. GO-14118 and GO-14662 fields cover a radial extent from ∼ 2×r h to ∼ 4×r h . This paper focuses on field F1 (encircled in green), which is the only field for which all exposures have already been acquired.
The astro-photometric catalogs obtained in Milone et al. (2017b, hereafter, Paper I) for field F1 were constructed from the onset with the goal of detecting fine substructures on the color-magnitude diagram (CMD). Here our goal is to measure fine substructures on the PM 1 https://archive.stsci.edu/dss/ diagram. Photometry and astrometry make very different demands on PSF analysis, with photometry more focused on sums of pixels, whereas for astrometry differences between nearby pixel values are key. A good PSF model should measure both fluxes and positions well, and our state-of-the-art reduction techniques allow just that. However, measurements that might end up being discarded because of high-precision photometric needs might still be useful for high-precision astrometric investigations, and vice versa. Selection procedures play a crucial role in obtaining appropriate stellar samples for astrometric or photometric studies, and there is generally no one-size-fits-all solution. For these reasons, we reduced all of the available exposures of field F1 from scratch, with the goal of high-precision astrometry right from the start. We will still make use of the photometry of Paper I (Sects 3 and 4) to isolate the mPOPs of the cluster.
Our astrometric and photometric reduction of the data set closely followed the procedures described in detail in Bellini et al. (2014) and in Bellini et al. (2017a) , respectively. Below we provide a brief, general description of the entire reduction process, and emphasize the few important differences and fine tuning that we had applied to the Bellini et al. (2014) and Bellini et al. (2017a) procedures. We refer the interested reader to the original publications for an in-depth data-reduction description.
First-pass photometry
All ACS/WFC and WFC3/UVIS flt 2 exposures were pipeline-corrected to minimize the loss of chargetransfer efficiency (CTE), by means of the empirical pixel-based CTE correction described in Anderson & Bedin (2010) . The WFC3/IR detector is based on a different read-out architecture, and it is not affected by CTE losses.
Next, we derived spatially-variable perturbation PSF models for each exposure, based on the few hundreds of bright, isolated, unsaturated stars within. The perturbation models were then combined to the spatiallyvariable-but time constant-empirical PSF libraries (e.g., Anderson & King 2006) to account for telescope breathing effects (Di Nino et al. 2008) . These imagetailored PSF models were then used to measure stellar positions and fluxes in each exposure using the FORTRAN code hst1pass, which is an advanced version of the family of camera-dependent HST codes based on the img2xym WFC software package (Anderson & King 2006) .
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The routine hst1pass run a single pass of source finding for each exposure, and does not perform 2 flt exposures are dark and bias corrected and have been flat-fielded, but no resampling is applied. Our photometry and astrometry is based on flt images because they preserve the unresampled pixel data for stellar-profile fitting. (a) Outlines of the fields of GO-14118 + GO-14662 data, superimposed on a DSS image of ω Cen. Units are in arcmin with respect to the cluster's center. The primary ACS/WFC field (F0) is in azure, while the three parallel WFC3 fields are in pink. The data discussed in this paper come from field F1, which is highlighted by a green circle. We also show, in yellow, the central field of Bellini et al. (2017a) . The white and red dashed circles mark the core radius (rc), the half-light radius (r h ), 2 × r h and 3 × r h from the center outward, respectively. (b) The mF606W versus mF606W − mF814W CMD of sources with measured PMs. (c) The mF110W versus mF110W − mF160W CMD for the same sources. (d) The PM diagram, in units of mas yr −1 . Proper motions are measured relative to the bulk motion of the cluster. Cluster members are gathered together around (0,0). The lesser clump of points at around (+3.5,+6.5) is mainly background galaxies, and will be the subject of the next paper in this series (Libralato et al. 2018) . (e) Histogram of the temporal baseline used to compute the PM of each source. Bright stars are unsaturated only in the short exposures of the third and fourth epochs, so that their PM is based on a temporal baseline of just two years (yellow bar). The longer temporal baseline (∼ 15.1 yr, green bar) is based on observations taken in at least the first and the fourth epochs. Sources outside the first-epoch FoV but measured in the remaining epochs have a temporal baseline of ∼ 11.7 yr (red bar). (f) The master frame, in units of WFC3/UVIS pixels (40 mas pixel −1 ). Sources are color-coded according to the temporal baseline used to measure their PM. (g) Proper-motion errors as a function of the mF606W magnitude, color-coded as in panels (e) and (f 
The master frame
We cross-matched unsaturated stars in our first-pass catalogs with those in the Gaia data release 1 (DR1, Gaia Collaboration et al. 2016a,b) 5 within 3 arcmin from the center of field F1. We found 131 sources in common, which were used as a reference to: (1) register our stellar positions to the Gaia-DR1 absolute astrometric system 6 ; and (2) define a right-handed, pixel-based, Cartesian reference frame (the master frame) with the X and Y axes parallel to the R.A. and Dec. directions, respectively, and with a pixel scale of exactly 40 mas pixel −1 (nearly the same as that of the WFC3/UVIS).
Then, we applied general, six-parameter linear transformations to transform the stellar positions of each first-pass catalog into the master frame, with which we created preliminary epoch-and filter-dependent average catalogs of positions and fluxes. The instrumental average photometry of these preliminary catalogs was obtained by rescaling the fluxes of each exposure to the instrumental magnitude zero-point of the first long exposure taken in each filter/epoch. The linear transformations we applied are based on likely ω Cen members on the basis of their positions on the instrumental F606W versus F606W−F814W CMD, so as to minimize large positional residuals due to stellar PMs of field stars over ∼ 15.1 years.
Second-pass photometry
The FORTRAN software package KS2 (Anderson in preparation, see Bellini et al. 2017a for details) allows us to simultaneously measure stars in all the individual exposures and for the entire set of filters. KS2 is the evolution of kitchen sync, originally designed to reduce specific ACS/WFC data . KS2 takes the results of the first-pass photometry and the information coming from the six-parameter transformations into the master frame, and uses all the exposures together to find, measure, and subtract stars in several waves of finding, moving progressively from the brightest to the faintest stars. We closely followed most of the reduction prescriptions given in Bellini et al. (2017a) , but we also applied a few critical changes (described below) aimed at maximizing the astrometric precision of the reduction.
KS2 is designed to work best in moderately crowded fields, so that it is limited by design to a 2-pixel search radius around the peak defined by each source on the master frame. Because we expect a significant fraction of field objects to have moved by more than 2 pixels (80 mas) over ∼ 15.1 years with respect to the mean motion of the cluster, we decided to run KS2 over two distinct sets of data: GO-9444 and GO-10101 data (taken in 2002 and in 2005) , GO-14118 and GO-14662 data (taken in 2015 and . Both runs have long F606W and F814W exposures 7 , so the finding stage of KS2 is based on these. This choice maximizes the number of common sources found in the two runs. Both KS2 runs performed nine finding passes, which allowed us to find and measure stars down to near the cluster's hydrogenburning limit (HBL). KS2 measures stars in three different ways. The first method (method 1) applies when a star is bright enough to generate a distinct peak within its central 5 × 5-pixel, neighbor-subtracted raster. In this case, KS2 measures the position and the flux of this star using the appropriate PSF model for the star's location in an exposure. The other two methods do not fit stellar positions in each exposure, but rely on the positions determined during the finding stage. Although method 1 does not allow us to obtain photometry of stars as faint as those recovered by methods 2 and 3, method 1 is the only method for which stellar positions are solved for in each individual exposure. As such, for the remainder of this paper, we will consider only stellar positions as measured by the KS2 method 1.
In addition to the photometric diagnostics described in Bellini et al. (2017a) , we also had KS2 output the RADXS parameter . RADXS tells us how much flux a source has with respect to the PSF predictions just outside the PSF core. Galaxies and blends have large positive values of RADXS, while objects sharper than the PSF, e.g. cosmic rays or hot pixels, have large negative values of RADXS.
KS2 found a total of 28 345 sources in the first run based on ACS/WFC exposures, and 14 883 sources in the second run based on WFC3 exposures, due to the smaller field of view (FoV) of the latter data set. In both cases, sources are measured in both F606W and F814W filters. We cross-identified the objects in these two lists and found 8751 sources measured in all four epochs. These sources constitute the master list that we will use in Sect. 2.5 to compute PMs.
Photometric calibration
Instrumental magnitudes were zero-pointed to the Vega-mag flight system following the prescriptions given in Bellini et al. (2017a) . We employed a radius of 0. 4 (10 pixels on the master frame) for the aperture photometry on the HST -pipeline-calibrated drc and drz images. The adopted ACS/WFC Vega-mag zero points are from Bohlin (2016) . For the WFC3 filters, Vega-mag zero points are available at the official WFC3 zero-point website 8 . Panels (b) and (c) of Fig. 1 
Proper-motion measurements
As shown in Bellini et al. (2011) , filters bluer than F336W are not suitable for high-precision astrometry, because of the presence of color-dependent residuals in the UVIS distortion solution. Therefore, F275W exposures were not used to compute high-precision PMs.
Unlike the case of WFC3/UVIS and ACS/WFC detectors (Bellini et al. 2014) , the characterization of systematic effects possibly affecting astrometry in the WFC3/IR has just begun (e.g., Zhou et al. 2017 ). In addition, the WFC3/IR detector suffers from a more severe undersampling of the PSF and has a significantly larger pixel scale (0. 13 pixel −1 ) with respect to both the WFC3/UVIS (0. 04 pixel −1 ) and ACS/WFC (0. 05 pixel −1 ). We initially included WFC3/IR exposures to compute PMs, but we found negligible improvements in terms of PM errors and number of measured sources with respect to using only WFC and UVIS exposures. Therefore, for this particular study, IR exposures were not included in the analysis.
Proper motions are computed by closely following the procedures described in detail in Bellini et al. (2014) , in which each individual exposure is treated as a standalone epoch, and PMs are iteratively obtained as the slope of the straight-line fits to the master-frame stellar positions versus epoch of observation. The main process is divided into five steps: (1) measure stellar positions in each exposure; (2) define/improve a common master list based on a set of reference stars at a specific epoch; (3) cross-identify stars measured in different exposures with those in the master list; (4) transform the (X,Y) position of each star as measured in all the exposures where the star is found on to the master frame, using a local network of reference stars; (5) fit straight lines to the master-frame transformed positions versus epoch.
The slope of the fit provides a direct measurement of the PM.
We already have all the necessary pieces of information for step (1). Unlike Bellini et al. (2014) , which made use of stellar positions as measured by the first-pass photometry, here we started from the stellar positions measured by KS2 method 1. KS2 offers a significant advantage over the first-pass photometry, since it deblends each source prior to fitting of the PSF. Steps (2), (3), (4), and (5) are nested into each other, and each of them is iterated in order to: (i) allow for the rejection of discrepant observations; and (ii) improve the reference star list, the master-frame transformations, and the PM measurements themselves.
As a common reference frame we started with the Gaia-based master frame defined in Sect. 2.2. We also defined an initial set of likely cluster members (the reference stars) extracted from the master list on the basis of their location on the CMD. Steps (2) to (5) are iterated as detailed in Bellini et al. (2014) . At the end of each iteration, the list of reference stars is improved by removing all objects for which the PM is not consistent with the cluster's mean motion.
For each star i in each exposure, position transformations on to the master frame are typically based on the subset of reference stars (typically a few hundreds) that are within the same detector amplifier of the star i (to minimize the impact of uncorrected geometric-distortion and CTE-mitigation residuals). Only at the last iteration we further restrict the subset of reference stars to the closest 45 to the star i (the so-called local transformations, e.g., .
Proper-motion fitting and data rejection are performed exactly as described in Bellini et al. (2014) . Briefly, for each star we fit all the transformed X and Y positions coming from different exposures as a function of the exposure epoch by means of a least-squares straight line. After obvious outliers have been rejected, the residuals of the fit of both X and Y positions are collected together and rescaled so that, to the lowest order, their distribution should be consistent with a two-dimensional Gaussian. We iteratively rejected one data point at a time if its combined residuals are consistent with a two-dimensional Gaussian distribution to less than 2.5% confidence level (see Sect. 5.5 of Bellini et al. 2014 for more details).
Because of the large internal velocity dispersion of ω Cen in field F1 (∼ 0.34 mas yr −1 ), cluster stars have moved on average by about 0.13 pixels between 2002 and 2017. Field objects have moved on average much more than that, 2.5 pixels, forcing us to allow for a generous search radius (5 pixels) to cross-identify stars of each exposure with the master list. This inevitably led to some misidentifications. At the end of the first iteration, PMs can be used to estimate the master list positions at the precise epoch of each exposure. This allowed us to adopt a much tighter search radius (0.75 pixels) to minimize the inclusion of false positives. Moreover, we redefined the master list so that the position of its sources is referred to the average epoch of the data (the reference epoch): 2010.42285.
9 We iterated steps (2) to (5) a few more times, until the predicted master-list positions at the reference epoch changed by less than 0.001 pixel and the number of reference stars remains constant from one iteration to the next.
The initial master list contained 8751 sources, but we were able to compute high-precision PMs for only 5153 sources. The missing 3598 sources were rejected during the various PM-measurement iterations according to a variety of different reasons, all related to data quality and self consistency. All rejection criteria are listed and described in Bellini et al. (2014) . Our final PM catalog is supplied with the same set of quality and diagnostic parameters described in Bellini et al. (2014) .
Panel (d) of Fig. 1 shows the PM diagram of the 5153 measured sources. Because our reference list consists of cluster members, our PMs are relative to the bulk motion of the cluster, and cluster members are gathered together around (0,0). The lesser clump of sources at about (+3.5,+6.5) is mostly populated by background galaxies, and will be the subject of the next paper in this series (Libralato et al. 2018) . All other sources are foreground and background field stars. Note that we refer to ∆µ α cos δ and ∆µ δ PM components, rather than µ α cos δ and µ δ , because we want to emphasize the fact that our PMs are relative to the cluster's mean motion.
Panel (e) shows the distribution of the temporal baselines used to compute the PM of each star. Because stars brighter than m F606W ∼ 20.4 are unsaturated only in the (few) short exposures of GO-14118 and GO-14662, their PM is based on a temporal baseline of just ∼ 2 years (yellow). The vast majority of the remaining stars are measured in all four epochs, providing a temporal baseline of ∼ 15.1 years (green). Finally, sources outside the GO-9444 FoV but measured in the other three epochs have PMs computed over a temporal baseline of ∼ 11.7 years (red). The (X,Y) position of sources with measured PMs are shown on the pixel-based master frame in panel (f), color-coded according to the relevant temporal baseline used to compute their PM. Finally, PM errors as a function of the m F606W magnitude are in panel (g), also color-coded according to the temporal baseline used. Clearly, the PM error of bright stars (yellow) is significantly larger than that of faint stars, which are based on much longer temporal baselines and larger number of images. Well-measured stars in the long exposures (20.4 m F606W 22.4) have PM errors of about 10 µas yr −1 . (Note that Gaia's expected end-ofmission PM precision at the faint limit ( 0.9 mas yr −1 at m F606W ∼ 21.5) is over a factor of 90 worse, Pancino et al. 2017 ).
Exposures taken with the magic trio of filters (F275W, F336W and F438W) are significantly shallower than those taken with the F606W and the F814W. This can be clearly seen in Fig. 2 , in which we plot four different CMDs of the form m F814W versus F − m F 814W , with F varying from F275W to F606W from the left to the right panels. In all panels, only stars whose motion is within 1.5 mas yr −1 of the cluster's mean motion are shown. The F606W saturation level in the long exposures is marked in all panels. Clearly, F275W exposures are the least complete.
Proper-motion corrections
Following the prescriptions given in Bellini et al. (2014, their Sects. 7 .3 and 7.4) we applied a-posteriori corrections to mitigate any residual source of systematic errors. We started by selecting likely cluster members on the basis of their position on the PM diagram (within 1.5 mas yr −1 from the bulk distribution, red circle in panel (a) of figure) .
We verified that neither component of the PM suffers from systematic effects due to stellar color (panels c and d) and luminosity (panels e and f). In each of these panels, we divided the sample into equally populated bins in color or in magnitude (within the gray vertical lines). Within each bin, we computed the 3σ-clipped median value of the motion along ∆µ α cos δ and ∆µ δ . Rejected stars are shown with gray crosses. The computed median values are shown as red solid circles, with errorbars. The associated errors of the mean are typically smaller than the size of red circles. The horizontal red line is not a fit to the data, but indicates lack of systematic effects. It is clear from panels (c), (d), (e), and (f) that color and luminosity systematic effects, if present, are negligible.
We did notice marginal, spatially-varying systematic effects as a function of stellar positions on the master frame. These spatial effects are due to small singleexposure CTE and geometric-distortion residuals that, given the relative small number of different roll angles employed (up to three), do not cancel out. These effects can be divided into a low-and a high-frequency variation. The low-frequency variation correlates well with the map of the temporal baseline used to compute PMs, which in turn reflects the number and type of overlapping images at any given location on the master frame. We corrected this systematic effect by computing three median values of each component of the motion of selected cluster members, one for each of the three groups of temporal baselines shown if Fig. 1e , and subtracting them from the motion of each star according to the temporal baseline used. By construction, these median values should all be equal to zero. Instead, we found deviations of the order of a few tens of µas yr −1 (note that the measured cluster dispersion is much larger, about ∼ 0.34 mas yr −1 ). High-frequency-variation systematic effects were corrected as described in Sect. 7.4 of Bellini et al. (2014) . In a brief, both components of the motion of each star were corrected according to the median value of the closest 100 likely cluster members (excluding the target star itself). Again, by construction the median should be equal to zero, and the measured deviation is used as the local correction. Note that here local corrections are only based on distance and not on magnitude, as it was the case in Bellini et al. (2014) , because our PMs do not suffer from systematic effects due to stellar color or magnitude (panels (c), (d), (e) and (f) of Fig. 3) . Panels (g) and (h) of Fig. 3 show the maps of the local median values obtained with the uncorrected (raw) components of the motion; ∆µ α cos δ in panel (g) and ∆µ δ in panel (h). Each point is a source, color-coded according its locally-averaged PM value, as shown on the color bar on the right-hand side of panel (g). Panels (i) and (j) show similar maps after the high-frequency variations are corrected. Points are color-coded using the same color scheme as panels (g) and (h). The overall size of the local PM variations is significantly lower than those of the uncorrected maps. The uncorrected maps have a root mean square (RMS) of 42 µas yr −1 . The RMS of the corrected maps is 27 µas yr −1 (i.e., about 8% of the intrinsic velocity dispersion of the cluster).
Both the low-frequency and the high-frequency aposteriori corrections come at a cost. In fact, the corrections we applied to each star are based on the median value of a sample of cluster members, which have their own intrinsic dispersion. As a result, there is an error associated to these corrections, i.e., the standard error of the mean. For instance, the high-frequency variations were corrected using the median motion of 100 stars, so that the associated error is of the order of ∼ 0.34/ √ 100 mas yr −1 ∼ 34 µas yr −1 per coordinate. Similar (but smaller, due to the larger sample size) correction errors are found for the low-frequency variation. The effects of the increased PM errors are reflected in a marginally larger (but rounder) cluster dispersion on the PM diagram. The total PM errors associated to the a-posteriori corrected PMs are the sum in quadrature of the raw PM errors and both the low-and high-frequency correction errors. Since different scientific investigations favor the use of one or the other way of estimating PMs, our final PM catalog contains both the raw and the corrected PMs, with uncertainties (see Sect.A).
Proper-motion selections
We aim to study the finest kinematic details of the mPOPs of the cluster, so we applied a few selection criteria to our PM catalog in order to analyze the best measured sources. To start, we selected only stars for which the computed PM is based on the longest available temporal baseline (∼ 15.1 yr). In addition, we restricted (b) An additional selection makes use of stellar positions on the mF606W versus mF606W − mF814W CMD (within the two red lines drawn by hand). Panels (c) and (d) show that raw PMs do not suffer from systematic effects as a function of stellar color. Similarly, panels (e) and (f) show that raw PMs do not suffer from systematic effects as a function of stellar magnitude. Note that the horizontal red lines at ∆µ = 0 in these four panels are not a fit to the data, but indicate lack of trends. In panels (g) and (h) we report the maps of the locally-measured (closest 100 stars) mean raw PM components of cluster members. Specifically, the deviation along µα cos δ is in panel (g), and the deviation along µ δ is in panels (g) and (h). Each star is color-coded according as shown by the vertical bar the immediate right of panel (h). Panels (i) and (j) show the maps of the locally-measured mean corrected PM of cluster members. We applied the same color-scheme as in panels (g) and (h). Finally, panel (k) shows the mF606W versus mF606W − mF814W CMD of cluster members with high-quality PMs. See the text for details.
the sample to stars that are: (1) measured in at least 10 distinct exposures; (2) with a rejection rate of less than 15%, (3) with reduced χ 2 < 4 in each coordinate; (4) with fluxes above 3σ the local sky background; (5) with RADXS values in F606W and F814W between −0.05 and 0.05; (6) QFIT values in F606W and F814W greater than 0.7; and (7) with PMs within 1.5 mas yr −1 with respect to the cluster's bulk motion, a value ∼ 4.5 times larger than the observed cluster dispersion. With this initial list, we iteratively rejected stars with PM errors larger than 50% of the local velocity dispersion, as described in Sect. 7.5 of Bellini et al. (2014) .
These selection procedures were applied to both the raw and the corrected PMs, and we run a parallel analysis on both sets of PM measurements. The resulting velocity-dispersion profiles for the raw and the corrected PM measurements were consistent with each other well within the uncertainties. In what follows, we present the analysis on the kinematics of the mPOPs of the cluster based on corrected PM measurements. The final list of high-precision, PM-selected cluster members includes 2912 sources, extending from m F606W 20.4 down to near the HBL at m F606W ∼ 28. Panel (k) of Fig. 3 shows the m F606W versus m F606W − m F814W CMD of these 2912 cluster stars.
3. MULTIPLE-POPULATION KINEMATICS 3.1. Naming conventions
The MS of ω Cen has been known for 20 years to be split into two main components (e.g., Anderson 1997; Bedin et al. 2004) , which were historically named the blue MS (bMS) and the red MS (rMS), and a lesser, "anomalous" component (MSa) associated with the peak of the [Fe/H] distribution. Hints of an even more complicated scenario were discovered by Bellini et al. (2010) , in which both the rMS and the MSa turned out to be themselves split into two subcomponents.
More recently, thanks to the same five UVIS filters used in this large program, distinct mPOPs have been detected in all the GCs analyzed so far, including ω Cen (see, e.g., Piotto et al. 2015; Bellini et al. 2017c; Milone et al. 2017a , and references therein). In particular, the latter authors identified up to 17 populations on the RGB, with each of them possibly related to distinct Fe, O, and Na abundances (Marino et al. 2011 ). At the bright MS level, Bellini et al. (2017c) isolated at least 15 distinct MS populations in the cluster core, organized into 5 main population groups, which they named as: rMS, bMS, MSd, MSe, and MSa. (Please note that the rMS and the bMS defined in Bellini et al. 2017c are actually subcomponents of the historical rMS and bMS, respectively.)
In particular, the rMS, the bMS, and the MSd groups as defined in Bellini et al. (2017c) are each split into three subcomponents (e.g., the rMS is made up of rMS1, rMS2, and rMS3 subpopulations); the MSe is made up of four subcomponents, while MSa is divided into two subcomponents. Both the bMS and the MSd groups are consistent with stellar populations being highly enriched in He and moderately enriched in Fe with respect to the rMS group. The MSe group, on the other hand, shares similar properties to the rMS. Finally, both MSa subpopulations are likely highly enriched in both He and Fe.
Since both the historical rMS and bMS populations are actually made up of several population subgroups, in Paper I we decided to use the labels MS-I and MS-II, respectively, to refer to these two main MS branches that can be seen on a visual CMD. In addition, in Paper I we also made use of the IR filters F110W and F160W to identify for the first time four main groups of stars below the MS knee, which we named as populations A, B, C, and D, plus two lesser MS components that we called populations S 1 and S 2 . These populations merge together in the proximity of the MS knee, and above the knee only the MS-I and MS-II meta-groups can be identified using IR filters and/or visual filters.
Clearly, there is quite some room for confusion with population names. To complicate things, different authors have used different names to refer to same populations of ω Cen, especially along the RGB. In what follows, we will adopt the meta-group naming convention of Paper I. We will also use the terms first-generation (1G) and second-generation (2G) stars to refer to the stars of the meta-groups MS-I and MS-II, respectively, to emphasize differences in their dynamical-evolution histories. 1G stars in ω Cen are characterized by primordial (or at most slightly-enhanced) He abundance, and are generally metal poor. 2G stars are highly He enhanced and are metal rich. Clear hints of dynamical differences between 1G and 2G stars in the cluster have been found by studying their radial distribution (Sollima et al. 2007; Bellini et al. 2009a) , with 2G significantly more centrally concentrated than 1G stars.
Finally, we will use the same labels of Paper I for the six population groups identified below the MS knee using IR photometry, and the same names of Bellini et al. (2017c) for the five population groups identified on the bright MS using UV photometry.
Subpopulation selections
As we can see in Fig. 2 , the photometry obtained with the magic trio of filters in our field F1 is dramatically shallow (especially in F275W), to the point where no meaningful kinematic properties can be derived if we use them to isolate the different mPOPs of the cluster, as done in Bellini et al. (2017c) .
10 Therefore, we applied the same selection criteria of Paper I (as well as the high-quality photometry of Paper I) to isolate stars in the MS-I and MS-II meta-groups, as well as in the six populations below the MS knee.
Panels ( 
Velocity-dispersion profiles
Velocity dispersions are estimated using the same method described in van der , which corrects the observed scatter for the individual 10 Although our UV photometry is as shallow as that of Bellini et al. (2017c) , they were able to use it for their mPOPs selections because of the availability of over a factor of four more images and the presence of over a factor of ∼ 100 more stars in the central cluster field than in our outer field F1. stellar PM uncertainties. Unless stated otherwise, we indicate with σ µ the average one-dimensional velocity dispersion of the combined ∆µ α cos δ and ∆µ δ PM components. We do not expect significant differences in the velocity dispersion as a function of distance from the cluster center within the field F1, because of the relatively small field size compared to its distance from the cluster center. Nevertheless, for those populations with at least 200 stars, namely: MS-I, MS-II, A, and B, we measured σ µ in equally-populated radial intervals. For the remaining populations C, D, S 1 , and S 2 we derived a single value of the velocity dispersion over the entire field. Velocity dispersions are given in units of km s −1 by assuming a cluster distance of 5.2 kpc (Harris 1996) .
Panel (a1) of Fig. 5 shows the velocity-dispersion profiles σ µ of the MS-I (red) and MS-II (azure) meta-groups as a function of the distance from the cluster center. The horizontal red (MS-I) and azure (MS-II) lines mark the average σ µ value computed over the entire field, and are not the average of the σ µ values of the radial bins. Both meta-groups show a flat distribution of σ µ versus radius. MS-II (2G) stars appear to be slightly kinematically colder than MS-I (1G) stars. The average velocity dispersion of both MS-I and MS-II stars, about 8 km s −1 , is more than a factor of two less than in the central field , as a direct consequence of hydrostatic equilibrium (see also Bellini et al. 2014) .
Panel (b1) of Fig. 5 shows the velocity-dispersion profiles for the six populations below the MS knee. For clarity, profiles of different populations are shown separately, from population A to population S 2 from the left to the right, respectively. The average σ µ values of the populations computed over the entire field (colored horizontal lines) are all consistent with each other within the errors, except for population D. We find population D to be significantly kinematically colder than population A at the 3σ confidence level. It is worth to stress that no radial dependence of the velocity dispersion is present in the analyzed field. Panels (a2) and (b2) are similar to panels (a1) and (b1) but for the velocity dispersion of the radial (i.e., towards the center of the cluster, not along the line of sight) component of the motion σ rad . We find MS-I and MS-II to have the same radial velocity dispersion. Similarly, we find all of the six populations in (b2) to have the same radial velocity dispersion within the errors. In panels (a3) and (b3) we report the velocity-dispersion profiles of the tangential component of the motion (σ tan ) for each population. The σ tan of the MS-II meta-group is significantly lower, at the 3.2σ level, than that of the MS-I. Below the MS knee we find the average σ tan of populations B, C, and D to be progressively lower (and with increasing confidence level) than that of population A.
The average values of σ µ , σ rad , and σ tan for each population, with associated errors, are listed in Table 2 .
Anisotropy
Regardless of the exact mechanism(s) that led to the formation of mPOPs of stars in GCs (e.g., Decressin et al. 2007; D'Ercole et al. 2008; Bastian et al. 2013 , but see Renzini et al. 2015 for a critical review), all models assume 2G (MS-II) stars to form more spatially concentrated than 1G (MS-I) stars. The subsequent longterm dynamical evolution of the cluster will eventually erase any difference in the spatial distributions of 1G and 2G stars. N -body simulations (e.g., Bellini et al. 2015a) show that 2G stars gradually diffuse from the cluster's inner regions to the outskirts (which are initially dominated by 1G stars) preferentially on radial orbits. The outskirts of massive-enough clusters have local two-body-relaxation times long enough that we should still be able to see the fingerprints of the dynamical evolution of their mPOPs. Indeed, this has been observed Fig. 4 . Because of low-number statistics, the combined velocity dispersion of populations C, D, S1, and S2 is computed over the entire FoV. (a2) and (b2) are similar to (a1) and (b1) but for σ rad , the radial component of the velocity dispersion. (a3) and (b3) are for the tangential component of the velocity dispersion σtan. (a4) and (b4) show the deviation from tangential-to-radial isotropy. See the text for details.
in 47 Tuc (Richer et al. 2013 ) and in NGC 2808 (Bellini et al. 2015a ). Both 47 Tuc (∼ 1.3 × 10 6 M , Heyl et al. 2017) and NGC 2808 (∼ 1.4 × 10 6 M , Boyles et al. 2011) are among the most massive GCs of the Milky Way, and the fields analyzed by Richer et al. (2013) and Bellini et al. (2015a) are outside ∼ 2 × r h . ω Cen is the most massive GC of the Galaxy, with an estimated mass of ∼ 4 × 10 6 M (D'Souza & Rix 2013), and our field F1 is located at ∼ 3 × r h from the center. Therefore, we do expect to detect significant differences in the internal kinematics between 1G and 2G stars, in particular in their velocity dispersion along (a2), (a3), (b2), and (b3) for Fig. 5 ).
The deviation from tangential-to-radial isotropy (that is, the ratio between the velocity dispersions measured along the tangential and the radial directions minus one, or σ tan /σ rad −1) of the two MS meta-groups and of the six populations below the MS knee are shown in panels (a4) and (b4) of Fig. 5 , respectively. In both panels, the black horizontal line marks full isotropy. We find MS-I stars to be consistent with being isotropic, while MS-II stars are significantly radially anisotropic (5σ confidence level). Below the MS knee, populations A and S 1 are consistent with being fully isotropic, while populations B, C, D and S 2 appear to be radially anisotropic (at the 2.2σ, 3.1σ, 2.6σ, and 2.3σ confidence levels, respectively).
According to the mPOP dynamical evolution models of Bellini et al. (2015a) , the tangential velocity dispersion of 2G stars evolves towards smaller values than that of 1G stars, in agreement with our observations. It is the difference in σ tan that is responsible for the differences in the anisotropy of 1G and 2G stars.
Differential rotation
First of all, we note that all the populations analyzed in this work have the baricenter of the motion very close to the origin of the PM diagram. We find the median value of the motion along the α cos δ direction, µ α cos δ , of each population to be consistent with zero with at most marginal deviations. However, a few small but significant (at the 3σ level) deviations are present for MS-I, MS-II and population A stars along the δ direction. In all three cases, the median motion along the δ direction, µ δ , is of the order of 0.04 mas yr −1 (or just about 1 km s −1 ). (The µ α cos δ and µ δ values of each population are reported in Table 2 .) Ferraro et al. (2002) combined the photographic-plate-based PM catalog of van Leeuwen et al. (2000) with the RGB photometry of Pancino et al. (2000) , and found a much larger difference (∼ 0.8 mas yr −1 ) between the relative PM of the RGBa population (evolved MSa stars) and the cluster's bulk motion. The culprit of this large PM offset was discovered by Platais et al. (2003) . The authors presented a detailed reanalysis of the van Leeuwen et al. (2000) PM catalog, and showed that it contains severe color/magnitude-induced systematic effects. No significant PM offsets between the different mPOPs of the clusters was later reported by Bellini et al. (2009b) for RGB stars, and by for bright MS stars in the core. Our PMs analysis of field F1 populations further support the absence of major PM deviations between the mPOPs of the cluster.
Analysis of the radial (µ rad ) and tangential (µ tan ) PM components provides a more qualitative way to estimate the deviation from tangential-to-radial isotropy of the mPOPs we found in the previous Section, as well as a better understanding of the nature of the small but significant deviation from zero of the relative bulk PM of MS-I, MS-II, and population A stars. As a reference, we show in the large panel of Fig. 6 the PM distribution of all ω Cen's MS stars in the field along the tangential and radial components. The smaller panels are similar but show the individual populations. The MS-I and the population A distributions are visibly rounder than those of the MS-II and of populations B, C, D, and perhaps also S 2 , which in turn are flattened along the µ tan direction. In addition, it appears that distribution of population S 1 is rounder than-say-the MS-II.
The large panel of Fig. 6 also reveals that MS distribution is somewhat skewed towards negative µ tan values. A similar behavior has also been recently reported for stars in an outer field of 47 Tuc (Heyl et al. 2017) . The authors attribute the presence of the skew to differential rotation of stars in the field. 47 Tuc is characterized by a high clockwise rotation in the plane of the sky (see Bellini et al. 2017d) , with a peak of the intrinsic rotational velocity over velocity dispersion V /σ of ∼ 0.9 at around two r h , which is where the outer field of Heyl et al. (2017) lies. Also the GC ω Cen is known to be rotating (counter-clockwise in this case) in the plane of the sky (e.g., van Leeuwen et al. 2000; van de Ven et al. 2006; Watkins et al. 2013) , so the presence of skewness in the µ tan distribution should not come as a surprise. It is known from studies of elliptical galaxies that rotation is generally accompanied by skewness in the line-of-sight velocity distribution (Bender et al. 1994) , and it is there- fore natural to expect this for PMs as well. If we look at the µ tan distribution of MS-I and MS-II stars in Fig. 6 , it is clear that the skew is present in the former but not in the latter meta-group. Similarly, a skew in the µ tan distribution is visible for populations A and B, and perhaps also S 2 , while the distribution of the remaining populations seems more symmetric.
The last two columns of Table 2 list the median values µ rad and µ tan , respectively, for each population. All µ rad values are consistent with being zero, with at most marginal deviations (population A). On the contrary, the behavior of µ tan is bimodal. Population C and the meta-group MS-II have statisticallysignificant (at the > 3σ level) negative µ tan values. These populations are also characterized by a lack of skewness in the µ tan direction and are significantly radially anisotropic. Negative but not significant µ tan values are also found for populations D and S 2 , which are also radially anisotropic. The meta-group MS-I and populations A, B, and S 1 have marginally positive µ tan values and are also consistent with being isotropic and having significant skewness (MS-I, A) or even being tangentially anisotropic (S 1 ). Given that the mPOPs in ω Cen have different mean rotation velocities, it is natural that they have different skewnesses as well.
To quantify the amount of skewness of the µ tan distribution and its statistical significance, we computed two different statistics for each population: (a) the sample skewness values G 1 (the normalized third moment) and the test statistic Z g1 (Cramer 1997) ; and (b) the third-order Gauss-Hermite moment h 3 and its uncertainty err h3 (e.g., van der Marel & Franx 1993). If µ tan has the opposite sign from G 1 or h 3 , then the distribution has a fatter tail in the direction opposite from the rotation. A symmetric distribution has G 1 and h 3 equal to zero. Generally speaking, a skewness G 1 between −1/2 and 1/2 indicates an approximately symmetric distribution. Skew values between −1 and −1/2 or between 1/2 and 1 are indicative of a moderately skewed distribution. Highly skewed distributions typically have skewness < −1 or > 1 (Bulmer 1979) . These considerations are valid if we are analyzing data of an entire population, but when the data come from only a subsample of a population (as it is the case here), then the subsample can be skewed even though the population is symmetric. The test statistics Z g1 helps us to quantify the significance of the skewness of a sample by measuring how many standard errors separate the sample skewness from zero. If |Z g1 | < 2 (2σ confidence level), we can not reach any conclusion about the skewness of a population, but if |Z g1 | > 2, then the associated population is likely to be skewed. The statistical significance of h 3 can be assessed directly by its associated uncertainty. The line-of-sight velocity distributions of elliptical galaxies typically have |h 3 | 0.15 (e.g., van der Marel & Franx 1993).
The computed values for G 1 and h 3 are listed in Table 3. Our results show that there is indeed a significant skewness in the µ tan distribution of the meta-group MS-I and population A. The skewness has the opposite sign of µ tan , as generally observed in elliptical galaxies (Bender et al. 1994 ). The populations B and S 2 show significant evidence of skewness only in G 1 , but not in h 3 . The other populations are consistent with having a symmetric distribution of µ tan .
We have defined µ tan so that it is positive for a counter-clockwise rotation in a righthanded Cartesian system in the plane of the sky. Since ω Cen is also rotating counter-clockwise, populations with excess rotation have positive µ tan , while the opposite is true for populations rotating more slowly. This implies that 1G stars, which are also characterized-on average-by a skewed µ tan distribution, are rotating faster than 2G stars, which is the main result of this Section. The difference is 0.084 ± 0.017 mas yr −1 (i.e., ∼ 2 km s −1 ). For comparison, the overall mean rotation velocity at the position of field F1 is believed to be ∼ 5 km s −1 (e.g., van de Ven et al. 2006) . A direct measurement of the differential rotation of ω Cen as a function of radius goes beyond the scope of the present work, but will be the subject of a stand-alone paper in this series once all the data of the remaining fields F0, F2, and F3 have been collected.
A note on white dwarfs
Our PM catalog includes 29 relatively bright WD stars (see, e.g., panel (k) of Fig. 3) . Their velocity dispersion, computed over the entire field are as follows: σ µ = 8.39 ± 0.88 km s −1 , σ rad = 8.98 ± 1.32 km s −1 , and σ tan = 7.78 ± 1.17 km s −1 . The resulting deviation from radial-to-tangential isotropy is −0.13 ± 0.18. These values are consistent with those obtained for the mPOPs on the MS of the cluster. We also computed the median WD motion along the α cos δ, δ, radial and tangential directions. All these values are listed in Table 2 . Given the large errors due to small-number statistics, nothing definitive can be said about the level of anisotropy of WDs in our field F1, or if WDs are rotating faster or slower than MS stars. We will briefly return on the kinematics of WDs at the end of Sect. 4.
Who's who?
In this section, we want to see if it is possible to connect the six populations identified below the MS knee (Paper I) to the five population groups (or even directly to the 15 distinct populations) analyzed by Bellini et al. (2017c) on the upper MS in the core of the cluster. The meta-groups MS-I and MS-II play a pivotal role: since they extend through the entire MS at our disposal, they share over 2 m F606W magnitudes with the six populations of Paper I near the faint end of the MS, and can make use of F275W, F336W and F438W filters in a ∼ 1 m F606W magnitude bin near the bright limit of our PM catalog, so that we can apply the same selections criteria used by Bellini et al. (2017c) to isolate the five population groups in the cluster's core.
Panel (a) of Fig. 7 is a replica of panel (c) of Fig. 4 , with the six populations of Paper I. On the same plane in panel (b), we color-coded MS-I and MS-II below the MS knee in red and azure, respectively. Clearly, MS-I stars are made up of populations A and B, and MS-II stars are constituted by population C and D stars. Neither the MS-I nor the MS-II overlaps with populations S 1 and S 2 , because of the way these stars were selected in Paper I.
We applied to MS-I and MS-II stars in the brightest ∼ 1 m F606W magnitude bin the same selections criteria of Bellini et al. (2017c) The shaded regions highlight the loci of the bulk of the five populations groups identified in Bellini et al. (2017c) . On this panel only, the color of the shaded regions refer to the colors adopted by Bellini et al. (2017c) to distinguish the five population groups: MSa in yellow, rMS in red, bMS in azure, MSd in magenta, and MSe in green. MS-I and MS-II stars are shown as red and blue solid circles, respectively. MS-I stars mostly over- lap with the bMS and MSd loci, while rMS stars mostly overlap with the rMS and MSe loci.
From the analysis of Bellini et al. (2017c) , only ∼ 3.5% of the bright MS stars in the core of the cluster are MSa stars. In addition, studies of the radial distribution of RGB stars Bellini et al. (2009a) show that the relative number of RGBa stars (the progeny of the MSa) over that of the metal-poor RGB group (the progeny of MS-I stars) halves from the cluster center out to ∼ 17 where our field F1 lies. There are a total of 137 stars plotted in panel (c) of Fig. 7 , and only one MS-I star is within the MSa locus. This star could actually be a MSa star, or it could be an outlier. Either way, population abundances and radial distributions tell us that we should not expect to have more than 1-2 MSa stars in panel (c) , which is what we observe.
MS-I stars in panel (c) are mostly on the rMS locus, while in panel (b) they are mostly located where population A stars are. This implies that population A stars belong to the same population group as rMS stars, while population B stars are more likely associated with the MSe.
The identification of MS-II stars is less secure. Population D stars are slightly more abundant than population C stars in panel (a), and MS-I stars in panel (c) are slightly more abundant around the bMS locus rather than around the MSd locus. It is tempting to associate the population C to the MSd group, and the population D to the bMS group.
We are left with populations S 1 and S 2 . Statistically speaking, either one can be associated to the MSa. Note, however, that the MSa is the most extreme population group of the cluster in terms of chemical abundance ([Fe/H] −0.7 (e.g., Norris & Da Costa 1995; Pancino et al. 2002; Johnson et al. 2008 Johnson et al. , 2009 Marino et al. 2010 Marino et al. , 2011 , and possibly He abundance up to Y = 0.40 (Norris 2004; Bellini et al. 2010 , 2017c . Population S 2 is the most extreme in terms of anisotropy ( Fig. 5 and Table 2 ) and possibly differential rotation ( Fig. 6 and Table 3 ), so it is tempting to associate the kinematicallyextreme S 2 stars to the chemically-extreme MSa.
Kinematically, the population S 1 looks more similar to MS-I stars than to MS-II stars, so that S 1 stars should belong to either the rMS or the MSe groups. Bellini et al. (2017c) argued that the four subpopulations that form the MSe group could actually be split into two, with the two least-populated MSe3 and MSe4 subpopulations forming a stand-alone group. MSe3 and MSe4 stars account for just about 3% of MS stars in the core of the cluster, and S 1 stars account for 2.3% of the stars below the MS knee. We tentatively associate S 1 stars to the MSe3 and MSe4 subpopulations.
STATE OF ENERGY EQUIPARTITION
By and large, GCs are assumed to evolve over many two-body relaxation times towards a state of energy equipartition, for which the velocity dispersion scales with stellar mass as σ µ ∝ m −η , with η = 0.5 (e.g., Spitzer 1969 Spitzer , 1987 . Recently, Trenti & van der Marel (2013) and Bianchini et al. (2016) have shown that this simple picture is incorrect. In particular, Trenti & van der Marel (2013) used N -body simulations to show that GCs reach a maximum value η max ≈ 0.15 in the core, with η eventually asymptotically declining to the value ∼ 0.08. In the cluster outskirts, the energy-equipartition indicator η slowly evolves from zero to ∼ 0.08 (see, e.g., Figs. 6 and 7 of Trenti & van der Marel 2013) . The difference between the old and the new pictures can be understood as a consequence of the Spitzer instability for Figure 8 . On the left, the mF606W versus mF606W − mF814W CMD of the MS divided into 20 equally-populated bins, colored from blue to purple moving towards fainter stars. We used the same Dotter et al. (2008) isochrones employed in Paper I to transform stellar magnitudes into solar masses, weighting for the contribution of MS-I and MS-II stars in each bin. The top-right panel shows the combined velocity-dispersion profile of these bins as a function of stellar mass in a log-log plane. For completeness, we also show the location of WDs stars (white diamond) with assumed average mass of 0.52 M . The slope of the straight-line fit to the MS points provides an estimate of the stage of energy equipartition of the cluster in our field. We find ηMS 0.03. We also computed the state of energy equipartition separately for MS-I (red, middle-right panel) and MS-II (azure, bottom-right panel) stars. See the text for details.
two-component systems, extended by Vishniac (1978) to a continuous mass spectrum.
Concerning ω Cen, Trenti & van der Marel (2013) analyzed the PM catalog of of MS stars in the core of cluster, and found η ≈ 0.2 for stars in the mass range 0.5 ≤ M ≤ 0.8. extended the mass range in the same field down to ∼ 0.3 M , and found η = 0.16 ± 0.05. These values imply that the core of the cluster is somewhere in between being in no energy equipartition and in full equipartition, and close to the peak value η max .
To measure the state of energy equipartition in field F1 we proceeded as follows. We divided the MS of the cluster into 20 equally-populated magnitude bins in m F606W (about 90 stars in each bin, left panel of Fig. 8 ). We color-coded each bin from blue to yellow to purple moving from the brighter to the fainter bin.
To convert magnitudes into stellar masses, we fitted the same two Dotter et al. (2008) We noted that 25% of MS stars are MS-II stars, while 75% are MS-I stars (or a MS-I/MS-II ratio of 0.34, in full agreement with the bMS/rMS ratio of 0.34 ± 0.05 computed by Bellini et al. (2009a) for bright MS stars in the same field). We assigned a weight of 0.75 and of 0.25 to the computed median masses of MS-I and MS-II stars in each bin, and averaged them together.
A direct way to estimate the energy-equipartition indicator η is to fit a least-squares straight line to the computed σ µ of the 20 MS bins versus mass in a log-log plane (top-right panel in Fig. 8 ). Points are color-coded according to the magnitude bins on the CMD. We obtain η MS = 0.030 ± 0.019. The gray shaded region shows the ±1σ error in the slope. MS stars in field F1 are consistent with being in nearly no energy equipartition, in agreement with the predictions of Trenti & van der Marel (2013) .
Trenti & van der Marel (2013) describe a canonical N -body model for the interpretation of equipartition in ω Cen and other GCs. The value η = 0.16 ± 0.05 observed near the center of ω Cen is roughly the maximum η value attained in this model. At the time when this maximum η is attained near the center, the model value of η at a projected radius equal to that of field F1 is only 0.012. This is lower because the relaxation times are much longer in the outskirts of the cluster. The observed value η MS = 0.030 ± 0.019 is consistent with this at the 1σ level. This provides an observational validation of the radial dependence of the partial energy equipartition predicted by N -body models.
In addition, we also computed the state of energy equipartition separately for MS-I and MS-II stars. To do this, we lowered the number of magnitude bins in order to keep the same number of stars (about 90) in each bin. Because of saturation in the long F606W exposures, our mass ranges are 0.1 M 0.6 for the MS-I meta-group, and 0.1 M 0.5 for the MS-II meta-group. Results are shown in the middle-right (MS-I) and bottom-right (MS-II) panels of Fig. 8 . MS-I stars are consistent with being in no energy equipartition, while there is some marginal evidence that MS-II stars have η MS−II 0.
As a side note, the velocity dispersion of MS stars we find (about 8 km s −1 ) is consistent with that based on spectra of RGB stars, and reported by van de Ven et al. (2006) at the same cluster distance (about 17 ). Because of the relatively short evolutionary time scales of the sub-giant-branch and the RGB, RGB stars have the same "kinematic" mass of MS turn-off stars (or about 0.8 M ). The fact that stars about a factor of two more massive than the typical MS stars studied here (∼0.35 M ) have the same velocity dispersion is a further proof that ω Cen is not in equipartition in our field.
Finally, ω Cen hosts two distinct WD cooling sequences , easily identifiable on UVbased CMDs. The blue WD cooling sequence is populated by the evolved stars of the He-normal (1G) component (∼ 0.55 M CO-core DA objects), while the red WD sequence hosts the end products of the He-rich, 2G populations (∼ 0.46 M objects, of which ∼ 10% are CO-core and ∼ 90% are He-core WDs). A detailed analysis of the WD cooling sequences of the cluster in our four fields F0-F3 will be the subject of a future paper in this series. For now, we can provide insights about the 29 WDs we have identified in field F1 (Sect. 3.6). These WDs are aligned on a single sequence in the m F606W versus m F606W − m F814W CMD (see, e.g., Fig. 3k ). If WDs follow the same radial gradient as MS stars, than we expect a 1G/2G ratio of 0.34, which translates into an average per-star WD mass of ∼ 0.52 M . Given a σ µ = 8.39 ± 0.88 km s −1 , WD stars are found to follow the same trend of MS stars (white diamond in the top-right panel in Fig. 8 ), well within their measured errors. Given the large error bars, even a large over-or under-estimate of their mass would still put them on the fitted line. This suggests that also WDs in the field are consistent with not being in energy equipartition.
5. CONCLUSIONS As part of the "HST large programme of ω Centauri" (GO-14118 + GO-14662, PI: Bedin, L. R.), we have computed high-precision PMs of MS stars of the GC ω Cen down to near the HBL in one of the four fields imaged by the program. This field, located at about 3.5 half-light radii from the cluster center, is the first for which all observations have now been completed. Wellmeasured stars in the field have a typical PM error of ∼ 10 µas yr −1 . We used the same population selections defined in Paper I to study the internal kinematics of the MS-I (1G) and MS-II (2G) meta-groups, as well as of the six populations identified below the MS knee using a combination of optical and IR filters. We find no significant trends of the velocity dispersion as a function of distance from the cluster center within our field. All populations have similar velocity dispersions along the radial (i.e., towards the cluster's center) component of the motion, µ rad . The velocity dispersions along the tangential component of the motion, µ tan , are instead significantly different between MS-I and MS-II stars, and between the six populations below the MS knee. These kinematic differences result in 1G stars (MS-I, populations A, B, and S 1 ) being isotropic or nearly isotropic, while 2G stars (MS-II, populations C, D and, S 2 ) are radially anisotropic. These results are consistent with what was found at large radial distances in two other massive GCs: 47 Tuc (Richer et al. 2013 ) and NGC 2808 (Bellini et al. 2015a) , and can be interpreted as 2G stars slowly diffusing towards the cluster's outer regions preferentially on radial orbits.
The µ tan distribution of ω Cen stars is found to be slightly skewed towards negative µ tan values. Recently, Heyl et al. (2017) also measured some degree of skewness in the µ tan distribution of 47 Tuc stars, and pointed towards differential rotation being the cause of the observed skewness. We found 1G stars to be slightly but significantly skewed, while 2G stars have a more symmetric µ tan distribution. In addition, the median values µ tan of each population indicate that 1G stars must have a higher velocity rotation in the plane of the sky than 2G stars.
We identified MS-I and MS-II over the entire m F606W magnitude range in our PM catalog, so that these pop-ulation meta-groups share over two magnitudes in common with the six populations below the MS knee. On the bright end of the MS, we used the photometric information of the shallower F275W, F336W, and F438W photometry and applied to them the same selection criteria used by Bellini et al. (2017c) to identify 15 distinct populations (organized into 5 main groups) in the core of the cluster. Using MS-I and MS-II stars as a common benchmark, we were able to link the six populations of Paper I to the 5 groups of Bellini et al. (2017c) . We find: population A ⇐⇒ rMS, B ⇐⇒ MSe, C ⇐⇒ MSd, D ⇐⇒ bMS. The connection of populations S 1 and S 2 to their brighter counterparts is less obvious. Using chemical abundance and kinematic arguments, we tentatively associated population S 1 to the MSe3 and MSe4 populations, and S 2 to the MSa.
We estimated the degree of energy equipartition of MS stars in the mass range 0.1 M 0.6. We find η MS = 0.030 ± 0.019. This value is consistent with the N -body simulations of Trenti & van der Marel (2013) , in which GCs reach at most only partial equipartition. We also estimated the level of energy equipartition separately for 1G (MS-I) and 2G (MS-II) stars. We found the former to have η MS−I = −0.007 ± 0.026 (no equipartition), and for the latter a value η MS−II = 0.074±0.029, only marginally greater than zero.
We make our astro-photometric catalog publicly available to the astronomical community through the ApJ website. A description of the catalog is given in Sect A.
Based on observations with the NASA/ESA Hubble Space Telescope, obtained at the Space Telescope Science Institute, which is operated by AURA, Inc., under NASA contract NAS 5-26555. AB , AJB, DA, ML, and JMR acknowledge support from STScI grant GO-14118. APM acknowledges support by the European Research Council through the ERC-StG 2016 project 716082 'GALFOR'. This work has made use of data from the European Space Agency (ESA) mission Gaia (https://www.cosmos.esa.int/gaia), processed by the Gaia Data Processing and Analysis Consortium (DPAC, https://www.cosmos.esa.int/web/ gaia/dpac/consortium). Funding for the DPAC has been provided by national institutions, in particular the institutions participating in the Gaia Multilateral Agreement. The Digitized Sky Surveys were produced at the Space Telescope Science Institute under U.S. Government grant NAG W-2166. The images of these surveys are based on photographic data obtained using the Oschin Schmidt Telescope on Palomar Mountain and the UK Schmidt Telescope. The plates were processed into the present compressed digital form with the permission of these institutions.
Facilities: HST(ACS, WFC3) Software: Fortran, SM APPENDIX A. DESCRIPTION OF THE ASTRO-PHOTOMETRIC CATALOGS The catalog presented here is divided into an astrometric file containing stellar positions and PMs, and one file per filter with the photometric information. These files contain the same number of ordered entries (one line per star) so that, e.g., the PM data of line 100 in the astrometric file and the photometry of line 100 of any of the photometric files refer to the same star. Table 4 shows the first 10 lines of the photometric file relative to the F814W filter. The o parameter tells us the initial (i.e., before neighbor subtraction) ratio between the light within the fitting radius due to nearby neighbors and the light of the star. The quantities n f and n u record in how many single exposures a star was found, and how many single measurements were used to compute photometric quantities, respectively. The local sky value around each star and its RMS are given in units of e − at the reference exposure time. To revert VEGA mag values back into instrumental magnitudes m (at the same reference exposure time), the user can simply subtract the adopted calibration zero points, which are given in Table 5 . Instrumental magnitudes can then be transformed into fluxes F in unit of electrons: F = 10 −0.4×m at the reference exposure time. This way, the user can apply selections based on sigmas over the sky background. A flag value of 99.99 is used for the magnitude RMS when photometry is based on only one measurement. A flag value of zero is used for all the other quantities when a star is not measured in a particular filter. Undertermined local sky values are flagged with a value of 0.0, together with the associated sky RMS.
An extract of the astrometric file is given in Table 6 . The X and Y positions refer to our right-handed Cartesian master frame, which has a pixel scale of 40 mas pixel 
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