ABSTRACT
INTRODUCTION
The Gemini Planet Imager (GPI) 1 
is a proposed Extreme Adaptive Optics Coronagraph which will enable direct imaging of extrasolar planets from the ground-based 8-meter Gemini telescope. The science-driven requirements for Adaptive Optics (AO) wavefront control are challenging and go beyond what has been accomplished by present AO systems. To met these requirements, several new technologies and algorithms are being developed and tested for GPI. These new items include the spatially filtered wavefront sensor (SFWFS)
2 (which prevents aliasing and enables much-improved phase compensated in the controllable spatial frequency band of the AO system 3 ), the computationally efficient wavefront reconstruction method Fourier Transform Reconstruction (FTR) 4 and its optimal, modal version Optimal Fourier Control (OFC), 5 6 Fig. 1 
the use of microelectromechanical systems (MEMS) mirrors for high-order wavefront compensation, and the use of a high-precision interferometric calibration system in the science leg of the instrument to provide real-time information about static residual errors.

This paper first details the complete wavefront control scheme that is being developed for GPI. Then it focusses in on two important aspects of this scheme which are being experimentally validated at the Laboratory for Adaptive Optics (LAO) extreme AO testbed: the ability to control a high-order MEMS mirror to 1 nm RMS error in band with the SFWFS and FTR, and the ability to manipulate and improve the wavefront control performance at the nm-level using calibration input from the science leg.
GPI SYSTEM DESIGN
System block diagram
EXPERIMENTAL TESTBED
Our high-contrast imaging testbed has been described in detail elsewhere. 15 A schematic of the setup is shown in Fig. 2 
PROPAGATION OF SYSTEM ERRORS
Static and quasi static errors in the science camera need to be minimized in GPI. Because these slowly varying errors do not average out (like errors due to WFS noise) they inhibit planet detection. These errors can be mitigated to some extent by imaging and data analysis techniques. These techniques can use multiple simultaneous images at different wavelengths, use images with different telescope field rotations or use reference stars.
Marois et al 18 has tested the these approaches at CFHT. Science camera errors can also be reduced through manipulation of the AO control system, specifically through the reference slopes. Use of reference slopes allows the AO system to be driven to create specific phase aberrations in a way independent of the reconstruction algorithm. 
An excellent discussion of how errors in the science leg and WFS leg affect each other in given in
ALIGNMENT OF THE WFS
21
To ensure the best possible alignment we rely on analytic models. These models allow us to quantify the amount of misalignment in the system and asses its impact on performance. These methods are incorporated into alignment procedures for the optics themselves to provide as good alignment as possible.
WFS optics aberrations
There exist aberrations in the WFS leg that cannot be removed through alignment. These include phase aberrations in the relay optics and individual flaws in the the lenslets. As of now, these errors can only be compensated for by measuring them accurately and using their values in the reference slopes. In the testbed these errors are 13 nm RMS in-band. 
Alignment of WFS lenslets to the WFS CCD
Also important is the pitch of the spot array on the CCD, which is the number of pixels between the centers of adjacent spots, assuming no aberrations are present. This pitch is given by the variable P . Ideally this pitch P is a whole number of pixels. We will assume that given the pitch P , each spot has a P × P pixel region which is used in slope computation. 
Translation of the CCD relative to the spot array is the easiest error to analyze and fix. The translation leads to constant slopes for that axis. This translates to tip and tilt in the science leg. If we tolerance the system to allow only a certain level of RMS error in the science leg, we can determine analytically how much uncompensated translation is allowed. Setting a limit of σ trans for the RMS error due to translation along one axis, the maximum shift is
T x = 8σ trans sλN(2)
pixels. Setting a limit of 10 nm RMS, the maximum translation for the LAO testbed is T x = 8.6 millipixels. For the GPI setup the translation is T x = 0.57 millipixels. As long as the overall spot motion is small, the translation in either axis will only introduce a bias and not change the gain of the WFS. As such, this error can be completely removed using reference slopes which correctly measure T x and T y . So this tolerance sets the error of the reference slopes off the true translation.
Magnification of the spots onto the pixels of the CCD results in a contraction or expansion of the spot array, which is a linear slope term. Magnification along the x-axis only effects the x-slopes and likewise magnification along the y-axis changes only the y-slopes. This linear slope signal results in a second-order phase term being seen by the science camera of the form
φ sci (x, y) = − sλ 2 P (M x − 1) x 2 2 + P (M y − 1) y 2 2 .(3)
Magnification along only one axis reconstructs to a parabolic cylinder. Equal magnifications reconstruct to focus; opposite amount scalings reconstruct to astigmatism. As above, tolerances can be set. If only one axis has magnification (e.g. the x-axis) then the allowable magnification range for a given RMS phase error σ mag in the science leg is
|M x − 1| < 64σ mag sP λN 2 .(4)
Impact of misalignment of lenslets to CCD
First we took references from a PSDI closed-loop run and then flattened the MEMS with the WFS. This provides a baseline set of references and a baseline error as seen by the PSDI. Then linear slopes for both x and y were added to the references, and the closed loop was run to convergence. A PSDI measurement was taken of the residual error. Subtracting out the baseline error signal should produce a pure focus, plus a low level of noise. We began this test by adding in slopes that had a change in value of 5 millipixels from one subaperture to the next. Using the system parameters, this converts to a 24 nm RMS phase error (all freqs) in the science leg. This was confirmed by the first measurement. (In fact, this protocol was used to verify the pixel size of the WFS, which is used in the slope calculation to convert from pixels of spot motion to nm of phase slope.) This process was repeated and at each iteration the amount of focus was halved. This method produced clean focus signals as seen by the PSDI down to a slope difference of 0.625 millipixels, which is 3 nm RMS
Alignment MEMS to the WFS lenslets
where A is a scaling constant and we have assumed that the actuator spacing d is 1. We can incorporate translation and magnification along the axes as 
and
We pick a specific mid-range spatial frequency and apply cosines for that pair k, l and the switch l, k. This ensures that there is no differential scaling due to spatial frequency location, since the WF and MEMS frequency responses should be symmetric. Given these measurement,
], we then estimate the parameters using the conjugate gradient technique, minimizing the error function
Our estimated parameters are denoted with hats (x 0 ) and our estimates of the slopes (based on the above formulas) are given by hats as well (x[m, n] ). This technique is quite accurate in our simulation codes. In practice on the testbed the estimates do suffer from noise, especially for x 0 and y 0 . This can be ameliorated, however, with more temporal averaging. [left] Lowpass-filtered residual phase error on the MEMS after flattening with WFS-FTR with best alignment and references. In this 9.2 mm aperture (27 subapertures across), the in-band RMS error is 1.00 nm.
Impact of misalignment of actuators to lenslets
PERFORMANCE RESULTS WITH REFERENCE SLOPES
[right] Spatial power spectrum of this residual error, log-color scale. This residual error is dominated by error at the edge of the controllable band and has a small low-order term. [left] Lowpass-filtered residual phase error on the MEMS after a single-step adjustment of the references, using the calibration system algorithm with the PSDI measurement of Fig. 5 . This is 0.70 nm RMS in-band.
[right] Spatial power spectrum of this residual error, log-color scale. Most of the correction occurred at high spatial frequencies. 
USE OF THE CALIBRATION SYSTEM
