Quantum computers are the ideal platform for quantum simulations. Given enough coherent operations and qubits, such machines can be leveraged to simulate strongly correlated materials, where intricate quantum effects give rise to counter-intuitive macroscopic phenomena such as hightemperature superconductivity. In this paper, we provide a gate decomposition and an architecture for a quantum simulator used to simulate the Fermi-Hubbard model in a hybrid variational quantum-classical algorithm. We propose a simple planar implementation-independent layout of qubits that can also be used to simulate more general fermionic systems. By working through a concrete application, we show the gate decomposition used to simulate the Hamiltonian of a cluster of the Fermi-Hubbard model. We briefly analyze the Trotter-Suzuki errors and estimate the scaling properties of the algorithm for more complex applications.
I. INTRODUCTION
Simulating quantum phenomena with classical computers is often hard. This observation originated the idea of universal quantum simulators, or quantum computers [1] . Since then, technology has advanced to the point where small collections of interacting quantum bits (qubits) can be fabricated, characterized and controlled to find the ground state energy of simple molecules [2] in quantum chemistry. Scaling to a few tens or hundreds of highly coherent qubits will open new ways to study classes of important but classically intractable problems. The prototypical non-integrable system where long-range entanglement and short-range fluctuations makes classical simulation prohibitive is the two-dimensional FermiHubbard model, where electrons can hop on a bipartite lattice with local Coulomb interaction [3] . The FermiHubbard model can be used to explain phenomena arising in Mott insulators and cuprate superconductors [4] . As in the simulation of quantum chemistry [2, [5] [6] [7] , the simulation of strongly correlated materials can also be improved by hybrid quantum-classical solver [8] [9] [10] [11] [12] [13] even if the number of interacting particles is in principle macroscopic.
To study phase transitions occuring in condensed matter systems, single-particle correlation functions containing the information of the dynamics of the excited states have to be computed. Correlated lattices can be approximated in variational algorithms by constraining the space of possible self-energies to that of a lattice of finite clusters [14] . The solutions can be refined systematically by increasing the size of the clusters, however the classical memory required to represent state vectors in the clusters Hilbert space increases exponentially with the number of simulated electronic orbitals in a cluster. We showed in earlier work [15] how to extend the range of applicability of variational classical cluster methods by leveraging small quantum computers. The quantum algorithm uses black-box time evolutions [16] without making any assumptions on the architecture of the underlying quantum computer. This paper is meant to extend the quantum algorithm and to present a natural architecture and gate decomposition as an example to a general-purpose quantum simulator for dynamical cluster methods. Such a device could significantly improve our capabilities to investigate and simulate the macroscopic properties of correlated systems of electrons.
Here we present four main results. First, a practical physical layout of the simulator can be made with two parallel chains of qubits with nearest-neighbor interactions and a control/probe qubit connected to all elements of the chains. The layout is fabrication-friendly as it has no crossing interaction lines, yet it can simulate Gibbs states of a lattice of arbitrary dimensionality. Second, there is a limited number of three-qubit gates that need to be tuned and benchmarked prior to a simulation, these gates are called "conditional imaginary swap" (c − ±iSWAP or iFredkin) with positive and negative varieties. Third, the toughest terms of a cluster Hamiltonian can be decomposed in a number of gates which is subquadratic in the size of the cluster. Finally, a numerical example is used to show that the Trotter-Suzuki approximations can reach arbitrary precision when noncommuting terms in the cluster Hamiltonian are propagated in time.
Specifically, the paper is structured in the following way. In section II, the Fermi-Hubbard is briefly introduced. In subsection II A, the core elements of the quantum solver are reviewed and an architecture is proprosed for a quantum simulator. In section III the gate decomposition of the time evolution of the cluster is given through the example of a 2 × 2 Fermi-Hubbard cluster. The Jordan-Wigner transformation used is shown in subsection III A and subsection II C introduces the notation used in the procedure to measure the correlation function and more notation concerning the mapping of qubits to spin orbitals. The explicit gate decomposition of important terms of the Fermi-Hubbard model are given in subsection III B. A short analysis of Trotter-Suzuki errors is done in subsection III C. Finally, the scaling properties of the quantum ressources involved in scaling the algorithm arXiv:1606.00208v1 [quant-ph] 1 Jun 2016 are analysed in section IV.
II. SOLVING THE FERMI-HUBBARD MODEL ON A QUANTUM COMPUTER
The model describes a simple electronic band in a periodic square lattice where electrons are free to hop between orbitals (or sites) with kinetic energy t and interact via a simple two-body Coulomb term U . The standard form of the Fermi-Hubbard Hamiltonian is given by
where µ is the chemical potential that controls the occupation of the band. The c iσ (c † iσ ) are the fermionic annihilation (creation) operators and the number operators are n iσ = c † iσ c iσ . Note that in the rest of this document, units are chosen such that = 1 and k B = 1. The hopping energy t = 1 is assumed to be the reference energy and inverse time unit. The model is analytically solvable in the tight-binding limit U t → 0 and the atomic limit t U → 0. For a finite U t , there is competition from different orders (antiferromagnetism, superconductivity) and no general solution is known for more than one dimension [17] . Many numerical methods have been developped to compute the thermodynamic properties of the FermiHubbard model [18, 19] . Dynamical mean field methods, unified under the broader self-energy functional theory, can asymptotically approach solutions of the model by simulating the dynamics of increasingly larger clusters that contain the information of the quantum fluctuations of the system. However, simulating those clusters on a classical computer is a task that requires an exponential amount of computing ressources as the cluster size is increased. A general introduction to the classical cluster methods and self-energy functional theory can be found in [14, 20] . In [15] , we showed how the important information of the clusters could be extracted from a quantum computer. In the next part, we explain how an architecture can be chosen for a quantum simulator such that the time evolution of any cluster Hamiltonian becomes very natural.
A. The layout of qubits
We introduced an hybrid quantum-classical solver in [15] to show how some parts of quantum cluster methods can be improved by executing them on universal quantum computers. We refer the readers to our previous work for discussion and details of the various parameters. In the present paper we show that there is a simple physical layout of qubits which implements naturally the quantum circuit of figure 1(a) . The circuit is used to prepare a Gibbs state of a cluster of the Fermi-Hubbard model in register S and output the single-particle correlation functions in register P (the operator O (τ ) is detailed in section II C). In principle the same type of circuit can simulate many other physical models, the FermiHubbard model is used as an example that encapsulates the essence of strongly correlated systems. Since each register performs a definite task in the algorithm, the qubit layout can also be divided into modules. A subtle but important difference to [15] consists in controlling the bath (B) + system (S) registers through qubit P . This significantly reduces the number of elements that have to be controlled on the quantum simulator chip. Since the extraction of the correlation functions is done by measuring the probability of M = 1 and given that S is in general in a mixed state, there is no clear advantage to using more than one qubit in register P . It can therefore be used to mediate the operations between register R and S + B in the Gibbs state preparation protocol (see figure 1(b) ). The suggested physical layout of qubits is shown in figure 2 , the qubits of R and S + B are aligned as parallel chains with nearest-neighbor interactions and all conditional operations from R are mediated through qubit P . An important feature of the proposed physical layout is the absence of overlapping interaction lines. Compared to a general purpose quantum computer, a dedicated quantum circuit has a much smaller set of gates that have to be tuned and benchmarked to solve a class of problems. Register R needs only to support single qubits Hadamard gates and the operations required for an inverse quantum Fourier transform (QFT † ), onlyubits are measured to determine the effective temperature β of the Gibbs state prepared (depending on the output s * , see [21] for details). The operations between P and B can all be reduced to controlled single qubits phase rotations as the bath is assumed to consists of independent spins. The operations between P and S require a more detailed analysis.
First, a one dimensional chain of qubits with local controls and nearest neighbor exchange interaction is sufficient to implement the simulation of a higher dimensional cluster of a correlated electrons system. The exchange interaction can be used to generate the iSWAP gate which can be used to implement any Pauli string arising from the Jordan-Wigner form of given fermionic cluster Hamiltonians [22] . Two dimensional clusters of the Fermi-Hubbard model can be simulated efficiently with a number of gates which scales sub-quadratically with the number of orbitals. Finally, using a TrotterSuzuki decomposition, the time evolution can be implemented accurately and with a better scaling than typical "hard" molecules [23] .
B. Jordan-Wigner transformation
Qubits in quantum computer are distinguishable objects, while electrons are not. In order to map the fermionic creation and annihilation operators of the Figure 1 . In (a), the circuit used to simulate the timedependent correlation function of the cluster Hamiltonian (14) is shown. The first part meant to generate a Gibbs state is taken from [21] . Register R is used in the modified phase estimation scheme to prepare a rectangular state between the bath and the system contained in register Q. When the bath is traced out the system channel is left in a Gibbs state from which the different correlation functions can be read from the one-qubit register P . The size of register Q depends on the number of orbitals in the simulated cluster (typically n = 2Lc) and the bath size (which should be some constant factor larger than the system register). Register R is used as a digital component and q should therefore be the size required for the desired floating point accuracy on reading s * . Note that the numbers in the controlled gates of register R denote the index of the qubit which is acting as the control. Figure ( b) shows how the interaction through register P is done. In total, 2q SWAP gates are required. Alternatively, only one swap per step can be used if the initial Hadamard gates from figure 1(a) are done directly on P .
Hamiltonian to the computational basis, a JordanWigner transformation [24] can be used. If there are n = 2L c electrons, then the Jordan-Wigner transformed creation operators are given by
This ensures that the fermionic anticommuation relation c iσ , c † jσ
= 0 are enforced. In this notation, Figure 2 . Proposed layout of physical qubits with no crossing interaction line. Boxes represent physical qubits in different labelled registers. Arbitrary single qubit gates are assumed to be implementable on every qubit. Solid lines are tunable exchange interactions (σx ⊗ σx + σy ⊗ σy). Early numerical work also suggests using tunable dispersive interactions (σz ⊗ σz) for the S − P and B − P connections to implement the required conditional two-qubit gates more efficiently. The interactions between the qubits in registers S (or B) and the qubit in P are used to implement conditional ±iSWAPs and controlled single-qubit gates. The interactions between the qubits in register R and the one in register P are only used to implement SWAP gates. The interactions between the qubits in R are used to implement QFT † on this register. Dashed lines are linked to qubits that are measured in the computational basis at the end of the protocol. There are only a very limited number of gates to benchmark and tune. The size the register R depends on the desired precision and accuracy of the Gibbs state preparation (floating point accuracy should roughly correspond to the quantum supremacy crossover for this register). The size of register S should be at least as large as the number of spin orbitals in the simulated cluster Hamiltonian and the size of register B is equal to the size of register S such that it can absorb the excess entropy of the Gibbs state preparation.
, σ − = σ † + and σ z = 2σ n − I, where σ n ≡ σ + σ − . The relations σ + σ z = σ + = −σ z σ + and σ z σ − = σ − = −σ − σ z can also be used. In this scheme, each spin orbital i ↑ is followed in tensored space by the spin orbital i ↓. This ordering is convenient to simplify the interaction terms of Fermi-Hubbard clusters as the Figure 3 . Circuit to measure the correlation function Cµν (τ ) from an input Gibbs state as explained in Ref. [15] . Register S initially contains a given Gibbs state at inverse temperature β and register P is a single qubit initialized in the zero state. P is put in a state superposition by applying a Hadamard gate H and then used to apply the controlled evolution sequence
−iH τ to the system channel. Finally the state superposition is reversed by a last Hadamard gate and the measurement in repeated to obtain the probability P (M), which returns information on the cluster Green's functionĜ
Coulomb interaction is confined to each site. As there is freedom in the ordering of the indices, for other models a good ordering should be chosen based on the symmetries of the simulated Hamiltonians. Note that for finite clusters the Jordan-Wigner transformation is in general independent of the dimensionality of the system.
C. Measuring the correlation function
In figure 1(a) , the Gibbs state produced in register S is conditionally evolved with gate O (τ ) for different times τ to measure the correlation functions. The precise decomposition of c−O (τ ) in fermionic operators and unitary Hamiltonian evolutions is shown in figure 3 [15] . Registers P and S are initially in the separable state |0 0| ⊗ ρ Gibbs (T ), where
and E m and |φ m are respectively the eigenenergies and eigenstates of H . A Hadamard gate is applied on P such that is is in the state
. Then a conditional Hermitianized creation/annihilation operator σ µ ∈ {X iσ , Y iσ } is applied on register S controlled from P . Since creation and annihilation operators are not invertible, they cannot be used as σ µ and σ ν directly. A trick consists in using a linear combination of the operators. For each electron site, the Hermitian X iσ and Y iσ operators are defined from (2) such that
Note that
For a cluster with L c site, it is convenient to order the Jordan-Wigner basis such that up/down spins orbitals for each site are adjacents:
These operators must be implemented as operations controlled from register P ,
for spins ↑ / ↓ and i between 1 and L c . These operators are easy to construct using the method found in [22] and the types of sequences found in the next section. Following the first c−σ µ operation, the S register is conditionally evolved with the cluster Hamiltonian H :
Section III is dedicated to the precise gate decompostion of (8) as it was treated as a black-box in [15] . After the second c−σ ν operation and the reverse conditional time evolution is applied, register P is measured and register S can be discarded. The measured probability outcomes are recorded for each time τ C µν (τ ) = 2 (P µν (M = 0, τ ) − P µν (M = 1, τ )) (9) such that the elements of the Nambu Green's function can be computed from the inverse transformation
(10) A simple Fourier transform then yield the retarded Green's function G R µν (ω) which is used to iterated the classical algorithm until a saddle-point ∂Ωt ∂t = 0 of the Potthoff self-energy function is found. Depending on the symmetries of the cluster Hamiltonian, some terms in (10) may be zero at all time (e.g. if there is no pairing or spin-orbit interaction) and can be removed from the computation for speed-up or used to monitor possible errors coming from noise or other sources.
Let's remark that (9) can be expanded into a Taylor series
The coefficients are also the moment of the Green's function in the Lehmann representation such that the coefficient which can be measured as the time derivative of (9) at τ → 0:
The retarded Green's function is then given by
where η is the small parameter of the analytical continuation of the retarded function. In practice it can also be seen as an effective inverse simulated time (or "decoherence rate"). If one can measure several cycles of the correlation functions (11) , then the extracted spectra will be sharply defined and η can be considered effectively small with respect to all simulated energies in the cluster Hamiltonian. In the other limit, if there is too much decoherence in the quantum simulator the measured correlation functions will be flat and no information can be extracted about the frequency dependence of (13), η is then effectively related to the decoherence rate if it limits the simulated time.
III. TIME EVOLUTION OF THE CLUSTER HAMILTONIAN
In this section we will show how a typical trial cluster Hamiltonian for the Fermi-Hubbard model in 2D can be implemented accurately using a reasonable number of gates. In order to keep the notation straightforward, this is done through the example of a 2 × 2 cluster with magnetic and superconducting trial terms which can be easily generalized to larger sizes and higher dimensions. After introducing the cluster Hamiltonian and some notation, the gates for the implementation of (8) will be shown for the example and a numerical estimate of the TrotterSuzuki error will be provided. Along the way, "conditional imaginary swaps" or c − ±iSWAPs will be introduced as three-qubit quantum gates pratical for quantum simulations. Although they can be viewed as a complements to the traditional Toffoli (c − c − NOT) and Fredkin (c − SWAP) gates [25] , the positive or negative imaginary phase in the "±iFredkin" gates has no classical analog and makes them truly quantum operations.
A. Hamiltonian of a cluster
Each cluster includes only a small subset of the terms of the original lattice and variational terms must also be included to account for possible long-range order. For convenience, let's assume a square lattice with constant spacing a. It is broken down into N c clusters each with L c s-shell sites with two electrons each (spin up ↑ and spin down ↓). The Hamiltonian of each cluster is given by
where H kin is the kinetic term, H int is the local Coulomb interaction, H s−pair and H d x 2 −y 2 are variational pairing terms, H local is a variational chemical potential term and H AF is a variational Néel antiferromagnetic term. The variational self-energy functional method support many different Hamiltonian terms and models as long as the two-body interaction term is "local" enough that a cluster decomposition can be made without cutting any interaction link. Figure 4 show how the qubits of S register are labelled to represent the electronic structure of the cluster and requires 2L c qubits (1 qubit = 1 spin-orbital). Since the qubits are effectively distinguishable spins, the JordanWigner transformation from section II B must be used to model accurately the fermionic statistics of indistinguishable electrons. The sites are simply assumed to be labelled sequentially when counting the gate numbers for larger cluster sizes in section IV.
Some convenient Pauli strings
To define the Hamiltonian terms of (14) in the Jordan-Wigner basis, it is useful to introduce the following strings of Pauli matrices. The hopping part of the Hamiltonian usually contains terms of the form
where j > i between 1 and L c . These strings have the property [T Lcσ (i, j) , T Lcσ (i , j )] = 0. The chemical potential and the variational antiferromagnetic terms built from n iσ operators have strings of the form
Since T Lc (i, j) and T Lc (i) conserve total spin in the Pauli basis, they are also number conserving in the occupation basis.
in this case, j > i can be anything between 1 and L c . D Lc (i, j) does not conserve total spin in the Pauli basis and it is not conserving in the occupation basis. The D Lcσ (i, j) are used to represent pairing operators between differents sites in the Pauli basis.
The D Lc (i) operators are used to represent local pairing operators in the Pauli basis.
B. Gate decomposition
Here we proceed to decomposing the terms of the cluster Hamiltonian (14) . This is not an exhaustive list of all possible variational terms nor of the detailed decomposition method as it is covered in [22] . The aim is to provide an estimate of the number of quantum gates required during the simulation of the Fermi-Hubbard model. It is also shown that different blocks of the cluster Hamiltonian can be implemented exactly. The time evolution of the blocks that do not commute can be approximated by a Trotter-Suzuki approximation detailed in section (III C).
Let's note we are using H = 
It has the nice property that it can be used to manipulate Pauli strings that appear in the Jordan-Wigner representation:
To implement a conditional evolution gates of the form (8), we introduce c − ±iSWAPs as fundamental 3-qubit gates for quantum simulations. These gates come only in two varieties (±) for each triple of qubits (qubit P and two adjacent qubits in S). Since all other operations are conditional single-qubit gates, they are expected to be the most time-consuming operations and therefore they are used to benchmark the scaling properties of the algorithm. Let's note that there appears to be numerical evidence that coupling the P and the S registers with tunable σ z ⊗ σ z interactions greatly simplifies the implementation of the c − ±iSWAP gates [26] . This somewhat extends the toolset of three-qubit gates for reversible quantum computation, which already contains Toffoli and Fredkin gates. "Conditional single-qubit gates" is abbreviated by c − SQG.
Local terms
Local terms are all one-body terms composed with the n iσ operators. This includes the chemical potential
which is kept as a variational term to enforce the thermodynamic consistency of the electronic occupation value. The T Lcσ (i) strings are given by (16) . The variational Néel antiferromagnetic Weiss field is also a local term which takes the form
where Q = (π, π) is the antiferromagnetic wavevector and R i is the position of the site in units of a. These terms all commute between each other and do not require any c − ±iSWAP, only 2L c c−R Θ σn are required, where
The gate sequence is shown in figure 5 .
Interaction terms
The fixed interaction terms are given by
where the T Lcσ (i) strings are given by (16) . figure 5 , then only the ressources from the interaction terms have to be counted) are required to implement the evolution of H int +H local +H AF . These term are simple to implement and they commute with the local terms H local and H AF , so they should be done in sequence.
Hopping terms
The hopping terms between nearest-neighbors is given by
for all neighboring orbitals i, j such that j > i. The summation i,j has 2 L c − √ L c nearestneighbor vertices. The T Lcσ (i, j) strings are given by (15) .
From figures 7(a) and 7(b), it can seen that 4
σy are required to exactly implement the evolution of H kin . It may be possible to reduce these numbers by some constant factor if the whole sequence is precompiled and trivially cancelling operations are removed. The alternance of the positive and negative variants of the c − iSWAP gates enforces the anticommutativity of the fermionic terms. The main difficulties of the Fermi-Hubbard model arise from the fact that [H kin , H int ] = 0, a Trotter-Suzuki approximation must be used to evolve both terms at the same time.
S-wave pairing terms
To verify that the (U < 0) Fermi-Hubbard model supports s-wave superconductivity, a variational singlet pairing term can be introduced as 
D-wave pairing terms
A superconducting d x 2 −y 2 singlet pairing term takes the form [20] 
between nearest-neighbor site, where R are the vector positions of the sites in the cluster in units of a and
The D Lcσ (i, j) strings are given by 17. From figures 9(a), 9(b) and 9(c), it can seen that 4 
σy are required to implement the evolution of H d x 2 −y 2 . It may be possible to reduce these numbers by some constant factor if the whole sequence is precompiled and trivially cancelling operations are removed. Interestingly, H kin , H d x 2 −y 2 = 0 and the two terms of the cluster can be grouped together to simulate their exact evolution.
C. The Trotter-Suzuki approximation
Typically, the terms of the cluster Hamiltonian (14) do not commute and a Trotter-Suzuki approximation [11, 23, 27 ] must be used. Here is the procedure to make the mapping that requires no oracle black box for H . The Hamiltonian (14) is broken into M non-commuting parts such that
Each time-step ∆τ evolution of the cluster Hamiltonian can be simulated with n T Trotter-Suzuki steps
(30) It should be noted that those time-steps set the upper bound in the simulated energy spectrum which should scale as ω max ∝ 1 ∆τ , while the lowest energy should scale at the inverse of the total simulation time.
The cluster Hamiltonian H has 3 non-commuting blocks: H z ≡ H local + H int − H AF , H kin + H d x 2 −y 2 and H s−pair , the commutation relations are given in table (I). All blocks are skew-hermitians such that H i = H * i . The time evolution of each time block can be done exactly. The worst-case Trotter-Suzuki decomposition arises when all variational parameters have a non-zero value at some point during the saddle-point search. In this case a single Trotter-Suzuki step could be decomposed as 
Ruth's formula [27, 28] can also be used recursively 
by replacing A and B by the correct cluster Hamiltonian terms.
Ruth's formula is more precise but has a larger overhead in term is gate count. In a Trotter-Suzuki step, the hopping term e −iH kin ∆τ and e Figure  10 provides a practical effective bound on the error by looking at an extreme case of non-commuting variational parameters all applied at the same time. The error is given for a fixed evolution time by a varying step size. A step size ∆τ < 10 −2 achieve an error ∼ 10 −5 using a recursive Trotter-Suzuki formula and an error ∼ 10 −10 using a recursive Ruth formula. Not considering all variational parameters at the same time significantly reduces the length of the decomposition.
IV. SCALING TO LARGER CLUSTERS
The resource requirements of the algorithm are given in table II by giving examples for the 1D, 2D and 3D Fermi-Hubbard model. The 1D model can be solved ana- lytically and can be used as a benchmark. The 3D model is meant to show that the method scales to higher dimensions. All ressources only include the P and S registers, the scaling of registers R and B are analyzed in details in [21] .While the size of the Hilbert space required to store the density matrix scales exponentially with the number of spin orbitals, the number of qubits required in register S scales linearly. The number of correlation functions to measure, which corresponds to the amount of classical information to extract from the quantum simulator, scales quadratically with the size of the cluster.The number of conditional single-qubits gates and the number of c − ±iSWAPs that have to be benchmarked and tuned also scales linearly with the size of the system, which is
