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1. Einleitung
Der stetige technische Fortschritt in allen Teilen der Erde fu¨hrt zu einer ebenso stetig steigen-
den Abha¨ngigkeit von ubiquita¨r verteilten elektronischen Einrichtungen und Komponenten.
Hiermit werden viele multimediale, infrastrukturelle und sicherheitsrelevante Anwendungen
und Dienste ermo¨glicht, bei allerdings steigender Gefahr zahlreicher neuartiger Bedrohun-
gen, wodurch sich bei Polizei- und Sicherheitskra¨ften in der Zukunft ein gro¨ßerer Bedarf
an HPEM-Systemen, zur beabsichtigten Erzeugung von Interferenzumgebungen in Krisensi-
tuationen, um z.B. ferngesteuerte Sprengladungen zu sto¨ren oder Kommunikation allgemein
wirksam in einem bestimmten Bereich zu unterbinden, entwickelt. Im dritten Gefahrenbericht
der Schutzkommission beim Bundesminister des Inneren [ziv06] wird auf die Bedeutung von
HPEM-Quellen sowohl als mo¨gliche Gefa¨hrdung der zivilen, elektronischen Infrastruktur als
auch auf deren mo¨gliche milita¨rische Bedeutung in den letzten Jahren hingewiesen. Es wird
in dem Bericht festgestellt, dass es noch keine internationalen Normen fu¨r HPEM-Wirkungen
gibt und dass ein genereller Schutz gegen HPEM bei kommerziellen elektronischen Kompo-
nenten nicht existiert.
Diese neuartigen Anforderungen an flexibel einsetzbare HPEM-Systeme haben basierend
auf dem abgedeckten Frequenzspektrum zur Definition von Intentional Electromagnetic En-
vironments (IEME) gefu¨hrt [GTB06]. Man unterscheidet gepulste schmalbandige Signale,
welche als HPM (High-Power-Microwaves)-Umgebung bezeichnet werden sowie die UWB
(Ultra-Wideband-Pulse)-Umgebung. Die UWB Umgebung hat eine viel kleinere spektrale
Leistungsdichte als die HPM-Umgebung. Der Frequenzbereich zur Einflussnahme auf Elek-
tronik mittels elektromagnetischer Wellen liegt nach dieser Spezifikation zwischen 200 MHz
und 5 GHz (Bild 1.1).
Die HPEM-Systeme erreichen hierbei Bandbreiten zwischen 1% und 200%. Ein anderer
Frequenzbereich von Interesse liegt bei 100 GHz und kann physiologische Effekte erzielen.
Die abgestrahlte HPEM-Strahlung erreicht typischerweise Feldsta¨rken von mehr als 100V
m
am
Bild 1.1.: HPEM-Umgebungen
1
1. Einleitung
Wirkort, welcher, je nach Gro¨ße der eingesetzten Antenne und Leistung der Signalquelle, bis
zu einige Kilometern vom Ausgangspunkt entfernt sein kann [GT04a].
Im Rahmen der Arbeit sollen Mo¨glichkeiten aufgezeigt werden, u¨ber sehr große Frequenz-
bereiche diese elektromagnetische Strahlung richtungsgebu¨ndelt einzusetzen. Hierbei stehen
planare Realisierungen im Vordergrund, z.B. zur Implementierung auf mobilen Tra¨gerplatt-
formen (z.B. Lastkraftwagen). Ein Schwerpunkt der Untersuchung liegt in der Behandlung
von True-Time-Delay-Beamformern und sehr breitbandigen Antennenkonzepten fu¨r Leistun-
gen von mindestens einigen Kilowatt, welche die Basis eines solchen Systems bilden. Hierbei
werden geeignete Kriterien im Frequenz- als auch im Zeitbereich erfu¨llt und die Grundlagen
fu¨r den Aufbau von HPEM-Systemen mit elektronischer Strahlschwenkung geschaffen.
1.1. Hintergrund dieser Arbeit
Diese Arbeit ist angesiedelt zwischen dem Thema der ultrabreitbandigen Antennenarrays und
dem Gebiet der HPEM-Systeme, so dass an dieser Stelle ein ¨Uberblick u¨ber den aktuellen
Stand der Forschung und Entwicklung in diesem Bereich steht. Fu¨r ein breitbandiges HPEM-
System im UWB Bereich beno¨tigt man eine breitbandige Pulsquelle, eine mechanische oder
elektrische Beamschwenkung, sowie eine oder mehrere Antennen.
1.1.1. Elektromagnetische Hochleistungsimpulse
Als elektromagnetischer Hochleistungsimpuls (EMP) wird allgemein ein breitbandiger und
hochenergetischer elektromagnetischer Ausgleichsvorgang bezeichnet. Der wohl bekannteste
EMP wird durch einen einfachen Blitz erzeugt, bei dem durch statische Aufladungsvorga¨nge
eine Feldsta¨rke von ca. 3 · 103 kV
m
entsteht. Die im Blitzkanal fließenden Stro¨me erzeugen elek-
tromagnetische Wellen von einigen kHz bis zu 1MHz.
Der nukleare elektromagnetische Impuls (NEMP) entsteht durch eine nukleare Detonati-
on. Die hierbei erzeugte γ- Strahlung lo¨st Elektronen aus den Atomverba¨nden heraus. Diese
sogenannten Compton-Elektronen entfernen sich in radialer Richtung und erzeugen so das
elektromagnetische Feld. Der Impuls erreicht eine Spitzenfeldsta¨rke von ca. 50kV
m
[Wil85].
Im Gegensatz dazu kann ein elektromagnetischer Impuls auch direkt mithilfe der Halblei-
tertechnik und breitbandigen Antennen erzeugt werden. Untersuchungen haben gezeigt, dass
fu¨r die Funktionsbeeintra¨chtigung oder Zersto¨rung elektronischer Bauteile Impulse im Fre-
quenzband 200MHz bis 5GHz geeignet sind [GTB06]. Dabei werden nicht, wie bei einem
NEMP einzelne Impulse abgestrahlt, sondern eine Folge mo¨glichst vieler Impulse in einer
mo¨glichst kurzen Zeit. Zum Einsatz kommen dabei beispielsweise durch Licht gezu¨ndete
Halbleiterschalter aus Si oder GaAs. Diese bieten gegenu¨ber normalen Halbleiterschaltern
u.a. neben einer ho¨heren Spitzenspannung und einem ho¨heren Spitzenstrom auch den bes-
seren Wirkungsgrad, ku¨rzere Impulsanstiegs- und abfallzeiten und ho¨here Pulswiederholra-
ten [Dem93].
Ein solcher Impuls soll von einem mobilen System aus abgestrahlt werden, um gezielt die
Halbleiteru¨berga¨nge in elektronischen Baugruppen zu sto¨ren oder zu bescha¨digen. Dies fu¨hrt
direkt zum Ausfall des bestrahlten Gera¨tes. Im Falle eines Mobiltelefons ko¨nnte beispielswei-
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se die Fernzu¨ndung eines Sprengsatzes gesto¨rt werden. Auch ein mit einem Fahrzeug Amok-
laufender ko¨nnte durch Zersto¨ren der Motorsteuerung zum Anhalten gezwungen werden.
1.1.2. HPEM-Systeme
Bei den hier betrachteten Systemen, handelt es sich ausschließlich um abstrahlende HPEM-
Vorrichtungen, nicht um leitungsgebundene HPEM-Wirkmechanismen. Nach [GT04a] ko¨nnen
IEME unterschiedlich klassifiziert werden, z.B. anhand des am Wirkort einfallenden Feldes,
was sich folgendermaßen darstellt:
• Ein einzelner monochromatischer Puls der sich zyklisch wiederholt (ein schmalbandi-
ges intensives Signal).
• Ein sog. Burst, der sich aus mehreren monochromatischen Pulsen zusammensetzt, wel-
che ebenfalls zyklisch wiederholt werden.
• Ein ultrabreitbandiger Puls (spektrale Komponenten von einigen 100 MHz bis zu meh-
reren GHz).
• Ein Burst aus vielen ultrabreitbandigen Impulsen.
Eine wichtige Klassifizierung von IEMEs ergibt sich auch durch Betrachtung der erzeugten
Feldsta¨rke an einem bestimmten Ort. Um die Reichweite (d.h. die Feldsta¨rke in Abha¨ngig-
keit der Entfernung) zu berechnen, ist es zuna¨chst notwendig das effektive E-Feld an der
Apertur einer Aperturantenne zu bestimmen. Das ist in Gleichung 1.1 gegeben [GT04b].
ZF0 = 120πΩ ist hierbei der Freiraum-Wellenwiderstand und A die Apertur der Antenne.
Das effektive E-Feld steigt dabei mit der Wurzel der gesendeten Leistung.
E0 =
√
P ·ZF0
A
(1.1)
Aussagekra¨ftiger ist das abgestrahlte effektive E-Feld in einer bestimmten Entfernung unter
Fernfeldannahme, Freiraumausbreitung in homogener Materie und ohne Hindernisse fu¨r ein
monochromatisches Dauerstrichsignal [GW98]:
Ef = E0 ·A · 1
r ·λ =
√
P ·ZF0 ·A
r ·λ . (1.2)
Es verha¨lt sich antiproportional zur Entfernung und zur Wellenla¨nge, sowie proportio-
nal zur Quadratwurzel der Antennenapertur. Mit großen Antennenaperturen und hohen Fre-
quenzen erreicht man also die ho¨chsten Fernfeldfeldsta¨rken. Um verschiedene elektrische
Feldsta¨rken im Fernfeld miteinander vergleichen zu ko¨nnen, kann man eine Fernfeld-Spannung
definieren, die sich aus der u¨ber der Entfernung normierten maximalen E-Feldsta¨rke ergibt
Uf = r ·Ef =
√
P ·ZF0 ·A
λ
. (1.3)
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Zwischen der Antennenwirkfla¨che und dem Gewinn besteht ein linearer Zusammenhang:
Aw = G · λ
2
4π
(1.4)
Erweitert man eine Antenne zu einem Antennenarray ergibt sich automatisch eine Ver-
gro¨ßerung der Antennenwirkfla¨che und damit auch des Gewinns um den Faktor N . Setzt man
(1.4) in (1.2) fu¨r die Apertur A ein, ergibt sich fu¨r ein Antennenarray folgender Zusammen-
hang zwischen der abgestrahlten Feldsta¨rke und der Anzahl der Elemente N in einem Array:
Ef,a = Ef ·
√
N (1.5)
Die folgende Tabelle aus [GT04a] liefert einen ¨Uberblick u¨ber erzielbare Feldsta¨rken in
Abha¨ngigkeit von der Eingangsleistung und der Frequenz. Hierbei wird eine Apertur von
10m2 angenommen. Mit einer Eingangsleisutng von 2 kW ko¨nnen bereits Feldsta¨rken zwi-
schen 500 MHz und 3 GHz erzielt werden, welche eine gravierende Gefa¨hrdung fu¨r elektro-
nische Komponenten darstellen [BST02].
(a)
Pin = 2 kW Pin = 20 kW
f/GHz 0,5 1 2 3 0,5 1 2 3
Uf/kV 4,57 9,13 18,27 27,40 457 913 1803 2740
Tabelle 1.1.: Auf den Abstand normierte erzielbare E-Feldsta¨rke
Fu¨r die Erzeugung der notwendigen Apertur werden in [GT04a] TEM-Ho¨rner und Reflek-
torantennen genannt, welche durch TEM-Leitungen gespeist werden. Es wird dort auf die
Anordnung von TEM-Ho¨rnern im Array hingewiesen, jedoch werden keine Ergebnisse zur
Strahlschwenkung dargestellt. Auf geeignete Antennen wird in Kapitel 5.1 eingegangen.
Als Leistungsquellen fu¨r HPEM-Systeme ko¨nnen bereits kommerzielle Magnetrons, wie sie
in Mikrowelleno¨fen verbaut werden, genannt werden. Diese sind sehr schmalbandig und er-
reichen Leistungen bis ca. 2 kW. Auch kommerzielle oder milita¨rische Radarsysteme ko¨nnen
bei leichter Modifikation als HPEM-System gebraucht werden und erreichen Spitzenaus-
gangsleistungspegel der verwendeten Mikrowellenro¨hren von mehreren Megawatt. Jedoch
sind solche Anlagen in der Regel großtechnische Anlagen, welche der Forderung nach Mobi-
lita¨t nur schwer gerecht werden ko¨nnen. Im milita¨rischen Bereich gibt es des Weiteren viele
nicht o¨ffentlich zuga¨ngliche Sto¨rsender, welche z.B. in Flugzeugen dazu verwendet werden,
Sto¨rstrahlung auszusenden und hierbei in erster Linie dazu dienen, andere Radarempfa¨nger
mit falscher Information zu versorgen. Die Zielsetzung bei HPEM-Systemen im Frequenzbe-
reich zwischen 200 MHz bis 5 GHz geht u¨ber die Zielsetzung dieser genannten Sto¨rsysteme
hinaus. Durch unvermeidbare Fehler in der Abschirmungstopologie elektrischer Baugruppen
ko¨nnen Felder in diesem Frequenzbereich eindringen und Sto¨rungen bzw. Scha¨den verursa-
chen. So sind z.B. die physischen Abmessungen von Baugruppengeha¨usen zwischen 1 und 2
GHz resonant. Auch typische Durchfu¨hrungsabmessungen, Schlitze, Lo¨cher etc. eignen sich
zum Einkoppeln von HPEM-Feldern. Erreicht der Feldsta¨rkepegel einige V
m
so ko¨nnen z.B.
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logische Schaltzusta¨nde vera¨ndert werden. Um Halbleiteru¨berga¨nge physisch zu zersto¨ren
werden einige kV
m
beno¨tigt [IEC04a].
In [SBNea04] wird ein ¨Uberblick u¨ber die wichtigsten schmalbandigen HPEM-Systeme, wel-
che weltweit in der Entwicklung sind, gegeben: Swedish Microwave Test Facility (MTF), Ori-
on, Hyperion, Supra. Hierbei handelt es sich allerdings nicht um mobile Einsatzsysteme, son-
dern um Testgela¨nde fu¨r z.B. Flugzeuge oder Autos. Diese Einrichtungen weisen auch keiner-
lei Strahlschwenkung auf. Einen ¨Uberblick u¨ber breitbandige HPEM-Systeme gibt [PBT04].
Ein Schwerpunkt liegt hier auf Impulsquellen hoher Leistung. Es handelt sich um Systeme mit
nur einer Antenne, welche einen transienten Impuls abstrahlen. Auch hier wird das Thema Mi-
niaturisierung oder Strahlschwenkung nicht angesprochen. Das System THOR ist in der Lage
Leistung im Bereich von 200 MHz bis 1 GHz abzustrahlen. Es gibt ebenfalls Ausfu¨hrungen
mit Parabolspiegel-Antennen.
Der gegebene ¨Uberblick verdeutlicht, dass es derzeit keine
”
kleinen“ und mobilen HPEM-
Systeme mit elektronischer Strahlschwenkung gibt. Ein Realisierungsansatz fu¨r ein solches
System ist ein ultrabreitbandiges Antennenarray mit frequenzunabha¨ngigem Beamformer mit
mehreren Signalquellen und/oder schaltbaren Strahlungsrichtungen. Die Grundlagen fu¨r ein
solches System werden basierend auf der Theorie u¨ber Phased Arrays unter den Randbe-
dingungen speziell fu¨r HPEM-Systeme abgeleitet werden. Insbesondere unter dem Aspekt,
dass unter Umsta¨nden bereits die Quellen Signale hoher Leistung bzw. Pulse hoher Spitzen-
spannung liefern, sind weitgehend passive Beamformer mit hoher Spannungsfestigkeit von
Vorteil. Als Beamformer kommt z.B. eine Rotman-Linse in Frage, welche im Gegensatz zur
Realisierung mit aktiver Elektronik (FIR-Filter), diesen Vorteil hat. Der na¨chste Abschnitt
stellt den Stand der Technik in dieser Richtung dar.
1.1.3. Phased Arrays und Rotman-Linse
Da es sich bei dem vorgeschlagenen Konzept fu¨r das HPEM-System um einen Phased Ar-
ray Ansatz handelt, soll ein kurzer ¨Uberblick u¨ber derzeitige Entwicklungen gegeben werden.
In [Bro06] werden einige Radarsysteme mit Phased Array Antennen dargestellt. Erwa¨hnt wird
ein aktives MMIC-Radar mit einer Bandbreite von 2,5:1, welches mit Hilfe einer Rotman-
Linse den Beam schwenkt. Dieses Radargera¨t bietet daru¨ber hinaus die Mo¨glichkeit
”
elektro-
magnetische Gegenmaßnahmen“ anzuwenden. Eine weitere Detaillierung ist in der o¨ffentli-
chen Literatur nicht zuga¨nglich. Weiterhin erwa¨hnenswert sind Arbeiten zu Digital Beamfor-
ming [YFW03], [You04], wobei die prozessierbare Bandbreite direkt von der Taktfrequenz
der hierzu beno¨tigten Digital-Analog-Wandler abha¨ngt und zur Verwendung von Rotman-
Linsen [Rot63] fu¨r sehr breitbandige Arrays. Digitale Beamforming-Technologien eignen
sich prinzipiell dazu Phasen- und Amplitudenvariationen frequenzabha¨ngig einzustellen. Je-
doch erreicht keines der heutigen DBF-Radarsysteme die beno¨tigte Bandbreite beim Sen-
den fu¨r das hier vorgeschlagene HPEM-System. Auch die hohen auftretenden Spannungen
bzw. Leistungen direkt am Ausgang der Signalquelle limitieren die Einsetzbarkeit der meisten
Beamforming-Techniken. Um den Beam in eine bestimmte Richtung u¨ber einen breiten Fre-
quenzbereich stationa¨r zu halten, wird jedes Antennenelement mit einer frequenzabha¨ngigen
Phasenbelegung versehen [Joh06]. Die bekanntesten Mo¨glichkeiten sind elektronisch ansteu-
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erbare Ferritphasenschieber oder Halbleiterdiodenphasenschieber. Die Phasenschieber wer-
den in zwei fundamentale Gruppen eingeteilt:
• Constant-Phase-Type (CPT) Phasenschieber
• True-Time-Delay (TTD) Phasenschieber
Werden TTD-Phasenschieber verwendet, so werden die Signale fu¨r jede Antenne derart verzo¨gert,
dass durch die Verzo¨gerung die Phase entsprechend der derzeitigen Frequenz angepasst ist
[So¨r05]. Die Phasenverteilung u¨ber der Arrayapertur, die von diesen Time-Delays erzeugt
wird, entspricht jener der Phasenfront der abgestrahlten Wellenfront und zwar unabha¨ngig
von der Momentanfrequenz. Folglich bleibt die Beam-Position u¨ber der Frequenz stationa¨r, so
dass die Antennengruppe theoretisch fu¨r alle Schwenkwinkel eine unendliche Frequenzband-
breite hat. Dieser Sachverhalt gilt sowohl fu¨r Dauerstrichsignale im Frequenzbereich als auch
fu¨r impulsartige Signale im Zeitbereich. Bei der ¨Ubertragung eines impulsartigen Signals
wird dessen Form durch ein TTD Speisenetzwerk, bis auf eine Da¨mpfung, nicht verzerrt. Zur
Erzeugung eines TTD-Speisenetzwerks gibt es folgende Mo¨glichkeiten der Realisierung:
• Schalten von HF-Leitungen (Microstrip, Koaxial, Hohlleiter).
• Schalten von optischen Leitungen.
• Verwendung von HF-Linsen, insbesondere Rotman-Linsen.
Einen ¨Uberblick u¨ber den Stand der Technik beim Design und der Anwendung von Rotman-
Linsen gibt [MCS05]. Dort werden einige Designmethoden kurz angerissen. Der Entwurf von
Rotman-Linsen ist in der Literatur meist auf Basis von strahlenoptischen Modellen beschrie-
ben [Sim04]. Anhand dieser Modelle folgen Koordinaten fu¨r die Einspeise- und Auspeise-
punkte, zusa¨tzliche Ausgleichsleitungen und die Orte der Antennenspeisepunkte. Das theore-
tische Design macht jedoch keine Aussage u¨ber die Randbereiche der Linse. Theoretische
Verbesserungen der urspru¨nglichen Rotman-Linse finden sich in [Gag89], eine Verbesse-
rung der Fokussierung basierend auf dem Snell’schen Gesetz, in finden sich Untersuchungen
zum Phasenfehler und dessen Parameterabha¨ngigkeiten, in [Kat84] wird eine modifizierte
Version der strahlenoptischen Designregeln vorgestellt. Die Randbereiche haben gravieren-
den Einfluss auf die Wellenausbreitung innerhalb der Parallelplattenregion. Das Design der
Randbereiche erfolgt mit Hilfe numerischer und empirischer Verfahren [WKN07], [HHA02],
[MS89], [RP05] und [PR99], woraus sich ableiten la¨sst, dass eine gewisse Ausdehnung des
Randbereichs erforderlich ist. Dieser muss bei einer Hohlleiterausfu¨hrung mit Absorbermate-
rial ausgestattet, bei einer Microstrip / Stripline / Finline Ausfu¨hrung mit Dummyports abge-
schlossen werden. Eine analytische Erfassung dieses Randbereiches ist in der o¨ffentlichen Li-
teratur nicht verfu¨gbar. Weitere Effekte beim realen Aufbau sind die Auswirkungen der nich-
tidealen Ports. In [LLRY07] wird ein dreieckiger Taper zur Anpassung der 50Ω-Leitungen an
die Parallelplattenregion vorgeschlagen. Die Autoren von [SSG03] schlagen eine planare Lin-
se mit Eingangs- und Ausgangskontur gleicher Ho¨he vor, um die Phasenfehler zu minimieren.
Dieser Ansatz wird jedoch in den meisten anderen Vero¨ffentlichungen nicht verfolgt. Vor al-
lem fu¨r die Miniaturisierung der planaren Ausfu¨hrungen der Rotman-Linse werden in [JB01]
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Skalierungsregeln fu¨r unterschiedliche Dielektrizita¨tskonstanten gezeigt. Diese fu¨hren zu ei-
ner verbesserten Ausrichtung der beiden Konturen der Linse. In [SM06] wird die Verwendung
von zwei unterschiedlich permittiven Regionen innerhalb der Linse vorgeschlagen, um durch
Beugungseffekte an der dielektrischen Grenzfla¨che mehr Leistung zu den Auskopplungspunk-
ten zu transferieren. Eine detaillierte Ableitung der abgea¨nderten Designgleichungen fehlt je-
doch. Die Verwendung einer reinen dielektrischen Linse, welche auf der Anregung von sub-
stratgefu¨hrten Oberfla¨chenwellen beruht wird in [WD06] pra¨sentiert. Dieser Ansatz ist viel
versprechend hinsichtlich einer weitergehenden Miniaturisierung gegenu¨ber einer Microstrip-
Realisierung, allerdings nur tauglich fu¨r hohe Frequenzen im Millimeterwellenbereich.
1.2. Aufgabenstellung und Lo¨sungsansatz
In dieser Arbeit wird zuerst das theoretische Modell der Rotman Linse erarbeitet. In den
verschiedenen Literaturquellen ( [Rot63], [Sin01], [Han91], [Sim04], u.a.) wird die strahlen-
optische Betrachtung der Rotman Linse uneinheitlich dargestellt. Diese Beschreibung wird
deshalb komplett hergeleitet, um Missversta¨ndnisse zu vermeiden und eindeutige Bezeich-
nungen innerhalb dieser Arbeit zu ermo¨glichen.
Das strahlenoptische Modell wird dann um eine geeignete Beschreibung der Ein- und Aus-
kopplungen der Leitungen in die Parallelplattenregion erga¨nzt, a¨hnlich wie in [SF83]. Diese
Beschreibung soll Aussagen u¨ber die maximale Bandbreite einer Rotman Linse ermo¨glichen,
da die Ein- und Ausspeisungen in die Parallelplattenregion neben der Gestaltung der Seiten-
bereiche die sta¨rkste Einschra¨nkung der Breitbandigkeit mit sich bringen [RP05]. Obwohl
die Rotman Linse in den Literaturquellen als sehr breitbandig beschrieben wird, erfu¨llen die
meisten vero¨ffentlichten Realisierungen nicht das Kriterium der Ultrabreitbandigkeit.
Zusammen mit der Analyse der maximalen Bandbreite wird das System auch erstmalig auf
sein Verhalten im Zeitbereich hin untersucht. Eine solche Beschreibung, wie sie fu¨r pulsba-
sierte Systeme wichtig ist, ist bisher lediglich in [TTW89] angedeutet. Die Analyse des Zeit-
verhaltens wird dabei a¨hnlich den am IHE entstandenen Kriterien fu¨r Antennen, die in [So¨r07]
beschrieben sind, durchgefu¨hrt.
Mit Hilfe von numerischen Feldsimulationen werden dann weitere neuartige Design-Regeln
abgeleitet, die fu¨r die Funktionsweise der Rotman Linse von Bedeutung sind wie z.B. das De-
sign der Seitenbereiche, die Form der ¨Uberga¨nge von den Leitungen zur Parallelplattenregion,
und die Platzierungsdichte der Ein- und Ausspeiseports. Diese Effekte ko¨nnen mit einem ana-
lytischen Modell nur sehr schwer und ungenau erfasst werden.
Ausgehend von dem analytischen Modell, den entwickelten Design-Regeln und mit Hil-
fe von numerischen Feldsimulationsprogrammen wird dann ein Prototyp entwickelt, der die
entstandenen analytischen Beschreibungen verifizieren soll.
Der Einsatz einer impulsabstrahlenden Antenne fu¨r HPEM als mobiles System stellt große
Anforderungen an das Design. Dazu werden zuna¨chst alle relevanten physikalischen Grund-
lagen erarbeitet und beschrieben. Die Herausforderung danach besteht darin, mo¨glichst die
Antennen in einer Gruppe nebeneinander zu platzieren. Die Entwicklung des Einzelelements
erfolgt an der physikalischen Machbarkeitsgrenze, um auf kommerziell erha¨ltlichen Standard-
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substratgro¨ßen die tiefstmo¨gliche untere Grenzfrequenz der Impedanzanpassung zu erzielen.
Hier ist der Realisierungsansatz beschra¨nkt durch verfu¨gbare Materialien am Markt.
Um dies zu erreichen, werden die relevanten, in der Literatur erwa¨hnten und angewandten
Techniken zur Reduktion der Antennenabmessungen simulativ untersucht und bewertet. Eine
Literaturstudie u¨ber verfu¨gbare Antennen, die fu¨r die oben genannte Anwendung in Frage
kommen, soll dafu¨r zuna¨chst einen ¨Uberblick schaffen. Diese gliedert sich in die Bereiche
TEM-Hornantennen, Impulse Radiating Antennas und Vivaldi-Antennen.
Mit CST Microwave StudioTM werden antipodale Vivaldiantennen fu¨r das HPEM-System
simuliert und optimiert. Besonders kritische Paramter, wie beispielsweise Baugro¨ße, Anpas-
sung, Spitzenfeldsta¨rke und Abstrahltrahlverhalten ko¨nnen hier ermittelt werden. Dabei wer-
den Techniken zur Verbesserung der Antenneneigenschaften hinsichtlich ihrer Wirksamkeit
untersucht und beurteilt. Daraus entsteht eine Antenne fu¨r den oben genannten Anwendungs-
bereich, die aufgrund der Notwendigkeit mobil zu sein, eine mo¨glichst minimale Kantenla¨nge
an der abstrahlenden Seite haben muss.
Die so entwickelte Antenne wird anschließend zur Verifizierung der Simulationsergebnisse
aufgebaut und vermessen.
Hinsichtlich der Integration der fertigen Antenne in ein strahlschwenkbares Array werden
die Realisierbarkeit u¨berpru¨ft und grundlegende Eigenschaften bestimmt. Am Ende der Arbeit
steht die systemtheoretische Beurteilung der Antennengruppe inklusive der Rotman-Linse
und dem Impulserzeuger als Bestandteil dieses neuartigen HPEM-Gesamtsystems.
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im Frequenz- und im Zeitbereich
Die beno¨tigten Grundlagen zur Auslegung von True-Time-Delay gesteuerten strahlschwenk-
baren HPEM-Systemen werden in diesem Kapitel erarbeitet. Zuna¨chst wird auf breitbandige
Impulse eingegangen und die Wirkmechanismen von HPEM-Systemen in elektronischen Sy-
stemen beleuchtet. Ausgehend von der Theorie u¨ber Phased Arrays wird der Gruppenfaktor
von allgemeinen Antennenanordnungen dargestellt. Danach werden Zeitbereichsbeschreibun-
gen von antennenspezifischen Gro¨ßen eingefu¨hrt. Ein analytisches Systemmodell ermo¨glicht
anschließend die Untersuchung unterschiedlicher Optimierungsansa¨tze im System.
2.1. Breitbandige Hochleistungsimpulse
Der Frequenzbereich fu¨r ku¨nstlich erzeugte Hochleistungimspulse fu¨r HPEM Anwendungen
liegt nach [IEC04b] bei 0,2 - 5 GHz. Untersuchungen ergaben, dass dieser Frequenzbereich
fu¨r Funktionsbeeintra¨chtigungen elektronischer Bauteile geeignet ist [Rad04]. Der Vorteil ge-
genu¨ber schmalbandigen Sto¨rsignalen besteht darin, dass mit einer ho¨heren Wahrscheinlich-
keit die Schwachstellen eines Systems (z.B. Resonanzen, Einkopplungstore) getroffen wer-
den, und damit die Sto¨rschwelle fu¨r die elektrische Feldsta¨rke herabgesetzt wird. Des wei-
teren kann man durch sehr kurze Impulse Schutzmechanismen in der Empfa¨ngerelektronik
gegen ¨Uberspannung umgehen [Hea92]. Sehr kurze Impulse im Zeitbereich haben gegenu¨ber
schmalbandigen HPM Signalen im Frequenzbereich den Nachteil, dass die spektrale Lei-
stungsdichte relativ gering ist. Um die zeitliche und damit auch die spektrale Leistungsdichte
zu erho¨hen werden die Pulse gewo¨hnlich mit einer Pulswiederholfrequenz zwischen einigen
kHz und einem MHz wiederholt. Moderne Pulser schaffen Impulsbreiten von kleiner 1 ns bei
einer Spannung von 10 kV und Pulswiederholraten von 100 kHz. Bei Gera¨ten mit ho¨herer
Spitzenspannung sinkt dann meist die maximale Pulswiederholrate, oder die Pulse werden
breiter [FID09].
Unter ultrabreitbandigen (UWB) Signalen versteht man Signale deren relative Bandbreite
gro¨ßer als 25 % ist. Eine gesonderte Klassifizierung findet in [PBT04] fu¨r HPEM-Systeme
statt. Diese ist in Tabelle 2.1 dargestellt.
Bezeichnung Bandbreite B % Bandbreite b fo/fu
Hypoband <1% <1,010
Mesoband 1%<B≤100 % 1,010<b≤3
Sub-Hyperband 100 %<B≤163,4 % 3<b≤10
Hyperband 163,4 % < B ≤ 200 % b ≤ 10
Tabelle 2.1.: Bandbreitendefinitionen fu¨r HPEM-Systeme
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Im Folgenden wird von UWB-Impulsen oder UWB-Systemen die Rede sein, wenn deren
Frequenzspektrum im Sub-Hyperband oder im Hyperband-Bereich liegt. Eine andere Defini-
tion fu¨r UWB-Pulse kann [CG06] entnommen werden, siehe Tabelle 2.2. Dort wird die Unter-
scheidung zwischen einem UWB-Impuls und einem allgemeinen EMP-Impuls u¨ber die An-
stiegszeit des Pulses und dessen zeitlicher La¨nge getroffen. Der Bereich der Anstiegszeit liegt
zwischen kleiner 500 ps (UWB) und 10 ns (langsamer EMP) und einer Pulsla¨nge zwischen
2,5 ns und 1600 ns. Ebenfalls wird aufgezeigt, dass UWB-Pulse kleinere Spitzenfeldsta¨rken
als EMP-Pulse beno¨tigen, da sie besser in Systeme wie z.B. Mikrocontroller einkoppeln (sie-
he auch Kapitel 2.2.1).
Puls Anstiegszeit Pulsla¨nge
UWB 100 ps 2,5 ns
EMP (schnell) 1,5 ns 80 ns
EMP (mittel) 5 ns 300 ns
UWB - slow EMP 500 ps - 10 ns 2,5 ns - 1600 ns
EMP (langsam) >10 ns 500 ns
Tabelle 2.2.: Zeitparameter fu¨r HPEM-Impulse
Als Signalformen fu¨r UWB-Impulse fu¨r HPEM-Anwendungen eignen sich insbesondere
der Doppelexponentialpuls und der Gauss’sche Puls [Gir04]. Fu¨r numerische Simulationen
wird ausschließlich ein Gauss’scher Puls verwendet. Dieser besitzt das kleinste Zeitdauer-
Bandbreite-Produkt, d.h. fu¨r eine sehr kurze Pulsdauer ist die Bandbreite im Frequenzbereich
maximal [KJ05].
2.1.1. Besonderheit bei impulsfo¨rmigen Signalen im Zeitbereich
Mit der bisher gezeigten Gleichung (1.2) kann man das elektrische Feld in Abha¨ngigkeit
der Frequenz, d.h. lediglich fu¨r monochromatische Signale berechnen. Bei kurzen Impulse,
welche von Natur aus sehr breitbandig sind, muss ein anderer Ansatz gewa¨hlt werden. Man
kann z.B. das Spitzen-E-Feld fu¨r die Mittenfrequenz berechnen, jedoch hat man dann immer
mit einer gewissen Ungenauigkeit zu rechnen. Besser ist es die spektrale Leistungsdichte des
Pulses zu berechnen, dann fu¨r jeden einzelnen Frequenzpunkt Gleichung (1.2) anwenden und
abschließend das elektrische Feld in den Zeitbereich zu transformieren (der Bezugswiderstand
ist 1Ω, die Bezugszeit 1 s):
E(t) = IFFT


√
F{U2(t)}
△f · 1s · ZF01Ω ·A
r ·λ

 (2.1)
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2.2. Auswirkungen einer HPEM-Sto¨rung
2.2.1. Eindringmechanismen
Man unterscheidet Front- und Back-Door-Coupling. Unter Front-Door-Coupling versteht man
Strahlung welche u¨ber Antennen oder Sensoren einkoppelt, welche dazu vorgesehen sind mit
der Umgebung zu interagieren. Diese Einkoppelpfade ko¨nnen nicht vollsta¨ndig abgeschirmt
werden, ohne dass eine Beeintra¨chtigung der gewu¨nschten Funktionen stattfinden wu¨rde.
Back-Door-Coupling beschreibt dagegen das Eindringen der Strahlung durch Sekunda¨rpfa-
de, z.B. durch kleine ¨Offnungen in der Abschirmung [RG02]. Diese ¨Offnungen ko¨nnen ab-
sichtlich (z.B. Lu¨ftungso¨ffnungen) oder unabsichtlich sein. Es bezeichnet also das Eindringen
an nicht dafu¨r vorgesehenen Stellen. Bereits vergleichsweise kleine Schlitze bzw. ¨Offnungen
ko¨nnen zu einem gravierenden Absinken von Abschirmmaßnahmen fu¨hren [KCK02].
Neben dem Front- und Back-Door-Coupling kann ein Sto¨rsignal auch leitungsgefu¨hrt u¨ber
Stromkabel oder Kommunikationskabel, welche in das zu sto¨rende System fu¨hren, eingekop-
pelt werden [Rad04], [IEC04b]. Fu¨r das direkte Eindringen durch Back-Door-Coupling sind
hohe Frequenzen geeignet, wa¨hrend bei der ¨Ubertragung u¨ber Kabel das Gegenteil der Fall ist.
Alle Kabel wirken prinzipiell als Tiefpass und da¨mpfen hohe Frequenzen bereits ab einigen
MHz stark ab. Fu¨r den von der IEC vorgegebenen Frequenzbereich von 0,2 - 5 GHz kommt
somit ausschließlich das direkte Eindringen u¨ber elektromagnetische Felder als Sto¨rmecha-
nismus in Frage.
Bild 2.1.: Topologische Darstellung eines Systems [IEC04b]
Um die Auswirkungen von HPEM-Sto¨rungen beschreiben und abscha¨tzen zu ko¨nnen, ist
es notwendig die Abstrahlung und die Interaktionen innerhalb eines Systems anschaulich dar-
stellen zu ko¨nnen. Ein Ansatz ist dabei die elektromagnetisch topologische Darstellung des
Systems. Dabei werden die verschiedenen Hindernisse und Pfade mit den jeweiligen Ab-
schwa¨chungen dargestellt. In Bild 2.1 ist ein Beispiel einer solchen topologischen Darstellung
eines Systems gegeben. Nach dem Eindringen in ein fremdes System muss die Sto¨rstrahlung
noch mo¨glichst effizient in eine Schaltung einkoppeln. Der Frequenzbereich von 200 MHz bis
5 GHz (1,5 m bis 6 cm Wellenla¨nge) eignet sich hierzu, da sehr viele Gera¨te Abmessungen
im Bereich der verwendeten Wellenla¨ngen besitzen.
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2.2.2. Auswirkung auf die Elektronik
Es gibt zwei Mo¨glichkeiten eine Wirkung zu erzielen. Man kann einerseits das fremde System
in seiner Funktion sto¨ren oder hindern, oder man bescha¨digt die Elektronik, was hauptsa¨chlich
durch eine ¨Uberhitzung der Bauteile oder durch eine Spannungsu¨berlastung der Halblei-
teru¨berga¨nge erreicht wird. Fu¨r letzteres sind sehr hohe elektrische Feldsta¨rken notwendig,
welche sich im Bereich u¨ber 1 kV/m bewegen.
Bild 2.2.: Schwellwert-Leistung fu¨r verschiedene Pulsla¨ngen
Fehler in Halbleiterbauteilen aufgrund thermischer Effekte entstehen, wenn sie auf eine
Temperatur von 600◦ bis 800◦ gebracht werden [BSS07]. Das kann zu einer dauerhaften
Zersto¨rung der Elektronik fu¨hren. Man unterscheidet je nach Pulsla¨nge drei verschiedene Re-
gionen fu¨r die Schwellwertleistung fu¨r einen einzelnen Puls um eine Fehlfunktion der Elektro-
nik hervorzurufen (Bild 2.2). In der adiabatischen Region ist die Schwellwertleistung antipro-
portional zur Pulsdauer, d.h. die notwendige Energie fu¨r die Zersto¨rung des Halbleiters bleibt
konstant. Adiabatisch bedeutet, dass keine Energie mit der Umgebung ausgetauscht wird. In
der Wunsch-Bell-Region findet bereits ein Wa¨rmeaustausch des Ziels mit der Umgebung statt,
was bedeutet, dass mit zunehmender Pulsdauer immer mehr Energie notwendig ist, um den
Halbleiter zu zersto¨ren. Die Schwellwertleistung ist dort nur noch antiproportional zur Wurzel
der Pulsdauer. Ab ca. 10µs bleibt die Schwellwertleistung sogar konstant, unabha¨ngig von der
Pulsdauer. Fu¨r Systeme, bei denen die beno¨tigte Energie minimiert werden muss, sind also
kurze Pulse in der adiabatischen Region sinnvoll. Die Pulsdauer fu¨r einen Puls im Bereich
von 200 MHz bis 5 GHz liegt im Bereich kleiner 1 ns, d.h. in der adiabatischen Region.
Sehr kurze Pulse haben den Vorteil, dass sie keine Energie mit der Umgebung austauschen,
wa¨hrend lange Pulse einen niedrigen Schwellwert fu¨r die Leistung besitzen. Wu¨nschenswert
wa¨ren kurze Pulse und ein niedriger Schwellwert. Um dies zu erreichen kann man transiente
mit einer gewissen Pulswiederholfrequenz aussenden. Aus Bild 2.2 la¨sst sich erkennen, dass
ab ca. einer Pulsla¨nge von 10 µs die Energie vollsta¨ndig mit der Umgebung ausgetauscht
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wird. Ist die Pulswiederholrate also gro¨ßer 100 kHz (10 µs Zeit zwischen den Pulsen), kann
die Wa¨rme nicht vollsta¨ndig an die Umgebung abgegeben werden und staut sich an (sog.
thermal stacking). Diese kontinuierliche Temperaturerho¨hung senkt wiederum den Schwell-
wert fu¨r die Pulsleistung. Man kann also auch mit Pulsleistungen unterhalb des eigentlichen
Schwellwertes Halbleiter zersto¨ren, wenn die Bestrahlungsdauer und die Pulswiederholfre-
quenz hoch genug sind.
Ein weiterer Vorteil kurzer Pulse besteht darin, dass sie z.B. bei CMOS-Bauteilen einen
sogenannnten Latch-up [Kel99] hervorrufen ko¨nnen. Dabei geht der Halbleiteru¨bergang in
einen niederohmigen Zustand u¨ber, was zu einem hohen Strom durch die Sperrschicht und
letztlich zur Zersto¨rung des Bauteils fu¨hren kann [TS02].
2.2.3. Notwendige Feldsta¨rken
Es gibt viele Untersuchungen zur Sto¨ranfa¨lligkeit bei schmalbandigen Signalen, aber nur we-
nige fu¨r impulsartige Signale, wie sie von HPEM-Systemen verwendet werden. Generell la¨sst
sich sagen, dass bei ho¨heren Frequenzen gro¨ßere Feldsta¨rken notwendig sind um Sto¨rungen
hervorzurufen, da die Eindringtiefe in die zu sto¨renden Systeme mit der Frequenz abnimmt.
Computerplatinen und Mikroprozessoren werden ungeschirmt bei schmalbandigen HPM
Signalen ab ca. 30 V/m anfa¨llig fu¨r Sto¨rungen, welche aber noch keinen Totalausfall der
Gera¨te bedeuten. Der Grund fu¨r die Sto¨ranfa¨lligkeit bei diesen Feldsta¨rken ist, dass die Testan-
forderungen fu¨r Immunita¨t gegenu¨ber elektromagnetischen Feldern von der IEC fu¨r schmal-
bandige Signale zu kleiner 10 V/m fu¨r Frequenzen gro¨ßer als 80 MHz spezifiziert sind. Fu¨r
breitbandige, kurze Signale werden Tests bis zu 2 kV/m durchgefu¨hrt [Rad04]. Fu¨r milita¨ri-
sche Zwecke sind die Anforderungen ho¨her, dort sind normalerweise einige kV/m notwen-
dig [BL04].
In den Arbeiten [CG04], [CG06], [CM04], [Sab09] finden sich Untersuchungen fu¨r die
Sto¨ranfa¨lligkeit von verschiedenen Gera¨ten fu¨r HPEM-Signale. Dabei ergab sich ein Wirkbe-
reich von 4 - 25 kV/m. Der Bereich der Haupteinkopplung in moderne Mikrocontroller wurde
im Bereich von 100 MHz bis 1 GHz festgestellt.
Ultrabreitbandige Signale beno¨tigen eine ho¨here Feldsta¨rke als schmalbandige HPM-Signale
in der passenden Frequenz um eine Sto¨rung zu verursachen, da diese bei der jeweiligen Re-
sonanzfrequenz eine kleinere spektrale Leistungsdichte besitzen. Tests mit UWB-Signalen
ergeben ein uneinheitliches Bild. Die Ergebnisse sind u.a. abha¨ngig von der anliegenden
Schirmung, der Pulswiederholfrequenz und der Polarisation. In [CGN01, CG04] wurden fu¨r
Mikroprozessor Boards Schwellwerte von 4 - 12 kV/m festgestellt. In [NC04] wurden fu¨r
Mikrocontroller 7,5 kV/m und fu¨r PC-Netzwerke 200 V/m beno¨tigt, um eine Sto¨rung hervor-
zurufen. In [CM04] dagegen werden fu¨r Mikroprozessor Boards und PC-Netzwerke erst ab 6
kV/m Sto¨rungen festgestellt.
Obwohl die moderne Elektronik mit immer kleineren Spannungen auskommt, ist nicht an-
zunehmen, dass die Empfindlichkeit fu¨r HPEM-Sto¨rungen steigt, da ebenfalls immer mehr
Wert auf Sto¨rfestigkeit und Abschirmung gelegt wird.
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2.2.4. Auswirkung auf den Menschen
Die Auswirkungen elektromagnetischer Strahlung auf den Menschen sind hauptsa¨chlich ther-
mischer Natur. Der Ko¨rper absorbiert die Strahlung und erhitzt. Vor allem im Frequenzbereich
von 400 MHz bis 3 GHz findet eine starke Absorbtion elektromagnetischer Strahlung statt.
Eine Besonderheit sind gepulste Signale, die neben der Erwa¨rmung noch weitere Effekte her-
vorrufen, welche mit CW-Signalen nicht auftreten [Gir04].
In der 26. Verordnung zur Durchfu¨hrung des Bundes-Immissionsschutzgesetzes von 1997
wurden die Immissionsgrenzen in Tabelle 2.3 fu¨r die Allgemeinheit festgelegt [BIS97]. Die
Grenzwerte enstprechen der Empfehlung der International Commission on non-ionizing ra-
diation protection (ICNIRP). Angegeben sind die Effektivwerte der Feldsta¨rke, quadratisch
gemittelt u¨ber 6-Minuten Intervalle.
Frequenz in MHz Feldsta¨rke in V/m
10 - 400 27,5
400 - 2.000 1,375 ·
√
f/Hz
2.000 - 300.000 61
Tabelle 2.3.: Gesetzliche Grenzwerte
Bei gepulster Leistung darf der Spitzenwert das 32-fache der Grenzwerte nicht u¨berschrei-
ten. Das wa¨ren ab 2 GHz dann ca. 2 kV/m und bei 200 - 400 MHz 880 V/m. Fu¨r die Sto¨rung
und Zersto¨rung elektronischer Apparate sind teilweise ho¨here Spitzenfeldsta¨rken notwendig,
weshalb davon auszugehen ist, dass eine Gefa¨hrdung fu¨r den Menschen bestehen kann.
2.3. Arrayfaktor fu¨r Antennengruppen
Nachdem im vorigen Abschnitt allgemein die Auswirkungen von HPEM-Impulsen anhand
einer Literaturstudie dargestellt wurde, wird in diesem Abschnitt die Theorie zur Behand-
lung von Antennengruppen dargestellt. Antennengruppen sind notwendig, um die transienten
elektrischen Impulse richtungsgebu¨ndelt einzusetzen.
2.3.1. Allgemeine Formulierung
Gegeben sind N Antennenelemente, die sich jeweils an der Position ri befinden (siehe Bild
2.3). Jedes Element erzeugt im Fernfeld ein elektrisches Feld der Form:
Ei(r,θ,ψ) =
√
PtGtZF0
2π
Ci(θ,ψ)
e−jkRi
Ri
(2.2)
Dabei gibt Ri den Abstand zwischen dem Antennenelement i und dem Beobachtungspunkt
P im Fernfeld an und ist gegeben durch:
Ri =
√
(x− xi)2 + (y − yi)2 + (z − zi)2 (2.3)
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Ci(θ,φ) ist dabei die Elementrichtcharakteristik des i-ten Einzelelements. Fu¨r große Ent-
fernungen von der Antenne kann dabei das Ri im Nenner durch R ersetzt werden:
R =
√
x2 + y2 + z2 (2.4)
Das Ri im Phasenterm kann nach [Mai94] unter der Bedingung, dass die Antenne im Ur-
sprung zentriert ist und P genu¨gend weit vom Ursprung entfernt ist, approximiert werden
als:
Ri ≈ R− rˆ · ri (2.5)
Dabei gilt:
ri =

 xiyi
zi

 (2.6)
rˆ =

 sin(θ) cos(ψ)sin(θ) sin(ψ)
cos(θ)

 (2.7)
rˆ ist der Einheitsvektor in Richtung des Punktes P im Fernfeld.
Bild 2.3.: Allgemeine Anordnung einer Antennengruppe
An der Darstellung mit dem Skalarprodukt aus dem Richtungsvektor des Antennenele-
ments und dieses Einheitsvektors la¨sst sich erkennen, dass nur eine Wegdifferenz entsteht,
wenn diese beiden Vektoren nicht orthogonal sind. (Das Skalarprodukt zweier orthogonaler
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Vektoren ergibt immer null.) Somit ergibt sich aus den Gleichungen (2.2) und (2.5) das vom
Element i erzeugte Fernfeld als
Ei(r,θ,ψ) =
√
PtGtZF0
2π
Ci(θ,ψ)
e−jkR
R
e+jkrˆ · ri (2.8)
Fu¨r eine beliebige Antennengruppe ergibt sich dann aus der Superposition der Einzelfelder
der Gleichung (2.8) das erzeugte Gesamt-Fernfeld als:
E(r,θ,ψ) =
√
PtZF0
2π
e−jkR
R
∑
i
ai
√
Gt,iCi(θ,ψ)e
+jkrˆ · ri (2.9)
Dabei sind die komplexen Koeffizienten ai = |ai| e−jβ die Elementgewichtungen der Einzel-
elemente, die proportional zu deren Speisestro¨men sind [Zwi09].
Fu¨r Einzelelemente mit gleicher Richtcharakteristik C(θ,φ) = Ci(θ,φ) ergibt sich dann das
Fernfeld der Gruppe als
E(r,θ,ψ) ∝ e
−jkR
R︸ ︷︷ ︸
Entfernungsfaktor
· C(θ,ψ)︸ ︷︷ ︸
Elementfaktor
·
∑
i
aie
+jkrˆ · ri
︸ ︷︷ ︸
Gruppenfaktor
(2.10)
Es zeigt sich, dass das von einer Antennengruppe erzeugte Fernfeld proportional ist zu dem
Produkt der Elementrichtcharakteristik und des Gruppenfaktors. Dieses Produkt ergibt dann
also die Gesamtrichtcharakteristik der Antennengruppe.
CGr(θ,ψ) = C(θ,ψ) ·FGr(θ,ψ) (2.11)
2.3.2. Gruppenfaktor einer linearen Antennengruppe
Fu¨r eine auf der z-Achse a¨quidistant angeordnete Antennengruppe mit dem Elementabstand
dz ergibt sich:
ri =

 00
idz

 (2.12)
Damit ergibt sich aus dem Skalarprodukt von (2.7) und (2.12) rˆ · ri = idz cos(θ) und somit
fu¨r den Gruppenfaktor:
FGr(θ) =
N∑
i=0
aie
+jkidz cos(θ) (2.13)
2.3.3. Kontinuierliche Quellen
Der Gruppenfaktor einer linearen Antenne, die auf der z-Achse angeordnet ist, ist gegeben
durch (2.13). Wenn man die Zahl der Elemente auf einer gleichbleibenden La¨nge erho¨ht, dann
na¨hert sich die Gruppe einer kontinuierlichen Quelle an. Dabei geht dann die Summation in
ein Integral u¨ber [Bal97].
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Fu¨r eine kontinuierliche lineare Quelle der La¨nge L, die symmetrisch auf der z-Achse ver-
teilt ist ergibt sich dann, abgeleitet aus (2.13):
FGr(θ) =
∫ L
2
−L
2
ai(z
′)e+jkz
′ cos(θ)dz′ (2.14)
2.3.4. Allgemeine Formulierung
Durch eine unterschiedliche Ansteuerung der Antennenelemente, d.h. Variation der ai kann
der Gruppenfaktor einer Gruppenantenne variiert werden. Dabei wird unterschieden zwischen
Belegungsfunktion (Tapering), d.h. Variation der Amplitude der ai und Strahlschwenkung
(Beamsteering), das durch Variation der Phase der ai entsteht. Insgesamt kann man so eine
erwu¨nschte Form des Gruppenfaktors erzeugen.
Der Gruppenfaktor ist nach (2.10) gegeben durch
FGr(θ,ψ) =
∑
i
aie
+jkrˆ · ri (2.15)
Um den Gruppenfaktor in einer bestimmten Richtung (θ0,φ0) zu maximieren, muss man
die komplexen Antennengewichte
ai = |ai| e−jβ = |ai| e−jkrˆ0 · ri (2.16)
an den jeweiligen Antennen anlegen [Mai94].
rˆ0 ist dabei der Einheitsvektor in die gewu¨nschte Vorzugsrichtung.
rˆ0 =

 sin(θ0) cos(ψ0)sin(θ0) sin(ψ0)
cos(θ0)


In Schwenkrichtung (θ0,ψ0) lo¨schen sich dann die Phasenterme der Gleichungen (2.15)
und (2.16) jeweils aus und es ergibt sich:
FGr(θ0,ψ0) =
∑
i
|ai| = max {FGr(θ,ψ)}
Fu¨r ein ideales Speisenetzwerk ergibt sich eine verlustlose Leistungsaufteilung auf die N
Pfade und fu¨r die Betra¨ge der Anregungsspannungen ergibt sich dann:
|ai| ∝ 1√
N
Das Maximum des Gruppenfaktors folgt zu:
max {FGr(θ,ψ)} ∝ N 1√
N
=
√
N (2.17)
Daraus ergibt sich ein Gewinn des Gruppenfaktors in Hauptstrahlrichtung von:
GGr = 20 log(
√
N) = 10 log(N) (2.18)
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2.3.5. Beamforming einer linearen Gruppenantenne
Nach (2.13) gilt fu¨r den Gruppenfaktor einer auf der z-Achse angeordneten Gruppenantenne:
FGr(θ) =
N∑
i=0
aie
+jkidz cos(θ)
Um den Beam zum gewu¨nschten Winkel θ0 zu lenken, muss also die folgende Phasenbele-
gung an die N Elemente angelegt werden:
βi = kidz cos(θ0)
Damit ergibt sich fu¨r die Elementgewichtungen
ai = |ai| e−jkidz cos(θ0) (2.19)
und daraus folgt fu¨r den Gruppenfaktor
FGr(θ) =
N∑
i=0
|ai| e−jkidz cos(θ0) · e+jkidz cos(θ)
=
N∑
i=0
|ai| ejkidz(cos(θ)−cos(θ0)
(2.20)
mit max {FGr(θ0)} =
∑
i |ai|.
2.3.6. Antennenansteuerung zum Beamforming
Um den Beam in eine bestimmte Richtung zu lenken, sind die einzelnen Elemente einer An-
tennengruppe mit einem Phasenversatz anzusteuern.
In einer linearen Gruppe mit a¨quidistant verteilten Einzelelementen muss man nach (2.19)
das Element an der Position z = dz mit dem Phasenunterschied
β = kdz cos(θ0)
zum Element an der Position z = 0 belegen.
Mit der Wellenzahl
k =
2π
λ0
=
2πf
c0
ergibt sich
β =
2π
λ0
dz cos(θ0) =
2πf
c0
dz cos(θ0) (2.21)
Aus (2.21) erkennt man, dass man um den Beam fu¨r verschiedene Frequenzen an die gleiche
Position θ0 zu lenken, frequenzabha¨ngig einen unterschiedlichen Phasenversatz β anlegen
muss.
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2.3.7. Phased Arrays
Phased Arrays nennt man Antennengruppen, deren Einzelelemente durch bestimmte Schalt-
netzwerke mit unterschiedlichen Phasen belegt werden. Der Phasenunterschied wird dabei
durch Phasenschieber, die ein bestimmtes Signal um eine feste Phase β vera¨ndern, erzeugt.
Beispiele sind Ferritphasenschieber und Halbleiterdiodenphasenschieber [Sko90].
Prinzipielle Beschra¨nkungen der Bandbreite
Die Bandbreite eines Phased Arrays ha¨ngt von den verwendeten Komponenten, wie z.B. An-
tennen, Phasenschieber und Speisenetzwerke, welche das Array bilden, ab. In der Praxis sind
ha¨ufig nicht die Antennen selbst die beschra¨nkenden Elemente, sondern die beiden letztge-
nannten Komponenten [Han98, Sko90].
Lineare Antennengruppen
In dem Beispiel der auf der z-Achse angegeordneten Antennengruppe erzeugt ein Phasenun-
terschied β am Element z = dz zum Element z = 0 einen Beam in Richtung
θ0 = arccos
(
βc0
2πdzf
)
(2.22)
Aus (2.22) ist direkt ersichtlich, dass fu¨r 2 Frequenzen f1 und f2 unterschiedliche Beam-
Richtungen θ1 und θ2 erzeugt werden.
In (2.22) ist erkennbar, dass eine von der Designfrequenz f0 abweichende Frequenz in einer
phasengesteuerten Antennengruppe ein Strahlmaximum in einer anderen Richtung erzeugt.
Bei breitbandigen Anwendungen fu¨hrt dieses Pha¨nomen zum Beam Squint, dem Schielen
des Beams beim Abweichen von der Design-Frequenz des Systems. Je breitbandiger das Sy-
stem, desto sta¨rker variiert die Strahlrichtung. Wenn also eine konstanter Beam-Winkel fu¨r
eine breitbandige Anwendung gefordert ist, beno¨tigt man ein System, das den jeweiligen An-
tennen eine frequenzabha¨ngige Phasenbelegung anstatt einer festen Phasenbelegung, wie sie
durch Phasenschieber erzeugt wird, auflegt.
2.3.8. True Time Delay
Um einen frequenzunabha¨ngigen Scan-Winkel θ zu erzeugen, muss das Antennenelement
nach Gleichung (2.21) mit einem Phasenunterschied β(f) ∼ f belegt werden. Eine Mo¨glich-
keit einen Phasenunterschied proportional zur Frequenz zu erzeugen, ist, das Ansteuerungs-
signal um die frequenzkonstante Zeit τ zu verzo¨gern. Diese konstante Zeitverzo¨gerung kann
man erreichen, indem man das Signal u¨ber eine zusa¨tzliche Leitung der La¨nge L in einem
bestimmten Medium mit Permittivita¨t ǫr leitet. Dabei muss sich die elektromagnetische Welle
als TEM-Welle ausbreiten, da die Phasengeschwindigkeiten anderer Moden nicht dispersi-
onsfrei sind [Col90].
Die frequenzkonstante Phasengeschwindigkeit des TEM-Modes in einem Medium mit Per-
mittivita¨t ǫr betra¨gt
vph =
c0√
ǫr
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Die Ausbreitung einer elektromagnetischen Welle u¨ber eine Strecke L in diesem Medium
erzeugt dann eine Phasenverschiebung
β =
2π
λ0√
ǫr
L = 2π
f
√
ǫr
c0
L (2.23)
Setzt man die Gleichung (2.23) in Gleichung (2.22) ein
θ0 = arccos
(
c0
2πdzf
β
)
= arccos
(
c0
2πdzf
2πf
√
ǫrL
c0
)
= arccos
(√
ǫrL
dz
) (2.24)
so erkennt man, dass der durch eine Leitungsla¨nge L erzeugte frequenzabha¨ngige Phasenun-
terschied β einen frequenzunabha¨ngigen Scan-Winkel θ0 zur Folge hat.
Da die zusa¨tzliche Leitungsla¨nge L eine Zeitverzo¨gerung
τ =
√
ǫrL
c0
(2.25)
erzeugt, die frequenzunabha¨ngig ist, spricht man von True Time Delay.
Der Winkel des Hauptmaximums in Abha¨ngigkeit des Time Delay τ ergibt sich als
θ0 = arccos(
τc0
dz
) (2.26)
In (2.26) ist erkennbar, dass die Strahlrichtung unabha¨ngig von der Frequenz konstant
bleibt.
2.3.9. Grating Lobes
In schmalbandigen, phasengesteuerten Arrays du¨rfen die einzelnen Elemente im Array nur
ho¨chstens einen Abstand von einer Wellenla¨nge haben, sie mu¨ssen also nah beieinander lie-
gen, da ansonsten Hauptnebenmaxima, sogenannte Grating Lobes im Richtdiagramm erschei-
nen. Grating Lobes sind ein Effekt aufgrund eines Aliasing der ra¨umlichen Frequenz, wenn
das Array nicht fein genug abgetastet wird (Siehe Anhang A.5). Die Winkelauflo¨sung eines
Antennenarrays ist dabei eine Funktion der Aperturgro¨ße und der Frequenz. Will man also
ein Antennenarray mit einer hohen Winkelauflo¨sung haben, steigt die Anzahl der beno¨tigten
Elemente im Array quadratisch mit der Aperturbreite.
Ist ein Array sehr spa¨rlich besetzt und wird es nur mit Pulsen angesteuert, treten diese Gra-
ting Lobes nicht auf [AC91]. Die einzelnen Pulse sind abseits der Hauptstrahlrichtung bereits
zeitlich getrennt und ko¨nnen keine Grating Lobes mehr formen. Pulsansteuerung beno¨tigt
man, wenn man ein Signal mit einer instantanen hohen Bandbreite erzeugen will. Um die
Auflo¨sung eines solchen Arrays zu erho¨hen, mu¨ssen die Elemente nur in einem gro¨ßeren Ab-
stand voneinander platziert werden, ohne dass mehr Elemente beno¨tigt werden, da kein ma-
ximaler Elementabstand existiert. Die Anzahl der Elemente bestimmen lediglich das Niveau
der Nebenmaxima.
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2.4. Antennensysteme im Zeitbereich
Die Verwendung von Hochfrequenzsystemen fu¨r ultrabreitbandige, impulsbasierte Anwen-
dungen stellt neue Anforderungen an die Charakterisierung dieser Systeme. Es ist nicht aus-
reichend, Antennen und deren Speisenetzwerke nur u¨ber deren Frequenzgang zu charakte-
risieren. Vielmehr muss auch der Phasengang betrachtet werden, der jedoch im klassischen
Maß Antennengewinn nicht enthalten ist [So¨r07].
Eine umfassende Charakterisierung der Antennen und Antennensysteme erfordert vielmehr
eine Betrachtung der komplexen ¨Ubertragungsfunktion H , die den Frequenzganz und den
Phasengang beinhaltet, oder der zugeordneten Impulsantwort h. Die Impulsantwort dient da-
bei als Maß zur Beschreibung des Systems im Zeitbereich. Die Antenne oder das Speisesy-
stem wird dabei als lineares zeitinvariantes System beschrieben.
2.4.1. Lineare zeitinvariante Systeme
Ein lineares zeitinvariantes (LTI) System ist durch seine Impulsantwort h(t) vollsta¨ndig cha-
rakterisiert [KJ05]. Die Impulsantwort ist dabei die Antwort des Systems auf den Dirac-
Impuls δ(t). Sie ist mit der ¨Ubertragungsfunktion H(ω) u¨ber die Fouriertransformation ver-
knu¨pft.
H(ω) =
∫ ∞
−∞
h(t)e−jωtdt (2.27)
Das Ausgangssignal ya(t) ergibt sich als Faltung des Eingangssignals ye(t) mit der Impul-
santwort h(t).
ya(t) =
∫ ∞
−∞
ye(τ)h(t− τ)dτ = ye(t) ∗ h(t) (2.28)
Entspricht die Impulsantwort h(t) dem Dirac-Impuls δ(t), so bildet das System das Ein-
gangssignal ye(t) unvera¨ndert auf das Ausgangssignal ya(t) ab.
ya(t) = ye(t) ∗ δ(t) = ye(t) (2.29)
Ein Dirac-Impuls la¨sst sich physikalisch jedoch nicht realisieren. Ein System, welches das
¨Ubertragungsverhalten eines Dirac-Stoßes anna¨hert, verzerrt somit das Eingangssignal nicht.
2.4.2. Beschreibung einer Antenne als LTI-System
Auf die Beschreibung von Antennen als LTI-System soll hier nur soweit eingegangen werden,
wie es fu¨r die Herleitung eines Zeitbereichs-Gruppenfaktors no¨tig ist. Eine ausfu¨hrlichere
Betrachtung findet sich in [So¨r07].
Antennen ko¨nnen systemtheoretisch wie lineare ¨Ubertrager beschrieben werden, die durch
ihre ¨Ubertragungsfunktion H(ω) bzw. Impulsantwort h(t) charakterisiert sind. Im Sende-
fall verknu¨pft die Sendeimpulsantwort hTx die Anregespannung uTx der Antenne mit der
zeitabha¨ngigen elektrischen Feldsta¨rke e(t) an einem Punkt im Fernfeld. Im Empfangsfall
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verknu¨pft die Empfangsimpulsantwort hRx die elektrische Feldsta¨rke e am Fernfeldtor mit
der Empfangsspannung uRx an der Antenne.
Im Sendefall ergibt sich abgeleitet aus den Maxwell-Gleichungen
e(t,θ,ψ) =
1
r
δ
(
t− r
c0
)
∗ d
dt
hTx(t,θ, ψ) ∗
√
ZF0
ZZ0
uTx (t) (2.30)
(2.30) liefert die zu (2.2) analoge Beschreibung im Zeitbereich.
2.4.3. Beschreibung von Antennengruppen im Zeitbereich
Analog zur Herleitung des Gruppenfaktors im Frequenzbereich (2.10) kann nun auch ein
Gruppenfaktor im Zeitbereich hergeleitet werden.
Aufgrund der Linearita¨t der Maxwell-Gleichungen werden die Feldsta¨rkebeitra¨ge jedes
einzelnen Antennenelements einer Gruppe superponiert. Fu¨r das Fernfeld einer Antennen-
gruppe im Sendefall ergibt sich somit
eges(t,θ,ψ) =
∑
i
1
ri
δ
(
t− ri
c0
)
∗ d
dt
hTxi (t,θ, ψ) ∗
√
ZF0
ZL0
uTxi (t) (2.31)
Es werden nun folgende Vereinfachungen getroffen. Die Antennen sind gleich orientiert. Fu¨r
die Beobachtung im Fernfeld sind alle Abstandsterme ungefa¨hr gleich groß (ri ≈ r). Außer-
dem werden Effekte wie die Verkopplung der Antennen vernachla¨ssigt.
Fu¨r die Anregungen der einzelnen Antennen kann folgende Na¨herung aufgestellt werden.
uTxi (t) = u
Tx(t) ∗ hi(t) (2.32)
uTx (t) ist dabei das Eingangssignal eines Speisenetzwerks, das auf die einzelnen Antennen
aufgeteilt wird. Die ¨Ubertragung in den einzelnen Pfaden des Speisenetzwerks wird jeweils
durch die Impulsantwort hi(t) eines jeden ¨Ubertragungspfads beschrieben. Das Blockschalt-
bild eines solchen Speisenetzwerks ist in Bild 2.4 dargestellt.
Bild 2.4.: Blockschaltbild des Speisenetzwerks einer Antennengruppe
Fu¨r einen idealen, passiven Leistungsteiler mit einstellbaren Time Delays τfeed,i und N
Ausga¨ngen wu¨rden sich folgende Impulsantworten ergeben:
hi(t) =
1√
N
δ(t− τfeed,i)
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Mit den getroffenen Vereinfachungen ergibt sich aus (2.31) nun
eges(t,θ,ψ) =
1
r
d
dt
hTx(t,θ,ψ) ∗
√
ZF0
ZL0
uTx(t) ∗
∑
i
δ
(
t− ri
c0
)
∗ hi(t)︸ ︷︷ ︸
Zeitbereichsgruppenfaktor
(2.33)
Es kann somit eine Gruppenimpulsantwort hGr angegeben werden, die sich aus der Fal-
tung der Antennenimpulsantwort des Einzelelements mit dem Zeitbereichsgruppenfaktor fGr
ergibt:
hGr = h ∗ fGr
Der Zeitbereichsgruppenfaktor la¨sst sich folglich ausschreiben als
fGr =
∑
i
hi(t) ∗ δ
(
t− ri
c0
)
(2.34)
τr,i =
ri
c0
beschreibt dabei die Zeitverzo¨gerung des Signals von einem einzelnen Antennen-
element zu einem Beobachtungspunkt im Fernfeld. Die hi(t) beschreiben die Zeitverzo¨gerun-
gen der einzelnen Antennenanregungen zueinander, sowie die Verzerrung des Anregungssi-
gnals durch das Speisenetzwerk.
Fu¨r den idealen, passiven Leistungsteiler ergibt sich somit fu¨r den Zeitbereichsgruppenfak-
tor
fGr (t) =
1√
N
N∑
i
δ (t− τfeed,i) ∗ δ
(
t− ri
c0
)
=
1√
N
N∑
i
δ
(
t− ri
c0
− τfeed,i
)
Der Zeitbereichsgruppenfaktor bietet folglich eine anschauliche Beschreibung fu¨r Beam-
forming durch True Time Delay. An jenem Punkt im Fernfeld, an dem sich gleiche Zeit-
verzo¨gerungen aller Signalpfade ergeben, gilt:
ri
c0
+ τfeed,i = const.
Somit superponieren dort alle Einzelfelder zum exakt selben Zeitpunkt und es ergibt sich
das Maximum fu¨r den Zeitbereichsgruppenfaktor.
2.5. Gu¨tekriterien im Frequenzbereich
Die Gu¨tekriterien im Frequenzbereich beziehen sich auf die Analyse von Amplituden- und
Phasengang u¨ber der Frequenz, also der Transmissions-S-Parameter. Da insbesondere die
Phasentreue fu¨r ultrabreitbandige Systeme von entscheidender Bedeutung ist, stellt die Grup-
penlaufzeit das geeignete Maß zur Charakterisierung der zu untersuchenden Systeme dar.
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2.5.1. Standardabweichung der Gruppenlaufzeit
Die Standardabweichung der Gruppenlaufzeit beschreibt die Signalverzerrung, die ein Signal
nach dem Durchlaufen eines Systems erfa¨hrt. Ha¨tte das System einen linearen Phasengang,
wa¨re die Gruppenlaufzeit konstant.
Besitzt ein System einen konstanten Amplituden- und einen linearen Phasengang, so be-
schreibt die Gruppenlaufzeit die Zeit, die ein Signal braucht um durch dieses System zu pro-
pagieren.
Die Gruppenlaufzeit ist definiert als die Ableitung der Phase nach der Frequenz:
τG(ω) = −dϕ(ω)
dω
(2.35)
Relative Gruppenlaufzeit:
τG,rel = τG(ω)− τG (2.36)
Mittlere Gruppenlaufzeit:
τG =
1
ω1 − ω2
ω2∫
ω1
τGdω (2.37)
Ist die Gruppenlaufzeit innerhalb eines Frequenzbandes nicht konstant, so wird das Signal
verzerrt. Ein Maß fu¨r die Konstanz der Gruppenlaufzeit ist die Standardabweichung der Grup-
penlaufzeit in dem spezifizierten Frequenzband [ω1, ω2]:
στG =
√√√√√ 1
ω2 − ω1
ω2∫
ω1
(τG − τG)2dω (2.38)
2.6. Gu¨tekriterien im Zeitbereich
Fu¨r die Zeitbereichsgu¨tekriterien wurden die Definitionen aus [So¨r07] u¨bernommen.
2.6.1. Spitzenwert der Impulsantwort
Die Antennenimpulsantwort h ist eine reelle Gro¨ße, welche u¨ber eine Faltung die Eingangs-
spannung ue direkt mit Ausgangsspannung ua verknu¨pft (Gl. 2.39).
ua = h ∗ ue (2.39)
Der Spitzenwert der Impulsantwort hmax ist proportional zum Spitzenwert der Empfangs-
spannung.
hmax = max
t
|h| (2.40)
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2.6.2. Zeitliche Halbwertsbreite
Fu¨r die Bestimmung der zeitlichen Halbwertsbreite und der nachfolgenden Gu¨tekriterien wird
die Einhu¨llende der Impulsantwort d.h. die analytische Impulsantwort betrachtet [KJ05]:
h+ = (h+ jH{h}) (2.41)
Dabei stehtH{h} fu¨r die Hilbert-Transformierte von h. Die Einhu¨llende |h+| lokalisiert dabei
die Energie des Signals u¨ber der Zeit. Nulldurchga¨nge des Signals treten aufgrund des Ima-
gina¨rteils mit der Hilbert-Transformierten hier nicht auf. Die Einhu¨llende wird erst Null, wenn
die Energie des Signals Null wird. Die zeitliche Halbwertsbreite τFWHM (engl. full width at
half maximum) der Einhu¨llenden der Impulsantwort wird folgendermaßen definiert:
τFWHM = t2||h+co(t2)|=max{|h+co|}/2 − t1||h+co(t1)|=max{|h+co|}/2 und t2>t1 (2.42)
τFWHM ist die im besten Fall auftretende Impulsverbreiterung bei Anregung mit einer Dirac-
Distribution und stellt somit das Minimum der zeitlichen Breite eines Signals dar, das die
Antenne verla¨sst.
2.6.3. Nachschwingen
Als Nachschwingen τr (engl. ringing) bezeichnet man die Zeit, die die Einhu¨llende der Im-
pulsantwort beno¨tigt, um von ihrem Maximalwert max{|h+co|} auf einen Bruchteil 0 < α < 1
abzufallen:
τr,α = t2||h+co(t2)|=α · max{|h+co|} − t1||h+co(t1)|=max{|h+co|} (2.43)
Ein typischer Wert fu¨r α ist 0,22 [So¨r07].
2.6.4. Impulsverbreiterung
Die Impulsverbreiterung (engl. delay spread) wird berechnet, indem u¨ber die Abweichungen
von der mittleren Verzo¨gerungszeit, gewichtet mit dem Quadrat des Betrags der Impulsant-
wort, integriert und anschließend normiert wird:
τDS =
√√√√√√√√
+∞∫
−∞
(t− τD)|hco|2dt
+∞∫
−∞
|hco|2dt
mit τD =
+∞∫
−∞
t |hco|2 dt
+∞∫
−∞
|hco|2 dt
(2.44)
Mit der Impulsverbreiterung wird das dispersive Verhalten (d.h. die Verbreiterung des Signals
aufgrund von Laufzeitunterschieden unterschiedlicher Spektralanteile) beschrieben. Im Ge-
gensatz zur zeitlichen Halbwertsbreite handelt es sich hier um ein integrales Maß und es wird
nicht die Einhu¨llende, sondern das Signal selbst betrachtet. Anders ausgedru¨ckt beschreibt
diese Gro¨ße wie stark zeitlich verschmiert das Signal ist.
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2.6.5. Impulsanstiegzeit
Gema¨ß Tabelle 2.2 ist die Anstiegszeit der Impulse ein entscheidendes Gu¨temaß fu¨r HPEM-
Impulse. Die Anstiegszeit wird definiert als die Zeit, welche der Impuls beno¨tigt um von 10
% des Maximums auf 90 % des Maximums anzusteigen. Hierbei wird in dieser Arbeit die
Einhu¨llende des analytischen Signals zugrunde gelegt.
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3. Die Rotman-Linse als Realisierung von
True-Time-Delay Beamforming
3.1. Einleitung
Die Rotman-Linse nach [Rot63] ist eine Weiterentwicklung der von Ruze [Ruz50] beschrie-
benen Linse. Die Linsen werden als constrained lenses bezeichnet, was bedeutet, dass die
EM-Wellen sich nicht frei sondern gezwungen durch die Linse bewegen. Sie werden in Ka-
beln oder Leitungen von einer Seite der Linse zur anderen Seite gefu¨hrt (siehe Bild 3.1(a)).
(a) Querschnitt einer Ruze
Linse
(b) Querschnitt einer Rot-
man Linse
Bild 3.1.: Vergleich Ruze- und Rotman- Linse
Die Neuerung der Rotman-Linse ist dabei, dass zusammengeho¨rende Anschlu¨sse auf den
beiden Linsen-Seiten nicht den gleichen Abstand zur Symmetrieachse haben mu¨ssen und dass
die Verbindung zwischen diesen Anschlu¨ssen eine variable La¨nge hat, was Rotman durch
flexible Koaxialleitungen erreicht.
Durch diese neu eingefu¨hrten Freiheitsgrade la¨sst sich erreichen, dass die Außenfla¨che der
Linse gerade ist, und dass die Linse drei statt zwei Brennpunkte besitzt [Rot63]. Die gerade
Außenfla¨che la¨sst sich somit direkt als lineare Antennengruppe nutzen (siehe Bild 3.1(b)).
3.2. Geometrischer Aufbau der Rotman Linse
In der Literatur und den verschiedenen Vero¨ffentlichungen u¨ber die Rotman-Linse findet man
eine Vielzahl unterschiedlicher Bezeichungen und vereinzelt auch fehlerhafte Ergebnisse. Um
im Folgenden Klarheit u¨ber alle Bezeichungen zu erreichen, werden diese in diesem Kapitel
eingefu¨hrt. Da in der Literatur meistens auch nur die Ergebnisse der Design-Gleichungen
dargestellt werden, wird deren Herleitung komplett durchgefu¨hrt.
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3.2.1. Luftgefu¨llte Parallelplattenregion
Parallelplattenregion
Arrayports
Beamports
Bild 3.2.: Realisierung einer Rotman Linse in Hohlleitertechnik (Quelle: FGAN)
Die Herleitung der geometrischen Gleichungen der Linse und daraus der Design-Gleichungen
erfolgt zuerst analog zu [Rot63] fu¨r eine mit Luft bzw. Vakuum gefu¨llte Parallelplattenregion,
wie sie bei einer Rotman Linse in Hohlleitertechnik (Bild 3.2) vorkommt. Die Parallelplatten-
region stellt den Bereich zwischen den Brennpunkten (Beamports) und der inneren Linsen-
kontur (Arrayports) dar.
In Bild 3.3 wird der Aufbau der Linse verdeutlicht. Die Ausga¨nge der Rotman-Linse liegen
auf einer geraden Kontur und die Innenfla¨che hat eine beliebige Form, die dem Punkt P(x,y)
folgt. Paarweise Anschlu¨sse auf Außen- und Innenkontur sind durch Leitungen der beliebi-
gen La¨nge W verbunden. Die Anschlu¨sse O1 und O2 sind mit einer Leitung der La¨nge W0
verbunden.
Die drei Fokusse F1, G und F2 erzeugen Beams in die Richtungen −α, 0 und α. Dabei
werden mo¨gliche Ausbreitungspfade durch die Punkte O1, O2 auf der Symmetrieachse und
durch die Punkte P , Q beru¨cksichtigt.
Um mit den von den drei Fokussen ausgehenden Zylinderwellen die passenden Beams zu
erzeugen, folgen drei Bedingungen fu¨r die Wegla¨ngen:
(F1P ) +W +N sin(α) = F +W0 (3.1a)
(F2P ) +W −N sin(α) = F +W0 (3.1b)
(GP ) +W = G+W0 (3.1c)
Fu¨r die drei metrischen Wegla¨ngen (F1P ), (F2P ) und (GP ) lassen sich die folgenden geo-
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Bild 3.3.: Geometrischer Aufbau der Rotman Linse
metrischen Gleichungen aufstellen:
(F1P )
2
= (F cos(α) +X)2 + (F sin(α)− Y )2
= F 2 +X2 + Y 2 + 2FX cos(α)− 2FY sin(α)
(3.2a)
(F2P )
2
= (F cos(α) +X)2 + (F sin(α) + Y )2
= F 2 +X2 + Y 2 + 2FX cos(α) + 2FY sin(α)
(3.2b)
(GP )
2
= (G+X)2 + Y 2 (3.2c)
Jetzt werden einige auf die La¨nge F normierte Gro¨ßen eingefu¨hrt.
η =
N
F
,
x =
X
F
,
y =
Y
F
,
w =
W −W0
F
,
g =
G
F
,
1 =
F
F
Außerdem gilt im Folgenden:
a0 = cos(α),
b0 = sin(α)
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Nach Normierung der Gleichungen (3.1) erha¨lt man:
(F1P )
2
F 2
= (1− b0η − w)2
= 1 + b20η
2 + w2 − 2b0η − 2w + 2b0ηw
(3.5a)
(F2P )
2
F 2
= (1 + b0η − w)2
= 1 + b20η
2 + w2 + 2b0η − 2w − 2b0ηw
(3.5b)
(GP )
2
F 2
= (g − w)2 = g2 − 2gw + w2 (3.5c)
Analog erha¨lt man nach Normierung von (3.2):
(F1P )
2
F 2
= 1 + x2 + y2 + 2a0x− 2b0y (3.6a)
(F2P )
2
F 2
= 1 + x2 + y2 + 2a0x+ 2b0y (3.6b)
(GP )
2
F 2
= (g + x)2 + y2 (3.6c)
Durch Gleichsetzen der jeweils passenden Gleichungen von (3.5) und (3.6) ergibt sich:
x2 + y2 + 2a0x− 2b0y = b20η2 + w2 − 2b0η − 2w + 2b0ηw (3.7a)
x2 + y2 + 2a0x+ 2b0y = b
2
0η
2 + w2 + 2b0η − 2w − 2b0ηw (3.7b)
2gx+ x2 + y2 = −2gw + w2 (3.7c)
Das Ziel ist es, aus diesen Gleichungen, bei gegebenen Werten fu¨r α, G und F , Werte fu¨r
die Kabella¨nge W in Abha¨ngigkeit des Abstands zur Symmetrieebene N , sowie die Form der
inneren Kontur der Linse, also X und Y in Abha¨ngigkeit von N zu erhalten.
Subtraktion der Gleichungen (3.7a) und (3.7b) und anschliessendes Teilen durch 4b0 liefert:
y = η(1− w) (3.8)
Addition von (3.7a) und (3.7b) und anschliessendes Teilen durch 2 liefert:
x2 + y2 + 2a0x = b
2
0η
2 + w2 − 2w (3.9)
Subtraktion von (3.7c) und (3.9) ergibt:
2a0x− 2gx = b20η2 − 2w + 2gw,
und somit:
x =
b20η
2 − 2w + 2gw
2a0 − 2g (3.10)
=
b20η
2
2(a0 − g) +
w(g − 1)
a0 − g (3.11)
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Um nun noch eine Bestimmungsgleichung fu¨r w zu finden werden die Gleichungen (3.11)
und (3.8) in (3.7c) eingesetzt.
2g
b20η
2 − 2w + 2gw
2a0 − 2g + (
b20η
2 − 2w + 2gw
2a0 − 2g )
2 + η2(1− w)2 = −2gw + w2
Durch Ausmultiplizieren und Umsortieren erha¨lt man folgende quadratische Gleichung fu¨r
w:
aw2 + bw + c = 0 (3.12)
mit:
a = 1− η2 − ( g − 1
g − a0 )
2
b = 2g
g − 1
g − a0 − b
2
0η
2 g − 1
(g − a0)2 + 2η
2 − 2g
c =
gb20η
2
g − a0 −
b40η
4
4(g − a0)2 − η
2
Nach [Kat84] wa¨hlt man aus der zweideutigen Lo¨sung der quadratischen Gleichung fol-
gendermaßen aus:
Fall 1: b < 0
w =
−b−√b2 − 4ac
2a
Fall 2: b ≥ 0
w =
−b+√b2 − 4ac
2a
Fu¨r die gegebenen Parameter α und g, kann man somit nach (3.12) w in Abha¨ngigkeit von
η berechnen, also die Kabella¨nge W in Abha¨ngigkeit der Position N des Antennenports. Mit
passenden Paaren von w und η kann man nun nach (3.8) und (3.11) y und x bestimmen, also
die innere Kontur der Linse, sowie die Positionen der zu den Antennenports geho¨rigen Ports
auf der inneren Kontur. Somit ist die Form der Linse bei gegebenen Fokussen F1, G und F2
eindeutig bestimmt.
3.2.2. Mit Substrat gefu¨llte Parallelplattenregion
Rotman-Linsen werden oft auf dielektrischem Substratmaterial realisiert (Bild 3.4), da sich
die Abmessungen proportional zu 1/
√
(ǫr) verhalten (µr wird zu 1 angenommen). Die Re-
gion zwischen den Fokussen und der Linse, die Parallelplattenregion, wird durch eine obere
und untere Leiterschicht erzeugt. Die Leitungsstu¨cke der La¨nge W , werden als Mikrostrei-
fenleitungen ausgefu¨hrt. Um deren elektrische La¨nge genau zu beru¨cksichtigen, muss man
die effektive Permittivita¨t ǫr,eff des Substrats bei gegebener Substratdicke und Leiterbreite be-
stimmen [Bal89].
Gleichzeitig wird noch eine weitere Vera¨nderung am Grund-Design der Linse vorgenom-
men. Der vom Speisepunkt F1 erzeugte Abstrahlwinkel β kann jetzt vom Winkel α, den F1
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Bild 3.4.: Realisierung einer Rotman Linse in Mikrostreifenleitungstechnik
Bild 3.5.: Geometrischer Aufbau der mit Substrat gefu¨llten Rotman Linse
mit der Symmetrieachse bildet, abweichen. Das Verha¨ltnis γ = sin(β)
sin(α)
, in [Sim04] als expan-
sion factor bezeichnet, ist dabei frei wa¨hlbar, und nicht wie in [Gag89] durch ǫr festgelegt.
Dies ergibt dann eine weitere Designvariable, die zur Optimierung genutzt werden kann.
Fu¨r die auf Substrat realisierte Linse ergeben sich jetzt neue Gleichungen fu¨r die Wegla¨ngen
analog zu (3.1).
√
ǫr · (F1P ) +√ǫr,eff ·W +N · sin(β) = √ǫr ·F +√ǫr,eff ·W0 (3.13a)√
ǫr · (F2P ) +√ǫr,eff ·W −N · sin(β) = √ǫr ·F +√ǫr,eff ·W0 (3.13b)√
ǫr · (GP ) +√ǫr,eff ·W = √ǫr ·G+√ǫr,eff ·W0 (3.13c)
Die Gleichungen fu¨r die 3 metrischen Wegla¨ngen (F1P ), (F2P ) und (GP ) bleiben un-
vera¨ndert zu (3.2).
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Zwei Normierungen werden jetzt, a¨hnlich wie in [Kat84], unterschiedlich gewa¨hlt:
η =
1√
ǫr
b1
b0
N
F
, (3.14)
w =
√
ǫr,eff√
ǫr
W −W0
F
, (3.15)
(3.16)
Dabei gilt jetzt zusa¨tzlich zu den Definitionen von a0 und b0:
b1 = sin(β)
Durch die Wahl dieser Normierungen erha¨lt man aus den Gleichungen (3.13) nach Teilen
durch √ǫrF , umsortieren und anschliessendem Quadrieren:
(F1P )
2
F 2
= (1− b0η − w)2 (3.17a)
(F2P )
2
F 2
= (1 + b0η − w)2 (3.17b)
(GP )
2
F 2
= (g − w)2 (3.17c)
Bei Vergleich mit den Gleichungen (3.5) erkennt man, dass die neuen Gleichungen durch
die geschickte Wahl der neuen Normierungen η und w synchron zu lo¨sen sind. Die Lo¨sungen
lassen sich somit direkt angeben:
Die quadratische Gleichung fu¨r w:
aw2 + bw + c = 0 (3.18)
mit:
a = 1− η2 − ( g − 1
g − a0 )
2
b = 2g
g − 1
g − a0 − b
2
0η
2 g − 1
(g − a0)2 + 2η
2 − 2g
c =
gb20η
2
g − a0 −
b40η
4
4(g − a0)2 − η
2
Die Bestimmungsgleichung fu¨r y:
y = η(1− w)
Sowie die Bestimmungsgleichung fu¨r x:
x =
b20η
2
2(a0 − g) +
w(g − 1)
a0 − g
33
3. Die Rotman-Linse als Realisierung von True-Time-Delay Beamforming
3.2.3. Array Ports - Ausgangsports aus der Parallelplattenregion
Durch die somit gegebenen Gleichungen ko¨nnen die zu den Einzelelementen einer Antennen-
gruppe geho¨renden Kabella¨ngen Wi, und die damit verbundenen Anschlu¨sse auf der inneren
Kontur der Linse, die Array Ports, die als Ausspeisepunkte aus der Parallelplattenregion die-
nen, berechnet werden. Die Gleichungen werden hier fu¨r den allgemeineren Falls der mit
Substrat gefu¨llten Parallelplattenregion angegeben, da der Fall der luftgefu¨llten Parallelplat-
tenregion daraus abgeleitet werden kann (fu¨r ǫr = 1, ǫr,eff = 1).
Ein Einzelelement im Abstand Ni zur Symmetrieachse wird mit einer Leitung der La¨nge
Wi =
√
ǫr
ǫr,eff
wiF (3.19)
mit dem dazugeho¨renden Array Port auf den Koordinaten
Xi =
(
b20ηi
2
2(a0 − g) +
wi(g − 1)
a0 − g
)
F (3.20)
und
Yi = (ηi(1− wi))F (3.21)
verbunden.
Dabei wird das zum Ni passende ηi nach (3.15) berechnet, das wi wird nach (3.18) berech-
net.
3.3. Form des Focal Arc - zusa¨tzliche Speisepunkte
Wenn eine Speisung(Beam Port) auf irgendeinen der drei Fokusse gesetzt wird, haben die da-
zugeho¨rigen erzeugten Wellenfronten keinen Pfadla¨ngen-Fehler und damit auch keinen Pha-
senfehler. Wenn jedoch eine Speisung an irgendeinem anderen Punkt positioniert wird, hat
die daraus entstehende Wellenfront einen Phasenfehler.
Da jedoch drei Abstrahlrichtungen fu¨r die meisten Systeme nicht ausreichend sind, wer-
den weitere Speisepunkte beno¨tigt, die weitere Abstrahlwinkel erzeugen. In Bild 3.6 ist zu
erkennen, wie zusa¨tzliche Speisungen positioniert werden ko¨nnen. Ein Bogen, der die drei
Fokusse verbindet, wird in der Literatur meistens als Focal Arc bezeichnet, und soll auch hier
im Folgenden so genannt werden.
Nach [Rot63] werden die drei Fokusse durch einen Kreisbogen verbunden und weitere
Speisepunkte auf diesen Kreisbogen legt. Es gibt viele Formen des Focal Arc, wobei das Ziel
dabei meist die Minimierung des mittleren Phasenfehler ist.
3.3.1. Circular Focal Arc
In [Rot63] wird eine kreisfo¨rmige Kontur vorgeschlagen. Durch den Wert g = G
F
, wird der
Radius und die Position des Mittelpunkts bestimmt. Durch die Variation von g kann man die
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Bild 3.6.: Hinzufu¨gen von weiteren Speisungen auf einem Focal Arc
Phasenfehler der zusa¨tzlichen auf diesem Kreisbogen angebrachten Speisepunkte minimieren.
Als optimalen Wert fu¨r minimale Phasenfehler ergibt sich nach [Rot63]:
g =
G
F
= 1 +
α2
2
Fu¨r α = 30◦ ist g = 1,137.
Bild 3.7.: Circular Focal Arc
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Der Radius R des Circular Focal Arc kann dabei folgendermaßen berechnet werden:
R2 = (Fb0)
2 + (Fa0 −G+R)2
R2 = F 2b20 + F
2a20 +G
2 +R2 + 2FRa0 − 2FGa0 − 2GR
R(2G− 2Fa0) = F 2b20 + F 2a20 +G2 − 2FGa0
Somit gilt:
R =
(Fa0 −G)2 + F 2b20
2(G− Fa0) (3.22)
Um den passenden Punkt auf dem Kreisbogen fu¨r eine gewu¨nschte Beamrichtung β′ zu
finden geht man wie im Folgenden vor. Je nach expansion factor γ = sin(β)
sin(α)
ergibt sich:
α′ = arcsin(
sin(β′)
γ
)
Fu¨r die in Bild 3.7 erkennbaren Winkel kann der Zusammenhang leicht u¨berpru¨ft werden:
ϕ = 180◦ − α′ − (180◦ − α′ − ϕ),
ϕ = ϕ
Nach dem Sinussatz gilt [Bro01]:
G−R
sin(ϕ)
=
R
α′
Um somit die Position des zum Abstrahlwinkel β′ geho¨renden Phasenzentrums zu bestim-
men verwendet man folgende Formeln:
Xi = −G+R−R cos(α′ + ϕ), (3.23a)
Yi = R sin(α
′ + ϕ) (3.23b)
mit:
R =
(Fa0 −G)2 + F 2b20
2(G− Fa0) ,
α′ = arcsin
(
sin(β′)
γ
)
,
ϕ = arcsin(
G−R
R
sin(α′)).
Dabei sind die positiven Winkel α′ nach oben orientiert, die positiven β′ nach unten, so
dass ein Speisepunkt mit positivem α′ einen positiven Abstrahlwinkel β′ erzeugt.
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3.3.2. Elliptical Focal Arc
In weiteren Vero¨ffentlichungen wie [Sin01], [Han91] wird ein elliptischer Bogen fu¨r weite-
re Speisungen vorgeschlagen. Nach [Sin01] ergibt dies eine kompaktere Form bei a¨hnlichen
Phasenfehlern. Zusa¨tzlich zur Variation von g kann man dann durch die Variation der nume-
rischen Exzentrizita¨t e die Phasenfehler minimieren. Zur Bestimmung der Position und Form
der Ellipse werden folgende Bezeichnungen gewa¨hlt. Die große Halbachse R1 liegt auf der
x-Achse. Die kleine Halbachse R2 liegt parallel zur y-Achse. Der Mittelpunkt der Ellipse,
also der Schnittpunkt der beiden Halbachsen, liegt bei Y = 0, X = −G + R1. Die Lage der
Ellipse und deren Halbachsen ist in Bild 3.8 zu erkennen.
Bild 3.8.: Elliptical Focal Arc
Zwischen den beiden Halbachsen besteht die Beziehung
R22 = (1− e2)R21 (3.24)
mit der numerischen Exzentrizita¨t e. Mit der Ellipsengleichung [Bro01] erha¨lt man
(Fa0 −G+R1)2
(R1)2
+
(Fb0)
2
(R2)2
= 1. (3.25)
(3.24) in (3.25) eingesetzt ergibt dann:
(Fa0 −G+R1)2
(R1)2
+
(Fb0)
2
(1− e2)R21
= 1
(Fa0 −G+R1)2(1− e2) + F 2b20 = (1− e2)R21
(F 2a20 +G
2 +R21 − 2FGa0 + 2FR1a0 − 2GR1) + F 2b20 = (1− e2)R21
Durch Umsortieren und Auflo¨sen nach R1 erha¨lt man:
R1 =
(Fa0 −G)2(1− e2) + F 2b20
2(G− Fa0)(1− e2) (3.26)
Durch die oben beschriebenen Festlegungen u¨ber Position der Ellipse und (3.26), sowie
(3.24) ist die Ellipse somit eindeutig bestimmt.
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An (3.26) kann man gut erkennen, dass die Ellipse fu¨r e = 0 in einen Kreis u¨bergeht und
(3.26) dann mit (3.22) u¨bereinstimmt.
Die direkte Berechnung der Lage der zusa¨tzlichen Speisepunkte ist dabei komplizierter als
beim Circular Focal Arc.
Die Ellipse beeinhaltet die PunkteXi = −G+R1−R1 cos(t), Yi = R2 sin(t), t ist dabei der
Ellipsenwinkel. Um den passenden Winkel t′ zum gewu¨nschten Abstrahlwinkel β′ zu finden,
muss wieder zuerst wie beim Circular Focal Arc der zugeho¨rige Winkel α′ bestimmt werden.
t′ muss dann folgende Gleichung erfu¨llen:
R2 sin(t
′)
G−R1 +R1 cos(t′) = tan(α
′)
Der Vorzeichenwechsel im Nenner weist positiven α′ positive t′ zu. Die Gleichung wird
dann umgestellt zu:
R2︸︷︷︸
A
sin(t′)−R1 tan(α′)︸ ︷︷ ︸
B
cos(t′) = (G−R1) tan(α′)︸ ︷︷ ︸
C
; (3.27)
Um diese Gleichung zu lo¨sen werden folgende mathematischen Beziehungen eingefu¨hrt:
A = D sin(z),
B = D cos(z),
D = ±
√
A2 + B2,
z = arctan(
A
B
)
In 3.27 eingesetzt ergibt sich
D sin(z) sin(t′) +D cos(z) cos(t′) = C.
Mittels trigonometrischer Umformungen [Bro01] erha¨lt man daraus
C = D cos(±(z − t′)),
und somit
t′ = z ± arccos(C/D). (3.28)
In (3.28) sind durch das± und durch das zweideutige D zwei Zweideutigkeiten vorhanden.
Diese mu¨ssen aufgrund der Mehrdeutigkeiten der Winkelfunktionen richtig gewa¨hlt werden.
Im hier beschriebenen Fall lauten die korrekten Lo¨sungen wie folgt:
Fall 1: 0 ≤ α′ < Π
2
D = −
√
A2 + B2, t′ = z + arccos
(
C
D
)
Fall 2: −Π
2
< α′ < 0
D = +
√
A2 + B2, t′ = z − arccos
(
C
D
)
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Zusammengefasst noch einmal die Gleichungen zur Berechnung der Position eines Pha-
senzentrums auf dem Elliptical Focal Arc zu gewu¨nschten Abstrahlwinkeln β′:
Xi = −G+R1 −R1 cos(t′), (3.29a)
Yi = R2 sin(t
′), (3.29b)
mit:
α′ = arcsin
(
sin(β′)
γ
)
,
und im Fall 1: 0 ≤ α′ < π
2
t′ = arctan
(
− R2
R1 tan(α′)
)
+ arccos
(
(R1 −G) tan(α′)√
R22 + (R1 tan(α
′))2
)
sowie im Fall 2: Fall 2: −π
2
< α′ < 0
t′ = arctan
(
− R2
R1 tan(α′)
)
− arccos
(
(G−R1) tan(α′)√
R22 + (R1 tan(α
′))2
)
3.3.3. Weitere Formen des Focal Arc
In [Sin98] werden noch weitere Formen fu¨r den Focal Arc vorgeschlagen und mit der ellip-
tischen und der kreisfo¨rmigen Kontur verglichen, wie eine gerade Linie, eine Parabel oder
hyperbolische Kurven. Danach ergibt sich fu¨r eine elliptische Form eine kompaktere Form
der Parallelplattenregion bei einem vergleichbaren Phasenfehler. Die weiteren vorgeschlage-
nen Formen bieten keine Verbesserung. [She78] schla¨gt eine symmetrische Linse vor, bei der
die Array Port und die Beam Port Konturen exakt die selbe Form haben. Auch die Zuleitungen
werden symmetrisch ausgefu¨hrt. Dies bringt jedoch die Einschra¨nkung, dass man die selbe
Anzahl Strahlrichtungen wie Antennen haben muss.
3.4. Form einer Beispielgeometrie und deren Phasenfehler
Die in den vorangegangenen Abschnitten hergeleiteten Formeln fu¨r die geometrische Form
einer Rotman Linse ko¨nnen nun dazu genutzt werden, um die Auswirkungen der unterschied-
lichen Parameter auf die Form der Beam und Array Port Konturen zu veranschaulichen, sowie
die Auswirkungen der Parameter auf die Phasenfehler zu bewerten. Eine solche Betrachtung
findet sich ausfu¨hrlich in [Han91]. Hier werden die Auswirkungen der wichtigsten Parameter
kurz dargestellt.
Die nachfolgenden Ergebnisse werden fu¨r ein exemplarisches Beispiel erstellt. Die System-
parameter dieser Antennengruppe sind in Tabelle 3.4 dargestellt.
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Antennenanzahl 7
Antennenabstand 15 cm
Strahlrichtungen 9
max. Abstrahlwinkel 45◦
Tabelle 3.1.: Designspezifikationen fu¨r Beispielantennengruppe
3.4.1. Variation der Design-Parameter
Es ko¨nnen die folgenden Design-Parameter variiert werden, um minimale Phasenfehler und
eine optimale Geometrie zu erhalten:
• Brennweite G
• Brennverha¨ltnis g
• Ausdehnungsfaktor (expansion factor) γ
• numerische Exzentrizita¨t e
Durch die Vielzahl der Variationsmo¨glichkeiten gibt es eine unendliche Anzahl an mo¨gli-
chen Formen einer Rotman Linse, die alle die selben Beamwinkel fu¨r die selbe Gruppenan-
tenne erzeugen.
Ein erstes Beispiel fu¨r eine mo¨gliche geometrische Form ist in Bild 3.9a dargestellt. In
dieser Startgeometrie sind die 4 Design-Parameter folgendermaßen gewa¨hlt: G = 0,55m,
g = 1,07, γ = 1,6, e = 0.
Ausgehend von diesem Beispiel werden jetzt die genannten Design Parameter variiert.
−0.8 −0.6 −0.4 −0.2 0 0.2
−0.5
−0.3
−0.1
0.1
0.3
0.5
x in m
y 
in
 m
 
 
Beam Ports
Array Ports
Antennen
(a) Startgeometrie
−0.8 −0.6 −0.4 −0.2 0 0.2
−0.5
−0.3
−0.1
0.1
0.3
0.5
x in m
y 
in
 m
(b) Variation von G; blau: G = 0,35m, rot: G =
0,55m, gru¨n: G = 0,75m
Bild 3.9.: Brennweite
Wenn man die Brennweite G variiert, sieht man direkt, dass sich vor allem die Ausmaße
der Parallelplattenregion a¨ndern. Es a¨ndert sich aber auch synchron die Abmessung der Beam
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Port Kontur in y-Richtung. Außerdem variiert auch die Form der Array Port Kontur mit der
BrennweiteG. Dargestellt sind in Bild 3.9b außer der Startgeometrie (rot) die sich ergebenden
Formen fu¨r G = 0,75m (gru¨n) und fu¨r G = 0,35m (blau). Ziel der Variation der Brennweite
ist es, eine mo¨glichst kompakte Form der Parallelplattenregion zu erhalten, jedoch mit der
Einschra¨nkung, dass sich dort noch ungesto¨rt eine TEM-Welle ausbreiten kann.
Wenn man das Brennverha¨ltnis g = G
F
bei gleich bleibender Brennweite G variiert, sie-
he Bild 3.10a, vera¨ndert man folglich die zweite Brennweite F . Man erkennt, dass man mit
diesem Parameter vor allem die Kru¨mmungen beider Konturen vera¨ndert. Ein kleiner wer-
dendes g (blau, g = 1,03) biegt die a¨ußeren Beam Ports weiter nach außen. Gleichzeitig
werden die a¨ußeren Array Ports weiter nach innen gezogen. Ein gro¨ßer werdendes g (gru¨n,
g = 1,1) erreicht das Gegenteil. Das Brennverha¨ltnis ist damit ein wichtiger Parameter um
geeignete Formen der beiden Konturen zu erhalten. Ein Optimum ergibt in der Regel a¨hnliche
Kru¨mmungen fu¨r beide Konturen.
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(b) Variation von γ; blau: G = 0,35m, rot: G =
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Bild 3.10.: Brennverha¨ltnis und Ausdehnungsfaktor
Bei Variation des Ausdehnungsfaktors γ, siehe Bild 3.10b, variiert man bei gleich blei-
bendem maximalem Abstrahlwinkel β den Winkel α, der zusammen mit F die Position der
beiden Brennpunkte F1 und F2 bestimmt. Ein gro¨ßer werdendes γ (gru¨n, γ = 1,9) sorgt folg-
lich dafu¨r das die beiden Brennpunkte na¨her zur Symmetrieachse wandern und sich die Beam
Port Kontur dadurch zusammen staucht. Gleichzeitig wandern aber auch die a¨ußeren Array
Ports weiter weg von der Symmetrieachse. Der Ausdehnungsfaktor bietet somit ein wichtiges
Werkzeug, um die Abmessungen beider Konturen in y - Richtung zu variieren. Zusammen mit
g kann man so erreichen, dass beide Konturen sich in Kru¨mmung und Ausdehnung a¨hneln.
Die Variation der numerischen Exzentrizita¨t bietet im Ablauf des Design Prozesses am
Ende die Mo¨glichkeit, bei einer gegebenen Struktur die Phasenfehler zu minimieren. Da die
Auswirkungen in einem geometrischen Plot so gut wie nicht erkennbar sind, wird hier auf
eine Darstellung verzichtet.
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(b) Phasenfehler bei e = 0,5
Bild 3.11.: Vergleich des Phasenfehlers bei Variation von e
3.4.2. Phasenfehler der Beispielgeometrie
In Bild 3.11(a) sind die Phasenfehler aller neun Beam Ports fu¨r die sieben Array Ports dar-
gestellt. Die Soll-Phase bezieht sich dabei auf den mittleren Array Port. Die Phasenfehler
geben somit die Abweichung der sich ergebenden Phase an den Antennenelementen von der
erwu¨nschten Phase, die fu¨r die jeweilige Abstrahlrichtung beno¨tigt wird, wieder. Man erkennt,
dass nur sechs Kurven einen Phasenfehler aufweisen. Die weiteren drei Kurven liegen kon-
stant auf Null, da diese die drei perfekten Brennpunkte darstellen und somit ohne Phasenfehler
sind. Die Phasenfehler wurden in diesem Fall fu¨r 5 GHz berechnet.
In Bild 3.11(b) ist der Phasenfehler fu¨r die selben Parameterwerte, abgesehen von einem
vera¨nderten e dargestellt. In diesem Fall liefert eine elliptische Form des Focal Arc keine
Verbesserung.
Es kann im Allgemeinen keine Aussage getroffen werden, wie sich verschiedene Parameter
auf die Phasenfehler auswirken. In der Regel gibt es fu¨r jeden Parameter ein Optimum und
man muss unter Beachtung der geometrischen Form die optimale Lo¨sung im jeweiligen Fall
auswa¨hlen. Weitere Gesichtspunkte, die man bei der Auswahl der Design-Parameter beachten
muss, werden in den folgenden Kapiteln angesprochen.
Der in [Rot63] angesprochene optimale Wert g = 1 + α2 kann als Ausgangspunkt im
Design-Verlauf dienen. Er kann aber schon allein deshalb keine optimale Lo¨sung liefern, da
in [Rot63] die Winkel α und β noch identisch sind.
Ein mo¨glicher Weg zur Minimierung der Phasenfehler einer gegebenen Struktur ist in
[Sin04] beschrieben. Dabei werden die Design-Parameter so variiert, dass der Phasenfehler
fu¨r 2 weitere Beam Ports identisch 0 wird.
3.5. Grenzen der strahlenoptischen ¨Uberlegungen
Da die geometrische Form des Systems rein auf strahlenoptischen ¨Uberlegungen beruht, und
es so konzipiert wird, dass die Wellenausbreitung mit TEM-Wellen stattfindet, ist die Rotman
Linse ein True Time Delay System und damit breitbandig. Die Breitbandigkeit wird dann
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nur durch die jeweiligen Schaltelemente begrenzt, die zur Realisierung der Linse verwendet
werden [Sin01], sowie durch die Grenzfrequenzen von TE- oder TM-Moden. Außerdem kann
das verwendete Substratmaterial frequenzabha¨ngige Materialparameter ǫr, µr aufweisen.
Um eine elektromagnetische Wellenausbreitung strahlenoptisch zu beschreiben gilt allge-
mein die Vorraussetzung, dass die Abmessungen groß gegenu¨ber der Wellenla¨nge sind. Im
konkreten Fall der Rotman Linse bedeutet das, dass die Systembeschreibung, die auf strah-
lenoptischen ¨Uberlegungen beruht, fu¨r zu kleine Abmessungen der Linse ungu¨ltig wird. In
verschiedenen Vero¨ffentlichungen wie [Sin04] werden noch Linsen mit einer Ausdehnung
im Bereich von zwei bis drei Wellenla¨ngen realisiert, so dass in diesem Bereich eine untere
Grenze fu¨r die Abmessungen zu sehen ist.
Die strahlenoptischen ¨Uberlegungen beru¨cksichtigen außerdem auch nicht, dass es inner-
halb der Parallelplattenregion zu Reflexionen und Streuprozessen kommt.
Fu¨r die ga¨ngigen Hochfrequenzsubstrate kann na¨herungsweise von konstanten Materialpa-
rametern fu¨r die hier betrachteten Frequenzbereiche ausgegangen werden.
3.6. Ein- und Ausspeise-Ports
Die Ein- und Ausspeisung in die Parallelplattenregion findet u¨ber die Beam und Array Ports
statt. Die Parallelplattenregion kann man als zweidimensionalen Freiraum betrachten, da sich
dort nur eine TEM-Welle ausbreiten kann [Smi82]. Die Ports kann man dann als zweidi-
mensionale Antennen, die eine Richtcharakteristik und einen Gewinn haben, betrachten. Fu¨r
einen im Vergleich zur Wellenla¨nge breiten Port ergibt sich dann ein schmales Pattern, fu¨r
einen schmalen Port ein breites Pattern.
Bild 3.12.: Zweidimensionale Empfangs- und Sendeantennen, r: Entfernung der Ports, La,b:
Breite Beam-/Arrayport, φa,b: lokaler Abstrahlwinkel Beam-/Arrayport
Zu beru¨cksichtigen ist, dass durch die nicht konstante Richtcharakteristik der Ports eine
ungleiche Amplitudenbelegung an den Antennen entsteht.
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3.6.1. Richtcharakteristik eines Ports
Fu¨r eine kontinuierliche lineare Quelle der La¨nge L, die symmetrisch auf der y-Achse verteilt
ist, folgt a¨hnlich zu (2.14):
FGr(φ, θ) =
∫ L
2
−L
2
ai(y
′)e+jky
′ sin(θ) sin(φ)dy′
Im Fall der zweidimensionalen Antenne und der Parallelplattenregion gibt es keine Aus-
dehnung in z-Richtung, damit gilt θ = 90◦ und somit ergibt sich:
FGr(φ) =
∫ L
2
−L
2
ai(y
′)e+jky
′ sin(φ)dy′.
Durch die in Na¨herung konstante Feldverteilung einer Mikrostreifenleitung u¨ber deren
Breite, kann fu¨r die Ports gleichma¨ßige Speisung angenommen werden, so dass ai(y′) = 1
gilt.
Bild 3.13.: Elektrische Feldverteilung einer Mikrostreifenleitung [Thu07]
Fu¨r eine lineare Antenne, bzw. eine als Linienquelle aufzufassende Vorderkante eines Mi-
krostreifentapers mit konstanter Belegung ergibt sich [Zwi09]:
FGr(φa,b) =
sin
(
πL
λ
sin(φa,b)
)
πL
λ
sin(φa,b)
(3.30)
Es muss der Eindeutigkeitsbereich der jeweiligen Moden betrachtet werden, denn die ange-
gebene Verteilung des elektrischen Feldes ist nur gu¨ltig, so lange ein eindeutiges Modenbild
besteht.
Fu¨r den Fall der Mikrostreifenleitung ergibt sich damit eine maximale Breite der Ports von:
Lmax =
c0
2fmax
√
ǫr,eff
(3.31)
Fu¨r Leitungsbreiten gro¨ßer als Lmax kann sich die na¨chste hybrid-elektrische Mode (HE1)
ausbreiten, dadurch beschra¨nkt sich der stabile Bereiche der Quasi-TEM-Welle (HE0) [Thu07].
Die ho¨heren Moden einer Mikrostreifenleitung sind stark dispersionsbehaftet.
Im Fall des Hohlleiters ist der Eindeutigkeitsbereich der TE10 Mode zu beachten, sowie
dessen untere Grenzfrequenz, die Cut-Off -Frequenz fc. In diesem Fall ist zu beachten, dass
schon der Grundmode TE10 nicht dispersionsfrei ist, und dadurch die Breitbandigkeit einge-
schra¨nkt ist.
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3.7. Parallelplattenregion
Der Bereich zwischen der eigentlichen Linse und dem focal arc wird durch 2 parallele Plat-
ten realisiert. Ist deren Abstand kleiner als λ/2, so kann sich dort nur der TEM Mode aus-
breiten [SF83]. Dann ergibt sich eine Art zweidimensionaler dispersionsfreier Freiraum mit
zweidimensionalen Sende- und Empfangsantennen (Beam- und Array-Ports).
Erga¨nzend zu den Richtcharakteristiken der Ports kann ein theoretisches Modell u¨ber die
Ausbreitung der elektromagnetischen Welle in der Parallelplattenregion aufgestellt werden.
3.7.1. Leistungsu¨bertragung von einem Beam Port zu einem Array Port
Ein Beam Port erzeugt bei dessen Speisung eine Leistungsflussdichte
Sr =
PtGt
2πrh
(3.32)
in einer Entfernung r von dem Port. h entspricht dem Abstand der parallelen Platten.
Ein Array Port, der als Empfangsantenne wirkt, entnimmt mit seiner fiktiven Antennen-
wirkfla¨che Aw = Lah dem Wellenfeld die Leistung
Pr = SrAw =
PtGtLa
2πr
In [SF83] wird analog zur Freiraumausbreitung auch ein maximaler Gewinn der Port-
Apperturen hergeleitet.
Gt,r =
2πLb,a
λ
(3.33)
Einem Beam Port mit der Breite Lb wird somit ein Sendegewinn Gt zugeordnet, dement-
sprechend einem Array Port der Breite La ein Empfangsgewinn Gr.
Damit ergibt sich fu¨r die maximal an einem Array Port empfangbare Leistung
Pr =
PtGtLa
2πr
=
PtLbLa
λr
Aus dieser Beziehung, sowie den Richtcharakteristiken der Beam und Array Ports (3.30),
kann man dann allgemein das Verha¨ltnis der von einem Beam Port abgestrahlten Leistung zur
von einem Array Port empfangenen Leistung bestimmen.
Pr
Pt
=
LaLb
λr
·
(
sin
(
πLa
λ
sin (φa)
)
πLa
λ
sin (φa))
)2
·
(
sin
(
πLb
λ
sin (φb)
)
πLb
λ
sin (φb)
)2
(3.34)
Dabei ist r die Entfernung des Array Ports zum Beam Port, La, Lb sind deren jeweilige
Breite, φa und φb sind die Winkel, die der jeweilig andere Port von der Normalen zum Port
abweicht, siehe Bild 3.12.
Durch (3.34) la¨sst sich nun eine Vorhersage u¨ber die Amplitudenbelegung der Antennen-
gruppe machen. Mit den aus Kapitel 3.2 bekannten Kabella¨ngen W und dem Abstand der
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jeweiligen Beam und Array Ports la¨sst sich die Phasenbelegung der Antennengruppe berech-
nen. Durch die Information u¨ber Amplitude und Phase kann man dann den Gruppenfaktor
berechnen (2.13).
Reflexions- und Streuungsprozesse innerhalb der Linse werden dabei jedoch noch nicht
beru¨cksichtigt.
3.7.2. Anpassung eines Ports
Die Betrachtung der Ports als 2-D Antennen und der Parallelplattenregion als zweidimensio-
nalem Freiraum erlaubt auch eine Abscha¨tzung der Anpassung der Beam und Array Ports.
Die erzeugte Leistungsdichte eines Beam Ports in der Parallelplattenregion la¨sst sich nach
(3.32), (3.33) und (3.30) berechnen als:
Sr(r,φa,b) =
Pt
2πrh
2πLb
λ
(
sin
(
πL
λ
sin(φa,b)
)
πL
λ
sin(φa,b)
)2
. (3.35)
Nach dem Reziprozita¨ts-Theorem ist diese Abscha¨tzung auch fu¨r die Array Ports gu¨ltig.
Wenn man annimmt, dass der Port senkrecht an einer Parallelplattenregion angeordnet ist,
dann kann er Leistung nur im Winkelbereich−π
2
bis π
2
abstrahlen (Bild 3.14). Eine Integration
des Produkts von (3.35) mit den infinitesimalen Antennenwirkfla¨chen dAw(r,φ) = rhdφ u¨ber
−π
2
bis π
2
liefert somit die gesamte abgestrahlte Leitung Pges.
Pges =
∫ pi
2
−pi
2
Sr(r,φa,b)dAw(r,φa,b)
=
∫ pi
2
−pi
2
Pt
rh
Lb
λ
(
sin
(
πLb
λ
sin(φa,b)
)
πLb
λ
sin(φa,b)
)2
rhdφa,b
= Pt
Lb
λ
∫ pi
2
−pi
2
(
sin
(
πLb
λ
sin(φa,b)
)
πLb
λ
sin(φa,b)
)2
dφa,b
(3.36)
Bild 3.14.: Port, der eine Parallelplattenregion speist
Aus der Differenz der Sendeleistung Pt und der tatsa¨chlich abgestrahlten Leistung Pges
kann dann die am Port reflektierte Leistung Pref bestimmt werden. Somit bietet (3.36) eine
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Abscha¨tzung fu¨r den Reflexionsparameter eines Beam Ports.
rPort =
√
Pt − Pges
Pt
=
√√√√1− Lb,a
λ
∫ pi
2
−pi
2
(
sin(
πLb,a
λ
sin(φa,b))
πLb,a
λ
sin(φa,b)
)2
dφa,b (3.37)
Da man die Ports auch als einen Wellenwiderstandsu¨bergang zwischen einer Leitung (mei-
stens 50Ω) und der Parallelplattenregion ansehen kann, sind weitere Effekte vorhanden, die
eine Auswirkung auf die Anpassung eines Ports haben. Vor allem die Form des Tapers kann
einen entscheidenden Einfluss haben. Fu¨r die Abscha¨tzung der Anpassung bei der unteren
Grenzfrequenz des Systems, bietet (3.37) eine gute Abscha¨tzung.
3.8. Analytisches Systemmodell
Durch die in den vorherigen Kapiteln hergeleiteten Gleichungen (3.34) und (3.37) sind Na¨he-
rungen fu¨r die komplette Streumatrix einer Rotman Linse gegeben. Die Verkopplung einzel-
ner Beam Ports und Array Ports zueinander wird vernachla¨ssigt.
Das geometrische Modell aus Kapitel 3.4 kann nun dadurch erga¨nzt werden, dass die
punktfo¨rmigen Quellen mit Ports einer gewissen Breite Lb,a ersetzt werden. Mit den gege-
benen Gleichungen kann nun zusa¨tzlich zur Phasenbelegung der Antennengruppe auch die
Amplitudenbelegung der Antennengruppe und daraus deren Gruppenfaktor berechnet werden
(2.13). Außerdem kann man fu¨r jeden einzelnen Signalweg in der Rotman Linse u¨ber die
inverse Fourier Transformation der komplexen ¨Ubertragungsfunktion deren Impulsantwort
berechnen (2.27).
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Bild 3.15.: Beispielgeometrie mit Ports der Breite L
In Bild 3.15 dargestellt ist die Beispiel-Geometrie mit 4,9 cm breiten Beam Ports und 6,3
cm breiten Array Ports.
Mit den gegeben Parametern kann man nun die Transmissionsparameter der Struktur be-
rechnen. In Bild 3.16 erkennt man den Betrag der S-Parameter von Beam Port 1 zu den Array
Ports 2, 3, 4 und 5. Mit den weiteren S-Parametern von Beam Port 1 zu den Antennen 1, 6
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Bild 3.16.: Betrag der S-Parameter von Beam Port 1 zu den Array Ports 2,3,4,5
und 7 kann man nun den Gruppenfaktor der Antennengruppe bei Speisung der Rotman Linse
an Beam Port 1 berechnen (Bild 3.17).
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Bild 3.17.: Gruppenfaktor bei Speisung von Beam Port 1
Mit den vorgestellen analytischen Gleichungen kann eine Vorauswahl der Designparameter
getroffen und eine sinnvolle Startgeometrie fu¨r beliebige Frequenzbereiche gewa¨hlt werden.
Danach kann einfacher und gezielter in einem numerischen Feldsimulator ein Design begon-
nen werden und wertvolle Rechenzeit fu¨r Optimierungen gespart werden.
3.9. Folgerungen aus dem analytischen Systemmodell
Die Beschreibung der Parallelplattenregion und der Ports wie sie in den Kapiteln 3.6 und
3.7 vorgenommen wurde, bringt auch eine drastische Einschra¨nkung der Breitbandigkeit des
Gesamtsystems mit sich. Der Gewinn und die Richtcharakteristik eines Ports sind frequenz-
abha¨ngig, wodurch sich ein beschra¨nkter Frequenzbereich ergibt, fu¨r den u¨berhaupt Lei-
stungsu¨bertragung durch die Parallelplattenregion mo¨glich ist.
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Bild 3.18.: Simulator zum Entwurf von Rotman-Linsen
Der entwickelte Systemsimulator in Matlab, siehe Bild 3.18, dient der schnellen Vorent-
wicklung einer Rotman-Linse. Dieser basiert auf der Annahme einer Freiraumausbreitung
in der Parallelplattenregion und modelliert die zweidimensionalen Mikrostreifentaper als an-
tennena¨hnliche Ports. Er beru¨cksichtigt allerdings keine Da¨mpfung oder Dispersion. Seine
Ergebnisse stimmen mit den simulierten und gemessenen Ergebnissen u¨berein und ermo¨gli-
chen somit ein schnelles Design von Rotman-Linsen. Fu¨r den Systemsimulator wurde ein
Matlab-GUI entwickelt, sowie einige Funktionserweiterungen hinzugefu¨gt. Man kann z.B.
die Zeitbereichsgu¨tekriterien berechnen lassen. Desweiteren ist es mo¨glich die Port-Absta¨nde
und Breiten individuell fu¨r jeden Port einzustellen, um eine Optimierung der Linse vorzu-
nehmen. Der ¨Ubergang von der Mikrostreifenleitung auf die Parallelplattenregion geschieht
in Form einer Taperung der Leitung. Als Portbreite wird normalerweise die maximale Breite
der Taperung verwendet. Bei hohen Frequenzen ist es jedoch mo¨glich, dass sich die Zylin-
derwellen aufgrund der ku¨rzeren Wellenla¨nge bereits in der Taperung als Freiraumwelle vom
Port ablo¨sen und sich in die Parallelplattenregion ausbreiten. Sie besitzen dann eine kleinere
effektive Portbreite und dies wird im Simulator beru¨cksichtigt.
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4. Entwicklung einer Rotman Linse fu¨r den
FCC-UWB-Bereich
Zur Validierung der entwickelten analytischen Designmethode, wird eine Rotman-Linse fu¨r
den UWB-Frequenzbereich von 3,1 - 10,6 GHz entwickelt [LPBZ09]. Es soll vor allem die
Vorhersage der zu erwartenden unteren Grenzfrequenz und der Frequenzbandbreite u¨ber-
pru¨ft werden. Des weiteren werden mit Hilfe des elektromagnetischen Vollwellensimulators
CST Microwave Studio Effekte wie etwa die Verkopplung der Zuleitungen oder der Ports
untersucht. Auch werden interne Reflexionen bei der S-Parameter-Analyse mitberu¨cksich-
tigt. Anhand der Ergebnisse werden erstmalig neuartige Darstellungen der Impulsantwort der
Rotman-Linse im Zeitbereich vorgestellt.
4.1. Anforderungen
Die festen Parameter der Rotman Linse fu¨r den UWB-Bereich sollen folgendermaßen gewa¨hlt
werden. Der Beamformer soll 9 diskrete Beamrichtungen zwischen -45◦ und +45◦ erzeugen
ko¨nnen und 7 Antennen ansteuern. Der Antennenabstand wird auf 1,5 cm festgelegt, um Gra-
ting Lobes auch fu¨r hohe Frequenzen zu vermeiden, gema¨ß [Zwi09]:
d <
N − 1
N
1
1 + |sin (θ0)|λ10GHz = 0,015m (4.1)
Dies erfordert eine Anordnung der Antennen in der H-Ebene, da die Antennen in der E-
Ebene la¨nger sind und diesen Abstand somit nicht erlauben.
Die Amplitudenbelegung der Antennengruppe soll fu¨r alle Beamrichtungen mo¨glichst kon-
stant sein und die Phasenbelegung soll dem idealen linearen Verlauf folgen. Die Phasenfehler
der Rotman Linse sollten mo¨glichst verschwinden.
Die Rotman Linse wird auf einem Substrat des Materials RT/duroid 6010LM gea¨tzt. Die
Permittivita¨t dieses Substrats betra¨gt 10,8. Durch die hohe Permittivita¨t ko¨nnen die Abmes-
sungen der Linse verringert werden. Die Dicke der Substratschicht betra¨gt 1,27 mm.
4.2. Mikrostreifenleitung
Um einige im Folgenden auftretenden Effekte des Prototyps zu erkla¨ren, ist es notwendig, die
Grundlagen der Mikrostreifenleitungen voran zu stellen.
4.2.1. Effektive Permittivita¨t
Die effektive Permittivita¨t wird deshalb eingefu¨hrt, weil sich ein Teil des elektrischen und
magnetischen Feldes im Substrat und ein Teil in der Luft befindet. Durch sie wird die Phasen-
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konstante βz bzw. die Wellenla¨nge λz in Ausbreitungsrichtung bestimmt. Eine Abscha¨tzung
der effektiven Permittivita¨t fu¨r w
h
≪ 1 findet sich in Gleichung 4.3.
ǫr,eff =
(
βz
β0
)2
(4.2)
=
(
λ0
λz
)2
≈
ǫr + 1
2
(4.3)
Mit gro¨ßerem w
h
und steigender Frequenz erho¨ht sich das ǫr,eff und na¨hert sich dem ǫr des
Substrats an, da sich dann ein gro¨ßerer Teil des Feldes innerhalb des Substrates befindet.
Eine metallische Abschirmung oberhalb des Leiters vera¨ndert das Feldlinienbild und damit
auch die effektive Permittivita¨t [MG86]. Sie wird umso geringer, je kleiner der Abstand zwi-
schen Abschirmung und Leiter ist. Ab einer Abschirmungsho¨he von a
h
> 10 kann der Einfluss
des Deckels vernachla¨ssigt werden.
4.2.2. Leitungswellenwiderstand
Der Leitungswellenwiderstand ergibt sich aufgrund der Feldverteilung in Luft und Substrat
und ist eine Funktion von w
h
und der Permittivita¨t des Substrates. Er verringert sich mit zu-
nehmender Permittivita¨t und gro¨ßerem w
h
. Fu¨r den Leitungswellenwiderstand gilt:
ZL = Z0 · h
weff · √ǫr,eff (4.4)
Wobei Z0 = 120πΩ und weff > w gilt.
Bei einer Abschirmung mit kleiner Abschirmho¨he a verringert sich der Wellenwiderstand.
Bei einer Abschirmho¨he von a
h
> 5 kann der Einfluss der Abschirmung vernachla¨ssigt wer-
den.
4.2.3. Auftretende Wellen
Aufgrund der Unsymmetrie der Mikrostreifenleitung (ein Teil des Feldes wird in der Luft,
ein Teil im Substrat gefu¨hrt) ist die Grundwelle der Mikrostreifenleitung keine TEM-Welle,
sondern die HE0-Welle. D.h. es ist eine Hybridwelle mit Ez und Hz-Komponenten. Ist die
Dielektrikumsdicke jedoch klein gegen die Wellenla¨nge, darf man von einer Quasi-TEM-
Welle ausgehen, bei der die Phasengeschwindigkeit und der Wellenwiderstand nur schwach
frequenzabha¨ngig sind. Der Grundmode besitzt keine untere Grenzfrequenz (Bild 4.1). Unter
der Annahme w
h
≫ 1 la¨sst sich folgende Aussage treffen: Der stabile Bereich des Grundmode
existiert so lange, bis eine halbe Wellenla¨nge quer auf dem Leiter Platz hat. Damit ergibt sich
fu¨r die Grenzfrequenz des Grundmode
fg1 =
c0
2w
√
ǫr
. (4.5)
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Bild 4.1.: Modenschema der Mikrostreifenleitung [Thu07]
Ho¨here Moden
Mit der Grenzfrequenz des Grundmode endet auch der Eindeutigkeitsbereich der Quasi-TEM-
Welle. Die ab fg1 auftretenden HE-Oberwellen besitzen eine stark frequenzabha¨ngige Wel-
lenzahl und Phasengeschwindigkeit. Zusa¨tzlich fu¨hren die ho¨heren Moden zu einer sta¨rkeren
Abstrahlung der Mikrostreifenleitung.
Die Grenzfrequenzen der ho¨heren Moden sind Vielfache der Grenzfrequenz des Grundmo-
de.
Oberfla¨chenwellen und Abstrahlung
Bild 4.2.: Blick auf die Mikrostreifenleitung von oben mit den Wellenzahlen der gefu¨hrten
verlustbehafteten Mode (β) und der Wellenzahl der Oberfla¨chenwelle, welche sich
wa¨hrend des Leckvorgangs weg von der Mikrostreifenleitung bewegt (βS) [AAO86]
.
Ho¨here Moden werden im Bereich der Grenzfrequenz zu Leckwellen. Die Leckwelle tritt in
zwei Erscheinungsformen auf: Oberfla¨chenwellen und Raumwellen [AAO86]. Oberfla¨chen-
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wellen breiten sich entlang einer Grenzfla¨che zwischen zwei Medien aus und sind eine gefu¨hr-
te Mode. Im Fall der Mikrostreifenleitung breiten sie sich also entlang der Grenzfla¨che von
Luft und Substrat aus. Treffen diese auf Sto¨rstellen, z.B. das Ende des Substrates, strahlen
sie ab [Thu07]. Je dicker das Substrat ist, desto sta¨rker treten die Oberfla¨chenwellen in Er-
scheinung. Die TM0-Oberfla¨chenwelle besitzt keine untere Grenzfrequenz. Der Grundmode
der TE0-Oberfla¨chenwelle tritt ab ihrer unteren Grenzfrequenz fg,TE0 auf:
fg,TE0 =
c0
4h
√
ǫr − 1
(4.6)
Die na¨chst ho¨heren Moden der TMn- und TEn- Oberfla¨chenwellen sind Vielfache der TE0-
Grundwelle:
fg,TMn = 2n fg,TE0 (4.7)
fg,TEn = (1 + 2n) fg,TE0 (4.8)
In Bild 4.1 sieht man die auftretenden Moden auf einer Mikrostreifenleitung in Abha¨ngig-
keit der Frequenz. Die Skala ist auf Lichtgeschwindigkeit geteilt durch Phasengeschwindig-
keit normiert. Dies entspricht dem Verlauf der Quadratwurzel der effektiven Permittivita¨t:
c0
vp(f)
=
ω
β0
ω
β
=
β
β0
=
λ0
λ
=
√
ǫr,eff (4.9)
β0 ist die Wellenzahl im Vakuum. Das Bild 4.1 ist so zu lesen, dass bei einer bestimmten
Frequenz die jeweiligen Moden ein bestimmtes ǫr wahrnehmen und sich daraufhin mit einer
bestimmten Phasengeschwindigkeit bzw. Wellenzahl ausbreiten. Fu¨r sehr hohe Frequenzen
na¨hern sich alle√ǫr,eff dem√ǫr, da sich dann nahezu kein Anteil des Feldes mehr in der Luft
befindet. Nahe der Grenzfrequenz der Oberwellen wird deren Wellenzahl komplex (schraffier-
ter Bereich). Besitzt die Wellenzahl dort aber weiterhin einen Realteil, so leckt die Welle, was
zu einer Da¨mpfung fu¨hrt. Das Bild 4.2 veranschaulicht eine leckbehaftete Mode: Wa¨hrend
sich die gefu¨hrte Mode β entlang der Mikrostreifenleitung ausbreitet, bewegt sich die Ober-
fla¨chenwelle βS von dieser weg (auf beiden Seiten des Leiters). Hier gilt:
β2x = β
2
S − β2 (4.10)
Damit ein Leistungsverlust auftritt, muss βx real sein [AAO86], d.h. es muss folgende Bedin-
gung erfu¨llt sein:
β < βS (4.11)
Dies ist der schraffierte Bereich in Bild 4.1 und wird dort hauptsa¨chlich von der TM0- Ober-
fla¨chenwelle bestimmt. Mit einem sehr kleinen β, d.h. sehr niedrigen Frequenzen entsteht also
Verlustleistung in Form von Oberfla¨chenwellen. Fu¨r β < β0 wird zusa¨tzlich noch Energie in
Raumwellen umgewandelt [AAO86].
Die eigentliche Abstrahlung findet im Bereich c0
vp(f)
< 1 statt. Dieser Fall tritt immer an
den Grenzfrequenzen der Oberwellen auf. Dort ist dann die Da¨mpfung der Mikrostreifenlei-
tung aufgrund von Leckmoden besonders hoch. Mit zunehmender Frequenz befindet sich ein
immer gro¨ßerer Teil der Energie in den Leckmoden.
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Leckwellen bei geschirmter Mikrostreifenleitung
Wird die Mikrostreifenleitung geschirmt, kann keine Abstrahlung auftreten. Hier breiten sich
jedoch die Raumwellen entlang des Hohlleiters zwischen Abschirmung und Substratober-
fla¨che aus. Je weiter die Abschirmung von der Mikrostreifenleitung entfernt ist, desto mehr
Energie verlagert sich von den Oberfla¨chenwellen zu den Hohlleitermoden.
Im Gegensatz dazu werden Raumwellen unterdru¨ckt, wenn der Abstand der Abschirmung
zur Substratoberfla¨che kleiner als λ0
2
ist.
4.2.4. Dispersion
Der Begriff Dispersion bedeutet die Verbreiterung eines Signals aufgrund unterschiedlicher
Signallaufzeiten unterschiedlicher spektraler Komponenten. So ist z.B. die Permittivita¨t abha¨ngig
von der Frequenz und damit auch die Ausbreitungsgeschwindigkeit.
Neben dieser chromatischen Dispersion gibt es noch die Modendispersion als eine weitere
Ursache der Impulsverbreiterung. Sie entsteht aufgrund der unterschiedlichen Signallaufzei-
ten der verschiedenen Moden. Die chromatische Dispersion la¨sst sich durch die Ableitung der
Gruppenlaufzeit bestimmen.
4.3. Vor-Design anhand des analytischen Systemmodells
Um geeignete Startwerte fu¨r die Design-Parameter zu wa¨hlen, wird zuerst betrachtet, welche
Breite die Ports mindestens und ho¨chstens haben mu¨ssen.
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Bild 4.3.: Gewinn der Ports bei 3,1 GHz
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Bild 4.4.: Gewinn der Ports bei 10,6 GHz
An den Bildern 4.3 und 4.4 erkennt man, dass die Portbreite L im Bereich 0,5 cm bis 2 cm
liegen sollte, um fu¨r die tiefen Frequenzen noch einen ausreichenden Gewinn zu erhalten und
um fu¨r die hohen Frequenzen nicht zu direktiv zu werden. Die Angaben beziehen sich dabei
auf die in Bild 3.12 dargestellten Winkel.
Als na¨chsten Schritt wird geeigneter Wert fu¨r die BrennweiteG gewa¨hlt. Dabei wird beru¨ck-
sichtigt, dass sich die Ausdehnung der beiden Konturen in y-Richtung dadurch ergibt, welchen
Abstand die beiden a¨ußersten Antennen zueinander haben. In diesem Fall ergibt sich dieser
Abstand zu 6 · 1,5cm = 9cm. Dieser Wert liefert gleichzeitig einen sinnvollen Startwert fu¨r
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die Brennweite G, da er ungefa¨hr der dreifachen Wellenla¨nge bei 3,1 GHz entspricht. Außer-
dem ergeben sich somit ungefa¨hr gleiche Abmessungen der Parallelplattenregion in x- und
y-Richtung, so dass der Ausleuchtungsbereich der Ports ho¨chstens 45◦ entspricht.
Um diesen Ausleuchtungsbereich fu¨r die Beam und Array Ports auf einen a¨hnlichen Wert
zu bringen, sollten die beiden Konturen ungefa¨hr gleiche Ausdehnungen in der y-Richtung
erhalten. Die Variation dieser Ausdehnung wird nach Kapitel 3.4.1 mit dem Design-Parameter
γ vorgenommen.
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Bild 4.5.: Variation von γ (gru¨n: 2,5, rot: 2,0, blau: 1,5)
Dargestellt in Bild 4.5 sind die mo¨glichen Geometrien bei verschiedener Wahl fu¨r den
Ausdehnungsfaktor γ (gru¨n: 2,5, rot: 2,0, blau: 1,5). Man erkennt, dass sich ungefa¨hr gleiche
Ausdehnungen der beiden Konturen fu¨r γ = 2,0 ergeben. Anschließend werden die Portbrei-
ten so gewa¨hlt, dass die Ports mo¨glichst aneinander grenzen. Eine gute Wahl ist hierbei 9 mm
fu¨r die Array Ports und 7 mm fu¨r die Beam Ports. Diese Wahl liegt auch im vorher beschriebe-
nen Bereich, um fu¨r den kompletten Frequenzbereich einen akzeptablen Gewinn zu erhalten.
Als na¨chster Schritt wird das Brennverha¨ltnis g so gewa¨hlt, dass einerseits die Konturen eine
mo¨glichst symmetrische Form haben und andererseits die Phasenfehler minimiert werden. In
den Bildern 4.6 bis 4.8 dargestellt sind die jeweiligen Geometrien und deren Phasenfehler
bei 10,6 GHz. Man erkennt, dass sich die geringsten Phasenfehler auch bei der Geometrie
ergeben, die etwa gleich ausgedehnte Beamport- und Arrayport-Konturen hat. Der Parameter
g = 1,04 bietet somit eine gute Wahl fu¨r das Brennverha¨ltnis.
Als letzter Design-Parameter wird dann die numerische Exzentrizta¨t e variiert um die Pha-
senfehler zu minimieren. Der geringste Phasenfehler ergibt sich dabei fu¨r e = 0 und ist schon
in Bild 4.7 dargestellt.
Abschließend muss u¨berpru¨ft werden, ob die gegebene Geometrie eine gute Performance
in Bezug auf die Leistungsu¨bertragung in der Parallelplattenregion bietet, und ob die sich er-
gebenden Gruppenfaktoren fu¨r den kompletten Frequenzbereich und alle Beam Ports einen
a¨hnlichen Gewinn aufweisen. In Bild 4.9 sind die Transmissionsparameter fu¨r den mittleren
und den a¨ußersten Beam Port hin zu allen 7 Array Ports dargestellt. Man erkennt, dass der
Gewinn der Ports fu¨r hohe Frequenzen hin zunimmt, da die Transmissionsparameter fu¨r den
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Bild 4.6.: g = 1,0
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(b) Phasenfehler
Bild 4.7.: g = 1,04
zentralen Beam Port mit der Frequenz steigen. Außerdem erkennt man am Vergleich der Kur-
ven vom a¨ußeren und vom mittleren Beam Port, dass die Unterschiede fu¨r hohe Frequenzen
zunehmen, da dort die Ports direktiver werden. Trotzdem kann die Amplitudenbelegung fu¨r
die gegebene Bandbreite noch als konstant angesehen werden. In Bild 4.10 erkennt man, dass
das Maximum des Gruppenfaktors fu¨r alle Schwenkrichtungen und u¨ber der gesamten Band-
breite zwischen 1 dB und 6 dB liegt, was bei der gegebenen Bandbreite ein durchaus gutes
Ergebnis darstellt.
4.4. Optimierung mit numerischen Feldsimulationen
Um die Struktur der Rotman Linse in einem numerischen Feldsimulationsprogramm zu opti-
mieren, wurde ein Simulationsmodell erstellt, welches aus den geometrischen Design-Gleichungen
besteht. Innerhalb dieses Modells ko¨nnen dann alle Design-Parameter variiert werden, außer-
dem die Breite der Ports, die Breite der Mikrostreifenleitungen, die La¨nge des Tapers zwi-
schen den Leitungen und den Ports, sowie die Ausdehnung der Seitenbereiche. Die Form der
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Bild 4.8.: g = 1,10
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(b) Zentraler Beam Port
Bild 4.9.: Betra¨ge der S-Parameter von 2 Beam Ports zu allen 7 Array Ports
Taper wurde als exponentielle Funktion realisiert. Diese Form hat Vorteile gegenu¨ber linearen
und parabolischen Tapern in Bezug auf die breitbandige Anpassung. Die Seitenbereiche, die
die 2 Konturen verbinden wurden wie in [RPW97], [PR99] und [HHA02] dreieckfo¨rmig aus-
gefu¨hrt, dabei kann im Modell selbst die Ausdehnung des Dreiecks variiert werden. An die
beiden Schenkel der Dreiecke werden dann jeweils Dummy Ports angebracht, deren Anzahl
variiert werden kann. Diese Dummy Ports sollen die Leistung, die in die Seitenbereiche gera¨t
absaugen, so dass keine Reflexionen innerhalb der Parallelplattenregion entstehen.
In Bild 4.11 dargestellt ist ein Simulationsmodell der Rotman Linse. Links sind 9 An-
schlu¨sse, die u¨ber Mikrostreifenleitungen zu den 9 Beam Ports an der Parallelplattenregion
fu¨hren. Rechts werden die 7 Array Ports u¨ber die Leitungen der Rotman Linse mit den 7 An-
tennenanschlu¨ssen verbunden. Um die richtigen La¨ngen dieser Leitungen zu erhalten, wer-
den Umwege in Form von Kreisbo¨gen und kurzen geraden Stu¨cken unterschiedlicher La¨nge
zwischen diesen Kreisbo¨gen eingefu¨hrt. Die Kreisbo¨gen werden mit einem Radius, der der 4-
fachen Breite der Mikrostreifenleitungen entspricht, entworfen, was nach [Wad91] zu einem
Stehwellenverha¨ltnis kleiner 1,05 fu¨hrt. Die Breite der Mikrostreifenleitungen wird im Mo-
dul LineCalc des Programms Advanced Design System berechnet und auf 1,2 mm festgelegt.
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Bild 4.10.: Gruppenfaktoren fu¨r die untere und obere Grenzfrequenz
Bild 4.11.: Modell in CST Microwave Studio
Bei der Substratdicke 1,27 mm ergeben sich damit die in Tabelle 4.1 gegebenen Wellenwi-
dersta¨nde fu¨r die Zuleitungen.
Im Folgenden sollen nun die Effekte beschrieben werden, auf die wa¨hrend der Phase der
Feldsimulationen geachtet werden muss.
4.4.1. Verkopplung der Zuleitungen
Bei gegebenen Portbreiten Lb,a, Leitungsbreiten w und aneinander grenzenden Ports ergibt
sich der Abstand der Zuleitungen als s = Lb,a − w. Wenn die Leitungsbreite w also zu
groß wird, liegen die Zuleitungen zu nahe aneinander und verkoppeln. Da sich die Breite der
Mikrostreifenleitungen nach der Substratdicke richtet, muss also schon das Substrat so aus-
gewa¨hlt werden, so dass dessen Dicke gering im Vergleich zu den Portbreiten ist. In Bild 4.12
ist ein Feldbild eines Modells dargestellt, dass bei einer Substratdicke von 3,23 mm eine Lei-
tungsbreite von 3 mm hat. Die Leitungen liegen dadurch zu eng beieinander und verkoppeln.
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Frequenz in GHz ZL in Ω |r| bezogen auf 50 Ω
3,1 48,35 0,0168
5,6 48,97 0,0104
8,1 50,15 0,0015
10,6 51,83 0,0180
Tabelle 4.1.: Wellenwidersta¨nde und Reflexionsfaktoren der Zuleitungen
Im Bild erkennt man, wie bei Speisung der untersten Zuleitung das Feld in die daru¨ber liegen-
de Leitung koppelt. Dabei kann es einerseits dazu kommen, dass ungewollt Leistung in der
verkoppelten Leitung zu den Anschlu¨ssen fu¨hrt und das Speisenetzwerk bescha¨digt. Ande-
rerseits kann die Leistung auch in die Parallelplattenregion fließen und dort die Richtwirkung
des eigentlich gespeisten Beam Ports sto¨ren. Im gegebenen Beispiel ist erkennbar, dass sich
die Ausrichtung der erzeugten Feldverteilung durch dieses Pha¨nomen ungewollt nach oben
verschiebt, und so die Array Port Kontur nicht mehr gleichma¨ßig ausgeleuchtet wird.
Bild 4.12.: Modell mit zu kleinen Leitungsabsta¨nden
4.4.2. Ausrichtung der Ports
Um die Leistung der Beam Ports mo¨glichst gleichma¨ßig auf die Array Port Kontur zu ver-
teilen, mu¨ssen die Beam Ports auf den Mittelpunkt der Array Port Kontur ausgerichtet sein.
Ebenso mu¨ssen die Array Ports auf den Mittelpunkt der Beam Port Kontur ausgerichtet sein,
siehe Bild 4.13.
Die Ausrichtung der Beam Ports erfolgt dabei anhand des Winkels α′ in Gleichung (3.29).
Die Ausrichtung der Array Ports erfolgt anhand des Winkels
ǫi = arctan(
Yi
G+Xi
) (4.12)
Xi und Yi sind dabei die Positionen der Array Ports aus (3.20) und (3.21).
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G+Xi
Yi
ArrayportsBeamports
εi
Bild 4.13.: Ausrichtung der Ports
4.4.3. Phasenzentrum der Ports
Das Phasenzentrum der Ports liegt a¨hnlich wie bei Hornantennen nicht an der Porto¨ffnung.
Da sich die Rotman Gleichungen jedoch jeweils auf das Phasenzentrum beziehen, mu¨ssen
die Ports so positioniert werden, dass die berechneten Punktquellen aus Kapitel 3.3 mit den
Phasenzentren u¨bereinstimmen.
Bild 4.14.: Geometrie eines Ports und Na¨herung fu¨r dessen Phasenzentrum
Das Phasenzentrum wandert jedoch frequenzabha¨ngig auf der Symmetrielinie der Ports, die
in Bild 4.14 der x-Achse entspricht [CGNS94]. Fu¨r breitbandige Anwendungen kann folglich
bestenfalls eine Na¨herung angegeben werden. Durch Vergleich einiger Simulationen hat sich
ergeben, das eine gute Na¨herung dem Punkt entspricht, an dem sich die beiden Tangenten an
der Porto¨ffnung kreuzen. Die beiden Tangenten sind in Bild 4.14 rot eingezeichnet.
Bei einer Leitungsbreite w, einer Portbreite Lb,a und einer Taperla¨nge T , folgt die obere
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Seite des Port-Tapers der Funktion
y(x) =
w
2
· e ln(
Lb,a
w )
T
x = b · ecx
Die Steigung an der Porto¨ffnung ergibt sich folglich als
m = b · c · ecT
Den Abstand des Phasenzentrums von der Porto¨ffnung kann man dann berechnen als
δ =
Lb,a − w
2m
Damit ergibt sich die Position des Phasenzentrums PZ auf der x-Achse im in Bild 4.14 ein-
gefu¨hrten Koordinatensystem als
PZ = T − Lb,a − w
Lb,a
T
· ln
(
Lb,a
w
) (4.13)
4.4.4. Seitenbereiche
Da die Dummy Ports ebenso einen richtungsabha¨ngigen Gewinn haben, der von deren Breite
abha¨ngt, ist es wichtig die Breite und die Ausrichtung der Dummy Ports korrekt zu wa¨hlen.
Deren Breite liegt im Bereich der Breite der Beam und Array Ports, und sie mu¨ssen optimal
auf die gegenu¨berliegende Kontur ausgerichtet sein [RPW97], [PR99], [HHA02].
(a) 8 Dummy Ports pro Seite (b) 16 Dummy Ports pro Seite
Bild 4.15.: verschiedenen Formen der Seitenbereiche
In Bild 4.15 erkennt man links, dass die Dummy Ports breiter sind als die Beam und Array
Ports und sie sind nicht optimal auf die gegenu¨berliegende Kontur ausgerichtet. Rechts ist ein
anderes Design mit schmaleren Dummy Ports gezeigt. Die Simulationsergebnisse haben fu¨r
die Struktur mit 16 Dummy Ports pro Seite welligere S-Parameter Kurven gezeigt (siehe Bild
4.16), was auf unerwu¨nschte Reflexionen innerhalb der Parallelplattenregion hinweist.
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Bild 4.16.: Transmissions S-Parameter von BP1 zu AP1/AP4 fu¨r unterschiedliche Dummy
Ports
4.5. Untersuchung des Leistungsverhaltens
Da es in der o¨ffentlich zuga¨nglichen Literatur bisher keine detaillierte Analyse der Leistungs-
aufteilung innerhalb einer Rotman-Linse gibt, stellt dieser Abschnitt neuartige Ergebnisse
vor.
4.5.1. Verluste in der Linse
In den Zu- und Ableitungen enstehen ungefa¨hr geanu so viele Verluste wie in der Parallelplat-
tenregion. Die Substratverluste tragen hierbei einen gro¨ßeren Beitrag zu den Gesamtverlusten
bei als die Metallverluste (siehe Bild 4.17).
Analytisch
Die Berechung der Da¨mpfung fu¨r die Zuleitung erfolgt wie bei einer normalen Mikrostreifen-
leitung und fu¨r die Parallelplattenregion wie bei einer unendlich breiten Mikrostreifenleitung.
Es wurde nach den Formeln in Anhang A.8 gerechnet. Analytisch ergibt sich eine Da¨mpfung
fu¨r die UWB-Linse von maximal 1,4 dB. Dies entspricht ca. 28 % der Leistung und wird von
der numerischen Simulation gestu¨tzt (Bild 4.18).
Numerisch
Das Bild 4.18 zeigt die durch Differenzbildung der unterschiedlichen Leistungsanteile meh-
rerer Simulationen der Rotman-Linse entstandene Leistungsaufteilung auf die benachbarten
Beam Ports, auf die Array Ports (gewollter Leistungstransfer), die Dummy Ports der Seitenbe-
reiche, die in Substrat und Metallisierung auftretenden Verluste und die durch ho¨here Moden
und Resonanzen abgestrahlte Leistung (Rotman-Linse wirkt wie eine Antennenstruktur):
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(a) Parallelplattenregion (b) Zu- und Ableitungen
(c) gesamt
Bild 4.17.: Da¨mpfung der UWB-Linse (analytisch)
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PAbgestrahlt = Pein,BP,i −
∑
j
PBP,j −
∑
m
PAP,m −
∑
n
PDP,n
Metallverluste = (PAbgestrahlt)verlustfrei − (PAbgestrahlt)ohmscheVerluste
Substratverluste = (PAbgestrahlt)verlustfrei − (PAbgestrahlt)dielektrischeVerluste
Hierbeit gilt i 6= j und j, n,m durchlaufen jeweils die Anzahl an verfu¨gbaren Beam Ports,
Dummy Ports und Array Ports. Die Ergebnisse beinhalten einen Fehler bedingt durch die
numerische Simulation, welcher allerdings kleiner als -20 dB ist.
Die Resonanzstellen im Bereich von 0 - 2 GHz entstehen aufrund einer Resonanz in der
Parallelplattenregion (siehe Abschnitt 4.6). Man erkennt, dass bei hohen Frequenzen ein Teil
der Energie aufgrund ho¨herer Moden abgestrahlt wird.
(a) Einspeisung an Beamport 5 (b) Einspeisung an Beamport 1
Bild 4.18.: Simulierte Aufteilung der verfu¨gbaren Eingangsleistung an einem Beamport
4.5.2. Linse innerhalb einer Metallbox
Um unerwu¨nschte Abstrahlung zu vermeiden kann man die Linse in eine Metallbox kleiden.
Durch die Metallbox a¨ndert sich das ǫr,eff und das ZL (Siehe [MG86]). Ab einer Entfernung
des Deckels von vom Fu¨nfachen der Substratho¨he besteht allerdings kein nennenswerter Ein-
fluss mehr.
4.5.3. Abstrahlung
Ist das Verha¨ltnis von Wellenla¨nge zu Substratho¨he zu klein, so strahlen die Oberfla¨chenwel-
len ab (Abschnitt 4.2.3). Die ho¨heren Moden, welche auf der Taperung auftreten, werden in
Abschnitt 4.6 berechnet. In Bild 4.19 wird das Maximum des Gewinns fu¨r jede Raumrich-
tung oberhalb der Rotman-Linse (nach unten wird die Abstrahlung durch die Massefla¨che
begrenzt) innerhalb des Frequenzbereichs der Abstrahlung durch ho¨here Moden von 7,5 bis
11 GHz gezeigt, was durch (4.14) beschrieben wird. Man erkennt dass bei Speisung des BP5
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(a) Einspeisung an Beamport 1 (b) Einspeisung an Beamport 5
Bild 4.19.: Maximaler Gewinn in dBi in alle Raumrichtungen im Frequenzband 7,5 - 11 GHz
zur Charakterisierung des Abstrahlverhaltens der Rotman-Linse
die Abstrahlung am Substratende, parallel zum Substrat ein Maximum aufweist. Beim a¨ußer-
sten BP1 wandern die Bereiche des maximalen Gewinns auf ca. ψ = ±60◦. Der maximale
Gewinn der Rotman-Linse liegt bei etwa 3 dBi.
G(Ψ,Θ) = max{G(Ψ,Θ,f)} (4.14)
4.6. Auftretende Moden
Moden in der Parallelplattenregion
In Bild 4.18 erkennt man unterhalb von 2 GHz Abstrahlungverluste. Diese Abstrahlung erfolgt
aufgrund einer antennena¨hnlichen Wirkung der Rotman-Linse, da diese hier Abmessungen in
der Gro¨ßenordnung der Wellenla¨nge aufweist und somit resonant wird. Die Resonanzstellen
ergeben sich aus der Formel fu¨r die La¨nge L einer rechteckigen Patch-Antenne, bzw. der
Formel fu¨r die Resonanzfrequenz im Grundmode [GBB00], [Wat03]. Fu¨r die UWB-Linse
ergibt sich fu¨r den mittleren Beamport eine Resonanzfrequenz von 0,5 GHz und fu¨r einen
a¨ußeren Beamport eine Resonanzfrequenz von 0,46 GHz. Die Bedingung fu¨r die Wirkung als
Patch-Antenne liefert:
L =
λ0
2
√
ǫr
=
0,6m
2
√
10,6
= 9,2cm
Ein Vergleich mit Abschnitt 4.7.1 besta¨tigt diese Betrachtungsweise.
Moden auf der Taperung
Die Breite der Mikrostreifenleitung wurde so festgelegt, dass sich dort nur der Grundmo-
de ausbreiten kann. In der Parallelplattenregion ko¨nnen sich aufgrund des goßen Breiten zu
La¨ngen-Verha¨ltnisses, sowie der speziellen Form ebenfalls keine ho¨heren Moden ausbilden.
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Jedoch ko¨nnen sie in der Taperung, dem ¨Ubergang von der Mikrostreifenleitung zur Parallel-
plattenregion, auftreten. Die auftretenden Moden wurden bei der maximalen Breite des Be-
(a) HE-Moden
Grenzfrequenz Beamport Arrayport
1. Mode 6,9 GHz 5,2 GHz
2. Mode 13,8 GHz 10,4 GHz
3. Mode 20,7 GHz 15,6 GHz
(b) TE- und TM Oberfla¨chenwellen:
Grenzfrequenz TE TM
Grundmode 18,9 GHz 0 GHz
1. Mode 56,6 GHz 37,7 GHz
Tabelle 4.2.: Moden der UWB-Linse
amports und der maximalen Breite des Arrayports berechnet (Gleichungen 4.5, 4.8 und 4.7).
Diese ho¨heren Moden beeintra¨chtigen die Durchgangs S-Parameter der Linse und ko¨nnen zu
Abstrahlung fu¨hren (Tabellen 4.2).
4.7. Vermessung eines Prototyps
Nach der Optimierung des Modells mit Hilfe der numerischen Feldsimulationen entstand der
in Bild 4.20 dargestellte Prototyp. Anhand von Messungen wird nun die Funktionsfa¨higkeit
des analytischen Berechnungsverfahrens und die numerische Vollwellenlo¨sung aus CST Mi-
crowave Studio verifiziert.
Bild 4.20.: Protoyp der Rotman Linse fu¨r UWB-Anwendungen
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4.7.1. Abmessungen des Prototyps
Die komplette Platine misst insgesamt 19,5 cm x 15,2 cm. Die Brennweite G betra¨gt 9 cm.
Dadurch, dass das Phasenzentrum der Ports innerhalb der Taper liegt, betra¨gt die wirkliche
Ausdehnung der Parallelplattenregion in x-Richtung jedoch nur 8,1 cm. In y-Richtung betra¨gt
die Ausdehnung insgesamt 12,8 cm, wobei davon jeweils 3 cm auf die beiden dreieckigen Sei-
tenbereiche entfallen. Die Ausdehnungen der Beam und Array Port Konturen in y-Richtung
betragen demnach 6,8 cm.
Die exponentiellen Taper haben eine La¨nge von 1,2 cm, und die Phasenzentren liegen dabei
ca. 0,5 cm und 0,4 cm innerhalb der ¨Offnung. An die Mikrostreifenleitungen der Breite 1,2
mm werden entweder SMA-Stecker oder 51 Ω Standard-SMD-Widersta¨nde angelo¨tet, siehe
Bild 4.21.
(a) 51Ω Widersta¨nde (b) SMA-Stecker
Bild 4.21.: Anschlu¨sse der Mikrostreifenleitungen
Von den 7 Antennenausga¨ngen werden 3 jeweils mit 51 Ω Widersta¨nden abgeschlossen, so
dass nur 4 Ausga¨nge fu¨r den Aufbau des Arrays genutzt werden (4 baugleiche Antennen sind
hierfu¨r verfu¨gbar).
4.7.2. Messung der S-Parameter
Die S-Parameter der hergestellten Rotman Linse werden am VNWA (Modell: Rohde & Schwarz
ZVA 40) zwischen 20 MHz und 20 GHz vermessen. Die im Folgenden verwendete Numme-
rierung der Ports bezieht sich auf Bild 4.22.
In Bild 4.23 dargestellt, sind die Transmissionskurven von Beam Port 1 zu Array Port 1, die
den jeweils a¨ußersten Ports entsprechen. Dadurch, dass diese Ports nicht aufeinander ausge-
richtet sind, stellt dieser Fall den worst case Fall der Transmissionskurven dar. Die Kurven aus
Simulation (aufgrund der Simulationszeiten nur bis 11 GHz simuliert) und Messung besta¨ti-
gen beide jeweils die Tendenz des analytischen Systemmodells. Dass die Kurven jeweils ca.
1 - 2 dB unterhalb liegen, ist darauf zuru¨ckzufu¨hren dass im analytischen Modell keine An-
passungsverluste und auch keine ohmschen Verluste beru¨cksichtigt wurden. Die Anpassung
der Ports bleibt weiterhin auch fu¨r hohe Frequenzen erhalten (siehe Bild 4.24), so dass ein
68
4.7. Vermessung eines Prototyps
Bild 4.22.: Nummerierung der Ports
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Bild 4.23.: Vergleich zwischen Messung, Simulation und analytischem Systemmodell (Trans-
mission zwischen BP1 und AP1)
Anpassungsproblem als Ursache des Einbruchs ausgeschlossen werden kann. Der Einbruch
der gemessenen Kurve ab ca. 13,7 GHz entsteht durch das Auftreten von immer mehr Moden,
welche zu einem immer sta¨rkeren Verlust u¨ber Abstrahlung fu¨hren. Desweiteren werden die
Beam- und Array Ports immer direktiver mit steigender Frequenz, so dass die ¨Ubertragung
durch die Parallelplattenregion zusammenbricht.
Dargestellt in Bild 4.24 ist die Na¨herung fu¨r die Anpassung des BP1 aus (3.37) und die
gemessene Kurve. Es wird deutlich, das die Na¨herung eine best case Abscha¨tzung fu¨r die
Anpassung liefert. Vor allem fu¨r die untere Grenzfrequenz ist damit die Breite eines Ports der
entscheidende Faktor, der die Anpassung beeinflusst. Fu¨r ho¨here Frequenzen, in diesem Fall
ab ca. 3 GHz nach unterschreiten der -10-dB-Marke, sind dann andere Faktoren, wie die Form
des Tapers und die Gu¨te der Stecker entscheidend fu¨r die Anpassung. Im Anhang finden sich
die gemessenen Anpassungskurven von 5 Beam Ports im Frequenzbereich 3,1 GHz bis 10,6
GHz.
Es zeigt sich auch, dass die Verkopplung zwischen den Beam Ports, die im Systemmodell
idealerweise als verschwindend angenommen wurden, vernachla¨ssigt werden kann. Die Kur-
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Bild 4.24.: Vergleich zwischen Messung und analytischem Ergebnis fu¨r die Anpassung fu¨r
BP1
ven liegen jeweils unterhalb der Anpassungskurven und sollen hier der ¨Ubersicht halber nicht
dargestellt werden, da das Hauptaugenmerk auf den Transmissionsparametern liegt.
Ab Bild 4.25 sind jeweils die Transmissionskurven der Beam Ports 1, 3 und 5 hin zu den
4 Antennenanschlu¨ssen in Betrag und Phase im relevanten Frequenzbereich von 3,1 GHz
bis 10,6 GHz dargestellt. Die Transmissionskurven der Beam Ports 2 und 4 finden sich im
Anhang. Es ist erkennbar, dass es gelungen ist, fu¨r den relevanten Frequenzbereich Ampli-
tuden mit geringer Varianz zu erzeugen. Die Phasen zeigen einen linearen Verlauf und deren
Absta¨nde sind jeweils pro Frequenzpunkt a¨quidistant.
Aus der Addition der u¨bertragenen Leistungen zu den Antennenanschlu¨ssen kann man die
Verlustleistung im Verha¨ltnis zur Speiseleistung des Systems berechnen. Dargestellt in Bild
4.28 ist jeweils die Verlustleistung bei Verwendung von 4 Antennen und bei Verwendung
von 7 Antennen. Wenn man in Betracht zieht, dass sich durch den physikalischen Aufbau
des Systems selbst fu¨r schmalbandige Anwendungen in der Regel Verluste in Ho¨he von 50
% ergeben, liefert das entwickelte System eine akzeptable Performance in Bezug auf die
Verluste.
Aus den gemessenen Transmissionsparametern und der Information der 4 Antennenposi-
tionen kann man nach (2.13) den Gruppenfaktor im Frequenzbereich und nach inverser Fou-
riertransformation und Anwendung von (2.34) den Gruppenfaktor im Zeitbereich berechnen.
Man erkennt, dass fu¨r alle Strahlrichtungen der Abstrahlwinkel u¨ber der Frequenz kon-
stant bleibt und dass das Beamforming in einem Impuls stattfindet. Der Beam Port 1 trifft
die gewu¨nschte Abstrahlwinkel von -45◦ (Bild 4.29) im kompletten Spektrum. Der zentrale
Beam Port erzeugt die zentrale Abstrahlrichtung 0◦ (Bild 4.31). Dabei muss beachtet werden,
dass der Gruppenfaktor nur fu¨r 4 Antennenanschlu¨sse berechnet ist. Bei Verwendung von 7
Antennen wu¨rde der Gewinn noch um ca. 5 - 6 dB steigen, da einerseits fast das Doppelte
der eingespeisten Leistung verwendet wu¨rde und außerdem das Maximum des Gewinns des
Gruppenfaktors proportional mit der Antennenanzahl steigt (2.18). Außerdem wu¨rden sich fu¨r
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Bild 4.25.: Transmission von Beam Port 1 zu den 4 Antennenanschlu¨ssen
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Bild 4.26.: Transmission von Beam Port 3 zu den 4 Antennenanschlu¨ssen
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Bild 4.27.: Transmission von Beam Port 5 zu den 4 Antennenanschlu¨ssen
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(a) Verwendung von 4 Antennen
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(b) Verwendung von 7 Antennen
Bild 4.28.: Verluste der Rotman Linse
(a) Frequenzbereich (b) Zeitbereich
Bild 4.29.: Gruppenfaktor Beam Port 1
diesen Fall die Absta¨nde der Grating Lobes verdoppeln, da sich die Antennenabsta¨nde von 3
cm auf 1,5 cm halbieren.
4.7.3. Messung mit einer Antennengruppe
Um die Funktionsweise der Rotman Linse auch praktisch zu verifizieren wurde sie zusammen
mit einer Gruppenantenne, bestehend aus 4 Vivaldi Antennen im Abstand 3cm, in der An-
tennenmesskammer auf ihre Richtcharakteristik hin vermessen. Der Messaufbau ist in Bild
4.32 zu erkennen. Die Vivaldi-Antennen, welche im Messaufbau verwendet werden, sind
in [So¨r07] unter dem Namen Vivaldi 78x75 mit allen Messwerten zu finden. Die wichtigsten
Werte finden sich in Tabelle 4.3.
In Bild 4.33 erkennt man, wie das Maximum der Richtcharakteristik wie erwu¨nscht a¨qui-
distant von 0◦ nach -45◦ wandert. Die erwu¨nschten Strahlrichtungen werden erreicht. Beim
a¨ußersten Beam verschwindet fu¨r hohe Frequenzen das Hauptmaximum, da das Einzelele-
72
4.7. Vermessung eines Prototyps
(a) Frequenzbereich (b) Zeitbereich
Bild 4.30.: Gruppenfaktor Beam Port 3
(a) Frequenzbereich (b) Zeitbereich
Bild 4.31.: Gruppenfaktor Beam Port 5
Kenngro¨ße Wert
Frequenzen 2,5 - 11 GHz
Gewinn 2,0 dBi - 7,8 dBi
HPBW ≈ 100◦
τFWHM 115 - 300 ps
hmax 0,32 m/ns
Tabelle 4.3.: Kenngro¨ßen der Antenne Vivaldi 78x75 aus [So¨r07]
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Bild 4.32.: Messaufbau zur Messung der Richtcharakteristik
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(a) Beam Port 5 (b) Beam Port 4
(c) Beam Port 3 (d) Beam Port 2
(e) Beam Port 1
Bild 4.33.: Gemessene Richtcharakteristiken in der E-Ebene des Arrays bei Beschaltung der
Beamports 1-5
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ment fu¨r hohe Frequenzen zu direktiv ist. Um hier die gewu¨nschte Wirkung zu zeigen, mu¨ssten
Antennen verwendet werden, deren HPBW im kompletten Spektrum mindestens 100◦ betra¨gt.
4.7.4. Zeitbereichsmessung und Auswertung der Gu¨tekriterien
(a) Eingangspuls (Betrag)
(b) ¨Außerer Beam- und Arrayport (c) Mittlerer Beam- und Arrayport
Bild 4.34.: Gemessene Eingangs- und Ausgangspulse an der UWB-Linse
In Bild 4.34 sieht man die gemessenen Ausgangssignale der UWB-Linse fu¨r den Messauf-
bau in Bild 4.35. Als Pulsquelle dient ein Picosecond Model 3600 Impulse Generator und
als Osilloskop wird ein Agilent infinium verwendet. Es ist zu erkennen, dass sich der Aus-
gangspuls deutlich vom Eingangspuls unterscheidet. Zur Interpretation des Messergebnisses
beno¨tigt man den Zusammenhang eines Gauß’schen Pulses und dessen 1. Ableitung nach der
Zeit:
a(t) = Ce
−2π t2
τ20 (4.15)
d
dt
a(t) = −C4π t
τ 20
e
−2π t2
τ20 (4.16)
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Impulsgenerator (200ps, 0,7 V) Oszilloskop
Bild 4.35.: Messaufbau fu¨r die Zeitbereichsmessung
(a) Aufbau des Leitungssprungs (b) Eingangssignal und die Ausgangssignale mit
und ohne Taperung
Bild 4.36.: Ableitung des Pulses innerhalb einer Taperung
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Hierbei ist a(t) die Amplitude u¨ber der Zeit, τ0 = τFWHM0,66 stellt eine von der full width
half maximum abha¨ngige Konstante des Pulses dar und C ist eine beliebige Konstante. Diese
beiden Pulse sind gema¨ß ihrer Gleichungen in Bild 4.37 dargestellt.
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Bild 4.37.: oben: Gauß’scher Puls, unten: 1. zeitliche Ableitung des Gauß’schen Pulses
Beru¨cksichtigt man, dass die verwendete Signalquelle einen negativen, gaußfo¨rmigen Span-
nungspuls liefert, dessen Betrag in Bild 4.34a dargestellt ist, so ist zu erkennen dass das Aus-
gangssignal einer Ableitung des Eingangssignals entspricht. Da es sich um eine rein passive
Struktur handelt, kann dieses ableitende Verhalten nur in der geometrischen Form begru¨ndet
sein. Da weder eine gerade Mikrostreifenleitung noch eine Parallelplattenregion einen ablei-
tenden Charakter haben, liegt die Vermutung nahe, dass die Taperungen der Ports zu diesem
Verhalten fu¨hren. Hierzu wurde ein einfaches Simulationsmodell in CST Microwave Studio
erstellt (siehe Bild 4.36a). Das Bild 4.36b zeigt den Vergleich der Ausganssignale an Port
2, mit und ohne Taperung. Es ist zu erkennen, dass sich durch die Taperung ein ableitendes
Verhalten ergibt.
Das Eingangssignal entha¨lt Komponenten von 0-10 GHz und die schmale Mikrostreifen-
leitung ist auf den Frequenzbereich von 3-10 GHz angepasst. Es erreichen 5% - 18% der am
Eingangsport verfu¨gbaren Signalenergie den Ausgangsport im Anschluss an den Hauptpuls
in Form von Reflexionen.
Zur Verifikation der Zeitbereichsmessung wurden aus dieser die S-Parameter bestimmt und
mit der NWA-Messung verglichen (Bild 4.38). Es zeigt sich eine ¨Ubereinstimmung der bei-
den Messungen, allerdings unterliegt die Zeitbereichsmessung sta¨rkeren Schwankungen. Zum
einen liegt das am beschra¨nkten Dynamikbereich des Oszilloskops und zum anderen an der
Entfaltung, durch welche das additive Rauschen versta¨rkt wird (Siehe Anhang A.10).
Alle Messergebnisse der UWB-Linse finden sich im Anhang A.12.
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Bild 4.38.: Vergleich der S-Parameter von Frequenz- und Zeitbereichsmessung
Die Gu¨tekriterien werden nach den Formeln in Kapitel 2.5 und 2.6 anhand von Simulation
und Messung berechnet und sind in Bild 4.39 dargestellt. Aufa¨llig ist, dass die Simulati-
onsergebnisse deutlich schwankendere Werte fu¨r die Gu¨tekriterien hmax, τFWHM und τringing
aufweisen. Dies ist auf Simulationsgegebenheiten zuru¨ckzufu¨hren, denn das Simulationpro-
gramm erstellt fu¨r jeden Port ein eigenes Gitternetz zur Lo¨sung des elektromagnetischen Pro-
blems. In Bild 4.39(a) und Bild 4.39(c) ist zu beobachten, dass die Messkurven nur fu¨r BP5,
also den mittleren Beam Port, symmetrisch sind. Dies steht auch zu erwarten, da nur fu¨r die-
sen Port die Struktur symmetrisch ist. Die Bewertung der Zeitbereichsgu¨tekriterien ist nur
sinnvoll im Vergleich mit jenen der verwendeten Antenne (siehe Tabelle 4.3). Die wichtig-
ste Vergleichsgro¨ße ist die Impulsverbreiterung τFWHM welche fu¨r BP5 bei 200 ps liegt und
damit in der Gro¨ßenordnung des Wertes der Antenne selbst. Die maximale Amplitude der
Impulsanwort hmax liegt im Mittel zwischen 0,12 (BP1) und 0,19 (BP5), was etwas unterhalb
des Maximums der Impulsantwort der verwendeten Antenne liegt (vgl. 4.3). Die Impulsver-
breiterung in Bild 4.39(d) verla¨uft bei der Messung fu¨r alle Beam Ports nahezu konstant u¨ber
den Arrayports. Die Standardabweichung der Gruppenlaufzeit der Signale durch die Rotman-
Linse liegt im Femtosekundenbereich (siehe Bild 4.40).
4.8. Bewertung der Messergebnisse
Der Prototyp setzt die in Kapitel 4.1 genannten Forderungen sehr gut um. Die Transmissions-
kurven zeigen einen Verlauf des Betrags mit geringer Varianz u¨ber dem kompletten UWB-
Frequenzband. Die Phasen zeigen einen linearen Verlauf. Die geringe Welligkeit der Betra¨ge
der Transmissionsparameter zeigt außerdem, dass sto¨rende Reflexionen innerhalb der Paral-
lelplattenregion nur in geringem Maß vorhanden sind.
Die Phasenfehler sind sehr gering und die berechneten Gruppenfaktoren und die gemesse-
nen Richtcharakteristiken zeigen, dass deren Auswirkungen verschwindend sind. Die erwu¨nsch-
ten Beamrichtungen werden im kompletten Spektrum getroffen. Der Gruppenfaktor im Zeit-
bereich zeigt außerdem, dass die Dispersion innerhalb der Rotman Linse gering ist, allerdings
zu den a¨ußeren Beam Ports hin zunimmt.
Beim Betrachten der Transmissionskurven u¨ber den UWB-Bereich hinaus wie in Bild 4.23
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(b) zeitliche Halbwertsbreite τFWHM
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(c) Nachschwingzeit τringing
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Beamport1 Simulation
Beamport3 Simulation
Beamport5 Simulation
Beamport1    Messung
Beamport3    Messung
Beamport5    Messung
(d) Impulsverbreiterung τds
Bild 4.39.: Gu¨tekriterien UWB-Linse - Vergleich zwischen Simulation und Messung (gestri-
chelte Linien: Messung)
Bild 4.40.: Standardabweichung der Gruppenlaufzeit
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zeigt sich jedoch auch, dass die erreichbare Bandbreite, wie auch durch das analytische Sy-
stemmodell beschrieben, durch das frequenzabha¨ngige Verhalten der Ports eingeschra¨nkt ist.
Der Vergleich der gemessenen Anpassungen mit dem analytischen Ansatz zeigt außerdem,
dass die Portbreite der entscheidende Faktor fu¨r die untere Grenzfrequenz ist. Die Formeln
des analytischen Systemmodells bieten insgesamt eine zutreffende Brschreibung fu¨r das Ver-
halten der Rotman Linse, sofern die Dummy Port Bereiche sorgfa¨ltig ausgefu¨hrt werden.
Bei der Verwendung von transienten Eingangspulsen, wie z.B. einem gaußfo¨rmigen Span-
nungsimpuls, tritt ein bisher in der Literatur nicht beschriebenes Pha¨nomen auf. Der Ein-
gangspuls wird abgeleitet, was auf die Mikrostreifentaper zuru¨ckzufu¨hren ist.
Die Auswertung der Zeitbereichgu¨tekriterien zeigt, dass die Impulsverbreiterung durch die
Rotman-Linse etwa genauso groß ist wie durch die verwendete Vivaldi-Antenne. Da es sich
bei der Rotman-Linse um eine passive Struktur handelt deren Effizienz durch die Dummy
Ports von vorne herein beschra¨nkt ist, ist mit einer deutlichen Reduzierung der Amplitude des
Eingangsimpulses zu rechnen.
4.9. Technische Alternativen fu¨r True Time Delay
Bild 4.41.: Alternativaufbau zur Rotman-Linse
Die Abschnitte u¨ber die Leistungsbetrachtung der Rotman-Linse sowie u¨ber die Zeitbe-
reichsgu¨tekriterien zeigen, dass die Verwendung einer Rotman-Linse nicht in jeder Hinsicht
optimal ist. Eine Betrachtung der Alternativen zur Rotman-Linse ergibt, dass diese ebenfalls
nicht ideal sind. Bild 4.41 zeigt einen mo¨glichen Alternativaufbau. Hierbei handelt es sich
um einen Aufbau mit geschalteten Leitungen. Zuerst muss das Eingangssignal auf 7 Signal-
pfade aufgeteilt werden fu¨r das 7-Element Array. Fu¨r jede Beamrichtung beno¨tigt man nun
eine Verzo¨gerungsleitung mit einer bestimmten La¨nge, d.h. 9 Verzo¨gerungsleitungen pro An-
tenne. Um zwischen den Verzo¨gerungsleitungen umschalten zu ko¨nnen werden ausserdem
davor und danach jeweils sieben 1:9 und 9:1-Schalter beno¨tigt. Man erkennt, dass der Auf-
bau insgesamt sehr aufwa¨ndig wird. Jede Komponente, die verbaut werden muss, kann die
Breitbandigkeit reduzieren, hat Verluste und kann ausfallen. Jede zusa¨tzliche Komponente
kostet daru¨ber hinaus auch zusa¨tzlich Geld und verteuert den Aufbau. Einen weiteren Vor-
teil der Rotman-Linse fehlt diesem Aufbau außerdem vollsta¨ndig: Es ist keine gleichzeitige
Aussteuerung verschiedener Beams mo¨glich.
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5. Entwicklung einer antipodalen Vivaldiantenne fu¨r
HPEM-Systeme
5.1. Ultrabreitbandige, impulsabstrahlende Antennen fu¨r hohe
Leistung
In diesem Abschnitt werden verschiedene Mo¨glichkeiten aufgezeigt, einen elektromagneti-
schen Impuls abzustrahlen. Neben Gewinn und Richtcharakteristik der dazu verwendeten
Antennen werden auch deren Abmessungen diskutiert. Zusa¨tzlich zur no¨tigen Breitbandigkeit
sollten die einzelnen Spektralbereiche des Impulses anna¨hernd gleichzeitig abgestrahlt wer-
den, um eine Verzerrung des Impulses zu vermeiden und somit eine hohe Spitzenfeldsta¨rke
zu erreichen. Resonante Antennen, wie beispielsweise die logarithmische YAGI- Antenne,
kommen daher nicht in Betracht [So¨r07].
5.1.1. TEM-Hornstrahler mit linearer Taperung
Bild 5.1.: einfacher TEM Hornstrahler
Bei dieser Antennenform handelt es sich um eine aus zwei leitenden Platten bestehende
Wanderfeldstruktur (siehe Bild 5.1). Die fu¨r eine untere Grenzfrequenz von f = 200MHz
erforderlichen Abmessungen ko¨nnen mit den Abhandlungen in [FB92] abgescha¨tzt werden.
Fu¨r diese untere Grenzfrequenz des gewu¨nschten Frequenzbereichs mu¨sste die Antenne somit
eine Mindestla¨nge von L = 239mm aufweisen. Dieser theoretische Wert la¨sst sich allerdings
gema¨ß [LS04] im praktischen Aufbau nicht besta¨tigen. Hier sind weitaus gro¨ßere Ausmaße
erforderlich, um bei 200MHz eine Abstrahlung mit Richtwirkung zu erziehlen. Es ist eine
Antennenla¨nge von mehreren Wellenla¨ngen (4λ < L < 5λ), hier also 6 - 7,5 m notwendig,
um eine definierte Hauptstrahlrichtung und eine Anpassung der Antenne zu erreichen.
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Allerdings ist zu beachten, dass zur Erzeugung von sehr hohen Feldsta¨rken > 100kV/m
mit sehr kurzen Pulsanstiegszeiten < 1ns TEM-Ho¨rner eine gute Wahl darstellen [PBT04],
[CGN01].
5.1.2. TEM-Hornstrahler mit exponentieller Taperung
x
y
z
Bild 5.2.: TEM-Horn mit schematisch in rot eingezeichneter exponentieller Taperung
Um die Eigenschaften des linear getaperten TEM- Hornstrahlers zu verbessern, kann ei-
ne exponentielle Taperung verwendet werden (siehe Bild 5.2). In [CPC05] findet sich diese
Antennenform mit L = 1000mm simuliert, aufgebaut und vermessen.
Eine Anpassung mit S11 < −9dB wird hier im Frequenzbereich zwischen 68MHz und
1574MHz erreicht. Es kann folglich in der Anpassung mit 1 : 23 die dreifache Bandbrei-
te verglichen mit einem vermessenen linear getaperten TEM-Horn erreicht werden. Richt-
wirkung erzielt die Antenne jedoch erst ab ca. 300MHz mit einem Gewinn zwischen 5dBi
und 13,5dBi. Somit sinkt die effektive Bandbreite auf 1 : 4. Eine weitere Antenne wurde
in [BRM06] entwickelt und aufgebaut. Mit L = 600mm, H = 500mm und einer Breite
von ebenfalls 500mm sind ihre Ausmaße deutlich geringer. Hier konnte eine Bandbreite von
1 : 11 im Frequenzbereich von 447,5MHz bis 5GHz gemessen werden.
Eine Skalierung der Antennenabmessungen bezogen auf die untere Grenzfrequenz soll im
Folgenden eine Abscha¨tzung der Antennendimensionen fu¨r den in dieser Arbeit geforderten
Frequenzbereich von 200MHz bis 5GHz ergeben. Somit erreicht die skalierte Antenne eine
La¨nge L = 1343mm mit der Ho¨he H = 1119mm.
5.1.3. Impulse Radiating Antenna (IRA)
Bei der Impulse Radiating Antenna (IRA, siehe Bild 5.3) handelt es sich um eine Reflektoran-
tenne, die durch zwei konische Sta¨be und einen metallischen Spiegel eine hohe Richtwirkung
erzielt.
Weiter konnte in [Bau93] gezeigt werden, dass sich eine IRA bei vergleichbaren Gesamtab-
messungen durch eine ho¨here Spitzenfeldsta¨rke verglichen mit einem linear getaperten TEM-
Horn auszeichnet.
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(a) perspektivische Darstellung (b) seitlich mit Abmessungen
Bild 5.3.: Impulse Radiating Antenna
Es wurde eine IRA mit einem Durchmesser von D = 1,6m untersucht. Diese kann ab
einer Frequenz von ca. 100MHz eine u¨ber das Frequenzspektrum anna¨hernd konstante E-
Feldamplitude liefern.
Das in dieser Arbeit geforderte Frequenzspektrum von 200MHz bis 5GHz kann problemlos
mit einer IRA abgedeckt werden. Eine abscha¨tzende Skalierung wie in Abschnitt 5.1.1 fu¨r die
untere Grenzfrequenz 200MHz, ergibt so ein Spiegeldurchmesser von D = 0,8m.
5.1.4. Antipodale Vivaldi-Antenne
Impulseinspeisung
exponentiell 
getaperter 
Übergang
Bandleitung
exponentiell getaperte 
Schlitzleitung
Bild 5.4.: antipodale Vivaldi-Antenne
Bei der antipodalen Vivaldi-Antenne erfolgt die Einspeisung des Impulses durch einen N-
Stecker. Der Balun zur Symmetrierung des Signals ist durch einen mo¨glichst stetigen ¨Uber-
gang von der Mikrostreifenleitung zur Bandleitunge realisiert. Die Begrenzung der Band-
breite durch den Balun kann damit minimiert werden [LHN99]. Direkt daran anschließend
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weitet sich die Bandleitung exponentiell zu einer Schlitzleitung auf. Hier zeigt sich ein Vor-
teil der antipodalen Bauart: Da sich die Schlitzleitungsteile auf unterschiedlichen Substratsei-
ten befinden, werden die unterschiedlichen Potentiale durch das Substrat getrennt. Am IHE
durchgefu¨hrte Untersuchungen [Mu¨l05] zeigen, dass bei statischer Hochspannungseinspei-
sung erst ab 3,5kV Spannungsu¨berschla¨ge am Speisepunkt auftreten. Die Spitzenspannung
eines transienten Spannungspulses kann bei entsprechend geringer Anstiegszeit und Pulsdau-
er ho¨her ausfallen, als die in statischen Versuchen gemessene Spitzenspannung. So wird z.B.
in [WHL03] auf eine TEM-Zelle mit N-Stecker ein transienter 25 kV Spannungspuls gegeben.
Die antipodale Vivaldi-Antenne wird ausfu¨hrlich simulativ untersucht und anschließend ein
Prototyp fu¨r den geforderten Frequenzbereich entwickelt [LPRZ09]. Dabei wird die Antenne
immer so betrachtet, dass die Ebene der elektrischen Feldvektoren im Azimut liegt. Auf die
Entwicklung einer IRA oder eines TEM-Horns wird aufgrund der zu erwartenden Abmessun-
gen und auch dem damit verbundenen Gewicht verzichtet.
5.2. Geometrie der antipodalen Vivaldi- Antenne
Die einfachste Version der hier verwendeten Vivaldi-Antenne ist in Bild 5.5 zu sehen. Ausge-
hend vom Anschluss des Koaxialkabels, der sich bei x = 0 und y = b
2
befindet, besteht die
Antenne aus einer Mikrostreifenleitung der Breite m, die kontinuierlich in eine Bandleitung
bis zu x = LS u¨bergeht. Diese wiederum weitet sich zu einer Schlitzleitung bis zur Stelle
x = L auf.
Die Form dieser sich exponentiell aufweitenden Schlitzleitung berechnet sich wie folgt:
y = erv(x−LS) +
b
2
− m
2
− 1 mit x > LS (5.1)
mit
rv =
1
L− LS · ln
(
b
2
+
m
2
+ 1
)
.
Die Form der Flu¨gelaußenseiten setzt sich aus einer Gerade der La¨nge LFA und einer Ex-
ponentialfunktion zusammen:
y = erh(x−LS) +
b
2
− m
2
− 1 (5.2)
mit
rh =
1
L− LFA − LS · ln
(
b
2
− m
2
+ 1
)
.
Die Form der zu einer Bandleitung u¨bergehenden Massefla¨che zwischen x = 0 und x = LS
berechnet sich durch
y = e−rS(x−LS) +
b
2
+
m
2
− 1 (5.3)
mit
rS =
1
LS
· ln
(
b
2
− m
2
+ 1
)
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Bild 5.5.: Geometrie der antipodalen Vivaldi-Antenne
Der Bereich zwischen 0 ≤ x ≤ LS wird als Speisung und der Bereich LS ≤ x ≤ L
als Flu¨gel bezeichnet. Hat man die no¨tigen Kurven fu¨r y ≥ b
2
berechnet, so lassen sich die
Kurven fu¨r y ≤ b
2
durch eine Achsenspiegelung an y = b
2
konstruieren (z.B. in einem CAD-
Programm).
5.3. Untersuchungen zur Verbesserung des Abstrahlverhaltens
Im Folgenden werden Methoden zur Optimierung des Abstrahlverhaltens untersucht. Das Ziel
ist, mo¨glichst viel der eingespeisten Leistung in Hauptstrahlrichtung abzustrahlen.
5.3.1. Einsatz unterschiedlicher Substratmaterialien
Da die Vivaldi- Antenne in einem Bereich eingesetzt werden soll, in dem die Ausdehnung in
y- Richtung (vgl. Bild 5.5) so gering wie mo¨glich gehalten werden muss, werden die Simula-
tionen jeweils mit einer Ausdehnung in y- Richtung von 500mm durchgefu¨hrt. Mit Hilfe der
einfachen Abscha¨tzung, dass eine Vivaldi- Antenne mindestens eine Breite von b = λ
2
haben
muss, ist mit schlechten Abstrahleigenschaften fu¨r Frequenzen f < 300MHz zu rechnen.
Unter Verwendung des oben beschriebenen Aufbaus werden 4 Antennen mit einer La¨nge
L = 1000mm simuliert. Die Subsrate haben dabei eine Dielektrizita¨tskonstante von ǫr =2,2;
3,5; 6,0 und 10,0. Die Breite der Mikrostreifenleitung m ist an das jeweilige Substrat ange-
passt.
Eine Erweiterung der Bandbreite hin zu niedrigen Freuquenzen durch Erho¨hung der Di-
elektrizita¨tskonstante, wie in [KS06] bei einseitig gea¨tzten Vivaldi-Antennen gezeigt wird,
kann nicht besta¨tigt werden. Mit steigender Dielektrizita¨tskonstante sinkt in der Anpassung
der Durchgang der -10-dB Marke nicht signifikant ab, im Gegenzug aber reduziert sich die
Bandbreite durch Fehlanpassung im oberen Frequenzbereich drastisch. Zudem steigt am obe-
ren Ende des Frequenzbandes die Welligkeit des Reflektionsfaktors an (siehe Bild 5.6).
Die Abmessungen der in [KS06] untersuchten Antennen mit b = 20mm und L = 240mm
legen die Vermutung nahe, dass es sich bei der erreichten Anpassung zischen 350MHz und 2
GHz um eine Dipolabstrahlung handelt. Dabei wu¨rde die Schlitzleitung der Vivaldi-Antenne
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Bild 5.6.: Anpassung der antipodalen Vivaldi-Antennen mit ǫr =2,2; 3,5; 6,0 und 10,0
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als Dipol fungieren. Fu¨r die untere Grenzfrequenz von 350MHz entspra¨che dies einer Ge-
samtla¨nge des Dipols von λ/2.
Die Erkenntnis, dass es keinen Zusammenhang der Permittivita¨t mit der Erweiterung des
Anpassungsbereichs hin zu niedrigeren Frequenzen in Abha¨ngigkeit von √ǫr gibt kann hin-
gegen besta¨tigt werden [LHN99].
5.3.2. Unterschiedliche Antennenla¨ngen
Im na¨chsten Schritt werden die Auswirkungen auf die Anpassung und die Abstrahlungseigen-
schaften der Antenne mit ǫr = 2,2 unter Vera¨nderung der La¨nge L untersucht. Die La¨nge der
Speisung LS bleibt dabei zuna¨chst unvera¨ndert, lediglich die La¨nge der abstrahlenden Flu¨gel
LF wird erho¨ht. Deutlich zeigt sich hier eine Verschiebung der Anpassungskurve unter 1 GHz
und ein gro¨ßerer Gewinn (siehe Bild 5.7).
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Bild 5.7.: Anpassung (oben) und Fernfeld (unten) der antipodalen Vivaldi-Antenne unter Va-
riation der La¨nge LF
Nachfolgend wird nun die La¨nge der Antennenspeisung LS betrachtet. Unter Vera¨nderung
dieser sind wieder unterschiedliche Anpassungen beobachtbar. Jetzt bleibt der Antennenge-
winn weitgehend unvera¨ndert (siehe Bild 5.8). Deutlich sichtbar ist hier aber eine Verschie-
bung der Hauptstrahlrichtung im Azimut bei LS = 100mm. Unter einem gleichbleibenden
Gewinn von 10,4dBi a¨ndert sich die Richtung der Hauptkeule um−4◦. Diese Beobachtungen
legen die Vermutung nahe, dass bei einer zu klein gewa¨hlten La¨nge LS die Antenne durch ih-
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ren unsymmetrischen Aufbau ihre Haupstrahlrichtung vera¨ndert. Dieses Pha¨nomen soll hier
weiter untersucht werden.
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Bild 5.8.: Anpassung (oben) und Fernfelder (unten) der antipodalen Vivaldi-Antenne unter
Variation der La¨nge LS
Da alle Antennen bei f = 1GHz gut angepasst sind, werden auch hier die Fernfelder bei
dieser Frequenz betrachtet. Simuliert werden wieder die bis auf die Speisung unvera¨nder-
ten Antennen. Diese wird zu LS = λ1GHz8 = 37,5mm, LS =
λ1GHz
4
= 75mm und LS =
λ1GHz
2
= 150mm gewa¨hlt. Das Bild 5.9 zeigt die Fernfelder dieser Antennen im Azimut. Bei
unvera¨ndertem Gewinn weisen die ku¨rzeren Antennen mit LS = 37,5mm und LS = 75mm
eine vera¨nderte Hauptstrahlrichtung um jeweils−4◦ auf. Bei LS = 150mm ist dies nicht mehr
zu beobachten.
Die La¨nge der Speisung sollte also mit LS ≈ λmax2 der niedrigsten abzustrahlenden Fre-
quenz ausreichend groß gewa¨hlt werden.
5.3.3. Kreisfo¨rmiges Substrat in Abstrahlrichtung
Bisher endet das Substrat der Vivaldi- Antenne zusammen mit der Schlitzleitung bei x = L.
Durch eine kreisfo¨rmige Erweiterung des Substrates (siehe Bild 5.10) ko¨nnte eine Verbes-
serung des Abstrahlverhaltens erreicht werden (vgl. [LHN99]). Eine zentrale Rolle dieses
Ansatzes spielt dabei, dass es sich bei den in Abstrahlrichtung aus dem Substrat austretenden
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Fernfeld im Azimut bei 1 GHz in dBi
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Bild 5.9.: Fernfeld der antipodalen Vivaldi-Antenne mit kleinen La¨ngen LS
Wellen um Leckwellen handelt. Fu¨r eine abzustrahlende Wellenfront muss fu¨r den Winkel β
gelten:
β < arcsin (1/
√
ǫr) . (5.4)
Durch die kreisfo¨rmige Erweiterung des Substrats kann diese Bedingung fu¨r einen gro¨ßeren
Bereich von beta erfu¨llt werden, somit reduziert sich die Reflexion an der Grenzschicht.
b
ZL
R
β
Bild 5.10.: Antipodale Vivaldi-Antenne mit abgerundeter Abstrahlseite
Fu¨r die in den Simulationen gewa¨hlte geometrische Realisierung gilt, je gro¨ßer der Radius
des zugrunde liegenden Kreises, desto ku¨rzer wird die Abrundung in Abstrahlrichtung. Die
zusa¨tzliche La¨nge LZ berechnet sich also wie folgt:
LZ = R
[
1− cos
(
arcsin
b
2R
)]
(5.5)
Simulationen mit einem Radius von 250mm und 400mm werden in Bild 5.11 gezeigt.
Nach Gleichung 5.5 ergeben sich zusa¨tzliche La¨ngen von LZ = 250mm (fu¨r R = 250mm)
und LZ = 88mm (fu¨r R = 400mm).
Eine Verbesserung der Anpassung konnte hier zwischen 500MHz und 1GHz beobachtet
werden. Bei ho¨heren Frequenzen bleibt die Anpassung unvera¨ndert. Auch auf die Richtcha-
rakteristik der Antenne haben die hier vorgenommenen Vera¨nderungen einen sehr geringen
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Bild 5.11.: Anpassung der am Substrat modifizierten Vivaldi-Antennen und der urspru¨ngli-
chen (planar)
Einfluss. Da aber eine Vera¨nderung der eigentlichen Antennenla¨nge zudem positive Auswir-
kungen auf das Fernfeld u¨ber das gesamte Spektrum hat, ist die Verwendung der abgerundeten
Abstrahlseite im Einzelfall einer Verla¨ngerung der Flu¨gel und damit einem gro¨ßereren LF ge-
genu¨berzustellen (vgl. Abschnitt 5.3.2).
5.4. Untersuchungen zur Minimierung von ru¨ckfließenden
Stro¨men
Da sowenig wie mo¨glich der in die Antenne eingespeisten Leistung in die Pulsquelle zuru¨ck-
fließen sollte, werden im Folgenden Methoden vorgestellt, um den nichtabgestrahlten Teil
der eingespeisten Leistung zu neutralisieren. Dabei gibt es zwei mo¨gliche Ansa¨tze: Durch
ein Material mit hohem Verlustfaktor ko¨nnen elektromagnetische Wellen in Wa¨rmeenergie
umgewandelt werden oder aber es kann eine verzo¨gerte bzw. seitliche Abstrahlung erfolgen.
Das Bild 5.12 zeigt die zeitunabha¨ngige Leistungsdichte innerhalb der Antenne. Deutlich ist
hier die beabsichtigte Konzentration der Leistung im Bereich der Mikrostreifenleitung, der
Bandleitung und der Schlitzleitung zu sehen.
Im Wesentlichen lassen sich hier drei Bereiche abgrenzen, in denen Leistung reflektiert
wird und ein Bereich, der ungewollt hin- und ru¨ckfließende Stro¨me fu¨hrt.
In Bereich 1 reflektieren bei einer Mikrostreifen- und Bandleitungsbreite von m = 6mm
vor allem Wellen mit Frequenzen zwischen 4GHz und 5GHz. Mo¨gliche Abhilfe schafft hier
eine Veringerung dieser Breite, die Anpassung niedrigerer Frequenzen kann dadurch jedoch
negativ beeinflusst werden.
Kritisch fu¨r Frequenzen unterhalb 1GHz ist Bereich 2. Hier, am ¨Ubergang zwischen Band-
leitung und Schlitzleitung, wird wesentlich die untere Grenzfrequenz der Antenne mitbe-
stimmt. Dieser Bereich wird vorallem durch die La¨nge der Flu¨gelaußenseite (Parameter LFA)
und die Kru¨mmung der Exponentialfunktion rv bestimmt (vgl. Bild 5.5 und Abschnitt 5.4.1).
Natu¨rlich sind La¨nge L und Breite b weiterhin die wichtigsten Parameter, die die Bandbreite
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Bild 5.12.: Leistungsdichte innerhalb der antipodalen Vivaldi-Antenne
zu niedrigen Frequenzen hin beschra¨nken. Durch die richtige Wahl von LFA und rv ist aber
eine optimale Ausnutzung innerhalb dieser Schranken mo¨glich.
Die Bereiche 1 und 2 lassen sich somit einfach durch Optimierung mittels Simulationen
bestimmen. Nicht so jedoch die Reflexionen, die in Bereich 3 entstehen. Eine Abrundung der
Flu¨gelaußenseiten, wie in Abschnitt 5.4.2 vorgenommen, ist zwar fu¨r den oberen Frequenz-
bereich vorteilhaft, Wellen niedrigerer Frequenzen werden jedoch immer noch unvera¨ndert
reflektiert. Dabei fließt ein Großteil der reflektierten Leistung direkt u¨ber die Schlitzleitung
zuru¨ck in die Quelle, nur ein kleinerer Teil nimmt den Weg durch Bereich 4. Die darauf fol-
genden Abschnitte zeigen Mo¨glichkeiten auf, diese Energie in Wa¨rme umzusetzten.
5.4.1. Optimierung der Schlitzo¨ffnungsrate rv
Mit der Schlitzo¨ffnungsrate rv wird sowohl die Fußpunktimpedanz als auch der Spitzenwert
der Impulsantwort hmax beeinflusst. Dabei fa¨llt die optimale Anpassung der Eingangsimpe-
danz und eine maximale elektrische Spitzenfeldsta¨rke nicht zwingend auf den selben Wert
rv.
Um diesem Verhalten Rechnung zu tragen, kann diese nun zusa¨tzlich vera¨ndert werden. Da-
zu muss Funktion 5.1 durch eine Skalierung so vera¨ndert werden, dass diese trotz unterschied-
lichen Werten von rv ihre urspru¨ngliche Ausdehnung in x- und y−Richtung beibeha¨lt [SS99].
Dadurch vera¨ndert sich (5.1) zu
y = c1e
rvx + c2 (5.6)
mit
c1 =
b/2 +m/2
ervL − ervLS
und
c2 =
(b/2−m/2)ervL − bervLS
ervL − ervLS
Dabei streckt oder staucht der Faktor c1 die Exponentialfunktion, c2 verschiebt sie in y- Rich-
tung.
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5.4.2. Abrundung der Flu¨gelaußenseiten
Bisher endeten die abstrahlenden Flu¨gel der Antenne bei x = L mit einer Spitze. Um Refle-
xionen in Bereich 3 (vgl. Bild 5.12) zu vermeiden und eventuell eine bessere Abstrahlung zu
erreichen, wird die Antenne an dieser Stelle abgerundet (siehe Bild 5.13). Die Simulationen
werden, um aussagekra¨ftig zu sein, mit unvera¨nderter Gesamtbreite durchgefu¨hrt. Die Breite
b muss daher fu¨r gro¨ßer werdende rO reduziert werden. Dadurch vera¨ndert sich zudem die
Steigung bzw. die ¨Offnungsrate rv der exponentiell getaperten Schlitzleitung.
Bild 5.13.: Antipodale Vivaldi-Antenne mit abgerundeten Flu¨geln
Bei verschiedenen Radien rO zeigt sich dabei eine unvera¨nderte Anpassung im Bereich bis
ca. 1,4GHz (siehe Bild 5.14). Danach ist bei den modifizierten Antennen mit rO = 35mm
und rO = 50mm eine deutlich geringere Welligkeit der Anpassungskurve, verglichen mit der
urspru¨nglichen Antennenform (rO = 0mm), zu erkennen. Die Abrundung der Flu¨gelaußen-
seiten stellt somit eine gute Mo¨glichkeit dar, Optimierungen in der Anpassung der Antenne
zu erreichen, ohne das Abstrahlverhalten negativ zu beeinflussen.
5.4.3. Resonanzstreifen in den Flu¨geln
Durch Schlitzleitungen in den Flu¨geln sollen ru¨ckfließende Stro¨me in Bereich 4 (vgl. Bild
5.12) herausgefiltert werden.
Die La¨nge der Einschlu¨sse ergibt sich aus den herauszufilternden Frequenzen. Bei einer
Anordnung wie in Bild 5.15 zu sehen, ist dies jeweils λ
4
(hin- und ru¨cklaufende Wellen sind
dann um 180◦ phasenversetzt und lo¨schen sich gegenseitig aus). Sollten die Streifen mittig im
Flu¨gel angeordnet sein (siehe Bild 5.17a und Bild 5.17c), so ergibt sich durch Simulationen,
dass deren La¨nge λ
2
betragen sollte.
Wie Bild 5.16 zu entnehmen, ist der Einfluss der Resonanzstreifen auf die Anpassung nur
sehr gering und fu¨hrt zu keiner Vergro¨ßerung der Bandbreite. Das gezeigte Ergebnis ist jenes
bei dem der Einfluss noch am deutlichsten zu erkennen ist.
Weitere Anordnungen der Resonanzstreifen sind in Bild 5.17 zu sehen.
Kommen die Streifen zu nahe an die Schlitzleitung, so beeinflussen sie stark das Verhalten
der Antenne. So reduziert sich bei der Antenne aus Bild 5.17 unten rechts der Gewinn bei
1GHz um 1dB (siehe Bild 5.18).
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Bild 5.14.: Anpassung und Fernfelder der an den Flu¨gelaußenseiten modifizierten Vivaldi-
Antennen und der urspru¨nglichen Form
Bild 5.15.: Antipodale Vivaldi- Antenne mit Resonanzstreifen in den Flu¨geln, Leistungsfluss
in Abstrahlrichtung (gelb) und reflektierte Leistung u¨ber die Außen- und Innensei-
te der Flu¨gel (rot)
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Bild 5.16.: Anpassung der durch die Resonanzstreifen in x- Richtung vera¨nderten Vivaldi -
Antenne
(a) (b)
(c) (d)
Bild 5.17.: weitere Mo¨glichkeiten zur Platzierung der Resonanzstreifen
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(c) Fernfeld in der Elevation mit und ohne Reso-
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Bild 5.18.: Vergleich mit und ohne Resonanzstreifen in den Flu¨geln
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Der Einsatz von Resonanzstreifen in den Flu¨geln lohnt sich daher in keinem Fall. So brin-
gen sie zwar an manchen Stellen des Spektrums Vorteile, die Nachteile im Abstrahlverhalten
oder in anderen Spektralbereichen u¨berwiegen jedoch bei weitem.
5.4.4. Absorbermaterial auf den Flu¨geln
Eine andere Mo¨glichkeit, ru¨ckfließende Stro¨me zu unterdru¨cken, besteht im Einsatz von Ab-
sorbermaterialen. Diese sorgen durch ihren hohen Verlustfaktor fu¨r eine große Da¨mpfung und
veringern somit den in die Speisung zuru¨ckfließenden Strom. Da in Bereich 2 in Bild 5.12
ein mo¨glichst großer Teil der Energie abgestrahlt werden soll, kann dort nichts gegen ru¨ck-
fließende Stro¨me unternomnmen werden, da sonst auch die Abstrahlung behindert wu¨rde.
Anders in Bereich 4, wo ein kleiner Teil der reflektierten Stro¨me fließt und somit durch Ab-
sorbermaterial geda¨mpft werden ko¨nnte (siehe Bild 5.19). Diese werden beidseitig jeweils
auf den Flu¨gelaußenseiten angebracht. Da die Breite der Antenne konstant gehalten werden
muss, ragen diese nicht u¨ber die Kupferbeschichtung in y-Richtung hinaus, obwohl auch hier
ru¨ckfließende elektromagnetische Wellen existieren.
Bild 5.19.: antipodale Vivaldi-Antenne mit Absorbermaterial auf den Flu¨gelaußenseiten, Lei-
stungsfluss in Abstrahlrichtung (gelb) und reflektierte Leistung u¨ber die Außen-
und Innenseite der Flu¨gel (rot)
Fu¨r die Simulationen wird das Absorbermaterial ECCOSORB MF-124 verwendet. Das Bild
5.20 zeigt die Vera¨nderung der Anpassung bei einer verwendeten Absorberdicke von 7mm.
Eine Minderung der Reflexionen ist nur unter 1GHz erkennbar. Beispielsweise ist einem rele-
vanten Bereich bei 685MHz eine Anpassungsverbesserung von 0,5dB mo¨glich. Das Fernfeld
bleibt u¨ber das gesamte Spektrum unvera¨ndert.
Die Verbesserungen durch den Absorbereinsatz sind nur sehr gering, Nachteile durch die-
sen, außer ho¨here Kosten fu¨r die Antenne, bestehen aber nicht.
5.4.5. Resistiver Abschluss am Schlitzleitungsende
Eine weitere Mo¨glichkeit, die in Bild 5.21 verdeutlichten reflektierten Wellen in Wa¨rme um-
zusetzen, besteht im reflektionsfreien Abschließen der Schlitzleitung. Ein Widerstand wird
hierbei zwischen den Punkten x = L und y = 0 und x = L und y = b angebracht. Dabei ist
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Bild 5.20.: Anpassung der Antenne mit 7mm dickem Absorbermaterial
in einem realen Aufbau darauf zu achten, dass der Widerstand nicht in Hauptabstrahlrichtung
angebracht ist und diese somit sto¨rt.
R
Bild 5.21.: antipodale Vivaldi-Antenne mit resistivem Abschluss am Schlitzleitungsende, Lei-
stungsfluss in Abstrahlrichtung (gelb) und reflektierte Leistung u¨ber die Innenseite
der Flu¨gel (rot)
Aus verschiedenen Widerstandswerten la¨sst sich in Simulationen der Widerstandswert von
R = 280Ω als derjenige mit der besten Anpassung und dennoch einem nur geringfu¨gig ver-
schlechterten Abstrahlverhalten bestimmen. Bild 5.22 zeigt die Simulationsergebnisse dieser
Anordnung mit einem Fernfeld bei 500MHz. In der Anpassung ist im Bereich unter 500MHz
eine Reduktion von in die Speisung ru¨ckfließenden Stro¨men von bis zu 5dB erreicht worden.
Man erkennt, dass der Gewinn um ca. 0,5dB sinkt, als auch die verminderte Abstrahlung
in Ru¨ckwa¨rtsrichtung. Im oberen Frequenzbereichbereich bleibt die Abstrahlung weitgehend
unvera¨ndert und ist hier nicht gezeigt.
Der resisitive Abschluss am Schlitzleitungsende eignet sich somit dazu, die Anpassung bis
1GHz deutlich zu verbessern. Große Teile der sonst in die Speisung zuru¨ckfließenden Ener-
gie kann also im Widerstand in Wa¨rme umgesetzt werden. Leider la¨ßt sich nicht vermeiden,
dass Teile der in der unvera¨nderten Antenne eigentlich abgestrahlten Energie, hier durch den
Widerstand abgefu¨hrt werden.
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Fernfeld im Azimut bei 500 MHz in dBi
0°
15°
30°
45°
60°
75°90°105°
120°
135°
150°
165°
±180°
−165°
−150°
−135°
−120°
−105°
−90°−75°
−60°
−45°
−30°
−15°
−10010
20
 
 
ohne Widerstand
mit Widerstand
(b)
Fernfeld in der Elevation bei 500 MHz in dBi
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Bild 5.22.: Simulationsergebnisse einer mit resisitvem Abschluss versehenen Vivaldi-
Antenne
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5.5. Prototyp im Frequenzbereich 240 MHz bis 5 GHz
Aus den in den oberen Abschnitten gewonnenen Informationen zu Abstrahlverhalten und
Anpassungsoptimierung ist es mo¨glich, eine fertigbare Antenne fu¨r den Frequenzbereich
240MHz bis 5GHz zu entwickeln (siehe Bild 5.23). Die Begrenzung der Bandbreite auf
240MHz bis 5GHz stellt einen Kompromiss zwischen der Abmessung b der Abstrahlseite
und einer mo¨glichst großen Bandbreite dar, da breitere Substratmaterialien derzeit am Markt
kaum erha¨ltlich sind.
Bild 5.23.: Geometrie und technische Daten des Prototyps der antipodalen Vivaldi-Antenne
fu¨r 240MHz bis 5GHz, eine komplette Aufstellung aller Parameter befindet sich
im Anhang
Das Bild 5.24 zeigt den Reflexionsfaktor. Es ist zu erkennen, dass anna¨hernd im gesam-
ten Spektrum der Reflexionsfaktor s11 < −9dB bleibt. Lediglich bei 290MHz und 370GHz
tritt jeweils eine leicht ho¨here Fehlanpassung auf. Hier bleibt die Anpassung aber immernoch
unter −8,5dB. Das Bild 5.25 zeigt sowohl die simulierte als auch die gemessene Gewinn-
charakteristik der Antenne. Unter Beru¨cksichtigung der Verluste in der Simulation weist der
Prototyp einen Gewinn von 6,2dBi am unteren Ende der Bandbreite und bis zu 13,8dBi am
oberen Ende auf. Bei 240MHz betra¨gt die 3dB-Breite 120◦ mit einem Nebenkeulenlevel von
−8,5dB. Bei 5GHz entsprechend 18◦ und −13dB. Diese Werte werden durch die Messungen
anna¨hernd besta¨tigt, mit einer etwas sta¨rkeren Schwankung des Gewinns in Hauptstrahlrich-
tung.
Der Simulationsaufbau zur Bestimmung des elektrischen Feldes im Azimut im Abstand
von 1,5m zum Zentrum der Antenne ist in Bild 5.26 zu sehen. Durch mo¨glichst viele, im
Azimut angeordnete Feldsta¨rkemesser, kann der zeitliche Verlauf des elektrischen Feldes dar-
gestellt werden (siehe Bild 5.27). In Hauptstrahlrichtung wird mit einem Impuls, dessen Span-
nungsamplitude 1V betra¨gt, in einer Entfernung von 1,5 m zur Vorderkante der Antenne eine
Spitzenfeldsta¨rke von 8,5V
m
erreicht. Umgerechnet auf einen eingespeisten Impuls mit einer
Amplitude von 10kV wird in 30m Entfernung zur Antenne eine Spitzenfeldsta¨rke von 4,25kV
m
erreicht. Entsprechend sind es bei 300m Abstand noch 0,425kV
m
.
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Bild 5.24.: Reflexionsfaktor der Antenne: Simulation und Messung
(a) gemessene Richtcharakteristik
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(b) simulierte Richtcharakteristik
Bild 5.25.: Prototyp der antipodalen Vivaldi-Antenne
Bild 5.26.: Simulationsaufbau zur Bestimmung des elektrischen Feldes
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Bild 5.27.: Elektrisches transientes Feld der in Bild 5.26 simulierten Antenne
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Bild 5.28.: Verluste der Vivaldi Antenne (simuliert)
103
5. Entwicklung einer antipodalen Vivaldiantenne fu¨r HPEM-Systeme
5.5.1. Verlustabscha¨tzung
Die Da¨mpfung der Antenne wurde bestimmt, indem bei einer Simulation bei jeder Frequenz
die Differenz zwischen der Direktivita¨t und dem Gewinn gebildet wurde, wobei die am Ein-
gang der Antenne reflektierte Leistung unberu¨cksichtigt bleibt, d.h. nur die tatsa¨chlich von der
Antenne aufgenommene Leistung wird betrachtet (Bild 5.28). Die Verluste sind aufgrund der
kleinen Permittivita¨t und der geringen Verluste des Substrates sehr gering. Diese Berechnung
wird durch die gemessene Gewinncharakteristik in Bild 5.25 besta¨tigt.
5.5.2. Zeitbereichgu¨tekriterien
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Bild 5.29.: Zeitbereichs Gu¨tekriterien der Vivaldi-Antenne
Die Gu¨tekriterien im Zeitbereich werden anhand der der Antennenimpulsantwort bestimmt.
Die Gu¨tekriterien sind nur gu¨ltig fu¨r die kopolarisierte Ausrichtung der Antennenvorderkante
zum Empfa¨nger. Die zeitliche Halbwertsbreite der Antennenimpulsantwort betra¨gt im rele-
vanten Bereich nahezu konstant 0,7 ns und vergro¨ßert sich erst ab 40◦ auf 1,2 ns. Das Nach-
schwingen der Antenne ist ebenfalls anna¨hernd konstant u¨ber dem relevanten Winkelbereich
und betra¨gt 0,83 ns. Die Impulsverbreiterung liegt im Pikosekundenbereich und ist somit
a¨ußerst gering. Der zu erwartende Amplitudenverlust beim Schwenken aufgrund der Antenne
kann dem Verlauf der Amlitude der Antennenimpulsantwort u¨ber dem Winkel entnommen
werden.
Ein wichtiger Parameter fu¨r HPEM-Systeme ist die Impulsanstiegzeit [CGN01], welche in
Bild 5.30 u¨ber dem Schwenkwinkelbereich zu sehen ist. Die Anstiegszeit der Einhu¨llenden
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der analytischen Antennenimpulsantwort betra¨gt dabei 0,6 ns. Dies bedeutet, dass ab Fre-
quenzen von 1,67 GHz die Impulse nicht mehr ungesto¨rt u¨bertragen werden. Bei Betrachtung
des Betrages der analytischen Impulsantwort der Antenne ist das Auftreten von Verzerrun-
gen zu sehen (siehe Bild 5.31). Die Frequenzanteile u¨ber 1,67 GHz finden sich jedoch im
Hauptimpuls.
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Bild 5.30.: Impulsanstiegzeit
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Bild 5.31.: Vergleich Betrag des analytischen Signals mit seiner Einhu¨llenden
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6. Entwicklung einer Rotman-Linse fu¨r
HPEM-Systeme und Verifikationsmessungen
In diesem Kapitel wird erstmalig ein Prototyp einer Rotman-Linse fu¨r den Frequenzbereich
von 450 MHz bis 5 GHz vorgestellt. Die Entwicklung basiert auf Vorarbeiten, die in [LZW+08b]
und [LZW+08a] vero¨ffentlicht sind.
6.1. Anforderungen
Die Verifikation des analytischen Systemmodells durch die Rotman Linse fu¨r den UWB-
Bereich (Kapitel 4) legt gleichzeitig die maximale Bandbreite fest, fu¨r die eine na¨herungs-
weise konstante Amplitudenverteilung an der Gruppenantenne erreicht werden kann. Diese
Bandbreite liegt ungefa¨hr bei einem Verha¨ltnis 5 : 1 von oberer zu unterer Grenzfrequenz. Da
die erwu¨nschte Bandbreite fu¨r das HPEM-System ein Verha¨ltnis von 25 : 1 ergibt, ist a priori
zu erwarten, dass Einschra¨nkungen an die Anforderungen gestellt werden mu¨ssen.
Es wird im Folgenden angestrebt eine Rotman Linse zu realisieren, deren Anpassung im
Bereich 200MHz bis 5GHz besser -10 dB ist, da dieses Kriterium bei der gewu¨nschten An-
wendung, bei der transiente Hochspannungssignale in die Rotman-Linse eingespeist werden
sollen, sehr wichtig ist. Eine konstante Amplitudenverteilung wird fu¨r diese Konstellation
nicht erreichbar sein, vielmehr soll erreicht werden, dass die Strahlschwenkung im komplet-
ten Frequenzbereich stationa¨re Beamstellungen erreicht. Diese Anforderung la¨sst nur einen
idealerweise linearen Phasenverlauf der Transmissionskurven zu.
Eine weitere Einschra¨nkung ist die Gro¨ße des verfu¨gbaren Substrats. Das fu¨r diese Arbeit
am Markt erha¨ltliche hochpermittive Substrat ist das Material Arlon AD1000 mit Abmessun-
gen von 609,6mm x 914,4mm bei einer Permittivita¨t von 10,9.
Es sollen 9 diskrete Beamrichtungen zwischen−45◦ und 45◦ erzeugt werden. Die 7 Anten-
nen sollen in diesem Fall in einem Abstand von 15cm aufgebaut werden.
6.2. Vor-Design anhand des analytischen Systemmodells
In Bild 6.1 dargestellt ist die Na¨herung fu¨r die Anpassung der Ports fu¨r verschiedene Portbrei-
ten. Man erkennt, dass die Ports idealerweise 10cm breit sein mu¨ssten, um die Anforderung
der Anpassung auch fu¨r 200MHz zu erfu¨llen. Bei 9 nebeneinander liegenden Ports wu¨rde das
eine Ausdehnung der Beam Port Kontur in y-Richtung von ca. 90cm ergeben (Koordinatensy-
tem siehe Kapitel 3). Bei zusa¨tzlich noch ca. 2 mal 45cm fu¨r die Seitenbereiche wu¨rden sich
Abmessungen der Parallelplattenregion in y-Richtung von 180cm ergeben. Die Abmessungen
der Platine liegen fu¨r ein gutes breitbandiges Design in x-Richtung sogar noch daru¨ber.
Diese ¨Uberlegungen zeigen, dass es nicht mo¨glich ist, fu¨r die gegebene Substratgro¨ße ein
geeignetes Modell zu entwickeln. Aus diesem Grund werden 2 dieser Substrate getrennt ent-
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Bild 6.1.: Anpassung bei variierender Portbreite
worfen und so aneinander gefu¨gt, so dass sie eine große Rotman Linse ergeben. Dadurch
erha¨lt man Abmessungen von 1219,2mm x 914,4mm.
Basierend auf einer 7-fachen Vergro¨ßerung der UWB-Rotman Linse in Kapitel 4, die mo-
difiziert ist, um Antennenabsta¨nde von 15cm zu erhalten, entsteht durch das Vor-Design ein
Modell mit den folgenden Design-Parametern:
• G = 700mm
• g = 1,05
• γ = 1,8
• e = 0
Dabei soll eine mo¨glichst große Brennweite G auf der zur Verfu¨gung stehenden Fla¨che
verwendet werden. Dadurch werden die Winkel, die die Ports ausleuchten mu¨ssen, reduziert.
Die Parameter g und γ werden wieder so variiert, dass sich mo¨glichst symmetrische Konturen
ergeben (siehe Kapitel 3.4).
Die Portbreiten sind so optimiert, dass sie mo¨glichst dicht nebeneinander liegen, was bei
den Beam Ports 4,9cm und bei den Array Ports 6,3cm entspricht.
Dargestellt in Bild 6.2 ist die sich ergebende Transmissionskurve von Beam Port 1 zu Array
Port 5. Man erkennt, dass die untere Grenzfrequenz so weit wie mo¨glich nach unten verscho-
ben wurde. Es ergeben sich bei der gro¨ßeren Portbreite jetzt jedoch sehr direktive Ports ab ca.
2,5GHz, so dass dort vom Beam Port 1 keine Leistung zum Array Port 5 u¨bertragen werden
kann.
Die verwendete Na¨herung fu¨r die berechneten Richtcharakteristiken der Ports sind nur im
Eindeutigkeitsbereich der Quasi-TEM-Welle gu¨ltig. Die Maximalfrequenz dieses Eindeutig-
keitsbereichs ist fu¨r die 4,9cm breite Ports folglich ca. 930MHz (3.31). Es ist deshalb nach-
zupru¨fen, in wie weit diese Na¨herung fu¨r ho¨here Frequenzen gu¨ltig ist.
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Bild 6.2.: Transmission von Beam Port 1 zu Array Port 5
Durch eine sta¨rkere exponentielle Taperung soll eine Wirkung a¨hnlich einer Vivaldi-Antenne
erreicht werden, so dass ho¨here Frequenzanteile schon im Taper abgestrahlen. Fu¨r diese Spek-
tralanteile gilt dann eine geringere effektive Portbreite.
6.3. Analytische Optimierung der Rotman-Linse
Die Parallelplattenregion kann, wie dargestellt, als zweidimensionale Zylinderwelle und die
Array- und Beam Ports als Antennen modelliert werden. Ein Array Port hat eine feste Breite,
muss allerdings einen sehr großen Spektralbereich abstrahlen. Das hat zur Folge, dass sich die
Richtcharakteristk u¨ber der Frequenz a¨ndert. So haben hohe Frequenzen eine sehr schmale
Richtcharakteristik, wa¨hrend niedrige Frequenzen eine sehr breite Richtcharakteristik haben,
d.h. hohe Frequenzen treffen hauptsa¨chlich den mittleren Array Port und niedrige Frequenzen
treffen auch a¨ußere Array Ports. Daher sollen die mittleren Array Ports fu¨r hohe Frequenzen
angepasst werden, indem man sie schmaler macht und die a¨ußeren Array Ports fu¨r niedrigere
Frequenzen, indem man sie breiter macht. Der Gesamtwirkungsgrad sollte sich dabei erho¨hen
(Bild 6.3).
Die Simulation in Matlab ergibt: Fu¨r den mittleren Beam Port BP5 ist eine durchgehende
Verbesserung erkennbar, wa¨hrend das Bild bei einem a¨ußeren Beamport uneinheitlich ist. Es
tritt eine weitere Nullstelle auf (Bild 6.4(a) und 6.4(b)).
6.4. Optimierung mit numerischen Feldsimulationen
Zuerst wird die Auswirkung der im Vergleich zur Wellenla¨nge sehr breiten Ports untersucht.
In Bild 6.5 erkennt man, dass schon fu¨r 1GHz die Feldverteilung an der Porto¨ffnung nicht
mehr konstant ist. Die elektrische Feldsta¨rke nimmt nach außen hin ab. Dieser Effekt fu¨hrt
dann im Vergleich zur konstanten Feldverteilung zu einer breiteren Hauptkeule [Bal97]. Am
Feldbild bei 5GHz kann man im Vergleich zusa¨tzlich erkennen, dass sich die TEM-Welle
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Bild 6.3.: Rotman-Linse mit vera¨nderten Array Ports
(a) Beam Port 1 (b) Beam Port 5
Bild 6.4.: Variation von Array Port Absta¨nden und Breiten - gestrichelt: a¨quidistante, gleich-
breite Array Ports, durchgezogen: variierte Array Port Breite und Abstand.
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schon fru¨her in dem Porttaper abspaltet, so dass man hier eine kleinere effektive Portbreite
annehmen kann, die ebenfalls eine breitere Hauptkeule verursacht. Wichtig ist auch, dass kei-
ne dominante Ausbreitung von Moden ho¨herer Ordnung erkennbar ist, so dass deren Einfluss
bei der Modellierung zuna¨chst vernachla¨ssigt werden kann.
(a) 1GHz (b) 5GHz
Bild 6.5.: Feldverteilung am gespeisten Port fu¨r unterschiedliche Frequenzen
Der Nachteil, den dieses Verhalten mit sich bringt, ist, dass das Phasenzentrum sta¨rker u¨ber
der Frequenz variiert. Dadurch steigen die Phasenfehler fu¨r einige Spektralanteile an und die
Dispersion der Rotman Linse wird sta¨rker. Diesen Nachteil muss man jedoch in Kauf neh-
men, um u¨berhaupt eine Leistungsu¨bertragung in der Parallelplattenregion u¨ber diese große
Bandbreite zu ermo¨glichen.
6.5. Untersuchung der Leistungsbelastbarkeit
6.5.1. Verluste in der Linse
Es entstehen in etwa gleich große Verluste in den Zu- und Ableitungen sowie in der Parallel-
plattenregion. Die Substratverluste tragen einen viel gro¨ßeren Beitrag zu den Gesamtverlusten
bei als die Metallverluste (Siehe Bilder 6.6).
Analytisch
Die Berechung der Da¨mpfung fu¨r die Zuleitung erfolgt wie bei einer normalen Mikrostreifen-
leitung und fu¨r die Parallelplattenregion wie bei einer unendlich breiten Mikrostreifenleitung.
Die Berechnungen folgen den Formeln in Anhang A.8. Fu¨r die HPEM-Linse ergibt sich eine
Da¨mpfung von bis zu 3,5 dB. Das entspricht mehr als der Ha¨lfte der Leistung.
Numerisch
In Bild 6.7 ist die Auswertung der S-Parameter mehrerer Simulationen der Rotman-Linse zu
sehen. Die Berechnungen erfolgen analog zu Abschnitt 4.5.1.
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(a) Parallelplattenregion (b) Zu- und Ableitungen
(c) gesamt
Bild 6.6.: Da¨mpfung der HPEM-Linse (analytisch)
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Fu¨r die HPEM-Linse sind in den Simulationen keine ohmschen und dielektrischen Verlu-
ste beru¨cksichtigt (aufgrund von Speicherplatz und Simulationszeit), allerdings la¨sst sich aus
der analytischen Rechnung abscha¨tzen, dass nur ca. die Ha¨lfte der simulierten Leistung an
den Ports tatsa¨chlich ankommt. Man erkennt, dass mit steigender Frequenz aufgrund ho¨herer
Moden ein immer gro¨ßerer Anteil der Gesamtenergie abgestrahlt wird.
(a) Einspeisung an Beamport 5 (b) Einspeisung an Beamport 1
Bild 6.7.: Simulierte Verluste der HPEM-Linse (ohne metallische und dielektrische Verluste
in der Simulation)
Gemessener Wirkungsgrad
Bild 6.8.: Wirkungsgrad der HPEM-Rotman-Linse fu¨r Leistungseinspeisung an BP 5
(gemessen)
Dem Bild 6.7a ist zu entnehmen, dass bei einer Frequenz von 5 GHz noch ca. 40 % der
eingespeisten Leistung an den Array Ports ankommt. Beru¨cksichtigt man die analytisch er-
mittelte Da¨mpfung durch metallische und dielektrische Verluste aus Bild 6.6 bei 5 GHz so
erha¨lt man folgende Abscha¨tzung:
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DSimulation = 10 log10 (0,4) = −3,98dB
Dges,analyt = −3,7dB
Dres = DSimulation +Dges,analyt = −7,68dB
Umgerechnet ergibt sich, dass an den Arrayports ho¨chstens noch 17 % der bei 5 GHz an
BP 5 eingespeisten Leistung verfu¨gbar ist. Ein Vergleich mit dem Wirkungsgrad, der aus den
gemessenen S-Parametern des Prototyps ermittelt wurde, zeigt, dass tatsa¨chlich aber noch 12
% mehr an Leistung verloren gehen (vgl. Bild 6.8). Dies liegt an den in der Realita¨t ho¨heren
dielektrischen Verlusten des Substrats und an dem Aufbau aus zwei getrennten Substraten.
6.5.2. Hohe Leistungen und hohe Spannungen
Leistung
Der kritischste Fall fu¨r hohe Leistungen im gesamten HPEM-System bestehend aus Rotman-
Linse und Antennen ist die Beam Port-Zuleitung. Fu¨r diese Stelle wird die maximale Durch-
schnittsleistungsbelastung berechnet (Bild 6.9).
Folgende Gru¨nde beschra¨nken die maximale Leistungsu¨bertragung u¨ber eine Mikrostrei-
fenleitung:
• Die Eigenschaften des Substrates a¨ndern sich aufgrund der Erwa¨rmung (ǫr, Durch-
schlagsspannung)
• Die Wa¨rmeausdehnung erzeugt Spannungen zwischen Kupfer und Substrat.
In Bild 6.6 erkennt man, dass die Verluste in den Zu- und Ableitungen sowie in der Paral-
lelplattenregion a¨hnlich groß sind. Man kann deswegen abgesehen von einer Wa¨rmekonzen-
tration am Eingangs-Beam Port von einer homogenen Wa¨rmeverteilung u¨ber die Fla¨che der
Rotman-Linse ausgehen.
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Bild 6.9.: Wa¨rmeentwicklung auf der Linse
Die Formeln, mit denen die Wa¨rmeentwicklung auf der Linse berechnet wird, finden sich
im Anhang A.7. Nimmt man eine Raumtemperatur von 25◦C an, so erga¨be sich ein maximaler
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Anstieg der Temperatur der Linse um 75◦C. Nimmt man weiterhin einen Wa¨rmewiderstand
gema¨ß Datenblatt fu¨r Arlon AD1000 von 0,3 K/W an, so betra¨gt die maximale Dauerstrichlei-
stung 250 W. Dies liegt jedoch weit oberhalb der zeitlich gemittelten Leistung eines gewo¨hn-
lichen Pulsers (Abschitt 7.3).
Die Widersta¨nde, welche die Dummy Ports reflexionsfrei abschließen, halten gema¨ß Daten-
blatt Leistungen von 100 W aus, allerdings verschlechtert sich dieser Wert ab einer Tempera-
tur von ca. 100 ◦C. Bei ca. 135 ◦C kann der Widerstand nur noch 50 W aufnehmen. In Bild
4.18 erkennt man, dass die Dummy Ports schlimmstenfalls die Ha¨lfte der am Eingang einge-
speisten Leistung aufnehmen. Nimmt man eine gleichma¨ßige Aufteilung der Leistung auf die
Dummy Ports an, so du¨rften am Eingang maximal 100W x 16 Dummy Ports x 2 = 3200W
Dauerstrich-Leistung anliegen, solange die Temperatur der Linse unter 100 ◦C bleiben soll.
Die Leistungsbelastbarkeit der N-Stecker fu¨r ein Dauerstrich-Signal betra¨gt 1 kW bei 1
GHz [Ros09], welche u¨ber der Frequenz absinkt.
Durchschlagsspannung
Am kritischsten ist hier die Durchschlagsspannung der N-Stecker. Die N-Stecker werden auf
eine Pru¨fspannung von 2500V getestet. Die Schwachstelle ist dabei der Luftdurchschlag zwi-
schen Innen- und Aussenleiter. Die Durchschlagsspannung kann erho¨ht werden, indem man
die kritischen Stellen mit Dielektrikum, z.B. Transformatoreno¨l oder Silikon, fu¨llt, welches
eine ho¨here Durchschlagsspannung besitzt.
Die Durchschlagsspannung des Substrates (Arlon AD1000) betra¨gt laut Datenblatt mehr
als 45kV. In [MMJRT96] wurde die Durchschlagspannung von Polytetrafluorethylen (PTFE)
getestet. Fu¨r eine Pulswiederholfrequenz von 100 Hz und eine Burstdauer von 5 s a¨nderte
sich diese dort gegenu¨ber einem einzelnen Puls nicht. Es ist anzunehmen, dass das Substrat,
welches haupsa¨chlich aus PTFE besteht, dasselbe Verhalten zeigt. Die Durchbruchfeldsta¨rke
von PTFE sinkt mit der Frequenz (Bild 6.10), liegt aber immer noch deutlich u¨ber den Durch-
schlagsspannungen des Steckeru¨bergangs N-Stecker auf Mikrostreifenleitung.
6.6. Auftretende Moden
In Bild 6.7 erkennt man bei niedrigen Frequenzen eine Abstrahlung aufgrund von Resonan-
zen. Diese Resonanzfrequenzen ergeben sich aus der Formel fu¨r die La¨nge L einer rechtecki-
gen Patch-Antenne und Vielfachen davon [GBB00], [Wat03]:
L =
λ0
2
√
ǫr
Die HPEM-Linse besitzt im Grundmode fu¨r einen beliebigen Beam Port Resonanzfrequen-
zen von ca. 70 MHz. In den Freiraum abgestrahlt werden diese von der Rotman-Linse aber
erst ab der dritten Oberwelle der Grundresonanz, da vorher nahezu die gesamte Leistung am
Beam Port reflektiert wird.
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Bild 6.10.: Durchschlagsfestigkeit von PTFE [OBBO06]
Moden auf der Taperung
Die Breite der Mikrostreifenleitung wird so festgelegt, dass sich dort nur der Grundmode aus-
breiten kann. In der Parallelplattenregion ko¨nnen sich aufgrund des goßen Breiten zu La¨ngen-
Verha¨ltnisses, ebenfalls keine ho¨heren Moden ausbilden (TEM-Wellenleiter). Jedoch ko¨nnen
sie in der Taperung, dem ¨Ubergang von der Mikrostreifenleitung zur Parallelplattenregion,
auftreten.
Die auftretenden Moden wurden bei der maximalen Breite des Beamports und der maxi-
malen Breite des Array Ports berechnet (Gleichungen 4.5, 4.8 und 4.7). Diese ho¨heren Moden
beeintra¨chtigen die Durchgangs S-Parameter der Linse und fu¨hren zu einer ungewollten Ab-
strahlung in den Freiraum (Tabelle 6.1).
(a) HE-Moden
Grenzfrequenz Beam Port Array Port
1. Mode 0,9 GHz 0,7 GHz
2. Mode 1,9 GHz 1,4 GHz
3. Mode 2,8 GHz 2,2 GHz
4. Mode 3,7 GHz 2,9 GHz
5. Mode 4,7 GHz 3,6 GHz
6. Mode 5,6 GHz 4,3 GHz
7. Mode 6,5 GHz 5,1 GHz
(b) TE- und TM Oberfla¨chenwellen
Grenzfrequenz TE TM
Grundmode 7,4 GHz 0 GHz
1. Mode 22,2 GHz 14,8 GHz
Tabelle 6.1.: Auftretende Moden in den Tapern von Beam und Array Port
In Bild 6.11 dargestellt ist das Simulationsmodell der Rotman Linse fu¨r den HPEM-Frequenzbereich.
Das Modell wurde auf die festgelegte Substratgro¨ße von 1219,2mm x 914,4mm hin opti-
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Bild 6.11.: Simulationsmodel des Protoyps
miert. Die Ausdehnung der Beam und Array Port Konturen in y-Richtung betragen 508mm.
Aus Platzmangel konnten die Seitenbereiche nur mit einer Ausdehnung von 153mm realisert
werden. Die Taper der Ports haben eine La¨nge von 140mm.
Da das Substrat eine Dicke von 3,23mm hat, wird die Leiterbreite der Mikrostreifenleitun-
gen zu 3mm gewa¨hlt, was die in Tabelle 6.2 gegebenen Wellenwidersta¨nde fu¨r die Zuleitun-
gen ergibt.
Frequenz in GHz Zl in Ω |r| bezogen auf 50Ω
0,2 48,5 0,0152
1,8 48,9 0,0111
3,4 50,8 0,0079
5,0 53,8 0,0366
Tabelle 6.2.: Wellenwidersta¨nde und Reflexionsfaktoren der Zuleitungen
Dargestellt in Bild 6.12 ist die Transmissionskurve von Beam Port 1 zu Array Port 5 je-
weils fu¨r das analytische Modell und fu¨r die Simulation. Durch die beschra¨nkten Seitenbe-
reiche kommt es innerhalb der Parallelplattenregion zu Reflexionen, die eine wellige Kurve
erzeugen. Um besser eine Tendenz zu erkennen, wird im Zeitbereich ein Gating vorgenom-
men, bei dem in der Impulsantwort die Reflexionen nach dem Hauptimpuls abgeschnitten
werden. Wenn man den Hauptimpuls zuru¨ck transformiert, ergibt sich die blaue Kurve, die
die Amplitude der Spektralanteile des Hauptimpulses beschreibt.
Man erkennt, dass die Na¨herung des analytischen Modells fu¨r tiefe Frequenzen stimmt. Fu¨r
hohe Frequenzen ist es aber gelungen, durch die im vorangegangenen Kapitel beschriebenen
Pha¨nomene eine Leistungsu¨bertragung im kompletten Frequenzbereich zu ermo¨glichen.
In Bild 6.13 wird die Anpassung des Beam Ports 1 mit der Na¨herung des analytischen
Modells verglichen. Es ist gelungen eine Anpassung zu erreichen, die ab ca. 300MHz bes-
ser als −7 dB ist, was bei den gegebenen Portbreiten ein Optimum darstellt. Die restlichen
Ergebnisse finden sich im Anhang.
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Bild 6.12.: Vergleich der Transmissionskurve von analytischem Modell und Simulation
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Bild 6.13.: Vergleich der Anpassung von analytischem Modell und Simulation
In den Bildern 6.14 bis 6.16 sind die Transmissionskurven von den Beam Ports 1, 3 und
5 hin zu den Array Ports 1, 3, 5 und 7 dargestellt. Fu¨r eine bessere ¨Ubersicht wurden die
Kurven zu den 3 weiteren Array Ports weggelassen, da diese sich zwischen den Ergebnissen
der dargestellten Array Ports bewegen. Dabei stellen alle Betragskurven das Ergebnis nach
Gating des Hauptimpulses dar. Ohne Gating haben alle Kurven eine Welligkeit, a¨hnlich zu
Bild 6.12. Die restlichen Transmissionskurven finden sich im Anhang.
Man kann erkennen, dass die Leistungsu¨bertragung fu¨r hohe Frequenzen hin zu den a¨uße-
ren Ports wie erwartet schlechter wird. Die Verluste, die durch Fehlanpassung, ohmsche Ver-
luste und Leistung, die in die Dummy Ports fließt, entstehen, sind in Bild 6.17 fu¨r die 3 Beam
Ports aufgetragen. An der Darstellung la¨sst sich gut erkennen, dass die Effizienz des Systems
vor allem zu hohen Frequenzen hin und fu¨r die a¨ußeren Beamrichtungen abnimmt (siehe auch
Abschnitt 6.5.1).
Die Phasen der Transmissionsparameter stimmen jedoch bis auf die Fa¨lle Beam Port 1 zu
Array Port 1 und 7 mit den erwu¨nschten Kurven u¨berein.
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Bild 6.14.: Transmission von Beam Port 1 zu den Array Ports 1, 3, 5, und 7
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Bild 6.15.: Transmission von Beam Port 3 zu den Array Ports 1, 3, 5, und 7
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Bild 6.16.: Transmission von Beam Port 5 zu den Array Ports 1, 3, 5, und 7
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Bild 6.17.: Verluste der Rotman Linse
Dadurch, dass die Phasenverla¨ufe mit dem erwu¨nschten linearen Verlauf u¨bereinstimmen,
und dass die Absta¨nde korrekt sind, ergeben sich in den aus den Simulationsdaten berech-
neten Gruppenfaktoren (Bild 6.18 bis 6.22) die korrekten Abstrahlrichtungen. Man erkennt,
dass die Strahlrichtung wie erwu¨nscht im kompletten Spektrum konstant ist, und dass das
Maximum a¨quidistant von −45◦ nach 0◦ wandert. Die Strahlschwenkung funktioniert ab ca.
350MHz, was mit der Grenzfrequenz der Anpassung u¨bereinstimmt. Fu¨r die a¨ußeren Strahl-
richtungen nimmt fu¨r hohe Frequenzen hin der Gewinn ab. Hier wird die Strahlschwenkung
hauptsa¨chlich von den mittleren Antennen getragen, da die Leistung, die durch die Parallel-
plattenregion zu den a¨ußeren Antennen fu¨hrt, sehr gering ist.
Es ist gelungen fu¨r eine Bandbreite von 350MHz bis 5GHz eine funktionierende Rotman
Linse im Modell zu realisieren. Das Modell bietet somit unter den gegebenen physikalischen
Grenzen, die sich vor allem in den ho¨heren Verlusten niederschlagen, und den gegebenen
Randbedingungen (Anzahl der Antennen, Beamrichtungen, Gro¨ße des Substrats) eine sehr
gute Performanz im Hinblick auf ultrabreitbandiges Strahlschwenken fu¨r ein HPEM-System,
welche im Folgenden mit Hilfe eines Prototypen u¨berpru¨ft wird.
6.7. Herstellung und Vermessung eines Prototypen
Die Arbeitsschritte entsprechen denen bei der FCC-UWB-Linse. Erschwerend kommt hier
beim Aufbau das Aneinanderfu¨gen der beiden Teilsubstrate hinzu. Die Auswertung der Mes-
sergebnisse spricht aber fu¨r ein gutes Funktionieren dieses Prototyps.
6.7.1. Aufbau der HPEM-Linse
Die HPEM-Rotman-Linse wurde aufgrund seiner großen Abmessungen auf zwei getrenn-
ten Substraten gea¨tzt (Bild 6.23). Diese haben sich aufgrund der Wa¨rmeausdehnung, welche
beim Herstellungsprozess der Metallisierung des Substrats auftritt, unterschiedlich gebogen,
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(a) Frequenzbereich (b) Zeitbereich
Bild 6.18.: Gruppenfaktor Beam Port 1
(a) Frequenzbereich (b) Zeitbereich
Bild 6.19.: Gruppenfaktor Beam Port 2
(a) Frequenzbereich (b) Zeitbereich
Bild 6.20.: Gruppenfaktor Beam Port 3
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(a) Frequenzbereich (b) Zeitbereich
Bild 6.21.: Gruppenfaktor Beam Port 4
(a) Frequenzbereich (b) Zeitbereich
Bild 6.22.: Gruppenfaktor Beam Port 5
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so dass ein einfaches Zusammenfu¨gen nicht mo¨glich war. Die beiden Substrate (inkl. Bo-
denmetallisierung) sind deshalb auf eine große, dicke Metallplatte aufgeklebt. Das hat den
Vorteil einer gro¨ßeren mechanischen Stabilita¨t und eines besseren Massekontakts zwischen
den Bodenmetallisierungen der beiden Substrate. Als Kleber wird ein Zweikomponentenkle-
ber auf Epoxidharzbasis verwendet. Der Kleber hat keinen nennenswerten Einfluss auf die
Massverbindung der beiden metallisierten Substratha¨lften.
6.7.2. Messung der S-Parameter
Eine Auswahl von vier Messergebnissen ist mit einem Vergleich zum Idealfall, zum analy-
tischen Modell und zur Simulation in CST Microwave Studio in Bild 6.24 dargestellt. Den
Idealfall erha¨lt man, wenn man die Eingangsleistung am jeweiligen Beam Port gleichma¨ßig
auf alle sieben Array Ports aufteilt und von einer verlustfreien Transmission ausgeht. Es ist
zu erkennen, dass Messung, Simulation und analytischer Ansatz konsistente Ergebnisse lie-
fern. Die Simulation zeigt durchga¨ngig bessere Ergebnisse als die Messung, da ohmsche und
Substratverluste vernachla¨ssigt sind. Das Messergebnis zeigt eine gro¨ßere ¨Ubereinstimmung
mit dem analytischen Modell als mit der Simulation in CST Microwave Studio, was dessen
Validita¨t besta¨tigt.
Alle Messergebnisse finden sich im Anhang A.14. Bei den meisten Messergebnissen zeigt
sich bis 1,5 GHz eine gute ¨Ubereinstimmung mit dem analytischen Modell und der Simula-
tion. Bei ho¨heren Frequenzen gibt es Abweichungen, da im analytischen Ansatz keine Ab-
strahlungsverluste beru¨cksichtigt werden. Das stimmt ebenfalls sehr gut mit den Ergebnissen
der Leistungsaufteilung (Bild 6.7) u¨berein.
6.7.3. Zeitbereichsmessung und Auswertung der Gu¨tekriterien
Die Gu¨tekriterien werden nach den Formeln in Kapitel 2.5 und 2.6 berechnet. Das Bild 6.25
zeigt die verschiedenen Zeitbereichs-Gu¨tekriterien fu¨r die die HPEM-Linse. So sind z.B. bei
der HPEM-Linse bei hmax die einzelnen Beam Ports deutlich voneinander in der Amplitude
getrennt, wa¨hrend das bei der UWB-Linse nicht der Fall ist. Ebenso ergibt sich bei der Stan-
dardabweichung der Gruppenlaufzeit in Bild 6.28 ein unterschiedliches Verhalten, was auf die
viel gro¨ßere Bandbreite zuru¨ckzufu¨hren ist. Die zeitliche Halbwertsbreite τFWHM liegt bei der
HPEM-Linse im Bereich von 1 - 1,7 ns. Sie ist, genauso wie τringing, gro¨ßer als bei der UWB-
Linse, was auf die tiefere untere Frequenzgrenze zuru¨ckzufu¨hren ist. Das Nachschwingen
weist ein uneinheitliches Bild auf, was durch die starken Verzerrungen des Eingansimpulses
durch die Rotman-Linse hindeutet.
Ein wichtiger Parameter ist die Impulsanstiegszeit, welche anhand des Betrages des ana-
lytischen Ausgangssignals der Array Ports ermittelt wird. Diese bewegt sich im Bereich von
0,7 ns bis 2,2 ns. Damit ist der Ausgangsimpuls an den Arrayports gema¨ß der Klassifizierung
in Tabelle 2.2 als schneller EMP-Puls zu bezeichnen und nicht mehr als UWB-Impuls.
Das Maximum des u¨bertragenen transienten Impulses hmax fa¨llt in der Messung niedriger
aus als in der Simulation, aufgrund der bereits erwa¨hnten vernachla¨ssigten Verlustmechanis-
men. Die prinzipiellen Verla¨ufe der Kurven stimmen allerdings u¨berein.
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(a) Ganze Linse (b) Lo¨tnaht
(c) Widersta¨nde (d) Gesamt mit Rahmen
(e) Stecker
(f) Schematisch
Bild 6.23.: Aufbau der Linse
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(a) SA1B1 (b) SA1B3
(c) SA2B1 (d) SA2B2
Bild 6.24.: Einige Ergebnisse der Frequenzbereichsmessung der HPEM-Linse mit Vergleich
125
6. Entwicklung einer Rotman-Linse fu¨r HPEM-Systeme und Verifikationsmessungen
1 2 3 4 5 6 70
0.05
0.1
0.15
0.2
Arrayport
A
m
pl
itu
de
 h
max
 
 
(a) Verlauf des Maximums der Impulsantwort
hmax
1 2 3 4 5 6 70.8
1
1.2
1.4
1.6
1.8
Arrayport
Ze
it 
in
 n
s
 τFWHM
 
 
(b) Zeitliche Halbwertsbreite τfwhm
1 2 3 4 5 6 7
0.8
1
1.2
1.4
1.6
1.8
2
Arrayport
Ze
it 
in
 n
s
 τ
ringing
 
 
Beamport1 Simulation
Beamport3 Simulation
Beamport5 Simulation
Beamport1    Messung
Beamport3    Messung
Beamport5    Messung
(c) Nachschwingen τringing
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Bild 6.25.: Gu¨tekriterien der HPEM-Linse - Vergleich von Simulation und Messung
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Bild 6.26.: Impulsanstiegzeit des Betrags des analytischen Ausgangssignals an allen Array
Ports
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(a) Nachschwingen τringing (b) Zeitliche Halbwertsbreite τfwhm
Bild 6.27.: Gu¨tekriterien der HPEM-Linse - Vergleich von Simulation und Messung fu¨r den
Hauptimpuls des Ausgangsignals
Betrachtet man nicht die Einhu¨llende des Ausgangsignals sondern das Signal selbst und
wertet fu¨r dieses die Gu¨tekriterien aus, so verbessert sich die Performance der Rotman-Linse
und es wird deutlich, dass diese geeignet ist, UWB-Impulse zu u¨bertragen. Bei Betrachtung
der Ausgangspulse der HPEM-Rotman-Linse in Bild 6.29 wird dies besta¨tigt.
Fu¨r die Parameter τFWHM und τringing fa¨llt bei Betrachtung des Hauptimpulses auf, dass
diese durchgehend in der Messung deutlich bessere Werte aufweisen als in den Simulationen.
Die zeitliche Halbwertsbreite τFWHM bewegt sich nun zwischen 0,4 und 0,6 ns und die Nach-
schwingzeit liegt zischen 0,7 und 1 ns. Bemerkenswert ist, dass diese beiden Gu¨tekriterien
sich fu¨r unterschiedliche Beam Ports nur wenig unterscheiden. Der Hauptimpuls wird also
fu¨r alle Beam Ports zuverla¨ssig durch die Rotman-Linse u¨bertragen. Das ableitende Verhalten
der Rotman-Linse ist ebenfalls wieder deutlich zu erkennen. Es gibt allerdings im Vergleich
mit der UWB-Rotman-Linse deutlich mehr Signalanteile, die langsamer abklingen, welche
auf hin- und ru¨cklaufende Wellen innerhalb der Rotman-Linse schließen lassen.
Bild 6.28.: Standardabweichung der Gruppenlaufzeit der Signale durch die HPEM-Rotman-
Linse
Die Funktionsfa¨higkeit der Rotman-Linse zum Strahlschwenken von sehr kurzen transien-
ten Spannungsimpulsen ist durch die vorgestellten Messergebnisse besta¨tigt, allerdings sind
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Bild 6.29.: Ausgangspulse an den Array Ports bei Speisung von BP 5
zu ho¨heren Frequenzen Einschra¨nkungen zu erwarten, was besonders deutlich durch die Im-
pulsanstiegzeit gezeigt wird. Das analytische Modell beha¨lt auch hier seine Gu¨ltigkeit fu¨r
erste Designansa¨tze. Die ¨Uberlegungen zur Leistungsbelastung zeigen, dass es sich um ei-
ne geeignete Struktur handelt, sofern einige kV Eingangsspannung nicht u¨berschritten und
lediglich kurze Pulse verwendet werden.
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7.1. Eingangspuls
7.1.1. Spektrum
In Bild 7.1 ist der schematische Aufbau des HPEM-Systems, die Hardwarekomponenten und
die prinzipiellen idealen Impulsformen gezeigt. Das Signal wird, ausgehend vom Pulsgene-
rator, zuerst durch die Rotman-Linse u¨bertragen und anschließend von einer Antennengruppe
aus ultrabreitbandigen Vivaldi-Antennen abgestrahlt. Die Rotman-Linse leitet wie bereits ge-
zeigt ein breitbandiges transientes Eingangssignal nach der Zeit ab. Fu¨r Sendeantennen ist
bekannt, dass diese das eingespeiste Signal im abgestrahlten elektrischen Feld zeitlich ablei-
ten [So¨r07]. Somit ist das abgestrahlte Signal gegenu¨ber dem Eingangssignal zweimal zeitlich
abgeleitet.
Bild 7.1.: Testaufbau mit Pulsgenerator, Rotman-Linse und Vivaldi-Antenne. Oben: schema-
tisch, Mitte: Hardware, Unten: ideale Impulsformen
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Fu¨r die Untersuchung wird ein Gausspuls mit einer Mittenfrequenz von 2,6 GHz und einer
relativen Bandbreite von 1,85 gewa¨hlt. Die Bandbreite des Pulses erstreckt sich damit von 0,2
- 5 GHz. An den Ra¨ndern ist das Signal um −6 dB schwa¨cher ggu¨. der Mittenfrequenz. Der
Gausspuls wurde auf eine Leistung von 1 W, d.h. auf eine Varianz von eins normiert.
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Bild 7.2.: Gausspuls mit 1. und 2. Ableitung
In Bild 7.2 ist das Spektrum des resultierenden Pulses durch die zeitliche Ableitung des
Signals zu ho¨heren Frequenzen hin verschoben. Das ist ein unerwu¨nschter Effekt, da das
System damit erst ab 2,5 GHz Leistung abstrahlt.
Im folgenden werden zwei Vorschla¨ge untersucht, um das zu verbessern:
(a) Mittenfrequenz bei 2,6 GHz (b) Mittenfrequenz bei 0.2 GHz
Bild 7.3.: Gausspuls mit verschiedenen Mittenfrequenzen
1. Gausspuls mit einer niedrigeren Mittenfrequenz einspeisen
2. Exponentialpuls einspeisen, denn eine Exponentialfunktion ergibt abgeleitet wieder ei-
ne Exponentialfunktion.
In Bild 7.4 wird ein Exponentialpuls mit einer Anstiegszeit von 0,2 ns und einer Abfallzeit
von 0,5 ns der e-Funktion untersucht. Aufgrund des nichtstetigen Verlaufs des idealisierten
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Pulses kommt es an den Unstetigkeitsstellen in der zweiten Ableitung zu Diracimpulsen. Die-
se zwei Diracsto¨ße verursachen ein Absinken der Leistungsdichte. In der Realita¨t werden die-
se Unstetigkeitsstellen jedoch nicht so deutlich auftreten und die Energie sich dann im Bereich
von 0 GHz bis 5 GHz konzentrieren. Verglichen mit einem Gausspuls mit einer sehr hohen re-
lativen Bandbreite (Bild 7.3) ergibt sich kein deutlicher Vorteil eines Exponentialpulses. Die
ho¨chste Frequenz des Pulses wird durch die Pulsanstiegszeit bestimmt. Die Rotman-Linse
und die Antenne fu¨hren beide zu einer dispersiven Verbreiterung des einfespeisten Signals,
welche jeweils durch die zeitliche Halbwertsbreite des Ausgangsimpulses beschrieben wird.
Diese betra¨gt bei Rotman-Linse und Antenne ca. jeweils 0,5 ns und 1,1 ns. Die Verzerrungen
sind im allgemeinen additiv.
(a) Zeitlicher Verlauf (b) Spektrum
Bild 7.4.: Exponentialpuls
(a) Zeit (b) Spektrum
Bild 7.5.: Dispersive Verbreiterung des Pulses
Die Messergebnisse der Rotman-Linse zeigen, dass hohe und niedrige Frequenzanteile ver-
loren gehen. Das Maximum der spektralen Leistungsdichte am Ausgang liegt bei 1GHz (Bild
7.6) und konzentriert sich zwischen 350MHz und 4,5GHz.
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Bild 7.6.: Ein- und Ausgangspuls der Rotman-Linse und die zugeho¨rigen Spektren (Messung)
7.1.2. Einfluss der Pulswiederholfrequenz
Eine Pulsfolge von Gausspulsen entspricht im Zeitbereich einer Faltung von einem Gaus-
spuls mit einem Dirac-Kamm (Bild 7.7). Transformiert in den Frequenzbereich wird nun das
Spektrum des Gausspulses mit dem Spektrum des Dirac-Kamms multipliziert. Die Fourier-
Transformierte eines Dirac-Kammes ist wiederum ein Dirac-Kamm. Das Spektrum des Pulses
multipiziert mit dem Dirac-Kamm im Frequenzbereich ergibt nun einen Kamm von diskreten
Frequenzen, welche mit der Einhu¨llenden des Pulsspektrums gewichtet sind. Der Abstand der
diskreten Frequenzen entspricht der Pulswiederholfrequenz.
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Bild 7.7.: Spektrum einer Pulsfolge
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7.2. Strahlschwenkung der Vivaldi-Antennengrupppe mit der Rotman-Linse als Speisenetzwerk
(a) Zeitsignal (b) Spektrum
Bild 7.8.: Pulsfolge am Ausgang fu¨r eine PRF = 100 MHz
Angewendet auf das Spektrum am Ausgang des HPEM-Systems und fu¨r eine Pulswieder-
holfrequenz von 100 MHz ergibt sich das Spektrum aus Bild 7.8. Der Abstand der diskreten
Spektrallinien entspricht der Pulswiederholfrequenz. Treten durch eine ho¨here Pulswieder-
holfrequenz weniger Spektrallinien auf, so besitzt jede von ihnen mehr Energie (Bild 7.9). Je
la¨nger der Burst aus Gauß-Impulsen ist, desto ho¨her und schmaler sind die einzelnen Spek-
trallinien (Erho¨hung der Energie pro Spektrallinie, Gesamtleistung ist konstant).
(a) Vergleich verschiedener Pulswiederholfre-
quenzen
(b) Vergleich verschiedener Burstla¨ngen
Bild 7.9.: Beeinflussen des Spektrums
7.2. Strahlschwenkung der Vivaldi-Antennengrupppe mit der
Rotman-Linse als Speisenetzwerk
Es ergibt sich ein leichter Vorteil der Anordnung in der E-Ebene gegenu¨ber jener in der H-
Ebene im Fall einer Strahlschwenkung, da in der E-Ebene die Hauptkeule der Vivaldi-Antenne
breiter ist (siehe Bild 7.10 und Bild 7.11), was einen gro¨ßeren Schwenkwinkel ermo¨glicht.
Sind die Antennen jedoch in der H-Ebene angeordnet, ist der Abstand der Antennen zueinan-
der flexibler.
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Der Gewinn der aufgebauten Vivaldi-Antenne betra¨gt 6 - 13 dBi. Der Gruppenfaktor durch
die Rotman-Linse erreicht im besten Fall 10 dB. Somit ergibt sich ein maximaler Gesamtge-
winn von 23 dBi. Die Halbwertsbreite betra¨gt in diesem Fall ca. 10◦.
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Bild 7.10.: Elektrische Feldsta¨rke im Abstand von 100 m bei einer Spitzenleistung von 1,25
kW bei Anordnung in der E-Ebene
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Bild 7.11.: Elektrische Feldsta¨rke im Abstand von 100 m bei einer Spitzenleistung von 1,25
kW bei Anordnung in der H-Ebene
7.3. Reichweite
Die Feldsta¨rke im Fernfeld eines Antennenarrays in Hauptstrahlrichtung la¨sst sich mit (1.2)
berechnen und ist eine Funktion der Antennenwirkfla¨che Aw, des Abstands r, der gesendeten
Leistung P und der Anzahl der Arrayelemente N :
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7.3. Reichweite
Ef =
√
PZF0Aw
rλ
√
N
Z0 ist dabei der Wellenwiderstand des freien Raums. Die Fernfeldspannung (1.3) stellt ein
abstandsunabha¨ngiges Maß fu¨r die Feldsta¨rke dar:
Ufern = Ef · r
Die Antennenwirkfla¨che Aw ist bei der Vivaldiantenne eine Funktion der Frequenz, da ihr
Gewinn ebenfalls von der Frequenz abha¨ngt:
Aw(f) =
λ2
4πη
·G(f)
Wie aufgrund der Geometrie der Vivaldiantenne zu erwarten ist, wird die Antennenwirk-
fla¨che mit zunehmender Frequenz kleiner.
Die bei HPEM-Systemen u¨blicherweise eingesetzten Pulser, wie z.B. die FPG-SP Serie
von FID Technology erzeugen Spannungen von 2 - 10 kV mit einer Pulsdauer von 0,2 - 1 ns
und Pulswiederholraten bis zu 100 kHz [FID09]. Diese Pulse besitzen wa¨hrend der Pulsdauer
Spitzenleistungen von bis zu 2 MW. Im zeitlichen Mittel u¨ber 1 s ergibt sich fu¨r 10 kV-Pulse
bei einer PRF von 100 kHz eine Leistung von 40 W.
Die zeitlich gemittelte Leistung berechnet sich aus der Pulsdauer, Pulsleistung und der
Pulswiederholfrequenz:
PMittel = PPuls ·△tPuls ·PRF (7.1)
In Bild 7.12 ist ein idealisierter Eingangsimpuls fu¨r das HPEM-System dargestellt. Dessen
zeitliche Halbwertsbreite betra¨gt 116 ps, das Maximum des Pulses betra¨gt 20 kV. Dieser Im-
puls wird nun durch die Rotman-Linse geda¨mpft und abgleitet und geht u¨ber die Array Ports
zur Vivaldi-Antennengruppe mit 7 Antennen .Es wird in den Berechnungen zur Feldsta¨rke im
Fernfeld daher von folgenden Werten ausgegangen: Ein Puls mit 8 MW Spitzenleistung (20
kV Spitze bei 50 Ω) und sieben Arrayelemente.
In Bild 7.13 ist die Spitzenfeldsta¨rke in Abha¨ngigkeit der Entfernung fu¨r einen 20 kV-
Puls und unter Beru¨cksichtigung der Rotman-Linse fu¨r den mittleren Beamport dargestellt.
Ein 20 kV-Puls am Eingang der Rotman-Linse bestenfalls einem 9 kV-Puls am Eingang der
Antennen.
Die Reichweite des Antennenarrays mit der Rotman-Linse als strahlschwenkendes Spei-
senetzwerk betra¨gt, wenn man gema¨ß [IEC04a] von der minimalen Wirkfeldsta¨rke des elek-
trischen Felds von 100 V/m ausgeht (siehe auch Abschnitt 2.2.3) und einer vollkomen un-
gesto¨rten Freiraumausbreitung, ungefa¨hr 500 m. Bis zu einem Abstand von 100 m ist die
am Wirkort auftretende Feldsta¨rke gro¨ßer als 1 kV/m. In Bild 7.14 und Bild 7.15 sind die
idealisierten Abha¨ngigkeiten der Puls-Fernfeldspannung von der Arraygro¨ße und der zeitlich
gemittelten Leistung von der Pulswiederholfrequenz aufgetragen. So kann bei begrenzter An-
zahl von Antennen eine Erho¨hung der PRF zu einer Erho¨hung des Ausgangsleistungsniveaus
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Bild 7.12.: Idealisierter 20 kV HPEM-Eingangspuls
verwendet werden. Allerdings hat dies dennoch nicht die gleiche Wirkung, da das transien-
te Verhalten der Impulse nicht verta¨rkt wird, sondern lediglich die u¨ber die Zeit gemittelte
Leistung.
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100V/m
Bild 7.13.: Spitzenfeldsta¨rke fu¨r einen Puls mit 8MW Spitzenleistung
7.4. Zeitbereichsergebnisse fu¨r das Vivaldi-Antennenarray mit
Rotman-Linse
In Bild 7.16 ist der zeitliche Verlauf des E-Feldes fu¨r die Arrayanordnung gema¨ß Bild 7.10
fu¨r verscheidene Schwenkwinkel in Azimut gegeben. Die Vorgehensweise fu¨r die Berechnung
der Darstellungen ist im Anhang A.9 zu finden. Es werden die Hauptstrahlrichtung und die
maximale Schwenkrichtung von -45◦ betrachtet. Der zeitliche Haupt-Puls besitzt eine zeitli-
che Breite von ca. 1,5 ns. Dabei tragen die Rotman-Linse und die Antenne zu gleichen Teilen
an der Impulsverbreiterung bei.
In Bild 7.17 sind nochmals die normierten Gruppenfaktoren bei Verwendung isotroper
Strahler fu¨r die Hauptstrahlrichtung und die a¨ußerste Schwenkrichtung (45◦) des Arrays mit
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Bild 7.14.: Fernfeldspannung in Abha¨ngigkeit der Arraygro¨ße (fu¨r Spitzenleistung)
Bild 7.15.: Mittlere Leistung in Abha¨ngigkeit der Pulswiederholrate
137
7. Systembetrachtung
N = 7 Strahlern gegeben. Diese sollen dazu dienen, den Einfluss der Rotman-Linse deutlich
zu machen.
Es ist zu erkennen, dass bei der Verwendung der a¨ußersten Beamrichtung ±45◦ immer ein
Teil der Energie in die Hauptstrahlrichtung der Einzelantenne abgestrahlt wird. Dieser Effekt
bei Anordnung der Antenngruppe gema¨ß Bild 7.10 im Vergleich zu der Anordnung gema¨ß
Bild 7.11 schwa¨cher ausgepra¨gt, da die Hauptkeule der Antenne in der E-Ebene breiter ist als
in in der H-Ebene. Der Vorteil einer Anordung in der H-Ebene besteht allerdings darin dass
diese Anordung weniger Platz beno¨tigt.
(a) Abgestrahltes E-Feld incl. Rotman-Linse 0◦,
Speisung an BP5
(b) Abgestrahltes E-Feld incl. Rotman-Linse -45◦,
Speisung an BP1
Bild 7.16.: Normiertes abestrahltes E-Feld im Zeitbereich (Anordnung der Antennen in der
E-Ebene)
(a) Gruppenfaktor bei 0◦, Speisung an BP5 (b) Gruppenfaktor bei -45◦, Speisung an BP1
Bild 7.17.: Normierter Gruppenfaktor realisiert durch die Rotman-Linse
7.5. Fazit
Die systemtheoretischen ¨Uberlegungen fu¨hren zu dem Ergebnis, dass sich das vorgeschlage-
ne Systemkonzept nur fu¨r Entfernungen von unter 100 m eignet. Die Ausgangssignale des
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(a) Abgestrahltes E-Feld incl. Rotman-Linse 0◦ (b) Abgestrahltes E-Feld incl. Rotman-Linse -45◦
Bild 7.18.: Normiertes abestrahltes E-Feld im Zeitbereich (Anordnung der Antennen in der
H-Ebene)
Systems sind im besten Fall 1,5 ns lang, was die Definition fu¨r UWB-HPEM-Impulse noch
erfu¨llt (siehe Tabelle 2.2). Die Dispersion des Systems fu¨hrt zu einem Verlust von Leistung
bei ho¨heren Frequenzen, jedoch zeigt eine Betrachtung des Spektrums, dass sich im Bereich
zwischen 500 MHz und 3,5 GHz keine Nachteile hierdurch ergeben.
Ein realisitischer Ansatz fu¨r HPEM-System sollte die maximal mo¨gliche Anzahl von An-
tennen, hier 7, nutzen, um die Fernfeldspannung zu maximieren. Ein Aufbau des HPEM-
Antennenarrays in der E-Ebene zeigt bei Betrachtung des zeitlichen Verlaufs des E-Feldes
Vorteile, da ein gro¨ßerer Anteil der eingespeisten Leistung in der gewu¨nschten Richtung ab-
gestrahlt wird. Allerdings ist die Anordung in der H-Ebene platzsparender.
Die Impulsform wird durch das Schwenken mittels der Rotman-Linse und die sich ver-
schlechternden transienten Eigenschaften der Antenne beim Schwenken deutlich verzerrt. In
den Bildern ist ein Verschmieren der Impulse deutlich zu erkennen. Somit wird insbesondere
bei extremen Schwenkwinkeln die verlangsamte Impulsanstiegszeit das transiente Eindringen
in Elektronikkomponenten verschlechtern.
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Die vorliegende Arbeit wird durch mehrere Entwicklungen der ju¨ngeren Vergangenheit moti-
viert. Einerseits werden immer mehr drahtlose Serviceleistungen angeboten, so dass das elek-
tromagnetische Spektrum kaum noch Nutzungslu¨cken aufweist, welche die Mobilita¨t und die
Anwendungsvielfalt der Kommunikation erho¨hen. Andererseits ist es zu neuartigen Bedro-
hungsszenarien fu¨r die Zivilgesellschaft gekommen, welche mit dem Begriff asymmetrische
Bedrohungslage sehr gut beschrieben werden. So finden in den Krisenregionen der Erde zu-
nehmend ferngezu¨ndete (z.B. u¨ber ein Mobiltelefon) und technisch eher einfache Sprengsa¨tze
Anwendung. Solch eine Bedrohungslage wird erst durch die Allverfu¨gbarkeit von drahtloser
Kommunikationshardware mo¨glich. Somit entsteht ein Bedarf solche missbra¨uchlichen An-
wendungen wirksam zu unterbinden, ohne dabei Abwehrmaßnahmen gegen Menschen zu
richten. Ein Ansatzpunkt hierbei ist durch intensive elektromagnetische Strahlung die Gera¨te
an der Kommunikation zu hindern oder die elektronischen Komponenten sogar zu neutralisie-
ren. Problematisch ist, dass in der Regel die Frequenzen, mit denen gearbeitet wird, nicht vor-
her bekannt sind. Somit besteht die beste Mo¨glichkeit das zu neutralisierende System zu tref-
fen in der Abstrahlung eines sehr breitbandigen Leistungsdichtespektrums, d.h. die Verwen-
dung von transienten Spannungspulsen ist ein Mittel der Wahl. Jedoch fu¨hrt die Verwendung
von Pulsen zu komplexeren Anforderungen an die Hardware: so mu¨ssen die Pulse verzer-
rungsarm u¨ber die Antennen an den Wirkort gelangen. Bisherige Systeme nutzen hierbei noch
keine elektronische Strahlschwenkung, da konventionelle Phasenschieber meist nicht u¨ber die
erforderlichen Bandbreiten verfu¨gen. Gema¨ß IEC ist ein Frequenzbereich zwischen 200 MHz
und 5 GHz am besten geeignet, Einfluss auf elektronische Systeme zu nehmen. Verfu¨gbare
Hochleistungspulser weisen Pulsformen auf, welche ihre maximale Leistungsdichte zwischen
500 MHz und 3 GHz konzentrieren. Um die Leistung richtungsgebu¨ndelt einzusetzen und
ungewollte Strahlung in andere Raumrichtungen zu verhindern, ist ein richtungsbu¨ndelndes
Speisenetzwerk mit nahezu konstanter Gruppenlaufzeit fu¨r alle Frequenzanteile notwendig.
Hier setzt diese Arbeit an und entwirft exemplarisch ein HPEM-System, welches zwischen
450 MHz und 5 GHz arbeitet und auf phasengesteuerten Gruppenantennen und auf sog. True
Time Delay beruht.
In Kapitel 2 wird eine Einfu¨hrung in Hochleistungsimpulse gegeben und deren Auswirkungen
auf Elektronik und Menschen dargestellt. Dann erfolgt eine Abhandlung u¨ber die Grundlagen
von Antennengruppen, sowohl im Frequenz- als auch im Zeitbereich. Anschließend werden
die verwendeten Gu¨tekriterien fu¨r das Speisenetzwerk und die Antennen vorgestellt.
Da sich in der Literatur sehr viele unterschiedliche, z.T. nicht deckungsgleiche, Darstel-
lungen zum Entwurf von Rotman-Linsen finden, wird in Kapitel 3 die gesamte analytische
Design-Methodologie komplett dargestellt. Mit Hilfe dieser Designgleichungen lassen sich
Rotman-Linsen schnell entwerfen und fu¨r andere Frequenzbereiche anpassen.
Mithilfe der in Kapitel 3 dargestellten Gleichungen wird in Kapitel 4 zuna¨chst eine Rotman-
Linse fu¨r den FCC-UWB-Bereich realisiert und komplett im Frequenz- und Zeitbereich cha-
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rakterisiert. Diese dient außerdem als Testsystem vor dem Entwurf einer Linse fu¨r das konzi-
pierte HPEM-System. Zusa¨tzlich wird eine in der bisherigen Literatur nicht verfu¨gbare Analy-
se der Aufteilung der eingespeisten Leistung innerhalb der Rotman-Linse durchgefu¨hrt. Nu-
merische Simulationen und Messungen zeigen die Gu¨ltigkeit des in Kapitel 3 pra¨sentierten
analytischen Ansatzes.
Kapitel 5 beginnt anschließend mit der Betrachtung des HPEM-Systems, wobei zuna¨chst
die Antennen betrachtet werden. Hierbei erfolgt zuna¨chst ein ¨Uberblick u¨ber mo¨gliche An-
tennen, da die Verwendung transienter Pulse als Eingangssignal nur TEM oder Quasi-TEM
Antennen zula¨sst. Es werden Vivaldi-Antennen im Frequenzbereich von 200 MHz bis 5 GHz
simulativ und messtechnisch charakterisiert. In der o¨ffentlich zuga¨nglichen Literatur findet
sich keine Abhandlung u¨ber Vivaldi-Antennen fu¨r diesen Frequenzbereich. Ein Prototyp wird
pra¨sentiert und dessen Messergebnisse finden spa¨ter Verwendung in der Charakterisierung
des Gesamtsystems.
Im Kapitel 6 wird eine Rotman-Linse fu¨r den Frequenzbereich von 200 MHz bis 5 GHz
betrachtet. Zusa¨tzlich findet eine theoretische Betrachtung der thermischen und Spannungs-
Belastung statt, welche ergibt, dass die Rotman-Linse mit pulsfo¨rmigen Signalen bis in den
Kilo-Volt Bereich belastet werden kann. Analytische Berechnungen ergeben Na¨herungen fu¨r
die Erwa¨rmung des Substrats. Die Realisierung des Protoypen unterlag Rahmenbedingungen,
welche eine Realisierung erst ab einer unteren Grenzfrequenz von 450 MHz ermo¨glichen.
Zum ersten Mal wird eine Rotman-Linse fu¨r diesen Frequenzbereich realisiert und vollsta¨ndig
charakterisiert. Die Verzerrungen der Eingangssignale durch die Rotman-Linse und die Ver-
zerrungen durch das anschließende Antennenarray werden untersucht. Die Einbußen bei der
Effizienz sind der extremen Breitbandigkeit dieser Art von Beamformer gegenu¨bergestellt.
Die systemtheoretische Charakterisierung des Zusammenspiels aus Antennen, angeordnet
in einer Gruppe, mit dem strahlschwenkenden Speisenetzwerk, der Rotman-Linse, wird in
Kapitel 7 betrachtet. Daru¨ber hinaus wird auf den Einfluss der Eingangsimpulsform einge-
gangen, wobei der gaußfo¨rmige Puls das Mittel der Wahl bleibt. ¨Uberlegungen zur Dispersion
der Pulse innerhalb der Linse fu¨hren zu dem Ergebnis, dass die Dispersion zu einer Konzen-
tration von Leistungsdichte innerhalb des relevanten Frequenzbereich von 500 MHz und 3
GHz fu¨hrt. Es werden zwei Anordnungen der Antennengruppe untersucht mit dem Resultat,
dass eine Anordnung in der E-Ebene zu besseren Ergebnissen im Zeitbereich fu¨hrt.
Abschließend ist anzumerken, dass in dieser Arbeit erstmalig ein Systementwurf fu¨r ein
HPEM-Antennenarray mit diskreter elektronischer Strahlschwenkung pra¨sentiert wurde, wel-
ches ein rein passives Speisenetzwerk basierend auf True Time Delay verwendet. Es mu¨ssen
einige Kompromisse bei der Realisierung eingegangen werden: so betra¨gt die Effizienz ma-
ximal 40% und die zeitliche Halbwertsbreite des Pulses liegt bei u¨ber 1,5 ns. Trotz dieser
Einschra¨nkungen erreicht das System bis in eine Entfernung von 500 m eine elektrische
Feldsta¨rke von 100 V/m.
Zu einer Rotman-Linse gibt es unter der Voraussetzung, dass ein passives Speisenetzwerk
und Quellen mit hohen Spannungstransienten verwendet werden, in Sachen Breitbandigkeit
und Zeitbereichverhalten derzeit keine Alternative.
Zusammenfassend wurden in dieser Dissertation folgende Punkte, zum Teil erstmalig, un-
tersucht:
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• Entwicklung eines analytischen Modells zum schnellen Design von Rotman-Linsen
• Charakterisierung von Rotman-Linsen im Zeitbereich bei transienten Eingangssignalen
• Untersuchung der Leistungsaufteilung innerhalb einer Rotman-Linse
• Realisierung einer Rotman-Linse im Frequenzbereich 450 MHz bis 5 GHz
• Realisierung einer Vivaldi-Antenne im Frequenzbereich 450 MHz bis 5 GHz
• Systemtheoretische Abscha¨tzung der Funktionalita¨t der Rotman-Linse in einem HPEM-
System
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A. Anhang
A.1. Zeropadding im Frequenzbereich
Zeropadding dient dazu die Abtastrate im transformierten Bereich (Zeit- oder Frequenz) erho¨hen
kann. So kann z.B. mit einem Zero-padding im Zeitbereich eine erho¨hte Abtastrate im Fre-
quenzbereich erzielt werden. Man erho¨ht dadurch jedoch nicht die Auflo¨sung, sondern es
handelt sich dabei um eine Interpolation im Zeit- bzw. Frequenzbereich. Der bekannteste
Anwendungsfall ist das Zero-padding im Zeitbereich. Dort fu¨gt man im Anschluss an eine
Zeitreihe eine gewisse Anzahl Nullen an. Die verla¨ngerte Zeitdauer erho¨ht dann scheinbar die
Frequenzauflo¨sung [KJ05].
Weit weniger bekannt ist das Zeropadding im Frequenzbereich [Lyo97]. Als Ausgangs-
situation besitzt man dort ein Spektrum mit der Maximalfrequenz fmax. Die Auflo¨sung im
Zeitbereich ergibt sich dann zu 1/fmax (Bild A.1 oben). fmax ist somit die Abtastfrequenz des
Systems im Zeitbereich. Die ho¨chste Frequenz die korrekt in den Zeitbereich transformiert
wird ist die Nyquistfrequenz fmax/2. Fu¨gt man nun ab der Nyquistfrequenz Nullen ein macht
man keinen Fehler in der Darstellung des Spektrums (Bild A.1 mitte). Hiermit ist eine In-
terpolation im Zeitbereich mo¨glich und die Maximas- und Minimas werden deutlicher. Die
Frequenzauflo¨sung erho¨ht sich dabei allerdings nicht. Das ist in Bild A.1 unten zu sehen, wo
das Spektrum bis 2 GHz bekannt ist. Man sieht dass man im Zeitbereich nun eine wesentlich
scha¨rfere Auflo¨sung erha¨tlt und die sinc-Funktion nun sehr deutlich zu sehen ist.
A.2. Definition der
Antennenu¨bertragungsfunktion [FB98], [SW05]
Hier wird der Empfangsfall betrachtet unter der Voraussetzung dass eine ebene Welle aus der
Richung ψ,θ mit einer Polarisation der Feldsta¨rke Ei auf eine Antenne trifft (Bild A.2):
Urx(ω,θ,ψ) = τrx ·Hrx(ω,θ,ψ) ·Ei(ω,θ,ψ)
urx(t) = τrx ·hrx(t) ⋆ ei(t)
Sendefall:
Etx(ω,θ,ψ,r) =
τtx
fg,tx
· 1
r
e
−jω r
c0 jω Htx(ω,θ,ψ) ·Utx(ω)
−→etx(t,θ,ψ,r) = τtx
fg,tx
· 1
r
δ
(
t− r
c0
)
⋆
1
2πc0
∂
∂t
htx(t,θ,ψ) ⋆ utx(t)
Wobei:
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Bild A.1.: Zeropadding im Frequenzbereich mit T = 10µs
Bild A.2.: Schematische Darstellung einer Antenne [FB98]
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fg,tx =
Eingangsimpedanz der Antenne
377Ω
=
Za
ZF0
τtx =
2Za
Za + Zc
Damit gilt: Uant = τtxUsrc. τtxist also der Transmissionskoeffizient zwischen Antenne und
Zuleitung.
Aufgrund des Reziprozita¨tstheorems (Gl. A.1 und A.2) ist es ausreichend eine ¨Ubertra-
gungsfunktion zu bestimmen:
−→
Htx(ω,θ,ψ) =
1
2πc0
jωHrx(ω,θ,ψ) (A.1)
−→
htx(t,θ,ψ) =
1
2πc0
∂
∂t
hrx(t,θ,ψ) (A.2)
Um die ¨Ubertragungsfunktion unabha¨ngig von der frequenzabha¨ngigkeit der Eingangsim-
pedanz der Antenne und damit von S11, sowie unabha¨ngig von der Leitungsimpedanz zu
machen, normiert man die Feldsta¨rken bzw. Spannungen an jedem Punkt auf seine lokale
Impedanz. Damit ergibt sich:
etx(t)√
Z0
=
1
2πrc0
· δ
(
t− r
c0
)
∗


√
Zc
Za,tx
τtx︸ ︷︷ ︸
τp,tx


htx(t)√
fg,tx
∗ 1√
Zc
∂usrc(t)
∂t
Neben der Einfu¨hrung eines neuen Transmissionskoeffizienten τp,txwird ebenfalls noch ei-
ne neue (normalisierte) Impulsantwort eingefu¨hrt:
hnorm,tx(t) =
τp,tx√
fg,tx
htx(t) (A.3)
Nimmt man weiterhin an, dass τp = 1 (idealer Balun), wird der Ausdruck fu¨r das gesendete
elektrische Feld zu:
−→etx(t,r,θ,Ψ)√
ZF0
=
1
2πc0r
· δ
(
t− r
c0
)
∗ hn(t,θ,Ψ) ∗ ∂
∂t
usrc(t)√
Zc
(A.4)
=
1
2πc0r
·hnorm,tx(t,θ,Ψ) ∗ ∂
∂t
usrc(t)√
Zc
(A.5)
Vereinfachung: Multiplikation mit Integral von Impuls anstatt Faltung mit Impulsantwort.
(Bei Faltungen mit Impulsa¨hnlichen Funktionen)
Der Empfangsfall wird zu:
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(a) Zeitbereich (b) Frequenzbereich
Bild A.3.: Rechteckpuls
Urx(ω,θ,ψ)√
Zc
= Hnorm,tx(ω,θ,ψ) · E(ω,θ,ψ)√
ZF0
urx(t)√
ZC
= hnorm,tx(t,θ,ψ) ∗ e(t,θ,ψ)√
ZF0
H und h werden auch als die effektive Ho¨he der Antenne bezeichnet und sind wie Anten-
nenwirkfla¨che ein Maß dafu¨r wieviel Energie die Antenne dem einfallenden Feld entnimmt.
Da der Transmissionskoeffizient aus der normalisierten Formel herausfa¨llt, ist dieser (bzw.
die Anpassung der Antenne) nicht mehr zu beru¨cksichtigen.
In A.5 la¨sst sich erkennen, dass Sendeantennen das Eingangssignal zeitlich ableiten.
A.3. Spektren verschiedener Pulsformen
Die Bilder A.3 bis A.8 zeigen die Ergebnisse der Untersuchung der Spektren verschiedener
Pulsformen und deren Ableitungen. Das Zeitsignal wurde auf die Leistung=1V 2
Ω
normiert,
das Spektrum wurde auf das Maximum der drei Leistungsdichtespektren normiert. Aufgrund
der auftretenden Dirac-Sto¨ße in der zweiten Ableitung sind bis auf den Gausspuls die mei-
sten Pulsformen ungeeignet. Aufgrund seiner Eigenschaft, dass der Gausspuls das minimale
Zeitdauer-Bandbreite-Produkt aller mo¨glichen Pulse besitzt, ist dieser ideal fu¨r die Erzeu-
gung von ultrabreitbandigen Signalen geeignet. Fu¨r eine bestimmte Zeitdauer besitzt dieser
Puls also die minimale Bandbreite, was bedeutet, dass dieser die Energie am besten auf ein
bestimmtes Frequenzband konzentriert.
Der Doppelexponentialpuls wird mit folgender Formel erzeugt:
f(t) = E0 ·
(
e−β · t − e−α · t)
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(a) Zeitbereich (b) Frequenzbereich
Bild A.4.: Dreieckpuls
(a) Zeitbereich (b) Frequenzbereich
Bild A.5.: Exponentialpuls
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(a) Zeitbereich (b) Frequenzbereich
Bild A.6.: Doppelexponentialpuls
(a) Zeitbereich (b) Frequenzbereich
Bild A.7.: Gefensterter Sinus
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A.4. Berechnung der spektralen Leistungsdichte [MAT08]
(a) Zeitbereich (b) Frequenzbereich
Bild A.8.: Gefensterter Chirp
Bild A.9.: Zusammenhang zwischen Strombelegungsfunktion und Richtcharakteristik
A.4. Berechnung der spektralen Leistungsdichte [MAT08]
Fu¨r die Berechnung der spektralen Leistungsdichte werden zuerst die Amplituden des Zeitsi-
gnals xl diskret fouriertransformiert, anschließend quadriert und durch die Anzahl der Stu¨tz-
stellen geteilt. Damit erha¨lt man die mittlere Leistung des Signals u¨ber der Frequenz. Wird
das Signal noch durch ein Fenster gewichtet, so wird das durch wl beru¨cksichtigt. Anschlie-
ßend wird die mittlere Leistung des Signals durch die Bandbreite des Signals geteilt, um die
spektrale Leistungsdichte zu erhalten.
S(ejω) =
1
n
∣∣∑n
l=1 alxle
−jωl∣∣2
1
n
∑n
l=1 |al|2
· 1
B
(A.6)
A.5. Entstehung von Grating Lobes [Zwi09]
Wird die ra¨umliche Strombelegungsfunktion auf einer Antenne fouriertransformiert, erha¨lt
man den Richtungsfaktor der Antenne u¨ber der ra¨umlichen Frequenz (Wellenzahl), oder u¨ber
einen der Winkel (Gl. A.7). Hat man ein Antennenarray vorliegen, so muss man diesen Rich-
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tungsfaktor noch mit dem Gruppenfaktor des Arrays multiplizieren. Wurde bei einer Antenne
die Strombelegung der Antenne fouriertransformiert, so wird das nun mit der Strombelegung
des Arrays gemacht.
C(θ,ψ) =
∫ ∞
−∞
JF(x) e
jβ0x cosψ sin θdx (A.7)
Da zwischen den einzelnen Antennen des Arrays ein Abstand existiert, ist die Strombele-
gung des Arrays nicht kontinuierlich, sondern diskret. D.h. die Strombelegung ist mit einer
bestimmten ra¨umlichen Frequenz abgetastet. Wird die abgetastete Stromverteilung fourier-
transformiert, wiederholt sich das Spektrum u¨ber der Wellenzahl mit dem Reziproken des
Elementabstandes. Ist der Elementabstand nicht klein genug, d.h. es findet eine Unterabta-
stung der Apertur statt, kommt es zu ra¨umlichen Aliasing und es treten Hauptnebenmaxima
(Grating Lobes) auf.
A.6. Mikrostreifenleitungen [KG79], [Thu07]
A.7. Maximale Leistungsu¨bertragung u¨ber
Mikrostreifenleitungen
Pavg ist die maximale Dauerleistung, welche u¨ber eine Mikrostreifenleitung u¨bertragen wer-
den darf, damit diese nicht heisser als 100◦ wird.
Pavg =
(Tmax − Tumgebung)
△T
Wobei △T den Temperaturanstieg in ◦C/W angibt. Pavg ist die maximale Dauerleistung,
die auf die Mikrostreifenleitung gegeben werden darf. Der Temperaturanstieg berechnet sich
mit folgender Formel:
△T = 0,02303 · h
K
(
αc
We
+
αd
2Weff(f)
)
in ◦C/Watt
Die Temperaturanstieg nimmt mit der Frequenz zu. K ist die thermische Leitfa¨higkeit in
W/m/◦C. We und Weff sind die a¨quivalente elektrische Breite im Modell fu¨r Bandleitungen
(4.4) beziehungsweise die effektive Breite fu¨r Substratverluste der Mikrostreifenleitung. We
wird hierbei fu¨r die thermische Modellierung der Leitungsverluste undWeff fu¨r die thermische
Modellierung der Substratverluste verwendet, damit eine homogene Wa¨rmeentwicklung im
Substrat angenommen werden kann. We und Weff sind folgendermaßen definiert:
Weff(f) = W +
Weff(0)−W
1 + (f/fp)2
wobei
fp =
Zom
2µ0h
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A.8. Da¨mpfung einer Mikrostreifenleitung [Thu07]
Bild A.10.: Mikrostreifenleitung
We ist a¨quvalent zur effektiven elektrischen Breite:
We =
120πh
Z ′om
√
ǫ′re
Es gilt ausserdem:
Weff(0) = We
Die Verlustfaktoren αcund αd fu¨r die Leiter- und Substratverluste werden folgendermaßen
berechnet:
αc,dB = 1,38 ·A Rs
hZom
32− (Weh)2
32 + (Weh)2
fu¨r W/h ≤ 1
αd,dB = 4,34 · 120π · σ ǫre − 1√
ǫre(ǫr − 1)
Wobei ρS der spezifische Widerstand des Leiters und σ die Leitfa¨higkeit des Dielektrikums
ist:
A = 1 +
h
We
(
1 +
1,25
π
ln
(
2h
t
))
RS =
√
πfµ0/ρc
σ = ωǫ0ǫr tan δ
A.8. Da¨mpfung einer Mikrostreifenleitung [Thu07]
Leiterda¨mpfung:
Formeln aus [Thu07]:
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αp = α
∗
p ·
(√
ǫr,eff · f/GHz
h/mm
)
·
√
ρ/Ωcm
1,72 · 10−6
Fu¨r Kupfer gilt:
ρ/µm =
2,1√
f/GHz
α∗pwird aus Tabelle in [Thu07] entnommen:
α∗p(w/h → ∞) = 0,0018 dB/cm
α∗p(w/h = 1) = 0,0034 dB/cm
Spezifischer Widerstand von Kupfer:
ρKu = 1,72 · 10−6Ωcm
Oberfla¨chenrauhigkeit kann bis zu einer Verdopplung der Da¨mpfung fu¨hren.
Substratda¨mpfung:
tan δ = 0,0023
αǫ = α
∗
ǫ · f · 1000 · tan δ · l
l ist die Leitungsla¨nge.
α∗ǫwird aus Tabelle in [Thu07] entnommen:
α∗ǫ (w/h → ∞) = 0,0018 dB/cm
α∗ǫ (w/h = 1) = 0,0023 dB/cm
A.9. Berechnung des normierten elektrischen Feldes im
Zeitbereich
Vorgehensweise:
1) Platzieren von genu¨gend E-Feld probes in der richtigen Polarisation um die Antenne
herum.
2) Mit diesen Ergebnissen kann der Impuls im Zeitbereich u¨ber dem Winkel aufgetragen
werden. Im Zeitbereich und beim Winkel wurde nochmal interpoliert, um die korrekte Anzahl
an Stu¨tzstellen zu erhalten.
3) Der Gruppenfaktor der Rotman-Linse liegt bereits im Zeitbereich mit korrekter Anzahl
an Stu¨tzstellen und Zeitdauer vor.
4) Faltung des E-Feldes im Zeitbereich mit dem Gruppenfaktor im Zeitbereich
5) Normierung des E-Feldes im Zeitbereich
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A.10. Entfaltung
In der folgenden Gleichung ist die Entfaltung fu¨r ein rauschfreies Signal dargestellt: (g ist
Impulsantwort, f ist Ausgangs- und h ist Eingangssignal)
f = g ∗ h F−→ F = G ·H
G =
F
H
Hierbei treten zwei Probleme auf: H kann Nullstellen enthalten und additives Rauschen.
f = g ∗ h+ n F−→ F = G ·H +N
G =
F
H
− N
H
Bei kleinem H wird das additive Rauschen durch die Entfaltung versta¨rkt.
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A.11. Weitere S-Parameter der UWB-Linse
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Bild A.11.: Reflexionsfaktoren der Beam Ports
3.1 4 5 6 7 8 9 1010.6
−35
−30
−25
−20
−15
−10
−5
0
Frequenz in GHz
S x
x
 
in
 d
B
 
 
SA1,B2
SA2,B2
SA3,B2
SA4,B2
(a) Betrag
3.1 4 5 6 7 8 9 1010.6
−9000
−8000
−7000
−6000
−5000
−4000
−3000
−2000
Frequenz in GHz
ar
g(
S x
x
) in
 G
ra
d
(b) Phase
Bild A.12.: Transmission von Beam Port 2 zu den 4 Antennenanschlu¨ssen
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A.11. Weitere S-Parameter der UWB-Linse
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Bild A.13.: Transmission von Beam Port 4 zu den 4 Antennenanschlu¨ssen
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A.12. Zeitbereichmessung der UWB Rotman-Linse
Die UWB-Messung ist auf die Eingangspulse getriggert.
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A.12. Zeitbereichmessung der UWB Rotman-Linse
(a) Beamport 1 (b) Beamport 2
(c) Beamport 3
(d) Beamport 4
(e) Beamport 5
Bild A.14.: Zeitbereichsmessung der UWB Rotman-Linse
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A.13. S-Parameter der HPEM Rotman Linse (Simulation)
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Bild A.15.: Reflexionsfaktoren der Beam Ports
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Bild A.16.: Transmission von Beam Port 1 zu den Array Ports 1, 3, 5, 7
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A.13. S-Parameter der HPEM Rotman Linse (Simulation)
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Bild A.17.: Transmission von Beam Port 2 zu den Array Ports 1, 3, 5, 7
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Bild A.18.: Transmission von Beam Port 3 zu den Array Ports 1, 3, 5, 7
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Bild A.19.: Transmission von Beam Port 4 zu den Array Ports 1, 3, 5, 7
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Bild A.20.: Transmission von Beam Port 5 zu den Array Ports 1, 3, 5, 7
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A.14. S-Parameter der HPEM Rotman-Linse (Messung)
A.14. S-Parameter der HPEM Rotman-Linse (Messung)
Siehe Bilder A.21, A.22 und A.23.
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(a) Beamport 1
(b) Beamport 2
(c) Beamport 3
Bild A.21.: Frequenzbereichsmessung der HPEM-Linse. Die durchgezogenen Linien entspre-
chen dem Messergebnis, die gestrichelten dem Systemmodell
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A.14. S-Parameter der HPEM Rotman-Linse (Messung)
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(b) Beamport 5
(c) Beamport 6
Bild A.22.: Frequenzbereichsmessung der HPEM-Linse. Die durchgezogenen Linien entspre-
chen dem Messergebnis, die gestrichelten dem Systemmodell
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(a) Beamport 7
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(b) Beamport 8
(c) Beamport 9
Bild A.23.: Frequenzbereichsmessung der HPEM-Linse. Die durchgezogenen Linien entspre-
chen dem Messergebnis, die gestrichelten dem Systemmodell
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A.15. Zeitbereichmessung der HPEM Rotman-Linse
A.15. Zeitbereichmessung der HPEM Rotman-Linse
Bild A.24.: Zeitbereichsmessung der HPEM-Linse
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