Recent work by K. G. Wilson 
We concentrate on two points: (1) how the theory may be made consistent with the apparently contradictory concepts of asymptotic freedom and quark trapping, and (2) how one might begin to approach actual renormalization calculations for these problems.
Section I describes the formulation of lattice problems in statistical physics. Some statistical variables a,re described, including the standard Gaussian "boson" random variables and anticommuting "fermion" random variables. The discussion of variable types is continued in Sec. II, which is essentially a description of the relationship between symmetries and variable types.
Local and global symmetries and the roles of statistical variables as bases for representations of the symmetry are discussed. Finally, K. G. Wilson's model (1974, 1975a, 1976a) of quarks and strings on a lattice is explicitly written down.
Furthermore, the simultaneous existence of asymptotic freedom and trapped quarks is explained as a, consequence of the nonexistence of a, phase transition in the string variables.
Section V introduces approximation techniques for attacking lattice problems. The potential moving method of Kadanoff (1975) and Kadanoff, Houghton, and Yalabik (1976) is used to "derive" Migdal's (1975a Migdal's ( , 1975b ) approximate recursion relations.
Section VI discusses the phenomenology of fixed points with particular reference to the critical dimensionalities at which phase transitions become unstable or disappear. Finally, Section VII applies the Migdal approximation to the quark-string model.
I. STATISTICAL SUIVIS AND PARTICLE PHYSICS

A. Introduction
In recent years, a whole body of knowledge has been developed about the connection between problems in quantum field theory and those in classical statistical physics. A first point of contact is the similarity between the diagrammatic expansions employed in the two areas. The mathematical similarity between these areas was then further exploited by K. G. Wilson's ((1970 Wilson's (( , 1971 see also Wilson and Fisher (1972) and the review of Wilson and Kogut (1974) ] wedding of the renormalization ideas in particle physics (Gell-Mann and Low, 1954) with the concepts of universality and scaling which were current in phase transition physics. This extended view of the renormalization group then provided a microscopic theory of phase transitions as well as many insights into the structure of particle theory.
Constructive field theorists have deepened our understanding of these heuristically derived connections by showing how problems in "classical" (i.e., commutingvariable) statistical physics in Euclidea, n space of dimensionality d could be connected to quantum mechanics problems in If -1 spatial dimensions. [See, for example, Osterwalder and Schrader (1978a, b, 1975) , Nelson (1973) , Simon (1974) , and Jaffe and Glimm (1976). ] Roughly speaking, the two kinds of problems can be linked together by comparing their Green's functions. One goes from one kind of problem to the other by making an analytic continuation of one of the coordinatesthe "time" -according to This "Wick rotation" of the coordinate can, in practice, usually be carried out very simply. Imagine that the problem in statistical physics were described in terms of field variables a (x) and cr (x) and that the simplest correlation function constructed from these was the one-particle propagator G(x, x') = (v (x)(7(x')) Here () means some sort of statistical average, and x andx' are points in a d-dimensional Euclidean space. In the most elementary example, G(x, x') will have a Fourier transform with a simple pole, i.e. , G(x, x') = (1.2)
The "momentum" integral, J dP, is an integral over a Euclidean momentum vector. The net result is that G(x, x') will depend upon a, distance in Euclidean space 'v = x(g -xã nd will have an asymptotic form for large separations, G(r)-e "" Under the %'ick rotation, xo and xo become pure imaginary. Thence r can become real for spacelike separations and imaginary for timelike separations. This analytic continuation of G(I') yields the typical time-ordered Green's functions of field theory. In particular, the correlation function (1.2) gives, when continued, the usual propagator for a, noninteracting spin-zero particle, including the typical oscillatory structure for timelike separations. However, in one sense, the whole continuation is quite unnecessary since whenever we see a structure like (1.2) we can simply recognize it as the Euclidean reflection of a spin-zero particle with mass rn.
Thus it is formally possible to move back and forth between quantum field theory and classical problems involving statistical fields. However, the classical statistical mechanics of fields is itself a subtle subject, involving all kinds of potential divergences. To eliminate the ultraviolet (short-distance) divergences, one can replace the continuum problem by a lattice problem in which the basic "fields" are only defined at the set of lattice points x -(x"x". . . , x~) =~,(II"n".. . , II~) Here the n's are integers, and the length ao is called a lattice constant. The entire ultraviolet divergence problem is then reduced to defining a suitable limit, a, -0. This limit should, for example, yield a Euclidean rotational invariance of the statistical problem so that the related quantum field theory can have a Lorentz invariant structure.
This limiting process must be rather sophisticated. For example, the basic Green's function G(x, x') may be considered to depend upon the separation vector~x =x -x' the lattice constant ao, and a set of coupling parameters K which appear in the Hamiltonian for the statistical problem. Hence we write G(x, x') as G(ax, a"K). The limit ao-0 is defined first of all by keeping the coordinates x, x', and Ax fixed. To get a physically meaningful result, one must then vary the coupling parameters K with the cutoff ao so as to keep physical Quantities like the IIlass of Eq (1.2) fixed. . The renormalization group (Gell-Mann and Low, 1954; Callen, 1972; Symanzik, 1971 ) is exactly a method of discussing how physical parameters vary with the change in couplings and cutoffs. Hence ['[tr, (") fined to be In particular, then, the basic Green's function is defined as an average (o (x) 0 (x')), where v (x) is a, variable conjugate to o (x). In the spin-zero case, cr(x) may be complex, and o-will then be o.~; for the spin onehalf case cr(x) will become a, spinor y(x), and o (x) will be 0(x) =0'(x)r. , where yo is one of the usual gamma matrices.
C. Variable types
In this paper we shall use local spinor variables g, (x) and ti;(x) to represent quarks. The strings will, however, have a slightly more complex representation via statistical variables U;, (x, x ) with two spatial indices and two internal indices. The basic set of U s are defined when x and x' are nearest neighbors. In this case, we shall say that U;&(x, x') describes a string bit.
To handle a finite length of string one forms the matrix product of a succession of connected string bits.
Thus, if x"x"x". . . , x"are a succession of points such that x; and x;,, are always nearest neighbors, a piece of string extending from x, to x" is described by a variable U (xo, x") = U(xo, x,)U(x"x2) ' U(x"2,x",)U(x""x") .
(1.8a)
In this definition, matrix multiplication over the internal indices of the, U's is implied. The subscript y on U&(x"x") is intended as a. reminder that this product variable depends upon the path y = (x"x"x". . . , x") followed by the string bits in going from x, to x".
The case x, =x" is especially important. In this case, A, [g] =-g(1)g(1) +g(1)n(1) +n(I) g (1) with (1.14)
(1) algebraic rules for adding and multiplying the variables and, Berezin (1966) and Abers and I.ee (1973] .
The basic objects are statistical variables Q(l) and g(l) which have typical fermion anticommutation properties 4(1),e(2)]='tq(1), e(2))=4(1),q(2)] =0 .
(1.10) Therefore, for a particular position and value of the internal indices, there are only four possible quantities which can be formed 1,g(1), y(l), g(1)q(1) = -q (1) 
The color symmetry assumed in high-energy physics is a far richer symmetry than this. Under transformations, & $g, T)), U] is required to be invariant even when the transformation is different at every point in space. Thus, if u(x) is a color transformation matrix which depends upon the space-time point x, A is required to be unchanged under the transformation, Balian, Drouffe, and Itzykson (1974 
The standard coupling term (cf. Abers and I.ee, 1973) is then recovered if we replace the sum over x by an integral and choose J&, as 
(3.6) %e depict three different phases: [(1970) ; see also Wilson and Kogut (1974) ] and then given further mathematical form by Wegner (1972 and 1973) . In Sec. VI we shall further develop this discussion. For now, however, let us turn to specific examples.
B. Example: Decimation in one dimension
All of this can be made very explicit in a one-dimensional example. [See Houghton and Kadanoff (1973) and Nelson and Fisher (1975) . ] Physically, the one dimension will become time after the Wick rotation. Hence, for the particle physicist, our "one-dimensional" example includes no spatial variable whatsoever.
Let the x in o(x) be simply naG, where n is an integer. Let the basic action be Now let us follow the consequences of this point of view. Imagine that we started with couplings K, and constructed the couplings
Let the new variables tj. (x) be defined at the points shown in Fig. 6 
(3.10) Equation (3.4) then implies that the recursion relation for general~is given by
, this correlation function can just as easily be calculated in terms of an average of p, 's, at least for the case in which (x -x')/ao is an even integer.
Thence we find the identity, applicable to the decimation transform
The successive application of this rule gives
(3.12)
C. Fermions in one dimension
A simple example of this analysis is the fermion case for which K(g, g') has the form Fig. 5a . Notice also the pattern of flows. As X increases, K' moves away from the fixed point at K~= & and toward the other two fixed points. Hence the direction. of the arrows in Fig. 5a .
In general. , to give a quantitative meaning to this flam away from the fixed point, one can follow Wegner (1972 Wegner ( , 1973 (3.25a) Equation (3.25a) represents the effect of changing the lattice constant by a factor of 2. More generally, if the change is by a factor of A. , the new coupling is K (Aao) given, by (3.16). The only difference is that the new coupling invokes a new string variable which is the matrix product of the old string variables. Thus if X and X' are nearest-neighbor sites on the new lattice, and x is the point between them, the new string variable is U'(x, X') with U', , (X, X') =g U, (X, x)U",(x, X'). Houghton and Kadanoff (1973) and Nelson and Fisher (1975 (1971 and 1972) and also Kadanoff and Wegner (1971) Balian et al. (1974 Balian et al. ( , 1975a Balian et al. ( , 1975b and also Wegner (197la This section is devoted to describing how the quarkstring theory can lead to two different pictures of elementary particle phenomena, both of which seem tohave a good experimental. basis. These pictures are:
1. Asymptotic I"xeedom. This picture arose in some measure from the parton concept (Feynman, 1970; and Bjorken and Paschos, 1969) in which the properties of el.ementary particles are explained by treating them as weakly interacting Han-Nambu (1965) To make a more careful analysis, we consider a process in which a quark-antiquark pair is produced at the space-time point x, = (0, 0, 0, 0) annihilated at x = (0, 0, 0, t). In the meantime a quark is observed at the spatial point~=(0, 0, -, 'z) and an antiquark at r =(0, 0, --, 'z). A heuristic picture of such a process is shown in Fig. 8a and is redrawn on the lattice in Fig. Bb. These pictures suggest that it is not impossible to obsex've a separated quark and antiquark. But, is it likely'? We follow Wilson (1975a Wilson ( , 1976a (2) In the limit &-~, the quarks will show almost free particle behavior, except w'hen they are separated by a very large distance. The larger the value of~, the greater the distance (measured in lattice constants) over which free particle behavior will be seen. Kadanoff (1975) and Kadanoff, Houghton, and Yalibik (1976) . Earlier lattice calculations include van Leeuwen (1973 and , Wilson (1975b) , Nienhuis (1974, 1975) Migdal (1975a Migdal ( , 1975b Clearly one dimension is a very special limit of the Ising model. In this limit, the critical couplings go to infinity. For d & 1, the critical point disappears entirely. We describe a value of the dimension at which the critical couplings go to infinity and then the phase transition disappears as a louver critical dimension d&-For the nearest-neighbor Ising model d~~= 1.
A very similar analysis can be applied to the gaugestyle coupling. In this case, for Ising variables U(x, x') =+I, the basic coupling on a plaquette takes the form (3.42). For each pair of spatial indices (a, P ) there is a single coupling J 8, which is directly analogous to the K described above. Migdal (1975a) Migdal's (1975a Migdal's ( . , 1975b Kogut and Suskind (1975) See Bardeen and I'carson (1976) , Kogut and Suskind (1974 , 1975 , 1976 ), Carrol et al. (1975 , Banks et aE. (1976 The basic goal is to reduce the two-dimensional gauge problem to a nearest-neighbor problem with the aid of a more physical argument than that employed in Sec. III.E.
Start with the fragment of lattice shown in Fig. 14a by doing an invariant sum over all these SU"matrices. This sum is invariant under the replacement of all the U's according to U-U' with V"' . ", , =u{n, m) V"".",",[u(n', m')]-'.
{B4)
Let U~b e representations of SU", specifically unit determinant unitary matrices. Then, in Eq. (Bl), we imply matrix multiplication over the internal indices of the matrices. The trace is a diagonal sum over these matrix indices. Now, imagine a calculation in which we find the partition function a, = In tr (1 -o. , cr, ) [1+K q'(1+ y, ) o, ]
x [I+Ko, (1+ y, ) FIG. 14. Two-dimensional gauge probjexn before (a) and after (b) the choice of a special gauge.
