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Abstract
The Brusselator equation is an example of a singularly perturbed differential equation with an
additional parameter. It has two turning points: at x=0 and x=−1. We study some properties of
so-called canard solutions, that remain bounded in a full neighbourhood of 0 and in the largest
possible domain; the main goal is the complete asymptotic expansion of the difference between
two values of the additional parameter corresponding to such solutions. For this purpose we
need a study of behaviour of the solutions near a turning point; here we prove that, for a
large class of equations, if 0 is a turning point of order p, any solution y not exponentially
large has, in some sector centred at 0, an asymptotic behaviour (when  → 0) of the form∑
Yn(x/′)′n, where ′p+1 = , for x = ′X with X large enough, but independent of . In the
Brusselator case, we moreover compute a Stokes constant for a particular nonlinear differential
equation.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider a singularly perturbed differential equation
ε
dyˇ
dx
= F(x, yˇ, ε, aˇ), (1)
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where F is analytic, the variables x, yˇ are in some subset of C, ε is a small param-
eter taken in general in a narrow sector around R+, and aˇ is an additional complex
parameter. We suppose that this equation has a turning point at x = x0. Under a cer-
tain transversality condition with respect to aˇ, it is known that this equation admits
so-called overstable solutions (yˇ(x, ε), aˇ(ε)), that is, solutions reducing as ε → 0, to
a slow curve yˇ0 (i.e. a solution of F(x, yˇ0, 0, aˇ) = 0; see [4,2]). In particular, these
solutions remain bounded in a full neighbourhood of x0 when ε → 0.
The classical example of such a differential equation is the forced Van der Pol
equation
εv
dv
du
= (1 − u2)v +  − u;
this equation was already studied in [1,3,6,7].
Another example is the Brusselator equation
εz
dz
dx
= 2x
(1 + x)2
(
z − 1
2(1 + x)3
)
− a − 1
(1 + x)2 z − z
(
z − 1
2(1 + x)3
) 2ε
1 + x (2)
that we wish to study particularly in this article.
After a few preparatory steps, Eq. (1) takes on the following form:
εy′ = f (x)y + g(x) + ah(x) + ε(x, ε, a, y), (3)
where the ′ denotes the derivation d
dx
. In this article, we denote by xi the zeros of
f, which are called turning points of this equation. In the Brusselator equation, for
example, f (x) = 4x(1 + x), so this equation has two turning points; x0 = 0 and
x1 = −1. At these points, the asymptotic behaviour of the solutions usually changes.
They are bounded in some sectors, but become exponentially large in others: this is
related to the fact that they are singularities of the formal solutions, since with ε = 0,
we ﬁnd that y0(x) = −g(x) − ah(x)
f (x)
.
It is known, nevertheless, that equations like (3) admit canard solutions if f ′(x0)h′(x0)
= 0 (this condition is a particular version of the transversality condition given in [4]).
For particular values of a(ε), these solutions y(x, ε) remain bounded in a full neigh-
bourhood of x = x0; a pair (y, a) with this property is called a canard. There also
exists a (unique) formal solution (yˆ = ∑ yn(x)εn, aˆ = ∑ anεn), with the condition
that yn is nonsingular at x0. These formal series are usually divergent, but all canards
admit this formal solution as an asymptotic expansion, and are exponentially close in
some sectors in ε.
As will be shown later there are canards of (2) that remain close to y0(x) up to a
neighbourhood of the second turning point x1. Among them, we choose two particular
solutions, (y+, a+) and (y−, a−), that are both bounded at x = +∞. One of the
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purposes of this article is to give the following complete asymptotic expansion for
a+ − a− (see Section 2):
a+ − a− ∼
ε→0 64ie
−3 exp
(
− 2
3ε
)
ε−3exp
( ∞∑
n=1
εn/2bn + ln ε
∞∑
n=1
εnln
)
. (4)
As a consequence, one can deduce the asymptotic behaviour of the coefﬁcients an:
an ∼
n→+∞
108e−3

n2
(
3
2
)n
n!.
This result on a+ − a will also be useful (in a further article) to study the singularities
of A(ε) = ∑ an
n! ε
n
, the Borel transform of a(ε).
In the general case of (3), there exists a relation between b = a+ − a− and d =
y+ − y−:
b = d(xl) e
−F(xl)/ε∫ xl e−F(t)/εh(t) dt B(xl, ε), (5)
where B(xl, ε) is a bounded function and F(x) =
∫ x
x0
f (t) dt (see (23)).
Then a ﬁrst result is obtained when taking xl = x1 + :
∀ ∈]0, x0 − x1[, |a+ − a−| = o
(
e
− F(x1+)
ε
)
; (6)
this is the property of the exponential proximity of canard values, known for real
canards since the beginning of their study, extended to the complex case. Since f =
F ′ is negative between the two turning points, this estimation is the most precise with
the smallest values of . The idea of this work is to observe what occurs when  tends
to 0 as well as ε, i.e. study the behaviour of the solutions near the turning point x1.
Here we give a general result in this direction for the values of x corresponding to
x = xi + Xlε1/(p+1), where Xl is arbitrarily large but independent of ε, and xi is a
turning point of degree p (Section 3). We suppose that the inner equation obtained by
the change of variables x=xi+Xε1/(p+1), y=Y/ε is not singular when ε→0. We prove
that there exists a corresponding interior formal solution connected to the exterior one.
This interior solution gives an asymptotic expansion in ε1/(p+1) of the solution, while
the exterior solution has a more classical expansion in ε (see Theorem 1).
Both interior and exterior expansions are connected, in the sense that for any x in
some sector, |ε|/(p+1) > x > |ε|′ , 0 <  , ′ < 1, both series can be used and they are
equivalent; they then describe the behaviour of the considered solution near the turning
point. This theorem will deﬁnitely be useful for some similar study in other equations,
but for other purpose as well, like a new computation of the period of the cycles for
the initial Van der Pol system (which was one of the subjects of [8]).
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Furthermore, we need and prove for the Brusselator equation a result regarding the
Stokes coefﬁcients of the following nonlinear differential equation derived from Eq.
(2):
Y ′0 = −
2
X
Y0 + 1
X4
− 2
X2
+ 1
X5Y0
;
in this very particular instance, the computation of Stokes values is possible by reducing
it to a Riccati equation by a succession of change of variables. This can be found in
Section 4.
Then, using the results cited above, we take xl = x1 + Xlε1/2 in relation (5). This
gives a complete series for d(x0) and e−G(x0)/ε that leads to the result for b of Eq.
(4) above. We can notice that exp
(
− 2
3ε
)
= exp
(
−F(x1)
ε
)
as we were expecting
knowing (6).
The complete procedure, for a singularly perturbed differential equation with the
parameter having at least two turning points like (3), can be summed up as follows:
1. existence of canard solutions,
2. existence of two solutions (with corresponding different values for the parameter)
that exist in large domains including two mountains (or parts of them) around the
ﬁrst turning point,
3. extension of the domain in the vicinity of a second turning point,
4. differential equation for the difference of these solutions, and
5. series for the difference of two parameters.
It could be applied to another similar equation, provided some conditions are true for
this equation, so that the ﬁrst three points above remain:
1. the equation has a transversality property with respect to the parameter,
2. the coefﬁcients of the equation do not grow inﬁnitely faster than f (x) in the con-
sidered domains, and
3. the interior equation near the second turning point is not singular.
This procedure is done in this article for the Brusselator equation, but as can be seen,
this equation has nothing really speciﬁc except for computation of the Stokes values.
It was already applied to the Van der Pol equation cited above, with a similar result
[7]. Nevertheless, a result with the complete expansion of b and the general theorem
of Section 3 have not yet been published.
2. The Brusselator equation
2.1. Introduction
The Brusselator differential system is used for the study of the kinetics from some
chemical reactions with the autocatalytic phenomenon. It is found in particular cases
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in the following form, where ˙ denotes
d
dt
:
{
ε˙ = a(1 + )2y + a2 + (a − 1),
y˙ = −(1 + ) − y(1 + )2.
In this case, canard solutions appear for values of a near a0 = 1. The characteristic
of these canards is that their trajectories remain in the vicinity of y0 = −
2
(1 + )2
for large values of . We will transform this system without going further with
this view.
With the new variable z = ˙, we successively obtain the two equations of the system
⎧⎨
⎩
a(1 + )2y = −a2 − (a − 1) + εz,
z
dy
d
= dy
dt
= −( + 1) + 2 + a − 1
a
 − ε
a
z = − − εz
a
.
After derivation by  the ﬁrst equation above then yields,
dy
d
= −2
(1 + )3 −
a − 1
a
1 − 
(1 + )3 +
ε
a
−2z + (1 + ) dz/d
(1 + )3 ,
equivalent to
a(1 + )2 dy
d
= −a + 1 − 
1 +  + ε
( −2z
1 +  +
dz
d
)
.
Hence the trajectories of the system are determined by
εz
dz
d
= 2
1 + 
(
z − (1 + )
3
2
)
+ (a − 1)z + z
(
z − (1 + )
3
2
)
2ε
1 +  .
In this equation, the turning points are at  = 0 and  = ∞. We prefer having both
points ﬁnite, so we substitute  = −x
1 + x , and obtain the equation (that we called above
the Brusselator equation):
εz(x, ε)
dz(x, ε)
dx
= 2x
(1 + x)2
(
z − 1
2(1 + x)3
)
− a − 1
(1 + x)2 z
−z
(
z − 1
2(1 + x)3
) 2ε
1 + x . (2
′)
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2.2. The linearized form
The two turning points for the equation are now at x = 0 and x = −1. We choose
a so that there exist canard solutions z, i.e. solutions that are not very different from
the “slow curve” z0 : x → 12(1 + x)3 in a complete neighbourhood of x = 0. We
linearize this equation near z0 to ﬁnd the form we will study below; the change
z(x, ε) = z0(x)
(
1 + εy(x, ε)) yields
εy′ = y × 4x(1 + x) + 3
1 + x − 2(x + 1)
a − 1
ε
+ εy
(
1
1 + x − y4x(1 + x)
1
1 + εy
)
,
where a˜ = a − 1
ε
is our new bounded parameter. Here, we see that both turning points
are simple. This means we wish to apply the theorem with the value p = 1. Condition
2 of Theorem 1 remains valid even if we take inﬁnite domains  included for example
in sectors centred at x = 0, or others centered at x = −1.
At x = 0, all functions of this equation are holomorphic. Therefore we could use the
remarks at the end of Section 3 to verify that there exist solutions of this differential
equation (y+, a˜+) and (y−, a˜−) that remain holomorphic at x = 0. In order to simplify
the calculation, we choose for y+ the function deﬁned by the values y(+∞, ε) = 0 and
y(−1+ i∞, ε) = 0, with the corresponding value of a˜+. A short proof of the existence
of y+ follows. We consider, for all a, the two solutions of the equation deﬁned by,
respectively, the ﬁrst and the second initial values at inﬁnity above; those solutions ye
and yn exist and are bounded on all points that can be reached by a path along which
the relief decreases; this includes x = 0 for both functions. The values ye(0, ε) and
yn(0, ε) remain exponentially close, since the solutions have the same inner expansion,
and they depend on a. We only have to adjust the value of a(ε) so that ye(0, ε) and
yn(0, ε) coincide; this means that they are analytic continuations of each other. The
resulting function is called y+.
After that, the solution (y−, a˜−) can (using the symmetry of the equation) be deﬁned
by the properties y−(x, ε) = y+(x¯, ε), a˜− = a˜+.
However, the choice of the functions y± is somewhat arbitrary. The following steps
and results would remain with little differences if we take other canard solutions.
At x = −1, the functions corresponding to g and  have a pole. When we make
the change in variable Y = εy, x = −1 + ε1/2X, we obtain (Fig. 1)
dY
dX
= 4(−1 + √εX)XY + 3
X
− 2X(a − 1) + Y
X
− 4X(−1 + √εX) Y
2
1 + Y . (7)
This equation is nonsingular when ε → 0; hence, Theorem 1 below applies, and we
know that the solutions y± can be continued till −1 + X√ε (for all X large enough
but independent of ε, in some sector −/4 +  < arg X <  −  for the solution y+,
− +  < arg X < /4 for y−,  > 0), where they remain bounded by 1/ε.
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Fig. 1. Relief (∫ x0 4t (1 + t) dt): the curves are deﬁned by R(x) = R(0) = 0, or R(x) = R(−1) = 2/3.
The domain where y+ is known to remain bounded when ε → 0 is shaded.
2.3. The variational relation
We will use this result to ﬁnd an expansion for the difference b = a+−a−. However,
we start from the initial equation (2), since some computations are somewhat easier in
this way (in particular those that can be found in Section 4).
The change of variable is then slightly different, since for z it now includes the
function z0(x) = 12(1 + x)3 :
x = −1 + ε1/2X, z = ε−3/2Y.
This yields the following interior equation:
Y
dY
dX
= 2(−1 +
√
εX)
X2
(
Y − 1
2X3
)
− a − 1
X2
Y − 2Y
X
(
Y − 1
2X3
)
.
We will especially consider two solutions of this equation, that will be denoted as
Y+(X, ε′) and Y−(X, ε′) (where ε′ is a square root of ε). As described in Theorem 1,
these solutions correspond to the analytic continuations in the vicinity of x = −1 of
the functions y+ and y−, respectively, and they have asymptotic expansions like:
Y±(X, ε′) =
∑
n0
Yn
±(X)ε′n .
Moreover, putting d(x, ε) = (z+ − z−)(x, ε) and writing the difference between the
differential equations for both functions, we ﬁnd
εd ′(x) = x
(1 + x)5
( 1
z−
− 1
z+
)
− b
(1 + x)2 − d(x)
2ε
1 + x ,
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εd ′(x) = d(x)
(
x
(1 + x)5z−z+ −
2ε
1 + x
)
− b
(1 + x)2 .
This implies, for all real x0 > −1,
d(x0) = −b
ε
∫ x0
+∞
exp
(
GT (x0) − GT (t)
ε
)
(1 + t)2 dt,
where GT (x) =
∫ x
0
t
(1 + t)5z+(t)z−(t) dt − 2ε ln(1 + x); hence
b = −d(x0)e−G(x0)/ε ε(1 + x0)
2∫ x0
+∞ e−G(t)/ε
dt (8)
with G(x) = ∫ x0 t(1 + t)5z+(t)z−(t) dt .
This type of relation is rather classical for such differential equations. It immediately
gives back estimation (6) with x0 = −1+ if we have proved (using the relief property)
that both solutions y+ and y− exist till this point.
Since for the Brusselator equation the solutions can be continued in the vicinity
of −1, the result obtained will be more complete. Note that there is nothing in the
computation in the next subsection that is speciﬁc to this equation: Analogues can be
performed for all similar equations.
2.4. Computation of the series for b
Now we choose an x0 of the following form: x0 = −1 + ε1/2X0, with ﬁxed X0.
There, we use the saddle point method to deal with the integral; at ﬁrst,
∫ x0
+∞
e−G(t)/ε dt ∼
ε→0 −2
√
ε
2G′′(0)
with G′′(0) = 1
z+(0)z−(0)
∼ 4,
and, looking more into the details, we can obtain an asymptotic expansion, neglecting
exponentially small terms,
∫ x0
+∞
e−G(t)/ε dt ∼ −
√
ε
2
×
(
1 +
∑
n
snε
n
)
. (9)
We could expect a sum with terms in εn+1/2, but these are odd terms whose integrals
over R are zero; all the coefﬁcients sn are completely computable, but with fast-growing
complexity.
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To ﬁnd the value of s1, the ﬁrst three terms of the expansion of G(x, ε) are used,
neglecting o(ε2) (this corresponds to the result of (11)); then the variable  = x√2/ε
is introduced and the new expansion of the expression exp(−G/ε) in terms of √ε is
necessary. It remains an integral like
−
√
ε
2
∫
R
e−2
(
1 + 
√
ε
2
2
3
2 + 3ε2 + 1
9
ε6 + O(ε3/2)
)
d.
This ﬁnally yields s1 = 41/24. One more step leads to s2 = 10429/1152.
Besides, Theorem 1 states that
d(x0) ∼ ε−3/2
(
Y+0 (X0) − Y−0 (X0)
)×
⎛
⎝1 + ∑
n1
εn/2
Y+n (X0) − Y−n (X0)
Y+0 (X0) − Y−0 (X0)
⎞
⎠ . (10)
Now we have to deal with eG(x0)/ε. We divide the integral corresponding to G(x0)
into two parts:
G(x0) =
∫ 	
0
t
(1 + t)5z+(t)z−(t) dt︸ ︷︷ ︸
I1
+
∫ x0
	
t
(1 + t)5z+(t)z−(t) dt︸ ︷︷ ︸
I2
,
where 	 depends slightly on ε; for example, we can take 	 = −1 + ε1/4, so the ﬁrst
integral is similar to the same where z± is replaced by the series
∑
εnzn(x), and the
second is similar, after change of variable, to the same integral where
∑
εn/2Yn(X) is
inserted for Y±. Note that the exact value of 	 is of no interest: the sum G(x0) should
not depend on it.
The integral I1 is particularly easy to compute. The calculus of the ﬁrst terms zn
yields
z0(x) = 12(1 + x)3 ,
z1(x) = 38
2 + x
(1 + x)5 ,
z2(x) = 332
5x3 + 23x2 + 42x + 30
(1 + x)7 ,
z3(x) = 3128
108x5 + 678x4 + 1809x3 + 2624x2 + 2142x + 814
(1 + x)9 .
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Then
x
z+(x)z−(x)(1 + x)5 = 4x(1 + x) − 6x
2 + x
1 + x ε −
3
4
x(24 + 48x + 37x2 + 10x3)
(1 + x)3 ε
2
−3
8
x(418 + 1332x + 1940x2 + 1530x3 + 633x4 + 108x5)
(1 + x)5 ε
3
+o(ε3),
and the integral has an expansion in powers of ε that begins with
I1 = 43 	
3 + 2	2 + ε
(
−6	 − 3	2 + 6 ln(1 + 	)
)
+ε2 3
8
−33	2 − 34	3 − 10	4 − 6	 + 6(1 + 	)2 ln(1 + 	)
(1 + 	)2
+o(ε2). (11)
We cannot give a complete asymptotic series for the second integral. However, the
functions Yn(X) obviously have an expansion in series of
1
X
when X → ∞, and this
can be used to give the value of the integrals below, except for a constant.
Using the change of variable x = −1+√εX formally and the equality ε3/2z(x, ε) =
Y (X, ε), we ﬁrst obtain the following asymptotic expansions:
Y0(X) = 12X3 +
3
8X5
+ 9
16X7
+ 171
128X9
+ O
(
X−11
)
,
Y1(X) = 38X4 +
33
32X6
+ 447
128X8
+ O
(
X−10
)
,
Y2(X) = 34X5 +
555
128X7
+ O
(
X−9
)
,
Y3(X) = 1532X4 +
531
128X6
+ O
(
X−8
)
,
Y4(X) = 20764X5 + O
(
X−7
)
,
Y5(X) = 8132X4 + O
(
X−6
)
,
Y2p(X) = O
(
X−5
)
, Y2p+1(X) = O
(
X−4
)
, p1.
488 É. Matzinger / J. Differential Equations 220 (2006) 478–510
Besides, we can write Y± in series, and obtain (only the ﬁrst terms are written down
here)
I2 =
∫ x0
	
t
(1 + t)5z+(t)z−(t) dt
= ε
∫ X0

−1 + X√ε
X5Y+(t)Y−(t)
dt with  = 	 + 1√
ε
= ε
∫ X0

(−1+√εX) dX
X5Y−0 (X)Y
+
0 (X)
[
1+√ε Y
+
1
Y+0
+√ε Y
−
1
Y−0
+ε Y
+
2
Y+0
+εY
−
2
Y−0
+2ε Y
+
1 Y
−
1
Y+0 Y
−
0
+O(ε 32 )O
(
1
X
)]
= ε
∫ X0

−1 + √εX
X5Y−0 (X)Y
+
0 (X)
dX − ε3/2
∫ X0

−1 + √εX
X5Y−0 (X)Y
+
0 (X)
(
Y+1
Y+0
+ Y
−
1
Y−0
)
dX
−ε2
∫ X0

−1 + √εX
X5Y−0 (X)Y
+
0 (X)
⎛
⎝Y+2
Y+0
+ Y
−
2
Y−0
−
(
Y+1
Y+0
+ Y
−
1
Y−0
)2⎞⎠ dX
+O(ε 52 )
∫ X0

O (X) dX,
I2 = ε
∫ X0

−dX
X5Y−0 (X)Y
+
0 (X)
+ ε3/2
∫ X0

X + Y
+
1
Y+0
+ Y
−
1
Y−0
X5Y−0 (X)Y
+
0 (X)
dX
+ε2
∫ X0

−X
(
Y+1
Y+0
+ Y
−
1
Y−0
)
+ Y
+
2
Y+0
+ Y
−
2
Y−0
−
(
Y+1
Y+0
+ Y
−
1
Y−0
)2
X5Y−0 (X)Y
+
0 (X)
dX
+O(ε 52 )
∫ X0

O (X) dX. (12)
Combining the same powers of ε together in this manner, and replacing the Y±n by
their series yield
I2 = ε
∫ X0

(
−4X + 6
X
+ 9
4X3
+ O
(
X−5
))
dX
+ε3/2
∫ X0

(
4X2 + 3
4X2
+ O
(
X−4
))
dX
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+ε2
∫ X0

(
−6X + 9
4X
+ O
(
X−3
))
dX + ε5/2
∫ X0

O
(
X−2
)
dX
+ε3
∫ X0

(−15
2
X + O(X−1)
)
dX + o(ε2).
We integrate to obtain
I2 = ε
(
−22 + 6 ln  + C0 − 982 + O(
−4)
)
+ ε3/2
(
4
3
3 − 3
4
 + C1 + O(−3)
)
+ε2
(
−32 + C2 + 94 ln  + O(
−2)
)
+ ε5/2
(
C3 + O(−1)
)
+ε3
(−15
4
2 + o()
)
.
Recalling that  = 	 + 1√
ε
,
I2 = 23 −
4
3
	3 − 2	2 +
(
3 + 3	2 + 3 ln ε − 6 ln(1 + 	) + 6	 + C0
)
ε + C1 ε3/2
+
(
9
8
1
(1 + 	)2 −
9
4
ln(1 + 	) + 15
4
	2 + 3
2
+ C2 + 214 	 +
3
4
1
(1 + 	) +
9
8
ln ε
)
×ε2 + o(ε2).
Now we ﬁnd a sum of both integrals that is, as expected, independent of 	:
I1 + I2 = 23 + (3 + C0 + 3 ln ε) ε + C1 ε
3/2 +
(
27
8
+ C2 + 98 ln ε
)
ε2 + o(ε2)
There would be no problem in further computation and ﬁnd that
G(x0)
ε
∼ 2
3ε
+ 3 ln ε +
∞∑
n=0
εn/2C′n + ln ε
∞∑
n=1
εnln.
An easy method to formally arrive at this result is to insert 	 = −1 + C/√ε in (11).
This method directly gives the constants ln, but not the C′n, since we do not yet have
the values of Cn above.
Let us determine the exact value of the ﬁrst constant C′0. Going back to Eq. (7), we
have a differential equation for both Y+0 and Y
−
0 :
Y ′0
± = − 2
X
Y±0 +
1
X4
− 2
X2
+ 1
X5Y±0
, (13)
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where Y±0 are the solutions of this equation that are bounded as X → ±i∞, re-
spectively; writing the differential equation for the difference of these solutions, we
obtain
(Y+0 − Y−0 )′ = −
2
X
(Y+0 − Y−0 ) +
1
X5
−Y+0 + Y−0
Y+0 Y
−
0
.
This can be integrated by the variation of constants method:
(Y+0 − Y−0 )(
) = (Y+0 − Y−0 )(
0) exp
(
−2 ln 


0
−
∫ 


0
1
t5Y−0 (t)Y
+
0 (t)
dt
)
,
∫ X0

−1
t5Y−0 Y
+
0
dt = ln (Y
+
0 − Y−0 )(X0)
(Y+0 − Y−0 )()
+ 2 ln X0

.
Now the problem is reduced to the computation of a Stokes constant. We ﬁnd in this
case (see Section 4)
(Y+0 − Y−0 )() = 32i
√
2 4e−22
(
1 + O(1/2)
)
,
ln
(Y+0 − Y−0 )(X0)
(Y+0 − Y−0 )()
= ln ((Y+0 − Y−0 )(X0))− ln (32i√2)
−4 ln 	 + 1√
ε
+ 2 (	 + 1)
2
ε
+ O(ε),
C0 = ln
(
(Y+0 − Y−0 )(X0)
)− ln (32i√2)+ 2 ln X0.
The reduction to a Stokes constant problem can be generalized to all Cn. The simplest
way to observe this is to use the fact that b is not dependent on X0 in Eq. (8). There,
the x0 in the integral has no importance, since the dependence upon x0 is exponentially
small here. The term (x0 + 1)2 disappears when combined with exp(2 ln X0) arising
from C0. Hence, there exists a relation between d(x0) and exp
(
−G(x0)
ε
)
: The product
of their series remains independent of x0.
In order to have a more explicit relation, we write
exp ln d(x0) ∼ ε−3/2
(
Y+0 (X0) − Y−0 (X0)
)×
(
1 +
∑
n
εn/2
Y+n (X0) − Y−n (X0)
Y+0 (X0) − Y−0 (X0)
)
and we can deﬁne functions Wn by
ln d(x0) ∼ −23 ln ε + ln
(
Y+0 (X0) − Y−0 (X0)
)+ ∑
n1
εn/2Wn(X0).
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We identify the coefﬁcients of εn/2 in this relation above, with the part of the coefﬁcient
in Eq. (12) (multiplied by −1/ε) that depends on X0
W1(X0) =
∫
X0
X + Y
+
1
Y+0
+ Y
−
1
Y−0
X5Y−0 (X)Y
+
0 (X)
dX,
W2(X0) =
∫
X0
−X
(
Y+1
Y+0
+ Y
−
1
Y−0
)
+ Y
+
2
Y+0
+ Y
−
2
Y−0
−
(
Y+1
Y+0
+ Y
−
1
Y−0
)2
X5Y−0 (X)Y
+
0 (X)
dX, · · ·
and the integrals between  and X0 are equal to Wn()−Wn(X0) (neglecting exponen-
tially small terms). This means that Cn is the constant term of Wn() when  → +∞.
It is enough to write b in the form
b ∼ 64ie−3 exp
(
− 2
3ε
)
ε−3 × exp
(∑∞
n=1 εn/2cn + ln ε
∑∞
n=1 εnln
)
1 +∑n snεn , (14)
where the constants ln can be computed by inserting 	 = −1 + C/√ε to (11), the sn
are those from (9), and where cn −Cn are the constants obtained by inserting 	 = −1
into (11) (if n is odd, this difference is zero).
A quite immediate consequence of this result is an equivalent for the coefﬁcients an,
as n → ∞.
Let us begin with a short study of the function a+(ε) when the argument of ε
changes. Both functions a+ and z+(x, ε) depend holomorphically on ε in sectors centred
at 0. If arg ε varies from 0 down to −2, the relief Rε changes, and so does the existence
domain of z+. Evolution of this domain for some values of arg ε can be seen in
Fig. 2.
It is easy to observe from this ﬁgure that the domain of the function z+ with the
value arg ε = −2 is conjugate to the domain with arg ε = 0. Hence, by unicity of the
solutions, z+
(
x, εe2i
) = z+(x¯, εe0) = z−(x, ε) and a+(εe−2i) = a−(ε).
Now, for some small value ε0 > 0, we integer the function a+ along a path  near
ε = 0 around ε (cf. Fig. 3) to obtain with the Cauchy formula
an = 12i
∫

a+()−n−1d.
Since integration along the double path  > 0 is the dominant term in this expression,
an ∼ 12i
∫ ε0
0
(
a+() − a−()) −n−1d.
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0−1
+ + + +++
++ ++
 =0  = −π/2
 =−3π/2
 =−π
 =−2π
Fig. 2. Domain of function z+ for some values of  = arg(ε).
0
ε
γ
0ε
Fig. 3. Integration path .
Using Eq. (14), this estimate leads to
an ∼ 12i
∫ ε0
0
64ie−3 exp
(
− 2
3
)
−3−n−1d.
With the new variable t = 2/3 and extending the path to +∞, we obtain
an ∼ 32e
−3

∫ +∞
0
(
3
2
)n+3
e−t tn+2 dt ∼ 108e
−3

n2
(
3
2
)n
n!.
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In another form,
an ∼ 108e
−3√2√

n5/2
(
3n
2e
)n
.
The following sections present two results that were used above. The subject of Sec-
tion 3 is Theorem 1, a general result on the analytic continuation of the solutions
of singularly perturbed differential equations near turning points; the computation of
the Stokes constant in the case of the differential equation (13) can be found in
Section 4.
3. Solution in the vicinity of a turning point: results and proof
N.B. The results in this section may remind us of some of those results that were
presented for example in [8], in the real case, or in [5]; here they will be found to be
more complete and easier to use.
We start from the differential equation
εy′ = xpf (x)y + (x, ε, y) , (15)
where  is, in linear form, equal to (x, ε, y) = 1(x, ε)+εy2(x, ε)+εy23(x, ε, y).
It is straightforward that this equation has one formal solution
yˆ =
∑
yn(x)ε
n.
This solution yˆ is an asymptotic expansion for some actual solutions of the differential
equation. The functions yn in general present a (multiple) pole at x = 0, although it is
possible to obtain some results on the behaviour of these solutions near this singularity:
they are expressed in the theorem below.
We will work in the following framework. We consider an open set  containing 0,
with the following properties:
• for x ∈ , f (x) = 0;
• in the x variable, f is analytic in ;  is analytic in \{0}, and may have a (multiple)
pole on 0;
•  is supposed to be holomorphic and bounded in the ε variable in an open sector
S0 centred on 0, and has an asymptotic expansion as ε tends to 0; and
• 3 is also holomorphic in the y variable for all |εy| smaller than a constant  > 0
that will be speciﬁed thereafter in Theorem 1.
Let the function F(t) be deﬁned by
F(t) =
∫ t
0
upf (u) du.
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We denote
Rε(x) = 
(
F(x)|ε|
ε
)
.
We now ﬁx an argument for ε that is (for example) not too different from 0; as a
consequence, the relief Rε will not change.
We construct a closed subset D included in , accessible with the relief Rε; that is,
there exist xs ∈ D, and for all x ∈ D a C1-path x : I ⊂ R+ → D from xs to x such
that Rε
(
x(t)
)
is always decreasing. All parametrizations of the paths x that will be
used below will have the property that |′x(t)| =
∣∣∣∣dx(t)dt
∣∣∣∣ = 1.
We will call a maximal connected open set, included in , with the property Rε(x) >
0 a mountain (resp. with Rε(x) < 0 a valley). Generally, the domain D is maximal
when it includes a mountain and the two adjacent valleys; in fact, we take it slightly
smaller: we wish a constant  > 0 to exist, so that:
∀x ∈ D ,∀t, −
d
dt
Rε(x(t))
|F ′(x(t))|
> .
The left half of Fig. 1 gives an example in the Brusselator case of such a domain D if
ε > 0, near x = −1, except that D contains a sectorial neighbourhood of the turning
point.
Let us take an arbitrarily small x0 > 0. In a domain like D, the fact that (if some
hypotheses are veriﬁed) yˆ is an asymptotic expansion as ε → 0 for some solutions
y(x, ε) uniformly for |x|x0 is well known. The goal is to complete this result for
values of x tending to 0 with respect to ε.
Finally, we choose ε′, a (p+1)-th root of ε, and we note, for a ﬁxed Xl which will
be taken to be arbitrarily large,
D =
{
x ∈ D ; |x| |Xl | · |ε′|
}
, for  ∈]0, 1].
The largest of these subsets, D1, is the domain with which we will work.
Theorem 1. We suppose that:
1. The change of variables x = ε′X, y = Y/ε in (15) leads to an equation nonsingular
in ε. This implies that ε′
(
ε′X, ε, Y
ε
)
remains bounded as ε → 0 for ﬁxed X and
small enough Y, and in particular that
1 = sup
|x| |x0|, x∈D1
sup
|ε|<ε0
∣∣∣∣ε1(x, ε)xpf (x)
∣∣∣∣
is well deﬁned for all small enough ε0.
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2. The constant
2 = sup
|x|x0, x∈D1
sup
|ε|<ε0
∣∣∣∣1(x, ε)xpf (x)
∣∣∣∣
exists, and taking  = sup{1, |ε|2},
sup
|x|x0, x∈D1
sup
|ε|<ε0
sup
|Y |<
∣∣∣∣(x, ε, Y/ε)xpf (x)
∣∣∣∣ is bounded too.
Then there exists a solution of (15) y(x, ε), bounded when |x|x0 in D independent
of ε and deﬁned in D1, and two series of functions (yn(x)) and (Yn(X)) so that, for
x ∈ D1: ∣∣∣∣∣y(x, ε) −
N∑
n=0
yn(x)ε
n
∣∣∣∣∣ < CNxp+1
∣∣∣ ε
xp+1
∣∣∣N+1 if x ∈ D,  < 1 (16)
and ∣∣∣∣∣εy (x, ε) −
N∑
n=0
Yn
( x
ε′
)
ε′n
∣∣∣∣∣ < C′N |ε| · |x|N−p if |x| |ε′|, 0 < 1. (17)
The series
∑
yn(x)ε
n and
∑
Yn(X)ε
′n are the formal solutions of Eqs. (15) and (18),
respectively; this property deﬁnes the yn and Yn for all n.
Before beginning with the proof, it may be useful to take a look at the hypotheses.
Using the change of variables of the ﬁrst one, the equation becomes:
dY
dX
(X, ε′) = Xpf (ε′X) + ε′
(
ε′X, ε, Y (X, ε
′)
ε
)
. (18)
This ﬁrst hypothesis means that ε′(x, ε, Y/ε), or equivalently ε(x, ε, Y/ε)/xp, has
to be bounded for x = ε′X. Hence, combining Hypothesis 2 for x independent of ε
and Hypothesis 1 for x tending to 0, we obtain that
sup
|ε|<ε0, x∈D1,|Y |<
∣∣∣∣ε(x, ε, Y/ε)xpf (x)
∣∣∣∣ remains bounded. (19)
Thereafter, if we write 1, 2 and 3 as (convergent) x-series, we ﬁnd
1(x, ε) = 1
x
∞∑
n=0
xn1,n(ε), 2(x, ε) =
1
x
∞∑
n=0
xn2,n(ε),
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3(x, ε, y) =
p−1∑
n=0
εxn3,n (ε, εy) +
+∞∑
n=p
xn3,n (ε, εy) ,
and/or this kind of terms multiplied by powers of ε/xp+1. If the second hypothesis is
not veriﬁed, this means in general that the initial domain Di is taken very large; in
this case a ﬁnite subset may be more convenient.
We ﬁrst prove by induction the existence of the (yn) series, whose functions are
equal to the yn computed formally. For the y(x, ε) solution we construct below the
functions zN deﬁned by
y(x, ε) −
N∑
n=0
yn(x)ε
n = εN+1zN(x, ε),
will be shown to be of order at most 1/x(N+2)(p+1) near 0 and bounded elsewhere
in D1. We will use a ﬁxed-point theorem for this purpose, with the variation of the
constants method; if y is the solution of (15) that disappears at xs , the method gives
the relation
y(x, ε) = 1
ε
∫
x
exp
(
1
ε
∫ t
x
upf (u) du
)

(
t, ε, y(t, ε)
)
dt.
Beginning at level N = −1, we wish to prove the existence of a solution y(x, ε) of
Eq. (15), bounded in D, except possibly in the vicinity of 0 (we consider  < 1 ﬁxed
now).
We will work in the following functional spaces:
Z = {z(x, ε) holomorphic in D × S0; and for all ε ∈ S0, z bounded in D} ,
H =
{
H(x, ε) holomorphic in D × S0; for all ε ∈ S0, sup
x∈D
∣∣∣∣H(x, ε)xpf (x)
∣∣∣∣ is ﬁnite
}
.
Both spaces will be considered with the corresponding norms, depending on ε:
‖z‖Z = sup
x∈D
|z(x, ε)|
and
‖H‖H = sup
x∈D
∣∣∣∣H(x, ε)xpf (x)
∣∣∣∣ .
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Note: In the following, when a function is said to be bounded, the bound may depend
on ε, except if the opposite is speciﬁed (“bounded by a constant”); all constants given
will be independent of ε.
Using (19), it is easy to see that 1 is in H, since 1(x, ε)
xpf (x)
is bounded for all
ﬁxed (i.e. independent of ε) x ∈ D, and that 1 is no larger than 1/x in D1;
hence ‖1‖H < C1|ε|−. The same holds for 2(x, ε), and we also ﬁnd ‖2‖H <
C2|ε|−. Concerning 3(x, ε, z/ε), it remains bounded by a constant for all |z| < :
sup|z|< ‖3(x, ε, z/ε)‖H < C3.
We have to consider the following two operators:
H : Z˜ ⊂ Z → H
z → H(z),
the function H(z) being deﬁned by H(z)(x, ε) = (x, ε, z(x, ε)) for all (x, ε) ∈ D ×
S0, and
Z : H˜ ⊂ H → Z
H → z = 1
ε
∫
x
exp
(
1
ε
∫ t
x
upf (u) du
)(
εH(t, ε)
)
dt.
These operators are not deﬁned on the whole spaces, but only on some subsets Z˜
and H˜ that will be speciﬁed later.
The operator ZoH is a contraction, if both subsets are well chosen. In fact, if z1
and z2 are functions in the space Z, both bounded by /ε, then(
H(z1) − H(z2)
)
(x, ε) =
(
z1(x, ε) − z2(x, ε)
)
2(x, ε) + εz213(x, ε, z1)
−εz223(x, ε, z2),
‖H(z1) − H(z2)‖H‖z1 − z2‖Z sup
|z|</ε′p
(
‖2‖H +
∥∥∥∥(εz23)z (x, ε, z)
∥∥∥∥
H
)
.
As for all bounded z, ‖z‖Z < , 3(x, ε, z/ε) is bounded in H, and so is 3y (x, ε, z/ε),
and
‖H(z1) − H(z2)‖H‖z1 − z2‖Z
(
‖2‖H + 2|ε|
∣∣∣∣ ε′p
∣∣∣∣ ‖3‖H + |ε|
∣∣∣∣ ε′p
∣∣∣∣2
∥∥∥∥3y
∥∥∥∥
H
)
,
‖H(z1) − H(z2)‖H‖z1 − z2‖Z × C|ε|−.
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Besides, given H1 and H2, two functions in H (we do not need any hypothesis on
their norms), we have
(Z(H1) − Z(H2)) (x, ε) =
∫
x
exp
(
1
ε
∫ t
x
upf (u) du
)(
H1(t, ε) − H2(t, ε)
)
dt;
recalling that x : I ⊂ R → D,
‖Z(H1) − Z(H2)‖Z 
∥∥∥H1 − H2∥∥∥
H
∫
I
∣∣∣∣∣exp
(
1
ε
∫ x(s)
x
upf (u) du
)∣∣∣∣∣
· |x(s)pf (x(s))| ds,
‖Z(H1) − Z(H2)‖Z 
∥∥∥H1 − H2∥∥∥
H
|ε|
∫
I
e
∫ x (s)
x
up
ε
f (u) du
∣∣∣∣px (s)ε f (x(s))
∣∣∣∣ ds,
where the accessibility of D is used to show that the integral is bounded by a constant:
∫
I
e
∫ x (s)
x
up
ε
f (u) du
∣∣∣∣x(s)pε f (x(s))
∣∣∣∣ ds 
∫
I
e
Rε(x (s))−Rε(x)|ε| −1

1
|ε|
∣∣∣∣ ddt Rε(x(s))
∣∣∣∣ ds
 1

.
Therefore,
‖Z(H1) − Z(H2)‖ 
∥∥∥H1 − H2∥∥∥
H
|ε|CD.
Now, since CD and C do not depend on ε, if ε is small enough, we do have a
contraction.
Besides, using the same method as above, we easily verify that if z ∈ Z, with ‖z‖Z <
/ε, then ‖H(z)‖H < C′|ε|−, and also that if H ∈ H, ‖H‖H < C′|ε|−, then the
norm of H is smaller than ‖Z(H)‖Z < CD|ε|(C1|ε|− +C2|ε|−‖H‖H+C3|ε|‖H‖2H),
of order (at most) ε−, which can be made smaller than /ε—these properties deﬁne
subsets Z˜ and H˜ by
Z˜ = {z ∈ Z, ‖z‖Z = O(ε−)} and H˜ = {H ∈ H, ‖H‖H = O(ε−)} .
Hence, there exists one solution of (15), bounded for all ﬁxed (i.e. independent from
ε) x in D, and whose growth remains under control in the vicinity of 0 (for some
ﬁxed  < 1); in this vicinity, we know that ‖y‖ = O (|ε|−), which is equivalent to
saying that y is no larger than 1/xp+1.
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For the continuation of the induction, we write the solution y(x, ε) as y0(x) +
εz0(x, ε), with y0(x) = −1(x, 0)
xpf (x)
. Note that the constant  was chosen  > ‖εy0‖Z.
Eq. (15) then becomes
εy′0 + ε2z′0 = −1(x, 0) + εz0xpf (x) + (x, ε, y0 + εz0),
εz′0 = z0xpf (x) +
(
1(x, ε) − 1(x, 0)
ε
− y′0(x)
)
,
(y0 + εz0)2(x, ε) + (y0 + εz0)2(x, ε, y0 + εz0)
that will be written after replacing y0 by its value
εz′0 = z0xpf (x) + g0(x, ε) + εz00(x, ε, z0). (20)
We will again use the ﬁxed-point theorem, with similar operators. Only the norms of
the involved functions (and the considered subsets) will change.
Using hypothesis (19) and the above result,
‖y0‖Z  ‖1‖H = O(|ε|−),
‖g0‖H 
∥∥∥∥1ε
∥∥∥∥
H
+ ‖y′0‖H + ‖y0(x, ε, y0)‖H
= O
(
‖x−p−2‖H
)
+ O
(
sup
x∈D
∣∣∣∣∣x
−(p+1)−1
xpf (x)
∣∣∣∣∣
)
+ ‖y0‖Z‖‖H
= O(|ε|−2) + O(|ε|−2) + O(|ε|−)O(|ε|−)
‖g0‖H = O(|ε|−2).
If ‖z0‖H < O(|ε|−2), we also have, for small enough ε,
‖0(x, ε, z0)‖H  sup
|z|<′/ε
∥∥∥∥(y)y
(
x, ε,
y0 + εz
ε
)∥∥∥∥
H
‖‖H,
‖0(x, ε, z0)‖H = O(|ε|−).
Now, the operator ZoH is a contraction if we take
Z˜ =
{
z ∈ Z ; ‖z‖Z = O
(
|ε|−2
)}
,
H˜ =
{
H ∈ H ; ‖H‖H = O
(
|ε|−2
)}
.
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Therefore, there exists one unique z0 solving (20), and ‖z0‖ZO
(|ε|−2) or equiva-
lently is of order smaller than x−2(p+1) near 0 in D1.
The rest of the proof for (16) is straightforward: we just have to replace the |ε|−2
above by |ε|−(N+2), to obtain a function zN of order at most x−(N+2)(p+1). This
proves (16).
Let us come to the second inequality (17). For this purpose, we need to deal with an
interior equation. First of all, we recall that the change of variables x = ε′X, y = Y/ε
modiﬁes the differential equation (15) to the following nonsingular (in ε) differential
equation for Y = Y (X, ε′):
dY
dX
= Xpf (ε′X)Y + ε′(ε′X, ε, Y/ε). (18′)
We wish to work in D1, and will choose Xl large enough. Using the previous result,
we already know that εy admits as a uniform limit the null function when ε → 0, in
all D,  < 1. Now we will prove that εy can be continued by a solution Y (X, ε′) of
Eq. (18). We note X = xε′−, for some ﬁxed x, and know that this solution Y has
the property
Y (X, ε′) = Υ (Y ),
where
Υ (Y ) = εy(ε′X, ε)e
∫ X
X
F0(u,ε′) du +
∫ X
X
e
∫ X
t F0(u,ε
′) du
×[G0(t, ε′) + Y (t, ε′)0(t, ε′, Y )] dt. (21)
Let us verify that this relation has a unique solution. We choose an open sector S(Xl),
so that (F0) < 0 for X ∈ S(Xl), containing a path between x and ε′Xl . We then
use a ﬁxed-point method for Y in
Y =
{
Y (X, ε′), deﬁned in S(Xl), ‖Y‖Y = sup
X∈S(Xl)
∣∣∣Xp+1Y (X, ε′)∣∣∣ < NY
}
,
where we may deﬁne the constant NY by the relation
∣∣∣Xp+1 Y (X, ε′)∣∣∣ = |ε|1−|x|p+1|y(xε′1−, ε)| = NY2
For X ∈ S(Xl) and Y ∈ Y, we know that
F0(X, ε
′) = Xpf (0) (1 + o(1)) ,
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G0(X, ε
′) = 1,0(0)
X
+ o(1/X),
0(X, ε
′, Y ) = 2,0(0)
X
+ YXp3,p(0, Y ) + o(1/X) + o(YXp).
Observing 0, it is clear that
|Y0| < CY NY
Xl
,
and we have an analogous inequality for
(Y0)
Y
.
Now, if Y1 and Y2 both have property (21), then
Y1 − Y2 =
∫ X
X
e
∫ X
t F0(u,ε
′) du [Y1(t, ε′)0(t, ε′, Y1) − Y2(t, ε′)0(t, ε′, Y2)] dt
=
∫ X
X
e
(
Xp+1−tp+1) f (0)
p+1 
Y
(
Y0(t, ε
′, Y )
)
dt × (1 + o(1)) ;
hence
‖Y1 − Y2‖Y 
∫ X
X
e

((
Xp+1−tp+1) f (0)
p+1
)
|t |p CY
Xl
dt,
 1
f (0)
CYCS(Xl)
Xl
(1 − o(1)) .
The constants CY and CS(Xl) remain bounded (and do not depend on ε) when Xl
becomes large; hence for a large enough Xl , the operator Υ over Y is a contraction—
it is easy to verify that its image remains included in Y.
The same holds for ε = 0 when we replace the “initial condition” εy(ε′X, ε) at X
by 0 at inﬁnity; so we have the existence of a function Y0, which is the uniform limit
of Y (X, ε′) when ε′ → 0 on all compact subsets. Since the limit for large X is 0 for
both functions, Y0 is the uniform limit on the whole sector S′.
The functions Y0 and Y are at least deﬁned in a sector at inﬁnity in the X-variable.
As for Y, the limit limX→∞ Y0(X) is 0. More precisely, |Y0(X)| × |X|p+1 remains
bounded by a constant, for large X.
Now we ﬁx  > 0, and consider some X smaller than |ε′|−1. Proceeding as before
by induction, we will prove that the function deﬁned for all ﬁxed X by
ZN(X, ε
′) = 1
ε′N+1
(
εy
(
ε′X, ε
)− N∑
n=0
Yn (X) ε
′n
)
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is bounded in ε′ and smaller than XN−p when X goes to ∞ in the positive (for
Xpf (0)) direction. This again will deﬁne YN+1 as a limit of ZN when ε′ → 0.
We will use the following property for the induction:
Lemma 1. If (X, ε′) is a holomorphic function bounded by C|ε′|−k(−1) in some
sector S = {X, |X| |ε′|−1, arg X ∈ [1, 2]}, then for all subsectors S ′ of S, there
exist C′ so that, for X ∈ S ′,
∣∣∣˜(X, ε′)∣∣∣ = ∣∣∣∣(X, ε′) −(X, 0)ε′
∣∣∣∣ < C′ ∣∣ε′∣∣−(k+1)(−1) .
Proof. We only have to write down  as a series in ε′ to obtain this result, that may
be not veriﬁed for X on the border of S. 
We rewrite Eq. (18′) with obvious notation:
Y ′ = F0(X, ε′)Y + G0(X, ε′) + Y0(X, ε′, Y ),
where we know that G0(X, ε′) → 0 and Y (X, ε′)0(X, ε′, Y ) → 0 when |X| → ∞,
and that F0(X, ε′) ∼ Xpf (0) in the domain considered. The existence and properties
of Y and Y0 do not to be proved again. We can start by inserting Y = Y0 +ε′Z1, which
leads to:
Z′1 =
(
F0(X, ε
′) +(X, Y, ε′)
)
Z1
+Y0 F0(X, ε
′) − F0(X, 0)
ε′
+ G0(X, ε
′) − G0(X, 0)
ε′
+Y0(X, Y, ε
′) −(X, Y0, 0)
ε′
.
We simply rewrite this equation as a linear equation
Z′1(X, ε′) = Z1(X, ε′)F1(X, ε′) + G1(X, ε′) (22)
with, for |X| < C1|ε′|−1,
F1(X, ε
′) = F0(X, ε′) +0(X, Y, ε′) ∼
X→∞X
pf (0),
G1(X, ε
′) = Y0 F0(X, ε
′) − F0(X, 0)
ε′
+ G0(X, ε
′) − G0(X, 0)
ε′
+Y00(X, Y, ε
′) −0(X, Y0, 0)
ε′
,
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|G1(X, ε′)| < CY |ε′|(−1)(−p−1)CF |ε′|(p+1)(−1) + 1 + CY |ε′|(−1)(−p−1) × 11.
Hence, we ﬁnd a unique Z1 nonexponentially large at inﬁnity in the good direction
(since Xpf (0) remains dominant in F1), and the exact behaviour of Z1 at inﬁnity
depends only on the one of
∣∣∣∣G1(X, ε′)F1(X, ε′)
∣∣∣∣ < CG
ε′(−1)p
= CGε′−(−1)p.
In other words, Z1/Xp remains bounded at inﬁnity (which can be compared with the
result for bounded Y : Y/Xp+1). And the function Y1(X) = limε′→0 Z1(X, ε′) has the
same behaviour.
Now the induction becomes trivial. If Zn is a solution of the equation
Z′n(X, ε′) = Zn(X, ε′)F1(X, ε′) + Gn(X, ε′)
verifying the property Zn(X, ε′)/Xp+1−n and Gn(X, ε′)/Xn−1 bounded (for |X| <
C2|ε′|−1), and as a consequence Yn(X)/Xp+1−n also, we are able to write Zn =
Yn + ε′Zn+1. We obtain the differential equation for Zn+1
Z′n+1(X, ε′) = Zn+1(X, ε′)F1(X, ε′) + Gn+1(X, ε′)
with Gn+1(X, ε′) = Yn(X) F1(X, ε
′) − F(X, 0)
ε′
+ Gn(X, ε
′) − Gn(X, 0)
ε′
. This function
is of order Xn−p−1Xp+1+Xn−1+1 = Xn, so Zn+1 is of order Xn/Xp = Xn−p (always
for large X, but |X| < C2|ε′|−1).
This ends the proof of Theorem 1. 
Remarks.
1. Even if it means reducing the domain D of the existence of the solution y in the
x variable, it is clear that the results remain true if we let the argument of ε vary
in a small sector. Therefore, the solutions y(x, ε) are holomorphic in ε, maybe in
large sectors S0.
2. The existence of Y (X, ε′) is proved only for large X. However, since its differential
equation is nonsingular, Y can be continued for all X in any compact subset of the
existence domain of Y0(X).
3. As a consequence, if g and  are holomorphic on x = 0, then y can be continued
till this point, where it remains bounded. In this case, actually, the 0 function is
a solution of the equation for Y0; hence, it is the unique bounded solution we de-
sire; then it is easy to see that the following functions Y1(X), Y2(X), . . . , Yp+1(X)
are all identically zero as well. Consequently y(0, ε) = (1/ε) Y (0, ε′) remains
bounded.
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4. Using this last result, we have a new proof of the existence of canard solutions.
Consider an equation
εy′ = xpf (x)y +  · X + g(x) + ε(x, ε, , y)
with  = (0, 1, . . . , p−1) ∈ Rp and  · X = ∑p−1n=0 nxn, and with all coefﬁcients
holomorphic near x = 0. We do have a formal solution with yn functions nonsingular
at 0, for a unique formal value of (ε). If we choose the n so that the (p + 1)
solutions existing on each mountain around 0 coincide at x = 0, we have constructed
a solution whose domain includes a full neighbourhood of 0. The details of the proof
are left to the reader, however.
5. It is clear, at least in these last cases, that the results of Theorem 1 are not always
optimal (but it is possible to construct examples where they are). In general, the
differences are bounded by the ﬁrst neglected terms.
The link between Eqs. (1) and (15) is easy to show in the general case. We begin
with the linearization of Eq. (1) around the “slow curve” yˇ0. We insert yˇ = yˇ0 + εy,
or (which is often better) yˇ = yˇ0(1 + εy):
ε
[
dyˇ0
dx
(1 + εy) + εyˇ0 dy
dx
]
= F(x, yˇ0(1 + εy), ε, aˇ) − F(x, yˇ0, 0, aˇ0)
ε
dy
dx
= −1
yˇ0
dyˇ0
dx
(1 + εy) + 1
yˇ0
F(x, yˇ0, ε, aˇ) − F(x, yˇ0, 0, aˇ0)
ε
+yF(x, yˇ0 + εyˇ0y, ε, aˇ) − F(x, yˇ0, ε, aˇ)
εyˇ0y
.
We write this in some “normal” form, supposing that F is holomorphic in all its
variables, and obtain, with a = aˇ − aˇ0
ε
, our old Eq. (3)
εy′ = f (x)y + g(x) + ah(x) + ε(x, ε, a, y).
Now if a(ε) is determined, this is equivalent to (15).
To use the result of the theorem, and prove estimate (6), let us write the difference
between the differential equations for y+ and for y−:
ε(y+ − y−)′ = f (x)(y+ − y−) + (a+ − a−)h + ε
(
(x, ε, a+, y+) −(x, ε, a−, y−)
)
and inserting d = y+ − y−, b = a+ − a−,
εd ′ = (f + εy)d + b(h + εa);
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this equation is obtained for example with a(x, ε, a+, a−, y+, y−) =
(x, ε, a+, y+) −(x, ε, a−, y+)
a+ − a− and y(x, ε, a
+, a−, y+, y−) =
(x, ε, a−, y+) −(x, ε, a−, y−)
y+ − y− .
This equation has the (unique) following solution which tends to 0 at +∞:
d(x, ε) = 1
ε
∫ x
+∞
exp
(
F(x) − F(t)
ε
)
exp
(∫ x
t
y(u) du
)
b(h(t) + εa(t)) dt,
where F(x) stands for
∫ x
1 f (u) du. Besides we note a(t, ε, a
+, a−, y+(t, ε), y−(t, ε))
in the short form a(t), and analogue with respect to y(u). So, for all x, we have
b = εd(x, ε) e
−F(x)/ε∫ x
+∞ e−F(t)/ε exp
(∫ x
t
y(u) du
)
b(h(t) + εa(t)) dt . (23)
Now, for all x ∈]0, 1[ , the integral ∫ x+∞ e−F(t)/ε exp (∫ xt y(u) du) b(h(t)+ εa(t)) dt
has at most polynomial growth in ε; this result arises from an estimate by the saddle
point method. Since d(x) does not become exponentially large for x > 0, the only
exponential term here is e−F(x)/ε, which leads to (6).
4. Determination of the Stokes constant for Eq. (13)
The differential equation for Y0
Y ′0 = −
2
X
Y0 + 1
X4
− 2
X2
+ 1
X5Y0
(13′)
has two distinct conjugated solutions Y+0 and Y−0 , bounded as X → +∞ and, respec-
tively, as X → ±i∞. They do have the same asymptotic expansion, and the difference
between these functions is exponentially small when X → +∞. This difference corre-
sponds to Stokes’ terms. We will prove that:
Lemma 2. The difference between these two solutions Y+0 and Y−0 is
(Y+0 − Y−0 )(X) ∼
X→+∞ 32i
√
2X4e−2X2 .
We cannot explicitly give the exact solutions of the differential equation, but we are
able to solve it enough to come to this statement.
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At the beginning, we perform a change of variable, using t = 1/X:
dY0
dt
= 2Y0
t
− t2 + 2 − t
3
Y0
,
and then we use the new function u(t) deﬁned by Y0(t) = t2u(t)
2tu + t2u′ = 2tu − t2 + 2 − t/u,
u′ = −1 + 2
t2
− 1
tu
,
and thereafter v(t), so that u(t) = −t − 2t−1 + v(t)
dv
dt
= 1
t2 + 2 − tv(t) .
Now, rather than considering v as a function of t, we choose to work with the inverse
function: From now on we consider t as a function of v
dt
dv
= t (v)2 + 2 − vt (v).
This is a Riccati equation. The usual way to solve these equations is to use the new
function z such that t = − z′(v)
z(v)
.
−z
′′
z
+ z
′2
z2
= 2 + v z
′
z
+ z
′2
z2
,
z′′ + vz′ + 2z = 0.
The last equation is a hypergeometric differential equation, and admits the following
two independent solutions (among others):
z1(v) = v exp
(
−v
2
2
)
and z2(v) = v exp
(
−v
2
2
)∫ v
i∞
1
w2
ew
2/2 dw,
whose derivatives are
z′1(v) = (1 − v2)e−v
2/2 and z′2(v) = (1 − v2)e−v
2/2
∫ v
i∞
ew
2/2
w2
dw + 1
v
.
Finally, all solutions t (v) can be written as
t (v) = C1z
′
1 + C2z′2
C1z1 + C2z2 =
C1(v2 − 1)e−v2/2 + C2(v2 − 1)e−v2/2
∫ v
i∞
ew
2/2
w2
dw − C2/v
C1ve−v2/2 + C2ve−v2/2
∫ v
i∞
1
w2
ew
2/2 dw
.
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However, all these solutions t are not convenient for us: we desire only those that
satisfy
Y0(X) ∼
X→∞
1
2X3
;
hence, after change of variables,
−t3 − 2t + t2v ∼
t→0 t
3/2,
so as a necessary condition we have that t be equivalent to
t (v) ∼
v→∞ 2/v.
Now if we take C2 = 0, this gives t = v2−1v , which is not equivalent to 2/v.
On the other hand, for all other solutions we ﬁnd a good equivalent (in the convenient
sector at inﬁnity where they are deﬁned). Using integration by parts, we prove that, as
v → ∞,
∫ v
i∞
ew
2/2
w2
dw = 1
v3
ev
2/2
(
1 + 3
v2
+ o(1/v2)
)
.
Consequently, if C2 = 0, the functions z = C1z1 + C2z2 satisfy
z′(v) ∼
v→∞ −
2C2
v3
, z(v) ∼
v→∞
C2
v2
, (24)
hence
t (v) ∼
v→∞
2
v
and the corresponding solution Y0 has the expected behaviour at inﬁnity.
Since C2 = 0 in the cases that are of interest, from now on we will write t (v) with
one single constant C = C1/C2 (or take C2 = 1):
t (v) =
(v2 − 1)e−v2/2
(∫ v
i∞
ew
2/2
w2
dw + C
)
− 1
v
ve−v2/2
(∫ v
i∞
ew
2/2
w2
dw + C
) .
In the case C = 0, the function t+(v) is well deﬁned for all v, arg(v) ∈ [−/4 +
, 5/4 − ] (for all  > 0), because when arg(v2) ∈] − /2, /2[, the exponential
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term e−v2/2 is bounded and when arg(v) ∈ [/4, 3/4], the integrals are effectively
exponentially small. Going back to the X variable, we obtain the existence of a solution
Y+0 at least for all X large enough on the real axis and on the Northern mountain (cf.
Fig. 1) according to the relation X = 1/t (v) ∼ 2v.
In the case C = i√2, the function t (v) can be written as
t−(v) = (v
2 − 1)e−v2/2 ∫ v−i∞ ew2/2w2 dw − 1v
ve−v2/2
∫ v
−i∞
1
w2
ew
2/2 dw
.
Actually, integrating by parts
∫ +i∞
−i∞
exp(w2/2)
w2
dw =
[
−exp(w
2/2)
w
]i∞
−i∞
+
∫ +i∞
−i∞
exp(w2/2) dw
and after the change of variable t = iw/√2,
= √2/i
∫ −∞
+∞
exp(−t2) dt = i√2.
The solution t− gives a solution Y−0 for X in a symmetrical domain, with respect to
the real axis, to the domain corresponding to t+.
Now we consider complex variables v+ et v−, so that
t+(v+) = t−(v−) ∈ R.
By symmetry, both numbers v± are conjugated. We wish to study the difference between
these numbers when they grow near +∞.
t+(v+) = t−(v−)
is equivalent to
z+′(v+)
z+(v+)
= z
−′(v−)
z−(v−)
=
z+′(v−)
(
1 + i√2 (v−2−1)e−v
−2/2
z+′(v−)
)
z+(v−)
(
1 + i√2 v−e−v−
2
/2
z+(v−)
) .
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Observing that all functions e−v2/2/z± and e−v2/2/z±′ are exponentially small when
v → ∞, we are allowed to write:
z+′(v+)
z+(v+)
= z
+′(v−)
z+(v−)
(
1 − i√2
[
(v−2 − 1)e−v−2/2
z+′(v−)
−v
−e−v−
2
/2
z+(v−)
]
(1 + o(1))
)
,
t+(v+) − t+(v−) ∼ −t+(v−)i√2e−v−2/2
[
(v−2 − 1)
z+′(v−)
− v
−
z+(v−)
]
.
Hence, with the equivalents for z and z′ found at (24) (where C2 is taken equal to 1),
t+(v+) − t+(v−) ∼ −i√2e−v−2/2v−4.
Now, since v+ ∼ v− ∼ v, we are able to write
t+(v+) − t+(v−) ∼ (v+ − v−) t+′(v).
Finally,
v+ − v− ∼ i
2
√
2e−v2/2v6.
It is easy to go back to (Y+0 − Y−0 )(X), with the following relation:
Y+0 − Y−0 =
v+ − v−
X2
and v ∼ 2
t
∼ 2X.
We obtain
(Y+0 − Y−0 )(X) ∼ 32i
√
2X4e−2X2 (Lemma 2)
with the Stokes coefﬁcient
C = 32i√2.
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