Abstract-Content-based image retrieval (CBIR) systems have drawn intense interest from many researchers in recent years. Over this period, certain degree of success has been achieved in domain-oriented systems for applications such as facial recognition and medical diagnosis. However, the machine learning techniques used in these systems mostly assume that all the targeted images belong to a single group. Thus, most of the research efforts so far have been trying to search for one or a combination of global image features that can be used to differentiate the targeted images from the rest. This is not the case for a generic image database. Quite often, images that are similar semantically may be completely different with the visual context. In this paper, the authors propose a local grouping strategy together with a multiple Gaussian distributions distance ranking approach in an attempt to address the retrieval and ranking of images that belong to multiple disjoint groups.
I. INTRODUCTION
ontent-based image retrieval (CBIR) system has been one of the most active areas of research in recent years. This is largely due to its potential in many commercial applications such as facial recognition in security surveillance systems, or, in computer aided diagnostic systems for medical applications. The other reason for the high level of activities may be due to the fact that the approach suggests an alternative means to solve the image retrieval problem. Within the scope of research directions, issues such as semantic gap and indexing structure are still largely unanswered. This will ensure an ongoing interest and research activities in the near future.
Recently, Relevance Feedback in CBIR systems has gained much attention. It is a strategy that invites interactive inputs from the user to refine the query for subsequent retrieval. This approach generally starts from prompting the user to initiate a search of the database using keywords, image examples or a combination of both. By presenting the initial results to the user, the system then prompts the user to select a number of relevant images from the results. After the user selected the images, the system will then refine the original query by analyzing the common features among the selected images. This process is continued iteratively until the target is found. In this approach, the appropriateness of the selected "relevant" images and the determination of the "common features" will be the most crucial factors in getting the "correct" images from subsequent search. In this phase of learning, intelligent techniques such as neural network and fuzzy logic have been used. Evolutionary computation techniques have also be used in optimizing the process.
Out of all the approaches [1] in relevance feedback, statistical discriminant analysis and kernel method have shown great promises in the ability to analyze the importance of certain features from a set of given sample data. The ability to classify data given only small amount of sample data with relatively accuracy has intrigued researchers from this field. Support vector machine (SVM) [2, 3] and the kernel discriminant analysis [4, 5] are examples of the most popular approaches in recent years. Support vector machine approach has the ability to generalize the common feature characteristics while the other approach can be treated as an optimized learning problem. In particular, discriminant analysis approach has been commonly used in facial recognition systems [5, 6] .
The approaches discussed have all shown great potentials. However, all of the described approaches assume that all positive labeled samples are visually related, and hence, they can be described via a linear or non-linear relationship. The goal for most of the reported approaches is to transform all the positive samples into a feature sub-space which can be grouped together and reference via a centroid point. However, this assumption may only be valid for a domain-specific application. As Kim and Chung [7] pointed out, this is often not the case for a more generic or domain non-specific image database. In this case, instead of finding the global point, it maybe more appropriate to use multiple set of query points to retrieve images that are close to their local neighborhood.
To the authors' knowledge, only a handful of literature [7, 8] have attempted to resolve the issue with multi-class data in CBIR systems. Peng [8] explicitly prompted users to classify the images with different labels given. Such approach requires users to manually classify the images. Thus, the responsibility is on the user to have the correct classification. On the other hand, Kim and Chung [7] only require users to rank the relevancy of the images through a given score. The scores are then used as weights attached to the image features. The different clusters are formed by measuring the radius between each positive label data. Both approaches have treated the issue as a classification problem. Without any further modification, neither of them is appropriate to be used for image ranking purpose. C discriminant analysis approach in order to retrieve and rank groups of images which are visually different. This paper will first provide a brief description on the background theory, and it will be followed by a description of the proposed framework. The paper will then look at the experiment conducted on the proposed method. Lastly, a conclusion is provided on the findings from this study.
II. BACKGROUND
A. Discriminant Analysis Discriminant analysis [9] is a statistical pattern recognition approach that attempts to maximize the distances between different labeled data samples. This is achieved by calculating the scatter matrix of the inner-and inter-classes of the different data samples. The scatter matrix is represented in the form of a covariance matrix. The goal of the discriminant analysis is to find a weight matrix such that the distances between the two scatter class matrixes are maximized. The problem can be expressed as: and, m represents the mean vector of the positive samples. As for the inter-class matrix, different types of discriminant analysis approach will have corresponding inter-class scatter matrix. The next section provides a description of the inter-class scatter matrix for the nonparametric discriminate analysis.
B. Nonparametric Discriminant Analysis (NDA)
In the nonparametric discriminant analysis approach, the inter-class scatter matrix is derived from the distances obtained from the vectors pointing to the centroid of another class of sample data. The main advantage of NDA over other statistical discriminant analysis such as the linear discriminant analysis (LDA) [9] and bias discriminant analysis (BDA) [4] is that NDA does not require all positive samples to be based on a single Gaussian distribution. Hence, NDA does not require an additional kernel transformation matrix to transform the non-linearly related data to a new feature space for analysis. It therefore eliminates the use of extra parameters. This scatter inter-class matrix for NDA is normally expressed as: Tao and Tang [10] reported that for a two-class discrimination, the value of k is constant and its effect on the accuracy of algorithm is negligible when the constant is bigger than 3. However, one has to be careful in selecting k for multi-class clustering. In multi-class clustering, k can no longer be a constant. It varies according to the number of samples available as its neighbor. The following section provides a description of the approach the authors used in finding number of the neighborhood sample available in each positive group.
C. Local Grouping Strategy
This paper adopts a local approach in determining the number of samples available for each positive sample group. This approach is based on calculating the Euclidean distances of all the samples, including negative samples, from a reference point. The distance measure is then used as the criteria for sample grouping. In this paper, the centroid of all the positive label samples is used as the reference point. The assumption is that if two labeled samples are close together their reference distances will also be similar. The two positive labeled images will be separated into different groups if there is a negative labeled sample that its reference distance is larger than one while smaller than the other positive label sample. For illustration, table 1 demonstrates the proposed local grouping strategy. In the table, all the images are listed in ascending order according to their referenced Euclidean distances. Since image 5 is a negative labeled image, and it is in between the positive labeled images 4 and 6. According to the grouping strategy, the positive labeled images will be clustered into two groups such that images 2, 3 and 4 belong to one group, while images 6, 7 and 8 belong to the other group. 
D. Image Ranking
The traditional Mahanabolis and Euclidean distance measure for data ranking all make the assumption that there is only one positive centroid. These two ranking approaches are obviously not applicable for data samples that contain multiple groups. Ideally, if the input sample is visually similar to one of the positive visual group, the reference distance of the sample should be relatively small. On the other hand, the reference distance of the negative label distance should be relatively large as compared to the positive label sample. One may consider this as a multiple "band-pass filter". It is possible to use the polynomial function for modeling the characteristic of the band-pass filter, however, it is rather difficult to specify the width of the filter. A better alternative is to use the Gaussian distribution to describe the filter. Using the Gaussian distribution, one can express the band-pass as follow:
where M is the number positive groups determine by the approach as describe in the previous section, i m is the centroid vector of a positive group, and,σ is the spread factor of the specific positive group. Ideally, the distances for the negative samples should be as close to M as possible. Thus, the spread factor is the Euclidean distance of the closest negative labeled sample to the positive centroid. Fig. 1 shows the ideal situation for two positive centroid which locates at x = 3 and x = 8. 
E. The Overall Relevance Feedback Approach
This paper proposes a relevance feedback approach for querying and retrieving images that are visually different. The proposed relevance feedback approach is as follows: 1) User input a query image.
2) The visual features of the query are extracted by the system. 3) All images in the database are sorted in an ascending order based on the distance of dissimilarity. 4) The system displays images with top twenty ranked in an ascending order.
5) User selects the positive images and the rest of the displayed images will be automatically labeled as negative. 6) Use the local grouping strategy to group the labeled images. 7) Query the images in the database and projects the imges to a transformed space based on the NDA approach. 8) Rank the images using (6). 9) Goto step 4 with the NDA transform data, and start a new iteration of retrieval.
III. EXPERIMENT RESULTS

A. Distance Ratio Before and After Local Grouping
As described in the previous section, the goal of the statistical discriminant approach is to maximize the distance ratio between the positive and the negative samples. The performance of the proposed grouping approach can be tested by calculating the distance ratio of the transformed data by using the non-group and the proposed grouping strategy. The ratio is defined as the sum of Euclidean distances between the negative labeled image and the positive labeled image over the sum the distance between each positive labeled image within each cluster group. The ratio can be expressed as: In this test, image samples are labeled with either a positive or negative tag. Within the image set, at least two to three different visual groups of images are selected as positive. There are only three to four images within a positive visual group, and, only 24 images are labeled at a given time. This is specifically done to emulate situation where the user selects very few images as the positive samples. Table 2 shows the test result gathered from images collected from the Corel Image database. The result shows that the distance ratio for the grouped data is bigger than the non-group data indicating better discrimination has been achieved as the result of the proposed grouping approach. 
B. Overall Retrieval Result and Evaluation
To evaluate the overall proposed approach, the authors have selected the water-filling edge histogram [11] , HSV histogram, global edge direction histogram [12] , HSV colour moments [13] and colour intensity histogram. Altogether, there are six features. The testing is performed on 130 images gathered from the Corel Image database. The images are selected with 4 themes and each theme comprises of at least two groups of images that are visually different. The retrieval result is summarised in Table 3 and Table 4 . Table 3 shows the number of positive images in the highest rank over the number of positive image available in the database, and, Table 4 shows the number of positive images ranked in the top 20. With the exception of test 4, all the other testing demonstrates a significant improvement in the retrieval accuracy. After careful analysis on the result shown on test 4, the authors found that the main reason for the poor performance is due to inadequate number of samples used for retrieving a specific visual group. Two visual groups were targeted as the positive samples, but only one image from one of the visual group was retrieved in the early iteration. The ranking algorithm as expressed in (6) become too sensitive to that sample alone, hence it is unable to retrieve the images visually similar to the specific image. A nonparametric discriminant analysis approach has been proposed for retrieving images that may belong to different visual groups. The proposed scheme uses local approach for sample grouping which improves the discrimination ability between the positive and negative labeled samples. On the data ranking, the paper proposed a multiple band-pass to model for the multiple positive centroids. As demonstrated in the test results, this ranking approach is able to rank image samples that belong to multiple visual groups. This paper has only used a simple approach in grouping the local samples. Although, the testing shows an improvement on the discrimination ability of the data, it is one of the authors' immediate future goals to explore other approaches in grouping the local samples.
