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1. INTRODUCTION 
Let G(x) be the Fourier sine transform of g(t), 
G(x) = (2/r)‘j2 jam sin &g(t) dt, 0 < x < 00. (1.1) 
Sz.-Nagy [19] proved that if 0 < y < 1, g(t) $0 on (0, co), and tg(t) belongs 
to L(0, I), then 
s 
l 1 x-yG(x)I dx < 00 if and only if 
0 IS 
m 
@g(t) dt < co (1.2) 
1 
and 
.c 
m [ x-yG(x)I dx < co if and only if 
1 IS 
1 
t’-‘g(t) dt < co. (1.3) 
0 
He proved similar results for the Fourier cosine transform also except that, 
when y = 1, the conditions are somewhat different. 
These integrability theorems of Sz.-Nagy have been extended with 
modifications in different directions. Heywood [14] has discussed these when 
the integrals in (1.2) and (1.3) are assumed to be only conditionally conver- 
gent. Robertson [17] has replaced the function ty-l with a more general 
function. Since ty-l and g(t) are monotone functions, Edmond’s results on 
Parseval’s formulas for monotone functions ([4], [5]) are related to this 
problem. Finally, Boas [I] and Heywood ([9], [lo], [13]) have discussed 
integrability theorems for the characteristic functions and the Laplace 
transform, respectively. We prove that Sz.-Nagy’s results can be extended to 
a much wider class of integral transforms, 
G(x) = jm k(xt)g(t) dt, o<x<co (l-4) 
0 
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when the kernel K(t) satisfies rather general conditions. In particular, we show 
that similar results hold for the Hankel transform which reduces to the Fourier 
sine and cosine transform for special values of the parameter. 
To prove the Tauberian implications of our results, we use the concept of 
variation diminishing regular summability kernels. If a non-negative function 
w(x) is such that sr w(t) dt = 1, then x-lw(t/x) is a regular summability 
kernel ([8], p. 50). The function w(x) is also a frequency function. We say 
that it is variation diminishing ([15], p. 83) if the number of changes of sign 
of w * K(X), 0 < x < co, never exceeds those of K(X) where 
w * k(x) = j-a w(t) k(d) dt. 
0 
We require that if k is the kernel in (1.4), then w t K(X) has no change of sign 
for some such function W(X). The kernels sin x and cos x obviously satisfy 
this condition since, for W(X) = e+, w * sin(x) and w * cos(x) are non- 
negative. 
The Fourier and the power series are closely related to the Fourier and the 
Laplace transforms, respectively. For this reason, quite often the integrability 
of these series and the corresponding transforms is discussed side by side. 
The results obtained here are applicable to some series also. An example on 
Schliimilch series is given in Section 7. 
2. NOTATION AND BASIC ASSUMPTIONS 
The functionsf( t) and K(t) are real and measurable. They satisfy the follow- 
ing assumptions: 
(i) K(t) is essentially bounded in 0 < t < co, 
(ii) K(t) = K(0) + BP + o(F), t---f 0, B # 0, f? > 0, 
(iii) f(t) is monotone in (0, cl) for some ci > 0 and is of 
bounded variation in (ca , co) for every cs > 0, 
(2.1) 
(2.2) 
(2.3) 
(4 Jo1 I WI I d!(t)1 -c 03. (2.4) 
The function F(x) denotes the k transform of f(t) and is defined by 
F(x) = Iom 44 df@), o<x<co. (2.5) 
For later reference, we note the following: 
THEOREM 1. Let 0 < y < /3. Then 
(4 lo1 tY I NOI < aJ 
implies 
s 
m 
x-y-l 1 F(x) - F(O)1 dx < co; 
1 
i-m 
tb) J, 
tY I dW)l < ~0 
implies 
s 
1 
x-7-l 1 F(x) - F(O)1 dx < 00. 
0 
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(a) By (2.2) and (2.3), th ere exists a 6 > 0 such that 
(i) l/2 1 B 1 t@ < j k(t) - k(O)\ < 2 j B 1 tB, 0 < t < 6 
and 
(ii) f(t) is monotone in 0 < t < 6. 
(b) In (2.9, without loss of generality, we may assume that f(t) is 
positive and decreasing in (0, 8); f is not necessarily bounded in this interval. 
(c) By (2.4), if k(0) # O,f(O +) is finite. We may definef(0) = f(0 +). 
In this case f(t) is of bounded variation in 0 < t < co. If k(0) = 0, then 
jk P 1 df(t)l < 00. In either case, F(x) exists for all x 2 0. 
In what follows, it is understood that f and k satisfy the assumptions 
(2.1)-(2.4). Iff(0 +) d oes not exist, then for every measurable function h(x), 
loa h(x) df(4 = 52 Ia h(x) df(4 a>0 
E 
whenever the limit exists. 
Finally, the letters C and M, with or without subscript, denote positive 
constants, possibly different from one appearance to another. 
3. MAIN RESULTS 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
THEOREM 2. Let 0 < y < /3. If there exists a nontrivial function w(x) such 
that 
(i) W(X) > 0, W(X), and x5,(x) are in L(0, CO), 
(ii) k*(y) - k*(O) has no change of sign in 0 < y < CO where 
k*(y) = Iorn 4x) k(v) dx, 
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then 
(a) (3.2) 3 (3.1); 
(b) (3.4) 3 (3.3) provided that f(t) is monotone in (N, co) for some 
N> 1. 
The above theorems give a set of sufficient conditions on the kernel so that 
(3.1) o (3.2) and (3.3) o (3.4). We note that if K(0) is nonzero, Theorems 
l(a) and 2(a) are trivial because in that case f(0) must be finite. The main 
interest, however, is in the case when K(0) = 0. Furthermore, k(x) - iz(0) 
can be regarded as the kernel without effecting any change and this kernel 
is zero at x = 0. 
These theorems break down when y = 0 or y = /I. We consider next the 
exceptional case y = 0. 
THEOREM 3. A sufficient condition that 
is that 
.r 
1 
x-l 1 F(x) -F(O)] dx < co (3.5) 
0 
s 
O” log t 1 df(t)j < CO. (3.6) 
1 
The condition is not necessary. 
Under our hypotheses on f (t) and h(t), the existence of 
s ’ X-” 1 F(x) - F(O)1 dx 
or 
0 
Irn ty-1 1 df(t)] , Y<l 
1 
is not of interest because both of these integrals converge without any 
additional hypotheses. On the other hand, it is fairly simple to verify that, 
even if f (t) behaves nicely at the origin, x-y[F(x) - F(O)] may not belong to 
L(1, 00) for y < 1. If we formally interchange the order of integration, we 
obtain 
/la x-“[F(x) - F(O)] dx = Jim x-y dx Iom [k(xt) - k(O)] df (t) 
= 6 v-l df (t) Im u-+(u) - h(O)] du. 
t 
This suggests that we may be able to discuss the convergence of the integral 
on the left-hand side provided that we assume the convergence of the inner 
integral on the right-hand side. Hence, we give the corresponding inte- 
grability theorems for y < 1, with some modification. We omit the term 
F(0) and assume the convergence of the integral sp ZP~(ZL) du in the Cauchy 
sense. 
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THEOREM 4. Let y < 1 and 
Then 
s +I0 u-‘%(u) du = 4. 0 
I 
1 
tY-l / df(t)l < co 
0 
implies the existence of 
I 
+m 
x-F(x) dx. 
1 
(3.7) 
(3-g) 
(3.9) 
Conversely, if G # 0 and there exists a function W(X) such that 
(i) w(x) 3 0, sr w(x) dx = 1, 
(ii) x~+lw(x) E L(0, co), 
(iii) sr t-Yq(t) k( ) d h tx t as no change of sign in 0 < x < CO, where 
wl(t) = rrn U(U) du, (3.10) 
Jt 
then the existence of (3.9) implies (3.8) provided that 0 < y < 1. 
It is possible to extend the Tauberian implication of the above theorem to 
negative values of y provided that W(X) can be chosen properly. If X%J(X) is in 
L(0, oo) for every p > 0, then the restriction 0 < y < 1 can be replaced by 
y < 1. We do not give this extension. 
If y = 1, the existence of the integral (3.7) implies that R(0) = 0. However, 
if k(0) # 0, the situation is quite different. As noted earlier, (2.4) implies 
that f (0 +) exists. In the next theorem, we shall assume that f (0) = f (0 +). 
Without loss of generality, we may assume that f (0) = 0 and that f(t) is 
increasing in (0, S). 
THEOREM 5. Let f (0) = f (0 +) = 0, f(t) t in (0, a), NO) f 0, and let 
Then 
s 
-am 
u-%(u) du exists for t > 0. 
t 
s l lodll4 df (4 
(3.11) 
0 
exists if and only if s;m x-lF(x) dx exists. 
The other exceptional value of y, namely, y = /3, in Theorems 1 and 2, 
is considered next. 
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THEOREM 6. If 
s 
1 
t6 1%(1/t) I df(t)l < CfJ (3.12) 
0 
then 
s 
m 
x-B-1 1 F(x) - F(O)/ dx < 03. (3.13) 
1 
Conversely, ;f there exists a nontrivial function w(x) which satisfies the condi- 
tions (i) and (ii) of Theorem 2, then (3.13) 2 (3.12). 
The corresponding result regarding the integrability of x-O-l[F(x) - F(O)] 
into the origin presents a problem. A formal interchange of the order of 
integration shows that we must make certain additional assumptions because 
~-6-r[k(x) - K(O)] is not integrable into the origin. The following theorem 
corresponds to similar theorems given by Sz-Nagy ([19], Theorem VI) and 
by Heywood ([lo], Theorem 5) for the Fourier cosine and the Laplace 
transform, respectively. 
THEOREM 7. Let 
h(x) = h(0) + 23x6 + cxB+w  o(xB+r’), x-0, p >o. 
If 
s 
m t6 df (t) = 0 (3.14) 
0 
I m te log t 1 df(t)j < co 1 
then 
/-’ x-6-l 1 F(x) - F(O)] dx < 00. 
JO 
(3.15) 
(3.16) 
Conversely, (3.14) and (3.16) imply (3.15) provided that k(x) - k(0) - Bxe 
does not change sign in x > 0 and f (t) is monotone for t > N for some N > 1. 
We point out that these theorems may be extended to larger values of y, 
under appropriate conditions on f(x) and K(x), as done by Gonzalez- 
Ferndndez for the Fourier sine and cosine series. 
4. RESULTS STATED AS LEMMAS 
In this section we collect certain preliminary results needed to prove the 
theorems. We state them as Lemmas. The first one is due to Sz.-Nagy [19]. 
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LEMMA 1. Let 4(x) and 9(x) b e t wo monotone functions (#t, 44) deJined 
in 0 < x < u, such that $(O +) = 0. If ei th er one of the integrals ~:#J(x) d+(x) 
or Jf #(x) d+(x) exists, then both integrals exist and lim,,, 4(x) 1+5(x) = 0. A 
similar result, with obvious modifications, holds for the interval (a, w). 
LEMMA 2. If 4(x) EL(u, oo), a 3 0, and x-lW(x) EL(O, co), then 
x-1 
s 
m 74+/x) 4(t) dt EL(O, w). 
a 
The proof is straightforward. 
LEMMA 3. Let f (t) be positive and decreasing in (0, 8). Then 
jol I 44 - WI I df (t)l = I;$;’ ; < :; 
jlm I W) - WI I df(t)l = j;;;;; 
x --f 0, 
x-+ co; 
w - W) = f$;; 
x -+ 0, 
x+ co. 
Proof. If x---f 0, by (2.2), 
jol I k(xt) - WI I dfM = 0 (x6 I,’ tB Idf(t)l) , 
whereas by Section 2(c), 
I 
1 
t6 I df(t)l < co. 
0 
j’ I 44 - WI I df @>I = j”‘” + G, + s,’ I WI - WI I df (Ol 
0 0 
= 11 + I, + 1, * 
By (2.2) and (4.4), 
1 I1 1 = 0 (x8 j,“‘” P 1 df (t)l) = 0(x0), 
By (2.1) and (2.3), 
I& I G 0 (j,’ I df (t)l) = O(1). 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
40914312-8 
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By (4.4) and Lemma 1, tsf(t) -+ 0 as t + 0 so that 
This proves (4.1). Since k(t) is essentially bounded, (4.2) is obvious. Finally, 
(4.3) follows from (4.1) and (4.2). 
Let G(x) and H(x) be defined as follows: 
G(x) = jol 4x0 df(t) (4.5) 
and 
H(x) = jlrn R(xt) df(t). (4.6) 
LEMMA 4. Let 0 < y < /3. Then 
s 
1 
x-y-l 1 F(x) - F(O)1 dx < co 
0 
if and only if 
s 
m 
x-y-l 1 H(x) - H(O)/ dx < CD. 
0 
Proof. Since, 
s 
1 
x-‘-l[F(x) - F(O)] dx 
0 
and 
= jol x-‘-l[H(x) - H(O)] dx + j’ x-v-l[G(x) - G(O)] dx 
0 
I 
’ x-y-l[H(x) - H(O)] dx 
0 
=s 
m 
0 
x-‘-~[H(x) - H(O)] dx - jlm x-“-~[H(x) - H(O)] dx, 
the conclusion follows by Lemma 3. 
LEMMA 5. Let 0 -=c y -=E /3. Then 
,. m 
Jl 
x-y-l 1 F(x) - F(O)] dx < co 
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if and only if 
I 
on 
x-y-l 1 G(x) - G(O)/ dx < 03. 
0 
The proof is similar to that of Lemma 4. 
LEMMA 6. Let p 2 /?. If W(x), x”W(x) EL(O, CD), W(x) >, 0, and 
then 
W*(x) = jo= W(Y) 4~~1 dh 
(a) W*(x) is uniformly bounded in 0 < x < CO, 
(b) J: W(y) dy = 0(x-‘% x > 0, 
(c) W”(x) - W”(0) = 0(x”), x--t 0. 
Proof. The parts (a) and (b) are obvious. To prove (c), we note that 
W*(x) - W*(O) = jo8" + 1^6: [&Y) - WI W(Y) 4, 
=o xfi ( jo8’~J”~~~) do) + 0 (j81z W(Y) 4’) , 
= 0(x0) + O(xu). 
5. PROOFS 
Proof of Theorem 1. 
I 
cc 
1 
x-y-l /F(x) - F(O)/ dx < jo9 1 df (t)] jlm x-‘-l 1 h(xt) - h(O)1 dx, 
EC= 
jam tY I df WI jt" u-y-l 1 h(u) - h(O)1 du, 
whereas 
s 
1 
0 
x-y-l 1 F(x) - F(O)1 dx < joffi I df (t)] i1 x-y-l / h(xt) - k(O)1 dx 
Z joa tY I df (t>l jot u-y-l 1 k(u) - h(O)] du. 
The theorem now follows from the following estimates: By (2.1) and (2.2), 
since 0 < y < /3, 
s m ~+‘--l 1 h(u)  k(O)1 du = I ;I;:” t+cc t t-0 
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and 
s 
t 
u-y-l 1 k(u) - k(O)1 du = O(l)’ 
t-cc 
0 O( ts-y), t --f 0. 
Proof of Theorem 2. By Lemma 5, x-~-~[F(x) - F(O)] EL( 1, CO) if and 
only if x-Y-~[G(x) - G(O)] EL(O, co). Let 
g(t) = t-l low (x/q,+1 w(x/t) x--[G(x) - G(O)] dx 
= t-v-1 
s 
om w(u) du 
s 1 WY) - WI df 0). 0 
Ey Lemma 3, the repeated integral above converges absolutely. Interchanging 
the order of integration, 
g(t) = t-7-l s,’ [k*(ty) - k*(O)] df(y). 
Since xyw(x) EL(O, co), by Lemma 2 it follows that g(t) EL(O, m). Hence, 
f 
m 
t-y-l dt 
0 
j 6 P*@Y) - k*(O)1 dfb9 1 < ~0. 
But, by Lemma 6, k*(t) is uniformly bounded and k*(t) - k*(O) = O(ta) 
as t + 0, so that 
s 
cc 
t-y-l dt 
s ’ I k*(v) - k*(O)1 I df(r)l < 00. 0 8 
Thus the integral I converges, where 
I = 
s 
m t-Y-1 dt a P*(~Y) - k*(O)1 df0). 
0 s 0 
Since the integrand does not change sign and f(y) is monotone in (0, a), 
I=J.08dfO~om t--Y-l[k*(ty) - k*(O)] dt 
= s,b YY df 09 jom u-y-l[k*(u) - k*(O)] du. 
To prove (3.1), it is sufficient to show that the integral 
s 
m 
~-‘-V*(u) - k*(O)] du, 
0 
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which obviously converges, has a nonzero value. Since k*(u) - k*(O) has no 
change of sign in 0 < u < co, we have only to prove that it is not a null 
function. We note that U-s[k(u) - k(O)] is uniformly bounded in 0 < u < 00. 
By the dominated convergence theorem ([22], p. 48), 
liiz u-S[k*(u) - k*(O)] = lii Jam (,x)-a [k(ux) - k(O)] X%J(X) dx 
Hence, 
=B m 
s 
x%o(x) dx. 
0 
k*(u) - k*(o) - Cu”, u-+0, c #O. (5.1) 
The proof of (b) is similar. By Lemma 4, x-v-l[F(x) -F(O)] EL(O, 1) if 
and only if x-v-l[H(x) - H(O)] EL(O, co). Let 
Then, 
h(t) = t-1 loa (ix/t)‘+’ w(x/t) x-“-l[H(x) - H(O)] dx. 
h(t) = t-y-l /la [k*(ty) - k*(O)] df(y). 
Also, h(t) EL(O, co), so that, 
i 
02 
t-7-l dt 
0 
1 Ilm P*(~Y) - k*(O)1 dfb9 1 < ~0. 
Since, 
.r 
m 
t-y-l dt 
s N I k*(v) - all I dfb)l -=c ~0, 0 1 
and f(t) is monotone in (iV, co), the proof can be completed as before. 
Proof of Theorem 3. 
Ia1 x-l / F(x) - F(O)1 dx d 1’ x-l dx Irn 1 k(xt) - k(O)/ 1 df(t)l , 
0 0 
Since 
u-l 1 k(u) - k(O)1 du. 
it follows that (3.6) * (3.5). 
408 SON1 AND SON1 
To show that the condition (3.6) is not necessary for every kernel which 
satisfies assumptions (2.1) and (2.2), we give a simple example. Let 
Then k(u) - k(0) = k(u) >, 0 for all u: 
jol X--l 1 F(x) - F(O)/ dx < j’ x-l dx jam k(xt) 1 df(t)l , 
0 
= jam I df(t)l jot u-lk(u) du, 
= jm I df’f(t>l mini (t, 1). 
0 
But this integral converges by (2.3) and (2.4). 
Proof of Theorem 4. 
I k(xt)l < I 4x4 - k(O)1 + I k(O)1 + 
Since f (0) - fi ‘t is m e when k(0) # 0, by Lemma 3, it follows that 
jm I k(xt)l I df(t)l = I;$;: 
x-to 
0 x--t al. 
Hence, 
s Y 1 x-T(x) dx = jam df (t) jl” x-vk(xt) dx, 
zz jam ty-l df (t) jfvt u-“k(u) du. 
Let 
4(t) = Jo’ uy-r df (u) and [(v, t) = jtVt u-yk(u) du. 
By (3.8), 4(t) is of bounded variation in 0 < t < 00 and #(O +) = 0. Also, 
.$(v, t) is continuous, and by (3.7) t i is uniformly bounded. Furthermore, 
iii: &J, t) = jtm ok(u) du, 0 < t < co. 
Therefore, by the dominated convergence theorem ([22], p. 48), 
lim ” 
s “+a 1 
x-T(x) dx = jam t-l df (t) Jtm u-yk(u) du. 
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The proof of the converse is somewhat more involved than that of 
Theorem 2(a) because the integral (3.9) converges only in the Cauchy sense. 
Proof of the converse, 0 < y < 1. 
F(x) is bounded in 0 < x < 1. Hence the existence of the integral (3.9) 
implies that for some C, 
Let 
s 
+m x-T+(x) ax = c. (5.2) 
0 
I(y) = y-l jam co(x/y) dx joz u-V(u) du, 
=s 
m 
s 
w 
44 dx u-T(u) du. o 
0 
(5.3) 
Since y-lw(x/y) is a regular summability kernel, I(y) + C as y + 00. We 
integrate (5.3) by parts. The integrated term vanishes at both ends, and we 
obtain 
I(Y) = Y- jam q(x) x-T(xy) dx 
= yl-y jaw wl(x) x-y dx jm K(xyt) df(t). 
0 
By Lemma 1, x%+(x) EL( 1, co) so that the repeated integral is absolutely 
convergent. Therefore 
Let 
I(y) = jam t-l df(t) jm u-‘%(u) w#yt) du. (5.4) 
0 
drt> = jm u-‘%(u) q(u/yt) du. 
0 
Again, since y-lw(x/y) is a regular summability kernel, T(yt) -+ Las yt -+ co. 
In particular, v(yt) + &as y + cc and t >, 6. By the dominated convergence 
theorem, 
s 
m Wrl(yt) df(t) + L’jm ty-l df(t) = Cl , y+ co. 
6 6 
But I(y) --f C as y -+ co. Therefore, 
J t’%yt) d!(t) - C - cl , y-+ co. 0 
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We can apply Fatou’s lemma to this integral. The integrand does not change 
sign, and for t > 0, T(yt) -+ 8 # 0 as y + co. Hence 
I 
6 
P-1 1 dj(t)l < co. 
0 
Proof of the converse, y = 1. 
When y = 1, we cannot use (5.2) because x-IF(x) may not be integrable 
into the origin. However, 
s 
Y 
u-~F(u) du + C, , V-+cO 
1 
implies that 
J(y) = y-l Ilrn 4x/r) (llz u-W) du) dx + C, , Y - ~0 
or that 
Jr) = j-TV W(X) dx (s:” u-T(u) du) - C, , y - 03. 
First we integrate by parts. The integrated term vanishes at both ends. Then 
we interchange the order of integration to obtain 
J(Y) = jam dfW J-yv x-Wxyt) 44 dx, 
u-%(u) w,(u/yt) du 
= Iom df(t> l/am - 1” u-W 44rt) du/ 
= MY> - “MY)* 
Jr(y) is the same asI for y = 1 in (5.4). We shall prove that Is(y) tends to 
a limit as y -+ CX). In that case Jr(y) must also tend to a limit and the proof 
can be completed as in the case y < 1: 
A(Y) = j-O1 + llm W) (Jo” u-l44 ~&W) du) 
= “MY) + UY)- 
We note that wl(u/yt) is uniformly bounded, ~~(0 +) = 1, and by the con- 
vergence of the integral in (3.7) for y = 1, R(0) = 0. Therefore the repeated 
integral Js converges absolutely and 
f+i JAYI = Jo1 4(t) It U-W) du. 
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Next, let 
h,(t) = jot u-%(u) du, 
j t u-l+) q(&) du = h(t) 41 /Y> + (rt>-’ j t h(u) 44~9 du, 
0 0 (5.5) 
and 
(yt)-’ jot 1 h,(u)1 w(u/yt) du < M 1”” w(u) du. 
0 
(5.6) 
From (5.5) and (5.6) we conclude that J4(y) tends to a limit as y -+ 00 and 
that 
f&~ JAYI = jlm df(t) I” U-W) da 
Before proving the next theorem, we prove a short lemma. The kernel 
considered in the lemma does not satisfy condition (2.2). 
LEMMA 7. Let 
O<t<l 
t>l (5.7) 
and let f (t) satisfy the conditions of Theorem 5. If 
P(x) = jam PW df (t), 
then s: x-lP(x) dx exists if and only if si log( l/t) df (t) exists. 
Proof. 
P(x) = ?b”‘df(t) = f(l/x). 
Hence, 
I 
co 
x-lP(x) dx = 
1 s 
m x-If (1 /x) dx 
1 
s 
1 
z=z x-‘f(x) dx. 
0 
By pmma 1, j: x-lf (x) dx exists if and only if j: log( l/x) df (x) exists. 
Proof of Theorem 5. Let 
464 = w - w)Pw~ 
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where p(x) is defined in (5.7). The kernel q(x) satisfies the basic assumption 
(2.1) and (2.2) as well as the condition (3.7). Sincef(0) is finite, by the Abelian 
implication of Theorem 4, 
J 
.+m 
x-l[F(x) - h(0) P(x)] dx (5.8) 
1 
exists. If jt log( l/t) df(t) exists then by Lemma 7, s: &P(x) dx exists and 
hence s;” &F(X) dx exists. Conversely, if j;” x-lF(x) dx exists, then by 
(5.8), ST;” x-lP(x) dx exists and by Lemma 7 again li log(l/t) df(t) exists. 
Proof of Theorem 6. 
s m x-‘-l ( F(x) - F(O)] dx < jm o t6 I df(t)l jtm u-f- 1 k(u) - h(O)/ du. 1 
Since 
it follows that (3.12) Z- (3.13). 
The converse is proved in essentially the same manner as Theorem 2(a) 
except for the fact that we cannot make use of Lemma 5. This requires some 
changes. To avoid repetition, we omit certain details in the proof. 
The convergence of (3.13) implies that 
Let 
gl(t) = t-l jlm (x/t)B+l w(x/t) x-0-l (1” [R(xu) - h(O)] df (u)) dx. 
We can show that 
gl(t) = t-4-l joa df(u) jlyf [k(xtzI) - k(O)] u(x) dx. 
By Lemma 2, gr(t) EL(O, 00). In particular, 
s 
00 
[k(xtu) - h(O)] w(x) dx (5.9) 
1 
t-6-l dt j0’ df(u) jlt 
converges. But the convergence of 
s 
cc 
t-6-l dt 
1 
jo’ I df WI jl’t I R(xtu) - k(O)1 u(x) dx 
0 
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together with (5.9) implies that of J5, where 
J5 = sp t-B-1 dt jo8 df(u) j; [k&u) - k(O)] W(X) dx,
-I 
00 - t-5-l dt 
s a [k*(tu) - k*(O)1 df(4 1 0 
= jo8 uB df(4 jum 
t--[k*(t) - k*(O)] dt. 
BY (5.1), 
I m t+‘[k*(t) - k*(O)] du N Clog(@), u -+ 0, u 
and the conclusion follows. 
Proof of Theorem 7. 
s 
1 
0 
x-e-l 1 F(x) - F(O)/ dx = j1 x-B--l dx / j: [k(xt) - k(0) - BxV] df(t) 1 
0 
< jam I df(t>l jol x+-l 1 k(xt) - k(0) - Bx4t” 1 dx 
= jam ta I df(t)l jot u-5-l 1 k(u) - k(0) - Bufl 1 du. 
Since, 
.c 
t 
u-0-l 1 k(u) - k(0) - BUD 1 du = j”(t”)’ 
t-to 
0 1 O(l% 0, t-cc 
(3.16) follows. Conversely, 
s 
1 
b-l dx 
s 
N 1 k(xt - k(0) - BxV / I df(t)l < co. 
0 0 
Hence 
s 
1 
x-5-l dx m [k(xt) - k(0) - BxV] df (t) 
0 s N 
= j; df(t) t0 jot u-a-‘[k(u) - k(0) - BuDI du 
converges. The conclusion follows from the fact that 
u-“-l[k(u) - k(0) - Bu”] du 
= O(1) + jlt u-a-l[k(u) - k(O)] du - B jlt up1 du. 
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6. APPLICATIONS 
In this section, we apply the theorems proved earlier to some well-known 
integral transforms. For the Fourier sine and cosine transforms, some of the 
results stated below overlap but are not included in those given by Heywood 
[14], while some others are essentially those given by Sz.-Nagy. The results 
for the Hankel transform, k(x) = ~““J,(x), appear to be new. 
The kernels sin x, cos x, and x112JV(x), v > -4, obviously satisfy assump- 
tions (2.1) and (2.2). W e assume that f(t) satisfies assumptions (2.3) and 
(2.4). 
To prove the assertions about the Fourier sine and cosine transforms, we 
make use of the following well-known properties of these transforms. If 
X@(X) EL(O, 1) and D(x) decreases to zero in (0, co), the Fourier sine trans- 
form of D(x) is nonnegative; if D(x) EL(O, l), Q(x) decreases to zero in (0, co) 
and is convex, the Fourier cosine transform of Q(x) is non-negative ([20], 
pp. 169-70; [5], Part I). 
We note that e-?-y, y > 0, is convex. If K(x) = sin x or cos X, we may 
take W(X) = e-” in Theorems 2, 4, and 6. In the following statements N 
is a positive number sufficiently large: 
Fourier sine transform: k(x) = sin x. 
(a) IfO<y<l,then 
s l tY 1 df(t)l <03 if and only if 0 s 
m 
X-Y-~ 1 F(x)1 dx < CO. (6.1) 
1 
Moreover, iff(t) is monotone in (N, co), then 
I m tY I df(t)l < CO if and only if 1 I 
1 
x-7-l 1 F(x)1 dx < co VW 
0 
(Theorems 1 and 2). 
(b) j’ t log(l/t) I df(t)\ < 03 if and only if 
0 
jm x-~ 1 F(x)1 dx < CQ (6.3) 
1 
(Theorem 6). 
(c) If J-r t df(t) = 0 andf(t) is monotone in (N, co), then 
s 
m t log t I df(t)l < CO if and only if 
1 s 
1 
x-~ 1 F(x)1 dx < co (6.4) 
0 
(Theorem 7). 
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(d) IfO<y<l, then 
.i 
1 
P-l 1 df(t)l < co if and only if 
0 I 
-bm 
x-‘F(x) dx exists (6.5) 
1 
(Theorem 4). 
Fourier cosine transform : k(x) = cos x. 
(a) If 0 < y < 2, then (6.1) and (6.2) hold under the same conditions 
on f(t) provided that F(x) is replaced by F(x) - F(0). 
(b) .I-: t2 log(l It) I df(t)l < co if and only if s: x-3 / F(x) - F(O)1 dx < co 
(Theorem 6). 
(c) If s; t2 df(t) = 0 and f(t) is monotone in (N, CO), then 
J; t2 log t I W)l < cc if and only if ji x-~ / F(x) - F(O)1 dx < CO (Theo- 
rem 7). 
(d) If 0 < y < 1, then (6.5) holds. 
(e) If f(0) =j(O +) = 0, f(t) t in (0, a), then si log(l/t) df(t) exists if 
and only if j’;” x-‘F(x) dx exists (Theorem 5). 
Hankel transform: k(x) = x~‘~J~(x), v > - 4. 
(a) If 0 < y < v + +, then (6.1) holds. Furthermore, if f (t) is monotone 
in (N, cc), then (6.2) also holds. 
(b) Ji tv+1/2 log(l/t) I df(t)j < co if and only if ST x-Y-3/2 I F(x)1 dx < 00 
(Theorem 6). 
(c) If J; tvf112 df(t) = 0 and f(t) is monotone in (N, co), then 
J-r tv+li2 log t I df (t)l < cc if and only if si x-Y-3/2 1 F(x)1 dx < CO (Theo- 
rem 7). 
(d) If 0 < 4 - j v [ < y < 1, then (6.5) holds. 
The assertions regarding the Hankel transform are based on the following 
properties of the Bessel function J”(x): 
x”“j”(x) = 2-“[r(v + I)]-’ x”+r12 - 2-~-a[r(~ + 2)]-1 x”+5/2 + o(x”+5/2), 
x + 0. 
Since, by [6], p. 29(4), 
s 
co 
xv+1/2e-s(xy)1/2 JJxr) dx = +I2 2~+lr(~ + $) y+l12(1 + y2)-~-3/2 
0 
> 0, o<y<q 
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we may take W(X) = x~+~&-~ in Theorems 2 and 6. By [21], p. 48, 
J"(x) = 21-+'2[~(v + &)I-’ xv jol (1 - t2)V-1’2 cos xt dt, (6.6) 
so that 
[ Jv(x)I < 21-v.rr-1’2[T(v + $)I-’ xv IO1 (1 - t2)“-1’2 dt, x>o 
= 2-“[I+ + I)]-’ X”, x > 0. 
Therefore, in Theorem 7, x112JV(x) - 2-“[r(v + 1)1-l ~+l/~ < 0, 
o<x<co. 
Finally, we note that in Theorem 4 we may take w(x) = e-“, so that 
c+(x) = e-“. By (6.6), if -4 < v < 0 and C = 21-Vn-1i2[r(~ + 4)1-l, 
I m P’w&) (xt)1’2 J&d) dx 0 
(6.7) 
zzz (y/2 i1 (1 - u~)V-~‘~ du 6 x1’2-y+ve-z cos(xtu) dx; 
x1/2-v+ve-x is convex if y 3 4 + v. Hence (6.7) is non-negative if 
4 + v < y < 1. Again, by [18], p. 374(21), if 0 < v < 4, 
Hence, 
s t x”Jv(x) dx 3 0, o<t<oo. 0 
s 
co 
x-ye-“(xt)llz Jv(xt) dx 3 0, O<t<co (6.8) 
0 
provided that the integral exists and x-y-y+112e-x 4 0, in particular if 
O<$-v<y<l. 
Statement (d) follows from (6.7) and (6.8). We point out that for the 
Fourier sine and cosine transforms, assertion (d) holds for 0 < y < 1, 
whereas for the Hankel transform, -4 < v < 4, we are able to prove it 
only for 0 < $ - / v j < y < 1. It seems plausible that by using some other 
technique to prove the positivity of sr x-ywl(x) (A)‘/~ JJxt) dx, one may be 
able to extend this result. 
7. AN INTEGRABILITY THEOREM FOR SCHL~MILCH SERIES 
We conclude with an application of Theorem 1 and 2 to SchEmilch series 
of Bessel functions of order Y, v > 0 [21]. 
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THEOREM 8. Let zy / b, [ < co and let 
w9 = f hLm~)> o<x<m 
n=1 
If b, are ultimately of the same sign, then for 0 < y < v, 
1 ny 1 b, 1 < CO ifand only ;f 
s 
01 x-y-1 1 B(x)/ dx < co (7.1) 
and, for 0 < y < 2, v = 0, 
c ny 1 b, 1 < 00 ifand onZy ;f 
s 
’ x-y-l 1 B(x) - B(O)[ dx < 00. (7.2) 
0 
Proof. Let 
oet<1, 
n < t < 12 + 1) n = 1, 2 ).... 
Then 
and 
+4 = jam .&t) df (th 
s 
Iz+’ tY I df(t)l = tiy I bi 1 , O<c<l. 
0 1 
Equations (7.1) and (7.2) now follow from Theorems 1 and 2. 
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