Abstract. This paper concerns a number of algorithmic problems on graphs and how they may be solved in a distributed fashion. The computational model is such that each node of the graph is occupied by a processor which has its own ID. Processors are restricted to collecting data from others which are at a distance at most away from them in time units, but are otherwise computationally unbounded. This model focuses on the issue of locality in distributed processing, namely, to what extent a global solution to a computational problem can be obtained from locally available data.
1. Introduction. In distributed processing all computations are made based on local data. The aim of this paper is to bring up limitations that follow from this local nature of the computation. Note that within the various computational models for parallel computers this difficulty is specific to the distributed model. Shared memory allows for fast dissemination of data, but no such means exist when dealing with distributed systems.
In the present paper we are mostly interested in proving lower bounds, and therefore assume a powerful version of the distributed model: Each node of the undirected graph G (V, E) is occupied by a processor. Computation is completely synchronous and reliable. At each time unit a processor may pass messages to each of its neighbors, and message size is unrestricted. Also, any computations carried out by individual processors take one time unit and are not restricted in any way. This paper is only concerned with the radius of the neighborhood around each node from which data may be collected, this radius being the only significant parameter in this model, as we later elaborate. Of interest is the time complexity of various "global" functions of G, and the concrete examples are coloring and finding maximal independent sets.
Thus the theme of this paper is how local data may be utilized to find globally defined solutions.
Before we proceed, symmetry-breaking has to be addressed (see [JS] and the references therein for literature on symmetry-breaking). It is well known that most functions cannot be computed in a distributed fashion by anonymous processors, even for very simple graphs G. This Here are our main results:
(1) Finding a maximal independent set distributively in a labeled n-cycle, requires time (log* n). This bound is tight in view of the O(log* n) algorithm by Cole and Vishkin [CV] . (Technically, their logarithm is denoted by log (k) x, i.e., log(l) x :-log x and log(k) x log(log k-1 x). The least integer k for which log (k) x < 1 is denoted by log* x.
2. Lower bound on finding a maximal independent set in a cycle. In
[CV] a very nice algorithm was presented to find a maximal independent set of vertices (--MIS) in the n-cycle Cn in time log* n. In this section we show that this is optimal even in the present model, where computation takes no time. The algorithm presented in 4 also achieves this time bound.
A basic observation is that in the present model there is no loss of generality in assuming that processing proceeds by first collecting all data and then deciding. That is, at time t each processor knows the labeling of all nodes at distance t or less away. Also known are all edges between these nodes, except for edges both endpoints of which are at distance exactly t. Note that no further information can reach a processor by time t. This allows us to view the problem in purely combinatorial terms.
Let us state our theorem. THEOREM 2.1. A synchronous distributed algorithm which finds a maximal independent set in a labeled n-cycle must take at least 1/2(log* n-1) units of time. An algorithm of the same class which colors the n-cycle with three colors requires time at least 1 / 2 (log* n-3). The same bounds hold also .for randomized algorithms.
Proof. The proof holds even under the assumption that there is a consistent notion of clockwise orientation common to all processors. Given an algorithm which finds a maximal independent set in the n-cycle endowed with a clockwise orientation, it is easily seen that in one more timestep, the cycle may be 3-colored. The lower bound is established for 3-coloring.
Coming back to the previous observation, at time t the data known to a processor P is an ordered list of 2t / 1 labels, starting t places before it, through its own and on to the next t labels. Let V be the set of all vectors (Xl, ... , x2t+l) where the xi are mutually distinct integers from (1,..., n}. The algorithm is nothing but a mapping c from V into {1, 2, 3}.
Let us denote by Bt,n the graph whose set of vertices is V. All edges of Bt,n are given by:
(xl,"',x2t+l) and (y, xl,'.',x2t) are neighbors for all y # x2t+l. So St,, has n(n-1)... (n-2t) vertices and is regular of degree 2(n-2t-1). Note that the mapping c: V -{1, 2, 3} is, in fact, a proper 3-coloring of Bt,n. For suppose that c assigns (Xl, '", x2t+l) and (y, xl,'",x2t) the same color. Then the 3-coloring algorithm for the n-cycle fails in case the labeling happens to contain the segment:
X2t+l.
The proof follows now by standard graph-theoretic arguments which show that the chromatic number x(B,n) of B,n satisfies x(Bt,,) t(log (2t) n), the 2t times iterated logarithm of n. Therefore, for x(Bt,) to be at most 3, we must have t (log* n).
The lower bound on x(Bt,) is proved, using a family of digraphs Ds,n closely related to Bt,n. The vertices of Ds,, are all sequences (al,...,as) with 1 _< al < a2 < < as <_ n. The outneighbors of (al,...,as) are all vertices of the form (a2,-..,as,b) with as < b _< n. Note that Bt,n contains the underlying graph of D2t+l,n, SO in particular x(Bt,) >_ x(D2t+l,n). Given a digraph H (V, E) its dilinegraph DL(H) is a digraph whose vertex set is E with (u, w) an edge if headH(u) tailH(w). The relation between the digraphs D s,n is given by Proposition 2.1. PROPOSITION 2.1. Dl,n is obtained from the complete graph of order n by replacing each edge by a pair of edges, one in each direction, and Ds+l,n DL(Ds,n) for all s >_ 1.
Proof. The statement concerning Dl,n is just the definition. For the other claim, identify the edge connecting (x,...,xs) and (x2,...,xs,y) in D,n with the vertex (Xl,...,x,y) in V(Ds+I,n) and check that the adjacency relationship in Ds+,n is that of DL(Ds,,). The claim on randomized algorithms is proved in Corollary 2.1 below.
[:]
In contrast with the low time complexity of 3-coloring, we can show that for an even n, finding a 2-coloring of Cn requires time f(n). (1) x(Nt(G)) is the least number of colors with which G may be colored distributively on time t.
(2) x(Nt(G)) X(G) for t >_ diam(G). (3) x(Nt(G)) is nonincreasing with t. (4) For G Cn, the graph Ut,n is obtained from Nt(C,) by identifying vertices in Nt (Cn) with identical sets of neighbors. In particular,
x(Bt,n) X(Nt(Cn)). Proof. There are d-regular graphs Rd,n on n vertices of chromatic number _> 1 / 2 v/-, where all cycles have length >_ (4/3) (log n/ log(d 1)) (see [LPS] ). Consequently for t < (2/3)(logn/log(d-1)), the graph N(Td,) contains a copy of a reduction of Nt (Rd,n) . Therefore > > > and so Td,r cannot be colored with fewer than 1 / 2 colors in time t. The conclusion follows now on observing that for Td,r, log n > r. log(d-1) Corollary 2.1 establishes the bound for randomized algorithms as well. D Two remarks are in order now: It is probably possible to improve the lower bound of 1/2vf to (d/logd) by using an appropriate random graph rather than Ramanujan graphs (e.g., [B, 11.4] ). It is shown in the next section that for a dregular graph, an O(d2)-coloring can be found in time O(log* n). The gap between (d/log d) and d 2 is quite intriguing and is closely related to the complexity of finding an MIS distributively, as we explain below. Also, it is not clear how the number of colors sufficient to color the tree goes down as t grows from (2r/3) to 2r, where already two colors suffice. 
