ABSTRACT Recently, increasing attention has been focused on the problem of online AUC maximization, and a great deal of efficient algorithms has been proposed. In spite of the promising performance of those online algorithms, however, most of them are sensitive to the outliers, which make them unsuitable for the applications with noisy data. To tackle the issue, in this paper, an adaptive robust method for online AUC maximization, termed AROAM is suggested. Specifically, a ramp loss based objective function oriented to AUC metric is firstly defined in AROAM, which has the strong ability of suppressing the influence of outliers. Then, concave-convex procedure is adopted for the convex approximation of the objective function. Finally, to further improve the performance of AROAM, an adaptive learning rate strategy is developed in each iteration, which can update the classifier effectively. Empirical studies on the benchmark data sets demonstrate the superiority of the proposed method in comparison with the state-of-the-arts.
I. INTRODUCTION
As a popular performance measure, AUC has been widely used in diverse applications, ranging from information retrieval [1] , [2] , medical diagnosis [3] , [4] to image recognition [5] , [6] . Due to its importance, in the past decade, various algorithms have been developed to maximize AUC metric, most of which are based on batch learning [7] - [10] . In spite that those batch based algorithms have good theoretical guarantees and promising performance, however, they still suffer from high computational costs, which makes them unsuitable for the large-scale applications.
To tackle the issue, recently, considerable efforts have been made on designing AUC maximization algorithms in an online learning setting, where only one (or one small set) data is used to update the classifier. Due to its scalability to large data sets and applicability to situations where the instances are collected sequentially, many online AUC maximization algorithms have been suggested. For example, the first representative work is OAM proposed by Zhao et al. [11] , where the reservoir sampling technique was utilized to optimize the pairwise loss between two instances from different classes. Extensive experiments confirmed the effectiveness and the efficiency of OAM algorithm. By adopting a similar buffer sampling technique, Kar et al. [12] developed a generic online learning method for pairwise loss function, named OLP. In OLP, an extension of Rademacher complexities was used, which provided a high confidence regret bound with respect to the all-pairs penalty functions. Different from OAM and OLP, Gao et al. [13] proposed a one-pass AUC optimization algorithm, termed OPAUC, where no buffer was required to store the training data. The benefit of OPAUC lied in the use of squared loss to represent AUC loss function, which resulted in OPAUC to be a consistent algorithm with the AUC measure. Based on this work, Ding et al. [14] further designed an adaptive gradient method for online AUC maximization (AdaOAM), where the knowledge of the second order gradient information was exploited to achieve a faster convergence and better performance. Recently, Ying et al. [15] suggested another square loss based online algorithm for optimizing AUC. In their work, the authors firstly reformulated AUC maximization problem as a convex-concave saddle point problem, then a stochastic online algorithm (SOLAM) was proposed to solve the reformulated problem, which had time and space complexity of one datum. Experimental results on the benchmark data sets have demonstrated the superiority of SOLAM. More online AUC maximization algorithms can be found in [16] - [20] .
The existing online AUC maximization algorithms have shown their competitiveness in achieving the classifiers with good performance. However, most of them used convex surrogate losses, such as hinge loss [11] , [12] and square loss [13] - [15] , which are sensitive to the outliers. This fact means that if the training data of the application has noise, the performance of those algorithms deteriorates a lot. To fill the gap, in this paper, a novel online AUC maximization method, termed AROAM is proposed, which is robust to the outliers. The main contributions of this paper can be summarized as follows:
1) A ramp loss based AUC objective function is defined in the proposed method, which can effectively suppress the influence of outliers. For the problem that objective function is non-convex, concave-convex procedure is adopted for the convex approximation. 2) In each iteration, an adaptive learning rate strategy is also suggested, where the estimates of the first and second moments of the gradients are utilized to perform the feature-wise updating. We have shown that with this strategy, the performance of AROAM can be further improved. 3) Experimental results on both clean and noisy data sets have demonstrated the superiority of the proposed method in comparison with the existing work, especially with the number of outliers increasing, this superiority is more distinct. The remainder of the paper is organized as follows. In Section II, the preliminaries about AUC and related work on online AUC maximization are presented. Section III gives the details of the proposed algorithm and empirical results by comparing our algorithm with the state-of-the-arts on benchmark data sets are reported in Section IV. Section V concludes the paper and discusses the future work.
II. PRELIMINARIES AND RELATED WORK A. PRELIMINARIES
In this paper, we focus on the binary classification problem. Let the input space X ⊆ R d , the output Y ⊆ {−1, +1}, and the training data
, where x i ∈ X is the i-th instance and y i ∈ Y is its corresponding label. The binary classification problem is to construct a classifier f : x → R with good generalization performance. Assuming there are no ties, the AUC of the classifier f is defined as:
where n + and n − are the number of positive instances, negative instances in the training set, and satisfy n + +n − = n. x + i , x − j denote the i-th positive instance and j-th negative instance, respectively. I (·) is an indicator function that outputs 1 if the condition is held, and 0 otherwise. In this paper, we consider the linear classifier, which has the form of f (x) = w · x, and w ∈ R d is the linear weight. 1 
B. RELATED WORK ON ONLINE AUC MAXIMIZATION
In the last decade, due to the wide applications in the areas like information retrieval, medical diagnosis and image recognition, AUC maximization problem has attracted much attention, and many efforts have been made on designing the algorithms on directly optimizing AUC metric [7] - [10] , [21] - [23] . Despite that these algorithms can achieve classifiers with high AUC values, most of them are based on batch learning, which means that in each iteration, the gradients of all the training data need to be calculated, and makes it unattractive for the application with a large number of data [11] . To tackle the issue, recently, researchers proposed to extend AUC maximization algorithms from batch to online setting, which incrementally learns the classification model on a stream of instances, and leads to high efficiency and scalability for large-scale applications [24] .
Zhao et al. [11] presented the first online algorithm, named OAM, to maximize the AUC metric with convex hinge loss. To optimize the pairwise loss between two instances from different classes, a reservoir sampling technique was explored. Extensive studies confirmed the effectiveness and the efficiency of OAM. Kar et al. [12] proposed a generic online learning method for pairwise loss functions named OLP, where finite buffer technique was adopted. By introducing an extension of Rademacher complexities, OLP was able to provide a high confidence regret bound. Empirical validation on AUC maximization tasks has shown the competitiveness of OLP.
Different from OAM and OLP, Gao et al. [13] proposed a one-pass based AUC optimization method (OPAUC) without using any buffer technique. In OPAUC, a square loss was used to measure the AUC error, which resulted in two advantages. First, the square loss only needed a storage requirement of O(d 2 ) (where d denoted the dimensions of data), and was independent from the number of training instances. Second, the authors of OPAUC have proved that the square loss was consistent with AUC metric, in contrast the hinge loss was inconsistent with AUC. Empirical studies on large-scale data sets have shown that OPAUC not only outperformed many batch based AUC learners, but also achieved higher AUC value than OAM. In recognizing the superiority of OPAUC, several other online AUC algorithms with square loss have been suggested. For example, by adopting a similar framework of OPAUC, Ding et al. [14] developed an adaptive gradient method for online AUC maximization, termed AdaOAM. In AdaOAM, the knowledge of historical gradients was exploited to perform more informative online learning, which can both reduce the sensitiveness of parameter settings and improve the AUC accuracy of AdaOAM. Ying et al. [15] designed a stochastic online algorithm (SOLAM) for AUC maximization, where AUC optimization was reformulated as a saddle point problem (SPP). The authors have proved that with this reformulation, SOLAM had linear space and per-iteration time complexities was of O(d), which are same as the online gradient descent algorithm for classification. These three square loss based online AUC algorithms have the convergence rate of O(1/ √ T ), where T is the number of iterations. To improve the convergence rate, recently, Boissier et al. [18] proposed an online learning algorithm for pairwise learning with a least-square loss, whose convergence rate of the last iteration can achieve O(log 2 (T )/T ).
The algorithms mentioned above all focus on the classifiers with linear kernels, we note that there also exists several work on designing online AUC algorithms with non-linear kernel [16] , [17] , [19] , [20] , however, since the goal of this paper is to learn a linear classification model, we do not discuss these non-linear algorithms in detail.
Although the existing online AUC maximization algorithms have shown the efficiency and effectiveness in achieving the classifiers with high AUC values, they still have some disadvantages. One of such disadvantages is that these algorithms are sensitive to the outliers, since they adopt the hinge loss or square loss as the loss functions. To illustrate the fact, Figure 1 (a) plots the curves of hinge loss and square loss in detail. From the figure we can find that the losses of hinge loss and square loss increase greatly with large negative scores, which means the possible outliers (the points in the left part of the score range) have strong influences on the global loss, and play important roles in determining the final learned classifier. To address the disadvantage, in this paper, we propose an online AUC maximization algorithm with ramp loss, whose curve is plotted in Figure 1(b) .
It can be easily found from Figure 1 (b) that the ramp loss can effectively suppress the effect of outliers by not giving them large loss values. Before we detailed present the proposed algorithm, it should be admitted that in machine learning area, various works have been focused on using ramp loss as the surrogate loss in both batch and online setting [25] - [32] . Those studies are worthwhile in the endeavor of achieving robust models with competitive performances. Nevertheless, as far as we know that there is no work on integrating ramp loss into the online pairwise learning. In the following, we will give our online AUC maximization algorithm with ramp loss in detail.
III. THE PROPOSED ALGORITHM AROAM
Just like other online algorithms, the goal of the proposed method is to obtain an accurate classifier model by effectively updating the classifiers weight w with a sequence of training instances D = {z t = (x t , y t ), t ∈ [T ]}, where x t ∈ X is the t-th instance, y t ∈ Y is its corresponding label, and [T ] = {1, . . . , T }. Thus, at each trial t, the objective function of the t-th trial can be described as following:
where λ is a constant that controls the trade-off between training loss and regularization term, t (w, z t ) denotes the loss function at trial t. In online setting, to optimize the AUC metric, we define t (w, z t ) as:
where I (·) is an indicator function that outputs 1 if the condition is held, and 0 otherwise. is a surrogate function to measure the loss between z t and other instance z i that has different label with z t . In the existing online AUC maximization algorithms, hinge loss (OAM, OLP) and square loss (OPAUC, AdaOAM and SOLAM) are often adopted as the surrogate function . However, as shown in Figure 1 (a), those two losses are sensitive to the outliers, which means that when the training data is noisy, the performance of these online algorithms will be deteriorated. To tackle the issue, in this work, we define the function based on the ramp loss, which can suppress the influence of of outliers effectively. To be specific, the function in formula 3 is defined as:
where H s (w, x) = max(0, s − wx) and s is an integer. It is obvious that when s = 1, H 1 denotes the hinge loss.
From formulas 2 and 3 we can find that at each trial t, for the new instance z t , t (w, z t ) should consider the losses between z t and all the received instances with different classes, which requires much storage space, and is unsuitable for the large scale learning scenarios. To this end, a buffer B with size N is introduced into the proposed algorithm, where only the losses between z t and the instances cached in buffer B are calculated. Thus, the objective function of the t-th trial F t (w) can be re-written as:
where B t denotes the instances set in buffer B at the t-th trial.
As the size of buffer is fixed to N , when t > N , we need to choose one instance out and put z t into buffer. In this work, we use first-in first-out (FIFO) strategy to update the buffer. Specifically, for a new received training instance z t , it will be added to buffer B t if t ≤ N . Otherwise, we update the buffer by replacing the earliest instance in B t with z t . Combining formulas 4 and 5, F t (w) can be further re-written as:
Since F t (w) is a non-convex function, and traditional online convex optimization methods are not suitable to be applied. To this end, we propose to use concave-convex procedure (CCCP) [33] to approximate F t (w). The basic idea of CCCP can be described as follows: Assume that a non-convex function F t (w) can be expressed as the sum of a convex F vex (w) and a concave function F cave (w), which means F t (w) = F vex (w) + F cave (w). we can find a convex upper boundF t (w) byF t (w) = F vex (w) + F cave (w t ) + w − w t , F cave (w t ) , that follows from the first-order Taylor expansion of the concave part F cave (w) at the current value of w t . Subsequently, this upper bound is minimized, a new Taylor approximation is computed, and the procedure is repeated, until reaches the minimum. Base on CCCP, we have:
We denote
where (8) can be further simplified as:
where
is a convex function, we can use any online convex optimization method to solve the problem. The whole procedure of our robust online AUC maximization algorithm is depicted in Algorithm 1. 
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Calculate the gradient g t = λ · w t + 1 |B t | · loss;
11
Update classifier w t ;
From Algorithm1, we can find that its key component is how to update the t-th classifier weight w t (Step 11) effectively. A common way to update w t is to use the online gradient descent (OGD), where w t = w t−1 −η t ·g t , η t is learning rate in the t-th trial. Although OGD has been widely used in many online AUC maximization algorithms, such as OAM and OPAUC, it still has one disadvantage that in the t-th iteration, the learning rate η t is equally applied to all the features, which is not the optimal setting, since in VOLUME 6, 2018 the learning process, different features should have different learning rates. To this end, an adaptive feature-wise update strategy is introduced into the proposed algorithm, whose intuition is from the fact that the rarely occurring features are more informative than those frequently occurring features. Thus, in each iteration, we can update these informative rarely occurring features with higher learning rates by incorporating the historical gradient information in the earlier stages.
To be specific, in this paper, we adopt an adaptive updating technique, termed ADAM, which only needs first-order gradient information with little memory requirement [34] . The basic idea of ADAM is to compute individual adaptive learning rates for different features from estimates of the first and second moments of the gradients. Therefore, in the t-th iteration of ADAM, it updates exponential moving averages of the gradient (m t ) and the squared gradient (v t ) as follows:
where β 1 , β 2 ∈ [0, 1) are the trade-off parameters for controlling the exponential decay rates of these moving averages.
It should be noted that m t and v t are initialized as (vectors of) 0's, when the decay rates are small (i.e. the β 1 , β 2 are close to 1). This fact leads to moment estimates that are biased towards zero. To tackle the problem, in ADAM, m t and v t are corrected by initialization bias terms, which are depicted as:
Withm t andv t , ADAM performs the feature-wise updating by following formula:
where η is an initial learning rate, ε is a smoothing term with a very small value, which is used to avoid division by zero. The whole procedure of adaptive update classifier is described in Algorithm 2. We can replace the Step11 of Algorithm 1 with Algorithm 2, and rename this new Algorithm 1 as AROAM. In the next section, we will show the effectiveness of the proposed AROAM on the benchmark data sets.
IV. EXPERIMENTAL RESULTS
In this section, we conduct a series of experiments to validate the performance of the proposed AROAM by comparing it with several representative online AUC maximization algorithms. More specifically, we firstly present the experimental setting (including comparison algorithms and data sets), then report the comparison results between the proposed algorithm and the baselines. Thirdly, we demonstrate the effectiveness of the objective function and the adaptive update strategy used in AROAM, and finally discuss the sensitivity of batch size N in the proposed algorithm. 
A. EXPERIMENTAL SETTING 1) COMPARISON ALGORITHMS
The performance of AROAM is compared with four representative algorithms, namely, OLP [12] , OPAUC [13] , AdaOAM [14] and SOLAM [15] , which are all recently proposed online AUC maximization algorithms with convex losses. Among them, OLP defines the objective function with hinge loss, while OPAUC, AdaOAM and SOLAM adopt square loss as surrogate function. The main difference between OPAUC and AdaOAM lies in the fact that AdaOAM applies an adaptive learning rate update strategy, which exploits the knowledge of historical gradients to perform more informative online learning. The fourth comparison algorithm, SOLAM is a stochastic online AUC method, which formulates AUC maximization into a stochastic saddle point problem (SPP), and develops an efficient algorithm to solve the SPP. For fair comparisons, we adopt the recommended parameters values for the comparison algorithms, which were suggested in their original papers. For the proposed AROAM, we set s of ramp loss to s = −1, buffer size N = 100, initial learning rate η ∈ 2 [−8,8] , the regularization parameter λ ∈ 2 [−10,10] , the smoothing term ε = 1e−8, the decay rates β 1 ∈ {0, 0.9}, β 2 ∈ {0.9, 0.99, 0.999, 0.9999}. Note that since the proposed algorithm adopts a non-convex ramp loss, to avoid getting trapped in poor local optima, in the implementation of AROAM, we initially allow convex optimization (i.e., use hinge loss) for the first 50 instances, and then switch to TABLE 2. The comparison results of AUC values(mean±std.) on benchmark data sets(%). The best result for each data set is marked in boldface.
•/ ∼ /• indicates that AROAM is significantly better/tie/loss than the corresponding method (pairwise t-tests at 95% significance level).
non-convex behavior in the remainder of online iterations, which is a common technique that has been used in nonconvex optimization [30] - [32] .
2) DATA SETS
We validate the performance of five online AUC maximization algorithms on ten benchmark data sets, which have been used in previous studies. All the data sets can be downloaded from LibSVM 2 and UCI machine learning repository. 3 The detailed characteristics of these data sets are depicted in Table 1 .
In Table 1 , ''#Instances'' and ''#Features'' denote the number of instances and features, respectively. ''n − /n + '' represents the proportion between negative examples and the positive ones. It should be noted that for the experimental data sets above, several of them (such as vowel, waveform, acoustic, pendigits, dna) are originally multi-class data sets, and we transform them into binary ones by partitioning the instances with label 1 into a group, and the rest instances into another group. For each data set, we randomly divide it into five folds, in which four folds are used for training and the remaining fold is for testing. To further reduce the variations, four independent 5-fold partitions are also generated for each data set, and we report the averaging values of 20 runs as the final results.
B. THE COMPARISON RESULTS ON BENCHMARK DATA SETS
Based on benchmark data sets above, we compare the proposed AROAM with four comparison algorithms, and the results are reported in terms of AUC. It should be noted that to show the robustness of different algorithms on the data sets with outliers, we introduce a certain percent noise into the original training sets as the outliers. To be specific, in this paper, we consider 0%, 10%, 20% and 30% label noise levels, which means for each data set, we generated noise by Table 2 .
It can be seen from Table 2 that on most benchmark data sets with different noise levels, the proposed AROAM performs better than four existing online AUC maximization algorithms. Especially when the label noise level increases, the superiority of AROAM is more distinct. These results have demonstrated the robustness of the proposed algorithm on the data sets with outliers. In addition, by taking a closer look at the comparison results on the benchmark with 0% label noise level (means the data sets have no outliers), we can find that AROAM still slightly outperforms other state-ofthe-arts. The reason partly lies in the fact that AROAM uses ramp loss as the objective function, which is tighter than hinge loss (OLP) and square loss (OPAUC, AdaOAM and SOLAM). In machine learning area, tighter loss often leads to better performance [32] .
C. EFFECTIVENESS OF THE SUGGESTED STRATEGIES IN AROAM
As mentioned before, in the proposed AROAM, two important components are suggested, which are the ramp loss based objective function and the adaptive feature-wise update strategy. In this section, we will empirically investigate the influence of these two components on the performance of AROAM for benchmark data sets.
1) EFFECTIVENESS OF THE RAMP LOSS FUNCTION
In the proposed AROAM, a non-convex ramp loss based objective function is designed, which can suppress the influence of outliers effectively. To verify this fact, we compare the proposed algorithm with AROAM hinge loss , AROAM square loss and AROAM least−square loss , which are the same algorithms as our AROAM, except that their objective functions are based on hinge loss, square loss and least-square loss, respectively. Figure 2 shows the comparison results of different algorithms on benchmark data sets, whose label noise levels ranging from 0% to 40% with an interval 10%. For conciseness, in the following experiments, we only list the results on waveform, acoustic, pendigits and a9a data sets. The results on other data sets are similar.
As can be seen from Figure 2 , when the data sets have no outliers (the label noise level is 0%), the performance gaps between AROAM and three convex loss based algorithms are small. With the label noise level increasing, these gaps are getting larger, especially when the noise level arrives at 40%, the performance of AROAM hinge loss , AROAM square loss and AROAM least−square loss deteriorates greatly, and is much worse than that of AROAM. The comparison results in Figure 2 verify the fact that the ramp loss does limit the effects of outliers, and by using it, we can obtain a robust classifier under the noisy environment.
2) EFFECTIVENESS OF THE ADAPTIVE FEATURE-WISE UPDATE STRATEGY
As mentioned in section III, at each iteration of the proposed algorithm, an adaptive feature-wise learning rate is suggested to update the classifier, which can further improve the performance of AROAM. To confirm the fact, we compare the proposed method with AROAM NonAda , where the featurewise updating is removed from AROAM. To be specific, to make the experiment more fair, the learning rate η t of AROAM NonAda is set as η t = η/t, where η denotes the initial learning rate and is also chosen from 2 [−8,8] . The comparison results between AROAM and AROAM NonAda on the experimental data sets are plotted in Figure 3 , where the label noise level ranges from 0% to 40% with an interval 10%. From the VOLUME 6, 2018
figure we can find that on the data sets with different noise levels, the performance of AROAM is always better than AROAM NonAda . This fact has demonstrated the effectiveness of the adaptive feature-wise update strategy. It is also theoretically sound, since it exploits the knowledge of historical gradients to perform more informative online learning, which results in the performance of AROAM improving a lot.
D. SENSITIVITY OF PARAMETER N IN AROAM
In the proposed AROAM, to calculate the AUC loss at trial t, a buffer B with size N is introduced to store the previous instances. In the following, we will investigate the influence of buffer size N on the performance of AROAM for different data sets. To this end, we also take waveform, acoustic, pendigits and a9a as the experimental data sets, and plot the AUC curves of AROAM with different values of parameter N in Figure 4 .
It can be observed from Figure 4 that when the buffer size N is very small (such as N = 1), the performance of AROAM is low. The reason is intuitive, since too small buffer means too small number of training pairs, which can not achieve the classifier with high accuracy. With the size of buffer increasing, the AUC values of AROAM enhance, however, when N > 100 the performance of AROAM is getting stable, and further increasing N has very limited improvement. Thus in this paper, the buffer size N is suggested as N = 100.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed an adaptive robust algorithm for online AUC maximization, named AROAM. In AROAM, a non-convex ramp loss is adopted to define the objective function oriented to AUC metric, which can suppress the influence of outliers effectively. For the problem that objective function is non-convex, a convex approximation by using CCCP is suggested, then an adaptive feature-wise update strategy based on ADAM is introduced for the inner online optimization, with which the performance of AROAM is further improved. Experimental results on the noisy data sets have shown that AROAM did limit the effect of outliers, and was more robust than the state-of-the-arts.
The results of this work have shown that it is a promising idea to obtain a robust online classifier by using a bounded loss, such as ramp loss. In the future, we would like to consider other bounded losses, and design the robust online AUC algorithms with those losses. In addition, in this work, we just focus on the linear classifier, it is also an interesting work to extend the the proposed algorithm to the classifier with non-linear kernel.
