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A B S T R A C T
In this work, we deal with second-order hyperbolic partial differential
equations that include time- and space-dependent coefficients, and the
inverse problems of identifying these coefficients based on their effect on
the equation’s solution.
We present the needed theory for such equations, including some
regularity results for their solution. This allows to state and analyze
the inverse problems, even in an abstract setting where time-dependent
operators are sought.
Subsequently, we show how these results can be applied to actual
partial differential equations. We give a detailed demonstration in the
context of the acoustic wave equation. Our results allow the identification
of a time- and space-dependent wave speed and mass density in such a
setting, and we give an extensive numerical analysis for this case. We also
outline how the abstract framework can be applied to other equations,
like simple models for electromagnetic waves.
Z U S A M M E N FA S S U N G
In dieser Arbeit beschäftigen wir uns mit hyperbolischen partiellen Diffe-
rentialgleichungen zweiter Ordnung, die zeit- und ortsabhängige Koef-
fizienten beinhalten. Dabei verfolgen wir das Ziel, diese Koeffizienten
basierend auf ihrer Wirkung auf die Lösung der Differentialgleichung zu
rekonstruieren.
Wir präsentieren die theoretischen Grundlagen, die solche Gleichungen
lösbar machen, und beweisen Regularitätsaussagen für ihre Lösungen.
Dies erlaubt eine formale Beschreibung des inversen Problems, sogar
in einer abstrakten Formulierung, in der zeitabhängige Operatoren die
Unbekannten bilden.
Anschließend stellen wir vor, wie sich diese abstrakten Ergebnisse auf
partielle Differentialgleichungen anwenden lassen. Dabei legen wir den
Fokus auf die akustische Wellengleichung, und der Rekonstruktion von
zeit- und ortsabhängiger Wellengeschwindigkeit und Massendichte in
dieser Gleichung. Diese inversen Probleme analysieren wir zudem nume-
risch. Wir zeigen auch auf, welche Ergebnisse für verwandte Gleichungen
erzielbar sind, beispielsweise für elektromagnetische Wellen.
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I N T R O D U C T I O N
Let us imagine a box filled with water, and a small quantity of other chem-
icals concentrated somewhere in this container that is moving through
it. The only way to see inside is via some speakers and microphones
near the container’s boundary, which can be used to excite and measure
acoustic waves in the water. We know that the chemicals change the
physical parameters of the water, for example they might have a different
mass density than water or alter the speed at which the sound waves
propagate. Is this setup enough to track the distribution of the chemicals
over time?
The difficulty in this problem is the fact that the sound waves only
indirectly determine the searched for density or wave speed. In other
words, a causal connection is more naturally found in the reverse direc-
tion: a change in these parameters directly translates to changes in the
wave field near the microphones. This relation is much easier to analyze
on a theoretical level and to simulate numerically. Mathematically, this
yields a forward operator F : X → Y, that maps parameters x ∈ X to their
“effects” y ∈ Y. The original task consists of solving the inverse problem of
finding x ∈ X that solves Fx = y for given data y ∈ Y. Unfortunately, it
is common for such problems to be ill-posed in the sense that (i) no such
x exists, (ii) multiple solutions x exist, or (iii) there is a unique x, but it
does not continuously depend on the data y. Especially the last condition
can gravely complicate the practical inversion of F since the exact data is
hard to come by. It is usually tainted by small measurement errors and
numerical inaccuracies, which are amplified by the ill-posedness of F and
thereby lead to worthless reconstructions.
The introductory example can be modeled as an inverse problem in
which the forward operator F is connected to the solution of a hyperbolic
partial differential equation. In this case, this is the acoustic wave equation
1
ρ(t, x)
d
dt
(︄
u ′(t, x)
c(t, x)2
)︄
− div
(︃∇u(t, x)
ρ(t, x)
)︃
= f, (1.1)
complemented with suitable initial- and boundary conditions. The un-
known time- and space-dependent parameters are the wave speed c and
mass density ρ, and they determine the coefficients of this PDE. The data
is the wave field u, observed on a bounded time interval. It is generated
by exciting a wave using a known volumetric force f. This yields the
forward operator F : (c, ρ) ↦→ u.
Since the searched for quantities in this scenario are time-dependent,
we can also refer to it as a dynamic inverse problem. The additional dimen-
sion in the unknowns complicates the theoretical analysis of the direct
problem. Furthermore, it increases the computational resources (both
1
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processing time and memory storage) that suitable inversion algorithms
consume. The corresponding problems for static parameters are not easy
to solve either (cf. [KR14b]). Thus, most of the literature deals with these
conventional inverse problems, while the treatment of dynamic inverse
problems is a relatively new area of research. In this work, we focus on a
subclass of time-dependent problems, namely those that are governed by
some kind of wave propagation.
Apart from the fact that we only deal with linear PDEs, the example
of moving fluids fulfills another restriction that we continue to make
throughout this work. Through the modeling using a single PDE we
implicitly assumed that the speed in which the parameters change approx-
imately matches the speed of the wave propagation. Were the unknowns
to vary much more rapidly, then we could not expect that the wave
field is able to resolve these changes. In the other extreme of a very
slowly-changing parameter, the wave fronts simply rush by and reach
the sensors without being influenced by any dynamic behavior. In the
latter case one might as well use a conventional reconstruction algorithm
that assumes the unknowns to be constant in time.
applications Naturally, the assumptions above restrict the set of
possible applications. For example computerized tomography of the
human body does not belong to this class, since all imaginable motion
(breathing, heartbeats) is magnitudes slower than that of the X-rays,
which travel at light speed. The movement becomes significant only
due to the pauses between measurement events, in which the device is
repositioned. Still, there are some scenarios that fit into our framework.
This is even the case for tomography, as long as the object of interest
moves very fast, which could be the case for plasma. Moreover, recent
advances in photonic structures have made it possible to create structures
that rapidly change their electric permittivity when an external field
is applied (cf. [Hay+16] and the references therein). This change in
permittivity can be measured using electromagnetic waves.
Let us substitute the water-filled container with a solid material, and
attach piezo-electric crystals on its surface. These can be used to excite
and measure elastic waves inside this material. Inhomogeneities will
scatter or reflect these waves, thus this setup can be used in nondestructive
testing (NDT). There, this solid object is likely to be some kind of carbon
fiber reinforced polymer which has to be inspected for structural damage
(cf. [LS17]). These kinds of materials are frequently used in aviation. A
significant time-dependence comes into play if this measurement takes
place during a tension test, with the goal of observing not the damage
itself, but the process by which it is formed (see [GM18]). Other possible
applications include situations where the probing wave interacts with the
material under test, for example by heating it, which changes the mass
density.
Note that the previously mentioned areas of applications involve waves,
but the acoustic wave equation (1.1) is not the correct tool to model
introduction 3
them. For example, deformations of solid objects (as encountered in
nondestructive testing) are better described by the elastic wave equation,
and electromagnetic waves behave according to Maxwell’s equations.
our approach The starting point of our research was the identifi-
cation of the potential q in the wave equation u ′′ −∆u+ qu = f. This
problem is much easier to analyze, because it does not influence terms
that involve derivatives (in space or time) of u. The same reasoning
applies to the numerical computation of u and the solution of the in-
verse problem. Indeed, the analysis even works for parameters q that
are merely square-integrable functions of space and time. Furthermore,
the corresponding numerical results appeared to be very promising
(see [Ger16; GL17]).
The natural next step was to take up the acoustic wave equation (1.1),
and only then move on to the other, above mentioned, equations. After fo-
cusing on the acoustic wave equation, we discovered that our approaches
to this problem were not really specific to this equation at all. Instead,
we “accidentally” based our analysis largely on its representation as an
evolution equation
d
dt
(︁
C(t)u ′(t)
)︁
+B(t)u ′(t) +A(t)u(t) +Q(t)u(t) = f(t). (1.2)
In particular, we saw that the treatment of other equations could be
performed by building upon the same underlying ideas. Hence, we then
pursued the idea of extracting these ideas in a way that they could directly
be applied to other problems. This gave rise to a general framework
that separates the problem-dependent behavior from the treatment of
the abstract evolution equation (1.2). We did this by regarding the linear
operators A, B, C and Q in the evolution equation as the arguments to a
new “abstract” inverse problem with forward operator S : (A,B,C,Q) ↦→
u. We performed a rigorous analysis of this nonlinear operator. This
includes the setup of suitable function spaces and well-posedness results
for the wave field u. Furthermore, we could show that this operator is
Fréchet-differentiable, and even characterized the corresponding adjoints
in the general setting. As suspected, even this abstract problem is ill-
posed.
How the operators A, B, C and Q have to be set up depends on the
problem at hand. With little effort one can transfer the properties of S to
specific problems, provided that they can be written in the form of (1.2).
Consequently, we also reformulated our results for the acoustic wave
equation so that they build on this framework. To provide a proof of
concept, we also used it for dynamic problems concerning the elastic
wave equation and a model for electromagnetic waves.
In addition to the theoretical treatment, we developed a software library
for the numerical solution of dynamic inverse problems that involve the
acoustic wave equation. The title page of this thesis shows a snapshot of
a reconstructed time-dependent mass density that was obtained with our
software.
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connections to existing work The corresponding tasks with
time-independent parameters have already been discussed in detail, for
example by [KR14a; KR14b; LS17], and there exist general frameworks
for their treatment [BSS13; KR16]. Our results give the means to pursue
the related dynamic inverse problems.
There are some articles concerning uniqueness for the identification
of a time-dependent potential [Aïc15; HK18; Kia17; KO17; RS91; RR91;
Ste89; Wat14]. However, to our knowledge there are no articles that deal
with time-dependent coefficients close to the second-order derivatives.
In particular, this means that our rigorous analysis of the direct prob-
lems, and the proof of their Fréchet-differentiability, is state of the art.
Furthermore, the attempt of a numerical reconstruction of such (possibly
four-dimensional) parameters in an inverse problems context is a novelty.
Recent advances in dynamic inverse problems mostly deal with time-
dependent behavior that is much slower than the speed of wave propa-
gation [Hah13; Hah14; Hah17], and they often include prior-knowledge
about the time-dependence. We do not restrict the structure of the
time-dependence in the parameters. In our setup, the time frames of
the unknowns are only loosely coupled through the involved function
spaces.
structure of the thesis We start by getting comfortable with
the theory for the evolution equation (1.2). Furthermore, we extend
the known existence and uniqueness results for its solution to the time-
dependent case. The treatment of the inverse problems hinges on reg-
ularity results. Most usual approaches cannot be used in case of time-
dependent operators, thus we devote Chapter 3 to the quest for suitable
regularity theorems. Chapter 4 deals with the aforementioned abstract
inverse problems, and it heavily builds upon the well-posedness- and
regularity results from the preceding chapters. With it, we can tackle
specific partial differential equations. Our main focus is the acoustic
wave equation (1.1). The task of finding the wave speed, the mass density
and two additional parameters is discussed in Chapter 5. In Chapter 6
we demonstrate that analogous problems with other PDEs can also be
solved using our framework. We do so by applying it to the elastic wave
equation and a model based on Maxwell’s equations. In Chapter 7 we
return to the acoustic wave equation and discuss its numerical approx-
imation. This includes numerical schemes to approximate the adjoint
of the forward operator’s Fréchet-derivative. This is the preparation
for Chapter 8, where an inexact Newton method is used to numerically
solve example problems. Among other things, we discuss whether these
reconstructions converge if the data quality increases. We close this thesis
by giving some suggestions for future research.
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L I N E A R E V O L U T I O N E Q UAT I O N S O F S E C O N D O R D E R
In this chapter we discuss theory for evolution equations that have the
form
d
dt
(︁
C(t)u ′(t)
)︁
+B(t)u ′(t) +A(t)u(t) +Q(t)u(t) = f(t) (2.1)
in order to be able to rely on these results in subsequent chapters.
The evolution equation above is “abstract” in the sense that we view the
underlying partial differential equation as a kind of ordinary differential
equation. This is accomplished by hiding the spatial derivatives in the
fact that the operators in the equation map between different Hilbert
spaces V and H. We assume that V ⊂ H (in the sense that the embedding
V ↪→ H is continuous) and V is dense in H. Therefore we can see
elements belonging to V as more regular than those that belong to H. In
applications to specific PDEs (e.g. in Chapters 5 and 6 of this work) H
will be some kind of L2 space, while functions in V additionally have
well-defined spatial derivatives. Moreover, the space V may enforce
boundary conditions.
We identify the dual space H∗ of H with the space itself, therefore
H ⊂ V∗ by u ↦→ (u, ·). Since V is reflexive, H is a dense subset of V∗.
We obtain V ⊂ H ⊂ V∗, where both embeddings are dense. This kind
of relationship between V , H and V∗ is commonly referred to as them
forming a Gelfand- or evolution triple. Evolution triples play an important
role in the treatment of parabolic and hyperbolic equations. For example,
they allow integration by parts for time-dependent functions that have
values in V , but are only differentiable with respect to H. Note that
although we require V to be a Hilbert space, we will not make direct
use of its inner product. However, we sometimes need an integration by
parts formula for functions that take values in H and are differentiable in
V∗. Because V is a Hilbert space, H ⊂ V∗ ⊂ H∗ forms another evolution
triple. Thus, the integration by parts formula is also valid in this case.
We further require that V and H are separable spaces. The main reason
for this is the fact that the Galerkin method, which we use to show
existence of u, does not work without the existence of orthonormal bases.
We would like to note that it is a bad idea to use the inner product of
V to identify V∗ with V , because this notation would then tempt us to
conclude H ⊂ V . The error in this argument is not immediately apparent.
It is hidden in the fact that “⊂” gets assigned two meanings that are
based on different embeddings. By writing H ↪→ V∗ ↪→ V instead, we see
that we have merely constructed a map i : H → V and confused H and
i(H), although i(H) and H are not isometrically isomorphic.1
1 A closer look reveals that i is the adjoint to the embedding V ↪→ H.
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Throughout the remainder of this chapter we assume that V and H are
separable Hilbert spaces that yield a Gelfand triple V ⊂ H ⊂ V∗. Because
the embedding V ↪→ H is continuous we can (without loss of generality)
assume that ∥u∥H ⩽ ∥u∥V holds for all u ∈ V .
In subsequent chapters we will encounter inverse problems where
u represents the data. It is unrealistic that measurements of u(t) are
available on an unbounded time domain. Furthermore, unless the time-
dependence of the operators and the right-hand side in (2.1) is simple
(for example time-harmonic), u(t) will neither be periodic in t, nor will
it be approximately equal to some periodic function for large times t.
Therefore it is safe to assume that in possible real-world applications,
u(t) will not be known on an unbounded time domain; more realistically,
measurements of u at a finite number of time instances will be available.
Hence we will complement (2.1) with initial conditions and solve it on a
bounded time interval. For convenience we assume that this interval is
given as I = [0, T ] with a fixed positive end time T .
We use the first section of this chapter to get acquainted with equa-
tion (2.1) by considering suitable initial conditions and requirements that
ensure a well-posed problem statement. We continue in Section 2.2 by
discussing necessary assumptions on the data and the operators A, B, C
and Q that guarantee solvability of the resulting initial value problem. In
Section 2.3 we then prove that the solution we have constructed must be
the only one.
For all of our analyses we rely on energy methods. Evolution equations
can equivalently be analyzed using the semigroup framework, see for
example [Paz83; Sho97]. However, we feel that especially equations full
of time-dependent operators are easier to analyze using energy methods.
Furthermore, apart from the numerical examples, we will always use
the second order formulation (2.1). One could equivalently look at the
corresponding system of first-order equations, but to the author’s knowl-
edge this has little advantage.
notation We wish to make a few remarks on our notation. We will
make heavy use of the usual Bochner space of time-dependent functions
u : I → X that take values in a Banach space X throughout this thesis.
We denote these kinds of spaces via Wk,p(I;X) and Lp(I;X). For the
convenience of the reader we have collected their definitions as well as
some important properties in Appendix A.
By (·, ·) and ⟨·, ·⟩ we denote the inner product of H and the dual product
of V∗ and V , respectively. The use of other inner- or dual products will
be indicated by a subscript or explicitly stated in the text. Further, we
write L(X, Y) for the space of linear and continuous operators between
normed spaces X and Y, with the shorthand notation L(X) if X = Y.
For operators belonging to L∞(I;L(X, Y)) we denote their realization
using calligraphic font. To be more precise, for A ∈ L∞(I;L(X, Y)) the
operator A : L2(I;X)→ L2(I; Y) is defined by
(Av)(t) := A(t)v(t),
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which is valid for almost all t ∈ I if v ∈ L2(I;X). This notation is very
handy when trying to write (2.1) not pointwise in time, but as an equality
of time-dependent functions. For instance, it enables us to write Av = 0
as an equality in L2(I;Y), as opposed to stating A(t)v(t) = 0 in Y for
almost all t ∈ I. With g(k) we usually denote the kth classical, weak or
distributional derivative of the function g, depending on the context. For
lower order derivatives we also write g ′ or g ′′. In the case of multiple
variables, this refers to the derivative with respect to time. The main
exception to these rules isA(k), which we dene to be the realization
of A(k), i.e. the kth derivative of the time-dependent operator A. This
should not cause any confusion, because the aforementioned types of
derivatives cannot be dened for A. Another useful shorthand notation,
which we will sometimes employ is k1 := max{1,k} for k ∈ N ∪ {0}. Apart
from the fact that we denote the set of all compactly supported smooth
functions as C1c (I) (and C1c (I;X)), and the support of a function f by
spt f, all our remaining notation should be fairly standard or at least
self-explanatory.
2.1 preliminaries
Let us rst x the idea of a Gelfand triple (as motivated in the introduc-
tion) in a denition.
Definition 2.1. Let V , H be separable Hilbert spaces, whereV is continu-
ously and densely embedded in H. By identifying H with H∗ we obtain
the relationship
V ⊂ H ⊂ V∗,
which we denote as a Gelfand triple.
We have not yet specied in what way u should solve (2.1). We expect
the solution to be an element of L2(I;V), with the rst time derivative
u ′ belonging to L2(I;H), i.e. u ∈ L2(I;V)∩H1(I;H). The structure of the
operators is as follows: B, C ∈ L1 (I;L(H)), while Q ∈ L1 (I;L(V,H))
and A ∈ L1 (I;L(V,V∗)). In applications to actual PDEs this means that
A(t) may encode second-order spatial derivatives (and in fact must do
so in order to be coercive), whereasQ(t) can still incorporate rst-order
spatial derivatives. These conditions are not minimal, they already
take into account what kind of problems we aim to solve in subsequent
chapters. For example, it is possible to obtain L2-theory for Q, at least in
the special case of the wave equation (cf. [GL17]), and B(t) ∈ L(V,H) is
sufcient after modifying the equation to use B∗ instead of B (cf. [Lio 61]).2
The right-hand side f should at least belong to L2(I;V∗). With these
assumptions (2.1) is well-dened as an equality in V∗, and we can also
write it as
(Cu ′) ′ +Bu ′ + (A+Q)u = f in L2(I;V∗). (2.2)
2 In the context of the wave equation this would allow us to have div (βu ′) in the equation.
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By regarding Cu ′ ∈ L2(I;V∗) as a distribution C1c (I)→ V∗, its derivative
(Cu ′) ′ ∈ L2(I;V∗) is always well-dened in the distributional sense via
(Cu ′) ′[φ] = −
RT
0 (Cu
′)(t)φ ′(t) dt ∈ V∗ for all φ ∈ C1c (I). Then the
equation above can be understood in the sense that this derivative should
be equal to the regular distribution that is associated to f−Bu ′ − (A+
Q)u ∈ L2(I;V∗). It is of no consequence whether we do this or see
Cu ′ ∈ H1(I;V∗) as an additional constraint that has to be fullled by u.
The only information about second time derivatives of u that we will
be able to obtain will stem from the equation itself, i.e. even with C = Id
we would only be able to conclude u ∈ H2(S;V∗). This is the reason why
we chose the formulation (2.2) with leading term (Cu ′) ′. Had we used
Cu ′′ instead, then the appropriate space for C(t) would have been L(V∗).
Working with this space, and dening suitable operators in it is awkward
at best, and is certainly more difcult than dealing with L(H). However,
we can get results for this kind of equations (with C(t) ∈ L(H)) by using
regularity results, as will be demonstrated in Section 3.3.
We also need to discuss suitable initial conditions for (2.2). Normally,
we would require u(0) = u0 and u ′(0) = u1, but due to the presence ofC
the evaluation of u ′ at t = 0 might not be well-dened. For Banach spaces
X, we know of the embedding H1(I;X) ↪→ C(I;X) (see Theorem A.10)
and use this to always identify equivalence classes in H1(I;X) with their
continuous members. Together with u ∈ H1(I;H) this lets us conclude
that u(0) is well-dened as an element of H. We have no knowledge
about u ′′ and therefore cannot give a similar argument for u ′(0). Since
Cu ′ ∈ H1(I;V∗) we can however use (Cu ′)(0) = u1 ∈ V∗ as a second
initial condition which is well-dened as an equality in V∗. We would
like to remark that (Cu ′)(0) is (in general) not the same asC(0)u ′(0), as
the latter would again imply that u ′ could be evaluated at zero.
Note that these are only preliminary conditions on the operators, the
right-hand side and even the initial values. They only allow the statement
of the problem; we do not claim (nor expect) that these conditions already
ensure the existence ofu.
The fact that we expect (2.2) to hold for almost all t ∈ I in the V∗ sense
already suggests that we are dealing with a variational problem. The
following lemma shows that the corresponding problem with bilinear
forms is equivalent to the solution of (2.2); the choice which notation to
use is merely a matter of personal preference. Suitable bilinear forms can
be dened for almost all t ∈ I, φ,ψ ∈ V and v,w ∈ H via
a : I× V × V → R , a(t,φ,ψ) := ⟨A(t)φ,ψ⟩+ (Q(t)φ,ψ),
b : I×H×H→ R , b(t,v,w) := (B(t)v,w),
c : I×H×H→ R , c(t,v,w) := (C(t)v,w).
Additional conditions that have to be imposed in the sequel can directly
be translated between the two formulations, for instance symmetry of
c(t, ·, ·) is equivalent to C being pointwise self-adjoint.
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Lemma 2.2. The function u ∈ H1(I;H)∩ L2(I;V) solves (2.2) if and only if it
solves
d
dt
c(t,u ′(t),φ) + b(t,u ′(t),φ) + a(t,u(t),φ) = ⟨f(t),φ⟩ (2.3)
for all φ ∈ V in the weak sense for almost all t ∈ I.
We would like to point out that it is very important that (2.3) holds
for all φ and almost all t ∈ I, and not the other way around. Otherwise
the subset of measure zero of I, in which the formulation does not
hold, would be allowed to depend on φ. In particular, it could happen
(assuming V ̸= {0}) that there exists not even a single t ∈ I, for which the
formulation holds for every φ ∈ V .
Proof. The main, but subtle difference between the two formulations is
the following: At least on the first glance, formulation (2.3) only asserts
the validity of the differential equation for every fixed test function φ. In
contrast, equation (2.2) requires it to hold uniformly for all test functions.
First, we note that the operator formulation is (by the definition of
distributional derivatives) equivalent to
−
∫︂T
0
C(t)u ′(t)ψ ′(t)dt
=
∫︂T
0
[︁
f(t) −B(t)u ′(t) −A(t)u(t) −Q(t)u(t)
]︁
ψ(t)dt
(2.4)
being satisfied for all ψ ∈ C∞c (I). The integral on either side of this
equation is a Bochner integral and yields a value in V∗. Equality in V∗
is just pointwise equality at all φ ∈ V . We test (2.4) with such a φ and
move the dual product into the integral (cf. Theorem A.5) to end up with
−
∫︂T
0
c(t,u ′(t),φ)ψ ′(t)dt
=
∫︂T
0
[︁⟨f(t),φ⟩− b(t,u ′(t),φ) − a(t,u(t),φ)]︁ψ(t)dt,
which is the weak formulation of (2.3).
An important ingredient used throughout this chapter is the following
“product rule” for time-dependent linear operators.
Lemma 2.3. Let X, Y be separable Banach spaces and G ∈W1,∞(I;L(X, Y∗)).
Given any u ∈ H1(I;X), v ∈ H1(I; Y), the map t ↦→ ⟨G(t)u(t), v(t)⟩ belongs
to W1,1(I) and we have
d
dt
⟨G(t)u(t), v(t)⟩
=
⟨︁
G ′(t)u(t), v(t)
⟩︁
+
⟨︁
G(t)u ′(t), v(t)
⟩︁
+
⟨︁
G(t)u(t), v ′(t)
⟩︁ (2.5)
for almost all t ∈ I. Here, ⟨·, ·⟩ denotes the dual product between Y∗ and Y.
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Proof. It is clear that both the right-hand side of (2.5) and the mapping
t ↦→ ⟨G(t)u(t), v(t)⟩ belong to L1(I).
Since G is weakly differentiable, we know that it also has to be con-
tinuous (cf. Theorem A.10). Furthermore, its continuous representative
fulfills (G(t+h)−G(t))/h =
∫︁t+h
t G
′(s)ds/h ∈ L(X, Y∗) for all t ∈ (0, T)
and small enough h > 0. The right-hand side of this equation converges
to G ′(t) (due to Lemma A.7), at least for almost all t ∈ (0, T), when h→ 0.
Hence, G is almost everywhere differentiable in the classical sense. Due
to Lemma A.9, there exist uε ∈ C∞(I;X), vε ∈ C∞(I; Y) such that uε → u
in H1(I;X) and vε → v in H1(I; Y) as ε→ 0. We can apply the chain rule
to infer
d
dt
⟨G(t)uε(t), vε(t)⟩
=
⟨︁
G ′(t)uε(t), vε(t)
⟩︁
+
⟨︁
G(t)(uε) ′(t), vε(t)
⟩︁
+
⟨︁
G(t)uε(t), (vε) ′(t)
⟩︁
in the classical sense. In particular, we are able to conclude that
−
∫︂T
0
⟨G(t)uε(t), vε(t)⟩ψ ′(t)dt
=
∫︂T
0
⟨︁
G ′(t)uε(t), vε(t)
⟩︁
ψ(t)dt
+
∫︂T
0
[︁⟨︁
G(t)(uε) ′(t), vε(t)
⟩︁
+
⟨︁
G(t)uε(t), (vε) ′(t)
⟩︁]︁
ψ(t)dt
holds for all ψ ∈ C∞c (I). Both sides of this equation converge to the
respective terms evaluated at u and v as ε → 0. We demonstrate this
on the first expression on the right-hand side by the straightforward
computation⃓⃓⃓⃓
⃓
∫︂T
0
[︁⟨︁
G ′(t)u(t), v(t)
⟩︁
−
⟨︁
G ′(t)uε(t), vε(t)
⟩︁]︁
ψ(t)dt
⃓⃓⃓⃓
⃓
⩽
∫︂T
0
⃓⃓[︁⟨︁
G ′(t)(u(t) − uε(t)), v(t)
⟩︁
+
⟨︁
G ′(t)uε(t), v(t) − vε(t)
⟩︁]︁
ψ(t)
⃓⃓
dt
⩽
⃦⃦
G ′
⃦⃦
L∞(I;L(X,Y∗))∥ψ∥L∞(I)
[︂
∥u− uε∥L2(I;X)∥v∥L2(I;Y)
+ ∥v− vε∥L2(I;Y)∥uε∥L2(I;X)
]︂
.
The right-hand side converges to zero when ε→ 0. The other expressions
can be handled in the same way, which proves the assertion.
We refer to the last lemma as a product rule, because when choosing v
as constant in time it states that (Gu) ′ = G ′u+ Gu ′, where G ′ denotes the
realization of G ′.
Before continuing with the discussion under which circumstances (2.2)
is solvable, we give a short example of how to restate actual partial
differential equations as evolution equations. Although we will see far
more comprehensive examples for this in Chapters 5 and 6, we consider
it crucial for understanding the consequences of the assumptions on the
2.2 existence of solutions 11
operators and the data. Only then are we able to judge which assumptions
are acceptable and which are too excessive. To keep the example brief we
use the wave equation with a single time- and space-dependent coefcient
for this demonstration.
Example 2.4. Consider the initial boundary value problem
u ′′(t,x) − div (a(t,x)∇u(t,x)) = f(t,x) t ∈ (0,T), x ∈ Ω
u = 0 on (0,T)× ∂Ω, u(0, ·) = u0, u ′(0, ·) = u1
on some domain Ω ⊂ Rd (with d ∈ N ). A weak formulation of this wave
equation is easily obtained and reads
Z
Ω
u ′′(t,x)φ(x) dx+ a(t,x)∇u(t,x) · ∇φ(x) dx =
Z
Ω
f(t,x)φ(x) dx,
and should be fullled for all φ ∈ H10 and almost all t ∈ I. Typically,
one seeks a solution u(t) ∈ H10(Ω) that possesses a time derivative
u ′(t) ∈ L2(Ω), thus V = H10(Ω) and H = L2(Ω). In effect, V∗ = H−1(Ω).
According to Lemma 2.2, this weak formulation is equivalent to (Cu ′) ′ +
Au = f in L2(I;H−1(Ω)), where C(t) := IdL2(Ω) and
⟨A(t)φ,ψ⟩ :=
Z
Ω
a(t,x) ∇φ(x) · ∇ψ(x) dx, φ,ψ ∈ H10(Ω)
for almost all t ∈ I. We see that smoothness assumptions onA directly
translate to the coefcient a. In particular, we have A ∈ L1 (I;L(V,V∗))
if and only if a ∈ L1 (I;L1 (Ω)).
2.2 existence of solutions
We use the Galerkin method in a variational context to show well-
posedness of the solution u ∈ L2(I;V)∩H1(I;H) of (2.2) with the initial
conditions that we discussed in the previous section, i.e. the problem
(Cu ′) ′ +Bu ′ + (A+Q)u = f in L2(I;V∗), (2.6a)
u(0) = u0 and (Cu ′)(0) = u1. (2.6b)
Although this should be fairly standard, the literature lacks a satisfying
presentation of the needed results. For instance, the popular works by
Lions and Magenes [LM 72] and Zeidler [Zei 90b] only consider the case
of time-independent A, B = Q = 0 and C = Id , as does Evans [Eva10].
The extension to time-dependent A = A(t) can be found in [Wlo 87],
and the special case thatA represents the operator−∆+ c(t) has been
analyzed by us in [GL 17]. Lions [Lio 61] analyzes our equation by extend-
ing the equation from (0,T) to (0,1 ) and then applying a generalized
Lax-Milgram-Lemma to the problem’s space-time formulation. We will
encounter this technique in Section 3.1, but it has the drawback of requir-
ing homogeneous initial values. The results of Lions and Dautray [DL 00]
are close to what we need, but their technique (parabolic regularization)
2.2 existence of solutions 12
does not yield continuous dependence of u on the operators A, B, C
and Q. However, this knowledge is crucial in the analysis of the inverse
problems that will appear in subsequent chapters.
Another point that will turn out to be important to us, but is missing
in these results, is the admissibility of right-hand sides f(t) ∈ V∗. Con-
sequently, we will generalize the known results to (2.6) ourselves. Our
approach is similar to the one of [LM 72].
We start by showing existence of a solution u using the Galerkin
method. This means that we approximate the evolution equation (2.6)
and the initial conditions by restricting the test- and trial functions to
nite-dimensional subspaces Vm of V and then let the dimension of these
subspaces tend to innity.
We assumedV to be separable, so it possesses a Schauder basis on
which we can apply the Gram-Schmidt orthonormalization algorithm.
Since V is dense in H, this procedure yields a complete orthonormal
system (φj)j∈N ⊂ V of H. The subspaces ofV in which we will seek
approximative solutions um are Vm := lin

φj
⃓⃓
j = 1, . . . ,m
	
. Showing
existence of theseum is relatively easy, because due to the nite dimen-
sion of Vm the resulting problem can be reduced to a linear system of
ordinary differential equations. To make it solvable, we have to ensure
that it can be converted to an explicit system.
Theorem 2.5. Let m ∈ N and A ∈ L1 (I;L(V,V∗)), B ∈ L1 (I;L(H)),
C ∈ W1,1 (I;L(H)) and Q ∈ L1 (I;L(V,H)). Further, let u0,u1 ∈ H, f ∈
L2(I;V∗) and let C be uniformly pointwise H-coercive, i.e.
(C(t)v,v) ⩾ c0∥v∥2H for all v ∈ H
holds for almost all t ∈ I for some c0 > 0 (that does not depend on t). Then
there exists a unique solution um ∈ H2(I;Vm) of the equation
(Cu ′m)
′
+Bu ′m + (A+Q)um = f in L
2(I;V∗m) (2.7a)
that also satisfies the initial conditions
um(0) =
mX
j=1
(︁
u0,φj
)︁
φj and u ′m(0) =
mX
j=1
(︂
C(0)−1u1,φj
)︂
φj. (2.7b)
Proof. First, we note that C is continuous in time (due to Theorem A. 10).
As a consequence,C(t) is coercive (and therefore invertible) for all t ∈ I.
In particular, the second initial condition in ( 2.7b) is well-dened.
The searched forum ∈ H2(I;Vm) has the shapeum(t) =
P m
j=1 αj(t)φj
for almost all t ∈ I, with αj ∈ H2(I) for j = 1, . . . ,m. Instead of um, we
can equivalently search for these coefcient functions. Equation ( 2.7a)
holds if and only if
mX
j=1
(︃
d
dt
(︁
α ′j(t)
(︁
C(t)φj,φi
)︁)︁
+α ′j(t)
(︁
B(t)φj,φi
)︁
+αj(t)
⟨︁
(A(t) +Q(t))φj,φi
⟩︁)︃
= ⟨f(t),φi⟩
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is satised for almost all t ∈ I and all i = 1, . . . ,m. We note that α ′j ∈
H1(I) and
(︁
C(·)φj,φi
)︁ ∈W1,1 (I) (special case of Lemma2.3). Hence, we
can apply the product rule for weak derivatives to obtain the equivalent
system
M2(t) ·α ′′(t) +M1(t) ·α ′(t) +M0(t) ·α(t) = F(t) (2.8)
of explicit second-order ODEs for α = (α1, . . . ,αm), with m×m matrices
M2(t) :=
(︁(︁
C(t)φj,φi
)︁)︁
i,j=1,...,m
M1(t) :=
(︁(︁
C ′(t)φj,φi
)︁
+
(︁
B(t)φj,φi
)︁)︁
i,j=1,...,m
M0(t) :=
(︁⟨︁
A(t)φj,φi
⟩︁
+
(︁
Q(t)φj,φi
)︁)︁
i,j=1,...,m
and the right-hand side vector F(t) := (⟨f(t),φi⟩)i=1,...,m. Due to Lax-
Milgram we know that M2(t) is invertible with
⃦⃦⃦
M2(t)
−1
⃦⃦⃦
⩽ c−10 . We
conclude that
M2(·)−1M1(·), M2(·)−1M0(·) ∈ L1 (I;Rm×m)
and M2(·)−1F(·) ∈ L2(I;Rm). The initial values that um is required to
possess attain the shape
α(0) = ((u0,φi))i=1,...,m,
α ′(0) =
(︂⟨︂
C(0)−1u1,φi
⟩︂)︂
i=1,...,m
.
(2.9)
According to (weak) ODE theory (e.g. [CL 55; ORe97]), the initial value
problem (2.8) and (2.9) admits a unique solution α ∈ H2(I;Rm).
We would like to highlight the fact that the existence of um does
not depend on coercivity of A. This is a side effect of Vm being nite-
dimensional, because this makes theH- and V-norm on Vm equivalent.
Hence, we did not need A to ensure that the solution um belongs not
only in H, but also to V . This is going to change now, because we require
estimates for um that are independent of m in order to obtain a limit
when we let m tend to innity.
To prove these estimates we will employ the following version of the
Grönwall-Lemma, taken from [DL 00].
Lemma 2.6 (Grönwall) . Let φ ∈ L1 (I),µ ∈ L1(I) satisfy φ(t) ⩾ 0, µ(t) ⩾ 0
and the integral inequality
φ(t) ⩽
Zt
0
µ(s)φ(s) ds+C (2.10)
for almost all t ∈ I with C > 0. Then
φ(t) ⩽ C exp
(︃Zt
0
µ(s) ds
)︃
(2.11)
also holds for almost all t ∈ I.
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The important thing to note here is that in the integral inequality (2.10)
φ appears on both sides, whereas the right-hand side of (2.11) only
depends on µ. The proof is even shorter than the assertion, therefore we
include it.
Proof. Dene F(t) :=
Rt
0 µ(s)φ(s) ds+C, then F ′(t) = µ(t)φ(t) and (2.10)
states F
′(t)
F(t) ⩽ µ(t). By integrating this we obtain
log
(︃
F(t)
C
)︃
⩽
Zt
0
µ(s) ds,
which means φ(t) ⩽ F(t) ⩽ C exp
(︂Rt
0 µ(s) ds
)︂
.
For the estimates we will not only need coercivity of A(t), but also
symmetry of A(t) and C(t), i.e. ⟨A(t)φ,ψ⟩ = ⟨A(t)ψ,φ⟩ and (C(t)u,v) =
(C(t)v,u) for all φ,ψ ∈ V and u,v ∈ H. This means that C(t) should be
self-adjoint. The adjoint of A(t) ∈ L(V,V∗) is an element of L(V∗∗,V∗),
but since V is reexive we can identify V∗∗ with V and therefore regard
A∗(t) as an operatorL(V,V∗) as well, which is then determined by the
familiar relation ⟨A∗(t)φ,ψ⟩ = ⟨A(t)ψ,φ⟩. To ease notation we make the
following denitions.
Definition 2.7. Let Z be a reexive Banach space and α > 0. We introduce
the set
Lsa(Z,Z∗) :=


G ∈ L(Z,Z∗)
⃓⃓⃓
G∗ = G

.
of self-adjoint operators mapping from Z to Z∗. Its subset of α-coercive
self-adjoint operators we denote by
Lsaα (Z,Z
∗) :=


G ∈ Lsa(Z,Z∗)
⃓⃓⃓
⟨Gz,z⟩ ⩾ α∥z∥2Z for all z ∈ Z

.
If Z = Z∗, then we abbreviate Lsa(Z,Z∗) and Lsaα (Z,Z∗) by Lsa(Z) and
Lsaα (Z), respectively.
These sets will also ease the analysis of the inverse problems in sub-
sequent chapters because they can be used to construct the domain of
denition of the map (A,C) ↦→ u. Note that Lsa(Z,Z∗) is a closed sub-
space ofL(Z,Z∗), i.e. Lsa(Z,Z∗) is a Banach space when it is equipped
with the operator norm. Thus we can also use the corresponding Bochner
spacesWk,p(I;Lsa(Z,Z∗)). SinceLsaα (Z,Z∗) is not even a linear space, we
must however refrain from writing Wk,p(I;Lsaα (Z,Z∗)).
Theorem 2.8. Let a0,c0 > 0 and suppose that A ∈ W1,1 (I;Lsa(V,V∗)),
B ∈ L1 (I;L(H)), Q ∈ L1 (I;L(V ,H)) and C ∈W1,1 (I;Lsa(H)) with A(t) ∈
Lsaa0(V,V
∗) and C(t) ∈ Lsac0(H) for almost all t ∈ I. Further, let u0 ∈ V ,
u1 ∈ H and f ∈ L2(I;H)∪H1(I;V∗).
For every m ∈ N we have the estimate
ess sup
t∈I
⃦⃦
um(t)
⃦⃦2
V
+
⃦⃦
u ′m(t)
⃦⃦2
H
⩽ Λ
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
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for the solution um of problem (2.7). With ∥f∥ we denote the appropriate norm of
f, i.e. either its L2(I;H)- or H1(I;V∗)-norm. The constant Λ > 0 continuously
depends on a−10 , c
−1
0 and the norms of the operators A, B, C and Q.
Proof. We can do here what we are not allowed to do in the original
equation, namely testing the equation (2.7a) with u ′m(t) ∈ V . This results
in ⟨︁
f(t),u ′m(t)
⟩︁
=
⟨︂
(Cu ′m)
′
(t),u ′m(t)
⟩︂
+
(︁
B(t)u ′m(t),u
′
m(t)
)︁
+
⟨︁
A(t)um(t),u ′m(t)
⟩︁
+
(︁
Q(t)um(t),u ′m(t)
)︁
.
(2.12)
Our goal is to reshape this until we obtain an inequality like (2.10) that
is needed for Grönwall’s Lemma with φ(t) = ∥um(t)∥2V + ∥u ′m(t)∥2H. In
order to be able to benefit from the coercivity of A(t) and C(t), we apply
the product rule of Lemma 2.3 to the corresponding terms to obtain
2
⟨︁
A(t)um(t),u ′m(t)
⟩︁
=
d
dt
⟨A(t)um(t),um(t)⟩−
⟨︁
A ′(t)um(t),um(t)
⟩︁
for A and analogously
2
(︂(︁
Cu ′m
)︁ ′
(t),u ′m(t)
)︂
= 2
(︁
C(t)u ′′m(t),u
′
m(t)
)︁
+ 2
(︁
C ′(t)u ′m(t),u
′
m(t)
)︁
=
d
dt
(︁
C(t)u ′m(t),u
′
m(t)
)︁
+
(︁
C ′(t)u ′m(t),u
′
m(t)
)︁
for the expression that involves C. By plugging these equalities into (2.12)
and integrating over (0, t) we reach(︁
C(t)u ′m(t),u
′
m(t)
)︁
+ ⟨A(t)um(t),um(t)⟩
=
(︁
C(0)u ′m(0),u
′
m(0)
)︁
+ ⟨A(0)um(0),um(0)⟩
−
∫︂ t
0
2
(︁
B(s)u ′m(s),u
′
m(s)
)︁
+
(︁
C ′(s)u ′m(s),u
′
m(s)
)︁
ds
+
∫︂ t
0
⟨︁
A ′(s)um(s),um(s)
⟩︁
− 2
(︁
Q(s)um(s),u ′m(s)
)︁
ds
+
∫︂ t
0
2
⟨︁
f(s),u ′m(s)
⟩︁
ds.
(2.13)
Here we used the fundamental theorem of calculus for H1(I) and the
fact that A and C are continuous in time. These are consequences of
Theorem A.10.
Equation (2.13) can be viewed as a energy equality for um: The energy at
time t is determined by the initial energy and the effects of the right-hand
side, the operators Q and B and changes in A and C since then. The
term energy stems from the fact that e.g. for the classical wave equation
u ′′ − ∆u = f the left-hand side would read ∥u ′m(t)∥2H + ∥∇um(t)∥2H,
which is the sum of kinetic and potential energy of u(t).
The left-hand side of (2.13) can be estimated using the coercivity of A
and C, which yields(︁
C(t)u ′m(t),u
′
m(t)
)︁
+ ⟨A(t)um(t),um(t)⟩ ⩾ c0
⃦⃦
u ′m(t)
⃦⃦2
H
+a0
⃦⃦
um(t)
⃦⃦2
V
.
2.2 existence of solutions 16
The analogous terms for the initial values on the right-hand side are
bounded from above by(︁
C(0)u ′m(0),u
′
m(0)
)︁
+ ⟨A(0)um(0),um(0)⟩
⩽ ∥C(0)∥L(H)∥C(0)−1u1∥2H + ∥A(0)∥L(V ,V∗)∥u0∥2V
⩽ c−20 ∥C∥L∞(I;L(H))∥u1∥2H + ∥A∥L∞(I;L(V ,V∗))∥u0∥2V .
Terms in the integral of the right-hand side of (2.13) that involve A, B or
C are easily estimated using their operator norms. For Q we note that
2
(︁
Q(s)um(s),u ′m(s)
)︁
⩽ 2∥Q∥L∞(I;L(V ,H))
⃦⃦
um(s)
⃦⃦
V
⃦⃦
u ′m(s)
⃦⃦
H
⩽ ∥Q∥L∞(I;L(V ,H))
(︂⃦⃦
um(s)
⃦⃦2
V
+
⃦⃦
u ′m(s)
⃦⃦2
H
)︂
.
The treatment of f ∈ L2(I;H) is easily done because 2⟨f(s),u ′m(s)⟩ ⩽
∥f(s)∥2H + ∥u ′m(s)∥2H. Otherwise, i.e. f ∈ H1(I;V∗), we have for all ε > 0
the estimate
2
∫︂t
0
⟨︁
f(s),u ′m(s)
⟩︁
ds = 2⟨f(t),um(t)⟩− 2⟨f(0),um(0)⟩
− 2
∫︂t
0
⟨︁
f ′(s),um(s)
⟩︁
ds
⩽ ε∥um(t)∥2V + 1+εε ∥f∥2L∞(I;V∗) + ∥u0∥2V
+
∫︂t
0
⃦⃦
f ′(s)
⃦⃦2
V∗ + ∥um(s)∥2V ds.
The norm ∥f∥L∞(I;V∗) can be estimated by CH1↪→L∞∥f∥H1(I;V∗), where
CH1↪→L∞ > 0 denotes the norm of the embedding H1(I;V∗) ↪→ L∞(I;V∗).
We can combine both cases because
2
∫︂t
0
⟨︁
f(s),u ′m(s)
⟩︁
ds ⩽ ε∥um(t)∥2V +
(︁
ε−1 +C2H1↪→L∞ + 1
)︁∥f∥2 + ∥u0∥2V
+
∫︂t
0
⃦⃦
um(s)
⃦⃦2
V
+
⃦⃦
u ′m(s)
⃦⃦2
H
ds
holds for either form of f as long as ∥f∥ denotes the norm of f in the
appropriate space.
By inserting all of the above considerations into (2.13) we obtain
c0
⃦⃦
u ′m(t)
⃦⃦2
H
+ (a0 − ε)∥um(t)∥2V
⩽ ∥C∥c−20 ∥u1∥2H + (1+ ∥A∥)∥u0∥2V +
(︁
ε−1 +CH1↪→L∞ + 1
)︁∥f∥2
+
∫︂t
0
(︁
1+ 2∥B∥+ ⃦⃦C ′⃦⃦+ ∥Q∥)︁⃦⃦u ′m(s)⃦⃦2H ds
+
∫︂t
0
(︁
1+
⃦⃦
A ′
⃦⃦
+ ∥Q∥)︁∥um(s)∥2V ds,
where we abbreviated the appropriate L∞-norms of the operators for
typographic reasons. Here it becomes clear that to allow f(t) ∈ V∗ we
have to sacrifice some coercivity on the left-hand side, therefore possibly
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worsening the estimate. Fortunately, we are not interested in a sharp
upper bound for the norm of um; we are satised as long as this bound
continuously depends on the data u0, u1, f and the operators A, B, C,
Q. Hence we can just choose e.g.ε := a0/2 and note that there exists a
positive constant λ such that⃦⃦
u ′m(t)
⃦⃦2
H
+
⃦⃦
um(t)
⃦⃦2
V
(2.14)
⩽ λ
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
+ λ
Zt
0
⃦⃦
u ′m(s)
⃦⃦2
H
+
⃦⃦
um(s)
⃦⃦2
V
ds
holds for all t ∈ I. Further, λ continuously depends on the operators
(measured in the spaces given in the assertion) as well as onc−10 and
a−10 . In particular, λ stays bounded as long as these values stay bounded.
We are nally in a position to apply Grönwall’s Lemma, which yields⃦⃦
u ′m(t)
⃦⃦2
H
+
⃦⃦
um(t)
⃦⃦2
V
⩽ λexp(λT)
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
.
Forming the supremum over I of both sides of this equation and setting
Λ := λ exp(λT) concludes the proof.
We would like to point out that it would sufce if the operator A
was only coercive up to a perturbation in H, i.e. satised ⟨A(t)φ,φ⟩ ⩾
a0∥φ∥2V − λ0∥φ∥2H with λ0 ∈ R , often labeled as Gårding’s inequality.
Because we included the operator Q, we could just replace such an A
with A+ λ0I and Q with Q− λ0I. This does not changeum, but causes
A(t) to be coercive.
Next, we perform the limit m→ 1 .
Theorem 2.9. Let a0,c0 > 0 and suppose that A ∈ W1,1 (I;Lsa(V,V∗)),
B ∈ L1 (I;L(H)), Q ∈ L1 (I;L(V ,H)) and C ∈W1,1 (I;Lsa(H)) with A(t) ∈
Lsaa0(V,V
∗) and C(t) ∈ Lsac0(H) for almost all t ∈ I. Further, let u0 ∈ V ,
u1 ∈ H and f ∈ L2(I;H)∪H1(I;V∗).
There exists a solution u ∈ L2(I;V) ∩ H1(I;H) to problem (2.6) that also
satisfies the energy estimate
ess sup
t∈I
⃦⃦
u(t)
⃦⃦2
V
+
⃦⃦
u ′(t)
⃦⃦2
H
⩽ Λ
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
.
With ∥f∥ we again denote the appropriate norm of f. The constant Λ > 0
continuously depends on a−10 , c
−1
0 and the operators A, B, C and Q.
Proof. From the energy estimates for um we conclude that the sequence
(um)m∈N is bounded in the Hilbert space L2(I;V) and (u ′m)m∈N is
bounded in L2(I;H). Therefore they possess weakly convergent subse-
quences, i.e. there existu ∈ L2(I;V), v ∈ L2(I;H) with
umj ⇀ u in L2(I;V),
u ′mj ⇀ v in L
2(I;H).
as j→ 1 . Without loss of generality we assume that the indices of both
sequences are identical. The fact thatv = u ′ can for example be seen
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by noting that (um)m∈N also has a subsequence that converges weakly
to w ∈ H1(I;H). Due to uniqueness of weak limits we have w = u and
w ′ = v, both in the sense of L2(I;H).
By means of∥u∥ ⩽ lim inf j→1 ∥umj∥ we obtain the L2-energy estimates⃦⃦
u
⃦⃦2
L2(I;V) +
⃦⃦
u ′
⃦⃦2
L2(I;H) ⩽ Λ
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
for u. We are also able to achieveL1 -estimates in time, because(um)m∈N
is bounded in L1 (I;V) ∼= L1(I;V∗)∗, while the sequence (u ′m)m∈N is
bounded in L1 (I;H) ∼= L1(I;H)∗. In this case the BanachAlaoglu theo-
rem states that there are a subsequences
umj
∗
⇀ u in L1(I;V∗),
u ′mj
∗
⇀ u ′ in L1(I;H)
when j → 1 . The limits are the same as before: For example, weak-∗
convergence of (umj)j∈N in L
1(I;V∗) is stronger than weak convergence
in L2(I;V). The former is the case if
ZT
0
⟨︁
v(t),umj(t)
⟩︁
dt→
ZT
0
⟨v(t),u(t)⟩dt
holds for all v ∈ L1(I;V∗), while the latter only requires this to hold for
v ∈ L2(I;V∗). Hence,u satises the same type of energy estimates as um.
We still need to show that u indeed solves (2.6). To this end, let
ψ ∈ C1c (I) and φ ∈ lin {φi | i ∈ N }. Thus, there existsN ∈ N such that
ZT
0
⟨f(t),φ⟩ψ(t) dt =
ZT
0
⟨︂
B(t)u ′mj(t) + (A(t) +Q(t))umj(t),φ
⟩︂
ψ(t)
−
(︂
C(t)u ′mj(t),φ
)︂
ψ ′(t) dt
holds for all j ⩾ N. The right-hand side is a continuous linear form in
umj ∈ L2(I;V)∩H1(I;H). Due to the weak convergence of umj → u in
this space we conclude that the formulation also holds for u, that is
ZT
0
⟨f(t),φ⟩ψ(t) dt =
ZT
0
⟨︁
B(t)u ′(t) + (A(t) +Q(t))u(t),φ
⟩︁
ψ(t)
−
(︁
C(t)u ′(t),φ
)︁
ψ ′(t) dt
Similarly, both sides of this equation are linear in φ and continuous with
respect to its norm in V . Sincelin {φi | i ∈ N } is dense in V the equation
thus holds for all φ ∈ V. According to Lemma 2.2, this shows that u
solves evolution equation ( 2.6a).
Now we turn to the initial values (2.6b). Let N ∈ N and β ∈ C2(I;V)
with β(t) ∈ lin {φi | i = 1, . . . ,N } for all t ∈ I and β(T) = β ′(T) = 0.
For mj ⩾ N, we may test the weak formulation for umj with β(t) and
integrate over the time interval. By doing so we obtain
ZT
0
⟨︂
(Cu ′mj)
′
(t),β(t)
⟩︂
dt
=
ZT
0
⟨︂
f(t) −B(t)u ′mj(t) − (A(t) +Q(t))umj(t),β(t)
⟩︂
dt,
(2.15)
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and we can derive an analogous equation for u. The right-hand side of
equation (2.15) converges to the respective term for u for j→∞, therefore
the left-hand sides have to converge as well, i.e.∫︂T
0
⟨︂
(Cu ′mj)
′
(t),β(t)
⟩︂
dt→
∫︂T
0
⟨︂
(Cu ′) ′(t),β(t)
⟩︂
dt. (2.16)
We apply the integration by parts formula in the evolution triple H ⊂
V∗ ⊂ H∗ (see Theorem A.11), starting with the right-hand side of (2.16).
By doing so twice and considering the boundary values of β at t = T and
the fact that C(t) is self-adjoint, we see∫︂T
0
⟨︂
(Cu ′) ′(t),β(t)
⟩︂
dt = −
∫︂T
0
(︁
C(t)u ′(t),β ′(t)
)︁
dt−
⟨︁
(Cu ′)(0),β(0)
⟩︁
=
∫︂T
0
(︂
u(t), (Cβ ′) ′(t)
)︂
dt−
⟨︁
(Cu ′)(0),β(0)
⟩︁
+
(︁
u(0), (Cβ ′)(0)
)︁
.
(2.17)
The same argument can be made for the left-hand side of (2.16), which
means∫︂T
0
⟨︂
(Cu ′mj)
′
(t),β(t)
⟩︂
dt
=
∫︂T
0
(︂
umj(t), (Cβ
′) ′(t)
)︂
dt−
(︂
(Cu ′mj)(0),β(0)
)︂
+
(︁
umj(0), (Cβ
′)(0)
)︁
.
Now we insert the initial values (2.7b) of umj and thereby obtain
(︁
umj(0), (Cβ
′)(0)
)︁
=
(︄mj∑︂
i=1
(u0,φi)φi, (Cβ ′)(0)
)︄
,
which clearly converges to (u0, (Cβ ′)(0)) when j→∞. Moreover, from
umj ∈ H2(I;V) follows that u ′mj is continuous (with values in V), hence(︂
(Cu ′mj)(0),β(0)
)︂
=
(︂
C(0)u ′mj(0),β(0)
)︂
=
(︂
u ′mj(0),C(0)β(0)
)︂
.
Due to the design of the second initial condition for the Galerkin solutions
this tends to
(︂
C(0)−1u1,C(0)β(0)
)︂
, which is equal to (u1,β(0)). Since∫︁T
0
⟨︂
(Cu ′mj)
′(t),β(t)
⟩︂
also converges to the right-hand side of (2.17), we
are able to conclude(︁
u(0), (Cβ ′)(0)
)︁
−
⟨︁
(Cu ′)(0),β(0)
⟩︁
=
(︁
u0, (Cβ ′)(0)
)︁
− (u1,β(0)).
By an approximation argument this holds for all β ∈ C2(I;V) with β(T) =
β ′(T) = 0. Since C(0) is invertible, the initial values β(0) and (Cβ ′)(0)
can be arbitrarily chosen in V and H, respectively. Thus, u(0) = u0 in H
and (Cu ′)(0) = u1 in V∗. This concludes the proof.
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2.3 uniqueness of solutions
We also need u to be unique. According to [DL00] it is not known whether
the assumptions we made to get existence of a solution also ensure its
uniqueness. The standard proof, which is widely used in literature (e.g.
in [DL00; LM72; Wlo87]) and which we adapted to (2.6), additionally
requires differentiability of B in time. In the case that Q indeed represents
a first-order differential operator in space, i.e. Q ∈ L∞(I;L(V ,H)) \
L∞(I;L(H)), we also need it to be differentiable. For convenience we
combine the uniqueness with the already proven existence result.
Theorem 2.10. Let a0, c0 > 0 and suppose that A ∈ W1,∞(I;Lsa(V ,V∗)),
B ∈ W1,∞(I;L(H)) and C ∈ W1,∞(I;Lsa(H)) with A(t) ∈ Lsaa0(V ,V∗) and
C(t) ∈ Lsac0(H) for almost all t ∈ I. Further, let Q ∈ W1,∞(I;L(V ,H)) or
Q ∈ L∞(I;L(H)), u0 ∈ V , u1 ∈ H and f ∈ L2(I;H)∪H1(I;V∗).
Then there exists a unique solution u ∈ L2(I;V) ∩H1(I;H) to problem (2.6).
Furthermore, this solution satisfies the energy estimate
ess sup
t∈I
⃦⃦
u(t)
⃦⃦2
V
+
⃦⃦
u ′(t)
⃦⃦2
H
⩽ Λ
(︂
∥u0∥2V + ∥u1∥2H + ∥f∥2
)︂
.
With ∥f∥ we denote either the norm of f in L2(I;H) or in H1(I;V∗), whichever is
finite. The constant Λ > 0 continuously depends on a−10 , c
−1
0 and the operators
A, B, C and Q, measured in W1,∞(I;L(V ,V∗)), L∞(I;L(H)), W1,∞(I;L(H))
and L∞(I;L(V ,H)), respectively.
Proof. Existence of a solution u that satisfies the energy estimates is
known from Theorem 2.9. Due to linearity of u in the tuple (f,u0,u1) ∈
L2(I;V∗)× V ×H it is sufficient to show that u = 0 is the only solution
to the problem with homogeneous data f = u0 = u1 = 0. We are going
to derive estimates for u that show that is has to vanish at all t ∈ I. For
the Galerkin solutions um we were able to test the evolution equation
with u ′m to infer the energy estimates, but this is not permitted for u
itself.3 Hence, we go “one level higher” and test the equation with an
anti-derivative of u. This will result in an integral inequality on which
we can apply Grönwall’s Lemma once again, to obtain an estimate for
u and
∫︁t
0 u(s)ds (instead of u
′ and u). Precisely, for s ∈ I we define the
function ψs ∈ H1(I;V) via
ψs(t) =
⎧⎨⎩−
∫︁s
t u(σ)dσ if t < s,
0 otherwise.
After testing the equation with ψs(t) and integrating over t ∈ I, we may
apply the integration by parts formula on the expression that involves C.
Keeping in mind that u1 = 0 and ψs(t) = 0 for t ⩾ s, we arrive at
0 =
∫︂s
0
⟨︁
B(t)u ′(t) + [A(t) +Q(t)]u(t),ψs(t)
⟩︁
−
(︁
C(t)u ′(t),ψ ′s(t)
)︁
dt.
(2.18)
3 This is a major difference compared to the parabolic case: There it is enough to test
the evolution equation with u(t). Thus, the energy estimates hold for all solutions, and
uniqueness follows immediately.
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Invoking the product rule of Lemma 2.3 yields
2
(︁
C(t)u ′(t),ψ ′s(t)
)︁
= 2
(︁
C(t)u ′(t),u(t)
)︁
=
d
dt
(C(t)u(t),u(t)) −
(︁
C ′(t)u(t),u(t)
)︁
for almost all t ∈ I, as well as
2⟨A(t)u(t),ψs(t)⟩ = 2
⟨︁
A(t)ψ ′s(t),ψs(t)
⟩︁
=
d
dt
⟨A(t)ψs(t),ψs(t)⟩−
⟨︁
A ′(t)ψs(t),ψs(t)
⟩︁
because both operators are self-adjoint. By using this and the coercivity
of A and C, (2.18) transforms into the estimate
c0∥u(s)∥2H + a0∥ψs(0)∥2V ⩽
∫︂s
0
⟨︁
A ′(t)ψs(t),ψs(t)
⟩︁
+
(︁
C ′(t)u(t),u(t)
)︁
+ 2
⟨︁
B(t)u ′(t) +Q(t)u(t),ψs(t)
⟩︁
dt. (2.19)
To be able to apply Grönwall’s Lemma, we must only use ∥u(t)∥2H and
∥ψs(t)∥2V on the right-hand side of this inequality. Terms with A ′ and C ′
pose no difficulties, because∫︂s
0
⟨︁
A ′(t)ψs(t),ψs(t)
⟩︁
+
(︁
C ′(t)u(t),u(t)
)︁
dt
⩽ Λ1
∫︂s
0
∥ψs(t)∥2V + ∥u(t)∥2H dt
with Λ1 = ∥A ′∥L∞(I;L(V ,V∗))+ ∥C ′∥L∞(I;L(H)) > 0. We must use differen-
tiability of B to eliminate the dependence on u ′(t) = ψ ′′s (t). Then, again
using integration by parts (with vanishing boundary values ψs(s) =
ψ ′s(0) = 0) we obtain∫︂s
0
(︁
B(t)ψ ′′s (t),ψs(t)
)︁
dt
= −
∫︂s
0
(︁
B ′(t)ψ ′s(t),ψs(t)
)︁
+
(︁
B(t)ψ ′s(t),ψ
′
s(t)
)︁
dt
⩽ Λ2
∫︂s
0
∥u(t)∥H∥ψs(t)∥H + ∥u(t)∥2H dt
⩽ Λ2
∫︂s
0
∥ψs(t)∥2V + 2∥u(t)∥2H dt
with Λ2 > 0. The treatment of Q with Q(t) ∈ L(H) is very easy because∫︂s
0
(Q(t)u(t),ψs(t))dt ⩽ ∥Q∥L∞(I;L(H))
∫︂s
0
∥u(t)∥2H + ∥ψs(t)∥2V dt.
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However, in the case Q(t) ∈ L(V,H), Q(t) must not be applied to u, as
this would create a dependence on ∥u(t)∥V . Integration by parts avoids
this predicament, because
−
Zs
0
(︁
Q(t)ψ ′s(t),ψs(t)
)︁
dt
= (Q(0)ψs(0),ψs(0)) +
Zs
0
(︁
Q ′(t)ψs(t),ψs(t)
)︁
+
(︁
Q(t)ψs(t),ψ
′
s(t)
)︁
dt
⩽ Λ3
(︃
∥ψs(0)∥V∥ψs(0)∥H +
Zs
0
∥ψs(t)∥2V + ∥u(t)∥2H dt
)︃
holds, again with a constant Λ3 > 0. We can proceed by noting that
∥ψs(0)∥V∥ψs(0)∥H ⩽ ε∥ψs(0)∥2V + ε−1∥ψs(0)∥2H
⩽ ε∥ψs(0)∥2V + ε−1
(︃Zs
0
∥u(t)∥H dt
)︃2
⩽ ε∥ψs(0)∥2V + ε−1T
Zs
0
∥u(t)∥2H dt
holds for ε > 0. By choosing ε = Λ−13 a0/2, this does not consume all of
the coercivity on the left-hand side of ( 2.19).
We insert everything what we have learned into (2.19) to conclude that
there existsΛ4 > 0 that is independent of s such that
∥u(s)∥2H + ∥ψs(0)∥2V ⩽ Λ4
Zs
0
∥u(t)∥2H + ∥ψs(t)∥2V dt
holds in either case for the shape of Q. On the left we have ψs(0), but
on the right ψs(t). We remedy this using w(t) :=
Rt
0 u(σ) dσ. Then
ψs(t) = w(t) −w(s) and w(0) = 0; in particular, ψs(0) = −w(s). We
obtain
∥u(s)∥2H + ∥w(s)∥2V ⩽ Λ4
Zs
0
∥u(t)∥2H + ∥w(t) −w(s)∥2V dt
⩽ 2sΛ4∥w(s)∥2V + 2Λ4
Zs
0
∥u(t)∥2H + ∥w(t)∥2V dt,
and after some reorganizing
∥u(s)∥2H + (1− 2sΛ4)∥w(s)∥2V ⩽ 2Λ4
Zs
0
∥u(t)∥2H + ∥w(t)∥2V dt.
Let s0 = (4Λ4)−1, then 1− 2sΛ4 ⩾ 1/2 for s ∈ [0, s0] and an application
of Grönwall’s Lemma shows u(s) = 0 for s ∈ [0, s0]. After shifting the
differential equation by s0/2 we can show that the same estimates apply
to u(s0/2+ ·), henceu(s) = 0 for s ∈ [0,3/2 s0]. After a nite amount of
such steps we arrive at u(s) = 0 in [0,T ].
An additional consequence of the uniqueness is the fact that the whole
sequence(um)m∈N of Galerkin approximations has to converge weakly
to u, not only a subsequence. Due to compactness of the embedding
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H1(I;H) ∩ L2(I;V) ↪→ L2(I;H) one can even conclude that the um con-
verge strongly to u, at least in L2(I;H).
We close this chapter by applying Theorem 2.10 to the wave equation
that was introduced in Example 2.4 on page 11.
Example 2.11. Let Ω ⊂ Rd be a domain. The problem
u ′′(t,x) − div (a(t,x)∇u(t,x)) = f(t,x) t ∈ (0,T), x ∈ Ω
u = 0 on (0,T)× ∂Ω, u(0, ·) = u0, u ′(0, ·) = u1
possesses a unique weak solutionu ∈ L2(I;H10(Ω)) ∩H1(I;L2(Ω)) for
data u0 ∈ H10(Ω), u1 ∈ L2(Ω), f ∈ L2(I;L2(Ω)), if the coefcient a
belongs to W1,1 (I;L1 (Ω)) and satises a(t,x) ⩾ a0 > 0 for almost all
t ∈ I and x ∈ Ω.
3
R E G U L A R I T Y R E S U LT S
With the results we have given in Chapter 2, it is already possible to
construct a well-defined solution operator that maps the operators A, B,
C and Q to the solution u of (2.6), that is
(Cu ′) ′ +Bu ′ + (A+Q)u = f in L2(I;V∗), (3.1a)
u(0) = u0 and (Cu ′)(0) = u1. (3.1b)
However, as we will see in Chapter 4, they do not enable us to show
Fréchet-differentiability of u with respect to the operators A and C. The
lack of differentiability would severely limit the analysis of the inverse
problems, and restrict the pool of applicable regularization algorithms.
We give a short motivation what goes wrong for these parameters, and
what we need to do in order to remedy the situation. An entirely formal
differentiation of (3.1) with respect to A suggests that uh := (∂Au)[A¯]
might solve the equation
(Cu ′h)
′
+Bu ′h +Auh +Quh = −A¯u (3.2)
with homogeneous initial values. Here, A¯ denotes the realization of
the perturbation A¯ ∈ W1,∞(I;L(V ,V∗)) of A. The problem now lies
in showing that this problem has a solution. The theory that we have
developed in the previous chapter yields existence and uniqueness of
uh if the right-hand side either lies in L2(I;H) or in H1(I;V∗). However,
since u ∈ L2(I;V) we can only infer A¯u ∈ L2(I;V∗). We have two options
of dealing with this.
First, we can modify (3.2) in a way that makes it solvable for right-hand
sides belonging to L2(I;V∗). We know that such right-hand sides are
permissible for parabolic problems. By requiring B(t) to be H-coercive
we might cause the evolution equation to be “more parabolic”. Indeed,
this solves a lot of difficulties: The coercivity can be exploited to obtain
∥u ′m(t)∥V on the left-hand side of the energy estimates for the Galerkin
approximations (cf. equation (2.14)), hence no integration by parts is
necessary for the treatment of ⟨f(t),u ′m(t)⟩ when f(t) ∈ V∗. In addition,
this would cause the solution u to belong to H1(I;V), resulting in A¯u ∈
H1(I;V∗). Coercivity of B would therefore actually prevent the problem
of occurring in two places at once. However, although being an easy fix,
we feel that requiring B to be coercive restricts the class of applications
too much. In particular, the acoustic wave equation (1.1) as proposed
in the introduction would only satisfy this after we include an artificial
dampening term νu ′ with ν(t, x) ⩾ ν0 > 0. Furthermore, this approach
only solves the problems for A. If we linearize the equation with respect
to C, then the right-hand side of (3.2) would read (−C¯u ′) ′. We know that
24
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(Cu ′) ′ ∈ L2(I;V∗), but have no similar results for arbitrary perturbations
Cfl ∈W1,1 (I;L(H)).
The second way of attempting to deal with the problem is to enforce
Aflu ∈ H1(I;V∗) and (Cflu ′) ′ ∈ L2(I;H) by showing that u is more regular
than L2(I;V) ∩H1(I;H). If u ∈ H1(I;V) ∩H2(I;H), then uh could be
well-dened in both cases. We will also discover in Chapter 4 that even
more regularity, that is u ∈ H2(I;V)∩H3(I;H), is necessary to show that
uh indeed characterizes the FrØchet-derivative ofu. Hence, we should
discuss suitable regularity results for the solution u of (3.1). Note that
these are regularity results in time, because we neither need nor prove
that u(t) is smoother than V.
A basic result that one can easily obtain is the continuity of u : I→ V
and u ′ : I → H, see for example [Sto01] or [DL 00]. The special case
C = B = Id is covered in [LM 72]. Even for time-dependent operators
this requires no additional smoothness of the operators, but the results
clearly do not provide what we are looking for.
Beyond that, not much literature is available for the evolution equa-
tion (3.1). Kato [Kat88] shows regularity for systems u ′(t) +A(t)u(t) =
f(t) using semigroup theory. Transforming (3.1a) to this shape would
require (among other things) C(t) ∈ L(V). In specic PDEs this translates
to spatial regularity of the corresponding coefcient, which then must
be taken into account in the numerical inversion, thus unnecessarily
complicating it.
The only source (to our knowledge) which actually deals with (3.1a)
is the book [Lio 61] by J. L. Lions. We present these results and how to
obtain them in Section 3.1. In Section 3.2 we give a detailed discussion
about the common method to show higher regularity in case of time-
independent operators, why it does not work for our equation and what
must be changed to remedy this. With these modications, this approach
is superior to the one discussed in the rst subsection. Nevertheless, we
decided to include Lions’ results because the used techniques are uncom-
mon and yield an elegant proof. Furthermore, the monograph [Lio 61] is
only available in French, and more importantly, only contains a proof for
the parabolic case. Hence, our proof can even be considered as original
work. Both regularity results can be used to solve the evolution equation
with an additional operator acting on (Cu ′) ′ as we will demonstrate
in Section 3.3.
3.1 lions ’ lemma
In this subsection we turn to the regularity results that were stated
by Lions [Lio 61]. To avoid compatibility conditions, these results are
restricted to homogeneous initial values u0 = u1 = 0 and homogeneous
initial state of the right-hand side. To be more precise, his results are
along the lines of the following theorem.
Theorem 3.1. Let k ∈ N , a0,c0 > 0 and suppose that the operators fulfill
A ∈ Wk+1,1 (I;Lsa(V,V∗)), B ∈ Wk,1 (I;L(H)), C ∈ Wk+1,1 (I;Lsa(H))
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and Q ∈ Wk,1 (I;L(V,H)) with A(t) ∈ Lsaa0(V,V∗) and C(t) ∈ Lsac0(H) for
almost all t ∈ I. Further, let u0 = u1 = 0 and f ∈ Hk(I;H) ∪Hk+1(I;V∗)
with f(0) = · · · = f(k−1)(0) = 0. Then the unique solution u to problem (3.1)
belongs to Hk(I;V) ∩Hk+1(I;H) and satisfies u(0) = · · · = u(k)(0) = 0, as
well as the estimate⃦⃦
u
⃦⃦2
Hk(I;V) +
⃦⃦
u(k+1)
⃦⃦2
L2(I;H) ⩽ Λ∥f∥2.
With ∥f∥ we denote either its Hk(I;H)- or its Hk+1(I;V∗)-norm. The constant
Λ > 0 depends continuously on a−10 ,c
−1
0 and the operators A, B, C, Q in the
spaces stated above.
There are two main ingredients to Lions’ approach: First, the extension
of the time interval I = [0,T ] to [0, 1 ), which (together with the homoge-
neous initial values) allows integration by parts without being hindered
by boundary terms. Second, it foregoes the Galerkin-approximation
and instead solves the whole formulation directly using a variation of
Lax-Milgram’s lemma. Exponentially weighting in the function spaces
ensures coercivity of the bilinear form. Thus, this technique is more
reminiscent of the handling of elliptic PDEs than of hyperbolic equations.
We start by stating the required variant of Lax-Milgram.
Lemma 3.2 (Lions). Let F be a Hilbert space, and Φ ⊂ F a pre-Hilbert space
that is continuously embedded in F. Let E : F×Φ → R be a bilinear form
that is continuous in the first variable, that is E(·,φ) ∈ F∗ for all φ ∈ Φ, and
L ∈ Φ∗. We further assume that there exists α > 0 with E(φ,φ) ⩾ α∥φ∥Φ for
all φ ∈ Φ. Then there is at least one u ∈ F that solves the equation
E(u,φ) = L(φ), φ ∈ Φ. (3.3)
This solution u satisfies the estimate ∥u∥F ⩽ (CΦ↪→F/α)∥L∥Φ∗ , where CΦ↪→F
denotes the norm of the embedding Φ ↪→ F.
Proof. Can be found in [Lio 61]. See also [Sho97] for a proof in english.
Remarkable in this theorem, compared with the classical Lax-Milgram
theorem, is that Φ does not have to be closed or dense inF and that E(u, ·)
does not have to be continuous for any u (although for the solution u
of (3.3) it actually is). The downside is that we have to sacrice the
uniqueness of the solution. Fortunately, that is something we have
already proven in Theorem 2.10 for our problem.
Let k ∈ N and γ > 0. The spaces in which we will apply Lions’ lemma
are
F :=

u ∈ Hkloc([0,1 );V)
⃓⃓
e−γtu ∈ Hk0([0,1 );V)∩Hk+10 ([0,1 );H)
	
,
Φ :=

φ ∈ F ⃓⃓ e−γtφ ∈ Hk+1([0,1 );V)∩Hk+2([0,1 );H) 	 .
Here we abused notation, for example by writing e−γtu instead of
e−γ·u or t ↦→ e−γtu(t) in the hope that it increases readability. With
Hm0 ([0, 1 );X) we denote the closure ofC1c ([0, 1 );X) in the Hm([0, 1 );X)-
norm. Hence, functions belonging to F have vanishing derivatives at zero
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up to order k. In particular, the extension u : R → V of u ∈ F by zero
satises e−γtu ∈ Hk([0,1 );V)∩Hk+1([0,1 );H). In this setting, we can
seek a solution u in F, but only have to test E(u,φ) = L(φ) with functions
φ that are more regular.
We equip F with the inner product
(u,v)F :=
Z1
0
(︂
e−γtu(k)(t),e−γtv(k)(t)
)︂
V
+
(︂
e−γtu(k+1)(t),e−γtv(k+1)(t)
)︂
H
dt, u,v ∈ F.
The following lemma, which is similar to the PoincarØ-inequality, shows
that it is indeed sufcient to only include the derivatives of highest order.
Lemma 3.3. Let X be a separable Hilbert space, γ > 0 and m ∈ N . For every
φ ∈ Hmloc(R ;X) with e−γtφ(j) ∈ L2(R ;X) (j = 0, . . . ,m) we have the estimate⃦⃦
e−γtφ
⃦⃦
L2(R ;X) ⩽ γ
−m
⃦⃦
e−γtφ(m)
⃦⃦
L2(R ;X).
Proof. The setC1c (R ;X) is dense in the space of suchφ if it is equipped
with the norm ∥φ∥ := ∥e−γtφ∥Hm(R ;X). Both sides of the asserted in-
equality are continuous in φ with respect to this norm, therefore we only
have to show it for φ ∈ C1c (R ;X). Through integration by parts we see
that Z
R
e−2γt
(︁
φ ′(t),φ(t)
)︁
X
dt = γ
Z
R
e−2γt|φ(t)|2 dt.
The right-hand side is equal to γ
⃦⃦
e−γtφ
⃦⃦2
L2(R ;X), and according to the
Cauchy-Schwarz inequality the left-hand side is bounded from above
by
⃦⃦
e−γtφ ′
⃦⃦
L2(R ;X)
⃦⃦
e−γtφ
⃦⃦
L2(R ;X). This proves the casem = 1; the
assertion for m > 1 follows by induction.
We regard Φ as a subspace ofF by equipping it with the inner product
of F. Note that Φ is not closed in F, thus (Φ, (·, ·)Φ) is a pre-Hilbert space.
To construct E and L we rst have to extend the operators and the
right-hand side f from I to [0,1 ). By extending f ∈ Hk(I;H) to t > T
through its Taylor polynomial of order k at T , followed by a fast smooth
decay to zero we can obtain an extension (which we will also denote by
f) that fullls
∥f∥Hk([0,1 );H) ⩽ 2 ∥f∥Hk(I;H).
Similar, in the case that f ∈ Hk+1(I;V∗) we can expect the same inequality
with Hk+1([0,1 );V∗) and Hk+1(I;V∗) to hold. For the operators (and
their derivatives) we only require L1 -estimates in time, but we must
ensure that A(t) and C(t) remain coercive for t > T . Therefore it is more
advisable to smooth them to their values at T instead of zero. It is not
necessary to perform this smoothing in technical detail, because it is
obvious that we could do it in a way that the extension of A satises
∥A∥Wk+1,1 ([0,1 );L(V ,V∗)) ⩽ 2 ∥A∥Wk+1,1 (I;L(V ,V∗)),
3.1 lions’ lemma 28
analogous inequalities hold for B, C, Q and that the coercivity assumption
⟨A(t)v, v⟩ ⩾ a0
2
∥v∥2V , (C(t)u,u) ⩾
c0
2
∥u∥2H, t ∈ I, u ∈ H, v ∈ V
is fulfilled as well. On F×Φ we define the bilinear form E as
E(u,φ) =
∫︂∞
0
⟨︂
e−γt(Au+Qu)(k)(t), e−γtφ(k+1)(t)
⟩︂
dt
+
∫︂∞
0
(︂
e−γt(Bu ′)(k)(t), e−γtφ(k+1)(t)
)︂
dt
−
∫︂∞
0
(︃
(Cu ′)(k)(t),
d
dt
(︂
e−2γtφ(k+1)(t)
)︂)︃
dt
for u ∈ F, φ ∈ Φ. It is continuous in the first component, but in general
it will be discontinuous in the second component. For example, on first
glance E(u,φ) depends on the fact that φ(k+1)(t) belongs to V . This is
incorporated in the space Φ but not in its norm.
If f ∈ Hk(I;H), then the linear form L is given by
L(φ) =
∫︂∞
0
(︂
e−γtf(k)(t), e−γtφ(k+1)(t)
)︂
dt, φ ∈ Φ,
but in the case f ∈ Hk+1(I;V∗) we must use
L(φ) = −
∫︂∞
0
⟨︃
d
dt
(︂
e−2γtf(k)(t)
)︂
,φ(k)(t)
⟩︃
dt, φ ∈ Φ.
It follows easily that L ∈ Φ∗ in both cases, with ∥L∥Φ∗ ⩽ 2∥f∥Hk(I;H) or
∥L∥Φ∗ ⩽ 2(1+ 2γ)∥f∥Hk+1(I;V∗). The only part that is missing in order to
apply Lemma 3.2 is the coercivity of E, which we will verify next.
Lemma 3.4. There is γ0 ⩾ 0 that continuously depends on A, B, C, Q, a−10
and c−10 with the property that for γ ⩾ γ0
E(φ,φ) ⩾ ∥φ∥2Φ
holds for all φ ∈ Φ.
Proof. In order to avoid tedious special cases we restrict our search to
γ ⩾ 1. The term E(φ,φ) naturally decomposes into four different parts,
one for each operator. We estimate them individually.
(1) Repeated application of the product rule from Lemma 2.3 shows
validity of the Leibniz rule for expressions with time-dependent linear
operators. We employ it for the calculation of (Aφ)(k) in the integral that
involves A to obtain
IA :=
∫︂∞
0
⟨︂
e−γt(Aφ)(k)(t), e−γtφ(k+1)(t)
⟩︂
dt
=
k∑︂
j=0
(︃
k
j
)︃ ∫︂∞
0
⟨︂
e−γt(A(j)φ(k−j))(t), e−γtφ(k+1)(t)
⟩︂
dt.
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The summand for j = 0 should yield coercivity, and in fact we have∫︂∞
0
⟨︂
e−γt(Aφ(k))(t), e−γtφ(k+1)(t)
⟩︂
dt
=
1
2
∫︂∞
0
e−2γt
d
dt
⟨︂
A(t)φ(k)(t),φ(k)(t)
⟩︂
− e−2γt
⟨︂
A ′(t)φ(k)(t),φ(k)(t)
⟩︂
dt
⩾ 1
2
(︂
γa0 −
⃦⃦
A ′
⃦⃦
L∞([0,∞);L(V ,V∗))
)︂⃦⃦⃦
e−γtφ(k)
⃦⃦⃦2
L2([0,∞);V).
On the remaining terms we apply Lemma 3.3 to obtain∫︂∞
0
⟨︂
e−γtA(j)(t)φ(k−j)(t), e−γtφ(k+1)(t)
⟩︂
dt
= −
∫︂∞
0
⟨︃
d
dt
(︂
e−2γtA(j)(t)φ(k−j)(t)
)︂
,φ(k)(t)
⟩︃
dt
= −
∫︂∞
0
e−2γt
⟨︂(︂
A(j+1)(t) − 2γA(j)(t)
)︂
φ(k−j)(t),φ(k)(t)
⟩︂
+ e−2γt
⟨︂
A(j)(t)φ(k+1−j)(t),φ(k)(t)
⟩︂
dt
⩾ −2∥A∥Wk+1,∞(I;L(V ,V∗))(1+ 2γ+ γ)γ−j
⃦⃦⃦
e−γtφ(k)
⃦⃦⃦2
L2([0,∞);V)
for j = 1, . . . ,k. In this expression only the factor γ−j still depends on j,
and (1+ 3γ)γ−j ⩽ 4 since γ ⩾ 1. Together with the summand for j = 0
we conclude
IA ⩾
(︂γa0
2
− 2k+4∥A∥
)︂⃦⃦⃦
e−γtφ(k)
⃦⃦⃦2
L2([0,∞);V)
with ∥A∥ = ∥A∥Wk+1,∞(I;L(V ,V∗)).
(2) For Q we proceed in a similar way, but we may skip the special
treatment of the zeroth summand and the integration by parts, because
we can handle dependence on φ(k+1) in the H-norm. For j = 0, . . . ,k we
deduce that∫︂∞
0
(︂
e−γtQ(j)(t)φ(k−j)(t), e−γtφ(k+1)(t)
)︂
dt
⩾ −2∥Q∥γ−j
⃦⃦⃦
e−γtφ(k)
⃦⃦⃦
L2([0,∞);V)
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦
L2([0,∞);H)
holds, where ∥Q∥ denotes ∥Q∥Wk,∞(I;L(V ,H)). Hence,
IQ :=
∫︂∞
0
(︂
e−γt(Qφ)(k)(t), e−γtφ(k+1)(t)
)︂
dt
=
k∑︂
j=0
(︃
k
j
)︃ ∫︂∞
0
(︂
e−γtQ(j)(t)φ(k−j)(t), e−γtφ(k+1)(t)
)︂
dt
⩾ −2k+1∥Q∥
⃦⃦⃦
e−γtφ(k)
⃦⃦⃦
L2([0,∞);V)
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦
L2([0,∞);H)
⩾ −2k∥Q∥
[︃⃦⃦⃦
e−γtφ(k)
⃦⃦⃦2
L2([0,∞);V)+
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H)
]︃
.
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(3) The treatment of B is almost identical to that of Q, here we obtain
IB :=
∫︂∞
0
(︂
e−γt(Bφ ′)(k)(t), e−γtφ(k+1)(t)
)︂
dt
=
k∑︂
j=0
(︃
k
j
)︃ ∫︂∞
0
(︂
e−γt(B(j)φ(k+1−j))(t), e−γtφ(k+1)(t)
)︂
dt
⩾ −2k+1∥B∥Wk,∞(I;L(H))
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H).
(4) For C we can again start with the product rule,
IC := −
∫︂∞
0
(︃
(Cφ ′)(k)(t),
d
dt
(︂
e−2γtφ(k+1)(t)
)︂)︃
dt
= −
k∑︂
j=0
(︃
k
j
)︃ ∫︂∞
0
(︃
(C(j)φ(k+1−j))(t),
d
dt
(︂
e−2γtφ(k+1)(t)
)︂)︃
dt
and separate the term for j = 0. Keeping in mind that φ(k+1)(0) does
not have to vanish, we deduce
−
∫︂∞
0
(︃
(Cφ(k+1))(t),
d
dt
(︂
e−2γtφ(k+1)(t)
)︂)︃
dt
=
(︂
C(0)φ(k+1)(0),φ(k+1)(0)
)︂
+
∫︂∞
0
(︂
(Cφ(k+1))
′
(t), e−2γtφ(k+1)(t)
)︂
dt
⩾ c0
⃦⃦⃦
φ(k+1)(0)
⃦⃦⃦2
H
− 2∥C∥
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H)
+
∫︂∞
0
e−2γt
(︂
C(t)φ(k+2)(t),φ(k+1)(t)
)︂
dt.
Here we abbreviated the Wk+1,∞(I;L(H))-norm of C by ∥C∥. The re-
maining integral can be dealt with by further integrating by parts. What
we obtain is∫︂∞
0
e−2γt
(︂
C(t)φ(k+2)(t),φ(k+1)(t)
)︂
dt
=
1
2
∫︂∞
0
e−2γt
d
dt
(︂
C(t)φ(k+1)(t),φ(k+1)(t)
)︂
dt
−
1
2
∫︂∞
0
e−2γt
(︂
C ′(t)φ(k+1)(t),φ(k+1)(t)
)︂
dt
⩾ −c0
2
⃦⃦⃦
φ(k+1)(0)
⃦⃦⃦2
H
+
(︂γc0
2
− ∥C∥
)︂⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H).
In the other summands in IC we do not have to consider boundary values
and see that
−
∫︂∞
0
(︃
(C(j)φ(k+1−j))(t),
d
dt
(︂
e−2γtφ(k+1)(t)
)︂)︃
dt
=
∫︂∞
0
e−2γt
(︂
(C(j+1)φ(k+1−j) + C(j)φ(k+2−j))(t),φ(k+1)(t)
)︂
dt
⩾ −2∥C∥(1+ γ)γ−j
⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H)
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holds for j = 1, . . . ,k. Combining the above calculations and using
(1+ γ)γ−j ⩽ 2 for j ⩾ 1 we close with
IC ⩾
(︂γc0
2
− 2k+2∥C∥
)︂⃦⃦⃦
e−γtφ(k+1)
⃦⃦⃦2
L2([0,∞);H).
Finally, we put everything together to see that
E(φ,φ) = IA + IB + IC + IQ
⩾
(︂γa0
2
− 2k
[︁
16∥A∥− ∥Q∥]︁)︂⃦⃦⃦e−γtφ(k)⃦⃦⃦2
L2([0,∞);V)
+
(︂γc0
2
− 2k
[︁
4∥C∥− 2∥B∥− ∥Q∥]︁)︂⃦⃦⃦e−γtφ(k+1)⃦⃦⃦2
L2([0,∞);H).
The assertion follows by taking γ0 ⩾ 1 and large enough to force both
factors to be greater than one.
At last, we can prove the regularity theorem that was stated on page 25.
Proof of Theorem 3.1. We define γ to be the constant γ0 from Lemma 3.4
and apply Lemma 3.2 in order to obtain u ∈ F that solves
E(u,φ) = L(φ), φ ∈ Φ, (3.4)
and claim that the restriction u˜ := u [0,T ] is a solution of (3.1) that satisfies
the asserted estimate. The latter is easy to verify. According to Lemma 3.2,
the particular solution u fulfills ∥u∥F ⩽ ∥L∥Φ∗ . Thus, ∥u∥F ⩽ 6γ0∥f∥ (in
both possibilities for f). Furthermore,
⃦⃦
u˜(k+1)
⃦⃦2
L2(I;H) = e
2γ0T
∫︂T
0
⃦⃦⃦
e−γ0Tu(k+1)(t)
⃦⃦⃦2
H
dt
⩽ e2γ0T
∫︂∞
0
⃦⃦⃦
e−γ0tu(k+1)(t)
⃦⃦⃦2
H
dt
and due to Lemma 3.3 we have for j = 0, . . . ,k⃦⃦
u˜(j)
⃦⃦2
L2(I;V) ⩽ e
2γ0Tγ
2(j−k)
0
∫︂∞
0
⃦⃦⃦
e−γ0tu(k)(t)
⃦⃦⃦2
V
dt.
In this way we obtain the estimate⃦⃦
u˜
⃦⃦2
Hk(I;V) +
⃦⃦
u˜(k+1)
⃦⃦2
L2(I;H) ⩽ e
2γ0T∥u∥2F ⩽ 36γ20e2γ0T∥f∥2,
in which the factor in front of ∥f∥2 continuously depends on the operators
and the inverses of the coercivity constants.
The function u and its derivatives up to order k vanish at zero due
to the design of the space F. Hence, the asserted initial conditions are
satisfied by u˜. To verify that the weak formulation holds, let v ∈ V
and ϑ ∈ C∞c (I). We extend ϑ to [0,∞) by zero and again denote the
resulting function by ϑ. Furthermore, we define Y(t) := tk/k! if t ⩾ 0 and
Y(t) := 0 otherwise to construct ψ := Y ∗ ϑ. Clearly, e−γtψ(j) ∈ L2([0,∞))
for all 0 ⩽ j ⩽ k, ψ(0) = · · · = ψ(k)(0) = 0 and ψ(k+1) = ϑ, because
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ψ(k)(s) =
∫︁s
0 ϑ(t)dt. In particular, via φ(t) := ψ(t)v we obtain φ ∈ Φ
which we can plug into (3.4). The result, after integrating by parts if
f ∈ Hk+1(I;V∗), is∫︂∞
0
⟨︂
f(k)(t), v
⟩︂
e−2γtϑ(t)dt
=
∫︂∞
0
⟨︂
(Au)(k)(t), v
⟩︂
e−2γtϑ(t) +
(︂
(Qu)(k)(t), v
)︂
e−2γtϑ(t)dt
+
∫︂∞
0
(︂
(Bu ′)(k)(t), v
)︂
e−2γtϑ(t) −
(︂
(Cu ′)(k)(t), v
)︂ d
dt
(︁
e−2γtϑ(t)
)︁
dt.
Since ϑ ∈ C∞c (I) is arbitrary, it follows that
dk
dtk
(︂⟨︂
(Cu˜ ′) ′(t) +B(t)u˜ ′(t) +A(t)u˜(t) +Q(t)u˜(t) − f(t), v
⟩︂)︂
= 0
holds in I in the distributional sense. Integrating this k times shows that
u˜ fulfills the evolution equation.
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A prominent approach to obtain higher regularity is the formal differen-
tiation of both sides of the evolution equation with respect to time. For
time-independent operators, this approach is for example used in [Bré11;
KR14a; Wlo87]. In order to ease the presentation of the ideas, let us first
consider the evolution equation u ′′ +Au = f. By differentiating in time
we obtain
u ′′′(t) +A ′(t)u(t) +A(t)u ′(t) = f ′(t),
which can then be treated as a new problem for v := u ′. The expression
A ′(t)u(t) is regarded as independent of v and moved to the right-hand
side. After furnishing the equation with suitable initial values, the result-
ing problem for v reads
v ′′ +Av = f ′ −A ′u in L2(I;V∗) (3.5a)
v(0) = u1, v ′(0) = f(0) −A(0)u0 (3.5b)
The idea is to show that such a v exists and that is has to be equal to
u ′. However, to ensure the existence of such a v, we know from the
previous sections that we need t ↦→ A ′(t)u(t) to be an element of either
L2(I;H) or H1(I;V∗). The latter would require u ∈ H1(I;V), which is
what we are trying to obtain through these regularity considerations. The
former can be fulfilled by assuming A ′(t) ∈ L(V ,H). Broadly speaking,
in applications this forces coefficients that influence second-order spatial
derivatives to be independent of time. In the case of the wave equation,
this would imply that A(t)u = ∆u+ q(t)u is permitted, while A(t)u =
div(∇u/ρ(t)) is not. Unfortunately, the latter case is very interesting for
us since it involves a time-dependent mass density.
The precise result that is achieved by this approach is shown in the
following theorem.
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Theorem 3.5. Let a0 > 0 and suppose that A ∈ W1,∞(I;Lsa(V ,V∗)) with
A ′ ∈ L∞(I;L(V ,H)) and A(t) ∈ Lsaa0(V ,V∗) for almost all t ∈ I. Further, let
u0 ∈ V , u1 ∈ V and f ∈ H1(I;H)∪H2(I;V∗) with u2 := f(0)−A(0)u0 ∈ H.
Then the solution u of
u ′′ +Au = f in L2(I;V∗) (3.6a)
u(0) = u0, u ′(0) = u1 (3.6b)
belongs to W1,∞(I;V)∩W2,∞(I;H) and fulfills⃦⃦
u
⃦⃦2
W1,∞(I;V) +
⃦⃦
u ′′
⃦⃦2
L∞(I;H) ⩽ Λ
(︂
∥u0∥2V + ∥u1∥2V + ∥u2∥2H + ∥f∥2
)︂
,
with the constant Λ > 0 continuously depending on a−10 and A.
Proof. The assumptions on the operators and the data enable us to use
Theorem 2.10 to obtain unique solutions u, v ∈ L2(I;V) ∩H1(I;H) of
problems (3.6) and (3.5), respectively. As already hinted at, we define
w(t) := u0 +
∫︁t
0 v(s)ds and proceed to show that w must equal u. The
initial conditions w(0) = u0 and w ′(0) = v(0) = u1 are easily verified.
Furthermore, for almost all t ∈ I we calculate
w ′′(t) = v ′(0) +
∫︂t
0
v ′′(s)ds
= f(0) −A(0)u0 +
∫︂t
0
f ′(s) −A ′(s)u(s) −A(s)v(s)ds
= f(t) − (Aw)(0) −
∫︂t
0
A ′(s)u(s) + (Aw) ′(s) −A ′(s)w(s)ds
= f(t) −A(t)w(t) −
∫︂t
0
A ′(s)(u(s) −w(s))ds,
where the equalities hold in V∗. Hence, the difference h := w−u of w and
u solves h ′′(t) +A(t)h(t) =
∫︁t
0A
′(s)h(s)ds and possesses homogeneous
initial values. Let T∗ ∈ I = [0, T ] be maximal with the property that h = 0
almost everywhere on [0, T∗]. We prove u = w by showing that T∗ = T .
The asserted estimate for u is then a direct consequence of the estimates
for u and u ′ = v obtained by the application of Theorem 2.10.
Suppose that T∗ < T and let T0 ∈ (T∗, T). According to the energy esti-
mates for h on the subinterval [0, T0] ⊂ I, there exists Λ > 0 (depending
on T , not on T0) such that∫︂T0
T∗
∥h(t)∥2V dt ⩽ Λ
∫︂T0
T∗
(︃∫︂s
T∗
⃦⃦
A ′(t)h(t)
⃦⃦
H
dt
)︃2
ds
⩽ Λ
⃦⃦
A ′
⃦⃦2
L∞(I;L(V ,H))
∫︂T0
T∗
(s− T∗)
∫︂s
T∗
∥h(t)∥2V dtds
=
Λ
2
⃦⃦
A ′
⃦⃦2
L∞(I;L(V ,H))(T0 − T∗)2
∫︂T0
T∗
∥h(t)∥2V dt.
By design of T∗, the term
∫︁T0
T∗∥h(t)∥2V dt is positive, therefore we have
2 ⩽ Λ∥A ′∥2(T0 − T∗)2 for all T0 ∈ (T∗, T). Observing that the right-hand
side tends to zero as T0 → T∗ concludes the proof.
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The generalization of this regularity result to nontrivial operators
B ∈ W1,1 (I;L(H)), C ∈ W2,1 (I;L(H)) and Q ∈ W1,1 (I;L(V,H)) is
straightforward.
Together with S. Grützner we proposed an improvement of this theorem
that allows A ′(t) ∈ L(V ,V∗) in [GG19]. The rest of this section is devoted
to the approach we used there. The main idea is to note that it seems
like an unnecessary detour to derive an equation for v = u ′, but while
solving it seeing u and v as unrelated, only to then having to prove
u ′ = v. In particular, if we replace u(t) by u0+
Rt
0 v(s) ds in the evolution
equation (3.5a) for v, then the term A ′u would not pose a problem since
we expect v to belong to L2(I;V). The result is a mixed integral and
differential equation for v, which reads
v ′′(t) +A(t)v(t) +
Zt
0
A ′(t)v(s) ds = f ′(t) −A ′(t)u0 (3.7)
for t ∈ I. The dependence onu has disappeared in this equation, but
we can recover it by showing that u0 +
Rt
0 v(s) ds solves the problem (3.6)
that is already uniquely solved by u. This concept seems simple, but
we were unable to nd any regularity results that build on this idea in
literature.
The main disadvantage of this approach is a more involved proof:
Existence ofv does not immediately follow from the theory we developed
in Section 2.2. Both the Galerkin equations and the energy estimates have
to be amended to work with an additional integral term. Furthermore,
even higher regularity for u does not follow immediately because the
regularity result itself cannot be applied to (3.7) due to an additional
term with
Rt
0
Rs
0 v(σ) dσds that appears after another differentiation in
time. To be able to obtain a result u ∈ Hk(I;V)∩Hk+1(I;H) (similar to
Theorem 3.1) with k ∈ N , we have to support evolution equations with
integral terms up to order k. To denote these integral terms we introduce
the operator
RX,g : L
2(I;X)→ H1(I;X), (RX,gv)(t) := g+
Zt
0
v(s) ds, t ∈ I
where X is a separable Banach space andg ∈ X. We will make frequent
use of RV,g and thus choose to abbreviate it asRg.
The operators B, C and Q also generate time-dependent zero order
terms after differentiating the equation more than once, but since these
operators map to H, they can safely be moved to the right-hand side of
the equation. Thus, they do not change the technique, only complicate
the presentation and the compatibility conditions. However, the inverse
problems that we will encounter will not affect exactly one of the four
operators (the mass density ρ in Chapter 5 will inuence three of them).
Hence, we must include them in further considerations.
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We begin by establishing the existence of a solution v to the evolution
problem
(Cv ′) ′ +Bv ′ + (A+Q)v+
kX
i=1
(Di + Ei)(R
i
0v) = f in L2(I;V∗), (3.8a)
v(0) = v0 and (Cv ′)(0) = v1. (3.8b)
with k ∈ N , Di(t) ∈ L(V,V∗) and Ei(t) ∈ L(V,H) for i = 1, . . . ,k and
almost all t ∈ I. We will try to keep the presentation short by only
indicating how the corresponding results and proofs from Section 2.2
have to be modied. A self-contained and more detailed analysis can be
found in [GG 19]. Let (φi)i∈N ⊂ V again be an orthonormal basis of H
and Vm := lin

φj
⃓⃓
j = 1, . . . ,m
	
. Instead of Theorem 2.5 we obtain the
following result about the existence of approximate solutions in Vm.
Theorem 3.6. Let m ∈ N , c0 > 0 and suppose that A ∈ L1 (I;L(V,V∗)),
B ∈ L1 (I;L(H)), Q ∈ L1 (I;L(V,H)) and C ∈ W1,1 (I;Lsa(H)). Further,
let v0,v1 ∈ H, f ∈ L2(I;V∗) and C(t) ∈ Lsac0(H) for almost all t ∈ I. The
new operators have to fulfill Di ∈ L1 (I;L(V,V∗)) and Ei ∈ L1 (I;L(V,H))
for i = 1, . . . ,k. Then there exists a unique solution vm ∈ H2(I;Vm) of the
equation
(Cv ′m)
′
+Bv ′m + (A+Q)vm +
kX
i=1
(Di + Ei)(R
i
0vm) = f in L
2(I;V∗m)
(3.9a)
that also satisfies the initial conditions
vm(0) =
mX
j=1
(︁
v0,φj
)︁
φj and v ′m(0) =
mX
j=1
(︂
C(0)−1v1,φj
)︂
φj. (3.9b)
Proof. In the proof of Theorem 2.5, we derived the system (2.8) of m
second-order ordinary differential equations for the coefcients α =
(αj)j=1,...,m of vm(t) =
P m
j=1 αj(t)φj, together with initial conditions for
α and α ′. Due to the dependence onRl0vm, we introduce l ·m additional
unknowns γ[l] ∈ Rm for l = 1, . . . ,k. They are linked to each other and
α by the l ·m rst-order equations
(γ[1])
′
(t) = α(t), (γ[l])
′
(t) = γ[l−1](t), l = 2, . . . ,k
and have to satisfy homogeneous initial conditions γ[l](0) = 0 ∈ Rm
for l = 1, . . . ,k. These ensure thatγ[l] = Rl0,Rmα. The initial conditions
for α and α ′ remain unchanged, but we supplement the second-order
system (2.8) to read
M2(t) ·α ′′(t) +M1(t) ·α ′(t) +M0(t) ·α(t) +
kX
l=1
M−l(t) · γ[l](t) = F(t).
The new matrices M−l(t) ∈ Rm×m (l = 1, . . . ,k) are dened as
(M−l(t))ij =
⟨︁
(Dl(t) + El(t))φj,φi
⟩︁
, i, j = 1, . . . ,m.
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By the same arguments that we made for Theorem 2.5, there is a unique
solution α ∈ H2(I; Rm), and due to the design of the γ[l] it easily follows
that vm(t) =
P m
j=1 αj(t)φj solves the Galerkin problem ( 3.9).
As for the original evolution equation, establishing an upper bound
for vm (independent of m ∈ N ) enables us to letm tend to innity to
obtain a solution v.
Lemma 3.7. Let a0,c0 > 0 and A ∈W1,1 (I;Lsa(V,V∗)), B ∈ L1 (I;L(H)),
C ∈ W1,1 (I;Lsa(H)), Q ∈ L1 (I;L(V,H)). Furthermore, we expect Di ∈
W1,1 (I;L(V,V∗)) and Ei ∈ L1 (I;L(V,H)) for i = 1, . . . ,k. Lastly, let
C(t) ∈ Lsac0(H), A(t) ∈ Lsaa0(V,V∗) for almost all t ∈ I, f ∈ L2(I;H) ∪
H1(I;V∗), v0 ∈ V and v1 ∈ H. Under these assumptions problem (3.8) has a
solution v ∈ L2(I;V)∩H1(I;H) that satisfies the energy estimate
ess sup
t∈I
⃦⃦
v(t)
⃦⃦2
V
+
⃦⃦
v ′(t)
⃦⃦2
H
⩽ Λ
(︂
∥v0∥2V + ∥v1∥2H + ∥f∥2
)︂
,
where Λ > 0 continuously depends on c−10 , a
−1
0 and the operators.
Proof. We take vm ∈ H2(I;Vm) to be the unique solution to the Galerkin
equations (3.9) and derive the energy estimate for them by testing the
equation with v ′m(t) ∈ Vm. The difference to the proof of Theorem 2.8
are the extra terms
−
kX
i=1
Zt
0
⟨︁
Di(s)(R
i
0vm)(s),v
′
m(s)
⟩︁
+
(︁
Ei(s)(R
i
0vm)(s),v
′
m(s)
)︁
ds
that appear on the right-hand side of (2.13) on page 15. We modify
them in order to again obtain the integral inequality (2.14) that yield the
estimates by invoking Grönwall’s lemma. But rst let us note that for
i ⩾ 2, s ∈ I and g ∈ L2(I;V)
⃦⃦
(Ri0g)(s)
⃦⃦
⩽ (Ri0,R∥g∥)(s) =
Zs
0
(Ri−10,R ∥g∥)(σ) dσ ⩽ s(Ri−10,R ∥g∥)(s)
holds becauses ↦→ (Ri−10,R ∥g∥)(s) is increasing. In particular, we see that
Zt
0
∥(Ri0vm)(s)∥V∥vm(s)∥V ds ⩽ T i−1
Zt
0
∥vm(s)∥V
Zs
0
∥vm(σ)∥V dσds
⩽ T i
Zt
0
∥vm(s)∥2V ds
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is true for t ∈ I and i ⩾ 1. For the terms that include Di we use this
formula and integrate by parts to eliminate the dependence on the V-
norm of v ′m(s). This yields
−
Zt
0
⟨︁
Di(s)(R
i
0vm)(s),v
′
m(s)
⟩︁
ds = −
⟨︁
Di(t)(R
i
0vm)(t),vm(t)
⟩︁
+
Zt
0
⟨︁
D ′i(s)(R
i
0vm)(s),vm(s)
⟩︁
−
⟨︁
Di(s)(R
i−1
0 vm)(s),vm(s)
⟩︁
ds
⩽ ∥Di∥∥(Ri0vm)(t)∥V∥vm(t)∥V
+ ∥Di∥
Zt
0
(︁∥(Ri0vm)(s)∥V + ∥(Ri−10 vm)(s)∥V)︁∥vm(s)∥V ds
⩽ T i−1∥Di∥
(︃
∥vm(t)∥V
Zt
0
∥vm(s)∥V ds+ (T + 1)
Zt
0
∥vm(s)∥2V ds
)︃
⩽ T i−1∥Di∥
(︃
ε∥vm(t)∥2V + (T + T/ε+ 1)
Zt
0
∥vm(s)∥2V ds
)︃
for arbitrary ε > 0 and i = 1, . . . ,k when Di is measured with the norm
of W1,1 (I;L(V,V∗)). These terms can be distributed to the left- and
right-hand sides of (2.14) without difculty. The fact that Ei(t) ∈ L(V ,H)
allows it to be treated similar to Q, that is
− 2
Zt
0
⟨︁
Ei(s)(R
i
0vm)(s),v
′
m(s)
⟩︁
ds
⩽ ∥Ei∥L1 (I;L(V ,H))T i
Zt
0
∥vm(s)∥2V +
⃦⃦
v ′m(s)
⃦⃦2
H
ds,
which poses no problems when added to the right-hand side of (2.14),
thus the estimates for vm still hold.
Due to these energy estimates, the sequence(vm)m∈N must possess
a weakly convergent subsequence. The arguments that prove this weak
limit to be a solution of (3.8) are exactly the same as in the proof of
Theorem 2.9.
For our purposes we do not require uniqueness of this solution, and
would not be able to show it under the assumptions of the theorem above
because of missing differentiability of B and Q in time.
With these preliminaries out of the way, we can go back to our original
evolution problem ( 3.1), that is
(Cu ′) ′ +Bu ′ + (A+Q)u = f in L2(I;V∗),
u(0) = u0 and (Cu ′)(0) = u1.
Formally differentiating the equation k times with respect to time and
sorting the resulting terms leads to
f(k) = (Cu(k+1))
′
+ (kC ′ +B)u(k+1)
+
(︃
A+Q+ kB ′ +
k(k+ 1)
2
C ′′
)︃
u(k) (3.10)
+
kX
j=1
[︃(︃
k
j
)︃
(A(j) +Q(j)) +
(︃
k
j+ 1
)︃
B(j+1) +
(︃
k+ 1
j+ 2
)︃
C(j+2)
]︃
u(k−j)
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as an equality in L2(I;V∗). Note that the dependence on C(k+2) and
B(k+1) is merely notational (to avoid multiple summations with different
ranges) because the coefficients in front of them vanish. This equation
can also be exploited to see that u(k) might possess the initial values
u(k)(0) = uk, (Cu(k+1))(0) = C(0)uk+1,
which are given recursively for k ⩾ 0 via
C(0)uk+2 = f
(k)(0) − ((k+ 1)C ′(0) +B(0))uk+1
−
k∑︂
j=0
[︄(︃
k
j
)︃
(A(j)(0) +Q(j)(0)) (3.11)
+
(︃
k
j+ 1
)︃
B(j+1)(0) +
(︃
k+ 1
j+ 2
)︃
C(j+2)(0)
]︄
uk−j,
starting from the already given u0 and u1. Since C ∈ W1,∞(I;Lsa(H))
it is continuous, which makes C(0) ∈ Lsa(H) well-defined. Moreover,
from the coercivity of C(t) we are able to conclude that C(0) is invertible.
Therefore uk+2 is well-defined as long as the right-hand side of the above
equation is an element of H. This requirement is not easily fulfilled,
because even for uj ∈ V (j = 0, . . . ,k+ 1), the right-hand side (in general)
only belongs to V∗. Requiring that equation (3.11) is solvable is therefore
a compatibility condition for the initial values u0, u1 and the values of
both the right-hand side f and the operators (including their derivatives)
at the initial time.
We interpret (3.10) as a second-order evolution equation for v := u(k)
without moving lower order derivatives of u to the right-hand side. In-
stead, they are replaced by consecutive applications of Rul (l = m, . . . ,n)
to v, which we write as
n
⃝
l=m
Rulv :=
⎧⎨⎩(Rum ◦ · · · ◦ Run)v if m ⩽ n,
v if m > n.
Hence, we have the auxiliary equation
f(k) = (Cv ′) ′ + (kC ′ +B)v ′ + (A+Q)v+
(︃
kB ′ +
k(k+ 1)
2
C ′′
)︃
v
+
k∑︂
j=1
[︄(︃
k
j
)︃
(A(j) +Q(j)) +
(︃
k
j+ 1
)︃
B(j+1) (3.12a)
+
(︃
k+ 1
j+ 2
)︃
C(j+2)
]︄
k−1
⃝
l=k−j
Rulv
and initial values
v(0) = uk in H, (Cv ′)(0) = C(0)uk+1 in V∗. (3.12b)
Existence of such a v is now an almost immediate consequence of
Lemma 3.7.
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Corollary 3.8. Let k ∈ N , a0,c0 > 0. Suppose A ∈Wk+1,1 (I;Lsa(V,V∗)),
B ∈ Wk,1 (I;L(H)), C ∈ Wk+1,1 (I;Lsa(H)) and Q ∈ Wk,1 (I;L(V,H))
with C(t) ∈ Lsac0(H), A(t) ∈ Lsaa0(V ,V∗) for almost all t ∈ I. Furthermore, we
assume f ∈ Hk(I;H) ∪Hk+1(I;V∗), uj ∈ V for j = 0, . . . ,k and uk+1 ∈ H.
Then there exists v ∈ L2(I;V)∩H1(I;H) that solves (3.12) and satisfies
⃦⃦
v
⃦⃦2
L1 (I;V) +
⃦⃦
v ′
⃦⃦2
L1 (I;H) ⩽ Λ
⎛⎝ kX
j=0
∥uj∥2V + ∥uk+1∥2H + ∥f∥2
⎞⎠ (3.13)
where Λ > 0 depends continuously on c−10 , a
−1
0 and the operators A, B, C, Q.
Proof. To obtain (3.8) from ( 3.12), we set
B = B+C ′, Q = Q+ kB ′ +
k(k+ 1)
2
C ′′,
Dj =
(︃
k
j
)︃
A(j), Ej =
(︃
k+ 1
j+ 2
)︃
C(j+2) +
(︃
k
j+ 1
)︃
B(j+1) +
(︃
k
j
)︃
Q(j),
for j = 1, . . . ,k. The operatorsA and C are left as-is and the initial values
are v0 = uk and v1 = uk+1. The right-hand side of (3.12a) is not yet
linear in v due to inhomogeneities that stem from Rul . By writing(︄
k−1
⃝
l=k−j
Rulv
)︄
(t) = (Rj0v)(t) +
k−1X
l=k−j
(Rk−1−l0 ul)(t)
= (Rj0v)(t) +
k−1X
l=k−j
ul
tk−1−l
(k− 1− l)!
they can be moved to the left-hand side of the equation. Thus, it consists
of
f (t) = f(k)(t) −
kX
j=1
⎡⎣(Dj(t) + Ej(t)) k−1X
l=k−j
ul
tk−1−l
(k− 1− l)!
⎤⎦
.
The assertion follows by utilizing Lemma 3.7.
We still have to show that v is equal to u(k). The next lemma permits
to show this through induction over k.
Lemma 3.9. Suppose v is a solution to problem (3.12) with k ∈ N , and that
uk−1 ∈ V . Then Ruk−1v solves (3.12) with k replaced by k− 1.
Proof. We setw = Ruk−1v. Clearly w possesses the correct initial values
sincew(0) = uk−1 and w ′(0) = v(0) = uk. By a straightforward (albeit
lengthy) computation we show that
(Cw ′) ′ = f(k−1) − ((k− 1)C ′ +B)w ′
−
k−1X
j=0
[︃(︃
k− 1
j
)︃
(A(j) +Q(j)) +
(︃
k− 1
j+ 1
)︃
B(j+1)
+
(︃
k
j+ 2
)︃
C(j+2)
]︃
k−2
⃝
l=k−1−j
Rulw
(3.14)
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holds in the L2(I;V∗)-sense. We start by employing the fundamental
theorem of calculus to the sum in equation ( 3.14), which we denote by
Γ . By turning to (3.11), we discover that Γ(0) can be rewritten using
C(0)uk+1, since
Γ(0) = −C(0)uk+1 + f
(k−1)(0) − (kC ′(0) +B(0))uk.
Using our product rule (Lemma 2.3) we can reshapeΓ ′ to obtain
Γ ′ =
k−1X
j=0
[︃(︃
k− 1
j
)︃
(A(j+1) +Q(j+1)) +
(︃
k− 1
j+ 1
)︃
B(j+2)
+
(︃
k
j+ 2
)︃
C(j+3)
]︃(︄
k−1
⃝
l=k−1−j
Rulv
)︄
+
k−1X
j=0
[︃(︃
k− 1
j
)︃
(A(j) +Q(j)) +
(︃
k− 1
j+ 1
)︃
B(j+1)
+
(︃
k
j+ 2
)︃
C(j+2)
]︃(︄
k−1
⃝
l=k−j
Rulv
)︄
.
Shifting the index of the rst sum and combining the result with the
second sum (via summation rules for binomial coefcients) shows
Γ ′ = −(kC ′′ +B ′)(v) +
kX
j=0
[︃(︃
k
j
)︃
(A(j) +Q(j)) +
(︃
k
j+ 1
)︃
B(j+1)
+
(︃
k+ 1
j+ 2
)︃
C(j+2)
]︃(︄
k−1
⃝
l=k−j
Rulv
)︄
.
This is already pretty close to the left-hand side of (3.12a), which we
abbreviate by L[k]v. Replacing the sum in (3.14) by Γ(0) +Rt0 Γ ′(s) ds and
also applying the fundamental theorem to the remaining parts allows us
to conclude the proof with
f(k−1)(t) − ((k− 1)C ′(t) +B(t))w ′(t) − Γ(t)
= C(0)uk+1 +C
′(0)uk +
Zt
0
f(k)(s) + (C ′v) ′(s) −
(︂
L[k]v− (C ′v) ′
)︂
(s) ds
= C(0)uk+1 +C
′(0)uk +
Zt
0
(Cv ′) ′(s) + (C ′v) ′(s) ds
= C(0)uk+1 +C
′(0)uk +
Zt
0
(Cv) ′′(s) ds = (Cv) ′(t) = (Cw ′) ′(t).
Finally, we can state the regularity theorem and prove it using a com-
pact induction argument.
Theorem 3.10. Let k ∈ N and a0,c0 > 0. We assume that the operators satisfy
A ∈ Wk+1,1 (I;Lsa(V,V∗)), B ∈ Wk,1 (I;L(H)), C ∈ Wk+1,1 (I;Lsa(H))
and Q ∈ Wk,1 (I;L(V,H)) with A(t) ∈ Lsaa0(V,V∗) and C(t) ∈ Lsac0(H)
for almost all t ∈ I. Further, let f ∈ Hk(I;H) ∪Hk+1(I;V∗), uj ∈ V for
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j = 0, . . . ,k and uk+1 ∈ H. Then the unique solution u of problem (3.1) lies in
Hk(I;V)∩Hk+1(I;H) and satisfies the energy estimate
⃦⃦
u
⃦⃦2
Wk,1 (I;V) +
⃦⃦
u(k+1)
⃦⃦2
L1 (I;H) ⩽ Λ
⎛⎝ kX
j=0
∥uj∥2V + ∥uk+1∥2H + ∥f∥2
⎞⎠,
(3.15)
where f is measured in either the Hk(I;H)- or the Hk+1(I;V∗)-norm and Λ > 0
is a constant depending continuously on c−10 , a
−1
0 as well as the operators A,
B, C and Q.
Proof. Induction over k ∈ N ∪ {0}, where the hypothesis for k ⩾ 1 is that
the assertion as given in the theorem holds and that u(k) is the unique
solution of the auxiliary problem (3.12).1 This is also the hypothesis
for k = 0, but with the additional assumptions Q ∈ W1,1 (I;L(V,H)) ∪
L1 (I;L(H)) and B ∈W1,1 (I;L(H)).
The casek = 0 is covered by Theorem 2.10. We assume that the hy-
pothesis holds for k− 1 and that the requirements for k are met. Through
Corollary 3.8 we know that a solution v ∈ L2(I;V)∩H1(I;H) to the auxil-
iary problem (3.12) exists. Due to Lemma 3.9 we are able to conclude that
Ruk−1v satises (3.12) for k− 1, which (by assumption) is uniquely solved
by u(k−1). Hence, v = (Ruk−1v)
′ = u(k) and in particular, v is unique.
By adding the estimate (3.13) that is satised by u(k) to inequality (3.15)
with k replaced by k− 1, we obtain validity of the latter for k.
Had we iterated the original approach from Theorem 3.5 (by moving
A(j)u(k−j) to the right-hand side), then we would have obtained a result
similar to Theorem 3.10, where A ∈Wk,1 (I;L(V ,V∗)) with the restriction
A ′ ∈Wk−1,1 (I;L(V ,H)). Thus, the price we had to pay to allow A ′(t) ∈
L(V,V∗) was another order of differentiability in time for A.
3.3 conclusions
In the preceding sections we have derived two regularity results for the
evolution problem (3.1): Theorem 3.1, obtained using Lions’ techniques,
and Theorem 3.10, obtained by differentiation in time. Both theorems
make the same assumptions on the operators and how smooth they have
to be with respect to the time variable. A subtle difference can be found
in the energy estimates that they contain; Lions obtains L2-estimates for
u and its derivatives, whereas the other technique yields slightly better
L1 -type estimates. The only significant difference is the fact that Lions’
result requires homogeneous initial values and a vanishing right-hand
side at the initial time in order to avoid compatibility conditions. They
appear in Theorem 3.10 through the requirement that uj (as dened
1 We include k = 0 because we utilize the uniqueness of u = u(0) in the proof. Otherwise
the casek = 1 would have to employ the induction argument as well.
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in (3.11)) must belong to V for j = 0, . . . ,k and that uk+1 has to be an
element of H. These conditions take the form
u0, u1 ∈ V, C(0)u2 = f(0) − [C ′(0) +B(0)]u1 − [A(0) +Q(0)]u0 ∈ H
in the casek = 1 and
u0, u1, u2 = C(0)
−1(︁f(0) − [C ′(0) +B(0)]u1 − [A(0) +Q(0)]u0)︁ ∈ V,
C(0)u3 = f
′(0) − [2C ′(0) +B(0)]u2 − [A(0) +Q(0) +B ′(0) +C ′′(0)]u1
− [A ′(0) +Q ′(0)]u0 ∈ H
when k = 2. When we choose the operators as time-independent, then
these compatibility conditions are identical to those that prominently
appear in the literature, for example in [Wlo 87]. They encode spatial
regularity of the data, the operators and their time derivatives at the
initial time. It is hard to see this in the abstract framework, because we
have no detailed knowledge about the Hilbert spaces V and H. However,
this is not impossible, for example it is feasible to talk about the domain
D(A(t)) := {φ ∈ V | A(t)φ ∈ H }
of A(t). Obviously one can also elaborate on this and for instance look
at φ ∈ V with A(t)φ ∈ V or A(t)φ ∈ D(A(t)). The spaceD(A(t))
indirectly appears in the regularity results: If we are in the position
to apply Theorem 3.10 for k = 1, then (Cu ′) ′ ∈ L2(I;H). If we further
suppose that f(t) ∈ H1(I;H), then from the evolution equation it follows
that Au ∈ L2(I;H), i.e. u(t) ∈ D(A(t)) for almost all t ∈ I. Moreover, the
compatibility condition C(0)u2 ∈ H is satised if u0 ∈ D(A(0)).
In applications, the space D(A(t)) involves well-dened second deriva-
tives. We give an example that underlines this fact and also shows how
the compatibility conditions can be fullled in practice. For this we
continue examples 2.4 and 2.11.
Example 3.11. Let Ω ⊂ Rd be a domain. We know that the weak formu-
lation of
u ′′(t,x) − div (a(t,x)∇u(t,x)) = f(t,x) t ∈ (0,T), x ∈ Ω
u = 0 on (0,T)× ∂Ω, u(0, ·) = u0, u ′(0, ·) = u1
is equivalent to the evolution problem u ′′ + Au = f, u(0) = u0 and
u ′(0) = u1, with ⟨A(t)φ,ψ⟩ =
R
Ω a(t)∇φ · ∇ψdx, V = H10(Ω) and
H = L2(Ω). A function v ∈ H10(Ω) lies in the domain D(A(t)) of A(t) if
and only if there exists w ∈ L2(Ω) such that ⟨A(t)v,ψ⟩ = (w,ψ) holds for
all ψ ∈ H10(Ω). By denition this means that a(t)∇v has a well-dened
divergence that is equal to w ∈ L2(Ω). Notably, if a(t) ∈W1,1 (Ω) then
we discover H2(Ω)∩H10(Ω) ⊂ D(A(t)).
Now we turn to the compatibility conditions. According to ( 3.11), the
initial value uj is for j ⩾ 2 equal to
uj = f
(j−2)(0) −
j−2X
l=0
(︃
j− 2
l
)︃
A(l)(0)uj−2−l.
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To make the assumptions uj ∈ H10(Ω) (j = 0, . . . ,k), uk+1 ∈ L2(Ω) valid,
not every summand has to belong to H10(Ω) or L2(Ω); it is acceptable
if the A(l)(0)uj−2−l and f(j−2)(0) t together  so that their sum is
regular enough (hence the name compatibility conditions). However,
to give a sufcient criterion that is not recursively dened and makes
the conditions valid, we will simply require this smoothness for each
summand. Let Hm00(Ω) denote Hm(Ω)∩H10(Ω) for m ⩾ 1 and H000(Ω) :=
L2(Ω). A short calculation shows that uj ∈ Hm(Ω) (m ⩾ 0, j ⩾ 2) if for
l = 0, . . . , j− 2
f(j−2)(0) ∈ Hm(Ω), ul ∈ Hm+2(Ω) and a(l)(0) ∈Wm+1,1 (Ω)
holds. Thus, to ensure that the compatibility conditions for k ∈ N are
satised, it is sufcient to require u0 ∈ Hk+100 (Ω), u1 ∈ Hk00(Ω),
a(l)(0) ∈Wk−l,1 (Ω) and f(l)(0) ∈ Hk−l−100 (Ω)
for l = 0, . . . ,k− 1. In particular, a(0) must be k-times weakly differen-
tiable with respect to the spatial coordinates.
The regularity theorems do not only enable us to analyze the in-
verse problems that will be introduced in the next chapter, but have
another very useful implication: Originally, we were not able to give
theory for equations like C(t)u ′′(t) + A(t)u(t) = f(t), since even the
problem statement for this case is difcult (both u ′(0) and (Cu ′)(0) are
not well-dened). However, for u ∈ H2(I;H) this equation is equivalent
to (Cu ′) ′ − C ′u ′ +Au = f. We can solve the latter equation, and are now
able to show that u is sufciently regular to warrant this application of
the product rule.
Corollary 3.12. Let k ∈ N and a0,c0 > 0. We assume that operators A ∈
Wk+1,1 (I;Lsa(V,V∗)), B ∈ Wk,1 (I;L(H)), C,D ∈ Wk+1,1 (I;L(H)) and
Q ∈ Wk,1 (I;L(V,H)) are given, with A(t) ∈ Lsaa0(V,V∗) and D(t)C(t) ∈
Lsac0(H) for almost all t ∈ I. Further, let f ∈ Hk(I;H) ∪Hk+1(I;V∗) and
suppose that uj ∈ V (j = 0, . . . ,k) and uk+1 ∈ V , where the uj are as in (3.11),
but with C replaced by DC and B replaced by B−D ′C. Then there exists a
unique solution u ∈ Hk(I;V)∩Hk+1(I;H) of the equation
D(Cu ′) ′ +Bu ′ + (A+Q)u = f
that also possesses the initial values u(0) = u0 and (DCu ′)(0) = u1. Moreover,
this solution satisfies the estimate (3.15).
Proof. With the assumptions made in the assertion, we can apply The-
orem 3.10 to see that there is a unique u ∈ Hk(I;V) ∩Hk+1(I;H) that
solves
(DCu ′) ′ + (B−D ′C)u ′ + (A+Q)u = f
and further satises the initial conditions and estimate (3.15). We have
u ∈ H2(I;H), hence Lemma2.3 yields (DCu ′) ′ = D(Cu ′) ′ +D ′Cu ′.
4
A B S T R A C T O P E R AT O R F R A M E W O R K
The preceding chapters have laid the foundation for the definition of
forward operators to inverse problems that are related to the evolution
problem (2.6), that is
(Cu ′) ′ +Bu ′ + (A+Q)u = f in L2(I;V∗), (4.1a)
u(0) = u0 and (Cu ′)(0) = u1. (4.1b)
In Example 2.4 we have already seen how partial differential equations
can be restated in this formulation, and that coefficients in these equations
will influence one or more of the operators A, B, C and Q. These operators
then determine the solution u of the PDE. In view of applications, it
is more realistic to subsequently apply a measurement operator to u.
Depending on the experimental setup, this operator could for example
restrict u to the boundary or to sensor locations. These consideration
yield a natural decomposition of the problem’s forward operator F into a
value operator P, that maps the unknowns onto (A,B,C,Q), followed by
the solution operator S of (4.1) and a measurement operator Ψ. This is
sketched in Figure 4.1.
This approach has the striking advantage that only two of the three
operators are problem-dependent, and S, the most difficult one to analyze,
is not one of them. If we assume the measurement operator Ψ and the
operator P that maps the unknown parameter (or parameters) to the
tuple (A,B,C,Q) to be Fréchet-differentiable, then many properties of
the forward operator F can be derived by analyzing these operators
separately. These properties include Fréchet-differentiability of F and the
shape of the corresponding adjoints. They are therefore crucial for the
numerical implementation of Newton-based regularization methods.
A related setup to Figure 4.1, which we will use in some numerical
experiments in Chapter 8, is that not only a single u is measured, but that
the same unknowns are used to generate multiple wave fields u1, . . . ,um
with a different right-hand side f in the equation. This results in a vector-
valued solution operator S = (S1, . . . ,Sm). As long as the count m of
measured fields is finite, the corresponding problems can be dealt with
in the same fashion as S.
unknowns (A,B,C,Q) u measurements
P S Ψ
F := Ψ ◦ S ◦ P
Figure 4.1: Decomposition of a possible forward operator F
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In this chapter, we will discuss the problem-independent operator S.
Our main idea is to consider S itself as the forward operator of an inverse
problem, in which the operators in (4.1a) represent the unknowns. Since
this operator is not directly related to a particular partial differential
equation, we designate this as an “abstract” inverse problem. This
sentiment is reinforced by the fact that even after fixing spaces V and H,
it is most certainly neither relevant for the application nor numerically
feasible to reconstruct the operators A, B, C, Q without making further
restrictions on their structure first.
We begin in the first section with a precise definition of S. Since we aim
to show its differentiability in Section 4.2, it is crucial to ensure that the
domain of definition of S is an open subset of a Banach space. We close
the abstract theory by showing local ill-posedness of the abstract inverse
problem, and also the ill-posedness of its linearizations in Section 4.3.
We remark that most of the results of this chapter have also been
presented in [Ger19].
4.1 well-posedness of the forward operator
As in Chapter 2, problem (4.1) is stated in the Gelfand triple V ⊂ H ⊂ V∗,
consisting of separable Hilbert spaces V and H that provide a compact
and dense embedding V ↪→ H. Without loss of generality we still assume
∥·∥H ⩽ ∥·∥V , and that the time interval I is given as [0, T ] for some fixed
T > 0. We will also continue to use the notation that was introduced on
page 6.
Let c0,a0 > 0, f ∈ L2(I;H) ∪H1(I;V∗), u0 ∈ V and u1 ∈ H be fixed
throughout the chapter. According to Theorem 2.10, the operator S that
maps the tuple (A,B,C,Q) of unknowns to the solution u of (4.1) is
well-defined as S : ˜︁D(S) ⊂ X→ Y, where the Banach spaces X and Y are
defined as
X :=W1,∞(I;Lsa(V ,V∗))×W1,∞(I;L(H))
×W1,∞(I;Lsa(H))×W1,∞(I;L(V ,H)),
Y := L∞(I;V)∩W1,∞(I;H)
and the domain ˜︁D(S) of S is set to
˜︁D(S) = {︂ (A,B,C,Q) ∈ X ⃓⃓⃓ A(t) ∈ Lsaa0(V ,V∗) and C(t) ∈ Lsac0(H)
for almost all t ∈ I
}︂
.
Note that in the case Q(t) ∈ L(H), we could omit the differentiability
assumption on Q in the definition of X without impacting any of the
results to come. For the definition of the Banach space Lsa(Z,Z∗) of
self-adjoint, bounded linear operators on a normed space Z, and its
subset Lsaα (Z,Z∗) of operators that additionally are α-coercive, we refer
to Definition 2.7 on page 14.
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As was already hinted at in the introduction of this chapter, for a
proper analysis of the differentiability of S we need it to be dened on
an open subset of a Banach space. Unfortunately, ˜︁D(S) is not open in
X becauseLsaα (Z,Z∗) is closed. The interior of this set is not obtained
by simply using  > instead of  ⩾ in its denition (and restrict the
assumption to Z \ {0}) because in general this set is also not open. We
will prove this fact by giving a simple counter-example.
Example 4.1. Let α ∈ [0,1) and Z := L2([α,1]). We choose to identify Z∗
with Z and dene F ∈ Lsa(Z) for v ∈ Z through
F(v) = (x ↦→ xv(x)) ∈ Z.
This means (F(v),v) =
R1
α xv(x)
2 dx > α∥v∥2Z for all v ̸= 0, in particular
F ∈ Lsaα (Z). We further dene the family of operators
Fε(v) := (x ↦→ (x− ε)v(x))
with ε > 0. By 1Ω we denote the characteristic function of Ω, see that(︁
Fε(1[α,α+ε]),1[α,α+ε]
)︁
=
Zα+ε
α
x− εdx = (α− ε/2)ε < ε =
⃦⃦
1[α,α+ε]
⃦⃦2
Z
and conclude Fε /∈ Lsaα (Z). Furthermore, ∥F− Fε∥L(Z) ⩽ ε, so Fε → F
when ε → 0. Since F can be approximated by a sequence inLsa(Z) \
Lsaα (Z), it cannot belong to the interior of Lsaα (Z).
Fortunately for us, the interior of Lsaα (Z,Z∗) is not empty, and we can
give a short formula for it.
Lemma 4.2. Let Z be a Hilbert space and α > 0. The interior of Lsaα (Z,Z∗) is
given by
Lsaα (Z,Z
∗)◦ =
⋃︂
ε>0
Lsaα+ε(Z,Z
∗).
Proof. We setM =
⋃︁
ε>0L
sa
α+ε(Z,Z
∗) and show that it is the largest open
subset ofLsaα (Z,Z∗). It is obvious that M ⊂ Lsaα (Z,Z∗). We continue by
proving that M is open. Let G ∈M, which means there is ε0 > 0 such
that G ∈ Lsaα+ε0(Z,Z∗). For every F ∈ B(G,ε0/2) (open ball around G
with respect to the operator norm) and v ∈ Z we have
⟨Fv,v⟩ = ⟨Gv,v⟩+ ⟨(F−G)v,v⟩ ⩾ (α+ ε0)∥v∥2 − ∥F−G∥∥v∥2
⩾ (α+ ε0/2)∥v∥2,
which means that F ∈ Lsa
α+ε0/2
(Z,Z∗) ⊂M, henceM must be open. As
a last step we show that every G ∈ Lsaα (Z,Z∗) \M can be approximated
by operators that belong to Lsa(Z,Z∗) \ Lsaα (Z,Z∗). SinceG /∈ M there
exists a sequence(vk)k∈N ⊂ Z with ⟨Gvk,vk⟩ = (α+ 1/(2k))∥vk∥2. We
setGk = G− 1/k IZ→Z∗ , where IZ→Z∗ denotes the canonical embedding
of the Hilbert space Z in its dual space. It is easy to verify that Gk → G
for k→ 1 , as well as ⟨Gkvk,vk⟩ = (α− 1/(2k))∥vk∥2, so none of theGk
belong to Lsaα (Z,Z∗).
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In view of the previous lemma, we replace ˜︁D(S) by its interior
D(S) :=


(A,B,C,Q) ∈ X
⃓⃓⃓
A(t) ∈ Lsaa0+ε(V,V∗) and C(t) ∈ Lsac0+ε(H)
for almost all t ∈ I for some ε > 0

.
SinceX is equipped with L1 -type norms in the time variable, it is easy
to check that ˜︁D(S)◦ = D(S). Thus, we obtain the solution operator
S : D(S) ⊂ X→ Y, (A,B,C,Q) ↦→ u
to problem (4.1) that is dened on an open subset of the Banach space X.
Our regularity results from Chapter 3 also permit the denition of a
variant of S which maps into a subspace Y(k) (k ∈ N ) of Y consisting of
more regular wave elds u, i.e.
Y(k) :=Wk,1 (I;V)∩Wk+1,1 (I;H). (4.2)
From Theorem 3.10 we see that if we wish to obtain S(A,B,C,Q) ∈ Y(k),
the operators must belong to the subspace
X(k) :=Wk+1,1 (I;Lsa(V,V∗))×Wk,1 (I;L(H))
×Wk+1,1 (I;Lsa(H))×Wk,1 (I;L(V,H)) (4.3)
of X. Naturally, the tuple (A,B,C,Q) has to be an element ofD(S) in
order to provide coercivity of A and C. Moreover, we have to assume
f ∈ Hk(I;H) or f ∈ Hk+1(I;V∗) and that the compatibility conditions
u0, . . . ,uk ∈ V, uk+1 ∈ H
are satised. The ul are given for l ⩾ 2 by equation (3.11), which we
repeat here for the reader’s convenience; it reads
C(0)ul+2 = f
(l)(0) − ((l+ 1)C ′(0) +B(0))ul+1
−
lX
j=0
[︄(︃
l
j
)︃
(A(j)(0) +Q(j)(0))
+
(︃
l
j+ 1
)︃
B(j+1)(0) +
(︃
l+ 1
j+ 2
)︃
C(j+2)(0)
]︄
ul−j.
The compatibility conditions have been discussed in Section 3.3 in more
detail. There we have discovered that they tend to become unwieldy in
practice, even for trivial C = Id and B = Q = 0. In general, the set of
all operators A, B, C and Q that satisfy the compatibility conditions is
not a linear space. Therefore we cannot put them into the denition of
X. Furthermore, it is also not constructive to integrate them into D(S),
because then it will cease to be an open subset ofX. Thus, they have to
be linearized somehow. We do not want to go into the detail how this
can be achieved in the general casek ∈ N , and instead only motivate this
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by demonstrating it for k = 1. In this case we have to ensureu0,u1 ∈ V
and C(0)u2 ∈ H. The latter is satised if
f(0) − (C ′(0) +B(0))u1 − (A(0) +Q(0))u0 ∈ H,
which in turn is valid if f(0) ∈ H and u0 ∈ D(A(0)), which can be
incorporated into X(1). Even for k = 2 this method (assuming that
every summand is regular enough on its own) becomes signicantly
more complicated because uj with j ⩾ 2 depends nonlinearly on A.
Thus, the set of all A that fulll a condition like u2 ∈ D(A(0)) is not
a linear space. In consequence, this condition has to be deconstructed
further by inserting the denition of u2 and analyzing each arising term
individually.
The subsequent analysis is not impacted by the way that the compat-
ibility conditions are treated, as long as D(S) remains an open set in a
(possibly different) Banach spaceX(k). Moreover, we do not prot from
having found the most intricate way of satisfying them that yields the
minimal additional assumptions on the data and the operators. Therefore
we choose the simplest option available by requiring homogeneous initial
values u0 = u1 = 0, f(j)(0) = 0 for j = 0, . . . ,k− 2 (provided that k ⩾ 2)
and f(k−1)(0) ∈ H (provided that k ⩾ 1). In this way, uj = 0 ∈ V for
j = 0, . . . ,k and uk+1 = C(0)−1f(k−1)(0) ∈ H. We thereby entirely avoid
additional constraints that have to appear in the space X. Under these
assumptions on f and the initial values, we can view S for all k ∈ N as
the operator
S : D(S)∩X(k) ⊂ X(k) → Y(k)
with Banach spacesX(k) and Y(k) as dened in (4.3) and (4.2). We note
that D(S)∩X(k) is an open subset ofX(k). We extend this denition to
k = 0 by setting1 X(0) := X and Y(0) := Y.
To avoid having to repeat the conditions that f has to fulll in every
assertion, we dene the set
F(k) :=


f ∈ Hk(I;H)∪Hk+1(I;V∗)
⃓⃓⃓
f(k−1)(0) ∈ H if k ⩾ 1
and f(j)(0) = 0 for all j = 0, . . . ,k− 2 if k ⩾ 2
 (4.4)
of admissible right-hand sides.
We would like to close the section with the remark that the conditions
on f resemble the assumptions of Lions’ regularity result (Theorem 3.1
on page 25). The difference is that we only require f(k−1)(0) ∈ H instead
of f(k−1)(0) = 0. If one were to assume the latter, then the more regular
variant of S could also have been set up by employing Theorem 3.1
instead of Theorem 3.10, albeit with the slightly larger image space
Y(k) := Hk(I;V)∩Hk+1(I;H).
1 Note that X is not the same space that one would obtain by setting k = 0 in (4.3), because
X also contains assumptions onQ and B that guarantee the uniqueness of the solution u.
4.2 fréchet-differentiability 49
4.2 fréchet-differentiability
One of the main approaches for the numerical solution of nonlinear
inverse problems is by means of the linearization of their forward op-
erators. How these derivatives are used depends on the regularization
method. For example, it is of direct interest in Newton-methods (e.g.
reginn), where the nonlinear problem is reduced to a sequence of linear
subproblems. In contrast, for Tikhonov regularization it might be used
as a means to compute a descent direction for a nonlinear functional.
The derivative of a forward operator that is based on S (like depicted in
Figure 4.1) is easily calculated if the derivative of S is known.
We use the term “differentiability” as a synonym to Fréchet-differentia-
bility. Weaker notions of derivatives (e.g. in the sense of Gateaux) would
not reduce the assumptions on the unknown operators, at least in the ap-
proach presented here. This is due to the fact that we make heavy use of
the energy estimates we derived in the previous chapter (Theorems 2.10
and 3.10), thus our results will only depend on the norm of the lineariza-
tion argument, not its direction. Indeed, for time-independent parameters
and in the context of the acoustic wave equation, the Gateaux-derivative
turns out to also be the Frechet-derivative (see [KR14a; Sto01]).
We will begin with the partial derivatives of S, because they show which
of the four unknowns cause difficulties. At the end of the section we can
use them to construct the total derivative of S. As a starting point, we
need a hypothesis what the derivative of S with respect to the operators
could be. We will use the operator B ∈ W1,∞(I;L(H)) to demonstrate
the approach. Let p = (A,B,C,Q) ∈ D(S) and u = S(p) be the solution
of problem (4.1). Given the linearization argument h ∈ W1,∞(I;L(H)),
we seek a characterization of uh := ∂BS(p)[h]. We formally linearize the
evolution equation (Cu ′) ′ +Bu ′ + (A+Q)u = f with respect to B. Since
the evolution equation is already linear, only the term Bu ′ changes; in
the remaining terms of the left-hand side we can simply replace u with
uh. Hence, the result is
(Cu ′h)
′
(t) +B(t)u ′h(t) + h(t)u
′(t) + (A(t) +Q(t))uh(t) = 0, t ∈ I,
which means that uh solves the same evolution equation as u, but with
the right-hand side t ↦→ −h(t)u ′(t), i.e. the linearization argument applied
to the (negative) derivative of the solution of the forward problem. We
make the observation that the initial values (4.1b) do not depend on B
and therefore conclude that uh and Cu ′h should vanish at the initial time.
The same argument can be made for the operators A and Q, and under
the additional assumption u1 = 0 also for C. We will see that we have
to require the latter anyway. Therefore we make the hypothesis that for
each symbol x ∈ {A,B,C,Q}, the derivative uh = ∂xS(p)[h] solves the
equation
(Cu ′h)
′
+Bu ′h + (A+Q)uh = gx(u)[h] (4.5a)
in L2(I;V∗) and possesses homogeneous initial values
uh(0) = 0, (Cu ′h)(0) = 0. (4.5b)
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Naturally, both the function space for h and the specic shape of the
right-hand side depend on the symbol x. The auxiliary functions
gA(v)[H] = −H[v] = −H(·)[v(·)], gC(v)[H] = −(H[v ′]) ′,
gB(v)[H] = −H[v
′], gQ(v)[H] = −H[v]
(4.6)
help us to achieve a closed presentation. Note that the right-hand sides
for A and Q are the same, but we will have gA and gQ map between
different spaces.
With (4.5) we have obtained an evolution problem for uh, which we
might be able to solve using the well-posedness Theorem 2.10. To obtain
a unique uh ∈ Y(0), we have to ensure that gx maps either into L2(I;H)
or H1(I;V∗). The natural choice of domains and ranges for the gx that
accomplish this are
gA(·)[·] : H1(I;V)×W1,1 (I;L(V,V∗))→ H1(I;V∗),
gB(·)[·] : H1(I;H)× L1 (I;L(H))→ L2(I;H),
gC(·)[·] : H2(I;H)×W1,1 (I;L(H))→ L2(I;H),
gQ(·)[·] : L2(I;V)× L1 (I;L(V,H))→ L2(I;H).
This way we obtain continuous bilinear forms, e.g.
gA(·)[·] ∈ L(H1(I;V), L(W1,1 (I;L(V,V∗)), H1(I;V∗))),
and we can already deduce that u ∈ Y(0) is not enough to apply gA or
gC to it. In these cases we need at leastu ∈ Y(1) to make uh well-dened.
If we also want to ensure higher regularity of uh, we have to use the
continuous bilinear forms
gA(·)[·] : Hk+1(I;V)×Wk+1,1 (I;L(V,V∗))→ Hk+1(I;V∗),
gB(·)[·] : Hk+1(I;H)×Wk,1 (I;L(H))→ Hk(I;H),
gC(·)[·] : Hk+2(I;H)×Wk+1,1 (I;L(H))→ Hk(I;H),
gQ(·)[·] : Hk(I;V)×Wk,1 (I;L(V,H))→ Hk(I;H),
resulting in uh ∈ Y(k) (k ∈ N ), as long asp = (A,B,C,Q) belongs to
D(S) ∩ X(k) and u is regular enough. We see that in this case we can
insert u ∈ Y(k+1) into gA and gC, whereasu ∈ Y(k) is already sufcient
for gB and gQ.
The discussion above leads to the impression that S : D(S) ∩ X(k) →
Y(k) might be differentiable in B and Q, and that S : D(S)∩X(k) → Y(k−1)
is additionally differentiable in A and C. However, this is not the case.
Up to now we have only established existence and uniqueness of uh. For
the proof that uh indeed describes the FrØchet-derivative ofS we need
another ingredient, namely that S is locally Lipschitz continuous. For A
and C this will cost another order of regularity, as the following Lemma
demonstrates.
Lemma 4.3. Let k ∈ N ∪ {0} and f ∈ F(k). If k ̸= 0 then we also assume
u0 = u1 = 0. Under these conditions,
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(i) the map S : D(S) ∩ X(k) → Y(k) is locally Lipschitz continuous with
respect to B and Q, and
(ii) provided that k ⩾ 1, the map S : D(S) ∩ X(k) → Y(k−1) is locally Lips-
chitz continuous.
In both cases the Lipschitz constants continuously depend on the argument
measured in the norm of X(k), and are linearly dependent on ∥f∥.
Proof. (i) The proofs for Q and B are similar, so we only demonstrate
it for Q. Let p = (A,B,C,Q), p+ = (A,B,C,Q+) ∈ D(S) ∩ X(k) and set
u := S(p) as well as u+ := S(p+). By subtracting the equations that are
solved by u and u+ we conclude that w := u+ − u solves
(Cw ′) ′ +Bw ′ + (A+Q)w = gQ(u+)[Q−Q+]
in L2(I;V∗) and possesses homogeneous initial conditions. Additionally,
the right-hand side lies in Hk(I;H) and has a root of order k− 1 at zero.
Hence, the regularity results of Theorem 3.10 show that w fulfills the
energy estimate
∥w∥Y(k) ⩽ ΛQ
⃦⃦
gQ(u
+)[Q−Q+]
⃦⃦
Hk(I;H)
⩽ ΛQ
⃦⃦
u+
⃦⃦
Hk(I;V)
⃦⃦
Q−Q+
⃦⃦
Wk,∞(I;L(V ,H))
⩽ ΛQΛQ+
⃦⃦
f
⃦⃦⃦⃦
Q−Q+
⃦⃦
Wk,∞(I;L(V ,H)),
where the positive constants ΛQ and ΛQ+ continuously depend on the
X(k)-norms of (A,B,C,Q) and (A,B,C,Q+), respectively. The right-hand
side f enters this inequality with its Hk(I;H)- or its Hk+1(I;V∗)-norm.
The product ΛQΛQ+∥f∥ is the Lipschitz constant.
(ii) Let (A,B,C,Q), (A,B,C+,Q) ∈ D(S)∩X(k). We use the same idea
as in (i) for C, but have to be mindful of the initial conditions since they
depend on C and C+. However, due to k ⩾ 1 we have u+ ∈ H2(I;H),
i.e. (u+) ′ is continuous (taking values in H) and therefore (C(u+) ′)(0) is
well-defined and has to vanish. Hence,
(Cw ′)(0) = (C(u+) ′)(0) − (Cu ′)(0) = 0
holds in this case as well. The right-hand side of the evolution equation
that is solved by w reads
gC(u
+)[C−C+] = ((C− C+)(u+)
′
)
′
,
which is an element of Hk−1(H) and has vanishing derivatives at zero
up to order k− 2. Thus we can only apply the regularity theorem with
k− 1 instead of k, which yields
∥w∥Y(k−1) ⩽ Λ(k−1)C
⃦⃦
gC(u
+)[C−C+]
⃦⃦
Hk−1(I;H)
⩽ Λ(k−1)C
⃦⃦
u+
⃦⃦
Hk+1(I;H)
⃦⃦
C−C+
⃦⃦
Wk,∞(I;Lsa(H))
⩽ Λ(k−1)C Λ
(k)
C+
⃦⃦
f
⃦⃦⃦⃦
C−C+
⃦⃦
Wk,∞(I;Lsa(H)).
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The constantΛ(k−1)C depends on (A,B,C,Q) in the X(k−1)-norm, while
Λ
(k)
C+ > 0 is inuenced by the X(k)-norm of (A,B,C+,Q). This inequality
is actually slightly stronger than the asserted Lipschitz continuity in X(k),
because the difference ofC and C+ appears with its Wk,1 (I;Lsa(H))- and
not its Wk+1,1 (I;Lsa(H))-norm. Unfortunately, we cannot benet from
this becauseΛ(k)C+ is only well-dened if we assume C+ to be k+ 1-times
differentiable in time.
Estimates for A can be derived in the same fashion; in an analogous
setting with A+, the estimate turns out to be
∥w∥Y(k−1) ⩽ Λ(k−1)A
⃦⃦
gA(u
+)[A−A+]
⃦⃦
Hk(I;V∗)
⩽ Λ(k−1)A
⃦⃦
u+
⃦⃦
Hk(I;V)
⃦⃦
A−A+
⃦⃦
Wk,1 (I;Lsa(V ,V∗))
⩽ Λ(k−1)A Λ
(k)
A+
⃦⃦
f
⃦⃦⃦⃦
A−A+
⃦⃦
Wk,1 (I;Lsa(V ,V∗)).
Lipschitz continuity with respect to B and Q follows by weakening the
assertion (i). We infer that S : D(S) ∩ X(k) → Y(k−1) is locally Lipschitz
continuous in all arguments with constants that also depend continu-
ously on the other operators. Hence, the whole map is locally Lipschitz
continuous as well.
Now we can apply this theorem to show differentiability of S with
respect to each of the four operators. We have seen in the previous lemma
that the operators A and C must be treated differently from B and Q.
This continues to be the case in the differentiability result.
Theorem 4.4. Let k ∈ N ∪ {0} and f ∈ F(k). If k ̸= 0 then we also assume
u0 = u1 = 0. In this setting
(i) the map S : D(S)∩X(k) → Y(k) is Fréchet-differentiable with respect to
B and Q, and
(ii) when k ⩾ 2, the map S : D(S)∩X(k) → Y(k−2) is Fréchet-differentiable
with respect to all arguments.
In both cases, for each symbol x ∈ {A,B,C,Q} and linearization argument h,
the function uh = (∂xS)(A,B,C,Q)[h] is the unique solution of the equation
(Cu ′h)
′
+Bu ′h + (A+Q)uh = gx(u)[h]
in L2(I;V∗), under homogeneous initial conditions. Here, gx is used as defined
in (4.6), p = (A,B,C,Q) ∈ D(S)∩X(k) and u = S(p).
The space for h is the Banach space that the operators which are
symbolized by x belong to. We only gave a rough denition of it in favor
of a more pleasant formulation of the theorem.
Proof. (i) We prove the assertion for B; a very similar approach can
be used for Q. Let h ∈ W1,1 (I;L(H)) if k = 0 or h ∈ Wk,1 (I;L(H)) in
the casek > 0. We dene u+ := S(A,B+ h,C,Q) and suppose that uh
is given as in the assertion. First, we note that the map h ↦→ uh is not
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merely linear but also bounded, as energy estimates for uh make obvious.
The difference w := u+ − u− uh solves the equation
(Cw ′) ′ +Bw ′ + (A+Q)w = gB(u− u+)[h]
in L2(I;V∗) and has vanishing initial values. Both sides of this equation
are regular enough to ensure that w fulfills the energy estimates of order
k, obtained by Theorem 2.10 (k = 0) or Theorem 3.10 (k > 0). Together
with Lemma 4.3 this gives rise to the calculation
∥w∥Y(k) ⩽ Λ(k)B
⃦⃦
gB(u− u
+)[h]
⃦⃦
Hk(I;H)
⩽ Λ(k)B
⃦⃦
u− u+
⃦⃦
Hk+1(I;H)∥h∥Wk,∞(I;L(H))
⩽ Λ(k)B LB,B+h∥h∥2Wk,∞(I;L(H)).
(4.7)
Here, LB,B+h denotes the Lipschitz constant from the previous lemma.
It continuously depends on h, thus it has to remain bounded as h→ 0.
The constant Λ(k)B does not depend on h. By combining these observa-
tions we conclude that ∥w∥Y(k) = O
(︁∥h∥2)︁ when we let h tend to zero in
Wk,∞(I;L(H)). In particular, the map S : D(S)∩X(k) → Y(k) is differen-
tiable with respect to B. Thus, we have shown that S possesses a partial
Fréchet-derivative
∂BS : D(S)∩X(k) → L
(︂
Wk,∞(I;L(H)), Y(k))︂.
(ii) We continue with A. The first difference to (i) is the fact that we
cannot use all h ∈ Wk+1,∞(I;Lsa(V ,V∗)). We have to make sure that h
is small enough such that p+ := (A+ h,B,C,Q) belongs to D(S)∩X(k)
in order to make u+ := S(p+) well-defined. The set D(S)∩X(k) is open
in X(k), so this indeed only puts an upper bound on the norm of h. The
local Lipschitz continuity of S and energy estimates (of order k− 2) for
w = u+ − u− uh yield
∥w∥Y(k−2) ⩽ Λ(k−2)A
⃦⃦
gA(u− u
+)[h]
⃦⃦
Hk−1(I;V∗)
⩽ Λ(k−2)A
⃦⃦
u− u+
⃦⃦
Hk−1(I;V)∥h∥Wk−1,∞(I;Lsa(V ,V∗))
⩽ Λ(k−2)A LA,A+h∥h∥Wk,∞(I;Lsa(V ,V∗))∥h∥Wk−1,∞(I;Lsa(V ,V∗)).
(4.8)
Although it looks like ∥w∥ = O(︁∥h∥2)︁ as h → 0 in Wk,∞(I;Lsa(V ,V∗)),
this is incorrect because the Lipschitz constant LA,A+h is only bounded
with respect to the Wk+1,∞(I;Lsa(V ,V∗))-norm of h, hence we only ob-
tain ∥w∥ = O(︁∥h∥2)︁ (and thus differentiability) within this smaller space.
The derivative of S with respect to C can be observed in a way that
is similar to A, but we need to be mindful of the initial conditions. Let
h ∈Wk+1,∞(I;Lsa(H)) be small and u+ and w as before. Due to k > 0 we
know that u ∈ H2(I;H), so not only Cu ′ is continuous, but also u ′ itself,
and it has the initial value u ′(0) = C(0)−1(Cu ′)(0) = 0. The same applies
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to u+ and uh, therefore w also fulfills homogeneous initial conditions in
this case. The estimate for w reads
∥w∥Y(k−2) ⩽ Λ(k−2)C
⃦⃦
gC(u− u
+)[h]
⃦⃦
Hk−2(I;H)
⩽ Λ(k−2)C
⃦⃦
u− u+
⃦⃦
Hk(I;H)∥h∥Wk−2,∞(I;Lsa(H))
⩽ Λ(k−2)C LC,C+h∥h∥Wk,∞(I;Lsa(H))∥h∥Wk−1,∞(I;Lsa(H)),
(4.9)
which behaves like O
(︁∥h∥2)︁ when h→ 0 in Wk+1,∞(I;Lsa(H)).
We would like to remark again on the fact that although the derivative
in direction A or C maps to Y(k−1), we can only show that it is indeed
the derivative in the weaker norm of Y(k−2). In applications this is not
an important restriction, because actual inverse problems will probably
employ an L2-type of space2 instead of Y(j). However, it does imply that
k has to be greater than or equal to two. This means that the unknowns
A and C have to be three times weakly differentiable with respect to the
time variable; in particular, they cannot have any discontinuities. For B
and Q we can set k to zero, which means that we are able to differentiate
S in operators B, Q that are once weakly differentiable in time.
4.2.1 Validity of the tangential cone condition
Before continuing with the Fréchet-derivative of the whole operator S,
we would like to comment on the so-called tangential cone condition (tcc;
also called nonlinearity condition).
Definition 4.5. We say that a Fréchet-differentiable operator F : D(F) ⊂
W → Z between Banach spaces W and Z fulfills the tangential cone
condition in x+ ∈ D(F) if there exist r > 0 and 0 ⩽ ω < 1 such that
B(x+, r) ⊂ D(F) and⃦⃦
F(v) − F(w) − F ′(w)[v−w]
⃦⃦
Z
⩽ ω ∥F(v) − F(w)∥Z (4.10)
holds for all v,w ∈ B(x+, r).
From the Fréchet-differentiability we can only infer that the lineariza-
tion error on the left-hand side is bounded by the W-norm of v −w,
which might be significantly larger than the norms of F(v) − F(w) or
F ′(w)[v−w]. With the tcc the linearization error can also be bounded by
the difference of their function values, and the reverse triangle inequality
shows 1−ω ⩽ ∥F ′(w)[v−w]∥/∥F(v) − F(w)∥ ⩽ 1+ω. This immediately
provides equivalence of the local ill-posedness of F at x+ and the local ill-
posedness of F ′(x+) (see [HS94] for a more general analysis). Moreover, if
F ′(x+) is injective, then F(x) = F(x+) implies x = x+ for all x ∈ B(x+, r).
We see that the nonlinearity condition provides a strong connection
between F and its derivative. Hence, it is not surprising that it is fre-
quently used in the treatment of nonlinear inverse problems, for example
2 The measured data also has to belong to this image space, and observing differentiable
measurement noise is probably not realistic.
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to prove convergence results for regularization methods. However, in ap-
plications it is often not provable or even turns out to be false (especially
for boundary data). For S we can give mixed results.
Corollary 4.6. Let k ∈ N ∪ {0}, f ∈ F(k) and p = (A,B,C,Q) ∈ D(S)∩X(k).
If k ̸= 0 then we also assume u0 = u1 = 0. In this setting, both
S(A, ·,C,Q) : Wk1,1 (I;L(H))→ Y(k) and
S(A,B,C, ·) : Wk1,1 (I;L(V,H))→ Y(k)
satisfy the nonlinearity condition (4.10).
To avoid having to treat the cases k = 0 and k > 0 separately, we made
use of the notation k1 := max{1,k} for k ∈ N ∪ {0}.
Proof. For B we have already shown this in the proof of Theorem 4.4: For
F := S(A, ·,C,Q) equation (4.7) states⃦⃦
F(B+ h) − F(B) − F ′(B)[h]
⃦⃦
Y(k)
⩽ ΛB∥F(B+ h) − F(B)∥Hk+1(I;H)∥h∥Wk,1 (I;L(H)),
and of course the setY(k) =Wk,1 (I;V)∩Wk+1,1 (I;H) is a subspace of
Hk+1(I;H). Further, the constant ΛB > 0 continuously depends on B
and is therefore bounded by Λ > 0 if we only regard operators B that
belong to any xed bounded subset of Wk1,1 (I;L(H)). In such a subset
we see that the nonlinearity condition (4.10) holds for all x+, for example
by choosing ω := 1/2 and r := 1/2Λ−1. The proof for Q ↦→ S(A,B,C,Q) is
obtained in the same way, and is very similar to the analysis in [GL 17].
For A and C this is not possible: According to (4.8), we obtain for the
operator F := S(·,B,C,Q) that the inequality⃦⃦
F(A+ h) − F(A) − F ′(A)[h]
⃦⃦
Y(k−2)
⩽ ΛA∥F(A+ h) − F(A)∥Hk−1(I;V)∥h∥Wk+1,1 (I;L(V ,V∗))
holds for small h, but ∥F(A+ h) − F(A)∥Hk−1(I;V) can only be bounded by
∥F(A+ h) − F(A)∥Y(k−1) . Hence, we acquire something similar to (4.10),
but the norms on both sides do not match. On the left-hand side we
have Y(k−2), while the right-hand side has to be measured in the smaller
spaceY(k−1). The same effect can be observed forC through ( 4.9).
4.2.2 Total differentiability
For the reconstruction of one of the operators A, B, C and Q or a param-
eter that inuences exactly one of these operators, the partial derivatives
provided by Theorem 4.4 are sufcient. However, if the searched for quan-
tity inuences multiple operators then we also require the total derivative
of S. We can infer its existence from Theorem 4.4 by proving that the
partial derivatives of S are locally Lipschitz continuous. This fact is also
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interesting for the treatment of the inverse problems, because it allows to
conclude ill-posedness of the derivative from ill-posedness of the nonlin-
ear operator, see [HS94]. However, we will not make use of this technique
because we can directly show ill-posedness for both S and its derivatives
in the next section.
Lemma 4.7. Let k ⩾ 2, f ∈ F(k) and u0 = u1 = 0. Each of the operators
∂AS : D(S)∩X(k) → L
(︂
Wk+1,∞(I;Lsa(V ,V∗)), Y(k−2))︂,
∂BS : D(S)∩X(k) → L
(︂
Wk,∞(I;L(H)), Y(k−1))︂,
∂CS : D(S)∩X(k) → L
(︂
Wk+1,∞(I;Lsa(H)), Y(k−2))︂ and
∂QS : D(S)∩X(k) → L
(︂
Wk,∞(I;L(V ,H)), Y(k−1))︂
is locally Lipschitz continuous.
Proof. The proofs mainly differ in the use of different spaces, and the
most difficult cases to treat are ∂AS and ∂CS. Therefore we only present
a proof for the partial derivative of S with respect to C.
Let h ∈ Wk+1,∞(I;Lsa(H)) and for i = 1, 2 let pi = (Ai,Bi,Ci,Qi) ∈
D(S) ∩ X(k) be given. Moreover, we set uh,i := ∂CS(pi)[h] and abuse
notation by defining ui := S(pi). Our task is to find L > 0 such that
∥uh,2 − uh,1∥ is bounded by L∥p2 − p1∥∥h∥. Contrary to previous proofs,
the weak formulations of uh,i differ in their left- and right-hand sides. In
order to connect them, we introduce the function wh which solves the
equation with the left-hand side of uh,1 and the right-hand side of uh,2.
Thus, in addition to homogeneous initial conditions, wh is supposed to
satisfy
(C1w
′
h)
′
+B1w
′
h + (A1 +Q1)wh = gC(u2)[h]
in the L2(I;V∗)-sense. Since uh,1 and wh solve the same formulation with
different right-hand sides, Theorem 3.10 provides an energy estimate for
uh,1 −wh. This estimate is of the form
∥uh,1 −wh∥Y(k−2) ⩽ Λ1∥gC(u1 − u2)[h]∥Hk−2(I;H)
⩽ Λ1∥gC∥∥u1 − u2∥Hk(I;H)∥h∥Wk−1,∞(I;Lsa(H)),
(4.11)
with a constant Λ1 that continuously depends on the X(k−2)-norm of p1.
With ∥gC∥ we denote the norm of gC in the space
L
(︁
Hk(I;H), L
(︁
Wk−1,∞(I;L(H)), Hk−2(I;H))︁)︁,
thus ∥gC∥ only depends on k. For the estimation of ∥u1 − u2∥ in (4.11)
we employ the local Lipschitz continuity of S : D(S)∩X(k) → Y(k−1) (see
Lemma 4.3) to obtain another constant Λ2 depending on p1 in the space
X(k), as well as the estimate
∥uh,1 −wh∥Y(k−2) ⩽ Λ1Λ2∥gC∥∥p1 − p2∥X(k)∥h∥Wk−1,∞(I;Lsa(H)). (4.12)
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Next, we turn to the distance between uh,2 and wh. By design of wh,
these functions solve an evolution equation with the same right-hand side,
but different left-hand sides. Hence, we can apply Lipschitz continuity
of the operator S, which arises when the right-hand side f is replaced
by gC(u2)[h] ∈ Hk−2(I;H). Due to linearity of the equation, the norm
of the right-hand side has to enter linearly into the Lipschitz constant,
thus (again using Lemma 4.3) we gain a constant Λ3 > 0 depending
continuously on p1 in X(k−1), such that
∥uh,2 −wh∥Y(k−2) ⩽ Λ3∥gC(u2)[h]∥Hk−1(I;H)∥p1 − p2∥X(k−1)
⩽ Λ3∥gC∥∥u2∥Hk+1(I;H)∥h∥Wk,∞(I;Lsa(H))∥p1 − p2∥X(k−1) .
(4.13)
This time, ∥gC∥ denotes the norm of gC in the space
L
(︁
Hk+1(I;H), L
(︁
Wk,∞(I;Lsa(H)), Hk−1(I;H))︁)︁.
We can eliminate the dependence of (4.13) on u2 by using the regularity
estimates for S : D(S)∩X(k) → Y(k). They provide Λ4 > 0 with
∥uh,2 −wh∥Y(k−2) ⩽ Λ3Λ4∥gC∥∥p1 − p2∥X(k−1)∥f∥∥h∥Wk,∞(I;Lsa(H)),
where f is measured as usual, using the Hk(I;H)- or Hk+1(I;V∗)-norm.
Finally, we can combine the last inequality with (4.12) to conclude
∥uh,1 − uh,2∥Y(k−2) ⩽ ∥uh,1 −wh∥Y(k−2) + ∥uh,2 −wh∥Y(k−2)
⩽ L∥f∥∥p1 − p2∥X(k−1)∥h∥Wk,∞(I;Lsa(H))
⩽ L∥f∥∥p1 − p2∥X(k−1)∥h∥Wk+1,∞(I;Lsa(H)).
The constant L > 0 is comprised of Λ1, . . . ,Λ4 and thus continuously
depends on p1 and p2 in X(k).
The total differentiability of the operator S immediately follows from
its differentiability in all arguments and the continuity of the derivatives.
Corollary 4.8. Let k ⩾ 2, u0 = u1 = 0 and f ∈ F(k). The operator
S : D(S)∩X(k) ⊂ X(k) → Y(k−2)
is Fréchet-differentiable in every p = (A,B,C,Q) ∈ D(S) ∩ X(k). The value
∂S(p)[h] of its derivative at h = (A¯, B¯, C¯, Q¯) ∈ X(k) is given as the solution
uh ∈ Y(k−1) of the evolution equation
(Cu ′h)
′
+Bu ′h + (A+Q)uh
= gA(u)
[︁
A¯
]︁
+ gB(u)
[︁
B¯
]︁
+ gC(u)
[︁
C¯
]︁
+ gQ(u)
[︁
Q¯
]︁
= −
(︁
C¯(·)[u ′(·)])︁ ′ − B¯(·)[u ′(·)] − (︁A¯(·) + Q¯(·))︁[u(·)],
equipped with homogeneous initial conditions uh(0) = (Cu ′h)(0) = 0. More-
over, the derivative
∂S : D(S)∩X(k) ⊂ X(k) → L
(︂
X(k), Y(k−2)
)︂
is locally Lipschitz continuous. As always, u = S(p) ∈ Y(k) denotes the
solution of the forward problem.
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One of the main conclusions we can draw from this result is that S
maps to Y(k) and its derivative to Y(k−1), but differentiability only holds
with respect to Y(k−2).
4.2.3 Adjoint of the derivative
For the numerical inversion of the linearized problems that arise from
S, we require not only its Fréchet-derivative, but further need to be able
to evaluate the adjoint of this derivative. However, at this point we only
know that this adjoint has to exist, but have no means of calculating it
efficiently.
Of course the adjoint is hugely dependent on the choice of spaces for
the domain and co-domain of S. From an application viewpoint, Y(k)
is not a suitable space for measured data, because this would imply
that the noise introduced by sensors is k+ 1 times differentiable in time.
Furthermore, the spatial regularity that we attribute to V does not seem
appropriate as well. Thus, an approach with L2-spaces seems more
sensible here, and also makes the analysis easier because L2(I;H) is a
Hilbert space. We will however not reduce the size of the domain of S,
mainly because the abstract operator setting does not allow any “easy”
spaces here. For example, there is no way of transforming L(H) into a
Hilbert space and simultaneously not restricting possible applications
too much.3
Therefore we seek to calculate the adjoint of ∂S(p) ∈ L(X(k),L2(I;H)),
which can be identified with an operator ∂S(p)∗ ∈ L(︁L2(I;H), (︁X(k))︁∗)︁.
But even for this choice of spaces, the application of ∂S(p)∗[v] ∈ (︁X(k))︁∗
to h ∈ X(k) must still be calculated by (v,∂S(p)h)L2(I;H) and therefore
involves the solution of a different differential equation for every h.
Hence, we will try to shift as many operations from h to v as possible.
Unsurprisingly, the efficient evaluation of ∂S(p)∗[v] will involve the
solution of another evolution equation, namely of the adjoint equation
to (4.1a), which is
(Cw ′) ′ −B∗w ′ + (A+Q∗ − (B∗) ′)w = v in L2(I;V∗) (4.14a)
and has to be furnished with homogeneous end conditions
w(T) = (Cw ′)(T) = 0. (4.14b)
Here, B∗ and Q∗ denote the realizations of t ↦→ B(t)∗ and t ↦→ Q(t)∗
respectively. However, due to their pointwise definition they coincide
with the adjoints of B ∈ L(L2(I;H)) and Q ∈ L(L2(I;V),L2(I;H)).
If B = 0 and Q is pointwise self-adjoint, then this is the original
equation which has to be solved backwards in time. Otherwise (4.14a)
has a structural flaw, which we need to address before we can solve it
with the results of the preceding chapters: The operator Q(t) ∈ L(V ,H) is
only guaranteed to possess an adjoint Q(t)∗ ∈ L(H,V∗), which does not
3 Even for the treatment of the PDEs in Chapters 5 and 6 this will turn out to be impractical.
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t into our framework. Only if we make the assumption Q(t)∗ ∈ L(V ,H)
we are able to solve (4.14) using Theorem 2.10. The end conditions
become initial conditions after reversing time with the transformation
t ↦→ T − t. Apart from that, this change in coordinates only has the effect
of removing the negative sign in the term −B∗w ′.
The operator v ↦→ w that arises from (4.14) is the adjoint of the operator
(f ↦→ u) ∈ L(L2(I;H)), where f is the right-hand side of the original evo-
lution problem (4.1) that is solved by u. The fact that the derivative itself
also involves the solution of this evolution equation already motivates
why its adjoint might be connected to (4.14). The following theorem takes
care of the details. In its formulation we make use of k1 := max{1,k}
once more, and by abuse of notation write Q∗ although we actually mean
t ↦→ Q(t)∗.
Theorem 4.9. Let p = (A,B,C,Q) ∈ D(S)∩X(k) withQ∗ ∈ L1 (I;L(V ,H)),
k ∈ N ∪ {0}, f ∈ F(k) and u = S(p). In the case that k ⩾ 1 we further assume
u0 = u1 = 0. For v ∈ L2(I;H) let wv ∈ Y denote the unique solution of
problem (4.14).
(i) The adjoints of
∂QS(p) ∈ L
(︁
Wk1,1 (I;L(V,H)), L2(I;H)
)︁
and
∂BS(p) ∈ L
(︁
Wk1,1 (I;L(H)), L2(I;H)
)︁
can for all Qfl ∈Wk1,1 (I;L(V,H)) and Bfl ∈Wk1,1 (I;L(H)) be charac-
terized via
⟨︁
(∂QS(p))
∗[v],Qfl
⟩︁
= −
ZT
0
(︁
Qfl(t)u(t),wv(t)
)︁
dt and
⟨︁
(∂BS(p))
∗[v],Bfl
⟩︁
= −
ZT
0
(︁
Bfl(t)u ′(t),wv(t)
)︁
dt.
(ii) If k ⩾ 2, then the evaluation of the adjoints of
∂AS(p) ∈ L
(︁
Wk+1,1 (I;Lsa(V,V∗)), L2(I;H)
)︁
and
∂CS(p) ∈ L
(︁
Wk+1,1 (I;Lsa(H)), L2(I;H)
)︁
can for every Afl ∈Wk+1,1 (I;Lsa(V,V∗)) and Cfl ∈Wk+1,1 (I;Lsa(H))
be expressed through
⟨︁
(∂AS(p))
∗[v],Afl
⟩︁
= −
ZT
0
⟨︁
Afl(t)u(t),wv(t)
⟩︁
dt and
⟨︁
(∂CS(p))
∗[v],Cfl
⟩︁
=
ZT
0
(︁
Cfl(t)u ′(t),w ′v(t)
)︁
dt.
Proof. Theorem 2.10 states thatwv is well-dened for all v ∈ L2(I;H) and
that v ↦→ w belongs to L(L2(I;H),Y). From Theorem 4.4 we know that
∂xS(p)[h] = uh holds for each symbol x ∈ {A,B,C,Q}, where uh solves
(Cu ′h)
′
+Bu ′h + (A+Q)uh = gx(u)[h]
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with homogeneous initial conditions and gx is as defined in (4.6). We
test equation (4.14a) that is solved by wv at time t ∈ I with uh(t) and
integrate over the time interval I to see
(v,uh)L2(I;H) =
∫︂T
0
⟨︂
(Cw ′v)
′
(t),uh(t)
⟩︂
+ ⟨A(t)wv(t),uh(t)⟩
−
(︁
B∗(t)w ′v(t),uh(t)
)︁
+ (Q∗(t)wv(t),uh(t))
−
(︁
(B∗) ′(t)wv(t),uh(t)
)︁
dt.
(4.15)
On the first expression in the integral on the right-hand side of (4.15) we
apply the integration by parts formula provided by Theorem A.11 twice,
once in V ⊂ H ⊂ V∗ and once in H ⊂ V∗ ⊂ H∗. The latter is a Gelfand
triple as well, and is obtained by identifying V∗ with V through its inner
product (and keeping H and H∗ separate). We conclude∫︂T
0
⟨︂
(Cw ′v)
′
(t),uh(t)
⟩︂
dt = −
∫︂T
0
(︁
(Cw ′v)(t),u
′
h(t)
)︁
dt
=
∫︂T
0
(︂
(Cu ′h)
′
(t),wv(t)
)︂
dt
(4.16)
because C(t) is self-adjoint. The boundary terms vanish due to the
homogeneous initial and end conditions of uh and wv, respectively.
For expressions in (4.15) that involve B, we can use the product rule
(Lemma 2.3) to see∫︂T
0
(︁
B∗(t)w ′v(t),uh(t)
)︁
+
(︁
(B∗) ′(t)wv(t),uh(t)
)︁
dt
=
∫︂T
0
(︁
(B∗wv) ′(t),uh(t)
)︁
dt = −
∫︂T
0
(︁
B(t)u ′h(t),wv(t)
)︁
dt.
(4.17)
Dealing with Q and A is simple because we only need to insert their
adjoints, bearing in mind that A(t) is self-adjoint. Now we plug (4.16)
and (4.17) into (4.15) to obtain
(v,uh)L2(I;H) =
∫︂T
0
⟨︂
(Cu ′h)
′
(t),wv(t)
⟩︂
+
(︁
B(t)u ′h(t),wv(t)
)︁
+ ⟨A(t)uh(t),wv(t)⟩+ (Q(t)uh(t),wv(t))dt,
which contains the left-hand side of the equation that is solved by uh(t),
tested with wv(t). We replace it by the corresponding right-hand side
and arrive at
⟨∂xS(p)∗[v],h⟩ = (v,∂xS(p)[h])L2(I;H)
= (v,uh)L2(I;H) =
∫︂T
0
⟨gx(u)[h](t),wv(t)⟩dt.
The assertion follows by inserting the definition of gx. In the case of
∂CS(p)
∗, we can use the integration by parts formula one additional time
to get rid of the time derivative acting on h.
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With this result the application of ∂S(p)∗[v] on h ∈ X(k) can be imple-
mented efficiently, because the effort of computing wv does not depend
on h. Furthermore, the operations that do depend on h (multiplication,
integration over I) are cheap. Unfortunately, we are not able to represent
the adjoint completely by means of the inner product of L2(I;H), since we
do not know how e.g. the application of C¯(t) on u ′(t) looks like. Hence,
we cannot shift u ′(t) to wv(t). However, this will be the case when we
apply this theory to actual partial differential equations, because then we
have more information about the structure of the operators.
As a direct consequence of the above theorem, we can also describe
the adjoint of ∂S(p).
Corollary 4.10. Let the assumptions of Theorem 4.9 be fulfilled with k ⩾ 2.
The adjoint (∂S(p))∗ ∈ L(︁L2(I;H), (︁X(k))︁∗)︁ of ∂S(p) ∈ L(︁X(k),L2(I;H))︁
can be evaluated at v ∈ L2(I;H) and h = (A¯, B¯, C¯, Q¯) ∈ X(k) by
⟨(∂S(p))∗[v],h⟩(X(k))∗×X(k) =
∫︂T
0
(︁
C¯(t)u ′(t),w ′v(t)
)︁
−
(︁
B¯(t)u ′(t),wv(t)
)︁
−
⟨︁(︁
A¯(t) + Q¯(t)
)︁
u(t),wv(t)
⟩︁
dt.
We wish to close this section with the remark that changing the co-
domain of S from Y to L2(I;H) was not only important for possible
applications. Without this modification, we would not have been able
to solve the adjoint equation (4.14a), because then the right-hand side v
would only have been an element of Y∗. This is a superset of L2(I;V∗)
and, as we know from the preceding chapters, is therefore not sufficiently
regular to provide a solution wv.
4.3 ill-posedness
In particular for the numerical treatment of inverse problems, it is crucial
to know whether the task under consideration is ill-posed or well-posed,
because this fact determines the choice of algorithms. With regards to
Newton-based solvers, the Fréchet-derivative of the parameter-to-state
map is also of natural interest. Therefore, we will discuss the ill-posedness
of S and its linearization in this section.
We make use of the usual concepts of ill-posedness of linear- and
nonlinear operators. In particular, a linear operator is ill-posed if and
only if its generalized inverse is discontinuous. A nonlinear operator
G is locally ill-posed at a point x if and only if in every neighborhood
of x there exists a sequence that does not converge to x, although the
corresponding images do converge to G(x). For more details we refer to
the literature, e.g. [Rie03].
For Fréchet-differentiability we can employ the chain rule to see that
F = Ψ ◦ S ◦ P (as depicted in Figure 4.1 on page 44) is differentiable if
all of the involved operators are differentiable, which is something we
can expect in applications. Naturally, local ill-posedness of S transfers
to Ψ ◦ S if the measurement operator Ψ is at least continuous. By the
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same argument, ill-posedness of F is easily proven if the operator P,
that maps searched for parameters to the operators A, B, C and Q, is
ill-posed. However, we do not want to base our analysis on the unknown
operator P. In particular, the image of the operator P might not contain
any point at which S is locally ill-posed. Even if it does, it is not evident
that the perturbations which can be used to show ill-posedness of S also
lie in the image of P and have nonconvergent preimages.4 Therefore we
do not prove the local ill-posedness of S directly. Instead, we rst give
an intermediate result that can also be used to show ill-posedness in a
setting where not the operators themselves, but another parameter that
inuences them is sought. For both situations we need to be aware in
which circumstances the images of a sequence of parameters underS
converge.
Theorem 4.11. Let k ∈ N ∪ {0}, δ > 0 and f ∈ F(k). If k ⩾ 1 then we also
require u0 = u1 = 0. Further, let p = (A,B,C,Q) ∈ D(S)∩X(k), u := S(p)
and k1 := max{1,k}. Then the following holds:
(i) If (Rj)j∈N ⊂Wk1,1 (I;L(V,H)) satisfies
⃦⃦
Rj
⃦⃦
⩽ δ and
Rjv→ 0 in Hk(I;H) for all v ∈ Y(k),
then S(A,B,C,Q+ Rj)→ u in Y(k) as j→ 1 .
(ii) If (Rj)j∈N ⊂Wk1,1 (I;L(H)) satisfies
⃦⃦
Rj
⃦⃦
⩽ δ and
Rjv
′ → 0 in Hk(I;H) for all v ∈ Y(k),
then S(A,B+ Rj,C,Q)→ u in Y(k) as j→ 1 .
Suppose additionally that k > 0. Then we also claim the following.
(iii) Let (Rj)j∈N ⊂Wk+1,1 (I;L(V ,V∗)) with
⃦⃦
Rj
⃦⃦
⩽ δ, and suppose that δ
is small enough to ensure (A+ Rj,B,C,Q) ∈ D(S) for all j ∈ N , and
Rjv→ 0 in Hk(I;V∗) for all v ∈ Y(k).
Then S(A+ Rj,B,C,Q)→ u in Y(k−1) when j→ 1 .
(iv) Let (Rj)j∈N ⊂Wk+1,1 (I;L(H)) with
⃦⃦
Rj
⃦⃦
⩽ δ, and suppose that δ is
small enough to ensure (A,B,C+ Rj,Q) ∈ D(S) for all j ∈ N , and
(Rjv
′) ′ → 0 in Hk−1(I;H) for all v ∈ Y(k).
Then S(A,B,C+ Rj,Q)→ u in Y(k−1) when j→ 1 .
In each case the convergence is uniform in (A,B,C,Q) on every bounded subset
of D(S)∩X(k).
4 Example: S : R → R , x ↦→ x1R⩾0(x) is locally ill-posed at 0. However, S ◦ P : R⩾0 → R
with P := IdR⩾0 is well-posed, although 0 ∈ P(R⩾0).
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The uniform convergence becomes important when a searched for
quantity inuences not only one, but multiple operators. Also note that
one could have achieved a more compact formulation of this theorem by
using gx(v)[Rj]. We have not done so in order to emphasize the different
function spaces that are involved.
Proof. (i) We start with Q. Let uj = S(A,B,C,Q+ Rj). The elds u
and uj solve
(Cu ′) ′ +Bu ′ + (Q+Rj)u+Au = f+Rju and
(Cu ′j)
′
+Bu ′j + (Q+Rj)uj +Auj = f,
respectively, and have the same initial values. Hence, wj = u− uj is a
solution to
(Cw ′j)
′
+Bw ′j + (Q+Rj)wj +Awj = Rju
with homogeneous initial conditions and therefore satises the energy
estimate ⃦⃦
wj
⃦⃦2
Y(k)
⩽ Λ2j
⃦⃦
Rju
⃦⃦2
Hk(I;H) (4.18)
with Λj > 0. The constants in the energy estimates continuously de-
pend on the operators in the evolution equation (cf. Theorem 3.10), and
the sequence(Rj)j∈N of perturbations is bounded. Thus, the sequence
(Λj)j∈N is bounded as well. Together with the properties of Rj this im-
plies
⃦⃦
wj
⃦⃦→ 0 as j→ 1 . This convergence is uniform in A, B, C and Q
because bothΛj (j ∈ N ) and u depend continuously on them.
(ii) The proof for B can be done in the same fashion, instead of(4.18)
we obtain ⃦⃦
wj
⃦⃦2
Y(k)
⩽ λ2j
⃦⃦
Rju
′⃦⃦2
Hk(I;H) → 0.
(iii) For the other two operators we lose one order of regularity, because
the right-hand side of the equation that is solved by wj = u− uj is less
regular. When we perturb A, the wj satisfy⃦⃦
wj
⃦⃦2
Y(k−1)
⩽ λ2j
⃦⃦
Rju
⃦⃦2
Hk(I;V∗),
which vanishes in the limit j→ 1 .
(iv) In the case of C, the estimate reads⃦⃦
wj
⃦⃦2
Y(k−1)
⩽ λ2j
⃦⃦⃦
(Rju
′) ′
⃦⃦⃦2
Hk−1(I;H)
→ 0.
Even in this general framework, such sequencesRj always exist; we do
not even have to use the time variable. The following lemma provides
the basic building blocks for their construction.
Lemma 4.12. There exist constants Γ > γ > 0 and sequences of operators
(i) (Xj)j∈N ⊂ Lsa(H) such that Xjv→ 0 in H as j→ 1 for all fixed v ∈ H
and Γ ⩾
⃦⃦
Xj
⃦⃦
⩾ γ in Lsa(H) and Lsa(V,V∗), and
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(ii) (Yj)j∈N ⊂ L(V) with Yjv → 0 in V as j → 1 for all fixed v ∈ V and
Γ ⩾
⃦⃦
Yj
⃦⃦
⩾ γ in L(V) and L(V,H).
Proof. From the pointwise convergence (and therefore boundedness) of
the operators we can already deduce the existence of the upper bound Γ
using the uniform boundedness principle.
(i) Let (φj)j∈N ⊂ V denote an orthonormal basis of H (possible be-
causeV is dense in H). We use it to dene Xj for v ∈ H as
Xjv :=
(︁
v,φj
)︁
H
φj. (4.19)
Apparently
⃦⃦
Xjv
⃦⃦
H
= |
(︁
v,φj
)︁
H
| → 0 for v ∈ H and ⃦⃦Xj⃦⃦L(H) ⩽ 1. By
evaluating Xj at φj we can also see
⃦⃦
Xj
⃦⃦
⩾ 1. For u,v ∈ V we have⟨︁
Xjv,u
⟩︁
V∗×V =
(︁
v,φj
)︁
H
⟨︁
φj,u
⟩︁
V∗×V =
(︁
v,φj
)︁
H
(︁
u,φj
)︁
H
,
which implies
⃦⃦
Xj
⃦⃦
L(V ,V∗) ⩽ 1 and due to φj ∈ V we may set u = v = φj
to infer
⃦⃦
Xj
⃦⃦
L(V ,V∗) ⩾ 1. We have already shown that Xjv→ 0 in H for
v ∈ H, thus Xjv→ 0 in V∗ for all v ∈ V.
(ii) For L(V) we could use the same Xj if we replace φj by an or-
thonormal basis (ψj)j∈N of V, but this sequence would not be suitable
for L(V,H) due to compactness ofV in H (orthonormal bases of V con-
vergence strongly to zero in H and V∗). Hence, we modify equation ( 4.19)
slightly to arrive at
Yjv :=
(︁
v,ψj
)︁
V
ψ1,
which works in this case because Yjv→ 0 for v ∈ V, but at the expense
that Yj is not self-adjoint.
Finally, we can show local ill-posedness of S, even with data in Y(k).
Of course this also proves the ill-posedness for data belonging to L2(I;H)
because convergence inY(k) implies convergence in L2(I;H).
Theorem 4.13. Let k ∈ N ∪ {0} and f ∈ F(k). If k ⩾ 1 then we assume
u0 = u1 = 0. Let (A,B,C,Q) ∈ D(S)∩X(k).
(i) The tasks of finding B or Q such that S(A,B,C,Q) = y ∈ Y(k) holds are
locally ill-posed in B and Q.
(ii) Suppose k ⩾ 1. Then the problems of finding operators A or C such that
S(A,B,C,Q) = y ∈ Y(k−1) holds are locally ill-posed in A and C.
Proof. We prove the claim by explicitly constructing sequences of opera-
tors that do not converge, but stay arbitrary close to p = (A,B,C,Q) such
that their image under S converges to S(p). To this end, x some r > 0.
(i) We start with Q and set Qj(t) := Q(t) + r Yj with r := r/Γ and
Γ > 0, Yj ∈ L(V,H) as in Lemma 4.12. This way Qj ∈ B(Q, r) and
Qj ̸→ Q in Wk,1 (I;L(V,H)). We show that Rj(t) := r Yj (j ∈ N ) satisfy
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the requirements of case (i) in Theorem 4.11 with δ := r. For v ∈ Y(k) we
have ⃦⃦
r Yjv
⃦⃦2
Hk(I;H) = r
2
kX
i=0
ZT
0
⃦⃦⃦
Yjv
(i)(t)
⃦⃦⃦2
H
dt. (4.20)
Every one of the nitely many integrands converges pointwise to zero
and is bounded by Γ2
⃦⃦
v(i)(t)
⃦⃦2
V
∈ L1(I), hence the whole sum vanishes
in the limit j→ 1 .
For B we have to use (Xj)j∈N ⊂ L(H) as in Lemma 4.12 as the pertur-
bation. Instead of (4.20) we obtain
⃦⃦
r Xjv
′⃦⃦2
Hk(I;H) = r
2
kX
i=0
ZT
0
⃦⃦⃦
Xjv
(i+1)(t)
⃦⃦⃦2
H
dt,
which converges to zero for similar reasons. The convergence of S(pj) to
S(p) then follows from assertion (ii) in Theorem 4.11.
(ii) We set Aj(t) = A(t) + r Xj and Cj(t) = C(t) + r Xj, again using
r := r/Γ . SinceD(S) is open, the resulting pj belong to D(S) as long asr
is sufciently small. For every v ∈ Y(k−1) we have
⃦⃦
r Xjv
⃦⃦2
Hk(I;V∗) = r
2
kX
i=0
ZT
0
⃦⃦⃦
Xjv
(i)(t)
⃦⃦⃦2
V∗
dt,
which converges to zero in the limit.
For C the reasoning is similar, we obtain⃦⃦⃦
(r Xjv
′) ′
⃦⃦⃦2
Hk(I;H)
= r 2
kX
i=0
ZT
0
⃦⃦⃦
Xjv
(i+2)(t)
⃦⃦⃦2
H
dt
and use v ∈ Hk+2(I;H). In both cases we can apply Theorem 4.11, again
with δ := r.
For convenience we used sequences of perturbations that are time-
independent, which conrms that the corresponding static problems
are ill-posed as well. In the case of time-dependent functions we would
have to ensure that they are smooth enough to belong to X(k), which
requires some work. However, it is also possible to use functions that only
depend on time, so the ill-posedness is not due to the spatial variable.
We will showcase this in Section 5.4, where we apply Theorem 4.11 to
the acoustic wave equation.
The ill-posedness of the linearized problem can be concluded from the
local ill-posedness of S, because we showed its (local) Lipschitz continuity
in Lemma 4.3. However, we can also show it directly through compact
embeddings, which are established in the following lemma.
Lemma 4.14 (Aubin-Lions, 1963). Let X0,X and X1 be Banach spaces with
X0 ⊂ X ⊂ X1, where the embedding X0 ↪→ X is presumed to be compact and
X ↪→ X1 to be continuous. For 1 ⩽ p,q ⩽ 1 let
Wp,q(I;X0,X1) :=

u ∈ Lp(I;X0)
⃓⃓
u ′ ∈ Lq(I;X1)
	
.
Then the following holds:
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(i) For p < 1 the embedding Wp,q(I;X0,X1) ↪→ Lp(I;X) is compact and
(ii) for q > 1 the embedding W1 ,q(I;X0,X1) ↪→ C(I;X) is compact.
Proof. See [Aub63; Sim86].
We are mostly interested in the special case that the spaces in the
lemma are equal to our Gelfand-Triple V ⊂ H ⊂ V∗. By induction we get
the following result for functions of higher regularity in time.
Corollary 4.15. Given p,q with 1 ⩽ p ⩽ 1 , 1 ⩽ q ⩽ p and q < 1 , both of
the embeddings
(i) Wk,p(I;V)∩Wk+1,p(I;H) ↪→Wk,q(I;H) and
(ii) Wk,1 (I;V)∩Wk+1,1 (I;H) ↪→ Ck(I;H)
are compact.
We apply this to the derivatives of S and obtain the following.
Lemma 4.16. Let k ∈ N ∪ {0}, f ∈ F(k) and u0 = u1 = 0 if k ⩾ 1. Further
let p ∈ D(S)∩X(k) and k1 := max{1,k}. Then the following holds.
(i) For S : D(S) ∩ X(k) → Z with Z = Wj,p(I;H) or Z = Cj(I;H) with
0 ⩽ j ⩽ k and 1 ⩽ p < 1 , its derivatives
∂QS(p) ∈ L(Wk1,1 (I;L(V,H)),Z) and
∂BS(p) ∈ L(Wk1,1 (I;L(H)),Z)
are compact operators.
(ii) If k ⩾ 2 and S : X(k) → Z with Z = Wj,p(I;H) or Z = Cj(I;H) with
0 ⩽ j ⩽ k− 1 and 1 ⩽ p < 1 , then the operators
∂AS(p) ∈ L(Wk+1,1 (I;Lsa(V,V∗)),Z) and
∂CS(p) ∈ L(Wk+1,1 (I;Lsa(H)),Z)
are compact as well.
Proof. (i) Follows from the compactness of Y(k) ↪→ Z.
(ii) We observe that the spaceY(k−2) is continuously embedded in Z,
i.e. S : X(k) → Z is in fact FrØchet-differentiable with respect to A and
C. Moreover, ∂AS(p) and ∂CS(p) map into Y(k−1), which has a compact
embedding into Z.
From the compactness of the derivatives we know that the linearized
problems arising from S would be locally ill-posed at every point. How-
ever, they might still be locally well-posed after restricting the problem
to (ker ∂xS(p))⊥. In other words, the corresponding generalized inverses
might still be continuous, yielding well-posed problems. For a compact
linear operator this can only hold if its image is nite-dimensional. We
show that this is not the case here.
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Lemma 4.17. Assume everything as in Lemma 4.16 and additionally suppose
that f ̸= 0. In this setting, the range of the following operators is infinite-
dimensional for every p ∈ D(S)∩X(k):
(i) ∂QS(p) ∈ L(Wk1,1 (I;L(V,H)),Y(k)),
(ii) ∂AS(p) ∈ L(Wk+1,1 (I;Lsa(V,V∗)),Y(k−1)) if k ⩾ 2,
(iii) ∂BS(p) ∈ L(Wk,1 (I;L(H)),Y(k)) if k ⩾ 1 and
(iv) ∂CS(p) ∈ L(Wk+1,1 (I;Lsa(H)),Y(k−1)) if k ⩾ 2.
Proof. In contrast to all previous proofs, this one is more naturally divided
into the casesA & Q and B & C.
(i) & (ii): Assume that one of the operators had a nite-dimensional
range, i.e. that uh = ∂xS(p)[h] (with x = A or x = Q) could be
represented as a nite sum independent of h ∈ Wk,1 (I;L(V,H)) and
h ∈Wk+1,1 (I;Lsa(V,V∗)), respectively. Due to the linearity of the equa-
tion solved by uh its left- and therefore also its right-hand side −h[u]
could then be written as a nite sum as well. To be more precise, we
would have
− h[u] =
MX
j=1
αj(h)
[︁
(Cψ ′j)
′ +Bψ ′j + (Q+A)ψj
]︁
. (4.21)
We proceed to show that this cannot be the case. Sincef ̸= 0 we also
have u = S(p) ̸= 0 and (even for k = 0) know that u ∈ C(I;H). Thus
there exist t0 ∈ (0,T) and ε > 0 such that t0 + (−ε,ε) ⊂ (0,T) and
u(t0 + s) ̸= 0 for all s ∈ (−ε,ε). Given any sequence of pointwise
disjoint balls B(ti,εi) ⊂ t0 + (−ε,ε) and functions (βi)i∈N ⊂ C1 (R)
with ∅ ̸= sptβi ⊂ B(ti,εi), we dene hi(t) := βi(t)IdH. This way we
get hi ∈ C1 (I;L(H)) ⊂ C1 (I;Lsa(V,V∗)). The supports of −hi[u] are
nonempty and pairwise disjoint. Hence, the set {−hi[u]}i∈N is innite
and linearly independent, which contradicts ( 4.21).
(iii) & (iv): Here h is applied to u ′. To have u ′ ∈ C(I;H) in order to
make a similar argument as in the previous case, we have to require
regularity with k ⩾ 1. Due to u0 = 0 and u ̸= 0, we conclude u ′ ̸= 0 and
can proceed as in the rst part of the proof and obtain dim (R(∂BS(p))) =
1 . When looking at ∂CS, we additionally have to choose βi in such a
way that (βiu ′) ′ = β ′iu ′ +βiu ′′ ̸= 0. This poses no difculties for k ⩾ 2,
because in this caseu ′′ is continuous as well.
5
A P P L I C AT I O N T O T H E A C O U S T I C WAV E E Q UAT I O N
As the first and main application of the abstract theory developed in Chap-
ter 4, we consider the acoustic wave equation. For a wave speed c and
a mass density ρ that do not depend on time, a variant of this equation
reads
1
c(x)2ρ(x)
u ′′(t, x) − div
∇u(t, x)
ρ(x)
= f(t, x). (5.1)
Together with suitable initial- and boundary conditions it serves as a
simple model for the propagation of acoustic waves in fluids [CK13; Ika00;
Jen+11; Kir11] and also seismic waves [KR14a; Sym09]. In these cases the
unknown u in the equation above is the acoustic pressure. The differential
equation (5.1) is not entirely new to us; we have already encountered a
simplified version of it in Examples 2.4, 2.11 and 3.11.
From a modeling viewpoint it is not clear at all, whether it is advisable
to also employ the partial differential equation (5.1) for dynamic wave
speed and density. The position of static parameters c, ρ in relation to
the time derivatives can be changed without changing the equation, but
for time-dependent parameters this is obviously not the case. Hence, we
are going to start this chapter by taking a look at one possible derivation
of the acoustic wave equation. This will include the comparison of the
different possible second-order terms for the time variable. Since we are
not bound to a specific application, and mainly want to showcase the
power of our general framework as detailed as possible, we will add two
additional parameters to the equation. The result of Section 5.1 will be a
boundary value problem for the equation
1
ρ
(︃
1
c2
u ′
)︃ ′
+ νu ′ − div
∇u
ρ
+ qu = f, (5.2)
which gives rise to multiple inverse problems, one for each of the four
time- and space-dependent coefficients on the left-hand side of this equa-
tion. The analysis of these inverse problems in the context of Chapter 4’s
abstract framework will then be the primary focus of the remainder of
this chapter. To this end we first restate the acoustic wave equation as
an evolution equation in Section 5.2, and also set up a value operator (in
the spirit of Figure 4.1 on page 44) that maps the unknown parameters
onto the abstract operators A, B, C and Q. This operator can then be
composed with the forward operator from the general theory. This also
allows showing Fréchet-differentiability of the parameter-to-solution map
in the subsequent Section 5.3, where we further give a characterization
of the adjoint of this derivative. We conclude this chapter by proving the
ill-posedness of the corresponding inverse problems in Section 5.4.
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These theoretical consideration will be put to practical use in Chapters 7
and 8, where we discretize (5.2) and tackle the numerical reconstruction
of each of the four parameters.
5.1 pursuit of a suitable equation
To obtain the acoustic wave equation in a three-dimensional setting, we
proceed like Jensen et al. [Jen+11]. We assume that the acoustic waves
have a small amplitude, which justies the linearization of the acoustic
pressure p, the particle velocity eld v and the mass density ρ at the
ambient state p0 ∈ R , v0 = 0 ∈ R3 and ρ0 ∈ R . The small deviations
from these background values are denoted by p1, v1 and ρ1. For these,
we have the linearized continuity equation
ρ ′1 = −div (ρ0v1), (5.3)
the linearized Euler equation
v ′1 = −
∇p1
ρ0
(5.4)
and the linearized equation of state
p ′1 = c
2(ρ ′1 + v1 · ∇ρ0). (5.5)
At least for now, the quantity c in the state equation is some constant that
depends on the material. We differentiate the equation of continuity (5.3)
with respect to time, and assume that ρ ′0 div v1 is sufciently small to
justify
ρ ′′1 = −(div (ρ0v1)) ′ = −(ρ0 div v1) ′ − (∇ρ0 · v1) ′
≈ −ρ0 div v ′1 − (∇ρ0 · v1) ′.
From the Euler equation (5.4) we obtain div v ′1 = −div ∇p1ρ0 , which we
insert into the previous equation to see
ρ ′′1 = ρ0 div
∇p1
ρ0
− (∇ρ0 · v1) ′. (5.6)
The equation of state (5.5) can be solved for ρ ′1. Together with (5.6) this
yields (︃
1
c2
p ′1
)︃ ′
− (∇ρ0 · v1) ′ = ρ0 div ∇p1
ρ0
− (∇ρ0 · v1) ′.
By adding (v1 · ∇ρ0) ′ to both sides we end with the wave equation
1
ρ0
(︃
1
c2
p ′1
)︃ ′
− div ∇p1
ρ0
= 0 (5.7)
for the perturbation p1 of the acoustic pressurep.
We were correct in assuming that (5.1) is not appropriate for time-
dependent wave speed c becausec−2 has to be between the two time
derivatives that act on p1. In contrast to this, the position of ρ−1 remains
unchanged, i.e. it belongs outside of both time derivatives.
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5.1.1 The wave speed
The constant c in the wave equation is referred to as the wave speed,
because at least for time-independentc it determines how fast the solution
u of (5.7) propagates. We would like to discuss the qualitative effect a
time-dependent c has on the wave, and how it has to enter the wave
equation in order to describe the speed of the waves.
The fact that a constant c > 0 is in fact the wave speed can easily be
veried for the one-dimensional Cauchy-Problem
1
c2
u ′′(t,x) − ∂2xu(t,x) = 0, (t,x) ∈ (0,1 )×R ,
u(0,x) = u0(x) and u ′(0,x) = 0, x ∈ R ,
with given initial values u0 ∈ C2(R). It is well-known that a classical
solution u ∈ C2((0,1 )×R) of this problem exists and that it is for all
t > 0 and x ∈ R given by the d’Alembert formula
u(t,x) =
1
2
u0(x− ct) +
1
2
u0(x+ ct). (5.8)
This solution formula shows that the initial values u0 are separated into
a left- and a right traveling wave, each moving with speed c. There are
analogous formulas for the case of more than one space dimension. In
two dimensions it is called Kirchhoff formula, and the variant for three
dimensions is known as the Poisson formula, see for example [Eva10]. The
most striking implication of these closed formulas for the solution u is
that they reveal a fundamental difference in wave propagation in different
space dimensionsd: For odd d, the value of u(t,x) only depends on the
values of u0 on the sphere1 ∂B(x,ct). In contrast, for even d the value
u(t,x) takes the initial values in the whole ball B(x,ct) into account.
If the initial values in our one-dimensional example satisfy sptu0 =
(−1 ,0], then sptu(t) = (−1 ,ct] and therefore the volume of the support
of u(t) grows at the rate c. If we dene the wave speed based on this
observation, then the extension to time-dependent wave speeds happens
quite naturally by dening
c(t) :=
d
dt vol (sptu(t)). (5.9)
In case that we want energy transporting solutions like (5.8), we should
require that solutions have the form u(t,x) = 12u0(x− g(t)) + 12u0(x+
g(t)). Then the wave speed is c(t) = g ′(t) and the initial condition
u ′(0) = 0 is automatically satised. For the other initial condition u(0) =
u0 to hold, we have to assume g(0) = 0, henceg(t) =
Rt
0 c(s) ds. This
ansatz for the solution u solves the partial differential equation
1
c(t)
(︃
1
c(t)
u ′(t,x)
)︃ ′
− ∂2xu(t,x) = 0. (5.10)
1 This is Huygen’s principle: Every point in the wave front is the origin of a new spherical
wave.
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Of course we do not claim that solutions to (5.10) are the only ones
traveling at speed c because for its derivation we have also assumed
conservation of energy in u, and it is not unreasonable to assume that a
change in c changes the energy in the system.
Alongside the mixed approach of (5.10), there are two other options
of how to include the parameter c in the equation that we wish to discuss.
First, using the leading term (u ′/c2) ′, like the wave equation (5.7) we just
derived. Second, leaving (5.1) as-is, which means having c outside of both
time derivatives. It is difcult to reason about these other possibilities
of including the wave speed in the equation because we do not have
closed solution formulas for them. However, from the theory of ordinary
differential equations we know that coefcients in front of the rst-order
time derivative of u only contribute to a damping or amplication of the
wave, depending on the sign of the coefcient (see [EGK 17] for more
details). This suggests that the speed of the wave propagation is solely
determined by the term u ′′ and factors in front of it. From the equalities
u ′′(t,x)
c(t)2
=
1
c(t)
d
dt
(︃
u ′(t,x)
c(t)
)︃
+
c ′(t)
c(t)3
u ′(t,x)
d
dt
(︄
u ′(t,x)
c(t)2
)︄
=
1
c(t)
d
dt
(︃
u ′(t,x)
c(t)
)︃
−
c ′(t)
c(t)3
u ′(t,x)
we conclude that the propagation rate of the wave should be the same in
each case. Moreover, it follows that we can view the solutions uin and
uout of
d
dt
(︃
u ′in
c2
)︃
− ∂2xuin =
1
c
d
dt
(︃
u ′in
c
)︃
−
c ′
c3
u ′in − ∂
2
xuin = 0, (5.11a)
u ′′out
c2
− ∂2xuout =
1
c
d
dt
(︃
u ′out
c
)︃
+
c ′
c3
u ′out − ∂
2
xuout = 0, (5.11b)
in (0,1 )×R that also satisfy the initial conditions
uin(0) = uout(0) = u0, u
′
in(0) = u
′
out(0) = 0
as (locally) damped or amplied versions of the energy conserving so-
lution u of (5.10). An increase in c(t) would at least locally result in a
damping of uout(t) and an amplication of uin(t). According to (5.7), the
latter is the more physical behavior.
wave speed in simulations We would like to reinforce this argu-
ment by providing some numerical examples, in which we measure the
time it takes approximations of the functions u, uin and uout to propagate
a set distance. To minimize oscillations due to numerical dispersion we
use smooth initial values, given by
u0(x) :=
8
<
:
exp
(︂
1− 1
1−x2
)︂
if |x| < 1,
0 otherwise.
(5.12)
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Figure 5.1: Initial values u0 as defined in (5.12)
A plot of this function is depicted in Figure 5.1.
Because we are faced with only one space dimension in this example,
it is convenient to employ finite differences to discretize the PDEs. We
want to see how long it takes for the wave to leave the interval (−11, 11),
therefore it is sufficient if we restrict the discretization to Ω = [−12, 12].
Furthermore, we can pose homogeneous Dirichlet boundary conditions at
x = −12 and x = 12 without changing the solution in the time interval of
interest. For the spatial discretization we employ an equidistant mesh of
Ω with 1024 nodes, which means the distance between nodes is ∆x ≈ 0.03.
The time discretization is performed using Crank-Nicolson, with the step
size ∆t := ∆x/16 ≈ 1.8 · 10−3. The Crank-Nicolson method will be
introduced in Chapter 7 in more detail. In each step we have to solve a
1024× 1024 linear system. Because of this small size we can employ a
direct solver for this task. The parameter c that we use in this experiment
is
c(t) = 2+ cos t, t ⩾ 0. (5.13)
Hence, the support of the exact solution u of (5.10) should leave (−11, 11)
at t∗, which is the solution of
10 =
∫︂t∗
0
c(s)ds = 2t∗ + sin(t∗).
From the positivity of c we conclude that t∗ is unique and we also
immediately see that t∗ ∈ (4.5, 5.5). An application of Newton’s method
yields the approximation t∗ ≈ 5.39.
We stop the time integration as soon as the wave field evaluated
at x = 11 is greater than one percent of its current maximal value in
(−12, 12). For the approximations of uin and u this is the case at t ≈ 5.39,
and the absolute difference of this value to (the approximation of) t∗
is 7.5 · 10−4. Note that this error is smaller than the time step size ∆t.
The field uout satisfies the stopping criterion exactly one time step later.
We conclude that the arrival times are independent of the choice of the
model and are equal to the expected value t∗.
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Figure 5.2: Observed wave speeds of uin, uout and u, together with the parame-
ter c as given in (5.13)
In theory, we should also be able to compute the propagation speed
of the waves (in the sense of (5.9)) throughout the solution process by
observing the rate at which the support of the solution grows. Since the
waves can propagate in two directions, we have to supplement (5.9) with
the factor 1/2, i.e.
[︁
cobs(v)
]︁
(t) :=
1
2
d
dt
vol(spt v(t)).
However, the discrete nature of vol(spt v(t)) for a numerically approxi-
mated v makes the calculation of cobs difficult: The support’s size can
only increase by a multiple of ∆x and in fact does so only every few time
steps, yielding a heavily stair-cased function that we subsequently have
to differentiate. We interpret this as an ill-posed inverse problem with
the forward operator A ∈ L(L2([0, t∗])), (Af)(t) = ∫︁t0 f(s)ds, which we
approximate using an explicit euler scheme and then invert by employ-
ing Tikhonov-Regularization.2 For the three functions uin, uout and u,
this results in observed speeds cobs(t) as depicted in Figure 5.2, which
shows that the propagation speed of all functions are identical. Most
importantly, these speeds are reasonably close to the time-dependent
parameter c to warrant naming it the wave speed.
Nevertheless, the models exhibit different solution behavior, which we
discuss using the visualizations of their solutions at t∗, which can be
found in Figure 5.3. It is clearly visible that u has the expected behavior
of splitting the initial values into two wave fronts that travel through
the domain. For uin and uout this is not the case; these solutions do not
return to zero after the leading wave front has passed. We note that
the coefficient c ′/c3 is negative in (0,π) and positive in (π, 2π). Since
t∗ ∈ (π, 2π), the PDEs (5.11) suggest that uout should have experienced
2 By doing so we incidentally solve a simplified version of one of our main inverse
problems: The determination of a purely time-dependent wave speed from the solution
u, at least in a one-dimensional setting. It is good to know that even this simplified task
requires some thought, and in particular, regularization.
5.1 pursuit of a suitable equation 74
−12 −10 −8 −6 −4 −2 0 2 4 6 8 10 12
−0.2
0
0.2
0.4
0.6
x
u(t∗)
uout(t
∗)
uin(t
∗)
Figure 5.3: Approximations of uin, uout and u as they leave (−11, 11)
more amplification than damping in the time window (0, t∗) and that
the opposite should be the case for uin. This indicates why the maxi-
mal values of uout(t∗) and uin(t∗) are greater than 1/2 and less than 1/2,
respectively.
The preceding discussion shows that the parameter c in the wave
equation ρ−1(c−2u ′) ′−div(ρ−1∇u) = f, which we derived in the context
of acoustic waves, is only one of the possible ways to include the wave
speed in the model. However, due to the position of ρ−1 we will also see
how to deal with coefficients outside of the time derivatives. Thus, we
can safely decide to use this equation without loss of generality, since
the analysis in the remainder of this chapter can easily be modified to
account for a different position of c by treating it in a similar way as ρ.
additional parameters Moreover, since our main goal is not a
specific application, but the showcasing of the identification of time-
dependent parameters, we choose to augment (5.7) by two additional
parameters: First, the coefficient q in the zero-order term qu. The iden-
tification of such a parameter was the sole task in [GL17]. A coefficient
like this arises for example when dealing with the linearization of a
previously nonlinear wave equation. Second, the parameter ν in νu ′.
We already know that such a term induces a damping- or amplification
of the wave field u. We note that our theory would also allow to add
a transportation term e · ∇u with a vector-valued parameter e to the
equation, but we will not do so in order to not unnecessarily complicate
the presentation. All in all, we obtain the wave equation
1
ρ
(︃
1
c2
u ′
)︃ ′
+ νu ′ − div
∇u
ρ
+ qu = f.
With it come the four inverse problems of determining the time- and
space-dependent coefficients c, ν, ρ or q from knowledge of u. To make
the application of the abstract framework easier, we equip u with ho-
mogeneous initial conditions from the start, despite the fact that for
results concerning q and ν (that need no higher regularity) this is not
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necessary. Furthermore, we assume that the excitation of waves only hap-
pens through the right-hand side f by imposing homogeneous Dirichlet
boundary conditions on u. In the context of acoustic waves this means
that the domain is surrounded by immovable walls.
5.2 construction of the forward operator
Let d ∈ N , Ω ⊂ Rd a bounded domain and I = [0,T ] for some T >
0. Motivated by the preceding section, we concentrate on the initial
boundary value problem
1
ρ
(︃
1
c2
u ′
)︃ ′
+ νu ′ − div ∇u
ρ
+ qu = f in (0,T)×Ω, (5.14a)
u(0) =
(︁
c−2ρ−1u ′
)︁
(0) = 0 in Ω, (5.14b)
u = 0 on (0,T)× ∂Ω. (5.14c)
The wave eld u, the right-hand side f and the four unknown coefcients
c, ν, ρ and q are assumed to be real functions on I×Ω. Note that even
though u is now a function of two sets of variables t and x, we continue
to write u(t) when we actually mean u(t, ·). The formulation of the
second initial condition in (5.14b) already keeps in mind that the weak
solution to (5.14) might not yield a well-dened u ′(0). However, if the
solution u and the coefcients c, ρ are regular enough, then the solution
will of course equivalently satisfy u ′(0) = 0.
Due to the presence ofρ−1 outside of the time derivatives in the leading
term, this problem does not immediately yield an evolution equation
of the form (Cu ′) ′ +Bu ′ +Au+ Qu = f. Instead, it is more naturally
stated as an equation in which the leading term is replaced by D(Cu ′) ′.
We know from Corollary 3.12 that such an equation can be solved when
assuming that the coefcients are smooth because then it is equivalent to
the evolution equation
(DCu ′) ′ + (B−D ′C)u ′ + (A+Q)u = f.
However, we do not want to start out with these extra smoothness assump-
tions, because it needlessly causes the results for the other parameters
to get worse. Instead, we base our analysis on the re-stated equation,
bearing in mind that it is only equivalent to the original equation (5.14a)
if c−2u ′ ∈ H1(I;L2(Ω)) (regularity with k = 1) or if ρ does not depend on
time. In the general operator framework this reformulation was carried
out by using our product rule Lemma 2.3. In the context of a specic
partial differential equation, this boils down to the classical product rule,
which yields
1
ρ
(︃
1
c2
u ′
)︃ ′
=
(︃
1
ρc2
u ′
)︃ ′
−
ρ ′
ρ2c2
u ′,
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at least as long asc−2u ′ is weakly differentiable in time. Hence, we
simply replace (5.14) by(︃
1
ρc2
u ′
)︃ ′
+
(︃
ρ ′
ρ2c2
+ ν
)︃
u ′ − div ∇u
ρ
+ qu = f in (0,T)×Ω,
(5.15a)
u(0) =
(︁
c−2ρ−1u ′
)︁
(0) = 0 in Ω, (5.15b)
u = 0 on (0,T)× ∂Ω.
(5.15c)
Due to the boundary conditions, the suitable function space for u(t) is
V := H10(Ω). By setting H := L2(Ω) we obtain the Gelfand triple
H10(Ω) ⊂ L2(Ω) ⊂ H−1(Ω)
that has all of the properties we asserted in Denition 2.1. In this context
this implies that every function belonging to L2(Ω) or H10(Ω) becomes
an element of H−1(Ω) through the inner product of L2(Ω). To ease
notation, we will sometimes omit the  (Ω)  part for Lebesgue- or Sobolev
spaces connected to the domainΩ whenever the expressions tend to
become unwieldy, for example when they appear in Bochner spaces or in
subscripts.
The weak formulation of (5.15) is obtained by integrating over the
domain and then formally integrating by parts. It reads
d
dt
(︁
Cc,ρ(t)u
′(t),φ
)︁
+
(︁
Bc,ν,ρ(t)u
′(t),φ
)︁
+ ⟨(Aρ(t) +Qq(t))u(t),φ⟩ = ⟨f(t),φ⟩
(5.16)
for all φ ∈ H10(Ω), which in turn should be fullled for almost all t ∈ I.
We seek a solution u ∈ L2(I;H10(Ω)) ∩ H1(I;L2(Ω)) that additionally
adheres to the initial conditions u(0) = 0 (as an equality in L2(Ω)) and
(Cc,ρu
′)(0) = 0 (holding in H−1(Ω)). As in the abstract framework, we
denote with (·, ·) the inner product of H = L2(Ω) and with ⟨·, ·⟩ the dual
pairing of V∗ = H−1(Ω) and H10(Ω). The operators that appear in the
weak formulation are dened for t ∈ I, φ,ψ ∈ H10(Ω) and v ∈ L2(Ω) by
⟨Aρ(t)ψ,φ⟩ :=
Z
Ω
∇ψ(x) · ∇φ(x)
ρ(t,x)
dx, Cc,ρ(t)v :=
1
ρ(t)c(t)2
v,
Bc,ν,ρ(t)v :=
(︄
ρ ′(t)
ρ(t)2c(t)2
+ ν(t)
)︄
v, Qq(t)v := q(t)v.
With  ·  we denote the usual inner product of Rd. We see that except
for A(t), all of the operators are multiplication operators; for example
Qq(t) multiplies its argument with the space-dependent function q(t) =
q(t, ·) : Ω → R . By making use of distributional derivatives, we can
also write Aρ(t)ψ = −div
(︂
ρ(t)−1∇ψ
)︂
∈ H−1(Ω), which avoids the
appearance of the test function φ.
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By utilizing Lemma 2.2, we see that the weak formulation (5.16), com-
bined with the homogeneous initial conditions (5.15b), is equivalent to
the evolution problem
(Cc,ρu
′) ′ +Bc,ν,ρu ′ + (Aρ +Qq)u = f in L2(I;H−1(Ω)), (5.17a)
u(0) = 0 and (Cc,ρu ′)(0) = 0, (5.17b)
which is exactly the problem that we thoroughly analyzed in Chapter 4.
The forward operator to our inverse problems reads
F(c,ν,ρ,q) := u,
where u solves (5.17). In Chapter 4 we assumed that such a forward
operator could be decomposed into the operator S, that maps the oper-
ators A, B, C and Q onto u, preceded by a value operator P that maps
the unknown parameters onto the four operators (cf. Figure 4.1). We
immediately see F = S ◦ P holds, with
P(c,ν,ρ,q) := (Aρ,Bc,ν,ρ,Cc,ρ,Qq). (5.18)
We would like to note that this is the most general way to set up the
value operator P, because it does not include any a-priori information
about the parameters. If more information is available, e.g. that the
inhomogeneities in Ω simply move through the domain at a constant
speed, then this could also be modeled through P. In this hypothetical
case, one might use four time-independent functions c, ν, ρ and q as the
unknowns, together with a single direction vector v ∈ Rd that controls
the movement.
In order to formally set up F, we need to nd a domain of denition for
P that guarantees that it maps to D(S), or even D(S)∩X(k) whenever we
require a more regular solution u, since we haveS : D(S)∩X(k) → Y(k).
The spacesX(k) and Y(k) were introduced in equations ( 4.2) and (4.3)
on page 47. Note that in the setting at hand, the operator Q(t) belongs
to L(H). In Chapter 4 we allowed it to be more general by assuming
Q(t) ∈ L(V,H). In return, we had to assume differentiability of Q even
in the spaceX = X(0). This assumption was only needed to ensure the
uniqueness of the solution through Theorem 2.10, therefore we can drop
this requirement without impairing any of the results we have for S. All
in all, this means that we will make use of the spaces
X(k) :=Wk+1,1
(︁
I; Lsa
(︁
H10,H
−1
)︁)︁×Wk1,1 (︁I; L(︁L2)︁)︁
×Wk+1,1 (︁I; Lsa(︁L2)︁)︁×Wk,1 (︁I; L(︁L2)︁)︁
and Y(k) :=Wk,1
(︁
I; H10
)︁∩Wk+1,1 (︁I; L2)︁
for k ∈ N 0 and k1 := max{1,k}. The open domain of denition of S is as
before given as
D(S) :=


(A,B,C,Q) ∈ X(0)
⃓⃓⃓
A(t) ∈ LsaA0+ε
(︁
H10(Ω),H
−1(Ω)
)︁
and
C(t) ∈ LsaC0+ε
(︁
L2(Ω)
)︁
for almost all t ∈ I for some ε > 0
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and ensures thatA and C are not only self-adjoint, but also coercive.
The only thing that is missing for a well-dened S : D(S)∩X(k) → Y(k)
is the assumption that the right-hand side f is either an element of
Hk
(︁
I;L2(Ω)
)︁
or Hk+1
(︁
I;H−1(Ω)
)︁
and it has a root of sufcient high order
at t = 0. In equation (4.4) we introduced the set F(k) that incorporates
these properties.
We proceed by setting up the value operator P from (5.18) in a way
that its image is a subset of D(S)∩X(k). Clearly, differentiability of the
parameters (c,ν,ρ,q) directly translates to differentiability of P(c,ν,ρ,q)
with respect to time. To ensure that Aρ(t) and Cc,ρ(t) are well-dened
we assume that ρ(t,x) ⩾ ρ0 > 0 and c(t,x) ⩾ c0 > 0 hold for almost all
(t,x) ∈ I×Ω. Note that both operators are self-adjoint. Regarding their
coercivity, we observe that if ρ(t,x) ⩽ ρ1 < 1 and c(t,x) ⩽ c1 < 1 for
almost all (t,x) ∈ I×Ω, then
(Cc,ρ(t)v,v) =
Z
Ω
v(x)2
ρ(t,x)c(t,x)2
dx ⩾ ρ−11 c−21 ∥v∥2L2(Ω)
holds for all v ∈ L2(Ω). SinceΩ is bounded, it provides a PoincarØ
inequality of the form ∥ψ∥H10(Ω) ⩽ Cp∥∇ψ∥L2(Ω;Rd) with a constant
Cp > 0. Hence,
⟨Aρ(t)ψ,ψ⟩ =
Z
Ω
|∇ψ(x)|2
ρ(t,x)
dx ⩾ ρ−11 C−2p ∥ψ∥2H10(Ω)
is valid for all ψ ∈ H10(Ω). Let the constants ρ0,ρ1,c0 and c1 be xed
throughout the chapter. The previous considerations motivate the deni-
tions
W(k) :=Wk+1,1 (I;L1 (Ω))×Wk1,1 (I;L1 (Ω))
×Wk+1,1 (I;L1 (Ω))×Wk,1 (I;L1 (Ω)), (5.19)
D(P) :=


(c,ν,ρ,q) ∈W(0)
⃓⃓⃓
ρ0 + ε ⩽ ρ ⩽ ρ1 − ε and
c0 + ε ⩽ c ⩽ c1 − ε a.e. in I×Ω for a ε > 0

,
(5.20)
because in this way we obtain a well-dened
P : D(P)∩W(k) → D(S)∩X(k),
(c,ν,ρ,q) ↦→ (Aρ,Bc,ν,ρ,Cc,ρ,Qq).
For this we set the constants in D(S) to be C0 := ρ−11 c−21 and A0 :=
ρ−11 C
−2
p . Moreover, by the same reasoning as in Lemma 4.2, D(P)∩W(k)
forms an open subset of W(k) for all k ∈ N 0.
The forward operator F = S ◦ P can then be viewed as
F : D(F)∩W(k) → Y(k),
(c,ν,ρ,q) ↦→ u
with k ∈ N 0 and D(F) := D(P). The function u is the weak solution of the
re-stated problem (5.15). If k ̸= 0 (or in the case of a time-independent
ρ), this u is also the weak solution of the original wave problem (5.14).
This is a consequence of Corollary 3.12, applied to C(t)v := v/c(t)2 and
D(t)v := v/ρ(t).
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5.2.1 Injectivity
We would like to make a short remark about whether the data u uniquely
determines the searched for parameter c, ν, q or ρ. We can easily derive
conditions under which this will not be the case: If u(t, x) = 0 in a
neighborhood of a point (t0, x0) ∈ I×Ω, then we can change any of the
parameters at this point in space-time without changing the data. It is
clear that the time-independent case is much more forgiving. There, we
can only give this guarantee if u vanishes in a neighborhood of the line
{ (t, x0) | t ∈ I } ⊂ I×Ω. In other words, if there are no waves passing
through x0 throughout the whole time interval.
For a more formal investigation of the injectivity of F (with respect
to one of the parameters) we can proceed as in our investigation of
Lipschitz-continuity (see Lemma 4.3). Let u1,2 := F(c,ν,q1,2, ρ). Since
their difference u2 − u1 is the unique solution of a wave equation with
right-hand side (q2 − q1)u1, we have u2 = u1 =: u if and only if
(q2(t, x) − q1(t, x))u(t, x) = 0 for almost all (t, x) ∈ I×Ω. This means
that if u(t, x) ̸= 0 almost everywhere, then q2 = q1. Similar conditions
can be derived for the other parameters. For example, if two wave speeds
c1, c2 generate the same data u and ((c2 − c1)u ′)
′ ̸= 0 almost every-
where, then c2 = c1. However, even u(t, x) ̸= 0 for almost all (t, x) is
hard to satisfy. Due to the homogeneous initial condition u(0) = 0 and
the finite speed of propagation, this can only be achieved if the right-hand
side f(t) is active everywhere in the domain for all t ∈ (0, ε) for some
ε > 0. The fact that local perturbations of the parameters only cause a
local response in the wave field is inherent to wave phenomena [Ika00].
In contrast, even a local change of parameters in a parabolic equation
would immediately generate a global reaction in the solution, even if
it might decay very quickly with increasing distance (in time or space)
from the perturbation.
For a time-dependent q there exist some articles that deal with the
injectivity, see [Aïc15; BB19; Esk07; HK18; Kia17; KO17; RS91; RR91;
Ste89; Wat14]. The articles [CL05; IS92] deal with a constant q, but
also consider the coefficient ν. Due to the aforementioned difficulties,
these works treat inverse problems with data that is much richer in
information content. Mostly, this is the knowledge about not only one
wave field for one source term, but the whole operator that maps sources
to measurements. For boundary data, this is usually modeled using a
Dirichlet-to-Neumann map or its inverse, depending on the setup.
5.3 fréchet-differentiability
We depend on differentiability of F for its numerical inversion using
Newton-based methods. The forward operator is comprised of the opera-
tors P and S, and the differentiability of S has already been discussed in
Section 4.2. Thus, we first need to establish differentiability of the value
operator P.
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The parameters c and ρ enter into P only by their reciprocal values.
Knowing that these are also differentiable is enough to dene P, but to
prove that P is FrØchet-differentiable (or just continuous) with respect
to the norm of X(k), we depend on norm estimates for derivatives of
such reciprocal functions. For xed, small k this is best achieved using
straightforward calculation, but even for k = 3 this already becomes
tedious. Estimates for derivatives of arbitrary order are surprisingly
hard to nd in the literature, therefore we provide our own through the
following Lemma.
Lemma 5.1. Let m ∈ N , g0 > 0 and g ∈ Wm,1 (I) with g(t) ⩾ g0 > 0
almost everywhere. Then⃦⃦⃦⃦
1
g
⃦⃦⃦⃦
Wm,1 (I)
⩽M
(︁
1+ g−10
)︁m+1(︁
1+ ∥g∥Wm,1 (I)
)︁m
holds, where M > 0 is a constant that only depends on m.
Proof. Clearly, it is sufcient to verify the claim for g ∈ Cm(I). A formula
for derivatives of 1/g can be found in [Les91]; for i = 1, . . . ,m we have
di
dti
1
g(t)
=
iX
k=1
(−1)k
g(t)k+1
(︃
i+ 1
k+ 1
)︃
di
dti
g(t)k. (5.21)
Derivatives of powers of g can be calculated by a general form of the
Leibniz rule, which yields
di
dti
g(t)k =
X
α∈N k0 ,|α|=i
(︃
i
α
)︃ kY
j=1
g(αj)(t).
For k = 1, . . . ,m, the absolute value of g(αj)(t) is bounded by ∥g∥Wm,1 (I),
which does not depend on the multiindex α. On the remaining sum we
apply the multinomial theorem and obtain⃓⃓⃓⃓
⃓ didtig(t)k
⃓⃓⃓⃓
⃓ ⩽ ki∥g∥kWm,1 (I) ⩽ mm(︂1+ ∥g∥Wm,1 (I))︂m,
which we insert into (5.21) after taking absolute values on both sides.
After some coarse estimation, we end up with⃓⃓⃓⃓
⃓ didti 1g(t)
⃓⃓⃓⃓
⃓ ⩽
iX
k=1
mm
gk+10
(︃
i+ 1
k+ 1
)︃(︂
1+ ∥g∥Wm,1 (I)
)︂m
⩽ 2m+1mm
(︁
1+ g−10
)︁m+1(︁
1+ ∥g∥Wm,1 (I)
)︁m
and note that this also holds for i = 0. Thus, we have proven the desired
estimate with M := 2m+1mm.
Keeping this lemma in mind, we can turn to proving differentiability
of P.
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Theorem 5.2. Let k ∈ N 0. The map P : D(P) ∩W(k) → X(k) is Fréchet-
differentiable, and its derivative ∂P : D(P)∩W(k) → L(︁W(k),X(k))︁, evaluated
at (c,ν,ρ,q) ∈ D(P)∩W(k) and (cfl,νfl ,ρfl,qfl) ∈W(k) is given by
∂P(c,ν,ρ,q)[cfl,νfl ,ρfl,qfl] =
⎛⎜⎜⎜⎜⎝
∂Aρ[ρfl]
∂Bc,ν,ρ[cfl,νfl ,ρfl]
∂Cc,ρ[cfl,ρfl]
∂Qq[qfl]
⎞⎟⎟⎟⎟⎠
= t ↦→
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ ∈ H10 ↦→ div
(︄
ρfl(t)
ρ(t)2
∇φ
)︄
v ∈ L2 ↦→
(︄
ρfl′(t)
ρ(t)2c(t)2
−
2ρ ′(t)ρfl(t)
ρ(t)3c(t)2
−
2ρ ′(t)cfl(t)
ρ(t)2c(t)3
+ νfl(t)
)︄
v
v ∈ L2 ↦→ −
(︄
ρfl(t)
ρ(t)2c(t)2
+
2cfl(t)
ρ(t)c(t)3
)︄
v
v ∈ L2 ↦→ qfl(t)v
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Moreover, ∂P : D(P)∩W(k) → L(︁W(k),X(k))︁ is continuous.
Proof. The image of P consists of nitely many components, therefore it is
enough to look at each component individually. The proposed candidates
for the derivatives of each of the operators A, B, C and Q with respect to
the parameters can be obtained by formally treating them as if they were
ordinary rational functions with scalar arguments c, ν, ρ and q; for B we
only have to note that differentiation in time is a linear operation. The
linearity of the resulting operators is obvious, and their boundedness
is also easy to see: For instance, time derivatives of∂Aρ[ρfl] of order
i = 0, . . . ,k+ 1 can be bounded by⃓⃓⃓⟨︂
(∂Aρ[ρfl])(i)(t)φ,ψ
⟩︂⃓⃓⃓
⩽
Z
Ω
⃓⃓⃓(︁
ρfl/ρ2
)︁(i)
(t)
⃓⃓⃓
|∇φ · ∇ψ|dx
⩽
⃦⃦⃦(︁
ρfl/ρ2
)︁(i)
(t)
⃦⃦⃦
L1 (Ω)
∥φ∥H10(Ω)∥ψ∥H10(Ω)
⩽ 2i∥ρfl∥Wi,1 (I;L1 (Ω))
⃦⃦
ρ−2
⃦⃦
Wi,1 (I;L1 (Ω))∥φ∥H10(Ω)∥ψ∥H10(Ω)
by making use of the Leibniz rule. To conclude boundedness of the linear
map
∂Aρ : W
k+1,1 (I;L1 (Ω))→Wk+1,1 (︁I;L(︁H10(Ω),H−1(Ω))︁)︁
we can leave the norm of ρ−2 as-is, because we only need it to be nite.
However, applying Lemma 5.1 to it yields the continuity of ∂Aρ in ρ, and
therefore also in the whole tuple (c,ν,ρ,q) in the norm of W(k).
We demonstrate the estimation of the linearization error in the context
of the third component of ∂P, the operator C. For this we need to assume
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that c¯ and ρ¯ are small enough such that (c+ c¯,ν, ρ+ ρ¯,q) belongs to the
open set D(P)∩X(k). Then we calculate
e := ∥Cc+c¯,ρ+ρ¯ −Cc,ρ − ∂Cc,ρ[c¯, ρ¯]∥Wk+1,∞(I;L(L2(Ω)))
=
⃦⃦⃦⃦
⃦ 1(ρ+ ρ¯)(c+ c¯)2 − 1ρc2 + ρ¯ρ2c2 + 2c¯ρc3
⃦⃦⃦⃦
⃦
Wk+1,∞(I;L∞(Ω))
=
⃦⃦⃦⃦
⃦ ρ¯2c2ρ2(ρ+ ρ¯) + 3c¯2c+ 2c¯3c3(c+ c¯)2(ρ+ ρ¯) + 2c¯ρ¯c3ρ(ρ+ ρ¯)
⃦⃦⃦⃦
⃦
Wk+1,∞(I;L∞(Ω))
.
Again, we are required to bound not only this difference with respect to
L∞(I;L∞(Ω)) but also its time derivatives. On each fraction we can invoke
the product rule, and Lemma 5.1 shows the norms of the denominators to
remain bounded when (c¯, ρ¯)→ 0. We observe that the Wk+1,∞(I;L∞(Ω))-
norms of the numerators are of order O
(︁∥(c¯, ρ¯)∥2)︁, thus the linearization
error e has to be as well.
We can combine this result with Corollary 4.8 to obtain total differ-
entiability of F. However, we know from the previous chapter that
differentiability with respect to B or Q can be obtained in a less regular
setting. Therefore we will start with partial differentiability of F with
respect to q and ν and then go on to show its total differentiability.
Theorem 5.3. Let k ⩾ 0 and f ∈ F(k). Then F : D(P) ∩W(k) → Y(k)
is partially Fréchet-differentiable with respect to the variables ν and q. For
every x = (c,ν, ρ,q) ∈ D(P) ∩W(k) and h ∈ Wk,∞(I;L∞(Ω)), the values
∂νF(x)[h] and ∂qF(x)[h] are given as the unique weak solutions uh ∈ Y(k) of(︃
u ′h
ρc2
)︃ ′
+
(︃
ν+
ρ ′
ρ2c2
)︃
u ′h − div
(︃∇uh
ρ
)︃
+ quh = g(u)[h],
together with homogeneous initial values uh(0) = (u ′h/(ρc
2))(0) = 0. Here,
u := F(x) and the right-hand side for ∂νF(x)[h] reads g(u)[h] := −hu ′, whereas
for ∂qF(x)[h] it is g(u)[h] := −hu.
Proof. From Theorem 4.4 we know about the partial derivatives of the
operator S : D(S) ∩ X(k) → Y(k) (the solution operator to (5.17)) with
respect to the operators B and Q. The parameters ν and q influence
exactly one of these operators, thus the derivative of F with respect to q
can be written as
∂qF(c,ν, ρ,q) = ∂QS(P(c,ν, ρ,q)) ◦ ∂qQq.
The assertion is obtained by substituting ∂QS(P(c,ν, ρ,q)) with the char-
acterization provided by Theorem 4.4. The operator Q is linearly depen-
dent on q, but we still need to use Theorem 5.2 to obtain its boundedness.
The same reasoning applies to ∂νF.
If we set k to be zero, we see that ν ∈ W1,∞(I;L∞(Ω)) is enough to
be able to differentiate F in this parameter. Moreover, we see that the
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potential q does not need to be equipped with any differentiability in
time; q ∈ L∞(I;L∞(Ω)) is sufficient. This is an improvement of our
earlier results, at least in the time variable. In [GL17] we also derived
differentiability for S with respect to q, but in the somewhat easier case
c = ρ = 1, ν = 0. There, we proved that there is an open subset of
W1,∞(I;L2(Ω)) on which one can obtain a Fréchet-differentiable S.
We would like to emphasize that the existence of all partial derivatives
of S (as we have shown in Theorem 4.4) is not sufficient to obtain differ-
entiability of F with respect to c or ρ, because these parameters influence
multiple operators. Instead, we must resort to Corollary 4.8, which shows
total differentiability of S, as long as k ⩾ 2. Combining this with the
differentiability of P, we can also deduce that the whole operator F is
Fréchet-differentiable, as the following theorem demonstrates.
Theorem 5.4. Let k ⩾ 2 and f ∈ F(k). Then F : D(P) ∩W(k) → Y(k−2)
is Fréchet-differentiable. For every x = (c,ν, ρ,q) ∈ D(P) ∩W(k) and h =
(c¯, ν¯, ρ¯, q¯) ∈ W(k), the value ∂F(x)[h] is the unique weak solution uh ∈
Y(k−1) of the partial differential equation
1
ρ
(︃
u ′h
c2
)︃ ′
+ νu ′h − div
(︃∇uh
ρ
)︃
+ quh
=
ρ¯
ρ2
(︃
u ′
c2
)︃ ′
− div
(︃
ρ¯
ρ2
∇u
)︃
+
2
ρ
(︃
c¯
c3
u ′
)︃ ′
− q¯u− ν¯u ′
together with homogeneous initial values uh(0) = u ′h(0) = 0. As always,
u = F(x) denotes the solution of the forward problem.
Proof. In essence, we proceed like in the previous theorem: Since F = S◦P,
we have
∂F(x) = ∂S(P(x)) ◦ ∂P(x),
which can be evaluated at h ∈W(k) using Corollary 4.8 and Theorem 5.2.
This lets us conclude that uh := ∂F(x)[h] ∈ Y(k−1) and solves(︃
u ′h
ρc2
)︃ ′
+
(︃
ν+
ρ ′
ρ2c2
)︃
u ′h − div
(︃∇uh
ρ
)︃
+ quh
= −div
(︃
ρ¯
ρ2
∇u
)︃
− q¯u+
(︃(︃
ρ¯
ρ2c2
+
2c¯
ρc3
)︃
u ′
)︃ ′
−
(︃
ρ¯ ′
ρ2c2
−
2ρ ′ρ¯
ρ3c2
−
2ρ ′c¯
ρ2c3
+ ν¯
)︃
u ′.
Both sides of this equation can be simplified because both u and uh
belong to Y(1) = W2,∞(I;L2(Ω)) ∩W1,∞(I;H10(Ω)) ⊂ C1(I;L2(Ω)). By
means of the product rule we obtain the PDE in the assertion. The same
holds for the homogeneous initial values of uh: Because u ′h is continuous
(with values in L2(Ω)), the second initial condition (u ′h/(ρc
2))(0) = 0 is
equivalent to u ′h(0) = 0.
We would like to remark that the PDE for ∂F is exactly what one would
expect, and that it can also be deduced through formal linearization
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of the wave equation (5.15). The significance of our result consists of
showing that (especially in the context of time-dependent parameters)
this linearized equation is well-posed and that it actually is the Fréchet-
derivative of F.
5.3.1 Adjoint of the derivative
The adjoint of ∂S(p) has been analyzed in Section 4.2.3, motivated by the
fact that most regularization methods make use of this adjoint. There, we
have also discussed the fact that the space Y(k) is probably too regular
for measurement noise, thus we only considered the derivative as the
linear map ∂S(p) ∈ L(X(k),L2(I;H)). We continue this investigation
with the operator F, and are particularly interested in the adjoint of
∂F(x) ∈ L(︁W(k),L2(I;L2(Ω)))︁. From Corollary 4.10 we already know a
lot about ∂S(P(x))∗, and due to the chain rule we have
∂F(x)∗ = ∂P(x)∗ ◦ ∂S(P(x))∗. (5.22)
By identifying the dual space of L2(I;L2(Ω)) with the space itself we can
regard the adjoint as
∂F(x)∗ ∈ L
(︂
L2(I;H),
(︁
W(k)
)︁∗)︂
.
Equation (5.22) suggests that we should also analyze ∂P(x)∗ indepen-
dently from S. However, even with the simple structure of P (most of
its components are simple multiplication operators) a characterization
of ∂P(x)∗ ∈ L
(︂(︁
X(k)
)︁∗
,
(︁
W(k)
)︁∗)︂
is not possible due to our insufficient
knowledge about the dual space of X(k). We simply have no idea how
a general v ∈ (X(k))∗ could act on ∂P(x)[h]. This is not only true for P
as a whole but also for its simplest components: Even in the case k = 0,
finding a closed formula for the adjoint of
Q : L∞(I;L∞(Ω))→ L∞(I;L(L2(Ω))), q ↦→ Qq
does not seem to be possible.
Fortunately, we do not need to evaluate P∗(z) for arbitrary z, but only
for z ∈ R(∂S(P(x))∗). From Corollary 4.10 we know that these z ∈ (︁X(k))︁∗
evaluate their arguments at a point (that depends on x) and form a kind
of L2(I;L2(Ω)) inner product with the results.
Theorem 5.5. Let k ⩾ 2, f ∈ F(k) and x = (c,ν, ρ,q) ∈ D(P) ∩W(k).
The application of the adjoint of ∂F(x) ∈ L(W(k),L2(I;L2(Ω))) on v ∈
L2(I;L2(Ω)) can be written as
∂F(x)∗[v] =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
2u ′
c3
(︃
wv
ρ
)︃ ′
−u ′wv
∇u · ∇wv
ρ2
+
wv
ρ2
(︃
u ′
c2
)︃ ′
−uwv
⎞⎟⎟⎟⎟⎟⎟⎟⎠
∈ L∞(I;L1(Ω))4, (5.23)
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where the embedding of L∞(I;L1(Ω)) into (︁W(k))︁∗ has to be understood using
the inner product of L2(I;L2(Ω)) and u = F(x) ∈ Y(2). With wv ∈ Y we
denote the solution of the adjoint equation(︃
1
c2
(︃
wv
ρ
)︃ ′)︃ ′
− (νwv)
′ − div
(︃∇wv
ρ
)︃
+ qwv = v (5.24a)
in L2(I;H−1(Ω)), together with homogeneous end conditions
wv(T) =
(︃
wv
ρc2
)︃ ′
(T) = 0. (5.24b)
Proof. Let h = (c¯, ν¯, ρ¯, q¯) ∈ W(k). To calculate ⟨∂F(x)∗[v],h⟩, we sub-
stitute ∂P using Theorem 5.4, and ∂S(P(x))∗ using Corollary 4.10 and
obtain
⟨∂F(x)∗[v],h⟩(W(k))∗×W(k) = ⟨∂S(P(x))∗[v],∂P(x)[h]⟩(X(k))∗×X(k)
=
∫︂
T
0
(︁
∂Cc,ρ[c¯, ρ¯](t)u ′(t),w ′v(t)
)︁
−
(︁
∂Bc,ν,ρ[c¯, ν¯, ρ¯](t)u ′(t),wv(t)
)︁
− ⟨(∂Aρ[ρ¯](t) +Qq[q¯](t))u(t),wv(t)⟩ dt
=
∫︂
T
0
(︄(︄
ρ¯(t)
ρ(t)2c(t)2
+
2c¯(t)
ρ(t)c(t)3
)︄
u ′(t), w ′v(t)
)︄
−
(︄(︄
ρ¯ ′(t)
ρ(t)2c(t)2
−
2ρ ′(t)ρ¯(t)
ρ(t)3c(t)2
−
2ρ ′(t)c¯(t)
ρ(t)2c(t)3
+ ν¯(t)
)︄
u ′(t), wv(t)
)︄
−
⟨︄
div
(︄
ρ¯(t)
ρ(t)2
∇u(t)
)︄
+ q¯(t)u(t), wv(t)
⟩︄
dt,
where wv denotes the solution of the adjoint problem (4.14) on page 58.
Our goal is to reshape this expression into some kind of dual product
that has h on one side. Inside all of the L2(Ω) inner products we can
shift from one side to the other as we wish, as long as both sides of the
inner product belong to L2(Ω). In general, neither the product u(t)wv(t)
of two H10(Ω)-functions, nor the multiplication of u
′(t) ∈ H10(Ω) and
w ′v(t) ∈ L2(Ω) will belong to L2(Ω). However, they do lie in L1(Ω).
Thus, we resort to interpreting the resulting integrals as dual products
between L∞(Ω) and L1(Ω). This and some further reorganizing yields
⟨∂F(x)∗[v],h⟩ =
∫︂T
0
⟨︄
2u ′(t)
c(t)3
d
dt
(︃
wv(t)
ρ(t)
)︃
, c¯(t)
⟩︄
L∞×L1
(5.25)
+
⟨︄
∇u(t) · ∇wv(t)
ρ(t)2
+
wv(t)
ρ(t)2
d
dt
(︄
u ′(t)
c(t)2
)︄
, ρ¯(t)
⟩︄
L∞×L1
−
⟨︁
u ′(t)wv(t), ν¯(t)
⟩︁
L∞×L1
− ⟨u(t)wv(t), q¯(t)⟩L∞×L1 dt.
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This proves that the adjoint has the asserted form, with wv as the solution
of (4.14), which reads (keeping in mind that Qq and Bc,ν,ρ are self-
adjoint)
(Cc,ρw
′
v)
′
−Bc,ν,ρw
′
v + (Aρ +Qq −B
′
c,ν,ρ)wv = v. (5.26)
This equation has to hold in the L2(I;H−1(Ω))-sense, and is joined by
the end conditions wv(T) = (Cc,ρw ′v)(T) = 0, which directly translate
to those given in the assertion. Substituting the operators with their
definitions, equation (5.26) becomes(︃
w ′v
ρc2
)︃ ′
−
(︃
ν+
ρ ′
ρ2c2
)︃
w ′v −
(︃
ν+
ρ ′
ρ2c2
)︃ ′
wv − div
(︃∇wv
ρ
)︃
+ qwv = v.
In this form we can handle the PDE with the theory developed in Chap-
ters 2 and 3, but two applications of the product rule prove that it is
equivalent to the more compact differential equation (5.24a).
We wish to make two remarks. First, as consequence of Theorem 5.3
and Theorem 4.9, the result also holds for k ⩾ 0 if we restrict the deriva-
tives under consideration to be ∂qF and ∂νF. Second, ∂F(x)
∗[v] (as
in (5.23)) will not only belong to L∞(I;L1(Ω))4. For k ⩾ 2 we have
u ∈ W2,∞(I;H10(Ω)), wv ∈ L∞(I;H10(Ω)) and w ′v ∈ L∞(I;L2(Ω)), and
the embedding theorems for Sobolev spaces (cf. [AF03]) yield H10(Ω) ⊂
Lp(Ω) for p > 2, but this depends on the space dimension d. Combining
this with the Hölder-inequality, we see that in the case of a one-, two- or
three-dimensional problem the following holds:
• If d = 1, then H10(Ω) ⊂ L∞(Ω) and
(∂F(x)∗[v])(t) ∈ L2(Ω)× L∞(Ω)× L1(Ω)× L∞(Ω).
• If d = 2, then H10(Ω) ⊂ Lp(Ω) for all 1 ⩽ p <∞ and
(∂F(x)∗[v])(t) ∈ Lq1(Ω)× Lq2(Ω)× L1(Ω)× Lq2(Ω)
for all 1 ⩽ q1 < 2 and 1 ⩽ q2 <∞.
• If d = 3, then H10(Ω) ⊂ Lp(Ω) for all 1 ⩽ p < 6 and
(∂F(x)∗[v])(t) ∈ Lq1(Ω)× Lq2(Ω)× L1(Ω)× Lq2(Ω)
for all 1 ⩽ q1 < 3/2 and 1 ⩽ q2 < 3.
Note that we cannot use regularity results for wv because this would
require more than just v ∈ L2(I;L2(Ω)), which means we would have
to change the space of the measurements. We see that we can almost
obtain a setting for the adjoint that only involves reflexive Banach spaces.
However, for the third component of ∂F(x)∗[v] (which contains ∇u · ∇wv)
to belong to something else than L1(Ω), we would first need to prove
better spatial regularity results for u or wv.
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5.4 il l -posedness
In Theorem 4.13we showed the ill-posedness of S by constructing suitable
sequences of arguments. These sequences do not lie in the range ofP,
therefore we cannot use that result to directly conclude ill-posedness of
F. Instead, we construct sequences of parameters such that their images
under P fulll the assumptions of Theorem 4.11.
In the abstract operator setting we used time-independent disturbances.
This time we decide to make them independent of the spatial variables
instead. Working in the time variable is more difcult, because the
parameters (and hence also the perturbations) have to be smooth in time.
The following Lemma provides smooth auxiliary functions, that we will
subsequently use to construct suitable sequences of parameters.
Lemma 5.6. Let r ∈ N ∪ {0}. There exists (αj)j∈N ⊂ C1c (I) which satisfies
0 < γ ⩽
⃦⃦
αj
⃦⃦
Wr,1 (I) ⩽ 1 for all j ∈ N
and αjφ→ 0 in Hm(I) as j→ 1 for all fixed φ ∈ Hm(I) with m = 0, . . . , r.
Moreover, if r ⩾ 1 then
⃦⃦
αj
⃦⃦
Wr−1,1 (I) → 0 when j→ 1 .
Proof. Let t0 ∈ (0,T) and ψ ∈ C1c (R) with sptψ = [−1,1], ψ(t) ∈ [0,1]
for all t ∈ R and ∥ψ∥Wr,1 (I) = 1. We dene
αj(t) = j
−rψ(j(t− t0)).
If j > max

t−10 , (T − t0)
−1 	
, then αj ∈ C1c (I). Hence, we might have to
discard some elements from the beginning of this sequence, but without
loss of generality we assume that this is not the case. We see that
sptαj = t0 + [− 1/j, 1/j] and α(i)j (t) = ji−rψ(i)(j(t− t0)). Thus,⃦⃦
αj
⃦⃦
Wr,1 (I) = maxi=0,...,r
ji−r
⃦⃦⃦
ψ(i)
⃦⃦⃦
L1 (I)
is less than 1 and greater than
⃦⃦
ψ(r)
⃦⃦
L1 (I). We also see from this that⃦⃦
αj
⃦⃦
Wr−1,1 (I) tends to zero when j → 1 and r > 0. For arbitrary
φ ∈ Hm(I) with m ∈ {0, . . . , r}, we deduce that
⃦⃦
αjφ
⃦⃦2
Hm(I)
=
mX
i=0
iX
l=0
(︃
i
l
)︃ZT
0
⃓⃓⃓
α
(i−l)
j (t)φ
(l)(t)
⃓⃓⃓2
dt
⩽
mX
i=0
iX
l=0
(︃
i
l
)︃Zt0+1/j
t0−1/j
⃓⃓⃓
φ(l)(t)
⃓⃓⃓2
dt→ 0,
because the integrand 1[t0−1/j ,t0+1/j ](t) |φ(l)(t)|2 converges pointwise to
zero and is dominated by the integrable function |φ(l)|2.
In the proof of the following result we use these functions to construct
appropriate sequences of perturbations.
Theorem 5.7. Let k ∈ N ∪ {0}, f ∈ F(k) and p = (c,ν,ρ,q) ∈ D(P)∩W(k).
5.4 il l -posedness 88
(i) The inverse problems of finding ν or q such that F(p) = y ∈ Y(k) are
locally ill-posed.
(ii) If k ∈ N , then the tasks of finding c or ρ such that F(p) = y ∈ Y(k−1)
holds are also locally ill-posed.
Note that the ill-posedness of determining a time-dependent q was al-
ready proven in [GL 17], albeit for different function spaces. Furthermore,
assertion (ii) in the theorem generalizes the results of [KR14b]. There, it
was shown that a time-independent wave speed and mass density already
cause the problems to be locally ill-posed. By choosing the sequences as
purely time-dependent our result shows that an entirely dynamic wave
speed and density have the same effect.
Proof. Let p = (c,ν,ρ,q) ∈ D(P) ∩W(k) and (A,B,C,Q) := P(p). Since
D(P)∩W(k) forms an open subset of W(k), there existsδ0 > 0 such that
B(p,δ0) ⊂ D(P)∩W(k). Let 0 < δ ⩽ δ0.
(i) Reconstruction of q: With (αj)j∈N we denote the sequence from
Lemma 5.6 for r = k. We use it to dene qj(t,x) := q(t,x) + δαj(t) for
(t,x) ∈ I×Ω. By design, qj ̸→ q in Wk,1 (I;L1 (Ω)), qj ∈ B(q,δ) and we
have P(c,ν,ρ,qj) = (A,B,C,Q+ Rj) with Rj given as
Rj ∈Wk,1
(︁
I;L
(︁
L2(Ω)
)︁)︁
, Rj(t)v = δαj(t)v.
The properties of αj imply Rjv→ 0 with respect to the Hk(I;L2(Ω))-norm
for all v ∈ Hk(I;L2(Ω)). Thus, we can apply assertion (i) of Theorem 4.11
to conclude
F(c,ν,ρ,qj) = S(A,B,C,Q+ Rj)→ S(A,B,C,Q) = F(p)
in the norm of Y(k) as j→ 1 .
Reconstruction of ν: We setk1 := max{1,k}. The argument is similar
to q, but we have to dene (αj)j∈N to be the sequence that we obtain
from Lemma 5.6 after setting r = k1. From this we build νj(t,x) :=
ν(t,x) + δαj(t) for (t,x) ∈ I×Ω. Again, νj ̸→ ν in Wk1,1 (I;L1 (Ω)) as
j→ 1 , νj ∈ B(ν,δ) and P(c,νj,ρ,q) = (A,B+ Rj,C,Q) with
Rj ∈Wk1,1
(︁
I;L
(︁
L2(Ω)
)︁)︁
, Rj(t)v = δαj(t)v.
We see thatRjv→ 0 in Hk(I;L2(Ω)) for every v ∈ Hk(I;L2(Ω)), thus in
particular Rjv ′ → 0 for all v ∈ Hk+1(I;L2(Ω)) ⊃ Y(k). From result (ii) of
Theorem 4.11 follows F(c,νj,ρ,q) = S(A,B+ Rj,C,Q)→ S(A,B,C,Q) =
F(p) in Y(k) when j→ 1 .
(ii) Reconstruction of ρ: The parameter ρ is involved in three operators,
making this part of the proof more complicated. Moreover, we have to
take care that the perturbations still satisfy the coercivity constraints. Let
αj again denote the sequence forr = k+ 1. We dene
ρj(t,x) :=
1
εαj(t) + ρ(t,x)
−1
5.4 il l -posedness 89
and pj := (c,ν,ρj,q), where we would like to set ε > 0 in such a way
that ρj ∈ B(ρ,δ) for all j ∈ N . To make ρj well-dened, we require
ε < 1/∥ρ∥L1 (I;L1 (Ω)), and to secure some wiggle room we further restrict
this to ε ⩽ 1/(2ρ1). This implies εαj + ρ−1 ⩾ 1/(2ρ1). Denoting with M
the positive constant from Lemma 5.1 for m = k+ 1, we see that⃦⃦
ρj − ρ
⃦⃦
Wk+1,1 (I;L1 (Ω)) =
⃦⃦⃦⃦
εαjρ
εαj + ρ−1
⃦⃦⃦⃦
Wk+1,1 (I;L1 (Ω))
⩽ 2k+1ε
⃦⃦
αj
⃦⃦
Wk+1,1 (I;L1 )
⃦⃦⃦⃦
ρ
εαj + ρ−1
⃦⃦⃦⃦
Wk+1,1 (I;L1 )
⩽ 4k+1ε
⃦⃦
αj
⃦⃦
Wk+1,1 (I;L1 )∥ρ∥Wk+1,1 (I;L1 )
⃦⃦⃦
(εαj + ρ
−1)
−1
⃦⃦⃦
Wk+1,1 (I;L1 )
⩽ 4k+1εM∥ρ∥(1+ 2ρ1)k+2
(︂
1+
⃦⃦
εαj + ρ
−1
⃦⃦
Wk+1,1 (I;L1 )
)︂k+1
⩽ 4k+1εM∥ρ∥(1+ 2ρ1)k+2
(︃
1+
1
2ρ1
+
⃦⃦
ρ−1
⃦⃦
Wk+1,1 (I;L1 )
)︃k+1
=: εΛ,
where we abbreviated the Wk+1,1 (I;L1 (Ω))-norm of ρ by ∥ρ∥. The con-
stant Λ only depends on ρ and k. Thus, by setting ε := min {δ/Λ,1/(2ρ1)}
we obtain ρj ∈ B(ρ,δ) for all j ∈ N , and in consequencepj ∈ B(p,δ) ⊂
D(P). We will now verify ρj ̸→ ρ in Wk+1,1 (I;L1 (Ω)) by showing
that the derivatives of order k + 1 do not converge with respect to
L1 (I;L1 (Ω)). Expanding (ρj − ρ)(k+1) leads to
(︁
ρj − ρ
)︁(k+1)
=
(︃
εαjρ
εαj + ρ−1
)︃(k+1)
= ε
k+1X
i=0
(︃
k+ 1
i
)︃
α
(i)
j
(︃
ρ
εαj + ρ−1
)︃(k+1−i)
.
Derivatives of ρ/(εαj + ρ−1) remain bounded when j→ 1 , and α(i)j → 0
in L1 (I) for all i = 0, . . . ,k. Hence, all summands except for the last
one converge to zero. It is therefore sufcient to show that the last
summand does not converge to zero in order to conclude this for the
whole sum. Indeed, α(k+1)j does not vanish in the limit, and we observe
that ρ/(εαj + ρ−1) > ρ0/(ε+ ρ−10 ) holds almost everywhere. The only
thing left to show is the convergence F(pj)→ F(p) in Y(k−1). We see that
P(pj) = (A+ R
A
j ,B+ R
B
j ,C+ R
C
j ,Q) with
RAj (t)v = div
(︃(︃
1
ρj(t)
−
1
ρ(t)
)︃
∇v
)︃
= div
(︁
εαj(t)∇v
)︁
,
RBj (t)u =
(︄
ρ ′j(t)
ρj(t)
2c(t)2
−
ρ ′(t)
ρ(t)2c(t)2
)︄
u
=
d
dt
(︃
1
ρ(t)
−
1
ρj(t)
)︃
1
c(t)2
u = −
εα ′(t)
c(t)2
u,
RCj (t)u =
(︄
1
ρj(t)c(t)
2
−
1
ρ(t)c(t)2
)︄
u =
εαj(t)
c(t)2
u
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for all v ∈ H10(Ω), u ∈ L2(Ω) and almost all t ∈ I. SinceP is continuous,
the norms of RAj , RBj and RCj have to remain bounded when j → 1 .
Moreover, for every u ∈ Hk+1(I;L2(Ω)) we see⃦⃦⃦(︁
RCj u
′)︁ ′⃦⃦⃦
Hk−1(I;L2)
⩽
⃦⃦
RCj u
′⃦⃦
Hk(I;L2) = ε
⃦⃦
αju
′/c2
⃦⃦
Hk(I;L2) → 0
as j→ 1 due to the design of the αj. Likewise, for all v ∈ Hk(I;H10(Ω)),
∥RAj v∥Hk(I;H−1) = ε
⃦⃦
αj∆v
⃦⃦
Hk(I;H−1) has to vanish in the limit, and for
all xed u ∈ Hk(I;L2) holds⃦⃦
RBj u
′⃦⃦
Hk−1(I;L2) = ε
⃦⃦
α ′ju
′/c2
⃦⃦
Hk−1(I;L2) ⩽ ε
⃦⃦
αju
′/c2
⃦⃦
Hk(I;L2) → 0.
Due to the uniform convergences in Theorem 4.11, we can apply it
simultaneously to multiple components of S and nally conclude this
part of the proof with
S(A+ RAj ,B+ R
B
j ,C+ R
C
j ,Q)→ S(A,B,C,Q) = F(p),
holding in Y(k−1) as j→ 1 .
For the reconstruction of c we can use almost the same approach as
for ρ. However, we must take into account that the square of c enters the
PDE. We dene
cj(t,x) :=
(︂
εαj(t) + c(t,x)
−2
)︂−1/2
for (t,x) ∈ I×Ω, and again see thatε > 0 can be chosen in such a way
that cj ∈ B(c,δ) for all j ∈ N . Moreover, cj ̸→ c in Wk+1,1 (I;L1 (Ω))
and P(cj,ν,ρ,q) = (A,B+ RBj ,C+ RCj ,Q) with
RBj (t)u =
(︄
ρ ′(t)
ρ(t)2cj(t)
2
−
ρ ′(t)
ρ(t)2c(t)2
)︄
u =
εα(t)ρ ′(t)
ρ(t)
u,
RCj (t)u =
(︄
1
ρ(t)cj(t)
2
−
1
ρ(t)c(t)2
)︄
u =
εαj(t)
ρ(t)
u.
By design, these operators possess the same properties as those that
appeared in the proof for ρ.
A direct consequence of the theorem is the ill-posedness of F(p) = y ∈
Y(k−1) in all c, ν, ρ or q such that p = (c,ν,ρ,q) ∈ D(P) ∩W(k) with
k ⩾ 1. Note that this is a stronger result than the local ill-posedness
of F(p) = y ∈ Y(k−1) in all tuples p ∈ D(P) ∩W(k) because the latter
problem would already be ill-posed if nding one of the parameters
yielded an ill-posed problem.
When applying a Newton solver to the nonlinear inverse problem, it is
even more important to know whether the linearization of F is ill-posed.
Corollary 5.8. Let k ⩾ 2 and f ∈ F(k). We consider F : D(P) ∩W(k) → Z
with Z =Wj,p(I;H) or Z = Cj(I;H) for 0 ⩽ j ⩽ k and 1 ⩽ p < 1 . For every
p = (c,ν,ρ,q) ∈ D(P)∩W(k), the operator ∂F(p) ∈ L(W(k),Z) is compact.
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Proof. ∂F(p) = ∂S(P(p)) ◦ ∂P(p) with linear and continuous ∂P(p), and
we know from Lemma 4.16 that ∂S(P(p)) is compact with respect to the
image spaces given in the assertion.
It could be that ∂F(p) is compact because it has nite-dimensional
range, which would make the resulting problems well-posed in the sense
of linear inverse problems (ill-posed in the sense of Hadamard, but with
a continuous generalized inverse). Like in the abstract framework this is
not the case here.
Lemma 5.9. Let k ∈ N 0, f ∈ F(k) and f ̸= 0. The range of the following
operators is infinite-dimensional for every p ∈ D(P)∩W(k):
(i) ∂qF(p) ∈ L
(︁
Wk,1 (I;L1 (Ω)),Y(k)
)︁
,
(ii) ∂ρF(p) ∈ L
(︁
Wk+1,1 (I;L1 (Ω)),Y(k−1)
)︁
if k ⩾ 2,
(iii) ∂νF(p) ∈ L
(︁
Wk,1 (I;L1 (Ω)),Y(k)
)︁
if k ⩾ 1, and
(iv) ∂cF(p) ∈ L
(︁
Wk+1,1 (I;L1 (Ω)),Y(k−1)
)︁
if k ⩾ 2.
Proof. Let (c,ν,ρ,q) := p. The technique is very similar to the one we
used for the proof of Lemma 4.17. There we made the argument that
if e.g. the set of all possible right-hand sides to uh = ∂QS(x)[h] (with
the linearization argument h as the variable parameter) was linearly
independent, then so is the set of all uh and in consequence ∂QS(x)
must possess a innite-dimensional range. We check this for each of the
parameters.
(i) In the part of the proof of Lemma 4.17 that concernsQ and A we
used the sequence(βi)i∈N ⊂ C1 (I). It was chosen in such a way that the
set {βiu}i∈N ⊂ C(I;L2(Ω)) is linearly independent. We can also make
use of this sequence for the parameterq by dening hi(t,x) := βi(t) for
(t,x) ∈ I×Ω, and in doing so obtain hi ∈ Wk,1 (I;L1 (Ω)). The right-
hand side of the partial differential equation that is solved by ∂qF(p)[hi]
then reads −βiu, and the set {−βiu}i∈N is linearly independent.
(ii) For ρ we start the same way as for q, but the right-hand side used
by ∂ρF(p)[hi] is more complicated; according to Corollary 4.8 it reads
βi
(︃
1
ρ2
(︃
u ′
c2
)︃ ′
− div
(︃∇u
ρ2
)︃)︃
=: βiw.
Clearly, w ∈ C1(I;H−1(Ω)) becausek ⩾ 2. Moreover, if w = 0 then u
would solve the wave equation
1
ρ2
(︃
u ′
c2
)︃ ′
− div
(︃∇u
ρ2
)︃
= 0
with homogeneous initial- and boundary conditions. The energy esti-
mates from Section 2.2 state that in this case u = 0, which cannot be,
because it in turn would imply f = 0. Sincew is continuous in time
and does not vanish everywhere, we can chooseβi in such a way that
{βiw}i∈N is linearly independent.
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(iii) For ν we have to require k ⩾ 1 in order to have u ′ ∈ C(I;L2(Ω)).
Further, u ′ ̸= 0 since u(0) = 0 and u ̸= 0. Hence, we may choose
βi ∈ C1 (I) with linearly independent {βiu ′}i∈N and proceed in the
same way as for q.
(iv) In the derivative with respect to c we can also use this sequence.
The right-hand sides (βiu ′/c3) ′ = β ′iu ′/c3 + βi(u ′/c3)
′ have pairwise
disjoint supports inside sptu ′ (which is the same as sptu ′/c3), thus they
must be linearly independent as long as they do not vanish everywhere.
However, it could be that (βiu ′/c3)
′
= 0 for some i ∈ N . We show how
this can be remedied. Suppose this is the case and x some t0 ∈ I and
ε > 0 such that β ′i(t0) ̸= 0, u ′(t0) ̸= 0 and sptβi ⊂ (t0 − ε, t0 + ε) ⊂ I.
We replaceβi with its mirrored version
βfli(t) :=
8
<
:
βi(2t0 − t) if t ∈ (t0 − ε, t0 + ε),
0 otherwise,
and conclude the proof by observing that(︃
βfli
u ′
c3
)︃ ′
(t0) = −β
′
i(t0)
u ′(t0)
c(t0)
3
+βi(t0)
(︃
u ′
c3
)︃ ′
(t0)
=
(︃
βi
u ′
c3
)︃ ′
(t0) − 2β
′
i(t0)
u ′(t0)
c(t0)
3
= −2β ′i(t0)
u ′(t0)
c(t0)
3
̸= 0.
6
A P P L I C AT I O N T O O T H E R E Q UAT I O N S
The main motivation of this work is the acoustic wave equation, and
Chapter 4’s abstract framework was mainly intended to be applied to
this equation, as demonstrated in the last chapter. Nevertheless, we split
the theory into a general, evolution equation based part and a part that is
specic to the underlying partial differential equation, and we theorized
that this general framework could be used for other equations as well.
We have not yet proven this fact, but we will do so in this chapter using
simplied example problems from linear elasticity and electrodynamics.
These equations will not contain as many parameters as we allowed
in the wave equation and the overall approach is similar to Chapter 5.
Thus, we will keep the presentation short and focus on problem-specic
differences to last chapter’s results and proofs.
Most of the contents of this chapter can also be found in [Ger 19].
6.1 linear elasticity
As a rst additional example we would like to consider the propagation
of elastic waves through a bounded Lipschitz domain Ω ⊂ R3 in the
nite time interval I := [0,T ] with T > 0. Our model for the displacement
eld u : I×Ω→ R3 is given through the equation
(ρu ′) ′ = div σ(u) + f in (0,T)×Ω. (6.1)
The right-hand side contains the restoring force, which is equal to the
row-wise divergence of the stress tensor σ(u) : I×Ω→ R3×3 according
to Hooke’s law. We also allow for a volumetric force f : I×Ω→ R . The
function ρ denotes the mass density insideΩ.
We assume thatΩ consists of a linear isotropic material such that the
stress tensor is a linear operator and has the form
σλ,µu = 2µε(u) + λ div (u)I3.
The functions λ and µ denote the space- and time-dependent LamØ
coefcients of the material, and I3 is the 3× 3 unit matrix. The symmetric
strain tensor ε(u) = (Du+Du⊤)/2 depends on the Jacobian (acting only
on the spatial variables) Du of u.
As in Chapter 5, we make the assumption that the material is at rest
at t = 0, i.e. u(0) = u ′(0) = 0, and that the body is xed throughout
the whole time interval. This is modeled by the homogeneous Dirichlet
boundary condition u = 0 on (0,T)× ∂Ω. This setup implies that the
excitation of waves inside Ω happens only due to the volumetric force f.
The inverse problem we would like to consider in this section is the
identication of the density ρ and the LamØ coefcients λ, µ from the
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displacement eld u. This setting is relevant for nondestructive testing,
where a deviation in these values might indicate a defect in the material.
The reconstruction of space-dependent LamØ coefcients λ,µ ∈ L1 (Ω)
in (6.1) has been analyzed by Lechleiter and Schlasche in [LS17]. The
results we obtain in this section are actually quite similar to their results,
but our abstract theory allows for time-dependent parameters and shorter
presentation. The work of Kirsch and Rieder [KR 16] additionally permits
the identication of a space-dependent mass density ρ ∈ L1 (Ω) in the
context of a rst-order system, and also proves ill-posedness.
The abstract theory presented in Chapter 4 allows to generalize these
existing results to time- and space-dependent λ, µ and ρ, because the
weak formulation of (6.1) can be written as an evolution equation with
the form (4.1). We only indirectly seek to identify the operators in that
equation. As before, we will have to compose the solution operator
of the abstract equation with a value operator P that maps our three
parameters onto suitable linear maps. Computing the FrØchet-derivative
of the forward operator is then even easier than for the acoustic wave
equation, becauseP will turn out to be linear.
Since the identication of space-dependent LamØ-parameters is already
an ill-posed problem, this problem should also be ill-posed. Similar to
the acoustic setting, we can improve the known results by showing that
purely time-dependent LamØ-parameters lead to ill-posed problems as
well.
We would like to emphasize that this analysis is motivated by math-
ematical curiosity. We are not certain if time-dependent parameters λ,
µ are physical and whether the linear elastic equation would still be
appropriate for this case. Furthermore, we only scratch the surface of
elastic wave propagation. For example, we do not take into account
that the elastic equation allows for different wave modes (transversal
and longitudinal) propagating at different speeds that depend on the
LamØ-parameters. For more details we refer the reader to the pertinent
literature on continuum mechanics, e.g. [Cia 88; TM05; Zei88].
abstract formulation We start by stating the elastic equation
in the required abstract setting. As motivated in the introduction, we
consider the initial boundary value problem
(ρu ′) ′ − div
(︁
σλ,µu
)︁
= f in (0,T)×Ω, (6.2a)
u(0) = u ′(0) = 0 in Ω, (6.2b)
u = 0 on (0,T)× ∂Ω. (6.2c)
Due to the boundary conditions, the appropriate function spaces for the
weak formulation are given through H := L2(Ω; R3) and V := H10(Ω; R3).
Therefore, we have V∗ = H−1(Ω;R3). Using these spaces, the stress
tensor σ can be regarded as
σλ(t),µ(t) ∈ L
(︁
H10(Ω;R3), L2
(︁
Ω; R3×3
)︁)︁
σλ(t),µ(t)φ := 2µ(t)ε(φ) + λ(t) div (φ)I3, φ ∈ H10(Ω;R3).
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A formal integration by parts shows that
Z
Ω
div
(︁
σλ(t),µ(t)φ
)︁ ·ψdx = −Z
Ω
σλ(t),µ(t)φ(t) : ε(ψ) dx (6.3)
holds for ψ ∈ H10(Ω;R3). The expression U : V refers to the scalar
product of the matrices U, V ∈ R3×3, i.e. U : V = P i,jUijVij. Naturally,
the left-hand side of (6.3) is only well-dened in the classical sense for
twice differentiable φ and once differentiable λ(t), µ(t). However, we can
use the right-hand side of (6.3) to regard the row-wise divergence operator
in a distributional sense, that is div : L2
(︁
Ω;R3×3
)︁→ H−1(Ω;R3).
In consequence, the weak formulation of the classical problem (6.2)
reads
Z
Ω
d
dt
(︁
ρ(t)u ′(t)
)︁ ·ψdx+Z
Ω
σλ(t),µ(t)u(t) : ε(ψ) dx =
Z
Ω
f(t) ·ψdx,
which should hold for all ψ ∈ H10(Ω;R3) and almost all t ∈ I. To write
this formulation in the abstract setting, we dene Aλ,µ and Cρ through⟨︁
Aλ,µ(t)ψ,φ
⟩︁
:=
Z
Ω
σλ(t),µ(t)ψ : ε(φ) dx
Cρ(t)v := ρ(t)v
for all v ∈ L2(Ω; R3), ψ,φ ∈ H10(Ω; R3) and almost all t ∈ I. It is obvious
that the operator Cρ(t) is self-adjoint. Further, we see that⟨︁
Aλ,µ(t)ψ,φ
⟩︁
=
Z
Ω
2µ(t)ε(ψ) : ε(φ) + λ(t) div (ψ) div (φ) dx,
which also shows this for A.
To conclude, we are interested in the function u ∈ L2(I;H10(Ω;R3))∩
H1(I;L2(Ω;R3)) with Cu ′ ∈ H1(I;H−1(Ω;R3)) which solves
(Cρu
′) ′ +Aλ,µu = f in L2(I;H−1(Ω;R3)),
u(0) = 0 in L2(Ω;R3) and (Cρu ′)(0) = 0 in H−1(Ω;R3).
This problem ts into the abstract framework. Note that we have im-
plicitly set the operators B and Q to zero because we do not need to
make use of them. Thus, through Chapter 4 we gain results for the
operator S that maps the tuple (Aλ,µ,Cρ) to u. In particular, they let us
conclude that S : D(S) ⊂ X → Y is well-dened for f ∈ L2(I;L2(Ω;R3))
or f ∈ H1(I;H−1(Ω;R3)). The Banach spacesX and Y are equal to
X :=W1,1
(︁
I; Lsa
(︁
H10(Ω;R3), H−1(Ω;R3)
)︁)︁
×W1,1 (︁I; Lsa(︁L2(Ω;R3))︁)︁,
Y := L1
(︁
I;H10(Ω;R3)
)︁∩W1,1 (︁I;L2(Ω;R3))︁
and the open domain of denition of S is given as
D(S) :=


(A,C) ∈ X
⃓⃓⃓
A ∈ L1 (I; Lsaa0+ε(H10(Ω;R3), H−1(Ω;R3))) and
C ∈ L1 (I; Lsac0+ε(L2(Ω;R3))) for some ε > 0

.
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For a smooth f ∈ F(k) (as dened on page 48) we can also regard S for
k ∈ N 0 asS : D(S)∩X(k) → Y(k), where
X(k) :=Wk+1,1
(︁
I; Lsa
(︁
H10(Ω;R3), H−1(Ω;R3)
)︁)︁
×Wk+1,1 (︁I; Lsa(︁L2(Ω;R3))︁)︁,
Y(k) :=Wk,1
(︁
I;H10(Ω;R3)
)︁∩Wk+1,1 (︁I;L2(Ω;R3))︁.
We would like to compose S with the operator
P(λ,µ,ρ) := (Aλ,µ,Cρ)
to obtain the forward operator F = S ◦P of our problem. It is well-dened
for those tuples (λ,µ,ρ) that are mapped onto D(S) ∩ X(k) by P. As in
the acoustic case, it is easy to see that if all of these parameters belong to
Wk+1,1 (I;L1 (Ω)), then P(λ,µ,ρ) will be an element of X(k). Through
the following Lemma we aim to understand which constraints on the
parameters are needed to ensureP(λ,µ,ρ) ∈ D(S).
Lemma 6.1. Let k ⩾ 0 and λ, µ, ρ ∈Wk+1,1 (I;L1 (Ω)). We further assume
ρ(t,x) ⩾ ρ0, µ(t,x) ⩽ α0 and α−10 ⩽ 2µ(t,x) + 3λ(t,x) ⩽ α0
for almost all (t,x) ∈ I×Ω for some ρ0, α0 > 0. Then⟨︁
Aλ,µ(t)φ,φ
⟩︁
⩾ α0∥ε(φ)∥2L2(Ω;R3×3) and (Cρ(t)v,v) ⩾ ρ0∥v∥2L2(Ω;R3)
holds for all φ ∈ H10(Ω;R3), v ∈ L2(Ω;R3) and almost all t ∈ I.
Proof. Showing the coercivity of C(t) is straightforward. It is obvious
that A(t) is coercive if both LamØ-parameters are bounded away from
zero. However, the calculations in [KR 16] prove that the conditions given
in the assertion are already sufcient.
Let ρ0 > 0 and α0 > 0 be xed in the sequel. The previous lemma
only yields coercivity of A with respect to the L2-norm of symmetric
strain tensor ε(φ) = (Du +Du⊤)/2. Using Korn’s inequality (found
as Theorem 10.1 in [McL 00]) we obtain a constant CK > 0 such that
∥ε(φ)∥2L2(Ω;R3×3) ⩾ CK∥Dφ∥2L2(Ω;R3×3). Finally, this is connected to the
H10(Ω;R3)-norm of φ by ∥Dφ∥2L2(Ω;R3×3) ⩾ CP∥φ∥2H10(Ω;R3), where thepositive constant CP is provided by PoincarØ’s inequality. Thus,
P : D(P)∩W(k) → D(S)∩X(k)
is well-dened for k ⩾ 0 if we set the constants that appear in the
denition of D(S) to be c0 := ρ0, a0 := α0CKCP and further dene
W(k) :=
(︁
Wk+1,1 (I;L1 (Ω))
)︁3
,
D(P) :=


(λ,µ,ρ) ∈W(0)
⃓⃓⃓
α−10 + ε ⩽ 2µ(t,x) + 3λ(t,x) ⩽ α0 − ε,
ρ(t,x) ⩾ ρ0 + ε and µ(t,x) ⩽ α0 − ε
a.e. in I×Ω for some ε > 0

.
The forward operator can therefore again be considered as
F := S ◦ P : D(P)∩W(k) → Y(k)
for arbitrary k ∈ N 0.
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6.1.1 Differentiability
We already know about the differentiability of S. In our elastic setting P
is linear. For x = (λ,µ,ρ) ∈ W(k) we see that the norm of (Aλ,µ,Cρ) in
X(k) is bounded by the norm of x, since⃦⃦
Aλ,ρ
⃦⃦
⩽ 2∥µ∥Wk+1,1 (I;L1 ) + ∥λ∥Wk+1,1 (I;L1 ),
∥Cρ∥ ⩽ ∥ρ∥Wk+1,1 (I;L1 ).
This proves that P is bounded and therefore differentiable with constant
derivative ∂P(x)[h] = P(h) for h ∈W(k). By using this we can obtain the
following differentiability result for F.
Theorem 6.2. Let k ⩾ 2 and f ∈ F(k). Then F : D(P) ∩W(k) → Y(k−2) is
Fréchet-differentiable. For all x = (λ,µ,ρ) ∈ D(P)∩W(k) and h = (λfl,µfl,ρfl) ∈
W(k), the value ∂F(x)[h] is given as the unique weak solution uh ∈ Y(k−1) of
(ρu ′h)
′
(t) − div
(︁
σλ(t),µ(t)uh(t)
)︁
= div
(︂
σλfl(t),µfl(t)u(t)
)︂
− (ρflu ′) ′(t) (6.4)
in L2(I;H−1(Ω;R3)), together with homogeneous initial values uh(0) =
(ρu ′h)(0) = 0. As always, u = F(x) denotes the solution of the forward
problem.
Proof. The assertion follows by forming ∂S(P(x))[P(h)] according to
Corollary 4.8. The right-hand side is equal to
−Aλfl,µfl(t)u(t) − (Cρflu
′) ′(t) ∈ H−1(Ω;R3),
when the second-order spatial differential operators in Aλfl,µfl(t) are under-
stood in the variational sense using (6.3).
We continue with the adjoint of ∂F(x) ∈ L(W(k),L2(I;L2(Ω; R3))). We
already know about ∂S(P(x))∗, and due to the chain rule (and linearity
of P) we have
∂F(x)∗ = P∗ ◦ ∂S(P(x))∗.
Again we identify the dual space of L2(I;L2(Ω; R3)) with the space itself.
With a similar approach as used for Theorem 5.5, we obtain the following
result.
Theorem 6.3. Let k ⩾ 2, f ∈ F(k) and x ∈ D(P)∩W(k). The application of
the adjoint of ∂F(x) ∈ L(︁W(k), L2(I;L2(Ω;R3)))︁ on v ∈ L2(I;L2(Ω;R3))
can be written as
∂F(x)∗[v] =
⎛⎜⎜⎝−div u div wv−2ε(u) : ε(wv)
u ′ ·w ′v
⎞⎟⎟⎠ ∈ L1(I;L1(Ω))3,
where the embedding of L1(I;L1(Ω)) into L1 (I;L1 (Ω))∗ is understood using
the inner product of L2(I;L2(Ω)) and u = F(x) ∈ Y(2). With wv ∈ Y we
denote the solution of
(ρw ′v)
′
(t) − div
(︁
σλ(t),µ(t)wv(t)
)︁
= v(t) in H−1(Ω;R3),
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which must hold for almost all t ∈ I, together with homogeneous end conditions
(ρw ′v)(T) = wv(T) = 0.
Proof. Let h = (λfl,µfl,ρfl) ∈ W(k). Since the abstract formulation of our
elastic wave equation has B = Q = 0, the adjoint equation (4.14a) is
simply the original equation that has to be solved backwards in time.
We employ the characterization of ∂S(P(x))∗ from Corollary 4.10 to see
⟨∂F(x)∗[v],h⟩(W(k))∗×W(k) = ⟨∂S(P(x))∗[v],P(h)⟩(X(k))∗×X(k)
=
ZT
0
(︁
Cρflu
′(t),w ′v(t)
)︁
−
⟨︁
Aλfl,µfl(t)u(t),wv(t)
⟩︁
dt
=
ZT
0
(︁
ρfl(t)u ′(t),w ′v(t)
)︁
−
(︁
λfl(t) div u(t), div wv(t)
)︁
−
Z
Ω
2µfl(t)ε(u(t)) : ε(wv(t)) dxdt.
Since e.g. ρfl(t) ∈ L1 (Ω) and u ′(t) ·w ′v(t) ∈ L1(Ω), we can also write
this in a way that the integrands are dual products with the linearization
parameters, i.e.
⟨∂F(x)∗[v],h⟩(W(k))∗×W(k) =
ZT
0
⟨︁
u ′(t) ·w ′v(t),ρfl(t)
⟩︁
−
⟨︁
div u(t) div wv(t),λfl(t)
⟩︁
− ⟨2ε(u(t)) : ε(wv(t)),µfl(t)⟩dt.
Here, ⟨·, ·⟩ denotes the dual product between L1(Ω) ⊂ L1 (Ω)∗ and
L1 (Ω).
6.1.2 Ill-posedness
As in the acoustic case, we will again explicitly construct sequences
of parameters, and then make use of Theorem 4.11 to prove that their
images under F have to converge. Moreover, we can even re-use the
helper functions αj from Lemma 5.6.
Theorem 6.4. Let k ∈ N and f ∈ F(k). Then the task of finding λ, µ or
ρ such that F(λ,µ,ρ) = y ∈ Y(k−1) is locally ill-posed in every (λ,µ,ρ) ∈
D(P)∩W(k).
Proof. Let p = (λ,µ,ρ) ∈ D(P) ∩W(k) and (A,C) = P(p) ∈ X(k). Since
D(P)∩W(k) is an open subset ofW(k), there existsδ0 > 0 with B(p,δ0) ⊂
D(P)∩W(k). Let 0 < δ ⩽ δ0 be xed and (αj)j∈N be the sequence from
Lemma 5.6 with r := k+ 1.
(i) Identication of ρ: This part of the proof is similar to the iden-
tication of the wave speed c in the acoustic wave equation. How-
ever, it is much simpler here because ρ enters the equation in a lin-
ear fashion and it is only involved in one of the operators. We set
ρj(t,x) = ρ(t,x) + δαj(t)/2 and pj := (λ,µ,ρj). In effect, ρj ∈ B(ρ,δ) but
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ρj ̸→ ρ, both with respect to the norm of Wk+1,1 (I;L1 (Ω)). Note that
P(pj) = (A,C+ R
C
j ) with
RCj (t)φ =
δαj(t)
2
φ ∈ L2(Ω;R3)
for all φ ∈ L2(Ω;R3) and almost all t ∈ I. The norm of RCj stays
bounded for j → 1 due to continuity of P. Moreover, for every xed
u ∈ Hk+1(I;L2(Ω;R3)) we see⃦⃦⃦
(RCj u
′)
′⃦⃦⃦
Hk−1(I;L2(Ω;R3))
⩽
⃦⃦
RCj u
′⃦⃦
Hk(I;L2(Ω;R3))
=
δ
2
⃦⃦⃦
αj(·)
⃦⃦
u ′(·)⃦⃦
L2(Ω;R3)
⃦⃦⃦
Hk(I)
→ 0
as j→ 1 . Using Theorem 4.11, we conclude that F(pj) = S(A,C+RCj )→
S(A,C) = F(p) in Y(k−1) as j→ 1 .
(ii) Identication of λ or µ: Continuing in the same fashion, we set
λj(t,x) = λ(t,x) + δαj(t)/2 and pj := (λj,µ,ρ). Hence, P(pj) = (A +
RAj ,C) with
RAj (t)φ = −
δ
2
αj(t) div (div φI3) ∈ H−1(Ω;R3)
for all φ ∈ H10(Ω;R3) and almost all t ∈ I. Again, the norm of RAj
remains bounded as j→ 1 . For v ∈ Hk(I;H10(Ω;R3)) we see that⃦⃦
RAj v
⃦⃦
Hk(I;H−1(Ω;R3)) ⩽
δ
2
⃦⃦⃦
αj(·)∥v(·)∥H10(Ω;R3)
⃦⃦⃦
Hk(I)
→ 0
for j→ 1 . This enables us to apply Theorem 4.11 once again. Forµ we
can do the same with RAj (t)φ := −δαj(t) div ε(φ) ∈ H−1(Ω;R3).
We can show the following result concerning the compactness of the
derivative of F.
Corollary 6.5. Let k ⩾ 2 and f ∈ F(k). We consider F : D(P) ∩W(k) → Z
with Z = Wj,p(I;H) or Z = Cj(I;H) for 0 ⩽ j ⩽ k and 1 ⩽ p < 1 . For
every x = (λ,µ,ρ) ∈ D(P)∩W(k), the linearization ∂F(x) ∈ L(W(k),Z) is a
compact operator.
Proof. ∂F(x) = ∂S(P(x)) ◦ P with linear and continuous P and compact
∂S(P(x)) (cf. Lemma 4.16).
Similar to the acoustic case, the partial derivatives of F have discontin-
uous generalized inverses.
Lemma 6.6. Let k ⩾ 2, f ∈ F(k) and f ̸= 0. For all x ∈ D(P) ∩W(k) the
ranges of
∂λF(x), ∂µF(x) and ∂ρF(x) ∈ L
(︂
Wk+1,1 (I;L1 (Ω)), Y(k−1)
)︂
are of infinite dimension.
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Proof. Choose (βi)i∈N ⊂ C1 (I) in such a way that their supports are
nonempty, pairwise disjoint and such that βiu does not vanish every-
where for all i ∈ N (possible, becauseu ∈ C(I;L2(Ω; R3)) \ {0}). We show
that there exists a linearly independent set of right-hand sides to the lin-
earized elastic wave equation (6.4). When considering the identication
of ρ this is the case: The choiceρfli(t,x) = βi(t) yields the right-hand side
−(βiu
′) ′, and since u ′ ̸= 0 the βi can be modied in such a way that

−(βiu
′) ′
	
i∈N is linearly independent. For more details we refer to the
proof of Lemma 5.9.
If we use λfli(t,x) := µfli(t,x) := βi(t), the right-hand side of the lin-
earized PDE with respect to λ reads βi(t) div (div u(t)I3), which (by the
construction of the βi) yields a set of linearly independent functions
if and only if div (div u(t)I3) ̸= 0. For µ, this right-hand side is equal
to 2βi(t) div (ε(u(t))). Either div (div u(t)I3) = 0 or 2 div (ε(u(t))) = 0
would imply u(t) = 0. This can be seen by testing these (distributional)
equalities with u(t) and employing the coercivity of A1,0 and A0,1.
6.2 maxwell ’s equations
As the third possible application of the abstract theory we choose a simple
model based on Maxwell’s equations. To be more precise, we deal with a
second-order equation for the electrical eld E inside a bounded domain
Ω ⊂ R3, which reads
(εE ′) ′ + curl
(︁
µ−1 curl E
)︁
= f. (6.5a)
The equation is furnished with the initial- and boundary conditions
E(0) = E ′(0) = 0 and E = 0 on (0,T)× ∂Ω. (6.5b)
We aim to analyze the identication of a time- and space-dependent
electric permittivity ε and magnetic permeability µ. The treatment of this
problem is similar to both the acoustic- and the elastic wave equations,
therefore we give an even less detailed discussion of this problem than
in the previous section.
A derivation of (6.5) based on Maxwell’s equations can be found
in [Mon 03]. A related rst-order system with time-independent parame-
ters has been analyzed in [KR16]. For further mathematical models and
inverse problems in electrodynamics, mainly based on time-harmonic
solutions, we direct the reader to [CK 13; KH 15]. For a general, physical
interpretation of (6.5a) we refer to [Fey15]. Note that this equation seems
to be physical for a time-dependent parameters as well. For example, the
article [Hay+ 16] deals with such a scenario in the context of photonic
structures. There, the permittivity ε is assumed to be time-dependent
because of fast changes in the underlying medium.
Appropriate function spaces for the system ( 6.5) are
V :=

E ∈ H10(Ω;R3)
⃓⃓
div E = 0
	
and H := L2(Ω;R3).
6.2 maxwell ’s equations 101
For a rst-order Maxwell system one would typically use the space
H0(curl ,Ω). Since we needcurl2 to be coercive onV, we make the addi-
tional assumptions that div E = 0 and that not only the tangential com-
ponent, but also the normal component of E vanishes on ∂Ω. For smooth
or convex Ω, the set ofH0(curl ,Ω) functions that fulll these restrictions
coincides with V (cf. [Mon 03]). We endow V with the H1(Ω;R3)-norm
and for notational purposes continue to abbreviate it using V.
The weak formulation can again be written in the form (Cu ′) ′+Au = f
with u = E. The operatorsC = Cε, A = Aµ are given as
Cε(t)v = ε(t)v and ⟨Aµ(t)ψ,φ⟩ =
(︂
µ(t)−1 curl ψ, curl φ
)︂
L2(Ω;R3)
for v ∈ L2(Ω;R3), φ,ψ ∈ V and t ∈ I.
The operator S, that maps Aµ and Cε onto E, is almost the same as
the one that was used in the elastic setting, only the function spaces are
different: For k ∈ N 0 we look at S : D(S)∩X(k) → Y(k), where
X(k) :=Wk+1,1 (I;Lsa(V,V∗))×Wk+1,1 (︁I;Lsa(︁L2(Ω;R3))︁)︁,
D(S) :=


(A,C) ∈ X(0)
⃓⃓⃓
C ∈ L1 (︁I;Lsac0+δ(︁L2(Ω;R3))︁)︁ and
A ∈ L1 (︁I;Lsaa0+δ(V,V∗))︁ for some δ > 0  ,
Y(k) :=Wk,1 (I;V)∩Wk+1,1 (I;L2(Ω;R3)).
Of course the right-hand side f has to be regular enough, i.e. has to
belong to F(k). The value operator for this setting reads
P(ε,µ) := (Aµ,Cε),
and by forming F = S ◦ P we obtain the forward operator of this problem.
coercivity Of course we want the image of P to be a subset ofD(S).
We immediately see that
⟨Aµ(t)φ,φ⟩ ⩾ µ1∥curl φ∥2L2(Ω;R3) and (Cε(t)v,v) ⩾ ε0∥v∥2L2(Ω;R3)
holds for all φ ∈ V, v ∈ L2(Ω;R3) and almost all t ∈ I if ε ⩾ ε0 and
µ ⩽ µ1 almost everywhere. To prevent µ−1 from becoming unbounded,
we pose the additional constraint µ(t,x) ⩾ µ0. Let the constantsµ0,µ1
and ε0 be xed in the sequel. This already takes care of the coercivity of
Cε. SinceV contains those functions from H10(Ω, R3) that are divergence
free, ∥curl ·∥L2 is equivalent to the H10(Ω)-norm. Indeed, for smooth
φ ∈ C1c (Ω;R3) with div φ = 0 we observe that
Z
Ω
|curl φ|2 dx =
Z
Ω
φ(curl2φ−∇(div φ)) dx
= −
Z
Ω
∆φdx =
Z
Ω
|∇φ|2 dx.
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By approximation, ∥curl φ∥2L2 = ∥∇φ∥2L2 ⩾ CP∥φ∥2V holds for all φ ∈ V.
With CP > 0 we again denote the PoincarØ-constant ofΩ. According
these considerations,P given as
P : D(P)∩W(k) → D(S)∩X(k)
is well-dened for k ∈ N 0. For this, we set the constants that appear in
the denition of D(S) to be C0 := ε0 and A0 := µ1CP, and introduce the
sets
W(k) :=
(︁
Wk+1,1 (I;L1 (Ω))
)︁2
,
D(P) :=


(ε,µ) ∈W(0)
⃓⃓⃓
µ1 − δ ⩾ µ ⩾ µ0 + δ, ε ⩾ ε0 + δ
a.e. in I×Ω for some δ > 0

.
The forward operator F can then be considered as the mapping
F := S ◦ P : D(P)∩W(k) → Y(k)
for arbitrary k ∈ N 0. We note that D(P)∩W(k) is an open subset of the
Banach spaceW(k), so analyzing the FrØchet-differentiability of F and P
makes sense.
6.2.1 Differentiability
In contrast to elastic equation in the preceding section we now have to
deal with a nonlinear P. Its FrØchet-derivative is the topic of the following
Lemma.
Lemma 6.7. For every k ∈ N 0, the operator P : D(P) ∩W(k) → X(k) is
Fréchet-differentiable. Its derivative ∂P : D(P)∩W(k) → L(W(k),X(k)) is for
all (ε,µ) ∈ D(P)∩W(k) and linearization parameters (εfl,µfl) ∈W(k) given by
∂P(ε,µ)[εfl,µfl] = t ↦→
⎛⎝φ ∈ V ↦→ − curl(︂ µfl(t)µ(t)2 curl φ)︂ ∈ V∗
v ∈ L2(Ω;R3) ↦→ εfl(t)v ∈ L2(Ω;R3)
⎞⎠
.
Proof. The right-hand side consists of ∂Aµ[µfl] and Cεfl. The former can be
calculated using Lemma 5.1.
An application of the chain rule yields the following theorem for the
derivative of F.
Theorem 6.8. Let k ⩾ 2 and f ∈ F(k). Then F : D(P) ∩W(k) → Y(k−2) is
Fréchet-differentiable. For all x = (ε,µ) ∈ D(P) ∩W(k) and h = (εfl,µfl) ∈
W(k), we can characterize ∂F(x)[h] as the unique weak solution Eh of the
equation
(︁
εE ′h
)︁ ′
(t) + curl
(︂
µ(t)−1 curl Eh(t)
)︂
= curl
(︄
µfl(t)
µ(t)2
curl E(t)
)︄
− (εflE ′) ′(t)
that also satisfies homogeneous initial values Eh(0) = (εE ′h)(0) = 0. The
right-hand side involves the solution E = F(x) of the forward problem.
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Proof. Follows from Corollary 4.8. Note that the right-hand side is equal
to −∂Aµ[µfl](t)E(t) − (CεflE ′) ′(t).
We continue with the adjoint of ∂F(x) ∈ L(W(k),L2(I;L2(Ω;R3))). Its
characterization is obtained in the same way as for the elastic case.
Theorem 6.9. Let k ⩾ 2, f ∈ F(k) and x ∈ D(P) ∩W(k). The application
of the adjoint of ∂F(x) ∈ L(W(k),L2(I;L2(Ω;R3))) on v ∈ L2(I;L2(Ω;R3))
can be written as
∂F(x)∗[v] =
(︄
−µ−2 curl E · curl wv
E ′ ·w ′v
)︄
∈ L1(I;L1(Ω))2,
where E = F(x) ∈ Y(k) and wv ∈ Y(0) solves
(εw ′v)
′
(t) + curl (µ(t)−1 curl wv(t)) = v(t)
in V∗ for almost all t ∈ I and possesses homogeneous end conditions (εw ′v)(T) =
wv(T) = 0.
Proof. Let h = (εfl,µfl) ∈W(k). Through the characterization of ∂S(P(x))∗
that is provided by Corollary 4.10 we conclude
⟨∂F(x)∗[v],h⟩(W(k))∗×W(k) = ⟨∂S(P(x))∗[v],P(h)⟩(X(k))∗×X(k)
=
ZT
0
(︁
CεflE
′(t),w ′v(t)
)︁
− ⟨∂Aµ[µfl](t)E(t),wv(t)⟩dt
=
ZT
0
(︁
εfl(t)E ′(t),w ′v(t)
)︁
+
(︂
µfl(t)µ(t)−2 curl E(t), curl wv(t)
)︂
dt.
For example, we have εfl(t) ∈ L1 (Ω) and E ′(t) ·w ′v(t) ∈ L1(Ω), thus we
can reshape this into
⟨∂F(x)∗[v],h⟩(W(k))∗×W(k) =
ZT
0
⟨︂
µ(t)−2 curl E(t) · curl wv(t),µfl(t)
⟩︂
+
⟨︁
E ′(t) ·w ′v(t),εfl(t)
⟩︁
dt.
Here, ⟨·, ·⟩ denotes the dual product between L1(Ω) and L1 (Ω).
6.2.2 Ill-posedness
Unsurprisingly, the identication of ε and µ yields ill-posed problems.
Theorem 6.10. Let k ∈ N and f ∈ F(k). The task of finding ε or µ such that
F(ε,µ) = y ∈ Y(k−1) is locally ill-posed in every (ε,µ) ∈ D(P)∩W(k).
Proof. Let p = (ε,µ) ∈ D(P) ∩W(k) and (A,C) = P(p) ∈ X(k). Since
D(P)∩W(k) is an open subset ofW(k), there existsδ0 > 0 with B(p,δ0) ⊂
D(P)∩W(k). Let 0 < δ ⩽ δ0 be xed and (αj)j∈N be the sequence from
Lemma 5.6 with r := k+ 1. The ill-posedness of the reconstruction of ε
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can be done using the exact same proof as forρ in the elastic case. Thus,
we only have to tackle the ill-posedness with respect to µ. We dene
µj(t,x) :=
1
µ(t,x)−1 + δαj(t)/2
and pj := (ε,µj).
This yields P(pj) = (A+ RAj ,C), where
RAj (t)φ =
δ
2
αj(t) curl2φ ∈ V∗
for all φ ∈ V and almost all t ∈ I. Again, the norm of RAj stays bounded
for j→ 1 , and for v ∈ Hk(I;V) we see that⃦⃦
RAj v
⃦⃦
Hk(I;V∗) ⩽
δ
2
⃦⃦
αj(·)∥v(·)∥V
⃦⃦
Hk(I)
→ 0 as j→ 1 .
This allows us to apply Theorem 4.11.
Regarding the linearizations of F, we can prove the following analogs
of Corollary 6.5 and Lemma 6.6.
Corollary 6.11. Let k ⩾ 2 and f ∈ F(k). We consider F : D(P) ∩W(k) → Z
with Z =Wj,p(I;H) or Z = Cj(I;H) for 0 ⩽ j ⩽ k and 1 ⩽ p < 1 . For every
x = (ε,µ) ∈ D(P)∩W(k), the linearization ∂F(x) ∈ L(︁W(k),Z)︁ is a compact
operator.
Proof. ∂F(x) = ∂S(P(x)) ◦ ∂P(x) and ∂S(P(x)) is compact.
Lemma 6.12. Let k ⩾ 2, f ∈ F(k) and f ̸= 0. For all x ∈ D(P) ∩W(k), the
ranges of
∂εF(x) and ∂µF(x) ∈ L
(︂
Wk+1,1 (I;L1 (Ω)), Y(k−1)
)︂
are of infinite dimension.
Proof. The treatment of ε is identical to the treatment of ρ in the elas-
tic case. Let (βi)i∈N denote the sequence constructed in the proof of
Lemma 6.6. Choosing µfli(t,x) := βi(t), the right-hand side of the lin-
earized PDE with respect to µ reads βi(t) curl (µ(t)−2 curl E(t)), which
(by the construction of the βi) yields a set of linearly independent func-
tions if and only if curl (µ(t)−2 curl E(t)) ̸= 0 for at least one t ∈ sptβi.
The contrary would imply
0 =
Z
Ω
µ(t)−2|curl E(t)|2 dx ⩾ µ−21
Z
Ω
|curl E(t)|2 dx
which would then lead us to conclude E(t) = 0. This cannot be the case
for those t where βi(t) ̸= 0, because theβi were constructed in such a
way that E(t) ̸= 0 for all t ∈ sptβi.
7
D I S C R E T I Z AT I O N O F T H E A C O U S T I C WAV E
E Q UAT I O N
In the preceding chapters we have collected a lot of theoretical results
about dynamic inverse problems that concern evolution equations. How-
ever, we also wish to shed a light on how (and how well) these problems
can be solved in practice.
We choose the acoustic wave equation from Chapter 5 for these numer-
ical experiments. The main reason is the fact that its solution involves far
less unknowns than the vector-valued wave fields we have encountered
for both the elastic wave equation and the model for electromagnetic
waves. Furthermore, our analysis of the acoustic wave equation is not
limited to the time-consuming three-dimensional case. Instead, it allows
us to perform the majority of experiments in 2D, while giving only a few
3D results that expose dimension-related effects.
Obviously we need to be able to represent the data, the unknowns
and the involved operators in a discrete setting. This chapter is devoted
to these tasks. To be more precise, we need to be able to evaluate the
forward operator F and its derivative ∂F. Furthermore, solving linearized
problems (that will arise in the inversion algorithm) also involves eval-
uating the adjoint ∂F∗. From Chapter 5 we know that each of these
operators requires the solution of wave equations. The first section of this
chapter deals with the setup of a solver for the acoustic wave equation.
In doing so, we will see which discrete representation of the wave field
u = F(x) and the parameters x = (c,ν, ρ,q) are the most convenient from
a numerical point of view. Section 7.2 is concerned with the calculation of
norms and inner products on these discretized quantities. By combining
the PDE solver with these discrete norms, we can obtain approximations
of the needed operators, as we will present in Section 7.3. In particular,
there we discuss two possible approaches for the efficient evaluation of
the adjoint ∂F∗. This will conclude the discretization, and will set the
stage for the next chapter, where we are going to use of this setup for the
actual reconstruction of parameters.
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7.1 solver for the partial differential equation
The basis of the theoretical considerations in Chapter 5 is the initial- and
boundary value problem (5.15), which reads(︃
1
ρc2
u ′
)︃ ′
+
(︃
ρ ′
ρ2c2
+ ν
)︃
u ′ − div
∇u
ρ
+ qu = f in (0, T)×Ω,
(7.1a)
u(0) =
(︁
c−2ρ−1u ′
)︁
(0) = 0 in Ω, (7.1b)
u = 0 on (0, T)× ∂Ω.
(7.1c)
From Theorems 5.4 and 5.5 we know that the solution of such a problem
is not only needed to evaluate the forward operator F : (c,ν, ρ,q) ↦→ u but
also for its Fréchet-derivatives and the corresponding adjoints. However,
we should not rely on (7.1) for our numerical considerations, because it
makes explicit use of the first time derivative of the parameter ρ. This
means that if ρ is to be reconstructed, then we have to set up another
numerical scheme to approximate ρ ′ (e.g. by finite differences), resulting
in an additional source of discretization errors. Alternatively, we could
try to reconstruct the pair (ρ, ρ ′). Naturally, this huge increase in the
number of unknowns would negatively impact the reconstruction quality.
We can avoid these difficulties by directly working with problem (5.14);
it involves the PDE
1
ρ
(︃
1
c2
u ′
)︃ ′
+ νu ′ − div
∇u
ρ
+ qu = f.
This is also the form in which we derived the acoustic wave equation.
The weak formulation of this equation can be written as
D−1(Cu ′) ′ +Bu ′ +Au = f in L2(I;H−1(Ω)), (7.2)
with D(t)v := ρ(t)v, C(t)v := v/c(t)2 and B(t)v := ν(t)v for v ∈ L2(Ω).
Separating qu− div ∇uρ into two operators is only advantageous for the
theoretical analysis, thus we set
⟨A(t)φ,ψ⟩ :=
∫︂
Ω
∇φ · ∇ψ
ρ(t)
+ q(t)φψdx, φ,ψ ∈ H10(Ω).
Consequently, this A(t) is (in general) only H10(Ω)-coercive up to a per-
turbation in L2(Ω), i.e. it satisfies the Gårding-inequality
⟨A(t)φ,φ⟩ ⩾ A0∥φ∥2H10(Ω) − ∥q∥L∞(I;L∞)∥φ∥
2
L2(Ω).
Here, A0 = ρ−11 C
−2
p denotes the coercivity constant of the original A.
For conditions that ensure the unique solvability of initial value prob-
lems for (7.2), and its equivalence to (7.1) we can rely on Corollary 3.12.
By using it we see that both equations are equivalent if (c,ν, ρ,q) ∈W(1),
or in the case of a ρ that is constant in time.
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Figure 7.1: Structuring of space-time meshes of line methods
In contrast to elliptic equations, hyperbolic and parabolic partial differ-
ential equations behave very differently in one dimension (often labeled
as the time variable) than in all of the other (space) dimensions. This
is not only a main theme in their theoretical analysis, but also in the
numerical approximation of their solution. Line methods first perform a
discretization in only one variable, yielding a semidiscrete problem, be-
fore also discretizing in the second variable, in the hope that this two-step
process can be analyzed and discretized more efficiently. These methods
naturally fall into two categories:
(i) Vertical lines (often just denoted as the “method of lines”): First
discretize in space (for example using finite elements or finite dif-
ferences). This results in a very large system of ODEs that can be
solved with appropriate methods, for instance with Runge-Kutta
schemes.
(ii) Horizontal lines (also known as the “Rothe-Method”): First perform a
time discretization (e.g. by the Θ-method or the Newmark scheme).
One obtains a sequence of elliptic boundary value problems that
can then be discretized in space.
The names arise by picturing a x-t coordinate system, as shown in
Figure 7.1. Discretization in time first yields a continuous problem at
finitely many points in time, i.e. the space-time mesh is structured
horizontally. Analogously, the other method corresponds to a series of
vertical lines. For details we refer to the standard literature, like [GR05].
It is also possible to forgo this process and discretize the whole problem
directly, for instance using finite elements in space-time. Typically, the
memory needed to store and solve the resulting linear systems is much
higher when compared to line methods. However, the price decline of
computer memory has fueled their popularity, in the hope of achieving
faster PDE solutions (the classical memory versus computing power
trade-off). We want to be able to run multiple PDE solutions in parallel
on a workplace computer (with 32GiB of memory) and therefore decide
to rely on a line method.
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In literature, the method of vertical lines is featured more prominently
(e.g. [DL00]). If the meshes are kept constant in time, then both line
methods yield the same discretization (cf. [BGR10; BR99]). The Rothe-
Method (horizontal lines) allows the use of time-dependent meshes,
as long as one is able to transfer a function of one mesh to the next.
Moreover, horizontal lines are a better t with our theoretical analysis
based on evolution equations: The semidiscretization in time does not
rely on specic knowledge about spaces V = H10(Ω) and H = L2(Ω).
Thus, at least the rst part of the PDE solver is easily adapted to other
equations, like the elastic wave equation. Therefore we will perform the
discretization in the Rothe-framework.
7.1.1 Semidiscretization in time
Here, it is more convenient to work with (7.2) as a system of two rst-
order equations. By writing v := u ′ we obtain the system
u ′ = v, (7.3a)
D−1(Cv) ′ = (f−Au−Bv), (7.3b)
where the equalities should hold in L2(I;L2(Ω)). There is nothing to
be gained in the numerical analysis by requiring homogeneous initial
values, therefore we complement this system by initial conditions
u(0) = u0 ∈ H10(Ω) and v(0) = v0 ∈ L2(Ω). (7.3c)
We assume that there exists a pair(u,v) consisting of
u ∈ L2(I;H10(Ω))∩H1(I;L2(Ω)) and v ∈ H1(I;L2(Ω))
that solves (7.3), and now aim to approximate this tuple.
Note that although f(t) and −A(t)u(t) may only belong to H−1(Ω), at
least their sum belongs to L2(Ω), because the left-hand side of (7.3b) is
an element of L2(Ω). We make the equation explicit in Cv by applying D
to both sides of (7.3b).
Let N ∈ N and 0 = t0 < t1 < · · · < tN−1 < tN = T be a partition
of I = [0,T ]. At least formally, we may set un := u(tn) and vn := v(tn)
and in the same way introduce An, Bn, Cn, Dn and fn for n = 0, . . . ,N.
For the time derivatives of u and v we use the θ-scheme, which means
that they are replaced by a weighted sum of forward- and backward
difference quotients
un+1 − un
tn+1 − tn
≈ θu ′(tn+1) + (1− θ)u ′(tn),
Cn+1vn+1 −Cnvn
tn+1 − tn
≈ θ (Cv) ′(tn+1) + (1− θ) (Cv) ′(tn).
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By inserting equations (7.3a) and (7.3b) into these expressions, we obtain
the semidiscrete system
un+1 − un
tn+1 − tn
= θvn+1 + (1− θ)vn, (7.4a)
Cn+1vn+1 −Cnvn
tn+1 − tn
= θDn+1
(︁
fn+1 −An+1un+1 −Bn+1vn+1
)︁
+ (1− θ)Dn(fn −Anun −Bnvn),
(7.4b)
which we aim to solve for all n = 0, . . . ,N− 1 to obtain un+1 and vn+1
based on the known un, vn. The parameter θ ∈ [0, 1] allows to control
how implicit this scheme is with respect to un+1 and vn+1. If θ = 0, then
the right-hand sides do not depend on these values at all.
Some reorganization, and the definition of kn+1 := (tn+1 − tn)
−1
shows (7.4) to be equivalent to
kn+1u
n+1 = (1− θ)vn + kn+1u
n + θvn+1(︁
kn+1C
n+1 + θDn+1Bn+1
)︁
vn+1 = θDn+1
(︁
fn+1 −An+1un+1
)︁
+ (1− θ)Dn(fn −Anun −Bnvn)
+ kn+1C
nvn.
If we eliminate vn+1 from the first equation, then we can use it to first
solve for un+1, and then obtain vn+1 from the second equation. In order
to do so, we must apply kn+1Cn+1 + θDn+1Bn+1 (invertible for large
kn+1) to the first equation, which then attains the form
kn+1
(︁
kn+1C
n+1 + θDn+1Bn+1
)︁
un+1
=
(︁
kn+1C
n+1 + θDn+1Bn+1
)︁[︁
(1− θ)vn + kn+1u
n
]︁
+ θ2Dn+1
(︁
fn+1 −An+1un+1
)︁
+ θ(1− θ)Dn
(︁
fn −Anun −Bnvn
)︁
+ θkn+1C
nvn.
Now it gets tricky. We wish to solve this equation for un+1, hence
An+1un+1 belongs to the left-hand side. Unfortunately, we cannot
evaluate Dn+1 at fn+1 and An+1un+1 separately. Thus, the only way to
proceed is applying
(︁
Dn+1
)︁−1 to both sides of this equation, which then
allows all expressions that involve un+1 to be moved to the left-hand
side. This results in the system(︂
k2n+1
(︁
Dn+1
)︁−1
Cn+1 + θkn+1B
n+1 + θ2An+1
)︂
un+1
=
(︂
kn+1
(︁
Dn+1
)︁−1
Cn+1 + θBn+1
)︂[︁
(1− θ)vn + kn+1u
n
]︁
+ θ
(︁
Dn+1
)︁−1[︁
(1− θ)Dn(fn −Anun −Bnvn) + kn+1C
nvn
]︁
+ θ2fn+1,
(7.5a)
(︂
kn+1C
n+1 + θDn+1Bn+1
)︂
vn+1
= θDn+1
(︁
fn+1 −An+1un+1
)︁
+ (1− θ)Dn
(︁
fn −Anun −Bnvn
)︁
+ kn+1C
nvn.
(7.5b)
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This motivates the following semidiscrete algorithm for the solution
of (7.2).
Algorithm 7.1 (Semidiscretization of (7.2)).
• Set u0 = u0 and v0 = v0.
• For every n = 0, . . . ,N− 1, calculate
(1) un+1 ∈ H10(Ω) from un and vn by solving (7.5a), and
(2) vn+1 ∈ L2(Ω) from un+1, un and vn by solving (7.5b).
The first equation (7.5a) is a kind of Helmholtz-equation, because the
operator on its left-hand side is the sum of an H10(Ω)-coercive operator
(found inside An+1) and multiple operators belonging to L(L2(Ω)). How-
ever, for large enough kn+1 the L2(Ω)-coercivity of kn+1Cn+1 will force
the whole operator to be H10(Ω)-coercive. By Lax-Milgram’s lemma, this
equation is then uniquely solvable for every right-hand side belonging
to H−1(Ω), and its solution un+1 is an element of H10(Ω). The operator
in the second equation (7.5b) is L2(Ω)-coercive, but at first glance its
right-hand side only belongs to H−1(Ω), which would pose a problem.
We sum up this discussion and take a closer look at the second equation
in the following lemma.
Lemma 7.2. Let (c,ν, ρ,q) ∈ D(F) with ν, q ∈ C(I;L∞(Ω)) and f ∈
C(I;H−1(Ω)). Further, let θ ∈ (0, 1], u0 ∈ H10(Ω), v0 ∈ L2(Ω) such that
f(0) −A(0)u0 ∈ L2(Ω). We assume that the time step size tn+1− tn = k−1n+1
is small enough so that
kn+1 ⩾ max
{︄
c21
(︂
α0 + θρ1∥ν∥L∞(I;L∞)
)︂
,
θ2ρ1∥q∥L∞(I;L∞)
α0
}︄
(7.6)
is satisfied for every n = 0, . . . ,N− 1 and a fixed α0 > 0. Then Algorithm 7.1
generates a well-defined finite sequence ((un, vn))n=0,...,N ⊂ H10(Ω)× L2(Ω),
and for every n = 0, . . . ,N − 1, the tuple (un, vn,un+1, vn+1) solves the
system (7.4).
Proof. Before we begin we would like to remind the reader that the
constants ρ0, ρ1 and c1 bound the parameters ρ and c from below and
above, and originate from the definition of D(F) on page 78.
The restriction on the time step size causes kn+1Cn+1 + θDn+1Bn+1
to be L2(Ω)-coercive, because(︁(︁
kn+1C
n+1 + θDn+1Bn+1
)︁
φ,φ
)︁
⩾
(︂
kn+1c
−2
1 − θρ1∥ν∥L∞(I;L∞)
)︂
∥φ∥2L2(Ω) ⩾ α0∥φ∥2L2(Ω)
holds for all φ ∈ L2(Ω). Moreover, we can easily show that the operator
involved in the first equation is H10(Ω)-coercive; for ψ ∈ H10(Ω) we have⟨︂(︂
k2n+1
(︁
Dn+1
)︁−1
Cn+1 + θkn+1B
n+1 + θ2An+1
)︂
ψ,ψ
⟩︂
⩾ θ2A0∥ψ∥2H10(Ω) +
(︂
kn+1ρ
−1
1 α0 − θ
2∥q∥L∞(I;L∞)
)︂
∥ψ∥2L2(Ω)
⩾ θ2A0∥ψ∥2H10(Ω).
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We give an inductive proof that shows un+1 and vn+1 to be well-defined.
From the assumptions in the assertion we have (u0, v0) ∈ H10(Ω)× L2(Ω)
and f0 −A0u0 ∈ L2(Ω). We prove that from (un, vn) ∈ H10(Ω)× L2(Ω)
and fn −Anun ∈ L2(Ω) follows that (7.5) possesses a unique solution
(un+1, vn+1) ∈ H10(Ω)× L2(Ω) that also has fn+1−An+1un+1 ∈ L2(Ω).
We have already seen that the right-hand side of (7.5a) belongs to
H−1(Ω), and know that the operator on the left-hand side is H10(Ω)-
coercive, which ensures the unique existence of un+1 ∈ H10(Ω) that
solves this equation. By rearranging (7.5a) we observe that
−θ2
(︁
fn+1 −An+1un+1
)︁
=
(︂
kn+1
(︁
Dn+1
)︁−1
Cn+1 + θBn+1
)︂[︁
(1− θ)vn + kn+1(u
n − un+1)
]︁
+ θ
(︁
Dn+1
)︁−1[︁
(1− θ)Dn(fn −Anun −Bnvn) + kn+1C
nvn
]︁
.
By assumption, fn −Anun ∈ L2(Ω) and there are no further occurrences
of A or f on the right-hand side. Thus, the left-hand side and due to
θ ̸= 0 also fn+1 −An+1un+1 belong to L2(Ω). We can use this to solve
the second equation (7.5b), which as we now know has a right-hand side
in L2(Ω), and a L2(Ω)-coercive operator on the left. Hence, this equation
admits a unique solution vn+1 ∈ L2(Ω). By design, the system (7.5) is
equivalent to (7.4).
The lower bound (7.6) for kn+1 depends on the arbitrary constant
α0 > 0. The first expression is increasing in α0, and the second is
decreasing in α0. Therefore, their maximum is minimal when both
expressions are equal. By choosing α0 in this way, we deduce that
kn+1 ⩾
θ∥q∥√︂
1/4∥ν∥2 + c−21 ρ−11 ∥q∥− 1/2∥ν∥
.
is the optimal bound that we can obtain from (7.6) in the case that ν and
q do not vanish everywhere.
Further, we would like to note that it would have been sufficient
to consider the L∞-norms of the negative parts ν− := min{ν, 0} and
q− := min{q, 0} of ν and q in (7.6). Thus, the bound for kn+1 could be
drastically simplified to read kn+1 ⩾ 0 (which is satisfied anyway) if we
assume both functions to be nonnegative.
It is almost obvious why we had to assume θ > 0 in Lemma 7.2: For
θ = 0, the θ-scheme coincides with the explicit Euler method, which
has the advantage of only requiring the solution of linear equations
in L2(Ω). However, this also implies that the algorithm cannot ensure
un+1 ∈ H10(Ω).
For a detailed analysis of the θ-scheme we refer to the pertinent lit-
erature, e.g. [GR05] and also the articles [BGR10; BR99] that discuss a
variety of possible ways to perform the time discretization (and connect
them to Galerkin methods in space-time). The key takeaways from the
theory are the fact that the θ-schemes are stable for θ ⩾ 1/2, and that
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the method for θ = 1/2 is of second order and is also known as the
Crank-Nicolson method. At least in theory, for θ ̸= 1/2 the scheme is only
of rst order, but choosing θ = 1 (implicit Euler method) can be used to
reduce oscillations in the solution. Furthermore, θ = 2/3 gets rid of the
third order term in the convergence analysis, which might also result in
better approximations in practice (where the constants in front of these
terms actually matter).
7.1.2 Discretization in space
The semidiscrete problem (7.5) still relies on the solution of innite-
dimensional elliptic problems in H10(Ω) and L2(Ω). We will change this
now by employing the nite element method ( fem). Note that it is not
our goal to give a detailed introduction into nite elements. There is an
abundance of books that do a good job on explaining the method and
the inner workings of nite element libraries, e.g. [BR 03; BS08; SS05]. We
mainly apply the ideas of this method in order to replace the innite-
dimensional linear problems in Algorithm 7.1 by suitable matrices, and
focus on how they can be solved efciently.
We will begin with the assumption that the mesh does not change
between time steps, but later in this section we are going to remark on
what needs to be changed to facilitate time-dependent meshes. Let a
nite subspace Vh ⊂ V = H10(Ω) be given, with a basis φ1, . . . ,φM where
M ∈ N . In practice, we use piecewise linear and globally continuous
functions on a rectangular mesh approximation of Ω, which we assume
to be a polygon to avoid boundary issues. In order to obtain sparse
matrices, the basis functions should have small support. We will always
use the nodal basis, which means each basis function has the value1 on
exactly one node and vanishes on the other nodes.
Our main challenge is the fact that matrix assembly is costly, often even
slower than the solution of the resulting linear systems. The semidiscrete
problem contains a lot of operators that need spatial discretization, and
on top of that they even change in between time steps. In consequence,
we have to reassemble most matrices after every time step. Caching
matrices in between PDE solves is not an option due to memory concerns,
and at least one of the matrices will change constantly in the inversion
process. Hence, we should try to keep the number of different operator
combinations that we need to discretize as low as possible. To this end, we
apply
(︁
Dn+1
)︁−1 to (7.5b), and further introduce the auxiliary variables
xn := (1− θ)vn + kn+1u
n
yn := (1− θ)
(︁
Dn+1
)︁−1
Dn(fn −Anun −Bnvn)
+ kn+1
(︁
Dn+1
)︁−1
Cnvn.
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With them, the system we need to solve in each step reads(︂
k2n+1
(︁
Dn+1
)︁−1
Cn+1 + θkn+1B
n+1 + θ2An+1
)︂
un+1
=
(︂
kn+1
(︁
Dn+1
)︁−1
Cn+1 + θBn+1
)︂
xn + θ2fn+1 + θyn
(7.7a)
(︂
kn+1
(︁
Dn+1
)︁−1
Cn+1 + θBn+1
)︂
vn+1 = θ(fn+1 −An+1un+1) + yn,
(7.7b)
which we now only expect to hold in V∗h ⊃ H−1(Ω) for n = 0, . . . ,N− 1.
Similarly, we restrict our search for (uk,vk) (k = 0, . . . ,N) to Vh × Vh.
Thus, there exist coefcients Uk,Vk ∈ RM such that
uk =
MX
j=1
Ukj φj and vk =
MX
j=1
Vkj φj.
Additionally, we dene a right-hand side vector Fk :=
(︁⟨︁
fk,φi
⟩︁)︁
i
∈ RM,
and matrices A k,Bk,Ck ∈ RM×M element-wise for i, j = 1, . . . ,M via
A kij :=
⟨︁
Akφi,φj
⟩︁
=
Z
Ω
div
(︃∇φi · ∇φj
ρ(tk)
)︃
+ q(tk)φiφj dx,
Bkij :=
(︁
Bkφi,φj
)︁
=
Z
Ω
ν(tk)φiφj dx and
Ckij :=
(︂(︁
Dk
)︁−1
Ckφi,φj
)︂
=
Z
Ω
φiφj
ρ(tk)c(tk)
2
dx.
Numerically, these values have to be computed using quadrature formu-
las. The auxiliary variable xn is a linear combination of un and vn, and
therefore belongs to Vh. Its coefcients with respect to the nite element
basis areXn := (1− θ)Vn + kn+1Un. The numerical implementation
of these vectors and matrices should be straightforward in most nite
element libraries.
Due to linearity, the system for (un+1,vn+1) is solved if and only if
their coefcients vectors satisfy[︂(︁
k2n+1Cn+1 + θkn+1Bn+1 + θ2A n+1
)︁
Un+1
]︂
i
=
[︂(︁
kn+1Cn+1 + θBn+1
)︁
Xn
]︂
i
+ θ2Fn+1i + θ(y
n
,φi),
(7.8a)
[︂(︁
kn+1Cn+1 + θBn+1
)︁
Vn+1
]︂
i
= θ
[︂
Fn+1 −A n+1Un+1
]︂
i
+ (yn,φi)
(7.8b)
for all i = 1, . . . ,M. What remains is to nd a means to compute the
inner products (yn,φi). We have
(yn,φi) = (1− θ)
(︂(︁
Dn+1
)︁−1
Dn(fn −Anun −Bnvn),φi
)︂
+ kn+1
(︂(︁
Dn+1
)︁−1
Cnvn,φi
)︂
,
(7.9)
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and the second summand is equal to kn+1
[︁
Cn,n+1Vn
]︁
i
if we dene the
additional matrix Cn,n+1 with entries given for i, j = 1, . . . ,M as
Cn,n+1ij :=
(︂(︁
Dn+1
)︁−1
Cnφi,φj
)︂
=
Z
Ω
φiφj
ρ(tn+1)c(tn)
2
dx.
In the special case
(︁
Dn+1
)︁−1
Dn = Id (obtained by a time-independent ρ),
the rst summand on the right-hand side of (7.9) would be equal to (1−
θ)[Fn −A nUn −BnVn]i, which is easily implemented. Furthermore, in
this situation Cn,n+1 = Cn, hence assembly of the matrix Cn,n+1 would
become unnecessary. However, it is not apparent how to proceed in the
general case: From our theoretical analysis of the semidiscretization, we
know that fn−Anun−Bnvn ∈ L2(Ω), but it might not belong to Vh. We
would need the latter to apply a matrix representation of (Dn+1)−1Dn
to it. Even if we were allowed to apply this operator to each summand
of fn −Anun − Bnvn individually (e.g. if f ∈ L2(I;L2(Ω))), this would
force us to assemble two additional matrices and one additional vector
in each time step.
To overcome the problems above, we choose to insert a projection
onto Vh before the application of Dn in (7.9). Let α ∈ RM denote the
coefcients of this projected value, i.e.
PVh(f
n −Anun −Bnvn) =
MX
j=1
αjφj.
For i = 1, . . . ,M these coefcients satisfy
MX
j=1
αj
(︁
φi,φj
)︁
= (PVh(f
n −Anun −Bnvn),φi)
= [Fn −A nUn −BnVn]i,
and the left-hand side is simply the ith component of M α, where M
denotes the mass matrix with entries M ij :=
(︁
φi,φj
)︁
. We conclude that
we can obtain the coefcients α by solving the additional linear system
M α = Fn−A nUn−BnVn. The subsequent application of (Dn+1)−1Dn
is realized through the matrix D n,n+1 ∈ RM×M, dened by
D n,n+1ij :=
(︂(︁
Dn+1
)︁−1
Dnφi,φj
)︂
=
Z
Ω
ρ(tn)
ρ(tn+1)
φiφj dx
for i, j = 1, . . . ,M. Inserting all of this into ( 7.9) yields
(yn,φi) ≈ Yni := (1− θ)
[︁
D n,n+1M −1(Fn −A nUn −BnVn)
]︁
i
+ kn+1
[︁
Cn,n+1Vn
]︁
i
,
which we employ in ( 7.8) to nally arrive at the system(︁
k2n+1Cn+1 + θkn+1Bn+1 + θ2A n+1
)︁
Un+1
=
(︁
kn+1Cn+1 + θBn+1
)︁
Xn + θ2Fn+1 + θYn,
(7.10a)(︁
kn+1Cn+1 + θBn+1
)︁
Vn+1 = θFn+1 − θA n+1Un+1 + Yn. (7.10b)
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It can be solved in every time step n = 1, . . . ,N. The initial values
(U0,V0) are the coefcients of the L2(Ω)-projection of (u0,v0) onto Vh,
but it is more convenient to simply interpolate them at the mesh nodes.
In practice, we will always deal with homogeneous initial values anyway,
where this is of no consequence.
t ime -dependent meshes The correct way of working with a
different mesh for every time step, represented by nite-dimensional
spacesV0h, . . . ,VNh ⊂ V , would mean going back to (7.7). These equations
should yield un+1, vn+1 ∈ Vn+1h , but also depend on functions fn, un,
vn on the previous nite element space Vnh . Operations on the latter
should be replaced by nonsquare matrices (with test functions in Vn+1h
and trial functions in Vnh ). Assembling these matrices is tedious because
it is not immediately clear which basis functions from Vnh and Vn+1h
couple (i.e. have intersecting supports). Even if this is possible, for
instance because the meshes share the same hierarchy, it would mean
that matrices for the same operator would have to be assembled multiple
times but on different mesh combinations. This could quickly negate the
positive effects of adaptive meshing.
It is much more practical to compute parts of the two right-hand sides,
that depend on values at time tn on the old mesh and then simply
interpolate them on the new mesh. Afterwards, we may continue with
the operations that depend on tn+1. This approach has the striking
advantage that at any given time, only one mesh has to be held in memory.
A similar method (based on projections) is analyzed in [BS 05]. Let
In,n+1 ∈ L(︁Vnh ,Vn+1h )︁ denote the interpolation from the old- to the new
nite element space, and Mn, Mn+1 the dimensions of the two spaces.
Hence, In,n+1 can be represented through a matrix I n,n+1 ∈ RMn+1×Mn .
Quantities on the old mesh are exclusively found in the vectors Xn and
Yn, thus instead of (7.10) we obtain the system(︁
k2n+1Cn+1 + θkn+1Bn+1 + θ2A n+1
)︁
Un+1
=
(︁
kn+1Cn+1 + θBn+1
)︁
I n,n+1Xn + θ2Fn+1 + θI n,n+1Yn
(7.11a)(︁
kn+1Cn+1 + θBn+1
)︁
Vn+1 = θFn+1 − θA n+1Un+1 + I n,n+1Yn.
(7.11b)
We sum up the steps needed to acquire a numerical approximation of
the solution of ( 7.2) in the following algorithm.
Algorithm 7.3 (Solver for the Acoustic Wave Equation) .
 Interpolate (or project) the initial values u0, v0 into vectors U0, V0.
 Assemble the vector F0 and the matrices A 0, B0 and C0.
 For n = 0, . . . ,N− 1:
(1) Assemble Cn,n+1 and D n,n+1.
(2) Calculate the vectors Xn and Yn.
(3) (Optional) Perform a mesh change and transferXn and Yn to
the new mesh. Clear all other matrices and vectors.
7.1 solver for the partial differential equation 116
(4) Assemble the vector Fn+1 and the matrices A n+1, Bn+1 and
Cn+1.
(5) Calculate the right-hand side and system matrix for ( 7.11a).
(6) Solve (7.11a) to acquire Un+1.
(7) Complete the right-hand side and system matrix for ( 7.11b).
(8) Solve (7.11b) to acquire Vn+1.
In this algorithm, we used the word assemble for tasks that involve
numerical quadrature. All subsequent calculations then mainly consist
of adding and scaling these precomputed vectors and matrices. Each
time step involves the solution of up to three (one is hidden in Yn) high-
dimensional sparse linear systems, for which iterative solvers like gmres
and cg are well-suited. Since we only have to deal with symmetric ma-
trices we use the latter, preconditioned with ssor (symmetric successive
over-relaxation, [SB05]).
The algorithm was formulated in a way that the memory usage is kept
minimal: At every given time, we require memory for up to ve vectors,
six matrices and, most importantly, only one mesh. Due to the possible
interactions between the nite elements we use, these matrices possess at
most 9 structural nonzero entries per row when d = 2, which increases to
27 in a three-dimensional setting. Of course we will also have to store the
solution vector (U0, . . . ,UN) for the inversion process. The fact that we
will rarely go below N = 128 means that the PDE-solver has a memory
footprint that is comparable to the footprint of such a space-time nite
element vector. However, the latter is typically not accessed as often and
could thus more easily be stored on slower media.
7.1.3 Numerical validation
We have implemented Algorithm 7.3 in c++, using the open-source nite-
element library deal .ii [Arn+ 19; BHK07]. It helps us to keep track of
the mesh, manages the degrees of freedom on this mesh and performs
numerical quadrature. The code is not hardwired to a specic choice
of the (space) dimension d, and thus supports one-, two- and three-
dimensional simulations. Note that deal .ii -meshes are comprised of
quadrilaterals and hexahedra instead of simplices, and can therefore
technically not be referred to as triangulations.
Although the algorithm itself looks relatively simple, even with the help
of such a library its implementation already amounts to several thousand
lines of code: Becausedeal .ii only has a limited concept of time, we
need to provide our own functions and data structures that deal with
space-time meshes and discretized functions (tuples like (︁U0, . . . ,UN)︁)
on such meshes. Finally, the solver itself must be written in such a way
that it can be used to construct operators that relate to the direct problem.
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In particular, it must be able to efficiently work with parameter tuples
(c,ν, ρ,q) that arbitrarily combine discretized and continuous functions.1
Before we use this PDE-solver to solve inverse problems we should
therefore prove that our implementation is correct. As is common, we
accomplish this by solving a problem with a known classical solution u¯,
and then compare the error between the numerical- and exact solutions.
This error should be small and, more importantly, should decrease when
we refine the mesh. The theoretical framework for fem even provides
expectations for convergence rates. The time discretization using θ = 1/2
(Crank-Nicolson) should be of second order in the maximal time step
size
∆t := max
i=0,...,N−1
(ti+1 − ti)
as long as the spatial discretization is fine enough and fixed, cf. [BGR10;
GR05]. On the other hand, if we fix the discretization points in time
and refine only in space, then we should see that the L2(I;L2)-error
between u¯ and its numerical approximation u should be of order h2 in
the maximal cell diameter h > 0. The same should hold for u¯ ′ and v,
while ∥u¯− u∥L2(I;H10) should at least convergence linearly in h. In case
of piecewise quadratic elements, these expectations increase to O(h3)
and O(h2). These results already take into account that we neither have
to deal with approximations of the domain’s boundary ∂Ω, nor the
approximation of inhomogeneous boundary value functions.
Let I := [0, 3], Ω := (0,π)d and d ∈ {2, 3}. Of course we test our
implementation with time- and space-dependent parameters; we choose
c(t, x) :=
√
1+ t(1+ x1) q(t, x) := 1/20(t+ x1x2)
ρ(t, x) := (1+ t)(1+ x2) ν(t, x) := 1/20 |cos(tx2)|
for (t, x) ∈ I×Ω and would like the solution of the acoustic wave equa-
tion (5.14) to be equal to
u¯(t, x) := cos(t)
d∏︂
i=1
sin(xi).
In order to achieve this, we define the initial values to be u0 := u¯(0) and
v0 := u¯
′(0) = 0, and use the right-hand side
f(t, x) :=
1
ρ(t, x)
d
dt
(︄
u¯ ′(t, x)
c(t, x)2
)︄
− div
(︃∇u¯(t, x)
ρ(t, x)
)︃
+ q(t, x)u¯(t, x) + ν(t, x)u¯ ′(t, x),
which can be simplified by hand.
We employ the same uniform mesh of Ω in every time step, and
distribute the time steps equidistantly as well. The linear systems in
Algorithm 7.3 are solved iteratively, up to a relative tolerance of 10−8
1 Typically, the parameter that is to be reconstructed will be discrete and the others will be
continuous.
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Figure 7.2: Convergence of errors in the 2D reference scenario with piecewise
linear elements
in the residual. For the entries of the needed matrices and right-hand
side vectors we apply Gauß quadrature of fifth order. We also make use
of this quadrature to compute the errors of the approximated u and v
to the exact solution. A faster alternative would consist of looking at
the differences to the FE-interpolations of u¯ and u¯ ′, but on very coarse
meshes this could significantly distort the results.
We start by examining what happens if we refine only in time. For
this, we consider piecewise linear elements, d = 2 and a fixed spa-
tial mesh with M = 263169 degrees of freedom, which implies h =
π
√
d/
(︁
M1/d − 1
)︁ ≈ 8.7 · 10−3. The resulting errors for various values
of N are shown in Figure 7.2a. As expected, in this logarithmic pre-
sentation the L2(I;L2(Ω))-errors of u and v describe straight lines with
slopes 1.9 and 2.0 respectively. These observations match the theoretical
convergence rate O(∆t2).
Let us now fix the time discretization to N = 256 subintervals and
vary the refinement in space. The corresponding results are depicted as
Figure 7.2b and let us conclude
∥u− u¯∥L2(I;L2(Ω)) ≈ O
(︁
h2.0
)︁
,
⃦⃦
v− u¯ ′
⃦⃦
L2(I;L2(Ω)) ≈ O
(︁
h2.0
)︁
,
and ∥u− u¯∥L2(I;H10(Ω)) ≈ O
(︁
h1.1
)︁
.
Again, these rates are on a par with the theoretical predictions. Experi-
ments with quadratic elements and a higher N = 1024 yield the slopes
3.0, 2.9 and 2.0.
We have conducted analogous experiments in a three-dimensional
setting and obtained the same results for the convergence in time and in
space. With these observations we can safely assume that our implemen-
tation is correct enough to be used as the forward solver in the context of
an inverse problem. However, before we close this section we would like
to remark that Figure 7.2 has only limited use to draw conclusions about
the approximation quality of our forward operators, because we had
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to choose a smooth solution ufl and smooth parameters. Reconstructed
parameters are unlikely to be as regular, and thus might produce higher
approximation errors in u.
7.2 inner products
The use of the appropriate norms from the innite-dimensional problem
is (in the author’s view) one of the main differences between the elds of
inverse problems and optimization. Although it is much easier to just
use p-norms of the numerical coefcient vectors, they probably do not
t to the continuous problem. Additionally, they are heavily dependent
on the space-time mesh used for the discretization. This means that the
ability to invert the problems (and the quality of this inversion) will also
heavily depend on the mesh. In particular, we could not expect that the
number of needed iteration steps is independent of the mesh, or even
that it remains bounded for ner meshes. Moreover, all hyper-parameters
have to be ne-tuned not with respect to the underlying problem, but
with respect to the discretization.
Furthermore, the usual norms on Rn do not capture the smoothness
in time of the parameter that is to be reconstructed. This smoothness
is required by the theoretical results, and its absence might cause the
inversion algorithm to diverge. Also, this coupling between the time
steps of the reconstruction reduces the effective number of unknowns.
Naturally, there will always be some dependence on the mesh, for ex-
ample due to approximation errors in the PDE solver, but the goal should
be that the discretized problem approaches the continuous problem when
the mesh is rened. Therefore, we will try to nd numerical approxima-
tions of norms that are relevant to our problem. It is important to note
that these norms do not only appear in an explicit way (when evaluating
them) but also implicitly in the adjoint of the FrØchet-derivative of our for-
ward operator F. Thus, it would be advantageous if we could gain access
to transformation matrices that translate between transposed matrices
and adjoints. To achieve this, we have to limit our focus to Hilbert spaces.
In particular, we derive approximations for the L2(I;L2)-, H1(I;L2)- and
H2(I;L2) inner products and the corresponding transformation matrices,
starting with L2(I;L2).
7.2.1 Approximation of L2(I;L2(Ω))
With Vh ⊂ H10(Ω) we again denote our nite element space with basis
{φ1, . . . ,φM}, and 0 = t0 < · · · < tN = T describes the discretization
in time. Suppose that we are given two functions u , v ∈ C(I;Vh) and
the task of evaluating (u , v )L2(I;L2). Numerically, we have access to
u = (u0, . . . ,uN), v = (v0, . . . ,vN) ∈ RM(N+1), and the uk, vk are
the coefcients of u(tk), v(tk) with respect to our chosen basis of Vh.
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Of course this means that their L2-inner product (u(tk),v(tk)) can be
calculated without error via
(u(tk),v(tk)) =
MX
i=1
MX
j=1
uki v
k
j
(︁
φi,φj
)︁
= (uk)
⊺
M vk,
where M ∈ RM×M again denotes the mass matrix with entries (︁φi,φj)︁.
We propose that we approximate L2(I;L2) in time using the trapezoidal
rule, that is
(u , v )L2(I;L2) ≈
N−1X
k=0
tk+1 − tk
2
[︁
(u(tk+1),v(tk+1)) + (u(tk),v(tk))
]︁
=: u
⊺ X v =: (u,v)L2(I;L2). (7.12)
Had we chosen a space-time Galerkin ansatz with piecewise linear func-
tions in time then this would even be exact. Equation ( 7.12) gives rise to
a positive denite and symmetric matrix X ∈ RM(N+1)×M(N+1), which
means that the right-hand side of ( 7.12) denes an inner product on the
coefcient vectors u and v. We abuse notation by denoting this inner
product with (u,v)L2(I;L2).
The matrix X is not particularly useful for the evaluation of the inner
product, and is probably too big to store in computer memory anyway.
However, it becomes crucial if we require the adjoint (with respect to
L2(I;L2)) of another linear operator, given as a matrix, based on the
corresponding transposed matrix. Indeed, in this case X can be used
as a transformation matrix since (u,A v)L2(I;L2) = (A ∗u,v)L2(I;L2) for all
A ∈ RM(N+1)×M(N+1) by means of A ∗ := X−1A ⊺X . Fortunately, X
possesses a very simple structure; we have
X =
t1−t0
2 M
t2−t0
2 M
tN−tN−2
2 M
tN−tN−1
2 M
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Solving linear systems with this block-diagonal matrix simply amounts
to solving N+ 1 systems of sizeM. Furthermore, this matrix can be
easily adapted to the case of time-dependent meshes. It is also easily
generalized to other norms in the spatial variable. If we want to use
H10(Ω) instead, then all occurrences of the mass matrix M have to be
replaced by a matrix with entries
(︁
φi,φj
)︁
H10
=
(︁
φi,φj
)︁
+
(︁∇φi,∇φj)︁.
Note that this is the system matrix of the nite element discretization of
the elliptic equation φ−∆φ = g with homogeneous Dirichlet boundary
conditions. Thus, in this case the application of X−1 has a smoothening
effect on the spatial variable.
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7.2.2 Including time derivatives
The inner product of L2(I;L2(Ω)) is not enough to ensure differentiability
of the reconstructed parameters. This might not pose a problem for q
and ν, but it will probably cause the reconstruction of the mass density ρ
or the wave speed c to diverge. From the theoretical results we know that
the forward operator F is only differentiable in those ρ and c, that are at
least three times weakly differentiable and possess essentially bounded
derivatives. We will only approximate Hk(I;L2(Ω)) for k = 1,2, with the
hope that this will be sufcient. An even higher k would lead to excessive
computational complexity in the linear systems that have to be solved.
The large computing times are also the main reason why we will resort
to simple difference quotients and not higher order approximations of
derivatives (e.g. based on spline-interpolation). The other reason is the
fact that our forward solver already has an approximation error of order
O(∆t2). An assortment of difference quotients can be found in [For 88].
We approximate u ′(ti) with simple central difference quotients inside I
and one-sided quotients at the boundary, i.e.
u ′(ti) ≈ u (ti+1) − u (ti−1)
ti+1 − ti−1
, i = 1, . . . ,N− 1,
u ′(t0) ≈ u (t1) − u (t0)
t1 − t0
and u ′(tN) ≈ u (tN) − u (tN−1)
tN − tN−1
.
This approximation is of second order inside the time domain and of rst
order at the two boundary nodes. Naturally, this setup implies that the
approximation of u ′(ti) belongs to Vh as well, and its coefcients, which
we will denote by u ′ ∈ RM(N+1) (the prime is only a notation in this
case) can easily be calculated fromu. In fact, it is given by D (1)u with a
tridiagonal block matrix D (1). Furthermore, each block of this matrix is
a multiple of the M×M unit matrix.
For the second derivatives we employ the common second-order for-
mula
u ′′(ti) ≈ 4 u(ti−1) − 2u(ti) + u(ti+1)
(ti+1 − ti−1)
2
.
At the boundary nodes we simply copy the values at their neighbors,
u ′′(t0) ≈ u ′′(t1) and u ′′(tN+1) ≈ u ′′(tN−1). For three times differen-
tiable u this produces a rst-order approximation. Again, this gives rise
to u ′′ = D (2)u with an additional matrix D (2) that has a similar structure
as D (1). Of course we approximate v ′ and v ′′ in the same way.
We would like to have the option of giving different importance to the
parts of the H2 inner product. Thus, we introduce weights α,β ⩾ 0 and
set
(u , v )H2(I;L2) := (u , v )L2(I;L2) +α
(︁
u ′,v ′
)︁
L2(I;L2) +β
(︁
u ′′,v ′′
)︁
L2(I;L2).
As long as β > 0 (even if α = 0) this is still equivalent to the stan-
dard H2-inner product (highest and lowest order derivatives are suf-
cient, cf. [AF03, Theorem 5.2]), but will produce different numerical
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reconstructions when used in the context of inverse problems. Obvi-
ously we do not need to look at the H1-case separately; it is included
as the special caseβ = 0, α > 0. With the notation of the previ-
ous subsection we have (u ′,v ′)L2(I;L2) ≈
(︁
D (1)u,D (1)v
)︁
L2(I;L2) and
(u ′′,v ′′)L2(I;L2) ≈
(︁
D (2)u,D (2)v
)︁
L2(I;L2), thus
(u , v )H2(I;L2) ≈ u⊺ X v+α
(︁
D (1)u
)︁⊺XD (1)v+β (︁D (2)u)︁⊺XD (2)v
= u
⊺(︂X +αD ⊺(1)XD (1) +βD ⊺(2)XD (2))︂v.
The key fact, that allows the efcient inversion of this huge matrix is that
X commutes with the derivative matrices. Hence,
(u , v )H2(I;L2) ≈ u⊺
(︂
I +αD ⊺(1)D (1) +βD
⊺
(2)D (2)
)︂
X v.
We have already discussed that X−1 can be evaluated by solving N+ 1
linear systems of sizeM. The other matrix consists only of multiples of
M×M unit matrices, and can therefore be inverted by solving M linear
systems of sizeN+ 1. For d > 1 it is safe to assumeN+ 1 ≪ M, thus
even a dense matrix of size M×M will not cause memory problems.
However, since it has to be used to solve a lot of linear systems, it is
advised to precompute a factorization (e.g. LU or Cholesky) of it. In
our implementation we utilize the umfpack library [Dav 04] to perform a
sparse LU factorization.
We would like to make two remarks. First, this approach requires time-
independent meshes. Without this assumption, we would not be able
to easily decompose the linear system of size
P N
i=0Mi into a number
of systems of sizeN+ 1. Second, we would like to note that the time
components of these matrices are very similar to the ODEs we would
have to solve to obtain the adjoint of the embedding H2(I) ↪→ L2(I).
7.3 discretized operators
Using the PDE solver of section 7.1, implementing approximations of the
forward operator F : (c,ν,ρ,q) ↦→ u is not difcult. To avoid the runtime
cost of interpolation operators, we discretize the parameters on the same
mesh and with the same nite element basis (piecewise linear in space)
as the solution u.
The same holds for ∂F, which (according to Theorem 5.4) involves
the solution of the same PDE with more complicated right-hand sides.
These terms can be computed using quadrature; for the additional time
derivative in the right-hand side of ∂cF we additionally employ a simple
nite-difference scheme. Should this cause oscillations in the recon-
struction, then one should consider more stable approaches instead, for
example spline interpolation [HS 01] or higher order nite differences
that introduce more coupling between nodes.
Most inversion algorithms require access to the adjoint of ∂F in order
to map back to the parameter space. This is the reason why we already
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∂F(x)
∂F(x)∗
[︁
∂F(x)
]︁
d
[︁
∂F(x)∗
]︁
d
(︁[︁
∂F(x)
]︁
d
)︁∗
̸=
Figure 7.3: Should we use the approximation of the adjoint or the adjoint of the
approximation?
spent some effort on the adjoints of ∂S and ∂F in sections 4.2.3 and 5.3.1,
which resulted in the adjoint problem (5.24). We also know that if ν and
ρ ′ are time-independent then the adjoint equation has the same structure
as the original PDE. It only has to be solved backwards in time. For the
highly interesting case of a nonlinear (with respect to time) mass density
we require a specialized solver for the adjoint problem. We could go
back to section 7.1 and derive such a solver. However, even in this case
we will only obtain an approximation [(∂F(x)∗)]d of ∂F(x)
∗, which will
not be equal to the adjoint of the discretized ∂F(x), even if the correct
discretized norms are used (as visualized in Figure 7.3). Although this
approximation error will decrease with O
(︁
h2 +∆t2
)︁
, it can cause serious
complications in the solution of linear inverse problems with ∂F(x) as
a forward operator. For the solution of such problems with the linear
Landweber method this effect has already been analyzed on a theoretical
basis, see [EH18]. In numerical experiments we have observed that this
can also happen with the conjugate gradient method, especially near
the end of the reconstruction process, when the linear problems become
harder to solve. In the sequel, we will devise an algorithm that should
produce the matrix transpose (up to the tolerances of the linear solvers)
of the discretized ∂F(x) instead. The matrices from the previous section
can then be used to transform this transposed matrix to the desired inner
product.
Before we start, we would like to emphasize that one could also argue
in favor of the analytical adjoint. It is more likely to capture the nature
(e.g. smoothness) of functions in the domain of definition of ∂F. In
contrast, the transpose of the discretized derivative might put more focus
on effects that relate to the discretization. If its usage does not cause
problems, one should therefore prefer the analytical adjoint.
As outlined above, we discretized the partial derivatives of F by insert-
ing suitable right-hand side vectors into Algorithm 7.3, which results in
the vector U = (U0, . . . ,UN). The linearized wave fields possess homoge-
neous initial values, hence the algorithm is linear in the right-hand side
vector F¯ := (F0, . . . , FN). In consequence, it has to possess a representation
as a M(N+ 1)×M(N+ 1)-matrix L with LF¯ = U. Due to its size, and
the fact that it involves matrix inversions, we cannot simply assemble L
and then transpose it. Instead, we will derive a way to evaluate it that is
similar to Algorithm 7.3.
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From the system (7.11) that has to be solved in each time step, we
conclude that L can be decomposed into
L = EX−1R, (7.13)
where the matrix R is of size 2(N + 1)M× (N + 1)M and performs a
suitable weighting of Ffl such that the right-hand sides of (7.11) emerge.
The matrix X contains the matrices that have to be solved in each step to
acquire Un+1 and Vn+1, starting with U0 and V0. Thus, it is a square
matrix of size 2(N+ 1)M× 2(N+ 1)M. Finally, since we only want to
keep U, the (N+ 1)M× 2(N+ 1)M matrix E simply throws away every
secondM-block of its argument. This implies that it has the shape
E =
1 0
1 0
1 0
1 0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where each number represents the corresponding multiple of the M×M
identity matrix.
The entries of the matrices X and R are not so easily found. We
begin by having a closer look at the matrix R. The initial conditions
U0 = V0 = 0 do not make use of Ffl, hence the rst 2M rows of R must be
zero. Every subsequent block of 2M rows is determined by (7.11). The
right-hand side of (7.11a) depends on θ2Fn+1 + θ(1− θ)D n,n+1M −1Fn,
therefore the rst M rows of such a block perform this addition of the
entries Mn+ 1, . . . ,M(n+ 1) and M(n− 1)+ 1, . . . ,Mn of the input. The
secondM rows are given by the equation (7.11b) and combine θFn+1
with (1− θ)D n,n+1M −1Fn. We conclude that the matrix R reads
R =
0 0
0 0
θ(1− θ)D0,1M−1 θ2
(1− θ)D0,1M−1 θ
θ(1− θ)DN−1,NM−1 θ2
(1− θ)DN−1,NM−1 θ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Again, each entry in this matrix is to be understood as an M×M block.
Note that the application of R does not have to involve the solution of
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linear systems if Ffl consists of inner products with elements of Vh, which
cancel with the inverse of the mass matrix.
Now we turn to the matrix X. Its inverse has to map y = (y0, . . . ,yN) :=
RFfl onto the solution vector w :=
(︁
U0,V0, . . . ,UN,VN
)︁⊺
. By design of R,
the rst 2M entries y0 of y are zero, which is what we want (U0,V0) to be
as well. Thus, the rst rows of X can be set toI 2M×2M. For n = 0, . . . ,N,
the tuple (Un+1,Vn+1) ∈ R2M is the solution of a system that has a
linear combination of yn+1, Un and Vn as the right-hand side. Therefore,
there have to exist 2M× 2M-matrices X(1)n+1, X(2)n+1 such that
X
(2)
n+1
(︄
Un+1
Vn+1
)︄
= yn −X
(1)
n+1
(︄
Un
Vn
)︄
. (7.14)
The entries of these matrices are of course again given by(7.11) and are
equal to
X
(1)
n+1 =
(︃
θ(1− θ)D n,n+1M −1A n − kn+1
(︁
kn+1Cn+1 + θBn+1
)︁
(1− θ)D n,n+1M −1A n
θ(1− θ)
(︁
D n,n+1M −1Bn −Bn+1
)︁
− kn+1
(︁
θCn,n+1 + (1− θ)Cn+1
)︁
−kn+1Cn,n+1 + (1− θ)D n,n+1M −1Bn
)︃
X
(2)
n+1 =
(︃
k2n+1Cn+1 + kn+1θBn+1 + θ2A n+1 0
θA n+1 kn+1Cn+1 + θBn+1
)︃
.
Finally, we can place the systems (7.14) in the matrix X to conclude that
is takes the form
X =
1 0
0 1
X
(1)
1 X
(2)
1
X
(1)
2 X
(2)
2
X
(1)
N X
(2)
N
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
From the decomposition ( 7.13) of L we immediately obtain
L
⊺
= R
⊺
(X
⊺
)
−1
E
⊺
.
The application of E⊺ involves intercalating M zeros between eachM-
block of the argument to become a vector of length 2M(N + 1), i.e.
E
⊺
g = (g0,0,g1,0, . . . ,gN,0)
⊺ for g ∈ RM(N+1). The matrix X is a
lower triangular block matrix, thus X⊺ is an upper triangular block ma-
trix. By backward substitution, its inversion can be reduced to solving
N+ 1 systems of size2M. This is reminiscent of the theoretical adjoint
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that also involved solving the wave equation backwards in time. The
subsequent application of R⊺ is easily accomplished, and can even be
incorporated into the inversion of X⊺ in order to avoid having to store
(or worse, reassemble) the matricesD n,n+1.
Due to the structure of the right-hand side E⊺g and the blocks of X⊺
we can reduce the computational effort for each time step i = N, . . . ,0 to
the solution of a maximum of two linear systems of size M×M:
 i = N: The last 2M equations of X⊺w = E⊺g read
X
(2)
N
⊺
(︄
UN
VN
)︄
=
(︄
gN
0
)︄
.
Since
(︂
X
(2)
N
)︂
12
= 0, this breaks down into VN = 0 and the solution
of
(︂
X
(2)
N
)︂
11
UN = gN.
 i = N− 1, . . . ,1: Here we have to solve
X
(2)
i
⊺
(︄
Ui
Vi
)︄
+X
(1)
i+1
⊺
(︄
Ui+1
Vi+1
)︄
=
(︄
gi
0
)︄
.
Keeping in mind that X(2)i
⊺
is a lower triangular block matrix, this
system can rst be solved for Vi, and then for Ui.
 i = 0: The rst 2M equations read(︄
U0
V0
)︄
+X
(1)
1
⊺
(︄
U1
V1
)︄
=
(︄
g0
0
)︄
.
They do not require the solution of any linear systems.
Even in the case of time-dependent meshes we could therefore write our
scheme for the evaluation of L⊺ as an algorithm similar to Algorithm 7.3,
but with the reversed order of time steps. To save memory, it is again
advisable to rst calculate all quantities that depend on time step i+ 1,
clear the old matrices and only then assemble the matrices that involve
time step i.
As we have noted in the introduction of this section, the solution of the
wave equation is only one part in the evaluation of ∂F, because the right-
hand side depends on the linearization direction. In consequence, the
adjoint has to apply the corresponding transposed operations after L⊺.
However, they are relatively easy to derive, since the original operators
mainly consist of multiplications of nodal values and nite differences in
the time domain. Thus, we forgo their presentation here.
numerical comparisons Now we possess two solvers that ap-
proximate the adjoint of the operator ˆ︁L ∈ L(︁L2(I;L2(Ω)))︁, which maps
functions f to the solutions u of the acoustic wave equation with f as
the right-hand side. On the one hand, we can use the PDE solver from
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N
L∗ = Backwards-Solving L∗ = L⊺
trivial complex trivial complex
8 7.69 · 10−2 1.63 · 10−2 6.63 · 10−9 1.83 · 10−9
16 9.82 · 10−2 3.04 · 10−1 1.07 · 10−8 7.42 · 10−9
32 3.17 · 10−2 8.63 · 10−3 6.95 · 10−10 1.44 · 10−9
64 8.19 · 10−3 2.11 · 10−2 1.41 · 10−9 3.04 · 10−10
128 5.76 · 10−3 1.52 · 10−1 2.63 · 10−9 2.43 · 10−9
256 2.64 · 10−3 3.25 · 10−3 8.85 · 10−10 9.56 · 10−10
512 1.09 · 10−3 1.05 · 10−1 5.47 · 10−9 8.78 · 10−10
Table 7.1: Values of ∆adj in 2D with two different sets of parameters
Algorithm 7.3 and run it backwards in time, keeping in mind that this
only yields the correct operator if Bc,ν,ρ = 0, i.e. if ν vanishes and ρ
depends linearly on time. On the other hand, we are able to transform
the transpose L⊺ of the discretized ˆ︁L to the correct inner products in
denition- and image space by making use of the preceding section’s
transformation matrices.
We would like to give a short numerical comparison between these
two methods by analyzing the average relative error
∆adj :=
1
K
KX
i=1
⃓⃓⃓
(fi,L
∗gi)L2(I;L2) − (Lfi,gi)L2(I;L2)
⃓⃓⃓
⃓⃓⃓
(Lfi,gi)L2(I;L2)
⃓⃓⃓
over a sample size ofK = 10. The vectors fi, gi ∈ RM(N+1) (i = 1, . . . ,K)
are initialized with white noise and then slightly smoothed in time and
space.
For this experiment we consider two sets of parameters: First, the trivial
acoustic wave equation u ′′ −∆u = f, that is c = ρ = 1 and q = ν = 0.
Second, the more complex parameters
c(t,x) := x1 cos(t) + 3/2, ν(t,x) := |x2| sin(t),
ρ(t,x) := ∥x∥+ sin(t) + 3/2, q(t,x) := 1B(0,1/2 )(x) sin(πt).
In both cases, the space-time domain is given byΩ := [−1,1]d and the
time interval is I := [0,3].
We ran this test with d = 2 for different time discretizations, while
keeping the spatial mesh xed at M = 1089 degrees of freedom. This
resulted in the values for ∆adj as seen in Table7.1. By setting d = 3 we
obtained very similar results.
As predicted, for complex parameters backward-integration does not
perform well at all, thus we should not rely on this method for the in-
verse problem. For trivial parameters the errors start high (in the percent
range), before they decrease to a few per mill for very ne discretizations.
If we instead consider the solver based on matrix transposes, the errors
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become almost negligible for both sets of parameters. This is as expected,
since we do not have to deal with any approximation errors here, even
the calculation of the inner products exactly matches the transformation
matrices. However, since the implementations of L and L⊺ contain itera-
tive solvers, the errors are still magnitudes larger than machine accuracy
(≈ 10−16). Instead, they approximately possess the same magnitude as
the relative tolerance for the linear solvers, which we had set to 10−8.
8
N U M E R I C A L I N V E R S I O N O F T H E A C O U S T I C WAV E
E Q UAT I O N
We are still dealing with the acoustic wave equation in form of (5.15),
which we repeat once again for the reader’s convenience; it is(︃
1
ρc2
u ′
)︃ ′
+
(︃
ρ ′
ρ2c2
+ ν
)︃
u ′ − div
∇u
ρ
+ qu = f in (0, T)×Ω,
u(0) =
(︁
c−2ρ−1u ′
)︁
(0) = 0 in Ω,
u = 0 on (0, T)× ∂Ω.
In Chapter 5 we have built the operator F : D(F) ∩W(k) → Y(k), which
maps the parameters c, ν, ρ and q to the weak solution u of this problem,
and we have also analyzed F on a theoretical level. The framework
of Chapter 7 yields data structures for the discretized parameters and
approximations of F and its Fréchet-derivative. Thus, we should finally
be able to tackle the actual reconstruction of parameters.
Note that we will only consider the identification of exactly one of
the parameters, while the others are known and fixed. This allows us
to discover which of the four parameters causes the most difficulties in
the reconstruction. Furthermore, it prevents the inverse problems from
becoming hopelessly under-determined.
We will start off this chapter by a discussion of possible regularization
methods, and in which function spaces we are going to apply them.
In Section 8.2 we present two example parameters that we will be us-
ing as “ground truths” throughout the sequel. Indeed, their first use
directly follows; in Section 8.3 we analyze the behavior of the error in
the reconstruction of these parameters when the noise level in the data
decreases. An important aspect for possible applications will be covered
in Section 8.4, namely the reconstruction from “partial” knowledge of u.
This becomes important for example if one is only able to observe the
wave field near the boundary of Ω. There, we also make some experi-
ments with time-independent parameters, and how knowing whether
the ground-truth is static can affect the reconstruction quality.
8.1 regularization approach
We have formulated the operator F to act on the open subset D(F) of
the Banach space W(k) ⊂ L∞(I;L∞(Ω))4 (as defined in equations (5.19)
and (5.20) on page 78) and produce values in Y(k) ⊂ L∞(I;L2(Ω)). To
obtain a well-defined F we may use k = 0, but for differentiability in the
parameters c and ρ we have to use at least k = 2. We directly replace the
image space Y(k) by L2(I;L2(Ω)). Otherwise, we would implicitly assume
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differentiability of (measurement-) noise, like we already discussed in
Section 4.2.3.
As pointed out in the introduction, we will only consider the reconstruc-
tion of one of the four functions c, ν, ρ and q. This means that we need
to split F into four parts. Furthermore, for the numerical experiments it
is more convenient to write the searched for parameter as the sum of a
known, smooth background function cb,νb,ρb,qb : I×Ω→ R and a
perturbation, and only reconstruct this perturbation. For the inversion,
this has the same effect as using the background parameter as the initial
guess (or shifting penalty terms by this function), and we may recover the
original operator by setting this background to zero. Nevertheless, this
small modication makes the reconstruction error easier to interpret: If
for example ∥cb∥ is large compared to the sought for perturbation and we
initialize with cb (we must start with a positive function anyway), then
the computed reconstruction error will immediately be small, because it
is tainted by this a-priori information.
We note that we can write D(F) as the cartesian product
D(F) = D(Fc)× L1 (I;L1 (Ω))×D(Fρ)× L1 (I;L1 (Ω))
to separate the constraints on c and ρ into the two sets
D(Fc) :=


c ∈W1,1 (I;L1 (Ω))
⃓⃓⃓
c0 + δ ⩽ cb + c ⩽ c1 − δ
a.e. in I×Ω for a δ > 0

,
(8.1)
D(Fρ) :=


ρ ∈W1,1 (I;L1 (Ω))
⃓⃓⃓
ρ0 + δ ⩽ ρb + ρ ⩽ ρ1 − δ
a.e. in I×Ω for a δ > 0

.
(8.2)
By xing exactly three of the four parameters, and choosing k as small
as possible, we obtain differentiable forward operators
Fc : D(Fc)∩W3,1 (I;L1 (Ω))→ L2(I;L2(Ω)), Fc := F(cb + ·,νb,ρb,qb)
Fν : L
1 (I;L1 (Ω))→ L2(I;L2(Ω)), Fν := F(cb,νb + ·,ρb,qb),
Fρ : D(Fρ)∩W3,1 (I;L1 (Ω))→ L2(I;L2(Ω)), Fρ := F(cb,νb,ρb + ·,qb),
Fq : L
1 (I;L1 (Ω))→ L2(I;L2(Ω)), Fq := F(cb,νb,ρb,qb + ·).
We will always implicitly assume that the xed parameters possess the
appropriate smoothness. For example, if we analyze Fc then qb, νb ∈
W2,1 (I;L1 (Ω)) and ρb ∈ D(Fρ)∩W3,1 (I;L1 (Ω)) must hold.
Getting our numerical experiments to conform to this theory is difcult
because in inverse problems we like to work with Hilbert spaces, which
is easily seen on the standard literature (like [EHN 00; Kir 11; Rie03]). The
discipline was founded on Hilbert space theory, and this only changed
very recently, when researchers recognized the importance of Banach
spaces for problems that stem from applications or involve sparsity
constraints. Since then, methods like Tikhonov regularization and some
iterative (Newton-) techniques have become available in Banach space
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settings. We refer to [SLS06; Sch+12] for an overview of some of these
methods, and to [Mar 18; Wal18] for some very recent developments.
Unfortunately, all of these methods require some assumptions about the
structure of the involved spaces, which then imply that the domain of
denition must belong to a reflexive Banach space. Obviously this is not
the case for our problem, since we have to deal with L1 -type spaces
in both the space- and time variables. We could simply replace these
spaces by the correspondingLp-space for a largep, in the hope that this
approximates the topology of L1 well enough, but of course this would
still not match our theoretical results. Furthermore, in many applications
one is more interested in heavily localized, sparse parameters that are
obtained by choosing p on the other end of the spectrum, i.e. close
to 1. The L1 -norm is agnostic to more spread out, slowly-varying
parameters. The best compromise seems to be to usep = 2 and stay
in the Hilbert space framework, which also (typically) involves less
implementation- and computational effort.
8.1.1 Reformulating the problem in Hilbert spaces
There are two ways of reshaping the denition spaces into Hilbert
spaces. On the one hand, we can try to nd a Hilbert space Z such
that Z ⊂ L1 (I;L1 ) or W3,1 (I;L1 ), depending on the parameter. In the
time variable this is quickly achieved since Hm+1(I;L1 ) ⊂Wm,1 (I;L1 )
holds for m ∈ N 0 (cf. Theorem A.10). For L1 (Ω) an analogous argu-
ment can be made, but it is dependent on the space dimension d: In
1D we seeHl(Ω) ⊂ L1 (Ω) for l ⩾ 1 (special case of Theorem A.10 for
X = R). In two- or three-dimensional scenarios this holds as long as l ⩾ 2
(Sobolev imbedding theorem, cf. [AF 03]). Consequently, we may replace
Wm,1 (I;L1 ) by Hm+1(I;H2(Ω)). This approach has the advantage of
still conforming to the theory and pointwise constraints yield open sub-
sets of these spaces. However, forc and ρ we have m = 3, and would
have to deal with functions that are four times weakly differentiable
in time with values in H2(Ω). In particular, this implies that both the
function and its weak derivatives up to fourth order are twice weakly
differentiable in space. Enforcing this much regularity of the numerical
solution requires a lot of effort; in fact, our nite element basis does
not provide it. More importantly, from an applications viewpoint this
requirement seems excessive, if not absurd.
The other way around this problem is to simply use the inner product
we wish to use anyway, and pretend that the resulting operators are still
well-dened and differentiable. We can try to justify this by restricting
our denition spaces to some subspace E with an arbitrary huge, but
nite dimension. There, all norms are equivalent, and we may try to use
the H2(I;L2)-, H1(I;L2)- or even L2(I;L2)-norms instead of Wk,1 (I;L1 ).
If we take this subspace to be an incredibly ne nite element space,
then our discretized operators will still approximate the corresponding
problem for all practically achievable mesh renements. For example, let
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V∞h denote the space of piecewise linear Lagrange elements on a mesh
of Ω after it has been globally refined 100 times, which means that it
contains at least 2100d cells. We can proceed in a similar way for the time
variable, e.g. by uniformly partitioning I into 2100 subintervals. Then
we can define E to be the space of all splines I→ V∞h of order four, and
imagine that we work with the restrictions
Fc E, Fν E, Fρ E and Fq E.
Of course this has no effect on the numerical computations, and only
serves the purpose of making us feel better about the fact that we ignore
crucial parts of the theoretical analysis.
On paper, the derivatives of these restricted operators cannot be ill-
posed anymore, because they possess a finite-dimensional range (as
is always the case for the discretized operators). However, they will
probably turn out to be ill-conditioned.
8.1.2 Regularization methods
We assume that the reader is familiar with the concept of inverse problems
and regularization. The goal of this subsection is to justify why we chose
a particular regularization scheme, give a reminder on how it works and
discuss our modifications to the relevant algorithms.
No matter which parameter we want to reconstruct, we have to deal
with a nonlinear operator G : D(G) ⊂ X→ Y, which maps between some
Hilbert spaces X and Y. We assume that both G and its derivatives are
ill-posed (or at least ill-conditioned), and want to solve the equation
Gx = y
for an approximation of x ∈ D(G). However, we only have access
to a noisy version yε ∈ Y of y ∈ Y. The relative noise level ε =
∥yε − y∥Y/∥y∥Y is assumed to be known. This means that we may use
the discrepancy principle: In order to suppress unwanted effects due to
the noise, we are satisfied as soon as we have found xε ∈ D(G) such that
∥Gxε − yε∥Y ⩽ τε∥y∥Y ≈ τε∥yε∥Y (8.3)
is fulfilled for a τ > 1 that was chosen in advance.
Without doubt, the most popular regularization method is Tikhonov
regularization. It is very flexible because a-priori information can easily
be integrated into the penalty term. However, it only takes care of the
ill-posedness, afterwards one still needs a solver for nonlinear optimiza-
tion problems. This again limits the choice of norms and penalty terms,
because this solver needs to be able to deal with their structure. For ex-
ample, classical optimization approaches (eg. sqp-methods as employed
in the solver worhp [BW13]) require the functional to be differentiable.
If the functional is at least convex, then the optimization problem can be
solved by primal-dual algorithms like the one proposed by Chambolle
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and Pock [CP11], which has gained immense popularity within the imag-
ing community. At least in the author’s personal experience, Tikhonov
regularization results in large computing times. Perhaps this is due to
the fact that we have limited ways of re-using the solution of the problem
for a different regularization parameter, other than using it as the initial
guess for the next regularization parameter on the list.
Alternatives to Tikhonov are iterative methods like the nonlinear
Landweber method, which updates the current estimate xn ∈ X (starting
with some x0 ∈ D(G)) with one step of the linear Landweber method
applied to the linearized equation
G ′(xn)s = yε −G(xn) =: bδn, (8.4)
that is xn+1 := xn −ωnG ′(xn)∗(G(xn) − yε). It is known to be slow
and it has an additional scalar parameter ωn > 0 that has to be guessed
(the theoretical bounds involve the operator norm of G ′(xn) and are
therefore typically useless in practice) correctly in order for the method
to converge.
newton -methods By updating xn with the solution s ∈ X of the
linearized equation (8.4) we arrive at the class of Newton methods. How-
ever, we know that these linearized problems are ill-posed as well, which
makes their exact solution impossible. Hence, we must be satised with
an inexact approximation of s, obtained by any regularization method
for linear inverse problems. Unfortunately, even if ε is known, the noise δ
in the right-hand side bδn of the linearized equation is not, because it also
contains the linearization error. Thus, we cannot rely on the discrepancy
principle to nd a suitable regularization parameter, and must gure out
a relative tolerance µn ∈ [0,1] to substitute the discrepancy principle by
the stopping criterion⃦⃦
G ′(xn)s− bδn
⃦⃦
Y
⩽ µn
⃦⃦
bδn
⃦⃦
Y
. (8.5)
In our case the linearization error is of order O(∥xn − x∥2), so we may
start with very crude solutions of the linearized equation, and then
slowly decrease µn as we (hopefully) approach x. The method reginn
( reg ularization based on in exact newton iteration; see [LR 06; Rie99;
Rie01; Rie05]) provides a theoretical framework for this approach. It
proves that there exists a choice of tolerances(µn)n∈N such that this
whole process actually yields a regularization method, provided that the
rst xn, that satises (8.3) is accepted as the solution. For the details
we refer to the aforementioned articles. The most important insights
(regarding the implementation) are that we must not let the tolerances
converge to 0 or to 1 during the iteration. We must also take care that
they do not become too small near the end of the iteration to prevent
over-satisfying the discrepancy principle in the last reginn -step.
choosing the tolerances Since we have to give values for the
tolerancesµn (n ∈ N 0), this method is also not free of hyper-parameters.
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However, in practice the following strategy (which is based on the strate-
gies presented in [Rie03] and [Win16]) to choose them seems to work
quite well. It is based on the idea that we would like to gradually in-
crease the difficulty of the linearized problems. A natural measure for
this is the amount of steps ki (i = 0, . . . ,n− 1) that the inner regulariza-
tion method needed to solve the previous problems. Given constants
µstart,µmax, ζ ∈ (0, 1) and β > 0, we first calculate µ˜n ∈ (0, 1) by
µ˜n :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
µstart if n ⩽ 1,
1−
(︂
kn−2
kn−1
)︂β
(1− µn−1) if n ⩾ 2 and kn−1 ⩾ kn−2 > 5,
ζµn−1 otherwise.
(8.6)
A more conservative strategy (due to Winkler [Win16]) is obtained by
setting µ˜0 := 1, effectively accepting anything in the first step, followed
by µ˜1 := ∥G(x1) − yε∥/∥G(x0) − yε∥. In experiments, this resulted in
slightly more computational effort than a well-tuned µstart, but by elimi-
nating µstart it also avoids the risk of choosing it badly.
We use µ˜n to define
µn := min
{︃
µmax, max
{︃
µ˜n,
τε∥yε∥Y
∥G(xn−1) − yε∥Y
}︃}︃
, (8.7)
which ensures that the µn do not converge to 1. Further, it tries to safe-
guard the iteration from over-satisfying the discrepancy principle. The
fraction in (8.7) is simply the ratio between the target discrepancy and
the discrepancy that was already achieved in the previous reginn-step.
Therefore, µn is guaranteed to tend to µmax during the last steps of the
algorithm.
Compared to [Rie03] and [Win16], we made two adjustments in this
strategy: First, we do not regard inner step amounts smaller than five as
enough computational effort to increase the tolerances. Otherwise, the
tolerances tend to oscillate a lot in the early steps: The ratio kn−2/kn−1
becomes small, even if the increase was just one step. Second, we do not
multiply with µmax in every step; instead, we build minimums with it.
We make use of the parameters
µmax := 0.999, µstart := 0.9, β := 1 and ζ := 0.95
in all of the experiments to come.
solving the linearized problems We still have to decide on
a regularization method to use for the solution of the linearized prob-
lem (8.4) until the stopping criterion (8.5) is satisfied. Let An := G(xn) ′,
then the problem reads Ans = bδn. Originally, the theory for reginn al-
lowed only linear methods (that can be represented using filter functions),
but it has been shown in [Rie05] that we may also use the conjugate gradi-
ent (cg) regularization method for this purpose, and we will do just that.
Note that this regularization scheme is the application of the traditional
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cg algorithm to the normal equation A∗nAns = A∗nbδn. Nevertheless, by
exploiting the shape of the normal equations the algorithm becomes more
stable and does not involve the calculation of inner products anymore.
To be precise, it generates a sequence of iterates(sk)k according to the
following pseudocode.
Algorithm 8.1 (Conjugate Gradients on the Normal Equations) .
Given s0 ∈ X, compute (sk)k by
r0 ← bδn −Ans0, p1 ← d0 ← A∗nr0, k← 1
while dk−1 ̸= 0 do
qk ← Anpk
αk ← ∥dk−1∥2X/∥qk∥2Y
sk ← sk−1 +αkpk
rk ← rk−1 −αkqk
dk ← A∗nrk
βm ← ∥dm∥2X/
⃦⃦
dm−1
⃦⃦2
X
pk+1 ← dk +βkpk
k← k+ 1
end while
If X is innite-dimensional, then this sequence is usually innite. Oth-
erwise, the algorithm will terminate after a nite number of steps with
the exact solution. However, as is common for iterative methods, the
reciprocal of the number of cg-iterations assumes the role of the regular-
ization parameter. This means we stop as soon as the rst iterate satises
the stopping criterion ( 8.5), i.e. at
k∗n := min

k ∈ N ⃓⃓ ⃦⃦G ′(xn)sk − bδn⃦⃦ ⩽ µn⃦⃦bδn⃦⃦ 	 .
Afterwards, we may set xn+1 := xn + sk∗n .
l inear safeguarding For the nonlinear problem we have the safe-
guarding rule (8.7). The same problem of possibly over-achieving the
desired discrepancy can also occur in the linear problems, in particular
for a fast Krylov-space based solver like cg. Since we are in a Hilbert
space setting, we can interpolate betweensk∗n and its predecessorsk∗n−1
such that the target discrepancy is achieved exactly: We would like to
nd λ ∈ [0,1] such that
µ2n
⃦⃦
bδn
⃦⃦2
=
⃦⃦
G(xn)
′[λsk∗n + (1− λ)sk∗n−1] − b
δ
n
⃦⃦2
= λ2
⃦⃦
G(xn)
′sk∗n − b
δ
n
⃦⃦2
+ (1− λ)2
⃦⃦
G(xn)
′sk∗n−1 − b
δ
n
⃦⃦2
+ 2λ(1− λ)
(︁
G(xn)
′sk∗n − b
δ
n,G(xn)
′sk∗n−1 − b
δ
n
)︁
.
This is a quadratic equation in λ, which only involves known quantities:
discrepancies of the last two cg-iterates, and the last two residuals. All of
these are known during the iteration (for example the difference between
old- and new residual is αqk), thus computing λ results only in the
evaluation of one inner product and can therefore be considered cheap.
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thresholds for the iteration count Sometimes, the strat-
egy (8.6) is not enough to ensure that the iteration numbers of cg increase
gradually, because we might accidentally encounter very difcult linear
subproblems. The conjugate gradient method provides a monotonous
increase of its iterates’ norms, thus in these cases it is of no harm if we
simply stop the inner iteration and hope that this small step is enough
to get back on track. Setting a constant maximum iteration count for cg
to handle this problem is ill-advised, because we actually want them to
increase. Instead, we take up the idea of [Win16] and set
kn := min

k∗n, k
max
n
	
, kmaxn :=
8
<
:
n+ 1 if n ⩽ 1,
kn−1 + kn−2 if n > 1,
which means that the current iteration may at most take as long as
the last two iterations combined. As desired, they are still allowed to
increase exponentially and in the worst case, the (kn)n∈N 0 are equal to
the Fibonacci sequence.
8.1.3 Admissibility of iterates
We have one last problem to deal with. As is usual for Newton-methods,
the theory for reginn states that the sequence(xn)n∈N 0 is well-dened,
i.e. belongs to D(G), and is convergent to the true solution x if the
initial guess x0 ∈ D(G) is close enough (with respect to the X-norm)
to x. In practice, we cannot know a-priori whether this is the case,
even if we know x. Furthermore, we have equipped all of our forward
operators with L2-based norms instead of L1 . The pointwise constraints
in D(Fρ) and D(Fc) (as dened in equations ( 8.1) and (8.2)) only yield
open subsets ofL1 (I;L1 ). Since we have restricted our forward operators
to a nite-dimensional space E, both norms are equivalent and D(Fρ)∩ E
is open with respect to L2(I;L2). However, the constant C such that
∥·∥L1 ⩽ C∥·∥L1 holds on E is likely going to be huge. For example, the
basis functions of our nite element space Vh have aL1 (Ω)-norm of 1 and
a very small L2(Ω)-norm. This will further decrease the neighborhood
around x in which we are allowed to start. Admissibility of the iterates is
not only needed in the theoretical setup  a lack thereof will cause the
linear systems in our wave equation solver to become singular. Hence,
when G ∈ {Fρ,Fc} we will have to nd a way that ensures that the reginn -
iterates xn stay inside D(Fρ) and D(Fc), respectively. Two ideas come to
mind, which we will present on Fρ. Without loss of generality we assume
that ρb = 0.
projection Fix some δ∗ > 0. The subset
Z :=


ρ ∈W3,1 (I;L1 (Ω))
⃓⃓⃓
ρ0 + δ
∗ ⩽ ρ ⩽ ρ1 − δ∗ a.e. in I×Ω
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of D(Fρ)∩W3,1 (I;L1 ) is closed and convex, thus we can insert a projec-
tion onto it after each reginn -step by dening
xn+1 := PZ(xn + skn).
This modication is quickly implemented, because we use piecewise
linear elements in Vh, which (in contrast to quadratic elements) attain
their maximal- and minimal values at mesh nodes. Thus, we can simply
loop through the corresponding vectors and set values of ρ that are
outside of [ρ0 + δ∗,ρ1 − δ∗] to ρ0 and ρ1, respectively. However, this
approach might cause the reginn -iteration to not converge anymore.
transformation Another way to eliminate the constraints is to nd
a FrØchet-differentiable transformation
Γ : W3,1 (I;L1 (Ω))→ D(Fρ)∩W3,1 (I;L1 (Ω))
and use Fρ ◦ Γ as the forward operator instead of Fρ, thereby reconstruct-
ing Γ(ρ). Afterwards, we may obtain ρ by applying Γ−1 once. We will
only consider transformations that operate pointwise, i.e. (Γf)(t,x) :=
γ(f(t,x)) for almost all (t,x) ∈ I×Ω and f ∈ W3,1 (I;L1 ) with γ : R →
(ρ0,ρ1). Unsurprisingly, the properties of γ directly translate to Γ :
Lemma 8.2. Assume that γ is bijective and four times continuously differen-
tiable. Then Γ is a Fréchet-differentiable homeomorphism, and its derivative
Γ : W3,1 (I;L1 )→ L(︁W3,1 (I;L1 ))︁ is given by
(Γ ′(f)[h])(t,x) = h(t,x)γ ′(f(t,x))
for almost all (t,x) ∈ I×Ω and f,h ∈W3,1 (I;L1 (Ω)).
Proof. Note that γ already is a homeomorphism, and that Γ is well-
dened: γ
(︁[︁
−∥f∥,∥f∥]︁)︁ (with respect to L1 (I;L1 )) is a closed subinterval
of (ρ0,ρ1) and therefore must have a positive distance to ρ0 and ρ1. Fur-
thermore, Γ is also a homeomorphism. For the differentiability assertion
we have to estimate(︁
Γ(f+ h)
)︁
(t,x) −
(︁
Γ(f)
)︁
(t,x) −
(︁
Γ ′(f)[h]
)︁
(t,x)
= γ
(︁
f(t,x) + h(t,x)
)︁
− γ
(︁
f(t,x)
)︁
− h(t,x)γ ′
(︁
f(t,x)
)︁
in W3,1 (I;L1 (Ω)). This linearization error (and its derivatives) belong
to o(∥h∥) for almost all (t,x) ∈ I×Ω. The continuity of the derivatives
of γ ensure that this convergence is uniform in (t,x).
If we only had to enforce a lower bound, then the natural transforma-
tion to use would be γ(s) = ρ0 + exp(s). Instead, we dene
γ(s) :=
ρ0 + ρ1
2
+
ρ1 − ρ0
2
tanh(s) (8.8)
for s ∈ R . We immediately see that this function is smooth and bijective,
and that its rst derivative is equal to
γ ′(s) =
ρ1 − ρ0
2s2
.
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Figure 8.1: Inverse transformation γ−1 as given through (8.9)
Furthermore, its inverse at t ∈ (ρ0, ρ1) is given as
γ−1(σ) = tanh−1
(︃
2σ− ρ0 − ρ1
ρ1 − ρ0
)︃
. (8.9)
We have included a graphical representation of γ−1 as Figure 8.1. Note
that for ρ0 ≪ σ≪ ρ1, the function γ−1(σ) is almost linear, hence we only
perturb the parameter at points where its values are close to ρ0 or ρ1.
In numerical tests we made the observation that projecting the esti-
mates onto the constraints performs well for high noise levels ε ⪆ 1%,
but as suspected it causes divergence for small ε. Thus we will make use
of the transformation approach in all experiments for c and ρ.
8.2 inversion scenarios
We will now present two functions that we want to use to build exact
parameters for each of the inverse problems. To ease the presentation, we
consider d ∈ {2, 3} and Ω := [−1, 1]d in the sequel. The time interval is
given by I = [0, T ] with T = 2π.
We know from our theoretical results that we may use every essentially
bounded function for q and ν, while for c and ρ it must be smooth in time
(W1,∞ to make F well-defined and W3,∞ to make it Fréchet-differentiable),
in addition to being bounded away from zero. We obtain such a function
by smoothly scaling a space-dependent function. In space, we want it to
consist of discontinuities and smooth parts.
For the discontinuous part we make use of a piecewise constant func-
tion. For this, let ΩL(α,β) ⊂ Ω denote an L-shape with distance α > 0
from the coordinate axes and width β > 0. While for d = 2 this descrip-
tion should be sufficient, it is not clear what it means in three dimensions.
In an attempt to make the d-dimensional volume of these sets approxi-
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Figure 8.2: Test parameterΛLDot , evaluated at t = π/2
mately equal, we dene it to be the union of three thin plates, each aligned
with one coordinate plane. In both cases, this set can be described by
ΩL(α,β) =


x ∈ Ω
⃓⃓⃓
there is i0 ∈ {1, . . . ,d} s.t. xi0 ∈ [α− 1,α+β− 1]
and xi ∈ [α− 1,1−α] for i ̸= i0

.
For the continuous part we dene
λω,r(x) :=
8
<
:
1− r−2∥x− (ω, . . . ,ω)∥2 if ∥x− (ω, . . . ,ω)∥ ⩽ r,
0 otherwise.
We combine ΩL and λ by dening our rst test parameter to be
ΛLDot (t,x) :=
(︂
0.2+ 0.8 · sin(t)2
)︂(︂
1ΩL(0.2,0.3)(x) − λ0.35,0.45(x)
)︂
.
Its discretization is depicted in Figure 8.2. The meshes we employed
for this task are the same meshes that we will be using for the inverse
problems. They consist of N = 256 discretization points in time and
M = 4225 (if d = 2) or M = 35937 (if d = 3) nodes in the nite element
spaceVh.
In order to test how sharp these smoothness constraints are, we will
also try to reconstruct another function that specically does not satisfy
them. Again, we work with characteristic functions, but instead of scaling
them we make the underlying set time-dependent. For d = 3, this set is
given as the spherical shell segment
ΩR(r1, r2, t) =


(r sin θ cosφ, r sin θ sinφ, r cosθ) ∈ Ω
⃓⃓⃓
r ∈ [r1, r2],
θ ∈ [0,π] and (φ− t)mod 2π ∈ [0,π/2]

,
and we extend this denition to d = 2 by regarding R2 as a subset of
R3 using the embedding (x,y) ↦→ (x,y,0). Note that the characteristic
function
ΛRing(t,x) := 1ΩR(0.3,0.8,t)(x)
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Figure 8.3: Test parameter ΛRing, evaluated at t = π
is discontinuous in x and, more importantly, also in t. It is shown in
Figure 8.3.
Naturally, both parameters become continuous in space after discretiza-
tion, because our finite element space Vh consist of continuous functions,
and a similar argument holds for the time variable. However, the cor-
responding slopes tend to be very large (especially if we refine even
more). It will be interesting to see whether this causes any problems in
the reconstruction process.
background values and scaling As explained in Section 8.1,
our parameters will be composed of a known background and a “small”
perturbation. For problems concerning q and ν, we will set the back-
ground functions qb, νb to zero and for ρ and c we want to use a positive
constant which we have to choose properly. The function cb determines
how fast the waves in Ω propagate. If we set it too high, then any
movement induced by the right-hand side f will almost instantaneously
propagate through the whole domain. This makes for good data for
the inverse problem, but it seems unrealistic. However, there is also the
risk of choosing it too low. In this case, a localized f will result in a
wave-front that slowly travels through the domain Ω and will therefore
only illuminate a small part of it. This means that the data u cannot
contain much information about the unknown parameter, as discussed
in Section 5.2.1. We would like to find a compromise between these two
extremes: Wave propagation should be visible but the wave should also
be able to reach the whole domain in time T , even if the right-hand side
is very localized in space. Experiments show that for our domain this is
the case for cb(t, x) := 0.3. The scaling of ρb is irrelevant if q = ν = 0,
because then 1/ρ appears in every term of the left-hand side of the acous-
tic wave equation (5.15). Thus, we will use ρb(t, x) := 1. We need to
fix constants for the transformation function γ (as defined in (8.8)) that
restrict the values of the reconstructed ρ and c so that ρ+ ρb and c+ cb,
as well as their reciprocal values, are uniformly positive. We merely
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Figure 8.4: Data of the initial guess compared to the exact data for c = 0.15ΛLDot
wish to avoid running into numerical difficulties, hence we choose big
intervals. Precisely, they are given by
c(t, x) ∈ (c0, c1) := (−0.27, 30) and ρ(t, x) ∈ (ρ0, ρ1) =: (−0.9, 100).
In applications, one might have a better idea about the magnitude of
the unknown parameters. This can then be incorporated in γ as a-priori
knowledge.
Since we do not have a specific application in mind it is difficult to
know how we should scale ΛLDot or ΛRing in order to obtain “realistic”
perturbations. For example, if we end up using a very large q, then the
term qu will dominate the left-hand side of the acoustic wave equation,
and the inverse problem degenerates to finding a stable approximation
for q ≈ f/u. The other extreme happens if we scale the perturbation
too small, because then our regularization method will find that the
initial guess already satisfies the discrepancy principle. We chose the
scaling coefficient α heuristically, and in such a way that there is a visible
difference in the data compared to the data with only the background
parameters. This approach resulted in using α = 0.15 for Fc, α = 10 for
Fν, α = 0.75 for Fρ and α = 20 for Fq. Figure 8.4 contains snapshots of
Fc(0) = F(cb,νb, ρb,qb) and Fc(0.15ΛLDot) at t ≈ 3.45. As desired, we
can clearly see that the perturbed parameter creates differences in the
data, but these differences do not seem to fundamentally change the
wave propagation.
8.3 convergence
Let G : E → L2(I;L2) again denote one of our forward operators Fc, Fν,
Fρ and Fq, possibly transformed by Γ . One of the most important aspects
of any regularization method is its behavior when the noise level ε in the
data tends to zero. In particular, the regularized solution xε of Gx = yε
should converge to the ground truth x. For reginn this is the case if the
initial guess x0 is close enough to x and if one chooses the tolerances
correctly. However, in order for these theoretical results to be applicable,
we have to assume that G satisfies the nonlinearity condition. We were
only able to prove this for the (not so interesting) cases G ∈ {Fq, Fν}
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in Section 4.2.1. The convergence rates are then determined by source
conditions for the exact parameter x. In practice, one also typically does
not have knowledge about the size of the neighborhood around x in
which we are supposed to start. Hence, we actually do not know at all
if our implementation of cg-reginn will be able to reliably invert any
of our forward operators. In this section, we will try this for the two
example parameters x = αΛLDot, x = αΛRing that we presented (along
with the scaling factors α) in the previous section.
In order to converge to the ground truth and not another parameter, we
must try to ensure injectivity of the forward operator. Therefore we will
not use a localized right-hand side here; instead we set f(t, x) := 2 cos t.
Also note that we use the discretized parameters to generate the data,
so that the exact data u = Gx is guaranteed to belong to the range of
the discretized forward operator (which also implies that we commit the
“inverse crime”). After the data generation we set
uε := u+ ε∥u∥L2(I;L2(Ω))
η
∥η∥L2(I;L2(Ω))
, (8.10)
where η contains white noise that is uniformly distributed in [−1, 1].1
For reginn we make use of the tolerance strategy and other modifi-
cations as discussed in Section 8.1, with initial guess x0 = 0 and τ = 2.
Naturally, we use the L2(I;L2(Ω))-norm for the image space of G, but we
have multiple options for its preimage space E. In Section 7.2, we have
derived approximations for the L2-, H1- and H2(I;L2(Ω)) norms. More
importantly, we are able to transform G ′(x)∗ to conform to these norms.
Thus, we will reconstruct the parameter with one of these. However,
we would like to avoid accidentally shifting the focus too far away from
the L2-part. To this end, we set the weights in the H1- and H2(I;L2(Ω))-
norms to 1/2 in front of the first-order derivatives, and 1/4 in front of the
second-order term in the H2-norm.
In the two-dimensional setting we used eleven different values for
ε, logarithmically spaced between 10−4 and 0.22 for each of these 24
configurations (4 forward operators, 3 different norms and 2 test parame-
ters). For d = 3 we used eight different noise levels between 10−3 and
0.22, and only performed the tests for the H1(I;L2(Ω))-norm in order
to keep the computing times manageable. All in all, this involved the
solution of approximately 1.5 million partial differential equations in
about three years of CPU time (on four eight-core desktop computers
and one twenty-four-core computing server).
Obviously we cannot present all of the obtained results. Instead, we
will consider the reconstruction of ΛLDot with the H1(I;L2(Ω))-norm as
the “base” case and analyze it thoroughly. Then we will vary the ground
truth and the norm of the preimage space, and only remark on what
changed by doing so. Tables containing all of the measured convergence
rates can be found in Appendix B.
1 This noise is obtained by the default pseudorandom number generator in the c++
standard library after seeding it with the current time.
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Figure 8.5: Reconstruction of c = 0.15ΛLDot in H1(I;L2(Ω)) in 2D with ε = 10−2
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Figure 8.6: Reconstruction of c = 0.15ΛLDot in H1(I;L2(Ω)) in 2D with ε = 10−4
8.3.1 Smooth parameter in H1(I;L2(Ω))
We start with the two-dimensional setting and ΛLDot as the ground truth.
If we equip the preimage space E of Fc with the H1(I;L2(Ω))-norm, then
we obtain a reconstruction as shown in Figure 8.5. There the noise level
was set to one percent. For the presentation we chose to evaluate the
reconstructed parameter at two time instances: t = 12π is near the start
of the simulation, and t = 43π is closer to T = 2π. Although both images
are blurry, we can clearly recognize the resemblance to the ground truth
(cf. Figure 8.2a). We also note that there is a small “shadow” around
the L-shape in both pictures, and that the approximation near the ball
is better for the lower value of t. If we go to a very low noise level of
ε = 10−4, as seen in Figure 8.6, then this shadow is gone. It is noteworthy
how well the L-shape is approximated; in its vicinity the reconstruction
seems to be piecewise constant, although we are using L2-based norms
that do not enforce sparsity of ∇c at all (as opposed to TV-regularization).
However, we should also note that the edges of this shape are perfectly
aligned with the mesh, which can be seen as a-priori information. Again,
the approximation of the ball-shaped part of ΛLDot seems to be better for
t = 12π, because for t =
4
3π some artifacts begin to develop.
The relative H1(I;L2)-errors for ε = 10−2 and ε = 10−4 are 46% and
12%, respectively. These values are also depicted in Figure 8.7a, along
with the errors for nine other values for ε. In the figure we have also
included the corresponding L2(I;L2)- and H2(I;L2) errors. Regardless of
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Figure 8.7: Behavior of the errors and computing times for the reconstruction of
2D c = 0.15ΛLDot using H1(I;L2(Ω)) depending on the noise level ε
the norm we use to gauge the error, on a logarithmic scale they describe
straight lines. If we assume this behavior to hold for ε→ 0, then we are
able to conclude the rates
∥c− cε∥L2(I;L2) ≈ O
(︁
ε0.31
)︁
, ∥c− cε∥H1(I;L2) ≈ O
(︁
ε0.27
)︁
,
and ∥c− cε∥H2(I;L2) ≈ O
(︁
ε0.06
)︁
.
The slope for the H2-error is so small that we cannot really speak of
“convergence”. The error seems to be almost unaffected by the noise
level, although it could theoretically even increase. The most important
rate is the one for the H1-norm, because this is the norm we used to
obtain cε. Convergence rates provided by the theory for reginn (under
some assumptions like the tangential cone condition, cf. [Rie05]) are of
the form ∥c− cε∥ = O(︁ε(κ−C)/(1+κ))︁ for a constant C > 0, if the exact
parameter satisfies the source condition c = |F ′c(c)|
κ
w for some w ∈ E
and κ ∈ (C, 1]. Hence, the highest guaranteed rate of convergence (if
κ = 1 and C is negligible) is 1/2. Pretending that these theoretical results
hold for our operator, we are led to conclude that c = 0.15ΛLDot fulfills
such a source condition for some κ > 0.38. The fact that the convergence
rate in the L2(I;L2)-norm is only slightly higher implies that the H1-error
is not dominated by
⃦⃦
c ′ − (cε) ′
⃦⃦
L2(I;L2). These rates are also prototypical
for the other forward operators, in particular for ρ. We would like to
remind the reader that all convergence rates can be found in Appendix B.
computational effort In practice, it is also interesting to see how
the effort in obtaining the reconstruction cε increases as ε→ 0. Obviously,
the time that is needed to run reginn until the discrepancy principe is
satisfied is highly dependent on the system and the implementation.
Instead, we measure the effort by how many solutions of the acoustic
wave equation were needed in the whole reconstruction process. Note
that each evaluation of Fc, F ′c and (F ′c)
∗ requires the solution of such
a partial differential equation. Figure 8.7b shows the behavior of this
quantity for the different noise levels. From it we deduce that this effort
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(a) evaluated at t = 12π (b) evaluated at t =
4
3π
Figure 8.8: Reconstruction of ρ = 0.75ΛLDot in H1(I;L2(Ω)) in 3D with
ε = 4.6 · 10−2
(a) evaluated at t = 12π (b) evaluated at t =
4
3π
Figure 8.9: Reconstruction of ρ = 0.75ΛLDot in H1(I;L2(Ω)) in 3D with ε = 10−3
is of order O
(︁
ε−0.8
)︁
. For ρ, q and ν we have observed similar rates,
ranging from ε−0.7 to ε−1. Unfortunately, it is difficult to compare them
with theoretical predictions. On the theoretical side we can only obtain a
bound for the number of reginn-steps, but these involve a highly variable
amount of inner cg-iterations and are therefore not useful to estimate the
computational effort. However, it is noteworthy that these rates are on
a par with the theoretical results for how the cg-method might perform
to solve a linear inverse problem (see [EHN00]), so we can consider our
results to be very encouraging.
the three-dimensional case An example reconstruction of ρ =
0.75ΛLDot for d = 3 and a quite high noise level of 4.6% (which means
that we stop at 9.2% of discrepancy) is shown in Figure 8.8. To be more
precise, the figure shows iso-surfaces at half of the maximal- and half
of the minimal value at the respective time step. Although the overall
H1(I;L2(Ω))-error amounts to 70%, at least at t = 12π the support of the
ground truth is already well approximated. If we go to 0.1% noise, seen
in Figure 8.9, the edges of the L-shape become much sharper. We can
also see the ball where the smooth part of the ground truth is located.
However, as we get closer to T = 2π, the negative value of this smooth
part still “bleeds out” into the L-shape. In this case, the total error
decreased to about 40%.
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(a) evaluated at t = 12π (b) evaluated at t =
4
3π
Figure 8.10: Reconstruction of q = 20ΛLDot in H1(I;L2(Ω)) in 3D with ε = 10−3
For the other three forward operators, the support of the 3D version of
ΛLDot is better reconstructed. For example, Fq admits a reconstruction
as in Figure 8.10 when using 0.1% noise. The convergence rates are also
slightly higher than for Fρ. For Fc, we observed a divergence of reginn
for noise levels lower than 1%. In these cases, the discrepancy decreased
to about 1%, only to increase again after that. The following iterates
begin to develop singularities around the ball-shaped part. We have
already observed a similar behavior in 2D (cf. Figure 8.6), but much less
pronounced. This could indicate that the H1(I;L2(Ω))-norm might not
be enough to guarantee the required smoothness in time in every case.
8.3.2 Influence of the reconstruction norm
Apart from the H1(I;L2(Ω))-norm, we have two other norms at our
disposal which we can use for the preimage space E of the forward
operator. From our theoretical analysis we know that the parameter q
should be okay with only L∞(I;L∞(Ω)). In [GL17] we have shown that in
the spatial variable this can be relaxed to L2(Ω). Based on these results
we can be optimistic about the reconstruction of q using this norm. For
ν, we know that the differentiability in time is only needed to ensure
uniqueness of a weak solution of the PDE in the continuous context.
Hence, L2(I;L2(Ω)) might also be enough for the identification of the
attenuation coefficient ν.
Indeed, for both q and ν, reconstructions using the L2(I;L2(Ω))- or
H2(I;L2(Ω))-norm do not reveal any difficulties. As one would expect,
the difference is not felt when viewing snapshots of the reconstruction
at fixed time instances. However, by interpreting them as videos it
becomes clear that the H2-norm indeed forces the reginn-iterates to vary
much more smoothly in time. Convergence plots for Fq can be found in
Figure 8.11.
Unsurprisingly, using the H2-norm in time causes the H2-error to de-
crease when ε→ 0, in this case with speed O(︁ε0.16)︁. However, the errors
do not describe a straight line; one can already observe some saturation
that suggests a smaller slope for even smaller noise levels. Furthermore,
the H2-norm produces slightly higher L2- and H1- convergence rates than
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Figure 8.11: Reconstruction errors for q = 20ΛLDot in 2D for different recon-
struction norms
when using H1(I;L2(Ω)). For example, the rate for the H1(I;L2(Ω))-error
increased from 0.21 to 0.24.
We have observed that using the H1-norm already ensures that the
H2-error does not increase for decreasing noise level. This is not the
case when using L2(I;L2(Ω)). There, both the H1- and H2-error become
unbounded in the limit ε→ 0; even the L2-convergence rate drops. The
asymptotic behavior of the required computational effort is approximately
the same for all norms, but the constants are very different: Here, H1-
reconstructions are about 20% faster to obtain than those in L2 or H2. In
conclusion, there seems to be no reason to prefer a reconstruction of q or
ν in L2(I;L2) over H1(I;L2)- or even H2(I;L2). Naturally, here we knew
a-priori that the ground truth is very smooth in time, which might not
always be the case.
We are less optimistic for the combination of L2(I;L2(Ω)) with Fc and
Fρ, because even to obtain a well-defined solution operator these opera-
tors already need to be weakly differentiable once. More than that, for
the existence of the Fréchet-derivative they are required to be three times
differentiable in time. Indeed, for most noise levels, the corresponding
reginn-iterations diverge. The behavior of the discrepancies in case of
ε = 10−4 are shown in Figure 8.12. Initially, both the discrepancy and the
relative error to the ground truth decrease. However, at some point the
iterates begin to develop sharp oscillations everywhere in the domain,
which causes the discrepancy and the error to increase again. The lowest
noise levels, for which the algorithm terminated successfully are 1% for
Fρ and 10% for Fc.
When reconstructing c or ρ with the H2(I;L2(Ω))-norm, we would
expect the same behavior as for q and ν, and no difficulties. For ρ this is
the case. Surprisingly, the inversion of Fc fails for noise levels (ε < 10−3),
and shows a similar oscillatory behavior as when using the L2(I;L2(Ω))-
norm near the ball-shaped part of ΛLDot. Since the noise levels where this
happens are very small, we attribute this to numerical inaccuracies that
effectively contribute to the noise. The right-hand side for the derivative
of F with respect to c involves another finite difference scheme, which
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Figure 8.12: Relative discrepancies of reginn-iterates during the reconstruction
of ΛLDot using L2(I;L2(Ω)) and ε = 10−4
contributes to the overall approximation error for the derivatives. Thus, it
is not entirely unexpected that the parameter c is the first to show strange
behavior for low noise levels.
8.3.3 Violating the smoothness constraints
In Section 8.2 we have designed the parameter ΛRing specifically in order
to be able to test nonsmooth parameters. This parameter is discontinuous
in time. In principle, the remarks in the beginning of the previous subsec-
tion still apply; in particular, we expect this parameter to be reconstructed
successfully if we use it for Fq or Fν. Indeed, no matter which norm we
use, we obtain L2(I;L2(Ω))-convergence for these two forward operators.
Because the ground truth itself does not belong to H1(I;L2(Ω)), there
is no convergence whatsoever for the H1(I;L2(Ω)) or even H2(I;L2(Ω))-
error. Nevertheless, the best convergence speed in L2(I;L2(Ω)) is again
obtained by at least enforcing some regularity in time through the H1-
norm. For Fν, the corresponding reconstruction errors are the subject of
Figure 8.13, which further shows that this behavior seems to be indepen-
dent of the space dimension. Example reconstructions (in 2D) for a low
noise level are depicted in Figure 8.14. We see that the discontinuities at
both the outer- and the inner radius of the ring are approximated well.
This not the case at the two other, moving edges. Naturally, their blurring
is a consequence of the chosen reconstruction norm. It vanishes if we
instead reconstruct in L2(I;L2(Ω)), as can be observed in Figure 8.15.
However, there we have to deal with new artifacts inside the ring-shape.
For c and ρ all of the reconstruction attempts of ΛRing for low noise
level diverge, no matter the reconstruction norm. This happens as soon as
the inversion algorithm has to begin to approximate the discontinuities
in order to further decrease the discrepancy, which usually does not
happen for high noise levels. The mass density seems to be a bit more
robust here, there we can go as low as a few per-mil of noise. The
reconstruction of such a wave speed already fails for noise levels lower
than one percent, because the discrepancy stops decreasing after reaching
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Figure 8.13: Reconstruction errors for 2D ν = 10ΛRing in H1(I;L2(Ω))
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Figure 8.14: Reconstruction of ν = 10ΛRing in H1(I;L2(Ω)) in 2D with ε = 10−4
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
−10
0
10
(a) evaluated at t = 12π
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
−10
0
10
(b) evaluated at t = 43π
Figure 8.15: Reconstruction of ν = 10ΛRing in L2(I;L2(Ω)) in 2D with ε = 10−4
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Figure 8.16: Last reginn-iterate for c = 0.15ΛRing in H1(I;L2(Ω)) in 2D with
ε = 10−4
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Figure 8.17: Reconstruction of c = 0.15ΛRing in H1(I;L2(Ω)) in 2D with
ε = 10−2
this threshold, no matter the noise level. After that, the iterates begin
to develop singularities in the ring segment. A failed reconstruction
for ε = 10−4 (using the H1(I;L2(Ω))-norm) can be found in Figure 8.16.
Note that values exceeding [−0.15, 0.15] are clipped, and the oscillations
have values in [−2, 2]. However, we would like to remark that one percent
of relative noise is already quite low with regards to applications, and
the reconstruction for ε = 10−2 already looks satisfying, see Figure 8.17.
8.4 reconstruction from partial data
In this section, we will attempt the inversion of Fc and Fρ in a more
“realistic” measurement setup. In our convergence experiments, both the
excitation of the wave inside Ω and its measurements were nonlocalized
in space. We chose this setup to make certain that the data contains a
lot of information about the ground truth. In applications, the setup
will probably not be so convenient. For example, in the setting of non-
destructive testing, we can think of a plate (e.g. made of carbon fiber
reinforced polymers) that is under test, like in [LS17]. There, vibrations
inside the plate are excited near localized points at the plate’s boundary,
by means of a Piezo-electric crystal or a laser beam. These vibrations are
then picked up by other piezo crystals that are glued to the plate.
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To conclude, we make two changes to our forward operators Fc and Fρ
to obtain a more realistic scenario: First of all, we replace the right-hand
side f(t,x) = cos(2t) by localized pulses. Second, we compose it with
a measurement operator. All in all, this will produce a setup similar
to [GL17]. We briey outline both changes, and then analyze what effects
they have on the numerical reconstruction. For ease of presentation we
assume that the operator under consideration is Fc. Furthermore, we
only consider d = 2 here, because the three-dimensional case mainly
differs in the computing times.
excitation by localized pulses To account for the resulting loss
of data quality we assume that we have multiple measurements for
different right-hand sides f1, . . . , fK available. Of course we can model
this by replacing Fc : c ↦→ u by the vector-valued forward operator
Fˆc : E→ L2(I;L2(Ω))K, Fˆc(c) = (u1, . . . ,uK),
where uk (k = 1, . . . ,K) denotes the solution of the acoustic wave equa-
tion (5.15) for the right-hand side fk. Since we only work with a nite
amount K ∈ N of right-hand sides, we can apply all of our previous the-
oretical results on each component function to obtain the corresponding
result for the whole Fˆc. The implementation of such a vector-valued for-
ward operator is straightforward. It even offers a new, exciting possibility
for parallelization: The process of solving the acoustic wave equation can
be performed independently for each right-hand side, for example on
different computers. Afterwards, these processes only have to distribute
the computed wave elds to one another, e.g. using mpi (Message Pass-
ing Interface). This nicely complements the multi-threaded approach for
matrix assembly (and the solution of linear systems) employed by the
nite element library deal .ii .
In the inverse problem we assume that (uε1, . . . ,uεK) is given. For us
it is convenient to assume that the relative noise level ε is chosen with
respect to the euclidean norm of the whole tuple, i.e.
KX
k=1
∥uεk − uk∥2L2(I;L2) ⩽ ε2
KX
k=1
∥uk∥2L2(I;L2).
Note that this setup implies that each eld is allowed to carry a different
noise level. However, in our numerical implementation we use a random-
number generator to create additive white noise (η1, . . . ,ηK) and then
scale this whole tuple accordingly, as done in (8.10). Due to the high
number of degrees of freedom for each ηk, it is very improbable that
the norms of the ηk will exhibit huge variations. This also means that
the ηk are pairwise uncorrelated, i.e. we expect
(︁
ηj,ηk
)︁
to be negligible.
As a consequence, even in the case that all the right-hand sidesfk are
identical, the data quality for K > 1 will by higher than for K = 1. Indeed,
in this case we haveu1 = · · · = uK =: u and each eld uεk would carry a
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relative noise level of approximately ε. Since the noise is uncorrelated,
we expect their average to have a noise level of ε/
√
K, as can be seen on⃦⃦⃦⃦
⃦u− 1K
KX
k=1
uεk
⃦⃦⃦⃦
⃦
2
≈ 1
K2
KX
k=1
∥u− uεk∥2 ≈
ε2
K
∥u∥2.
We imagine that the domain Ω = [−1,1]2 can be excited near all of its
edges, i.e. setK := 4. Let x1, . . . ,x4 denote the midpoints of these edges,
counting clockwise starting from x1 := (0,1) ∈ ∂Ω, and
fk(t,x) := sin(2t) 1B(xk,0.1)(x)
for (t,x) ∈ I×Ω and k = 1, . . . ,K.
We would like to remark that this naïve approach of combining all
measurements into a single forward operator can be hazardous: Even
if the discrepancy principle is already satised for some of the elds,
they can still be used by the inversion algorithm to decrease the overall
discrepancy, potentially leading to more artifacts in the reconstruction.
We did not run into such problems, maybe because the norms of the four
data sets are almost equal. However, for inhomogeneous measurement
data one should consider more specialized techniques, for example the
Kaczmarz-variant of reginn [MRL 14].
simulation of measurements We restrict our analysis to linear
measurement operators Ψ : L2(I;L2(Ω)) → Z for some Hilbert space Z,
which we compose with each component of Fˆc. This gives rise to
Fc : E→ Z, Fc(c) := (Ψu1, . . . ,ΨuK)
and similarly also Fρ : E→ Z. In addition to the trivial choice Ψ : E→ E,
Ψ = Id we consider discrete measurements in space-time, that isZ := RL
and (Ψu)l ≈ u(yl) for a nite number of sensor locations y1, . . . ,yL ∈
I×Ω. The spaceL2(I;L2(Ω)) does not allow point evaluations (and
neither would Y(k)). The formally correct way to proceed would be to set
(Ψu)l := (Ψ ∗φ)(yl) for some smooth function φ : R1+d → R with small
support. The corresponding adjoint reads
Ψ∗(w1, . . . ,wL) =
LX
l=1
wlφ(·− yl).
In the case of a high number L of measurement locations, this approach
induces a lot of computational overhead: For the evaluation of Ψ we
would need to compute a lot of inner product with shifted (in space
and time) versions of φ using numerical quadrature. Furthermore, for
the adjoint we would have to interpolate these shifted functions onto
the nite element space. The latter only has to be done once, but the
storage requirements quickly exceed the size of all involved nite element
matrices. Even for a few hundred sensor locations, we have observed that
the measurement operator dominated the computation times. Much more
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convenient, although formally incorrect, is to simply evaluate the finite
element function u at y1, . . . ,yL. This is a much more local operation on
the finite element space and can therefore be performed very quickly. The
same holds for the adjoint, where one needs to project shifted versions of
the δ-distribution onto the finite element space.
distribution of sensors We consider two possibilities how to
distribute the sensor locations y1, . . . ,yL inside I×Ω. In both cases, we
assume that the temporal resolution of the sensors is very high, and equal
to the step size of our time-discretization, which yields 255 values at each
measurement point in space. The first setting we would like to investigate
are internal measurements, distributed on a uniform grid with distance
0.1 between nodes. Due to the Dirichlet boundary conditions we only
take those nodes that lie inside of (−1, 1)2, i.e.{︂
(−0.9+ 0.1i,−0.9+ 0.1j)
⃓⃓⃓
i, j = 0, . . . , 18
}︂
⊂ Ω.
This defines 361 measurement locations inside of Ω, and a total of
L = 92055 measurement values in I ×Ω. Compared to full internal
measurements this is a down-sampling to about 9% of previously avail-
able data points. Taking into account that K = 4, we end up with a
nonlinear inverse problem with twice the number of unknowns in c or
ρ as we have measurement values. For the second setting we only use
the boundary nodes of this grid, i.e. 72 locations in space and L = 18360.
Compared to full knowledge of u, this is only roughly 1.7% of the data.
For the ground-truths we again employ the function ΛLDot, and use the
H1(I;L2(Ω))-norm for the reconstructions. Figure 8.18 contains graphical
representations of the available data for the second right-hand side for
the three different measurement setups. Even the full data, seen in
Figure 8.18a, is much more challenging than it has been previously (cf.
Figure 8.4), because each pulse barely reaches the opposing side of the
domain during the time interval I = [0, 2π]. As expected, the grid-like
distribution of sensors yields a massively down-sampled version of the
full data, but it should still contain most of the information about what
is happening inside of Ω. Obviously this is not the case anymore if we
only consider the boundary nodes, as seen in Figure 8.18c.
reconstruction of the wave speed The reconstructions of c
based on this data, tainted with 0.1% of noise, are the subject of Fig-
ure 8.19. Unsurprisingly, if we set Ψ to be the identity we obtain a good
reconstruction, with a relative H1(I;L2(Ω))-error of 37%. If we use the
down-sampled grid data, the error only increases slightly, to 42%. How-
ever, here we see that the very fast computation of sensor values through
point evaluations is not without cost: The δ-peaks at the sensor locations
(introduced by Ψ∗) are clearly visible in the reconstruction. We have
observed that a stronger norm like H1(I;H10(Ω)) for the reconstruction
process can be used to avoid these artifacts. This works because the cor-
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Figure 8.18: Data [Fc(0.15ΛLDot)]2 for different measurement operators Ψ
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Figure 8.19: Reconstruction of c = 0.15ΛLDot using different measurement oper-
ators Ψ and 0.1% noise
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Figure 8.20: Relative L2(Ω)-reconstruction error over time for c = 0.15ΛLDot and
0.1% noise
responding transformation matrices perform a smoothing in the spatial
variable (as discussed in Section 7.2.1).
The reconstruction from boundary data, seen in Figure 8.19c, achieves a
relative error of 73%. Although this error is very large, the reconstruction
looks much better than expected. Both objects are clearly reconstructed.
However, the discontinuities of the L-shape are not resolved as sharply
as in the other reconstructions, and the ball-shaped object is perturbed.
In addition, we still see the artifacts near the sensor locations, but here
they are easily dealt with: They lie outside of the support of ΛLDot, thus
one could simply cut off this part of the reconstruction. For 1% of noise,
the reconstructions look similar, and all of the errors increase by about
10%. All in all, these results for the wave speed are very promising with
regards to actual applications, where coarse boundary data should be a
common scenario.
error over time Note that our setup heavily complicates the re-
construction of the parameter close to t = 0 and for boundary measure-
ments also at t = T : Due to the local nature of our right-hand sides,
the wave field u is not immediately active everywhere in the domain.
Thus, changes in the parameters near the starting time have little to no
effect on the discrepancy. Analogously, if we change the wave speed (or
any other parameter) for t ≈ T , then this change in the wave has not
enough time to propagate to the sensors at the boundary. Indeed, this
can be observed in the reconstructions: Figure 8.20 shows the relative
L2(Ω)-error of each time frame of the reconstruction in case of grid- and
boundary measurements. In both cases, the error starts out high. For the
boundary measurements it severely increases again when we reach the
end of the time interval I, whereas for a grid-like sensor distribution this
growth is not as extreme.
reconstruction of the mass density In almost all of the previ-
ous discussions, we found that ρ and c behave very similar. For Ψ = Id,
this also turns out to be the case here, but the reconstructions from
sensor data are of much worse quality for ρ than they are for c. The
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Figure 8.21: Reconstruction of ρ = 0.75ΛLDot from internal measurements and
0.1% noise
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Figure 8.22: Reconstruction of ρ = 0.75ΛLDot from boundary measurements and
0.1% noise
reconstruction from grid data is seen in Figure 8.21. The support of the
L-shape is barely visible at t = π/2, and the ball is not detected at all.
For t = 4/3π the image improves, but it is much more tainted by artifacts
than the corresponding picture for c (Figure 8.19b). For boundary data
the reconstruction totally breaks down, see Figure 8.22. Even for t = 4/3π
we can hardly make out the supports of the objects. One possible ex-
planation might be that even for full data, the initial discrepancy (based
on the initial guess zero) in this scenario for Fρ is much lower than Fc,
they amount to 28% and 53%, i.e. the inversion of Fρ will terminate
sooner. For boundary data, the initial discrepancy for the ρ-problem is
at only 18%, whereas for c it was still at about 32%. Together with the
physical interpretation of ρ as the mass density and c as the wave speed,
we are led to the hypothesis that changes in the wave speed produce
more “global” effects (that are observable near the boundary), whereas
changes in the mass density primarily cause local deviations.
8.4.1 Static reconstructions
We would like to take the low reconstruction quality for ρ for boundary
data as an opportunity to show how the reconstruction quality can differ
between the dynamic- and the static case. If we strip ΛLDot of its time-
dependence, i.e. use ρ(x) = 0.75ΛLDot(π/2, x) as the unknown, then the
8.4 reconstruction from partial data 158
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
(a) ρ(x) = 0.75ΛLDot(π/2, x)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
−0.1
0
0.1
(b) c(x) = 0.15ΛLDot(π/2, x)
Figure 8.23: Reconstructions of static parameters in L2(Ω) in 2D with ε = 10−3
from boundary measurements
reconstruction from boundary data is about as bad as already seen in
Figure 8.22. This is not surprising, since the inversion algorithm does not
know that the ground truth is constant in time.
Transforming our reconstruction algorithm for dynamic parameters
to one for static parameters is not difficult, we mainly have to change
the adjoint of ∂F, originally given by Theorem 5.5. If the parameters
do not depend on time, then in (5.25) we can move the time integrals
into the four dual products to obtain L∞(Ω)× L1(Ω) pairings with the
static unknowns. Thus, all we have to do is augment the original imple-
mentation by this time integral. We can even avoid having to change
any data structures if we make the adjoint return N+ 1 copies of this
function. Apart from the initial guess (which we have set to zero), there
is no other part of the algorithm that can introduce time-dependence into
the reconstruction.
After these changes we obtain a much better image of ρ, which we have
included as Figure 8.23a. This a-priori information about the ground
truth turns the original H1(I;L2(Ω))-error of 94% into a L2(Ω)-error of
only 32%. We can still see the sensor positions, and inside the domain
the image seems slightly noisy. The latter might indicate that using the
discrepancy principle with τ = 2 might have been a little too optimistic.
For c, the dynamic reconstruction of c(x) = 0.15ΛLDot(π/2, x), again
based on boundary data, yields an image comparable to the already
quite good reconstruction in Figure 8.19c. The corresponding static
reconstruction is seen in Figure 8.23b and possesses a relative L2(Ω)-error
of 17%. Although both reconstructions in Figure 8.23 look satisfactory,
even in the static case c seems to be easier to reconstruct from boundary
measurements than ρ.
9
C O N C L U S I O N & O U T L O O K
In this work we analyzed multiple dynamic inverse problems that in-
volve second-order linear hyperbolic equations. In particular, we de-
veloped a general framework that allows to tackle such problems, and
we demonstrated how it can be applied to various partial differential
equations. Furthermore, we presented numerical examples for the acous-
tic wave equation, in which the task included the reconstruction of a
time-dependent wave speed and mass density. These numerical examples
demonstrated that if internal data about the wave field is available, then
time-dependent parameters in a two- or three-dimensional setting can
be reliably identified using reasonable computational resources. Surpris-
ingly, we discovered that the determination of a dynamic wave speed is
possible even from boundary measurements.
This work lays the foundation for a lot of possible further research,
and we would like to close this thesis by outlining some of them.
First of all, one could employ adaptive meshes for the solution of the
wave equation. Our PDE solver can already cope with time-dependent
meshes. However, to transform the adjoint of ∂F to the correct inner
product, we rely on the transformation matrices of Section 7.2, and in
their current form they can only be implemented efficiently on a static
mesh. This has to be remedied, for example by resorting to the analytical
adjoint (which might impair the stability of the inversion). Naturally, the
ability to adaptively refine and coarsen the mesh is useless without a
criterion when to do so. Thus, one has to derive suitable error estimators
for wave equations with time-dependent parameters, perhaps based
on [BGR10; BR01; BS05], and decide how often the meshes should be
changed. Note that in this case the finite element spaces for the unknown
parameters and the wave fields should not be the same anymore, even
more so when data for multiple right-hand sides is used. The space for
the reconstruction can either be kept as is (linear elements on a uniform
mesh), or it can be adaptively refined as well. Due to the high number
of unknowns caused by the time-dependence of the parameters, this
would be very beneficial to the storage requirements, in particular in
three-dimensional scenarios. This could be achieved by building on the
articles [Ban08; CKW16; KKV14a; KKV14b].
Related recent publications on dynamic inverse problems (e.g [Hah14;
Hah17]) often include a more restricted model of the time-dependence.
To be more precise, they assume that the searched for parameter is a
static quantity that is perturbed by a time-dependent diffeomorphism.
This effectively reduces the quest for a d+ 1-dimensional function to a
d-dimensional function and a few scalars that control the deformation
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in time. This approach is already covered by our theoretical results,
since it can be modeled by the value operator P. However, we have not
analyzed the effect such a dimension-reduction has on the numerical
reconstructions.
In this thesis we dealt with nonlinear inverse problems for linear partial
differential equations. One could try to generalize this to nonlinear equa-
tions, preferably using a semilinear model as a starting point. The main
difference will be that the forward operator then involves a fixed-point
argument both for its theoretical analysis and the numerical implementa-
tion. Therefore, the analysis of such a problem can likely profit from our
results for the forward operator of the corresponding linearized equation.
Lastly, we would like to mention that the classical scattering the-
ory [CK13] usually treats inverse problems in which the data does not
consist of only one scattered field. Instead, it uses the knowledge of
which measurements an arbitrary excitation produces, often modeled
by the operator that maps incident fields to far fields. In our numerical
experiments we have already begun to approximate this setting by in-
cluding a finite number of right-hand sides. As discussed in Section 5.2.1,
moving to operator-valued data for the theoretical analysis would greatly
increase the chances of proving injectivity of the forward operator, thereby
guaranteeing uniqueness for the inverse problem.
We are confident that our theoretical analysis can provide a solid basis
for these further considerations. In this spirit, we also made the source
code relating to Chapters 7 and 8 publicly available at
https://gitlab.informatik.uni-bremen.de/tgerken/wavepi.
A
B O C H N E R S PA C E S
Aside from the Introduction and the Outlook, all chapters of this thesis
make heavy use of Bochner spaces. They extend the notions of the
Lebesgue-integral and Sobolev spaces to functions that are additionally
parameterized by a one-dimensional variable, which we often denote as
the time variable. They are very useful for the treatment of parabolic
and hyperbolic partial differential equations, where one of the variables
behaves differently from the others. Unfortunately, the results that we
require for our analysis are scattered all over the literature, because most
authors only state exactly those results they need for their purposes. We
followed their example and have collected the denitions and assertions
that are relevant for us in this appendix. For the proofs and more details
we refer the reader to [Emm 04; Eva10; Sch18; Yos95] and the appendix
of [Zei 90a].
Throughout this presentation we assume X to be a (real valued) Banach
space andI to be the bounded interval I := [0,T ] with T > 0.
measurabil ity Similar to the Lebesgue integration theory, it is not
possible to assign an integral to all u : I→ X.
Definition A.1. We make the following denitions for u : I→ X.
(i) u is simple if its image u(I) ⊂ X is nite and all of its preimages are
measurable, i.e. if it is of the form u =
P m
i=1 ui1Ei with m ∈ N ,
u1, . . . ,um ∈ X and Lebesgue-measurable subsetsE1, . . . ,Em of I.
(ii) u is almost separably valued if there exists N ⊂ I of measure zero
such that u(I \N) ⊂ X is separable.
(iii) u is weakly measurable if for all f ∈ X∗ the function I → R , t ↦→
⟨f,u(t)⟩ is measurable (in the sense of Lebesgue).
(iv) u is strongly measurable (also Bochner measurable, or just measurable) if
u can pointwise be approximated by simple functions, i.e. if there
exist simple functions uk : I→ X (k ∈ N ) such that uk(t)→ u(t) in
X ask→ 1 for almost all t ∈ I.
Weak measurability is much easier to verify than strong measurability.
For separableX these notions are equivalent, as the following theorem
states. Of course this does not help with functions I→ L1 (Ω), like the
unknown parameters in Chapters 5 and 6.
Theorem A.2 (Pettis). u : I → X is strongly measurable if and only if it is
weakly measurable and almost separably valued.
Proof. See Section V.4 in Yosida [Yos95].
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Definition A.3. For p ∈ [1,1 ] let Lp(I;X) denote the set of all strongly
measurable functions u : I→ X for which
∥u∥Lp(I;X) :=
8
>>><
>>>:
(︄ZT
0
∥u(t)∥pX dt
)︄1/p
if p < 1 ,
ess sup
t∈I
∥u(t)∥X if p = 1 ,
(A.1)
is nite. Further, we dene Lp(I;X) := Lp(I;X)/∼, with the equivalence
relation that is dened by f ∼ g if f = g almost everywhere.
Due to the properties of the Lebesgue integral, we immediately see
Lp(I;X) ⊂ Lq(I;X) if 1 ⩽ q ⩽ p ⩽ 1 , and also note that Lp(I; R) = Lp(I).
As is common for Lebesgue spaces, we also abuse notation for Bochner
spaces by writing u ∈ Lp(I;X) when we actually mean the equivalence
class [u] ∈ Lp(I;X) with a representative u ∈ Lp(I;X).
Even without an integral denition for functions u : I → X, we can
already deduce the following properties of the Bochner spaces.
Theorem A.4. The following assertions hold for p ∈ [1,1 ].
(i) Lp(I;X) is a Banach space when equipped with the norm (A.1). If X
is a Hilbert space, then so is L2(I;X). A suitable inner product is for
u,v ∈ L2(I;X) given by
(u,v) :=
ZT
0
(u(t),v(t))X dt.
(ii) If X is continuously embedded in another Banach space Y, then Lp(I;X)
is continuously embedded in Lq(I;Y) for all q ∈ [1,p].
(iii) If X is separable and p < 1 , then Lp(I;X) is also separable.
(iv) The space C(I;X) of continuous functions I → X (equipped with the
supremum norm) is continuously embedded into Lp(I;X). If p < 1 then
this embedding is dense.
(v) Let f ∈ Lq(I;X∗) and u ∈ Lp(I;X) with 1/p+ 1/q = 1. Then we have
t ↦→ ⟨f(t),u(t)⟩ ∈ L1(I) with
ZT
0
|⟨f(t),u(t)⟩|dt ⩽ ∥f∥Lq(I;X∗)∥u∥Lp(I;X).
(vi) If p < 1 and X is reflexive or has a separable dual space X∗, then the dual
space of Lp(I;X) can be identified with Lq(I;X∗) (1/p+ 1/q = 1) by
⟨f,u⟩ :=
ZT
0
⟨f(t),u(t)⟩X∗×X dt, f ∈ Lq(I;X∗),u ∈ Lp(I;X).
In particular, we conclude that Lp(I;X) is reflexive for p ∈ (1,1 ).
Proof. See Satz7.1.23 in Emmrich [Emm04].
One can further show that for open Ω ⊂ Rd, the spaceLp(I;Lp(Ω))
is isomorphic to Lp(I×Ω) if p < 1 . For p = 1 only L1 (I;L1 (Ω)) ⊂
L1 (I×Ω) holds, because we cannot use Pettis’ Theorem to show that the
functions belonging to L1 (I×Ω) provide strongly measurable functions
I→ L1 (Ω).
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integration We can easily assign an integral to simple functions
u : I→ X by ZT
0
u(t) dt :=
X
x∈u(I)
x λ
(︁
u−1({x})
)︁
,
where λ denotes the Lebesgue measure onI. If u ∈ Lp(I;X) for some
p ∈ [1, 1 ], then it can (by denition) be approximated by simple functions
uk, k ∈ N . This suggests the denition
ZT
0
u(t) dt := lim
k→1
ZT
0
uk(t) dt, (A.2)
which we call the Bochner integral of u and yields a value in X. If B is a
measurable subset ofI, then we dene
R
B u(t) dt to be the integral of 1Bu.
Note that the latter function is also an element Lp(I;X) because it satises
∥1Bu∥Lp(I;X) < 1 and can be approximated by the sequence1Buk that
consists of simple functions. For 0 ⩽ s ⩽ t ⩽ T we further introduce the
notation
Rt
s u(t) dt :=
R
(s,t) u(t) dt, as well as
Rs
t u(t) dt := −
Rt
s u(t) dt.
The following theorem shows that the above integral denition makes
sense, and contains some useful properties of the integral.
Theorem A.5. Let p ∈ [1, 1 ) and u ∈ Lp(I;X). Then the following assertions
hold.
(i) The limit in the integral definition (A.2) exists and is independent of the
choice of the sequence (uk)k∈N .
(ii) There is a sequence of simple functions uk : I → X (with k ∈ N ) that
converges pointwise almost everywhere to u and further satisfies
ZT
0
∥u(t) − uk(t)∥pX dt→ 0 as k→ 1 .
(iii) The inequality ⃦⃦⃦⃦
⃦
ZT
0
u(t) dt
⃦⃦⃦⃦
⃦
X
⩽
ZT
0
∥u(t)∥X dt
holds, as does the equality⟨︄
f,
ZT
0
u(t) dt
⟩︄
=
ZT
0
⟨f,u(t)⟩dt for all f ∈ X∗.
Proof. The assertion can be found as Theorem10.4 in Schweizer [Sch18],
alongside its proof.
Moreover, we obtain the following version of the dominated conver-
gence theorem, which is also taken from [Sch18].
Theorem A.6 (Lebesgue). Let p ∈ [1, 1 ), u : I→ X, uk ∈ Lp(I;X), g,gk ∈
Lp(I) with gk → g in Lp(I) and uk(t) → u(t) almost everywhere when
k → 1 . Suppose further that ∥uk(t)∥ ⩽ gk(t) for almost all t ∈ I. Then
u ∈ Lp(I;X) and uk → u with respect to the Lp(I;X)-norm.
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As one would expect, integration yields almost everywhere differen-
tiable functions (in the classical sense).
Lemma A.7. Let v ∈ L1(I;X) and t0 ∈ I. The function u : I→ X, defined via
u(t) :=
Zt
t0
v(τ) dτ, t ∈ I,
is continuous. Furthermore, it is differentiable in almost all t ∈ I, with derivative
u ′(t) = v(t). This also holds in all t in which v is continuous.
Proof. See Satz7.1.19 in Emmrich [Emm04].
weak derivatives The notion of integrals for X-valued functions
also allows to dene (weak) differentiability for them.
Definition A.8. Let p ∈ [1,1 ] and k ∈ N 0.
(i) Let u ∈ Lp(I;X). By
u(k) : C1c (I)→ X, φ ↦→ (−1)k
ZT
0
u(t)φ(k)(t) dt,
every such function possesses distributional derivatives of arbitrary
high order k. We write u(k) ∈ Lp(I;X) and denote u(k) as the weak
derivative of u of order k if u(k) is a regular distribution that can be
represented by somev ∈ Lp(I;X), that is if
(−1)k
ZT
0
u(t)φ(k)(t) dt =
ZT
0
v(t)φ(t) dt
holds for all φ ∈ C1c (I). In this case we do not distinguish between
u(k) and v.
(ii) We dene the Sobolev-Bochner space
Wk,p(I;X) :=


u ∈ Lp(I;X)
⃓⃓⃓
u(i) ∈ Lp(I;X) for all 0 ⩽ i ⩽ k

,
which becomes a Banach space when equipped with the norm
∥u∥Wk,p(I;X) :=
8
>>>><
>>>>:
(︄
kX
i=0
⃦⃦⃦
u(i)
⃦⃦⃦p
Lp(I;X)
)︄1/p
if p < 1 ,
sup
i=1,...,k
⃦⃦⃦
u(i)
⃦⃦⃦
Lp(I;X)
if p = 1 .
If X is a Hilbert space, then so isHk(I;X) :=Wk,2(I;X), for example
with the inner product
(u,v)Hk(I;X) :=
kX
i=0
(︂
u(i),v(i)
)︂
L2(I;X)
, u,v ∈ Hk(I;X).
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It is of little consequence how we combine the Lp(I;X)-norms of u(i)
to form the norm of u ∈Wk,p(I;X); we could have employed any norm
on Rk for this purpose. However, it seems to be the most consistent
approach to also utilize the p-norm for this.
We can immediately see that weakly differentiable functions can be
made classically differentiable through convolution with more regular
functions.
Lemma A.9. Let (ηε)ε>0 ⊂ C1c (I) a smoothing kernel, p ∈ [1,1 ) and
u ∈W1,p(I;X). We extend u to R by 0 to define uε : I→ X by
uε(t) := (u ∗ ηε)(t) =
Z
R
u(s)ηε(t− s) ds, t ∈ I.
For all ε > 0 we obtain uε ∈ C1 (I;X), and for t ∈ (0,T) we can exchange
smoothing and differentiation, i.e. (uε) ′(t) = (u ′)ε(t). When ε → 0, then
uε → u with respect to the norm of W1,p(I;X). In particular, we observe that
C1 (I;X) is dense in W1,p(I;X).
Similar to one-dimensional Sobolev spaces, functions belonging to
W1,p(I;X) are continuous after redening them on a set of measure zero.
Theorem A.10. Let p ∈ [1,1 ]. Each u ∈ W1,p(I;X) has a continuous
representative u ∈ C(I;X). It satisfies the estimate
max
t∈I
∥u (t)∥X ⩽ C∥u∥W1,p(I;X)
with C > 0 being independent of u. In particular, the embedding of W1,p(I;X)
into C(I;X) is well-defined and continuous. Furthermore, the fundamental
theorem
u (t) − u (s) =
Zt
s
u ′(τ) dτ
is valid in all t, s ∈ I.
Proof. See Theorem2 in Section 5.9 of Evans’ book [Eva10].
Through u we obtain a way to dene point evaluations for u ∈
W1,p(I;X) while still maintaining continuous dependence on the whole
equivalence class. Hence we choose to identifyu with its continuous
variant u whenever possible.
If u ∈ W2,p(I;X), then u ′ is continuous as well and together with
Lemma A.7 we are able to deduce that u ∈ C1(I;X). By induction we
obtain for k ∈ N the continuous embedding Wk,p(I;X) ↪→ Ck−1(I;X).
connection to gelfand triples The structure of Gelfand triples
V ⊂ H ⊂ V∗ (see Denition 2.1) allows to show continuity of functions
I → V with respect to H, even if its derivative only maps to the worse
spaceV∗. With such functions we are further able to integrate by parts.
Theorem A.11. Let V ⊂ H ⊂ V∗ be a Gelfand triple and p,q ∈ (1,1 ) with
1/p+ 1/q = 1.
bochner spaces 166
(i) Every u ∈ Lp(I;V) with u ′ ∈ Lq(I;V∗) has a continuous representative
u˜ ∈ C(I;H). It satisfies the estimate
max
t∈I
∥u˜(t)∥H ⩽ C
(︂
∥u∥Lp(I;V) +
⃦⃦
u ′
⃦⃦
Lq(I;V∗)
)︂
with a constant C > 0 that does not depend on u.
(ii) For u, v ∈ Lp(I;V) that have derivatives u ′, v ′ ∈ Lq(I;V∗), the integra-
tion by parts formula
(u(t), v(t)) − (u(s), v(s)) =
∫︂t
s
⟨︁
u ′(τ), v(τ)
⟩︁
+
⟨︁
v ′(τ),u(τ)
⟩︁
dτ
holds for all 0 ⩽ s ⩽ t ⩽ T . Note that the evaluations of u and v on the
left-hand side are well-defined in H because of assertion (i).
Proof. Can be found as Proposition 23.23 in Volume 2A of Zeidler’s
monograph [Zei90b].
If X is a separable Hilbert space, then the integration by parts formula
in particular holds for the Gelfand triple “X ⊂ X ⊂ X” and p = q = 2,
i.e. for functions u, v ∈ H1(I;X). We also recover the continuity of the
embedding H1(I;X) ↪→ C(I;X) (cf. Theorem A.10) as a special case of
assertion (i).
B
N U M E R I C A L C O N V E R G E N C E R AT E S
Tables B.1 to B.4 contain supplementary material of the analysis done in
Section 8.3. Tables B.1 and B.2 contain rates for each forward operator in
the two-dimensional setting. The former deals with ΛLDot and the latter
with ΛRing The tables are to be read as follows: For each combination
of a forward operator Fc, Fν, Fρ, Fq and possible reconstruction norm,
the reconstruction errors behave like O(εγ) with γ as given in the cor-
responding table cell. In addition to the behavior of the errors, we also
included the rate in which the amount of partial differential equations
that have to be solved increases as ε tends to zero. Note that due to
higher computing times in 3D, Tables B.3 and B.4 only contain results
where the H1(I;L2(Ω))-norm is used for the domain of definition. The
values of ε we used are the same as in Section 8.3. The lowest noise levels
are 10−4 in 2D and 10−3 in 3D. In the case that some reconstructions
did not converge (either due to divergence or a timeout after multiple
days of wall time), we have indicated the lowest noise level for which a
solution could be obtained.
Type Norm
Convergence Rates
Remarks
L2(I;L2) H1(I;L2) H2(I;L2) PDEs
c
L2(I;L2) 0.15 −0.70 −4.53 −3.40 ε ⩾ 1.0 · 10−1
H1(I;L2) 0.31 0.27 0.06 −0.78
H2(I;L2) 0.32 0.29 0.21 −0.78 ε ⩾ 1.0 · 10−3
ν
L2(I;L2) 0.13 −0.10 −0.38 −0.84
H1(I;L2) 0.28 0.22 0.06 −0.78
H2(I;L2) 0.29 0.25 0.17 −0.78
ρ
L2(I;L2) 0.02 −0.44 −1.33 −1.67 ε ⩾ 1.0 · 10−2
H1(I;L2) 0.23 0.16 −0.02 −0.78
H2(I;L2) 0.34 0.27 0.16 −0.86
q
L2(I;L2) 0.14 −0.08 −0.36 −0.80
H1(I;L2) 0.26 0.21 0.07 −0.75
H2(I;L2) 0.27 0.24 0.16 −0.74
Table B.1: Rates for ΛLDot in 2D
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Type Norm
Convergence Rates
Remarks
L2(I;L2) H1(I;L2) H2(I;L2) PDEs
c
L2(I;L2) 0.08 −0.50 −0.57 −3.66 ε ⩾ 4.6 · 10−2
H1(I;L2) 0.31 0.05 0.00 −1.34 ε ⩾ 1.0 · 10−2
H2(I;L2) 0.26 0.03 0.00 −1.75 ε ⩾ 2.2 · 10−2
ν
L2(I;L2) 0.13 0.00 0.00 −0.93
H1(I;L2) 0.22 0.03 0.00 −1.10
H2(I;L2) 0.19 0.03 0.00 −1.42
ρ
L2(I;L2) 0.03 −0.18 −0.17 −1.46 ε ⩾ 4.6 · 10−3
H1(I;L2) 0.19 0.03 0.00 −0.90 ε ⩾ 1.0 · 10−3
H2(I;L2) 0.17 0.02 0.00 −0.98 ε ⩾ 4.6 · 10−3
q
L2(I;L2) 0.13 0.00 −0.00 −0.85
H1(I;L2) 0.22 0.03 0.00 −1.03
H2(I;L2) 0.21 0.03 0.00 −1.37
Table B.2: Rates for ΛRing in 2D
Type
Convergence Rates
Remarks
L2(I;L2) H1(I;L2) H2(I;L2) PDEs
c 0.31 0.23 0.06 −0.72 ε ⩾ 1.0 · 10−2
ν 0.27 0.20 0.05 −0.89
ρ 0.23 0.16 0.02 −0.90
q 0.28 0.22 0.07 −0.89
Table B.3: Rates for ΛLDot using H1(I;L2(Ω)) in 3D
Type
Convergence Rates
Remarks
L2(I;L2) H1(I;L2) H2(I;L2) PDEs
c 0.30 0.04 0.00 −1.73 ε ⩾ 2.2 · 10−2
ν 0.20 0.02 0.00 −0.98
ρ 0.14 0.02 0.00 −1.03 ε ⩾ 2.2 · 10−3
q 0.21 0.03 0.00 −1.00
Table B.4: Rates for ΛRing using H1(I;L2(Ω)) in 3D
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