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linear code C 0 is shown in Table II . The code C 1 has been constructed by a search procedure similar to that of [2] . However, in each step of the procedure, binary nonlinear codes are constructed from binary linear codes by the Y2 construction [3, pp. 592-593] , a simple generalization of the Nordstrom-Robinson code construction [3, pp. 73-74] .
II. A BINARY (49; 393216; 13) CODE By Litsyn [4] , the value A(49; 13) is shown to be at least 2 18 = 262144. We improve this bound by presenting a new binary (49; 393216; 13) code.
The new binary (49; 393216; 13) code D1 is given by the union of a linear [49; 16; 15] code D 0 with six of its cosets. The linear code D 0 is generated by the canonical matrix at the bottom of the previous page.
The cosets are given by the coset leaders of minimal weight (w 0 is the zero vector), The code D1 has the dual distance d 0 = 5 and its weight distribution is given in 
I. INTRODUCTION
List decoding [5] , [7] , [12] , [13] is an important decoding method which makes it possible to recover information in the presence of errors beyond the traditional error-correction bound. List decoding is also used in Koetter-Vardy's algebraic soft-decision decoding of Reed-Solomon (RS) codes [8] , as well as Lee-metric decoding of RS codes [15] . A crucial step in list decoding is finding the roots of a polynomial with coefficients being polynomials or rational functions over a finite field. These roots are then used to reconstruct the codewords that are candidates for the transmitted codeword. Efficient root-finding algorithms for list decoding of RS and algebraic-geometric (AG) codes were given in [1] , [3] , [6] , [11] , [16] . In this correspondence, building on the ideas in [14] , we present an efficient root-finding algorithm for list decoding of Reed-Muller (RM) codes.
RM codes are a generalization of RS codes. [5] was given in [10] for RM codes. Just like the list decoders of RS and AG codes [5] , the list decoder of RM codes [10] Among the root-finding algorithms for list decoders of RS and AG codes in the literature [1] , [3] , [6] , [11] , [16] , the ones in [11] and [16] are simple and have low time complexity. For RS codes, the list decoder needs to find roots of the form 0 + 1 x + 111 + k01 x k01 of a polynomial H(T ) with coefficients in F F F q[x], where k = u + 1 is the dimension of F F F q [x] u , the set of polynomials in x with degree at most u. This problem is a special case, i.e., m = 1, of the above rootfinding problem. In [11] , an efficient algorithm is proposed that finds the coefficients 0 ; 1 ; . . . ; k01 recursively, employing the following properties: 1) the basis elements 1; x; . . . ; x k01 ; . . . of the space F F F q [x] have a unique common zero at 0 (here 0 is considered a zero of the basis element 1 of multiplicity 0) , and 2) for i j, x j =x i is still a basis element. For AG codes, the list decoder needs to find roots of the form The basis elements of this space have neither the properties 1) and 2) nor the properties 1) 3 and 2) 3 . Thus, the algorithms in [11] and [16] do not immediately generalize to the list-decoding of RM codes. In [14] , using the ordering associated with an order domain (see [4] for the definition and properties of order domain) instead of the above-mentioned properties, an algorithm for finding roots of a polynomial with coefficients in an order domain is presented. However, no strict proof of the correctness of the algorithm was given there. Because the algorithm suggests that the output size is exponential in the input size, it is important to prove that the root-finding procedure (including checking the output) has low complexity. In [14] , this type of efficiency has not been proved.
Below, we will present a simple and efficient algorithm that solves the root-finding problem for list decoding of RM codes. For this we use the graded lexicographical ordering of monomials and modify the algorithm in [14] . We will also prove the correctness of the algorithm. As we will see in Section III, the output of the algorithm may contain some polynomials that are not roots of the input polynomial H(T ). As a result, we need to check the elements of the output to get the exact set of roots. After proving a key lemma (Lemma 3.2), we show that the size of the output is at most s, where s is the degree of H(T ). This is the most difficult part of the present work. Using this lemma, we prove that for the purpose of list decoding of [n; k] RM codes, the complexity of our root-finding algorithm is O(kn).
One of the features of our algorithm is that it can be used to find all the roots (not only those with degree less than or equal to a specified
that is, the algorithm can find all the linear factors of H(T ). As we will see in Section III, if we set the input parameter u large enough, namely, This correspondence is organized as follows. In Section II, we present the algorithm and give an example. In Section III, we prove the correctness of the algorithm, and then estimate the output size of the algorithm and evaluate the time complexity. In Section IV, we give the proof of a key lemma (Lemma 3.2), and prove the result on time complexity. Finally, we present our conclusions.
II. THE ALGORITHM
Before presenting our root-finding algorithm, we first give some Step 1:
Step 2:
Substitute T = z' k0i01 into Hi(T ), where z denotes an undetermined element in F F F q . H i (z' k0i01 ) is a polynomial in the variables X 1 ; . . . ; X m . Compute the leading coefficient of Hi(z' k0i01 ), which is denoted by g i (z), i.e.,
Clearly, gi(z) is a polynomial in z with coefficients in F F F q .
Step 3:
Find all the roots of g i (z).
Step 4:
For each of the distinct roots, k0i01 , of the polynomial g i (z),
set i 0 i + 1, and return to Step 2.
Otherwise, go to Step 5.
Step 5:
Output all arrays [ k01 ; . . . ; 1 ; 0 ]. Now, we give an example to illustrate the above algorithm. The above root-finding procedure is represented in graph form at the top of the following page.
The algorithm returns three arrays They correspond to three polynomials: 1, y, and 1 + x + xy. It is easy to check that each of these polynomials is a root of H(T ). As is not a root of H(T ), since H(T ) has no roots of degree 0. Therefore, to get the exact set of roots, we need to check the elements of the output list.
To show the efficiency of the whole root-finding procedure, it is very important to prove that the size of the output list is bounded from above by a polynomial in the input size. In Theorem 3.3, we show that the output list has size at most s, where s is the degree of H(T ). The proof of Theorem 3.3 is based on a key lemma (Lemma 3.2).
III. CORRECTNESS AND COMPLEXITY OF THE ALGORITHM
In this section, we prove the correctness of the algorithm and evaluate its time complexity. Here H i+1 has been defined from H i (T ) and f k0i01 , whereas H i (T ) has been defined from H i01 (T ) and f k0i , and so on. Now repeating the above argument it is easily shown that LC(H i+1 (f k0i02 ' k0i02 )) = 0
i.e., f k0i02 is a root of g i+1 (z) = LC(H i+1 (z' k0i02 )). As a result, f k0i02 is found in Step 3. We conclude that f k01 ; f k02 ; . . . ; f0 are found by the algorithm.
We now give a key lemma, which will be proved in the next section. The lemma is used in Theorem 3.3 below to estimate the output size of the algorithm, as well as evaluate the complexity of the algorithm. Then,g(z) is a polynomial in z of degree r. O(s 2 kK) . Note that in practical list decoding, s is a designed constant parameter, k is the code dimension and less than or equal to the code length n. Also, K is bounded from above by a linear polynomial in n (for example, in the case of list decoding of RS codes, K n). Thus, for the purpose of list decoding of RM codes the time complexity of our algorithm is O(kn), which is the same as the complexity of the root-finding algorithm for RS codes in [11] .
Remark 3.1:
1) Obviously, a special version (i.e., when m = 1) of our algorithm gives a root-finding procedure for RS list decoding. 2) Although our algorithm is designed for finding the roots of
. . . ; Xm] u , by setting the input parameter u large enough, the algorithm can be used to find all the roots of H(T ), as is shown in the following proposition. IV. PROOFS OF LEMMA 3.2 AND THEOREM 3.4
Proof of Lemma 3.2:
First we write outg(z). We havẽ
Therefore,
Since is a constant in F F F q, while z is an undetermined element in F F F q, g(z) is a polynomial in z with coefficients in F F F q and degree at most s. We want to prove that the degree ofg(z) is at most r, provided that is a root of g(z) of multiplicity r. 
To prove that (2) is a polynomial in z of degree r, it is sufficient to prove the following:
. . .
From the first inequality of (3), we have This implies that the first inequality in (4) Suppose (5) is true. We are going to prove (6) . Comparing the lefthand vectors of (5) and (6), they have the same last (m 0 v 0 1) components. Also, the right-hand vectors of (5) and (6) This inequality implies c v+1 + ra v+1 > d v+1 + (r + 1)a v+1 . This implies that (6) is true. Therefore, we have proved the first inequality of (4) making use of the first inequality of (3). In the same way, we can prove the other inequalities of (4) We have
Therefore, we have
For i = 1, we have
By (9), we then have
So, by induction, we have (7). This means that for i = 0; . . . ; k 0 1 and j = 0; . . . ; s, h (i) j is of degree at most L and thus contains at most K terms. Setting the input parameter u large enough, our algorithm can find all the linear factors of H(T ) with a complexity of O(kn). A special version of our algorithm (i.e., when m = 1) gives a root-finding procedure for RS list decoding, with the same complexity as the algorithm in [11] . Our algorithm can be used to speed up the list decoding of the q-ary RM codes.
I. INTRODUCTION
In the recent paper, Gao [1] described a simple and natural algorithm for decoding algebraic codes in the class of algorithms decoding up to the designed error-correcting capability. The asymptotic complexity of this algorithm coincides with the complexity of the best Reed-Solomon decoding algorithms, and the description is the simplest for known algorithms descriptions. In this correspondence, the Gao algorithm's relation to the Welch-Berlekamp [2] and Euclidean algorithms [3] , [4] is given.
II. DEFINITIONS AND NOTATIONS
Let us define the (n; k; d) Reed-Solomon (RS) code over GF (q) with length n = q 0 1, number of information symbols k, designed distance d = n 0 k + 1, q is prime power. 
