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Chapitre 1
Introduction
1.1 Equations diffe´rentielles
Comprendre et de´crire le monde qui nous entoure a toujours e´te´ une motivation des mathe´matiques. Dans
cette de´marche, l’apparition de la notion de de´rive´e a e´te´ un tournant majeur et a permis l’arrive´e d’un
outil fondamental permettant de de´crire la dynamique du monde : les e´quations diffe´rentielles. L’e´quation
diffe´rentielle la plus ce´le`bre est sans doute le principe fondamental de la dynamique e´nonce´ par Newton en
1687 qui s’e´crit ainsi :
m
d2x
dt2
=
∑
Fext, (1.1.1)
ou` m est la masse de l’objet conside´re´, x son vecteur position et Fext les forces exte´rieures vectorielles qui
s’appliquent dessus. Cette e´quation ouvrit la porte a` la description des syste`mes physiques ponctuels et fut
utilise´e massivement de`s lors et ce jusqu’a` aujourd’hui.
En re´alite´ la notion de de´rive´e n’a e´te´ formalise´e dans sa forme la plus rigoureuse qu’au 19e`me sie`cle, ce
qui n’a pas empeˆche´ l’essor des e´quations diffe´rentielles de`s la fin du 17e`me sie`cle et l’e´tablissement d’un
nombre exceptionnel d’e´tudes et de me´thodes de re´solutions. Depuis, les e´quations diffe´rentielles ont fe´de´re´
de nombreux domaines des mathe´matiques, de l’alge`bre aux probabilite´s en passant par la ge´ome´trie et la
the´orie des nombres.
1.2 Equations aux de´rive´es partielles
Les e´quations diffe´rentielles ordinaires mode´lisent tre`s bien les syste`mes ponctuels mais repre´sentent mal
les syste`mes continus. Comment de´crire par exemple le mouvement d’une vague ? Ou la propagation d’une
vibration dans une corde ? Pour ces syste`mes on aimerait introduire un nombre infini de points, chacun
obe´issant a` une e´quation diffe´rentielle. C’est ce qui motiva l’apparition des e´quations aux de´rive´es partielles
ou EDP en abre´ge´. On peut alors de´finir les de´rive´es par rapport a` une variable pour des fonctions de
plusieurs variables, ∂tf(t, x) repre´sente par exemple la de´rive´e par rapport au temps d’une quantite´ qui
de´pend a` la fois du temps t et de la position x. La conservation de la masse d’un fluide avec une densite´ %
qui se de´place avec une vitesse V peut s’e´crire par exemple :
∂t%(t, x) = −∂x(%(t, x)V (t, x)). (1.2.1)
Les EDP ne sont en fait apparues que vers le milieu du 18e`me sie`cle. A l’e´poque les mathe´maticiens cher-
chaient des me´thodes de re´solution, souvent ge´ome´triques, pour ramener les proble`mes qui auraient duˆ mener
a` des EDP a` des proble`mes plus simples. On doit leur apparition a` Euler et d’Alembert vers 1750 [69, 73, 87].
Les premie`res me´thodes ge´ne´rales de re´solution sont dues a` Charpit en 1784 [92], dont les travaux n’ont e´te´
connus que plus tard et ont e´te´ comple´te´s par Lagrange et Monge. Ces travaux ont permis l’arrive´e de la
me´thode des caracte´ristiques pour les e´quations de premier ordre. Depuis, les EDP ont nourri de nombreux
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proble`mes mathe´matiques. Elles sont omnipre´sentes en physique, en me´canique, et ont mene´ a` de nombreuses
the´orie mathe´matiques (distributions, solutions de viscosite´, etc.).
1.3 The´orie du controˆle
Quand on sait comment fonctionne un syste`me et qu’on peut agir dessus, que peut-on lui faire faire ? Cette
question, que Kalman s’est pose´e en 1960, n’est pas nouvelle et n’aurait pas e´te´ renie´e par le Prince de
Machiavel. Le me´rite de Kalman est d’avoir amene´ cette question dans un domaine quantitatif et connu pour
ses outils extreˆmement puissants : les mathe´matiques. Le controˆle peut se de´composer en trois branches :
— La controˆlabilite´ : quand mon syste`me part d’un e´tat x0, est-il possible de l’amener a` un e´tat x1
voulu ?
— Controˆle optimal : s’il existe des trajectoires amenant mon syste`me a` l’e´tat voulu, y en a t-il une
optimale pour un crite`re donne´, et si oui laquelle ?
— Stabilisation : si mon e´tat ou ma trajectoire est fixe´e, est-il possible de la rendre stable, c’est-a`-dire
robuste aux perturbations qui pourraient se produire ?
Dans les deux premiers proble`mes, le controˆle de´pend de l’e´tat initial du syste`me 1 x0, c’est ce qu’on appelle
une boucle ouverte. Dans le troisie`me, par contre, le controˆle est une fonction de l’e´tat du syste`me au temps
t, c’est ce qu’on appelle un feedback ou une re´troaction. On dit alors que le syste`me est en boucle ferme´e.
D’un point de vue mathe´matique cette diffe´rence fondamentale signifie que plusieurs questions doivent eˆtre
repense´es. Par exemple le caracte`re bien pose´ de l’e´quation x˙ = f(t, x, u(t)) avec une condition initiale x0
donne´e est bien connu quand u n’est qu’une fonction de x0 et t. Celui de x˙ = f(t, x, u(t, x)) en revanche
ne´cessite d’eˆtre un peu plus attentif aux proprie´te´s du controˆle u et sa de´pendance en x. D’un point de
vue pratique, cette diffe´rence signifie qu’on agit sur le syste`me en fonction de ce qu’on mesure. Et, bien
e´videmment, dans un syste`me de dimension infinie ou` l’e´tat du syste`me x est une fonction, se pose la ques-
tion de savoir ce qu’on s’autorise a` mesurer.
En dimension infinie, c’est-a`-dire pour les proble`mes mode´lise´s par des e´quations aux de´rive´es partielles, il
existe deux grands types de controˆles 2 :
— Le controˆle interne. Dans ce cas le controˆle est directement inclus a` la dynamique du syste`me et
agit sur un ensemble de points a` l’inte´rieur du domaine, souvent de mesure non-nulle, par exemple
∂tu+ ∂xu = f(t, x), sur [0, 1]
u(t, 0) = u(t, 1)
(1.3.1)
ou` f est un controˆle avec un support spatial inclus dans [0, 1]. C’est le cas par exemple d’un champ
magne´tique qu’on applique a` un mate´riau conducteur.
— Le controˆle aux bords. Dans ce cas le controˆle agit aux limites du domaine (et donc sur un
sous-ensemble de mesure nulle). La dynamique du syste`me reste inchange´e mais est couple´e avec des
conditions aux bords sur lesquelles on agit. Par exemple
∂tu+ ∂xu = 0, sur [0, 1]
u(t, 0) = f(t)
(1.3.2)
ou` f est un controˆle. C’est le cas par exemple d’un fleuve sur lequel on peut agir via des barrages
situe´s a` ses extre´mite´s, ou encore d’une autoroute dont on controˆle le flux entrant a` l’aide de feux
rouges.
Pour de nombreux syste`mes il est difficile d’avoir acce`s directement a` l’inte´rieur du syste`me pour le controˆler.
Pour les fleuves par exemple, on peut uniquement agir sur les barrages en amont et en aval. Les controˆles aux
bords sont donc souvent un bon choix physique, c’est pourquoi ce sont les controˆles que nous conside´rerons
1. En re´alite´ les solutions des proble`mes de controˆle optimal peuvent parfois aussi prendre la forme de feedback (cf. e´quations
de Riccati [167, 190])
2. Cette distinction n’existe pas en dimension finie puisqu’il n’y a pas de condition aux bords a` prescrire, tous les controˆles
sont donc des controˆles internes
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dans la suite. Par ailleurs on s’inte´resse au proble`me de stabilisation, les controˆles que nous utiliserons seront
donc des feedbacks, c’est-a`-dire f(t) = f(u(t, ·)). Enfin, on s’imposera une contrainte supple´mentaire : on ne
conside´rera que des controˆles “simples”, c’est-a`-dire des controˆles qui ne ne´cessitent de mesurer que l’e´tat
du syste`me aux bords du domaine. En d’autres termes
f(u(t, ·)) = f(u(t, ·)|∂Ω), (1.3.3)
ou` Ω est le domaine. L’ide´e derrie`re une telle contrainte est double : d’une part ces controˆles sont historique-
ment les plus utilise´s dans les e´tudes mathe´matiques ce qui nous permet a` la fois de comparer nos re´sultats et
nos me´thodes. D’autre part cette contrainte permet de faire en sorte que l’imple´mentation des controˆles dans
les syste`mes physiques soit simple, sans avoir a` mesurer de quantite´ a` l’inte´rieur du domaine (par exemple
a` l’inte´rieur d’un fleuve), quitte a` ce que les mathe´matiques derrie`re soient plus complique´es.
1.4 Stabilisation des syste`mes d’e´quations aux de´rive´es partielles
Contrairement aux e´quations diffe´rentielles ordinaires, il est difficile d’e´tudier toutes les e´quations aux
de´rive´es partielles comme une seule classe d’objet. Ne´anmoins on peut essayer de les classifier en trois
types :
— Les e´quations elliptiques.
— Les e´quations paraboliques.
— Les e´quations hyperboliques.
Certaines e´quations, plus complique´es, sont un me´lange entre ces trois types. On peut alors essayer d’identi-
fier, au moins localement, un comportement pre´dominant correspondant a` une de ces classes. Les solutions
des e´quations elliptiques sont entie`rement de´termine´es par leurs conditions aux bords, le proble`me de leur
stabilisation par des controˆles aux bords n’a donc pas vraiment de sens. Concernant les e´quations parabo-
liques, de nombreux re´sultats existent (par exemple [9, 32, 63, 89, 149, 191], voir aussi [177, Section 7]),
meˆme s’il reste encore beaucoup de questions ouvertes. On peut encore citer [67, 174, 175, 189] pour des
exemples concernant des e´quations des fluides avec des comportements paraboliques. Enfin, la stabilisa-
tion des e´quations et des syste`mes d’e´quations hyperboliques est encore mal connue, meˆme en dimension 1
d’espace. C’est a` ces syste`mes que nous nous inte´resserons dans cette the`se.
1.4.1 Ge´ne´ralite´s sur les syste`mes hyperboliques 1D
Un syste`me d’EDP hyperbolique quasiline´aire 1D a la forme suivante :
∂tY + F (Y)∂xY +G(Y, x) = 0. (1.4.1)
ou` Y : [0,+∞[×[0, L] → Rn est l’e´tat du syste`me, F est une fonction de U dans Mn(R), l’espace des
matrices carre´es de dimension n, telle que pour tout Y ∈ U, F (Y) est diagonalisable avec des valeurs
propres distinctes et re´elles, U est un ouvert connexe non vide de Rn, et G est une fonction de U × [0, L]
dans Rn. On suppose par ailleurs que pour tout Y ∈ U , les valeurs propres de F (Y) ne s’annulent pas, et
que F et G sont de classe C1.
Un changement de coordonne´es Par de´finition, un syste`me hyperbolique est un syste`me qui posse`de
des quantite´s qui se propagent. Ne´anmoins ces quantite´s peuvent eˆtre diffe´rentes des composantes de Y
quand la matrice F (Y) n’est pas diagonale. Pour les retrouver localement autour d’un e´tat stationnaire Y∗,
on peut introduire le changement de variables suivant : u = S(Y−Y∗), avec S une matrice qui diagonalise
F (Y∗). Les composantes de u repre´sentent alors localement les quantite´s qui se propagent avec, pour vitesse
de propagation, les valeurs propres de F (Y∗). Le syste`me prend alors la forme
∂tu +A(u, x)∂xu +B(u, x) = 0. (1.4.2)
ou` A(0, x) = Λ(x) est la matrice diagonale des valeurs propres de F (Y∗), et B(0, x) = 0. A et B sont alors
a` nouveau de classe C1.
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Un phe´nome`ne caracte´ristique : les chocs. Les syste`mes non-line´aires hyperboliques peuvent pre´senter
un phe´nome`ne e´tonnant : meˆme en partant d’une condition initiale tre`s re´gulie`re a` t = 0, la solution
peut spontane´ment e´voluer vers une solution qui “casse” en temps fini et pre´sente des discontinuite´s. Ces
discontinuite´s sont appele´es des chocs. On peut illustrer cela avec l’e´quation de Burgers qu’on pre´sentera
plus en de´tail en Section 1.7.1,
∂tu+ u∂xu = 0. (1.4.3)
Pour simplifier on e´tudie cette e´quation sur R tout entier avec pour condition initiale u0 ∈ C1(R). Supposons
que la solution est re´gulie`re pour tout temps, on de´finit la courbe caracte´ristique x(t) de´marrant en x0 comme
l’unique solution de
x′(t) = u(t, x(t)),
x(0) = x0.
(1.4.4)
Alors, le long d’une caracte´ristique x(t), la solution u de (1.4.3) ve´rifie
d
dt
(u(t, x(t))) = 0. (1.4.5)
Fixons deux caracte´ristiques (x1(t), t) et (x2(t), t) de´marrant en x1(0) = x1,0 < x2,0 = x2(0). D’apre`s (1.4.3)
et (1.4.5) ces caracte´ristiques ve´rifient :
x1(t) = u0(x1,0)t+ x1,0 et x2(t) = u0(x2,0)t+ x2,0. (1.4.6)
Supposons maintenant que u0(x1,0) > u0(x2,0), alors pour t =
x1−x2
u0(x2)−u0(x1) > 0, x1(t) = x2(t). Mais comme
ce sont des caracte´ristiques, d’apre`s (1.4.5),
u(t, x1) = u0(x1,0) et u(t, x2) = u0(x2,0), (1.4.7)
si bien que u0(x1,0) = u0(x2,0), ce qui ame`ne a` une contradiction. De´finir une solution pour tout temps dans
cette situation impose alors ne´cessairement qu’elle soit discontinue. En inte´grant (1.4.3), on peut trouver la
vitesse a` laquelle ces discontinuite´s se propagent et, pour une discontinuite´ localise´e en xs(t),
x˙s(t) =
(u(x+s (t)))
2 − (u(x−s (t)))2
2(u(x+s (t))− u(x−s (t)))
. (1.4.8)
Cela ame`ne un nouveau proble`me : les solutions discontinues ne sont pas uniques. Cela signifie non seule-
ment que le syste`me n’est plus bien pose´ mais aussi que certaines des solutions conside´re´es ne sont pas
physiques. Pour re´gler cela, Lax introduit une condition supple´mentaire [134] : pour eˆtre acceptables les
deux caracte´ristiques arrivant a` une discontinuite´, si elles e´taient prolonge´s positivement en temps, devraient
croiser la courbe de discontinuite´ qui avance a` la vitesse (1.4.8). En d’autres termes dans notre cas,
u(x+s ) < x˙s < u(x
−
s ). (1.4.9)
Cette condition assure l’unicite´ de la solution et donc un principe de causalite´ c’est-a`-dire que a` chaque
temps t > 0 toute l’information de u(t, ·) e´tait de´ja` contenue dans la condition initiale u0, ce qui est, somme
toute, assez physique. Muni de cette condition le syste`me est de nouveau bien pose´, on dit que cette solution
est entropique. Dans les cas plus ge´ne´raux on peut aussi de´finir des solutions discontinues et entropiques.
L’e´tude de ces solutions, entre autres pour les e´tudes de stabilite´, est souvent un proble`me complique´.
1.4.2 De´finition de la stabilite´
On couple maintenant le syste`me (1.4.1) avec le controˆle aux bords, pour l’instant formel,
B(Y(t, 0),Y(t, L)) = u(t). (1.4.10)
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Figure 1.1 – Exemple de condition initiale u0 amenant a` une discontinuite´ : la partie gauche de la solution
de (1.4.3) est positive et se de´place a` vitesse positive, tandis que la partie droite est ne´gative et se de´place a`
vitesse ne´gative.
ou` u(t) est le controˆle qui de´pend de l’e´tat Y. Comme mentionne´ pre´ce´demment, on dit alors que u(t) est
une re´troaction ou un feedback. La stabilisation consiste a` trouver des re´troactions u(t) telles que, quelle
que soit la condition initiale, toute solution de (1.4.1), (1.4.10) converge vers un e´tat stationnaire fixe´ Y∗,
qui joue le roˆle de cible a` atteindre. On peut en donner une de´finition mathe´matiques plus pre´cise : pour un
espace de Banach X muni d’une norme ‖·‖X , qu’on appellera norme X dans la suite, on de´finit la stabilite´
exponentielle de la fac¸on suivante :
De´finition 1.4.1. L’e´tat stationnaire Y∗ du syste`me (1.4.1), (1.4.10) est exponentiellement stable pour la
norme X s’il existe γ > 0, η > 0, et C > 0 tels que pour toute condition initiale Y0 ∈ X compatible avec
(1.4.10) 3 et telle que ‖Y0−Y∗‖X ≤ η, le proble`me de Cauchy (1.4.1), (1.4.10),(Y(0, x) = Y0) a une unique
solution sur [0,+∞[ dans X et
‖Y(t, ·)−Y∗‖X ≤ Ce−γt‖Y0 −Y∗‖X , ∀t ∈ [0,+∞[. (1.4.11)
On peut faire trois remarques :
— Cette de´finition de´pend de la norme X conside´re´e. Une question qu’on pourrait le´gitimement se poser
est : est-ce qu’il est vraiment ne´cessaire de pre´ciser la norme X, du moins tant que le syste`me est bien
pose´ ? La re´ponse est oui. En ge´ne´ral, pour les syste`mes non-line´aires hyperboliques, la stabilite´ dans
les diffe´rentes normes n’est pas e´quivalente [61]. Nous y reviendrons dans la partie I (voir la Section
1.6).
— On voit que cette de´finition ne´cessite que le syste`me soit bien pose´, ce qui peut parfois poser un
proble`me. En effet, comme on l’a de´ja` un peu mentionne´, meˆme le caracte`re bien-pose´ des syste`mes
usuels doit eˆtre re´-e´tudie´ quand le controˆle est un feedback. Dans le Chapitre 6 par exemple, on est
oblige´ de montrer ce caracte`re bien pose´ pour l’e´quation de Burgers munie de nos feedbacks avant
d’e´tudier la stabilite´ en tant que telle. Une de´finition moins exigeante consisterait a` simplement exiger
que des solutions existent sans demander l’unicite´ et qu’elles ve´rifient toutes l’estime´e de stabilite´
(1.4.11). Dans la plupart des cas ne´anmoins, il n’est pas dit que cela simplifie beaucoup le proble`me.
— La stabilite´ exponentielle dont il est question est une stabilite´ locale. En effet, lorsqu’on stabilise
des syste`mes hyperboliques non-line´aires par des controˆles aux bords, il est en ge´ne´ral impossible
3. Une de´finition pre´cise de ce qu’est une solution compatible est donne´e dans le Chapitre 2
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d’obtenir une stabilisation globale, c’est-a`-dire pour des perturbations aussi large qu’on le souhaite.
Cela est duˆ aux vitesses de propagation finies du syste`me qui font que si l’e´tat du syste`me commence
suffisamment pre`s d’un choc a` l’inte´rieur du domaine, alors le choc se formera avant que l’influence
des controˆles aux bords ne l’atteigne.
Enfin, si on conside`re le changement de coordonne´es u(t, x) = S(x)(Y(t, x) −Y∗(x)), l’e´tat stationnaire a`
stabiliser est maintenant u∗ = 0. Bien e´videmment la stabilite´ exponentielle de Y∗ pour le syste`me d’origine
(1.4.1), (1.4.10) est e´quivalente a` la stabilite´ exponentielle de l’e´tat stationnaire u∗ = 0 pour le nouveau
syste`me (1.4.2) muni du controˆle aux bords correspondant. C’est pourquoi dans la suite nous conside´rerons
la plupart du temps ce dernier syste`me.
Un controˆle aux bords ce´le`bre : le controˆle proportionnel La stabilisation existait de´ja` bien avant
la premie`re de´finition de controˆlabillite´ de Kalman [115, 116]. De`s l’antiquite´ on cherchait de´ja` stabiliser
des syste`mes, et le controˆle proportionnel est peut-eˆtre le premier controˆle qui a e´te´ conc¸u sur des syste`mes
de dimension finie. Sans vraiment le mathe´matiser, Cte´sibios l’utilisait de´ja` au IIIe`me sie`cle avant J.C.
pour stabiliser le de´bit d’une clepsydre [136]. Bien plus tard, en 1788 c’est le re´gulateur a` boules de Watt 4
utilise´ pour stabiliser les machines a` vapeurs qui reprit ce meˆme principe. Comme son nom l’indique, ce
controˆle consiste a` agir sur le syste`me proportionnellement a` ce qu’on mesure. Si on prend par exemple
l’e´quation x˙ = x + u(t) ou` u(t) est le controˆle, on voit que choisir u(t) = −kx est un moyen simple de
stabiliser exponentiellement le syste`me si k > 1, la solution e´tant alors x(t) = x0e
−(k−1)t. Pour les syste`mes
de dimension infinie le principe est le meˆme et on attribue a` notre controˆle aux bords u(t) une valeur
proportionnelle aux valeurs de Y aux bords du domaine, c’est-a`-dire en 0 et en L. Le controˆle aux bords
(1.4.10) devient alors (
(S(0)(Y(t, 0)−Y∗(0))+
(S(L)(Y(t, L)−Y∗(L))−
)
= K
(
(S(L)(Y(t, L)−Y∗(L))+
(S(0)(Y(t, 0)−Y∗(0))−
)
, (1.4.12)
ou` K ∈ Mn(R) est une matrice qu’on peut choisir, S diagonalise F (Y∗) de telle sorte que S(Y − Y∗)
repre´sente localement les composantes qui se propagent avec pour vitesse les valeurs propres de F (Y∗). La
notation S(Y − Y∗)+ de´signe les composantes qui se propagent avec une vitesse positive et S(Y − Y∗)−
celle qui se propagent avec une vitesse ne´gative. Cette loi de controˆle aux bords signifie donc simplement
que l’information entrante dans le syste`me est une fonction de l’information sortante, ce qui est la notion la
plus simple de re´troaction. Par extension on peut conside´rer un controˆle non-line´aire :(
(S(0)(Y(t, 0)−Y∗(0))+
(S(L)(Y(t, L)−Y∗(L))−
)
= G
(
(S(L)(Y(t, L)−Y∗(L))+
(S(0)(Y(t, 0)−Y∗(0))−
)
, (1.4.13)
ou` G est maintenant une fonction C1 (et non plus une matrice) telle que G(0) = 0. Puisque G est C1, l’ex-
pression (1.4.13) se line´arise localement sous la forme (1.4.12) avec K = G′(0). C’est pourquoi ces controˆles
sont la ge´ne´ralisation naturelles des controˆles proportionnels, que nous appellerons dans la suite feedback
de sortie ou controˆles de sortie. Ces controˆles sont les plus ce´le`bres et probablement les plus e´tudie´s en
mathe´matiques (voir la Section 1.6.1, [13, 142]). Ce sont ceux que nous e´tudierons dans les deux premie`res
parties. Ne´anmoins, dans l’industrie, une variante permettant de gagner en robustesse existe : le controˆle
proportionnel-inte´gral, ou controˆle PI [4, 6, 157]. On en donnera une de´finition pre´cise dans la partie III (voir
la Section 1.8) de´die´e a` l’e´tude plus spe´cifique de ces controˆles.
Une question naturelle se pose alors : comment trouver un controˆle qui stabilise notre syste`me ? Autrement
dit, comment choisir G ?
4. Meˆme si c’est le nom de Watt qui est reste´, ce re´gulateur e´tait probablement de´ja` invente´ avant. La paternite´ reste difficile
a` e´tablir mais Mead utilisait un re´gulateur similaire en 1787 et un sche´ma de di Giorgio Martini du XVe`me sie`cle semble
repre´senter un re´gulateur similaire.
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1.4.3 Un outil tout-puissant pour les syste`mes line´aires : le Spectral Mapping
Theorem
Pour les syste`mes line´aires 1D il existe un outil tout puissant : le Spectral Mapping Theorem qui s’e´nonce
ainsi 5 [143, 161, 176]
The´ore`me 1.4.1. Soit un syste`me hyperbolique line´aire de la forme (1.4.2), ou` A ne de´pend pas de u et
B = M(x)u, muni de conditions aux bords de la forme (1.4.12). On de´finit L par
L(u) = −A∂xu−Mu (1.4.14)
sur le domaine D(L) := {(u) ∈W 1,2((0, L),Cn)|((u(0))+, (u(L))−)T = K((u(L))+, (u(0))−)T }. Alors
σ(eLt) \ {0} = eσ(L)t \ {0}, pour t ≥ 0, (1.4.15)
ou` σ(C) de´signe le spectre de l’ope´rateur C, et eσ(L)t l’adhe´rence de eσ(L)t.
Ce the´ore`me, s’il peut sembler aride a` premie`re vue, signifie en re´sume´ qu’il suffit de connaˆıtre les valeurs
propres de l’ope´rateur pour connaˆıtre les limites de la stabilite´ du syste`me line´aire. Il rend ainsi relativement
simple la re´solution d’un proble`me complique´ comme la stabilite´ d’un syste`me de dimension infinie.
Malheureusement, de`s que le syste`me est non-line´aire, ce the´ore`me ne s’applique plus, meˆme s’il n’est que
tre`s faiblement non-line´aire 6 ou qu’on ne l’e´tudie que localement. Pour s’en convaincre on peut regarder le
syste`me suivant tire´ de [61] :
∂tu+
(
1 0
0 1√
2+10−5u2
)
∂xu = 0,
u(t, 0) = a
(
1 ξ
−1 η
)
u(t, 1).
(1.4.16)
Dans [61], les auteurs montrent qu’on peut trouver a ∈ Q, ξ > 1 et η > 1, tels que le syste`me line´arise´ associe´ a`
(1.4.16) est exponentiellement stable, tandis que le syste`me (1.4.16) en lui-meˆme n’est pas exponentiellement
stable pour la norme C1, et ce meˆme quand ‖u‖C1 est aussi proche de 0 qu’on veut. Ajouter meˆme une tre`s
faible non-line´arite´ peut ainsi changer radicalement la stabilite´. Il faut donc trouver d’autres me´thodes pour
stabiliser les syste`mes non-line´aires.
1.4.4 Une nouvelle fac¸on de formuler le proble`me : l’approche Lyapunov
De nombreuses strate´gies ont e´te´ e´tablies pour stabiliser les syste`mes non-line´aires, parmi elles :
— La me´thode des caracte´ristiques. C’est la me´thode historique et la plus naturelle. Pour les syste`mes
hyperboliques 1D, il est possible de remonter les caracte´ristiques du syste`me pour avoir des estime´es
explicites. Ne´anmoins cette me´thode devient vite complexe et peu utilisable quand le syste`me se
complique, en particulier quand il pre´sente des termes sources, c’est-a`-dire B 6= 0.
— La me´thode du Grammien. Introduite d’abord en dimension finie puis pour des syste`mes line´aires de
dimension infinie par [179] et [122, 123], elle consiste a` utiliser les proprie´te´s des semi-groupes pour
de´finir une re´troaction et en de´duire la stabilite´. Cette approche semi-groupe peut se ge´ne´raliser aux
syste`mes non-line´aire dans certains cas.
— La me´thode du Backstepping. Cette me´thode, tre`s puissante, introduite dans [39, 121, 195] pour les
syste`mes de dimension finie a e´te´ adapte´e dans [51] puis modifie´e dans [9, 32] (voir aussi [128, 181])
pour les syste`mes de dimension infinie. Pour les syste`mes de dimension infinie cette me´thode modifie´e
5. Techniquement le re´sultat e´nonce´ par [143] ne concerne que des conditions aux bords locales au sens ou` le controˆle en
0 ne de´pend que des valeurs mesure´es en 0 et le controˆle en L ne de´pend que des valeurs mesure´es en L. Ne´anmoins on peut
toujours s’y ramener via un doublement des variables approprie´ comme pre´sente´ dans [70].
6. La de´finition de faiblement non-line´aire n’a pas l’air d’eˆtre clairement e´tablie mais on comprend l’ide´e : le Spectral Mapping
Theorem ne pourra pas s’appliquer stricto sensu a` un syste`me de la forme ut + (1 + 0.00001u)ux = 0.
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revient a` transformer, via une transformation line´aire inversible, le syste`me en un syste`me simple a`
stabiliser, puis a` effectuer ensuite la transformation inverse une fois qu’on a trouve´ un feedback pour
ce syste`me plus simple. Malheureusement, ces transformations successives aboutissent a` des controˆles
complique´s de´pendant en ge´ne´ral de tout l’e´tat du syste`me, et non plus seulement de l’e´tat aux bords.
— L’approche Lyapunov, que nous de´taillons ici.
L’esprit de l’approche Lyapunov consiste a` trouver une fonctionnelle V qui de´croˆıt le long des trajectoires
u, tend vers 0, et telle que V (u) = 0 implique u = 0. Intuitivement, V peut eˆtre vue comme une e´nergie
des perturbations u qu’on cherche a` ramener a` 0. L’ide´e derrie`re est qu’on dispose de plus de marge de
manoeuvre en e´tudiant V (u) que u. En effet, meˆme si la norme de u tend vers 0 il est possible que ce soit
difficile a` montrer si elle ne de´croˆıt pas tout le temps, si elle fait des oscillations amorties par exemple. Par
contre si elle tend vers 0, il est possible de fabriquer une enveloppe de la solution V (u) qui, elle, de´croˆıt tout
le temps. La convergence de V (u) est alors plus facile a` montrer puisqu’il “suffit” de calculer sa de´rive´e par
rapport au temps. On illustre cela dans la figure suivante (Fig. 1.2).
Figure 1.2 – Exemple de fonction de Lyapunov V (u(t)), de´croissante avec le temps t tandis que la solution
u(t) ne de´croˆıt pas avec t et a des oscillations amorties. Ici u(t) correspond a` l’angle d’un pendule simple
comme de´crit apre`s en Section 1.4.4 et V (u(t)) a` l’e´nergie me´canique associe´e.
Cette me´thode a d’abord e´te´ introduite pour les syste`mes de dimension finie par Lyapunov en 1892 [150, 151].
The´ore`me 1.4.2 (Lyapunov). Soit un syste`me x˙ = f(x) avec f localement Lipschitz et f(0) = 0. S’il existe
un voisinage U de l’origine et une fonction V ∈ C1(U,R) telle que
V (x) > 0, pour tout x ∈ U \ {0}, V (0) = 0,
∇V (x).f(x) < 0 pour tout x ∈ U \ {0}, (1.4.17)
alors on dit que V est une fonction de Lyapunov, et le syste`me est (localement) asymptotiquement stable.
Dans certains cas il est difficile d’obtenir une ine´galite´ stricte dans (1.4.17). Ce the´ore`me peut alors eˆtre
comple´te´ par le principe d’invariance de LaSalle 7 :
The´ore`me 1.4.3 (LaSalle). Soit le meˆme syste`me que pre´ce´demment, s’il existe un voisinage U de l’origine
et une fonction V ∈ C1(U,R) telle que
V (x) > 0, pour tout x ∈ U \ {0}, V (0) = 0,
∇V (x).f(x) ≤ 0 pour tout x ∈ U \ {0}, (1.4.18)
7. En re´alite´ le principe de LaSalle est un peu plus ge´ne´ral que 1.4.3 et le the´ore`me qu’on donne est son application directe
a` la stabilite´ d’un point, voir [190, The´ore`me 13.3.3] pour plus de de´tails.
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et telle que l’ensemble {x ∈ U |∇V (x).f(x) = 0} ne contient aucune trajectoire non identiquement nulle,
alors le syste`me est (localement) asymptotiquement stable.
En dimension infinie cette me´thode s’applique toujours, avec quelques pre´cisions. En effet, pour fonctionner,
le principe d’invariance de LaSalle ne´cessite de montrer la pre´-compacite´ des trajectoires du syste`me de
dimension infinie [40], ce qui est parfois technique et complique´. Dans la suite on s’inte´resse a` la stabilisation
exponentielle (voir la De´finition 1.4.1), c’est pourquoi on de´finit les fonctions de Lyapunov de la fac¸on
suivante, le´ge`rement plus stricte que pre´ce´demment.
De´finition 1.4.2. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2) muni de conditions aux
bords telles que le syste`me soit bien pose´ dans 8 X. On appelle fonction de Lyapunov pour la norme X une
fonctionnelle V ∈ C0(X,R) telle qu’il existe γ > 0, c1 > 0 et c2 > 0 et un voisinage de l’origine W ⊂ X tels
que
c1‖U‖X < V (U) < c2‖U‖X , pour tout U ∈W, (1.4.19)
et telle que pour tout T > 0 et toute solution du syste`me u sur [0, T ] dont la trajectoire est contenue dans
W ,
dV (u(t, ·))
dt
≤ −γV (u(t, ·)), (1.4.20)
au sens des distributions sur [0, T ] 9.
On peut remarquer qu’on n’exige plus que la fonction V soit C1, ce qui se traduit par une ine´galite´ (1.4.20) au
sens des distributions. Cela sera utile pour la suite lorsqu’on de´finira des fonctions de Lyapunov e´quivalente
a` la norme L∞ ou W l,∞ et pas force´ment diffe´rentiable 10. Par ailleurs cette de´finition est un peu plus
stricte que celle qu’on utilisait pre´ce´demment parce qu’on exige une de´croissance de la fonction de Lyapunov
exponentielle et non plus seulement asymptotique. Cette le´ge`re contrainte permet sans surprise d’obtenir la
stabilite´ exponentielle du syste`me :
Proposition 1.4.4. Soit un quasiline´aire hyperbolique de la forme (1.4.2) muni de conditions aux bords
telles que le syste`me soit bien pose´ dans X. S’il existe une fonction de Lyapunov pour la norme X, alors le
syste`me est exponentiellement stable pour la norme X.
Cette me´thode est tre`s utile et tre`s ge´ne´rale, mais le prix a` payer est qu’elle est tre`s abstraite et ne donne
pas beaucoup d’indications sur la fac¸on de construire la fonction V , surtout en dimension infinie quand V
appartient C0(X,R+), un espace tre`s large.
Un cas important : les fonctions de Lyapunov basiques.
Parmi l’ensemble des fonctions de Lyapunov possibles, il existe une classe naturelle et importante : les
fonctions de Lyapunov basiques.
De´finition 1.4.3. Pour un espace de Sobolev W l,p(]0, L[), ou` (l, p) ∈ N× N∗ ∪ {+∞}, on appelle fonction
de Lyapunov basique pour la norme W l,p une fonction V ∈ C0(W l,p(]0, L[),R) de´finie par :
V (U) =
l∑
n=0
‖F (·)E(U, ·)DnU‖Lp(]0,L[), ∀ U ∈W l,p(]0, L[), (1.4.21)
ou` E(U, x) est une matrice qui diagonalise A(U, x), Dn est l’ope´rateur de´fini ite´rativement par D1U =
−A(U, x)∂xU + B(U, x), et pour n ≥ 2, DnU = ∂U(Dn−1U)D1U, avec ∂U l’ope´rateur diffe´rentiation par
rapport a` U, et F = (f1, ..., fn) sont des fonctions C
1 a` valeurs strictement positives sur [0, L], telles que V
est une fonction de Lyapunov pour la norme W l,p.
8. Pre´cise´ment, on exige que pour tout T > 0 le syste`me est bien pose´ sur [0, T ] dans X, des de´finitions plus pre´cises et un
peu moins abstraites se trouvent au de´but de chaque chapitre concerne´.
9. Pour une de´finition pre´cise d’une ine´galite´ au sens des distributions, voir la Remarque 2.3.3. Dans le cas pre´sent (1.4.20)
est e´quivalente a` V (u(t, ·)) ≤ V (u(t′, ·))e−γ(t−t′) pour tout 0 < t ≤ t′ < T , ce qui explique qu’on parle de de´croissance
exponentielle.
10. Le proble`me ne se pose pas vraiment en dimension finie : toutes les normes e´tant e´quivalentes on peut toujours choisir
une norme plus re´gulie`re que la norme infinie.
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De´finies ainsi, ces fonctions pourraient ne pas sembler si naturelles que cela. En re´alite´, applique´es a` une
solution de (1.4.2), l’expression (1.4.21) devient
V (u) =
l∑
n=0
‖F (·)E(u(t, ·), ·)∂nt u(t, ·)‖Lp , (1.4.22)
ce qui justifie la forme (1.4.21). Ces fonctions de Lyapunov sont donc des sortes de normes a` poids pour
les espaces de Sobolev W l,p en conside´rant les de´rive´es temporelles au lieu des de´rive´es spatiales. Si ces
fonctions sont utilise´es depuis longtemps pour la norme L2, pour leurs liens avec les entropies dissipatives
que nous verrons dans le paragraphe suivant, la de´nomination fonction de Lyapunov basiques apparaˆıt dans
[11], tandis que nous introduisons la version C1 dans [106], meˆme si des fonctions similaires e´taient de´ja`
utilise´es dans [48].
Lien entropie dissipative - fonction de Lyapunov Les syste`mes physiques pre´sentent des quantite´s
physiques, comme l’e´nergie ou l’entropie, qui peuvent aider a` e´tudier leur stabilite´. La stabilite´ d’un pen-
dule simple soumis a` des frottements, par exemple, s’e´tudie facilement a` l’aide de l’e´nergie me´canique. La
dynamique du pendule est donne´e par
θ¨ = − g
mR
sin(θ)− f
m
θ˙, (1.4.23)
ou` R est la longueur du pendule, m sa masse, θ son angle avec la verticale, f > 0 le coefficient de frottements
et g l’acce´le´ration de la pesanteur a` la surface de la Terre. En introduisant l’e´nergie me´canique V (θ) =
(1/2)m(R2(θ˙)2+2gR(1−cos(θ))) et en utilisant (1.4.23) on obtient l’e´quation d’e´nergie le long des trajectoires
dV (θ)
dt
=
1
2
(−2gR sin(θ)(θ˙)− 2R2fθ˙2 + 2gR sin(θ)θ˙) = −R
2f
m
θ˙2 ≤ 0. (1.4.24)
On applique alors le The´ore`me 1.4.3. En effet V˙ (θ) = 0 implique θ˙ = 0 et, d’apre`s (1.4.23), la seule trajec-
toire contenue dans un voisinage de l’origine telle que θ˙ = 0 pour tout temps est la trajectoire identiquement
nulle θ = 0. Le syste`me est donc asymptotiquement stable et, accessoirement, V est une fonction de Lya-
punov faible, c’est-a`-dire qu’elle ve´rifie (1.4.18). De la meˆme fac¸on si on conside`re un solide isole´ avec une
tempe´rature inhomoge`ne a` t = 0, le second principe de la thermodynamique impose que l’entropie augmente,
ce qui impose le retour a` un e´quilibre uniforme pour la tempe´rature.
Tout cela a motive´ la de´finition d’une notion mathe´matique, appele´e entropie, qui, par abus de langage,
englobe les quantite´s physiques pre´ce´dentes mais aussi d’autres quantite´s auxquelles on peine parfois a`
donner un sens physique, comme on le verra (voir Chapitre 6 et 7).
De´finition 1.4.4. Soit un syste`me de la forme (1.4.2), on appelle entropie une fonction η ∈ C∞(W ×
[0, L];R), ou` W ⊂ Rn est un voisinage de l’origine, telle que pour tout U ∈W et tout x ∈ [0, L],
∂2Uη(U, x)A(U, x) = A(U, x)
T∂2Uη(U, x). (1.4.25)
Clairement, si la dimension n est trop grande, cette condition impose plus qu’une seule e´quation tandis
que η n’a qu’une composante. Le proble`me n’admet donc pas force´ment de solution. Ne´anmoins, ce qui
est admirable, c’est que les syste`mes physiques ont souvent une structure spe´ciale qui leur en confe`re une,
comme on le verra avec l’exemple des syste`mes densite´-ve´locite´ dans la partie II. Si une entropie existe on
peut de´finir le flux associe´ a` l’entropie par
∂Uq = ∂UηA (1.4.26)
Evidemment, η n’est de´finie qu’a` une fonction affine pre`s et q n’est de´fini qu’a` une constante pre`s. C’est
pourquoi, pour une entropie convexe donne´e η, on peut de´finir une nouvelle entropie par
ηr(U) = η(U)− η(U∗)− ∂Uη(U∗)(U−U∗). (1.4.27)
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de telle sorte que ηr(U
∗) = ∂Uηr(U∗) = 0 et que ηr soit localement quadratique au voisinage de U∗. Cette
entropie est appele´e entropie relative par rapport a` U∗. Enfin, ces entropies sont dites dissipatives si elles
ve´rifient la condition de production d’entropie suivante :
∂Uη(U, x)(B(U, x))− ∂xq(U, x) ≥ 0 (1.4.28)
L’existence d’une entropie dissipative convexe garantit la stabilite´ “interne” du syste`me. En d’autres termes
si le syste`me est e´tudie´ sur R tout entier (et non pas sur un domaine borne´) et qu’il existe une entropie dis-
sipative convexe, alors le syste`me sera asymptotiquement stable pour la norme L2. Dans notre proble`me de
stabilisation, on peut choisir les conditions aux bords, elles ne posent donc pas de proble`me. C’est pourquoi,
quand il existe une telle entropie, il existe toujours un controˆle aux bords tel que le syste`me est stable. Par
ailleurs la forme de η permet de trouver des conditions explicites sur ce controˆle.
Les entropies dissipatives et les fonctions de Lyapunov sont tre`s lie´es. On peut remarquer que l’inte´grande
des fonctions de Lyapunov basiques pour la norme L2 est directement une entropie dissipative convexe,
localement au moins. C’est aussi le cas des fonctions de Lyapunov basiques pour la norme Hp en voyant la
norme Hp comme la norme L2 du syste`me augmente´ qui prend comme variable (u, ∂tu, ..., ∂
p
t u) et qui est
obtenu en de´rivant obtenu successivement p fois le syste`me (1.4.2) par rapport au temps (voir l’Annexe 2.8.4
par exemple). En effet, au premier ordre ∂2uη est alors diagonale tout comme A, ce qui re`gle le proble`me de la
condition (1.4.25), a` un reste d’ordre supe´rieur pre`s, tandis que la condition (1.4.28) correspond exactement
a` la condition inte´rieure qu’on retrouve dans [13, The´ore`me 6.10] (voir la Section 1.6.1) pour les fonctions de
Lyapunov basiques pour la norme Hp. Par ailleurs, on peut noter que (1.4.25) est exactement la condition
demande´e par les auteurs dans [16] pour de´finir une fonction de Lyapunov basique pour la norme L2 pour
un syste`me densite´-ve´locite´ line´arise´. Enfin, les entropies convexes dissipatives sont des bonnes fonctions de
Lyapunov et prennent localement la forme quadratique η(U) = 12U
T∂2Uη(0, x).U +O(|U|2), au voisinage de
0, qui se rapproche 11 de l’inte´grande des fonctions de Lyapunov basiques pour la norme L2.
1.4.5 Principales difficulte´s
La stabilisation des syste`mes hyperboliques 1D et homoge`nes, c’est-a`-dire de la forme (1.4.2) avec B ≡ 0,
est un proble`me bien connu et assez bien circonscrit quand il est e´tudie´ dans des espaces re´guliers et par des
controˆles aux bords proportionnels ou` des feebacks de sortie (voir par exemple [140] et [61]). La stabilisation
des syste`mes ge´ne´raux, en revanche, est encore peu connue parce que plus complique´e. Deux phe´nome`nes
rendent intrinse`quement difficile l’e´tude de la stabilite´ des syste`mes ge´ne´raux :
— Les termes sources (ou inhomoge´ne´ite´s). Ces termes sources induisent plusieurs proble`mes, entre
autres, un couplage intrinse`que entre les diffe´rentes e´quations du syste`me qui ne peut pas eˆtre re´solu
en utilisant simplement un changement de variables (voir Section 1.6 pour plus de de´tails). Ce sera
l’objet des Chapitres 2 et 3 et en partie des Chapitres 4, 5 et 9.
— Les chocs. L’apparition de discontinuite´s complique les me´thodes de stabilisation, en particulier lors-
qu’elles changent le signe d’une des vitesses de propagation. C’est pourquoi les e´tudes se restreignent
ge´ne´ralement aux solutions re´gulie`res. L’objet des Chapitres 6 et 7 sera d’e´tendre ces re´sultats a` la
stabilisation d’e´tats stationnaires pre´sentant un choc.
Par ailleurs une difficulte´ supple´mentaire peut survenir dans le choix du controˆle. C’est le cas quand on veut
utiliser un controˆle qui n’est plus seulement proportionnel, mais proportionnel-inte´gral. Comme on le verra
dans la partie III, les controˆles PI sont encore mal compris mathe´matiquement quand ils sont applique´s a` des
syste`mes non-line´aires de dimension infinie. Un exemple l’illustre bien : c’est celui de l’e´quation de transport
traite´ dans le Chapitre 8. Si trouver des conditions optimales pour stabiliser ce syste`me avec un controˆle
proportionnel ou un feedback de sortie est aise´ et peut se traiter en un paragraphe, le faire avec un controˆle
PI ne´cessite une nouvelle me´thode, qu’on introduit dans le Chapitre 8, et prend une vingtaine de pages.
11. En re´alite´ on peut montrer que quand A est diagonale, puisqu’elle a des valeurs propres distinctes, ∂2Uη(0, x) est diagonale,
et E(U, x) = Id, ce qui correspond donc exactement a` l’inte´grande des fonctions de Lyapunov basiques.
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1.5 Objectifs de la the`se
Les syste`mes hyperboliques sont e´tudie´s depuis de nombreuses anne´es pour leur large inte´reˆt mathe´matique
et pratique. Au vu de la multitude de leurs applications, la question de leur stabilite´ et leur stabilisation est
fondamentale et a nourri de nombreuses recherches ces quarante dernie`res anne´es. Cette the`se se place dans
leur suite et s’articule autour de trois parties.
Dans la premie`re partie, on cherche des re´sultats ge´ne´raux pour garantir la stabilite´ en norme C1 des syste`mes
inhomoge`nes.
La deuxie`me partie s’inte´resse aux e´quations de la me´canique des fluides et on montre en particulier l’existence
d’une entropie locale dissipative pour les e´quations de type “densite´-ve´locite´” 1-D, dont font partie les
e´quations de Saint-Venant et les e´quations d’Euler isentropiques sous leurs formes les plus ge´ne´rales. Cette
entropie trivialise l’e´tude de leurs stabilite´s quel que soit le cadre. Enfin on introduit une me´thode pour
traiter les chocs et stabiliser un e´tat stationnaire posse´dant un choc.
Dans la troisie`me partie on s’inte´resse aux controˆles proportionnels-inte´graux (PI), qui sont tre`s utilise´s
dans l’industrie pour leur robustesse mais tre`s peu compris mathe´matiquement quand ils sont applique´s
aux syste`mes non-line´aires de dimension infinie. On introduit une me´thode dite “d’extraction” pour trouver
des conditions de stabilite´ optimales pour une e´quation scalaire. On s’inte´resse ensuite aux e´quations de
Saint-Venant stabilise´es par un controˆle PI.
Re´sume´ de la the`se :
1.6 Partie 1 : Stabilite´ des syste`mes inhomoge`nes quasiline´aires
pour la norme C1.
Comme mentionne´ dans la Section 1.4.2, les estime´es de stabilite´ du type (1.4.11) pour diffe´rentes normes ne
sont pas e´quivalentes quand le syste`me est non-line´aire. Pour un syste`me diffe´rentiel non-line´aire de premier
ordre, les solutions classiques naturelles sont les solutions C1. C’est pourquoi l’e´tude ge´ne´rale de la stabilite´
de ces syste`mes avec des controˆles aux bords a historiquement e´te´ conduite pour cette norme et pour des
syste`mes homoge`nes. Ces syste`mes homoge`nes, c’est-a`-dire sans terme source, s’e´crivent
∂tY + F (Y)∂xY = 0, (1.6.1)
ou` F (Y) est diagonalisable autour d’un e´tat stationnaire Y∗ avec des valeurs propres distinctes et re´elles,
comme dans la Section 1.4.1. Les syste`mes inhomoge`nes, eux, s’e´crivent
∂tY + F (Y)∂xY +G(Y, x) = 0. (1.6.2)
Ces syste`mes apportent de nombreuses difficulte´s par rapport au cas homoge`ne :
— Etats-stationnaires non-uniformes. Quand il y a un terme source les e´tats stationnaires sont en
ge´ne´ral non-uniformes avec des variations qui peuvent eˆtre amples, comme on peut le voir en cherchant
une solution stationnaire a` (1.6.2). La stabilisation d’un de ces e´tats stationnaires peut alors toujours
se ramener a` la stabilisation de l’e´tat stationnaire constant e´gal a` 0 via un changement de variables
comme vu en Section 1.4.1. Mais il y a un prix a` payer : le syste`me prend la forme (1.4.2) et la matrice
de transport A et le terme source B de´pendent alors explicitement de x, que les matrices d’origine en
de´pendent ou non.
— Couplage interne entre les e´quations. Lorsque le syste`me est homoge`ne et qu’on utilise le chan-
gement de variables u = S(Y − Y∗) pour le mettre sous la forme (1.4.2), B ≡ 0 et la matrice
A est diagonale pour u = 0. Le syste`me prend donc une forme localement diagonale autour de
u∗ = 0. Les composantes de u ne sont donc localement que faiblement couple´es entre elles a` cause
de la non-line´arite´. Quand le syste`me est inhomoge`ne, a contrario, B 6= 0 et les composantes sont
intrinse`quement couple´es entre elles par le terme source, meˆme localement.
Ces diffe´rences rendent l’e´tude de la stabilite´ des syste`mes inhomoge`nes significativement plus difficile que
celle des syste`mes homoge`nes. A ma connaissance, les seuls re´sultats ge´ne´raux se trouvent dans [13, The´ore`me
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6.10] et [114] qui e´tudient la stabilite´ dans la norme H2 pour surmonter ces difficulte´s. Dans [13, The´ore`me
6.10], Bastin et Coron utilisent des controˆles aux bords de sortie, donc de la forme (1.4.13). Dans [114] les
auteurs ont une approche comple`tement diffe´rente et utilisent la me´thode du backstepping, de´ja` mentionne´e
en Section 1.4.4, qui donne un re´sultat qui fonctionne tout le temps mais qui donne lieu a` des controˆles aux
bords souvent beaucoup plus complique´s et difficiles a` mettre en oeuvre en pratique.
Ne´anmoins, dans les deux cas on perd ainsi la norme naturelle C1 au profit une norme plus re´gulie`re
et donc plus restrictive : la norme H2 (on rappelle que, graˆce a` l’injection de Sobolev, une fonction H2
est automatiquement aussi C1 en 1D). Dans la suite nous ne conside´rerons que les controˆles aux bords
proportionnels et les feedbacks de sortie de la forme (1.4.13) qui sont a` la fois parmi les plus e´tudie´s, mais
aussi parmi les plus pratiques car ils ne ne´cessitent de connaˆıtre l’e´tat du syste`me qu’aux bords, comme
mentionne´ pre´ce´demment. Le but de cette partie est de retrouver la norme C1 en utilisant une approche
similaire a` celle de Bastin et Coron mais dont on verra qu’elle apporte des conditions significativement
diffe´rentes. Enfin, on e´tudiera plus en de´tail les syste`mes de deux e´quations et on verra qu’on peut e´tablir
des liens entre la stabilite´ en norme H2 et la stabilite´ en norme C1 pour ces syste`mes.
1.6.1 Re´sultats existants
Syste`mes homoge`nes Le premier re´sultat pour les syste`mes quasiline´aires hyperboliques est probable-
ment celui de Li et Greenberg en 1984 [93]. Dans cet article, Li et Greenberg e´tudient un syste`me homoge`ne
de deux e´quations, donc B ≡ 0 dans sa forme diagonalise´e (1.4.2), avec des controˆles aux bords locaux de la
forme :
u+(0) = f(u−(0)),
u−(L) = g(u+(L)),
(1.6.3)
et montrent en e´tudiant pre´cise´ment les caracte´ristiques que le syste`me est exponentiellement stable en norme
C1 si
|f ′(0)g′(0)| < 1. (1.6.4)
On remarque que les controˆles (1.6.3) sont un cas particulier des feedback de sortie (1.4.13). En effet quand
le syste`me est sous forme diagonale avec u = S(Y −Y∗), les controˆles (1.4.13) s’e´crivent(
u+(t, 0)
u−(t, L)
)
= G
(
u+(t, L)
u−(t, 0)
)
, (1.6.5)
ce qui couvre bien le cas de (1.6.3). Ce re´sultat a ensuite e´te´ ge´ne´ralise´ aux syste`mes de dimension n ∈ N∗
par Qin [172] puis Zhao [204], puis avec des conditions aux bords ge´ne´rales de la forme (1.6.5) par de Halleux
et al. [71] puis re´cemment par [48]. La preuve de ce dernier article utilise des fonctions de Lyapunov d’une
manie`re dont nous nous inspirerons tout en les modifiant pour pouvoir ge´rer la nouvelle difficulte´ lie´e au terme
source. Avec des conditions aux bords ge´ne´rales de la forme (1.6.5), le syste`me est alors exponentiellement
stable en norme C1 si
ρ∞(G′(0)) < 1 (1.6.6)
ou` ρ∞ est de´fini par
ρ∞(M) = inf(‖∆M∆−1‖∞,∆ ∈ D+n ), (1.6.7)
avec D∗n l’ensemble des matrices diagonales a` coefficients strictement positifs.
Plus tard, Coron et Bastin ont montre´ que la stabilite´ est plus facile a` obtenir dans l’espace plus re´gulier (et
donc plus restreint) H2. La condition dans cet espace devient :
ρ2(G
′(0)) < 1 (1.6.8)
ou` ρ2 est de´fini par
ρ2(M) = inf(‖∆M∆−1‖2,∆ ∈ D+n ), (1.6.9)
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et on peut ve´rifier que ρ2 ≤ ρ∞ [50]. Au vu de la similarite´ des conditions (1.6.7) et (1.6.8) on peut se
demander s’il est possible de trouver des conditions de stabilite´ pour d’autres espaces de Sobolev en utilisant
ρp de´fini par
ρp(M) = inf(‖∆M∆−1‖p,∆ ∈ D+n ). (1.6.10)
Coron et Nguyeˆn ont montre´ que c’e´tait le cas [61], plus pre´cise´ment le syste`me homoge`ne de la forme (1.4.2)
avec B ≡ 0 muni du controˆle (1.6.5) est exponentiellement stable pour la norme W 2,p si
ρp(G
′(0)) < 1. (1.6.11)
Reste a` savoir laquelle de ces conditions est la moins restrictive. Si on peut montrer que ρ∞ ≥ ρp pour tout
p ∈ N∗, et donc que la stabilite´ en norme C1 est plus difficile a` obtenir que la stabilite´ en norme W 2,p pour
tout p ∈ N∗, la comparaison des ρp entre eux n’est pas claire. Puisque moins la solution est re´gulie`re, plus
elle est ge´ne´rale, on pourrait s’attendre a` ce que la stabilite´ dans les espaces de solutions moins re´guliers (et
donc plus larges) soit plus difficile a` obtenir et donc a` ce que ρp2 ≥ ρp1 pour p1 > p2. Cette intuition est en
fait trompeuse, car ρ1 = ρ∞ et donc ρ1 ≤ ρp pour tout p ∈ N∗ ∪ {∞} [56, Remarque 1.4]. Mais dans tous
ces cas, on s’e´loigne de la norme la moins restrictive et la plus naturelle : la norme C1 (ou W 1,∞).
Syste`me inhomoge`nes Si des syste`mes hyperboliques inhomoge`nes particuliers ont inte´resse´ les
mathe´maticiens depuis des anne´es, l’e´tude de la stabilite´ des syste`mes hyperboliques inhomoge`nes en ge´ne´ral
n’a commence´ que tre`s re´cemment. On conside`re maintenant un syste`me de la forme (1.4.1) et on veut
stabiliser un e´tat stationnaire Y∗, potentiellement non-uniforme, avec des controˆles aux bords de la forme
(1.4.13). Pour simplifier l’e´tude, on utilise a` nouveau le changement de variables u = S(Y −Y∗) pre´sente´
en Section 1.4.1 pour que le syste`me se rame`ne a`
∂tu +A(u, x)∂xu +B(u, x) = 0 (1.6.12)
ou` A(0, ·) = Λ, et B(0, x) = 0, comme de´crit en introduction, et dont on cherche a` stabiliser l’e´tat stationnaire
0. Les controˆles aux bords (1.4.13) ont a` nouveau la forme (1.6.5), et on introduit par ailleurs la notation
M(0, x) = ∂B∂u (0, x).
A nouveau, le premier re´sultat vraiment ge´ne´ral pour ces syste`mes concernait les syste`mes 2× 2, c’est-a`-dire
compose´s de deux e´quations potentiellement couple´es, avec des vitesses de propagation de signes diffe´rents
[11]. En toute rigueur le re´sultat de [11] concerne des syste`mes line´aires mais il utilise une approche qui
s’e´tend presque imme´diatement aux syste`mes non-line´aires pour la norme H2 et se formule ainsi :
The´ore`me 1.6.1 ([11]). Soit un syste`me quasiline´aire hyperbolique de dimension 2 de la forme (1.4.2) ou`
A, B et G sont de classe C2, Λ1 > 0 et Λ2 < 0. Il existe un controˆle de la forme (1.6.5) tel qu’il existe une
fonction de Lyapunov basique pour la norme H2 pour ce syste`me si et seulement s’il existe une fonction η
de´finie sur [0, L] et solution de :
η′(x) =
∣∣∣∣M21(0, ·)ϕ|Λ2| η2 + ϕM12(0, ·)Λ1
∣∣∣∣ ,
η(0) = 0,
(1.6.13)
ou` ϕ est une notation qui de´signe :
ϕ = exp
(∫ x
0
M11(0, s)
Λ1
+
M22(0, s)
|Λ2| ds
)
. (1.6.14)
Par ailleurs pour tout σ > 0 tel que
η′σ ≥
∣∣∣∣M21(0, ·)ϕ|Λ2| η2 + ϕM12(0, ·)Λ1
∣∣∣∣ ,
ησ(0) = σ,
(1.6.15)
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a une solution ησ sur [0, L] si
G′1(0) =
(
0 l1
l2 0
)
avec l21 < η
2
σ(0) et l
2
2 <
1
η2σ(L)
, (1.6.16)
il existe une fonction de Lyapunov basique pour la norme H2 et le syste`me (1.4.2), (1.6.16) est exponentiel-
lement stable en la norme H2.
On voit apparaˆıtre un phe´nome`ne inte´ressant qui n’avait pas lieu avant : comme avant il y a une condition
sur le controˆle aux bords, mais il y a aussi maintenant une condition inte´rieure (1.6.15), inde´pendante du
controˆle et donc intrinse`que au syste`me. Puisque l’e´quation diffe´rentielle (1.6.15) est non-line´aire, ses solutions
peuvent exploser et cesser d’exister si L est trop grand, c’est par exemple le cas si M11(0, ·) = M22(0, ·) = 0
et M12(0, ·) = M21(0, ·) = 1. Dans ce cas η est simplement la fonction tangente et explose en L = pi/2. Cette
condition signifie qu’on n’est pas capable de garantir la stabilite´ au dessus d’une certaine distance Lmax.
C’est une condition inhe´rente au syste`me qui lie la forme et la taille des termes sources avec la distance.
Ce re´sultat a ensuite e´te´ ge´ne´ralise´ dans [13, Chapitre 6] au cas ge´ne´ral n× n et les auteurs ont montre´ :
The´ore`me 1.6.2 ([13]). Soit un syste`me hyperbolique quasi-line´aire (1.4.2) avec un controˆle aux bords
(1.6.5) tels que A, B et G sont de classe C2. Le syste`me est exponentiellement stable pour la norme H2 si
— (Condition inte´rieure) la matrice
− (QΛ)′(x) +Q(x)M(0, x) +M(0, x)TQ(x)T (1.6.17)
est de´finie positive pour tout x ∈ [0, L],
— (Condition aux bords) la matrice(
Λ+(L)Q+(L) 0
0 −Λ−(0)Q−(0)
)
−KT
(
Λ+(0)Q+(0) 0
0 −Λ−(L)Q−(L)
)
K (1.6.18)
est positive.
On retrouve bien les deux conditions : la condition (1.6.18) sur le controˆle aux bords et la condition inte´rieure
(1.6.17) inhe´rente au syste`me. A nouveau, ce re´sultat utilise des fonctions de Lyapunov basiques pour la
norme H2.
1.6.2 Nouveaux re´sultats
Cas ge´ne´ral Dans le Chapitre 2 on s’inte´resse a` la norme C1 et on montre le re´sultat suivant :
The´ore`me 1.6.3. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2), (1.6.5) avec A et B de
classe C1. Si les deux proprie´te´s suivantes sont ve´rifie´es,
1. (condition inte´rieure) le syste`me
Λif
′
i ≤ −2
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 , (1.6.19)
a une solution (f1, ..., fn) sur [0, L] telle que pour tout i ∈ [1, n], fi > 0,
2. (Conditions aux bords) il existe une matrice diagonale ∆ avec des coefficients strictement positifs tels
que
‖∆G′(0)∆−1‖∞ <
infi
(
fi(di)
∆2i
)
supi
(
fi(L−di)
∆2i
) , (1.6.20)
ou` di = L si Λi > 0 et di = 0 sinon,
alors il existe une fonction de Lyapunov basique pour la norme C1 et le syste`me (1.4.2), (1.6.5) est exponen-
tiellement stable pour la norme C1.
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On retrouve a` nouveau une condition inte´rieure et une condition aux bords. Notons que l’existence d’une
solution (f1, ...fn) sur [0, L] au syste`me
f ′i = −
2
Λi
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 (1.6.21)
avec fi > 0 pour tout i ∈ {1, ..., n}, est aussi une condition inte´rieure suffisante, quoique plus stricte. D’autre
part, lorsque M ≡ 0, on retrouve bien le re´sultat de Li, Greenberg, Qin, Zhao et de Halleux et al. pour
les syste`mes homoge`nes : la condition inte´rieure est satisfaite par n’importe quelles fonctions constantes
(f1, ..., fn) et en choisissant fi = ∆
2
i , la condition aux bords se rame`ne a` l’existence de ∆ ∈ Dn+ telle que
‖∆G′(0)∆−1‖∞ < 1, ce qui est e´quivalent a` ρ∞(G′(0)) < 1.
Pour montrer ce re´sultat on introduit les fonctions de Lyapunov basiques pour la norme C1, qui sont l’ana-
logue de celle pour la norme H2 utilise´e dans [11, 13], et on les approche par des fonctions e´quivalentes a` la
norme W 1,p ou` on fait tendre p vers l’infini, dans la meˆme veine que ce qui est fait dans [48]. La principale
diffe´rence vient du fait que, quand on de´rive par rapport au temps les fonctions e´quivalentes a` la norme
W 1,p, apparaˆıt a` cause de l’inhomoge´ne´ite´ un polynoˆme dont on aimerait qu’il soit positif. Dans [13] qui
traite le cas de la norme H2 ce polynoˆme est une forme quadratique. Ici, il s’agit d’un polynoˆme de degre´
p et garantir son signe ne´cessite donc un peu plus de travail (voir (2.5.31)–(2.5.38) et le Lemme 2.5.1 pour
plus de de´tails). Par ailleurs on va un peu plus loin en montrant le re´sultat suivant qui illustre la pre´cision
de la condition inte´rieure du The´ore`me 1.6.3 :
The´ore`me 1.6.4. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2) avec A et B de classe C3.
Il existe un controˆle aux bords de la forme (1.6.5) tel qu’il existe une fonction de Lyapunov basique pour la
norme C1 si et seulement si
Λif
′
i ≤ −2
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 , (1.6.22)
admet une solution (f1, ..., fn) sur [0, L] telle que pour tout i ∈ [1, n], fi > 0.
Ce re´sultat est de´montre´ par l’absurde, en supposant qu’il existe une fonction de Lyapunov basique pour
la norme C1 quand cette condition n’est pas ve´rifie´e et en montrant qu’on peut trouver une perturbation
initiale qui la rend croissante au moins sur un court intervalle de temps.
Remarque 1.6.1. La re´gularite´ des coefficients n’est pas exactement la meˆme dans le The´ore`me 1.6.3 et
1.6.4. L’explication est dans la perturbation qu’on construit pour prouver le The´ore`me 1.6.4 : on cherche a` la
rendre plus re´gulie`re que seulement C1 pour pouvoir estimer la de´rive´e de la fonction de Lyapunov dans sens
classique. Il est tre`s probable que la re´gularite´ puisse eˆtre abaisse´e a` celle du The´ore`me 1.6.3. Ne´anmoins,
dans les cas physiques A et B sont souvent non seulement C∞ mais meˆme analytiques. Il faut bien voir que
c’est la re´gularite´ de A et B comme fonctionnelle qu’on impose et pas celle A(u(t, ·), ·) qui, elle, pourrait
eˆtre infe´rieure si u est moins re´gulie`re.
Ces re´sultats se ge´ne´ralisent en fait a` la stabilisation en norme Cq pour tout q ≥ 1, sous les meˆmes conditions.
En d’autres termes si A, B et G sont de classe Cq (resp. Cq+2) alors le The´ore`me 1.6.3 (resp. The´ore`me
1.6.4) s’applique toujours en remplac¸ant la stabilite´ en norme C1 par la stabilite´ en norme Cq. Ne´anmoins,
on cherche a` avoir la stabilisation dans la norme la moins re´gulie`re possible pour couvrir l’espace de solutions
le plus grand possible. C’est pourquoi c’est la norme C1 qui nous inte´resse le plus en ge´ne´ral. Enfin, dans le
cas ou` le syste`me est semi-line´aire, c’est-a`-dire quand A ne de´pend pas de u, ces re´sultats se ge´ne´ralisent a`
la norme C0.
Cas 2× 2 et comparaison avec la norme H2 Dans le Chapitre 3 on s’inte´resse au cas ou` le syste`me est
compose´ de seulement deux e´quations. Ce cas est inte´ressant a` regarder, pas seulement parce que c’est le cas
le plus simple de syste`mes pre´sentant un couplage entre deux e´quations, mais aussi parce qu’il correspond
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a` de tre`s nombreux syste`mes physiques (transmission de signal le long d’une ligne e´lectrique, dynamique
d’un fleuve, comportement d’un gaz isentropique, trafic routier, etc.) et qu’il pre´sente des comportements
particuliers. Dans la suite on conside`re le cas n = 2 et on introduit les notations :
ϕ1 = exp
(∫ x
0
M11(0, s)
Λ1
ds
)
,
ϕ2 = exp
(∫ x
0
M22(0, s)
Λ2
ds
)
,
ϕ =
ϕ1
ϕ2
,
(1.6.23)
a = ϕM12(0, ·),
b = ϕ−1M21(0, ·).
(1.6.24)
Avant de continuer, prenons un moment pour expliquer ces notations. Tout d’abord on peut remarquer que
ϕ correspond exactement au ϕ introduit dans le The´ore`me 1.6.1 de Bastin et Coron. En fait, les fonctions ϕ1
et ϕ2 repre´sentent l’influence des termes diagonaux de M(0, ·) qui me`neraient a` une variation exponentielle
de l’amplitude s’il n’y avait pas de couplage entre u1 et u2. Les fonctions a et b repre´sentent, elles, ce couplage
induit par M(0, ·) apre`s un changement de variable pour enlever les termes diagonaux de M (voir (3.4.1)
et (3.4.4) pour plus de de´tails). Ce changement de variable visant a` supprimer les termes diagonaux de M ,
qu’on obtient en posant zi = ϕiui, est en apparence anodin mais il permet de faire en sorte que l’ope´rateur
line´arise´ L(U) = −A(0, x)∂xU −M(0, x)U et l’ope´rateur line´arise´ homoge`ne L∗(U) = −A(0, x)∂xU soient
munis respectivement de semigroupes S et S∗ dont la diffe´rence est compacte. Ce qui n’est pas le cas quand
M a des termes diagonaux non nuls. Cette remarque formule´e par Russell en 1978 [177] et prouve´e par Hu
et Olive dans [113] peut s’ave´rer utile pour obtenir des proprie´te´s de controˆlabilite´ (voir par exemple [113]),
bien que ce ne soit pas explicitement utilise´ ici.
On montre alors les re´sultats suivants :
— Cas ou` les vitesses de propagation ont le meˆme signe :
The´ore`me 1.6.5. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2), avec n = 2, ou` A,
B et G sont de classe C2 et tel que Λ1Λ2 > 0. Si
G′(0) =
(
k1 0
0 k2
)
, ou`
k21 < exp
(∫ L
0
2
M11(0, s)
|Λ1| − 2 max
(∣∣∣∣a(s)Λ1
∣∣∣∣ , ∣∣∣∣b(s)Λ2
∣∣∣∣) ds
)
,
k22 < exp
(∫ L
0
2
M22(0, s)
|Λ2| − 2 max
(∣∣∣∣a(s)Λ1
∣∣∣∣ , ∣∣∣∣b(s)Λ2
∣∣∣∣) ds
)
.
(1.6.25)
Alors il existe une fonction de Lyapunov basique pour la norme C1 et une fonction de Lyapunov
basique pour la norme H2. En particulier le syste`me est exponentiellement stable pour la norme C1
et la norme H2.
— Cas ou` les vitesses de propagation ont des signes diffe´rents :
The´ore`me 1.6.6. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2) avec A et B de
classe C3 avec Λ1 > 0 et Λ2 < 0. Il existe un controˆle de la forme (1.6.5) tel qu’il existe une fonction
de Lyapunov basique pour la norme C1 si et seulement si
d′1 =
|a(x)|
Λ1
d2, (1.6.26)
d′2 = −
|b(x)|
|Λ2| d1, (1.6.27)
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admet une solution positive d1, d2 sur [0, L], ou de fac¸on e´quivalente
η′ =
∣∣∣∣ aΛ1
∣∣∣∣+ ∣∣∣∣ bΛ2
∣∣∣∣ η2,
η(0) = 0,
(1.6.28)
admet une solution sur [0, L], ou` a et b sont de´finies par (1.6.24).
Par ailleurs si une des conditions pre´ce´dentes est ve´rifie´e et
G′(0) =
(
0 k1
k2 0
)
avec k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
et k21 <
(
d1(0)
d2(0)
)2
, (1.6.29)
ou` d1 et d2 forment une solution de (1.6.26)–(1.6.27), alors le syste`me (1.4.2), (1.6.5) est exponen-
tiellement stable pour la norme C1.
Remarque 1.6.2. On peut faire une remarque inte´ressante : dans le The´ore`me 1.6.3 la condition inte´rieure
ne´cessaire et suffisante concerne l’existence de solutions a` un syste`me d’ine´quations diffe´rentielles. Ce
the´ore`me montre avec (1.6.26)–(1.6.27) que, dans le cas des syste`mes 2 × 2, c’est e´quivalent a` l’existence
d’une solution a` un syste`me d’e´quations diffe´rentielles, line´aires qui plus est, ce qui est pratique. Ce re´sultat
est faux en ge´ne´ral en dimension n ≥ 3.
Ce n’est pas par hasard si on appelle a` nouveau η la solution de l’ODE (1.6.28) : ces conditions sont diffe´rentes
de celles obtenues pre´ce´demment pour la norme H2, et rappele´es dans le The´ore`me 1.6.1, mais ont la meˆme
forme. Il est donc naturel de vouloir les comparer, et c’est ce qu’on fait dans le corollaire suivant :
Corollaire 1. Soit un syste`me quasiline´aire hyperbolique de la forme (1.4.2), (1.6.5) avec n = 2 et A et B
de classe C2, tel que Λ1 > 0 et Λ2 < 0.
1. S’il existe une fonction de Lyapunov basique pour la norme C1 alors il existe un controˆle aux bords
de la forme (1.6.5) tel qu’il existe une fonction de Lyapunov basique pour la norme H2.
De plus, si M12(0, ·)M21(0, ·) ≥ 0, alors la re´ciproque est vraie.
2. En particulier si le syste`me (1.4.2), (1.6.5) admet une fonction de Lyapunov basique pour la norme
C1 et
G′(0) =
(
0 k1
k2 0
)
avec k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
et k21 <
(
d1(0)
d2(0)
)2
, (1.6.30)
ou` d1 et d2 sont des solutions positives de (1.6.26)–(1.6.27), alors avec le meˆme controˆle aux bords il
existe une fonction de Lyapunov basique pour la norme H2.
Re´ciproquement, si le syste`me admet une fonction de Lyapunov basique pour la norme H2 et si
M12(0, ·)M21(0, ·) ≥ 0 et
G′(0) =
(
0 k1
k2 0
)
avec k22 <
(
ϕ(L)
η(L)
)2
et k21 < η(0)
2, (1.6.31)
ou` η est une solution positive de
η′ =
∣∣∣∣ aΛ1 + b|Λ2|η2
∣∣∣∣ , (1.6.32)
alors il existe une fonction de Lyapunov basique pour la norme C1 et le syste`me est stable pour la
norme C1.
Remarque 1.6.3. L’existence d’une solution a` (1.6.32) quand il existe une fonction de Lyapunov basique
pour la norme H2 est garantie par le The´ore`me 1.6.1.
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A ma connaissance, le seul lien de ce genre qui existait jusqu’ici concernait le cas trivial M ≡ 0 ou` il existe
toujours a` la fois une fonction de Lyapunov basique pour la norme H2 et une fonction de Lyapunov basique
pour la norme C1. Ce lien peut en fait eˆtre e´tendu a` la stabilite´ en norme Hp et Cq pour p ≥ 2 et q ≥ 1
sous les meˆme conditions.
Puisque le The´ore`me 1.6.1 et le The´ore`me 1.6.6 utilisent tous les deux des fonctions de Lyapunov basiques
pour la norme H2 et la norme C1 respectivement, on peut vouloir construire l’une en fonction de l’autre
quand on sait, graˆce au Corollaire 1, que les deux existent. C’est ce qu’on fait dans ce the´ore`me :
The´ore`me 1.6.7. S’il existe un controˆle aux bords de la forme (1.6.5) tel qu’il existe une fonction
de Lyapunov basique pour la norme C1 avec pour coefficient g1 et g2, alors pour tout 0 < ε <
min[0,L]((ϕ2/ϕ1)
√
g1/g2)/L il existe un controˆle aux bords de la forme (1.6.5) tel que
1
Λ1
(√
g1
g2
ϕ1ϕ2 − ϕ21εId
)
et
1
|Λ2|
√
g2
g1
ϕ1ϕ2 (1.6.33)
sont les coefficients d’une fonction de Lyapunov basique pour la norme H2, ou` Id de´signe la fonction identite´.
S’il existe une fonction de Lyapunov basique pour la norme H2 avec pour coefficients (q1, q2) et si
M12(0, ·)M21(0, ·) ≥ 0, alors pour tout A ≥ 0 et ε > 0 il existe un controˆle aux bords de la forme (1.6.5) tel
que g1 et g2 de´finies par :
g1(x) = A exp
(
2
∫ x
0
M11(0, ·)
Λ1
− |M12(0, ·)|
Λ1
√
|Λ1|q1
|Λ2|q2 ds− εx
)
, (1.6.34)
g2 =
|Λ2|q2
Λ1q1
g1, (1.6.35)
sont les coefficients d’une fonction de Lyapunov basique pour la norme C1.
Le Corollaire 1 donne une condition suffisante pour que l’existence d’une fonction de Lyapunov basique
pour la norme H2 soit e´quivalente a` l’existence d’une fonction de Lyapunov basique pour la norme C1. En
regardant les conditions ne´cessaires (1.6.28) et (1.6.15), on voit rapidement qu’il existe des contre-exemples
quand la condition suffisante du Corollaire 1 n’est pas ve´rifie´e. On pourrait croire que ces contre-exemples
sont artificiels mais en fait, et de fac¸on un peu surprenante, il y a meˆme des contre-exemples qui correspondent
a` des syste`mes physiques bien connus. C’est par exemple le cas des e´quations de Saint-Venant qui servent a`
mode´liser l’atmosphe`re et les voies navigables (plus de de´tails sont donne´s dans la Section 1.7.3). On verra
dans la partie II une forme ge´ne´rale des e´quations de Saint-Venant, mais ici pour simplifier on introduit un
cas particulier dans lequel la pente est constante, la section rectangulaire uniforme, et le mode`le de frottement
bien de´termine´. Les e´quations de Saint-Venant s’e´crivent alors :
∂tH + ∂x(HV ) = 0,
∂tV + ∂x
(
V 2
2
+ gH
)
+
(
kV 2
H
− C
)
= 0,
(1.6.36)
ou` C est l’influence de la pente, k le coefficient de frottement, g l’acce´le´ration de la pesanteur a` la surface de
la Terre et les variables H et V de´signent la hauteur d’eau et sa vitesse horizontale moyenne, par exemple
dans un fleuve. On note (H∗, V ∗) l’e´tat stationnaire qu’on cherche a` stabiliser et on introduit les controˆles
aux bords
(H(t, 0)−H∗(0)) = b1(V (t, 0)− V ∗(0)),
(H(t, L)−H∗(L)) = b2(V (t, L)− V ∗(L)).
(1.6.37)
Puisque le syste`me n’est pas sous forme diagonalise´e, H et V ne sont pas les quantite´s qui se propagent.
Ne´anmoins on peut montrer que ce controˆle aux bords peut quand meˆme se mettre sous la forme (1.6.5)
(voir la Section 3.5 en particulier (3.3.13), (3.5.14)–(3.5.17)). Quand l’influence des frottements est plus forte
que celle de la pente, on peut toujours trouver b1 et b2 tels qu’il existe une fonction de Lyapunov basique
pour la norme C1, plus pre´cise´ment
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Proposition 1.6.8. Soit les e´quations de Saint-Venant non-line´aires (1.6.36) avec le controˆle aux bords
(1.6.37). Si kV ∗2(0)/H∗(0) > C et
b1 ∈
]
−H
∗(0)
V ∗(0)
,−V
∗(0)
g
[
et b2 ∈ R \
[
−H
∗(L)
V ∗(L)
,−V
∗(0)
g
]
, (1.6.38)
alors le syste`me admet une fonction de Lyapunov basique pour la norme C1.
Quand l’influence de la pente est plus forte que celle des frottements, en revanche, il n’existe pas toujours
de fonction de Lyapunov basique pour la norme C1. Ce re´sultat est d’autant plus inte´ressant qu’il existe
toujours une fonction de Lyapunov basique pour la norme H2 (voir la partie II, The´ore`me 1.7.1).
The´ore`me 1.6.9. Soit les e´quations de Saint-Venant non-line´aires (1.6.36) de´finies sur un domaine [0, L],
avec un e´tat stationnaire (H∗, V ∗). Si kV ∗2(0)/H∗(0) < C alors :
1. Il existe L1 > 0 tel que si L < L1, il existe un controˆle aux bords de la forme (1.6.37) tel que le
syste`me admet une fonction de Lyapunov basique pour la norme C1.
2. Il existe L2 > 0 inde´pendante du controˆle aux bords telle que, si L > L2, le syste`me n’admet pas de
fonction de Lyapunov basique pour la norme C1.
Ge´ne´ralisation aux normes Hp et Cq. Comme pre´ce´demment, tous ces re´sultats se ge´ne´ralisent aux
normes Hp et Cq pour tous entiers p ≥ 2 et q ≥ 1, sous les meˆmes conditions, pourvu que A, B, et G soient
suffisamment re´gulie`res. De plus, quand le syste`me est semi-line´aire, ces re´sultats se ge´ne´ralisent aussi aux
normes H1 et C0.
1.7 Partie 2 : Equations physiques et syste`mes densite´-ve´locite´.
Dans cette partie on e´tudie des e´quations issues de la me´canique des fluides, et en particulier trois exemples
ce´le`bres : l’e´quation de Burgers, les e´quations d’Euler, et les e´quations de Saint-Venant.
1.7.1 L’e´quation de Burgers
Bien qu’en apparence la plus simple des e´quations de cette partie, l’e´quation de Burgers est en fait la plus
re´cente. Elle s’e´crit ainsi :
∂ty + ∂x
(
y2
2
)
= 0. (1.7.1)
Au vu de sa simplicite´, il est difficile dater les premiers travaux qui la concerne. Forsyth la mentionnait
de´ja` en 1906 dans [88] avec un terme de viscosite´ supple´mentaire, tout comme Bateman en 1915 [23] qui
la de´duisait d’un proble`me physique et se demandait de´ja` quel serait le comportement des solutions si la
viscosite´ tendait vers 0. En 1939, c’est Burgers qui s’y inte´resse et supprime le terme de viscosite´ pour ne
conserver que la forme (1.7.1) qui posse`de de´ja` les comportements qui l’inte´ressent. Ses multiples travaux
sur le sujet jusqu’en 1948, re´sume´s dans [35] et [36], la popularisent et lui donnent son nom actuel. Derrie`re
cette approche, Burgers s’inte´ressait en fait a` la turbulence qu’il e´tudiait de´ja` depuis 1923 [37], et voyait en
l’e´quation de Burgers un mode`le simple pour l’e´tudier. Malheureusement, les travaux Hopf en 1950 [111] et
de Cole en 1951 [45] montre`rent qu’il est possible de re´soudre explicitement cette e´quation, du moins quand
elle est e´tudie´e sur R tout entier.
Ne´anmoins, si l’e´quation de Burgers est aussi ce´le`bre, c’est qu’elle posse`de des comportements ge´ne´riques
qu’on retrouve dans les e´quations de la me´canique des fluides. Parmi ces comportements, le plus ce´le`bre
est peut-eˆtre le phe´nome`ne de chocs : meˆme en partant d’une solution re´gulie`re a` t = 0 le syste`me peut
naturellement “casser” la solution et e´voluer vers une solution qui pre´sente des discontinuite´s (voir la Section
1.4.1 pour plus de de´tails sur les chocs).
Sa simplicite´ en fait donc un bon moyen d’e´tudier les grandes lignes de ces comportements, et un bon banc
d’essai pour e´prouver de nouvelles techniques mathe´matiques en vue d’une utilisation ulte´rieure sur des
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e´quations plus complique´es, comme par exemple les e´quations d’Euler qu’on verra juste apre`s. La premie`re
e´tude des chocs, par exemple, formule´e par Hopf en 1950 dans [111] (voir aussi [133, 134]), commence par
l’e´quation de Burgers.
L’e´quation de Burgers est aussi parfois utilise´e directement pour la mode´lisation de syste`mes physiques, soit
parce qu’elle repre´sente de´ja` une bonne approximation du phe´nome`ne, soit parce qu’on cherche a` mode´liser
un re´seau qui couple de nombreuses e´quations identiques entre elles et il est alors utile d’avoir une e´quation
de base suffisamment simple pour re´ussir a` tirer des conclusions sur le re´seau tout entier. C’est le cas par
exemple du re´seau routier [103, Chapitre 3] dont les embouteillages sont bien mode´lise´s par des chocs [28].
Loin d’eˆtre un sujet e´puise´, ces mode´lisations ont encore beaucoup de marge de progre`s et donnent lieu a`
des proble`mes ouverts inte´ressants.
Il y a beaucoup a` dire sur cette e´quation et on pourrait probablement consacrer plusieurs the`ses aux travaux
qui ont e´te´ mene´s sur l’e´quation de Burgers. On s’arreˆtera la`, mais pour une description un peu plus de´taille´e
on peut se re´fe´rer a` [153, 1.2.1].
1.7.2 Les e´quations d’Euler
L’histoire des e´quations d’Euler est directement lie´e a` celle des e´quations aux de´rive´es partielles. La majeure
partie de la premie`re e´quation est en fait propose´e par d’Alembert en 1749 dans un me´moire pour un concours
de l’Acade´mie des Sciences de Berlin, publie´ en 1752 [69]. Son me´moire est aujourd’hui reconnu comme une
pierre angulaire de la me´canique des fluides et introduit plusieurs notions nouvelles [186] : les de´rive´es
partielles, la notion de pression interne d’un fluide, le champs des vitesses, et la premie`re e´quation de´crivant
les fluides comme une fonction de plusieurs variables. Sur de´cision du jury, dont fait partie Euler, le concours
sera en fait de´cale´ a` 1752 puis remporte´ par Adami, un prote´ge´ d’Euler. D’Alembert 12 en tient Euler pour
directement responsable et il faudra plus de dix ans pour qu’ils se re´concilient. Euler reste ne´anmoins tre`s
inte´resse´ par les travaux de d’Alembert et les comple`te en 1751 13 puis 1755 [87] en y ajoutant un e´le´ment
fondamental : le gradient de pression. Ses e´quations s’e´crivent alors :
∂t%+ div(%V) = 0
∂t(%V) + div(%VV) = −∇p− %g.
(1.7.2)
ou` % est la densite´ du fluide, V son vecteur vitesse, p la pression et g est le vecteur gravite´, comple´tant ainsi
ce qui sera l’ingre´dient principal de la me´canique des fluides jusqu’a` nos jours.
Ces e´quations seront a` leur tour comple´te´es plus tard par les travaux de Navier en 1823 et Stokes en 1845
(avec des contributions de Cauchy et Poisson en 1829 et de Saint-Venant en 1843) pour tenir compte de
la viscosite´ et donner les ce´le`bres e´quations de Navier-Stokes. Enfin, si % est une constante, ces e´quations
deviennent alors les e´quations d’Euler incompressibles.
Les e´quations d’Euler sont lie´es a` de nombreux proble`mes complique´s. En 3D, meˆme dans le cas incompres-
sible, leur caracte`re bien pose´, c’est-a`-dire l’existence et l’unicite´ d’une solution, est encore un des proble`mes
mathe´matiques les plus difficiles a` l’heure actuelle qui, selon Villani 14, est encore plus difficile a` re´soudre
que le caracte`re bien pose´ de l’e´quation de Navier-Stokes, pourtant un des proble`mes du mille´naire.
En 1D leur caracte`re bien pose´ est beaucoup mieux maˆıtrise´. En regardant (1.7.2), on voit qu’il faut une
e´quation supple´mentaire pour la pression pour de´crire le syste`me. Une simplification consiste a` conside´rer
que la pression est une fonction (croissante) de la densite´ du fluide ρ, ce qui donne les e´quations d’Euler
12. Il faut ne´anmoins rappeler qu’a` cette date d’Alembert est un membre e´tranger de l’Acade´mie de Berlin et avait remporte´ le
concours pour l’anne´e 1746, dans lequel Euler e´tait de´ja` membre du jury. Les relations entre d’Alembert et Euler sont complexes
et sont de´crites plus en de´tail dans [185, 186]
13. Au meˆme moment, dans un autre domaine et un tout autre contexte sort la premie`re e´dition d’une certaine Encyclope´die
ou Dictionnaire raisonne´ des sciences, des arts et des me´tiers, dirige´e par Diderot et d’Alembert, mais ceci est une autre
histoire.
14. dans The´ore`me vivant
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isentropiques que nous e´tudierons dans la suite :
∂t%+∂x(%V ) = 0,
∂tV+V ∂xV = −1
%
∂x(P (%))− 1
2
θV |V | − g sinα(x), (1.7.3)
ou` α est l’angle de la pente, P la pression, et θ est un terme de frottements qui de´crit la friction entre le
fluide et l’exte´rieur et qui apparaˆıt a` partir des conditions aux bords quand on inte`gre l’e´quation 3D pour
passer a` l’e´quation 1D. Enfin, d’autres simplifications existent :
— Approximation des gaz polytropiques : P (ρ) = Cργ ou` C est une constante et γ > 1.
— Approximation isotherme : P (ρ) = Cρ ou` C est une constante.
La premie`re approximation est souvent directement conside´re´e avec les e´quations d’Euler isentropiques, pour
les rendre explicites, meˆme si elle ne leurs sont pas rigoureusement lie´es. La deuxie`me approximation donne
lieu aux e´quations d’Euler isothermes. Nous n’utiliserons aucune de ces deux simplifications dans la suite.
1.7.3 Les e´quations de Saint-Venant
De´couvertes de manie`re heuristique par Saint-Venant en 1871 pour de´crire l’e´coulement dans un canal unidi-
mensionnel [10], les e´quations de Saint-Venant mode´lisent le mouvement des fluides quand la profondeur est
faible compare´e a` la longueur du syste`me et que le syste`me e´volue a` surface libre. Elles sont donc tre`s adapte´es
a` la description des fleuves en 1D, tandis que leur ge´ne´ralisation naturelle en 2D sert a` la mode´lisation de
l’atmosphe`re. Elles s’e´crivent de la fac¸on suivante :
∂tA+ ∂x(AV ) = 0
∂tV + V ∂xV + g∂xH − Sb(x) + Sf (A, V, x) = 0
(1.7.4)
ou` A est la section immerge´e, V la vitesse du fluide, H la hauteur du fluide, Sb = −∂xZ l’influence de la pente
avec Z la bathyme´trie, et Sf l’influence des frottements. On peut remarquer que plus la hauteur d’eau aug-
mente, plus la section immerge´e augmente, tant qu’on n’atteint pas le haut de la paroi au moins. En d’autres
termes, il existe une fonction F qui de´pend du profil du fleuve telle que A = F (H,x) et ∂HF (H,x) > 0.
De manie`re surprenante, les e´quations e´nonce´es par Saint-Venant en 1871 sont de´ja` les plus ge´ne´rales en 1D
et n’ont donc pas e´te´ conside´rablement comple´te´es par la suite, meˆme si des variantes avec viscosite´ et de
nombreux autres mode`les moins ce´le`bres mais plus adapte´s a` certaines situations ont e´te´ et sont toujours
de´veloppe´s (ex. [29–31, 155]). Comme on le verra plus tard, ces e´quations ont meˆme e´te´ simplifie´es dans un
premier temps dans les e´tudes de stabilite´, les e´quations ge´ne´rales s’ave´rant trop complique´es.
Si Saint-Venant les a obtenues heuristiquement, ces e´quations sont cohe´rentes avec les e´quations de´ja` exis-
tantes en me´canique des fluides et peuvent en fait se de´duire des e´quations d’Euler sous l’hypothe`se de
faible profondeur. Une variante plus re´cente incluant une viscosite´ a e´te´ introduite en 2001 par Gerbeau et
Perthame dans [91] comme conse´quence des e´quations de Navier-Stokes sous cette meˆme hypothe`se de faible
profondeur.
Leur relative pre´cision et leur simplicite´ apparente, ont fait de ces e´quations a` la fois un objet mathe´matique
tre`s e´tudie´, analytiquement et nume´riquement [90], et un outil technique tre`s utilise´ en inge´nierie, en parti-
culier dans la re´gulation des voies navigables. Cette dernie`re application est loin d’eˆtre anecdotique quand
on sait qu’il y a pre`s de 700 000 km de voies naviguables dans le monde. Par ailleurs l’hydroe´lectricite´
repre´sente 70% de l’e´nergie renouvelable produite a` l’e´chelle mondiale, et l’hydroe´lectricite´ fluviale est celle
dont le de´veloppement local est le plus facile et provoque le moins de de´gaˆts environnementaux 15.
Pour les e´quations de Saint-Venant, il existe un phe´nome`ne de choc ce´le`bre : le ressaut hydraulique. Afin
de comprendre ce qu’est un ressaut hydraulique il faut se demander quelle la diffe´rence entre un fleuve et
un torrent ? La premie`re re´ponse qui vient a` l’esprit c’est la vitesse de l’e´coulement, et c’est a` peu pre`s
correct. Dans un e´coulement en re´gime torrentiel V >
√
gH et on peut montrer que les deux vitesses de
15. Un point de vue de´fendu dans [163]
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propagation de (1.7.4), donne´es par V +
√
gH et V −√gH (voir Chapitre 4), sont strictement positives. Dans
un e´coulement en re´gime fluvial, par contre, V <
√
gH et on peut montrer que les vitesses de propagation
ont des signes oppose´s. La transition du premier re´gime au deuxie`me s’accompagne d’un choc entropique et
s’appelle un ressaut hydraulique. Ces ressauts hydrauliques apparaissent fre´quemment dans les fleuves. Ils
sont a` l’origine des mascarets, par exemple dans la Gironde. Ils apparaissent aussi parfois dans l’atmosphe`re
et sont a` l’origine des Morning Glory Clouds [44], nuages qui peuvent eˆtre observe´s de temps a` autre en
Australie. Ils sont aussi soupc¸onne´s d’avoir e´te´ a` l’origine de certains crash de planeurs [129]. L’importance
de ces ressauts ne tient pas seulement a` leurs apparitions spontane´es mais aussi a` leur utilite´ en inge´nierie ou`
on provoque parfois volontairement un ressaut dans des installations hydrauliques pour dissiper de l’e´nergie
et prote´ger le bassin naturel ou les installations.
1.7.4 Un cadre plus ge´ne´ral : les syste`mes densite´-ve´locite´
Gagnons un peu en abstraction pour introduire un cadre un peu plus ge´ne´ral qui nous sera utile pour la
suite. Comme leur nom l’indique, les syste`mes “densite´-ve´locite´” sont les syste`mes de´crit par la densite´ d’une
certaine quantite´ (matie`re, probabilite´, etc.) et la ve´locite´ de cette meˆme quantite´ pour laquelle le flux est
conserve´. Ils sont constitue´s d’une e´quation de continuite´ (ou encore conservation du flux) couple´e avec une
e´quation d’e´nergie ou une e´quation de moment, et s’e´crivent sous la forme
∂t%+ ∂x(%V ) = 0,
∂tV + V ∂xV + ∂x(P (%, x)) + S(%, V, x) = 0,
(1.7.5)
ou` % est la densite´, V la vitesse, P est une fonction croissante de % et repre´sente par exemple l’influence des
forces de pression ou de forces de´rivant d’un potentiel et S est un terme source. Ce cadre couvre de nombreux
syste`mes en me´canique des fluides, en particulier les e´quations d’Euler isentropiques et les e´quations de Saint-
Venant de´crites juste avant, mais aussi d’autres exemples comme les e´quations de´crivant le mouvement d’un
fluide dans une canalisation rigide, qu’on peut trouver dans [13, Chapitre 1],
∂t
(
exp
(
gP
c2
))
+ ∂x
(
V exp
(
gP
c2
))
= 0,
∂tV + V ∂xV + ∂x(gP ) + Sf (V, x)− gC(x) = 0
(1.7.6)
ou` P est la teˆte piezome´trique, V > 0 la vitesse du fluide, c la ve´locite´ du son dans le fluide, g l’acce´le´ration
de la pesanteur a` la surface de la Terre, Sf le terme de frottements et C l’influence de la pente. Un autre
exemple encore sont les e´quations re´gissant le phe´nome`ne d’osmose tel que mode´lise´ dans [154] et qui sont
constitue´es des e´quations d’Euler isentropiques avec une barrie`re de potentiel supple´mentaire qui agit sur le
solute´ :
∂t%+∂x(%V ) = 0,
∂tV+V ∂xV +
∂x(P (%))
%
+
1
2
θV |V |+ g sinα(x)− c(x)∂xU = 0,
(1.7.7)
ou` U est le profil de la barrie`re de potentiel, a` support compact, et c la concentration du solute´.
Dans cette partie, on cherche a` garantir la stabilite´ en norme H2 de ces syste`mes par des feedbacks de sortie.
Pour cela, on doit re´gler les deux proble`mes mentionne´s en Section 1.4.5 : les termes sources et les chocs.
Avant de continuer on peut se poser la question suivante : pourquoi conside´rer la norme H2, alors meˆme qu’on
a passe´ la Section 1.6 a` expliquer que la norme C1 est plus naturelle mathe´matiquement ? La re´ponse est a`
chercher du cote´ de la physique. Dans cette partie on cherche a` garantir la stabilite´ en utilisant des quantite´s
physiques cache´es dans la structure du syste`me, comme des e´nergies ou des entropies. Or ces quantite´s sont
souvent localement des inte´grales de formes quadratiques et ont donc la forme d’une norme Hp, avec p ≥ 0,
comme mentionne´ dans la Section 1.4.4. Mais, en ge´ne´ral, la re´gularite´ Hp minimale pour laquelle on sait
e´tudier la stabilite´ des syste`mes quasiline´aires est la norme H2. C’est d’ailleurs la raison pour laquelle c’est
cette norme qui est conside´re´e dans [13, Chapitre 6].
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1.7.5 Une nouvelle entropie pour les syste`mes de densite´-ve´locite´ inhomoge`nes.
L’e´tude de la stabilisation des syste`mes densite´-ve´locite´ par des controˆles aux bords n’est pas nouvelle.
Pour les meˆmes raisons que dans la Section 1.6, on ne parlera ici que des re´sultats avec des re´troactions
qui ne ne´cessitent de mesurer que l’e´tat du syste`me aux bords. D’autres re´sultats utilisant la me´thode du
backstepping et des re´troactions ne´cessitant la connaissance de l’e´tat du syste`me sur tout le domaine sont
de´crits en introduction du Chapitre 4. Pour les re´troactions qui ne ne´cessitent que la connaissance du syste`me
aux bords, les trois approches mentionne´s en Section 1.4.4 ont e´te´ utilise´es par le passe´ avec une particularite´ :
les fonctions de Lyapunov utilise´es sont souvent des entropies ou des e´nergies physiques pour le syste`me,
telle l’e´nergie me´canique.
Pour les e´quations de Saint-Venant, les premiers re´sultats sur le syste`me non-line´aire datent de [52], en
1999, ou` les auteurs e´tudient les e´quations non-line´aires homoge`nes a` l’aide d’une fonction de Lyapunov.
Cette fonction de Lyapunov n’est pas stricte et ne´cessite l’utilisation du principe d’invariance de LaSalle
pour conclure a` la stabilite´ asymptotique. Plus tard, dans [53], est introduite une fonction de Lyapunov
stricte valable pour tous les syste`mes homoge`nes qui se mettent sous la forme d’invariants de Riemann et
couvre ainsi l’ensemble des syste`mes densite´-ve´locite´ en l’absence de terme source. Plus tard encore, dans
[83, 171] les auteurs montrent en utilisant la me´thode des caracte´ristiques qu’on peut stabiliser les e´quations
de Saint-Venant avec terme source quand les termes sources sont suffisamment faibles en norme C1, avec
une borne qui de´pend de la longueur du domaine L. Cette borne peut aussi eˆtre vue comme une borne sur
la longueur L pour un terme source fixe´. Dans [47, Section 13.4] et [50] les auteurs montrent le meˆme type
de re´sultat, mais en utilisant une fonction de Lyapunov. Puis, dans [18], les auteurs e´tudient les e´quations
line´aires inhomoge`nes sans borne sur le terme source, et montrent que la fonction de Lyapunov utilise´e dans
[53] peut aussi servir a` stabiliser ce syste`me mais dans le cas tre`s particulier ou` l’e´tat stationnaire est uni-
forme. Enfin, re´cemment dans [16] les auteurs arrivent a` stabiliser les e´quations non-line´aires inhomoge`nes
pour la norme H2 sans aucune borne sur le terme source ou la longueur du domaine, mais en l’absence
de pente, c’est-a`-dire dans le cas ou` le terme source est dissipatif et ne comporte que des frottements. Ce
dernier re´sultat est, a` ma connaissance, le plus abouti en la matie`re avant les travaux pre´sente´s dans cette
partie. Malheureusement dans la pratique les e´tats stationnaires les plus fre´quents sont justement ceux ou`
l’influence de la pente est plus forte que celle des frottements, les autres cessent d’exister apre`s une distance
finie parfois courte [110], [26, Chapitre 5]. Cette e´tude, ne´anmoins, donne un cadre et une condition ge´ne´rale
concernant la stabilisation des syste`mes densite´-ve´locite´ en norme H2.
Concernant les e´quations d’Euler isentropiques, plusieurs re´sultats ont e´te´ obtenus en rajoutant l’hypothe`se
isothermale pre´sente´e avant : les auteurs de [82] montrent qu’il est possible de stabiliser le syste`me par
des feedbacks de sortie pour la norme H1 a` l’aide d’une fonction de Lyapunov. Notons que la stabilite´ en
norme H1, potentiellement meilleure que la stabilite´ en norme H2, est alors rendue possible par l’hypothe`se
isothermale. La stabilite´ avec une incertitude sur les conditions aux bords et sans terme source a e´te´ e´tudie´e
dans [101]. Toujours avec la meˆme hypothe`se, le cas d’un re´seau a e´te´ e´tudie´ dans [81, 94, 95]. Dans [99]
les auteurs arrivent a` la fois a` stabiliser exponentiellement les e´quations d’Euler isothermales pour la norme
H2 et a` donner une estimation du taux de de´croissance, mais avec une limite sur la longueur du domaine.
Enfin dans [16], sans utiliser l’hypothe`se isothermale mais seulement l’hypothe`se, moins restrictive, des gaz
polytropiques, les auteurs arrivent a` de´montrer la stabilite´ des e´quations nonline´aires pour la norme H2 sans
aucune limite sur la taille du domaine mais en l’absence de pente.
Ces e´tudes traitent donc a` chaque fois de cas particuliers, soit parce que la longueur du domaine ou les
termes sources doivent respecter une certaine borne, soit parce qu’ils ont une forme particulie`re. Jusqu’ici
aucun re´sultat n’existe dans le cas ge´ne´ral, qui pre´sente au moins trois diffe´rences importantes : l’absence
de borne sur le terme source et la longueur du domaine, la pre´sence d’une pente qui peut rendre le terme
source non-dissipatif, c’est-a`-dire qu’il fait gagner de l’e´nergie au syste`me plutoˆt que lui en faire perdre, et
la pre´sence d’une section variable.
Avant de continuer, on peut remarquer que pour un e´tat stationnaire re´gulier (%∗, V ∗) de (1.7.5), trois cas
sont possibles :
— Re´gime torrentiel : ∂HP (%
∗(x), x)% < V ∗2(x) pour tout x ∈ [0, L] et les vitesses de propagation du
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syste`me sont strictement positives. Ce cas est traite´ par le The´ore`me 1.6.5 de la partie I.
— Re´gime critique : ∂HP (%
∗(x), x)% = V ∗2(x) pour tout x ∈ [0, L], d’apre`s (1.7.5) ce cas est tre`s
particulier et n’existe pas toujours. Par ailleurs une des vitesses de propagation s’annule.
— Re´gime fluvial : ∂HP (%
∗(x), x)% > V ∗2(x) pour tout x ∈ [0, L] et les vitesses de propagation ont des
signes oppose´s. Ce sont les cas complique´s et ce sont ceux qu’on regardera.
A partir de maintenant on supposera donc qu’on se place en re´gime fluvial. Comme mentionne´ dans la
Section 1.6, un syste`me inhomoge`ne stabilise´ par des feedback de sortie a a priori une longueur intrinse`que
Lmax au-dela` de laquelle on e´choue a` de´montrer la stabilite´ quel que soit le choix de notre controˆle aux bords.
Et ce meˆme en norme H2. Dans le Chapitre 4 on montre qu’en re´alite´ ce phe´nome`ne de longueur maximale
Lmax ne se produit jamais pour les e´quations de Saint-Venant avec section rectangulaire. Ce re´sultat est vrai
meˆme quand le terme source n’est pas dissipatif, c’est-a`-dire qu’il ne fait pas perdre d’e´nergie au syste`me mais
qu’au contraire il lui en fait gagner. Ce dernier cas de figure se pre´sente quand l’influence de la pente est plus
forte que celle des frottements, ce qui correspond a` une grande partie des cas pratiques. Plus pre´cise´ment,
on montre le re´sultat suivant :
The´ore`me 1.7.1. Conside´rons les e´quations de Saint-Venant non-line´aires (1.7.4) avec A = H et
S(A, V, ·) = kV 2/H − gC, ou` C ∈ C2([0, L]), munies de controˆles aux bords de la forme
V (t, 0) = B(H(t, 0)), V (t, L) = B(H(t, L)). (1.7.8)
Si les conditions suivantes sont ve´rifie´es
B′(H∗(0)) ∈
(
− g
V ∗(0)
,−V
∗(0)
H∗(0)
)
,
et B′(H∗(L)) ∈ R \
[
− g
V ∗(L)
,−V
∗(L)
H∗(L)
]
,
(1.7.9)
alors le syste`me est exponentiellement stable pour la norme H2.
Ce re´sultat signifie qu’on peut toujours stabiliser les e´quations de Saint-Venant a` l’aide de feedbacks de
sortie, quels que soient le terme source et la longueur du domaine. En fait ce re´sultat est plus fort que cela :
de fac¸on tre`s surprenante, les lois de commandes ne de´pendent pas directement ni des frottements, ni de la
pente. 16 On montre meˆme dans le Chapitre 5 que ce re´sultat se ge´ne´ralise aux e´quations de Saint-Venant
ge´ne´rales et que les lois de commandes ne de´pendent pas non plus du profil de la section ou du mode`le utilise´
pour les frottements. On peut donc stabiliser le syste`me en ne connaissant que la hauteur et la vitesse aux
bords et celles de l’e´tat stationnaire vise´, en ignorant tout le reste y compris une partie du mode`le ainsi que
toutes les donne´es physiques du fleuve parfois difficiles a` re´cupe´rer (bathyme´trie, coefficients de frottements,
profil de la section le long du fleuve).
Une entropie locale dissipative Ce re´sultat de´coule en fait de l’existence d’une entropie locale dissipative
pour les e´quations de Saint-Venant inhomoge`nes. Pour les e´quations de Saint-Venant homoge`nes, l’entropie
naturelle est bien connue : il s’agit de l’e´nergie me´canique gH2/2 + HV 2/2, largement utilise´e [52, 160].
Pour les e´quations de Saint-Venant inhomoge`nes, en revanche, cette e´nergie me´canique ne correspond pas a`
une entropie dissipative, quand bien meˆme le terme inhomoge`ne ne contiendrait que des frottements et donc
serait purement dissipatif [16, Remarque 1]. Dans le Chapitre 4, on montre qu’on peut tout de meˆme former
localement une entropie dissipative autour de n’importe quel e´tat stationnaire (H∗, V ∗), et ce quel que soit
le terme source. Cette entropie s’e´crit
E = exp
(∫ x
0
−3gC
gH∗ − V ∗2 ds
)
H∗7/2
√
gH∗
gH∗ − V ∗2
× (g(H −H∗)2 + 2V ∗(H −H∗)(V − V ∗) +H∗(V − V ∗)2) . (1.7.10)
16. Evidemment elles en de´pendent de manie`re indirecte a` travers les e´tats stationnaires. Mais quand on veut stabiliser une
hauteur d’eau et une vitesse, le minimum c’est de savoir a` quelle hauteur et a` quelle vitesse on veut les stabiliser.
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Elle correspond a` un cas limite puisque l’ine´galite´ de production d’entropie (1.4.28) introduite dans la Section
1.4.4, qui donne le caracte`re dissipatif, devient en fait une e´galite´ pour tout une classe de perturbations : si
HV = H∗V ∗,
∂(H,V )E(H,V, x).P (H,V, x) = 0, (1.7.11)
ou` P (H,V, x) =
(
0
S(H,V, x)
)
est le terme source de l’e´quation de Saint-Venant.
On a vu en Section 1.4.4 le lien entre les entropies dissipatives et les fonctions de Lyapunov. Pour comprendre
d’ou` vient cette entropie, on peut donc regarder le point de vue Lyapunov. D’apre`s le re´sultat de Bastin et
Coron rappele´ dans le The´ore`me 1.6.1, il existe une fonction de Lyapunov basique pour la norme H2 si et
seulement si 17.
η′ =
∣∣∣∣ aΛ1 + b|Λ2|η2
∣∣∣∣ , (1.7.12)
admet une solution η sur [0, L] telle que η(0) > 0. Ici Λ1 > 0, Λ2 < 0 sont les vitesses de propagation et
a et b sont les quantite´s du syste`mes de´finies par (1.6.24) dans le cas des e´quations de Saint-Venant. Une
expression explicite est donne´e dans le Chapitre 4 (voir (4.3.17)–(4.3.20), (4.3.21)–(4.3.23), (4.3.26)). En
ge´ne´ral, trouver des solutions explicites a` (1.7.12) est vain quand les fonctions a/|Λ1| et b/|Λ2| ne sont pas
triviales. Une me´thode consiste donc a` trouver a` la place une fonction η explicite et de´finie sur [0, L], telle
que η(0) > 0 et
η′ >
∣∣∣∣ aΛ1 + b|Λ2|η2
∣∣∣∣ , (1.7.13)
en essayant de se rapprocher au plus possible du cas d’e´galite´. C’est ce qui est utilise´ par exemple dans [16]
pour les e´quations de Saint-Venant. On montre que les e´quations de Saint-Venant ont en fait la remarquable
proprie´te´ suivante :
Lemme 1.7.1. La fonction
η =
|Λ2|
Λ1
ϕ (1.7.14)
est une solution de l’e´quation (1.7.12).
La fonction η qu’on trouve ici est donc optimale au sens ou` on est capable d’atteindre le cas d’e´galite´. Par
ailleurs, plus la valeur de η(0) est e´leve´e, moins la condition sur le controˆle en 0 est restrictive (plus de
de´tails dans le Chapitre 4, en particulier (4.3.40) et (4.3.43), ou [11]). Il est donc le´gitime de se demander s’il
existe une autre fonction η2 encore meilleure, qui serait aussi une solution de (1.7.12) pour toute amplitude
du terme source et toute longueur L > 0 et telle que η2(0) > |Λ2|(0)φ(0)/Λ1(0). La re´ponse, ne´gative, est
donne´e par la proposition suivante
Proposition 1.7.2. Soit un e´tat stationnaire (H∗, V ∗) tel que S(H∗, V ∗, x) < 0. Pour tout η2,0 >
|Λ2(0)|/Λ1(0), il existe L > 0 telle que (H∗, V ∗) ∈ C1([0, L];R2) et la solution η2 de (1.7.12) avec η2(0) = η2,0
ve´rifie
lim
x→L
η2(x) = +∞. (1.7.15)
Cette fonction |Λ2|ϕ/Λ1 et le Lemme 1.7.1 sont la cle´ de vouˆte du The´ore`me 1.7.1.
Dans le Chapitre 5 on montre que cette entropie locale dissipative et ce re´sultat sont en fait ge´ne´ralisables
non seulement aux e´quations de Saint-Venant ge´ne´rales mais aussi a` tous les syste`mes de densite´-ve´locite´,
dont on a donne´ quelques exemples plus haut. Plus pre´cise´ment si on conside`re le syste`me
∂t%+ ∂x(%V ) = 0,
∂tV + V ∂xV + ∂x(P (%, x)) + S(%, V, x) = 0,
(1.7.16)
17. Cette forme est le´ge`rement diffe´rente de celle donne´e dans la Section 1.6.2, mais parfaitement e´quivalente comme on le
montre dans [107] et dans le Chapitre 3 et a` l’avantage de libe´rer la condition initiale.
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introduit dans la Section 1.7.4, ou` S ∈ C2(]0,+∞[3;R) et P ∈ C2(]0,+∞[2;R) et muni du controˆle aux
bords
V (t, 0) = B(A(t, 0)),
V (t, L) = B(A(t, L)), (1.7.17)
on montre :
The´ore`me 1.7.3. Soit (%∗, V ∗) un e´tat stationnaire du syste`me (1.7.16)–(1.7.17) tel que
∂V S(%
∗, V ∗(x), x)
V ∗(x)
− ∂%S(%
∗, V ∗(x), x)
∂%P (%∗, x)
≥ 0, ∀ x ∈ [0, L]. (1.7.18)
Si les conditions suivantes sont ve´rifie´es
B′(%∗(0)) ∈
]
−∂%P (%
∗(0), 0)
V ∗(0)
,−V
∗(0)
%∗(0)
[
,
B′(%∗(L)) ∈ R \
[
−∂%P (%
∗(L), L)
V ∗(L)
,−V
∗(L)
%∗(L)
]
,
(1.7.19)
alors l’e´tat stationnaire (%∗, V ∗) est exponentiellement stable pour la norme H2.
Remarque 1.7.1. La condition (1.7.19) qui apparaˆıt dans ce the´ore`me est en fait une condition tre`s phy-
sique. Notons qu’elle est ve´rifie´e pour tous les termes sources issus de forces exte´rieures et qui ne de´pendent
ni de A ni de V . Pour les e´quations de Saint-Venant elle est e´videmment ve´rifie´e puisque la pente ne de´pend
ni de A ni de V tandis que les frottements croissent avec la vitesse et de´croissent (au sens large) avec la
section, donc ∂V S(A
∗, V ∗, ·) ≤ 0 et ∂AS(A∗, H∗, ·) ≥ 0. Elle est aussi ve´rifie´e pour tous les exemples donne´s
dans la Section 1.7.4.
1.7.6 Stabilisation d’e´tats stationnaires avec chocs
Comme mentionne´ en introduction, les e´quations aux de´rive´es partielles hyperboliques non-line´aires ont ceci
de particulier qu’elle peuvent faire apparaˆıtre des discontinuite´s naturellement. Ces discontinuite´s, appele´es
chocs, entraˆınent des difficulte´s techniques dans l’e´tude des e´quations, si bien que la grande majorite´ des
e´tudes de stabilite´ se concentrent sur des solutions et des e´tats stationnaires re´guliers, comme nous l’avons
fait jusqu’ici. Ne´anmoins les chocs correspondent a` des phe´nome`nes physiques concrets, tels le ressaut hy-
draulique pour les e´quations de Saint-Venant, et leur e´tude est loin d’eˆtre de´nue´e d’inte´reˆt.
Par le passe´ plusieurs travaux ont conside´re´ ce proble`me. Dans [125, 182], par exemple, sont conside´re´s
des solutions re´gulie`res et des e´tats stationnaires re´guliers mais dont les profils se rapprochent d’un choc.
D’autres travaux se sont attaque´s a` des syste`mes pouvant avoir des solutions discontinues. Dans [33] par
exemple est e´tudie´e la controˆlabilite´ d’un syste`me hyperbolique homoge`ne pour des solutions de classe BV,
qui est ge´ne´ralement la classe la plus ge´ne´rale de fonctions avec chocs pour les syste`mes hyperboliques 18.
La stabilisation d’une e´quation scalaire est traite´e dans [27, 164] tandis que celle d’un syste`me hyperbolique
homoge`ne est e´tudie´e dans [33, 57]. Mais dans tous ces articles l’e´tat stationnaire a` stabiliser est re´gulier
(et meˆme constant), or dans l’ide´al on aimerait pouvoir stabiliser un e´tat stationnaire pre´sentant un choc,
comme par exemple un ressaut hydraulique. C’est le but des Chapitres 6 et 7 qui traitent respectivement
des e´quations de conservation scalaires et des e´quations de Saint-Venant. Plus pre´cise´ment dans le Chapitre
6 on conside`re le syste`me suivant constitue´ de l’e´quation de Burgers sur un domaine borne´ [0, L] avec deux
controˆles aux bords u0(t) et uL(t) :
∂ty + ∂x
(
y2
2
)
= 0
y(t, 0+) = u0(t)
y(t, L−) = uL(t).
(1.7.20)
18. Etonnamment cet article montre avec un exemple que la controˆlabilite´ exacte ne peut pas eˆtre obtenue en ge´ne´ral, alors
que ce phe´nome`ne ne se produit pas quand les solutions sont re´gulie`res.
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On s’inte´resse a` des e´tats y qui comportent un choc localise´ en xs ∈]0, L[ et qui sont re´guliers ailleurs.
La dynamique de ce choc peut eˆtre obtenue a` partir de (1.7.20) et des relations de Rankine-Hugoniot qui
imposent
x˙s(t) =
y(t, xs(t)
+) + y(t, xs(t)
−)
2
(1.7.21)
On cherche a` stabiliser les e´tats stationnaires suivants :
y∗(x) =
{
1, x ∈ [0, x0[,
−1, x ∈]x0, L],
x∗s = x0.
(1.7.22)
ou` x0 ∈]0, L[. On ve´rifie aise´ment que cet e´tat stationnaire est entropique, et en fait tout e´tat stationnaire
entropique de (1.7.20) avec un seul choc peut se ramener a` celui-ci sans perte de ge´ne´ralite´, moyennant
un changement d’e´chelle. Il est clair que si on ne cherchait pas a` stabiliser la position du choc en x0 mais
seulement l’e´tat du syste`me y, on pourrait choisir des controˆles constants u0(t) = −uL(t) = 1 et se placer
en boucle ouverte, c’est-a`-dire avec un controˆle sans re´troaction. Notre but, et c’est la principale difficulte´,
est de stabiliser comple`tement l’e´tat stationnaire : c’est-a`-dire a` la fois l’amplitude y avant et apre`s le choc
mais aussi la position du choc xs. On optera donc pour des feedbacks de la forme :
u0(t) = 1 + k1(y(t, xs(t)
−)− 1) + b1(x0 − xs(t)),
uL(t) = −1 + k2(y(t, xs(t)+) + 1) + b2(x0 − xs(t)).
(1.7.23)
Ces feedbacks sont sans doute les plus simples que l’on puisse prendre au sens ou` ils ne´cessitent le minimum
d’informations possible : admettons que l’e´tat du syste`me soit proche de l’e´tat stationnaire, alors d’apre`s
(1.7.20) la vitesse de propagation est positive avant le choc et ne´gative apre`s le choc, donc aucune informa-
tion ne transite d’un cote´ a` l’autre du choc. Cela signifie qu’il est ne´cessaire de mesurer l’e´tat du syste`me au
moins en un point de chaque cote´, et c’est ce qui est utilise´ par le premier terme de re´troaction de (1.7.23).
Par ailleurs, puisqu’on veut stabiliser la position du choc, le minimum est de connaˆıtre la position du choc
xs, et c’est ce qui est utilise´ par le second terme de re´troaction de (1.7.23).
On montre d’une part que ce syste`me est bien pose´ :
The´ore`me 1.7.4. Pour tout T > 0, il existe δ(T ) > 0 tel que, pour tout xs0 ∈]0, L[ et y0 ∈ H2(]0, xs0[;R)∩
H2(]xs0, L[;R) satisfaisant les conditions de compatibilite´ d’ordre 1 associe´es a` (1.7.23) et
|y0 − 1|H2(]0,xs0[;R) + |y0 + 1|H2(]xs0,L[;R) ≤ δ(T ),
|xs0 − x0| ≤ δ(T ),
(1.7.24)
alors le syste`me (1.7.20), (1.7.21), y(0, ·) = y0, xs(0) = xs0, (1.7.23) a une unique solution entropique C1
par morceaux y ∈ C0([0, T ];H2(]0, xs(t)[;R)) ∩ H2(]xs(t), L[;R)) avec xs ∈ C1([0, T ]; ]0, L[) son seul choc.
Par ailleurs, il existe C(T ) telle que l’estime´e suivante est ve´rifie´e pour tout t ∈ [0, T ]
|y(t, ·)− 1|H2(]0,xs(t)[;R) + |y(t, ·) + 1|H2(]xs(t),L[;R) + |xs(t)− x0|
≤ C(T ) (|y0 − 1|H2(]0,xs0[;R) + |y0 + 1|H2(]xs0,L[;R) + |xs0 − x0|) . (1.7.25)
En fait on peut meˆme prouver de manie`re tre`s similaire a` ce qui est fait dans [134, Preuve du The´ore`me 3.4]
que cette solution est l’unique solution entropique pour ce syste`me et ces conditions initiales. En re´sume´,
ce re´sultat nous apprend donc que si l’e´tat commence avec un seul choc alors il garde un seul choc durant
son e´volution. Plus de pre´cisions sur les de´finitions, en particulier sur les conditions de compatiblite´ et la
de´finition d’une solution C1 par morceaux entropique, sont a` trouver dans le Chapitre 6.
D’autre part, puisque la solution n’est pas re´gulie`re et qu’on cherche a` stabiliser aussi la position du choc,
on doit le´ge`rement changer la de´finition de la stabilite´ exponentielle de la fac¸on suivante :
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De´finition 1.7.1. L’e´tat stationnaire (y∗, x0) ∈ H2(]0, x0[;R) ∩H2(]x0, L[;R)×]0, L[ du syste`me (1.7.20),
(1.7.21), y(0, ·) = y0, xs(0) = xs0, (1.7.23) est exponentiellement stable pour la norme H2 avec un taux de
de´croissance γ, s’il existe δ∗ > 0 et C > 0 tels que si y0 ∈ H2(]0, xs0[;R)∩H2(]xs0, L[;R) et xs0 ∈]0, L[ sont
compatibles avec (1.7.23) et ve´rifient
|y0 − y∗1(0, ·)|H2(]0,xs0[;R) + |y0 − y∗2(0, ·)|H2(]xs0,L[;R) 6 δ∗,
|xs0 − x0| 6 δ∗
(1.7.26)
le syste`me a une unique solution (y, xs) ∈ C0([0,+∞[;H2(]0, xs(t)[;R)∩H2(]xs(t), L[;R))×C1([0,+∞[;R)
et
|y(t, ·)− y∗1(t, ·)|H2(]0,xs(t)[;R) + |y(t, ·)− y∗2(t, ·)|H2(]xs(t),L[;R) + |xs(t)− x0|
6 Ce−γt
(|y0 − y∗1(0, ·)|H2(]0,xs0[;R) + |y0 − y∗2(0, ·)|H2(]xs0,L[;R) + |xs0 − x0|) , ∀t ∈ [0,+∞[. (1.7.27)
On montre alors le re´sultat de stabilite´ exponentielle suivant :
The´ore`me 1.7.5. Soit γ > 0. Si les conditions suivantes sont ve´rifie´es :
b1 ∈
]
γe−γx0 ,
γe−γx0
1− e−γx0
[
, b2 ∈
]
γe−γ(L−x0),
γe−γ(L−x0)
1− e−γ(L−x0)
[
, (1.7.28a)
k21 < e
−γx0
(
1− b1
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (1.7.28b)
k22 < e
−γ(L−x0)
(
1− b2
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (1.7.28c)
alors l’e´tat stationnaire (y∗, x0) du syste`me (1.7.20), (1.7.21), y(0, ·) = y0, xs(0) = xs0, (1.7.23) est expo-
nentiellement stable pour la norme H2 avec un taux de de´croissance γ/4.
Remarque 1.7.2. On montre aussi que pour tout γ > 0 il existe bien des parame`tres b1, b2, k1 et k2
ve´rifiant (1.7.28). Ce re´sultat est donc en fait un re´sultat de stabilisation dite “rapide”, puisque le taux de
de´croissance γ peut eˆtre choisi aussi grand qu’on le souhaite.
Pour le montrer, la difficulte´ est double :
— D’une part les solutions ne sont pas re´gulie`res.
— D’autre part on a bien un controˆle direct sur l’amplitude de la solution de part et d’autre du choc via
les conditions aux bords de (1.7.20), mais on n’a pas de controˆle direct sur la position du choc dont
la dynamique est donne´e par les relations de Rankine-Hugoniot (1.7.21).
On vient a` bout de la premie`re difficulte´ en utilisant le The´ore`me 1.7.4 qui dit que si la solution commence
avec un seul choc elle reste avec un seul choc. On peut donc diviser le proble`me en deux : avant et apre`s le
choc. Cela donne deux solutions re´gulie`res z1 et z2 de´finies sur un domaine variable mais on peut redresser
le domaine avec un changement de coordonne´es pour se ramener a` un domaine fixe. Cela revient a` de´finir la
variable z suivante (voir (6.3.1)–(6.3.3) pour plus de de´tails).
z(t, x) =
(
z1(t, x)
z2(t, x)
)
=
(
y(t, xxs(t)x0 )− 1
y(t, L+ xxs(t)−Lx0 ) + 1
)
, x ∈]0, x0[, (1.7.29)
ou` z1 repre´sente l’e´tat du syste`me avant le choc et z2 repre´sente l’e´tat du syste`me apre`s le choc.
La deuxie`me difficulte´ signifie en substance qu’on ne peut s’en sortir qu’en utilisant le couplage entre l’e´tat
du syste`me et la position du choc donne´e par (1.7.21). Pour cela on de´finit une nouvelle forme de fonction
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de Lyapunov dont la forme ge´ne´rale est donne´e dans le Chapitre 6 a` (6.4.3)–(6.4.15) mais qui s’e´crit pour
une solution de (1.7.20)–(1.7.21), avec z de´fini juste avant par (1.7.29) :
V (z, xs) = V1(z) + V2(z, xs) + V3(z, xs) + V4(z, xs) + V5(z, xs) + V6(z, xs) (1.7.30)
avec
V1(z) =
∫ x0
0
p1e
−µx
η1 z21 + p2e
−µx
η2 z22dx, (1.7.31)
V2(z, xs) =
∫ x0
0
p1e
−µx
η1 z21t + p2e
−µx
η2 z22tdx, (1.7.32)
V3(z, xs) =
∫ x0
0
p1e
−µx
η1 z21tt + p2e
−µx
η2 z22ttdx, (1.7.33)
V4(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1(xs − x0) dx+
∫ x0
0
p¯2e
−µx
η2 z2(xs − x0) dx+ κ(xs − x0)2, (1.7.34)
V5(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1tx˙s dx+
∫ x0
0
p¯2e
−µx
η2 z2tx˙s dx+ κ(x˙s)
2, (1.7.35)
V6(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1ttx¨s dx+
∫ x0
0
p¯2e
−µx
η2 z2ttx¨s dx+ κ(x¨s)
2. (1.7.36)
ou`, µ, p1, p2, p¯1, p¯2 sont des constantes strictement positives, κ > 1 et
η1 = 1, η2 =
x0
L− x0 . (1.7.37)
On va ensuite un peu plus loin et on montre que le The´ore`me 1.7.5 peut s’e´tendre a` toute loi de conservation
scalaire de la forme
∂ty + ∂x (f(y)) = 0 (1.7.38)
avec f de classe C3, convexe, telle que 19 f(1) = f(−1) et ve´rifiant :
min(f ′(1), |f ′(−1)|) ≥ 1. (1.7.39)
Remarque 1.7.3. On peut faire une remarque inte´ressante sur ce feedback : si on prend k1 = k2 = b1 =
b2 = 0, alors, d’apre`s (1.7.23), u0(t) ≡ 1 et uL(t) ≡ −1 et le syste`me n’est pas exponentiellement stable
car on ne peut pas stabiliser la position du choc. Regardons maintenant les conditions (1.7.28). S’il semble
logique que plus γ est grand, plus les gains k1 et k2 doivent eˆtre faibles, il peut sembler par contre contre-
intuitif que b1 et b2 doivent tendre vers 0 quand γ tend vers +∞, puisque si on pose b1 = 0 et b2 = 0,
on ne peut pas stabiliser la position du choc. En d’autres termes, pour tout γ > 0 le feedback qu’on de´finit
fonctionne, alors que le feedback limite qu’on obtiendrait en faisant tendre γ → +∞ ne peut meˆme pas
assurer la stabilite´ asymptotique du syste`me. L’explication derrie`re ce paradoxe apparent est que si γ tend
vers l’infini, la fonction de Lyapunov utilise´e n’est plus e´quivalente a` la norme de la solution et ne peut
plus garantir sa de´croissance exponentielle. Plus de de´tails sont donne´s dans le Chapitre 6 (en particulier la
Remarque 6.2.6).
Il est tout de meˆme utile de mentionner qu’un pre´print [165], sorti sur Hal peu apre`s la soumission de nos
travaux, vise aussi a` stabiliser un e´tat stationnaire avec un choc a` l’aide de controˆles aux bords pour la
norme L1 dans l’espace des solutions de classe BV . La norme est donc plus ge´ne´rale, la stabilisation par
contre est simplement exponentielle avec un taux de de´croissance qui ne peut pas eˆtre aussi grand que voulu
contrairement a` notre e´tude. La me´thode quant a` elle est tre`s inte´ressante et totalement diffe´rente.
19. On peut en fait faire cette hypothe`se sans perte de ge´ne´ralite´, les deux hypothe`ses importantes sont la convexite´ et (1.7.39)
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Stabilisation d’un e´tat ressaut hydraulique Dans le Chapitre 7 on montre que cette me´thode peut-
eˆtre e´tendue aux e´quations de Saint-Venant et au phe´nome`ne du ressaut hydraulique, avec une difficulte´
supple´mentaire ne´anmoins, comme on va le voir.
On s’inte´resse ici aux e´quations de Saint-Venant homoge`nes dans le cas particulier ou` la section est rectan-
gulaire,
∂tH + ∂xQ = 0,
∂tQ+ ∂x
(
gH2
2
+
Q2
H
)
= 0.
(1.7.40)
L’inte´reˆt de conside´rer un tel cas particulier est d’e´tudier le phe´nome`ne de ressaut hydraulique tout en gar-
dant le cadre le plus simple possible. Ne´anmoins, au vu de la Section 1.7.5, il est probable que le re´sultat
puisse s’e´tendre aux e´quations de Saint-Venant ge´ne´rales. Par ailleurs nous conside´rons ici la formulation des
e´quations de Saint-Venant avec pour variables la hauteur H et le de´bit Q = HV et une deuxie`me e´quation
qui repre´sente un bilan des forces, plutoˆt que les variables H et V et une deuxie`me e´quation qui repre´sente
un bilan d’e´nergie, comme nous le faisions pre´ce´demment avec (1.6.36) et (1.7.4). En fait, quand les solutions
sont re´gulie`res ces deux formulations sont e´quivalentes. Quand les solutions comportent des discontinuite´s,
par contre, cette e´quivalence est perdue et cela peut se voir a` travers les e´tat stationnaires : la formulation
(1.7.40) impose une continuite´ du de´bit Q∗ et des forces applique´s (gH∗2 +Q∗2/H∗), ce qui est compatible
avec une discontinuite´ en hauteur d’eau pour l’e´tat stationnaire. A contrario une formulation comme (1.7.4)
impliquerait une continuite´ du de´bit H∗V ∗ et de l’e´nergie (gH∗ + V ∗2/2) ce qui impliquerait directement
la continuite´ de H∗ et V ∗ et donc empeˆcherait tout ressaut (voir Chapitre 7 Section 7.1, paragraphe Phy-
sical remarks). C’est en fait assez logique : quand un ressaut hydraulique se produit il y a une perte locale
d’e´nergie, dissipe´e dans le ressaut, ce qui empeˆche la conservation de l’e´nergie.
Puisqu’on cherche a` e´tudier un syste`me comportant un ressaut hydraulique, dont on note la position x∗s, les
e´tats stationnaires (H∗, Q∗) de (1.7.40) doivent eˆtre en re´gime torrentiel avant le ressaut et en re´gime fluvial
apre`s le ressaut. On peut montrer que cela signifie que les e´tats stationnaires sont les fonctions qui ve´rifient
les conditions suivantes :
1. Q∗ est une constante strictement positive, x∗s ∈]0, L[ et
H∗ =
{
H∗1 > 0, x ∈ [0, x∗s[,
H∗2 > 0, x ∈]x∗s, L],
(1.7.41)
2. Condition de re´gime torrentiel avant le ressaut :
λ1 =
Q∗
H∗1
−√gH∗1 > 0, λ2 = Q∗H∗1 +√gH∗1 > 0, pour x ∈ [0, x∗s), (1.7.42)
Condition de re´gime fluvial apre`s le ressaut :
− λ3 = Q
∗
H∗2
−√gH∗2 < 0, λ4 = Q∗H∗2 +√gH∗2 > 0, pour x ∈]x∗s, L]. (1.7.43)
Ce qui signifie en particulier que H∗1 < H
∗
2 .
3. Condition a` l’interface
H∗2
H∗1
=
−1 +
√
1 + 8 (Q
∗)2
g(H∗1 )3
2
. (1.7.44)
La dernie`re condition est appele´e e´quation de Be´langer [42] et se de´duit de (1.7.40) et des relations de
Rankine-Hugoniot.
Par rapport a` l’e´quation de Burgers, une difficulte´ supple´mentaire apparaˆıt : dans le cas de l’e´quation de
Burgers il n’y a qu’une vitesse de propagation, et elle passe d’un signe positif avant le choc a` un signe ne´gatif
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apre`s le choc. Cela permet d’avoir une information entrante en x = 0 et en x = L et d’avoir ainsi un controˆle
sur chacune des deux moitie´s de la solution (cf. Fig 1.3).
Dans le cas des e´quations de Saint-Venant par contre, on a deux composantes et deux vitesses de propagation.
Les deux sont discontinues mais une seule change de signe. Ainsi, en divisant le proble`me en deux entre avant
le choc et apre`s le choc, on a en tout quatre quantite´s (deux avant, deux apre`s), et on aimerait avoir le nombre
correspondant de controˆles aux bords. Avant le choc, les deux vitesses de propagation sont positives, on peut
donc bien avoir deux controˆles aux bords. Apre`s le choc, par contre, une des vitesses de propagation a
change´ de signe et permet d’avoir une information entrante en x = L et donc un controˆle, mais l’autre n’a
pas change´ de signe, l’information correspondante en x = L est toujours sortante et on ne peut donc pas
avoir de controˆle dessus (cf. Fig 1.3). On a donc quatre quantite´s avec seulement trois controˆles aux bords et
on doit donc exploiter le couplage non-seulement pour stabiliser la position du choc mais aussi pour stabiliser
cette quatrie`me composante.
Figure 1.3 – Changement de variables pour ramener le proble`me a` un syste`me re´gulier. a) Equation de
Burgers. b) Equations de Saint-Venant, en rouge la composante correspondant a` la vitesse de propagation
qui ne change pas de signe et sur laquelle on ne peut pas appliquer de controˆle aux bords.
Cette difficulte´ ne´cessite d’eˆtre un peu plus pre´cis dans les estime´es que pour une e´quation scalaire, mais la
me´thode fonctionne toujours en choisissant des controˆles similaires au cas pre´ce´dent :
H(t, 0)−H∗1Q(t, 0)−Q∗
Q(t, L)−Q∗
 = G

Q(t, x−s )−Q∗
Q(t, x+s )−Q∗
H(t, x−s )−H∗1
xs − x∗s
−
 00
G4(H(t, L)−H∗2 )
 (1.7.45)
ou` G = (G1, G2, G3)
T : R4 → R3 et G4 : R→ R sont de classe C2 et ve´rifient
G(0) = 0, G4(0) = 0, G
′
4(0) = −λ4. (1.7.46)
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Et, en introduisant les matrices D, D˜, K et les bi de´finis par
D(x, γ) = diag
(
si(1− si λiλ4 )
bi
e
γ
xiλi
(x∗s−x), i ∈ {1, 2, 3}
)
,
D˜(γ) = diag
 3∑
j=1
e
γx∗s
xiλi
− γx
∗
s
xjλj
(1− si λi
λ4
)2
, i ∈ {1, 2, 3}
 ,
K =

λ2λ1
λ2−λ1 − λ1λ2−λ1 0
λ2λ1
λ1−λ2 − λ2λ1−λ2 0
0 0 λ3λ3+λ4
G′(0)

1 1 0
λ1
λ4
λ2
λ4
1 + λ3λ4
1
λ1
1
λ2
0
0 0 0
 ,
b1b2
b3
 =

λ2λ1
λ2−λ1 − λ1λ2−λ1 0
λ2λ1
λ1−λ2 − λ2λ1−λ2 0
0 0 λ3λ3+λ4
G′(0)

0
0
0
1
 ,
(1.7.47)
et en notant s1 = s2 = 1, s3 = −1, x1 = x2 = 1, x3 = x∗s/(L−x∗s) et x4 = x∗s/(x∗s−L), on obtient le re´sultat
suivant :
The´ore`me 1.7.6. Pour tout e´tat stationnaire ((H∗, Q∗)T, x∗s) du syste`me (1.7.40) ve´rifiant (1.7.41)-(1.7.44)
et les conditions aux bords (1.7.45), pour tout γ > 0,
si pour i = 1, 2, 3
bi ∈
 −γe− γxiλi x∗s (H∗1 −H∗2 )
3si
(
1− si λiλ4
)
(1− e− γxiλi x∗s )
,
−γe− γxiλi x∗s (H∗1 −H∗2 )
3si
(
1− si λiλ4
)
 , si si(1− si λi
λ4
)
< 0,
bi ∈
−γe− γxiλi x∗s (H∗1 −H∗2 )
3si
(
1− si λiλ4
) , −γxie− γxiλi x∗s (H∗1 −H∗2 )
3si
(
1− si λiλ4
)
(1− e− γxiλi x∗s )
 , si si(1− si λi
λ4
)
> 0,
(1.7.48)
et si la matrice
D(x∗s, γ)−KTD(0, γ)K −
(
3∑
k=1
2
γ2(H∗1 −H∗2 )2
bksk(1− sk λk
λ4
)(e
γx∗s
xkλk − 1)
)
D˜(γ) (1.7.49)
est de´finie positive, avec (b1, b2, b3)
T, D, D˜ et K de´finis par (1.7.47), alors les e´tats stationnaire
((H∗, Q∗)T, x∗s) sont exponentiellement stable pour la norme H
2 avec taux de de´croissance γ/4.
Remarque 1.7.4. — La fonction de controˆle G est en fait tre`s similaire aux controˆles utilise´s pour
l’e´quation de Burgers : son line´arise´ s’e´crit de fac¸on analogue a` u0(t) et uL(t) de´finis par (1.7.23),
ou` K joue le roˆle des ki et ou` les bi jouent le meˆme roˆle qu’avant. On a garde´ ici G non-line´aire pour
montrer, comme on pouvait s’y attendre, que la line´arite´ du controˆle ne joue pas de roˆle dans cette
me´thode.
— Ici aussi, pour tout γ > 0 on peut trouver G telle que K et (b1, b2, b3)
T de´finis par (1.7.47) ve´rifient
(1.7.48)-(1.7.49). Ce re´sultat est donc a` nouveau un re´sultat de stabilisation rapide.
1.8 Partie 3 : Controˆles PI
Backstepping mis a` part, la plupart des e´tudes de stabilisation utilisent des feedbacks de sortie, donc de
la forme (1.4.13). Puisque le but est d’appliquer ces controˆles a` des syste`mes pratiques, il est naturel de
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se demander ce qui se passe quand on fait de petites erreurs, par exemple une petite erreur constante sur
le controˆle qu’on applique. Que se passe t-il si, dans le The´ore`me 1.7.1, au lieu d’appliquer B(H(t, L)) on
applique B(H(t, L)) + ε ? La re´ponse est simple : plus rien ne fonctionne. 20 Ces lois de controˆles ne sont
donc pas robustes aux erreurs dites d’“off-set”[6, Chapitre 11.3]. Heureusement il existe une solution simple
connue depuis longtemps a` ce proble`me : rajouter un terme inte´gral qui utilise aussi l’information des erreurs
pre´ce´dentes et absorbe cette erreur de mesure[157]. Le controˆle devient alors :
V (t, L) = kp(H(t, L)−H∗(L))− kIZ (1.8.1)
ou` Z est le terme inte´gral et ve´rifie Z˙ = H(t, L). Cette solution est connue depuis longtemps, sa premie`re
apparition remonte aux travaux des fre`res Pe´rier vers la fin du XVIIIe`me sie`cle qui utilisaient un controˆle
inte´gral pour stabiliser leur “pompe a` feu” [72, Pages 50-51 et figure 231, Plate 26], [25, Chapitre 2]. Puis le
re´gulateur de Jenkins, qui fonctionne sur le meˆme principe, a ensuite e´te´ e´tudie´ par Maxwell qui mentionne
ce type de re´gulateur dans son article ce´le`bre :“On governors” pre´sente´ a` la Royal Society of London 21 en
1868. Evidemment ces re´gulateurs n’e´taient pas encore appele´s “controˆles PI” et leur the´orie n’e´tait pas en-
core aussi mathe´matise´e, mais ils fonctionnaient sur le meˆme principe. C’est Minorsky au de´but du XXe`me
sie`cle qui commenc¸a a` the´oriser cette classe de controˆles pour des syste`mes de dimension finie. A l’e´poque
Minorsky les e´tudiait pour les appliquer aux pilotes automatiques des navires de la US Navy. Depuis, mo-
tive´es par le tre`s grand nombre d’applications [74], de nombreuses e´tudes ont e´te´ publie´es dans le cas de
syste`mes de dimension finie [4–6]. Puis, en analysant les valeurs propres et en utilisant le Spectral Mapping
Theorem de´crit en Section 1.4.3, d’autres travaux ont e´tudie´ des syste`mes line´aires de dimension infinie 22,
en particulier [21, 84, 130, 169, 194, 199, 200].
Les syste`mes non-line´aires de dimension infinie, eux, et en particulier les syste`mes non-line´aires hyper-
boliques, sont reste´s tre`s peu e´tudie´s puisque tre`s difficiles a` manipuler avec ces controˆles. La difficulte´
supple´mentaire rajoute´e par la dimension infinie n’est plus compense´e par la possible utilisation du Spectral
Mapping Theorem et assez peu de techniques sont connues. Le but de cette partie est de contribuer a` leur
e´tude.
1.8.1 Equation de transport
A notre connaissance un seul re´sultat ge´ne´ral existe pour un syste`me non-line´aire de dimension infinie : c’est
le cas de l’e´quation de transport avec un controˆle inte´gral :
∂tz + λ(z)∂xz = 0, (1.8.2)
z(0, t) = −kII(t), (1.8.3)
I˙ = z(L, t), (1.8.4)
ou` λ(0) > 0 et kI est le coefficient de controˆle a` choisir. L’e´quation de transport (1.8.2) est le syste`me
hyperbolique non-line´aire le plus simple mais est pourtant de´ja` assez riche. Elle est e´tudie´e soit comme
mode`le-jouet, comme e´tape pre´paratoire a` l’e´tude de syste`mes plus complique´s, soit comme un mode`le ba-
sique de transport pour mode´liser par exemple la dynamique d’une population [166], le trafic routier, ou le
transport du gaz en premie`re approximation. Elle couvre aussi par exemple l’e´quation de Burgers, dont on
a de´ja` parle´ a` la Section 1.7.1, quand elle est e´tudie´e autour d’un e´tat stationnaire constant non nul.
Pour ce syste`me, le syste`me line´arise´ associe´ est facile a` e´tudier en utilisant le Spectral Mapping Theorem,
et les valeurs propres % ve´rifient l’e´quation suivante :
kI + %e
%L
λ0 = 0. (1.8.5)
20. Notons que dans ce cas il est parfois quand meˆme possible d’atteindre un e´tat stationnaire proche : c’est le cas par
exemple des syste`mes stabilise´s par un re´gulateur a` boules. Plus d’informations sur ce re´gulateur peuvent eˆtre trouve´es dans
[157, Section X]. Suivant les applications, les controˆles proportionnels et les feedbacks de sortie ont donc quand meˆme un inte´reˆt
en eux-meˆmes, en plus d’eˆtre une e´tape pre´paratoire naturelle aux controˆles PI.
21. Son papier fut en fait ignore´ pendant plusieurs anne´es, parce que visiblement juge´ en partie incompre´hensible [158]
22. Le Spectral Mapping Theorem tel que de´fini dans la Section 1.4.3 n’est valable que pour des feedbacks de sortie. Ne´anmoins
d’autres versions existent avec un controˆle PI en conside´rant l’inte´grateur I comme une variable supple´mentaire.
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ou` λ0 := λ(0). On peut montrer les proprie´te´s suivantes :
— Si % est solution de (1.8.5), alors %¯ est aussi solution.
— Si kI ≤ 0, il existe toujours une solution re´elle % de partie re´elle positive ou nulle a` (1.8.5).
— Si kI ∈
]
0, 2kpiλ0L +
piλ0
2L
[
, alors il existe exactement 2k solutions % ∈ C a` (1.8.5) de parties re´elles
positives qui sont conjugue´es [192].
On obtient alors le re´sultat suivant : le syste`me line´arise´ est exponentiellement stable si et seulement si
kI ∈
]
0,
piλ0
2L
[
. (1.8.6)
Le syste`me non-line´aire, lui, a e´te´ e´tudie´ par Trinh, Andrieu et Xu [194] qui ont montre´ le re´sultat suivant
a` l’aide d’une approche Lyapunov :
The´ore`me 1.8.1 ([194]). Il existe kI > 0 tel que le syste`me (1.8.2)–(1.8.4) est exponentiellement stable pour
la norme H2
En re´alite´ leur preuve est un peu plus forte et montre que le syste`me est exponentiellement stable pour
kI ∈]0, λ(0)Π(2 −
√
2)/2L[, ou` Π(x) =
√
x(2− x)e−x/2 et donc Π(2 − √2)/2 ≈ 0.34. Ce re´sultat est une
condition suffisante et donc sans doute trop stricte. Naturellement, on a envie de savoir quelle serait la
condition optimale sur kI , c’est a` dire sa limite maximale, et on aimerait savoir si c’est piλ(0)/2L comme
pour le syste`me line´aire, ou non. C’est ce proble`me que nous e´tudions dans le Chapitre 8.
Notre approche commence par trouver une fonction de Lyapunov un peu diffe´rente de celle utilise´e par Trinh,
Andrieu et Xu qui exploite le couplage entre l’inte´grateur et l’e´tat du syste`me et qui nous permet d’obtenir
la proposition suivante :
Proposition 1.8.2. Le syste`me non-line´aire (1.8.2)–(1.8.4) est exponentiellement stable pour la norme H2
si
kI ∈
]
0,
λ(0)
L
[
. (1.8.7)
Malheureusement cette condition est encore trop stricte, et tous nos essais pour trouver une fonction
de Lyapunov relativement simple permettant d’aller au-dela` ont e´choue´. Ce proble`me s’inscrit dans un
proble´matique plus ge´ne´rale de´ja` un peu mentionne´e : les fonctions de Lyapunov sont de tre`s bons outils
pour e´tudier la stabilite´ des syste`mes mais, a` moins de trouver une fonction parfaite, elles conduisent souvent
a` des conditions trop strictes quand les syste`mes deviennent un peu complique´s. Nous avons donc e´labore´
une nouvelle me´thode pour atteindre les conditions optimales : la me´thode d’extraction.
La me´thode d’extraction L’ide´e est la suivante : si on regarde le syste`me line´arise´, il y a deux valeurs
propres qui limitent la stabilite´ qu’on note %1 et %¯1 et qui correspondent
23 aux valeurs propres dont la partie
re´elle est positive quand piλ0/2L < kI < 2piλ0/L + piλ0/2L. Si ces valeurs propres n’existaient pas alors,
d’apre`s les proprie´te´s de (1.8.5) qu’on a e´nonce´es, le syste`me serait aussi stable pour des kI plus grands et
en fait pour 0 < kI < 5piλ0/2L. Donc si on arrivait a` extraire de la solution la partie correspondant a` ces
deux valeurs propres a` l’aide d’un projecteur ade´quat, on se retrouverait avec deux parties :
— Une partie (ϕ1, X1) correspondant aux valeurs propres %1 et %¯1, qui appartient a` un espace de di-
mension 2 et qui est le facteur limitant de stabilite´ (n’est plus exponentiellement stable a` partir de
kI = piλ0/2L car alors %1 a une partie re´elle positive ou nulle).
— Une partie (ϕ2, X2) qui est le “reste”, qui appartient a` un espace de dimension infinie mais qui est
stable jusqu’a` des valeurs de kI plus grandes (au moins 5piλ0/2L).
Notre but est alors de re´ussir a` prouver la stabilite´ a` l’aide de fonctions de Lyapunov pour pouvoir transposer
le raisonnement au non-line´aire. Etudions les deux parties se´pare´ment : puisque (ϕ1, X1) appartient a` un
espace de dimension finie relativement simple, trouver une fonction de Lyapunov optimale qui prouve la
23. On voit que cette me´thode part de´ja` du principe que les valeurs propres qui limitent la stabilite´ sont continues, ce qui
motive la Conjecture 1
43
Figure 1.4 – Illustration de la strate´gie de la me´thode d’extraction. En rouge le domaine de stabilite´ qu’on
arrive a` obtenir directement avec une fonction de Lyapunov et en bleu le domaine de stabilite´ total. Les
valeurs sont normalise´es de fac¸on a` ce que λ0/L = 1.
stabilite´ de (ϕ1, X1) jusqu’a` kI = piλ0/2L est relativement aise´. La deuxie`me partie (ϕ2, X2) appartient a` un
espace de dimension infinie, mais est stable pour des kI qui peuvent aller bien plus loin que piλ0/2L, donc si
on utilise notre fonction de Lyapunov pour la deuxie`me partie, meˆme si elle est trop stricte dans l’absolu, il
y a un espoir pour que la limite sur kI soit au-dela` de piλ0/2L, et ainsi la somme des deux fonctions aurait
pour limite de stabilite´ totale piλ0/2L. Tout cela est fait jusqu’ici pour le syste`me line´aire, mais puisqu’on
utilise des fonctions de Lyapunov qui ont une forme basique on peut espe´rer que cela fonctionne avec le
non-line´aire. C’est en fait le cas, avec une diffe´rence principale : pour le syste`me line´arise´ les e´quations sur
(ϕ1, X1) et (ϕ2, X2) ne sont pas couple´es et donc (ϕ1, X1) et (ϕ2, X2) peuvent eˆtre e´tudie´es se´pare´ment,
tandis que pour le syste`me non-line´aire ϕ1 de´pend faiblement de (ϕ2, X2), et inversement, ce qui impose
quand meˆme de les e´tudier ensemble.
Les principales difficulte´s sont les suivantes :
— Trouver le projecteur, et prouver que c’est bien un projecteur. Trouver la forme potentielle du pro-
jecteur n’est en fait pas tre`s complique´, mais, a` notre surprise, re´ussir a` montrer que c’est bien un
projecteur s’ave`re plus ardu. Pour s’en sortir il faut utiliser pre´cise´ment la relation (1.8.5).
— Comme on l’a vu plus haut avec la Proposition 1.8.2, utiliser directement la fonction de Lyapunov sur
la solution totale c’est a` dire (ϕ1, X1) + (ϕ2, X2) n’est pas satisfaisant. Dans cette me´thode on utilise
notre fonction de Lyapunov sur (ϕ2, X2) a` la place et on veut utiliser l’information supple´mentaire
qu’on a sur (ϕ2, X2) pour ame´liorer la condition qu’on obtient. Le proble`me est que cette information
s’ave`re assez difficile a` exploiter. Pour y arriver on utilise le projecteur pour trouver une fonction θ
telle que
∫ L
0
ϕ2(t, x).θ(x)dx = 0, on peut donc ensuite rajouter κ
∫ L
0
ϕ2(t, x).θ(x)dx = 0 a` l’expression
de la fonction de Lyapunov de´rive´e par rapport au temps le long des trajectoires et optimiser κ (voir
(8.5.14)–(8.5.21) pour plus de de´tails).
En re´sume´, voici sche´matiquement les diffe´rentes e´tapes :
1. Trouver une bonne fonction de Lyapunov candidate V .
2. Isoler les valeurs propres qui posent proble`me, e´ventuellement via une relation implicite.
3. Trouver un projecteur sur l’espace engendre´ par ces valeurs propres.
4. Trouver une fonction θ telle que
∫ L
0
ϕ2(t, x).θ(x)dx = 0 a` l’aide du projecteur.
5. Trouver une fonction de Lyapunov optimale pour la partie de dimension finie (ϕ1, X1).
6. Utiliser θ pour ame´liorer la de´rive´e par rapport au temps de V prise le long des trajectoires (ϕ2, X2)
pour atteindre la limite donne´e par les valeurs propres qui posent proble`me.
Si la condition qu’on obtient sur (ϕ2, X2) n’est pas satisfaisante, on peut ite´rer l’extraction pour enlever
autant de valeurs propres que ne´cessaire. Evidemment la dernie`re e´tape devient plus pre´cise au fur et a` me-
sure qu’on extrait des valeurs propres mais d’autant plus complique´e a` re´aliser car on a plus d’information
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a` exploiter et les espaces propres ne sont pas ne´cessairement orthogonaux entre eux.
En utilisant cette me´thode, on montre alors le re´sultat final :
The´ore`me 1.8.3. Le syste`me non-line´aire (1.8.2)–(1.8.4) est exponentiellement stable pour la norme H2 si
kI ∈
]
0,
piλ(0)
2L
[
. (1.8.8)
On retrouve donc bien la meˆme condition que pour le syste`me line´arise´. L’optimalite´ est illustre´e par la
proposition suivante :
Proposition 1.8.4. Il existe k1 > piλ(0)/2L, tel que pour tout piλ(0)/2L < kI < k1 le syste`me non-line´aire
(1.8.2)–(1.8.4) est instable pour la norme H2.
Figure 1.5 – Exemple de simulation nume´rique de z(t, 0) en fonction du temps t variant entre 0 et 10 pour
diffe´rentes valeurs de kI entre 0.1kI,c et 2kI,c, ou` kI,c = piλ0/2L est la valeur critique du The´ore`me 1.8.3 et
de la Proposition 1.8.4. La ligne noire repre´sente la trajectoire pour kI = kI,c. Sur la gauche kI est grand et
le syste`me (non-line´aire) est instable. Sur la droite kI est plus faible et le syste`me est stable. Les parame`tres
du syste`me sont choisis tels que λ(x) = 1 + x, λ0 = L = 1, et ϕ0(x) = 0.1 sur [0, L/2] et ϕ0(L) = 0 de telle
sorte que ϕ0 soit compatible pour tout kI ∈ [0.1kI,c, 2kI,c].
Remarque 1.8.1. On remarque que cette me´thode vise a` montrer que le syste`me non-line´aire est exponen-
tiellement stable avec la meˆme limite que le syste`me line´arise´. Or on a vu en introduction que c’est faux pour
certains syste`mes. Il serait donc inte´ressant de savoir quand est-ce que c’est le cas et quand c¸a ne l’est pas.
C’est l’objet de la conjecture qu’on donnera plus loin en Section 1.9.
En fait ce re´sultat est un peu plus ge´ne´ral qu’il n’y parait : on peut ramener la stabilisation de tout e´tat sta-
tionnaire re´gulier d’une e´quation quasiline´aire hyperbolique a` ce proble`me. Plus pre´cise´ment, si on conside`re
le syste`me
∂ty + λ(y, x)∂xy + g(y, x) = 0,
y(t, 0) = y∗(0)− kIZ,
Z˙ = (y(t, L)− y∗(L)),
(1.8.9)
ou` y∗ est l’e´tat stationnaire re´gulier qu’on cherche a` stabiliser avec λ(y∗, ·) > 0, alors on montre le re´sultat
suivant :
45
Theorem 1.8.5. L’e´tat stationnaire y∗ du syste`me (1.8.9) est exponentiellement stable pour la norme H2
si
kI ∈
0, pi exp
(∫ L
0
∂yg(y
∗,s)+y∗x∂yλ(y
∗,s)
λ(y∗,s) ds
)
2l−1(L)
 , (1.8.10)
ou` l est la primitive de λ(y∗, ·) s’annulant en 0.
Et la proposition,
Proposition 1.8.6. Il existe k1 > kc := pi exp
(∫ L
0
(∂yg(y
∗, s) + y∗x∂yλ(y
∗, s))/λ(y∗, s)ds
)
/2l−1(L), tel que
pour tout kI ∈]kc, k1[ le syste`me non-line´aire (1.8.9) est instable pour la norme H2.
1.8.2 Equations de Saint-Venant
Dans la pratique, les voies navigables, qui sont mode´lise´es par les e´quations de Saint-Venant, sont re´gule´es
par des controˆleurs PI [148], [13, Chapitre 8]. Pour ce faire les lois de controˆle sont obtenues soit en line´arisant
le syste`me [22, 146, 147, 200, 201], [145, Chapitre 1] et en utilisant le Spectral Mapping Theorem de´crit en
Section 1.4.3, soit en approximant le mode`le par un syste`me de dimension finie fixe´e [148]. Ces deux ap-
proches ont un de´savantage majeur : rien ne garantit a priori que le “vrai” syste`me non-line´aire sera stable
si ces syste`mes approche´s le sont. Le but de cette sous-partie est d’y reme´dier en traitant le cas non-line´aire.
On conside`re pour simplifier les e´quations de Saint-Venant avec section rectangulaire et mode`le de frottements
de´fini,
∂tH + ∂x(HV ) = 0,
∂tV + ∂x
(
V 2
2
+ gH
)
+
(
kV 2
H
− C(x)
)
= 0,
(1.8.11)
ou` k est a` nouveau le coefficient de frottement et C l’influence de la pente. Comme dans la Section 1.7, nos
re´sultats pourront se ge´ne´raliser aux e´quations de Saint-Venant ge´ne´rales ou aux syste`mes densite´-ve´locite´.
Pour un e´tat stationnaire (H∗, V ∗), le controˆleur PI est donne´ par
H(t, L)V (t, L)−H(L)∗V (L)∗ =kp(H(t, L)−H∗(L))− kIZ,
Z˙ =H(t, L)−H∗(L), (1.8.12)
tandis que le de´bit amont est une constante Q0 inconnue,
H(0)V (0) = Q0. (1.8.13)
On peut remarquer trois choses par rapport aux controˆles utilise´s pre´ce´demment :
— D’une part on n’utilise qu’un seul controˆle en aval, la condition en amont est impose´e.
— D’autre part le controˆle PI donne´ par (1.8.12) agit sur le de´bit et non plus directement sur la vitesse.
Cela ne change pas l’analyse, mais c’est plus logique d’un point de vue pratique : la plupart du temps
les installations hydrauliques controˆlent en re´alite´ le de´bit.
— Enfin, puisque le controˆle PI est de´fini a` une constante pre`s graˆce a` l’inte´grateur Z, il n’est pas
ne´cessaire de connaˆıtre V ∗(L) = Q0/H∗(L), il suffit de connaˆıtre la valeur de H∗(L) qu’on veut
atteindre. On peut alors re´-e´crire le controˆle sous la forme, plus simple,
H(t, L)V (t, L) =kp(H(t, L)−H∗(L))− kIZ,
Z˙ =H(t, L)−H∗(L). (1.8.14)
Pour ce syste`me, de nombreuses e´tudes line´aires reposant sur le Spectral Mapping Theorem existent. Dans
[200, 201], par exemple, les auteurs donnent des conditions suffisantes pour assurer la stabilite´ du syste`me
inhomoge`ne line´arise´, tandis que dans [13, Sections 2.2.4.1, 3.4.4], on peut trouver une condition ne´cessaire
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et suffisante de stabilite´ pour les e´quations homoge`nes line´arise´es. Pour le syste`me non-line´aire, quelques
e´tudes de stabilite´ ont e´te´ re´alise´es, dans [13, Section 2.2.4.2] les auteurs trouvent une condition ne´cessaire
et suffisante pour le syste`me homoge`ne et une condition suffisante pour le syste`me inhomoge`ne dans [13,
Sections 5.4.4,5.5] mais dans le cas particulier ou` les e´tats stationnaires sont constants. Le re´sultat le plus
abouti, a` ma connaissance, est le suivant, tire´e de [17], qui traite du cas ou` il n’y a pas de pente :
The´ore`me 1.8.7 ([17]). Si C ≡ 0 alors soit un e´tat stationnaire (H∗, V ∗) ∈ H2([0, L];R2) de (1.8.11)–
(1.8.13), si les conditions suivantes sont ve´rifie´es
kp > 1, kI > 0, (1.8.15)
alors le syste`me est exponentiellement stable pour la norme H2.
Malheureusement, comme mentionne´ dans la deuxie`me partie, le cas sans pente correspond a` des e´tats
stationnaires particuliers qui n’existent que sur des distances ge´ne´ralement faibles et ne sont pas les cas les
plus fre´quents dans la pratique. Notre but est donc d’enlever cette hypothe`se sur la pente, comme dans la
deuxie`me partie. En particulier on montre :
The´ore`me 1.8.8. Soit un e´tat stationnaire (H∗, V ∗) ∈ H2([0, L];R2) de (1.8.11)–(1.8.13), si les conditions
suivantes sont ve´rifie´es
kp > 0 et kI > 0,
ou kp < −gH
∗(L)− V ∗2(L)
V ∗(L)
et kI < 0,
(1.8.16)
alors le syste`me est exponentiellement stable pour la norme H2.
Notons ici que les conditions sur kI ne de´pendent pas des parame`tres du syste`me. De fac¸on plus e´tonnante,
si on se restreint a` la premie`re condition elles ne de´pendent pas non plus de l’e´tat stationnaire conside´re´.
Elles sont par ailleurs moins restrictives que les conditions obtenues dans le re´sultat pre´ce´dent (The´ore`me
1.8.7). Il serait inte´ressant de savoir si ces conditions sont optimales ou non. Malheureusement, au contraire
de l’e´quation de transport, meˆme dans le cas line´arise´ on ne connaˆıt pas les conditions optimales de stabilite´.
On pourra ne´anmoins noter que quand le syste`me est homoge`ne, les conditions (1.8.16) sont ne´cessaires et
suffisantes [22].
En fait le re´sultat qu’on obtient dans le Chapitre 9 est meˆme un peu plus pre´cis que le The´ore`me 1.8.8 car on
fait cette e´tude dans le cas, plus ge´ne´ral, ou` ce qu’on cherche a` stabiliser ne sont pas des e´tats stationnaires
mais des e´tats pouvant varier faiblement avec le temps tout en gardant une hauteur fixe´e Hc en aval, ce
qui correspond souvent a` l’objectif industriel. Ce choix obe´it a` une certaine logique : dans la re´alite´ le de´bit
entrant en amont du cours d’eau n’est pas constant et peut varier beaucoup, mais lentement. Ainsi il n’existe
plus d’e´tats stationnaires et les e´tats qu’on cherche a` stabiliser sont des e´tats ne´cessairement variables, mais
qui varient lentement. Pour un de´bit entrant Q0 ∈ L∞ fixe´ et appartenant a` C3([0,+∞[), on aimerait donc
stabiliser les e´tats cibles (H1, V1) suivants :
∂tH1 + ∂x(H1V1) = 0,
∂tV1 + V1∂xV1 + g∂xH1 +
(
kV 21
H1
− C(x)
)
= 0,
H1(t, 0)V1(t, 0) = Q0(t),
H1(t, L) = Hc,
(1.8.17)
avec pour conditions initiales H1(0, ·) = H∗, V1(0, ·) = V ∗, ou` (H∗, V ∗) serait l’e´tat stationnaire si Q0 e´tait
constant e´gal a` Q0(0). Pour prouver l’existence de ces e´tats cibles on va de´finir une famille de fonctions
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interme´diaire (H0, V0). Pour chaque t
∗ ∈ [0,+∞[ fixe´, on de´finit (H∗t∗ , V ∗t∗) l’unique solution de
∂x(HV ) = 0,
V ∂xV + g∂xH +
(
kV 2
H
− C(x)
)
= 0,
H(L) = Hc,
(1.8.18)
avec la condition initiale H∗t∗(0)V
∗
t∗(0) = Q0(t
∗). Pour Hc fixe´ on peut trouver une borne Q∞ telle que si
Q0(t
∗) ≤ Q∞ la solution existe sur [0, L] et le proble`me est bien pose´ (voir [110] ou le Chapitre 4 pour plus
de de´tails). Cette borne n’est pas force´ment faible et correspond au fait qu’on doit garder
√
gH∗t∗ > V
∗
t∗
sur [0, L] pour que la solution soit en re´gime fluvial. La fonction (H∗t∗ , V
∗
t∗) correspond alors a` ce qui serait
l’e´tat stationnaire du proble`me si Q0 e´tait constant e´gal a` Q0(t
∗). Si ‖Q0‖L∞ ≤ Q∞, on peut ainsi de´finir
(H0, V0) : (t, x) → (H∗t (x), V ∗t (x)) qui peut eˆtre vue comme une famille de fonctions indexe´es par t ou une
fonction de deux variables. On peut montrer que cette fonction de deux variables est aussi re´gulie`re en temps
que Q0 ([105][Chapitre 5, Th 3.1], voir Chapitre 9 pour plus de de´tails). On montre alors la proposition
suivante :
Proposition 1.8.9. Il existe des constantes C > 0, ν > 0, µ > 0 et δ > 0 telle que si ‖∂tQ0‖C2([0,+∞[) ≤ δ,
alors il existe une unique solution (H1, V1) ∈ C0([0,+∞[, H2(]0, L[)) et
‖H1(t, ·)−H0(t, ·)‖H2(]0,L[) + ‖V1(t, ·)− V0(t, ·)‖H2(]0,L[)
≤ C
(∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|e
µs
2 ds
)
e−
µt
2 .
(1.8.19)
On cherche maintenant a` stabiliser l’e´tat cible (H1, V1). On voit vite qu’on ne peut plus utiliser le controˆle
PI donne´ par (1.8.14), tout simplement parce que V1(t, L) n’est plus une constante et (H1, V1) ne ve´rifie donc
plus les conditions (1.8.14). On de´finit donc le nouveau controˆle naturel :
H(t, L)V (t, L)−H1V1(t, L) = kp(H(t, L)−Hc) + kIZ,
Z˙ = H(t, L)−Hc.
(1.8.20)
On montre alors le re´sultat attendu :
The´ore`me 1.8.10. Il existe δ > 0 tel que si ‖∂tQ0‖C3([0,+∞[) ≤ δ, et si
kp > 0 et kI > 0,
ou kp < −gH1(t, L)− V
2
1 (t, L)
V1(t, L)
et kI < 0,
(1.8.21)
alors l’e´tat-cible (H1, V1) du syste`me (1.8.11), (1.8.13), (1.8.20) est exponentiellement stable
24 pour la norme
H2.
Au vu de la loi de controˆle (1.8.20), on pourrait se demander ce qui se passe quand on e´volue dans l’inconnu et
qu’on ne connaˆıt pas le de´bit entrant Q0. Dans ce cas impossible de connaˆıtre H1 et V1 et donc d’imposer la loi
de controˆle (1.8.20). Puisqu’on ne connaˆıt pas la cible, il n’est pas possible d’obtenir la stabilite´ exponentielle
ne serait-ce que parce qu’on ne sait pas mettre une condition aux bords compatible avec la cible. Ne´anmoins
on peut tout de meˆme donner une borne sur l’erreur qu’on commet en utilisant la loi de controˆle (1.8.14)
avec H∗(L) = Hc, et on prouve le re´sultat d’input-to-state stability (ISS) suivant :
The´ore`me 1.8.11. Il existe des constantes ν > 0, δ > 0, γ > 0 et C, telle que si ‖∂tQ0‖C2([0,+∞[) ≤ δ,
alors pour tout T > 0 et (H0, V 0) ∈ (H2(]0, L[))2 telle que
‖H0 −H∗‖H2(]0,L[) + ‖V 0 − V ∗‖H2(]0,L[) ≤ ν,
24. Lorsque la trajectoire cible qui de´pend du temps, la de´finition de stabilite´ exponentielle doit eˆtre le´ge`rement change´e pour
s’assurer qu’elle ne de´pende pas du temps initial. Pour une de´finition rigoureuse, voir la De´finition 9.2.1.
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le syste`me (1.8.11), (1.8.13), (1.8.14) avec condition initiale (H0, V 0) a une unique solution (H,V ) ∈
C0([0, T ], H2(]0, L[)) qui satisfait l’ine´galite´ d’ISS suivante
‖H(t, ·)−H0(t, ·)‖H2(]0,L[) + ‖V (t, ·)− V0(t, ·)‖H2(]0,L[)
≤ Ce−γt
(
‖H0 −H∗, V 0 − V ∗‖H2(]0,L[) +
∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|eγsds
)
.
(1.8.22)
1.9 Question inte´ressantes concernant les syste`mes hyperboliques
1D
Avant de terminer cette introduction, on peut revenir sur une question a` laquelle nous sommes encore loin
de donner une re´ponse parfaite :
Si le syste`me line´arise´ est exponentiellement stable, est-ce que le syste`me non-line´aire est exponentiellement
stable localement ? C’est-a`-dire si la condition initiale est arbitrairement proche de l’e´tat stationnaire a`
stabiliser, est-ce que la connaissance de la stabilite´ du syste`me line´arise´ associe´ suffit ? La re´ponse est non,
on l’a vu dans la Section 1.4.3. La question plus approfondie consisterait alors a` se demander : a` quelle
condition la stabilite´ exponentielle du syste`me line´arise´ garantit-elle la stabilite´ du syste`me non-line´aire ? Si
nous n’avons pas la re´ponse, on peut essayer de formuler la conjecture suivante.
Conjecture 1. Soit un syste`me hyperbolique de la forme (1.4.2), muni de conditions aux bords de la forme
(1.4.13). On de´finit L l’ope´rateur du syste`me line´arise´ associe´. Si
— le syste`me line´arise´ associe´ est exponentiellement stable,
— toutes les valeurs propres de L sont continues avec A(0, ·) et B(0, ·),
alors le syste`me est exponentiellement stable pour la norme C1 et H2.
Dans cette conjecture, la condition supple´mentaire de´terminante est donc la continuite´ des valeurs propres
du syste`me line´arise´ par rapport aux parame`tres du syste`me.
1.10 Perspectives
Ces re´sultats et ces travaux apportent plusieurs perspectives :
— Dans la premie`re partie on utilise des fonctions de Lyapunov basiques pour trouver une condition
inte´rieure qui garantit qu’on puisse stabiliser un syste`me hyperbolique pour la norme C1 par des
feedbacks de sortie. Cette condition est plus restrictive que celle trouve´e pour la norme H2 par la
meˆme me´thode. Il serait inte´ressant d’e´tendre la me´thode a` la norme W 2,p pour savoir comment se
comportent les conditions inte´rieures qu’on obtiendrait. Seraient-elles plus restrictives que celle pour
la norme H2 et moins restrictives que celle pour la norme C1 ? Sinon, quelles seraient les plus et
les moins restrictives en fonction de p ? Est-ce que les liens qu’on obtient dans le cas 2 × 2 seraient
toujours valables avec ces normes ?
— Dans la deuxie`me partie on montre qu’on peut toujours stabiliser les e´tats stationnaires des syste`mes
densite´-ve´locite´ par des controˆles aux bords quelque soit le terme source. Il serait inte´ressant de savoir
si on peut utiliser la meˆme approche pour stabiliser des syste`mes avec plus d’e´quations, par exemple
les e´quations d’Euler sans l’hypothe`se isentropique.
— Ces travaux ont e´te´ re´alise´s en dimension 1 d’espace. Est-il possible de les e´tendre en dimension
supe´rieure ? C’est probablement une des principales perspectives. Loin d’eˆtre une simple ge´ne´ralisation
technique, il est a` pre´voir que de nouveaux comportements tre`s diffe´rents peuvent apparaˆıtre. Cette
question, tre`s inte´ressante, est d’autant plus pertinente que l’analyse de la stabilite´ par le Spectral
Mapping Theorem n’est plus valable meˆme pour les syste`mes line´aires pour une dimension d’espace
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n ≥ 2.
— Quand on stabilise un e´tat stationnaire avec un choc, on conside`re des solutions discontinues qui n’ont
qu’un seul choc. Serait-il possible de conside´rer un espace de solution plus large comme l’espace des
solutions de classe BV entropique ? Tant qu’il n’y a qu’un seul choc qui change une des vitesses de
propagation, on peut probablement utiliser la meˆme me´thode pour traiter le cas d’une solution qui a
un nombre fini de chocs. Le cas des solutions de classe BV est sans doute nettement plus ambitieux.
— La stabilisation exponentielle du ressaut hydraulique est-elle toujours possible lorsqu’il y a un terme
source ? Au vu de la partie II il est probable que la me´thode fonctionne toujours en changeant la
fonction de Lyapunov pour tenir compte des termes sources. Ne´anmoins il est aussi probable que le
re´sultat ne permette pas une stabilisation rapide. A contrario il est aussi probable que le proble`me de
stabilisation de la position du choc soit simplifie´ quand les e´tats stationnaires ne sont plus uniformes.
— Dans la troisie`me partie, on stabilise les e´quations de Saint-Venant avec un controˆle PI et on obtient
des conditions qui sont optimales lorsqu’il n’y a pas de terme source ou quand les e´tats stationnaires
qu’on stabilise sont constants, mais on n’en sait pas plus. Sont-elles optimales en ge´ne´ral ? Sinon,
peut-on les rendre optimales ? La re´ponse a` cette question serait tre`s inte´ressante car cela cloˆturerait
la se´rie des e´tudes de stabilisation des e´quations de Saint-Venant avec un controˆle PI.
— En pratique, de nombreux syste`mes de stabilisation en dimension finie utilisent un re´gulateur PID qui
se de´duit du PI en ajoutant un terme de´rive´. De fac¸on tre`s e´tonnante, ce re´gulateur ne permet pas
d’obtenir la stabilite´ dans le cas d’une e´quation de dimension infinie [64]. Est-il possible, en appliquant
un filtrage sur le terme de´rive´, de retrouver la stabilite´ exponentielle et d’avoir un retour a` l’e´quilibre
plus rapide qu’avec un re´gulateur PI ?
— Enfin, il serait inte´ressant d’essayer d’utiliser la me´thode d’extraction sur des syste`mes 2 × 2 voire
n × n. Et, si on a montre´ que cette me´thode fonctionne bien avec un controˆle PI, est-il possible de
l’e´tendre avec succe`s a` d’autre type de controˆle ?
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Part I
Stability of quasilinear inhomogeneous
systems for the C1-norm.
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Chapter 2
Exponential stability of general 1-D
quasilinear systems with source terms
for the C1 norm under boundary
conditions
This chapter is taken from the following article (also referred to as [106]):
Amaury Hayat. Exponential stability of general 1-D quasilinear systems with source terms for the C1 norm
under boundary conditions. Preprint, 2017.
Abstract. We address the question of the exponential stability for the C1 norm of general 1-D quasilinear
systems with source terms under boundary conditions. To reach this aim, we introduce the notion of basic
C1 Lyapunov functions, a generic kind of exponentially decreasing function whose existence ensures the
exponential stability of the system for the C1 norm. We show that the existence of a basic C1 Lyapunov
function is subject to two conditions: an interior condition, intrinsic to the system, and a condition on
the boundary controls. We give explicit sufficient interior and boundary conditions such that the system
is exponentially stable for the C1 norm and we show that the interior condition is also necessary to the
existence of a basic C1 Lyapunov function. Finally, we show that the results conducted in this chapter are
also true under the same conditions for the exponential stability in the Cp norm, for any p ≥ 1.
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2.1 Introduction
Hyperbolic systems have been studied for several centuries, as their importance in representing physical
phenomena is undeniable. From gaz dynamics to population evolution through wave equations and fluid
dynamics they are found in many areas. As they represent the propagation phenomena of numerous physical
or industrial systems [1, 94, 137], the issue of their controllability and stability is a major concern, with both
theoretical and practical interest. If the question of controllability has been well-studied [140], the problem
of stabilization under boundary control, however, is only well known in the particular case of an absence
of source term. However, in many case neglecting the source term is a crude approximation and reduces
greatly the analysis, in particular because it implies that the system can be reduced to decoupled equations
or slightly coupled equations (see [71] for instance). For most physical equations the source term cannot
therefore be neglected and the steady-states we aim at stabilizing can be non-uniform with potentially large
variations of amplitude (e.g. Saint-Venant equations, see [42] Chapter 5 or [110], Euler equations, see [81]
or [100], Telegrapher equations, etc.). Taking into account these nonuniform steady-states and stabilizing
them is impossible when not taking the source term into account, although it is an important issue in many
applications. In presence of a source term some results exist for the H2 norm (and actually Hp, p ≥ 2),
however, few results exist for the more natural C1 norm (and consequent Cp norms, p ≥ 1). It has to be
underlined that for nonlinear systems the stability in these two main topologies are not equivalent as shown
in [61]. In this article we deal with the stability in C1 norm of such hyperbolic systems of quasilinear partial
differential equations with source term under boundary conditions.
Several methods are usually used to study the stability of systems. The Lyapunov approach, one of the
most famous, is the one we opted for in this article. This approach has the advantage, among others, of
guaranteeing some robustness and of being convenient to deal with non-linear problems [47, 119]. We first
introduce the basic C1 Lyapunov functions, a kind of natural Lyapunov functions for the C1 norm and we
then find a sufficient condition such that the system admits a basic C1 Lyapunov function. We show that
this sufficient condition is twofold: a first intrinsic condition on the system and a second condition on the
boundary controls. We show then that this sufficient condition on the system is in fact necessary in the
general case for the existence of a basic C1 Lyapunov function.
The organisation of this chapter is as follows: In Section 1, we recall some preliminary properties about 1-D
quasilinear hyperbolic system. Section 2 presents an overview of the context and previous results. Section 3
states the main results, which are proven in Section 4. Section 5 presents several remarks and further detail
to the results.
2.2 Preliminary properties of 1-D quasilinear hyperbolic systems
A general quasilinear hyperbolic system can be written as:
Yt + F (Y)Yx +D(Y) = 0, (2.2.1)
B(Y(t, 0),Y(t, L)) = 0, (2.2.2)
with Y : [0,+∞) × [0, L] → Rn and F : U →Mn(R) and D : U → Rn where U is a non empty connected
open set of Rn and F is strictly hyperbolic, i.e. for all Y ∈ U, F (Y) has real, distinct eigenvalues. We
suppose in addition that these eigenvalues are non-vanishing. B is a map from U × U to R whose form will
be precised later on, such that the system (2.2.1)–(2.2.2) is well-posed.
We call Y∗ a steady-state of the previous system that we aim at stabilizing. Note that, due to the source
term, Y∗ is not necessarily uniform and the problem cannot be directly treated as a null stabilization. We
therefore use the following transformation:
u(x, t) = N(x)(Y(x, t)−Y∗(x)), (2.2.3)
54
where N is such that:
NF (Y∗)N−1 = Λ, (2.2.4)
where Λ is diagonal and corresponds to the eigenvalues of F (Y∗). Note that such N exists as the system is
strictly hyperbolic. Therefore, the system (2.2.1)–(2.2.2) is equivalent to
ut +A(u, x)ux +B(u, x) = 0, (2.2.5)
B(N(0)−1u(0, t) + Y∗(0), N(L)−1u(L, t) + Y∗(L)) = 0, (2.2.6)
with
A(u, x) = N(x)F (Y)N−1(x) = N(x)F (N−1(x)u + Y∗(x))N−1(x), (2.2.7)
B(u, x) = N(F (Y)(Y∗x + (N
−1)′u) +D(Y)). (2.2.8)
The difficulty when there is a source term is twofold, and its first aspect can be seen in (2.2.7): we cannot
assume that the steady state Y∗ we aim at stabilizing is uniform. Therefore A depends not only on u but also
directly on x, and having A(u(t, x)) is different from having A(u(t, x), x) especially when u is a perturbation:
if u can still be seen as a perturbation, the dependency on x can no longer be seen itself as a perturbation.
Its second aspect is that the source term creates a coupling between the two quantities which is a zero order
term that can disturb the Lyapunov function and we will see in Section 2, 3 and 4 that this implies that
there does not always exist a simple quadratic Lyapunov function ensuring exponential stability even when
the boundary conditions can be chosen arbitrarly, while this phenomenon cannot appear in the absence of
source term.
From the strict hyperbolicity we can denote by m the integer such that
Λi > 0, ∀i ≤ m, and Λi < 0, ∀i ∈ [m+ 1, n]. (2.2.9)
We now denote by u+ the vector of components associated to positive eigenvalues (u1, ..., um)
T and similarly
u− refers to (um+1, ..., un)T . In the special cases where m = 0 or m = n u is equal to u− or u+ respectively.
From now on we will focus on boundary conditions of the form(
u+(t, 0)
u−(t, L)
)
= G
(
u+(t, L)
u−(t, 0)
)
. (2.2.10)
Note that with these boundary conditions the incoming signal is a function of the outgoing signal, which
is what is typically expected from a feedback control law and enables the well-posedness of the system (see
Theorem 2.2.1 later on). However the method presented in this article could also be applied to any other
boundary conditions of the form (2.2.2) that also ensure well-posedness.
We also introduce the consequent first order compatibility conditions for an initial condition u0:(
u0+(0)
u0−(L)
)
= G
(
u0+(L)
u0−(0)
)
, (2.2.11)( (
A(u0(0), 0)∂xu
0(0) +B(u0(0), 0)
)
+(
A(u0(L), L)∂xu
0(L) +B(u0(L), L)
)
−
)
=
G′
(
u0+(L)
u0−(0)
)((
A(u0(L), L)∂xu
0(L) +B(u0(L), L)
)
+(
A(u0(0), 0)∂xu
0(0) +B(u0(0), 0)
)
−
)
.
(2.2.12)
Well-posedness of the system (2.2.5),(2.2.10) for any initial condition u0 that satisfies the compatibility
conditions (2.2.11),(2.2.12) is given by Li [142] (see also [172]), one has the following theorem:
Theorem 2.2.1. For all T > 0 there exist C1(T ) > 0 and η(T ) > 0 such that, for every u0 ∈ C1([0, L],Rn)
satisfying the compatibility conditions (2.2.11), (2.2.12) and such that |u0|1 ≤ η(T ), the system (2.2.5)-
(2.2.10), with A and B of class C1, has a unique solution on [0, T ]×[0, L] with initial condition u0. Moreover
one has:
|u(t, ·)|1 ≤ C1(T )|u(0, ·)|1, ∀t ∈ [0, T ]. (2.2.13)
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2.3 Context and previous results
General hyperbolic system without source term The exponential stability of general strictly hyper-
bolic systems of the form (2.2.5) without source term, i.e. B ≡ 0, has been mainly studied in the linear or
non-linear case (see for instance [21, 48, 50, 57, 93, 141, 180]) under various boundary conditions or bound-
ary controls (e.g. Proportional-integral control, dead beat control, single boundary control, etc.). A large
part of these studies has been conducted using boundary conditions of the form (2.2.10). For such boundary
conditions in non-linear systems the exponential stability depends on the topology [61] and in particular that
the stability in H2 norm does not imply the stability in C1 norm. In [61] the authors also gave a sufficient
condition for stability in the W 2,p norm for p ∈ [1,+∞]:
ρp(G
′(0)) < 1, (2.3.1)
where G is given in (2.2.10) and the definition of ρp is
ρp(M) = inf(‖∆M∆−1‖p,∆ ∈ D+n ), 1 ≤ p ≤ +∞ (2.3.2)
where ‖·‖p is the usual p norm for matrices and D+n are the diagonal n×n matrices with positive eigenvalues.
The case of the C1 norm for systems with no source term has also been treated in [48] by Jean-Michel Coron
and Georges Bastin by a Lyapunov approach that inspired the first part of this chapter. There, they proved
the following sufficient condition for exponential stability through a Lyapunov approach:
ρ∞(G′(0)) < 1. (2.3.3)
However the general case with a non-zero source term changes several things. As mentioned previously it
implies that the steady-states Y∗ are no longer necessarily uniform and as a direct consequence the matrix
A defined in (2.2.7) depends explicitly not only on u but also on x. In addition, there are some cases where,
for any G, no basic quadratic H2 Lyapunov function can be found (see for instance [13] and in particular
Proposition 5.12) or no basic C1 Lyapunov function can be found, as shown later on.
General hyperbolic system with non-zero source term in the Hp norm For general quasilinear
hyperbolic systems with source term, also called inhomogeneous quasilinear hyperbolic systems, the analysis
of the exponential stability is much less advanced and actual knowledge in the matter is still partial. To our
knowledge the exponential stability of such systems with non zero and non negligible source term was only
treated in the framework of the Hp norm for p ∈ N \ {0, 1} and in [13] (in Chapter 6) the authors find a
sufficient (but a priori non-necessary) condition: exponential stability of the system (2.2.5)–(2.2.13) for the
Hp norm where p ≥ 2 is achieved if there exists Q ∈ C1([0, L], D+n ) such that the two following conditions
hold:
— (Interior condition) the matrix
− (QΛ)′(x) +Q(x)M(0, x) +M(0, x)TQ(x)T (2.3.4)
is positive definite for all x ∈ [0, L],
— (Boundary conditions) the matrix(
Λ+(L)Q+(L) 0
0 −Λ−(0)Q−(0)
)
−KT
(
Λ+(0)Q+(0) 0
0 −Λ−(L)Q−(L)
)
K (2.3.5)
is positive semi-definite
where M(0, ·) = ∂B∂u (0, ·) and K = G′(0).
It has to be underlined that with a non-zero source term there does not always exist a simple quadratic
Lyapunov function ensuring exponential stability for the Hp norm whatever the boundary conditions are.
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Thus appears not only a boundary condition (2.3.5) as in the previous paragraph but also an interior
condition (2.3.4).
This phenomenon is not specific to non-linear systems but also appears in linear systems: In [11] for instance,
the authors study a linear 2× 2 system and found a necessary and sufficient condition for the existence of Q
such that (2.3.4) hold. In general for linear hyperbolic systems the condition (2.3.4) also appears although
it is only sufficient when n > 2. This is the consequence of the non-uniformity of the steady-states combined
with non-identically vanishing zero order term even close to the steady states. If this phenomenon is not new,
we will see however that the interior condition that appears for the C1 norm is different from the condition
that typically appears when studying Lyapunov functions for Hp norms.
Our contribution in this article is to deal with the exponential stability for the C1 norm of such general
hyperbolic systems with source term. This article intends to give a necessary and sufficient interior condi-
tion to the existence of a simple quadratic Lyapunov function ensuring exponential stability in the C1 (and
actually Cp) norm of the system and a sufficient condition on the boundary conditions.
Useful observations and notations Before going any further let us note that by definition of B and as
Y∗ is a steady-state
B(0, x) = N(0)(F (Y∗)(Y∗x) +D(Y
∗)) = 0. (2.3.6)
Thus if we assume that F and Y ∗ are C3 functions, then, from (2.2.8), B is C2 and there exists η0 > 0 and
M ∈ C1(Bη0 × [0, L],Mn(R)), where Bη0 is the ball of radius η0 in the space of continuous function endowed
with the L∞ topology, such that,
B(u, x) = M(u, x)u,
and therefore,
∂B
∂u
(0, x) = M(0, x).
(2.3.7)
Besides, A is also a C2 function and η0 > 0 can be chosen small enough such that there exists E ∈
C2(Bη0 × [0, L],Mn(R)), satisfying (see [13] in particular Lemma 6.7),
E(u, x)A(u, x) = λ(u, x)E(u, x) ∀ (u, x) ∈ Bη0 × [0, L], (2.3.8)
and E(0, x) = Id, (2.3.9)
where λ is a diagonal matrix, whose diagonal entries are the eigenvalues of A(u, x).
Also we introduce the following notations:
Definition 2.3.1. For a C0 function U = (U1, ..., Un)
T on [0, L] we define the C0 norm |U|0 by
|U|0 := sup
i
(
sup
[0,L]
(|Ui|)
)
. (2.3.10)
For a C1 function U = (U1, ..., Un)
T on [0, L], we denote similarly the C1 norm |U|1 by
|U|1 := |U|0 + |∂xU|0. (2.3.11)
In the following for a C1 function u on [0, T ] × [0, L], we will sometimes note for simplicity |u|0 instead of
|u(t, ·)|0 and |u|1 instead of |u(t, ·)|1.
We recall the definition of the exponential stability for the C1 norm:
Definition 2.3.2. The steady state u∗ = 0 of the system (2.2.5),(2.2.10) is exponentially stable for the C1
norm if there exist γ > 0, η > 0, and C > 0 such that for every u0 ∈ C1([0, L]) satisfying the compatibility
conditions (2.2.11),(2.2.12) and |u0|1 ≤ η, the Cauchy problem (2.2.5),(2.2.10),(u(0, x) = u0) has a unique
C1 solution and
|u(t, ·)|1 ≤ Ce−γt|u0|1, ∀t ∈ [0,+∞[. (2.3.12)
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Remark 2.3.1. Given our change of variable Y → u, proving the exponential stability for the C1 norm of
the steady state 0 of the system (2.2.5),(2.2.10) is equivalent to proving the exponential stability for the C1
norm of the steady state Y∗ of the system (2.2.1) and the associated boundary condition.
Definition 2.3.3. We call basic C1 Lyapunov function a function V defined by
V (U) =
∣∣∣(√f1U1, ...,√fnUn)T ∣∣∣
0
+
∣∣∣∣((E(U, x)(A(U, x)Ux +B(U, x)))1√f1, ..., (E(U, x)(A(U, x)Ux +B(U, x)))n√fn)T ∣∣∣∣
0
,
(2.3.13)
for some (f1, ...fn) ∈ C1
(
[0, L];R∗+
)n
, such that there exist γ > 0 and η > 0 such that for any T > 0 and
any solution u of the system (2.2.5)–(2.2.10) with |u0|1 ≤ η,
V (t) ≤ V (t′)e−γ(t−t′), ∀ 0 ≤ t′ ≤ t ≤ T. (2.3.14)
Also, in that case, (f1, ..., fn) are called coefficients inducing a basic C
1 Lyapunov function.
Remark 2.3.2. Note from (2.2.5), that when u is a solution of the system (2.2.5), (2.2.10), V (u(t, ·))
becomes
V (u(t, ·)) =
∣∣∣(√f1u1, ...,√fnun)T ∣∣∣
0
+
∣∣∣(Eut)1√f1, ..., (Eut)n√fn)T ∣∣∣
0
, (2.3.15)
where we denoted E = E(u(t, x), x) to lighten the notations. The previous definition (2.3.13) is used so that
V is actually defined as function on C1([0, L]) only and to underline that therefore, the function V (u) : t→
V (u(t, ·)) does only depend on the state of the system at time t. Looking at (2.3.15), one could wonder why
we consider the components of u while we consider the components of Eut for the derivative. The interest
of considering Eut instead of ut is that E diagonalizes A and therefore when differentiating the Lyapunov
function appears 2(Eut)n(E(u)tt)n = −λn(u, x)((Eutx)2n) and first order derivative terms, and there is
no crossed term of second order derivative which would be impossible to bound with the C1 norm (the full
computation is done in Appendix 2.8.1). Differentiating u2n, though, gives −λn(u2n)x − un((A− λ).ux)n and
zero order derivative terms, and the second term is a cubic perturbation that can be bounded by the cube of
the C1 norm. Nevertheless, the proof would work as well with Eu instead of u, but we consider u to keep the
computations as simple as we can in the main proof (Section 2.5). Finally, we use in the definition (2.3.13)
the weights
√
fi instead of using directly the weights fi to be coherent with the existing definition of basic
quadratic Lyapunov function for the L2 norm introduced in [11] (see in particular (34) ) for linear systems
and to facilitate a potential comparison.
Remark 2.3.3. Note also that, in Definition 2.3.3, the condition (2.3.14) is actually equivalent to the
condition
dV (u)
dt
≤ −γV (u), (2.3.16)
in a distributional sense on (0, T ), where we say that d ≥ 0 in a distributional sense on (0, T ) with d ∈ D′(0, T )
when, for any φ ∈ C∞c ((0, T ),R+),
< d, φ > ≥ 0. (2.3.17)
Note that the existence of such basic C1 Lyapunov function for a system guaranties the exponential stability
of the system for the C1 norm. More precisely we have the following proposition:
Proposition 2.3.1. Let a quasilinear hyperbolic system be of the form (2.2.5),(2.2.10), with A and B of
class C1 such that there exists a basic C1 Lyapunov function, then the system is exponentially stable for the
C1 norm.
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Proof of proposition 2.3.1. From Theorem 2.2.1, let T > 0 and u0 ∈ C1([0, L],Rn) satisfying the com-
patibility conditions (2.2.11) and such that |u0|1≤ min(η(T ), η0/C1(T )), where η(T ) and C1(T ) are given
by Theorem 2.2.1 and η0 is given by (2.3.7)–(2.3.9). From Theorem 2.2.1 there exists a unique solution
u ∈ C1([0, T ]× [0, L]). Suppose that V is a basic C1 Lyapunov function, induced by (f1, ...fn) and γ and η1
are the constants associated. From its definition V (u(t, ·)) is closely related to |u(t, ·)|1, indeed, using that
for all i ∈ {1, n}, fi are positive and bounded on [0, L], it is easy to see that there exists a constant c2 > 0
such that
1
c2
(|u(t, ·)|0 + |E∂tu(t, ·)|0) ≤ V (u(t, ·)) ≤ c2(|u(t, ·)|0 + |E∂tu(t, ·)|0). (2.3.18)
But as, from (2.2.13) and the assumption on |u0|1, |u(t, ·)|1 ≤ η0 for any t ∈ [0, T ]. Thus from (2.3.8)–(2.3.9)
there exists a constant c1 depending only on η0 and the system such that
1
c1
|∂tu(t, ·)|0 ≤ |E∂tu(t, ·)|0 ≤ c1|∂tu(t, ·)|0, (2.3.19)
thus, there exists c0 > 0 such that
1
c0
(|u(t, ·)|0 + |∂tu(t, ·)|0) ≤ V (u(t, ·)) ≤ c0(|u(t, ·)|0 + |∂tu(t, ·)|0). (2.3.20)
But observe that, as u is a solution of (2.2.5), there exists ηa > 0 such that for |u(t, ·)|0 < ηa
|∂tu(t, ·)|0 ≤ 2 sup
i
(|Λi|0) |∂xu(t, ·)|0 + 2 sup
i,j
(|Mij(0, ·)|0) |u(t, ·)|0, (2.3.21)
and similarly
|∂xu(t, ·)|0 ≤ 2
infi,x∈[0,L] (Λi(x))
(
|∂tu(t, ·)|0 + sup
i,j
(|Mij(0, ·)|0) |u(t, ·)|0
)
, (2.3.22)
which implies that there exists c > 0 constant such that for |u(t, ·)|0 < ηa
1
c
|u(t, ·)|1 ≤ V (u) ≤ c|u(t, ·)|1. (2.3.23)
Let T ∈ R∗+, with T > 0 and T large enough such that c2e−γT < 12 . From (2.3.14), for all solution u such
that |u0|1 < min(η(T ), η1, ηa/C(T )) where C(T ) is defined in (2.2.13),
V (u, T ) ≤ V (u, 0)e−γT . (2.3.24)
Now, using (2.3.23) we get
|u(T, ·)|1 ≤ |u(0, ·)|1c2e−γT , (2.3.25)
And from the hypothesis on T
|u(T, ·)|1 ≤ 1
2
|u(0, ·)|1, (2.3.26)
and this imply that u is defined on [0,+∞) and that we can find C and γ1 such that
|u(t, 0)− u∗|1 ≤ Ce−γt|u0 − u∗|1, ∀t ∈ [0,+∞[, (2.3.27)
which gives the exponential stability and concludes the proof.
2.4 Main results
The aim of this article is to show the following results:
Theorem 2.4.1. Let a quasilinear hyperbolic system be of the form (2.2.5), (2.2.10), with A and B of class
C1, Λ defined as in (2.2.4) and M as in (2.3.7). Let assume that the two following properties hold
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1. (Interior condition) the system
Λif
′
i ≤ −2
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 , (2.4.1)
admits a solution (f1, ..., fn) on [0, L] such that for all i ∈ [1, n], fi > 0,
2. (Boundary conditions) there exists a diagonal matrix ∆ with positive coefficients such that
‖∆G′(0)∆−1‖∞ <
infi
(
fi(di)
∆2i
)
supi
(
fi(L−di)
∆2i
) , (2.4.2)
where di = L if Λi > 0 and di = 0 otherwise.
Then there exists a basic C1 Lyapunov function for the system (2.2.5), (2.2.10).
Remark 2.4.1. Note that when M ≡ 0 we recover the result found in [48] in the absence of source term: the
interior condition is always verified by any positive constant functions (f1, ..., fn) and when choosing fi = ∆
2
i
the boundary condition reduces to the existence of ∆ ∈ Dn+ such that ‖∆G′(0)∆−1‖∞ < 1 which is equivalent
to ρ∞(G′(0)) < 1.
Note also that the existence of a solution (f1, ...fn) with fi > 0 on [0, L] for all i ∈ {1, ..., n} for the system
f ′i = −
2
Λi
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 (2.4.3)
is also a sufficient interior condition as it obviously implies the existence of a solution with positive compo-
nents for (2.4.1).
Moreover, we show in the following Theorem that condition (2.4.1) is also necessary in order to ensure the
existence of a basic C1 Lyapunov function.
Theorem 2.4.2. Let a quasilinear hyperbolic system be of the form (2.2.5) with A and B of class C3, there
exists a control of the form (2.2.10) such that there exists a basic C1 Lyapunov function for the system
(2.2.5),(2.2.10) if and only if
Λif
′
i ≤ −2
 n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
−Mii(0, x)fi
 , (2.4.4)
admits a solution (f1, ..., fn) on [0, L] such that for all i ∈ [1, n], fi > 0.
Remark 2.4.2. Note that Theorem 2.4.2 illustrates the sharpness of (2.4.1) by showing that it is a necessary
condition. This is not trivial as, to our knowledge, there is no similar condition for the Hp norm when n > 2
yet. Note also that we have not imposed anything on the initial values of the (f1, ..., fn) but we see from
Theorem 2.4.1 and (2.4.2) that the more liberty we give them, the more restrictive the condition on the
boundary (2.4.2) might become.
The proof of these two results is given in the next section.
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2.5 C1 Lyapunov stability of n× n quasilinear hyperbolic system
In this Section we shall prove Theorem 2.4.1 and Theorem 2.4.2. We will first start by proving the following
Lemma which will be useful for finding the interior condition in the proof of Theorem 2.4.1 and for proving
Theorem 2.4.2:
Lemme 2.5.1. Let (ai, bij)(i,j)∈J1,nK2 ∈ C([0, L],R)n × C([0, L],R)n2 ,
If
(i) ∃p1 ∈ N∗ :
n∑
i=1
ai(x)y2pi + n∑
j=1
bij(x)y
2p−1
i yj
 > 0, ∀p > p1,∀y ∈ Rn \ {0},∀x ∈ [0, L], (2.5.1)
then
(ii) ai(x) ≥
n∑
j=1,j 6=i
|bij(x)| − bii(x), ∀i ∈ [1, n],∀x ∈ [0, L]. (2.5.2)
And if
(iii) ai(x) >
n∑
j=1,j 6=i
|bij(x)| − bii(x),∀i ∈ [1, n],∀x ∈ [0, L], (2.5.3)
then (i) holds.
Proof of Lemma 2.5.1. We start with (i) ⇒ (ii). Let x ∈ [0, L], let i1 ∈ [1, n], assuming (i) is true for all
y ∈ Rn \ {0}, we take m ∈ N∗, and define yi1 := 1, yj := − sgn(bi1j)m/(m+ 1) for j 6= i1. Then as (2.5.1) is
true there exists p1 ∈ N∗ such that
n∑
i=1,i6=i1
ai(x)y2pi + n∑
j=1
bij(x)y
2p−1
i yj

+ ai1(x) + bi1i1 +
n∑
j=1,j 6=i1
bi1j(x)yj > 0, ∀p > p1,∀x ∈ [0, L].
(2.5.4)
Note that for any i 6= i1, limp→+∞ |yi|2p = 0. Thus, by letting p→ +∞ one gets
ai1(x) + bi1i1(x) ≥
m
m+ 1
n∑
j=1,j 6=i1
|bi1j(x)|, ∀x ∈ [0, L]. (2.5.5)
Hence, as it is true for all m ∈ N∗, letting m→ +∞
ai1(x) + bi1i1(x) ≥
n∑
j=1,j 6=i1
|bi1j(x)|, ∀x ∈ [0, L]. (2.5.6)
This can be done for any i1 ∈ [1, n], which concludes (i)⇒ (ii).
Now let us prove that (iii) ⇒ (i). First of all observe that we can suppose without loss of generality that
∀i ∈ [1, n], bii := 0: one just has to redefine ai := ai + bii. Then by (2.5.3), ai >
n∑
j=1
|bij |, ∀i ∈ [1, n], then let
us define:
di(x) := ai(x)−
n∑
k=1
|bik(x)|, (2.5.7)
then di is C
0 and positive on [0, L]. We denote by
d
(0)
i := inf
[0,L]
(di) = min
[0,L]
(di) > 0. (2.5.8)
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Now, let y ∈ Rn \ {0}, we can select i1 such that
|yi1 | = max
i∈[1,n]
(|yi|), (2.5.9)
thus yi1 6= 0 and proving (2.5.1) is equivalent to proving that there exists p1 ∈ N∗ such that for all p > p1,
n∑
i=1
(
ai(x)
∣∣∣∣ yiyi1
∣∣∣∣2p + n∑
k=1
bik(x)
(
yi
yi1
)2p−1
yk
yi1
)
> 0, ∀x ∈ [0, L]. (2.5.10)
Denoting zi = yi/yi1 , (2.5.10) becomes
I :=
n∑
i=1
(
aiz
2p
i +
n∑
k=1
bikz
2p−1
i zk
)
> 0, on [0, L]. (2.5.11)
Using (2.5.7) we know that
I =
n∑
i=1
diz
2p
i +
n∑
k=1
|bik|z2pi +
n∑
k=1
bikz
2p−1
i zk. (2.5.12)
By definition for i = i1, |zi1 | = 1, and for i 6= i1, |zk| ≤ 1, therefore
di1z
2p
i1
+
n∑
k=1
|bi1k|z2pi1 +
n∑
k=1
bi1kz
2p−1
i1
zk ≥ di1 ≥ d(0)i1 . (2.5.13)
Therefore
I ≥ d(0)i1 +
n∑
i=1,i6=i1
(
diz
2p
i +
n∑
k=1
|bik||zi|2p −
n∑
k=1
|bik||zi|2p−1
)
,
= d
(0)
i1
+
n∑
i=1,i6=i1
(
diz
2p
i −
n∑
k=1
|bik|(1− |zi|)|zi|2p−1
)
.
(2.5.14)
We introduce
g : z 7→ g(z) = −(1− z)z2p−1, (2.5.15)
We know that g is C1 on [0,1] and admits a minimum on [0, 1] at z = 1− 12p , as one can check that
g′(z) = (2pz − (2p− 1))z2p−2. (2.5.16)
Therefore
I ≥ d(0)i1 −
1
2p
n∑
i=1,i6=i1
n∑
k=1
|bik(x)|, (2.5.17)
and this is true for all x ∈ [0, L]. Let us point out that there exists p1 > 0 such that
1
2p
n∑
i=1,i6=i1
n∑
k=1
|bik|0 < d(0)i1 , ∀p > p1. (2.5.18)
Here p1 is a constant and does not depend on x. Hence we can conclude that I > 0, ∀p > p1,∀x ∈ [0, L],∀y ∈
Rn. Therefore (2.5.1) holds.
Now let us prove Theorem 2.4.1.
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Proof of Theorem 2.4.1. Let T ∈ R∗+. Let assume that A and B are of class C2, and let u be a C2 solution
of system (2.2.5),(2.2.10) such that |u0|1 ≤ ε. Such solution exists for ε small enough and u0 ∈ C2([0, L],Rn)
which verifies the compatiblity conditions (2.2.11) (see [13] in particular Theorem 4.21). We suppose here
a C2 regularity for technical reason but the final estimate will not depend on the C2 norm and will be
also true by density for A and B of class C1 and for u a C1 solution. Recall that λi are the eigenvalues
of A as defined in (2.2.7). We denote si := sgn(λi(u, x)) which only depends on i from the hypothesis of
non-vanishing eigenvalues and the continuity of A. We define:
W1,p :=
(∫ L
0
n∑
i=1
fi(x)
pu2pi e
−2pµsixdx
)1/2p
, (2.5.19)
with p ∈ N∗, and fi > 0 on [0, L] to be determined. Clearly W1,p > 0 for u 6= 0, and W1,p = 0 when u ≡ 0.
If we differentiate W1,p with respect to time along the C
2 trajectories, we have
dW1,p
dt
=W 1−2p1,p
∫ L
0
n∑
i=1
fi(x)
pu2p−1i
[
−
n∑
k=1
aik(u, x)ukx
−
n∑
k=1
Mik(u, x)uk
]
e−2pµsixdx,
(2.5.20)
where (aij)(i,j)∈[1,n]2 = A and M is defined in (2.3.7). We know that the aij are C2 and from (2.3.7) that
aij(0, ·) = δi,jΛi(·). Here δi,j stands for the Kronecker delta. Hence
aij(u, ·) = δi,jΛi(·) + Vij .u, (2.5.21)
where Vij are C
1. Therefore using integration by parts
dW1,p
dt
=− W
1−2p
1,p
2p
[
n∑
i=1
λifi(x)
pu2pi e
−2pµsix
]L
0
−W 1−2p1,p
∫ L
0
n∑
i=1
fi(x)
pu2p−1i
[(
n∑
k=1
Mikuk
)
+
n∑
k=1
(Vik(u, x).u)ukx
]
e−2pµsixdx
+
W 1−2p1,p
2
∫ L
0
n∑
i=1
(
λi(u, x)fi(x)
p−1f ′iu
2p
i +
d
dx
(λi(u, x))
p
fi(x)
pu2pi
)
e−2pµsixdx
− µW 1−2p1,p
∫ L
0
n∑
i=1
|λi|fpi u2pi e−2pµsixdx.
(2.5.22)
We denote
I2 :=
W 1−2p1,p
2p
[
n∑
i=1
λifi(x)
pu2pi e
−2pµsix
]L
0
, (2.5.23)
and
I3 :=W
1−2p
1,p
∫ L
0
n∑
i=1
fi(x)
pu2p−1i
(
n∑
k=1
Mikuk
)
e−2pµsixdx
− W
1−2p
1,p
2
∫ L
0
n∑
i=1
λi(u, x)fi(x)
p−1f ′iu
2p
i e
−2pµsixdx.
(2.5.24)
We supposed that |u0|1 ≤ ε, where ε > 0 can be chosen arbitrarily small but, of course, independent
of p. From (2.2.13) and denoting η = C1(T )ε we have: |u|0 ≤ η. Choosing ε sufficiently small is thus
equivalent to choosing η sufficiently small, so we will rather choose η in the following and this choice of η
63
will always be independent of p. Besides, observe that there exists η1 > 0 sufficiently small such that for all
u0 ∈ C0([0, L],Rn) such that |u|0 ≤ η1
min
x∈[0,L]
(
min
i∈[1,n]
(|λi (u, x)|)
)
≥ min
x∈[0,L]
(
min
i∈[1,n]
( |Λi(x)|
2
))
. (2.5.25)
Recall that Λ = λ(0, ·) and is defined in (2.2.4). As [0, L] is a closed segment, and the |Λi| are strictly positive
continuous functions we can define the positive constant α0 := minx∈[0,L]
(
mini∈[1,n] (|Λi(x)|/2)
)
> 0. We
suppose from now on that η < η1. Therefore from (2.5.22), (2.5.23), (2.5.24) and (2.5.25)
dW1,p
dt
≤− I2 − µα0W1,p − I3
−W 1−2p1,p
∫ L
0
n∑
i=1
fpi u
2p−1
i
 n∑
j=1
(Vik(u, x).u)ukx
 e−2pµsix
+
W 1−2p1,p
2p
∫ L
0
n∑
i=1
(
∂λi
∂u
.ux + ∂xλi
)
fi(x)
pu2pi e
−2pµsixdx.
(2.5.26)
We now estimate the two last terms, starting by the last one. The λi are C
2 and in particular C1 in u
therefore
W 1−2p1,p
2p
∫ L
0
n∑
i=1
(
∂λ
∂u
.ux + ∂xλi)fi(x)
pu2pi e
−2pµsixdx
≤ C1
2p
W1,p +
C2
2p
W1,p|u|1,
(2.5.27)
where C1 and C2 are constants that depend on η and the system but are independent from p and u provided
that |u|1 < η. Besides we have
W 1−2p1,p
∫ L
0
n∑
i=1
fpi u
2p−1
i (
n∑
j=1
(Vik(u, x).u)ukx)e
−2pµxsidx ≤ C3W1,p|u|1. (2.5.28)
where C3 is a constant that does not depend on on p and u. Therefore (2.5.26) can be written as
dW1,p
dt
≤ −I2 − I3 − (µα0 − C1
2p
)W1,p + (
C2
2p
+ C3)W1,p|u|1. (2.5.29)
As α0 > 0, it is easy to see that there exists p1 ∈ N∗ such that ∀p ≥ p1
dW1,p
dt
≤ −I2 − I3 − µα0
2
W1,p + C4W1,p|u|1. (2.5.30)
Here p1 depends only on α0 and η, while C4 does not depend on p and u. Before going any further, we see
here that if we can manage to prove that I2 > 0 and I3 ≥ 0 we may be able to conclude to the existence
of a Lyapunov function that looks like a L2p norm where p can be as large as we want and therefore we
start to see the forecoming basic C1 Lyapunov function. We are now left with studying I2 and I3 which will
correspond respectively to the boundary condition and the interior condition we mentioned in Section 2 and
in Theorem 2.4.1.
Let us first deal with I3:
I3 =W
1−2p
1,p
∫ L
0
n∑
i=1
(
fpi u
2p−1
i
(
n∑
k=1
Mikuk
)
− λif
′
i
2
fp−1i u
2p
i
)
e−2pµsixdx. (2.5.31)
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Let suppose that the system (2.4.1) admits a positive solution (g1, ...gn) on [0, L], which is the interior
condition. Then we can write this as
− Λig′i = 2
 n∑
k=1,k 6=i
|Mik(0, x)|g
3/2
i√
gk
−Mii(0, x)gi
+ hi, (2.5.32)
where hi are non-negative functions. By continuity (see for instance [105], in particular Theorem 2.1 in
Chapter 5) there exists σ1 > 0 such that for all σ ∈ [0, σ1] there exists a unique solution to
−Λif ′i =2
 n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
−Mii(0, x)fi
+ hi + σ,
fi(0) =gi(0).
(2.5.33)
We denote (f1,σ, ...fn,σ) this solution, which is continuous with σ. Therefore there exists σ2 ∈ (0, σ1] such
that for all i ∈ [1, n], and all σ ∈ (0, σ2], fi,σ > 0, on [0, L] and
− Λif ′i,σ > 2
 n∑
k=1,k 6=i
|Mik(0, x)|
f
3/2
i,σ√
fk,σ
−Mii(0, x)fi,σ
 . (2.5.34)
We choose now fi := fi,σ where σ ∈ (0, σ2]. As M and λ are continuous in u, there exists η2 > 0 such that
for |u|0 < η2
− λi(u, x)f
′
i
fi
> 2
n∑
k=1,k 6=i
|Mik(u, x)|
√
fi
fk
− 2Mii(u, x). (2.5.35)
Therefore from Lemma 2.5.1
n∑
i=1
−λif ′i
2fi
y2pi +
n∑
j=1
Mik
√
fi√
fk
yky
2p−1
i
 > 0, ∀ y = (yi)i∈[1,n] ∈ Rn \ {0}, (2.5.36)
applying this for (yi)i∈[1,n] = (
√
fiui)i∈[1,n], it implies that
W 1−2p1,p
∫ L
0
n∑
i=1
(
−λif
′
i
2
fp−1i u
2p
i +
n∑
k=1
Mikukf
p
i u
2p−1
i
)
dx ≥ 0. (2.5.37)
Therefore by continuity, there exists a µ1 > 0 such that ∀µ ∈ [0, µ1]
I3 = W
1−2p
1,p
∫ L
0
n∑
i=1
(
−λif
′
i
2
fp−1i u
2p
i + f
p
i u
2p−1
i
(
n∑
k=1
Mikuk
))
e−2pµsixdx > 0. (2.5.38)
Now let us deal with I2, which will lead to the boundary condition. Recall that
I2 =
W 1−2p1,p
2p
[
n∑
i=1
λi(u(t, L), L)fi(L)
pu2pi (t, L)e
−2pµsiL
−
n∑
i=1
λi(u(t, 0), 0)fi(0)
pu2pi (t, 0)
]
.
(2.5.39)
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Recall that m is the integer such that Λi > 0, for all i ≤ m and Λi < 0, for all i > m, we have
I2 =
W 1−2p1,p
2p
(
m∑
i=1
|λi(u(t, L), L)|fi(L)pu2pi (t, L)e−2pµL
−
m∑
i=1
|λi(u(t, 0), 0)|fi(0)pu2pi (t, 0)
−
n∑
i=m+1
|λi(u(t, L), L)|fi(L)pu2pi (t, L)e2pµL
+
n∑
i=m+1
|λi(u(t, 0), 0)|fi(0)pu2pi (t, 0)
)
,
(2.5.40)
We denote K := G′(0) and we know that under assumption (2.4.2) there exists ∆ = (∆1, ...,∆n)
T ∈ (R∗+)n
such that
θ := sup
‖ξ‖∞≤1
(sup
i
(|
n∑
j=1
(∆iKij∆
−1
j )ξj |)) <
infi
(
gi(di)
∆2i
)
supi
(
gi(L−di)
∆2i
) . (2.5.41)
where (gi)i∈[1,n] denote the positive solution of (2.4.1) introduced previously in (2.5.32). Note that we have
in fact θ = supi(
n∑
i=0
|Kij |∆i∆j ). Let:
ξi = ∆iui(t, L) for i ∈ [1,m], (2.5.42)
ξi = ∆iui(t, 0) for i ∈ [m+ 1, n]. (2.5.43)
From (2.2.10) and using the fact that G is C1, we have(
u+(t, 0)
u−(t, L)
)
= K
(
u+(t, L)
u−(t, 0)
)
+ o
(∣∣∣∣(u+(t, L)u−(t, 0)
)∣∣∣∣) , (2.5.44)
where o(x) refers to a function such that o(x)/|x| tends to 0 when |u|0 tends to 0. Thus we get
I2 =
W 1−2p1,p
2p
(
m∑
i=1
λi(u(t, L), L)
fi(L)
p
∆2pi
(ui(t, L)∆i)
2pe−2pµL
+
n∑
i=m+1
|λi(u(t, 0), 0)|fi(0)
p
∆2pi
(ui(t, 0)∆i)
2p
−
m∑
i=1
λi(u(t, 0), 0)
fi(0)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(ξ))2p
−
n∑
i=m+1
|λi(u(t, L), L)| fi(L)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(ξ))2pe2pµL
)
(2.5.45)
As the λi are C
1 in u we have
I2 =
W 1−2p1,p
2p
(
m∑
i=1
(Λi(L)+O(ξ))
fi(L)
p
∆2pi
(ui(t, L)∆i)
2pe−2pµL
+
n∑
i=m+1
|(Λi(0)+O(ξ))|fi(0)
p
∆2pi
(ui(t, 0)∆i)
2p
−
m∑
i=1
(Λi(0)+O(ξ))
fi(0)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(ξ))2p
−
n∑
i=m+1
|(Λi(L)+O(ξ))|fi(L)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(ξ))2pe2pµL
)
(2.5.46)
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where O(x) refers to a function such that O(x)/|x| is bounded when |u|0 tends to 0. Now let t ∈ [0, T ], there
exists i0 such that maxi(ξ
2
i (t)) = ξ
2
i0
, to simplify the notations we introduce di such that di = L for i ≤ m
and di = 0 for i ≥ m+ 1. Then there exists a constant C > 0 independant of u and p such that
I2 ≥
W 1−2p1,p
2p
((|Λi0(di0)|−C|ξi0 |)
fpi0(di0)
∆2pi0
ξ2pi0 (t)e
−2pµdi0
−
n∑
i=1
(|Λi(L− di)|+C|ξi0 |)
fpi (L− di)
∆2pi
(θ+l(ξi0))
2pξ2pi0 e
2pµ(L−di))
(2.5.47)
where l is a continuous and positive function which satisfies l(0) = 0. thus
I2 ≥
W 1−2p1,p
2p
((|Λi0(di0)|−C|ξi0 |)
fpi0(di0)
∆2pi0
ξ2pi0 (t)e
−2pµdi0
− n sup
i∈[1,n]
(
(|Λi(L− di)|+C|ξi0 |)
fpi (L− di)
∆2pi
e2pµ(L−di)
)
(θ+l(ξi0))
2pξ2pi0 )
(2.5.48)
Now, from (2.4.2) we have
θ2 <
infi
(
gi(di)
∆2i
)
supi
(
gi(L−di)
∆2i
) , (2.5.49)
where (gi)i∈[1,n] still denote the positive solution of (2.4.1). Remark that we set earlier fi := fi,σ where
σ ∈ (0, σ2] and can be chosen arbitrary small, and recall that the functions fi,σ are continuous in σ on this
neighbourhood of 0. Therefore there exists σ ∈ (0, σ2] such that
θ2 <
infi
(
fi(di)
∆2i
)
supi
(
fi(L−di)
∆2i
) . (2.5.50)
But as the inequality is strict, there exist by continuity η3 ∈ (0, η2), p3 > 0 and µ3 such that for all |u|0 < η3
and p > p3
(θ+l(ξi0))
2
<
(
infi|Λi(di)|−C|ξi0 |
n (supi|Λi(L− di)|+C|ξi0 |)
)1/p infi ( fi(di)∆2i )
supi
(
fi(L−di)
∆2i
)e−4µL, ∀µ ∈ [0, µ3],∀p ≥ p3. (2.5.51)
Therefore from (2.5.51) and (2.5.48) I2 > 0. We can conclude that there exist p4 and µ > 0
dW1,p
dt
≤ −µα0
2
W1,p + C4W1,p|u|1, ∀p ≥ p4. (2.5.52)
We now have our first estimate and we have seen appear both an interior condition and a boundary condition
that explains the conditions that appear in Theorem 2.4.1. Yet there remains a potentially non-negative term
in |u|1 and the function we considered in (2.5.19) does not have the form of a basic C1 Lyapunov function.
The last step is now to convert W1,p in a basic C
1 Lyapunov function. Defining
W2,p =
(∫ L
0
n∑
i=1
fi(x)
p(Eut)
2p
i e
−2pµsixdx
)1/2p
, (2.5.53)
where E = E(u(t, x), x) is given by (2.3.8), and proceeding the same way and observing that, for C2 solutions,
utt +A(u, x)utx +
[
∂A
∂u
(u, x).ut
]
ux +
∂B
∂u
(u, x)ut = 0, (2.5.54)
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where ∂A/∂u.ut refers to the matrix with coefficients
n∑
k=1
∂Aij/∂uk(u, x).∂tuk(t, x), we can obtain similarly
dW2,p
dt
≤ −µα0
2
W2,p + C5W2,p|u|1. (2.5.55)
In order to avoid overloading this article, the proof -which is very similar to the proof of (2.5.52)- is given in
the Appendix (see 2.8.1).
Now let us define Wp := W1,p + W2,p, there exists η4 > 0 (independent of p), µ > 0, C (independent of p
and u), and p5 such that, with |u|1 < η4,
dWp
dt
≤ −µα0
2
Wp + CWp|u|1, ∀p ≥ p5. (2.5.56)
Here we see that this estimate does not depend on the C2 norm of the solution u and of the C2 norms of A
and B and is therefore also true by density for solutions that are only of class C1 and for A and B also only
C1. To be fully rigourous, this statement assumes the well-posedness of the system (2.2.5), (2.2.10), (u = u0)
in W 1,∞ when u0 ∈ W 1,∞([0, L]), but such well posedness is true (see [142]). We choose such η, µ, p5, and
we define our basic C1 Lyapunov function candidate
V := |
√
f1u1e
−µx λ1|λ1| , ...,
√
fnune
−µx λn|λn| |0
+ |
√
f1(Eut)1e
−µx λ1|λ1| , ...,
√
fn(Eut)ne
−µx λn|λn| |0.
(2.5.57)
Similarly to the method used in [48] we can first choose η5 < min(η1, η2, η3, η4) such that for all η < η5
|u|1 < µα0
4C
. (2.5.58)
Remark 2.5.1. Recall that |u|1 ≤ η and that for convenience we are choosing η the bound on |u|1 instead
of choosing ε, the bound on |u0|1, but from (2.2.13) it is equivalent. Hence the previous only means choosing
ε2 > 0 small enough, and such that for all ε < ε2
|u(0, ·)|1 < µα0
4C1(T )C
, (2.5.59)
where C1(T ) is the constant defined in (2.2.13).
Therefore from (2.5.56) and (2.5.58)
dWp
dt
≤ −µα0
4
Wp(t), ∀p ≥ p5. (2.5.60)
Thus, using Gronwall Lemma, one has, for any p ≥ p5 and any 0 ≤ t′ ≤ t ≤ T ,
Wp(t) ≤Wp(t′)e−
µα0
4 (t−t′). (2.5.61)
Then, by definitions of Wp and V
lim
p→+∞Wp(t) = V
2(t), ∀t ∈ [0, T ], (2.5.62)
Therefore
V (t) ≤ V (t′)e−µα08 (t−t′), ∀ 0 ≤ t′ ≤ t ≤ T. (2.5.63)
Therefore V is a basic C1 Lyapunov function with the associated constants γ = µα08 and η = η5.
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Proof of Theorem 2.4.2
Proof. The sufficient way is simply proven by using Theorem 2.4.1 with G ≡ 0 for instance. We are left
with proving the necessary way. Let us suppose that there exists a basic C1 Lyapunov function V induced
by coefficients (f1, ...fn) and γ and η1 the constants associated such that V is a Lyapunov function for
all u smooth solution that satisfies the compatibility conditions and such that |u|0 < η1. Suppose now by
contradiction that the system (2.4.4) does not admit a solution (g1, ..., gn) on [0, L] such that for all i ∈ [1, n],
gi > 0. Then there exist x0 ∈ [0, L] and i0 ∈ [1, n] such that
− Λi0(x0)f ′i0(x0) < 2
n∑
k=1,k 6=i0
|Mi0k(0, x0)|
f
3/2
i0
(x0)√
fk(x0)
− 2Mi0i0(0, x0)fi0(x0), (2.5.64)
as, if not, (f1, ...fn) would be a solution on [0, L] to (2.4.4) with fi > 0, for all i ∈ [1, n]. We can rewrite
(2.5.64) simply as
−
n∑
k=1,k 6=i0
|Mi0k(0, x0)|
√
fi0(x0)√
fk(x0)
− Λi0(x0)f
′
i0
(x0)
2fi0(x0)
+Mi0i0(0, x0) < 0. (2.5.65)
For simplicity we can assume without losing any generality that i0 = 1. By continuity there exists ε > 0
such that (2.5.65) is true on [x0 − ε, x0 + ε] ∩ [0, L]. We actually can suppose without loss of generality that
x0 ∈ (0, L) and that [x0 − ε, x0 + ε] ⊂ (0, L).
Then we take u01 ∈ (−η2, η2) positive, where η2 is a positive constant arbitrary so far, and define the vector
u0 by
u0i := −u01
(
1− 1
k
)
sgn(M1i(0, x0)), ∀i 6= 1, (2.5.66)
where k ∈ N∗ is arbitrary and sgn(0) = 0. As the system is strictly hyperbolic, min(|λi(x0)|) is achieved at
most for two i ∈ [1, n]. If so, we denote i0 and i1 the corresponding index, and if i0 6= 1 and i1 6= 1 we can
redefine u0i1 by
u0i0 := −u01
(
1− 1
k2
)
sgn(M1i0(0, x0)), (2.5.67)
where k2 ∈ N∗ with k2 > k. The goal of this redefinition is that in both cases we can choose k large enough
so that
(i 6= i0)⇒
∣∣∣∣ u0iλi(x0)
∣∣∣∣ < ∣∣∣∣ u0i0λi0(x0)
∣∣∣∣ . (2.5.68)
We now define the initial condition by
ui(0, x) :=
u0i
m
χ(x)
e−m(x−x0)−c
λi(x)
√
fi(x)
, (2.5.69)
where χ : [0, L] → R is a C∞ function with compact support in (0, L) to be determined, such that |χ|0
is independent of m ∈ N∗ which will be set large enough and c is a constant independent from m, also
to be determined. In order to simplify the notations we will suppose here that λ1 > 0, otherwise one
only needs to replace e−m(x−x0)−c by e− sgn(λ1)(m(x−x0)+c) to obtain the same result. Note here that the
compatibility conditions are satisfied for this initial condition as the function and its derivatives vanish on
the boundaries. From (2.5.66) and (2.5.69), we can choose η2 small enough and independent of m such that
|u(0, ·)|1 < η1. Well-posedness of the system guaranties the existence and uniqueness of a solution y to
the system (2.2.5),(2.2.10) with such initial condition (see Theorem 2.2.1). For simplicity we will conduct
the proof assuming that the system is linear, (i.e. λi(u, ·) = Λi, aij(u, ·) = δijΛi(·), E(u, ·) = Id, and
M(u, ·) = M(0, ·)) although it is also not needed and is only to simplify the computations. A way to
transform the proof for non-linear system is given in the Appendix (see 2.8.3).
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Before going any further and selecting χ, we shall first give the idea and explain our strategy. We
want to select χ such that |√f1∂tu1(0, ·), ...,
√
fn∂tun(0, ·)|0 is achieved for i = 1 and x = x1 close
to x0 and only for such i and x1. We also want d/dt|
√
f1u1(0, ·), ...,
√
fnun(0, ·)|0(0) to exist and to be
O
(
d/dt
(√
f1(x0)∂tu1(0, x0)/m
))
such that dV/dt(0) will exist and its sign will be given by the sign of√
f1(x0)∂
2
ttu1(0, x0). Then we will show that this sign is positive.
Now let us select χ in order to achieve these goals. Rephrasing our first objective, we want that for all i 6= 1
√
f1(x1)
∣∣∣∣∣∣λ1(x1)∂xu1(0, x1) +
n∑
j=1
M1juj(0, x1)
∣∣∣∣∣∣ > supx∈[0,L]
√fi(x)
∣∣∣∣∣∣λi(x)∂xui(0, x) +
n∑
j=1
Mijuj(0, x)
∣∣∣∣∣∣
 ,
(2.5.70)
while the maximum of
√
f1|λ1∂xu1(0, ·) +
n∑
j=1
M1juj(0, ·)| is achieved only in x1, close to x0.
We search χ under the form
χ = φ(m(x− x0)), (2.5.71)
where φ is a positive C∞ function with compact support. And we search χ such that all the
∣∣√fi∂tui(0, ·)∣∣
admit their maximum at a single point in a small neighbourhood of x0. In that case note that from (2.5.66)
we would indeed get that for m large enough |√f1∂tu1(0, ·), ...,
√
fn∂tun(0, ·)|0 is attained for i = 1 only and
at a single point close to x0. This will be shown rigorously later (see (2.5.79)). Now let us look at
√
fi∂tui(0, ·)
√
fi∂tui(0, x) =− u0i e−m(x−x0)−c
[
−χ(x) + χ
′(x)
m
+
χ(x)λi
√
fi
m
(
1
λi
√
fi
)′
+
1
m
n∑
j=1
Mij
(
u0j
u0i
)(√
fi
fj
)
1
λj
χ(x)
 . (2.5.72)
Using (2.5.71) and a change of variable y = m(x− x0), (2.5.72) becomes
√
fi∂tui(0, x) =− u0i e−y−c
[
− φ(y) + φ′(y)
+
gi( ym + x0)
m
+
n∑
j=0
fij(
y
m + x0)
m
φ(y)
 , (2.5.73)
where gi and fij are C
2 bounded functions on [0, L] independent of m. This comes from the fact that A and B
are of class C3. This hypothesis, that does not appear in Theorem 2.4.1, is used to apply the implicit function
theorem later on (see (2.5.77) and (2.5.82)). Theorem 2.4.2 might also be proven with lower hypothesis on
the regularity A and B, however in most physical case A and B are C3 even when the solutions of the
system are much less regular. We can see that the coefficients of the equation (2.5.73) in φ and φ′ depend
on m and are close to be constant for large m. One can show that there exists a function ψ0 such that
ψ0 ∈ C3c ((−1, 1)), such that |(ψ0(y) − ψ′0(y))e−y| has a unique maximum on [−1, 1] which is 1, and such
that the second derivative of |(ψ0(y) − ψ′0(y))e−y| does not vanish in this point, i.e. there exists a unique
y1 ∈ (−1, 1) such that
|ψ0(y)− ψ′0(y)| e−y < 1 = |ψ0(y1)− ψ′0(y1)| e−y1 , ∀y ∈ [−1, 1] \ {y1}, (2.5.74)(|ψ0 − ψ′0| e−Id)′′ (y1) 6= 0. (2.5.75)
The existence of this function ψ0 is shown in the Appendix (see 2.8.2). We set φ : y → ψ0(y+y1) and c = y1.
Therefore
e−y−c [−φ(y) + φ′(y)] = (−ψ0(y + y1) + ψ′0(y + y1))e−(y+y1), (2.5.76)
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which has a maximum absolute value for y = 0 with value equal to 1. Hence, there exists m1 > 0 such that
for all m > m1 and all i ∈ [1, n]
∃!xi ∈ [x0 − ε, x0 + ε] : |
√
fi(xi)∂tui(0, xi)| = sup
[0,L]
(|
√
fi∂tui(0, ·)|), (2.5.77)
−u0i −
Ci
m
|u0i | ≤
√
fi(xi)∂tui(0, xi) ≤ −u0i +
Ci
m
|u0i |, (2.5.78)
where Ci are constants that do not depend on m. The unicity in (2.5.77) comes from the condition (2.5.75)
which ensures that the maximum stays unique when the function is slightly perturbated. We can actually
replace Ci by C = maxi(Ci) > 0. Therefore, there exists m2 > m1 such that for all m > m2 and i ∈ [2, n]
sup
[0,L]
(|
√
fi∂tui(0, ·)|) ≤ (1− 1
k
)
(
1 +
C
m
)
u01 < u
0
1
(
1− C
m
)
≤ sup
[0,L]
(|
√
f1∂tu1(0, ·)|). (2.5.79)
Hence, as we announced earlier,
|
√
f1∂tu1(0, ·), ...,
√
fn∂tun(0, ·)|0 = |
√
fi∂tui(0, x)| ⇐⇒ i = 1, x = x1. (2.5.80)
Hence, as u01 > 0 and from (2.5.77) and (2.5.78),
|
√
f1∂tu1(0, ·), ...,
√
fn∂tun(0, ·)|0 = −
√
f1(x1)∂tu1(0, x1). (2.5.81)
Therefore, as the maximum is unique and the inequality of (2.5.79) is strict, and from (2.5.75) and the
implicit function theorem, provided that m is large enough there exist t1 > 0 and xa ∈ C1([0, t1]; [0, L]) such
that
|
√
f1∂tu1(t, ·), ...,
√
fn∂tun(t, ·)|0 = −
√
f1(xa(t))∂tu1(t, xa(t)), ∀t ∈ [0, t1],
xa(0) = x1.
(2.5.82)
We seek now to obtain a similar relation for |√f1u1(t, ·), ...,
√
fnun(t, ·)|0. One can show that it is possible
to find ψ0 that satisfies the previous hypothesis (2.5.74) and (2.5.75) and such that in addition, there exists
y2 ∈ [−1, 1] such that
|ψ0(y)| e−y < |ψ0(y2)| e−y2 , ∀y ∈ [−1, 1] \ {y2}, (2.5.83)
|ψ0(y2)− ψ′′0 (y2)| > 0, (2.5.84)
and such that there exists m3 > 0 such that for all m > m3, if supy∈[−1,1](ψ0(y + y1)
e−(y+y1)
λi(
y
m+x0)
) is achieved
in ym ∈ [−1, 1], then
|ψ0(ym + y1)− ψ′′0 (ym + y1)| > c1, (2.5.85)
where c1 is a positive constant that does not depend on m. The example of ψ0 provided in the Appendix is
suitable. Thus with hi(l, y) =
u0i
λi(yl+x0)
φ(y)e−y−y1 one has:
∂yhi(0, y2 − y1) = 0. (2.5.86)
Note that from (2.5.83), ψ0(y2) = ψ
′
0(y2), thus from (2.5.84)
|∂yyhi(0, y2 − y1)| > 0. (2.5.87)
Therefore from the implicit function theorem, there exists m4 > m3 such that for all m > m4 and each
i ∈ [1, n] there exists a unique yi ∈ [−1− y1, 1− y1] such that
∂yhi
(
1
m
, yi
)
= 0, (2.5.88)
|yi − (y2 − y1)| ≤ Ca
m
, (2.5.89)
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where Ca is a constant independent of m. From (2.5.68) there exists m5 > m4 such that for all m > m5,∣∣∣∣∣ u0iλi (yim + x0)
∣∣∣∣∣Cb <
∣∣∣∣∣ u0i0λi0 (yi0m + x0)
∣∣∣∣∣ , ∀ i 6= i0, (2.5.90)
where Cb > 1 is a constant independent of m. From (2.5.89), we have for any i ∈ [1, n]∣∣∣∣φ(yi0)e−yi0φ(yi)e−yi
∣∣∣∣ ≥ 1− Crm , (2.5.91)
where Cr is a constant independent of m. Therefore there exists m6 > m5 such that for all m > m6∣∣∣∣∣ u0iλi (yim + x0)φ(yi)e−yi
∣∣∣∣∣ (1 + Cb)2 <
∣∣∣∣∣ u0i0λi0 (yi0m + x0)φ(yi0)e−yi0
∣∣∣∣∣ , ∀ i 6= i0. (2.5.92)
This means that for all m > m6 there exists a unique i0 ∈ [1, n] and a unique xa0 ∈ [x0− ε, x0 + ε] such that
|
√
fi0(xa0)ui0(0, xa0)| = sup
i∈[1,n],x∈[0,L]
|
√
fiui(0, ·)|. (2.5.93)
Now if we denote g(t, x) := ∂x(
√
fi0(x)ui0(t, x) sgn(ui0(0, xa0))), one has that
g(0, xa0) = 0, (2.5.94)
hence −λ′i0(xa0)
mλi0(xa0)
χ(xa0) +
χ′(xa0)
m
= χ(xa0). (2.5.95)
Therefore
∂xg(0, xa0) =− sgn(λi0)
|u0i0 |
m
e−m(xa0−x0)−y1
((
1
λi0
)′′
(xa0)χ(xa0) + χ
′′(xa0)
1
λi0(xa0)
+2χ′(xa0)
(
1
λi0
)′
(xa0)−m
(
χ
λi0
)′
(xa0)
−m
((
1
λi0
)′
(xa0)χ(xa0)−m
χ(xa0)
λi0(xa0)
+ χ′(xa0)
1
λi0(xa0)
))
.
(2.5.96)
Defining ci0 := − sgn(λi0)|u0i0 | which is a non-zero constant, we have from (2.5.71) and the definition of φ
∂xg(0, xa0) = ci0m
e−yi0−y1
λi0
(yi0
m + x0
) (ψ′′0 (yi0 + y1)− 2ψ′0(yi0 + y1) + ψ0(yi0 + y1) +O( 1m2
)
+O
(
1
m
))
.
(2.5.97)
Observe that, by definition, yi0 maximises
∣∣∣ψ0(y + y1) e−y−y1λi0 ( ym+x0) ∣∣∣, therefore we have from (2.5.85) and (2.5.95)
|∂xg(0, xa0)| =|ca0 |m
∣∣∣∣∣ e−yi0−y1λi0 (yi0m + x0)
(
ψ′′0 (yi0 + y1)− ψ0(yi0 + y1) +O
(
1
m
))∣∣∣∣∣ ,
=|ci0 |m
∣∣∣∣∣ e−yi0−y1λi0(yi0m + x0)
∣∣∣∣∣
(
c1 +O
(
1
m
))
.
(2.5.98)
Hence, as the inequality (2.5.92) is strict and from the implicit function theorem, there exists m7 > m6 such
that for all m > m7, xb ∈ C1([0, t2]; [0, L]) and i0 ∈ [1, n] such that
|
√
f1u1(t, ·), ...,
√
fnun(t, ·)|0 =
√
fi0(xb(t))ui0(t, xb(t)) sgn(ui0(0, xa0)), ∀t ∈ [0, t2], xb(0) = xa0 . (2.5.99)
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Hence V is C1 on [0, t3) where t5 = min(t1, t2) > 0 and, denoting sa0 := sgn(ui0(0, xa0)), we have from the
definition of V , (2.5.82) and (2.5.99)
dV
dt
(0) = −
√
f1(x1)∂ttu1(0, x1)− ∂
∂x
(
√
f1∂tu1(0, ·))(x1)dxa
dt
(0)
+ sa0
(√
fi0(xa0)∂tui0(t, xa0) +
∂
∂x
(√
fi0ui0(0, ·)
)
(xa0)
dxb
dt
(0)
)
.
(2.5.100)
But now observe that for a fixed m, xa0 is an interior maximum thus
d
dx
(
√
fi0ui0(0, ·))(xa0) = 0. (2.5.101)
Also as ddx (
√
f1∂tu1(0, ·))(x1) = 0, we have
dV
dt
(0) = −
√
f1(x1)∂
2
ttu1(0, x1) + sa0
√
fi0(xa)∂tui0(t, xa0). (2.5.102)
Besides as φ has compact support in [−1− y1, 1− y1], we have∣∣∣em(x−x0)+y1χ(x)∣∣∣ ≤ e1‖χ‖∞, (2.5.103)
and the right-hand side does not depend on m, thus
lim
m→+∞
∣∣∣∣em(x−x0)+y1m χ(x)
∣∣∣∣ = 0, (2.5.104)
uniformally on [0, L] and therefore in particular for xa0 (even though xa0 might depend on m). We denote
V2 := −
√
f1(xa(t))∂tu1(t, xa(t)). (2.5.105)
Using (2.5.69) and ddx (
√
f1∂tu1(0, ·))(x1) = 0, we have
dV2
dt
(0) = −
√
f1(x1)∂
2
ttu1(0, x1)
= −
√
f1(x1)∂t(−λ1∂xu1(·, x1)−
n∑
j=1
M1juj(·, x1))(0)
= −
√
f1(x1)(−λ1∂x(∂tu1(0, x1))−
n∑
j=1
M1j∂tuj(0, x1))
= −
√
f1(x1)(λ1
(
√
f1)
′
√
f1
∂tu1(0, x1)−
n∑
j=1
M1j∂tuj(0, x1))
= −
√
f1(x1)(
λ1f
′
1
2f1
∂tu1(0, x1)−
n∑
j=1
M1j∂tuj(0, x1)).
(2.5.106)
And from (2.5.72) and (2.5.78)
dV2
dt
(0) =u01
(
λ1f
′
1
2f1
(
1 +O
(
1
m
))
−
n∑
j=1
M1j(0, x1)
u0j
u01
√
f1(x1)√
fj(x1)
(
1 +O
(
1
m
)
+
√
fj(xj)∂tuj(xj)−
√
fj(x1)∂tuj(x1)
u0j
) .
(2.5.107)
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We know that if M1j(0, x0) 6= 0, then there exists m8 ∈ N∗ such that for all m > m8, sgn(M1j(0, x0)) =
sgn(M1j(0, x1)). We denote by N the subset of j ∈ {1, ..., n} such that M1j(0, x0) = 0. Therefore from
(2.5.107) and (2.5.66)
dV2
dt
(0) =u01
λ1f ′1
2f1
−M11(0, x1) +
n∑
j=2,j∈N c
|M1j(0, x1)|
(
1− 1
k
) √
f1√
fj

+O
(
1
m
)
+
n∑
j=0
Cj
(√
fj(xj)∂tuj(xj)−
√
fj(x1)∂tuj(x1)
u0j
) ,
(2.5.108)
where Cj are constants that do not depend on m. Now, keeping in mind (2.5.102), we are going to add
sa0
√
fi0(xa0)∂tui0(0, xa0) to obtain dV/dt at t = 0. But first observe that using (2.5.101) and (2.5.103)
√
fi0(xa0)∂tui0(0, xa0) =
√
fi0(xa0)(−λi∂xui0(0, xa0)−
n∑
j=1
Mi0juj(0, xa0))
=
√
fi0(xa0)
λi (√fi0)′(xa0)√
fi0(xa0)
u0i0
m
χ(xa0)
e−m(xa0−x0)−y1
λi
√
fi0(xa0)
−
n∑
j=1
Mi0j
u0j
m
χ(xa0)
e−m(xa0−x0)−y1
λi
√
fi(xa0)

= O
(
1
m
)
.
(2.5.109)
Therefore
dV
dt
(0) =
dV2
dt
(0) +O
(
1
m
)
= u01
λ1f ′1
2f1
−M11(0, x1) +
n∑
j=2,j∈N c
|M1j(0, x1)|
(
1− 1
k
) √
f1√
fj

+O
(
1
m
)
+
n∑
j=0
Cj
(√
fj(xj)∂tuj(xj)−
√
fj(x1)∂tuj(x1)
u0j
)+O( 1
m
)
.
(2.5.110)
And from (2.5.72) and the definition of xj
lim
m→+∞
(√
fj(xj)∂tuj(xj)−
√
fj(x1)∂tuj(x1)
u0j
)
= 0. (2.5.111)
Note that x1 and xj both depend on m and tend to x0 when m goes to infinity. Also we know that for all
m > m2, we have x1 ∈ [x0 − ε, x0 + ε]. Thus from (2.5.65),
lim
m→+∞
λ1(x1)f ′1(x1)
2f1(x1)
−M11(0, x1) +
n∑
j=2,j∈N c
|M1j(0, x1)|
(
1− 1
k
) √
f1(x1)√
fj(x1)
 > 0. (2.5.112)
Therefore there exists m9 > 0 such that for all m > m9
dV
dt
(0) > 0. (2.5.113)
But we know from (2.3.14) that
dV
dt
(0) ≤ −γV (0) < 0. (2.5.114)
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Note that (2.5.114) is true as V is C1 in [0, t1) and from (2.3.14), for any t ∈ [0, t1),
V (t)− V (0)
t
≤ V (0)e
−γt − 1
t
(2.5.115)
which, letting t→ 0, gives (2.5.114) and a contradiction. This ends the proof of Theorem 2.4.2.
2.6 Further details
The previous results were derived for the C1 norm but actually they can be extended to the Cp norm, for
p ∈ N∗, with the same conditions. Namely we can extend the definition of basic Cp Lyapunov function for
p ∈ N∗ by replacing V in Definition 2.3.3 by
V (u(t, ·)) =
p∑
k=0
∣∣∣√f1(E∂kt u(t, ·))1, ...,√fn(E∂kt u(t, ·))n∣∣∣
0
. (2.6.1)
Defining the p− 1 compatibility conditions as in [13] at (4.136) (see also (4.137)-(4.142)), the well-posedness
still holds [13] and we can state:
Theorem 2.6.1. Let a quasilinear hyperbolic system be of the form (2.2.5),(2.2.10), with A and B of class
Cp, Λ defined as in (2.2.4) and M as in (2.3.7), if
1. (Interior condition) the system
Λif
′
i ≤ −2
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 , (2.6.2)
admits a solution (f1, ..., fn) on [0, L] such that for all i ∈ [1, n], fi > 0,
2. (Boundary condition) there exists a diagonal matrix ∆ with positive coefficients such that
‖∆G′(0)∆−1‖∞ <
infi
(
fi(di)
∆2i
)
supi
(
fi(L−di)
∆2i
) , (2.6.3)
where di = L if Λi > 0, and di = 0 otherwise.
Then there exists a basic Cp Lyapunov function for the system (2.2.5),(2.2.10).
Theorem 2.6.2. Let a quasilinear hyperbolic system be of the form (2.2.5) with A and B of class Cp+2,
there exists a control of the form (2.2.10) such that there exists a basic Cp Lyapunov function if and only if
Λif
′
i ≤ −2
−Mii(0, x)fi + n∑
k=1,k 6=i
|Mik(0, x)|f
3/2
i√
fk
 , (2.6.4)
admits a solution (f1, ..., fn) on [0, L] such that for all i ∈ [1, n], fi > 0.
A proof of this is included in the Appendix (see 2.8.4).
This article therefore fills the blank about the exponential stability for the Cp norm for quasilinear hyperbolic
systems with non-zero source term using a Lyapunov approach, for any p ∈ N∗.
We introduced the notion of basic C1 Lyapunov function that can be seen as natural Lyapunov function
for the C1 norm. For general quasilinear hyperbolic systems we gave a sufficient interior condition on the
system and a sufficient boundary condition such that there exists a basic C1 Lyapunov function that ensure
exponential stability of the system for the C1 norm. We also showed that the interior condition is necessary
for the existence of such basic C1 Lyapunov function. Therefore in some cases, there cannot exist such basic
C1 Lyapunov function whatever the boundary conditions are.
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2.8 Appendix
2.8.1 Bound on the derivative of W2,p
2.8.1.1 Derivative of W2,p
Recall that we have from (2.5.53)
W2,p =
(∫ L
0
n∑
i=1
fi(x)
p(Eut)
2p
i e
−2pµsixdx
)1/2p
,
where E = E(u(t, x), x) given by (2.3.8)–(2.3.9) and that ut satisfies the following equation
utt +A(u, x)utx +
[
∂A
∂u
(u, x).ut
]
ux +
∂B
∂u
(u, x)ut = 0, (2.8.1)
where ∂A/∂u.ut is the matrix with coefficients
n∑
k=1
∂Aij/∂uk(u, x).∂tuk(t, x). We can again differentiate W2,p
with respect to time along the trajectories which are of class C2 (recall that we are proving the estimate
(2.5.56) for C2 solutions first). Using integration by parts as previously:
dW2,p
dt
=− W
1−2p
2,p
2p
[
n∑
i=1
λifi(x)
p(Eut)
2p
i e
−2pµsix
]L
0
−W 1−2p2,p
∫ L
0
n∑
i=1
fi(x)
p(Eut)
2p−1
i
[(
E
(
Da +
∂B
∂u
(u, x)
)
.ut
)
i
−
((
∂E
∂u
.ut
)
ut + λ
(
∂E
∂u
.ux
)
ut + λ(∂xE)ut
)
i
]
e−2pµsixdx
+
W 1−2p2,p
2
∫ L
0
n∑
i=1
(
λi(u, x)fi(x)
p−1f ′i(x)(Eut)
2p
i
+
d
dx
(λi(u, x))
p
fi(x)
p(Eut)
2p
i
)
e−2pµsixdx
− µW 1−2p2,p
∫ L
0
n∑
i=1
|λi|fpi (x)(Eut)2pi e−2pµsixdx,
(2.8.2)
where Da is the matrix with coefficient
n∑
k=1
(∂Aik/∂uj)(ux)k, so that Da.ut =
[
∂A
∂u (u, x).ut
]
ux. Observe
that E is C2 and invertible by definition (given by (2.3.8)–(2.3.9)), thus ut = E
−1(Eut). We can therefore
denote, similarly as previously
I21 :=
W 1−2p2,p
2p
[
n∑
i=1
λifi(x)
p(Eut)
2p
i e
−2pµsix
]L
0
, (2.8.3)
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and
I31 =W
1−2p
2,p
(∫ L
0
n∑
i=1
fi(x)
p(Eut)
2p−1
i
(
n∑
k=1
Rik(u, x)(Eut)k
)
e−2pµsixdx
)
− W
1−2p
2,p
2
∫ L
0
n∑
i=1
λi(u, x)fi(x)
p−1f ′i(x)(Eut)
2p
i e
−2pµsixdx.
(2.8.4)
where R = (Rij)(i,j)∈[1,n]2 is defined as R := E
(
Da +
∂B
∂u
)
E−1. As E is C1 and its inverse is continuous,
and from (2.3.9), there exists a constant C0 independant of u (and p) such that
max
(i,j)∈[1,n]2
∣∣∣∣∣
((
∂E
∂u
.ut
)
E−1 +
(
∂E
∂u
.ux
)
E−1 + (∂xE)E−1
)
ij
∣∣∣∣∣ ≤ C0|u|1. (2.8.5)
Note that we used (2.3.9) and the fact that ∂x(E(0, x)) = 0. Thus, similarly as for (2.5.30), we have
dW2,p
dt
≤ −I21 − I31 − (µα0 − C6
2p
)W2,p + C5W2,p|u|1, (2.8.6)
where C5 and C6 are constants that does not depend on p or u provided that |u|1 < η for η small enough but
independent of p. Recall that α0 is defined in Section 2.5 right before (2.5.26). Just as previously, a sufficient
condition such that there exist p1 ∈ N∗, η1 > 0 and µ1 such that I31 > 0 for µ < µ1, p > p1 and |u|1 < η1 is
− λi f
′
i
fi
> 2
n∑
k=1,k 6=i
|Rik(u, x)|
√
fi
fk
− 2Rii, (2.8.7)
But we have from the definition of Da, (2.3.9) and (2.3.7):
E
(
Da +
∂B
∂u
)
E−1 =
∂B
∂u
(0, x) +O(|u|1) = M(0, x) +O(|u|1), (2.8.8)
and recall that in the proof (f1, ..., fn) have been selected such that
− Λi f
′
i
fi
> 2
n∑
k=1,k 6=i
|Mik(0, x)|
√
fi
fk
− 2Mii(0, x). (2.8.9)
Thus from (2.8.8) and (2.8.9) there exist η2 > 0, p1 ∈ N∗ and µ1 such that if µ < µ1, p > p1 and |u|1 < η2,
then I31 > 0. It remains to deal with I21. As E is C
1, and from (2.3.9),
(Eut) = ut + (u.V)ut (2.8.10)
where V = V(u(t, x), x) is continuous on Bη0 × [0, L]. Using (2.8.10) together with (2.8.3) and proceeding
exactly as previously for I2, we get
I21 =
W 1−2p2,p
2p
(
m∑
i=1
λi(u(t, L), L)fi(L)
p((ut)i(t, L)+((u(t, L).V)ut(t, L))i)2pe−2pµL
−
m∑
i=1
λi(u(t, 0), 0)fi(0)
p((ut)i(t, 0)+((u(t, 0).V)ut(t, 0))i)2p
−
n∑
i=m+1
|λi(u(t, L), L)|fi(L)p((ut)i(t, L)+((u(t, L).V)ut(t, L))i)2pe2pµL
+
n∑
i=m+1
|λi(u(t, 0), 0)|fi(0)p((ut)i(t, 0)+((u(t, 0).V)ut(t, 0))i)2p
)
.
(2.8.11)
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Recall that K = G′(0) and ∆ = (∆1, ...,∆n)
T ∈ (R∗+)n are chosen such that
θ := sup
‖ξ‖∞≤1
(sup
i
(|
n∑
j=1
(∆iKij∆
−1
j )ξj |)) <
infi
(
fi(di)
∆2i
)
supi
(
fi(L−di)
∆2i
) . (2.8.12)
We denote again
ξi := ∆i(ut)i(t, L) for i ∈ [1,m], (2.8.13)
ξi := ∆i(ut)i(t, 0) for i ∈ [m+ 1, n]. (2.8.14)
From the fact that G and u are C1, we can differentiate (2.2.10) with respect to time, and we have(
(ut)+(t, 0)
(ut)−(t, L)
)
= K
(
(ut)+(t, L)
(ut)−(t, 0)
)
+ o
(∣∣∣∣((ut)+(t, L)(ut)−(t, 0)
)∣∣∣∣) , (2.8.15)
where o(x) refers to a function such that o(x)/|x| tends to 0 when |u|1 tends to 0. Thus
I21 =
W 1−2p2,p
2p
(
m∑
i=1
λi(u(t, L), L)
fi(L)
p
∆2pi
((ut)i(t, L)∆i+o(|ξ|))2pe−2pµL
+
n∑
i=m+1
|λi(u(t, 0), 0)|fi(0)
p
∆2pi
((ut)i(t, 0)∆i+o(|ξ|))2p
−
m∑
i=1
λi(u(t, 0), 0)
fi(0)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(|ξ|))2p
−
n∑
i=m+1
|λi(u(t, L), L)|fi(L)
p
∆2pi
(
n∑
k=1
Kikξk(t)
∆i
∆k
+o(|ξ|))2pe2pµL
)
(2.8.16)
We end by proceeding exactly as for I2. Therefore under assumption (2.4.2), there exist p3, µ3 and η3 > 0
such that for µ < µ3 and |u|1 < η3, I21 < 0. Therefore, as stated in the main text, there exist η4, p5 and µ
such that for all p > p5 and |u|1 < η4
dW2,p
dt
≤ −µα0
2
W2,p + C7W2,p|u|1. (2.8.17)
2.8.2 Existence of ψ0
We want to find a function ψ0 that is C
1 with compact support in [−1, 1] such that there exists a unique
y1 ∈ (−1, 1) such that
|ψ1(y)− ψ′1(y)|e−y < |ψ1(y1)− ψ′1(y1)|e−y1 , ∀y ∈ [−1, 1] \ {y1}. (2.8.18)
Let χ be a positive C1c with compact support in in [−1, 1] such that
χ ≡ 1 on
[
−1
2
,
1
2
]
,
|χ| ≤ 1 on [−1, 1] ,
|χ′| ≤ 3 on
[
−1,−1
2
)
∪
(
1
2
, 1
]
,
(2.8.19)
and let us define f : y → e−n1y2 where n1 ∈ N∗ will be chosen later on. We have
(f(y)− f ′(y))e−y = e−n1y2−y(1 + 2n1y). (2.8.20)
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Therefore
|f(y)− f ′(y)|e−y ≤ e−n14 +1(1 + 2n1) on
[
−1,−1
2
)
∪
(
1
2
, 1
]
. (2.8.21)
As limn→+∞ e−
n
4 +1(1 + 2n) = 0 we can choose n1 ≥ 1 large enough such that
e−
n1
4 +1(1 + 2n1) ≤ 1
3
. (2.8.22)
Now let us consider ψ1 = χf , one has
|ψ1(y)− ψ′1(y)|e−y = |χ(y)(f(y)− f ′(y))e−y − χ′(y)f(y)e−y|. (2.8.23)
Therefore from (2.8.19), (2.8.21) and (2.8.22), we have on
[−1,− 12) ∪ ( 12 , 1]
|ψ1(y)− ψ′1(y)|e−y ≤
1
3
+
3
9
< 1. (2.8.24)
As g : y → |ψ1(y)− ψ′1(y)|e−y has compact support on [−1, 1] we can define d as
d := sup
y∈[−1,1]
(|ψ1(y)− ψ′1(y)|e−y), (2.8.25)
and d is attained in at least one point. But as g(0) = 1 and as from (2.8.24) |g| < 1 on [−1,− 12) ∪ ( 12 , 1], d
is attained only on
(− 12 , 12), and on (− 12 , 12) we have
|ψ1(y)− ψ′1(y)|e−y = |f(y)− f ′(y)|e−y. (2.8.26)
Let us show now that |f(y)−f ′(y)|e−y admits a unique maximum on (− 12 , 12). We know that |f(y)−f ′(y)|e−y
attains a maximum d ≥ 1 on (− 12 , 12) and when it attains this maximum ((f(y) − f ′(y))e−y)′ vanishes,
therefore
e−n1y
2−y(2n1 − 4n21y2 − 1− 4n1y) = 0, (2.8.27)
hence
4n21y
2 + 4n1y + (1− 2n1) = 0. (2.8.28)
This equation has only two solutions: y± = −1±
√
2n1
2n1
but
|f(y−)− f ′(y−)|e−y− =
√
2n1e
1−2n1+4
√
2n1
4n1 >
√
2n1e
1−2n1−4
√
2n1
4n1 = |f(y+)− f ′(y+)|e−y+ . (2.8.29)
Therefore |f(y) − f ′(y)|e−y admits its maximum on (− 12 , 12) at most one time. But we also know that it
does admit a maximum on
(− 12 , 12), hence and from (2.8.24)
∃!y1 ∈ (−1, 1) : |ψ1(y)− ψ′1(y)|e−y < |ψ1(y1)− ψ′1(y1)|e−y1 , ∀y ∈ [−1, 1] \ {y1}. (2.8.30)
Now we just need to normalize the function and define ψ0 :=
1
dψ1 where d is given in (2.8.25) to obtain the
desired function ψ0.
Observe that this function also satisfies (2.5.83), (2.5.84) and (2.5.85): Let y ∈ (−1/2, 1/2), then ψ0(y)e−y
is positive and one has
(ψ0(·)e−Id)′(y) = 1
d
(−1− 2n1y)e−y−n1y2 , (2.8.31)
thus on (−1/2, 1/2), |ψ0|e−Id has a unique maximum achieved in y2 = −1/2n1. Now let y ∈ [−1, 1] \
(−1/2, 1/2), we have from (2.8.22)
|ψ0(y)|e−y ≤ e
1−n14
d
≤ e
− 34n1
d
= ψ0(y2)e
−y2 . (2.8.32)
79
Hence the function admit a unique maximum on [−1, 1] and (2.5.83) is verified. And from (2.8.22) we have
ψ0(y2)− ψ′′0 (y2) = (−2n1 + 2) > 0. (2.8.33)
This implies (2.5.84) and we are left with proving (2.5.85). Let again y + y1 ∈ [−1, 1] \ (−1/2, 1/2), for
i ∈ [1, n] and m large enough, from (2.8.22)∣∣∣∣ψ0(y + y1) e−y−y1λi( ym + x0)
∣∣∣∣ ≤ e−n14 ey1−y1d inf
[x0− 1+y1m ,x0+
(1−y1)
m ]
|λ1| <
∣∣∣∣ψ0(0) ey1−y1λ1(x0)
∣∣∣∣ , (2.8.34)
which means that sup
[−1,1]
∣∣∣ψ0(y + y1) e−y−y1λi( ym+x0) ∣∣∣ can only be achieved on (−1/2 − y1, 1/2 − y1). But we also
know that on [−1/2, 1/2], ψ0 = d−1f . Therefore let be a ym maximizing sup[−1,1]
∣∣∣ψ0(y + y1) e−y−y1λi( ym+x0) ∣∣∣, we
know that ym exists as [-1,1] is a compact, that ym is an interior maximum and we have
∂y(e
−n1(y+y1)2 e
−y−y1
dλi(
y
m + x0)
)(ym) = 0. (2.8.35)
Hence
2n1
(
(ym + y1) + 1 +
λ′i(
ym
m + x0)
mλi(
ym
m + x0)
)
e−n
2
1(ym+y1)−ym−y1
dλi(
ym
m + x0)
= 0, (2.8.36)
thus
(ym + y1) = − 1
2n1
− λ
′
i(
ym
m + x0)
(2n1)mλi(
ym
m + x0)
. (2.8.37)
All it remains to show is that for m large enough we have (2.5.85). Let us compute ψ′′0 (ym + y1)
ψ′′0 (ym + y1) = d
−1f ′′(ym + y1) = f(ym + y1)(−2n1 + 4n21(ym + y1)2)
= f(ym + y1)(−2n1 + 1 +
(
λ′i(
ym
m + x0)
mλi(
ym
m + x0)
)2
+
(
λ′i(
ym
m + x0)
mλi(
ym
m + x0)
)
).
(2.8.38)
Therefore there exists m3 > 0 such that for all m > m3,
|ψ′′0 (ym + y1)− ψ0(ym + y1)| > e−
1
n1 (2n1 − 3), (2.8.39)
and as we chose n1 large enough, C := e
− 1n1 (2n1 − 3) > 0. This ends the proof of the existence of ψ0.
2.8.3 Adapting proof of Theorem 2.4.2 in the nonlinear case
For all u(0, ·) ∈ Bη1 , we can still define
ui(0, x) =
u0i
m
χ(x)
e−m(x−x0)−y1
Λi(x)
√
fi(x)
, (2.8.40)
which is the analogous of (2.5.69) in the proof of Theorem 2.4.2. If there are two index i0 and i1 such that
min
i
(|Λi(x0)|) is achieved we can still redefine u0i1 as in (2.5.67). Observe then that if (2.5.64) is satisfied,
then there exists η3 > 0 such that if |u|0 < η3 then
− λi0(u, x0)f ′i0(x0) < 2
n∑
k=1,k 6=i0
|Mi0k(u, x0)|
f
3/2
i0
(x0)√
fk(x0)
− 2Mi0i0(u, x0)fi0(x0). (2.8.41)
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From (2.8.40), (2.5.72) becomes
√
fi∂tui(0, x) =− u0i e−m(x−x0)−y1
[
−χ(x) + χ
′(x)
m
+
χ(x)λi
√
fi
m
(
1
λi
√
fi
)′
+
1
m
n∑
j=1
Mij(u, x)
(
u0j
u0i
)(√
fi
fj
)
1
λj
χ(x)
+
n∑
j=1
(Vij(u, x).u(0, x))
(
u0j
u0i
)(√
fi
fj
)
1
λj
(
−χ(x) + χ
′(x)
m
+
χ(x)λj
√
fj
m
(
1
λj
√
fj
)′) .
(2.8.42)
where Vij are C
2 functions as we assume that A is of class C3. Therefore
√
fi∂tui(0, x) =− u0i e−m(x−x0)−y1
(−χ(x) + χ′(x)
m
)1 + n∑
j=1
(Vij(u, x).u(0, x))
(
u0j
u0i
)(√
fi
fj
)
1
λj

+χ(x)
λi√fi
m
(
1
λi
√
fi
)′
+
n∑
j=1
(Vij(u, x).u(0, x))
(
u0j
u0i
)(√
fi
fj
) √
fj
m
(
1
λj
√
fj
)′
+
1
m
n∑
j=1
Mij(u, x)
(
u0j
u0i
)(√
fi
fj
)
1
λj
χ(x)
 .
(2.8.43)
Now, after the change of variable (2.5.71), one has√
fi∂tui(0, x) =− u0i e−y−y1
[
−φ(y)
(
1 +
gi(u(0, y/m+ x0), y/m+ x0)
m
)
+φ′(y)
(
1 +
hi(u(0, y/m+ x0), y/m+ x0)
m
)]
.
(2.8.44)
where hi and gi are bounded functions in the C
2 norm and are independent of m. Thus
√
fi(E∂tu)i(0, x) = −
u0i + n∑
j=1
√
fi
fj
Zij(u(0, y/m+ x0), y/m+ x0)u
0
j
 e−y−y1 [−φ(y) + φ′(y)]
− u0i e−y−y1
[
−φ(y)
(
gi(u(0, y/m+ x0), y/m+ x0)
m
)
+ φ′(y)
(
hi(u(0, y/m+ x0), y/m+ x0)
m
)]
−
n∑
j=1
√
fi
fj
Zij(u(0, y/m+ x0), y/m+ x0)u
0
je
−y−y1
[
−φ(y)
(
gj(u(0, y/m+ x0), y/m+ x0)
m
)
+φ′(y)
(
hj(u(0, y/m+ x0), y/m+ x0)
m
)]
.
(2.8.45)
where Z(u, x) = (Zij)(i,j)∈[1,n]2 := u.V (u, x), with V given by (2.8.10). In addition one also has
ui(0,
y
m
+ x0) =
u0i
m
φ(y)
e−y−y1
Λi(
y
m + x0)
√
fi(
y
m + x0)
, ∀i ∈ [1, n]. (2.8.46)
Thus, the function y → u(0, y/m+x0) is O(1/m) in the C2 norm, which means that gi(u(0, y/m+x0), y/m+
x0) and gi(u(0, y/m + x0), y/m + x0) are O(1) in the C
2 norm when m tends to +∞. Similarly, Z is a C2
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function as E is a C3 function (recall that A is C3 for Theorem 2.4.2), and there exists a constant C
independant of u and m such that max(i,j)∈[1,n]2 |Zij(u(0, y/m+ x0), (0, y/m+ x0))| ≤ C|u(0, y/m + x0)|.
This, with (2.8.46), implies that the terms which involves Z in (2.8.45) are all O (1/m) in the C2 norm.
Therefore we can process similarly as previously for the existence of (xi)i∈[1,n], t1 and xa ∈ C1([0, t1)) such
that
V2(t) = |
√
f1E∂tu1(t, ·), ...,
√
fnE∂tun(t, ·)|0 = −
√
f1(xa(t))(E∂tu)1(t, xa(t)), ∀t ∈ [0, t1), (2.8.47)
The only thing that remains to be checked is whether we still have the existence of xb ∈ C1([0, t2)) for some
t2 positive and independent of m. Existence of a unique i0 and xa0 ∈ [x0 − ε, x0 + ε] such that
|
√
fi0(xa0)ui0(0, xa0)| = sup
i∈[1,n],x∈[0,L]
|
√
fiui(0, ·)| (2.8.48)
is granted by the same argument as previously. As u(0, x) is defined exactly as in the linear case, we still
have for our choice of χ
∂xg(0, xa0) 6= 0. (2.8.49)
This implies the existence of xb ∈ C1([0, t2)) for some t2 positive and independent of m.
If we look now at the computation of dV2/dt(0) and dV1/dt(0), one has, proceeding as in Section 2.5 and
using (2.3.8)
dV2
dt
(0) = −
√
f1(x1)
(
E∂2ttu +
(
∂E
∂u
.∂tu
)
∂tu
)
1
(0, x1)
= +
√
f1(x1)
(
λ1(E∂
2
txu)1(0, x1) + (E
(
Da +
∂B
∂u
)
E−1E∂tu)1(0, x1)
)
−
√
f1(x1)
((
∂E
∂u
.∂tu
)
E−1E∂tu
)
1
(0, x1)
=
√
f1(x1) (λ1(∂x(E∂tu))1(0, x1) + (R(u, x)E∂tu)1(0, x1))
−
√
f1(x1)
(
(λ
(
∂E
∂u
∂xu + ∂xE
)
∂tu)1(0, x1) +
((
∂E
∂u
.∂tu
)
E−1E∂tu
)
1
(0, x1)
)
(2.8.50)
where R = E(Da +
∂B
∂u )E
−1. Therefore from the definition of u(0, x) given by (2.8.40), one has
dV2
dt
(0) = −
√
f1(x1)
(
−
(
Λ1 +
l(u(0, x1), x1)
m
)
(∂x(E∂tu))1(0, x1) +
((
R(0, x) +
v(u(0, x1), x1)
m
)
E∂tu
)
1
(0, x1)
)
−
√
f1(x1)
(
(λ
(
∂E
∂u
∂xu + ∂xE
)
∂tu)1(0, x1) +
((
∂E
∂u
.∂tu
)
E−1E∂tu
)
1
(0, x1)
)
,
(2.8.51)
where l and v are bounded functions on Bη3 × [0, L] with a bound independent of m from (2.5.103). Hence,
using this together with (2.3.9) and noting that R(0, x) = M(0, x),
dV 2
dt
(0) = −
√
f1(x1)
(
(Λ1 +
l(u(0, x1), x1)
m
)
(
√
f1)
′
√
f1
(E∂tu)1(0, x1)
−
n∑
j=1
(M1j(0, x1) +
v1j(u(0, x1), x1)
m
)(E∂tu)j(0, x1)
+O (|u|21)
= −
√
f1(x1)
Λ1f ′1
2f1
(E∂tu)1(0, x1)
(
1 +O
(
1
m
))
−
n∑
j=1
(
M1j(0, x1) +O
(
1
m
))
(E∂tu)j(0, x1)

+O
(|u|21) .
(2.8.52)
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where the O does not depends on u01 but only on an upper bound of u
0
1 (we can choose η0 for instance).
Observe that, from (2.8.40), (2.8.45), and the fact that Z = O(1/m) for the C2 norm, we can proceed as
previously and we obtain (2.5.108) with an additional O(|u|21). Similarly as previously we can obtain√
fi0(xa0)∂tui0(0, xa0) = O
(
1
m
)
. (2.8.53)
The rest of the proof to get (2.5.110)–(2.5.112) can then be done identically as all the relations used in the
proof still hold in the nonlinear case. But actually looking at (2.5.110)–(2.5.112), together with (2.8.43),
(2.8.46), (2.8.52)–(2.8.53), there exists a > 0 independant of m and C independant of m and u01 such that
for any m > m9,
dV1
dt
+
dV2
dt
≥ au01 − C(|u01|2). (2.8.54)
Thus, there exists η2 > 0 independant of m such that, for any m > m9,
dV
dt
> 0 (2.8.55)
which ends the proof in the nonlinear case.
2.8.4 Extension of the proof to the Cq norm
To be able to extend the proof for the Cq norm one should first define the corresponding compatibility
conditions of order q− 1 that are given for instance in [13] at (4.136) and see also (4.137)-(4.142). Then one
only needs to realize that if we now consider the state y = (u, ∂tu, ..., ∂
q−1
t u), y is still the solution of a
quasilinear hyperbolic system of the form
yt +A1(y, x)yx +M1(y, x).y + C = 0 (2.8.56)
where |Ci|0 = O
(|u, ..., ∂i−1t u|20), and where the principal matrix A1 verifies
A1 =

A(u, x) (0) ...
(0) A(u, x) (0) ...
(0) (0) A(u, x) ...
... ... ... ...
 (2.8.57)
and is therefore block diagonal with blocks that are all A as previously. Similarly M1(0, x) is also block
diagonal with blocks that are all M(0, x). Therefore if we consider the following functions
Wk+1,p =
(∫ L
0
n∑
i=1
fi(x)
p(E∂kt u)
2p
j e
−2pµsixdx
)1/2p
, (2.8.58)
for all k ∈ [0, q], where fi are chosen as previously, and if we perform as previously (Section 2.5 and Appendix
2.8.1), we have existence of Ck > 0 constants, ηk > 0 and pk ∈ N∗ such that for all p > pk and |y|1 < ηk we
have relations of the type
dWk+1,p
dt
≤ −µα0
2
Wk+1,p + Ck+1
k∑
1
Wr+1,p|y|1. (2.8.59)
for all k ∈ [0, q]. Thus denoting Wp =
q∑
k=0
Wk+1,p, there exists C > 0 constant, pl ∈ N∗ and ηl > 0 such that
for all p > pl and |y|1 < ηl,
dWp
dt
≤ −µα0
2
Wp + CWp|y|1. (2.8.60)
and we could perform as previously to obtain the exponential decay of V =
q∑
k=0
Vk+1 where Vk+1 =
|√f1(∂kt u)1, ...,
√
fn(∂
k
t u)n|0 and therefore stability for the Cq norm.
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Chapter 3
On boundary stability of
inhomogeneous 2× 2 1-D hyperbolic
systems for the C1 norm.
This chapter is taken from the following article (also referred to as [107]):
Amaury Hayat. On boundary stability of inhomogeneous 2 × 2 1-D hyperbolic systems for the C1 norm.
Preprint, 2017.
Abstract. We study the exponential stability for the C1 norm of general 2 × 2 1-D quasilinear hyperbolic
systems with source terms and boundary controls. When the propagation speeds of the system have the
same sign, any nonuniform steady-state can be stabilized using boundary feedbacks that only depend on
measurements at the boundaries and we give explicit conditions on the gain of the feedback. In other cases,
we exhibit a simple numerical criterion for the existence of basic C1 Lyapunov function, a natural candidate
for a Lyapunov function to ensure exponential stability for the C1 norm. We show that, under a simple
condition on the source term, the existence of a basic C1 (or Cp , for any p ≥ 1) Lyapunov function is
equivalent to the existence of a basic H2 (or Hq , for any q ≥ 2) Lyapunov function, its analogue for the H2
norm. Finally, we apply these results to the nonlinear Saint-Venant equations. We show in particular that in
the subcritical regime, when the slope is larger than the friction, the system can always be stabilized in the
C1 norm using static boundary feedbacks depending only on measurements at the boundaries, which has a
large practical interest in hydraulic and engineering applications.
3.1 Introduction
Hyperbolic systems are widely studied, as their ability to model physical phenomena gives rise to numerous
applications. The 2 × 2 hyperbolic systems, in particular, are very interesting at two extends: on the one
hand they are the simplest systems that present a coupling, and on the other hand, by modeling the systems
of two balance laws, they represent a huge number of physical systems from fluid dynamics in rivers and
shallow waters [42], to road traffic [8], signal transmission, laser amplification [86], etc. In order to use these
models in industrial or practical applications, the question of their stability or their possible stabilization
is fundamental. While for linear 1-D systems, or nonlinear 1-D systems without source term, many results
exist (see in particular [14, Section 4.5] [48, 138]) the question of the stabilization in general for 2 × 2 1-D
nonlinear systems has often been treated for the Hp norm and only few results exist for the more natural C1
(or Cp) norm when a source term occurs. In [106], however, were presented some results for the Cp stability
(p ≥ 1) of general n× n quasilinear hyperbolic system using basic Lyapunov functions for the Cp norm.
In this article we consider the stability for the C1 norm of 2× 2 general quasilinear 1-d hyperbolic systems.
We show several results and we use them to study the exponential stability of the general nonlinear Saint-
85
Venant equations for the C1 norm. Firstly introduced in 1871 by Barre´ de Saint-Venant and used to model
flows under shallow water approximation, the Saint-Venant equations can be derived from the Navier-Stokes
equations and have been widely used in the last centuries in many areas such as agriculture, river regulation,
and hydraulic electricity production. For instance they are used in Belgium for the control of the Meuse and
Sambre river (see [54], [71]). Their indisputable usefulness in the field of fluid mechanics or in engineering
applications makes them a well-studied example in stability theory ([14], [110], [71]) although their stability
for the C1 norm by means of boundary controls seems to be only known so far in the particular case when
when both the slope and the friction are sufficiently small (or equivalently the size of the river is sufficiently
small) [171].
We first show that the results presented in [106] can be simplified for 2 × 2 systems in conditions that
are easier to check in practice. In particular, any 2 × 2 quasilinear hyperbolic system with propagation
speeds of the same sign can be stabilized by means of static boundary feedback and we give here explicit
conditions on the gain of the feedbacks to achieve such result. In the general case we also give a simple linear
numerical criterion to design good boundary controls and estimate the limit length above which stability is
not guaranteed anymore.
Then we deduce a link between the Hp stability and Cq stability under appropriate boundary control for
any p ≥ 2 and q ≥ 1. In particular we give a practical way to construct a basic Lyapunov function for the
C1 norm from a basic quadratic Lyapunov function for the H2 norm and reciprocally.
Finally, we use these results to study the C1 stability of the general nonlinear Saint-Venant equations taking
into account the slope and the friction. We show that when the friction is stronger than the slope the system
can always be made stable for the C1 norm by applying appropriate boundary controls that are given
explicitly. When the slope is higher than the friction, however, there always exists a length above which the
system do not admit a basic C1 Lyapunov function that would ensure the stability, whatever the boundary
controls are. This results is all the more interesting that it has been shown that there always exists a basic
quadratic H2 Lyapunov function ensuring the stability for the H2 norm under suitable boundary controls
(see [110]).
Nevertheless in that last case the results given in this article allow to find good Lyapunov function numer-
ically and estimate the limit length under which the stability can be guaranteed. We provide at the end
of this chapter numerical computations of this limit for the Saint-Venant equations that illustrate that for
most applications the stability can be guaranteed by means of explicit static boundary feedback. This article
is organised as follows: in Section 3.2 we present several properties of 2 × 2 quasilinear hyperbolic system,
as well as some useful definitions and we review some existing results. Section 3.3 present the main results
for the general case and for the particular case of the Saint-Venant equations. Section 3.4 is devoted to the
proof of the results in the general case and to the link between the Hp and Cq stability, while the proofs of
the results about the Saint-Venant equations are given in Section 3.5. Finally, we provide some numerical
computations in Section 3.6 and some comments in Section 3.7.
3.2 General considerations and previous results
3.2.1 General considerations
A 2× 2 quasilinear hyperbolic system can be written in the form:
Yt + F (Y)Yx +D(Y) = 0, (3.2.1)
B(Y(t, 0),Y(t, L)) = 0. (3.2.2)
As the goal of this study is to deal with the exponential stability of the system around a steady-state we
assume that there exists Y∗ a steady-state that we aim at stabilizing. Note that this steady-state is not
necessarily uniform and can potentially have large variations of amplitude. As we are looking at the local
stability around this steady-state, we study F and D on U = BY∗,η0 , the ball of radius η0 centered in Y∗ in
the space of the continuous functions endowed with the L∞ norm, for some η0 small enough to be precised.
We assume that the system is strictly hyperbolic around Y∗ with non vanishing propagation speeds, i.e. non
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vanishing eigenvalues of F (Y), then F (Y∗) is diagonalisable and denoting by N a matrix of eigenvector we
introduce the following change of variables:
u = N(x)(Y −Y∗) (3.2.3)
and the system (3.2.1)-(3.2.2) is equivalent to
ut +A(u, x)ux +B(u, x) = 0, (3.2.4)
B(N−1(0)u(t, 0) + Y ∗(0), N−1(L)u(t, L) + Y ∗(L)) = 0,
where
A(u, x) = N(x)F (Y∗ +N−1u)N−1(x), (3.2.5)
A(0, x) =
(
Λ1(x) 0
0 Λ2(x)
)
, (3.2.6)
and B is given in Appendix 3.8.1. Let us assume that F and D are C1 on BY∗,η0 , then A and B are C1 on
B0,η0 × [0, L] (see Appendix 3.8.1). As Y∗ is a stationary state, one has B(0, ·) ≡ 0 and B can be written:
B(u, x) = M(u, x).u. (3.2.7)
Therefore the system (3.2.1)-(3.2.2) is now equivalent to
ut +A(u, x)ux +M(u, x).u = 0, (3.2.8)
B(N−1(0)u(t, 0) + Y ∗(0), N−1(L)u(t, L) + Y ∗(L)) = 0.
We can suppose without loss of generality that Λ1 ≥ Λ2. As the system is strictly hyperbolic with non-
vanishing eigenvalues we can denote by u+ the components associated with positive eigenvalues, i.e. Λi > 0,
and u− the component associated with negative eigenvalues. We focus now on boundary conditions of the
form: (
u+(0)
u−(L)
)
= G
(
u+(L)
u−(0)
)
. (3.2.9)
For the rest of the article, unless otherwise stated, we will assume that F , D and G are C1 when dealing with
the C1 norm and that F ,D and G are C2 when dealing with the H2 norm. We also introduce the associated
first order compatibility condition on an initial condition u0:(
u0+(0)
u0−(L)
)
= G
(
u0+(L)
u0−(0)
)
,( (
A(u0(0), 0)∂xu
0(0) +B(u0(0), 0)
)
+(
A(u0(L), L)∂xu
0(L) +B(u0(L), L)
)
−
)
= G′
(
u0+(L)
u0−(0)
)
×
((
A(u0(L), L)∂xu
0(L) +B(u0(L), L)
)
+(
A(u0(0), 0)∂xu
0(0) +B(u0(0), 0)
)
−
)
.
(3.2.10)
With these boundary conditions the incoming information is a function of the outgoing information which
enables the system to be well-posed (see [142], [172] or [14] in particular Theorem 6.4).
Theorem 3.2.1. Let T > 0, there exists δ(T ) > 0 and C(T ) > 0 such that for any u0 ∈ C1([0, L]) satisfying
the compatibility conditions (3.2.10) and
|u0|1 ≤ δ, (3.2.11)
the system (3.2.8)–(3.2.9) with initial condition u0 has a unique maximal solution u ∈ C1([0, T ] × [0, L])
and we have the estimate:
|u(t, ·)|1 ≤ C1(T )|u(0, ·)|1, ∀ t ∈ [0, T ]. (3.2.12)
where |·|1 is the C1 norm that is recalled later on in Definition 3.2.1. Moreover if u0 ∈ H2([0, L]) and
‖u0‖H2((0,L)) ≤ δ, (3.2.13)
then the solution u belongs to C0([0, T ], H2(0, L)).
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3.2.2 Context and previous results
Exponential stability of 2× 2 hyperbolic systems.
— In [14] (see Theorem 4.3) and [48] respectively it has been shown that when there is no source term,
i.e. M ≡ 0, it is always possible to guarantee the exponential stability of the system (3.2.8) with
boundary controls of the form (3.2.9), both for the Hp and the Cq norm (with p ≥ 2 and q ≥ 1).
Moreover, when the system is linear, this is also true for the L2 and C0 norm.
— In [11] the authors study a linear 2× 2 system and found a necessary and sufficient interior condition
to have existence of quadratic Lyapunov function for the L2 norm with a boundary control of the form
(3.2.9) when the system (3.2.8) is linear (Theorem 3.4.1). However it is straightforward to extend this
results to the existence of a basic quadratic Lyapunov function for the Hp norm with p ≥ 2 when
the system (3.2.8) is nonlinear (see Theorem 3.4.2). At it is mentioned in [11] the existence of a basic
quadratic Lyapunov function for the Hp norm implies the exponential stability of the system in the
Hp norm.
— In [106] the author gives a necessary and sufficient condition on (3.2.8) such that there exists a basic
C1 Lyapunov function with a boundary control of the form (3.2.9), guaranteeing therefore the stability
for the C1 norm of the system (3.2.8)-(3.2.9). The results can be extended with the same condition
to the Cp norm, with p ≥ 1.
Exponential stability of the Saint-Venant Equations. The Saint Venant equations correspond to a
system of the form (3.2.8) where the eigenvalues of A satisfy Λ1Λ2 < 0 when the flow is in the fluvial
regime and Λ1Λ2 > 0 when in the torrential regime. The stability of the Saint-Venant equations has been
well-studied in the past twenty years and, to our knowledge, the most advanced contribution in the area
would refer, but not exclusively, to the following:
— In [16] the authors show that when there is no slope, i.e. C ≡ 0, there always exists a Lyapunov
function in the fluvial regime (i.e. the eigenvalues satisfy Λ1Λ2 < 0) for the H
p norm for the nonlinear
system under boundary controls of the form (3.2.9) and they give an explicit example. In [110] the
authors show that this is true even when the slope is arbitrary.
— In [21] it is found, through a time delay approach, a necessary and sufficient condition for the stability
of the linearized system under proportional integral control.
— In [197] and [65, 196] the authors use a backstepping method to stabilize respectively a linear 2 × 2
1-d hyperbolic systems and a nonlinear 2×2 1-d hyperbolic systems. These results cover in particular
the linearized Saint-Venant equations and the nonlinear Saint-Venant equations. However, in both
cases this method gives rise to full-state feedback laws that are harder to implement in practice than
static feedback laws depending only on the measurements at the boundaries.
In this article we intend to show that there always exists a Lyapunov function ensuring exponential stability
in the C1 (and actually Cp) norm under boundary controls of the form (3.2.9) when the system is in the
fluvial regime and the slope is smaller than the friction. However, in the fluvial regime when the slope is
larger than the friction, there exists a maximal length Lmax beyond which there never exists a basic C
1
Lyapunov function whatever the boundary controls are. Nevertheless, this maximal length Lmax can be
estimated numerically and can be shown to be large enough to ensure the feasibility of nearly all hydraulic
applications.
Notations and definitions. We recall the definition of the C1 norm:
Definition 3.2.1. Let U ∈ C0([0, L],R2), its C0 norm |U|0 is defined by:
|U|0 = max(‖U1‖∞, ‖U2‖∞), (3.2.14)
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and if U ∈ C1([0, L],R2), its C1 norm |U|1 is defined by
|U|1 = |U|0 + |∂xU|0. (3.2.15)
We recall the definition of exponential stability for the C1 (resp. H2) norm:
Definition 3.2.2. The null steady-state u∗ ≡ 0 of the system (3.2.8)–(3.2.9) is said exponentially sta-
ble for the C1 (resp. H2) norm if there exists γ > 0, δ > 0 and C > 0 such that for any u0 ∈
C1([0, L]) (resp. H2([0, L])) satisfying the compatibility conditions (3.2.10) and such that ‖u0‖C1([0,L]) ≤ δ
(resp.‖u0‖H2((0,L)) ≤ δ), the system (3.2.8)–(3.2.9) has a unique solution u ∈ C1([0,+∞) × [0, L]) (resp.
u ∈ C1([0,+∞)× [0, L]) ∩ C0([0,+∞), H2((0, L)))) and
‖u(t, ·)‖C1([0,L]) ≤ Ce−γt‖u0‖C1([0,L]), ∀ t ∈ [0,+∞)
(resp. ‖u(t, ·)‖H2((0,L)) ≤ Ce−γt‖u0‖H2((0,L)), ∀ t ∈ [0,+∞)),
(3.2.16)
Remark 3.2.1. The exponential stability of the steady state u∗ ≡ 0 of the system (3.2.8)–(3.2.9) is equivalent
to the exponential stability of the steady-states Y∗ ( (3.2.16) could in fact even be seen as a definition of the
exponential stability of Y∗). We see here one of the interests of the change of variables given by (3.2.3):
from the stabilization of a potentially nonuniform steady-state the problem is reduced to the stabilization of
a null steady-state.
We now recall the definition of two useful tools. The first one deals with the basic C1 Lyapunov functions
described in [106]:
Definition 3.2.3. We call basic C1 Lyapunov function for the system (3.2.8),(3.2.9) the function V :
C1([0, L])→ R+ defined by:
V (U) =|
√
f1U1,
√
f2U2|0
+ |(A(U, ·).Ux +B(U, ·))1
√
f1, (A(U, ·).Ux +B(U, ·))2
√
f2|0,
(3.2.17)
where f1 and f2 belong to C
1([0, L],R∗+), and such that there exists γ > 0 and η > 0 such that for any
u ∈ C1([0, L]) solution of the system (3.2.8),(3.2.9) with |u0|1≤ η and for any T > 0:
dV (u)
dt
≤ −γV (u), (3.2.18)
in a distributional sense on (0, T ). In that case f1 and f2 are called coefficients of the basic C
1 Lyapunov
function.
Remark 3.2.2. Note that for any u ∈ C1([0, L]× [0, T ]) solution of (3.2.8), one has
V (u(t, ·)) =|
√
f1u1(t, ·),
√
f2u2(t, ·)|0,
+ |(u1(t, ·))t
√
f1, (u2(t, ·))t
√
f2|0.
(3.2.19)
The previous definition (3.2.17) of V is only stated to show that V is in fact a function on C1([0, L]) and
therefore only depends on t through u. Besides, one could wonder why using a weight
√
fi instead of fi in the
definition. The goal is to facilitate the comparison with the existing definition of basic quadratic Lyapunov
functions for the L2 (resp. H2) norm introduced by Jean-Michel Coron and Georges Bastin in [11] and
recalled below.
Definition 3.2.4. We call basic quadratic Lyapunov function for the L2 norm (resp. for the H2 norm) and
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for the system (3.2.8), (3.2.9) the function V defined on L2(0, L) (resp. H2(0, L)) by:
V (U) =
∫ L
0
q1U
2
1 + q2U
2
2 dx(
resp. V (U) =
∫ L
0
q1U
2
1 + q2U
2
2 dx
+
∫ L
0
(A(U, x).Ux +B(U, x))
2
1q1 + (A(U, x).Ux +B(U, x))
2
1q2dx
+
∫ L
0
q1(∂UA.[A.Ux +B].Ux +A
d
dx
(A(U, x).Ux +B(U, x)) + ∂UB.[A.Ux +B])
2
1
+q2(∂UA.[A.Ux +B].Ux +A
d
dx
(A(U, x).Ux +B(U, x)) + ∂UB.[A.Ux +B])
2
2dx
)
,
(3.2.20)
where q1 and q2 belong to C
1([0, L],R∗+) and such that there exists γ > 0 and η > 0 such that for any
u ∈ L2(0, L) (resp. H2(0, L)) solution of the system (3.2.8),(3.2.9) with ∣∣u0∣∣
L2(0,L)
≤ η (resp. ∣∣u0∣∣
H2(0,L)
≤ η)
and any T > 0
dV (u(t))
dt
≤ −γV (u(t)), (3.2.21)
in a distributional sense on (0, T ). The function q1 and q2 are called coefficients of the basic quadratic
Lyapunov function.
Remark 3.2.3. As for the basic C1 Lyapunov functions, note that for any u ∈ C0([0, T ], H2(0, L)) solution
to (3.2.8) the expression (3.2.20) of a basic quadratic Lyapunov function for the H2 norm becomes
V (U) =
∫ L
0
q1u
2
1 + q2u
2
2dx
+
∫ L
0
(u1)
2
t q1 + (u2)
2
t q2dx
+
∫ L
0
(u1)
2
ttq1 + (u2)
2
ttq2dx,
(3.2.22)
which justifies the expression (3.2.20).
Remark 3.2.4. (Lyapunov functions and stability)
— The existence of a basic C1 Lyapunov function for a quasilinear hyperbolic system implies the expo-
nential stability for the C1 norm of this system. A proof for the general case is given in [106].
— Similarly the existence a basic quadratic Lyapunov function for the L2 (resp. H2) norm implies the
exponential stability of the system for the L2 (resp. H2) norm (see for instance the proof in [14] and
in particular (4.50)).
Finally we introduce the following notations, useful for the rest of the article,
ϕ1 = exp
(∫ x
0
M11(0, s)
Λ1
ds
)
,
ϕ2 = exp
(∫ x
0
M22(0, s)
Λ2
ds
)
,
ϕ =
ϕ1
ϕ2
,
(3.2.23)
a = ϕM12(0, ·),
b = M21(0, ·)/ϕ.
(3.2.24)
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While the function ϕ1 and ϕ2 represent the influence of the diagonal terms of M(0, ·) that would lead to an
exponential variation of the amplitude on [0, L] in the absence of coupling between u1 and u2, the function a
and b represent the coupling term of M(0, ·) after a change of variables on the system to remove the diagonal
coefficients of M (see (3.4.1) and (3.4.4)).
We can now state the main results.
3.3 Main results
3.3.1 Stability of a general 2× 2 hyperbolic system for the C1 norm
Theorem 3.3.1. Let a 2×2 quasilinear hyperbolic system of the form (3.2.8) be such that Λ1Λ2 > 0. Assume
that
G′(0) =
(
k1 0
0 k2
)
, where
k21 < exp
(∫ L
0
2
M11(0, s)
|Λ1| − 2 max
(∣∣∣∣a(s)Λ1
∣∣∣∣ , ∣∣∣∣b(s)Λ2
∣∣∣∣) ds
)
,
k22 < exp
(∫ L
0
2
M22(0, s)
|Λ2| − 2 max
(∣∣∣∣a(s)Λ1
∣∣∣∣ , ∣∣∣∣b(s)Λ2
∣∣∣∣) ds
)
.
(3.3.1)
Then there exists a basic C1 Lyapunov function and a basic quadratic H2 Lyapunov function. In particular,
the null steady-state u∗ ≡ 0 of the system (3.2.8)–(3.2.9) is exponentially stable for the C1 and the H2
norms.
This theorem is a direct consequence of Theorem 3.1 in [106] and will be proven in Appendix 3.8.3. From
this theorem, when the eigenvalues of the hyperbolic system have the same sign, the coupling between the
two equations does not raise any obstruction to the stability in the H2 and in C1 norm, so this case poses
no challenge. We will therefore focus on the case where the eigenvalues have opposite signs, and without loss
of generality we can assume that Λ1 > 0 and Λ2 < 0.
Theorem 3.3.2. Let a 2 × 2 quasilinear hyperbolic system be of the form (3.2.8), where A and B are C3
functions with Λ1 > 0 and Λ2 < 0. There exists a control of the form (3.2.9) such that there exists a basic
C1 Lyapunov function, if and only if
d′1 =
|a(x)|
Λ1
d2, (3.3.2)
d′2 = −
|b(x)|
|Λ2| d1, (3.3.3)
admit a positive solution d1, d2 on [0, L] or equivalently
η′ =
∣∣∣∣ aΛ1
∣∣∣∣+ ∣∣∣∣ bΛ2
∣∣∣∣ η2,
η(0) = 0,
(3.3.4)
admits a solution on [0, L], where a and b are defined in (3.2.24).
Moreover if one of the previous condition is verified and
G′(0) =
(
0 k1
k2 0
)
with k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
and k21 <
(
d1(0)
d2(0)
)2
, (3.3.5)
where d1 and d2 are any positive solution of (3.3.2)–(3.3.3), then the system (3.2.8)–(3.2.9) is exponentially
stable for the C1 norm.
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Remark 3.3.1. This result can be used in general to find good Lyapunov functions numerically and to
estimate the limit length under which the stability is guaranteed by solving linear ODEs which are quite
simple to handle.
The third equivalence together with the criterion given in [11] (recalled in Section 3.4) can be used to show
a link between the H2 and C1 stability. This link is given in the following corollary
Corollary 1. Let a 2 × 2 quasilinear hyperbolic system be of the form (3.2.8),(3.2.9), where A and B are
C3 functions and such that Λ1 > 0 and Λ2 < 0.
1. If there exists a basic C1 Lyapunov function then there exists a boundary control of the form (3.2.9)
such that there exists a basic quadratic Lyapunov function for the H2 norm.
Moreover, if M12(0, ·)M21(0, ·) ≥ 0, then the converse is true.
2. In particular if the system (3.2.8),(3.2.9) admits a basic C1 Lyapunov function and
G′(0) =
(
0 k1
k2 0
)
with k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
and k21 <
(
d1(0)
d2(0)
)2
, (3.3.6)
where d1 and d2 are positive solutions of (3.3.2)–(3.3.3), then under the same boundary control there
exists a basic quadratic Lyapunov function for the H2 norm.
Conversly if the system admits a basic quadratic H2 Lyapunov function and M12(0, ·)M21(0, ·) ≥ 0
and
G′(0) =
(
0 k1
k2 0
)
with k22 <
(
ϕ(L)
η(L)
)2
and k21 < η(0)
2, (3.3.7)
where η is a positive solution of
η′ =
∣∣∣∣ aΛ1 + b|Λ2|η2
∣∣∣∣ , (3.3.8)
then there exists a basic C1 Lyapunov function.
Remark 3.3.2. — The existence of a positive solution to (3.3.8) is guaranteed by [11] when there exists
a basic quadratic Lyapunov function for the H2 norm. This result is recalled in Theorem 3.4.2.
— The converse of 1. is wrong in general. An example where the system admits a basic quadratic H2
Lyapunov function but no basic C1 Lyapunov function, whatever are the boundary controls, is provided
in Appendix 3.8.2.
— To our knowledge the only such link that existed so far consists in the trivial case where B ≡ 0 and
where there consequently always exists both a basic quadratic H2 Lyapunov function and a basic C1
Lyapunov function. This link can be in fact extended to the Hp and Cq stability with p ≥ 2 and q ≥ 1
with the same condition (see Section 6).
This theoretical link can be complemented by the following practical theorem that enables to construct basic
quadratic H2 Lyapunov functions from basic C1 Lyapunov functions and conversely when possible.
Theorem 3.3.3. If there exists a boundary control of the form (3.2.9) such that there exists a basic C1
Lyapunov function with coefficients g1 and g2, then for any 0 < ε < min[0,L]((ϕ2/ϕ1)
√
g1/g2)/L there exists
a boundary control of the form (3.2.9) such that
1
Λ1
(√
g1
g2
ϕ1ϕ2 − ϕ21εId
)
and
1
|Λ2|
√
g2
g1
ϕ1ϕ2 (3.3.9)
are coefficients of a basic quadratic Lyapunov functions for the H2 norm, where Id refers to the identity
function.
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If there exists a basic quadratic H2 Lyapunov function with coefficients (q1, q2) and if M12(0, ·)M21(0, ·) ≥ 0,
then for all A ≥ 0 and ε > 0 there exists a boundary control of the form (3.2.9) such that g1 and g2 defined
by:
g1(x) = A exp
(
2
∫ x
0
M11(0, ·)
Λ1
− |M12(0, ·)|
Λ1
√
|Λ1|q1
|Λ2|q2 ds− εx
)
, (3.3.10)
g2 =
|Λ2|q2
Λ1q1
g1, (3.3.11)
induce a basic C1 Lyapunov function.
3.3.2 Stability of the general Saint-Venant equations for the C1 norm
We introduce the nonlinear Saint-Venant equations with a slope and a dissipative source term resulting from
the friction:
∂tH + ∂x(HV ) = 0,
∂tV + ∂x
(
V 2
2
+ gH
)
+
(
kV 2
H
− C
)
= 0,
(3.3.12)
where k > 0 is the constant friction coefficient, g is the acceleration of gravity, and C is the constant slope
coefficient. We denote by (H∗, V ∗) the steady-state around which we want to stabilize the system, and we
assume gH∗ − V ∗2 > 0 such that the propagation speeds have opposite signs, i.e. the system is in fluvial
regime (see [2] in particular (63)). The case where the propagation speeds have same sign raises no difficulty
and is treated by Theorem 3.1. We show two results depending on whether the slope or the friction is the
most influent.
Theorem 3.3.4. Consider the nonlinear Saint-Venant equations (3.3.12) with the boundary control:
h(t, 0) = b1v(t, 0),
h(t, L) = b2v(t, L),
(3.3.13)
such that
b1 ∈
(
−H
∗(0)
V ∗(0)
,−V
∗(0)
g
)
and b2 ∈ R \
[
−H
∗(L)
V ∗(L)
,−V
∗(0)
g
]
. (3.3.14)
If kV ∗2(0)/H∗(0) > C, this system admits a basic C1 Lyapunov function and the steady-state (H∗, V ∗) is
exponentially stable for the C1 norm.
Remark 3.3.3. It could seem surprising at first that the condition (3.3.14) that appears is the same as the
condition that appears for the existence of a basic quadratic H2 Lyapunov function (see [110]). This is an
illustration of the second part of Corollary 1.
Theorem 3.3.5. Consider the nonlinear Saint-Venant equations (3.3.12) on a domain [0, L]. If
kV ∗2(0)/H∗(0) < C then:
1. There exists L1 > 0 such that if L < L1, there exists boundary controls of the form (3.2.9) such
that the system admits a basic C1 Lyapunov function and (H∗, V ∗) is exponentially stable for the C1
norm.
2. There exists L2 > 0 independent from the boundary control such that, if L > L2, the system does not
admit a basic C1 Lyapunov function.
Remark 3.3.4. This last result is all the more interesting since it has been shown that for any L > 0 the
system always admits a basic quadratic H2 Lyapunov function (see [110]).
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3.4 C1 stability of a 2×2 quasilinear hyperbolic system and link
with basic quadratic H2 Lyapunov functions
In this section we prove Theorem 3.3.2, Corollary 1 and Theorem 3.3.3. For convenience in the computations,
let us first introduce the following change of variables to remove the diagonal coefficients of the source term:
z1(t, x) = ϕ1(x)u1(t, x),
z2(t, x) = ϕ2(x)u2(t, x),
(3.4.1)
where ϕ1 and ϕ2 are given by (3.2.23). This change of variables can be found in [11] and is inspired from
[127, Chapter 9]. Then the system (3.2.8) becomes
zt +A2(z, x)zx +M2(z, x)z = 0, (3.4.2)
where
A2(0, x) = A(0, x), (3.4.3)
M2(0, x) =
(
0 a(x)
b(x) 0
)
, (3.4.4)
with a and b given by (3.2.24), and (3.2.9) becomes:(
z+(0)
z−(L)
)
= G1
(
z+(L)
z−(0)
)
. (3.4.5)
where G1 as the same regularity than G. Showing the existence of a basic C
1 Lyapunov function (resp. a
basic quadratic H2 Lyapunov function) for the system (3.2.8)–(3.2.9) is obviously equivalent to showing the
existence of a basic C1 Lyapunov function (resp. a basic quadratic H2 Lyapunov function) for the system
(3.4.2), (3.4.5), and the stability of the steady-state u∗ ≡ 0 in (3.2.8)–(3.2.9) is equivalent to the stability of
the steady-state z∗ ≡ 0 in (3.4.2), (3.4.5). We now state two useful Lemma that can be found for instance
in [105]:
Lemme 3.4.1. Let n ∈ N∗. Consider the ODE problem
y′ = f(x, y, s),
y(0) = y0,
(3.4.6)
where y0 ∈ Rn. If f ∈ C0(R+ × Rn × R,Rn) and is locally Lipschitz in y for any s ∈ R, then for all s ∈ R
(3.4.6) has a maximum solution ys defined on an interval Is, and the function (x, s)→ ys(x) is continuous
on {(x, s) ∈ R2 : s ∈ R, x ∈ Is}.
Lemme 3.4.2. Let L > 0 and let g and f be continuous functions on [0, L]× R+ and locally Lipshitz with
respect to their second variable such that
g(x, y) ≥ f(x, y) ≥ 0, ∀ (x, y) ∈ [0, L]× R+. (3.4.7)
If there exists a solution y1 on [0, L] to
y′1 = g(x, y1),
y1(0) = y0,
(3.4.8)
with y0 ∈ R+, then there exists a solution y on [0, L] to
y′ = f(x, y),
y(0) = y0,
(3.4.9)
and in addition 0 ≤ y ≤ y1 on [0, L].
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Let us now prove Theorem 3.3.2, which is mainly based on the results in [106].
Proof of Theorem 3.3.2. Let a 2×2 quasilinear hyperbolic system be of the form (3.4.2). Using Theorem 3.2
in [106] on (3.4.2) we know that there exists a boundary control of the form of (3.2.9) such that there exists
a basic C1 Lyapunov function if and only if:
f ′1 ≤ −
2|a(x)|
Λ1
f
3/2
1√
f2
,
f ′2 ≥
2|b(x)|
|Λ2|
f
3/2
2√
f1
,
(3.4.10)
admit a solution on [0,L] with f1 > 0 and f2 > 0 on [0, L]. But as f1 and f2 are positive this is equivalent
to say that: (
1√
f1
)′
≥ |a(x)|
Λ1
1√
f2
, (3.4.11)(
1√
f2
)′
≤ −|b(x)||Λ2|
1√
f1
. (3.4.12)
Denoting d1 = 1/
√
f1 and d2 = 1/
√
f2 and checking that (f1, f2) ∈ R∗+ is equivalent to (d1, d2) ∈ R∗+, the
existence of a solution with positive components to (3.4.10) is equivalent to having a solution with positive
components on [0, L] to the system:
d′1 ≥
|a(x)|
Λ1
d2,
d′2 ≤ −
|b(x)|
|Λ2| d1.
(3.4.13)
Let us show that this is equivalent to the existence of a solution with positive components on [0, L] to the
system (3.3.2)-(3.3.3). One way is obvious: if there exists a solution with positive components to (3.3.2)-
(3.3.3) then it is also a solution with positive components to (3.4.13). Let us show the other way: suppose
that there exists a solution (d1, d2) to (3.4.13) with positive components on [0, L]. Then:(
d1
d2
)′
≥ |a(x)|
Λ1
+
|b(x)|
|Λ2|
(
d1
d2
)2
. (3.4.14)
Hence from Lemma 3.4.2 the system:
η′ =
|a(x)|
Λ1
+
|b(x)|
|Λ2| η
2, (3.4.15)
η(0) =
d1(0)
d2(0)
, (3.4.16)
admits a solution on [0, L]. We can now define g2 as the unique solution of:
g′2 = −η
∣∣∣∣b(x)Λ2
∣∣∣∣ g2,
g2(0) = d2(0) > 0,
(3.4.17)
and g1 = ηg2. Thus g1 and g2 exist on [0, L], and take only positive values and
g′1 =
|a(x)|
Λ1
g2, (3.4.18)
g′2 = −
∣∣∣∣b(x)Λ2
∣∣∣∣ g1. (3.4.19)
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Therefore this system admits a solution (g1, g2) with positive components on [0, L]. This ends the proof of
the first equivalence.
To prove the second equivalence, note from the previous that if there exists a solution to (3.4.13) with
positive components on [0, L] then there exists a function η on [0, L] such that:
η′ =
|a(x)|
Λ1
+
|b(x)|
|Λ2| η
2,
η(0) > 0.
(3.4.20)
Therefore by comparison the system :
η′ =
|a(x)|
Λ1
+
|b(x)|
|Λ2| η
2,
η(0) = 0,
(3.4.21)
admits a solution on [0, L].
Conversely, if (3.4.21) admits a solution on [0, L] then there exists ε > 0 such that:
η′ =
|a(x)|
Λ1
+
|b(x)|
|Λ2| η
2,
η(0) = ε,
(3.4.22)
admits a solution ηε on [0, L]. Defining as previously g2 the unique solution of:
g′2 = −ηε
∣∣∣∣b(x)Λ2
∣∣∣∣ g2,
g2(0) = ηε(0) > 0,
(3.4.23)
and g1 = ηεg2, then g1 and g2 and (g1, g2) is solution on [0, L] of the system (3.3.2)-(3.3.3). This ends the
proof of the second equivalence.
It remains now only to prove that if one of the previous conditions is verified, and if the boundary conditions
(3.2.9) satisfy (3.3.5), then the system (3.2.8)–(3.2.9) is exponentially stable for the C1 norm. Suppose that
the system (3.3.2)-(3.3.3) admits a solution (d1, d2) on [0, L] where d1 and d2 are positive, then from the
previous, (3.4.10) admits a solution (f1, f2) on [0, L] where f1 = d
−2
1 and f2 = d
−2
2 are positive. Therefore,
as y → y3/21 /
√
y2 is C
1 and hence locally Lipshitz on R∗+, and from Lemma 3.4.1, there exists σ1 > 0 such
that for all 0 ≤ σ < σ1 there exists on [0, L] a solution (f1,σ, f2,σ) of the system
f ′1,σ = −
2|a(x)|
Λ1
f
3/2
1,σ√
f2,σ
− σ,
f ′2,σ =
2|b(x)|
|Λ2|
f
3/2
2,σ√
f1,σ
+ σ,
(3.4.24)
with f1,σ > 0 and f2,σ > 0. Note that from the proof of Theorem 3.1 in [106] (see in particular
(4.29),(4.37),(4.45) and note that K := G′(0)), when these f1,σ and f2,σ exist, one only needs to show
the following condition to have a basic C1 Lyapunov function:
∃α > 0, ∃µ > 0, ∃p1 ≥ 0 : ∀p ≥ p1,
Λ1(L)f1,σ(L)
p(z1(t, L))
2pe−2pµL − |Λ2(L)|f2,σ(L)p
(
G′1(0).
(
z1(t, L)
z2(t, 0)
))2p
2
e2pµL
+ |Λ2(0)|f2,σ(0)pz2p2 (t, 0)− Λ1(0)f1,σ(0)p
(
G′1(0).
(
z1(t, L)
z2(t, 0)
))2p
1
> α(z2p1 + z
2p
2 )
(3.4.25)
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where G1 is given by (3.4.5). As (3.4.25) only needs to be true for one particular σ > 0 and using that f1,σ
and f2,σ are continuous with σ and fi,0 = fi for i ∈ {1, 2}, by continuity one only needs to show that:
∃α > 0, ∃µ > 0, ∃p1 ≥ 0 : ∀p ≥ p1,
Λ1(L)f1(L)
p(z1(t, L))
2pe−2pµL − |Λ2(L)|f2(L)p
(
G′1(0).
(
z1(t, L)
z2(t, 0)
))2p
2
e2pµL
+ |Λ2(0)|f2(0)pz2p2 (t, 0)− Λ1(0)f1(0)p
(
G′1(0).
(
z1(t, L)
z2(t, 0)
))2p
1
> α(z2p1 + z
2p
2 ).
(3.4.26)
Now under hypothesis (3.3.5) and with the change of variables (3.4.1) we have
G′1(0) =
(
0 k1
k2
ϕ(L) 0
)
. (3.4.27)
Therefore the condition (3.4.26) becomes:
∃α > 0, ∃µ > 0, ∃p1 ≥ 0 : ∀p ≥ p1,
(Λ1(L)f1(L)
pe−2pµL − k2p2 ϕ−2p(L)|Λ2|(L)f2(L)pe2pµL)(z1(t, L))2p
+ (|Λ2(0)|f2(0)p − k2p1 Λ1(0)f1(0)p)z2p2 (t, 0) > α(z2p1 + z2p2 ).
(3.4.28)
But as f1 = d
−2
1 and f2 = d
−2
2 , from (3.3.5)
ϕ−2(L)f2(L)k22 < f1(L),
f1(0)k
2
1 < f2(0).
(3.4.29)
Therefore by continuity there exists α > 0, µ > 0 and p1 ≥ 0 such that
∀p ≥ p1, e2µL(|Λ2|(L))1/pϕ−2(L)f2(L)k22 < f1(L)(Λ1(L))1/pe−2µL,
and (Λ1(0))
1/pf1(0)k
2
1 < f2(0)(|Λ2|(0))1/p,
(3.4.30)
and therefore (3.4.28) is verified, hence the system admits a basic C1 Lyapunov function and is exponentially
stable for the C1 norm. This ends the proof of Theorem 3.3.2.
Remark 3.4.1. This theorem has a theoretical interest as it gives a simple criterion to ensure the stability
of the system, but it has also a numerical interest. By computing numerically d2 and seeking the first point
where it vanishes, one can find the limit length Lmax above which there cannot exist a basic C
1 Lyapunov
function and under which the stability is guaranteed. Then the coefficients of the boundary feedback control
can also be designed numerically using d1 and d2 thus computed. Moreover, finding d1 and d2 only consists
in solving two linear ODEs and is therefore computationally very easy to achieve. An example is given with
the Saint-Venant equations in Section 3.5 to illustrate this statement. Finally the second equivalence is useful
to show Corollary 1.
Before proving Corollary 1, let us first state the following theorem dealing with the stability in the L2 norm
of linear hyperbolic systems:
Theorem 3.4.1 ([11]). Let a linear hyperbolic system be of the form:
zt +
(
Λ1(x) 0
0 Λ2(x)
)
zx +
(
0 a(x)
b(x) 0
)
z = 0, (3.4.31)
with Λ1 > 0 and Λ2 < 0. There exists a boundary control of the form (3.2.9) such that there exists a basic
quadratic Lyapunov function for the L2 norm and for this sytem if and only if there exists a function η on
[0, L] solution of:
η′ =
∣∣∣∣ b|Λ2|η2 + aΛ1
∣∣∣∣ ,
η(0) = 0.
(3.4.32)
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Besides for any σ > 0 such that
η′σ =
∣∣∣∣ aΛ1 + b|Λ2|η2σ
∣∣∣∣ ,
ησ(0) = σ,
(3.4.33)
has a solution ησ on [0, L] then
G′1(0) =
(
0 l1
l2 0
)
with l21 < η
2
σ(0) and l
2
2 <
1
η2σ(L)
, (3.4.34)
are suitable boundary conditions such that there exists a quadratic L2 Lyapunov function for the system
(3.4.31), (3.4.34).
Such Lyapunov function guarantees the global exponential stability in the L2 norm for a linear system under
suitable boundary controls of the form (3.2.9). This result can be extended to the stability in the H2 norm
when the system is nonlinear, namely we have:
Theorem 3.4.2. Let a quasilinear hyperbolic system be of the form (3.4.2) with Λ1 > 0 and Λ2 < 0, where
the Λi are defined in (3.2.6). There exists a boundary control of the form (3.4.5) such that there exists a
basic quadratic Lyapunov function for the H2 norm for this system if and only if there exists a function η
on [0, L] solution of:
η′ =
∣∣∣∣ b|Λ2|η2 + aΛ1
∣∣∣∣ ,
η(0) = 0.
(3.4.35)
Besides for any σ > 0 such that
η′σ =
∣∣∣∣ aΛ1 + b|Λ2|η2σ
∣∣∣∣ ,
ησ(0) = σ,
(3.4.36)
has a solution ησ on [0, L] then
G′1(0) =
(
0 l1
l2 0
)
with l21 < η
2
σ(0) and l
2
2 <
1
η2σ(L)
, (3.4.37)
are suitable boundary conditions such that there exists a quadratic H2 Lyapunov function for the system
(3.4.2), (3.4.37).
The proof of this theorem is straightforward and is given in Appendix 3.8.3. Knowing Theorem 3.4.2, we can
prove Corollary 1.
Proof of Corollary 1. Let a 2× 2 quasilinear hyperbolic system be of the form (3.4.2).
Let us suppose that there exists a boundary control such that there exists a basic C1 Lyapunov function.
Then from Theorem 3.3.2 there exists η1 solution on [0, L] of:
η′1 =
∣∣∣∣ aΛ1
∣∣∣∣+ ∣∣∣∣ bΛ2
∣∣∣∣ η21 ,
η1(0) = 0,
(3.4.38)
and from Lemma 3.4.2 there also exists η solution on [0, L] of
η′ =
∣∣∣∣ a|Λ1| + b|Λ2|η2
∣∣∣∣ ,
η(0) = 0.
(3.4.39)
98
Therefore, from Theorem 3.4.2 there exists a boundary control of the form (3.2.9) such that there exists a
basic quadratic Lyapunov function for the H2 norm for this system.
Let us suppose now that M12(0, ·).M22(0, ·) ≥ 0, then from (3.2.24) ab ≥ 0. Thus (3.4.39) and (3.4.38) are
the same equations and therefore, from Theorems 3.3.2 and Theorem 3.4.2 if there exists a boundary control
of the form (3.4.5) such that there exists a basic quadratic Lyapunov function for the H2 norm, then there
also exists a boundary control of the form (3.4.5) such that the system admits a basic C1 Lyapunov function.
This ends the proof of the first part of Corollary 1.
Let us now show the second part of Corollary 1. As previously, from (3.4.1) we only need to show the result
for the equivalent system (3.4.2), (3.4.5). Observe first that from Theorem 3.4.2, for any σ > 0 such that
η′2 =
∣∣∣∣ a|Λ1| + b|Λ2|η22
∣∣∣∣ ,
η2(0) = σ,
(3.4.40)
has a solution η2 on [0, L], then
G′1(0) =
(
0 l1
l2 0
)
with l21 < η
2
2(0) and l
2
2 <
1
η22(L)
, (3.4.41)
are suitable boundary conditions such that there exists a basic quadratic H2 Lyapunov function for the
system (3.4.2), (3.4.5), where G1 is given by (3.4.5). Now, let us suppose that there exists a basic C
1
Lyapunov function for the system (3.4.2), (3.4.5). From the first part of Corollary 1, there exists a boundary
control of the form (3.4.5) such that there exists a basic quadratic Lyapunov function for the H2 norm. Let
us suppose that
G′(0) =
(
0 k1
k2 0
)
with k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
and k21 <
(
d1(0)
d2(0)
)2
, (3.4.42)
where d1 and d2 are positive solutions of (3.3.2)–(3.3.3). Note that defining η3 = d1/d2 and σ = η3(0) =
d1(0)/d2(0) > 0 the condition (3.4.42) is equivalent to
G′1(0) =
(
0 l1
l2 0
)
with l21 < η
2
3(0) and l
2
2 <
1
η23(L)
. (3.4.43)
As from (3.3.2)-(3.3.3),
η′3 =
d′1
d2
− d1d
′
2
d22
=
∣∣∣∣ aΛ1
∣∣∣∣+ ∣∣∣∣ bΛ2
∣∣∣∣ η23 ,
and η3(0) = σ,
(3.4.44)
then from Lemma 3.4.2 the problem (3.4.40) has a solution η2 on [0, L] and η3(L) ≥ η2(L). Therefore G′(0)
also satisfies (3.4.41). Hence there exists a basic quadratic Lyapunov function for the H2 norm and the
system is exponentially stable for the H2 norm.
Let us now show the other way. Suppose that M12(0, ·)M22(0, ·) ≥ 0 and that the system admits a basic
quadratic Lyapunov function for the H2 norm. Then from Theorem 3.4.2 and by continuity of the solutions
with respect to the initial conditions there exists σ > 0 such that:
η′2 =
∣∣∣∣ a|Λ1| + b|Λ2|η22
∣∣∣∣ ,
η2(0) = σ.
(3.4.45)
has a solution on [0, L], that we denote η2. From hypothesis (3.3.7) there exists such σ > 0 such that the
condition (3.3.7) is still satisfied with η2. We can define
d2 = exp
(
−
∫ x
0
η2(s)
∣∣∣∣ b(s)Λ2(s)
∣∣∣∣ ds) , (3.4.46)
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d1 = η2d2. (3.4.47)
As |ab| = ab, then (d1, d2) is a solution of (3.3.2)–(3.3.3) and d1 > 0 and d2 > 0, and from (3.3.7) and
(3.4.46)–(3.4.47).
k22 < ϕ(L)
2
(
d2(L)
d1(L)
)2
and k21 <
(
d1(0)
d2(0)
)2
. (3.4.48)
Hence from Theorem 3.3.2 there exists a basic C1 Lyapunov function. This ends the proof of Corollary 1.
Proof of Theorem 3.3.3. Let us first note from (3.4.1) that (g1, g2) are the coefficients of a basic C
1 Lyapunov
function for the system (3.2.8) if and only if (f1, f2) are the coefficients of a basic C
1 Lyapunov for the system
(3.4.2) with
fi =
gi
ϕ2i
, i ∈ {1, 2}, (3.4.49)
Therefore, we will first prove the result for (3.4.2) and then use the change of coordinates (3.4.1) and the
transformation (3.4.49) to come back to the system (3.2.8). Let a 2× 2 quasilinear hyperbolic system be of
the form (3.4.2). Suppose that there exist boundary controls of the form (3.2.9) such that there exists a basic
C1 Lyapunov function with coefficients f1 and f2. Then from [106] (see in particular Theorem 3.2), one has:
f ′1 ≤ −
2|a(x)|
Λ1
f
3/2
1√
f2
,
f ′2 ≥
2|b(x)|
|Λ2|
f
3/2
2√
f1
,
(3.4.50)
Now let us denote d1 = f
−1/2
1 and d2 = f
−1/2
2 , then
d′1 ≥
|a(x)|
Λ1
d2, (3.4.51)
d′2 ≤ −
|b(x)|
|Λ2| d1. (3.4.52)
Therefore:
−
(
d1
d2
)′(
d2
d1
)′
≥
(∣∣∣∣ bΛ2
∣∣∣∣ (d1d2
)2
+
∣∣∣∣ aΛ1
∣∣∣∣
)(∣∣∣∣ bΛ2
∣∣∣∣+ ∣∣∣∣ aΛ1
∣∣∣∣ (d2d1
)2)
. (3.4.53)
Hence:
−
(
d1
d2
)′(
d2
d1
)′
≥
(∣∣∣∣ bΛ2
∣∣∣∣ (d1d2
)
+
∣∣∣∣ aΛ1
∣∣∣∣ (d2d1
))2
. (3.4.54)
Now let us take ε > 0 such that εL < min[0,L] (d2/d1). Note that from (3.4.49) this is equivalent to εL <
min[0,L]
(
ϕ2/ϕ1
√
g1/g2
)
, where g1 and g2 are the coefficients of the basic C
1 Lyapunov function for the
original system (3.2.8). We have: (
d1(x)
d2(x)
)′
≥ 0 (3.4.55)
and −
(
d1(x)
d2(x)
)′(
d2(x)
d1(x)
− εx
)′
>
(∣∣∣∣ b(x)Λ2(x)
∣∣∣∣ (d1(x)d2(x)
)
+
∣∣∣∣ a(x)Λ1(x)
∣∣∣∣ (d2(x)d1(x) − εx
))2
. (3.4.56)
It can be shown (see [11] or [14] in particular Theorem 6.10 for more details) that this condition implies that
1
Λ1
(
d2
d1
− εId
)
and
d1
|Λ2|d2
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are the coefficients of a basic quadratic Lyapunov function for the H2 norm for the system (3.4.2) for some
boundary controls of the form (3.4.5). Equivalently this means that, for some boundary controls of the form
(3.4.5),
V (t) =
∫ L
0
1
Λ1
(√
f1(x)
f2(x)
− εx
)
z21(t, x) +
1
|Λ2|
√
f2
f1
z22(t, x)dx
+
∫ L
0
1
Λ1
(√
f1(x)
f2(x)
− εx
)
(∂tz1)
2(t, x) +
1
|Λ2|
√
f2
f1
(∂tz2)
2(t, x)dx
+
∫ L
0
1
Λ1
(√
f1(x)
f2(x)
− εx
)
(∂2ttz1)
2(t, x) +
1
|Λ2|
√
f2
f1
(∂2ttz2)
2(t, x)dx
(3.4.57)
is a Lyapunov function for the H2 norm. Therefore using (3.4.49) and performing the inverse change of
coordinates to go from (3.4.2) to (3.2.8), V can also be written as
V (t) =
∫ L
0
1
Λ1
(√
g1
g2
− ϕ1
ϕ2
εx
)
ϕ1ϕ2u
2
1(t, x) +
1
|Λ2|
√
g2
g1
ϕ1ϕ2u
2
2(t, x)dx
+
∫ L
0
1
Λ1
(√
g1
g2
− ϕ1
ϕ2
εx
)
ϕ1ϕ2(∂tu1(t, x))
2 +
1
|Λ2|
√
g2
g1
ϕ1ϕ2(∂tu2(t, x))
2dx
+
∫ L
0
1
Λ1
(√
g1
g2
− ϕ1
ϕ2
εx
)
ϕ1ϕ2(∂
2
ttu1(t, x))
2 +
1
|Λ2|
√
g2
g1
ϕ1ϕ2(∂
2
ttu2(t, x))
2dx,
(3.4.58)
where g1 and g2 are the coefficients of the basic C
1 Lyapunov function of the system (3.2.8), and this con-
cludes the proof of the first part of Theorem 3.3.3.
To show the second part of Theorem 3.3.3 suppose that M12M21 ≥ 0. Therefore from (3.2.24), ab ≥ 0.
Suppose also that (l1, l2) are the coefficients of a basic quadratic Lyapunov functions for the H
2 norm for
the system (3.4.2), (3.4.5). Define hi =|Λi|li and
f1(x) = A exp
(
−
∫ x
0
2
|a|
Λ1
√
h1
h2
ds− εx
)
, (3.4.59)
f2 =
h2
h1
f1, (3.4.60)
where A > 0 and ε > 0 are taken arbitrarly. We have:
f ′1 = −2
|a|
Λ1
√
h1
h2
f1 − εf1 < −2 |a|
Λ1
√
h1
h2
f1 = −2 |a|
Λ1
f
3/2
1√
f2
, (3.4.61)
and ((
h2
h1
)′)2
=
(
h′2
1
h1
+
(
1
h1
)′
h2
)2
≥ 4h′2
(
1
h1
)′
h2
h1
. (3.4.62)
Besides li are the coefficients of a basic quadratic Lyapunov function for the H
2 norm for (3.4.2) therefore
(see [11], in particular (41)-(43)) h′1 < 0, h
′
2 > 0 and
h′2
(
1
h1
)′
>
(
a
Λ1
+
b
|Λ2|
h2
h1
)2
. (3.4.63)
Let us denote
I1 :=
(
h′2
(
1
h1
)′)1/2
−
∣∣∣∣ aΛ1 + b|Λ2| h2h1
∣∣∣∣ > 0. (3.4.64)
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Thus from (3.4.61), (3.4.62) and (3.4.63):
f ′2 ≥ 2
√
h2
h1
∣∣∣∣ aΛ1 + b|Λ2| h2h1
∣∣∣∣ f1 + 2
√
h2
h1
I1f1 + f
′
1
h2
h1
= 2
√
h2
h1
∣∣∣∣ aΛ1 + b|Λ2| h2h1
∣∣∣∣ f1 + 2
√
h2
h1
I1f1 − 2 |a|
Λ1
√
h2
h1
f1 − εf1h2
h1
.
(3.4.65)
Assuming now that ε < 2 min[0,L](I1
√
h1/h2), we have, as |ab| = ab and h1 and h2 are positive,
f ′2 > 2
√
h2
h1
|b|
|Λ2|
h2
h1
f1
= 2
|b|
|Λ2|
f
3/2
2√
f1
.
(3.4.66)
Therefore from (3.4.65) and (3.4.66) and Theorem 3.1 in [106], there exists a boundary control of the form
(3.4.5) such that (f1, f2) induce a basic C
1 Lyapunov function for the system (3.4.2). Performing the inverse
change of coordinates and using (3.4.1) there exists a boundary control of the form (3.2.9) such that (f1, f2)
induce a C1 basic Lyapunov function, where
g1(x) = A exp
(
2
∫ x
0
M11(0, ·)
Λ1
− |M12(0, ·)|
Λ1
√
|Λ1|q1
|Λ2|q2 ds− εx
)
, (3.4.67)
g2 =
|Λ2|q2
|Λ1|q1 g1, (3.4.68)
and (q1, q2) are the coefficients inducing a basic quadratic Lyapunov function for the H
2 norm for the system
(3.2.8)–(3.2.9). This ends the proof of Theorem 3.3.3.
3.5 An application to the Saint-Venant equations
In this section we will show Theorem 3.3.4 and Theorem 3.3.5. Before proving these results, we recall some
properties of the Saint-Venant equations. The steady-states (H∗, V ∗) of (3.3.12) are the solutions of:
∂x(H
∗V ∗) = 0,
∂x
(
V ∗2
2
+ gH∗
)
=
(
C − kV
∗2
H∗
)
.
(3.5.1)
Under the assumption of physical fluvial (also called subcritical) regime, i.e. 0 < V ∗ <
√
gH∗, these equations
reduce to:
H∗x = −H∗
V ∗x
V ∗
,
V ∗x = V
∗
kV ∗2
H∗ − C
gH∗ − V ∗2 ,
(3.5.2)
and have a unique maximal solution for a given H∗(0) and V ∗(0) verifying V ∗(0) <
√
gH∗(0). Observe now
that there are three different cases:
— kV
∗2(0)
H∗(0) > C, i.e. the friction is larger than the slope. In this case V
∗ is an increasing function, H∗ is
a decreasing function and therefore the friction stays larger than the slope on the whole domain, i.e.
kV ∗2/H∗ > C.
— kV
∗2(0)
H∗(0) = C, in this case the steady-states are uniform and thus defined on [0,+∞) and in particular
they are defined on [0, L] for any L > 0.
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— kV
∗2(0)
H∗(0) < C, in this case V
∗ is an decreasing function, H∗ is an increasing function, therefore the
slope stays larger than the friction on the whole domain. Note that the system moves away from the
critical regime, therefore the solution (H∗, V ∗) is defined on [0,+∞) and in particular it is defined on
[0, L] for any L > 0. A more rigorous proof will be given later on (see the the beginning of the proof
of Theorem 3.3.5).
Therefore, it is enough to look at the difference between the friction and the slope at the initial point x = 0
to know whether the slope or the friction is larger on the whole domain.
We will consider a steady-state (H∗, V ∗) with H(0)∗ = H∗0 and V (0)
∗ = V ∗0 the associated initial conditions,
and we define now the perturbations:
h = H −H∗ and v = V − V ∗. (3.5.3)
Assuming subcritical regime, i.e. V ∗ <
√
gH∗, the Saint-Venant equations (3.3.12) can be transformed using
the transformation described by (3.2.1)–(3.2.2)→(3.2.8)–(3.2.9) in
∂tu +A(u, x)∂xu +M(u, x)u = 0, (3.5.4)
where
u =
(
v + h
√
g
H∗
v − h√ gH∗
)
, (3.5.5)
Λ1 = V
∗ +
√
gH∗, (3.5.6)
Λ2 = V
∗ −
√
gH∗, (3.5.7)
M(0, ·) =kV
∗2
H∗
(
− 3
4(
√
gH∗+V ∗) +
1
V ∗ − 12√gH∗ − 14(√gH∗+V ∗) + 1V ∗ + 12√gH∗
1
4(
√
gH∗−V ∗) +
1
V ∗ − 12√gH∗ 34(√gH∗−V ∗) + 1V ∗ + 12√gH∗
)
− C
(
− 3
4(
√
gH∗+V ∗) − 14(√gH∗+V ∗)
1
4(
√
gH∗−V ∗)
3
4(
√
gH∗−V ∗)
)
.
(3.5.8)
Observe that the system is indeed strictly hyperbolic under small perturbations as Λ1 > 0 and Λ2 < 0. The
derivation of Λ1, Λ2 and M(0, ·) will not be detailed here but is quite straightforward and the expression
(3.5.6)–(3.5.8) can be found for instance in [14, Section 1.4.2].
Proof of Theorem 3.3.4. Let us suppose that the flow is in the fluvial regime on [0, L], therefore
V ∗(x) <
√
gH∗(x), ∀ x ∈ [0, L], (3.5.9)
and suppose that kV ∗20 /H
∗
0 > C. From the previous we have kV
∗2/H∗ > C on [0, L]. Thus from (3.5.8)
M12(0, ·) ≥ 0 and M21(0, ·) ≥ 0. Before going any further let us note that we know from [110] that there
exists a basic quadratic H2 function for the system (3.5.4) for some boundary controls of the form (3.4.5),
therefore Corollary 1 applies and there exists a boundary control of the form (3.4.5) such that there exists
a basic C1 Lyapunov function for this system.
Moreover from [110] (see Lemma 3.1), we know that
η =
ϕ1|Λ2|
ϕ2Λ1
, (3.5.10)
is a positive solution of:
η′ =
b
|Λ2|η
2 +
a
Λ1
. (3.5.11)
Therefore from the second part of Corollary 1 one has that if
G′(0) =
(
0 k1
k2 0
)
(3.5.12)
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with k22 <
ϕ2(L)
η2(L)
and k21 < η
2(0), (3.5.13)
where G is given by (3.2.9) and η by (3.5.10), then the system (3.5.4), (3.2.9) admits a basic C1 Lyapunov
function and is exponentially stable for the C1 norm.
It is therefore enough to show that the boundary conditions (3.3.13) under hypothesis (3.3.14) are equivalent
to boundary conditions of the form (3.2.9) satisfying the previous condition (3.5.12)–(3.5.13) in the new
system (3.5.4), obtained by the change of variables (3.5.5). Observe that from (3.3.13) we have
v(t, 0) + h(t, 0)
√
g
H∗(0)
= k1
(
v(t, 0)− h(t, 0)
√
g
H∗(0)
)
,
v(t, L)− h(t, L)
√
g
H∗(L)
= k2
(
v(t, L) + h(t, L)
√
g
H∗(0)
)
,
(3.5.14)
where
k1 :=
1 +
√
g
H∗(0)b1
1−
√
g
H∗(0)b1
 , (3.5.15)
1
k2
:=
1 +
√
g
H∗(L)b2
1−
√
g
H∗(L)b2
 , (3.5.16)
and therefore:
u1(t, 0) = k1u2(t, 0),
u2(t, L) = k2u1(t, L).
(3.5.17)
Therefore after the change of variables given by (3.5.5), the boundary conditions (3.3.13) are equivalent to
boundary conditions of the form (3.2.9) satisfying (3.5.12). All it remains to do is to prove that under the
hypothesis (3.3.14), the boundary conditions (3.5.17) also satisfy the condition (3.5.13). Now observe that
from (3.5.10), (3.5.15) and (3.5.16), the condition (3.5.13) becomes:1 +
√
g
H∗(0)b1
1−
√
g
H∗(0)b1
2 < (Λ2(0)
Λ1(0)
)2
, (3.5.18)
1 +
√
g
H∗(L)b2
1−
√
g
H∗(L)b2
2 > (Λ2(L)
Λ1(L)
)2
, (3.5.19)
which is equivalent to(
1−
(
Λ2(0)
Λ1(0)
)2)
+
(
1−
(
Λ2(0)
Λ1(0)
)2)(√
g
H∗(0)
b1
)2
+ 2
(
1 +
(
Λ2(0)
Λ1(0)
)2)√
g
H∗(0)
b1 < 0, (3.5.20)(
1−
(
Λ2(L)
Λ1(L)
)2)
+
(
1−
(
Λ2(L)
Λ1(L)
)2)(√
g
H∗(L)
b2
)2
+ 2
(
1 +
(
Λ2(L)
Λ1(L)
)2)√
g
H∗(L)
b2 > 0, (3.5.21)
and from (3.5.6) and (3.5.7) this is equivalent to having
b1 ∈
(
−H
∗(0)
V ∗(0)
,−V
∗(0)
g
)
and b2 ∈ R \
[
−H
∗(L)
V ∗(L)
,−V
∗(0)
g
]
. (3.5.22)
which is exactly (3.3.14). Therefore under boundary conditions (3.3.13) and hypothesis (3.3.14) the system
admits a basic C1 Lyapunov function and is therefore stable for the C1 norm, this ends the proof.
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Proof of Theorem 3.3.5. Let us suppose that C − kV ∗20 /H∗0 > 0 and gH∗0 > V ∗20 . Then there exists a unique
maximal solution (H∗, V ∗) to the equations (3.5.2). Let us prove that this solution is defined on [0,+∞).
Denoting L0 ∈ (0,∞] the limit such that the maximal solution is defined on [0, L0), we have from the
beginning of this section, in particular (3.5.9), that for all x ∈ [0, L0), H∗ and V ∗ are continuous, positive,
and:
kV ∗2
H∗
> 0, (3.5.23)
gH∗ > V ∗2. (3.5.24)
Therefore from (3.5.2), H∗ is an increasing function and V ∗ is a decreasing function. Besides, as H∗V ∗
remains constant, both H∗ and V ∗ remain positive. From (3.5.2) we can get an estimate on the growth of
H∗:
H∗x(1−
V ∗2
gH∗
) =
C
g
− kV
∗2
gH∗
, (3.5.25)
therefore
C
g
− kV
∗2
0
gH∗0
≤ H∗x(1−
V ∗2
gH∗
) ≤ C
g
, (3.5.26)
hence
0 <
C
g
− kV
∗2
0
gH∗0
≤ H∗x ≤
C
g(1− V ∗20gH∗0 )
. (3.5.27)
Thus H∗x is bounded, Hence L0 = +∞, as H∗ is an increasing function and cannot explode in finite length
and as V ∗ = H∗0V
∗
0 /H
∗ from (3.5.2).
Consider now the Saint-Venant equations transformed into the system (3.5.4) with (3.5.5)–(3.5.8). The first
part of the theorem is straightforward from Theorem 3.3.2 as there exists L1 > 0 such that (3.3.4) admits a
solution on [0, L1]. Let us now suppose by contradiction that for any L > 0 there exists a basic C
1 Lyapunov
function for the system. Then from Theorem 3.3.2, for any L > 0 there exists a solution η on [0, L] of
η′ =
∣∣∣∣ aΛ1
∣∣∣∣+ ∣∣∣∣ bΛ2
∣∣∣∣ η2,
η(0) = 0,
(3.5.28)
where a, b, Λ1 and Λ2 are given by (3.2.24), (3.5.6) and (3.5.7). From (3.5.27), H goes to +∞ when x goes
to +∞, and from (3.5.8) we have
M11(0, ·)
Λ1
+
M22(0, ·)
|Λ2| =
3C
4
(
1
Λ21
− 1
Λ22
)
+
kV ∗
H∗
(
1
Λ1
+
1
|Λ2|
)
+
kV ∗2
H∗
[
3
4
(
1
|Λ2|2 −
1
Λ21
)
+ (
1
|Λ2| −
1
Λ1
)
1
2
√
gH∗
]
,
=
−3C√gH∗V ∗
(gH∗ − V ∗2)2 +
√
g
H∗
2kV ∗
gH∗ − V ∗2 +
kV ∗2
H∗
[
3
√
gH∗V ∗
(gH∗ − V ∗2)2 +
V ∗
(gH∗ − V ∗2)√gH∗
]
,
=
√
g
H∗
1
(gH∗ − V ∗2)
[ −3CQ
gH∗ − V ∗2 +
2kQ
H∗
]
+
kQ2
H∗3
[√
g
H∗
3Q
(gH∗ − V ∗2)2 +
2Q
H∗(gH∗ − V ∗2)√gH∗
]
,
=
√
g
H∗
1
(gH∗ − V ∗2)
[
−3CQ+ 2kQg − 2kQ Q2H∗3
gH∗ − V ∗2
]
+O
(
1
H∗5
)
,
=O
(
1
H∗5/2
)
.
(3.5.29)
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We used here that H∗V ∗ is constant and therefore 1/(gH∗ − V ∗2) = O (1/H∗) when H∗ (or equivalently x)
goes to infinity. But from (3.5.27) we know that H∗ ≥ (C/g − kV ∗20 /gH∗0 )x+H∗0 . Therefore
M11(0, x)
Λ1
+
M22(0, x)
|Λ2| = O
(
1
x5/2
)
for x→ +∞, (3.5.30)
and thus is integrable. Hence
lim
x→+∞
ϕ1(x)
ϕ2(x)
= C2 > 0. (3.5.31)
Let us look at a/Λ1 and b/|Λ2|. We have
a
Λ1
=ϕ
M12(0, ·)
Λ1
=ϕ
(
C − kV ∗2H∗
4(
√
gH∗ + V ∗)
+
kV ∗2
H∗Λ1
[
1
V ∗
+
1
2
√
gH∗
])
=
ϕ
gH∗
(
C − kV ∗2H∗
4(1 + V
∗√
gH∗ )
2
+
kQ2g
H∗2(
√
gH∗ + V ∗)
[
H∗
Q
+
1
2
√
gH∗
])
.
(3.5.32)
Therefore
lim
x→+∞
agH∗
Λ1
=
C2C
4
. (3.5.33)
Similarly we can obtain:
lim
x→+∞
bgH∗
|Λ2| = −
C
4C2
. (3.5.34)
Therefore there exists x1 ∈ (0,∞) such that for all x > x1∣∣∣∣ aΛ1
∣∣∣∣ ≥ C2C5gH∗ , (3.5.35)∣∣∣∣ bΛ2
∣∣∣∣ ≥ C5C2gH∗ . (3.5.36)
Let L > x1, by assumption equation (3.5.28) has a solution η defined on [0, L] and from (3.5.35) and (3.5.36),
for all x > x1
η′ ≥ C
5gH∗
(C2 +
η2
C2
) ≥ C3C
5gH∗
(1 + η2), (3.5.37)
where C3 = min
(
C2,
1
C2
)
. From (3.5.27) right-hand side and (3.5.37) we have
η′
(1 + η2)
≥ C3C
5gH∗
≥
C3
(
1− V ∗20gH∗0
)
5(x+
(
1− V
∗2
0
gH∗0
)
C gH
∗
0 )
, (3.5.38)
hence ∫ x
x1
η′
(1 + η2)
dx ≥
∫ x
x1
C3
(
1− V ∗20gH∗0
)
5
x+
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
dx. (3.5.39)
Thus
arctan(η(x))− arctan(η(x1)) ≥ C3
5
(
1− V
∗2
0
gH∗0
)
ln
 x+
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
x1 +
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
 . (3.5.40)
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Note that the right-hand side does not depend on η and L and that
lim
x→+∞
C3
5
(
1− V
∗2
0
gH∗0
)
ln
 x+
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
x1 +
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
 = +∞. (3.5.41)
Therefore, as this is true for any L > 0 we can choose L such that
C3
5
(
1− V
∗2
0
gH∗0
)
ln
 L+
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
x1 +
(
1− V
∗2
0
gH∗0
)
C gH
∗
0
 ≥ pi2 . (3.5.42)
By hypothesis, there still exist a function η that verifies (3.5.40), is positive and defined on [0, L] with this
choice of L. Hence, arctan(η(L)) < pi/2. But, as η is positive, arctan(η(x1)) > 0 so we have from (3.5.40)
and (3.5.42)
arctan(η(L)) >
pi
2
(3.5.43)
Hence we have a contradiction. Therefore there exists L2 > 0 such that for any L > L2 there do not exist a
basic C1 Lyapunov function whatever the boundary conditions are. This ends the proof.
3.6 Numerical estimation
From Theorem 3.3.4 when kV ∗20 /H
∗
0 ≥ C there exists explicit static boundary controls under which the
general Saint-Venant equations are exponentially stable for the C1 norm, whatever the length of the channel.
When kV ∗20 /H
∗
0 < C no such explicit result exists but in practice we can however use Theorem 3.3.2 to find
the limit length under which stability can be guaranteed. We provide here some numerical estimations under
reasonable conditions (Q∗ = 1 m2.s−1, V ∗0 = 0.5 m.s
−1, k = 0.002). On Figure 3.1, one can see that for a
50km channel with a constant slope such that C = 2kV ∗20 /H
∗
0 , η exists and there is no problem. In Figure
3.2, we extended the channel until the limit length Lmax for this system and it appears that Lmax > 10
4km
and that H∗(Lmax) > 100m which is quite unrealistic in current hydraulic applications. This suggest that
for nearly all hydraulic applications it will be possible to design boundary conditions such that there exists
a basic C1 Lyapunov function that ensures the stability of the system for the C1 norm.
3.7 Further details
The previous results were derived for the C1 and the H2 norm but they can actually be extended to the Cq
and the Hp norm with the same conditions, for any p ∈ N∗ \ {1} and q ∈ N∗. To show that, one only needs
to realize that Theorem 3.1 and 3.2 in [106] and Theorem 3.4.1 (and therefore Theorem 3.4.2) are true for
the Cq and the Hp norm with the same conditions, for any p ∈ N∗ \ {1} and q ∈ N∗.
In conclusion we gave explicit conditions on the gain of the feedbacks to get exponential stability for the C1
norm for 2× 2 quasilinear hyperbolic systems with propagation speeds of the same sign. In the general case
we derived a simple criterion for the existence of basic C1 Lyapunov functions and a practical way to derive
admissible static feedback gains when this criterion is satisfied, simply by solving an ODE. We showed that
under some conditions on the coefficients of the source term the existence of a Hp and Cq basic Lyapunov
function for any p ∈ N∗ \ {1} and q ∈ N∗ are equivalent and that, in the general case, the existence of a Cq
Lyapunov function for any q ∈ N∗ for some appropriate boundary controls implies the existence of a basic
quadratic Hp Lyapunov function for any p ∈ N∗ \ {1} for some appropriate boundary controls. Finally we
showed that when the friction is larger than the slope the general nonlinear Saint-Venant equations can be
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Figure 3.1 – In the x-axis is represented the length of the water channel, in blue the height of the water for
the stationary state and in red the value of η.
Figure 3.2 – In the x-axis is represented the length of the water channel, in blue the height of the water in
stationary state and in red the value of η, one can see the limit length Lmax at which η explodes.
stabilized for the C1 norm by means of simple pointwise feedback, and we gave explicit conditions on the
feedbacks. When the the slope is larger than the friction no such general result can be shown. However, we
showed that for nearly all applications the Saint-Venant equations can be stabilized by means of such simple
feedbacks.
3.8 Appendix
3.8.1 Explicit form of B and regularity of A and B
Applying the transformation (3.2.3) on the system (3.2.8), B is given by:
B(u, x) = N(x)(F (Y)(Y∗x + (N
−1(x))′u) +D(Y)). (3.8.1)
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As Y∗ is a steady-state, it verifies the equation:
F (Y∗)∂xY∗ = −G(Y∗). (3.8.2)
Thus if we suppose that F and G are Cp on BY∗,η0 , where p ∈ N∗, as F is strictly hyperbolic with non-
vanishing eigenvalues, Y∗ is Cp+1 on [0, L]. Therefore, using (3.2.5) and (3.8.1), A and B are also Cp on
B0,η0 × [0, L].
3.8.2 Counter exemple of the converse of Corollary 1 in general
As mentionned earlier, from [110] we know that for any L > 0 the system (3.5.4) corresponding to the
Saint-Venant equations with boundary conditions (3.4.5) admits a basic quadratic H2 Lyapunov function.
However from Theorem 3.3.5 we know that there exists Lmax such that for L > Lmax the system does not
admit a C1 Lyapunov function whatever the boundary control is. This is a counter exemple of the Corollary
1 when one cannot ensure that M12 and M21 have the same sign.
3.8.3 Proof of Theorem 3.3.1
In this Theorem we rely mainly on Theorem 3.1 of [106]. Let a quasilinear 2 × 2 hyperbolic system of the
form (3.2.8)–(3.2.9) be with Λ1Λ2 > 0. Without loss of generality we can assume that Λ1 > 0 and Λ2 > 0.
As previously this system is equivalent to the system (3.4.2), (3.4.5) (see Section 3.4) and the existence of
a basic C1 (resp. basic quadratic H2) Lyapunov function for this system is equivalent to the existence of a
basic C1 (resp. basic quadratic H2) Lyapunov function for the system (3.2.8)–(3.2.9). Let us suppose that
G′(0) =
(
k1 0
0 k2
)
such that
k21 < exp
(∫ L
0
2
M11(0, s)
Λ1
− 2 max
( |a(s)|
Λ1
,
|b(s)|
Λ2
)
ds
)
,
k22 < exp
(∫ L
0
2
M22(0, s)
Λ2
− 2 max
( |a(s)|
Λ1
,
|b(s)|
Λ2
)
ds
)
,
(3.8.3)
then from (3.4.1) we have
G′1(0) =
(
l1 0
0 l2
)
such that
l21 < exp
(
−2
∫ L
0
max
( |a(s)|
Λ1
,
|b(s)|
Λ2
)
ds
)
,
l22 < exp
(
−2
∫ L
0
max
( |a(s)|
Λ1
,
|b(s)|
Λ2
)
ds
)
,
(3.8.4)
where G1 is defined in (3.4.5). Let us define f1 = f2 = f by
f(x) = exp
(
−2
∫ x
0
max
( |a(s)|
Λ1(s)
,
|b(s)|
Λ2(s)
)
ds
)
,∀x ∈ [0, L]. (3.8.5)
Then f is positive and C1 on [0, L] and
f ′ ≤ −2 |a(x)|
Λ1(x)
f3/2
f1/2
,
and f ′ ≤ −2 |b(x)|
Λ2(x)
f3/2
f1/2
.
(3.8.6)
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Besides, as G′1(0) is diagonal, if we define ρ∞ : M → min(‖∆M∆−1‖∞ : ∆ ∈ D+2 ) where D+2 is the space of
diagonal 2× 2 matrix with positive coefficients we have from (3.8.4):
ρ∞(G′1(0)) = max(l1, l2) <
√
f(L)
f(0)
. (3.8.7)
Therefore, from (3.8.6) and (3.8.7) and Theorem 3.1 in [106], there exists a basic C1 Lyapunov function and
therefore the system (3.2.8)–(3.2.9) is stable for the C1 norm.
Let us now show the stability for the H2 norm by showing that there exists a basic quadratic H2 Lyapunov
function for the system (3.4.2), (3.4.5). From (3.8.7) and by continuity we know that there exists σ > 0 such
that
max(l1, l2) <
√
g(L)
g(0)
, (3.8.8)
where g is defined by
g(x) = exp
(
−2
∫ x
0
max
( |a(s)|
Λ1(s)
,
|b(s)|
Λ2(s)
)
ds
)
− σ, ∀x ∈ [0, L]. (3.8.9)
We want now to be able to apply Theorem 6.6 in [14] which would give the result. Note that if we now define
q1 = g/Λ1 and q2 = g/Λ2 we have
−
(
(Λ1q1)
′ 0
0 (Λ2q2)
′
)
+
(
q1 0
0 q2
)(
0 a
b 0
)
+
(
0 a
b 0
)T (
q1 0
0 q2
)
=
 −g′ g ( bΛ2 + aΛ1)
g
(
b
Λ2
+ aΛ1
)
−g′
 , (3.8.10)
and this matrix is positive definite as g′ < 0 and:
g′2 − g2
(
b
Λ2
+
a
Λ1
)2
>
(
4 max
( |a|
Λ1
,
|b|
Λ2
)2
−
(
b
Λ2
+
a
Λ1
)2)
g2 ≥ 0. (3.8.11)
Besides (
q1(L)Λ1(L) 0
0 q2(L)Λ2(L)
)
−G′1(0)T
(
q1(0)Λ1(0) 0
0 q2(0)Λ2(0)
)
G′1(0)
=
(
g(L)− (1− σ)l21 0
0 g(L)− (1− σ)l22
) (3.8.12)
is positive semi-definite from (3.8.8). Therefore from Theorem 6.6 in [14] we know that the system admits a
basic quadratic H2 Lyapunov function and is stable for the H2 norm. This ends the proof of Theorem 3.3.1.
Remark 3.8.1. Although the existence of a basic quadratic H2 Lyapunov function is not stated directly in
Theorem 6.6 in [14] one can easily check that the theorem actually proves the H2 stability by showing that
there exists a basic quadratic H2 Lyapunov function as defined in Definition 3.2.4 (see in particular Lemma
6.8 in [14]).
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Chapter 4
A quadratic Lyapunov function for
Saint-Venant equations with arbitrary
friction and space-varying slope
This chapter is taken from the following article (also referred to as [110]):
Amaury Hayat and Peipei Shang. A quadratic Lyapunov function for Saint-Venant equations with arbitrary
friction and space-varying slope. Automatica J. IFAC, 100:52-60, 2019.
Abstract. The exponential stability problem of the nonlinear Saint-Venant equations is addressed in this
chapter. We consider the general case where an arbitrary friction and space-varying slope are both included in
the system, which lead to non-uniform steady-states. An explicit quadratic Lyapunov function as a weighted
function of a small perturbation of the steady-states is constructed. Then we show that by a suitable choice
of boundary feedback controls, that we give explicitly, the local exponential stability of the nonlinear Saint-
Venant equations for the H2-norm is guaranteed.
4.1 Introduction
Since discovered in 1871 by Barre´ de Saint-Venant [10], the shallow water equations (or Saint-Venant equa-
tions in unidimensional form) have been frequently used by hydraulic engineers in their practice. Their
apparent simplicity and their ability to describe fairly well the behaviour of rivers and water channel make
them a useful tool for many applications as for instance the regulation of navigable rivers and irrigation
networks in agriculture. Among which, the problem of designing control tools to regularize the water level
and the flow rate in the open hydraulic systems has been studied for a long time [71, 97, 137, 139, 141].
The Saint-Venant equations constitute a nonlinear 2 × 2 1-D hyperbolic system. In the last decades, the
boundary feedback stabilization problem for 1-D hyperbolic systems has been widely investigated, and many
tools have been developed. To our knowledge, the first result for nonlinear 2× 2 homogeneous systems was
obtained by Greenberg and Li [93] in the framework of C1 solutions by using the characteristic method.
Later on, this result was generalized by Qin [172] to n × n homogeneous systems. In 1999, Coron et al. in-
troduced another method: the quadratic Lyapunov function, firstly used to analyze the asymptotic behavior
of linear hyperbolic equations in the L2 norm but then generalized for nonlinear hyperbolic equations in the
framework of C1 and H2 solutions [48, 50, 52, 53]. Both of these two methods guarantee the exponential
stability of the nonlinear homogeneous hyperbolic systems when the boundary conditions satisfy an appro-
priate sufficient dissipativity property. Such boundary conditions are the so-called static boundary feedback
control and lead to feedbacks that only depend on the measures at the boundaries. However, when inhomoge-
nous systems are considered, it is usually difficult (or even impossible) to construct a quadratic Lyapunov
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function with static boundary feedback [13, Chapter 5.6] or in [12]. The backstepping method introduced by
Krstic et al. in [128] is a powerful tool to deal with the exponential stabilization of inhomogenous hyperbolic
systems. Initially developed for parabolic equations [181], this method has been firstly applied to first order
hyperbolic equations in [126], and then generalized to (n + 1) × (n + 1) linear hyperbolic systems with n
positive and one negative characteristic speed in [76, 197]. The case of general bidirectional linear systems
was recently treated in [112]. For the nonlinear case, one can refer to [65], where the authors designed a
full-state feedback control actuated on only one boundary and achieved exponential stability for the closed-
loop 2× 2 quasilinear hyperbolic systems in H2-norm. Later on, this result was generalized in [114] to n×n
quasilinear hyperbolic systems. In particular, in the context of the Saint-Venant equations, the backstepping
method has been used to achieve exponential stabilization of the linearized Saint-Venant Exner equations
with arbitrary slope or friction in [78], both in subcritical and supercritical regime. It has also been used
in [80] to stabilize a linearized bilayered Saint-Venant model, a 4 × 4 system of two Saint-Venant systems
interacting with each other. With the backstepping method, one can realize rapid decay (i.e., exponential
decay with arbitrary rate) or even finite time stabilization for some linear case [7, 60, 112]. However, one
requires a full-state feedback control rather than static boundary feedback control depending only on the
values at the boundaries. Nevertheless, in some cases, it is possible to design an observer to tackle this issue
[75, 77, 78, 197]. In this chapter, we will use a direct Lyapunov approach to study the exponential stability
for nonhomogeneous Saint-Venant equations with arbitrary friction and space-varying slope. The advantage
is that using this method, we only need to measure the value at the boundary, which is much easier for
practical implementations.
The first result concerning this method applied to Saint-Venant equations was obtained by Coron et al. in
1999 for the homogeneous case, i.e., without any friction or slope [52]. There, they use an entropy of the
system as a Lyapunov function. But this Lyapunov function has only a semi-negative definite time deriva-
tive. One has to conclude the stability result using LaSalle’s invariance principle which is usually difficult
to apply due to the problem of precompactness of the trajectories. Later on, the authors introduce in [53] a
strict Lyapunov function for conservation laws that can be diagonalized with Riemann invariants. The time
derivative of the Lyapunov function can be made strictly negative definite by an appropriate choice of the
boundary conditions. They apply the result to regulate the level and flow in an open channel without friction
or slope. Under the assumption that the friction and the slope are sufficiently small in C1-norm, with a bound
depending on the length of the channel, the stability may be proved using the method of characteristics as in
[83, 171]. Note that in [83], the results are applied to real data obtained from the river Sambre in Belgium.
Semigroup approaches have also been developed in [85] but using proportional integral control rather than
of purely static feedback control. The stability with sufficiently small coefficients may also be proved using a
Lyapunov approach as in [47, 50]. In the special case where the slope is a constant and “compensate” with
the influence of the friction, thus resulting the uniform steady-states, the stability of the linearized system
was considered in [18]. There, the authors use the same Lyapunov function as in [53]. More recently, in [16],
the authors managed to study the stability in H2-norm of the nonlinear and nonhomogeneous system when
the friction is arbitrary but in the absence of the slope. It should be noted that this last result was proved
using a basic quadratic Lyapunov function (see [12] for a proper definition) independent of the length of
the water channel which is not trivial as, usually, the existence of a basic quadratic Lyapunov function for
a nonhomogenous system depends on the size of the domain [99]. Of course for realistic description of the
behaviour of rivers one can easily understand that adding a slope is essential not only because it is the
prime mover of the flow but also because in some common cases the effect of the slope can be much larger
than the effect of the friction, both being non-negligible: it is the steep-slope regime (see for instance [43,
Chapter 5-3]). To our knowledge, no study so far takes into account arbitrary non-negligible friction, slope,
and river length through static feedback control, except in the special case mentioned previously where the
slope compensate exactly the friction and cancels the source term [18].
Our contribution in this chapter is that we managed to construct an explicit Lyapunov control function
to analyze the local exponential stability in H2-norm of the nonlinear Saint-Venant equations with static
boundary feedbacks in the case where both the friction and the slope are arbitrary (not necessarily small),
and where the river length can be arbitrary as well. This enables us to design robust static feedback con-
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trollers to ensure the exponential stability of the steady-states of the system. Especially we deal with the
case where the slope may vary with respect to the space variable. This is all the more important that the
slope is likely to vary in a river, even sometimes on short distances. We first describe three regimes depending
whether the influence of the slope is smaller, equal or greater to the influence of the friction and we show
that the dynamics in two opposite regimes are inverted. Then we construct a quadratic Lyapunov function
for the H2-norm whatever the friction and the slope are.
The organization of the chapter is as follows. In Section 4.2, we give a description of the non-linear Saint-
Venant equations together with some definitions and we state our main result (Theorem 4.2.2). In Section
4.3, the exponential stability of the linearized system is firstly studied by constructing a quadratic Lyapunov
function. Based on the results of the linearized system, we then show that a similar expanded Lyapunov func-
tion enables us to get the exponential stability of the nonlinear system by properly choosing the boundary
feedback controls. In Section 4.4, some numerical illustrations are given to support our theoretical result.
4.2 Description of the Saint-Venant equations and the main result
The non-linear Saint-Venant equations with slope and friction are given by the following system:
∂tH + ∂x(HV ) = 0, (4.2.1)
∂tV + ∂x
(
V 2
2
+ gH
)
+
(
kV 2
H
− gC
)
= 0, (4.2.2)
where H(t, x) is the water depth, V (t, x) is the horizontal water velocity. The slope C(·) ∈ C2([0, L]) is
defined by C(x) = −dB
dx
with B(x) the elevation of the bottom (bathymetry) which is therefore supposed
to be C3, g is the constant gravity acceleration and k is a constant friction coefficient. Note from (4.2.1) and
(4.2.2) that the equilibrium H∗ and V ∗ verifies:
H∗(x)V ∗(x) = Q∗, (4.2.3)
V ∗V ∗x + gH
∗
x +
(
kV ∗2
H∗
− gC
)
= 0. (4.2.4)
As we are interested in physical stationary states, we suppose that H∗ > 0 and V ∗ > 0. Therefore Q∗ > 0
is any given constant set point and corresponds to the flow rate. Substituting (4.2.3) to (4.2.4), we get that
V ∗ satisfies
V ∗x =
V ∗2(kV
∗3
Q∗ − gC)
gQ∗ − V ∗3 . (4.2.5)
Observe that the steady-states are therefore non necessary uniform. As we are interested in navigable rivers
we also suppose that the flow is in the fluvial regime, i.e.,
gH∗ > V ∗2 (4.2.6)
or equivalently gQ∗ − V ∗3 > 0. Then the system (4.2.1) and (4.2.2) has a positive and a negative eigenvalue
and for any flow rate Q∗, equation (4.2.5) has a unique C3 solution on [0, L] with any given boundary
data V ∗(0) = V ∗0 . Moreover, the steady-states have three possible dynamics depending on the slope as the
following.
1. When gC <
kV ∗2
H∗
, also known in hydraulic engineering as “mild slope regime”. This covers also the
case without slope. Note from (4.2.3) and (4.2.5) that in this case, H∗ decreases while V ∗ increases
and consequently the system becomes closer to the critical point where gH∗ = V ∗2 which is the limit
of the fluvial regime.
2. When gC =
kV ∗2
H∗
, which means that the friction and the slope “compensate” each other. When the
slope C is in additionally constant, the steady-states are uniform. This special case has been studied
in [18] and only for the linearized system.
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3. When gC >
kV ∗2
H∗
, also known in hydraulic engineering as “steep slope regime”. Then the dynamics of
the steady-states are inverted: H∗ tends to increase while V ∗ decreases and consequently the system
moves away from the limit of the fluvial regime defined by the critical point where gH∗ = V ∗2.
Our goal is to ensure the exponential stability of the steady-states of the nonlinear system (4.2.1) and (4.2.2)
for all the above three cases under some boundary conditions of the form:
V (t, 0) = B(H(t, 0)), V (t, L) = B(H(t, L)), (4.2.7)
where B : R→ R is of class C2. These kind of boundary conditions are imposed by physical devices located
at the ends of the channel where the controls are implemented, as for instance mobile spillways or tunable
hydraulic gates as in irrigation canals and navigable rivers.
Taking for instance a spillway outflow gate at x = L modelled by a simple linear model and imposing the
inflow with a tunable hydraulic gate at x = 0, the boundary conditions are
H(t, 0)V (t, 0) = U0(t), H(t, L)V (t, L) = κ(H(t, L)− U1(t)),
where κ is a constant depending on the gate, and where U0 the inflow and UL the spillway gate elevation
are our control functions with H(t, 0) and H(t, L) the observations as shown in (4.2.7). Some other explicit
expressions of the boundary conditions are given in [13, Section 1.4].
We will first prove the exponential stability for the linearized system for the L2-norm. Note that for nonlinear
systems, the stability depends on the topology considered as shown in [61]. In this chapter, we will consider
the exponential stability in H2-norm.
For any given initial condition
H(0, x) = H0(x), V (0, x) = V0(x), x ∈ [0, L], (4.2.8)
we suppose that the following compatibility conditions hold
V0(0) = B(H0(0)), V0(L) = B(H0(L)), (4.2.9)
∂x(
V 20
2
+ gH0)(0) +
kV 20
H0
(0)− gC(0)
= B′(H0(0))∂x(H0V0)(0), (4.2.10)
∂x(
V 20
2
+ gH0)(L) +
kV 20
H0
(L)− gC(L)
= B′(H0(L))∂x(H0V0)(L). (4.2.11)
These compatibility conditions guarantee the well-posedness of the system (4.2.1), (4.2.2), (4.2.7) and (4.2.8)
for sufficiently small initial data. More precisely, we have (see [13, Appendix B])
Theorem 4.2.1. There exists δ0 > 0 such that for every (H0, V0)
T ∈ H2((0, L);R2) satisfying
‖(H0 −H∗, V0 − V ∗)T ‖H2((0,L);R2) ≤ δ0
and compatibility conditions (4.2.9) to (4.2.11). The Cauchy problem (4.2.1), (4.2.2), (4.2.7) and (4.2.8) has
a unique maximal classical solution
(H,V )T ∈ C0([0, T );H2((0, L);R2))
with T ∈ (0,+∞).
We recall the definition of the exponential stability in H2-norm:
Definition 4.2.1. The steady-state (H∗, V ∗)T of the system (4.2.1), (4.2.2) and (4.2.7) is exponentially
stable for the H2-norm if there exist γ > 0, δ > 0 and C > 0 such that for every (H0, V0)
T ∈ H2((0, L);R2)
satisfying ‖(H0 − H∗, V0 − V ∗)T ‖H2((0,L);R2) ≤ δ and the compatibility conditions (4.2.9) to (4.2.11), the
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Cauchy problem (4.2.1), (4.2.2), (4.2.7) and (4.2.8) has a unique classical solution on [0,+∞) × [0, L] and
satisfies
‖(H(t, ·)−H∗, V (t, ·)− V ∗)T ‖H2((0,L);R2)
≤Ce−γt‖(H0 −H∗, V0 − V ∗)T ‖H2((0,L);R2), (4.2.12)
for all t ∈ [0,+∞).
Based on this definition, our main result is the following:
Theorem 4.2.2. The nonlinear Saint-Venant system (4.2.1), (4.2.2) and (4.2.7) is exponentially stable for
the H2-norm provided that the boundary conditions satisfy
B′(H∗(0)) ∈
(
− g
V ∗(0)
,−V
∗(0)
H∗(0)
)
,
and B′(H∗(L)) ∈ R \
[
− g
V ∗(L)
,−V
∗(L)
H∗(L)
]
.
(4.2.13)
The proof of this theorem is given in Section 3. To that end, we will first prove the exponential stability
result (Proposition 4.3.1) for the linearized system for the L2-norm by finding a suitable Lyapunov function.
Then we show that this Lyapunov function enables us to obtain the exponential stability for the H2-norm
for the nonlinear system under boundary control conditions (4.2.7) with properties (4.2.13).
4.3 Exponential stability for the H2-norm with arbitrary friction
and space-varying slope
4.3.1 Exponential stability of the linearized system
In this section, we study the exponential stability of the linearized system about a steady-state (H∗, V ∗)T
for the L2-norm. We define the perturbation functions h and v as
h(t, x) = H(t, x)−H∗(x), (4.3.1)
v(t, x) = V (t, x)− V ∗(x). (4.3.2)
The linearization of the system (4.2.1) and (4.2.2) about the steady-state is(
h
v
)
t
+
(
V ∗ H∗
g V ∗
)(
h
v
)
x
+
(
V ∗x H
∗
x
f∗H V
∗
x + f
∗
V
)(
h
v
)
= 0, (4.3.3)
where f∗H and f
∗
V are defined by
f∗V =
2kV ∗
H∗
, f∗H = −
kV ∗2
H∗2
. (4.3.4)
The corresponding linearization of the boundary conditions (4.2.7) are given by
v(t, 0) = b0h(t, 0), v(t, L) = b1h(t, L), (4.3.5)
where
b0 = B′(H∗(0)), b1 = B′(H∗(L)). (4.3.6)
The initial condition is given as follows
h(0, x) = h0(x), v(0, x) = v0(x), (4.3.7)
where (h0, v0)
T ∈ L2((0, L);R2). The Cauchy problem (4.3.3), (4.3.5) and (4.3.7) is well-posed (see [13, Ap-
pendix A]). Note that the exponential stability of the linearized system is now a problem of null-stabilization
for h and v. We have the following result:
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Proposition 4.3.1. For the linearized Saint-Venant system (4.3.3), (4.3.5) and (4.3.7), if the boundary
conditions satisfy
b0 ∈
(
− g
V ∗(0)
,−V
∗(0)
H∗(0)
)
, b1 ∈ R \
[
− g
V ∗(L)
,−V
∗(L)
H∗(L)
]
. (4.3.8)
Then there exists a constant µ > 0, q1 ∈ C1([0, L]; (0,+∞)), q2 ∈ C1([0, L]; (0,+∞)) and δ > 0 such that
the following control Lyapunov function candidate
V (h, v)=
∫ L
0
q1 + q2
H∗
(
gh2 + 2
q1 − q2
q1 + q2
√
gH∗hv +H∗v2
)
dx (4.3.9)
verifies:
V (h, v)≥δ(‖h‖2L2(0,L) + ‖v‖2L2(0,L)) (4.3.10)
for any (h, v) ∈ L2((0, L);R2), where L2(0, L) denotes L2((0, L);R). If in addition, (h, v)T is a solution of
the system (4.3.3), (4.3.5) and (4.3.7), we have
d
dt
(V (h(t, ·), v(t, ·))) ≤ −µV (h(t, ·), v(t, ·)) (4.3.11)
in the distribution sense which implies the exponential stability of the linearized system (4.3.3), (4.3.5) and
(4.3.7) for the L2-norm.
In order to prove Proposition 4.3.1, we introduce the following lemma, the proof of which is given in the
Appendix.
Lemme 4.3.1. The function η defined by
η =
λ2
λ1
ϕ (4.3.12)
is a solution to the equation
η′ =
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣ , (4.3.13)
where λ1 and λ2 are defined in (4.3.14), ϕ is given by (4.3.23), a and b are given by (4.3.26) below.
Proof of Proposition 4.3.1. Let us denote
A(x) =
(
V ∗ H∗
g V ∗
)
.
Under the subcritical condition (4.2.6), the matrix A(x) has two real distinct eigenvalues λ1 and −λ2 with
λ1(x)=
√
gH∗ + V ∗ > 0, λ2(x)=
√
gH∗ − V ∗ > 0. (4.3.14)
We define the characteristic coordinates as follows(
ξ1
ξ2
)
=
( √
g
H∗ 1
−√ gH∗ 1
)(
h
v
)
. (4.3.15)
With these definitions and notations, the linearized Saint-Venant equations (4.3.3) are written in character-
istic form: (
ξ1
ξ2
)
t
+
(
λ1 0
0 −λ2
)(
ξ1
ξ2
)
x
+
(
γ1 δ1
γ2 δ2
)(
ξ1
ξ2
)
= 0. (4.3.16)
In (4.3.16),
γ1(x) =− 3f(H
∗, V ∗)
4(
√
gH∗ + V ∗)
+
kV ∗
H∗
− kV
∗2
2H∗
√
gH∗
, (4.3.17)
118
δ1(x) =− f(H
∗, V ∗)
4(
√
gH∗ + V ∗)
+
kV ∗
H∗
+
kV ∗2
2H∗
√
gH∗
, (4.3.18)
γ2(x) =
f(H∗, V ∗)
4(
√
gH∗ − V ∗) +
kV ∗
H∗
− kV
∗2
2H∗
√
gH∗
, (4.3.19)
δ2(x) =
3f(H∗, V ∗)
4(
√
gH∗ − V ∗) +
kV ∗
H∗
+
kV ∗2
2H∗
√
gH∗
, (4.3.20)
where f(H∗, V ∗) =
kV ∗2
H∗
− gC.
As the diagonal coefficients of the source term in (4.3.16) may bring complexity on the analysis of the
stability, we then make a coordinate transformation inspired by [128] (see also [16]) to remove the diagonal
coefficients. We introduce the notations
ϕ1(x) = exp
(∫ x
0
γ1(s)
λ1(s)
ds
)
, (4.3.21)
ϕ2(x) = exp
(
−
∫ x
0
δ2(s)
λ2(s)
ds
)
, (4.3.22)
ϕ(x) =
ϕ1(x)
ϕ2(x)
, (4.3.23)
and the new coordinates (
y1
y2
)
=
(
ϕ1 0
0 ϕ2
)(
ξ1
ξ2
)
. (4.3.24)
Then system (4.3.16) is transformed into the following system expressed in the new coordinates(
y1
y2
)
t
+
(
λ1 0
0 −λ2
)(
y1
y2
)
x
+
(
0 a(x)
b(x) 0
)(
y1
y2
)
=0 (4.3.25)
with
a(x) = ϕ(x)δ1(x), b(x) = ϕ
−1(x)γ2(x). (4.3.26)
From (4.3.5), (4.3.15) and (4.3.24), we obtain the following boundary conditions for system (4.3.25)
y1(t, 0) =k0
ϕ1(0)
ϕ2(0)
y2(t, 0),
y2(t, L) =k1
ϕ2(L)
ϕ1(L)
y1(t, L), (4.3.27)
where
k0 =
b0H
∗(0) +
√
gH∗(0)
b0H∗(0)−
√
gH∗(0)
, k1 =
b1H
∗(L)−√gH∗(L)
b1H∗(L) +
√
gH∗(L)
. (4.3.28)
Note that from (4.3.28), it is easy to check that condition (4.3.8), using our notation (4.3.14), is equivalent
to
k20 <
(λ2(0)
λ1(0)
)2
, k21 <
(λ1(L)
λ2(L)
)2
. (4.3.29)
Let us define
V : L2(0, L)× L2(0, L)→ R+
V (ψ1, ψ2)=
∫ L
0
(
f1(x)ψ
2
1(x)e
− µλ1 x+f2(x)ψ22(x)e
µ
λ2
x
)
dx (4.3.30)
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where the parameter µ > 0 and two functions f1 ∈ C1([0, L]; (0,+∞)) and f2 ∈ C1([0, L]; (0,+∞)) are to
be determined. Obviously, there exists δ¯ > 0 such that for any (ψ1, ψ2) ∈ L2((0, L);R2)
V (ψ1, ψ2) ≥ δ¯(‖ψ1‖2L2(0,L) + ‖ψ2‖2L2(0,L)). (4.3.31)
For any arbitrary C1-solution y1 and y2 to system (4.3.25) and (4.3.27), we denote V (t) by
V (t) = V (y1(t, ·), y2(t, ·)). (4.3.32)
From (4.3.30) and differentiating V with respect to time t we get
dV
dt
=− µV −
[
λ1f1e
− µλ1 xy21 − λ2f2e
µ
λ2
xy22
]L
0
−
∫ L
0
[(
−(λ1f1)x − µxλ1x
λ1
f1
)
e−
µ
λ1
xy21
+
(
(λ2f2)x − µxλ2x
λ2
f2
)
e
µ
λ2
xy22
+ 2(f1e
− µλ1 xa(x) + f2e
µ
λ2
xb(x))y1y2
]
dx.
(4.3.33)
We observe that in (4.3.33), there is a term relying on the boundary controls that will be chosen to make
this term negative along the system trajectories. Moreover, there also appears to have an interior term which
is intrinsic to the system. Let us deal firstly with the interior term, we denote by
I1 :=
∫ L
0
[(
−(λ1f1)x − µxλ1x
λ1
f1
)
e−
µ
λ1
xy21
+
(
(λ2f2)x − µxλ2x
λ2
f2
)
e
µ
λ2
xy22
+ 2(f1e
− µλ1 xa(x) + f2e
µ
λ2
xb(x))y1y2
]
dx. (4.3.34)
To ensure that for µ > 0 sufficiently small, I1 is positive for any t > 0 and any solution (y1, y2), one only
needs to construct f1 and f2 to guarantee that for any x ∈ [0, L]
−(λ1f1)x > 0, (λ2f2)x > 0, (4.3.35)
−(λ1f1)x(λ2f2)x − (f1(x)a(x) + f2(x)b(x))2 > 0. (4.3.36)
Indeed in this case from the strict inequality in (4.3.35) and (4.3.36), by continuity, there exists µ1 > 0 such
that for all µ ∈ (0, µ1], I1 is positive.
Let us point out that there exist f1 and f2 such that (4.3.35) and (4.3.36) hold as soon as there exists a
positive function η well defined on [0, L] and satisfying the following equation (see [12])
η′ =
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣ . (4.3.37)
Therefore, one of the key points to prove Proposition 4.3.1 is to find a positive solution to (4.3.37). And from
Lemma 4.3.1 we know that such solution does exist. Hence, we can define a map
f : (η, ε)→
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣+ ε,
which is locally Lipschitz (and even C1) in ε around 0. From Lemma 4.3.1 we know thatη
′ = f(η, 0),
η(0) =
λ2(0)
λ1(0)
ϕ(0)
(4.3.38)
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admits a unique solution on [0, L] which is given by (4.3.12). Therefore, there exists ε0 > 0 such that for all
ε ∈ [0, ε0], the Cauchy problem 
η′ε =
∣∣∣∣ aλ1 + bλ2 η2ε
∣∣∣∣+ ε,
ηε(0) =
λ2(0)
λ1(0)
ϕ(0)
(4.3.39)
admits a unique solution ηε on [0, L]. Moreover as ηε(0) > 0, we have ηε(x) > 0 for all x ∈ [0, L]. Now
proceeding as in [12], we choose f1 and f2 as
f1 = f1,ε :=
1
λ1ηε
, f2 = f2,ε :=
ηε
λ2
, (4.3.40)
then we have for any ε ∈ (0, ε0] that
−(λ1f1)x > 0, (λ2f2)x > 0, (4.3.41)
−(λ1f1)x(λ2f2)x − (f1a+ f2b)2
=
ε2 + 2ε| aλ1 + bλ2 η2ε |
η2ε
> 0. (4.3.42)
Thus, (4.3.35) and (4.3.36) hold. Now, let us consider the boundary term in (4.3.33), we denote by
I2 := −
[
λ1f1e
− µλ1 xy21 − λ2f2e
µ
λ2
xy22
]L
0
. (4.3.43)
Suppose that (4.3.8) is satisfied, from (4.3.12), (4.3.29), (4.3.39) and (4.3.40), we have
k20<
(λ2(0)
λ1(0)
)2
=
λ2(0)f2,0(0)
λ1(0)f1,0(0)
ϕ−2(0)=
λ2(0)f2,ε(0)
λ1(0)f1,ε(0)
ϕ−2(0), (4.3.44)
k21 <
(λ1(L)
λ2(L)
)2
=
λ1(L)f1,0(L)
λ2(L)f2,0(L)
ϕ2(L). (4.3.45)
By the continuity of f1,ε(L) and f2,ε(L) with ε, there exists 0 < ε1 < ε0 such that for any ε ∈ (0, ε1]
k21 <
λ1(L)f1,ε(L)
λ2(L)f2,ε(L)
ϕ2(L), (4.3.46)
thus, there exists 0 < µ2 < µ1 such that for any µ ∈ (0, µ2]
k21 <
λ1(L)f1,ε(L)e
− µ
λ1(L)
L
λ2(L)f2,ε(L)e
µ
λ2(L)
L
ϕ2(L). (4.3.47)
Combining (4.3.44) and (4.3.47), we get
I2 =−
[
λ1f1e
− µλ1 xy21 − λ2f2e
µ
λ2
xy22
]L
0
=
(
k21λ2(L)f2,ε(L)ϕ
−2(L)e
µ
λ2(L)
L
− λ1(L)f1,ε(L)e−
µ
λ1(L)
L
)
y21(t, L) (4.3.48)
+
(
k20λ1(0)f1,ε(0)ϕ
2(0)− λ2(0)f2,ε(0)
)
y22(t, 0) < 0.
From (4.3.33), (4.3.41), (4.3.42) and (4.3.48), we obtain
dV
dt
< −µV (4.3.49)
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along the C1-solutions of the system (4.3.25) and (4.3.27) for any µ ∈ (0, µ2]. Since the C1-solutions are
dense in the set of L2-solutions, inequality (4.3.49) also holds in the sense of distributions for the L2-solutions
(see [13, Section 2.1] for the details).
Let us define
q1 := f1ϕ
2
1e
− µλ1 x and q2 := f2ϕ22e
µ
λ2
x. (4.3.50)
For any (h, v) ∈ L2((0, L);R2), let (ψ1, ψ2) be the result of the change of variable as in (4.3.15) and (4.3.24),
we get immediately from (4.3.30) and (4.3.50) the expression of Lyapunov function candidate as in (4.3.9).
Moreover, from the positivity of f1 and f2, we had (4.3.31), which implies that there exists δ > 0 such that
(4.3.10) holds using the change of variable (4.3.15) and (4.3.24). From (4.3.49), we get (4.3.11) as well. The
proof of Proposition 4.3.1 is completed.
4.3.2 Exponential stability of the steady-state of the nonlinear system in H2-
norm
We will now prove our main result, Theorem 4.2.2. Firstly, we recall the following theorem which gives
sufficient conditions for the exponential stability of the steady-state of the nonlinear system (4.2.1), (4.2.2)
and (4.2.7).
Theorem 4.3.2. The steady-state (H∗, V ∗)T of the system (4.2.1), (4.2.2) and (4.2.7) is exponentially stable
for the H2-norm if
— There exists two functions f1, f2 ∈ C1([0, L]; (0,+∞)) such that
− (λ1f1)x > 0, (λ2f2)x > 0 (4.3.51)
and
− (λ1f1)x(λ2f2)x>
(
a(x)
λ1(x)
f1(x)+
b(x)
λ2(x)
f2(x)
)2
(4.3.52)
for any x ∈ [0, L], where a and b are given by (4.3.26).
— The following inequalities are satisfied:(b0H∗(0) +√gH∗(0)
b0H∗(0)−
√
gH∗(0)
)2
<
λ2(0)f2(0)
λ1(0)f1(0)
ϕ−2(0),
(b1H∗(L)−√gH∗(L)
b1H∗(L) +
√
gH∗(L)
)2
<
λ1(L)f1(L)
λ2(L)f2(L)
ϕ2(L),
(4.3.53)
where b0, b1 and ϕ are given by (4.3.6) and (4.3.23) respectively.
Remark 4.3.1. This theorem comes directly from [13, Theorem 6.6 and 6.10]. Note that finding such f1
and f2 corresponds to finding a quadratic Lyapunov function V for the H
2-norm of the perturbations (4.3.1)
and (4.3.2) such that:
1
β
‖(h, v)T ‖H2 ≤ V ≤ β‖(h, v)T ‖H2 and dV
dt
≤ −αV (4.3.54)
for some α > 0 and β > 0. In particular, such Lyapunov function has some robustness with respect to small
perturbations of the system dynamics. More details about the construction of such Lyapunov function as well
as the proof of this theorem can be found in the Appendix.
Using Theorem 4.3.2, we shall finally prove Theorem 4.2.2 that is now straightforward.
Proof of Theorem 4.2.2. Note that the condition (4.3.51) and (4.3.52) are exactly the same with conditions
(4.3.35) and (4.3.36). Therefore from the proof of Proposition 4.3.1 for all ε ∈ (0, ε0], there exist f1 = f1,ε
122
and f2 = f2,ε defined by (4.3.40), continuous with respect to ε, such that (4.3.51) and (4.3.52) are verified
and
f1,0λ1
f2,0λ2
ϕ2 =
(
λ1
λ2
)2
, (4.3.55)
where ϕ is given by (4.3.23). Under hypothesis (4.2.13) of Theorem 4.2.2, we have (4.3.29), which together
with (4.3.55) gives (4.3.44). Recall that by the continuity of f1,ε and f2,ε with respect to ε, (4.3.46) holds
for any ε ∈ (0, ε1]. Combining (4.3.44), (4.3.46) and noticing (4.3.28), we obtain that(b0H∗(0) + gH∗(0)
b0H∗(0)− gH∗(0)
)2
<
λ2(0)f2,ε(0)
λ1(0)f1,ε(0)
ϕ−2(0),(b1H∗(L)− gH∗(L)
b1H∗(L) + gH∗(L)
)2
<
λ1(L)f1,ε(L)
λ2(L)f2,ε(L)
ϕ2(L).
(4.3.56)
Thus, we get from Theorem 4.3.2 that the steady-state (H∗, V ∗)T of the system (4.2.1), (4.2.2) and (4.2.7)
is exponentially stable for the H2-norm. This ends the proof of Theorem 4.2.2.
Remark 4.3.2. We emphasize that the exponential stability in Hp-norm holds in fact for any p ∈ N\{0, 1}
under the same condition (4.2.13) given in Theorem 4.2.2 when the map B is of class Cp and the definition
of the exponential stability involves an appropriate extension of the compatibility conditions of order p − 1
(see [13, Page.153] for the definition). This is a consequence of [13, Theorem 6.10]. Roughly speaking, this
can be obtained by considering the augmented systems and then using the same method as in the proof of
Theorem 4.3.2.
4.4 Numerical simulations
In this section, we illustrate Theorem 4.2.2 by providing numerical simulations of theH2-norm of the solutions
of the nonlinear system (4.2.1), (4.2.2) and (4.2.7). We focus on the steep slope regime (i.e. gC > kV 2/H) as
it is the most challenging situation to stabilize. The steady-state is chosen with initial condition prescribed
as H∗(0) = 2m, V ∗(0) = 0.5m/s. And the parameters are chosen as follows: k = 0.002, L = 3.103m, gC =
2kV ∗2(0)/H∗(0), the boundary controls are chosen such that B′(H∗(0)) = 1.1b0,lim, B′(H∗(L)) = 0.9b1,lim
where b0,lim = −V ∗(0)/H∗(0) and b1,lim = −V ∗(L)/H∗(L) are the critical upper bounds given in Theorem
4.2.2. The initial perturbations are chosen to be compatible at the boundaries and sinusoidal in the domain
with an amplitude of 0.2 m in height and 0.05m/s in velocity. In Fig.4.1, the blue curve represents the
variation of the H2-norm of the perturbations for the water level with time, while in Fig.4.2, the red curve
represents the behavior of the downstream controller V (t, L), which converges to the value V ∗(L) (in green).
4.5 Conclusion
In this chapter we addressed the problem of the exponential stability of the Saint-Venant equations with
arbitrary friction and space-varying slope. An explicit boundary condition was given which guarantees the
exponential stability of the nonlinear system in H2-norm. To that end, we first studied a corresponding lin-
earized system and proved the exponential stability result in L2-norm by constructing a quadratic Lyapunov
function. Then by expanding the Lyapunov function, we obtained the exponential stability of the nonlinear
system in H2-norm by requiring proper conditions on the boundaries. These boundary conditions are related
to physical devices located at the ends of the channel where the controls acting as feedback are implemented.
Finally, some numerical simulations are given to support our main result, Theorem 4.2.2.
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Figure 4.1 – Convergence of the height and velocity.
Figure 4.2 – Convergence of the controller at x = L to the value V ∗(L).
4.6 Appendix
4.6.1 Proof of Lemma 4.3.1
Proof. From (4.2.3), (4.2.5), (4.3.17) to (4.3.23) and (4.3.26), we get that(
λ2
λ1
ϕ
)′
=
λ′2λ1 − λ′1λ2
λ21
ϕ+
λ2
λ1
(
γ1
λ1
+
δ2
λ2
)
ϕ
=
3√gH∗V ∗
(
gC − kV ∗2H∗
)
λ21(gH
∗ − V ∗2) +
λ2γ1 + δ2λ1
λ21
ϕ
=
3√gH∗V ∗
(
gC − kV ∗2H∗
)
λ21(gH
∗ − V ∗2)
+
1
λ21
[
3
4
(
gC − kV
∗2
H∗
)[√
gH∗ − V√
gH∗ + V
−
√
gH∗ + V√
gH∗ − V
]
+
kV ∗2
H∗
(
2
√
gH∗
V ∗
+
V ∗√
gH∗
)]ϕ
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=
kV ∗2
H∗
(
2
√
gH∗
V ∗
+
V ∗√
gH∗
)
ϕ
λ21
.
Besides, we have
a
λ1
+
b
λ2
η2 =
(
δ1λ1 + γ2λ2
λ21
)
ϕ
=
kV ∗2
H∗
(
2
√
gH∗
V ∗
+
V ∗√
gH∗
)
ϕ
λ21
> 0.
Therefore
η′ =
a
λ1
+
b
λ2
η2 =
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣ .
This ends the proof of Lemma 4.3.1.
4.6.2 Proof of Theorem 4.3.2
Proof. This theorem is a particular case of [13, Theorem 6.10]. One just need to check that the system
(4.2.1), (4.2.2) and (4.2.8) with boundary conditions (4.2.7) satisfying the dissipative conditions (4.2.13) can
be written in the form of [13, (6.54)-(6.57)]. Note that this also implies the well-posedness of the system as
well. Indeed, we perform the change of variable(
z1
z2
)
=
(
ϕ1
√
g
H∗ ϕ1
−ϕ2
√
g
H∗ ϕ2
)(
h
v
)
, (4.6.1)
where h and v are the perturbations given by (4.3.1) and (4.3.2) and ϕ1 and ϕ2 are given by (4.3.21)
and (4.3.22) respectively. If we denote by z = (z1, z2)
T , the nonlinear system (4.2.1), (4.2.2) and (4.2.7) is
equivalent to:
zt +A(z, x)zx +B(z, x) = 0 (4.6.2)(
z1(t, 0)
z2(t, L)
)
= G
(
z1(t, L)
z2(t, 0)
)
, (4.6.3)
where
A(0, x) =
(
λ1 0
0 −λ2
)
, B(0, x) = 0
and
∂B
∂z
(0, x) =
(
0 a(x)
b(x) 0
)
and
G(0) = 0, G′(0) =
(
0 k0ϕ(0)
k1ϕ
−1(L) 0
)
(4.6.4)
with k0 and k1 defined in (4.3.28). Note that the boundary condition (4.6.3) obtained from (4.2.7) is true at
least locally, thus is in the form used in [13, Theorem 6.10]. To be more precise, noticing ϕ1(0) = 1, we get
from (4.6.1) that
z1(t, 0) = v(t, 0) +
√
g
H∗(0)
h(t, 0)
= V (t, 0)− V ∗(0) +
√
g
H∗(0)
h(t, 0)
= B(H(t, 0))− V ∗(0) +
√
g
H∗(0)
h(t, 0)
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= B(h(t, 0) +H∗(0))− V ∗(0) +
√
g
H∗(0)
h(t, 0)
:= l1(h(t, 0)). (4.6.5)
Similarly note that ϕ2(0) = 1, we obtain
z2(t, 0) = v(t, 0)−
√
g
H∗(0)
h(t, 0)
= B(h(t, 0) +H∗(0))− V ∗(0)−
√
g
H∗(0)
h(t, 0)
:= l2(h(t, 0)). (4.6.6)
From (4.3.6) and (4.6.6), we have
l′2(0) = B′(H∗(0))−
√
g
H∗(0)
= b0 −
√
g
H∗(0)
, (4.6.7)
which together with the definition of b0 in (4.3.8) gives that
l′2(0) < 0. (4.6.8)
Thanks to the implicit function theorem, we get from (4.6.5), (4.6.6) and (4.6.8) that in a neighborhood of 0
z1(t, 0) = m1(z2(t, 0)). (4.6.9)
Similarly, we can obtain in a neighborhood of 0 that
z2(t, L) = m2(z1(t, L)). (4.6.10)
Note that (4.6.9) and (4.6.10) are indeed in the form of (4.6.3). Then [13, Theorem 6.6 and 6.10] can be
directly applied to this particular case and gives the sufficient conditions (4.3.51), (4.3.52) and (4.3.53). We
remark here that the essential element of the proof for [13, Theorem 6.6 and 6.10] is that finding such f1
and f2 corresponds to finding a quadratic Lyapunov function for the H
2-norm of the form:
V =
∫ L
0
(
f1(x)z
2
1(t, x) + f2(x)z
2
2(t, x)
)
dx
+
∫ L
0
(
f1(x)z
2
1t(t, x) + f2(x)z
2
2t(t, x)
)
dx
+
∫ L
0
(
f1(x)z
2
1tt(t, x) + f2(x)z
2
2tt(t, x)
)
dx.
One can look at in particular Lemma 6.8 and (6.19) to (6.22) in [13]. This completes the statement of Remark
4.3.1.
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Chapter 5
Exponential stability of
density-velocity systems with
boundary conditions and source term
for the H2 norm
This chapter takes most of the following article (also referred to as [109]):
Amaury Hayat and Peipei Shang. Exponential stability of density-velocity systems with boundary conditions
and source term for the H2 norm. Preprint, 2019.
Abstract.
In this chapter, we address the problem of the exponential stability of density-velocity systems with boundary
conditions. Density-velocity systems are omnipresent in physics as they encompass all systems that consist
in a flux conservation and a momentum equation. In this chapter we show that any such system can be
stabilized exponentially quickly in the H2 norm using simple local feedbacks, provided a condition on the
source term which holds for most physical systems. This is true even when the source term is not dissipative.
Besides, the feedback laws obtained only depends on the target values at the boundaries, which implies that
they do not depend on the expression of the source term or the force applied on the system and makes them
very easy to implement in practice and robust to model errors. For instance, for a river modelled by the
Saint-Venant equations this means that the feedback laws do not require any information on the friction
model, the slope or the shape of the channel considered. This feat is obtained by showing the existence of a
basic H2 Lyapunov functions and we apply it to numerous systems: the general Saint-Venant equations, the
isentropic Euler equations, the motion of water in rigid-pipe, the osmosis phenomenon, etc.
5.1 Introduction
Density-velocity systems are important hyperbolic systems as they represent the physical phenomena where
the flux is conserved, while the energy can be either increased or decreased. In physics they are found in fluid
mechanics, electromegnetism, etc. The increase or decrease of the energy leads to nonuniform steady-states
with sometimes large variations in space. In this chapter, we address the exponential stability of such non-
linear systems for the H2 norm, although the result is also true for the Hp norm for any p ≥ 2. Mentioning
the norm is not superfluous as, for nonlinear systems, the stability for different norms are not equivalent
[62]. In particular it has been shown in [12] that the basic quadratic Lyapunov functions fail to ensure the
stabilization in the L2 norm for nonlinear hyperbolic systems systems and that one has to study the H2
norm instead. Other attempt of basic Lyapunov functions have been constructed to ensure the stability of
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hyperbolic systems in the C1 norm, for instance [49, 106, 107].
Physical density-velocity systems often have well-known conservative or dissipative energy or entropy func-
tions when no source term occurs [68]. These dissipative energy or entropy functions are quite useful for the
analysis of such system and enable to prove stability results (see for instance [52, 55] for the use of entropy
as control Lyapunov function for Saint-Venant equations and [46] for the Euler equations). When source
terms appear, however, no such function is usually known, especially when the source term is not dissipative.
In the previous contribution [16], the authors also studied the stabilization of hyperbolic density-velocity
equations, but with dissipative source terms only depending on the unknown functions. This is the case for
Saint-Venant equations with no slope and with a constant friction, or for the isentropic Euler equations when
the gas pressure is simply assumed to be a function of a gas density and a friction proportional to the square
of the velocity. However, the source terms may also depend on the space variable in practice and may not be
dissipative. This is the case for example for Saint-Venant equations with both slope and arbitrary friction,
or Euler equations with arbitrary friction slope, and general gas pressure, which are more realistic.
For general density-velocity systems, we find that for any H2 steady-state, there always exists a basic
quadratic Lyapunov function for the H2 norm (or basic H2 Lyapunov function) that guarantees the expo-
nential stability of the steady-state for the H2 norm provided suitable boundary conditions and physical
condition on the source term. For the link between dissipative entropies and basic quadratic Lyapunov func-
tions, one can look at Section 1.4.4 in the Introduction. Our result in this chapter is quite generic and can be
widely used in applications, we illustrate it by applying it to several physical systems: the general nonlinear
Saint-Venant equations, the general isentropic Euler equations, the motion of water in a rigid pipe, and a
flow model under osmosis phenomenon. Moreover, our method has many advantages when applying it in the
real world. For example, to stabilize the Saint-Venant equations, we require some knowledge on the section
and the velocities only at the boundaries. No information on the internal section profile, on the slope or
on the friction model is required. This is very convenient in practice, as this feedback law can be applied
without a clear information of the inner state of the channel (bathymetry, material, profile, etc.) since there
may be no way to know properly the precise shape or material of the channel. Besides, while many friction
models exist (see e.g. [42, Section 4.5]), it also completes the debate about which friction model to use as
this feedback law works for any of them, without requiring to know it.
The organization of the chapter is as follows. In Section 5.2, we present the main results: the exponential
stabilization of general density-velocity systems with two boundary controls. Moreover in Theorem 5.2.2,
the exponential stabilization result with single boundary control is presented. Then we apply the result to
several physical models. In Section 5.3, we give the proof of our main results, namely Theorem 5.2.1 and
Theorem 5.2.2. Finally, some detailed computations are provided in the appendix.
5.2 Model considered and main result
A nonlinear hyperbolic density-velocity system is composed of a mass conservation law and a balance of
momentum [16] and is thus given by
∂tH + ∂x(HV ) = 0, (5.2.1)
∂tV + V ∂xV + ∂x(P (H,x)) + S(H,V, x) = 0, (5.2.2)
where t ∈ [0,+∞), x ∈ [0, L] with L > 0 any arbitrary constant. In many applications, H : [0,+∞)× [0, L]→
(0,+∞) denotes the density, V : [0,+∞) × [0, L] → (0,+∞) denotes the propagation velocity, HV is the
flow density and and S(H,V, x) is a source term resulting of non-conservative forces acting on the system,
such as slope or friction. The first equation expresses the flux conservation and is often known as continuity
equation, while the second equation is usually referred as dynamical or momentum equation. In this second
equation, V ∂xV represents the variation of the kinetic energy, while ∂x(P (H,x)) represents the variation
of the potential energy and corresponds to a conservative force (e.g. pressure, gravitation, etc.). As we are
interested in physical systems, we assume that S ∈ C2((0,+∞)3;R), P ∈ C2((0,+∞)2;R) and here and
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hereafter, we also assume that
H > 0, V > 0, ∂HP (H,x) > 0. (5.2.3)
The steady-states (H∗, V ∗) of (5.2.1)–(5.2.2) are the solutions of
H∗x = V
∗
x
H∗
V ∗
, (5.2.4)
V ∗x = V
∗S(H
∗, V ∗, ·) + ∂xP (H∗, ·)
∂HP (H∗, ·)H∗ − V ∗2 . (5.2.5)
For each initial condition (H∗(0), V ∗(0)) ∈ (0,+∞)2 satisfying ∂HP (H∗(0), 0)H∗(0) − V (0)∗2 > 0, there
exists a unique maximal solution to (5.2.4)-(5.2.5), and this maximal solution exists as soon as the condition
∂HP (H
∗, ·)H∗ > V ∗2 is satisfied. Besides, as hyperbolic systems with propagation velocities of the same
sign can always be stabilized by the means of proportional boundary feedback (see e.g. [107]), we assume in
the following that the propagation velocities of this system have opposite signs, which, from (5.2.1)–(5.2.2),
means that ∂HP (H
∗, ·)H∗ > V ∗2. This holds for example in the case of the fluvial regime for Saint-Venant
equations.
In the following, we give two strategies of boundary controls. As a first strategy, Theorem 5.2.1 relies on
two boundary controls, i.e. the number of controls are equal to the number of the unknown functions. While
in practice, one may control only one boundary. In the regulation of navigable rivers, for instance, one
usually apply only one control at the downstream of the channel. Theorem 5.2.2 is thus concerned with the
stabilization of general density-velocity systems with a single boundary control.
Two boundary controls We aim at stabilizing the steady-states of (5.2.1)–(5.2.2) with boundary feedback
controls. We suppose that the boundary conditions have the form
V (t, 0) = B1(H(t, 0)),
V (t, L) = B2(H(t, L)),
(5.2.6)
where the control function B = (B1,B2) : R2 → R2 is of class C2. These kind of boundary conditions are im-
posed by physical devices in engineering system (e.g. sluice gates, feeding valves, pumps, etc.). This control
function is one of the most simple possible feedback law as one does not need to know the full state of the
system. Moreover, this control is local, which means that one only needs to measure the value at the same
end where the control acts.
As we study the stabilization in the H2 norm, for any given initial condition
H(0, x) = H0(x), V (0, x) = V0(x), x ∈ [0, L], (5.2.7)
with (H0, V0) ∈ H2((0, L);R2), we need to add the following first-order compatibility condition for any given
initial condition sufficiently regular
V0(0) =B1(H0(0)),
V0(L) =B2(H0(L)),
(V0∂xV0 + ∂HP (H0, ·)∂xH0 + ∂xP (H0, ·) + S(H0, V0, ·)) (0) =B′1(H0(0))∂x(H0V0)(0),
(V0∂xV0 + ∂HP (H0, ·)∂xH0 + ∂xP (H0, ·) + S(H0, V0, ·)) (L) =B′2(H0(L))∂x(H0V0)(L).
(5.2.8)
We recall now the definition of the exponential stability for the H2 norm.
Definition 5.2.1. A steady-state (H∗, V ∗) of the system (5.2.1), (5.2.2), (5.2.6) is exponentially stable for
the H2 norm if there exist δ > 0, γ > 0 and C > 0 such that, for any (H0, V0) ∈ H2((0, L);R2) satisfying
|H0 −H∗|H2 + |V0 − V ∗|H2 < δ, (5.2.9)
and the compatibility conditions (5.2.8), and for any T > 0, the Cauchy problem (5.2.1), (5.2.2), (5.2.6) and
(5.2.7) has a unique solution (H(t, ·), V (t, ·)) ∈ H2((0, L);R2) satisfying
|H(t, ·)−H∗|H2 + |V (t, ·)− V ∗|H2 ≤ Ce−γt (|H0 −H∗|H2 + |V0 − V ∗|H2) , ∀ t ∈ [0, T ). (5.2.10)
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Our main result is the following
Theorem 5.2.1. Assume that S ∈ C2((0,+∞)3;R) and P ∈ C2((0,+∞)2;R), let (H∗, V ∗) be a steady-state
of the nonlinear hyperbolic density-velocity system (5.2.1), (5.2.2), (5.2.6) satisfying
∂V S(H
∗, V ∗, ·)
V ∗
− ∂HS(H
∗, V ∗, ·)
∂HP (H∗, ·) ≥ 0. (5.2.11)
If the boundary conditions satisfy:
B′1(H∗(0)) ∈
[
−∂HP (H
∗(0), 0)
V ∗(0)
,−V
∗(0)
H∗(0)
]
,
B′2(H∗(L)) ∈ R \
[
−∂HP (H
∗(L), L)
V ∗(L)
,−V
∗(L)
H∗(L)
]
,
(5.2.12)
then the steady-state (H∗, V ∗) is exponentially stable for the H2 norm.
Remark 5.2.1. Note that condition (5.2.11) holds naturally for most physical systems with source terms,
(e.g. friction, slope, electric field, external forces, etc.), as illustrated in Section 5.2.1. Besides, note also that
the source term does not have to be dissipative, as S could be negative.
The proof of this result is given in Section 5.3. As announced in the introduction, this is done by showing
the existence of a basic quadratic Lyapunov function for the H2 norm (or basic H2 Lyapunov function).
Single boundary control Suppose now that we have only a single feedback control, the other boundary
condition being imposed, for instance by a constant but unknown upstream flow rate on which we cannot
act. The boundary conditions are now
H(t, 0)V (t, 0) = Q0,
V (t, L) = B2(H(t, L)),
(5.2.13)
where Q0 is the unknown constant inflow upstream, while B2 : R→ R of class C2 is still the control function.
Using the same basic quadratic Lyapunov function for the H2 norm we can still achieve the exponential
stability which is a direct application of Theorem 5.2.1 by noticing now that B1(H(t, 0)) = Q0/H(t, 0) and
that the steady-state satisfies H∗(x)V ∗(x) = Q0.
Theorem 5.2.2. Assume that S ∈ C2((0,+∞)3;R) and P ∈ C2((0,+∞)2;R), let (H∗, V ∗) be a steady-
state of the nonlinear hyperbolic density-velocity system (5.2.1), (5.2.2), (5.2.13) satisfying (5.2.11). If the
boundary control satisfies:
B′2(H∗(L)) ∈ R \
[
−∂HP (H
∗(L), L)
V ∗(L)
,−V
∗(L)
H∗(L)
]
, (5.2.14)
then the steady-state (H∗, V ∗) is exponentially stable for the H2 norm.
Remark 5.2.2. Note that Q0 is assumed to be constant otherwise no steady-state (H
∗, V ∗) exists. However,
the stabilization of slowly-varying target-state when Q0 can vary, possibly a lot, but slowly would hold under
the same condition, adapting the control as in [108].
Remark 5.2.3. Theorem 5.2.2 still holds if the control is located in x = 0 instead, while the imposed flow
is located in x = L.
5.2.1 Applications to physical systems
The system (5.2.1), (5.2.2) with boundary conditions (5.2.6) covers many well-known systems and we give
now a few examples.
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General Saint-Venant equations The Saint-Venant equations are the basis model for the regulation of
navigable rivers and irrigation networks in agriculture. The stabilization of the Saint-Venant equations by
means of local boundary feedbacks has been widely studied [16, 18, 52, 53, 83, 171]. Recently in [110], the
authors obtained the stabilization of the Saint-Venant equations with non-negligible friction and arbitrary
slope. However, this result is obtained under the assumption of a rectangular cross section with a constant
width and a known friction model. In the following, we show that our result applies to the most general 1D
Saint-Venant equations with arbitrary varying slope, section profile and friction model [10]:
∂tA+ ∂x(AV ) = 0, (5.2.15)
∂t(AV ) + ∂x(AV
2) + gA(∂xH − Sb(x) + Sf (A, V, x)) = 0, (5.2.16)
where A is the cross-sectional area of the section, V is the velocity, AV is consequently the flux, H is the
height of the water, Sb is the slope, Sf is the friction and g is the gravity acceleration. Note that the friction
logically depends on H and V but can also depend on x for external reasons, for instance if the material
of the channel changes. Whatever is the section profile, A is strictly increasing with H, thus there exists a
function G strictly increasing with A such that H = G(A, x) and consequently, using (5.2.15), (5.2.16) can
be written as
∂tV + V ∂xV + g∂AG(A, x)∂xA+ g∂xG(A, x) + g(Sf (A, V, x)− Sb(x)) = 0. (5.2.17)
Thus, system (5.2.15)-(5.2.16) has the form (5.2.1)–(5.2.2) with P = gG(A, x) and S = g(Sf − Sb). Besides,
to be physically acceptable, the friction term has to be increasing with V and decreasing with A. Hence
∂V S = g∂V Sf > 0 and ∂AS = g∂ASf < 0. Noticing that ∂AP = g∂AG(A, x) > 0, condition (5.2.11) is
satisfied and we have the following theorem
Theorem 5.2.3. Any steady-state (A∗, V ∗) of the general Saint-Venant equations (5.2.15), (5.2.17) with
boundary conditions (5.2.6) with A instead of H, is exponentially stable for the H2 norm provided that
B′(A∗(0)) ∈
[
−g∂AG(A
∗(0), 0)
V ∗(0)
,−V
∗(0)
A∗(0)
]
,
B′(A∗(L)) ∈ R \
[
−g∂AG(A
∗(L), L)
V ∗(L)
,−V
∗(L)
A∗(L)
]
.
(5.2.18)
Water motion in a rigid pipe The water motion in a rigid pipe is a common example for engineering
system, whose equations are given in [15] as follows
∂t
(
exp
(
gP
c2
))
+ ∂x
(
V exp
(
gP
c2
))
= 0,
∂tV + V ∂xV + ∂x(gP ) + Sf (V, x) = 0,
(5.2.19)
where P is the piezometric head, V > 0 is the speed of the water, c is the sound velocity in water, g is the
gravity acceleration, and Sf is the friction term. As previously, to be physically acceptable, the friction term
has to be nondecreasing with V , thus (5.2.11) holds. Denoting H = exp
(
gP/c2
)
, this system has the form
of (5.2.1)–(5.2.2) with P = gH. And obviously ∂HP > 0 thus Theorem 5.2.1 applies again.
The isentropic Euler equations The isentropic Euler equations are used to model the gas transportation
in pipelines. There are many literatures on the stabilization of the isentropic Euler equations [16, 81, 82, 94,
95, 99, 101]. But all those results are obtained without considering the pipeline slope and using the polytropic
gas assumpation or the isothermal assumpation. The isentropic Euler equations with slope and friction have
exactly the form (5.2.1)–(5.2.2) as (see e.g. [15][1.8.1] or [102])
∂t%+∂x(%V ) = 0,
∂tV+V ∂xV +
∂x(P(%))
%
+
1
2
θV |V |+ g sinα(x) = 0, (5.2.20)
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where % is the gas density, V is the velocity, α ∈ C2(R) is the slope of the pipe, g is the acceleration gravity,
P(%) is the pressure (increasing with %) with √P ′(%) > 0 being the sound speed in the gas, θ = λ/D
with λ > 0 is the friction coefficient and D > 0 the diameter of the pipe. In this case, P :=
∫ %
0
P ′(s)/s ds
and S = 1/2θV |V | + g sinα. Thus, ∂%P (%) > 0, ∂%S = 0, ∂V S > 0 as long as V > 0, which implies that
(5.2.11) holds and that Theorem 5.2.1 applies. Note that this holds in particular in the case where the gas
is polytropic, i.e. P = a2%γ with γ > 1 (as in [16]), and in the case of the isothermal Euler equation, i.e.
P = a2% (as in [102]).
Flow under osmosis Osmosis is a spontaneous movement of solvant or solute through a semipermeable
membrane in a solute/solvant mix. This phenomenon is extremely important in chemistry and biology as it
is the main way by which water is transported out of cells in living organisms. Besides, biological membranes
allow much faster filtration than any artificial mechanical membrane, thus attempts have been recently made
to design active membranes that would mimic this behavior and a mechanical model for this phenomenon
can be found in [154].
Osmosis phenomenon through a membrane permeable to the solute but not to the solvant can be modeled
by a potential barrier which acts on the solute. This creates, from Newton’s law, a volume force on the fluid
−c(x)∂xU , where U is the profile of the potential barrier, compactly supported, c is the concentration and
x is the space variable [154]. In an inviscid fluid modeled by the isentropic Euler equations (5.2.20), this
reduces to adding a pressure term. Therefore, we still have ∂%P (%) > 0, ∂%S = 0, ∂V S > 0 as long as V > 0,
and Theorem 5.2.1 applies. Note that any external potential acting on a fluid modeled by the isentropic
Euler equations would fit in our framework, osmosis is only an example.
5.2.2 Optimality of the conditions on the control
In this section, we will show the optimality of the conditions on the control in the sense that no basic
quadratic Lyapunov function that would always exist for density-velocity systems satisfying (5.2.11) can
give strictly less restrictive boundary conditions than (5.2.12) and (5.2.14), making these conditions quite
sharp. These results are given by Theorem 5.2.4 and Theorem 5.2.5.
Theorem 5.2.4. Assume that S ∈ C2((0,+∞)3;R) and P ∈ C2((0,+∞)2;R). Let a steady-state (H∗, V ∗) ∈
C1([0, L]) of the nonlinear hyperbolic density-velocity system (5.2.1), (5.2.2), (5.2.6) satisfying (5.2.11) with
S(H∗, V ∗, ·) ≤ 0. For any ε > 0 there exists L > 0 such that, if there exists a basic quadratic Lyapunov
function for the the H2 norm, then
B′(H∗(0)) ∈
(
−ε− ∂HP (H
∗(0), 0)
V ∗(0)
, ε− V
∗(0)
H∗(0)
)
,
B′(H∗(L)) ∈ R \
[
ε− ∂HP (H
∗(L), L)
V ∗(L)
,−ε− V
∗(L)
H∗(L)
]
.
(5.2.21)
This theorem shows therefore that the condition (5.2.12) given in Theorem 5.2.1 is quite sharp and cannot
be significantly improved. The situation is even clearer in the case of a single boundary control.
Theorem 5.2.5. Assume that S ∈ C2((0,+∞)3;R) and P ∈ C2((0,+∞)2;R). Let a steady-state (H∗, V ∗) ∈
C1([0, L]) of the nonlinear hyperbolic density-velocity system (5.2.1), (5.2.2), (5.2.13) satisfying (5.2.11).
There exists a basic quadratic Lyapunov function for the the H2 norm if and only if
B′(H∗(L)) ∈ R \
[
−∂HP (H
∗(L), L)
V ∗(L)
,−V
∗(L)
H∗(L)
]
. (5.2.22)
The proofs of Theorems 5.2.4 and 5.2.5 are given in Section 5.3.
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5.3 Exponential stability of density-velocity hyperbolic systems
In this section we prove Theorem 5.2.1. Let (H∗, V ∗) be a steady-state of (5.2.1)–(5.2.2). We start by proving
the exponential stability of the linearized system around this steady-state for the L2 norm to give an idea of
how the proof works and then, we show that the same type of Lyapunov function can be applied to ensure
the exponential stability of the nonlinear system for the H2 norm.
5.3.1 Exponential stability of the linearized system
Around the steady-state (H∗, V ∗), the linearized system of (5.2.1)-(5.2.2) and (5.2.6) is given by:
∂th+ V
∗∂xh+H∗∂xv + V ∗x h+H
∗
xv = 0,
∂tv + V
∗∂xv + V ∗x v + ∂HP (H
∗, x)∂xh+ ∂2HHP (H
∗, x)H∗xh+ ∂
2
xHP (H
∗, x)h
+ ∂HS(H
∗, V ∗, x)h+ ∂V S(H∗, V ∗, x)v = 0.
(5.3.1)
and
v(t, 0) = c1h(t, 0),
v(t, L) = c2h(t, L),
(5.3.2)
where h = H − H∗ and v = V − V ∗ are the perturbations and c1 = B′(H∗(0)) and c2 = B′(H∗(L)). To
simplify the notations, we denote from now on
∂HP (H
∗, x) := f(H∗, x), SH∗ := ∂HS(H∗, V ∗, x), SV ∗ := ∂V S(H∗, V ∗, x),
SH∗ := ∂xf(H
∗, x) + SH∗ .
(5.3.3)
Thus, the linearized system of (5.2.1)-(5.2.2) and (5.2.6) around the steady-state (H∗, V ∗) given by (5.3.1)
becomes(
h
v
)
t
+
(
V ∗ H∗
f(H∗, x) V ∗
)(
h
v
)
x
+
(
V ∗x H
∗
x
SH∗ + ∂Hf(H∗, x)H∗x SV ∗ + V
∗
x
)(
h
v
)
=
(
0
0
)
. (5.3.4)
We prove the following proposition
Proposition 5.3.1. Let (H∗, V ∗) be any given steady-state such that (5.2.11) holds, if the boundary condi-
tions satisfy:
c1 ∈
[
−f(H
∗(0), 0)
V ∗(0)
,−V
∗(0)
H∗(0)
]
,
c2 ∈ R \
[
−f(H
∗(L), L)
V ∗(L)
,−V
∗(L)
H∗(L)
]
,
(5.3.5)
then the null steady-state h = 0, v = 0 of the system (5.3.4)–(5.3.2) is exponentially stable for the L2 norm.
Proof. Observe that the matrix
(
V ∗ H∗
f(H∗, ·) V ∗
)
can be diagonalized, therefore the system can be put under
the Riemann invariant form by the following change of variables(
z1
z2
)
=
 √ f(H∗,x)H∗ 1
−
√
f(H∗,x)
H∗ 1
(h
v
)
. (5.3.6)
Then (5.3.4) becomes (see Appendix 5.4.1)
∂tz1 + λ1∂xz1 + γ1z1 + δ1z2 = 0,
∂tz2 − λ2∂xz2 + γ2z1 + δ2z2 = 0,
(5.3.7)
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where
λ1 = V
∗ +
√
f(H∗, x)H∗ > 0, λ2 =
√
f(H∗, x)H∗ − V ∗ > 0 (5.3.8)
and
γ1 =
1
4
(
2SV ∗ + 2SH∗
√
H∗
f(H∗, x)
− 3λ2V
∗
x
V ∗
− λ1 ∂xf(H
∗, x)
f(H∗, x)
+ λ2
∂Hf(H
∗, x)H∗x
f(H∗, x)
)
,
γ2 =
1
4
(
2SV ∗ + 2SH∗
√
H∗
f(H∗, x)
+ λ1
V ∗x
V ∗
− λ2 ∂xf(H
∗, x)
f(H∗, x)
+ λ1
∂Hf(H
∗, x)H∗x
f(H∗, x)
)
,
δ1 =
1
4
(
2SV ∗ − 2SH∗
√
H∗
f(H∗, x)
− λ2V
∗
x
V ∗
+ λ1
∂xf(H
∗, x)
f(H∗, x)
− λ2 ∂Hf(H
∗, x)H∗x
f(H∗, x)
)
,
δ2 =
1
4
(
2SV ∗ − 2SH∗
√
H∗
f(H∗, x)
+ 3λ1
V ∗x
V ∗
+ λ2
∂xf(H
∗, x)
f(H∗, x)
− λ1 ∂Hf(H
∗, x)H∗x
f(H∗, x)
)
.
(5.3.9)
The boundary conditions (5.3.2) become
z1(t, 0) = k1z2(t, 0), z2(t, L) = k2z1(t, L) (5.3.10)
with
k1 =
c1 +
√
f(H∗(0),0)
H∗(0)
c1 −
√
f(H∗(0),0)
H∗(0)
, k2 =
c2 −
√
f(H∗(L),L)
H∗(L)
c2 +
√
f(H∗(L),L)
H∗(L)
. (5.3.11)
With these conditions, the Cauchy problem (5.3.7), (5.3.10) with any given initial condition z(0, x) =
(z10, z20) ∈ L2((0, L);R2) is well-posed (see [15, Appendix A]), which implies that the original system in
physical coordinates is also well-posed.
We define the function φ by
φ(x) = exp
(∫ x
0
γ1(s)
λ1(s)
+
δ2(s)
λ2(s)
ds
)
(5.3.12)
and we introduce the following lemma, that can also be found in [110] in the particular case of the Saint-
Venant equations with constant rectangular section and friction given by Sf = kV
2A−1 where k > 0 is a
constant friction coefficient.
Lemme 5.3.1. For any x ∈ [0, L],(
λ2
λ1
φ
)′
(x) =
φδ1
λ1
+
φ−1γ2
λ2
(
λ2
λ1
φ
)2
. (5.3.13)
The proof of this lemma is given in the Appendix 5.4.2. We introduce now the following Lyapunov function
candidate for the L2 norm
V =
∫ L
0
(
f1(x)e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
xz21(t, x) + f2(x)e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
xz22(t, x)
)
dx, (5.3.14)
where µ > 0 is a constant and f1, f2 are positive C
1 functions to be chosen later on. From the positivity of
f1 and f2, there exist a1 and a2 positive constants such that
a2‖(z1, z2)‖L2((0,L);R2) ≤ V ≤ a1‖(z1, z2)‖L2((0,L);R2) (5.3.15)
which means that V is equivalent to the L2 norm of (z1, z2), thus is equivalent to the L
2 norm of (h, v) from
the linear change of variables (5.3.6). Therefore, it suffices to show the exponential decay of V to obtain the
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exponential stability of (5.3.4) and (5.3.2) for the L2 norm. Differentiating (5.3.14) with time along the C1
solutions, one has
dV
dt
=−
[
λ1f1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
xz21 − λ2f2e−2
∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
xz22
]L
0
−
∫ L
0
[
(2f1γ1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
x − (λ1f1e2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
x)′)z21
+ (2f2δ2e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
x + (λ2f2e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
x)′)z22
+ 2(f1δ1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
x + f2γ2e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
x)z1z2
]
dx.
=− µV −
[
λ1f1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
xz21 − λ2f2e−2
∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
xz22
]L
0
−
∫ L
0
[
− (λ1f1)′e2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
xz21 + (λ2f2)
′e−2
∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
xz22
− µxλ
′
1
λ1
f1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
xz21 −
µxλ′2
λ2
f2e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
xz22
+ 2(f1δ1e
2
∫ x
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
x + f2γ2e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
e
µ
λ2
x)z1z2
]
dx.
(5.3.16)
Using the boundary conditions (5.3.10), we get
dV
dt
=−
(
λ1(L)f1(L)e
2
∫ L
0
γ1(s)
λ1(s)
ds
e−
µ
λ1
L − k22λ2(L)f2(L)e−2
∫ L
0
δ2(s)
λ2(s)
ds
e
µ
λ2
L
)
z21(t, L)
− (λ2(0)f2(0)− k21λ1(0)f1(0)) z22(t, 0)
−
∫ L
0
(
e
∫ x
0
γ1(s)
λ1(s)
ds
z1
e
− ∫ x
0
δ2(s)
λ2(s)
ds
z2
)T
I
(
e
∫ x
0
γ1(s)
λ1(s)
ds
z1
e
− ∫ x
0
δ2(s)
λ2(s)
ds
z2
)
dx,
(5.3.17)
where
I =
 (−(λ1f1)′ − µxλ′1λ1 f1) e− µλ1 x f1δ1φ(x)e− µλ1 x + f2γ2φ−1(x)e µλ2 x
f1δ1φ(x)e
− µλ1 x + f2γ2φ−1(x)e
µ
λ2
x
(
(λ2f2)
′ − µxλ′2λ2 f2
)
e
µ
λ2
x
 . (5.3.18)
Therefore, by continuity and using the definition of φ given in (5.3.12), it suffices to show that there exist
f1 and f2, such that the following matrix
I0 =
( −(λ1f1)′ f1δ1φ(x) + f2γ2φ−1(x)
f1δ1φ(x) + f2γ2φ
−1(x) (λ2f2)′
)
(5.3.19)
is positive definite and that
λ1(L)f1(L)φ
2(L)− k22λ2(L)f2(L) > 0,
λ2(0)f2(0)− k21λ1(0)f1(0) > 0 (5.3.20)
to prove the exponential decay of V .
Before going any further, observe that under the assumption (5.2.11), from (5.3.9), (5.3.8) and noticing the
notations (5.3.3), one has
φδ1
λ1
+
φ−1γ2
λ2
(
λ2
λ1
φ
)2
=
φ
λ21
(λ1δ1 + λ2γ2)
=
φ
λ21
(
(λ1 + λ2)
2
SV ∗ +
(λ2 − λ1)
2
SH∗
√
H∗
f(H∗, x)
+
(λ21 − λ22)
4
∂xf(H
∗, x)
f(H∗, x)
)
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=
φ
λ21
(√
f(H∗, x)H∗SV ∗ − V ∗
√
H∗
f(H∗, x)
SH∗
)
≥ 0, (5.3.21)
which together with Lemma 5.3.1 implies that λ2φ/λ1 is a solution to the differential equation
η′ =
∣∣∣∣ δ1λ1φ+ γ2λ2φ−1η2
∣∣∣∣ , η(0) = λ2(0)λ1(0) (5.3.22)
on [0, L]. Thus, there exists ε1 > 0 such that for any ε ∈ [0, ε1), there exists a solution ηε on [0, L] to
η′ε =
∣∣∣∣ δ1λ1φ+ γ2λ2φ−1η2ε
∣∣∣∣+ ε, ηε(0) = λ2(0)λ1(0) (5.3.23)
and such that we can define a map ε→ ηε which is C0 on [0, ε1) [105]. Let us define
f1 = (λ1ηε)
−1 and f2 = λ−12 ηε, (5.3.24)
where ε ∈ (0, ε1) can be chosen later on. One has from (5.3.5) and (5.3.11) that
k21≤
(
λ2(0)
λ1(0)
)2
, k22 <
(
λ1(L)
λ2(L)
)2
. (5.3.25)
Therefore from the continuity of ε→ ηε, there exists 0 < ε2 < ε1 such that for all ε ∈ (0, ε2)
k21 <
λ2(0)f2(0)
λ1(0)f1(0)
, k22 <
λ1(L)f1(L)
λ2(L)f2(L)
φ2(L), (5.3.26)
which is exactly the same as condition (5.3.20) from the definition of φ in (5.3.12). We choose such ε ∈ (0, ε2),
and we are left to prove that I0 defined by (5.3.19) is positive definite. We have from (5.3.19), (5.3.24) and
(5.3.23) that
det(I0) =− (λ1f1)′(λ2f2)′ −
(
f1δ1φ+ f2γ2φ
−1)2
=
1
η2ε
(
(η′ε)
2 −
(
δ1
λ1
φ+
γ2
λ2
φ−1η2ε
)2)
> 0.
(5.3.27)
Besides, from (5.3.23) and (5.3.24), one has −(λ1f1)′ > 0 and (λ2f2)′ > 0, hence I is positive definite. By
continuity, there exists µ > 0 such that
dV
dt
≤ −µV (5.3.28)
along the C1-solutions of the system (5.3.7) and (5.3.10) for any µ ∈ (0, µ1). Since the C1-solutions are dense
in the set of L2-solutions, inequality (5.3.28) also holds in the sense of distributions for the L2-solutions (see
[15, Section 2.1]) for the details). Thus, the exponential stability of (5.3.4)–(5.3.2) in the L2 norm is also
guaranteed thanks to the linear change of variables (5.3.6). This ends the proof of Proposition 5.3.1.
5.3.2 Exponential stability of the nonlinear system
For the exponential stability of nonlinear system, the proof will be similar to the linearized case. For a given
steady-state (H∗, V ∗) defined on [0, L], we can still define h = H −H∗ and v = V − V ∗ as previously and
(z1, z2) using the same change of variables (5.3.6). Then, for (z1, z2) small enough, the system (5.2.1)–(5.2.2),
(5.2.6) is equivalent to
zt +A(z, x)zx +M(z, x)z = 0, (5.3.29)
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where
A(0, x) =
(
λ1(x) 0
0 −λ2(x)
)
, M(0, x) =
(
γ1(x) δ1(x)
γ2(x) δ2(x)
)
, (5.3.30)
and
z1(t, 0) =m1(z2(t, 0)),
z2(t, L) =m2(z1(t, L)),
(5.3.31)
with
m′1(0) = k1, m
′
2(0) = k2, (5.3.32)
here, k1 and k2 are defined as (5.3.11). In (5.3.31), m1 and m2 are found by the implicit function theorem
around 0, for z1 and z2 small enough (see [110, A.2] for more details in a similar case). Noticing that the
exponential stability of the steady-state (H∗, V ∗) of system (5.2.1)–(5.2.2) and (5.2.6) is therefore equivalent
to the exponential stability of the null steady-state (z1 = 0, z2 = 0) of system (5.3.29)–(5.3.32), we use the
following theorem, which is a direct application of [15, Theorem 6.10].
Theorem 5.3.2. If there exists C1 functions g1(x) > 0 and g2(x) > 0 such that, with Q = diag(g1(x), g2(x)),
one has
− (QA(0, ·))′ +QM(0, x) +MT (0, x)Q (5.3.33)
is positive definite on [0, L] and the following inequalities hold
k21≤
λ2(0)g2(0)
λ1(0)g1(0)
, k22 <
λ1(L)g1(L)
λ2(L)g2(L)
, (5.3.34)
then the null steady-state of the system (5.3.29)–(5.3.32) is exponentially stable for the H2 norm.
Remark 5.3.1. This theorem actually shows the existence of a Lyapunov function for the H2 norm of the
form
V =
∫ L
0
(f1(E(z, x)z)
2
1 + f2(E(z, x)z)
2
2)dx+
∫ L
0
(f1(E(z, x)zx)
2
1 + f2(E(z, x)zx)
2
2)dx
+
∫ L
0
(f1(E(z, x)zxx)
2
1 + f2(E(z, x)zxx)
2
2)dx,
(5.3.35)
where E(0, ·) = Id (see [15, Chapter 6] for more details). This is the reason why we claim that this proof is
actually the same as the proof of the exponential stability in the linearized case, and we will now see that we
can use a similar Lyapunov function but for the H2 norm.
Proof of Theorem 5.2.1. Let
g1 := e
2
∫ x
0
γ1(s)
λ1(s)
ds
f1, g2 := e
−2 ∫ x
0
δ2(s)
λ2(s)
ds
f2,
where f1 and f2 are defined in (5.3.24). One can directly check that
−(QA(0, ·))′ +QM(0, x) +MT (0, x)Q =
(
e
∫ x
0
γ1(s)
λ1(s)
ds
0
0 e
− ∫ x
0
δ2(s)
λ2(s)
ds
)
I0
(
e
∫ x
0
γ1(s)
λ1(s)
ds
0
0 e
− ∫ x
0
δ2(s)
λ2(s)
ds
)
with I0 defined as (5.3.19), as I0 is positive definite from (5.3.27), condition (5.3.33) is thus satisfied. Condition
(5.3.34) is satisfied from (5.3.26) by noticing the definition of φ given in (5.3.12). Thus, Theorem 5.3.2 applies
and Theorem 5.2.1 holds.
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5.3.3 Optimality of the control
In this subsection we show Theorem 5.2.4 and 5.2.5.
Proof of Theorem 5.2.4. Let assume that along H∗, V ∗, S(H∗, V ∗, x) + ∂xP (H∗, V ∗, x) ≤ 0. Then from
(5.2.1)–(5.2.2), the steady-state (H∗, V ∗) exists and is C1 for any length L > 0. Suppose that there exists
ε1 > 0 such that for any length L > 0, there exists a basic quadratic Lyapunov function for the H
2 norm
with
B′(H∗(0)) ∈ R \
(
−ε− ∂HP (H
∗(0), 0)
V ∗(0)
, ε− V
∗(0)
H∗(0)
)
,
B′(H∗(L)) ∈
[
ε− ∂HP (H
∗(L), L)
V ∗(L)
,−ε− V
∗(L)
H∗(L)
]
.
(5.3.36)
We can then use the same change of variables (5.3.6), as in Section 5.3. The system (5.2.1)–(5.2.2), (5.2.6)
becomes (5.3.29) with boundary conditions (5.3.31). From (5.3.36), we have
k21 >
φ2(L)
η2(L)
or k22 > η
2(0),
(5.3.37)
where k1, k2 are defined by (5.3.32) and η = λ2φ/λ1. We define now
a = δ1φ, b = γ2φ
−1. (5.3.38)
As there exists a basic quadratic Lyapunov function for the H2 norm, thus from [12] (see also [107, Theorem
3.5], and [107, (24),(40)–(43)]), there exists a function η2 ∈ C1([0, L]) such that
η′ =
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣ (5.3.39)
on [0, L] and there exists ε1 > 0 depending only on ε such that
η2(L) ≤ η(L)− ε1,
or η2(0) ≥ η(0) + ε1.
(5.3.40)
Now, as L can be taken arbitrarily, η2 exists for any L, and thus on [0,+∞). We claim now that
lim
x→+∞ η2(x) ∈ R
∗
+. (5.3.41)
Indeed, let assume that lim
x→+∞ η2(x) = +∞, then when x is large enough we have (see [107, Section 4])
η′2 =
|b|
λ2
η22 − λ1 , (5.3.42)
thus using the estimates of [107, Section 4], there would exists C > 0 and x1 > 0 such that for any x ≥ x1,
η′2 ≥
C
x
η22 , (5.3.43)
hence
η2 ≥ 11
η2(x1)
− C ln(x/x1)
. (5.3.44)
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And η2 exist and is positive and [x1,+∞), hence the contradiction. Thus η2 converges when x goes to +∞
to a limit η2,∞. Note that φ converges to φ∞ > 0 [107, Section 4]. Besides,
η′2 =
|γ2|
λ1φ(x)
∣∣∣∣φ2(x)− λ1|δ1|λ2γ2 η2
∣∣∣∣ . (5.3.45)
As λ1|δ1|λ2γ2 goes to 1 when x goes to infinity, assume by contradiction that η2,∞ 6= φ∞, there exists C3 and x3
such that for all x > x3,
η′2 ≥
C3
x
, (5.3.46)
which implies that lim
x→+∞ η2(x) = +∞, hence contradiction. Thus η2 converges to φ∞, just as η(L), which
implies that in any cases the condition at x = L become arbitrarily close to the one we obtain with η when
L goes to infinity and prove that the first inequality of (5.3.40) is impossible.
Now let assume by contradiction that the second inequality of (5.3.40) is satisfied. Then η2(0) > η(0) and
from (5.3.39),
η′2 ≥
(
a
λ1
+
b
λ2
η22
)
, (5.3.47)
which implies that
(η2 − η)′ ≥ −2 |b|
λ2
(η2 − η)φ∞. (5.3.48)
Thus
(η2,∞ − η∞) ≥ (η2(0)− η(0)) exp
(
−φ∞
∫ +∞
0
2
|b|
λ2
)
. (5.3.49)
But, as seen in [107, Section 4],
∫ +∞
0
2 |b|λ2 < +∞, which implies, using that η2(0) > η(0),
η2,∞ > η∞, (5.3.50)
while we know that η2,∞ = η∞, hence the contradiction. This ends the proof of Theorem 5.2.4.
We can now prove Theorem 5.2.5 in a very similar fashion.
Proof of Theorem 5.2.5. Let (H∗, V ∗) ∈ C1([0, L]) be a steady-state of (5.2.1)–(5.2.2). Let assume by con-
tradiction that there exists a basic quadratic Lyapunov function for the H2 norm and that
B′(H∗(L)) ∈
[
−∂HP (H
∗(L), L)
V ∗(L)
,−V
∗(L)
H∗(L)
]
. (5.3.51)
Then using again the change of variables (5.3.6) the system (5.2.1)–(5.2.2), (5.2.6) is again equivalent to
(5.3.29) with boundary conditions (5.3.31) From (5.3.51), one has
k21 := (D′1(0))2 = η2(0). (5.3.52)
where k1 is again given by (5.3.32) and η = λ2φ/λ1. As previously, as there exists a basic quadratic Lyapunov
function for the H2 norm, from [12] (see also [107, Theorem 3.5]) there exists a function η2 ∈ C1([0, L]) such
that
η′ =
∣∣∣∣ aλ1 + bλ2 η2
∣∣∣∣ (5.3.53)
on [0, L], where a and b are defined by (5.3.38), and there exists ε1 > 0such that
η2(L) ≤ η(L)− ε1, ∀ L > 0,
η2(0) ≥ η(0).
(5.3.54)
Using (5.3.54) and the same argument as (5.3.47)–(5.3.50), we get that η2(L) ≥ η(L) thus
η2(L) ≥ λ2(L)φ(L)/λ1(L) (5.3.55)
which is in contradiction with (5.3.54). This ends the proof of Theorem 5.2.5.
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5.4 Appendix
5.4.1 Derivation of γ1, γ2, δ1 and δ2
Looking at 5.3.6, we denote by
∆ =
 √ f(H∗,x)H∗ 1
−
√
f(H∗,x)
H∗ 1

∆−1 =
1
2
(√
H∗
f(H∗,x) −
√
H∗
f(H∗,x)
1 1
)
Then, using the notations (5.3.3), (5.3.4) becomes(
z1
z2
)
t
+
(
λ1 0
0 −λ2
)(
z1
z2
)
x
+
(
λ1 0
0 −λ2
)
∆∆−1x
(
z1
z2
)
+∆
(
V ∗x H
∗
x
SH∗ + ∂Hf(H∗, x)H∗x SV ∗ + V
∗
x
)
∆−1
(
z1
z2
)
=
(
0
0
)
,
(5.4.1)
where λ1 and λ2 are given by (5.3.8). Let us compute the coefficient of the first part of the source term,(
λ1 0
0 −λ2
)
∆∆−1x =
1
4
(
λ1(
H∗x
H∗ −
d
dx (f(H
∗,x))
f ) −λ1(H
∗
x
H∗ −
d
dx (f(H
∗,x))
f )
λ2(
H∗x
H∗ −
d
dx (f(H
∗,x))
f ) −λ2(H
∗
x
H∗ −
d
dx (f(H
∗,x))
f )
)
. (5.4.2)
The coefficient of the second part of the source term is
∆
(
V ∗x H
∗
x
SH∗ + ∂Hf(H∗, x)H∗x SV ∗ + V
∗
x
)
∆−1
=
1
2
∂HfH∗x√H∗f +SH∗√H∗f +H∗x
√
f
H∗ + 2V
∗
x + SV ∗ −∂HfH∗x
√
H∗
f −SH∗
√
H∗
f +H
∗
x
√
f
H∗ + SV ∗
∂HfH
∗
x
√
H∗
f +SH∗
√
H∗
f −H∗x
√
f
H∗ + SV ∗ −∂HfH∗x
√
H∗
f −SH∗
√
H∗
f −H∗x
√
f
H∗ + 2V
∗
x + SV ∗
 .
(5.4.3)
Thus,
γ1 =
1
4
[
λ1
(
H∗x
H∗
− ∂Hf(H
∗, x)H∗x + ∂xf(H
∗, x)
f
)
+ 2
(
∂HfH
∗
x
√
H∗
f
+SH∗
√
H∗
f
+H∗x
√
f
H∗
+ 2V ∗x + SV ∗
)]
=
1
4
[
2SV ∗ + 2SH∗
√
H∗
f(H∗, x)
− λ1 ∂xf(H
∗, x)
f(H∗, x)
+ (V ∗ +
√
fH∗)
(
H∗x
H∗
− ∂Hf(H
∗, x)H∗x
f
)
+ 2∂HfH
∗
x
√
H∗
f
+ 2H∗x
√
f
H∗
+ 4V ∗x
]
=
1
4
(
2SV ∗ + 2SH∗
√
H∗
f(H∗, x)
− 3λ2V
∗
x
V ∗
− λ1 ∂xf(H
∗, x)
f(H∗, x)
+ λ2
∂Hf(H
∗, x)H∗x
f(H∗, x)
)
,
and γ2, δ1 and δ2 can be found similarly.
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5.4.2 Proof of Lemma 5.3.1
Differentiating λ2φ/λ1 using (5.3.8), (5.3.9) and (5.3.12), we have(
λ2
λ1
φ
)′
=
φ
λ21
(λ1λ
′
2 − λ′1λ2 + (λ2γ1 + λ1δ2))
=
φ
λ21
{
(V ∗ +
√
f(H∗, x)H∗)
(
−V ∗x +
(f(H∗, x)H∗)′
2
√
f(H∗, x)H∗
)
−(
√
f(H∗, x)H∗ − V ∗)
(
V ∗x +
(f(H∗, x)H∗)′
2
√
f(H∗, x)H∗
)
+
1
4
[
(λ21 − λ22)
(
3
V ∗x
V ∗
− ∂Hf(H
∗, x)H∗x
f(H∗, x)
)
+ 2(λ2 − λ1)SH∗
√
H∗
f(H∗, x)
+ 2(λ2 + λ1)SV ∗
]}
=
φ
λ21
(
V ∗
√
H∗
f(H∗, x)
∂xf(H
∗, x) +H∗xV
∗
√
f(H∗, x)
H∗
+ V ∗x
√
f(H∗, x)H∗
−V ∗SH∗
√
H∗
f(H∗, x)
+
√
f(H∗, x)H∗SV ∗
)
.
(5.4.4)
Noticing the notations (5.3.3) and from (5.2.4), (5.4.4) becomes(
λ2
λ1
φ
)′
=
φ
λ21
(√
f(H∗, x)H∗SV ∗ − V
√
H∗
f(H∗, x)
SH∗
)
, (5.4.5)
which, together with (5.3.21) gives (
λ2
λ1
φ
)′
=
φδ1
λ1
+
φ−1γ2
λ2
(
λ2
λ1
φ
)2
. (5.4.6)
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Chapter 6
Exponential boundary feedback
stabilization of a shock
steady state for the inviscid Burgers
equation
This chapter is taken from the following article (also referred to as [20]):
Georges Bastin, Jean-Michel Coron, Amaury Hayat, and Peipei Shang. Exponential boundary feedback
stabilization of a shock steady state for the inviscid Burgers equation. Math. Models Methods Appl. Sci.,
29(2):271-316, 2019.
Abstract. In this chapter, we study the exponential stabilization of a shock steady state for the inviscid
Burgers equation on a bounded interval. Our analysis relies on the construction of an explicit strict control
Lyapunov function. We prove that by appropriately choosing the feedback boundary conditions, we can
stabilize the state as well as the shock location to the desired steady state in H2-norm, with an arbitrary
decay rate.
6.1 Introduction
The problem of asymptotic stabilization for hyperbolic systems using boundary feedback control has been
studied for a long time. We refer to the pioneer work due to Rauch and Taylor [173] and Russell [177] for
linear coupled hyperbolic systems. The first important result of asymptotic stability concerning quasilinear
hyperbolic equations was obtained by Slemrod [180] and Greenberg and Li [93]. These two works dealt with
local dissipative boundary conditions. The result was established by using the method of characteristics,
which allows to estimate the related bounds along the characteristic curves in the framework of C1 solutions.
Another approach to analyze the dissipative boundary conditions is based on the use of Lyapunov functions.
Especially, Coron, Bastin and Andrea-Novel [53] used this method to study the asymptotic behavior of the
nonlinear hyperbolic equations in the framework of H2 solutions. In particular, the Lyapunov function they
constructed is an extension of the entropy and can be made strictly negative definite by properly choosing
the boundary conditions. This method has been later on widely used for hyperbolic conservation laws in the
framework of C1 solutions [48, 106, 107] or H2 solutions [12, 16, 18, 47, 50, 66, 110] (see [13] for an overview
of this method).
But all of these results concerning the asymptotic stability of nonlinear hyperbolic equations focus on the
convergence to regular solutions, i.e., on the stabilization of regular solutions to a desired regular steady
state. It is well known, however, that for quasilinear hyperbolic partial differential equations, solutions may
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break down in finite time when their first derivatives break up even if the initial condition is smooth [134].
They give rise to the phenomena of shock waves with numerous important applications in physics and fluid
mechanics. Compared to classical case, very few results exist on the stabilization of less regular solutions,
which requires new techniques. This is also true for related fields, as the optimal control problem [41, 168].
For the problem of control and asymptotic stabilization of less regular solutions, we refer to [33] for the
controllability of a general hyperbolic system of conservation laws, [27, 164] for the stabilization in the
scalar case and [33, 57] for the stabilization of a hyperbolic system of conservation laws. In [27, 57, 164],
by using suitable feedback laws on both side of the interval, one can steer asymptotically any initial data
with sufficiently small total variations to any close constant steady states. All those results concern the
boundary stabilization of constant steady states. In particular, as the target state is regular there is no
need to stabilize any shock location. In this work, we will study the boundary stabilization of steady states
with jump discontinuities for a scalar equation. We believe that our method can be applied to nonlinear
hyperbolic systems as well. While preparing the revised version, our attention was drawn to a very recent
work [165] studying a similar problem in the BV norm. The method and the results are quite different and
complementary to this work.
Hyperbolic systems have a wide application in fluid dynamics, and hydraulic jump is one of the best known
examples of shock waves as it is frequently observed in open channel flow such as rivers and spillways. Other
physical examples of shock waves can be found in road traffic or in gas transportation, with the water hammer
phenomenon. In the literature, Burgers equation often appears as a simplification of the dynamical model of
flows, as well as the most studied scalar model for transportation. Burgers turbulence has been investigated
both analytically and numerically by many authors either as a preliminary approach to turbulence prior to
an occurrence of the Navier-Stokes turbulence or for its own sake since the Burgers equation describes the
formation and decay of weak shock waves in a compressible fluid [120, 144, 187]. From a mathematical point
of view, it turns out that the study of Burgers equation leads to many of the ideas that arise in the field of
nonlinear hyperbolic equations. It is therefore a natural first step to develop methods for the control of this
equation. For the boundary stabilization problem of viscous Burgers equation, we refer to works by Krstic et
al. [125, 182] for the stabilization of regular shock-like profile steady states and [38, 124] for the stabilization
of null-steady-state. In [182], the authors proved that the shock-like profile steady states of the linearized
unit viscous Burgers equation is exponentially stable when using high-gain “radiation” boundary feedback
(i.e. static boundary feedback only depending on output measurements). However, they showed that there is
a limitation in the decay rate achievable by radiation feedback, i.e., the decay rate goes to zero exponentially
as the shock becomes sharper. Thus, they have to use another strategy (namely backstepping method) to
achieve arbitrarily fast local convergence to arbitrarily sharp shock profiles. However, this strategy requires
a kind of full-state feedback control, rather than measuring only the boundary data.
In this chapter, we study the exponential asymptotic stability of a shock steady state of the Burgers equation
in H2-norm, which has been commonly used as a proper norm for studying the stability of hyperbolic systems
(see e.g. [65, 114, 184]), as it enables to deal with Lyapunov functions that are integrals on the domain
of quadratic quantities, which is relatively easy to handle. To that end, we construct an explicit Lyapunov
function with a strict negative definite time derivative by properly choosing the boundary conditions. Though
it has been shown in [61] that exponential stability in H2-norm is not equivalent to C1-norm, our result
could probably be generalized to the C1-norm for conservation laws by transforming the Lyapunov functions
as in [48, 106].
The first problem is to deal with the well-posedness of the corresponding initial boundary value problem
(IBVP) on a bounded domain. The existence of the weak solution to the initial value problem (IVP) of
Burgers equation was first studied by Hopf by using vanishing viscosity [111]. The uniqueness of the entropy
solution was then studied by Oleinik [162]. One can refer to [134] for a comprehensive study of the well-
posedness of hyperbolic conservation laws in piecewise continuous entropy solution case and also to [68] in
the class of entropy BV functions. Although there are many results for the well-posedness of the (IVP) for
hyperbolic conservation laws, the problem of (IBVP) is less studied due to the difficulty of handling the
boundary condition. In [3], the authors studied (IBVP) but in the quarter plane, i.e., x > 0, t > 0. By
requiring that the boundary condition at x = 0 is satisfied in a weak sense, they can apply the method
introduced by LeFloch [135] and obtain the explicit formula of the solution. However, our case is more
complicated since we consider the Burgers equation defined on a bounded interval.
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The organization of the chapter is the following. In Section 6.2, we formulate the problem and state our main
results. In Section 6.3, we prove the well-posedness of the Burgers equation in the framework of piecewise
continuously differentiable entropy solutions, which is one of the main results in this chapter. Based on this
well-posedness result, we then prove in Section 6.4 by a Lyapunov approach that for appropriately chosen
boundary conditions, we can achieve the exponential stability in H2-norm of a shock steady state with any
given arbitrary decay rate and with an exact exponential stabilization of the desired shock location. This
result also holds for the Hk-norm for any k > 2. In Section 6.5, we extend the result to a more general convex
flux by requiring some additional conditions on the flux. Conclusion and some open problems are provided
in Section 6.6. Finally, some technical proof are given in the Appendix.
6.2 Problem statement and main result
We consider the following nonlinear inviscid Burgers equation on a bounded domain
yt(t, x) +
(
y2
2
)
x
(t, x) = 0 (6.2.1)
with initial condition
y(0, x) = y0(x), x ∈ (0, L), (6.2.2)
where L > 0 and boundary controls
y(t, 0+) = u0(t), y(t, L
−) = uL(t). (6.2.3)
In this article, we will be exclusively concerned with the case where the controls u0(t) > 0, uL(t) < 0 have
opposite signs and the state y(t, .) at each time t has a jump discontinuity as illustrated in Figure 6.1. The
y(t, x)
+1
 1
u0(t)
uL(t)
xs(t) x0 L0
x
Figure 6.1 – Entropy solution to the Burgers equation with a shock wave.
discontinuity is a shock wave that occurs at position xs(t) ∈ (0, L). According to the Rankine-Hugoniot
condition, the shock wave moves with the speed
x˙s(t) =
y(t, xs(t)
+) + y(t, xs(t)
−)
2
(6.2.4)
which satisfies the Lax entropy condition [134]
y(t, xs(t)
+) < x˙s(t) < y(t, xs(t)
−), (6.2.5)
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together with the initial condition
xs(0) = xs0. (6.2.6)
Under a constant control u0(t) = −uL(t) = 1 for all t, for any x0 ∈ (0, L), the system (6.2.1), (6.2.3), (6.2.4)
has a steady state (y∗, x∗s) defined as follows:
y∗(x) =
{
1, x ∈ [0, x0),
−1, x ∈ (x0, L],
x∗s = x0.
(6.2.7)
These equilibria are clearly not isolated and, consequently, not asymptotically stable. Indeed, one can see
that for any given equilibrium y∗ satisfying (6.2.7), we can find initial data arbitrarily close to y∗ which is
also an equilibrium of the form (6.2.7). As the solution cannot be approaching the given equilibrium when
t tends to infinity as long as the initial data is another equilibrium, this feature prevents any stability no
matter how close the initial data is around y∗. With such open-loop constant control another problem could
appear: any small mistake on the boundary control could result in a non-stationary shock moving far away
from x0. It is therefore relevant to study the boundary feedback stabilization of the control system (6.2.1),
(6.2.3), (6.2.4).
In this chapter, our main contribution is precisely to show how we can exponentially stabilize any of the
steady states defined by (6.2.7) with boundary feedback controls of the following form:
u0(t) = k1y(t, xs(t)
−) + (1− k1) + b1(x0 − xs(t)),
uL(t) = k2y(t, xs(t)
+)− (1− k2) + b2(x0 − xs(t)).
(6.2.8)
Here, it is important to emphasize that, with these controls, we are able not only to guarantee the exponential
convergence of the solution y(t, x) to the steady state y∗ but also to exponentially stabilize the location of
the shock discontinuity at the exact desired position x0. In practice, if the system was used for instance to
model gas transportation, the measures of the state around the shock could be obtained using sensors in
the pipe. Note that if the control is applied properly, sensors would be only needed on a small region as the
shock would remain located in a small region.
Before addressing the exponential stability issue, we first show that there exists a unique piecewise continu-
ously differentiable entropy solution with xs(t) as its single shock for system (6.2.1)–(6.2.4), (6.2.6), (6.2.8)
provided that y0 and xs0 are in a small neighborhood of y
∗ and x0 respectively.
For any given initial condition (6.2.2) and (6.2.6), we define the following zero order compatibility conditions
y0(0
+) = k1y0(x
−
s0) + (1− k1) + b1(x0 − xs0),
y0(L
−) = k2y0(x+s0)− (1− k2) + b2(x0 − xs0).
(6.2.9)
Differentiating (6.2.9) with respect to time t and using (6.2.4), we get the following first order compatibility
conditions
y0(0
+)y0x(0
+) =k1y0(x
−
s0)y0x(x
−
s0)− k1y0x(x−s0)
y0(x
−
s0) + y0(x
+
s0)
2
+ b1
y0(x
−
s0) + y0(x
+
s0)
2
,
y0(L
−)y0x(L−) =k2y0(x+s0)y0x(x
+
s0)− k2y0x(x−s0)
y0(x
−
s0) + y0(x
+
s0)
2
+ b2
y0(x
−
s0) + y0(x
+
s0)
2
.
(6.2.10)
The first result of this chapter deals with the well-posedness of system (6.2.1)–(6.2.4), (6.2.6), (6.2.8) and is
stated in the following theorem.
Theorem 6.2.1. For all T > 0, there exists δ(T ) > 0 such that, for every xs0 ∈ (0, L) and y0 ∈
H2((0, xs0);R) ∩H2((xs0, L);R) satisfying the compatibility conditions (6.2.9)–(6.2.10) and
|y0 − 1|H2((0,xs0);R) + |y0 + 1|H2((xs0,L);R) 6 δ(T ),
|xs0 − x0| 6 δ(T ),
(6.2.11)
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the system (6.2.1)–(6.2.4), (6.2.6), (6.2.8) has a unique piecewise continuously differentiable entropy solution
y ∈ C0([0, T ];H2((0, xs(t));R))∩H2((xs(t), L);R)) with xs ∈ C1([0, T ]; (0, L)) as its single shock. Moreover,
there exists C(T ) such that the following estimate holds for all t ∈ [0, T ]
|y(t, ·)− 1|H2((0,xs(t));R) + |y(t, ·) + 1|H2((xs(t),L);R) + |xs(t)− x0|
6 C(T )
(|y0 − 1|H2((0,xs0);R) + |y0 + 1|H2((xs0,L);R) + |xs0 − x0|) . (6.2.12)
The proof of this result is given in Section 6.3.
Our next result deals with the exponential stability of the steady state (6.2.7) for the H2-norm according to
the following definition.
Definition 6.2.1. The steady state (y∗, x0) ∈ (H2((0, x0);R)∩H2((x0, L);R))×(0, L) of the system (6.2.1),
(6.2.3), (6.2.4), (6.2.8) is exponentially stable for the H2-norm with decay rate γ, if there exists δ∗ > 0 and
C > 0 such that for any y0 ∈ H2((0, xs0);R) ∩H2((xs0, L);R) and xs0 ∈ (0, L) satisfying
|y0 − y∗1(0, ·)|H2((0,xs0);R) + |y0 − y∗2(0, ·)|H2((xs0,L);R) 6 δ∗,
|xs0 − x0| 6 δ∗
(6.2.13)
and the compatibility conditions (6.2.9)–(6.2.10), and for any T > 0 the system (6.2.1)–(6.2.4), (6.2.6),
(6.2.8) has a unique solution (y, xs) ∈ C0([0, T ];H2((0, xs(t));R) ∩H2((xs(t), L);R))× C1([0, T ];R) and
|y(t, ·)− y∗1(t, ·)|H2((0,xs(t));R) + |y(t, ·)− y∗2(t, ·)|H2((xs(t),L);R) + |xs(t)− x0|
6 Ce−γt
(|y0 − y∗1(0, ·)|H2((0,xs0);R) + |y0 − y∗2(0, ·)|H2((xs0,L);R) + |xs0 − x0|) , ∀t ∈ [0, T ). (6.2.14)
In (6.2.13) and (6.2.14),
y∗1(t, x) = y
∗
(
x
x0
xs(t)
)
,
y∗2(t, x) = y
∗
(
(x− L)x0
xs(t)− L
)
.
(6.2.15)
Remark 6.2.1. At first glance it could seem peculiar to define y∗1 and y
∗
2 and to compare y(t, ·) with these
functions. However the steady state y∗ is piecewise H2 with discontinuity at x0, while the solution y(t, x) is
piecewise H2 with discontinuity at the shock xs(t), which may be moving around x0. Thus, to compare the
solution y with the steady state y∗ on the same space interval, it is necessary to define such functions y∗1 and
y∗2 .
Remark 6.2.2. We emphasize here that the “exponential stability for the H2-norm” is not the usual con-
vergence of the H2-norm of y − y∗ taken on (0, L) as y and y∗ do not belong to H2(0, L). This definition
enables to define an exponential stability in H2-norm for a function that has a discontinuity at some point
and is regular elsewhere. Note that, the convergence to 0 of the H2-norm in the usual sense does not ensure
the convergence of the shock location xs to x0. Thus, to guarantee that the state converges to the shock steady
state, we have to take account of the shock location, which is explained in Definition 2.1.
Remark 6.2.3. Note that this definition of exponential stability only deals a priori with t ∈ [0, T ) for any
T > 0. However this, together with Theorem 6.2.1 implies the global existence in time of the solution (y, xs)
and the exponential stability on [0,+∞). This is shown at the end of the proof of Theorem 6.4.1.
We can now state the main result of this chapter
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Theorem 6.2.2. Let γ > 0. If the following conditions hold:
b1 ∈
(
γe−γx0 ,
γe−γx0
1− e−γx0
)
, b2 ∈
(
γe−γ(L−x0),
γe−γ(L−x0)
1− e−γ(L−x0)
)
, (6.2.16a)
k21 < e
−γx0
(
1− b1
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (6.2.16b)
k22 < e
−γ(L−x0)
(
1− b2
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (6.2.16c)
then the steady state (y∗, x0) of the system (6.2.1), (6.2.3), (6.2.4), (6.2.8) is exponentially stable for the
H2-norm with decay rate γ/4.
The proof of this theorem is given in Section 6.4.
Remark 6.2.4. One can actually check that for any γ > 0 there exist parameters b1, b2 and k1, k2 satisfying
(6.2.16) as, for b1 = γe
−γx0 and b2 = γe−γ(L−x0), one has
1− b1
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
)
= 1− e−γx0(2− e−γx0 − e−γ(L−x0))
= e−2γx0(eγx0 − 1)2 + e−γL > 0.
(6.2.17)
Similarly, we get
1− b2
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
)
= e−2γ(L−x0)(eγ(L−x0) − 1)2 + e−γL > 0.
(6.2.18)
Therefore, by continuity, there exist b1 and b2, satisfying condition (6.2.16a) such that there exist k1 and k2
satisfying (6.2.16b) and (6.2.16c). This implies that γ can be made arbitrarily large. And, from (6.2.16a)–
(6.2.16c), we can note that for large γ the conditions on the ki tend to
k21 < e
−γx0 , k22 < e
−γ(L−x0).
Remark 6.2.5. The result can also be generalized to Hk-norm for any integer k > 2 in the sense of
Definition 6.2.1 by replacing H2 with Hk. This can be easily done by just adapting the Lyapunov function
defined below by (6.4.3)-(6.4.9) as was done in [13, Sections 4.5 and 6.2].
Remark 6.2.6. If we set k1 = k2 = b1 = b2 = 0, then from (6.2.8), u0(t) ≡ 1 and uL(t) ≡ −1. Thus it seems
logical that the larger γ is, the smaller k1 and k2 are. However, it could seem counter-intuitive that b1 and
b2 have to tend to 0 when γ tends to +∞, as if one sets b1 = 0 and b2 = 0, one cannot stabilize the location
of the system just like in the constant open-loop control case. In other words for any γ > 0 the prescribed
feedback works while the limit feedback we obtain by letting γ → +∞ cannot even ensure the asymptotic
stability of the system. The explanation behind this apparent paradox is that when γ tends to infinity, the
Lyapunov function candidate used to prove Theorem 6.4.1 is not equivalent to the norm of the solution and
cannot guarantee anymore the exponential decay of the solution in the H2-norm. More precisely, one can
see, looking at (6.4.69) and (6.4.71), that the hypothesis (6.4.16) of Lemma 6.4.1 does not hold anymore.
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6.3 An equivalent system with shock-free solutions
Our strategy to analyze the existence and the exponential stability of the shock wave solutions to the
scalar Burgers equation (6.2.1) is to use an equivalent 2× 2 quasilinear hyperbolic system having shock-free
solutions. In order to set up this equivalent system, we define the two following functions
y1(t, x) = y(t, x
xs(t)
x0
), y2(t, x) = y(t, L+ x
xs(t)− L
x0
) (6.3.1)
and the new state variables as follows:
z(t, x) =
(
z1(t, x)
z2(t, x)
)
=
(
y1(t, x)− 1
y2(t, x) + 1
)
, x ∈ (0, x0). (6.3.2)
The idea behind the definition of y1, y2 is to describe the behavior of the solution y(t, x) before and after
the moving shock, while studying functions on a time invariant interval. Observe indeed that the functions
y1 and y2 in (6.3.1) correspond to the solution y(t, x) on the time varying intervals (0, xs(t)) and (xs(t), L)
respectively, albeit with a time varying scaling of the space coordinate x which is driven by xs(t) and allows
to define the new state variables (z1, z2) on the fixed time invariant interval (0, x0). The reason to rescale y2
on (0, x0) instead of (x0, L) is to simplify the analysis by defining state variables on the same space interval
with the same direction of propagation.
Besides, from (6.3.2), the former steady state (y∗, x0) corresponds now to the steady state (z = 0, xs = x0)
in the new variables. With these new variables, the dynamics of (y, xs) can now be expressed as follows:
z1t +
(
1 + z1 − x x˙s
x0
)
z1x
x0
xs
= 0,
z2t +
(
1− z2 + x x˙s
x0
)
z2x
x0
L− xs = 0,
x˙s(t) =
z1(t, x0) + z2(t, x0)
2
,
(6.3.3)
with the boundary conditions:
z1(t, 0) = k1z1(t, x0) + b1(x0 − xs(t)),
z2(t, 0) = k2z2(t, x0) + b2(x0 − xs(t)),
(6.3.4)
and initial condition
z(0, x) = z0(x), xs(0) = xs0, (6.3.5)
where z0 = (z01 , z
0
2)
T and
z01(x) = y0
(
x
xs0
x0
)
− 1,
z02(x) = y0
(
L+ x
xs0 − L
x0
)
+ 1.
(6.3.6)
Furthermore, in the new variables, the compatibility conditions (6.2.9)–(6.2.10) are expressed as follows:
z01(0) = k1z
0
1(x0) + b1(x0 − xs0),
z02(0) = k2z
0
2(x0) + b2(x0 − xs0),
(6.3.7)
and
(1 + z01(0))z
0
1x(0)
x0
xs0
= k1
(
1 + z01(x0)−
z01(x0) + z
0
2(x0)
2
)
z01x(x0)
x0
xs0
+ b1
z01(x0) + z
0
2(x0)
2
,
(1− z02(0))z02x(0)
x0
L− xs0 = k2
(
1− z02(x0) +
z01(x0) + z
0
2(x0)
2
)
z02x(x0)
x0
L− xs0 + b2
z01(x0) + z
0
2(x0)
2
.
(6.3.8)
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Concerning the existence and uniqueness of the solution to the system (6.3.3)–(6.3.5), we have the following
lemma.
Lemme 6.3.1. For all T > 0, there exists δ(T ) > 0 such that, for every xs0 ∈ (0, L) and z0 ∈ H2((0, x0);R2)
satisfying the compatibility conditions (6.3.7)–(6.3.8) and
|z0|H2((0,x0);R2) 6 δ(T ), |xs0 − x0| 6 δ(T ), (6.3.9)
the system (6.3.3)–(6.3.5) has a unique classical solution (z, xs) ∈ C0([0, T ];H2((0, x0);R2)) ×
C1([0, T ]; (0, L)). Moreover, there exists C(T ) such that the following estimate holds for all t ∈ [0, T ]
|z(t, ·)|H2((0,x0);R2) + |xs(t)− x0| 6 C(T )
(|z0|H2((0,x0);R2) + |xs0 − x0|) . (6.3.10)
Proof. The proof of Lemma 6.3.1 is given in Appendix 6.7.1.
From this lemma, it is then clear that the proof of Theorem 6.2.1 follows immediately.
Proof of Theorem 6.2.1. The change of variables (6.3.1), (6.3.2) induces an equivalence between the classical
solutions (z, xs) of the system (6.3.3)–(6.3.5) and the entropy solutions with a single shock (y, xs) of the
system (6.2.1)–(6.2.4), (6.2.6), (6.2.8). Consequently, from (6.3.2) and provided |z0|H2((0,x0);R2) and |xs0−x0|
are sufficiently small, the existence and uniqueness of a solution with a single shock (y, xs) to the system
(6.2.1)–(6.2.4), (6.2.6), (6.2.8) satisfying the entropy condition (6.2.5) when (y0, xs0) is in a sufficiently small
neighborhood of (y∗, x0), follows directly from the existence and uniqueness of the classical solution (z, xs)
to the system (6.3.3)–(6.3.5) which is guaranteed by Lemma 6.3.1.
Remark 6.3.1. Under the assumption in Lemma 6.3.1, if we assume furthermore that z0 ∈ Hk((0, x0);R2)
with k > 2 satisfying the k-th order compatibility conditions (see the definition in [13, p.143]), then (z, xs) ∈
C0([0, T ];Hk((0, x0);R2))× Ck([0, T ];R) and (6.3.10) still holds. This is a straightforward extension of the
proof in Appendix 6.7.1, thus we will not give the details of this proof here.
6.4 Exponential stability for the H2-norm
This section is devoted to the proof of Theorem 6.2.2 concerning the exponential stability of the steady state
of system (6.2.1), (6.2.3), (6.2.4), (6.2.8). Actually, on the basis of the change of variables introduced in the
previous section, we know that we only have to prove the exponential stability of the steady state of the
auxiliary system (6.3.3)–(6.3.4) according to the following theorem which is equivalent to Theorem 6.2.2.
Theorem 6.4.1. For any γ > 0, if condition (6.2.16) on the parameters of the feedback holds, then there
exist δ∗ > 0 and C > 0 such that for any z0 ∈ H2((0, x0);R2) and xs0 ∈ (0, L) satisfying
|z0|H2((0,x0);R2) 6 δ∗, |xs0 − x0| 6 δ∗ (6.4.1)
and the compatibility conditions (6.3.7)–(6.3.8), and for any T > 0 the system (6.3.3)–(6.3.5) has a unique
classical solution (z, xs) ∈ C0([0, T ];H2((0, x0);R2))× C1([0, T ];R) such that
|z(t, ·)|H2((0,x0);R2) + |xs(t)− x0| 6 Ce−γt/4
(|z0|H2((0,x0);R2) + |xs0 − x0|) , ∀t ∈ [0, T ). (6.4.2)
When this theorem holds, we say that the steady state (z = 0, xs = x0) of the system (6.3.3)–(6.3.4) is
exponentially stable for the H2-norm with convergence rate γ/4. Recall that, from Remark 6.2.4, there
always exist parameters such that (6.2.16) holds.
Before proving Theorem 6.4.1, let us give an overview of our strategy. We first introduce a Lyapunov function
candidate V with parameters to be chosen. Then, in Lemma 6.4.1, we give a condition on the parameters
such that V is equivalent to the square of the H2-norm of z plus the absolute value of xs−x0, which implies
that proving the exponential decay of V with rate γ/2 is enough to show the exponential stability of the
system with decay rate γ/4 for the H2-norm. In Lemma 6.4.2, we show that in order to obtain Theorem 6.4.1,
150
it is enough to prove that V decays along any solutions (z, xs) ∈ C3([0, T ]× [0, x0];R2)× C3([0, T ];R) with
a density argument. Then in Lemma 6.4.3, we compute the time derivative of V along any C3 solutions of
the system and we give a sufficient condition on the parameters such that V satisfies a useful estimate along
these solutions. Finally, we show that there exist parameters satisfying the sufficient condition of Lemma
4.3. This, together with Lemma 4.2, ends the proof of Theorem 4.1.
We now introduce the following candidate Lyapunov function which is defined for all z = (z1, z2)
T ∈
H2((0, x0);R2) and xs ∈ (0, L):
V (z, xs) = V1(z) + V2(z, xs) + V3(z, xs) + V4(z, xs) + V5(z, xs) + V6(z, xs) (6.4.3)
with
V1(z) =
∫ x0
0
p1e
−µx
η1 z21 + p2e
−µx
η2 z22dx, (6.4.4)
V2(z, xs) =
∫ x0
0
p1e
−µx
η1 z21t + p2e
−µx
η2 z22tdx, (6.4.5)
V3(z, xs) =
∫ x0
0
p1e
−µx
η1 z21tt + p2e
−µx
η2 z22ttdx, (6.4.6)
V4(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1(xs − x0) dx+
∫ x0
0
p¯2e
−µx
η2 z2(xs − x0) dx+ κ(xs − x0)2, (6.4.7)
V5(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1tx˙s dx+
∫ x0
0
p¯2e
−µx
η2 z2tx˙s dx+ κ(x˙s)
2, (6.4.8)
V6(z, xs) =
∫ x0
0
p¯1e
−µx
η1 z1ttx¨s dx+
∫ x0
0
p¯2e
−µx
η2 z2ttx¨s dx+ κ(x¨s)
2. (6.4.9)
In (6.4.4)–(6.4.9), µ, p1, p2, p¯1, p¯2 are positive constants. Moreover
η1 = 1, η2 =
x0
L− x0 (6.4.10)
and
κ > 1. (6.4.11)
Actually, in this section, we will need to evaluate V (z, xs) only along the system solutions for which the
variables zt = (z1t, z2t), ztt = (z1tt, z2tt), x˙s and x¨s that appear in the definition of V can be well defined
as functions of (z, xs) ∈ H2((0, x0);R2)× (0, L) from the system (6.3.3)–(6.3.4) and their space derivatives.
For example, z1t and z2t are defined as functions of (z, xs) by
z1t :=−
(
1 + z1 − xz1(x0) + z2(x0)
2x0
)
z1x
x0
xs
, (6.4.12)
z2t :=−
(
1− z2 + xz1(x0) + z2(x0)
2x0
)
z2x
x0
L− xs , (6.4.13)
and z1tt and z2tt as functions of (z, xs) by
z1tt := −
(
1 + z1 − xz1(x0) + z2(x0)
2x0
)
(z1t)x
x0
xs
−
(
z1t − xz1t(x0) + z2t(x0)
2x0
)
z1x
x0
xs
− z1t z1(x0) + z2(x0)
2xs
, (6.4.14)
z2tt := −
(
1− z2 + xz1(x0) + z2(x0)
2x0
)
(z2t)x
x0
L− xs
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+(
z2t − xz1t(x0) + z2t(x0)
2x0
)
z2x
x0
L− xs + z2t
z1(x0) + z2(x0)
2(L− xs) . (6.4.15)
The functions z1t and z2t which appear in (6.4.14) and (6.4.15) are supposed to be defined by (6.4.12) and
(6.4.13) respectively.
Remark 6.4.1. When looking for a Lyapunov function to stabilize the state (z1, z2) in H
2-norm, the com-
ponent (V1 +V2 +V3) can be seen as the most natural and easiest choice, as it is equivalent to a weighted H
2-
norm by properly choosing the parameters. This kind of Lyapunov function, sometimes called basic quadratic
Lyapunov function, is used for instance in [12] or [13, Section 4.4]. However, in the present case one needs
to stabilize both the state z and the shock location xs, which requires to add additional terms to the Lyapunov
function in order to deal with xs. Besides, as we have no direct control on xs (observe that none of the terms
of the right-hand side of (6.2.4), or equivalently of the third equation of (6.3.3), is a control), we need to
add some coupling terms between the state z on which we have a control and the shock location xs in the
Lyapunov function. Thus, V4 is designed to provide such coupling with the product of the component of z and
xs, while V5 and V6 are its analogous for the time derivatives terms (as V2 and V3 are the analogous of V1
respectively for the first and second time derivative of z).
We now state the following lemma, providing a condition on µ, p1, p2, p¯1 and p¯2 such that V (z, xs) is
equivalent to (|z|2H2((0,x0);R2) + |xs − x0|2).
Lemme 6.4.1. If
max (Θ1,Θ2) < 2, (6.4.16)
where
Θ1 :=
p¯21
p1
η1
µ
(
1− e
−µx0
η1
)
, Θ2 :=
p¯22
p2
η2
µ
(
1− e−
µx0
η2
)
, (6.4.17)
there exists β > 0 such that
β
(
|z|2H2((0,x0);R2) + |xs − x0|2
)
6 V 6 1
β
(
|z|2H2((0,x0);R2) + |xs − x0|2
)
(6.4.18)
for any (z, xs) ∈ H2((0, x0);R2)× (0, L) satisfying
|z|2H2((0,x0);R2) + |xs − x0|2 < β2. (6.4.19)
Proof of Lemma 6.4.1. Let us start with
V4 =
∫ x0
0
p¯1e
−µx
η1 z1(xs − x0) dx+
∫ x0
0
p¯2e
−µx
η2 z2(xs − x0) dx+ κ(xs − x0)2. (6.4.20)
Using Young’s inequality we get
− 1
2
(∫ x0
0
p¯1e
−µx
η1 z1 dx
)2
− (xs − x0)
2
2
− 1
2
(∫ x0
0
p¯2e
−µx
η2 z2 dx
)2
− (xs − x0)
2
2
+ κ(xs − x0)2 6 V4 6 1
2
(∫ x0
0
p¯1e
−µx
η1 z1 dx
)2
+
(xs − x0)2
2
+
1
2
(∫ x0
0
p¯2e
−µx
η2 z2 dx
)2
+
(xs − x0)2
2
+ κ(xs − x0)2.
(6.4.21)
Hence, using the Cauchy-Schwarz inequality and the expression of V1 given in (6.4.4),
p1(1− 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21dx+ p2(1−
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22 dx
+(xs − x0)2(κ− 1) 6 V1 + V4 6 p1(1 + 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21dx
+ p2(1 +
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22 dx+ (xs − x0)2(κ+ 1),
(6.4.22)
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and similarly
p1(1− 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21tdx+ p2(1−
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22t dx
+(x˙s)
2(κ− 1) 6 V2 + V5 6 p1(1 + 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21tdx
+ p2(1 +
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22t dx+ (x˙s)
2(κ+ 1),
(6.4.23)
and also
p1(1− 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21ttdx+ p2(1−
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22tt dx
+ (x¨s)
2(κ− 1) 6 V3 + V6 6 p1(1 + 1
2
Θ1)
∫ x0
0
e
−µx
η1 z21ttdx
+ p2(1 +
1
2
Θ2)
∫ x0
0
e
−µx
η2 z22tt dx+ (x¨s)
2(κ+ 1).
(6.4.24)
Hence, from (6.4.11), κ > 1 and (6.4.16) is satisfied, there exists σ > 0 such that
σ
(
|z|2H2t ((0,x0);R2) + |xs − x0|
2
)
6 V 6 1
σ
(
|z|2H2t ((0,x0);R2) + |xs − x0|
2
)
, (6.4.25)
where, for a function z ∈ H2((0, x0);R2), |z|H2t ((0,x0);R2) is defined by
|z|H2t ((0,x0);R2) =
(
|z|2L2((0,x0);R2) + |zt|2L2((0,x0);R2) + |ztt|2L2((0,x0);R2)
)1/2
, (6.4.26)
with zt and ztt defined as (6.4.12)–(6.4.15). Let us point out that from (6.4.12)–(6.4.15), there exists C > 0
such that
1
C
|z|H2((0,x0);R2) 6 |z|H2t ((0,x0);R2) 6 C|z|H2((0,x0);R2), (6.4.27)
if (|z|2H2((0,x0);R2) +|xs−x0|2) < 1/C. It follows from (6.4.25) and (6.4.27) that β > 0 can be taken sufficiently
small such that inequality (6.4.18) holds provided (6.4.19) is satisfied. This concludes the proof of Lemma
6.4.1.
Before proving Theorem 6.4.1, we introduce the following density argument, which shows that it is enough
to prove the exponential decay of V along any C3 solutions of the system.
Lemme 6.4.2. Let V be a C1 and nonnegative functional on C0([0, T ];H2((0, x0);R2)) × C1([0, T ];R). If
there exist δ > 0 and γ > 0 such that for any (z, xs) ∈ C3([0, T ] × [0, x0];R2)) × C3([0, T ];R) solution of
(6.3.3)–(6.3.4), with associated initial condition (z0, xs0) satisfying
∣∣z0∣∣
H2((0,x0);R2) 6 δ and |xs0 − x0| 6 δ,
one has
dV (z(t, ·), xs(t))
dt
6 −γ
2
V (z(t, ·), xs(t)), (6.4.28)
then (6.4.28) also holds in a distribution sense for any (z, xs) ∈ C0([0, T ];H2((0, x0);R2)) × C1([0, T ];R)
solution of (6.3.3)–(6.3.4) such that the associated initial condition (z0, xs0) satisfies
∣∣z0∣∣
H2((0,x0);R2) < δ
and |xs0 − x0| < δ.
Proof of Lemma 6.4.2. Let V be a C1 and nonnegative functional on C0([0, T ];H2((0, x0);R2)) ×
C1([0, T ];R) and let (z, xs) ∈ C0([0, T ];H2((0, x0);R2))×C1([0, T ];R) be solution of (6.3.3)–(6.3.4) with as-
sociated initial condition
∣∣z0∣∣
H2((0,x0);R2) 6 δ and |xs0−x0| 6 δ. Let (z0n, xns0) ∈ H4((0, x0);R2)× (0, L), n ∈
N be a sequence of functions that satisfy the fourth order compatibility conditions and
|z0n|H2((0,x0);R2) 6 δ, |xns0 − x0| 6 δ, (6.4.29)
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such that z0n converges to z0 in H2((0, x0);R2) and xns0 converges to xs0. From Remark 6.3.1, there exists a
unique solution (zn, xns ) ∈ C0([0, T ];H4((0, x0);R2)) × C4([0, T ];R) to (6.3.3)–(6.3.4) corresponding to the
initial condition (z0n, xns0) and for any t ∈ [0, T ], we have
|zn(t, ·)|H2((0,x0);R2) + |xns (t)− x0| 6 C(T )
(|z0n|H2((0,x0);R2) + |xns0 − x0|) . (6.4.30)
Hence, from (6.4.29) and the third equation of (6.3.3), the sequence (zn, xns ) is bounded in
C0([0, T ];H2((0, x0);R2)) × C1([0, T ];R). By [178, Corollary 4], we can extract a subsequence, which we
still denote by (zn, xns ) that converges to (u, ys) in (C
0([0, T ];C1([0, x0];R
2)) ∩C1([0, T ];C0([0, x0];R2)))×
C1([0, T ];R), which is a classical solution of (6.3.3)–(6.3.5). If we define
J(u) =
{
+∞, if u /∈ L∞((0, T );H2((0, x0);R2)),
|u|L∞((0,T );H2((0,x0);R2) , if u ∈ L∞((0, T );H2((0, x0);R2)),
(6.4.31)
then J is lower semi-continuous and we have
J(u) 6 lim
n→+∞
|zn|C0([0,T ];H2((0,x0);R2)) , (6.4.32)
thus from (6.4.30) and the convergence of (z0n, xns0) in H
2((0, x0);R2) × R, we have J(u) ∈ R
and u ∈ L∞((0, T );H2((0, x0);R2)). Moreover, as (u, ys) is a solution to (6.3.3)–(6.3.5), we get the
extra regularity u ∈ C0([0, T ];H2((0, x0);R2)). Hence, from the uniqueness of the solution given
by Lemma 6.3.1, u = z and consequently ys = xs, which implies that (z
n, xns ) converges to
(z, xs) in (C
0([0, T ];C1([0, x0];R2)) ∩ C1([0, T ];C0([0, x0];R2))) × C1([0, T ];R). Now, we define V n(t) :=
V (zn(t, ·), xns (t)). Note that V (t) = V (z(t, ·), xs(t)) is continuous with time t and well-defined as, from
Lemma 6.3.1, z ∈ C0([0, T ];H2((0, x0);R2)). As (zn, xns ) belongs to C0([0, T ];H4((0, x0);R2))×C4([0, T ];R)
and is thus C3, and as it is a solution of (6.3.3)–(6.3.4) with initial condition satisfying (6.4.29), we have
from (6.4.28)
dV n
dt
6 −γ
2
V n, (6.4.33)
thus V n is decreasing on [0, T ]. Therefore
V n(t)− V n(0) 6 −γt
2
V n(t), ∀t ∈ [0, T ], (6.4.34)
which implies that (
1 +
γt
2
)
V n(t) 6 V n(0), ∀t ∈ [0, T ]. (6.4.35)
Using the lower semi-continuity of J , by the continuity of V and the convergence of (z0n, xns0) in
H2((0, x0);R2)× R, we have (
1 +
γt
2
)
V (t) 6 V (0), ∀t ∈ [0, T ]. (6.4.36)
Note that instead of approximating (z0, xs0), we could have approximated (z(s, ·), xs(s)) where s ∈ [0, T )
and follow the same procedure as above. Therefore we have in fact for any s ∈ [0, T )(
1 +
γ(t− s)
2
)
V (t) 6 V (s), ∀t ∈ [s, T ], (6.4.37)
thus for any 0 6 s < t 6 T
V (t)− V (s)
t− s 6 −
γ
2
V (t), (6.4.38)
which implies that (6.4.28) holds in the distribution sense. This ends the proof of Lemma 6.4.2.
We now state our final lemma, which gives a sufficient condition so that V defined by (6.4.3)–(6.4.9) satisfies
a useful estimate along any C3 solutions.
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Lemme 6.4.3. Let V be defined by (6.4.3)–(6.4.9). If the matrix A defined by (6.4.59)–(6.4.64) is positive
definite, then for any T > 0, there exists δ1(T ) > 0 such that for any (z, xs) ∈ C3([0, T ] × [0, x0];R2)) ×
C3([0, T ];R) solution of (6.3.3)–(6.3.5) satisfying
∣∣z0∣∣
H2((0,x0);R2) 6 δ1(T ) and |xs0 − x0| 6 δ1(T ),
dV (z(t, ·), xs(t))
dt
6 −µ
2
V (z(t, ·), xs(t)) +O
(
(|z(t, ·)|H2((0,x0);R2) + |xs − x0|)3
)
, ∀ t ∈ [0, T ]. (6.4.39)
Here and hereafter, O(s) means that there exist ε > 0 and C1 > 0, both independent of z, xs, T and
t ∈ [0, T ], such that
(s 6 ε) =⇒ (|O(s)| 6 C1s).
To prove this lemma, we differentiate V with respect to time along any C3 solutions and perform several
estimates on the different components of V . For the sake of simplicity, for any z ∈ C0([0, T ];H2((0, x0);R2)),
we denote from now on |z(t, ·)|H2((0,x0);R2) by |z|H2 .
Proof of Lemma 6.4.3. Let V be given by (6.4.3)–(6.4.9) and T > 0. Let us assume that (z, xs) is a C
3
solution to the system (6.3.3)–(6.3.5), with initial condition |z0|H2((0,x0);R2) 6 δ1(T ) and |xs0 − x0| 6 δ1(T )
respectively with δ1(T ) > 0 to be chosen later on. Let us examine the different components of the Lya-
punov function. We start by studying V1, V2 and V3 which can be treated similarly as in [13, Section 4.4].
Differentiating V1 along the solution (z, xs) and integrating by parts, noticing (6.4.10), we have
dV1
dt
= −2
∫ x0
0
(
p1e
−µx
η1 z1(1 + z1 − x x˙s
x0
)
x0
xs
z1x + p2e
−µx
η2 z2(1− z2 + x x˙s
x0
)
x0
L− xs z2x
)
dx
=− µV1 −
[
p1e
−µx
η1
x0
xs
z21 + p2e
−µx
η2
x0
L− xs z
2
2
]x0
0
+O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.40)
From (6.3.3), we have
z1tt + (1 + z1 − x x˙s
x0
)z1tx
x0
xs
+ (z1t − x x¨s
x0
)z1x
x0
xs
+ z1t
x˙s
xs
= 0,
z2tt + (1− z2 + x x˙s
x0
)z2tx
x0
L− xs − (z2t − x
x¨s
x0
)z2x
x0
L− xs − z2t
x˙s
L− xs = 0.
(6.4.41)
Therefore, similarly to (6.4.40), we can obtain
dV2
dt
= −µV2 −
[
p1e
−µx
η1
x0
xs
z21t + p2e
−µx
η2
x0
L− xs z
2
2t
]x0
0
+O
(
(|z|H2 + |xs − x0|)3
)
. (6.4.42)
From (6.4.41) and using (6.3.3), we get
z1ttt + (1 + z1 − x x˙s
x0
)z1ttx
x0
xs
+ 2(z1t − x x¨s
x0
)z1tx
x0
xs
+
x˙s
xs
(z1tt + z1t
x˙s
xs
)
+ (z1tt − x
...
x s
x0
)z1x
x0
xs
+ z1tt
x˙s
xs
+ z1t
x¨sxs − (x˙s)2
x2c
= 0,
z2ttt + (1− z2 + x x˙s
x0
)z2ttx
x0
L− xs − 2(z2t − x
x¨s
x0
)z2tx
x0
L− xs +
x˙s
L− xs (−z2tt + z2t
x˙s
L− xs )
− (z2tt − x
...
x s
x0
)z2x
x0
L− xs − z2tt
x˙s
L− xs − z2t
x¨s(L− xs) + (x˙s)2
(L− xs)2 = 0.
(6.4.43)
Then differentiating V3 along the system solutions and using (6.4.43), we have
dV3
dt
6 −
[
p1e
−µxη1 x0
xs
(z21tt)(1 + z1 − x
x˙s
x0
)
]x0
0
−
[
p2e
−µxη2 x0
L− xs z
2
2tt(1− z2 + x
x˙s
x0
)
]x0
0
− µmin
(
x0
xs
,
L− x0
L− xs
)
V3 − µ
∫ x0
0
(
x0
xs
p1e
−µxη1 z21ttz1 −
L− x0
L− xs p2e
−µxη2 z22ttz2
)
dx
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+ µ
∫ x0
0
(
x0
xs
p1e
−µxη2 xz21tt
x˙s
x0
− L− x0
L− xs p2e
−µxη1 xz22tt
x˙s
x0
)
dx
− 3
∫ x0
0
(
p1e
−µxη1 z21tt
x˙s
xs
− p2e−
µx
η2 z22tt
x˙s
L− xs
)
dx
−
∫ x0
0
(
p1e
−µxη1 z21ttz1x
x0
xs
− p2e−
µx
η2 z22ttz2x
x0
L− xs
)
dx (6.4.44)
− 4
∫ x0
0
(
p1e
−µxη1 z1tt(z1t − x x¨s
x0
)z1tx
x0
xs
− p2e−
µx
η2 z2tt(z2t − x x¨s
x0
)z2tx
x0
L− xs
)
dx
− 2
∫ x0
0
(
p1e
−µxη1 z1tt(z1tt + z1t
x˙s
xs
)
x˙s
xs
− p2e−
µx
η2 z2tt(z2tt − z2t x˙s
L− xs )
x˙s
L− xs
)
dx
− 2
∫ x0
0
(
p1e
−µxη1 z1ttz1t
x¨sxs − (x˙s)2
x2c
− p2e−
µx
η2 z2ttz2t
x¨s(L− xs) + (x˙s)2
(L− xs)2
)
dx
− 2
∫ x0
0
(
p1e
−µxη1 z1tt(z1tt − x
...
xs
x0
)z1x
x0
xs
− p2e−
µx
η2 z2tt(z2tt − x
...
xs
x0
)z2x
x0
L− xs
)
dx.
Observe that, while previously all the cubic terms in z could be bounded by |z|3H2 , here in the last line in
(6.4.44) we have
...
xs which is proportional to ztt(t, x0) and cannot be roughly bounded by the |z|H2 norm.
To overcome this difficulty, we transform these terms using Young’s inequality and we get
2
∫ x0
0
(
p1e
−µxη1 z1tt(x
...
x s
x0
)z1x
x0
xs
− p2e−
µx
η2 z2tt(x
...
x s
x0
)z2x
x0
L− xs
)
dx
6 C |z(t, ·)|C1([0,x0];R2) (z1tt(t, x0) + z2tt(t, x0))2 +O
(
|z(t, ·)|C1([0,x0];R2) |z|
2
H2
)
,
(6.4.45)
where C denotes a constant, independent of z, xs, T and t ∈ [0, T ]. Note that the first term on the right is now
proportional to z2tt(t, x0) with a proportionality coefficient C |z(t, ·)|C1([0,x0];R2) that, by Sobolev inequality,
can be made sufficiently small provided that |z|H2 is sufficiently small and thus can be dominated by the
boundary terms. More precisely, from (6.4.44) and (6.4.45) we have
dV3
dt
6− µV3 −
[
p1e
−µx
η1
x0
xs
(z21tt)
]x0
0
−
[
p2e
−µx
η2
x0
L− xs z
2
2tt
]x0
0
+O (|z|H2)
(
z21tt(t, x0) + z
2
2tt(t, x0)
)
+O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.46)
Let us now deal with the term V4 that takes into account the position of the jump. In the following, we use
notations z(0) and z(x0) instead of z(t, 0) and z(t, x0) for simplicity. We have
dV4
dt
=−
∫ x0
0
p¯1e
−µx
η1 (1 + z1 − x x˙s
x0
)z1x(xs − x0)x0
xs
dx+
∫ x0
0
p¯1e
−µx
η1 z1x˙s dx
−
∫ x0
0
p¯2e
−µx
η2 (1− z2 + x x˙s
x0
)z2x(xs − x0) x0
L− xs dx
+
∫ x0
0
p¯2e
−µx
η2 z2x˙s dx+ 2κx˙s(xs − x0) (6.4.47)
=− (xs − x0)
[
p¯1e
−µx
η1
x0
xs
z1 + p¯2e
−µx
η2
x0
L− xs z2
]x0
0
− µ(V4 − κ(xs − x0)2)
+
z1(x0) + z2(x0)
2
(∫ x0
0
p¯1e
−µxη1 z1 dx
)
+
z1(x0) + z2(x0)
2
(∫ x0
0
p¯2e
−µxη2 z2 dx
)
+ κ(z1(x0) + z2(x0))(xs − x0) +O
(
(|z|H2 + |xs − x0|)3
)
.
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According to Young’s inequality, for any positive ε1 and ε2, we have
z1(x0) + z2(x0)
2
(∫ x0
0
p¯1e
−µxη1 z1 dx
)
6 ε1
4
(
z1(x0) + z2(x0)
2
)2
+
1
ε1
(∫ x0
0
p¯1e
−µxη1 z1 dx
)2
,
z1(x0) + z2(x0)
2
(∫ x0
0
p¯2e
−µxη2 z2 dx
)
6 ε2
4
(
z1(x0) + z2(x0)
2
)2
+
1
ε2
(∫ x0
0
p¯2e
−µxη2 z2 dx
)2
.
(6.4.48)
Then using the boundary condition (6.3.4) and Cauchy-Schwarz inequality, (6.4.47) becomes
dV4
dt
6− µV4 − p¯1(xs − x0)x0
xs
(
(e−
µx0
η1 − k1)z1(x0) + b1(xs − x0)
)
− p¯2(xs − x0) x0
L− xs
(
(e−
µx0
η2 − k2)z2(x0) + b2(xs − x0)
)
+ (ε1 + ε2)
z21(x0) + z
2
2(x0)
8
+ max
{
Θ1
ε1
,
Θ2
ε2
}
V1
+ κ(xs − x0)(z1(x0) + z2(x0)) + µκ(xs − x0)2 +O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.49)
Let us now consider V5. From (6.4.8) and (6.4.41), one has similarly
dV5
dt
=−
∫ x0
0
p¯1e
−µx
η1 z1txx˙s
x0
xs
dx+
∫ x0
0
p¯1e
−µx
η1 z1tx¨s dx
−
∫ x0
0
p¯2e
−µx
η2 z2txx˙s
x0
L− xs dx+
∫ x0
0
p¯2e
−µx
η2 z2tx¨s dx+ 2κx¨sx˙s +O
(
(|z|H2 + |xs − x0|)3
)
=− x˙s
[
p¯1e
−µx
η1
x0
xs
z1t + p¯2e
−µx
η2
x0
L− xs z2t
]x0
0
− µ(V5 − κ(x˙s)2)
+
z1t(x0) + z2t(x0)
2
(∫ x0
0
p¯1e
−µxη1 z1t dx
)
+
z1t(x0) + z2t(x0)
2
(∫ x0
0
p¯2e
−µxη2 z2t dx
)
+ κ(z1t(x0) + z2t(x0))x˙s +O
(
(|z|H2 + |xs − x0|)3
)
.
By differentiating (6.3.4) with respect to time, we have
z1t(0) = k1z1t(x0)− b1x˙s,
z2t(0) = k2z2t(x0)− b2x˙s,
(6.4.50)
and therefore using Cauchy-Schwarz and Young’s inequalities, we get
dV5
dt
6− µV5 − p¯1x˙sx0
xs
(
(e−
µx0
η1 − k1)z1t(x0) + b1x˙s
)
− p¯2x˙s x0
L− xs
(
(e−
µx0
η2 − k2)z2t(x0) + b2x˙s
)
+ (ε1 + ε2)
z21t(x0) + z
2
2t(x0)
8
+ max
{
Θ1
ε1
,
Θ2
ε2
}
V2
+ κx˙s(z1t(x0) + z2t(x0)) + µκ(x˙s)
2 +O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.51)
Furthermore, by differentiating (6.4.50) with respect to time, we have
z1tt(0) = k1z1tt(x0)− b1x¨s,
z2tt(0) = k2z2tt(x0)− b2x¨s,
(6.4.52)
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and therefore using also (6.4.43), one has
dV6
dt
=−
∫ x0
0
p¯1e
−µx
η1 z1ttxx¨s
x0
xs
dx+
∫ x0
0
p¯1e
−µx
η1 z1tt
...
x s dx
−
∫ x0
0
p¯2e
−µx
η2 z2ttxx¨s
x0
L− xs dx+
∫ x0
0
p¯2e
−µx
η2 z2tt
...
x s dx+ 2κ
...
x sx¨s +
∫ x0
0
p¯1e
−µx
η1 x¨s(x
...
x s
x0
)z1x
x0
xs
dx
−
∫ x0
0
p¯2e
−µx
η2 x¨s(x
...
x s
x0
)z2x
x0
L− xs dx+O
(
(|z|H2 + |xs − x0|)3
)
=− x¨s
[
p¯1e
−µx
η1
x0
xs
z1tt + p¯2e
−µx
η2
x0
L− xs z2tt
]x0
0
− µ(V6 − κ(x¨s)2)
+
z1tt(x0) + z2tt(x0)
2
(∫ x0
0
p¯1e
−µxη1 z1tt dx
)
+
z1tt(x0) + z2tt(x0)
2
(∫ x0
0
p¯2e
−µxη2 z2tt dx
)
+ κ(z1tt(x0) + z2tt(x0))x¨s +
∫ x0
0
p¯1e
−µx
η1 x¨s(x
...
x s
x0
)z1x
x0
xs
dx
−
∫ x0
0
p¯2e
−µx
η2 x¨s(x
...
x s
x0
)z2x
x0
L− xs dx+O
(
(|z|H2 + |xs − x0|)3
)
.
Note that, as above for V3, here appears again
...
xs which is proportional to ztt(t, x0) and cannot be bounded by
|z|H2 . We therefore use Cauchy-Schwarz and Young’s inequalities as previously and the boundary condition
(6.4.52), to get
dV6
dt
6− µV6 − p¯1x¨sx0
xs
(
(e−
µx0
η1 − k1)z1tt(x0) + b1x¨s
)
− p¯2x¨s x0
L− xs
(
(e−
µx0
η2 − k2)z2tt(x0) + b2x¨s
)
+ (ε1 + ε2)
z21tt(x0) + z
2
2tt(x0)
8
+ max
{
Θ1
ε1
,
Θ2
ε2
}
V2
+ κx¨s(z1tt(x0) + z2tt(x0)) + µκ(x¨s)
2 +O (|z|H2)
(
z21tt(x0) + z
2
2tt(x0)
)
+O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.53)
Hence, from (6.4.40), (6.4.49) and the boundary conditions (6.3.4), we have
dV1
dt
+
dV4
dt
6− µ(V1 + V4)
+ max
{
Θ1
ε1
,
Θ2
ε2
}
V1
+
[
x0
xs
p1(k
2
1 − e−
µx0
η1 ) +
ε1 + ε2
8
]
z21(x0)
+
[
x0
L− xs p2(k
2
2 − e−
µx0
η2 ) +
ε1 + ε2
8
]
z22(x0)
+
[
−2x0
xs
p1b1k1 − x0
xs
p¯1(e
−µx0η1 − k1) + κ
]
z1(x0)(xs − x0)
+
[
−2 x0
L− xs p2b2k2 −
x0
L− xs p¯2(e
−µx0η2 − k2) + κ
]
z2(x0)(xs − x0)
+
[
x0
xs
p1b
2
1 +
x0
L− xs p2b
2
2 −
x0
xs
p¯1b1 − x0
L− xs p¯2b2 + µκ
]
(xs − x0)2
+O
(
(|z|H2 + |xs − x0|)3
)
.
(6.4.54)
Let us now select ε1 and ε2 as follows:
ε1 = 2
Θ1
µ
, ε2 = 2
Θ2
µ
, (6.4.55)
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where Θ1 and Θ2 are defined in (6.4.17). Then (6.4.54) can be rewritten in the following compact form:
dV1
dt
+
dV4
dt
6 −µ
2
V1 − µV4 − ZTA0 Z +O
(
(|z|H2 + |xs − x0|)3
)
. (6.4.56)
This expression involves the quadratic form ZTA0 Z with the vector Z defined as
Z = (z1(x0) z2(x0) (xs − x0))T . (6.4.57)
and the matrix A0 satisfies
A0 = A +O(|xs − x0|), (6.4.58)
where A is given by
A =
a11 0 a130 a22 a23
a31 a32 a33
 (6.4.59)
with
a11 = p1(e
−µx0η1 − k21)−
ε1 + ε2
8
, (6.4.60)
a13 = a31 = p1b1k1 +
p¯1
2
(e−
µx0
η1 − k1)− κ
2
, (6.4.61)
a22 =
x0
L− x0 p2(e
−µx0η2 − k22)−
ε1 + ε2
8
, (6.4.62)
a23 = a32 =
x0
L− x0 p2b2k2 +
x0
L− x0
p¯2
2
(e−
µx0
η2 − k2)− κ
2
, (6.4.63)
a33 = −p1b21 −
x0
L− x0 p2b
2
2 + p¯1b1 +
x0
L− x0 p¯2b2 − µκ. (6.4.64)
Similarly, from (6.4.42) and (6.4.51), we get
dV2
dt
+
dV5
dt
6 −µ
2
V2 − µV5 − ZTtA0 Zt +O
(
(|z|H2 + |xs − x0|)3
)
, (6.4.65)
while from (6.4.46) and (6.4.53), we have
dV3
dt
+
dV6
dt
6 −µ
2
V3 − µV6 − ZTttA1 Ztt +O
(
(|z|H2 + |xs − x0|)3
)
(6.4.66)
with
A1 = A0 +
O(|z|H2) 0 00 O(|z|H2) 0
0 0 0
 . (6.4.67)
If A is positive definite, from (6.4.58) and (6.4.67) and by continuity, A0 and A1 are also positive definite
provided that |z|H2 and |xs − x0| are sufficiently small. Hence, from (6.4.56), (6.4.65), (6.4.66) and Lemma
6.3.1, there exists δ1(T ) > 0 such that, if |z0|H2((0,x0);R2) 6 δ1(T ) and |xs0 − x0| 6 δ1(T ), one has
dV
dt
6 −µ
2
V +O
(
(|z|H2 + |xs − x0|)3
)
, (6.4.68)
which ends the proof of Lemma 6.4.3.
Let us now prove Theorem 6.4.1.
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Proof of Theorem 6.4.1. From Lemma 6.4.1 and Lemma 6.4.2, all it remains to do is to show that for any
γ > 0, under conditions (6.2.16) there exist µ, p1, p2, p¯1 and p¯2 satisfying (6.4.16) and such that V given
by (6.4.3)-(6.4.9) decreases exponentially with rate γ/2 along any C3 solution of the system (6.3.3)–(6.3.5).
Using Lemma 6.4.3 we first show that for any γ > 0 there exists µ > γ, and positive parameters p1, p2, p¯1
and p¯2 satisfying (6.4.16) and such that the matrix A defined by (6.4.59)-(6.4.64) is positive definite, which
implies that (6.4.39) holds. Then, we show that this implies the exponential decay of V with decay rate γ/2
along any C3 solution of (6.3.3)–(6.3.5).
Let us start by selecting p1 and p2 as
p1 =
p¯1
2b1
, p2 =
p¯2
2b2
. (6.4.69)
Then the cross terms (6.4.61), (6.4.63) of the matrix A become
a13 = a31 =
p¯1
2
e−
µx0
η1 − κ
2
, a23 = a32 =
x0
L− x0
p¯2
2
e−
µx0
η2 − κ
2
. (6.4.70)
Let p¯1 and p¯2 be selected as
p¯1 = κe
µx0
η1 , p¯2 = κ
L− x0
x0
e
µx0
η2 . (6.4.71)
Then we have
a13 = a31 = 0, a23 = a32 = 0 (6.4.72)
such that A can now be rewritten as
A =
a11 0 00 a22 0
0 0 a33
 . (6.4.73)
Moreover from (6.4.69) and (6.4.71), we get
a33 =
p¯1
2
b1 +
x0
L− x0
p¯2
2
b2 − µκ = κ
2
b1e
µx0
η1 +
κ
2
b2e
µx0
η2 − µκ. (6.4.74)
As conditions (6.2.16) are strict inequalities, by continuity it follows that we can select µ > γ such that these
conditions (6.2.16) are still satisfied with µ instead of γ such that
µe−
µx0
η1 < b1 <
µe−
µx0
η1
1− e−
µx0
η1
, µe−
µx0
η2 < b2 <
µe−
µx0
η2
1− e−
µx0
η2
, (6.4.75)
this together with (6.4.74) gives
a33 > 0. (6.4.76)
From (6.4.17), (6.4.55), (6.4.60), (6.4.62), (6.4.69) and (6.4.71), we have
a11 =
κ
2b1
(1− k21e
µx0
η1 )− κ
2µ2
[
b1(e
µx0
η1 − 1) + b2(e
µx0
η2 − 1)
]
, (6.4.77)
a22 =
κ
2b2
(1− k22e
µx0
η2 )− κ
2µ2
[
b1(e
µx0
η1 − 1) + b2(e
µx0
η2 − 1)
]
. (6.4.78)
Then, under assumptions (6.2.16), it can be checked that
a11 > 0, a22 > 0. (6.4.79)
This implies that A is positive definite.
Thus from Lemma 6.4.3, for any T > 0, there exists δ1(T ) > 0 such that for any (z, xs) ∈ C3([0, T ] ×
[0, x0];R2))×C3([0, T ];R) solution of (6.3.3)–(6.3.5) satisfying
∣∣z0∣∣
H2((0,L);R2) 6 δ1(T ) and |xs0−x0| 6 δ1(T ),
one has
dV
dt
6 −µ
2
V +O
(
(|z|H2 + |xs − x0|)3
)
. (6.4.80)
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Now let us remark that from condition (6.4.75) we have
max
(
2
b1η1
µ
e
µx0
η1
(
1− e−
µx0
η1
)
, 2
L− x0
x0
b2η2
µ
e
µx0
η2
(
1− e−
µx0
η2
))
< 2. (6.4.81)
Therefore, there exists κ > 1 such that
max
(
2κ
b1η1
µ
e
µx0
η1
(
1− e−
µx0
η1
)
, 2κ
L− x0
x0
b2η2
µ
e
µx0
η2
(
1− e−
µx0
η2
))
< 2, (6.4.82)
which means from (6.4.69) and (6.4.71) that (6.4.16) is satisfied. Hence from (6.4.80) and Lemma 6.4.1, since
µ > γ, there exists δ0(T ) 6 δ1(T ) such that, if
∣∣z0∣∣
H2((0,x0);R2) 6 δ0(T ) and |xs0 − x0| 6 δ0(T ), then
dV
dt
6 −γ
2
V (6.4.83)
along the C3 solutions of the system (6.3.3)–(6.3.5). Thus from Lemma 6.4.2, (6.4.83) holds along the
C0([0, T ];H2((0, x0);R2))× C1([0, T ];R) solutions of (6.3.3)–(6.3.5) in a distribution sense.
So far δ0(T ) may depend on T , while δ
∗ in Theorem 6.4.1 does not depend on T . The only thing left to
check is that we can find δ∗ independent of T such that if
∣∣z0∣∣
H2((0,x0);R2) 6 δ
∗ and |xs0 − x0| 6 δ∗, then
(6.4.83) holds on (0, T ) for any T > 0. As the constant β involved in Lemma 6.4.1 does not depend on T ,
there exists T1 > 0 such that
β−2e−
γ
2 T1 <
1
2
. (6.4.84)
As T1 ∈ (0,+∞), from Lemma 6.3.1, we can choose δ0(T1) > 0 satisfying C(T1)δ0(T1) < β/2, such that for
every xs0 ∈ (0, L) and z0 ∈ H2((0, x0);R2) satisfying the compatibility conditions (6.3.7)–(6.3.8) and
|z0|H2((0,x0);R2) 6 δ0(T1), |xs0 − x0| 6 δ0(T1),
there exists a unique solution (z, xs) ∈ C0([0, T1];H2((0, x0);R2))×C1([0, T1];R) to the system (6.3.3)–(6.3.5)
satisfying
|z(t, ·)|H2((0,x0);R2) + |xs(t)− x0| < β (6.4.85)
and such that (6.4.83) holds on (0, T1) in a distribution sense. From (6.4.85), Lemma 6.4.1 and (6.4.84),
|z(T1, ·)|H2((0,x0);R2) 6 δ0(T1), |xs(T1)− x0| 6 δ0(T1). (6.4.86)
Moreover, the compatibility conditions hold now at time t = T1 instead of t = 0. Thus, from Lemma 6.3.1
there exists a unique (z, xs) ∈ C0([T1, 2T1];H2((0, x0);R2)) × C1([T1, 2T1];R) solution of (6.3.3)–(6.3.5) on
[T1, 2T1] and (6.4.83) holds on (T1, 2T1) in a distribution sense. One can repeat this analysis on [jT1, (j+1)T1]
where j ∈ N∗ \ {1}. Setting δ∗ = δ0(T1), we get that (6.4.83) holds on (0, T ) for any T > 0 in a distribution
sense along the C0([0, T ];H2((0, x0);R2)) × C1([0, T ];R) solutions of the system (6.3.3)–(6.3.5). In fact, it
also implies the global existence and uniqueness of (z, xs) ∈ C0([0,+∞);H2((0, x0);R2)) × C1([0,+∞);R)
solution of (6.3.3)–(6.3.5) and the fact that (6.4.83) holds on (0,+∞). This concludes the proof of Theorem
6.4.1.
6.5 Extension to a general convex flux
We can in fact extend this method to a more general convex flux. Let f ∈ C3(R) be a convex function, and
consider the equation
∂ty + ∂x(f(y)) = 0. (6.5.1)
For this conservation law, the Rankine-Hugoniot condition becomes
x˙s =
f(y(t, xs(t)
+))− f(y(t, xs(t)−))
y(t, xs(t)+)− y(t, xs(t)−) , (6.5.2)
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and, let (y∗, x0) be an entropic shock steady state of (6.5.1)–(6.5.2), without loss of generality we can assume
that y∗(x+0 ) = −1 and y∗(x−0 ) = 1, thus f(1) = f(−1). Then, for any x0 ∈ (0, L), we have the following
result:
Theorem 6.5.1. Let f ∈ C3(R) be a convex function such that f(1) = f(−1) and assume in addition that
f ′(1) > 1 and |f ′(−1)| > 1. (6.5.3)
Let γ > 0. If the following conditions hold
b1 ∈
(
2γe−γx0
f ′(1) + |f ′(−1)| ,
γe−γx0
1− e−γx0
)
, b2 ∈
(
2γe−γ(L−x0)
f ′(1) + |f ′(−1)| ,
γe−γ(L−x0)
1− e−γ(L−x0)
)
, (6.5.4a)
k21 < e
−γx0
(
1− f ′(1)b1
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (6.5.4b)
k22 < e
−γ(L−x0)
(
1− |f ′(−1)|b2
γ
(
b1
1− e−γx0
γe−γx0
+ b2
1− e−γ(L−x0)
γe−γ(L−x0)
))
, (6.5.4c)
then the steady state (y∗, x0) of the system (6.5.1), (6.5.2), (6.2.3), (6.2.8) is exponentially stable for the
H2-norm with decay rate γ/4.
One can use exactly the same method as previously. We give in Appendix 6.7.2 a way to adapt the proof of
Theorem 6.4.1.
Remark 6.5.1. One could wonder why we require condition (6.5.3). This condition ensures that there always
exist parameters bi and ki satisfying (6.5.4).
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6.6 Conclusion and Open problems
The stabilization of shock-free regular solutions of quasilinear hyperbolic systems has been the subject of a
large number of publications in the recent scientific literature. In contrast, there are no results concerning the
Lyapunov stability of solutions with jump discontinuities, although they occur naturally in the form of shock
waves or hydraulic jumps in many applications of fluid dynamics. For instance, the inviscid Burgers equation
provides a simple scalar example of a hyperbolic system having natural solutions with jump discontinuities.
The main contribution of this chapter is precisely to address the issue of the boundary exponential feedback
stabilization of an unstable shock steady state for the Burgers equation over a bounded interval. Our strategy
to solve the problem relies on introducing a change of variables which allows to transform the scalar Burgers
equation with shock wave solutions into an equivalent 2× 2 quasilinear hyperbolic system having shock-free
solutions over a bounded interval. Then, by a Lyapunov approach, we show that, for appropriately chosen
boundary conditions, the exponential stability in H2-norm of the steady state can be achieved with an
arbitrary decay rate and with an exact exponential stabilization of the desired shock location. Compared
with previous results in the literature for classical solutions of quasilinear hyperbolic systems, the selection
of an appropriate Lyapunov function is challenging because the equivalent system is parameterized by the
time-varying position of the jump discontinuity. In particular, the standard quadratic Lyapunov function
used in the book [13] has to be augmented with suitable extra terms for the analysis of the stabilization
of the jump position. Based on the result, some open questions could be addressed. Could these results be
generalized to any convex flux, especially when (6.5.3) is not satisfied? As we show the rapid stabilization
result, is it possible to obtain finite time stabilization? Could we replace the left/right state at the shock by
measurements nearby or by averages close to the shock? If not, could the error on both the state and shock
location be bounded?
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6.7 Appendix
6.7.1 Proof of Lemma 6.3.1
Proof. We adapt the fixed point method used in [13, Appendix B] (see also [118, 142]). We first deal with
the case where
T ∈ (0,min (x0, L− x0)) . (6.7.1)
For any ν > 0, xs0 ∈ R and z0 ∈ H2((0, x0);R2), let Cν(z0, xs0) be the set of
z ∈ L∞((0, T );H2((0, x0);R2)) ∩W 1,∞((0, T );H1((0, x0);R2)) ∩W 2,∞((0, T );L2((0, x0);R2))
such that
|z|L∞((0,T );H2((0,x0);R2)) 6 ν, (6.7.2)
|z|W 1,∞((0,T );H1((0,x0);R2)) 6 ν, (6.7.3)
|z|W 2,∞((0,T );L2((0,x0);R2)) 6 ν, (6.7.4)
z(·, x0) ∈ H2((0, T );R2)), |z(·, x0)|H2((0,T );R2)) 6 ν2, (6.7.5)
z(0, ·) = z0, (6.7.6)
zt(0, ·) = −A(z0, ·, xs(z(·, x0))(0))z0x, (6.7.7)
where we write xs(z(·, x0))(t) in order to emphasize its dependence on z(·, x0) in the following proof and
xs(z(·, x0))(t) =: xs0 +
∫ t
0
z1(s, x0) + z2(s, x0)
2
ds. (6.7.8)
163
In (6.7.7),
A(z, x, xs(z(·, x0))(t)) =
(
a1(z, x, xs(z(·, x0))(t)) 0
0 a2(z, x, xs(z(·, x0))(t))
)
(6.7.9)
with
a1(z, x, xs(z(·, x0))(t)) =
(
1 + z1(t, x)− xz1(t, x0) + z2(t, x0)
2x0
)
x0
xs(z(·, x0))(t) , (6.7.10)
a2(z, x, xs(z(·, x0))(t)) =
(
1− z2(t, x) + xz1(t, x0) + z2(t, x0)
2x0
)
x0
L− xs(z(·, x0))(t) . (6.7.11)
The set Cν(z
0, xs0) is not empty and is a closed subset of L
∞((0, T );L2((0, L);R2)) provided that
|z0|H2((0,x0);R2) 6 δ and |xs0 − x0| 6 δ, with δ sufficiently small (see for instance [13, Appendix B]).
Let us define a mapping:
F : Cν(z0, xs0) −→ L∞((0, T );H2((0, x0);R2)) ∩W 1,∞((0, T );H1((0, x0);R2))
∩W 2,∞((0, T );L2((0, x0);R2))
v = (v1, v2)
T 7−→ F(v) = z = (z1, z2)T (6.7.12)
where z is the solution of the linear hyperbolic equation
zt +A(v, x, xs(v(·, x0))(t))zx = 0, (6.7.13)
z(0, x) = z0(x), (6.7.14)
with boundary conditions
z1(t, 0) = k1z1(t, x0) + b1ψ(t), (6.7.15)
z2(t, 0) = k2z2(t, x0) + b2ψ(t), (6.7.16)
where
ψ(t) = x0 − xs(v(·, x0))(t). (6.7.17)
In the following, we will treat z1 in details. For the sake of simplicity, we denote
f1(t, x) := a1(v(t, x), x, xs(v(·, x0))(t)). (6.7.18)
It is easy to check from (6.7.10) that if ν is sufficiently small, then f1(t, x) is strictly positive for any
(t, x) ∈ [0, T ]× [0, x0]. Let us now define the characteristic curve ξ1(s; t, x) passing through (t, x) as
dξ1(s; t, x)
ds
= f1(s, ξ1(s; t, x)),
ξ1(t; t, x) = x.
(6.7.19)
One can see that for every (t, x) ∈ [0, T ] × [0, x0], ξ1(·; t, x) is uniquely defined on some closed interval in
[0, T ]. From (6.7.1), only two cases can occur (see Figure 6.2): If ξ1(t; 0, 0) < x 6 x0, there exists β1 ∈ [0, x0]
depending on (t, x) such that
β1 = ξ1(0; t, x). (6.7.20)
If 0 < x < ξ1(t; 0, 0), there exists α1 ∈ [0, t] depending on (t, x) such that
ξ1(α1; t, x) = 0, (6.7.21)
and in this case, there exists γ1 ∈ [0, x0] depending on α1 such that
γ1 = ξ1(0;α1, x0). (6.7.22)
Moreover, we have the following lemma which will be used in the estimations hereafter (the proof can be
found at the end of this appendix).
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Lemme 6.7.1. There exist ν0 > 0 and C > 0 such that, for any T satisfying (6.7.1), for any ν ∈ (0, ν0] and
for a.e. t ∈ (0, T ), we have
|f1(t, ·)|0 6 C, |f1x(t, ·)|0 6 Cν, |f1t(t, ·)|0 6 Cν, (6.7.23)
|∂xξ1(s; t, ·)|0 6 C, |∂tξ1(s; t, ·)|0 6 C, s ∈ [0, t], (6.7.24)
|∂xβ1(t, ·)|0 6 C, | (∂xβ1(t, ·))−1 |0 6 C, (6.7.25)
|∂tβ1(t, ·)|0 6 C, | (∂tβ1(t, ·))−1 |0 6 C, (6.7.26)
|∂xα1(t, ·)|0 6 C,
∣∣∣(∂xα1(t, ·))−1∣∣∣
0
6 C, (6.7.27)
|∂xγ1(t, ·)|0 6 C,
∣∣(∂xγ1(t, ·))−1∣∣0 6 C, (6.7.28)∫ T
0
|∂ttβ1(t, x0)|2 dt 6 Cν, (6.7.29)∫ x0
0
|∂xxα1(t, x)|2 dx 6 Cν, (6.7.30)∫ x0
0
|∂xxβ1(t, x)|2 dx 6 Cν, (6.7.31)∫ x0
0
|∂xxγ1(t, x)|2 dx 6 Cν. (6.7.32)
In these inequalities, and hereafter in this section, |f |0 denotes the C0-norm of a function f with respect to
its variable and C may depend on x0, xs0, ν0, k1, k2, b1 and b2, but is independent of ν, T , v and z.
Our goal is now to use a fixed point argument to show the existence and uniqueness of the solution to
(6.3.3)–(6.3.5). Firstly, we show that for ν and δ sufficiently small, F maps Cν(z0, xs0) into itself, i.e.,
F(Cν(z0, xs0)) ⊂ Cν(z0, xs0).
Then, in a second step, we prove that F is a contraction mapping.
1) F maps Cν(z0, xs0) into itself.
For any v ∈ Cν(z0, xs0), let z = F(v), we prove that z ∈ Cν(z0, xs0). By the definition of F in (6.7.12),
using the method of characteristics, we can solve (6.7.13) to (6.7.16) for z1 and obtain that
z1(t, x) =
{
k1z
0
1(γ1) + b1ψ(α1), 0 < x < ξ1(t; 0, 0),
z01(β1), ξ1(t; 0, 0) < x < x0.
(6.7.33)
Obviously z verifies the properties (6.7.6)–(6.7.7). Next, we prove that z verifies the property (6.7.5). Using
the change of variables and from (6.7.26), we have∫ T
0
z1(t, x0)
2dt =
∫ T
0
z01(β1(t, x0))
2dt 6 C
∫ x0
0
(z01(x))
2dx. (6.7.34)
In (6.7.34) and hereafter, C denotes various constants that may depend on x0, xs0, ν0, k1, k2, b1 and b2, but
are independent of ν, T , v and z. Similarly, by (6.7.26), we obtain∫ T
0
z1t(t, x0)
2dt =
∫ T
0
(z01x(β1(t, x0))∂tβ1(t, x0))
2dt 6 C
∫ T
0
(z01x(x))
2dx. (6.7.35)
From (6.7.29) and using Sobolev inequality, one has∫ T
0
z1tt(t, x0)
2dt =
∫ T
0
(z01xx(β1(t, x0))(∂tβ1(t, x0))
2 + z01x(β1(t, x0))∂ttβ1(t, x0))
2dt
6 C
∫ x0
0
(z01xx(x))
2dx+ 2|z01x|20
∫ T
0
(∂ttβ1(t, x0))
2 dt
6 C|z01 |2H2((0,x0);R).
(6.7.36)
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Combining (6.7.34)–(6.7.36), we get
|z1(·, x0)|H2((0,T );R) 6 C|z01 |H2((0,x0);R). (6.7.37)
Applying similar estimate to z2 gives
|z2(·, x0)|H2((0,T );R) 6 C|z02 |H2((0,x0);R). (6.7.38)
From (6.7.37) and (6.7.38), we can select δ sufficiently small such that
|z(·, x0)|H2((0,T );R2) 6 ν2, (6.7.39)
which shows both the regularity and the boundedness property (6.7.5). We can again use the method of
characteristics to prove properties (6.7.2)–(6.7.4). For a.e. t ∈ (0, T ),
z1x(t, x) =
{
k1z
0
1x(γ1)∂xγ1 + b1ψ˙(α1)∂xα1, 0 < x < ξ1(t; 0, 0),
z01x(β1)∂xβ1, ξ1(t; 0, 0) < x < x0.
(6.7.40)
z1xx(t, x) =

k1z
0
1x(γ1)∂xxγ1 + k1z
0
1xx(γ1)(∂xγ1)
2
+ b1ψ¨(α1)(∂xα1)
2 + b1ψ˙(α1)∂xxα1
, 0 < x < ξ1(t; 0, 0),
z01x(β1)∂xxβ1 + z
0
1xx(β1)(∂xβ1)
2, ξ1(t; 0, 0) < x < x0.
(6.7.41)
Note that the last equation is true in distribution sense but shows that z1 ∈ L∞((0, T );H2((0, x0);R)). We
first estimate |z|L∞((0,T );H2((0,x0);R2)). From (6.7.8) and (6.7.17), using Sobolev inequality, we get
|ψ|0 6|xs0 − x0|+ C|v(·, x0)|H2((0,T );R2), (6.7.42)
|ψ˙|0 6C|v(·, x0)|H2((0,T );R2), (6.7.43)
|ψ¨|0 6C|v(·, x0)|H2((0,T );R2). (6.7.44)
From (6.7.33), (6.7.40) and (6.7.41), we can compute directly using (6.7.25), (6.7.27)–(6.7.28) and (6.7.30)–
(6.7.32) that∫ x0
0
z21dx 6
(∣∣(∂xβ1(t, ·))−1∣∣0 + 2k21 ∣∣(∂xγ1(t, ·))−1∣∣0) ∫ x0
0
(z01(x))
2dx+ 2b21x0|ψ|20,
6 C(|z01 |2H2((0,x0);R) + |xs0 − x0|2 + |v(·, x0)|2H2((0,T );R2)),
(6.7.45)
∫ x0
0
z21xdx 6
(|∂xβ1(t, ·)|0 + 2k21 |∂xγ1(t, ·)|0) ∫ x0
0
(z01x(x))
2dx+ 2x0b
2
1|ψ˙|20|∂xα1(t, ·)|20
6C(|z01 |2H2((0,x0);R) + |v(·, x0)|2H2((0,T );R2)),
(6.7.46)
∫ x0
0
z21xxdx 6
(
2 |∂xβ1(t, ·)|30 + 4k21 |∂xγ1(t, ·)|30
)∫ x0
0
(z01xx)
2dx
+ 2
∣∣z01x∣∣20 ∫ x0
0
|∂xxβ1(t, x)|2dx+ 4k21
∣∣z01x∣∣20 ∫ x0
0
|∂xxγ1(t, x)|2dx
+ 4b21|∂xα1(t, x)|40
∫ x0
0
|ψ¨(α1(t, x))|2dx+ 4b21|ψ˙|20
∫ x0
0
|∂xxα1(t, x)|2dx
6C(|z01 |2H2((0,x0);R) + |v(·, x0)|2H2((0,T );R2)).
(6.7.47)
Combining (6.7.45)–(6.7.47), we obtain
|z1(t, ·)|H2((0,x0);R) 6 C(|z01 |H2((0,x0);R) + |xs0 − x0|+ |v(·, x0)|H2((0,T );R2)), (6.7.48)
Similarly, one can get
|z2(t, ·)|H2((0,x0);R) 6 C(|z02 |H2((0,x0);R) + |xs0 − x0|+ |v(·, x0)|H2((0,T );R2)). (6.7.49)
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Noticing from v ∈ Cν(z0, xs0) that
|v(·, x0)|H2((0,T );R2) 6 ν2,
thus by selecting δ and ν ∈ (0, ν0] sufficiently small, in addition to the previous hypothesis on δ, we have
indeed
|z(t, ·)|H2((0,x0);R2) 6 ν, a.e. t ∈ (0, T ), (6.7.50)
which proves (6.7.2). The same method as to prove (6.7.50) enables us to show that z1 verifies also (6.7.3)
and (6.7.4). One only has to realize that
z1t(t, x) =
{
k1z
0
1x(γ1)∂tγ1 + b1ψ˙(α1)∂tα1, 0 < x < ξ1(t; 0, 0),
z01x(β1)∂tβ1, ξ1(t; 0, 0) < x < x0.
z1tt(t, x) =
{
k1z
0
1x(γ1)∂ttγ + k1z
0
1xx(γ1)(∂tγ1)
2 + b1ψ¨(α1)(∂tα1)
2 + b1ψ˙(α1)∂ttα1, 0 < x < ξ1(t; 0, 0),
z01x(β1)∂ttβ1 + z
0
1xx(β1)(∂tβ1)
2, ξ1(t; 0, 0) < x < x0.
z1tx(t, x) =

k1z
0
1x(γ1)∂x(∂tγ1) + k1z
0
1xx(γ1)(∂xγ1∂tγ1)
+ b1ψ¨(α1)(∂tα1∂xα1) + b1ψ˙(α1)∂x(∂tα1),
0 < x < ξ1(t; 0, 0),
z01x(β1)∂x(∂tβ1) + z
0
1xx(β1)(∂xβ1∂tβ1), ξ1(t; 0, 0) < x < x0,
and to estimate
∫ ξ1(t;0,0)
0
|∂ttα1|2dx,
∫ x0
ξ1(t;0,0)
|∂ttβ1|2dx,
∫ ξ1(t;0,0)
0
|∂ttγ1|2dx,
∫ ξ1(t;0,0)
0
|∂x(∂tα1)|2dx,∫ x0
ξ1(t,0,0)
|∂x(∂tβ1)|2dx and
∫ ξ1(t;0,0)
0
|∂x(∂tγ1)|2dx similarly as in (6.7.30)–(6.7.32) using the fact that v be-
longs to L∞((0, T );H2((0, x0);R2))∩W 1,∞((0, T );H1((0, x0);R2))∩W 2,∞((0, T );L2((0, x0);R2)) with bound
ν in these norms.
We can clearly perform similar estimates for z2. Consequently there exist δ and ν1 ∈ (0, ν0] sufficiently small
depending only on C such that, for any ν ∈ (0, ν1], z = F(v) verifies properties (6.7.2)–(6.7.7) and therefore
F(Cν(z0, xs0)) ⊂ Cν(z0, xs0).
2) F is a contraction mapping.
Next, we prove that F is a contraction mapping satisfying the following inequality:
|F(v)−F(v¯)|L∞((0,T );L2((0,x0);R2)) +M |F(v)(·, x0)−F(v¯)(·, x0)|L2((0,T );R2)
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2
|v − v¯|L∞((0,T );L2((0,x0);R2)) +
M
2
|v(·, x0)− v¯(·, x0)|L2((0,T );R2),
(6.7.51)
where M > 0 is a constant. We start with z1, and with the estimate of |z1 − z¯1|L∞((0,T );L2((0,x0);R)). For
any chosen v and v¯ from Cν(z
0, xs0), without loss of generality, we may assume that ξ1(t; 0, 0) < ξ¯1(t; 0, 0),
where ξ¯1 is the characteristic defined in (6.7.19) associated to v¯. From (6.7.33), we have∫ x0
0
|z1(t, x)− z¯1(t, x)|2 dx
=
∫ ξ1(t;0,0)
0
|k1z01(γ1)− k1z01(γ¯1) + b1ψ(α1)− b1ψ¯(α¯1)|2 dx
+
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− (k1z01(γ¯1) + b1ψ¯(α¯1))|2 dx+
∫ x0
ξ¯1(t;0,0)
|z01(β1)− z01(β¯1)|2 dx. (6.7.52)
From the definition of ψ in (6.7.17) and (6.7.8), using Sobolev and Cauchy-Schwarz inequalities, we have∫ ξ1(t;0,0)
0
|b1ψ(α1)− b1ψ¯(α¯1)|2 dx
=
∫ ξ1(t;0,0)
0
b21
∣∣∣∣∫ α1
0
v1(s, x0) + v2(s, x0)
2
ds−
∫ α¯1
0
v¯1(s, x0) + v¯2(s, x0)
2
ds
∣∣∣∣2 dx
6C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2) + C|v¯(·, x0)|2H2((0,T );R2)
∫ ξ1(t;0,0)
0
|α1 − α¯1|2 dx. (6.7.53)
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By the definition of γ1 in (6.7.22) and the corresponding definition of γ¯1 and using (6.7.24), we obtain∫ ξ1(t;0,0)
0
|k1z01(γ1)− k1z01(γ¯1)|2 dx 6 C|z01 |2H2((0,x0);R)
∫ ξ1(t;0,0)
0
|α1 − α¯1|2 dx. (6.7.54)
Combining (6.7.52)–(6.7.54), we get∫ x0
0
|z1(t, x)− z¯1(t, x)|2 dx
6C(|z01 |2H2((0,x0);R) + |v¯(·, x0)|2H2((0,T );R2))
∫ ξ1(t;0,0)
0
|α1 − α¯1|2 dx
+ |z01 |2H2((0,x0);R)
∫ x0
ξ¯1(t;0,0)
|β1 − β¯1|2 dx+
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− (k1z01(γ¯1) + b1ψ¯(α¯1))|2 dx
+ C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2). (6.7.55)
We estimate each term in (6.7.55) separately. By the definition of β1 in (6.7.20) and the corresponding
definition of β¯1, we have∫ x0
ξ¯1(t;0,0)
|β1 − β¯1|2 dx =
∫ x0
ξ¯1(t;0,0)
|ξ1(0; t, x)− ξ¯1(0; t, x)|2 dx. (6.7.56)
Now, let us estimate |ξ1(0; t, x)− ξ¯1(0; t, x)|. From the definition of xs in (6.7.8) and the definitions of ξ1 and
ξ¯1, see (6.7.19), we get for any s ∈ [0, t] that
|ξ1(s; t, x)− ξ¯1(s; t, x)|
=
∣∣∣ ∫ t
s
f1(θ, ξ1(θ; t, x)) dθ −
∫ t
s
f¯1(θ, ξ¯1(θ; t, x)) dθ
∣∣∣
6
∫ t
s
( ∣∣∣∣(1 + v1(θ, ξ1)− ξ1 v1(θ, x0) + v2(θ, x0)2x0
)
x0
xs(v(·, x0))(θ)xs(v¯(·, x0))(θ)
∣∣∣∣
·
∫ θ
0
∣∣∣∣v1(α, x0)− v¯1(α, x0) + v2(α, x0)− v¯2(α, x0)2
∣∣∣∣ dα) dθ
+
∫ t
s
∣∣∣∣ x0xs(v¯(·, x0))(θ)
∣∣∣∣ · ∣∣∣∣v1(θ, ξ1)− v¯1(θ, ξ¯1) + ξ¯1 v¯1(θ, x0) + v¯2(θ, x0)2x0 − ξ1 v1(θ, x0) + v2(θ, x0)2x0
∣∣∣∣ dθ
6C|v(·, x0)− v¯(·, x0)|L2((0,T );R2) + Cν
∫ t
s
|ξ1(θ; t, x)− ξ¯1(θ; t, x)| dθ
+ C
∫ t
s
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))|dθ. (6.7.57)
From (6.7.57), we get for ν ∈ (0, ν0] sufficiently small and for ξ¯1(t; 0, 0) < x 6 x0 that
|ξ1(·; t, x)− ξ¯1(·; t, x)|C0([0,t];R) 6C|v(·, x0)− v¯(·, x0)|L2((0,T );R2)
+ C
∫ t
0
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))| dθ. (6.7.58)
Thus, from (6.7.56) and (6.7.58) we have∫ x0
ξ¯1(t;0,0)
|β1 − β¯1|2 dx 6C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ C
∫ x0
ξ¯1(t;0,0)
(∫ t
0
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))| dθ
)2
dx
6C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
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+ C
∫ t
0
∫ x0
ξ¯1(t;0,0)
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))|2 dx dθ
6C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ C|v1 − v¯1|2L∞((0,T );L2((0,x0);R)). (6.7.59)
The last inequality is obtained using the change of variable y = ξ¯1(θ; t, x), well-defined for 0 6 θ 6 t 6 T
and ξ¯1(t; 0, 0) < x 6 x0. Let us now estimate |α1 − α¯1|L2((0,ξ1(t;0,0));R). Without loss of generality, we may
assume that α1 6 α¯1. By definition of α1 in (6.7.21) and the corresponding definition of α¯1, we have∫ t
α1
f1(s, ξ1(s; t, x))ds = x =
∫ t
α¯1
f¯1(s, ξ¯1(s; t, x))ds. (6.7.60)
Hence, similarly to (6.7.57), we get
|α1 − α¯1| 6 1
inf
(t,x)∈[0,T ]×[0,x0]
|f1(t, x)|
∫ t
α¯1
∣∣f1(s, ξ1(s; t, x))− f¯1(s, ξ¯1(s; t, x))∣∣ ds
6C|v(·, x0)− v¯(·, x0)|L2((0,T );R2) + Cν
∫ t
α¯1
|ξ1(θ; t, x)− ξ¯1(θ; t, x)| dθ
+ C
∫ t
α¯1
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))|dθ. (6.7.61)
Similarly to the proof of (6.7.58), for ν ∈ (0, ν0] sufficiently small, we can obtain that (note that ξ1(s; t, x)
and ξ¯1(s; t, x) for any s ∈ [α¯1, t] are well defined as we assume that α1 6 α¯1)
|ξ1(·; t, x)− ξ¯1(·; t, x)|C0([α¯1,t];R) 6C|v(·, x0)− v¯(·, x0)|L2((0,T );R2)
+ C
∫ t
α¯
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))| dθ. (6.7.62)
Using this inequality in (6.7.61) and performing similarly as in (6.7.59), we can obtain∫ ξ1(t;0,0)
0
|α1 − α¯1|2 dx 6 C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2) + C|v1 − v¯1|2L∞((0,T );L2((0,x0);R)). (6.7.63)
Let us now focus on the estimation of the term
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− (k1z01(γ¯1)+b1ψ¯(α¯1))|2 dx in (6.7.55). Using
the compatibility condition (6.3.7), we have∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− (k1z01(γ¯1) + b1ψ¯(α¯1))|2 dx
=
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− z01(0) + z01(0)− (k1z01(γ¯1) + b1ψ¯(α¯1))|2 dx
=
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− z01(0) + k1z01(x0) + b1(x0 − xs0)− (k1z01(γ¯1) + b1ψ¯(α¯1))|2 dx
6C|z01 |2H2((0,x0);R)
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|β1|2 dx+ C|z01 |2H2((0,x0);R)
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|x0 − γ¯1|2 dx
+ C
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
∣∣∣∣∫ α¯1
0
v¯1(s, x0) + v¯2(s, x0)
2
ds
∣∣∣∣2 dx. (6.7.64)
We first estimate
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|β1|2 dx. As ξ1(s; t, x) is increasing with respect to s ∈ [0, t], we have
|β1| < |ξ1(α¯1; t, x)| = |ξ1(α¯1; t, x)− ξ¯1(α¯1; t, x)| 6 |ξ1(·; t, x)− ξ¯1(·; t, x)|C0([α¯1,t];R), (6.7.65)
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then by (6.7.62) and performing the same proof as in (6.7.59), we get∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|β1|2 dx 6 C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2) + C|v1 − v¯1|2L∞((0,T );L2((0,x0);R)). (6.7.66)
Let us now look at the second term in (6.7.64), from (6.7.24) and the definition of γ¯1, we have∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|x0 − γ¯1|2 dx =
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|ξ¯1(0; 0, x0)− ξ¯1(0; α¯1, x0)|2 dx
6 |∂tξ¯1|20
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|α¯1|2 dx 6 C
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|α¯1|2 dx. (6.7.67)
It is easy to deal with the last term in (6.7.64), one has∫ ξ¯1(t;0,0)
ξ1(t;0,0)
∣∣∣∣∫ α¯1
0
v¯1(s, x0) + v¯2(s, x0)
2
ds
∣∣∣∣2 dx 6 C|v¯(·, x0)|2H2((0,T );R2) ∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|α¯1|2 dx. (6.7.68)
Thus, we only have to estimate
∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|α¯1|2 dx. Noticing that for any fixed (t, x), the characteristic ξ¯1(s; t, x)
is increasing with respect to s ∈ [α¯1, t] and that ξ−11 (·; t, x)(β1) = 0, we obtain
α¯1 < ξ¯
−1
1 (·; t, x)(β1)− ξ−11 (·; t, x)(β1).
Moreover,
β1 = x+
∫ ξ−11 (·;t,x)(β1)
t
f1(s; ξ1(s; t, x)) dθ,
β1 = x+
∫ ξ¯−11 (·;t,x)(β1)
t
f¯1(s; ξ¯1(s; t, x)) dθ.
Then similarly as for (6.7.61), we can prove that∣∣ξ¯−11 (·; t, x)(β1)− ξ−11 (·; t, x)(β1)∣∣ 6C|v(·, x0)− v¯(·, x0)|L2(0,T )
+ Cν
∫ t
ξ¯−11 (·;t,x)(β1)
|ξ1(θ; t, x)− ξ¯1(θ; t, x)| dθ
+ C
∫ t
ξ¯−11 (·;t,x)(β1)
|v1(θ, ξ¯1(θ; t, x))− v¯1(θ, ξ¯1(θ; t, x))|dθ.
Thus, similarly as in the proof for (6.7.63), we get∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|α¯1|2 dx 6C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ C|v1 − v¯1|2L∞((0,T );L2((0,x0);R)). (6.7.69)
Finally, using estimations (6.7.66) and (6.7.67)–(6.7.69), (6.7.64) becomes∫ ξ¯1(t;0,0)
ξ1(t;0,0)
|z01(β1)− (k1z01(γ¯1) + b1ψ(α¯1))|2 dx
6C(|z01 |2H2((0,x0);R) + |v¯(·, x0)|2H2((0,T );R2))
(
|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ |v1 − v¯1|2L∞((0,T );L2((0,x0);R))
)
. (6.7.70)
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Combining (6.7.55), (6.7.59), (6.7.63) and (6.7.70), we get
|z1 − z¯1|2L∞((0,T );L2((0,x0);R))
6 C(|z01 |2H2((0,x0);R) + |v¯(·, x0)|2H2((0,T );R2))
(
|v(·, x0)− v¯(·, x0)|2L2((0,T );R2) + |v1 − v¯1|2L∞((0,T );L2((0,x0);R))
)
+ C|v(·, x0)− v¯(·, x0)|2L2((0,T );R2). (6.7.71)
We are left with estimating |z(·, x0) − z¯(·, x0)|L2((0,T );R2) in order to obtain (6.7.51). Here we give the esti-
mation for z1. Using (6.7.58), we get∫ T
0
|z1(t, x0)− z¯1(t, x0)|2 dt
=
∫ T
0
|z01(ξ1(0; t, x0))− z01(ξ¯1(0; t, x0))|2
6|z01x|20
∫ T
0
|ξ1(0; t, x0)− ξ¯1(0; t, x0)|2 dt
6C|z01 |2H2((0,x0);R)|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ C|z01 |2H2((0,x0);R)
∫ T
0
∫ t
0
|v1(θ, ξ¯1(θ; t, x0))− v¯1(θ, ξ¯1(θ; t, x0))|2 dθ dt
6C|z01 |2H2((0,x0);R)|v(·, x0)− v¯(·, x0)|2L2((0,T );R2)
+ C|z01 |2H2((0,x0);R)
∫ T
0
∫ T
θ
|v1(θ, ξ¯1(θ; t, x0))− v¯1(θ, ξ¯1(θ; t, x0))|2 dt dθ
6C|z01 |2H2((0,x0);R)
(
|v(·, x0)− v¯(·, x0)|2L2((0,T );R2) + |v1 − v¯1|2L∞((0,T );L2((0,x0);R))
)
. (6.7.72)
The last inequality is obtained by changing the variable y = ξ¯1(θ; t, x0). Similar estimates can be done for
z2. Hence, from (6.7.71) and (6.7.72), there exists M > 0 such that for δ sufficiently small and ν ∈ (0, ν2],
where ν2 ∈ (0, ν1] is sufficiently small and depends only on C, we have
|z− z¯|L∞((0,T );L2((0,x0);R2)) +M |z(·, x0)− z¯(·, x0)|L2((0,T );R2)
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2
|v − v¯|L∞((0,T );L2((0,x0);R2)) +
M
2
|v(·, x0)− v¯(·, x0)|L2((0,T );R2).
(6.7.73)
Hence F is a contraction mapping and has a fixed point z ∈ Cν(z0, xs0), i.e., there exists a unique solution
z ∈ Cν(z0, xs0) to the system (6.3.3)–(6.3.5). Noticing (6.7.8), we get that xs ∈ C1([0, T ];R). To get the
extra regularity z ∈ C0([0, T ];H2((0, x0);R2)), we adapt the proof given by Majda [152, p.44-46]. There, the
author used energy estimates method for an initial value problem. Using this method for our boundary value
problem, we have to be careful with the boundary terms when integrating by parts. Substituting v by z in
ψ(t) and f1(t, x) in the expression of z1x, z1xx in (6.7.40) and (6.7.41), noticing (6.7.2)–(6.7.4) and computing
similar estimates as in (6.7.46) and (6.7.47), we can obtain the “hidden” regularity zx(·, x0) ∈ L2((0, T );R2)
and zxx(·, x0) ∈ L2((0, T );R2) together with estimates on |zx(·, x0)|L2((0,T );R2) and |zxx(·, x0)|L2((0,T );R2),
which are sufficient to take care of the boundary terms when integrating by parts. This concludes the proof
of the existence and uniqueness of a classical solution xs(t) ∈ C1([0, T ];R) and z ∈ C0([0, T ];H2((0, x0);R2))
in Cν(z
0, xs0) to the system (6.3.3)–(6.3.5) for T satisfying (6.7.1).
The estimate (6.3.10) for |z(t, ·)|H2((0,x0);R2) part can be obtained from estimates (6.7.48)–(6.7.49) by firstly
replacing v with z and then applying (6.7.37)–(6.7.38). Noticing the definition of xs in (6.7.8) and applying
(6.7.37)–(6.7.38) again, the estimate for the |xs(t)− x0| part follows.
Next, we show the uniqueness of the solution in C0([0, T ];H2((0, x0);R2)). Suppose that there is another
solution z˜ ∈ C0([0, T ];H2((0, x0);R2)), we prove that z˜ ∈ Cν(z0, xs0), for δ sufficiently small. To that end,
assume that z(t, ·) = z˜(t, ·) for any t ∈ [0, τ ] with τ ∈ [0, T ]. If τ 6= T , by (6.3.10), for δ sufficiently small and
as z˜ ∈ C0([0, T ];H2((0, x0);R2)), one can choose τ ′ ∈ (τ, T ) small enough such that z˜ ∈ Cν(z(τ), xs(τ)) with
T is replaced by τ ′ − τ and by considering τ as the new initial time. Thus, z(t, ·) = z˜(t, ·) for any t ∈ [0, τ ′].
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As |z˜(t, ·)|H2((0,x0);R2) is uniformly continuous on [0, T ], and as, moreover C and ν do not depend on T , we
can repeat this process and finally get z(t, ·) = z˜(t, ·) on [0, T ].
For general T > 0, one just needs to take T1 satisfying (6.7.1) and, noticing that C and ν do not depend on
T1, one can apply the above procedure at most [T/T1] + 1 times. This concludes the proof of Lemma 6.3.1.
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Figure 6.2 – Demonstration of the characteristics.
Proof of Lemma 6.7.1. From (6.7.19), we have
∂2ξ1(s; t, x)
∂s∂x
= f1x
∂ξ1(s; t, x)
∂x
,
∂ξ1(t; t, x)
∂x
= 1,
(6.7.74)
and 
∂2ξ1(s; t, x)
∂s∂t
= f1x
∂ξ1(s; t, x)
∂t
,
∂ξ1(s; s, x)
∂s
+
∂ξ1(s; s, x)
∂t
= 0.
(6.7.75)
Thus,
∂xξ1(s; t, x) = e
− ∫ t
s
f1x(θ,ξ1(θ;t,x))dθ, (6.7.76)
∂tξ1(s; t, x) = −f1(t, x)e−
∫ t
s
f1x(θ,ξ1(θ;t,x))dθ. (6.7.77)
From (6.7.76)–(6.7.77) and noticing β1 = ξ1(0; t, x), we have
∂β1
∂t
=− f1(t, x)e−
∫ t
0
f1x(θ,ξ1(θ;t,x))dθ,
∂β1
∂x
= e−
∫ t
0
f1x(θ,ξ1(θ;t,x)) dθ. (6.7.78)
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From (6.7.76), noticing ξ1(α1; t, x) = 0 and by chain rules, we have
∂α1
∂x
=− 1
f1(α1, 0)
e
− ∫ t
α1
f1x(s,ξ1(s;t,x)) ds, (6.7.79)
and as γ1 = ξ1(0;α1, x0), we obtain from (6.7.77) that
∂γ1
∂x
=
dγ1
dα1
∂α1
∂x
=
f1(α1, x0)
f1(α1, 0)
e
− ∫ α10 f1x(s,ξ1(s;α1,x0)) ds−∫ tα1 f1x(s,ξ1(s;t,x)) ds. (6.7.80)
Observe that for a.e. s ∈ (0, T ) and x ∈ [0, x0],
|v1(s, x)| 6
∣∣∣∣∫ x
θ
v1x(s, l)dl
∣∣∣∣+ |v1(s, θ)|, ∀ θ ∈ [0, x0] (6.7.81)
and as v1 is H
1 in x and its L2-norm is bounded by ν, there exists θ such that |v1(s, θ)| 6 ν/√x0, therefore
|v1(s, x)| 6 Cν, (6.7.82)
and similarly as v1 is H
2 in x with the same bound and v1t is in L
∞((0, T );H1((0, x0);R)) with bound ν
from (6.7.3)
x ∈ [0, x0], |v1x(s, x)| 6Cν, for a.e. s ∈ (0, T ),
x ∈ [0, x0], |v1t(s, x)| 6Cν, for a.e. s ∈ (0, T ).
(6.7.83)
From the expression of f1 defined in (6.7.18) and using (6.7.76)–(6.7.80) and (6.7.82)–(6.7.83), after some
direct computations, estimates (6.7.23)–(6.7.28) can be obtained. We now demonstrate the estimate (6.7.29)
in details, while (6.7.30)–(6.7.32) can be treated in a similar way, thus we omit them. From (6.7.78), we have
∂ttβ1 =
(
− f1t(t, x) + f1(t, x)
(
f1x(t, x) +
∫ t
0
f1xx(θ, ξ1(θ; t, x))∂tξ1(θ; t, x) dθ
))
e−
∫ t
0
f1x(θ,ξ1(θ;t,x)) dθ.
Looking at (6.7.18), as v is only in L∞((0, T );H2((0, x0);R2)) ∩W 1,∞((0, T );H1((0, x0);R2))
∩W 2,∞((0, T );L2((0, x0);R2)), this equation is expressed a priori formally in the distribution sense. Thus,
we have to be careful when we estimate (6.7.29). By (6.7.18) and using estimates (6.7.23), (6.7.24), we get
by Cauchy-Schwarz inequality together with the change of variable y = ξ1(θ; t, x0) that∫ T
0
|∂ttβ1(t, x0)|2 dt 6 Cν + C
∫ T
0
∣∣∣∣∫ t
0
f1xx(θ, ξ1(θ; t, x0))∂tξ1(θ; t, x0) dθ
∣∣∣∣2 dt
6 Cν + C
∫ T
0
∫ t
0
v21xx(θ, ξ1(θ; t, x0))∂
2
t ξ1(θ; t, x0) dθdt
= Cν + C
∫ T
0
∫ T
θ
v21xx(θ, ξ1(θ; t, x0))∂
2
t ξ1(θ; t, x0) dtdθ
6 Cν + C
∫ T
0
∫ x0
0
v21xx(θ, y) dydθ
6 Cν. (6.7.84)
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6.7.2 Proof of Theorem 6.5.1
First observe that, after the change of variables (6.3.1), (6.3.2), the new equations are
z1t +
(
f ′(1) + (f ′(z1 + 1)− f ′(1))− x x˙s
x0
)
z1x
x0
xs
= 0,
z2t +
(
−f ′(−1) + (f ′(−1)− f ′(z2 − 1)) + x x˙s
x0
)
z2x
x0
L− xs = 0,
x˙s(t) =
f ′(1)z1(t, x0)− f ′(−1)z2(t, x0)
2 + (z1(t, x0)− z2(t, x0))
+
(f(z1(t, x0) + 1)− f ′(1)z1(t, x0)− f(1))− (f(z2(t, x0)− 1)− f ′(−1)z2(t, x0)− f(−1))
2 + (z1(t, x0)− z2(t, x0))
(6.7.85)
and the boundary conditions remain given by (6.3.4). Note that in (6.7.85) the expression of x˙s can actually
be written as
x˙s(t) =
f ′(1)z1(t, x0)− f ′(−1)z2(t, x0)
2
+O
(|z(t, x0)|2) . (6.7.86)
Thus, to prove Theorem 6.5.1, if suffices to show Theorem 6.4.1 with (6.7.85) instead of (6.3.3). We still
define the Lyapunov function candidate as previously by (6.4.3)–(6.4.9). Then Lemma 6.4.1 and Lemma 6.4.2
remain unchanged. To adapt Lemma 6.4.3, one can check that, when differentiating V1, V2 and V3 along
the C3 solutions of (6.7.85), (6.3.4) with associated initial conditions and noticing that under assumption
f(−1) = f(1), one has f ′(−1) 6 0, f ′(1) > 0 from the property of convex function, we obtain as previously
(6.4.40), (6.4.42) and (6.4.46) but with f ′(1)p1 instead of p1 and |f ′(−1)|p2 instead of p2 in the boundary
terms and µVi being replaced by µmin(f
′(1), |f ′(−1)|)Vi. Then, from (6.5.3) and dealing with V4, we finally
get:
dV1
dt
+
dV4
dt
6− µ(V1 + V4)
+ max
{
Θ1
ε1
,
Θ2
ε2
}
V1
+
[
x0
xs
p1(k
2
1 − e−
µx0
η1 )f ′(1) +
ε1 + ε2
8
f ′(1)2
]
z21(x0)
+
[
x0
L− xs p2(k
2
2 − e−
µx0
η2 )|f ′(−1)|+ ε1 + ε2
8
|f ′(−1)|2
]
z22(x0)
+ f ′(1)
[
−2x0
xs
p1b1k1 − x0
xs
p¯1(e
−µx0η1 − k1) + κ
]
z1(x0)(xs − x0)
+ |f ′(−1)|
[
−2 x0
L− xs p2b2k2 −
x0
L− xs p¯2(e
−µx0η2 − k2) + κ
]
z2(x0)(xs − x0)
+
[
x0
xs
p1b
2
1f
′(1) +
x0
L− xs p2b
2
2|f ′(−1)| −
x0
xs
p¯1b1f
′(1)− x0
L− xs p¯2b2|f
′(−1)|+ µκ
]
(xs − x0)2
+O
(
(|z|H2 + |xs − x0|)3
)
,
(6.7.87)
and a similar expression for V2 +V5 and V3 +V6 as previously. Thus Lemma 6.4.3 still holds but with A now
defined by
a11 = p1(e
−µx0η1 − k21)f ′(1)−
ε1 + ε2
8
f ′(1)2, (6.7.88)
a13 = a31 = f
′(1)p1b1k1 + f ′(1)
p¯1
2
(e−
µx0
η1 − k1)− f ′(1)κ
2
, (6.7.89)
a22 =
x0
L− x0 p2(e
−µx0η2 − k22)|f ′(−1)| −
ε1 + ε2
8
|f ′(−1)|2, (6.7.90)
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a23 = a32 = |f ′(−1)| x0
L− x0 p2b2k2 + |f
′(−1)| x0
L− x0
p¯2
2
(e−
µx0
η2 − k2)− |f ′(−1)|κ
2
, (6.7.91)
a33 = −p1b21f ′(1)−
x0
L− x0 p2b
2
2|f ′(−1)|+ p¯1b1f ′(1) +
x0
L− x0 p¯2b2|f
′(−1)| − µκ. (6.7.92)
instead of (6.4.60)–(6.4.64). We can then choose p1, p2, p¯1, p¯2 as previously by (6.4.69)–(6.4.71) and A
becomes again diagonal with the expression of its elements given by
a33 =
κ
2
f ′(1)b1e
µx0
η1 +
κ
2
|f ′(−1)|b2e
µx0
η2 − µκ (6.7.93)
a11 =
κf ′(1)
2b1
(1− k21e
µx0
η1 )− κf
′(1)2
2µ2
[
b1(e
µx0
η1 − 1) + b2(e
µx0
η2 − 1)
]
, (6.7.94)
a22 =
κ|f ′(−1)|
2b2
(1− k22e
µx0
η2 )− κ|f
′(−1)|2
2µ2
[
b1(e
µx0
η1 − 1) + b2(e
µx0
η2 − 1)
]
, (6.7.95)
instead of (6.4.74), (6.4.77) and (6.4.78) respectively. Then to prove Theorem 6.4.1 with (6.7.85) instead of
(6.3.3), we only need to show now that under assumption (6.5.4) there exists µ > γ and κ > 1 such that
aii > 0, i = 1, 2, 3 and such that (6.4.16) holds where Θi, i = 1, 2 are still defined by (6.4.17). But this can be
checked exactly as in the proof of Theorem 6.4.1. With condition (6.5.3), one can now check as in Remark
6.2.4 that there always exist parameters bi and ki such that conditions (6.5.4) are satisfied.
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Chapter 7
Boundary feedback stabilization of
hydraulic jumps
This chapter is taken from the following article (also referred to as [19]):
Georges Bastin, Jean-Michel Coron, Amaury Hayat, and Peipei Shang. Boundary feedback stabilization of
hydraulic jumps. IFAC J. Syst. Control, 7:100026, 10, 2019.
Abstract. In an open channel, a hydraulic jump is an abrupt transition between a torrential (supercritical)
flow and a fluvial (subcritical) flow. In this chapter, hydraulic jumps are represented by discontinuous shock
solutions of hyperbolic Saint-Venant equations. Using a Lyapunov approach, we prove that we can stabilize
the state of the system in H2-norm as well as the hydraulic jump location, with simple feedback boundary
controls and an arbitrary decay rate, by appropriately choosing the gains of the feedback boundary controls.
7.1 Introduction and main result
Nonlinear hyperbolic equations are well-known to give rise to discontinuities in finite time that are physically
meaningful. Hydraulic jump is one of the most known example. A hydraulic jump is a phenomenon that
frequently occurs in open channel flow, such as rivers and spillways. It describes a transition between a
torrential (or supercritical) regime and a fluvial (or subcritical) regime, i.e., an abrupt transition between
a fast flow and a slow flow with a higher height. As a consequence, a part of the initial kinetic energy of
the flow is converted into an increase in potential energy, while some energy is irreversibly lost through
turbulence and heat. This phenomenon can be seen not only in rivers and spillways but also in air flows of
the atmosphere. This is for instance believed to explain the phenomenon of “Morning Glory cloud” [44] and
may be at the origin of some gliders’ crashes [129]. Hydraulic jumps are important not only because they
occur naturally but also because they are sometimes engineered on purpose and are very useful in hydraulic
applications to dissipate energy in water and prevent in this way the erosion of the streambed or damages
on hydraulic installations [104]. However, when studying the flow equations, the stabilization of hydraulic
jumps is seldom considered and almost all the studies focus on the stabilization of the dynamics of the fluvial
regime [12, 13, 16, 18, 52, 71, 98, 137]. In this chapter, we explicitly address the issue of the stabilization
of a hydraulic jump represented by a discontinuous shock solution of the flow equations, switching from the
torrential regime to the fluvial regime. In other words, the two eigenvalues of the hyperbolic system modeling
the shallow water are both positive in the torrential regime and one of them changes sign and switches to
a negative value in the fluvial regime. Our goal is to achieve the stability of the channel with a general
class of local feedback controls at the boundary. Fundamentally, the stabilization of shock steady states for
hyperbolic systems, while being very interesting, has rarely been studied. One can refer to [20] and [165] for
the scalar case and to our knowledge, no such result exists for systems. By a Lyapunov approach we prove
the exponential H2-stability of the steady state, with an arbitrary decay rate and with an exact exponential
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stabilization of the desired location of the hydraulic jump.
We consider a channel with a rectangular cross section with constant width, which is taken to be 1 without loss
of generality. We denote by Q(t, x) the flux and H(t, x) the water depth, where t and x are, respectively, the
time and space independent variables as usual. As the channel has a finite length L > 0, the spatial domain
is bounded and noted [0, L]. The Saint-Venant model which, neglecting friction, consists in a continuity
equation and an equilibrium of forces, is written as
∂tH + ∂xQ = 0,
∂tQ+ ∂x
(
gH2
2
+
Q2
H
)
= 0.
(7.1.1)
We are interested with solution trajectories (H(t, x), Q(t, x))T that may have a jump discontinuity at some
point xs(t) ∈ (0, L) and are classical otherwise. Thus, in order to close the system, we need a relationship
between Q and H before and after this jump. From the Rankine-Hugoniot condition applied to (7.1.1),
two quantities are conserved through the jump in the jump’s referential: the flux Q and the momentum
gH2/2 +Q2/H. This gives the following relationships at the jump xs(t):
[Q]+− = x˙s[H]
+
−,
[Q]+−x˙s =
[
Q2
H
+
1
2
gH2
]+
−
,
(7.1.2)
where, as usual, x˙s denotes the time derivative of xs, i.e., the speed of the jump. These relationships can be
reformulated as:
x˙s =
[Q]+−
[H]+−
, (7.1.3)
and ([Q]+−)
2 = [H]+−
[
Q2
H
+
1
2
gH2
]+
−
, (7.1.4)
where we define for any bounded function f in a neighbourhood of xs: [f ]
+
− = f(x
+
s (t)) − f(x−s (t)). This
relation (7.1.4) can be regarded as the generalisation for non-stationary states of the well-known Be´langer
equation (7.1.8) below.
Our goal is to stabilize the steady states of the system (7.1.1), (7.1.3) and (7.1.4) where a (single) hy-
draulic jump occurs, meaning that the flow switches from the torrential regime to the fluvial regime with a
discontinuity in height. Therefore, such steady states ((H∗, Q∗)T, x∗s) satisfy the following conditions:
1. Q∗ is constant and positive, x∗s ∈ (0, L) and
H∗ =
{
H∗1 , x ∈ [0, x∗s),
H∗2 , x ∈ (x∗s, L],
(7.1.5)
where H∗1 , H
∗
2 are positive constants.
2. The steady state flow is in the torrential regime before the jump and in the fluvial regime after the
jump. This means that in the torrential regime the two system eigenvalues are positive,
λ1 =
Q∗
H∗1
−√gH∗1 > 0, λ2 = Q∗H∗1 +√gH∗1 > 0, for x ∈ [0, x∗s), (7.1.6)
while there is one positive and one negative eigenvalue in the fluvial regime [13],
− λ3 = Q
∗
H∗2
−√gH∗2 < 0, λ4 = Q∗H∗2 +√gH∗2 > 0, for x ∈ (x∗s, L]. (7.1.7)
In particular this implies that H∗1 < H
∗
2 .
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3. Furthermore, the Rankine-Hugoniot conditions applied to (7.1.1) in the stationary case are equivalent
to the following well-known Be´langer equation [42]
H∗2
H∗1
=
−1 +
√
1 + 8 (Q
∗)2
g(H∗1 )3
2
. (7.1.8)
Physical remarks:
— The switch from the torrential regime to the fluvial regime corresponds to a transition (shock) between
a state where the system (7.1.1) has two positive eigenvalues and a state where the system has one
positive and one negative eigenvalue. As we will see later (from Theorem 7.1.1 together with (7.1.6)
and (7.1.7)), this transition (shock) induces a discontinuity not only for the eigenvalue that changes
sign but also for the eigenvalue that keeps the same sign. More precisely, if we denote by λs the
eigenvalue that changes sign, then λs(x
−
s (t)) > 0 > λs(x
+
s (t)) for all t > 0. And if we denote by λc
the eigenvalue that does not change sign, then λc(x
−
s (t)) 6= λc(x+s (t)) for all t > 0. We point out
that smooth transitions could happen around critical equilibria or when source terms are considered
(see [58], [102]). Such smooth transitions are also related to coupling conditions for networks for the
transition from supersonic to subsonic fluid states, such as natural gas pipeline transportation systems
that have been analyzed in [96].
— Note that when the solutions are classical, the formulation (7.1.1) of the Saint-Venant equations with
the level H and the flux Q as state variables is equivalent to the alternative formulation with the
level H and the velocity Q/H that is obtained by replacing the equilibrium of forces by an energy
equation and is used for instance in [13, 16, 110]. When the solutions are not classical however, the
two formulations are not equivalent anymore and this can be seen by looking at the stationary states:
the formulation (7.1.1) in level and flux is compatible with shock and discontinuity of H∗(x) while
the version with the energy equation is not. This is logical as there is a pointwise loss of energy in the
hydraulic jump, which implies that the energy conservation does not hold anymore.
— From (7.1.3), the location of the shock xs may be moving around its initial location and potentially all
along the channel. This can be seen in practical phenomena such as tidal bores. The main challenge
of this work is to also stabilize this location when stabilizing the state of the system. This is not
obvious as one can see that for given heights and flux (H∗1 , H
∗
2 , Q
∗) satisfying (7.1.6)–(7.1.8), any
shock location x∗s ∈ [0, L] induces an admissible steady state ((H∗, Q∗)T, x∗s), where H∗ is given by
(7.1.5). Thus the steady states are not isolated and therefore not asymptotically stable in open loop.
Indeed, any small perturbation on x∗s corresponds to another steady state with the same heights and
flux at the two ends.
Q0(t)
H0(t)
QL(t)
Control actions: Q0(t), H0(t), QL(t)
Boundary conditions
H(t, 0) = H0(t)
Q(t, L) = QL(t)
Q(t, 0) ⇡ Q0(t) (quasi-static approx)
Hydraulic
Jump
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Figure 7.1 – Open channel with a hydraulic jump and three control devices : the gate opening H0(t) and the
inflow Q0(t) and outflow QL(t) which are driven by two pumps.
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As illustrated in Figure 7.1, let us consider a channel which is equipped with devices allowing a feedback
control on H(t, 0) = H0(t), Q(t, L) = QL(t) and Q(t, 0) ≈ Q0(t) (quasi-steady state approximation). Let the
set point for the control be a steady state ((H∗, Q∗)T, x∗s) defined as previously by (7.1.5)-(7.1.8). We assume
that static boundary feedback control laws are selected so that the boundary conditions can be written in
the following general form:
H(t, 0)−H∗1Q(t, 0)−Q∗
Q(t, L)−Q∗
 = G

Q(t, x−s )−Q∗
Q(t, x+s )−Q∗
H(t, x−s )−H∗1
xs − x∗s
−
 00
G4(H(t, L)−H∗2 )
 (7.1.9)
where G = (G1, G2, G3)
T : R4 → R3 and G4 : R→ R are of class C2 and satisfy
G(0) = 0, G4(0) = 0, G
′
4(0) = −λ4. (7.1.10)
Obviously, by (7.1.5), the steady state ((H∗, Q∗)T, x∗s) satisfies the boundary conditions (7.1.9), as H
∗(0) =
H∗1 and H
∗(L) = H∗2 . Note that this boundary feedback is quite simple to implement as it only requires a
pointwise measure of H(t, L), xs(t), H(t, x
−
s ), Q(t, x
+
s ) and Q(t, x
−
s ).
In order to state the main stability result of this article, we first introduce the following notations:
D(x, γ) = diag
(
si(1− si λiλ4 )
bi
e
γ
xiλi
(x∗s−x), i ∈ {1, 2, 3}
)
,
D˜(γ) = diag
 3∑
j=1
e
γx∗s
xiλi
− γx
∗
s
xjλj
(1− si λi
λ4
)2
, i ∈ {1, 2, 3}
 ,
K =

λ2λ1
λ2−λ1 − λ1λ2−λ1 0
λ2λ1
λ1−λ2 − λ2λ1−λ2 0
0 0 λ3λ3+λ4
G′(0)

1 1 0
λ1
λ4
λ2
λ4
1 + λ3λ4
1
λ1
1
λ2
0
0 0 0
 ,
d =
1
H∗1 −H∗2
,
b1b2
b3
 =

λ2λ1
λ2−λ1 − λ1λ2−λ1 0
λ2λ1
λ1−λ2 − λ2λ1−λ2 0
0 0 λ3λ3+λ4
G′(0)

0
0
0
1

(7.1.11)
with s1 = s2 = 1, s3 = −1, x1 = x2 = 1, x3 = x∗s/(L− x∗s) and x4 = x∗s/(x∗s − L).
We consider the following initial condition
H(0, x) = H0(x), Q(0, x) = Q0(x), xs(0) = xs,0 (7.1.12)
where xs,0 ∈ (0, L) and (H0(x), Q0(x))T ∈ H2((0, xs,0);R2) ∩H2((xs,0, L);R2). We assume that the initial
condition satisfies the first order compatibility conditions derived from (7.1.9), (see [13] for a proper definition
of the first order compatibility condition which is omitted here for the sake of simplicity).
Now, we give the following definition:
Definition 7.1.1. The steady state ((H∗, Q∗)T, x∗s) is locally exponentially stable for the H
2-norm with
decay rate γ, if there exists δ∗ > 0 and C∗ > 0 such that for any initial data (H0(x), Q0(x))T ∈
H2((0, xs,0);R2) ∩H2((xs,0, L);R2) and xs,0 ∈ (0, L) satisfying
|(H0 −H∗1 , Q0 −Q∗)T|H2((0,xs,0);R2) + |(H0 −H∗2 , Q0 −Q∗)T|H2((xs,0,L);R2) ≤ δ∗, (7.1.13)
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|xs,0 − x∗s| ≤ δ∗, (7.1.14)
and the corresponding first order compatibility conditions derived from (7.1.9), and for any T > 0, the system
(7.1.1), (7.1.3), (7.1.4), (7.1.9) and (7.1.12) has a unique solution (H,Q)T ∈ C0([0, T ];H2((0, xs(t));R2) ∩
H2((xs(t), L);R2)) and xs ∈ C1([0, T ]) and
|(H(t, ·)−H∗1 , Q(t, ·)−Q∗)T|H2((0,xs(t));R2)
+ |(H(t, ·)−H∗2 , Q(t, ·)−Q∗)T|H2((xs(t),L);R2) + |xs(t)− x∗s|
≤ C∗e−γt
(
|(H0 −H∗1 , Q0 −Q∗)T|H2((0,xs,0);R2)
+ |(H0 −H∗2 , Q0 −Q∗)T|H2((xs,0,L);R2) + |xs,0 − x∗s|
)
, ∀t ∈ [0, T ).
(7.1.15)
Remark 7.1.1. A function f in C0([0, T ];H2((0, xs(t));R2) ∩ H2((xs(t), L);R2)) is a function f in
C0([0, T ];L2((0, L);R2)) such that, if one defines
f1(t, x) := f(t, xs(t)x), t ∈ (0, T ), x ∈ (0, 1), (7.1.16)
f2(t, x) := f(t, L+ (xs(t)− L)x), t ∈ (0, T ), x ∈ (0, 1), (7.1.17)
then f1 and f2 are both in C
0([0, T ];H2((0, 1);R2)). The transformation f → (f1, f2) enables us to reduce the
problem to a time-invariant domain and to define the stability of a function f ∈ C0([0, T ];H2((0, xs(t));R2)∩
H2((xs(t), L);R2)), a function that is piecewise H2 with a discontinuity that is potentially moving. This
transformation will also be used later on in the analysis of the problem (see (7.2.4) below).
Based on Definition 7.1.1, we have the following theorem.
Theorem 7.1.1. For any given steady state ((H∗, Q∗)T, x∗s) of the system (7.1.1) satisfying (7.1.5)-(7.1.8)
and the boundary conditions (7.1.9), for any γ > 0,
if for i = 1, 2, 3
bi ∈
 −γe− γxiλi x∗s
3dsi
(
1− si λiλ4
)
(1− e− γxiλi x∗s )
,
−γe− γxiλi x∗s
3dsi
(
1− si λiλ4
)
 , if si(1− si λi
λ4
)
< 0,
bi ∈
 −γe− γxiλi x∗s
3dsi
(
1− si λiλ4
) , −γxie− γxiλi x∗s
3dsi
(
1− si λiλ4
)
(1− e− γxiλi x∗s )
 , if si(1− si λi
λ4
)
> 0,
(7.1.18)
and if the matrix
D(x∗s, γ)−KTD(0, γ)K −
(
3∑
k=1
2d2
γ2
bksk(1− sk λk
λ4
)(e
γx∗s
xkλk − 1)
)
D˜(γ) (7.1.19)
is positive definite, with (b1, b2, b3)
T, D, D˜ and K defined in (7.1.11), then the steady state ((H∗, Q∗)T, x∗s)
is locally exponentially stable for the H2-norm with decay rate γ/4.
Remark 7.1.2. Note that it is not obvious that there always exists G such that K and (b1, b2, b3)
T defined
in (7.1.11) satisfy (7.1.18)-(7.1.19). We will prove in details that such G indeed exists in Appendix 7.5.
7.2 Well-posedness of the system
In this section, we prove the well-posedness of the Saint-Venant equations (7.1.1) with the hydraulic jump
conditions (7.1.3) and (7.1.4), the boundary feedback control conditions (7.1.9) and initial condition (7.1.12).
We have the following well-posedness theorem.
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Theorem 7.2.1. For any T > 0, there exists δ(T ) > 0 such that, for any given initial condition (7.1.12)
satisfying the first order compatibility conditions and
|(H0 −H∗1 , Q0 −Q∗)T|H2((0,xs,0);R2) + |(H0 −H∗2 , Q0 −Q∗)T|H2((xs,0,L);R2) ≤ δ(T ), (7.2.1)
|xs,0 − x∗s| ≤ δ(T ), (7.2.2)
the system (7.1.1), (7.1.3), (7.1.4), (7.1.9) and (7.1.12) has a unique solution (H,Q)T ∈
C0([0, T ];H2((0, xs,0);R2) ∩ H2((xs,0, L);R2)) and xs ∈ C1([0, T ]). Moreover, the following estimate holds
for any t ∈ [0, T ]
|(H(t, ·)−H∗1 , Q(t, ·)−Q∗)T|H2((0,xs(t));R2)
+ |(H(t, ·)−H∗2 , Q(t, ·)−Q∗)T|H2((xs(t),L);R2) + |xs(t)− x∗s|
≤ C(T )
(
|(H0 −H∗1 , Q0 −Q∗)T|H2((0,xs,0);R2)
+ |(H0 −H∗2 , Q0 −Q∗)T|H2((xs,0,L);R2) + |xs,0 − x∗s|
)
.
(7.2.3)
Proof. One can see that the shock location xs depends on t in general. In order to avoid the time-varying
domains [0, xs(t)] and [xs(t), L], under the assumption that xs ∈ C0([0, T ]), we perform, as in [79, 142], a
transformation of the space coordinate x which allows to define new state variables on the fixed domain
[0, x∗s] as follows:
H1(t, x) = H(t, x
xs
x∗s
),
Q1(t, x) = Q(t, x
xs
x∗s
),
H2(t, x) = H(t, L+ x
xs − L
x∗s
),
Q2(t, x) = Q(t, L+ x
xs − L
x∗s
).
(7.2.4)
Let us denote by hi and qi the deviations
hi = Hi −H∗i , qi = Qi −Q∗, i = 1, 2. (7.2.5)
Then, the system (7.1.1), (7.1.3) and (7.1.4) is equivalent to the following 4×4 system, which is diagonalisable
by blocks and defined on R+ × [0, x∗s]:
∂th1 −
(
x
x˙s
x∗s
)
x∗s
xs
∂xh1 +
x∗s
xs
∂xq1 = 0,
∂tq1 +
(
2(q1 +Q
∗)
h1 +H∗1
− x x˙s
x∗s
)
x∗s
xs
∂xq1 +
(
g(h1 +H
∗
1 )−
(q1 +Q
∗)2
(h1 +H∗1 )2
)
x∗s
xs
∂xh1 = 0,
∂th2 +
(
x
x˙s
x∗s
)
x∗s
L− xs ∂xh2 −
x∗s
L− xs ∂xq2 = 0,
∂tq2 −
(
2(q2 +Q
∗)
h2 +H∗2
− x x˙s
x∗s
)
x∗s
L− xs ∂xq2 −
(
g(h2 +H
∗
2 )−
(q2 +Q
∗)2
(h2 +H∗2 )2
)
x∗s
L− xs ∂xh2 = 0,
(7.2.6)
where
x˙s =
q2(t, x
∗
s)− q1(t, x∗s)
h2(t, x∗s)− h1(t, x∗s) +H∗2 −H∗1
(7.2.7)
and with, from the jump condition (7.1.4), the following boundary condition at x = x∗s:
(q2 − q1)2 = (h2 − h1 +H∗2 −H∗1 )
(
(q2 +Q
∗)2
h2 +H∗2
+
g
2
(h2 +H
∗
2 )
2 − (q1 +Q
∗)2
h1 +H∗1
− g
2
(h1 +H
∗
1 )
2
)
. (7.2.8)
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Now, we introduce the following Riemann coordinates
u =

u1
u2
u3
u4
 = (S1 00 S2
)
h1
q1
h2
q2
 (7.2.9)
with
S1 =
(
1
λ1
1
λ2
1 1
)−1
, S2 =
(− 1λ3 1λ4
1 1
)−1
(7.2.10)
and λi defined in (7.1.6), (7.1.7). Then the system (7.2.6) can be rewritten as
ut + (Λ(xs) +A(u, xs) + xx˙sB(xs))ux = 0, (7.2.11)
where
Λ =

x∗s
xs
λ1 0 0 0
0
x∗s
xs
λ2 0 0
0 0
x∗s
L− xsλ3 0
0 0 0 − x
∗
s
L− xsλ4

(7.2.12)
and where A, B are two matrices of class C2 that can be obtained by direct computations (omitted here for
simplicity) and such that A satisfies A(0, xs) = 0. Using the change of coordinates (7.2.9), equation (7.2.7)
becomes:
x˙s =
u1(t, x
∗
s) + u2(t, x
∗
s)− u3(t, x∗s)− u4(t, x∗s)
3∑
i=1
ui(t, x
∗
s)
λi
− u4(t, x
∗
s)
λ4
+ (H∗1 −H∗2 )
(7.2.13)
and the boundary condition (7.2.8) becomes:
2Q∗
H∗2
(u3 +u4)− 2Q
∗
H∗1
(u1 +u2)+(gH
∗
2 −
Q∗2
H∗22
)(
u4
λ4
− u3
λ3
)− (gH∗1 −
Q∗2
H∗21
)(
u1
λ1
+
u2
λ2
) = O
(|u(t, x∗s)|2) . (7.2.14)
Here and hereafter, O(s) (with s ≥ 0) means that for any ε > 0, there exists C1 > 0 such that
(s ≤ ε) =⇒ (|O(s)| ≤ C1s).
With the expression of the eigenvalues given by (7.1.6) and (7.1.7), (7.2.14) becomes
λ4u4(t, x
∗
s) = λ1u1(t, x
∗
s) + λ2u2(t, x
∗
s) + λ3u3(t, x
∗
s) +O
(|u(t, x∗s)|2) . (7.2.15)
Using (7.2.4), (7.2.5), (7.2.9) and (7.2.15), the boundary conditions (7.1.9) now becomeu1(t, 0)u2(t, 0)
u3(t, 0)
 = B
u1(t, x∗s)u2(t, x∗s)
u3(t, x
∗
s)
 , u4(t, 0), xs − x∗s
 , (7.2.16)
where B = (B1, B2, B3)T : R3 × R× R→ R3 is of class C2 and where B1 and B2 are defined by
B1 = (λ2G1(u(t, x
∗
s), xs)−G2(u(t, x∗s), xs))
λ1
λ2 − λ1 , (7.2.17)
B2 = (λ1G1(u(t, x
∗
s), xs)−G2(u(t, x∗s), xs))
λ2
λ1 − λ2 . (7.2.18)
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To define B3, from the boundary conditions (7.1.9) and the change of variables (7.2.5), (7.2.9), we have
u3(t, 0) =
−λ4λ3
λ3 + λ4
(
u4(t, 0)
λ4
− u3(t, 0)
λ3
)
+
λ3
λ3 + λ4
G3(u(t, x
∗
s), xs)
− λ3
λ3 + λ4
G4
(
u4(t, 0)
λ4
− u3(t, 0)
λ3
)
. (7.2.19)
From condition (7.1.10), applying the implicit function theorem, one obtains
B3 = F(u4(t, 0), G3(u(t, x∗s), xs)) (7.2.20)
in a neighborhood of u = 0 with
F(0, 0) = 0, ∂1F(0, 0) = 0, ∂2F(0, 0) = λ3
λ3 + λ4
, (7.2.21)
where ∂iF , i = 1, 2, denote the partial derivative of F with respect to its i-th variable.
Remark 7.2.1. For simplicity, in (7.2.17)-(7.2.20), we have used the following slight abuse of notation
adapted from (7.1.9):
Gi(u(t, x
∗
s), xs) = Gi

u1(t, x
∗
s) + u2(t, x
∗
s)
u3(t, x
∗
s) + u4(t, x
∗
s)
u1(t, x
∗
s)
λ1
+
u2(t, x
∗
s)
λ2
xs − x∗s
 , i = 1, 2, 3. (7.2.22)
From (7.2.4), (7.2.5), (7.2.9) and (7.2.15), one can see that, as expressed in (7.2.16), B only depends on
ui(t, x
∗
s), i = 1, 2, 3, u4(t, 0) and xs − x∗s because from (7.2.15) u4(t, x∗s) can be considered as a function of
ui(t, x
∗
s), i = 1, 2, 3.
The initial condition (7.1.12) becomes
u(0, x) = u0(x) = (u10(x), u20(x), u30(x), u40(x))
T,
xs(0) = xs,0
(7.2.23)
that satisfies the first order compatibility conditions corresponding to (7.2.16). Thus, to study the well-
posedness of (7.1.1), (7.1.3), (7.1.4), (7.1.9) and (7.1.12) is equivalent to study the well-posedness of (7.2.11),
(7.2.13), (7.2.15)-(7.2.23). We have the following lemma from which one can easily obtain Theorem 7.2.1.
Lemme 7.2.1. For any T > 0, there exists δ(T ) > 0 such that, for any xs,0 ∈ (0, L) and u0 ∈ H2((0, x∗s);R4)
satisfying the first order compatibility conditions and
|u0|H2((0,x∗s);R4) ≤ δ(T ) and |xs,0 − x∗s| ≤ δ(T ), (7.2.24)
the system (7.2.11), (7.2.13), (7.2.15)-(7.2.23) has a unique solution u ∈ C0([0, T ];H2((0, x∗s);R4)) and
xs ∈ C1([0, T ]). Moreover, the following estimate holds for any t ∈ [0, T ]
|u(t, ·)|H2((0,x∗s);R4) + |xs(t)− x∗s| ≤ C(T )(|u0|H2((0,x∗s);R4) + |xs,0 − x∗s|). (7.2.25)
Remark 7.2.2. For the proof of Lemma 7.2.1, we refer to [20, Appendix], where the well-posedness of a
2×2 nonlinear hyperbolic system coupled with an ODE was studied. But the proof there can be easily adapted
to the 4 × 4 nonlinear hyperbolic system coupled with an ODE. Noticing that A(0, xs) = 0 and that, from
(7.2.13), x˙s = 0 when u = 0, one has
Λ(xs) +A(u, xs) + xx˙sB(xs) = Λ(xs)
when u = 0. Thus, (7.2.11) is indeed strictly hyperbolic provided that |u|C0([0,T ];H2((0,x∗s);R4)) is small enough
and can be diagonalized in a neighbourhood of u = 0. Then we can perform similar fixed point argument as
in [20, Appendix] by carefully estimating the related norms of the solution along the characteristic curves.
The C1 regularity of xs is then obtained directly from (7.2.13). We omit the details.
This completes the proof of Theorem 7.2.1.
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7.3 Exponential stability of the steady state for the H2-norm
In this section we prove Theorem 7.1.1.
Proof of Theorem 7.1.1. It is worth noticing that due to the equivalence of the system (7.1.1), (7.1.3), (7.1.4),
(7.1.9) and the system (7.2.11), (7.2.13), (7.2.15) and (7.2.16), one only needs to prove the exponential
stability of the null-steady state of the system (7.2.11), (7.2.13), (7.2.15) and (7.2.16) for the H2-norm.
Motivated by [50], see also [13, Section 4.4], and by [20], we introduce the following Lyapunov function:
V (u, xs) = V1(u) + V2(u) + V3(u) + V4(u, xs) + V5(u, xs) + V6(u, xs), (7.3.1)
where:
V1(u) =
∫ x∗s
0
4∑
i=1
pie
− µxiλi xu2i dx, (7.3.2)
V2(u) =
∫ x∗s
0
4∑
i=1
pie
− µxiλi xu2itdx, (7.3.3)
V3(u) =
∫ x∗s
0
4∑
i=1
pie
− µxiλi xu2ittdx, (7.3.4)
V4(u, xs) =
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xui(t, x)(xs − x∗s)dx+ C0(xs − x∗s)2, (7.3.5)
V5(u, xs) =
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuit(t, x)x˙sdx+ C0(x˙s)2, (7.3.6)
V6(u, xs) =
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuitt(t, x)x¨sdx+ C0(x¨s)2, (7.3.7)
where pi and C0 are positive constants that shall be determined later on, while p
′
i are constants, not nec-
essarily positive, which will also be determined later on. Besides we impose C0 > 3/2 and we recall that
x1 = x2 = 1, x3 = x
∗
s/(L − x∗s) and x4 = x∗s/(x∗s − L). In the following we may denote for simplicity
Vi := Vi(u, xs) and |u|H2 := |u(t, ·)|H2((0,x∗s);R4) in the computations. Similarly to what is done in [20], from
the Cauchy-Schwarz inequality and as C0 > 3/2, it can be shown that the Lyapunov function V considered
here is equivalent to (|u|H2 + |xs − x∗s|)2 provided that |u|H2 + |xs − x∗s| is small enough and that
max
i
(
p′2i xi
µλipi
(1− e− µxiλi x∗s )
)
< 2. (7.3.8)
This means that, under condition (7.3.8), there exists ρ¯ > 0 and C¯ such that, for every T > 0 and u ∈
C0([0, T ];H2((0, x∗s);R4)) and for every xs ∈ C1([0, T ]) solution of the system (7.2.11), (7.2.13), (7.2.15) and
(7.2.16), if |u|H2 + |xs − x∗s| ≤ ρ¯
1
C¯
(|u|H2 + |xs − x∗s|)2 ≤ V (u, xs) ≤ C¯(|u|H2 + |xs − x∗s|)2. (7.3.9)
This can be proved by direct estimations (see [20] for more details).
From the boundary condition (7.2.16), as B is of class C2, we have
v(t, 0) = ∂1B(0, 0, 0)v(t, x∗s) + ∂2B(0, 0, 0)u4(t, 0) + ∂3B(0, 0, 0)(xs− x∗s) +O((|u|H2 + |xs− x∗s|)2), (7.3.10)
where v = (u1, u2, u3)
T is the vector of the components of u on which the feedback (7.2.16) applies. This
notation is practical as it isolates u1, u2 and u3 from u4 on which we have no control and whose boundary
condition is imposed by the condition (7.2.15). In (7.3.10), the notation ∂1B is the 3× 3 Jacobian matrix of
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the vector-valued function B with respect to its first variable which is a 3-D vector (see the expression of B
in (7.2.16)). From (7.2.17)-(7.2.21), one can check that ∂2B(0, 0, 0) ≡ 0. Moreover, from (7.2.17)–(7.2.20),
noticing (7.2.21), it can be verified that the matrix K and the vector (b1, b2, b3)
T defined in (7.1.11) satisfy
K = (kij)(i,j)∈{1,2,3}2 = ∂1B(0, 0, 0), ∂3B(0, 0, 0) = (b1, b2, b3)T. (7.3.11)
Let T¯ > 0 be given and let xs,0 ∈ (0, L) and u0 ∈ H2((0, x∗s);R4) satisfying the first order compatibility
conditions and (7.2.24). Let u ∈ C0([0, T¯ ];H2((0, x∗s);R4)) and xs ∈ C1([0, T¯ ]) be the solution of the system
(7.2.11), (7.2.13), (7.2.15)-(7.2.23). Let us start with the case where u is of class C3. Taking the time
derivative of V1 along this solution, we obtain
dV1
dt
= −µV1 −
[
4∑
i=1
pixiλie
− µxiλi xu2i
]x∗s
0
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.12)
By differentiating (7.2.11), similarly as (7.3.12), we can obtain
dV2
dt
= −µV2 −
[
4∑
i=1
pixiλie
− µxiλi xu2it
]x∗s
0
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.13)
Now, let us deal with the V3 term. To that end, we derive from (7.2.11) that
uttt + (Λ(xs)uttx + 2x˙sΛ
′(xs)utx + (Λ′′(xs)(x˙s)2 + Λ′(xs)x¨s)ux
+ (A(u, xs)ux)tt + x
...
x sB(xs)ux + 2xx¨s(B(xs)ux)t + xx˙s(B(xs)ux)tt = 0.
(7.3.14)
Thus,
dV3
dt
=− µV3 −
[
4∑
i=1
pixiλie
− µxiλi xu2itt
]x∗s
0
−
∫ x∗s
0
4∑
i=1
2pie
− µxiλi xx
...
x suitt
 4∑
j=1
Bijujx
 dx
+O
(
(|u|H2 + |xs − x∗s|)3
)
.
(7.3.15)
We observe that now
...
x s appears. As
...
x s is proportional to utt(x
∗
s), it can not be bounded by |u|H2 . However,
we can use Young’s inequality to compensate it with the boundary terms. Using (7.3.10), one has
dV3
dt
≤− µV3 −
4∑
i=1
((
pixiλie
− µx
∗
s
xiλi +O(|u|H2)
)
u2itt(x
∗
s)− u2itt(0)
)
+O
(
(|u|H2 + |xs − x∗s|)3
)
.
(7.3.16)
Differentiating (7.3.5), from (7.2.11), one has
dV4
dt
=(xs − x∗s)
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuit(t, x)dx
+ x˙s
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xui(t, x)dx+ 2C0x˙s(xs − x∗s)
=− (xs − x∗s)
∫ x∗s
0
3∑
i=1
xip
′
ie
− µxiλi xuix(t, x)dx
+ d (u1(x
∗
s) + u2(x
∗
s)− u3(x∗s)− u4(x∗s))
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xui(t, x)dx
+ 2dC0(xs − x∗s) (u1(x∗s) + u2(x∗s)− u3(x∗s)− u4(x∗s))
+O
(
(|u|H2 + |xs − x∗s|)3
)
,
(7.3.17)
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where we recall that d = (H∗1 − H∗2 )−1 < 0 is defined in (7.1.11). Thus, integrating by parts and using
(7.2.15),
dV4
dt
= −(xs − x∗s)
[
3∑
i=1
xip
′
ie
− µxiλi xui(t, x)
]x∗s
0
− µ(V4 − C0(xs − x∗s)2)
+ d
(
u1(x
∗
s)
(
1− λ1
λ4
)
+ u2(x
∗
s)
(
1− λ2
λ4
)
− u3(x∗s)
(
1 +
λ3
λ4
))
(
2C0(xs − x∗s) +
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xui(t, x)dx
)
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.18)
Similarly for V5, from (7.2.11), one has
dV5
dt
=− x˙s
[
3∑
i=1
xip
′
ie
− µxiλi xuit(t, x)
]x∗s
0
− µ(V5 − C0(x˙s)2)
+ d
(
3∑
i=1
(
1− si λi
λ4
)
siuit(x
∗
s)
)(
2C0x˙s +
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuit(t, x)dx
)
+O
(
(|u|H2 + |xs − x∗s|)3
)
.
(7.3.19)
By (7.3.14), for V6, one has
dV6
dt
=− x¨s
[
3∑
i=1
xip
′
ie
− µxiλi xuitt(t, x)
]x∗s
0
− µ(V6 − C0(x¨s)2)
+ d
(
3∑
i=1
(
1− si λi
λ4
)
siuitt(x
∗
s)
)(
2C0x¨s +
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuitt(t, x)dx
)
−
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xx
...
x s
 4∑
j=1
Bijujx
 (xs − x∗s) dx+O ((|u|H2 + |xs − x∗s|)3) .
(7.3.20)
Dealing with the
...
x s term in (7.3.20) similarly as for V3, we have
dV6
dt
=− x¨s
3∑
i=1
((
xip
′
ie
− µxiλi x
∗
s +O (|u|H2)
)
uitt(x
∗
s)− xip′iuitt(0)
)
− µ(V6 − C0(x¨s)2)
+ d
(
3∑
i=1
(
1− si λi
λ4
)
siuitt(x
∗
s)
)(
2C0x¨s +
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xuitt(t, x)dx
)
+O
(
(|u|H2 + |xs − x∗s|)3
)
.
(7.3.21)
Note that V2 + V5 has the same structure as V1 + V4 with ui and xs − x∗s being replaced by uit and x˙s
respectively. The same applies for V3 +V6 by replacing ui and xs−x∗s in V1 +V4 with uitt and x¨s respectively.
Hence, we only need to analyze V1 + V4. From (7.3.12) and (7.3.18), recalling that si = 1 if i ∈ {1, 2} and
s3 = −1, one has
d(V1 + V4)
dt
=−
[
4∑
i=1
pixiλie
− µxiλi xu2i
]x∗s
0
− µ(V1 + V4)
− (xs − x∗s)
[
3∑
i=1
xip
′
ie
− µxiλi xui
]x∗s
0
+ µC0(xs − x∗s)2
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+ d
(
3∑
i=1
ui(x
∗
s)si
(
1− si λi
λ4
))(
2C0(xs − x∗s) +
∫ x∗s
0
3∑
i=1
p′i
λi
e
− µxiλi xui(t, x)dx
)
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.22)
Using now the boundary conditions (7.3.10) and (7.2.15), (7.3.22) becomes
d(V1 + V4)
dt
=− µ(V1 + V4)
− v(x∗s)T
(
F (x∗s, µ)−KTF (0, µ)K
)
v(x∗s)−
x4p4
λ4
e−
µ
x4λ4
x∗s (λ1u1(x
∗
s) + λ2u2(x
∗
s) + λ3u3(x
∗
s))
2
− λ4|x4|p4u24(0) +
3∑
i=1
xipiλib
2
i (xs − x∗s)2 + 2
3∑
i=1
xipiλibi
 3∑
j=1
kijuj(x
∗
s)(xs − x∗s)

−
 3∑
i=1
ui(x
∗
s)(xs − x∗s)
(
xip
′
ie
− µxiλi x
∗
s − 2dC0si
(
1− si λi
λ4
))
−
3∑
j=1
kijuj(x
∗
s)(xs − x∗s)xip′i

+
3∑
i=1
xip
′
ibi(xs − x∗s)2 + µC0(xs − x∗s)2
+ d
(
3∑
i=1
ui(x
∗
s)si
(
1− si λi
λ4
))∫ x∗s
0
3∑
j=1
p′j
λj
e
− µxjλj xuj(t, x)dx

+O
(
(|u|H2 + |xs − x∗s|)3
)
, (7.3.23)
where
F (x, µ) = diag
(
λipixie
− µxiλi x, i ∈ {1, 2, 3}
)
. (7.3.24)
We observe that, except from the last product proportional to d, a quadratic form in (v(x∗s)
T, u4(0), xs−x∗s)
appears. Using successively the Young and Cauchy-Schwarz inequalities to deal with the last product, and
noticing that ∫ x∗s
0
e
− µxiλi xdx =
λixi
µ
(1− e− µxiλi x∗s ), (7.3.25)
we get that, for any j ∈ {1, 2, 3},
d
(
3∑
i=1
ui(x
∗
s)si
(
1− si λi
λ4
))(∫ x∗s
0
p′j
λj
e
− µxjλj xuj(t, x)dx
)
≤
εj
µ
p′2j xj(1− e− µxjλj x∗s )
λjpj
(∫ x∗s
0
pje
− µxjλj xu2j (t, x)dx
)
+
d2
4εj
(
3∑
i=1
ui(x
∗
s)
(
1− si λi
λ4
)
si
)2
.
Using again the Cauchy-Schwarz inequality, we get that
d2
4εj
(
3∑
i=1
ui(x
∗
s)
(
1− si λi
λ4
)
si
)2
≤ d
2
4εj
 3∑
i=1
u2i (x
∗
s)
(
1− si λi
λ4
)2 3∑
j=1
e
µx∗s
xiλi
− µx
∗
s
xjλj
 . (7.3.26)
Therefore, combining (7.3.23)-(7.3.26), one has
d(V1 + V4)
dt
≤− µ(V1 + V4)− v(x∗s)T
(
F (x∗s, µ)−KTF (0, µ)K
− d
2
4
(
3∑
k=1
1
εk
)
diag
 3∑
j=1
e
µx∗s
xiλi
− µx
∗
s
xjλj
(1− si λi
λ4
)2
i∈{1,2,3}
)
v(x∗s)
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− x4p4
λ4
e−
µ
x4λ4
x∗s (λ1u1(x
∗
s) + λ2u2(x
∗
s) + λ3u3(x
∗
s))
2 − λ4|x4|p4u24(0)
+
(
µC0 +
3∑
i=1
(xipiλib
2
i + xip
′
ibi)
)
(xs − x∗s)2
+
3∑
i=1
(εi
µ
(
p′2i xi(1− e−
µ
λixi
x∗s )
λipi
)(∫ x∗s
0
pie
− µxiλi xu2i (t, x)dx
))
+
3∑
j=1
(
2dC0sj
(
1− sj λj
λ4
)
− xjp′je−
µ
xjλj
x∗s
+
3∑
i=1
(2xipiλibikij + xip
′
ikij)
)
uj(x
∗
s)(xs − x∗s)
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.27)
In order to obtain an exponential decay, we first choose εi such that
1
εi
=
2p′2i xi(1− e−
µ
xiλi
x∗s )
µ2λipi
, i = 1, 2, 3. (7.3.28)
Therefore, (7.3.27) becomes
d(V1 + V4)
dt
≤ −µ
2
V1 − µV4 − v(x∗s)T
(
F (x∗s, µ)−KTF (0, µ)K −
d2
4
(
3∑
k=1
1
εk
)
D˜(µ)
)
v(x∗s)
− x4p4
λ4
e−
µ
x4λ4
x∗s (λ1u1(x
∗
s) + λ2u2(x
∗
s) + λ3u3(x
∗
s))
2 − λ4|x4|p4u24(0)
+
(
µC0 +
3∑
i=1
(xipiλib
2
i + xip
′
ibi)
)
(xs − x∗s)2
+
3∑
j=1
(
2dC0sj
(
1− sj λj
λ4
)
− xjp′je−
µ
xjλj
x∗s +
3∑
i=1
(2xipiλibikij + xip
′
ikij)
)
uj(x
∗
s)(xs − x∗s)
+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.29)
We clearly see now two terms proportional to V1 and V4 respectively that will bring the exponential decay,
and a quadratic form in (v(x∗s)
T, u4(0), xs−x∗s) appears. In order to simplify the quadratic form by cancelling
the cross terms, we choose
p′i = 2
dC0si
(
1− si λiλ4
)
e
µ
xiλi
x∗s
xi
, i = 1, 2, 3. (7.3.30)
Observe that from (7.1.18), one always has bixip
′
i < 0 for i = 1, 2, 3, thus we can choose
pi = − p
′
i
2biλi
> 0, i = 1, 2, 3. (7.3.31)
Therefore we have, using (7.3.30), (7.3.31) and Young’s inequality
d(V1 + V4)
dt
≤− µ
2
V1 − µV4 − v(x∗s)T
(
F (x∗s, µ)−KTF (0, µ)K −
d2
4
(
3∑
k=1
1
εk
)
D˜(µ)
− diag
(
3|x4|p4λ2i
λ4
e−
µ
x4λ4
x∗s
)
i∈{1,2,3}
)
v(x∗s)
− λ4|x4|p4u24(0) +
(
µC0 − 1
2
3∑
i=1
|xip′ibi|
)
(xs − x∗s)2
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+O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.32)
Observe that the conditions (7.1.18) and (7.1.19) are satisfied for γ > 0, but as the inequalities are strict,
there exists µ > γ such that (7.1.18) and (7.1.19) are also verified with µ instead of γ. We choose such µ
and using (7.3.30), one can see that (
µC0 − 1
2
3∑
i=1
|xip′ibi|
)
< 0, (7.3.33)
and one can also check from (7.2.17)–(7.2.20), (7.3.28), (7.3.30), (7.3.31), conditions (7.1.18) and (7.1.19)
that the matrix defined by
F (x∗s, µ)−KTF (0, µ)K −
d2
4
(
3∑
k=1
1
εk
)
D˜(µ) (7.3.34)
is positive definite. This implies that there exists p4 > 0 such that the quadratic form in v(x
∗
s) in (7.3.32) is
non-positive. Therefore
d(V1 + V4)
dt
≤− µ
2
V1 − µV4 +O
(
(|u|H2 + |xs − x∗s|)3
)
. (7.3.35)
As µ > γ, at least if |u|H2 + |xs−x∗s| is small enough which can be guaranteed from Lemma 7.2.1 by requiring
δ(T¯ ) small enough
d(V1 + V4)
dt
≤− γ
2
(V1 + V4), (7.3.36)
thus,
dV
dt
≤− γ
2
V. (7.3.37)
We have derived (7.3.37) under the assumption that the trajectories of (7.2.11), (7.2.13), (7.2.15) and
(7.2.16) are of class C3, but one can use a density argument to generalize the result for trajectories in
C0([0, T¯ ];H2((0, x∗s);R4)) by noticing that γ does not depend on any C2 or C3-norm of u. The inequality
(7.3.37) is then understood in the distribution sense. One can refer to [20] or [13, Comment 4.6] for more
details.
By the equivalence between the Lyapunov function V and (|u|H2 + |xs − x∗s|)2 if this last quantity is small,
we get immediately the exponential stability of the null steady state of the system (7.2.11), (7.2.13), (7.2.15)
and (7.2.16) for the H2-norm with decay rate γ/4. It remains to check that under assumption (7.1.19),
(7.3.8) holds with p′i and pi defined as (7.3.30) and (7.3.31). Indeed,
max
i
(
p′2i xi
µλipi
(1− e− µxiλi x∗s )
)
<
4C0
3
, (7.3.38)
therefore there exists C0 > 3/2 such that the condition (7.3.8) is satisfied.
So far δ(T¯ ) depends on T¯ , we next prove that for any given T > 0, we can choose δ∗ independent of T such
that (7.3.37) holds on (0, T ) as required in Definition 7.1.1.
Let us now assume that xs,0 ∈ (0, L) and u0 ∈ H2((0, x∗s);R4) satisfying the first order compatibility
conditions and
|u0|H2((0,x∗s);R4) + |xs,0 − x∗s| < ρ¯ and V (u0, xs,0) ≤ ν, (7.3.39)
where ν > 0 is going to be chosen small enough. Then, for any t ∈ [0, T¯ ], at least if ν > 0 is small enough,
from (7.2.25), (7.3.9) and (7.3.37),
|u(t)|H2((0,x∗s);R4) + |xs(t)− x
∗
s| < ρ¯ and V (u(t), xs(t)) ≤ ν. (7.3.40)
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Using (7.3.40) for t = T¯ one can keep going on [T¯ , 2T¯ ] and then on [2T¯ , 3T¯ ], etc. So we get that, for every
j = 1, 2, 3, . . . ,
V (u(t), xs(t)) ≤ ν, t ∈ [(j − 1)T¯ , jT¯ ], (7.3.41)
(|u(t)|H2((0,x∗s);R4) + |xs(t)− x
∗
s|) < ρ¯, t ∈ [(j − 1)T¯ , jT¯ ], (7.3.42)
dV
dt
≤ −γ
2
V in the distribution sense on (0, jT¯ ). (7.3.43)
Noticing (7.2.9), there exists a δ∗ such that if (7.1.13)-(7.1.14) hold, one has (7.3.39). Thus, noticing also that
for any T > 0 there exists j ∈ N such that (0, T ) ⊂ (0, jT¯ ), one gets that the steady state ((H∗, Q∗)T, x∗s) is
locally exponentially stable for the H2-norm with decay rate γ/4. The proof of Theorem 1.1 is thus complete.
Remark 7.3.1. Given the assumptions of Theorem 7.1.1, it is obvious that this stability result is robust
with respect to small variations of G in the feedback control. However, it is actually also robust with respect
to small variations of G4. Indeed, if |G′4(0) + λ4| is sufficiently small but with a bound independent of the
state (H,Q)T and xs, we can still define B as in (7.2.17)–(7.2.20) using the implicit function theorem. Then
looking at (7.3.10), ∂2B(0, 0, 0) 6= 0, but for any δ > 0, |∂2B(0, 0, 0)| < δ provided |G′4(0) +λ4| is sufficiently
small. Then all the additional terms about u24(0) and u
2
i (x
∗
s), i = 1, 2, 3 will be compensated by the fact that
p4 > 0 in (7.3.29) and that |G′4(0) + λ4| is sufficiently small. The rest of the proof is the same as in the case
where G′4(0) = −λ4.
7.4 Conclusion
In this article, we have considered the problem of the boundary feedback stabilization of an open channel with
a hydraulic jump. We focused on the case where the channel has a rectangular cross section without friction
or slope. The channel dynamics are modelled by a version of the homogeneous Saint-Venant equations with
the water level H and the flow rate Q as state variables. The hydraulic jump is represented by a discontinuous
shock solution of the system. The main contribution of this chapter is to analyze the boundary feedback
stabilization of the system with a general class of static feedback controls that require pointwise measurements
of the level and the flux at the boundary and in the immediate vicinity of the hydraulic jump. In order to
prove the well-posedness of the system, we first introduce a change of variables which allows to transform
the Saint-Venant equations with shock wave solutions into an equivalent 4× 4 quasilinear hyperbolic system
which is parametrized by the jump position but has shock-free solutions. Then, by a Lyapunov approach,
we show that, for the considered class of boundary feedback controls, the exponential stability in H2-norm
of the steady state can be achieved with an arbitrary decay rate and with an exponential stabilization of the
desired location of the hydraulic jump. Compared with previous results in the literature for classical solutions
of quasilinear hyperbolic systems, the H2-Lyapunov function introduced in [50] (see also [13, Section 4.4])
has to be augmented with suitable extra terms for the analysis of the stabilization of the jump position. In
the case where the cross section is irregular and with friction or slope, the jump stabilization issue is much
more challenging and remains an open problem.
7.5 Appendix
In this appendix we prove that that there always exists G such that K and (b1, b2, b3)
T defined in (7.1.11)
satisfy (7.1.18)-(7.1.19). Let us first point out that, for every K ∈ R3×3, there exists a linear map G : R4 → R3
such that the third equation of (7.1.11) holds. Hence it remains only to show that there always exist K and
(b1, b2, b3)
T satisfying (7.1.18) and (7.1.19). In the special case where K = diag(ki, i ∈ {1, 2, 3}), the condition
that the matrix defined in (7.1.19) is positive definite becomes
k2i < e
− γxiλi x
∗
sDi, ∀i ∈ {1, 2, 3}, (7.5.1)
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with
Di := 1− 2d
2bi
γ2si(1− si λiλ4 )
(
3∑
k=1
bksk(1− sk λk
λ4
)(e
γx∗s
xkλk − 1)
)
(
3∑
j=1
e
γx∗s
xiλi
− γx
∗
s
xjλj )(1− si λi
λ4
)2. (7.5.2)
Let us look at a limiting case in (7.1.18) and take bi = −γe−γx∗s/(xiλi)/3dsi
(
1− si λiλ4
)
. Then we have
Di = 1− 2
9
(
3∑
k=1
(1− e−
γx∗s
xkλk )
)
(
3∑
j=1
e
− γx
∗
s
xjλj ). (7.5.3)
We denote y =
(
3∑
k=1
e
− γx
∗
s
xkλk
)
. Thus we get
Di : = 1− 2
3
y +
2
9
y2. (7.5.4)
This is a second order polynomial with negative discriminant, thus Di is always strictly positive. As Di
depends continuously on bi, this implies that there exist K = diag(ki, i ∈ {1, 2, 3}) and (b1, b2, b3)T, satisfying
(7.1.18) and (7.1.19).
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Chapter 8
PI controllers for 1-D nonlinear
transport equation
This chapter is taken from the following article (also referred to as [59]):
Jean-Michel Coron and Amaury Hayat. PI controllers for 1-D nonlinear transport equation. Preprint, 2018.
Abstract. In this chapter, we introduce a method to obtain necessary and sufficient stability conditions
for systems governed by 1-D nonlinear hyperbolic partial-differential equations with closed-loop integral
controllers, when the linear frequency analysis cannot be used anymore. We study the stability of a general
nonlinear transport equation where the control input and the measured output are both located on the
boundaries. The principle of the method is to extract the limiting part of the stability from the solution
using a projector on a finite-dimensional space and then use a Lyapunov approach. This chapter improves a
result of Trinh, Andrieu and Xu, and gives an optimal condition for the design of the controller. The results
are illustrated with numerical simulations where the predicted stable and unstable regions can be clearly
identified.
8.1 Introduction
Stabilisation of systems with Proportional-Integral (PI) controllers has been well-studied in more recent
decades as it is the most famous boundary control in engineering applications. The use of PI controllers in
practical applications goes back to the end of the 18th century with the Perier brothers’ pump regulator [72,
Pages 50-51 and figure 231, Plate 26], [25, Chapter 2] and later on with Fleeming Jenkin’s regulator studied
by Maxwell in [156]. Of course these regulators were not yet referred as PI control but in practice they
worked similarly. Mathematically the PI control was studied first by Minorsky at the beginning of the 20th
century for finite-dimensional systems [159]. In the last decades, the stability of 1-D linear systems with PI
control has been well-investigated both for finite-dimensional systems [4, 6] and infinite-dimensional systems
(see for instance [21, 84, 130, 169, 194, 199, 200] for hyperbolic systems) and is now very well-known. For
infinite-dimensional nonlinear systems, however, only few results are known comparatively, most of them
conservative [13, Theorem 2.10], [194]. From a mathematical point of view, dealing nonlinear systems is a
very challenging and interesting question. From a practical point of view, it can be seen as a necessity as
numerous physical systems are based on infinite dimensional nonlinear models that are sometimes linearized
afterward. The intuitive belief that the stability condition for a nonlinear system should be the same as the
stability condition for its linearized counterpart when close to the equilibrium is wrong in general, as shown
for example in [61].
The reason for this gap in knowledge between linear and nonlinear systems in infinite dimension is that the
main method to obtain the stability of 1-D linear systems with PI control is the frequency (or spectrum)
analysis (e.g. [200]), a powerful tool based on the Spectral Mapping Property which gives, among other
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things, the limit of stability from the differential operator’s eigenvalues (e.g. [143, 161, 176]). This powerful
tool is not anymore available when dealing with nonlinear systems. Thus, most studies use a Lyapunov
approach instead that has the advantage of enabling robust results [47, 119] but as a counterpart is often
conservative, meaning that the stability conditions raised are only sufficient and not necessary. Among the
necessary and sufficient conditions one can refer for instance to [13, Theorem 2.9]. Another point to mention
is that, for nonlinear systems, the exponential stability in the different topologies are not equivalent [61].
In this article we introduce a method to obtain a necessary and sufficient condition on the stability. We
study the general scalar transport equation with a PI boundary controller which was studied in [194], and
in which the authors obtained a sufficient, although conservative, stability condition.
Not only is this equation interesting in itself [27], as it covers for instance the inviscid Burgers equation
around a non-zero constant steady-state, which can be used as a basic model for fluid flows or road trafic,
but it is also interesting as, even if it is the most simple nonlinear evolution equation, it already has some
of the key features of nonlinear hyperbolic models whose stabilization has been quite studied in the recent
years using various methods [13, 106, 114]. This problem has an associated linearized problem where the first
eigenvalues making the system unstable are discrete and in finite number. We first extract from the solution
of the nonlinear problem the part that would be associated to these eigenvalues in the linear case, using a
projector on a finite-dimensional space. In the linearized problem this projected part of the solution is the
limiting factor on the stability and it is therefore natural to think that it can also be the limiting factor in
the non-linear case. Besides, we know precisely the dynamic of this projection and we can control precisely
its decay. Then, a key point is to find a good Lyapunov function for the remaining part of the solution. As
the remaining part of the solution is not the limiting factor, the Lyapunov function can be conservative with
no harm provided that it gives a sufficient condition that goes beyond the limiting condition corresponding
to the projected part.
8.2 Stability of non-linear transport equation with PI boundary
condition
We are interested with the following problem
∂tz + λ(z)∂xz = 0, (8.2.1)
z(0, t) = −kII(t), (8.2.2)
I˙ = z(L, t), (8.2.3)
where λ is a C2 function with λ(0) = λ0 > 0 and kI is a constant. Let T > 0, one can show that the system
is well-posed in C0([0, T ], H2(0, L))× C2([0, T ]) for initial conditions small enough and sufficiently regular.
More precisely one has [194]
Theorem 8.2.1. Let T > 0. There exists δ(T ) > 0 such that for any φ0 ∈ H2(0, L) satisfying |φ0|H2 ≤ δ,
the system (8.2.1)–(8.2.3) with initial condition (φ0, I0) such that
I0 = −k−1I φ0(0), φ0(L) = k−1I λ(φ0(0))φ′0(0), (8.2.4)
has a unique solution (φ, I) ∈ C0([0, T ], H2(0, L))× C2([0, T ]). Moreover there exists C(T ) > 0 such that
|φ(t, ·)|H2 ≤ C(T ) (|φ0(·)|H2) . (8.2.5)
The interest of this system comes from the fact that it is the most simple nonlinear system with a proportional
integral control. However it already constitutes a challenge and, to our knowledge, the most advanced result
so far is the following result developed in the recent years [194]:
Theorem 8.2.2. If 0 < kI < λ(0)Π(2−
√
2)/2L, then the nonlinear system (8.2.1)–(8.2.3) is exponentially
stable for the H2 norm, where
Π(x) =
√
x(2− x)e−x/2. (8.2.6)
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Note that Π(2 − √2)/2 u 0.34. In [194] it is also shown that this result is conservative. In order to study
this system, it is interesting to compare it with the corresponding linear case namely the case where λ does
not depend on z and (8.2.1) is replaced by
∂tz + λ0∂xz = 0. (8.2.7)
In this case, a necessary and sufficient condition for the stability can be simply obtained from the frequency
analysis, by looking at the eigenvalues of the system (8.2.7), (8.2.2), (8.2.3). It is easy to see that these
eigenvalues satisfy the following equation [194].
kI + %e
%L
λ0 = 0. (8.2.8)
This implies from [24] that the linear system (8.2.7), (8.2.2), (8.2.3) is exponentially stable if and only if
kI ∈
(
0,
piλ0
2L
)
. (8.2.9)
In the nonlinear case, it is not possible anymore to use a frequency analysis method. One has to use other
methods, as for instance the Lyapunov method, which is one of the most famous as it guarantees some
robustness of the result. This method was for instance used in [194] to prove Theorem 8.2.2. However, this
method is often conservative as, except in simple cases, it is often difficult to find the right Lyapunov function
leading to an optimal condition. As stated in the introduction, we tackle this problem by extracting from the
solution the part that limits the stability with a projector and apply our Lyapunov function to the remaining
part. Our main result is the following
Theorem 8.2.3. The nonlinear system (8.2.1)–(8.2.3) is exponentially stable for the H2 norm if
kI ∈
(
0,
piλ(0)
2L
)
. (8.2.10)
The sharpness of this nonlinear result is suggested from the linear condition (8.2.9). This sharpness can also
be illustrated by the following proposition
Proposition 8.2.4. There exists k1 > piλ(0)/2L, such that for any kI ∈ (piλ(0)/2L, k1) the nonlinear system
(8.2.1)–(8.2.3) is unstable for the H2 norm.
In Section 8.3 we introduce a new Lyapunov function that can be seen as a good Lyapunov function for
this system but we show why it still leads to a conservative result. In Section 8.4 we introduce a projector
to extract from the solution the limiting part for the stability. In Section 8.5 we prove Theorem 8.2.3 and
Proposition 8.2.4 using the Lyapunov function and the projector respectively introduced in Section 8.3 and
Section 8.4. In Section 8.6 we illustrate these results with a numerical simulation.
8.3 A quadratic Lyapunov function
In this section we first introduce a new Lyapunov function for the system (8.2.1)–(8.2.3). This Lyapunov
function can be seen as a good candidate to study the stability for the H2 norm, but, although it already
gives a sufficient condition relatively close to the linear condition (8.2.9), we will show that it is not enough
to achieve the optimal condition (8.2.10), which will be the motivation for the next section. As this part is
only here to motivate the method of this chapter, we will give a sketch of proof for a Lyapunov function
equivalent to the L2 norm, but the same would apply for a similar Lyapunov function equivalent to the H2
norm (see Section 8.5).
Let us define V0 : L
2(0, L)× R→ R by
V0(Z, I) :=
∫ L
0
f(x)e−
µ
λ0
xZ2(x)dx+
(∫ L
0
αZdx+ βI
)2
, (8.3.1)
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where f is a positive C1 function to be determined later on and α and β are non-zero constants to be
determined later on as well. For any (Z, I) ∈ L2(0, L)× R one has from Cauchy-Schwarz inequality:
min{f(x)e− µλ0 x : x ∈ [0, L]}
L
(
∫ L
0
Zdx)2 + α2
(∫ L
0
Zdx
)2
+ 2βαI
(∫ L
0
Zdx
)
+ (βI)
2
≤ V0(Z, I) ≤ C1
(
|Z|2L2(0,L) + βI2
)
.
(8.3.2)
Using that for any p > 0, there exists n1 ∈ N∗ such that
(p+ 1)a2 + b2 − 2ab ≥ p
n1
(
a2 + b2
)
, ∀ (a, b) ∈ R2, (8.3.3)
there exists C2 > 0 such that
1
C2
(
|Z|2L2(0,L) + βI2
)
≤ V0(Z, I) ≤ C2
(
|Z|2L2(0,L) + βI2
)
. (8.3.4)
Thus, our function V0 is equivalent to the norm on L
2(0, L)× R defined by |(Z, I)| =
(
|Z|2L2(0,L) + βI2
)
. It
is therefore enough to find f ∈ C1([0, L], (0,+∞)), α and β such that V0 is exponentially decreasing along all
C0([0, T ], H2×R) solutions of system (8.2.1)–(8.2.3) to prove that the null steady-state of the system (8.2.1)–
(8.2.3) is exponentially stable for the L2 norm. Let T > 0, and let (z, I) be a C3([0, T ]× [0, L])× C3([0, T ])
solution of the system (8.2.1)–(8.2.3) (we could get the result for C0([0, T ], H2×R) later on by density as in
[20, Section 4], this will not be done in this section as it is only a sketch proof). Let us denote V0(z(x, ·), I(t))
by V0(t). Differentiating V0 with respect to t, using (8.2.1), (8.2.3) and integrating by parts one has
dV0
dt
=−
[
λ(z(t, x))f(x)e−
µ
λ0
xz2(t, x)
]L
0
+
∫ L
0
λ(0)f ′(x)e−
µ
λ0
xz2(t, x)dx− µ
∫ L
0
f(x)e−
µ
λ0
xz2(t, x)dx
+ µ
∫ L
0
λ0 − λ(z(t, x))
λ0
f(x)e−
µ
λ0
xz2(t, x)dx
+
∫ L
0
f(x)e−
µ
λ0
x ∂λ
∂z
zxz
2 + (λ(z(t, x))− λ(0))f ′(x)e− µλ0 xz2(t, x)dx
+ 2
(∫ L
0
αzdx+ βI(t)
)(
− [αλz]L0 +
∫ L
0
α
∂λ
∂z
zxzdx+ βz(t, L)
)
.
(8.3.5)
Thus using (8.2.2), one has
dV0
dt
= −λ(z(t, L))f(L)e− µλ0 Lz2(t, L)− µ
∫ L
0
f(x)e−
µ
λ0
xz2(t, x)dx+ λ(z(t, 0))f(0)I2(t)k2I
−
∫ L
0
(−λ(0)f ′(x))e− µλ0 xz2(t, x)dx+ µ
∫ L
0
λ0 − λ(z(t, x))
λ0
f(x)e−
µ
λ0
xz2(t, x)dx
+ 2
(∫ L
0
αzdx+ βI(t)
)
(−αλ0z(t, L) + βz(t, L) −αkII(t)λ(z(t, 0))− α(λ(z(t, L))− λ0)z(t, L))
+
∫ L
0
f(x)
∂λ
∂z
zxe
− µλ0 xz2 + (λ(z(t, x))− λ(0))f ′(x)e− µλ0 xz2(t, x)dx
+ 2
(∫ L
0
αzdx+ βI(t)
)∫ L
0
α
∂λ
∂z
zxzdx.
(8.3.6)
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We can now choose β = λ0α. Equation (8.3.6) becomes
dV0
dt
= −λ(z(t, L))e− µλ0 Lf(L)z2(t, L)− µ
(∫ L
0
f(x)e−
µ
λ0
xz2(t, x)dx+ I(t)2
)
+ (λ(0)f(0)k2I + µ)I
2(t)−
∫ L
0
(−λ(0)f ′(x))e− µλ0 xz2(t, x)dx
− 2
∫ L
0
α2kIλ(0)zI(t)dx− 2α2λ(0)2kII2(t)
− 2
∫ L
0
α2kI(λ(z(t, 0))− λ(0))zI(t)dx
− 2α2(λ(z(t, 0))− λ(0))(λ(z(t, 0)) + λ(0))kII2(t)
+ (λ(z(t, 0))− λ(0))f(0)k2II2(t)
+ 2
(∫ L
0
αzdx+ βI(t)
)
(−α(λ(z(t, L))− λ0)z(t, L))
+
∫ L
0
f(x)
∂λ
∂z
zxe
− µλ0 xz2 + (λ(z)− λ(0))f ′(x)e− µλ0 xz2(t, x)dx
+ 2
(∫ L
0
αzdx+ βI(t)
)∫ L
0
α
∂λ
∂z
zxzdx.
(8.3.7)
Using the equivalence between V0 and (|z(t, ·)|L2 + |I|)2, there exists a constant C3 > 0, maybe depending
continuously on µ but positive for µ ∈ [0,∞) such that
µ
(∫ L
0
f(x)e−
µ
λ0
xz2(t, x)dx+ I(t)2
)
≥ µC3V0, (8.3.8)
and as λ is C1, (8.3.7) can be simplified in
dV0
dt
≤− µC3V0 − λ(z(t, L))f(L)e−
µ
λ0
Lz2(t, L)
−Q+O
(
(|z(t, ·)|H2 + |I(t)|)3
)
,
(8.3.9)
where O(r) means that there exist η > 0 and C > 0, both independent of φ, I, T and t ∈ [0, T ], such that
(|r| ≤ η) =⇒ (|O(r)| ≤ C1|r|),
and where Q is the quadratic form defined by
Q := I2(t)
(
2α2λ(0)2kI − λ(0)f(0)k2I − µ
)
+
∫ L
0
(−λ(0)f ′(x))e− µλ0 xz2(t, x) + 2α2zkIλ(0)I(t)dx.
(8.3.10)
To ensure the decay of V0, we would like to make this quadratic form in z and I positive definite with f > 0.
This implies that f is decreasing and kI > 0. Then, bringing all the terms inside the integral we would need
the discriminant to be positive, i.e.
1
L
(
2α2λ(0)2kI − λ(0)f(0)k2I − µ
)
(−λ(0)f ′(x))e− µλ0 x − α4k2Iλ(0)2 > 0 (8.3.11)
If we place ourselves in the limiting favourable case where Q is only semi-definite positive, and f(L) = µ = 0,
one has
f ′(x)
(
2α2λ(0)kI − f(0)k2I
)
= −Lα4k2I . (8.3.12)
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Thus f ′ is constant and, as f(L) = 0,
− 2λ(0)α2f(0)kI + f2(0)k2I + L2α4k2I = 0. (8.3.13)
With λ(0) = λ0, this equation has a positive solution if and only if
4α4k2I
(
λ20 − k2IL2
) ≥ 0. (8.3.14)
This is equivalent to |kI | ≤ λ0/L. This is the limiting case, to get Q definite positive and V0 exponentially
decreasing we would need to add V0,1(t) = V0(zt, I˙) and V0,2(t) = V (ztt, I¨) to make the Lyapunov function
equivalent to the H2 norm to deal with O(|z(t, ·)|H2 + |I(t)|) as in Section 8.5, and we would get the
following sufficient condition: kI ∈ (0, λ0/L) which is better than the condition given by Theorem 8.2.2, but
conservative compared to the necessary condition (8.2.9). This motivates the next section.
8.4 Extracting the limiting part of the solution
In this section we introduce the projector that will enable us to extract from the solution the limiting part
for the stability. We start by introducing the operator A,
A
(
φ
I
)
:=
(−λ0φx
φ(L)
)
(8.4.1)
defined on the domain D(A) = {(φ, I)T|φ ∈ H2(0, L), I ∈ R, φ(0) = −kII}. And we note that looking for
solutions to the linearized problem (8.2.7), (8.2.2), (8.2.3) can be seen as looking for solutions (φ, I)T ∈
C0([0, T ],D(A)) to the differential problem (
φ˙
I˙
)
= A
(
φ
I
)
. (8.4.2)
As mentioned in Section 8.2, we know that any eigenvalue % of this operator satisfies (8.2.8) which, denoting
%λ−10 = σ% + iω% with (σ%, ω%) ∈ R2, is equivalent to
λ0e
σ%L (ω% sin(ω%L)− σ% cos(ω%L)) =kI ,
ω% cos(ω%L) + σ% sin(ω%L) =0.
(8.4.3)
Assuming (8.2.9), there is a unique solution to (8.4.3) that also satisfies ω ∈ (−pi/2L, pi/2L) [192, Page 22].
We denote by %1 the corresponding eigenvalue. In [192] it was shown that this eigenvalue and its conjugate
are the eigenvalues with the largest real part and are the limiting factor to the stability in the linear case.
Although we do not need this claim in what follows, it explains why we consider this eigenvalue. We suppose
that ω := ω%1 6= 0. The special case ω%1 = 0 is simpler can be treated similarly (see Remark 8.4.1).
We introduce the following operator:
p :=
(
p1
p2
)
∈ L(D(A),Span{e−
%1
λ0
x, e−
%¯1
λ0
x}) (8.4.4)
defined by
p1
(
φ
I
)
:=α1
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
e−
%1
λ0
x
+ α¯1
(∫ L
0
φ(x)e
%¯1
λ0
xdx+ λ0e
%¯1
λ0
LI
)
e−
%¯1
λ0
x,
(8.4.5)
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p2
(
φ
I
)
:=
α1
%1
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
e−
%1
λ0
L
+
α¯1
%¯1
(∫ L
0
φ(x)e
%¯1
λ0
xdx+ λ0e
%¯1
λ0
LI
)
e−
%¯1
λ0
L,
(8.4.6)
where z¯ stands for the conjugate of z and α1 := %1/(%1L+ λ0). Here we used a slight abuse of notation and
the notation e−
%1
λ0
x outside the brackets refers actually to the function x → e−
%1
λ0
x defined on [0, L]. One
can see that p is real even though %1 is complex, as p is the sum of a function and its conjugate. Denoting
%1λ
−1
0 = σ + iω, the formulation (8.4.5)–(8.4.6) is equivalent to
p1
(
φ
I
)
=
(∫ L
0
φ(x)eσx cos(ωx)dx+ λ0I(t) cos(ωL)e
σL
)(
Re(α1) sin(ωx)e
−σx + Im(α1) cos(ωx)e−σx
)
+
(∫ L
0
φ(x)eσx sin(ωx)dx+ λ0I(t) sin(ωL)e
σL
)(
Re(α1) cos(ωx)e
−σx − Im(α1) sin(ωx)e−σx
)
.
p2
(
φ
I
)
=
(∫ L
0
φ(x)eσx cos(ωx)dx+ λ0I(t) cos(ωL)e
σL
)(
Re(
α1
%1
) sin(ωL)e−σL + Im(
α1
%1
) cos(ωx)e−σx
)
+
(∫ L
0
φ(x)eσx sin(ωx)dx+ λ0I(t) sin(ωL)e
σL
)(
Re(
α1
%1
) cos(ωL)e−σL − Im(α1
%1
) sin(ωL)e−σL
)
.
(8.4.7)
However in the following, for simplicity, we will keep the complex formulation. We first show that p commutes
with the operator A given by (8.4.1). Indeed one can check that, with
p1,%1 := α1
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
e−
%1
λ0
x, (8.4.8)
one has
p1,%1
(
A
(
φ
I
))
= p1,%1
((−λ0φx
φ(L)
))
= α1
(
−λ0
∫ L
0
φx(x)e
%1
λ0
xdx+ λ0e
%1
λ0
Lφ(L)
)
e−
%1
λ0
x
= α1
(
−λ0φ(L)e
%1
λ0
L + λ0φ(0) + %1
∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
Lφ(L)
)
e−
%1
λ0
x.
(8.4.9)
Using that (φ, I)T belongs to the space {(φ, I) ∈ L2(0, L)×R|φ(0) = −kII}, together with (8.2.8), one gets
that
p1,%1
(
A
(
φ
I
))
=α1%1
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
e−
%1
λ0
x
= −λ0
(
p1,%1
(
φ
I
))
x
.
(8.4.10)
As %¯1 also verifies (8.2.8) we get the same for p1,%¯1 , which is defined as p1,%1 in (8.4.8) with %1 instead of %1.
Thus from (8.4.5) and (8.4.8)
p1
(
A
(
φ
I
))
=
(
A
(
p
(
φ
I
)))
1
. (8.4.11)
Then from (8.2.8) and (8.4.6),
one easily gets that, for any (φ, I) ∈ L2(0, L) × R, p2((φ, I)T) = −k−1I p1((φ, I)T)(0), thus p
(
φ
I
)
∈ D(A)
and
p
(
A
(
φ
I
))
= A
(
p
(
φ
I
))
. (8.4.12)
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Now, we show that p is a projector, meaning that p ◦ p = p. To avoid overloading the computations, we
denote
d1 = α1
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
, (8.4.13)
and d¯1 is defined similarly with %¯1 instead of %1. Therefore one has
p1
(
p
(
φ
I
))
= α1
(∫ L
0
d1 + d¯1e
(
%1
λ0
− %¯1λ0 )xdx +λ0e
%1
λ0
L
(
d1
e−
%1
λ0
L
%1
+ d¯1
e−
%¯1
λ0
L
%¯1
))
e−
%1
λ0
x
+ α¯1
(∫ L
0
d¯1 + d1e
(
%¯1
λ0
− %1λ0 )xdx +λ0e
%¯1
λ0
L
(
d1
e−
%1
λ0
L
%1
+ d¯1
e−
%¯1
λ0
L
%¯1
))
e−
%¯1
λ0
x.
(8.4.14)
Integrating and using (8.2.8), one has
p1
(
p
(
φ
I
))
= α1
(
d1L+ λ0d¯1
e(
%1
λ0
− %¯1λ0 )L − 1
%1 − %¯1 −λ0
kI
%1
(
−d1
kI
− d¯1
kI
))
e−
%1
λ0
x
+ α¯1
(
d¯1L+ λ0d1
e(
%¯1
λ0
− %1λ0 )L − 1
%¯1 − %1 − λ0
kI
%¯1
(
−d1
kI
− d¯1
kI
))
e−
%¯1
λ0
x
=α1
(
d1L+ λ0
d1
%1
+ λ0d¯1
e(
%1
λ0
− %¯1λ0 )L − 1
%1 − %¯1 + λ0
d¯1
%1
)
e−
%1
λ0
x
+ α¯1
(
d¯1L+ λ0
d¯1
%¯1
+ λ0d1
e(
%¯1
λ0
− %1λ0 )L − 1
%¯1 − %1 + λ0
d1
%¯1
)
e−
%¯1
λ0
x.
(8.4.15)
But, still from (8.2.8), observe that
e(
%1
λ0
− %¯1λ0 )L − 1
%1 − %¯1 =
(
−kI%1
)(
− %¯1kI
)
− 1
%1 − %¯1 = −
1
%1
, (8.4.16)
and recall that α1 = %1/(%1L+ λ0), thus
p1
(
p
(
φ
I
))
= d1e
− %1λ0 x + d¯1e
− %¯1λ0 x = p1
(
φ
I
)
. (8.4.17)
Besides we have from (8.2.8) and (8.4.6)
p2
(
p
(
φ
I
))
= −kIp1
(
p
(
φ
I
))
(0)
= −kIp1
(
φ
I
)
(0) = p2
(
φ
I
)
.
(8.4.18)
Therefore p ◦ p = p. As p is a linear application, this implies in particular that
p
((
φ
I
)
− p
(
φ
I
))
= 0. (8.4.19)
Thus, let (φ, I)
T ∈ D(A), if we define φ1 = p1(φ, I)T, I1 := p2(φ, I)T and φ2 := φ− φ1 and I2 := I − I1, one
has from (8.4.19) and (8.4.5), as α1 6= 0∫ L
0
φ2(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI2 =
∫ L
0
φ2(x)e
%¯1
λ0
xdx+ λ0e
%¯1
λ0
LI2 = 0. (8.4.20)
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Thus ∫ L
0
φ2(x)
(
e
%1
λ0
(x−L) − e
%¯1
λ0
(x−L)
)
dx = 0. (8.4.21)
Or equivalently, denoting as previously %1λ
−1
0 = σ + iω,∫ L
0
φ2(x)e
σ(x−L) sin(ω(x− L))dx = 0. (8.4.22)
Remark 8.4.1. — In the special case ω = 0, we can define p similarly as previously but with α1 = α¯1 =
1/2 instead. Then (8.4.12) still holds, but, as %1 = %¯1, p is now a projector on the one-dimensional
space Span{e−
%1
λ0
x} and is defined by
p1((φ, I)
T) =
(∫ L
0
φ(x)e
%1
λ0
xdx+ λ0e
%1
λ0
LI
)
e−
%1
λ0
x, (8.4.23)
and p2((φ, I)
T) = %−11 p1((φ, I)
T)(L). Nevertheless (8.4.22) still holds and is straightforward. Indeed,
we can still define (φ1, I1)
T = p((φ, I)T) and (φ2, I2) = (φ− φ1, I − I1), and, as ω = 0, (8.4.22) holds
directly.
— Note that, when ω 6= 0, (8.4.20) contains two equations, as p is a projector on a space of dimension
2. Therefore another relation can be inferred from (8.4.20) in addition to (8.4.22), namely∫ L
0
φ2(x)e
σ(x−L) cos(ω(x− L))dx = −λ0I2. (8.4.24)
However this relation will not be used in the following.
8.5 Exponential stability analysis
In this section we use the results of the above sections to prove Theorem 8.2.3. We first separate the solution
of the system in a projected part and a remaining part using the projector defined in Section 8.4. Then we
use the Lyapunov function defined in Section 8.3 to deal with the remaining part.
Linear case We first prove Theorem 8.2.3 using our method in the linear case. This could seem senseless
as the result in the linear case is already known. However, the purpose is to make clear how this method
works while keeping the computations simple. Then we will show that this method still works when adding
the nonlinearities. Let T > 0 and let φ be a solution of the linear system (8.2.7), (8.2.2), (8.2.3) in C1([0, L]×
[0, T ]). Using the last section, we define the following functions(
φ1(t, x)
I1(t, x)
)
= p
(
φ(t, x)
I(t)
)
, (8.5.1)(
φ2(t, x)
I2(t, x)
)
=
(
φ(t, x)
I(t)
)
−
(
φ1(t, x)
I1(t)
)
. (8.5.2)
We expect to have extracted from (φ, I) the limiting factor for the stability that is now contained in (φ1, I1).
The function (φ1, I1) is a simple projection on a space of finite dimension, it has therefore a simple dynamic
and is easy to control, while we will use our Lyapunov function introduced earlier in Section 8.3 to deal with
(φ2, I2). In other words we will consider the following total Lyapunov function
V (t) = V1(t) + V2(t), (8.5.3)
where V1 is a Lyapunov function for (φ1, I1) to be defined and V2(t) = V0(φ2(t, ·), I(t)). Recall that the
definition of V0 is given in (8.3.1).
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Let us look at φ1. From the definition of p1 given by (8.4.5), p1 = p1,%1 + p1,%¯1 where p1,%1 is given by (8.4.8)
and p1,%¯1 is given by the same definition with %¯1 instead of %1. Similarly p2 = p2,%1 + p2,%¯1 with
p2,%1((φ, I)
T) =
p1,%1((φ, I)
T)(L)
%1
, (8.5.4)
and p2,%¯1 defined similarly but with %¯1 instead of %1. Therefore we can define(
φ%1(t, x)
I%1(t)
)
:= p%1
(
φ(t, x)
I(t)
)
:=
(
p1,%1(φ, I)
T(t, x)
p2,%1(φ, I)
T(t, L)
)
, (8.5.5)
and we can define its conjugate (φλ¯1, Iλ¯1)
T similarly. Thus we can decompose (φ1, I1)
T in(
φ1(t, x)
I1(t)
)
=
(
φ%1(t, x)
I%1(t)
)
+
(
φ%¯1(t, x)
I%¯1(t)
)
. (8.5.6)
Let us now define V1(t) by
V1(t) :=
∫ L
0
|φ%1(t, x)|2dx+ |I%1(t)|2, (8.5.7)
then
|φ1|2L2 + |I1|2 ≤ 4|φ%1 |2L2 + 4|I%1 |2 ≤ 4V1. (8.5.8)
Differentiating V1 one has
dV1
dt
=
∫ L
0
2Re (∂tφ%1φ%¯1) dx+ 2Re
(
I˙%1I%¯1
)
. (8.5.9)
From (8.4.5), (8.4.6), and (8.5.1)(
∂tφ%1(t, x)
I˙%1(t)
)
= p%1
(
∂tφ(t, x)
I˙(t)
)
= p%1
(
A
(
φ(t, x)
I(t)
))
, (8.5.10)
Observe that the commutation property (8.4.11) still holds with p%1 instead of p, and that p%1 is still a
linear operator. Therefore,
dV1
dt
= 2Re(%1)λ0
∫ L
0
|φ%1 |2dx+ 2Re(%1)|I%1(t)|2. (8.5.11)
As Re(%1) < 0 from (8.2.10) and (8.2.8),
dV1
dt
≤ −2|Re(%1)|min(λ0, 1)V1 (8.5.12)
which will imply the exponential decay.
Let us now look at V2. From (8.2.7), (8.2.2), (8.2.3), (8.4.6), (8.5.2), (φ2, I2) is also a solution to the linear
system (8.2.7), (8.2.2), (8.2.3). Thus acting similarly as in Section 8.3, (8.3.5)–(8.3.9), we have
dV2,1
dt
≤− µC3V2,1 − λ(φ(t, L))f(L)e−
µ
λ0
Lφ22(t, L)− I22 (t)
(
2α2λ(0)2kI − λ(0)f(0)k2I − µ
)
−
∫ L
0
(−λ(0)f ′(x))e− µλ0 xφ22(t, x)dx+ 2α2kIλ(0)φ2I(t)dx.
(8.5.13)
If we look now at the quadratic form in I2 and φ2 that appears, we can see that it is exactly the same
as previously in (8.3.10). However, since φ2 is the complementary of φ1 in φ, we now have an additional
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information on φ2 given by (8.4.22). Thus, denoting again this quadratic form by Q, and using (8.4.22) we
have
Q =
∫ L
0
(−λ0f ′(x))e−
µ
λ0
xφ22(t, x)dx+ 2α
2kIλ0I(t)
∫ L
0
φ2(1− κθ(x))dx
+ I2(t)
(
2α2λ20kI − λ0f(0)k2I − µ
)
≥ inf
x∈[0,L]
(−λ0f ′(x))e−
µ
λ0
L
(∫ L
0
φ22(t, x)dx
)
− 2α2kIλ0|I(t)|
(∫ L
0
φ22dx
)1/2(∫ L
0
(1− κθ(x))2dx
)1/2
+ I2(t)
(
2α2λ20kI − λ0f(0)k2I − µ
)
(8.5.14)
where
θ(x) := eσ(x−L) sin(ω(x− L)) (8.5.15)
and κ is a constant that can be chosen arbitrarily. As the right-hand side is now a quadratic form in |φ2|L2
and I, a sufficient condition for Q to be positive is
inf
x∈[0,L]
(−λ0f ′(x))e−
µ
λ0
L (2α2λ20kI − λ0f(0)k2I − µ)
>
(
α2kIλ0
)2(∫ L
0
(1− κθ(x))2dx
)
.
(8.5.16)
Of course we have all interest in choosing κ such that it minimizes the integral of (1− κθ(x))2. We have∫ L
0
(1− κθ(x))2dx = κ2
(∫ L
0
θ2(x)dx
)
− 2κ
(∫ L
0
θ(x)dx
)
+ L. (8.5.17)
This is a second order polynomial in κ thus, assuming ω 6= 0, its minimum is
L+
(∫ L
0
θ(x)dx
)2
(∫ L
0
θ2(x)dx
)2
(∫ L
0
θ2(x)dx
)
− 2
(∫ L
0
θ(x)dx
)
(∫ L
0
θ2(x)dx
) (∫ L
0
θ(x)dx
)
= L−
(∫ L
0
θ(x)dx
)2
(∫ L
0
θ2(x)dx
) .
(8.5.18)
Choosing such κ, and f ′ constant, condition (8.5.16) becomes
e−
µ
λ0
Lλ0
f(0)− f(L)
L
(
2α2λ20kI − µ− λ0f(0)k2I
)
− (α2kIλ0)2 L
1−
(∫ L
0
θ(x)dx
)2
(
L
∫ L
0
θ2(x)dx
)
 > 0. (8.5.19)
which is equivalent to
− λ20k2If2(0) +
(
2α2λ20kI − µ+ f(L)λ0k2I
)
λ0f(0)− (2α2λ20kI − µ)λ0f(L)
− e µλ0 L (α2kIλ0)2 L2
1−
(∫ L
0
θ(x)dx
)2
L
(∫ L
0
θ2(x)dx
)
 > 0. (8.5.20)
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We place ourselves in the limiting case, when µ = 0 and f(L) = 0. As the left-hand side is a second order
polynomial in f(0), there exists a positive solution f(0) to the inequality if and only if1−
(∫ L
0
θ(x)dx
)2
L
(∫ L
0
θ2(x)dx
)
 k2IL2 < λ20. (8.5.21)
Under assumption (8.2.10) we can show that this is always verified, this is done in the Appendix. When
ω = 0, taking again f ′ constant and the limiting case where f(L) = 0 and µ = 0, Q is definite positive
provided that
− λ2(0)k2If2(0) +
(
2α2λ20kI − µ+ f(L)λ0k2I
)
λ0f(0)
− (2α2λ20kI − µ)λ0f(L)− e
µ
λ0
L (α2kIλ0)2 L2 > 0. (8.5.22)
There exists a positive solution f(0) to this inequality if and only if
k2I <
(
λ0
L
)2
, (8.5.23)
but, as %1 is real and kI is positive, kI = −(λ0/L)(%1L/λ0)e−%1L/λ0 < λ0/L, thus (8.5.23) is satisfied. Thus,
by continuity, there always exists µ1 > 0 and f positive such that Q > 0 and therefore
dV2
dt
≤ −µ1C3V2 − (λ0f(L)e−
µ
λ0
L)φ22(t, L). (8.5.24)
This implies from (8.5.3) and (8.5.12) that
dV
dt
≤ −min (2|Re(%1)|, 2|Re(%1)|λ0, µ1C3)V (8.5.25)
This shows the exponential decay for V . It remains now only to show that it also implies the ex-
ponential decay for (φ, I) in the L2 norm. But from (8.3.4) and (8.5.7), V is equivalent to the norm
(|φ%1 |L2 + |I%1 |+ |φ2|L2 + |I2(t)|)2. Besides, we have from (8.4.8), (8.5.7), and using Cauchy-Schwarz in-
equality
V1(t) ≤
∫ L
0
|α1e−
%1
λ0
x|2dx+
∣∣∣∣∣α1e
%1
λ0
L
%1
∣∣∣∣∣
2
∣∣∣∣∣∣
(∫ L
0
e2%1xdx
)1/2(∫ L
0
φ2dx
)1/2
+ Ie
%1
λ0
L
∣∣∣∣∣∣
2
≤ C5
(|φ(t, ·)|2L2 + |I(t)|2) ,
(8.5.26)
where C5 is a constant that does not depend on I or φ. Also, from (8.3.4), (8.5.26) and noting that φ2 = φ−φ1
and I2 = I − I1,
V2(t) ≤ C2
(|φ2(t, ·)|2L2 + |I2(t)|2)
≤ C6
(|φ(t, ·)|2L2 + |I(t)|2) . (8.5.27)
Thus, from (8.5.26) and (8.5.27), there exists C7 > 0 independent of φ and I such that
V (t) ≤ C7 (|φ(t, ·)|L2 + |I(t)|) ,∀ t ∈ [0, T ]. (8.5.28)
And from (8.3.4), (8.5.8), and (8.5.25),
|φ(t, ·)|2L2 + |I(t)|2
≤ 4V1(t) + C2V2(t)
≤ max(4, C2)e−γtV (0).
(8.5.29)
Thus, there exists C8 > 0 independent of φ and I such that
(|φ(t, ·)|L2 + |I(t)|) ≤ C8e−γt (|φ(0, ·)|L2 + |I(t)|) . (8.5.30)
This concludes the proof of Theorem 8.2.3 in the linear case.
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Nonlinear case In this paragraph we show how to adapt the previous method when the system is nonlinear
instead. Let T > 0 and let φ be a solution to the nonlinear system (8.2.1)–(8.2.3). We suppose in the following
that
|φ(t, ·)|H2 ≤ ε, ∀ t ∈ [0, T ], (8.5.31)
with ε ∈ (0, 1) to be chosen later on. This assumption can be done as we are looking for a local result
with respect to the perturbations (i.e. the initial conditions), and, from (8.2.5), for any ε > 0 there exists
δ > 0 such that if |φ0|H2 ≤ δ then (8.5.31) holds. Let us assume in addition that φ ∈ C3([0, L]× [0, T ]) (we
will relax this assumption later on using a density argument). We define again (φ1, I1)
T and (φ2, I2)
T as in
(8.5.1)–(8.5.2), and (φ1, I1)
T can still be decomposed using (8.5.6). We consider the Lyapunov function
V (t) = V1(t) + V2(t), (8.5.32)
where V2(t) = V2,1(t) + V2,2(t) + V2,3(t), with V2,k(t) = V0(∂
k−1
t φ2(t, ·), ∂k−1t I(t)) (the definition of V0 is
given in (8.3.1)) and V1 is defined by
V1(t) :=
∫ L
0
|φ%1(t, x)|2 + |∂tφ%1(t, x)|2 + |∂2t φ%1(t, x)|2dx
+ |I%1(t)|2 + |I˙%1(t)|2 + |I¨%1(t)|2.
(8.5.33)
Remark 8.5.1. Note that, strictly speaking, both V1 and V2 can be expressed as a functional on time-
independent functions belonging to H2(0, L) × R, using for instance the following notations for (φ, I) ∈
H2(0, L)× R:
I˙ := φ(t, L), I¨ := −λ(φ(L))∂xφ(L),
∂tφ := −λ(φ)∂xφ, ∂2t φ := −λ′(φ) (∂xφ)2 − λ(φ)∂2xφ.
(8.5.34)
Of course these notations correspond to the time-derivatives of the functions when (I, φ) is time-dependent
and a solution of (8.2.1)–(8.2.3).
Using (8.5.33), there exists ε1 ∈ (0, 1) such that for ε < ε1, one has
1
2
min(1, λ40)
(
|φ%1 |2H2 + |I%1 |2 + |I˙%1 |2 + |I¨%1 |2
)
≤ V1 ≤ 2 max(1, λ40)
(
|φ%1 |2H2 + |I%1 |2 + |I˙%1 |2 + |I¨%1 |2
)
,
(8.5.35)
and therefore
|φ1|2H2 + |I1|2 + |I˙1|2 + |I¨1|2
≤ 4|φ%1 |2H2 + 4|I%1 |2 + 4|I˙%1 |2 + 4|I¨%1 |2
≤ 8 max(1, λ40)V1.
(8.5.36)
which is similar to (8.5.8).
Differentiating V1 one has, similarly as in (8.5.9),
dV1
dt
=
∫ L
0
2Re (∂tφ%1φ%¯1) + 2Re
(
∂2t φ%1∂tφ%¯1
)
+ 2Re
(
∂3t φ%1∂
2
t φ%¯1
)
dx
+ 2Re
(
I˙%1I%¯1
)
+ 2Re
(
I¨%1 I˙%¯1
)
+ 2Re
(...
I %1 I¨%¯1
)
.
. (8.5.37)
From (8.4.5), (8.4.6), and (8.5.1)(
∂tφ%1(t, x)
I˙%1(t)
)
= p%1
(
∂tφ(t, x)
I˙(t)
)
= p%1
(
A1
(
φ(t, x)
I(t)
))
, (8.5.38)
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where A1 is now defined for any (φ, I)
T ∈ D(A) by
A1
(
φ
I
)
:=
(−λ(φ)φx
φ(L)
)
= A
(
φ
I
)
+
(
(λ0 − λ(φ))φx
0
)
. (8.5.39)
Thus using the commutation property with p%1 ,(
∂tφ%1(t, x)
I˙%1(t)
)
= A
(
p%1
(
φ(t, x)
I(t)
))
+ p%1
(
(λ0 − λ(φ)) ∂xφ(t, x)
0
)
=
(−λ0(φ%1)x(t, x)
φ%1(t, L)
)
+
(
α1e
− %1λ0 x
∫ L
0
(λ0 − λ(φ))∂x(φ(t, x))e
%1
λ0
xdx
α1
%1
e−
%1
λ0
L ∫ L
0
(λ0 − λ(φ))∂x(φ(t, x))e
%1
λ0
xdx
)
= %1
(
φ%1(t, x)
I%1(t)
)
+
(
α1e
− %1λ0 x
∫ L
0
(λ0 − λ(φ))∂x(φ(t, x))e
%1
λ0
xdx
α1
%1
e−
%1
λ0
L ∫ L
0
(λ0 − λ(φ))∂x(φ(t, x))e
%1
λ0
xdx
)
.
(8.5.40)
Besides, let k ∈ {0, 1, 2}, as λ is C1, integrating by parts and using (8.2.2),∣∣∣∣∣
∫ L
0
(λ0 − λ(φ))∂kt ∂x(φ(t, x))e
%1
λ0
xdx
∣∣∣∣∣
=
∣∣∣(λ0 − λ(φ(t, L)))∂kt φ(t, L)e %1λ0 L − (λ0 − λ(φ(t, 0)))∂kt φ(t, 0)
−
∫ L
0
%1
λ0
(λ0 − λ(φ(t, x)))∂kt φ(t, x)e
%1
λ0
x
− λ′(φ(t, x))φt(t, x)∂kt φ(t, x)e
%1
λ0
xdx
∣∣∣
≤
∣∣∣e %1λ0 x∣∣∣
0
%1
λ0
(∫ L
0
|λ0 − λ(φ(t, x))− λ′(φ(t, x))φt(t, x)|2 dx
)1/2
×
(∫ L
0
|∂kt φ(t, x)|2dx
)1/2
+O
(∣∣∂kt φ(t, L)∣∣ |φ(t, L)|+ |∂kt φ(t, 0)||φ(t, 0)|)
≤C0
(|∂kt φ(t, L)||φ(t, L)|+ |∂kt I||I|+ (|φ|0 + |φx|0) ∣∣∂kt φ∣∣L2) ,
(8.5.41)
where | · |0 denotes the C0 norm or equivalently the L∞ norm and C0 is a constant independent of φ that
depends only on λ, %1, L and kI . Thus, using (8.5.41) with k = 0, and noting that |φ|0 +|φx|0 can be bounded
by |φ|H2 from Sobolev inequality, the last term of (8.5.40) is a quadratic perturbation that can be bounded
by
(|φ|2H2 + |I|2 + φ(t, L)2). One can do similarly with the second and third time-derivative noticing that(
∂2t φ
I¨
)
=
(−λ0∂x(∂tφ)
∂tφ(t, L)
)
+
(−λ′(φ)φtφx + (λ0 − λ(φ))∂x(∂tφ)
0
)
(
∂3t φ...
I
)
=
(−λ0∂x(∂2t φ)
∂2t φ(t, L)
)
+
−λ′′(φ)(φt)2φx − 2λ′(φ)φtφtx − λ′(φ)φttφx+(λ0 − λ(φ))∂x(∂2t φ)
0
 ,
(8.5.42)
and noticing that all the quadratic terms in φ involve at most a second derivative in φ. Thus as λ is C2, all
the quadratic terms belong to L1 and their L1 norm can be bounded by |φ|2H2 . The L1 norm of the third
order derivative can be bounded by (|φ|H2 + |I¨|2 + (∂ttφ(t, L))2) using (8.5.41) and k = 2. Therefore, noting
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from (8.4.5) that |∂kt φ1(t, L)| ≤ 2|%¯1||∂kt I%1 |, and as Re(%1) < 0, as previously,
dV1
dt
≤− 2|Re(%1)|min(λ0, 1)V1
+O
(
(|φ%1 |H2 + |φ2|H2 + |I%1 |+ |I˙%1 |+ |I¨%1 |+ |I2|+ |I˙2|+ |I¨2|)3
)
+ C(|φ%1 |H2 + |I%1 |)(φ22(t, L) + ∂tφ22(t, L) + ∂2t φ22(t, L)),
(8.5.43)
where C is a positive constant that only depends on λ, %1, kI , L. The first term will imply the exponential
decay as previously, while there is now two others terms that will be compensated using V2.
Let us now look at V2. From (8.2.1)–(8.2.3), (8.2.8), (8.4.6), (8.5.2), and (8.5.40), (φ2, I2) is not anymore a
solution to the original system but a solution to the following system
∂tφ2 + λ(φ)∂xφ2 = (λ0 − λ(φ))∂xφ1 + p1
((
(λ0 − λ(φ))∂xφ
0
))
φ2(t, 0) = −kII2(t)
I˙2 = φ2(t, L).
(8.5.44)
Thus acting again similarly as in Section 8.3, (8.3.5)–(8.3.9), and using (8.5.41), we have
dV2,1
dt
≤− µC3V2,1 − λ(φ(t, L))f(L)e−
µ
λ0
Lφ22(t, L)− I22 (t)
(
2α2λ(0)2kI − λ(0)f(0)k2I − µ
)
−
∫ L
0
(−λ(0)f ′(x))e− µλ0 xφ22(t, x) + 2α2kIλ(0)φ2I(t)dx
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2|+ |I˙2|+ |I¨2|
)3)
+ C2,1|φ|0
∣∣φ22(t, L)∣∣ ,
(8.5.45)
where C2,1 is a positive constant independent of φ and I. The quadratic form in I2 and φ2 that appears
is the same as in the linear case, thus, as in (8.5.13)–(8.5.23), and by continuity there exists µ1 > 0 and f
positive such that the quadratic form is positive definite and therefore
dV2,1
dt
≤− µ1C3V2,1 − (λ(φ(t, L))f(L)e−
µ1
λ0
L − C2,1|φ|0)φ22(t, L)
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2(t)|+ |I˙2(t)|+ |I¨2(t)|
)3)
.
(8.5.46)
Let us now deal with V2,2 and V2,3. Observe that from (8.5.44), one has for φ2 ∈ C3,
∂2t φ2 + λ(φ)∂x(∂tφ2) = (λ0 − λ(φ))∂2txφ1 − p1
((
(λ0 − λ(φ))∂2txφ− λ′(φ)∂tφ∂xφ
0
))
− λ′(φ)∂tφ∂xφ1 − λ′(φ)∂tφ∂xφ2,
∂3t φ2 + λ(φ)∂x(∂
2
t φ2) = (λ0 − λ(φ))∂3ttxφ1 − λ′(φ)∂2t φ∂xφ1 − 2λ′(φ)∂tφ∂2txφ1
− λ′′(φ)(∂tφ)2∂xφ1
− p1
((
(λ0 − λ(φ))∂3ttxφ− λ′′(φ)(∂tφ)2∂xφ− 2λ′(φ)∂tφ∂2txφ− λ′(φ)∂2ttφ∂xφ
0
))
− 2λ′(φ)∂tφ∂txφ2 − λ′(φ)∂2t φ∂xφ2 − λ′′(φ)(∂tφ)2∂xφ2.
(8.5.47)
and
∂tφ2(t, 0) = −kI I˙2(t), ∂2t φ2(t, 0) = −kI I¨2(t),
I¨2 = ∂tφ2(t, L),
...
I 2 = ∂
2
t φ2(t, L).
(8.5.48)
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From (8.5.41), p1((λ0−λ(φ))∂3ttxφ) can be bounded by (|φ|2H2 + |I¨|2 + (∂2ttφ(t, L))2) and, from (8.4.5), ∂ttxφ1
is proportional to ∂ttφ1. Thus, as all the other terms in the right hand sides are quadratic perturbations
and include at most a second order derivative, the L1 norm of the right-hand sides can be bounded by
(|φ%1 |2H2 + |φ2|2H2 + |I%1 |2 + |I2|2 + |I˙2|2 + |I¨2|2 + φ2(t, L) + (∂tφ(t, L))2 + (∂2ttφ(t, L))2), which is small
compared to the first-order term in the left-hand sides. Therefore we have, as previously
dV2,k
dt
≤ −µ1C3V2,k − λ(φ(t, L))f(L)e−
µ1
λ0
L(∂kt φ2)
2(t, L)
− (∂kt I2)2(t)
(
2α2λ(φ(t, 0))2kI − λ(φ(t, 0))f(0)k2I − µ1
)
−
∫ L
0
(−λ0f ′(x))e−
µ1
λ0
x(∂kt φ2)
2(t, x) + 2α2kIλ(φ(t, 0))∂
k
t φ2I(t)dx
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2|+ |I˙2|+ |I¨2|
)3)
+ C2,k|φ|0
∣∣(∂k−1t φ2)(t, L)∣∣2 , for k = 2, 3,
(8.5.49)
where C2,k are positive constants independent of φ and I. Besides, from (8.4.22), for k = 2, 3,∫ L
0
∂k−1t φ2(t, x)
(
eσ(x−L) sin(ω(x− L))
)
dx = 0, (8.5.50)
Thus we can perform exactly as for V2,1 and consequently
dV2,k
dt
≤ −µ1C3V2,k −
(
λ(φ(t, L))f(L)e−
µ1
λ0
L − C2,k|φ|0
) ∣∣∂k−1t φ2(t, L)∣∣2
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2|+ |I˙2|+ |I¨2|
)3)
, for k = 2, 3,
(8.5.51)
thus, from (8.5.24) and (8.5.51),
dV2
dt
≤ −µ1C3V2 −
3∑
k=1
(
λ(φ(t, L))f(L)e−
µ1
λ0
L − C2,k|φ|0|∂k−1t φ|L2
) ∣∣∂k−1t φ2(t, L)∣∣2
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2|+ |I˙2|+ |I¨2|
)3)
.
(8.5.52)
Thus, from (8.5.32) and (8.5.43),
dV
dt
≤ −min (2|Re(%1)|, 2|Re(%1)|λ0, µ1C3)V
−
(
λ(φ(t, L))f(L)e−
µ1
λ0
L − C4|φ|H2
)(
|φ2(t, L)|2 + |∂tφ2(t, L)|2 +
∣∣∂2t φ2(t, L)∣∣2)
+O
((
|φ%1 |H2 + |I%1 |+ |I˙%1 |+ |I¨%1 |+ |φ2|H2 + |I2(t)|+ |I˙2(t)|+ |I¨2(t)|
)3)
.
(8.5.53)
But from (8.3.4) and (8.5.35), V is equivalent to the norm
(
|φ%1 |H2 + |I%1 |+ |I˙%1 |+ |I¨%1 |+ |φ2|H2 + |I2(t)|
+ |I˙2(t)|+ |I¨2(t)|
)2
. Using Cauchy-Schwarz inequality and (8.4.8)–(8.5.33) as previously,
V1(t) ≤
∫ L
0
|α1e−
%1
λ0
x|2dx+
∣∣∣∣∣α1e
%1
λ0
L
%1
∣∣∣∣∣
2
 3∑
k=1
∣∣∣∣∣∣
(∫ L
0
e2%1xdx
)1/2(∫ L
0
∂k−1t φ
2dx
)1/2
+ ∂k−1t Ie
%1
λ0
L
∣∣∣∣∣∣
2
≤ C5
(
|φ(t, ·)|2H2 + |I(t)|2 + |I˙(t)|2 + |I¨(t)|2
)
,
(8.5.54)
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where C5 is a constant that does not depend on I or φ. Then using, (8.3.4), (8.5.26), noting that φ2 = φ−φ1
and I2 = I − I1,
V2(t) ≤ C2
(
|φ2(t, ·)|2H2 + |I2(t)|2 + |I˙2(t)|2 + |I¨2(t)|2
)
≤ C6
(
|φ(t, ·)|2H2 + |I(t)|2 + |I˙(t)|2 + |I¨(t)|2
)
,
(8.5.55)
which implies that (
|φ%1 |H2 + |I%1 |+ |I˙%1 |+ |I¨%1 |+ |φ2|H2 + |I2(t)|+ |I˙2(t)|+ |I¨2(t)|
)
= O
(
|φ|H2 + |I|+ |I˙|+ |I¨|
)
.
(8.5.56)
But from (8.2.2)–(8.2.3) and Sobolev inequality,(
|φ|H2 + |I|+ |I˙|+ |I¨|
)
= O (|φ|H2) . (8.5.57)
Therefore, from (8.5.25), (8.5.56)–(8.5.57), and (8.5.31), there exists γ > 0 and ε2 ∈ (0, ε1] such that for any
ε ∈ (0, ε2), one has
dV
dt
≤ −γV. (8.5.58)
This shows the exponential decay for V . As in the linear case, it remains now only to show that it also
implies the exponential decay for φ in the H2 norm. Note that, compared to the linear case where we showed
the exponential decay of (φ, I) in the L2 norm, here we can actually show the exponential decay of φ in the
H2 norm as it is implied by the exponential decay of (φ, I) in the H2 norm from (8.5.57). Observe first that
from (8.5.26)–(8.5.27) and (8.5.57) there exists C7 > 0 independent of φ and I such that
V (t) ≤ C7|φ(t, ·)|H2 ,∀ t ∈ [0, T ]. (8.5.59)
And from (8.3.4), (8.5.8), and (8.5.58),
|φ(t, ·)|H2 + |I(t)|+ |I˙(t)|+ |I¨(t)|
≤ 4 max(1, λ20)V1(t) + C2V2(t)
≤ max(4, 4λ20, C2)e−γtV (0).
(8.5.60)
Thus, there exists C8 > 0 independent of φ and I such that
|φ(t, ·)|H2 ≤ C8e−γt (|φ(0, ·)|H2) . (8.5.61)
So far φ is assumed to be of class C3, however since this inequality only involves the H2 norm of φ, this can
be extended to any solution (φ, I) ∈ C0([0, T ], H2(0, L)) × C1([0, T ]) of the system (8.2.1)–(8.2.3) (see for
instance [20] for more details). This concludes the proof of Theorem 8.2.3. We now prove Proposition 8.2.4,
which follows rapidly from the proof of Theorem 8.2.3.
Proof of Proposition 8.2.4. From (8.8.15) in the Appendix, one can see that (8.5.21) still holds with kI =
piλ0/2L. Thus by continuity there exists k1 > piλ0/2L such that for any kI ∈ (piλ0/2L, k1) (8.5.21) still
holds and consequently the quadratic form Q given by (8.5.14) is still definite positive. Suppose now by
contradiction that the system is stable for the H2 norm. Then for any ε > 0, there exists δ1 > 0 such that for
any initial condition (φ0, I0) ∈ H2(0, L)× R such that (|φ0|H2 + |I0|) ≤ δ1 and satisfying the compatibility
condition I0 = −k−1I φ0(0) and φ(L) = k−1I λ(φ0(0))φ′0(0), the associated solution (φ, I) is defined on [0,+∞)
and
(|φ|H2 + |I|) ≤ ε, ∀ t ∈ [0,+∞). (8.5.62)
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Let Θ > 0, from (8.5.11) and (8.5.52), using that Q > 0,
dV1 −ΘV2
dt
≥ 2Re(%1) min(λ0, 1)V1 + µΘC3V2
+
(
Θf(L)λ0e
−µ Lλ0 − C9(1 + Θ)
(
|φ|H2 + |I|+ |I˙|+ |I¨|
))(k=3∑
k=1
∣∣(∂k−1t φ2)(t, L)∣∣2
)
+O
((
|φ%1 |H2 + |I%1 |+ |φ2|H2 + |I2(t)|+ |I˙2(t)|+ |I¨2(t)|
)3)
,
(8.5.63)
where C9 is a constant independent of φ and I. We can choose (φ0, I0) satisfying the compatibility conditions
and Θ > 0 such that c := (V1 − ΘV2)(0) > 0, and (|φ0|H2 + |I0|) ≤ δ with δ to be chosen. Actually Θ only
depends on the ratio between V1 and V2 thus it can be made independent of δ by simply rescaling |φ0|H2
and |I0|. Using (8.5.63) and (8.5.57) there exists γ2 > 0 and ε > 0 such that, if (|φ|H2 + |I|) ≤ ε, then
dV1 −ΘV2
dt
≥ γ2(V1 −ΘV2). (8.5.64)
Thus, from (8.5.62) and the stability hypothesis, we can choose δ > 0 such that (8.5.64) holds. This implies
that
(V1 −ΘV2)(t) ≥ ceγ2t, ∀ t ∈ [0,+∞), (8.5.65)
which contradicts (8.5.62). This ends the proof of Proposition 8.2.4.
Remark 8.5.2. This last proof is limited by the limit value of kI for which Q is not positive definite
anymore. This is due to the fact that we have only extracted the first limiting eigenvalues from the solution.
It is natural to think that we could apply the same method to extract a finite number of eigenvalues instead
and separate (φ, I) in (φ1, I1), its projection on a n-dimensional space, and (φ2, I2). Then we would deduce
more constraints like (8.4.22) on (φ2, I2), which would increase the upper bound of kI for which Q defined
in (8.5.14) is definite positive, and thus the bound k1 for which Proposition (8.2.4) holds, and maybe, by
increasing this number of eigenvalues, prove that this proposition holds for arbitrary large k1.
8.6 Numerical simulations
In this section we give a numerical simulation that illustrates Theorem 8.2.3 and Proposition 8.2.4. In this
example we use λ(z) = 1 + z, this corresponds to the study of the Burgers equation around the constant
steady-state with value 1, as in this case y = 1 + z is solution to the Burgers equation ∂ty + y∂xy = 0.
8.7 Conclusion
In this article we studied the exponential stability of a general nonlinear transport equation with integral
boundary controllers and we introduced a method to obtain an optimal stability condition through a Lya-
punov approach, by extracting first the limiting part of the stability from the solution using a projector on
a finite-dimension space. We believe that this method could be used for many other systems and could be
useful in the future as, for many nonlinear systems governed by partial differential equations, the stability
conditions that are known today are only sufficient and may still be improved.
8.8 Appendix
In this section we prove (8.5.21) under assumption (8.2.10). Note that this is equivalent to(∫ L
0
θ(x)dx
)2
L
(∫ L
0
θ2(x)dx
) > 1− λ20
k2IL
2
. (8.8.1)
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Figure 8.1 – Example of numerical simulations of φ(t, 0) with respect to t varying between 0 and 10 for
various values of kI between 0.1kI,c to 2kI,c, where kI,c = piλ0/2L is the critical value of Theorem 8.2.3 and
Proposition 8.2.4. The black line represents the trajectory for kI = kI,c. On the left kI is larger and the
system is unstable, and on the right kI is smaller and the system is stable. As expected, the exponential decay
observed in the stable region is the same as the exponential decay given by the real part of ρ1. The system
parameters are chosen such that λ(z) = 1+z, λ0 = L = 1, and φ0(x) = 0.1 on [0, L/2] and φ0(L) = 0 so that
φ0 satisfies the compatibility conditions (8.2.4) for any kI ∈ [0.1kI,c, 2kI,c]. The simulations are obtained by
a finite-difference method.
By definition of %1 (see Section 8.4) and (8.4.3), we have
σ = − ω
tan(ωL)
, (8.8.2)
and using (8.4.3) and (8.8.2)
λ0
kIL
= − sin(ωL)
ωL
e
ωL
tan(ωL) . (8.8.3)
Condition (8.8.1) thus becomes (∫ L
0
θ(x)dx
)2
L
(∫ L
0
θ2(x)dx
) + sin2(ωL)
(ωL)2
e2
ωL
tan(ωL) − 1 > 0. (8.8.4)
From (8.2.8) and the definition of θ given by (8.5.15), we have∫ L
0
θ(x)dx =
ω
σ2 + ω2
. (8.8.5)
Using (8.8.2), (∫ L
0
θ(x)dx
)2
=
sin4(ωL)
ω2
. (8.8.6)
Similarly we have∫ L
0
θ2(x)dx =
σe−2σL(σ cos(2ωL)− ω sin(2ωL)) + (ω2 + σ2)− σ2 − e−2σL(σ2 + ω2)
4σ(σ2 + ω2)
. (8.8.7)
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Therefore, using again (8.8.2) and the fact that (1 + tan−2(ωL)) = sin−2(ωL),
∫ L
0
θ2(x)dx =
 cos2(ωL)sin2(ωL) e2 ωLtan(ωL) (cos2(ωL) + sin2(ωL))− e2 ωLtan(ωL) 1sin2(ωL) + 1
−4ω sin−2(ωL)
 tan(ωL)
=
(e2
ωL
tan(ωL) − 1)
4ω
sin2(ωL) tan(ωL).
(8.8.8)
Therefore using (8.8.6) and (8.8.8), condition (8.8.4) becomes
4 sin2(ωL)
(ωL) tan(ωL)(e2
ωL
tan(ωL) − 1)
+
sin2(ωL)
(ωL)2
e2
ωL
tan(ωL) − 1 > 0, (8.8.9)
which is equivalent to (
2
2ωL
tan(ωL)
(e
2ωL
tan(ωL) − 1)
+ e
2ωL
tan(ωL)
)
sin2(ωL)
(ωL)2
− 1 > 0. (8.8.10)
Note that, under assumption (8.2.10) and from the definition of %1, ωL ∈ (−pi/2, pi/2), which implies that
2(ωL)/ tan(ωL) ∈ (0, 2). Hence, let us study the function g : X → (2X/(eX − 1) + eX) on (0, 2). Taking its
derivative one has
g′(X) =
(eX − 1)(2 + eX(eX − 1))− 2XeX
(eX − 1)2 . (8.8.11)
Taking again the derivative of the numerator of the right-hand side of (8.8.11), one has
((eX − 1)(2 + eX(eX − 1))− 2XeX))′ =(eX − 1)(eX(eX − 1) + e2X)
+ eX(2 + eX(eX − 1))− 2eX − 2XeX . (8.8.12)
Thus using that X < eX − 1 on (0,+∞) and in particular on (0, 2), we get
((eX − 1)(2 + eX(eX − 1))− 2XeX))′ > (eX − 1)(eX(eX − 1) + 2e2X − 2eX) > 0. (8.8.13)
Hence g′ is non-decreasing on (0, 2). But, from (8.8.11), g′(0) = 0, therefore g is non-decreasing on (0, 2). As
limX→0 g(X) = 3, we have(
2
2ωL
tan(ωL)
(e2
ωL
tan(ωL) − 1)
+ e2
ωL
tan(ωL)
)
sin2(ωL)
(ωL)2
− 1 ≥ 3sin
2(ωL)
(ωL)2
− 1, (8.8.14)
and, as x→ sin(x)/x is positive and decreasing on [0, pi/2], we have(
2
2ωL
tan(ωL)
(e2
ωL
tan(ωL) − 1)
+ e2
ωL
tan(ωL)
)
sin2(ωL)
(ωL)2
− 1 ≥ 12
pi2
− 1 > 0. (8.8.15)
Hence (8.8.10) holds and therefore condition (8.8.1) holds as well. This ends the proof of (8.5.21) under
assumption (8.2.10).
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Chapter 9
PI controllers for the general
Saint-Venant equations
This chapter is taken from the following article (also referred to as [108]):
Amaury Hayat. PI controllers for the general Saint-Venant equations. Preprint, 2019.
Abstract. We study the exponential stability in the H2 norm of the nonlinear Saint-Venant (or shallow
water) equations with arbitrary friction and slope using a single Proportional-Integral (PI) control at one
end of the channel. Using a local dissipative entropy we find a simple and explicit condition on the gain
the PI control to ensure the exponential stability of any steady-states. This condition is independent of the
slope, the friction coefficient, the length of the river, the inflow disturbance and, more surprisingly, can be
made independent of the steady-state considered. When the inflow disturbance is time-dependant and no
steady-state exist, we still have the Input-to-State stability of the system, and we show that changing slightly
the PI control enables to recover the exponential stability of slowly varying trajectories.
9.1 Introduction
Discovered in 1871, the Saint-Venant equations [10] (or 1-D shallow water equations) are among the most
famous equations in fluid dynamics and have been investigated in hundreds of studies. Their richness, al-
though being quite simple, has made them become a major tool in practice for many industrial goal, the
most famous being probably the regulation of navigable rivers. They are the ground model for such purpose
in France and Belgium. Regulation of rivers is a major issue, for navigation, freight transport, renewable
energy production, but also for safety reasons, especially as several nuclear plants all around the world are
implanted close to rivers. For these reasons, the stability of the steady-states of the Saint-Venant equations
has been, and is still, a major issue.
Many results were obtained in the last decades. In 1999, the robust stability of the homogeneous linearized
Saint-Venant equations was shown using a Lyapunov approach and proportional feedback controllers [52].
Later the stability of the homogeneous nonlinear Saint-Venant equations was achieved, still using propor-
tional feedback controllers. In 2008, through a semi-group approach [83], the stability of the inhomogeneous
nonlinear Saint-Venant equation was shown for sufficiently small friction and slope (or equivalently suffi-
ciently small canal), and these results were successfully applied to real data sets from the Sambre river in
Belgium. More recently, in [16] the authors have given sufficient conditions to stabilize the nonlinear Saint-
Venant equations with arbitrary friction for the H2 norm but no slope using again proportional feedback
controllers, and in [110] with both arbitrary friction and slope. This last result being proved by exhibiting
an explicit local entropy for the nonlinear inhomogeneous Saint-Venant equations.
It is worth mentioning that other stability results have also been obtained in less classical cases or with less
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classical feedbacks. For instance, in [19] was shown the rapid stabilization of the homogeneous nonlinear
Saint-Venant equations when a shock (e.g. a hydraulic jump) occurs in the target steady-state. Such shock
induces new difficulties and the presence of shocks can limit in general the controllability and the stability
in weaker norms of hyperbolic systems with boundary controls [2, 34]. Also, several results (e.g. [65]) were
obtained using a backstepping approach, a very powerful method based on a Volterra transformation, de-
veloped mainly for PDE in [128], and generalized recently with a Fredholm transformation for hyperbolic
systems [60, 202, 203]. One may look at [110] for a more detailed survey about this method and its use for
the Saint-Venant equations. However, backstepping gives rise to non-local and non-static feedback laws that
are likely to be harder to implement, and, to our knowledge, have not been implemented yet.
Most of the previous results were performed with static proportional feedback controllers. When it comes to
industrial applications, however, the proportional integral (PI) control is by far the most popular regulator. It
is used for instance for the regulation of the Sambre and Meuse river in Belgium [13, Chapter 8]. The reason
behind such preference is the robustness of the PI control with off-set errors [6, Chap. 11.3]. An example can
be found in [84] where the authors show the interest of adding an integral term to a proportionnal control
on a linear and homogeneous system, and exhibit coherent experimental result.
For these reasons, the PI controller has fed a wide literature, at least when used on finite dimensional sys-
tems. However, despite their indisputable practical interest, PI controllers for nonlinear infinite dimensional
systems have shown hard to handle mathematically and even studying simple systems give sometimes rise
to lengthy proofs with relatively sophisticated tools [59]. While the behaviour and the stability of linearized
equations with PI controller has been well understood in the past, partly thanks to spectral tools like the
spectral mapping theorem (e.g. [143, 161] for hyperbolic systems), no such tools exist for nonlinear systems
and the stability of the nonlinear Saint-Venant equations has remained a challenge until today. Among the
existing linear result using a spectral approach one can refer to [200, 201] where the authors find a suffi-
cient condition for the stabilization of the linearized inhomogeneous Saint-Venant equations. Necessary and
sufficient conditions for the linearized homogeneous Saint-Venant equations are given in [13, Section 2.2.4.1,
3.4.4]. In [64] the authors find a necessary and sufficient condition for a linear scalar equation and show the
difficulty of finding good conditions for the nonlinear equation, while in [22] the authors deal with 2 × 2
systems. Among the existing nonlinear results one can refer to [188] in the case where the operator without
PI control generates an exponentially stable semi-group, [193] where the authors find a sufficient condition
for the nonlinear homogeneous Saint-Venant equations, [13, 2.2.4.2] where the authors find a necessary and
sufficient condition also for the nonlinear homogeneous Saint-Venant equations, while [13, 5.4.4,5.5] give a
sufficient condition for the inhomogeneous Saint-Venant equations for a single channel or a network, but
in the particular case of constant steady-states only, which simplifies their analysis [106]. Strictly speaking
this last result was derived for the linearized system but with a Lyapunov approach which can easily be
generalized to the nonlinear system. More recently, and to our knowledge this is the most advanced result,
[17] gave a sufficient condition of stability for the inhomogeneous Saint-Venant equations with an arbitrary
friction and river length but only in the absence of slope, using a Lyapunov approach.
In this chapter, we consider the stabilization of the general nonlinear Saint-Venant equations with a single
boundary PI control. We give a simple and explicit condition on the parameters of the PI controller such
that any steady-state is exponentially stable for the H2 norm. While stability results in inhomogeneous and
nonlinear systems often imply a limit length for the domain, depending on the source term, above with we
are unable to guarantee any stability ([11, 83, 106, 107] or [13, Chap. 6]), this result holds whatever the
friction, the slope, and the length of the channel. Besides, our condition is independent of the slope, the
friction coefficient, the river length, and, more surprisingly, can be made independent of the steady-state
considered. Finally, when there is no slope this condition is less restrictive that the condition obtained in
[17] and when there is no friction or slope this condition coincides with the necessary and sufficient spectral
condition of stability for the linearized system given in [22] and [13, Theorem 2.7].
The case where the inflow disturbances are time dependent and no steady-states exists was seldom considered
in the literature. However, it is in fact unlikely that the industrial target state is a real steady-state as the
inflow disturbance often depends on time in practice, even though only slowly. Therefore, in the more general
framework of slowly time-varying target states, we show the Input-to-State Stability (ISS) of the system with
216
respect to the variation of the inflow disturbance. Finally, we show that if we allow the controller to depend
on the target state, by changing slightly the PI controller, we can ensure the exponential stability of slowly-
varying target trajectories that are the natural target trajectories to consider when there is no steady-state
of the system.
This paper is organised as follows: in Section 9.2 we give a description of the nonlinear Saint-Venant equations,
we introduce the time-varying target trajectories together with some definitions and existence results, then
we state our main results. In Section 9.3 we prove our main result, Theorem 9.2.3, that deals with the
exponential stability of time-varying state. In the Appendix, we show that Corollary 2 dealing with the
exponential stability of steady-states, and Theorem 9.2.4 showing the ISS of the system with respect to the
variation of the inflow disturbance, are both deduced from the proof of Theorem 9.2.3.
9.2 Model description
We consider the following nonlinear Saint-Venant equations for a rectangular channel with arbitrary slope
and friction.
∂tH + ∂x(HV ) = 0,
∂tV + V ∂xV + g∂xH +
(
kV 2
H
− C(x)
)
= 0.
(9.2.1)
Here, k is an arbitrary nonnegative friction coefficient and C denotes the slope, which is assumed to be a
C2 function, with C(x) := −gdB/dx where B is the bathymetry and g the acceleration of gravity. We are
interested in systems where the water flow uphill is a given function, unknown and imposed by external
conditions, for instance a flow coming from another country, while the water flow downhill is controlled
through a hydraulic installation. Therefore we have the following boundary conditions,
H(t, 0)V (t, 0) = Q0(t),
H(t, L)V (t, L) = U(t),
(9.2.2)
where U(t) is a control feedback and Q0(t) is the incoming flow, which is a given (and unknown) function.
Here L denotes the length of the water channel. In practical situations, the formal control U(t) can be
expressed by a simple linear model [17]
U(t) = vG(H(t, L)− U1(t)), (9.2.3)
where U1(t) is the elevation of the gate of the dam, which is the real control input that can be chosen, while
vG is a constant depending on the parameters of the gate (potentially unknown as well).
Usually, the industrial goal of such system is to stabilize the level of the water at the end point H(t, L), called
control point, to a target value Hc > 0. On the other hand, the usual mathematical goal in such problem
is to stabilize a target steady-state (H∗, V ∗), potentially nonuniform [13][Preface]. However, in the present
problem (9.2.1)–(9.2.2), it is clear that, when Q0 is not constant, it is impossible to aim at stabilizing any
steady-state and one needs to aim at stabilizing other target trajectories. Therefore, we define the following
target trajectory (H1, V1) that we aim stabilizing as the solution of
∂tH1 + ∂x(H1V1) = 0,
∂tV1 + V1∂xV1 + g∂xH1 +
(
kV 21
H1
− C(x)
)
= 0,
H1(t, 0)V1(t, 0) = Q0(t),
H1(t, L) = Hc,
(9.2.4)
with the initial condition
H1(0, ·) = H∗(·) and V1(0, ·) = V ∗(·), (9.2.5)
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where (H∗, V ∗) is the (unique) steady-state solution of the system when Q0 is constant, equal to Q0(0).
Namely (H∗, V ∗) is the solution of
∂x(HV ) = 0,
V ∂xV + g∂xH +
(
kV 2
H
− C(x)
)
= 0,
H(L) = Hc,
(9.2.6)
with condition at x = 0
H∗(0)V ∗(0) = Q0(0). (9.2.7)
We are now going to show that the trajectory (H1, V1) exists for any time and satisfies some bounds.
Existence and bounds of the target trajectory Instead of studying directly our target trajectory
(H1, V1) we first construct an intermediary family of functions (H0, V0). We defined previously (H
∗, V ∗) as
the steady-state associated to a constant flow rate Q0 ≡ Q0(0), i.e. (H∗, V ∗) is the solution of the ODE
problem (9.2.6) with initial condition H∗(0)V ∗(0) = Q0(0). But in fact at each time t∗ ∈ R∗+, we can define
a steady-state (H∗t∗ , V
∗
t∗) associated to a constant flow rate Q0 ≡ Q0(t∗), i.e. (H∗t∗ , V ∗t∗) is the solution of the
ODE problem (9.2.6) with initial condition satisfying
H∗t∗(0)V
∗
t∗(0) = Q0(t
∗). (9.2.8)
This problem could seem peculiar as all conditions should be imposed exclusively in 0 or in L to ensure
the well-posedness. However looking at the first equation of (9.2.6), the problem (9.2.6), (9.2.8) is in fact
equivalent to a single ODE onH∗t∗ with boundary conditionH
∗
t∗(L) = Hc and V
∗
t∗ defined by V
∗
t∗ = Q0(t)/H
∗
t∗ .
Thus for each t∗ ∈ [0,+∞) such function exists on [0, L], is unique and C3 provided that the state stays in
the fluvial regime (or subcritical regime), i.e. gH∗t∗ > V
∗2
t∗ on [0, L], which, for a given Hc, is equivalent to a
bound on Q0(t
∗) (see [110] for more details). As we are interested in stabilizing physical trajectories in the
fluvial regime, we assume that this assumption is satisfied in the following and that there exist α > 0 and
H∞ > 0 independent of t∗ ∈ [0,∞) such that
H∗t∗ <
1
2
H∞ on [0, L],
gH∗t∗ − V ∗2t > 2α on [0, L].
(9.2.9)
For a given Hc, this is again equivalent to imposing a bound Q∞ on ‖Q0‖L∞(0,∞), from (9.2.6) and (9.2.8),
which would be more logical. However, for convenience, we will still use H∞ and α in the following. This
assumptions is quite physical, especially as in practical situation the river is in fluvial regime and Q0(t)
is often periodic or quasi-periodic. This gives a family of one-variable functions indexed by a parameter
t∗, which can also be seen as the two-variable functions (H0, V0) : (t, x) → (H∗t (x), V ∗t (x)). Besides, from
(9.2.7), as (H∗t , V
∗
t ) is the solution of a system of ODE with a parameter t, the two variable functions (H0, V0)
therefore belongs to C3([0,+∞)× (0, L)) (see [105][Chap. 5, Cor. 4.1]). And from its definition, one can note
that (H0(0, ·), V0(0, ·)) = (H∗, V ∗). Now that we have introduced this intermediary family of functions, we
can show the existence of the target trajectory (H1, V1) and we have the following Input-to-State Stability
(ISS) result (see [183] for a definition of ISS for finite dimensional systems, [117, Chap 1, Chap 3] for a
generalization to first-order hyperbolic PDE and [170] for the use of Lyapunov function to achieve ISS on
time-varying hyperbolic systems),
Proposition 9.2.1. There exist positive constants c1, c2 such that if ∂tQ0 ∈ C2([0,∞)), there exist µ > 0,
ν > 0 and δ > 0 such that if ‖∂tQ0‖C2([0,+∞)) ≤ δ, then for any (H01 , V 01 ) ∈ H2((0, L),R2) such that
‖H01 −H∗‖H2(0,L) + ‖V 01 − V ∗‖H2(0,L) ≤ ν,
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the system (9.2.4) with initial condition (H01 , V
0
1 ) has a unique solution (H1, V1) ∈ C0([0,+∞), H2(0, L))
which satisfies the following ISS inequality
‖H1(t, ·)−H0(t, ·)‖H2(0,L) + ‖V1(t, ·)− V0(t, ·)‖H2(0,L)
≤ c1(‖H01 −H∗‖H2(0,L) + ‖V 01 − V ∗‖H2(0,L))e−
µt
2 + c2
(∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|e
µs
2 ds
)
e−
µt
2 .
(9.2.10)
This result is shown in Appendix 9.5.1, and a definition of the C2 norm is recalled in Remark 9.2.1. Note
that Q0 is supposed to be bounded, which is quite physical, but there is no additional requirement on this
bound besides the physical assumption given by Q∞ of remaining in the fluvial regime. This is important as
in practical situations the value of the incoming flow can change a lot, even though slowly.
Here, we choose to stabilize the trajectory (H1, V1) associated to H
0
1 = H
∗ and H01 = V
∗. As we will see,
this target trajectory can be seen as the natural trajectory to stabilize as it satisfies the industrial goal
H(t, L) = Hc and it coincides with the steady-state solution when Q0 is a constant. In this last case Q0
and Hc are imposed and H
∗ and V ∗ = Q0/H∗ are thus fully determined using (9.2.6). But one can note
from (9.2.10) that, in fact, the behaviour of (H1, V1) at large time does not depend on the initial condition
(H01 , V
0
1 ) in (9.2.5), provided that it is close in H
2 norm to (H∗, V ∗).
Remark 9.2.1. The same ISS result can be shown replacing the H2 norm in Proposition 9.2.1 by the Hp
norm where p ∈ N∗ \ {1}, with the condition ‖∂tQ0‖Cp([0,+∞)) ≤ δ instead of ‖∂tQ0‖C2([0,+∞)) ≤ δ. This is
shown in Appendix 9.5.1. We define here the Cp norm for a function U ∈ Cp(I), where I is an interval, as
‖U‖Cp(I) := max
i∈[0,p]
(‖∂itU‖L∞(I)) (9.2.11)
Thus, from Proposition 9.2.1 and (9.2.9), there exists a constant δ > 0 such that, if ‖∂tQ0‖C2([0,∞)) < δ,
then (H1, V1) ∈ C0([0,+∞), H2(0, L)) and
H1(t, x) < H∞, ∀ (t, x) ∈ [0,+∞)× [0, L], (9.2.12)
gH1(t, x)− V 21 (t, x) > α, ∀ (t, x) ∈ [0,+∞)× [0, L]. (9.2.13)
Besides, when Q0 is a constant, it is easy to check that (H0, V0) = (H
∗, V ∗) is also solution of (9.2.4)–(9.2.5).
Thus, from the uniqueness of the solution of (9.2.4)–(9.2.5), (H1, V1) = (H
∗, V ∗) and therefore we recover a
steady-state. This illustrates that (H1, V1) can be seen as the natural target state when Q0 is not a constant
anymore. Moreover, from (9.2.4), stabilizing (H1, V1) also satisfies the industrial goal by stabilizing H(t, L)
on the value Hc.
Control design and main result As mentioned in the introduction, a usual type of controller used in
pratice to reach this aim is the proportional-integral (PI) controller. It has the advantage of eliminating the
offset coming from constant load disturbances, which can usually appear in these systems as the command
on the gate’s level are only known up to some constant incertainties. A generic PI controller is given by
U1(t) = kp(Hc −H(t, L)) + kIZ, (9.2.14)
where kp and kI are coefficients that can be designed and Z accounts for the integral term, i.e.
Z˙ = Hc −H(t, L). (9.2.15)
With such controller, and using (9.2.3), the boundary conditions (9.2.2) become (9.2.15) and
H(t, 0)V (t, 0) = Q0(t),
H(t, L)V (t, L) = vG(1 + kp)H(t, L)− vGkpHc − vGkIZ,
(9.2.16)
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In Corollary 2 we show that this boundary control can be used to stabilize exponentially a steady-state
when Q0 is a constant. In Theorem 9.2.4 we show that this control can also provide an Input-to-State
Stability property with respect to ∂tQ0. However, this control (9.2.14) cannot be used to stabilize a dynamic
target trajectory (H1, V1), as there is no function Z1 ∈ C1([0,+∞)) such that (H1, V1, Z1) is a solution of
(9.2.1), (9.2.15), (9.2.16) while (H1, V1) is a solution of (9.2.4). Therefore, when stabilizing a dynamic target
trajectory, one has to add an additional term and use
U1(t) = kp(Hc −H(t, L)) + kIZ − f(t), (9.2.17)
where f(t) := H1(t, L)V1(t, L)/vG. The boundary conditions (9.2.2) become then
H(t, 0)V (t, 0) = Q0(t),
H(t, L)V (t, L) = H1V1(t, L) + vG(1 + kp)(H(t, L)−Hc)− vGkIZ,
(9.2.18)
where we have actually changed Z and re-define Z := Z − kp/kI , which still satisfies the equation (9.2.15).
This new control (9.2.17) assumes that V1(t, L) is known at least up to a constant, as H1(t, L) = Hc and
additional constants can be incorporated into Z. When no knowledge on the target state is available besides
Hc, it is impossible to stabilize exponentially the system, and the best one can get is the Input-to-State
Stability which is given by Theorem 9.2.4. However in the following we will keep working with (9.2.17) and
(9.2.18) to show Theorem 9.2.3 and the exponential stability of the system, as the proof of Theorem 9.2.4 and
Corollary 2 which uses only the control (9.2.14) and (9.2.16) are easily deduced from the proof of Theorem
9.2.3.
We introduce the first-order compatibility conditions associated to the boundary conditions (9.2.18) for an
initial condition (H0, V 0, Z0).
H0(0)V 0(0) = Q0(0),
H0(L)V 0(L) = H1V1(0, L) + vG(1 + kp)(H
0(L)−Hc)− kIZ0,
− ∂x(H0(0)V 0(0) + g gH
0(0)2
2
)− (k(V 0)2(0)− CH0(0)) = Q′0(0),
− ∂x(H0(L)V 0(L) + g gH
0(L)2
2
)− (k(V 0)2(L)− CH0(L)) = ∂t(H1V1)(0, L)
− vG(1 + kp)∂x(H0(L)V 0(L)) + kI(H0(L)−Hc).
(9.2.19)
With such compatibility conditions the system (9.2.1), (9.2.15), (9.2.18) is well-posed and we have the
following theorem due to Wang [198][Theorem 2.1] :
Theorem 9.2.2. Let T > 0, and assume that ‖∂tQ0‖C3([0,+∞)) ≤ δ(T ), such that (H1, V1) is well-defined
and belongs to C0([0, T ], H3(0, L)). There exists ν(T ) > 0 such that for any (H0, V 0, Z0) ∈ (H2((0, L))))2×R
satisfying
‖H0(·)−H1(0, ·)‖H2(0,L) + ‖V 0(·)− V1(0, ·)‖H2(0,L) + |Z0| ≤ ν(T ), (9.2.20)
and satisfying the compatibility conditions (9.2.19), the system (9.2.1), (9.2.15), (9.2.18) has a unique solution
(H,V, Z) ∈ (C0([0, T ], H2((0, L))))2 × C1([0, T ]). Moreover there exists a positive constant C(T ) such that
‖H(t, ·)−H1(t, ·)‖H2(0,L) + ‖V (t, ·)− V1(t, ·)‖H2(0,L) + |Z|
≤ C(T ) (‖H0(·)−H1(0, ·)‖H2(0,L) + ‖V 0(·)− V1(0, ·)‖H2(0,L) + |Z0|) . (9.2.21)
To apply the result from [198], note that Z can be seen as a third component of the hyperbolic system with
a null propagation speed, a constant initial condition Z0 and Z(t) being thus its value everywhere on [0, L]
including at the boundaries.
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Remark 9.2.2. If, in addition, (H0, V 0) ∈ H3((0, L);R2), then the unique solution (H,V, Z) given by
Theorem 9.2.2 belongs to C0([0, T ], H3((0, L);R2))× C2([0, T ]) and there exists a constant C(T ) such that
‖H(t, ·)−H1(t, ·)‖H3(0,L) + ‖V (t, ·)− V1(t, ·)‖H3(0,L) + |Z|
≤ C(T ) (‖H0(·)−H1(0, ·)‖H3(0,L) + ‖V 0(·)− V1(0, ·)‖H3(0,L) + |Z0|) . (9.2.22)
We recall the definition of exponential stability
Definition 9.2.1. We say that a trajectory (H1, V1) is exponentially stable for the H
2 norm if there exists
ν > 0, C > 0 and γ > 0 such that for any T > t0 ≥ 0 and any (H0, V 0, Z0) satisfying
‖H0(·)−H1(t0, ·)‖H2(0,L) + ‖V 0(·)− V1(t0, ·)‖H2(0,L) + |Z0| ≤ ν, (9.2.23)
and the compatibility conditions (9.2.19), the system (9.2.1), (9.2.15), (9.2.18) with initial condition
(H0, V 0, Z0) at t0 has a unique solution (H,V, Z) ∈ (C0([t0, T ], H2((0, L))))2 × C1([t0, T ]) and,
‖H(t, ·)−H1(t, ·)‖H2(0,L) + ‖V (t, ·)− V1(t, ·)‖H2(0,L) + |Z|
≤ Ce−γt (‖H0(·)−H1(t0, ·)‖H2(0,L) + ‖V 0(·)− V1(t0, ·)‖H2(0,L) + |Z0|) , ∀ t ∈ [t0,+∞). (9.2.24)
Remark 9.2.3. From (9.2.4) and Sobolev inequality, this exponential stability implies in particular the
exponential convergence of H(t, L) to Hc.
We can now state the main results of this article
Theorem 9.2.3. There exists δ > 0 such that if ‖∂tQ0‖C3([0,+∞)) ≤ δ, then the trajectory (H1, V1) given by
(9.2.4) of system (9.2.1), (9.2.15), (9.2.18) is exponentially stable for the H2 norm if :
kp > −1 and kI > 0,
or kp < −1− gH1(t, L)− V
2
1 (t, L)
vGV1(t, L)
and kI < 0.
(9.2.25)
This result is proved in Section 9.3. The main idea of the proof consist in finding a local convex and dissi-
pative entropy for the system (9.2.1), (9.2.15), (9.2.18).
In particular, in the case where Q0 is constant, we can use the static boundary control (9.2.14), and we have
the following corollary :
Corollary 2. If Q0 is constant, then the steady-state (H
∗, V ∗) of the system (9.2.1), (9.2.15), (9.2.16) given
by (9.2.6)–(9.2.7) is exponentially stable for the H2 norm if :
kp > −1 and kI > 0,
or kp < −1− gH
∗(L)− V ∗2(L)
vGV ∗(L)
and kI < 0.
(9.2.26)
Proof. This is a particular case of Theorem 9.2.3. To see this, note, as mentioned earlier, that when Q0 is
constant, then (H1, V1) = (H
∗, V ∗). Then, observe that f(t) given in (9.2.17) is a constant that can be added
in Z (i.e. we can re-define Z := Z − f(t), which still satisfies (9.2.15)).
Remark 9.2.4. In the literature, results about PI control of the Saint-Venant equations sometimes leave the
step of modeling the spillway and use a generic formulation of the PI control on the outflow rate of the form
H(t, L)V (t, L) = k1(H(t, L)−Hc)− k2Z, (9.2.27)
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where Z is the integral term, still given by (9.2.15). Note that, with these notations, the sufficient condition
of Corollary 2 becomes
kp > 0 and kI > 0,
or kp < −gH
∗(L)− V ∗2(L)
V ∗(L)
and kI < 0.
(9.2.28)
which is a known result in the linear case using a spectral approach. Theorem 9.2.3 and Corollary 2 show
that this result remains true when the system is nonlinear, using a Lyapunov approach.
Remark 9.2.5. When the system is homogeneous, conditions (9.2.26) are optimal (necessary and sufficient)
[22], [13, Section 2.2.4.1].
This approach uses very little knowledge of the state of the system, as we only measure the height at the
boundary x = L. In practical situation, however, we may have also little knowledge of the target trajectory
(H1, V1) or the input disturbance Q0(t) and we only know Hc. In this case we cannot use a controller of the
form (9.2.18), but only a static controller of the form (9.2.16), namely
H(t, L)V (t, L) = vG(1 + kp)H(t, L)− vGkpHc − vGkIZ. (9.2.29)
In this case, it is impossible to aim at stabilizing the target trajectory (H1, V1), but we still have the Input-
to-state Stability with respect to the input disturbance ∂tQ0,
Theorem 9.2.4. There exists ν > 0, δ > 0, γ > 0 and C, such that if ‖∂tQ0‖C2([0,+∞)) ≤ δ, then for any
T > 0 and (H0, V 0) ∈ (H2(0, L))2 such that
‖H0 −H∗‖H2(0,L) + ‖V 0 − V ∗‖H2(0,L) ≤ ν,
the system (9.2.1), (9.2.15), (9.2.16) with initial condition (H0, V 0) has a unique solution (H,V ) ∈
C0([0, T ], H2(0, L)) which satisfies the following ISS inequality
‖H(t, ·)−H0(t, ·)‖H2(0,L) + ‖V (t, ·)− V0(t, ·)‖H2(0,L)
≤ Ce−γt
(
‖H0 −H∗, V 0 − V ∗‖H2(0,L) +
∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|eγsds
)
.
(9.2.30)
The proof is given in Appendix 9.5.2 and is a consequence from the proof of Theorem 9.2.3.
In Section 9.3 we prove Theorem 9.2.3.
9.3 Exponential stability for the H2 norm
This section is divided in three parts. First we transform the system through a change of variables. Then we
state three lemma, useful for the analysis. Finally we prove Theorem 9.2.3.
9.3.1 A change of variables
For any solution of (9.2.1), (9.2.15), (9.2.18) we define the perturbation as(
h
v
)
=
(
H −H1
V − V1
)
. (9.3.1)
Let us assume that there exists ν ∈ (0, ν0) to be selected later on, such that
‖H0(·)−H1(0, ·)‖H2(0,L) + ‖V 0(·)− V1(0, ·)‖H2(0,L) + |Z0| ≤ ν. (9.3.2)
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The boundary conditions (9.2.18) can be written in the following form
v(t, 0) = B1(h(t, 0), t),
v(t, L) = B2(h(t, L), Z, t),
(9.3.3)
with
∂1B1(0, t) = − V1(t, 0)
H1(t, 0)
,
∂1B2(0, 0, t) = vG(1 + kp)− V1(t, L)
H1(t, L)
,
∂2B2(0, 0, t) = − vGkI
H1(t, L)
.
(9.3.4)
We introduce the following change of variables :
(
u1
u2
)
=
v +√ gH1h
v −
√
g
H1
h
 . (9.3.5)
Note that this change of variables is very similar to the change of variables used in [11, 110] with the only
difference that (H1, V1) is not a steady-state anymore. It corresponds to the transformation in Riemann
coordinates for the perturbations. Indeed, denoting S, F and G by
S(x, t) =
 √ gH1(t,x) 1
−
√
g
H1(t,x)
1
 , (9.3.6)
F
(
H
V
)
=
(
V H
g V
)
, G
(
H
V
)
=
(
0
kV 2
H − C(x)
)
, (9.3.7)
and using (9.2.1), (9.2.15), (9.2.18), (9.2.4), (9.3.1)–(9.3.5), one has
∂tu1 + Λ1(u, x, t)∂xu1 + l1(u, x, t)∂xu2 +B1(u, x, t) = 0,
∂tu1 − Λ2(u, x, t)∂xu2 + l2(u, x, t)∂xu1 +B2(u, x, t) = 0,
(9.3.8)
where,
A(u, x, t) =
(
Λ1(u, x, t) l1(u, x, t)
l2(u, x, t) Λ2(u, x, t)
)
= S(x, t)F
(
S−1(x, t)u +
(
H1(t, x)
V1(t, x)
))
S−1(x, t), (9.3.9)
B(u, x, t) =
(
B1(u, x, t)
B2(u, x, t)
)
= S(x, t)F
(
S−1(x, t)u +
(
H1(t, x)
V1(t, x)
))((
∂xH1(t, x)
∂xV1(t, x)
)
+ ∂x(S
−1)u
)
+ S∂t
(
H1(t, x)
V1(t, x)
)
+ S(x, t)G
(
S−1(x, t)u +
(
H1(t, x)
V1(t, x)
))
− ∂tS(x, t)S−1(x, t)u,
(9.3.10)
and thus
Λ1(0, x, t) = V1 +
√
gH1, Λ2(0, x, t) = V1 −
√
gH1, (9.3.11)
l1(0, x, t) = B1(0, x, t) = 0, l2(0, x, t) = B2(0, x, t) = 0, (9.3.12)
∂B1
∂u
(0, x, t) = γ1(t, x)u1(t, x) + γ2(t, x)u2(t, x),
∂B2
∂u
(0, x, t) = δ1(t, x)u1(t, x) + δ2(t, x)u2(t, x).
(9.3.13)
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where
γ1 =
3
4
√
g
H1
H1x +
3
4
V1x +
kV1
H1
− kV
2
1
2H21
√
H1
g
γ2 =
1
4
√
g
H1
H1x +
1
4
V1x +
kV1
H1
+
kV 21
2H21
√
H1
g
δ1 = −1
4
√
g
H1
H1x +
1
4
V1x +
kV1
H1
− kV
2
1
2H21
√
H1
g
δ2 = −3
4
√
g
H1
H1x +
3
4
V1x +
kV1
H1
+
kV 21
2H21
√
H1
g
.
(9.3.14)
And for the boundary conditions, there exists ν1 ∈ (0, ν0) such that for any ν ∈ (0, ν1), one has :
u1(t, 0) = D1(u2(t, 0), t),
u2(t, L) = D2(u1(t, L), Z, t),
Z˙ =
(u1(t, L)− u2(t, L))
2
√
H1(t, L)
g
,
(9.3.15)
where D1 and D2 are C2 functions and
∂1D1(0, t) = −λ2(0)
λ1(0)
,
∂1D2(0, 0, t) = −λ1(L)− vG(1 + kp)
λ2(L) + vG(1 + kp)
,
∂2D2(0, 0, t) = −2
vGkI
√
g
H1(t,L)
vG(1 + kp) + λ2(t, L)
.
(9.3.16)
Expression (9.3.14) is simply a computation, very similar to what it done in [110] for instance, while the
derivation of (9.3.15) and (9.3.16) are detailed in the appendix.
Remark 9.3.1. Obviously, from the change of variables (9.3.1)–(9.3.5), the exponential stability of the
system (9.2.1), (9.2.15), (9.2.18) is equivalent to the exponential stability of the steady-state u∗ = 0 for the
system (9.3.8), (9.3.15).
As the operator A, given by (9.3.9), is a C2 function in u, t and x (and in particular C1) and as, from (9.3.13)
and (9.2.13), Λ1(0, x, t) > 0 > Λ2(0, x, t), there exists ν2 ∈ (0, ν1) and E ∈ C1(Bν2×(0, L)×[0,+∞);M2(R)),
where Bν2 ⊂ R2 is the disc of radius ν2, such that for any ‖u(t, ·)‖H2(0,L) ≤ ν2,
E(u(t, x), x, t)A(u(t, x), x, t) = D(u(t, x), x, t)E(u(t, x), x, t),
E(0, x, t) = Id,
(9.3.17)
where D(u(t, x), x, t) = (Di(u(t, x), x, t))i∈1,2 is a diagonal matrix and Id is the identity matrix. Before going
any further, let us note a few useful properties of these functions. For simplicity in the following we will
denote for any n ∈ N∗ and any function U ∈ L∞((0, T )× (0, L);Rn) (resp. L∞((0, L);Rn))
‖U‖∞ := ‖U‖L∞((0,T )×(0,L);Rn),
(resp.‖U‖∞ := ‖U‖L∞((0,L);Rn)).
(9.3.18)
We may also denote ‖u‖H2(0,L) instead of ‖u(t, ·)‖H2(0,L) to lighten the expressions. From the definition of
A given in (9.3.9), and from (9.2.13), for ‖u‖H2(0,L) ≤ ν2, there exists a constant C1 depending only on H∞,
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α and ν2 such that we have the following estimates
max (‖∂t(A(u(t, x), x, t)−A(0, x, t))‖∞, ‖∂t(D(u(t, x), x, t)−D(0, x, t))‖∞, ‖∂t(E(u(t, x), x, t))‖∞)
≤ C1 (‖u‖∞(‖∂tH1‖∞ + ‖∂tV1‖∞) + ‖∂tu‖∞) ,
max (‖∂t(A(u(t, x), x, t)−A(0, x, t))‖∞, ‖∂t(D(u(t, x), x, t)−D(0, x, t)), ‖∂t(E(u(t, x), x, t))‖∞)
≤ C1 (‖u‖∞(‖∂xH1‖∞ + ‖∂xV1‖∞) + ‖∂xu‖∞) .
(9.3.19)
For E and D, this comes from the fact that E and D are C∞ functions with respect to the coefficients of A
(note that D is the matrix of eigenvalues of A), and that A ∈ C2(Bη0 ;C1([0,+∞)× [0, L])).
9.3.2 Three useful lemma
We introduce now three lemma, which will be useful in the following analysis. The first one is a classical
result about Lyapunov functions,
Lemme 9.3.1. Let V : (H2(0, L))2 × R× R+ → R∗+ such that there exists a constant c > 0 such that
c
(‖U‖H2(0,L) + |z|) ≤ V (U, z, t) ≤ 1
c
(‖U‖H2(0,L) + |z|) , ∀ (U, z, t) ∈ (H2(0, L))2 × R× R+. (9.3.20)
If there exists γ > 0 and δ > 0 such that, for any solution (u, Z) of the system (9.3.8), (9.3.15) with initial
conditions satisfying ‖u(0, ·)‖H2(0,L) + |Z(0)| ≤ δ,
d
dt
[V (u(t, ·), t)] < −γV (u(t, ·), t) (9.3.21)
in a distribution sense, then the system (9.3.8), (9.3.15) is exponentially stable for the H2 norm and V is
called a Lyapunov function for the system (9.3.8), (9.3.15).
This first lemma reduces the problem of proving the exponential stability to finding a Lyapunov function V
for the system (9.3.8), (9.3.15). A proper definition of a differential inequality in a distribution sense as in
(9.3.21) can be found in [106]. To lighten this article we do not give a proof of this classical lemma, although
a proof for a very similar case (Lyapunov function that does not depend explicitly on time and for the C1
norm instead) can be found for instance in [106][Proposition 2.1], and is easily extended to this case.
The second Lemma is a variation of a result shown in [110] that gives a local entropy of the Saint-Venant
equations. Let us first introduce the following function ϕ defined by
ϕ1(t, x) = exp
(∫ x
0
γ1
λ1
dx
)
,
ϕ2(t, x) = exp
(
−
∫ x
0
δ2
λ2
dx
)
,
ϕ(t, x) =
ϕ1(t, x)
ϕ2(t, x)
,
(9.3.22)
where λ1 and λ2 are defined by
λ1(t, x) := Λ1(0, x, t) > 0, λ2(t, x) := −Λ2(0, x, t) > 0. (9.3.23)
We can now state the following lemma
Lemme 9.3.2. There exists δ0 > 0 such that if ‖∂tH1‖L∞((0,+∞)×(0,L) ≤ δ0, the function λ2ϕ/λ1 is solution
on [0, L] to the following equation
∂xf =
∣∣∣∣ϕγ2λ1 + ϕ
−1δ1
λ2
f2 +
√
g
H1
∂tH1
∣∣∣∣ ,∀ x ∈ [0, L], t ∈ [0,+∞), (9.3.24)
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and for any x ∈ [0, L] and any t ∈ [0,+∞),(
ϕγ2
λ1
+
ϕ−1δ1
λ2
f2 +
√
g
H1
∂tH1
)
> 0. (9.3.25)
The proof is given in the Appendix.
Eventually, we introduce our last Lemma, which seems very natural and is stated here to lighten the proof
of Theorem 9.2.3.
Lemme 9.3.3. There exists l > 0 and C > 0 such that if ‖∂tQ0‖C3([0,+∞)) ≤ l, then
max
(‖∂tH1‖C1([0,+∞),L∞(0,L)), ‖∂tV1‖C1([0,+∞),L∞(0,L))) < C‖∂tQ0‖C3([0,+∞)). (9.3.26)
This is a consequence of the ISS property (Proposition 9.2.1) and Remark 9.2.1 with p = 3, the relations
(9.2.4), and Sobolev inequality. Thanks to this Lemma, we now only need to find a bound on ∂tH1 and ∂tV1
instead of a bound on ∂tQ0 in the proof of Theorem 9.2.3.
9.3.3 Proof of Theorem 9.2.3
We can now prove Theorem 9.2.3.
Proof of Theorem 9.2.3. From Theorem (9.2.2), Remark 9.3.1, and Lemma 9.3.1, one only needs to find a
Lyapunov function V : (H2(0, L))2×R×R+ → R∗+ satisfying (9.3.20) and (9.3.21). We define the following
candidate :
Va(U, z, t) :=
∫ L
0
f1(t, x)e
−µx(E(U(x), x, t)U)21(t, x) + f2(t, x)e
µx(E(U(x), x, t)U)22(t, x)dx+ qz
2, (9.3.27)
where f1, f2 are positive and bounded functions which will be defined later on, and µ and q are positives
constant which will also be defined later on. Recall that E is still given by (9.3.17). Let T > t0 ≥ 0 and
(u0, Z0) ∈ H2(0, L)× R satisfying the compatibility condition (9.2.19) and such that(‖u0‖H2(0,L) + |Z0|) < ν, (9.3.28)
where ν is a constant to be chosen later on but such that ν < min(ν2, ν(T )). Recall that ν(T ) is given by
Theorem 9.2.2. From Theorem 9.2.2 there exists a unique solution u ∈ C0([t0, T ], H2(0, L)). We suppose in
addition that (u0, Z0) ∈ H3(0, L), and that (9.3.28) also hold for the H3 norm instead of the H2 norm in
u. From Remark 9.2.2, (u, Z) ∈ C0([t0, T ]×H3(0, L))× C3([t0, T ]). This assumption is here to allow us to
compute easily the derivative of u but will be relaxed later on by density.
Let δ ∈ (0, δ0) to be chosen later on, with δ0 is given by Lemma 9.3.2, and assume that
max(‖∂tH1‖C1([t0,∞);L∞(0,L)), ‖∂tV1‖C1([t0,∞);L∞(0,L)) < δ. (9.3.29)
As this is the only assumption on H1 and V1, we can assume from now on that t0 = 0 without loss of
generality.
Looking at (9.3.27), Va is indeed a function defined on H
2(0, L) × R × R+, but for notational ease we will
denote Va(t) := Va(u(t, ·), Z(t), t), where Z(t) is given by (9.2.15), and E := E(u(t, x), x, t). Similarly we
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introduce
Vb(U, t) :=
∫ L
0
f1e
−µx(E(U(x), x, t)I(U, x, t))21 + f2e
µx(E(U(x), x, t)I(U, x, t))22dx+ q
H1(t, L)
4g
(U1(L)− U2(L))2,
Vc(U, t) :=
∫ L
0
f1e
−µx(E(U(x), x, t)J(U, x, t))21 + f2e
µx(E(U(x), x, t)J(U, x, t))22dx
+ q
(√
H1(t, L)
4g
(I1(t, L)− I2(t, L)) + ∂tH1(t, L)
4
√
1
gH1(t, L)
(U1(L)− U2(L))
)2
,
(9.3.30)
where
I(U, x, t) := (A(U, x, t)∂x(∂tU) + (∂tA(U, x, t) + ∂UA(U, x, t).∂tU)∂xU + ∂tB (U, x, t) + (∂UB(U, x, t))(∂tU)) ,
J(U, x, t) :=A(U, x, t)∂x(∂
2
ttU) + (∂UA(U, x).∂
2
ttU)∂xU + (∂UB(U, x))(∂
2
ttU)
+ (∂2ttA(U, x, t) + 2∂U(∂tA(U, x, t)).∂tU)∂xU
+ 2∂tA(U, x, t)∂x(∂tU) + 2∂UA(U, x).∂tU∂x(∂tU) + ((∂
2
UA(U, x).∂tU).∂tU)∂xU
+ ∂2ttB(U, x) + 2∂U(∂tB(U, x)).∂tU + (∂
2
UB(U, x).∂tU)(∂tU).
(9.3.31)
Observe that for a solution u of (9.3.8), and using the expression of Z given by (9.2.15), the expressions of
Vb(u(t, ·), t) and Vc(u(t, ·), t) become
Vb(u(t, ·), t) :=
∫ L
0
f1(t, x)e
−µx(E∂tu)21(t, x) + f2(t, x)e
µx(E∂tu)
2
2(t, x)dx+ q(Z˙(t))
2,
Vc(u(t, ·), t) :=
∫ L
0
f1(t, x)e
−µx(E∂2ttu)
2
1(t, x) + f2(t, x)e
µx(E∂2ttu)
2
2(t, x)dx+ q(Z¨(t))
2,
(9.3.32)
which justifies the expression chosen for (9.3.30) and (9.3.31). We also note for notational ease Vb(t) :=
Vb(t,u(t, ·)) and Vc(t) := Vc(t,u(t, ·)). Finally we denote V := Va + Vb + Vc. We start now by dealing with
Va, Differentiating t→ Va(t) with respect to time, using (9.3.8), (9.3.17) and integrating by parts, one has
V˙a =− 2
∫ L
0
f1(t, x)e
−µx(Eu)1 [(EA(u, x, t)∂xu)1 + (EB)1(u, x, t)]
+ f2(t, x)e
µx(Eu)2 [(EA(u, x, t)∂xu)2 + (EB)2(u, x, t)] dx
+
∫ L
0
∂t(f1)e
−µx(Eu)21 + ∂t(f2)e
µx(Eu)22dx
+ 2
∫ L
0
f1e
−µx(Eu)1 ((∂tE + ∂uE.∂tu) u)1 + f2e
µx ((∂tE + ∂uE.∂tu) u)2 dx+ 2qZ(t)Z˙(t)
=− 2
∫ L
0
f1(t, x)e
−µx(Eu)1 [D1(u, x, t) (∂x(Eu)− (∂xE + ∂UE.∂xu)u)1]
+ f2(t, x)e
µx(Eu)2 [D2(u, x, t) (∂x(Eu)− (∂xE + ∂UE.∂xu)u)2] dx
+
∫ L
0
∂t(f1)e
−µx(Eu)21 + ∂t(f2)e
µx(Eu)22dx− 2
∫ L
0
f1e
−µx(Eu)1(EB)1(u, x, t) + f2eµx(Eu)2(EB)2(u, x, t)dx
+ 2
∫ L
0
f1e
−µx(Eu)1 ((∂tE + ∂uE.∂tu) u)1 + f2e
µx ((∂tE + ∂uE.∂tu) u)2 dx+ 2qZ(t)Z˙(t),
(9.3.33)
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V˙a =−
[
f1e
−µxD1(Eu)21 +D2f2e
µx(Eu)22
]L
0
−
∫ L
0
(Eu)1e
−µx ((−∂x(D1f1)− f1∂u(D1).∂xu)(Eu)1 − 2f1D1((∂xE + ∂UE.∂xu)u)1)
+ (Eu)2e
µx ((−∂x(D2f2)− f2∂u(D2).∂xu)(Eu)2 − 2f2D2((∂xE + ∂UE.∂xu)u)2) dx
+
∫ L
0
∂t(f1)e
−µx(Eu)21 + ∂t(f2)e
µx(Eu)22dx− 2
∫ L
0
f1e
−µx(Eu)1(EB)1(u, x, t) + f2eµx(Eu)2(EB)2(u, x, t)
+ 2
∫ L
0
f1e
−µx(Eu)1 ((∂tE + ∂uE.∂tu) u)1 + f2e
µx ((∂tE + ∂uE.∂tu) u)2 dx
− µ
∫ L
0
D1f1e
−µx(Eu)21 −D2f2eµx(Eu)22dx+ 2qZ(t)Z˙(t).
(9.3.34)
In order to simplify this expression, observe that from (9.3.9), (9.3.17) and (9.3.23), D1(0, x, t) = λ1(t, x)
and D2(0, x, t) = −λ2(t, x), using the fact that D is C1 in u, and using (9.3.19) and (9.3.29) there exists
C > 0 depending only on H∞ and α, ν and δ such that
‖Di − sgn(Di(0, x, t))λi‖∞ ≤ ‖Cu‖∞, (9.3.35)
‖∂xDi + ∂uDi.∂xu− sgn(Di(0, x, t))∂xλi‖∞ ≤ C (‖∂xu‖∞ + ‖u‖∞) , i ∈ {1, 2}, (9.3.36)
and
‖∂xE‖∞ ≤ C (‖u‖∞) , (9.3.37)
‖∂tE + ∂uE∂tu‖∞ ≤ C (‖u‖∞ + ‖∂tu‖∞) . (9.3.38)
Thus, using this together with (9.3.34)
V˙a ≤−
[
f1e
−µxD1(Eu)21 +D2f2e
µx(Eu)22
]L
0
−
∫ L
0
(Eu)21e
−µx(−∂x(λ1f1)− ∂t(f1)) + (Eu)22eµx(∂x(λ2f2)− ∂t(f2))dx
− 2
∫ L
0
f1e
−µx(Eu)1(EB)1(u, x, t) + f2eµx(Eu)2(EB)2(u, x, t)dx
− µ
∫ L
0
λ1f1e
−µx(Eu)21 + λ2f2e
µx(Eu)22dx+ 2qZ(t)Z˙(t)
+ C (‖u‖∞ + ‖∂xu‖∞)
∫ L
0
(Eu)21 + (Eu)
2
2dx
+ C (‖u‖∞ + ‖∂xu‖∞)2
∫ L
0
|(Eu)1|+ |(Eu)2|dx,
(9.3.39)
where C is a constant that may change between lines but only depends on ν, an upper bound of δ (for
instance δ0), µ, H∞ and α. Note that C is continuous in µ ∈ [0,∞), thus it can be made independent of µ
by imposing an upper bound on µ, for instance µ ∈ (0, 1]. Finally, from the second equation of (9.3.17), and
the fact that E is C1 in u, there exists a continuous function r1 such that, for any vector v ∈ R2
E(u(t, x), x, t)v − v = (u(t, x).r1(u(t, x), x, t))v, ∀ (t, x) ∈ [0, T ]× [0, L]. (9.3.40)
As E(u(t, x), x, t) is locally a C∞ function of the coefficients of A, r1 is bounded on Bν2 × [0, L]× [0, T ] by a
bound that only depends on ν2, H∞ and α. Thus there exists a constant C¯ depending only on ν2, H∞ and
α such that
1
C¯
‖v‖L2((0,L);R2) ≤ ‖Ev‖L2((0,L);R2) ≤ C¯‖v‖L2((0,L);R2). (9.3.41)
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Thus, using this together with the fact that D1 and D2 are C
1 with u, (9.3.27), and Young’s inequality and
then Cauchy-Schwarz inequality on the last integral term,
V˙a ≤−
[
f1e
−µxλ1(Eu)21 − λ2f2eµx(Eu)22
]L
0
−
∫ L
0
(Eu)21e
−µx(−∂x(λ1f1)− ∂t(f1)) + (Eu)22eµx(∂x(λ2f2)− ∂t(f2))dx
− 2
∫ L
0
f1e
−µx(Eu)1(EB)1(u, x, t) + f2eµx(Eu)2(EB)2(u, x, t)dx
− µ min
x∈[0,L]
(λ1, λ2)Va+µ min
x∈[0,L]
(λ1, λ2)qZ
2(t) + 2qZ(t)Z˙(t)
+ C (‖u‖∞ + ‖∂xu‖∞) ‖u‖2L2(0,L)
+ C (‖u‖∞ + ‖∂xu‖∞)3 + C‖u‖∞(|u(t, 0)2|+ |u(t, L)2|).
(9.3.42)
Now, as E and B are C2 with u and continuous with x and t, and as B(0, x, t) = 0, there exists a continuous
function r2 ∈ C0(Bν2 × [0, T ]× [0, L];Rn×n×n) such that,
(EB)(u(t, x), x, t) = ∂u(EB)(0, x, t).u(t, x) + (r2(u, x, t).u(t, x))u(t, x), ∀ t ∈ [0, T ]× [0, L]. (9.3.43)
Note that from (9.3.10), r2 is bounded on Bν2 × [0, L] × [0, T ] by a constant that only depends on ν2, δ,
H∞ and α. From (9.3.10) and (9.3.17) ∂u(EB)(0, x, t) = ∂uB(0, x, t). Besides, from (9.3.17), E is invertible
and C1, thus an inequality similar to (9.3.17) holds for E1, and u = E−1(Eu). Therefore, using (9.3.43)
together with (9.3.40), the fact that r1 and r2 are bounded, and the expression of ∂uB(0, x, t) given in
(9.3.13)–(9.3.14), one has
V˙a ≤−
[
f1e
−µxλ1u21 − λ2f2eµxu22
]L
0
−
∫ L
0
(Eu)21e
−µx(−∂x(λ1f1)− ∂t(f1)) + (Eu)2eµx(∂x(λ2f2)− ∂t(f2))dx
− 2
∫ L
0
f1e
−µxγ1(Eu)21 + f2e
µxδ2(Eu)
2
2 +
(
γ2f1e
−µx + δ1f2eµx
)
(Eu)1(Eu)2dx
− µ min
x∈[0,L]
(λ1, λ2)Va+µ min
x∈[0,L]
(λ1, λ2)qZ
2(t) + 2qZ(t)Z˙(t)
+ C (‖u‖∞ + ‖∂xu‖∞) ‖u‖2L2(0,L)
+ C (‖u‖∞ + ‖∂xu‖∞)3 + C‖u‖∞(|u(t, 0)2|+ |u(t, L)2|).
(9.3.44)
As D1 and D2 are of class C2, denoting for simplicity k2 := ∂1D1(0, t), k1 := ∂1D2(0, 0, t) and k3 :=
−∂2D2(0, 0, t), and using (9.3.15)
V˙a ≤ −µ min
x∈[0,L]
(λ1, λ2)Va +
[
f1λ1k
2
2 − λ2f2
]
u22(t, 0)
− I1(u1(t, L), Z(t))−
∫ L
0
I2((Eu)1, (Eu)2)dx
+ C (‖u‖∞ + ‖∂xu‖∞)
(
‖u‖2L2(0,L) + (‖u‖∞ + ‖∂xu‖∞)2 + (|u(t, 0)2|+ |u(t, L)2|)
)
,
(9.3.45)
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where I1 and I2 denote the following quadratic forms
I1(x, y) =
(
λ1f1(L)e
−µL − λ2f2(L)eµLk21
)
x2 +
(
q
√
H1
g
k3 − λ2f2(L)eµLk23 − µ min
x∈[0,L]
(λ1, λ2)q
)
y2
+ (2λ2f2(L)e
µLk3k1 − q
√
H1
g
(k1 − 1))xy,
I2(x, y) = ((−λ1f1)x + 2f1γ1(t, x)− ∂tf1) e−µxx2 + ((λ2f2)x + 2f2δ2(t, x)− ∂tf2) eµxy2
+ 2
(
γ2f1e
−µx + δ1f2eµx
)
xy.
(9.3.46)
We can perform similarly with Vb and Vc, to do this observe that ∂tu and ∂
2
ttu are respectively solutions of
∂t(∂tu) +A(u, x, t)∂x(∂tu) + (∂uB(u, x, t))(∂tu) + (∂tA(u, x, t) + ∂uA(u, x, t).∂tu)∂xu + ∂tB (u, x, t) = 0
(9.3.47)
∂t(∂
2
ttu) +A(u, x, t)∂x(∂
2
ttu) + (∂uA(u, x).∂
2
ttu)∂xu + (∂uB(u, x))(∂
2
ttu),
+ 2∂u(∂tA(u, x, t)).∂tu)∂xu + (∂
2
ttA(u, x, t) + 2∂uA(u, x).∂tu∂x(∂tu) + ∂tA(u, x, t)∂x(∂tu)
+ ((∂2uA(u, x).∂tu).∂tu)∂xu + ∂
2
ttB(u, x) + ∂u(∂tB(u, x)).∂tu + (∂
2
uB(u, x).∂tu)(∂tu) = 0,
(9.3.48)
which are very similar to (9.3.8), as they only differ by quadratic perturbations or terms involving a time
derivative of (H1, V1). We get then
V˙ = V˙a + V˙b + V˙c ≤ −µ min
x∈[0,L]
(λ1, λ2)V +
[
f1λ1k
2
2 − λ2f2
] (
u22(t, 0) + (∂tu2(t, 0))
2 + (∂2ttu2(t, 0))
2
)
− I1(u1(t, L), Z)− I1(∂tu1(t, L), Z˙)− I1(∂2ttu1(t, L), Z¨)
−
∫ L
0
I2((Eu)1, (Eu)2) + I2((E∂tu)1, (E∂tu)2) + I2((E∂
2
ttu)1, (E∂
2
ttu)2)dx
+ C (‖u‖∞ + ‖∂xu‖∞)
(
‖u‖2L2(0,L) + ‖∂tu‖2L2(0,L) + ‖∂2ttu‖2L2(0,L) + (‖u‖∞ + ‖∂xu‖∞)2
+|u2(t, 0)2|+ (|u1(t, L)|+ |Z|)2 + |∂tu2(t, 0)2|+ (|∂tu1(t, L)|+ |Z˙|)2 + |∂2ttu2(t, 0)2|+ (|∂2ttu1(t, L)|+ |Z¨|)2
)
+ Cδ
(
|u2(t, 0)|2 + (|u1(t, L)|+ |Z|)2 + |∂tu2(t, 0)|2 + (|∂tu1(t, L)|+ |Z˙|)2
)
+ CδV.
(9.3.49)
The two last terms come from the successive differentiations of the boundary conditions (9.3.15), together
with (9.3.29), or the terms in (9.3.47)–(9.3.48) involving a time derivative of A or B. One can see that three
identical quadratic form appears in the integral in ((E∂itu)1, (E∂
i
tu)2), i = 0, 1, 2, as well as three identical
quadratic form at the boundaries in (∂itu1(t, L), ∂
i
tZ), i = 0, 1, 2, and three identical terms proportional
respectively to (∂itu2(t, 0)), i = 0, 1, 2. Thus a sufficient condition to have V decreasing strictly would be that
the square terms and the forms that appear at the boundaries are negative-definite and the quadratic form
in the integral is negative, i.e. the three following conditions :
1. Condition at 0
λ2f2(0)
λ1f1(0)
> k22. (9.3.50)
2. Condition at L
λ1f1(L)
λ2f2(L)
> k21, (9.3.51a)
(
λ1f1(L)− λ2f2(L)k21
)(
q
√
H1
g
− λ2f2(L)k3
)
k3 −
(
λ2f2(L)k3k1 − 1
2
q
√
H1
g
(k1 − 1)
)2
> 0.
(9.3.51b)
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3. Condition from the integral
((−λ1f1)x + 2f1γ1(t, x)− ∂tf1) > 0, (9.3.52a)
((−λ1f1)x + 2f1γ1(t, x)− ∂tf1) ((λ2f2)x + 2f2δ2(t, x)− ∂tf2)
− (γ2f1 + δ1f2)2 > 0, ∀ (t, x) ∈ [0, T ]× (0, L).
(9.3.52b)
Let assume for the moment that (9.3.50)–(9.3.52) are satisfied for any δ ∈ (0, δ3) where δ3 is a positive
constant. Then, as the inequalities (9.3.50)–(9.3.52) are strict, by continuity there exist µ > 0 such that
the square terms and the quadratic forms I1 at the boundaries and the quadratic forms I2 in the integral
are positive definite. And there exists ν3 ∈ (0, ν2) and δ4 ∈ (0, δ3) such that, for any ν ∈ (0, ν3), and any
δ ∈ (0, δ4),
V˙ ≤ −µmin
[0,L]
(λ1, λ2)V + CδV + C
(
(‖u‖∞ + ‖∂xu‖∞)2
)
, (9.3.53)
where C is a positive constant depending only on the system. Note that here, the cubic boundary terms
that appeared in (9.3.49) have been compensated by the strictly negative quadratic boundary terms, taking
ν sufficiently small and using (9.2.21). Choosing δ5 ∈ (0, δ4) such that δ5 < µmin[0,L](λ1, λ2)/4C, for any
δ ∈ (0, δ5) one has
V˙ ≤ −3
4
µmin
[0,L]
(λ1, λ2)V + C
(
(‖u‖∞ + ‖∂xu‖∞)2
)
. (9.3.54)
Now, if we assume in addition that (9.3.20) hold, using (9.2.21), and Sobolev inequality, there exists ν4 ∈
(0, ν3] such that, for any ν ∈ (0, ν4),
C
(
(‖u‖∞ + ‖∂xu‖∞)2
)
≤ µ
4
min
[0,L]
(λ1, λ2)V, (9.3.55)
thus, setting γ = µmin[0,L](λ1, λ2),
V˙ ≤ −γ
2
V. (9.3.56)
which shows the exponential decay of V and ends the proof of Theorem 9.2.3.
In other words, all that remains to do is to find f1, f2 and q such that (9.3.50)–(9.3.52) are satisfied and such
that V satisfies (9.3.20). In order to find such function we are now going to use Lemma 9.3.2. To understand
the link between Lemma 9.3.2 and the three conditions (9.3.50)–(9.3.52), observe that the condition (9.3.52)
give rise to a differential inequation, which, as it will appear later on, is linked to the differential equation
solved by Lemma 9.3.2. Then (9.3.50) and (9.3.51) can be seen as boundary conditions/values of the solution
of this differential inequation.
From Lemma 9.3.2, we know that there exists a solution on [0, L] to equation (9.3.24), namely λ2ϕ/λ1.
Therefore, as [0, L] is a compact set, there exists ε1 such that for any ε ∈ [0, ε1) there exists a solution
fε(t, x) to the following system
∂xfε(t, x) =
(
ϕγ2
λ1
+
δ1
ϕλ2
(fε)
2 +
√
g
H1
∂tH1
)
+ ε,
fε(0) =
λ2(t, 0)
λ1(t, 0)
+ ε,
(9.3.57)
and moreover (t, x, ε) → fε(t, x) is of class C0 and ∂xfε(t, x) as well. This is a classical result on ODE due
to Peano (see e.g. [105][Chap. 5, Th 3.1]). From (9.3.57), ∂tfε satisfies the following equation
∂x∂tfε = 2
δ1
ϕλ2
fε∂tfε +
(
ϕγ2
λ1
)
t
+
(
δ1
ϕλ2
)
t
f2ε +
√
g
H1
∂2ttH1 −
1
2
√
g
H31
(∂tH1)
2. (9.3.58)
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We used here that, from Proposition 9.2.1 and Remark 9.2.1, (H1, V1) ∈ C0([0,+∞);H3(0, L)), and from
(9.2.4), ∂t∂xH1 = −∂2x(HV ) and ∂t∂xV1 = ∂x
(−V1∂xV1 − g∂xH1 − (kV 21 /H1 − gC)). Thus ∂2ttH1 belongs
to C0([0, T ]×H1(0, L)), and (γ1, γ2, δ1, δ2) belong to C1([0, T ]×H1(0, L)). Using (9.3.58), we have
∂tfε(t, x) =∂tfε(t, 0) exp
(∫ x
0
2
δ1
ϕλ2
fε(t, y)dy
)
+
∫ x
0
exp
(∫ x
y
2
δ1
ϕλ2
fε(t, ω)dω
)((
ϕγ2
λ1
)
t
+
(
δ1
ϕλ2
)
t
f2ε +
√
g
H1
∂2ttH1 −
1
2
√
g
H31
(∂tH1)
2
)
dy.
(9.3.59)
Instead of seeing the function fε as a solution of an ODE with a parameter t, one can see it as a solution of an
ODE with parameters λ1, λ2, γ2, δ1, ∂tH1 and ε that we denote gε(x, λ1, λ2, γ1, δ1, ∂tH1). From [105][Theorem
2.1] gε is continuous with these parameters and with ε. But from (9.2.12), (9.2.13), and (9.3.29), all these
parameters are bounded and therefore belong to a compact set when t ∈ [0,+∞). Thus,
ε→ gε(x, λ1(t), λ2(t), γ1(t), δ1(t), ∂tH1(t)) = fε(t, x) (9.3.60)
is uniformly continuous in ε for (t, x) ∈ [0,∞)× [0, L]. This, together with (9.3.59) implies that
∣∣∣∣∫ x
0
exp
(∫ x
y
2
δ1
ϕλ2
fε(t, ω)dω
)
∂t(∂y(H1V1))dy
∣∣∣∣
≤ C0 max
(‖∂tH1‖C1([0,+∞);L∞(0,L)), ‖∂tV1‖C1([0,+∞);L∞(0,L))) , (9.3.61)
where C0 is a constant that only depends on L, H∞, α, and is continuous with ε ∈ [0, ε1).
Similarly there exists a constant C1 > 0 depending only on L, H∞ and α such that
‖∂tϕ1‖L∞((0,+∞)×(0,L)≤ C1 max
(‖∂tH1‖C1([0,+∞);L∞(0,L)), ‖∂tV1‖C1([0,+∞);L∞(0,L))) , (9.3.62)
and similarly for ϕ2. This, together with the definition of λ1 and λ2 given by (9.3.23), (9.3.59), and using the
continuity of ε→ fε on [0, ε1) (recall that this continuity is uniform with respect to (t, x) ∈ [0,+∞)× [0, L]),
we get that there exists C > 0 depending only on H∞, α and ε and continuous with ε on [0, ε1) such that
|∂tfε(t, x)| ≤ (|∂tfε(t, 0)|+ max
(‖∂tH1‖C1([0,+∞);L∞(0,L)), ‖∂tV1‖C1([0,+∞);L∞(0,L))))C(ε). (9.3.63)
But, from (9.3.57) ∂tfε(t, 0) = (λ2/λ1)t, thus using (9.3.29) we obtain
|∂tfε(t, x)| ≤ δC2(ε), (9.3.64)
where C2 is again a constant that only depends on ε, α and H∞ and is continuous with ε on [0, ε1). We
can now restrict ourselves to ε ∈ [0, ε1/2] and then C2 can be chosen independent of ε by simply taking its
maximum on [0, ε1/2]. Recall that from Lemma 9.3.2 we have, f0 = ϕλ2/λ1, and(
ϕγ2
λ1
+
δ1
ϕλ2
f20 +
√
g
H1
∂tH1
)
> 0. (9.3.65)
Recall that we still have not chosen the bound δ ∈ (0, δ0) on ‖∂tH1‖C1([0,∞);L∞(0,L)) and
‖∂tV1‖C1([0,∞);L∞(0,L)) given in (9.3.29). From the assumptions on kp and kI , i.e. (9.2.25), and (9.3.16),
and recalling that k1 = ∂1D2(0, 0, t) and k3 = −∂2D2(0, 0, t), one has
k21 <
(
λ1(L)
λ2(L)
)2
, k3 > 0. (9.3.66)
Thus, using (9.3.23),
η1 := min
((
1
|k1| −
λ2(L)
λ1(L)
)
, 1− λ2(L)
λ1(L)
)
> 0. (9.3.67)
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As ε→ fε(t, x) is uniformly continuous with ε for (t, x) ∈ [0,∞)× [0, L], there exists ε2 ∈ (0, ε1/2) such that
for any (t, x) ∈ [0,∞)× [0, L]
|fε2(t, x)− f0(t, x)| ≤ ϕ(t, L)η1, (9.3.68)
and (
ϕγ2
λ1
+
δ1
ϕλ2
f2ε2 +
√
g
H1
∂tH1
)
> 0. (9.3.69)
Note that ε2 depends a priori on δ from (9.3.69). However, from Lemma 9.3.2 we can in fact choose ε2
independent of δ and depending only on an upper bound of δ (for instance δ0 given by Lemma 9.3.2). This
is important as, in the following, we will choose a δ that may depends on ε.
We select f1 and f2 in the following way :
f1(t, x) =
ϕ21
λ1fε2(t, x)
> 0,
f2(t, x) = ϕ
2
2
fε2(t, x)
λ2
> 0,
(9.3.70)
and we can now check that the condition (9.3.52) is verified for δ small enough as
(−λ1f1)x = −2(ϕ1)xλ1f1
ϕ1
+ ϕ21
∂xfε2(t, x)
f2ε2(t, x)
. (9.3.71)
Thus from (9.3.22)
− (λ1f1)x + 2γ1f1 = ϕ21
∂xfε2
f2ε2
(9.3.72)
and similarly
(λ2f2)x + 2δ2f2 = (ϕ
2
2fε2(t, x))x − (ϕ22)xfε2(t, x)
= ϕ22∂xfε2 .
(9.3.73)
Therefore, from (9.3.57), (9.3.72), and (9.3.73), one has
(−(λ1f1)x + 2γ1f1 − ∂tf1)((λ2f2)x + 2δ2f2 − ∂tf2) =
(
ϕ1ϕ2
fε2
)2((
ϕγ2
λ1
+
δ1
ϕλ2
f2ε2 +
√
g
H1
∂tH1
)
+ ε2
)2
− ∂xfε2
(
ϕ21
f2ε2
∂tf2 + ϕ
2
2∂tf1
)
+ (∂tf1)(∂tf2).
(9.3.74)
But we have
∂tf1 = 2
(∂tϕ1)ϕ1
λ1fε2
− ( ∂tλ1
λ21fε2
+
∂tfε2
λ1f2ε2
)ϕ21, (9.3.75)
and besides, from (9.2.4) and (9.3.29), there exists C3 > 0 depending only on α and H∞, and an upper
bound of δ (for instance δ0), such that
max(‖H1x‖L∞((0,+∞)×(0,L), ‖V1x‖L∞((0,+∞)×(0,L)) ≤ C3. (9.3.76)
Thus, using (9.3.14) and (9.3.23), there exists C4 > 0 depending only on α and H∞, and δ0 (but not on δ)
such that
max(‖ϕ1‖L∞((0,+∞)×(0,L), ‖ϕ−1‖L∞((0,+∞)×(0,L)) < C4, (9.3.77)
and similarly for ϕ2. Observe now that, from f0 = λ2ϕ/λ1 and (9.3.77), |f0| and 1/|f0| can be bounded by
a constant depending only on α, H∞, and δ0. Thus from (9.3.68)
1/C5 ≤ ‖fε2‖L∞((0,+∞)×(0,L) ≤ C5, (9.3.78)
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where C5 only depends on α, H∞ and δ0. And therefore, from (9.3.23), (9.3.64), (9.3.62), and (9.3.78) one
has
|∂tf1| ≤ C6δ, (9.3.79)
and similarly
|∂tf2| ≤ C7δ, (9.3.80)
where C6 and C7 are constants that only depend on α, H∞ (and δ0). We now select the bound on
max (|∂tH1|, |∂tV1|) : we select δ3 ∈ (0, δ0) such that, for any δ ∈ [0, δ3] and any (t, x) ∈ [0,∞)× [0, L],
C6C
2
5C
2
4δ < ε2, (9.3.81)
and
ε22 + 2ε2 inf
x∈[0,L],t∈[0,+∞),ε∈(0,ε2)
(
ϕγ2
λ1
+
δ1
ϕλ2
f2ε +
√
g
H1
∂tH1
)
>
(
ϕγ2
λ1
+
δ1
ϕλ2
X2 +
√
g
H1
δ + ε2
)(
C6
ϕ21
X2
+ C7ϕ
2
2
)(
X
ϕ1ϕ2
)2
δ
+ 2
√
g
H1
(
ϕγ2
λ1
+
ϕ−1δ1
λ2
X2
)
δ +
(
X
ϕ1ϕ2
)2
C7C6δ
2,
(9.3.82)
for any x ∈ [0, L] and any X ∈ [1/C5, C5]. Observe that this is obviously possible as ε2 > 0 and, when δ3 = 0,
(9.3.82) is verified and the inequality is strict. Then, from (9.3.22), (9.3.77), (9.3.74), (9.3.78)–(9.3.82),
(−(λ1f1)x + 2γ1f1 − ∂tf1)((λ2f2)x + 2δ2f2 − ∂tf2) >
(
ϕ1ϕ2
fε2
)2(
ϕγ2
λ1
+
δ1
ϕλ2
f2ε2
)2
=
(
γ2
λ1
f1 +
δ1
λ2
f2
)2
,
(9.3.83)
which is exactly the second inequality of (9.3.52). Besides, from (9.3.25) and (9.3.81),
(−(λ1f1)x + 2γ1f1 − ∂tf1) =ϕ21
∂xfε2
f2ε2
− ∂tf1
=
ϕ21
f2ε2
((
ϕγ2
λ1
+
δ1
ϕλ2
f2ε2 +
√
g
H1
∂tH1
)
+ ε2 −
∂tf1f
2
ε2
ϕ21
)
> 0.
(9.3.84)
We can now check that (9.3.50) and (9.3.51) are also verified thanks to the choice of ε2 and η1. Indeed, using
(9.3.57) and (9.3.16), one has
λ2(0)f2(t, 0)
λ1(0)f1(t, 0)
= f2ε2(t, 0) =
(
λ2(0)
λ1(0)
+ ε2
)2
>
(
λ2(0)
λ1(0)
)2
= k22. (9.3.85)
This explains our choice of initial condition for fε2 . Now, from (9.3.68), one has
λ1(t, L)f1(t, L)
λ2(t, L)f2(t, L)
=
ϕ2(t, L)
f2ε2(L)
>
1(
λ2(t,L)
λ1(t,L)
+ η1
)2 , (9.3.86)
and from the definition of η1 given by (9.3.67),
η1 +
λ2(L)
λ1(L)
= min
(
1
|k1| , 1
)
. (9.3.87)
Therefore
λ1(t, L)f1(t, L)
λ2(t, L)f2(t, L)
> max(k21, 1), (9.3.88)
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and in particular the condition (9.3.51a) is verified. Let us now look at condition (9.3.51b). So far we have not
selected the positive constant q. We want to show that there exists q > 0 such that the condition (9.3.51b)
is satisfied. Observe that the left-hand side of (9.3.51b) can be seen as a polynomial in q, and the condition
(9.3.51b) can be rewritten as
P (q) :=− q
2
4
H1
g
(k1 − 1)2 + q
√
H1
g
k3
(
λ1f1(L)− λ2f2(L)(k21 − k1(k1 − 1))
)− (λ1f1(L)) (λ2f2(L)) k23
=− q
2
4
H1
g
(k1 − 1)2 + q
√
H1
g
k3 (λ1f1(L)− λ2f2(L)k1))− (λ1f1(L)) (λ2f2(L)) k23 > 0.
(9.3.89)
From (9.3.88) λ1f1(t, L) > λ2f2(t, L)k1 and from (9.3.66) k3 > 0. Thus the real roots of P are positive if they
exist. This implies that there exists a positive constant q such that (9.3.51b) is satisfied if the discriminant
of P is positive. Denoting its discriminant by ∆,
∆ =
H1
g
k23λ
2
2f2(t, L)
2
[(
λ1f1(L)
λ2f2(L)
− k1
)2
−
(
λ1f1(L)
λ2f2(L)
)
(k1 − 1)2
]
. (9.3.90)
Let us introduce h : X → (X − k1)2 − X(k1 − 1)2. The function h is a second order polynomial with
a positive dominant coefficient and observe that its roots are k21 and 1. Thus h is increasing strictly on
[max(k21, 1),+∞). Hence, using (9.3.88),
∆ =
H1
g
k23λ
2
2f2(t, L)
2h(
λ1f1(L)
λ2f2(L)
)
>
H1
g
k23λ
2
2f2(t, L)
2h(max(k21, 1)) = 0.
(9.3.91)
This proves that there exists q > 0 such that (9.3.51b) is satisfied, and we select such q. All it remains to do
now is to show that the function (U, z)→ V (t,U, z), which is now entirely selected, satisfies (9.3.20).
From (9.2.13) and (9.2.12) we know that for any (t, x) ∈ [0,∞)× [0, L],√
gH∞ > λ2 > α, 2
√
gH∞ > λ1 > α. (9.3.92)
Besides, from the definition of ϕ1 and ϕ2 given by (9.3.22), (9.3.14) and the bound (9.2.13), (9.2.12), there
exists a constant C8 that only depends on δ, α and H∞ such that
1
C8
≤ ‖ϕ1‖∞ ≤ C8, 1
C8
≤ ‖ϕ2‖∞ ≤ C8. (9.3.93)
Thus, using that f0 = λ2ϕ/λ1, (9.3.70), (9.3.68), (9.3.93), and (9.3.92), there exists c1 > 0 constant inde-
pendent of U and z such that, for any (U, z) ∈ H2(0, L)× R,
c1
(‖U‖H2(0,L) + |z|) ≤ V (t, (U, z)) ≤ 1
c1
(‖U‖H2(0,L) + |Z|) ∀ t ∈ [0,+∞), (9.3.94)
which is exactly (9.3.20). This concludes the proof of Theorem 9.2.3.
9.4 Conclusion
In this chapter we gave simple conditions on the design of a single PI controller to ensure the exponential
stability of the nonlinear Saint-Venant equations with arbitrary friction and slope in the H2 norm. These
conditions apply when the inflow is an unknown constant, in that case the system has steady-states and any
of them are stable. But they also apply when the inflow is time-dependant and slowly variable. In that case,
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no steady-states exists and one has to stabilize other target states. When the values of the target state are
known at end of the river, we have exponential stability of the target state. Otherwise, we have the Input-
to-State stability with respect to the variation of the inflow disturbance. In this study we only considered
static feedback laws, it would be interesting to know if one could obtain better results with feeback laws that
can change with time, even with only a finite number of modes. This would require to study a system with
switching behaviors, and some results are known in the linear case [131, 132]. These sufficient conditions are
found using a local quadratic entropy and, to the best of our knowledge, are less restrictive than any of the
conditions that existed so far, even in the linear case. In [22] it was shown that, in absence of friction and
slope, these conditions were optimal for the linear case. However, so far there is no answer when there is
some slope or friction and whether these conditions are optimal or not would be a very interesting issue for
a further study. Its possible application to a network of channels would also be a matter of interest. Finally,
many stabilizing devices for finite dimensional systems also use a PID control with an additional derivative
term. It has been shown in [64] that this control cannot ensure exponential stability for an homogeneous
hyperbolic equation. It would be an interesting question to know whether a filtering on the derivative term
could enable to recover the stability for infinite dimensional system and whether this would enable a faster
stabilization than the PI control.
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9.5 Appendix
9.5.1 Proof of Proposition 9.2.10
This appendix uses many computations that are very similar to the computations in Section 9.3, but in a
simpler way. Thus, in order to avoid writing two times the same thing and to keep the proof relatively short,
some steps might be quicker in this appendix. Let T1 > 0 and to be chosen later on. As (H0(0), V0(0)) satisfies
(9.2.9), there exists νa > 0 such that for ν ∈ (0, νa), F ((H01 , V 01 )T ) has two distinct nonzero eigenvalues.
Recall that F is given by (9.3.7) and that that ν is the bound on ‖H01 −H0(0), V 01 − V0(0)‖H2(0,L). Besides,
from (9.2.8) (H0(t, ·), V0(t, ·)) can be seen as the solution of a system of ODE with a parameter t in the
initial condition. Thus, as ∂tQ0 ∈ C2([0,+∞)) and the slope C satisfies C ∈ C2([0, L]), using (9.2.6) and
[105][Chap. 5, Theorem 3.1], (H0, V0) ∈ C3([0, T1]×C3([0, L])) and there exists a constant C depending only
on H∞, α and an upper bound of δ, such that,
‖∂itH0, ∂itV0‖C2([0,L]) ≤ C
∣∣∣∣∣
i∑
n=1
∂nt Q0
∣∣∣∣∣ , ∀ i ∈ [1, 3], (9.5.1)
and in particular
‖∂tH0, ∂tV0‖C2([0,T1];C2([0,L])) ≤ C‖∂tQ0‖C2(0,+∞). (9.5.2)
Thus [198][Theorem 2.1] can still be used on (H1 −H0) and there exist δ0(T1) > 0 and ν0(T1) ∈ (0, νa) such
that, if ν ∈ (0, ν0(T1)) and δ ∈ (0, δ0(T1)), there exists a unique solution (H1, V1) ∈ C0([0, T1];H2(0, L))2
to the system (9.2.4)–(9.2.5). Besides (H1, V1) satifsfies an estimate as (9.2.21) but with (H1, V1) instead
of (H,V ) and (H0, V0) instead of (H1, V1). We denote by C(T1) the associated constant. Let us define
h1 := H1−H0 and v1 := V1−V0. We transform (h1, v1)T into w = (w1, w2)T using the change of variables
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defined by (9.3.1)–(9.3.5) with H0 and V0 instead of H1 and V1. Thus we obtain
∂tw +A0(w, x)∂xw +B0(w, x) + S0
(
∂tH0
∂tV0
)
= 0,
w1(t, 0) =H1(w2(t, 0), Q0(t)−Q0(0)),
w2(t, L) =H2(w2(t, L)),
(9.5.3)
where A0, B0 and S0 have the same expression as A, B and S (given by(9.3.9), (9.3.10), (9.3.6)) but with
(H0, V0) instead of (H1, V1). Similarly we define
λ01 = V0 +
√
gH0, λ
0
2 =
√
gH0 − V0, (9.5.4)
and ϕ0, defined as ϕ but with (H0, V0) instead of (H1, V1). Similarly as in Appendix 9.5.3,
H′2(0) = −λ01(L)/λ02(L), H′1(0) = −λ02(0)/λ01(0), (9.5.5)
which is of the form (9.3.15) with vG = 0 and Z = 0. Before going any further, note that we can perform
the same computations as in Section 2 with no problem, as the proof in Section 9.3 only used Proposition
9.2.1 to get that (H1, V1) exists for any time and that (9.2.13) and Lemma 9.3.3 hold, but we will see now
that such claims are true for H0 and V0. The existence of (H0, V0) was already shown in section 9.2 and
(9.2.9) is exactly (9.2.13) with (H0, V0) instead of (H1, V1). Finally, (9.5.2) is exactly the equivalent of Lemma
9.3.3 for (H0, V0). We define now the Lyapunov fonction candidate V := Va(w(t, x), t) + Vb(w(t, x), t) +
Vc(w(t, x), t) + Vd(w(t, x), t) where Va, Vb and Vc are defined in (9.3.27), (9.3.30), with f1 and f2 chosen as
f1 := (ϕ
0
1)
2/(λ01η) and f2 := (ϕ
0
2)
2η/(λ02), where η is a function such that there exists a constant ε > 0
independent of w such that
η′ =
∣∣∣∣γ02λ01 + δ
0
1
λ02
η2
∣∣∣∣+ ε,∀ x ∈ [0, L],
η(0) =
λ02(0)
λ01(0)
ϕ0(0) + ε.
(9.5.6)
Note that η exists as, for any t ∈ [0,+∞), (ϕ(t, ·)0λ02(t·)/λ01(t·)) is a solution of
∂xf =
∣∣∣∣γ02λ01 + δ
0
1
λ02
f2
∣∣∣∣ ,∀ x ∈ [0, L], (9.5.7)
this can be proved as in Lemma 9.3.2, and this case was actually shown in [110]. Note that from (9.2.6),
(9.2.8) and (9.2.9), (H0)x and (V0)x can be bounded by above and by below by constants that only depends
on H∞, α and an upper bound of Q0 (which can also be expressed only with H∞, α from (9.2.9)). Therefore,
looking at their definition, the function f1 and f2 can also be bounded by above and below by constants
that only depends on H∞, α and ε. Thus there exist c1 > 0 and c2 > 0 depending only on H∞ and α, ε and
µ such that
c1‖h1(t, ·), v1(t, ·)‖2H2(0,L) ≤ V (t) ≤ c2‖h1(t, ·), v1(t, ·)‖2H2(0,L),∀ t ∈ [0, T1]. (9.5.8)
Consequently, by differentiating V exactly as in (9.3.33)–(9.3.49), and from (9.5.3), we obtain that there exists
µ > 0, ν1 ∈ (0, ν0(T1)) and δ3 > 0 such that, for any ‖h1(0, ·), v1(0, ·)‖H2(0,L) ≤ ν1, and ‖∂tQ0‖C2([0,∞)) ≤ δ,
where δ ∈ (0, δ3),
V˙ ≤− µV +
∫ L
0
2f1w1(S0
(
∂tH0
∂tV0
)
)1 + 2f2w2(S0
(
∂tH0
∂tV0
)
)2dx,
+
∫ L
0
2f1∂tw1(S0
(
∂2ttH0
∂2ttV0
)
)1 + 2f2∂tw2(S0
(
∂2ttH0
∂2ttV0
)
)2dx,
+
∫ L
0
2f1∂
2
ttw1(S0
(
∂3tttH0
∂3tttV0
)
)1 + 2f2∂
2
ttw2(S0
(
∂3tttH0
∂3tttV0
)
)2dx.
(9.5.9)
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Thus, using Cauchy-Schwarz inequality, (9.5.8), and (9.5.1) there exists C1 > 0 depending only on H∞, α
and an upper bound of µ such that
V˙ (t) ≤ −µV (t) + C1|∂tQ0(t) + ∂2ttQ0(t) + ∂3tttQ0(t)|V 1/2(t), ∀ t ∈ [0, T1]. (9.5.10)
and in particular
V˙ (t) ≤ −µV (t) + C1‖∂tQ0‖C2([0,t])V 1/2(t), ∀ t ∈ [0, T1]. (9.5.11)
Let us define Veq := (C1δ/µ)
2. From (9.5.11), if V (t) > 2Veq, then there exists a constant k > 0 such that
V˙ (t) < −kV 1/2(t). We now choose δ such that √2C1δ/(µ√c1) < ν1. Thus, from (9.5.11) and as c1, c2, C1
and µ do not depend on T1, we can choose T1 large enough such that
V (T1) ≤ 2Veq ≤ c1ν21 , (9.5.12)
which implies that
‖h1(T1, ·), v1(T1, ·)‖C2(0,L) ≤ ν1 (9.5.13)
and therefore there exists a unique solution (h1, v1) ∈ C0([T1, 2T1], H2(0, L)), with initial condition
(h1(T1, ·), v1(T1, ·)) (we use the same existence Theorem ([198][Theorem 2.1])) and, noting that V (T1) ≤ 2Veq
implies V (2T1) ≤ 2Veq, this analysis still hold. We can do similarly for any [nT1, (n + 1)T1] with n ∈ N,
thus, as (H0, V0) ∈ C0([0,+∞), H2(0, L)), there exists a unique solution (H1, V1) ∈ C0([0,+∞), H2(0, L))
and (9.5.10) holds for any t ∈ [0,+∞). Therefore denoting g(t) = V (t)eµt, we deduce from (9.5.10) that
g′(t) ≤ C1|∂tQ0(t) + ∂2ttQ0(t) + ∂3tttQ0(t)|e
µt
2
√
g(t). (9.5.14)
Thus
V 1/2(t) ≤ V 1/2(0)e−µt2 + C1
2
(∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|e
µs
2 ds
)
e−
µt
2 . (9.5.15)
This implies the ISS property
‖h1(t, ·), v1(t, ·)‖H2((0,L);R2) ≤
√
c2
c1
‖h1(0, ·), v1(0, ·)‖H2((0,L);R2)e−
µt
2
+
C1
2
√
c1
(∫ t
0
|∂tQ0(s) + ∂2ttQ0(s) + ∂3tttQ0(s)|e
µs
2 ds
)
e−
µt
2 .
(9.5.16)
This ends the proof of Proposition 9.2.1. To extend this proof to the Hp norm for p > 2, note that using
the same argument (9.5.2) holds with the Cp([0, T1];C
3([0, L])) norm in the left-hand side and the Cp
norm in the right-hand side. We can can define V3, ..., Vp on H
p(0, L) × R × R+ as in (9.3.30) such that
Vk(w(t, x), t) = Va(∂
k
t w(t, x), t), for any k ∈ [3, p]. Then (9.5.8) holds with V := Va + Vb + Vc + V3 + ...Vp
and the Hp norm, and the rest can done done identically.
9.5.2 Proof of Theorem 9.2.4
Theorem 9.2.4 result from the proof of Theorem 9.2.3. Note that the boundary conditions (9.2.16) can be
written under the form (9.2.18) with (H0, V0) instead of (H1, V1) where the only difference is that Z satisfies
now
Z˙ = Hc −H(t, L) + f(t)
vGkI
, (9.5.17)
where f(t) = Hc∂tV0(t, L). The rest of the proof can be conducted as in Appendix 9.5.1 for (H1, V1), with
a priori two differences : (H,V ) satisfies the boundary conditions of the form (9.2.18) and not of the form
given in (9.2.4), and Z˙ satisfies (9.5.17) instead of (9.2.15). However, note that in Appendix 9.5.1 the only
assumption used on the boundary conditions of the transformed system is that they are of the form (9.3.3),
which is still the case here. Thus, the only difference with Appendix 9.5.1 are some additional terms when Z˙ is
used, which is in the boundary terms in the derivative of the Lyapunov function. There exists therefore δ4 > 0
and ν2 > 0 such that, for any ‖h1(0, ·), v1(0, ·)‖H2(0,L) ≤ ν2, and ‖∂tQ0‖C2([0,∞)) ≤ δ, where δ ∈ (0, δ4),
V˙ (t) ≤ −γ
2
V (t)+C1|∂tQ0(t) + ∂2ttQ0(t) + ∂3tttQ0(t)|V 1/2 + 2qZf(t) + 2qZ˙f ′(t) + 2qZ¨f ′′(t), (9.5.18)
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where C1 is a constant only depending on H∞, α, ν2 and δ4. Using Lemma 9.3.3, there exists a constant
C > 0 depending only on H∞, α, ν2 and δ4 such that
V˙ ≤ −γ
2
V + CV 1/2|∂tQ0(t) + ∂2ttQ0(t) + ∂3tttQ0(t)|. (9.5.19)
The same argument as in Appendix 9.5.1, (9.5.14)–(9.5.16), implies directly the ISS property (9.2.30).
9.5.3 Boundary conditions (9.3.15) and (9.3.16)
In this appendix we justify the boundary conditions (9.3.15) with (9.3.16) after the change of variables. From
the boundary conditions (9.3.3) in the physical coordinate (h, v), together with the definition of u1 and u2
given in (9.3.5), one has at x = L
u1(t, L) = B2(h(t, L), Z(t), t) +
√
g
H1
h(t, L) = : F1(h(t, L), Z(t), x, t),
u2(t, L) = B2(h(t, L), Z(t), t)−
√
g
H1
h(t, L) = : F2(h(t, L), Z(t), x, t).
(9.5.20)
From its definition, F1 is C1 and, from (9.3.4), and (9.2.21), there exists ν1 ∈ (0, ν0) such that, for any
t ∈ [0,∞), ∂1F0(0, Z(t), t) 6= 0. Thus F1 is locally invertible with respect to its first variable, thus there
exists ν2 ∈ (0, ν1) such that h(t, L) = F−11 (u1(t, L), Z(t), t), where F−11 denotes the inverse with respect to
the first variable. Besides, as F1 is of class C2 with respect to the two first variables, F−11 is also of class C2.
Then, using (9.5.20)
u2(t, L) = F2(F−11 (u1(t, L), Z(t), t), Z(t), t) = : D2(u1(t, L), Z(t), t). (9.5.21)
and, using (9.3.4),
∂1D2(0, 0, t) = ∂1F2(0, 0, t)∂1(F−11 )(0, 0, t)
=
∂1F2(0, 0, t)
∂1F1(0, 0, t) =
∂1B2(0, 0, t)−
√
g
H1
∂1B2(0, 0, t) +
√
g
H1
= −λ1(L)− vG(1 + kp)
λ2(L) + vG(1 + kp)
.
(9.5.22)
Now, as ∂2F−11 (0, 0, t) = −∂2F1(0, 0, t)/∂1F1(0, 0, t), using (9.3.4),
∂2D2(0, 0, t) = ∂1F2(0, 0, t)∂2(F−11 )(0, 0, t) + ∂2F2(0, 0, t)
= −∂1F2(0, 0, t)∂2F1(0, 0, t)
∂1F1(0, 0, t) + ∂2F2(0, 0, t)
= ∂2B2(0, 0, t)
1− ∂1B2(0, 0, t)−
√
g
H1
∂1B2(0, 0, t) +
√
g
H1

=− vGkI
H1(t, L)
(
2
√
gH1(t, L)
vG(1 + kp) + λ2(t, L)
)
.
(9.5.23)
The same can be done in x = 0 in a slightly easier way, as B1 does not depends on Z. This gives (9.3.15)
and (9.3.16).
9.5.4 Proof of Lemma 9.3.2
In this appendix we prove Lemma 9.3.2. The proof is very similar to the proof given in [110] in the special
case where (H1, V1) is a steady state. However, it happens that the proof actually does not need the relation
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(H1V1)x = 0 which is no longer true when (H1, V1) is not a steady-state. Let f = (λ2ϕ/λ1), we have from
(9.3.22) :
∂xf =
ϕ
λ21
(λ1∂xλ2 − λ2∂xλ1 + λ2γ1 + λ1δ2)
=
ϕ
λ21
(
(V1 +
√
gH1)(−V1x +
√
gH1
2H1
H1x)− (−V1 +
√
gH1)(V1x +
√
gH1
2H1
H1x)
+(
√
gH1 − V1)
(
3
4
√
g
H1
H1x +
3
4
V1x +
kV
H1
− kV
2
1
2H21
√
H1
g
)
+(V1 +
√
gH1)
(
−3
4
√
g
H1
H1x +
3
4
V1x +
2kV
H1
+
kV 21
2H21
√
H1
g
))
=
ϕ
λ21
(√
gH1
(
−2V1x + 3
2
V1x +
2kV
H1
)
− V1
(
3
2
√
g
H1
H1x − kV
2
1
H21
√
H1
g
−
√
g
H1
H1x
))
=
ϕ
λ21
(
2kV
H1
√
gH1 +
kV 21
H21
√
H1
g
V1 +
1
2
√
g
H1
∂tH1
)
.
(9.5.24)
And on the other hand :(
ϕγ2
λ1
+
δ1
λ2ϕ
f2
)
=
ϕ
λ21
(λ1γ2 + λ2δ1)
=
ϕ
λ21
(
2kV
H1
√
gH1 +
kV 21
H21
√
H1
g
V1 + V1
√
g
H1
H1x
2
+ V1x
√
gH1
2
)
=
ϕ
λ21
(
2kV
H1
√
gH1 +
kV 21
H21
√
H1
g
V1 − 1
2
√
g
H1
∂tH1
)
.
(9.5.25)
Thus from (9.5.24) and (9.5.25)
∂xf =
(
ϕγ2
λ1
+
δ1
λ2ϕ
f2 +
√
g
H1
∂tH1
)
. (9.5.26)
And there exists δ0 such that, if ‖∂tH1‖L∞((0,+∞)×(0,L)δ0,
ϕ
λ21
(
2kV1
H1
√
gH1 +
kV 21
H21
√
H1
g
V1 +
√
g
H1
∂tH1
)
> 0, ∀ x ∈ [0, L], t ∈ [0,+∞), (9.5.27)
and, from (9.5.24) and (9.5.26),
∂xf =
∣∣∣∣ϕγ2λ1 + δ1λ2ϕf2 +
√
g
H1
∂tH1
∣∣∣∣ , (9.5.28)
this ends the proof of Lemma 9.3.2.
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Stabilization of 1D nonlinear hyperbolic systems by boundary controls
Abstract:
This thesis is devoted to study the stabilization of nonlinear hyperbolic systems of partial differential equations. The main goal
is to find boundary conditions ensuring the exponential stability of the system. In a first part, we study general systems that we
aim at stabilizing in the C1 norm by introducing a certain type of Lyapunov functions. Then we take a closer look at systems
of two equations and we compare the results with the stabilization in the H2 norm. In a second part we study a few physical
equations: Burgers’ equation and the density-velocity systems, which include the Saint-Venant equations and the Euler isentropic
equations. Using a local dissipative entropy, we show that these systems can be stabilized with very simple boundary controls which,
remarkably, do not depend directly on the parameters of the system, provided some physical admissibility condition. Besides, we
develop a way to stabilize shock steady-states in the case of Burgers’ and Saint-Venant equations. Finally, in a third part, we study
proportional-integral (PI) controllers, which are very popular in practice but seldom understood mathematically for nonlinear in-
finite dimensional systems. For scalar systems we introduce an extraction method to find optimal conditions on the parameters of
the controller ensuring the stability. Finally, we deal with the Saint-Venant equations with a single PI control.
Keywords: stabilization, partial differential equations, inhomogeneous, nonlinear, Boundary feedback control, Lya-
punov functions, entropy, Saint-Venant equations, Burgers’ equation.
Stabilisation de syste`mes hyperboliques non-line´aires en dimension un d’espace
Re´sume´:
Cette the`se est consacre´e a` l’e´tude de la stabilisation des syste`mes d’e´quations aux de´rive´es partielles hyperboliques non-line´aires.
L’objectif principal est de trouver des conditions de bords garantissant la stabilite´ exponentielle du syste`me. Dans une premie`re
partie on s’inte´resse a` des syste`mes ge´ne´raux qu’on cherche a` stabiliser en norme C1 en introduisant un certain type de fonctions
de Lyapunov, puis on regarde plus pre´cise´ment les syste`mes de deux e´quations pour lesquels on peut comparer nos re´sultats avec
la stabilisation en norme H2. On s’inte´resse ensuite a` quelques e´quations physiques: l’e´quation de Burgers et les syste`mes den-
site´-ve´locite´, dont font partie les e´quations de Saint-Venant et les e´quations d’Euler isentropiques. A l’aide d’une entropie locale
dissipative, on montre qu’on peut stabiliser les syste`mes densite´-ve´locite´ par des controˆles aux bords simples et, e´tonnement, ces
controˆles ne de´pendent pas explicitement des parame`tres du syste`me, pourvu qu’ils soient physiquement admissibles. Par ailleurs,
on de´veloppe une me´thode pour stabiliser les e´tats-stationnaires avec un choc dans le cas de l’e´quation de Burgers et des e´quations
de Saint-Venant. Enfin, dans une troisie`me partie on s’inte´resse aux controˆles proportionnels-inte´graux (PI), tre`s utilise´s en pratique
mais mal compris mathe´matiquement dans le cas des syste`mes non-line´aires de dimension infinie. Pour les syste`mes d’une seule
e´quation on introduit une me´thode d’extraction pour trouver des conditions optimales de stabilite´ sur les parame`tres du controˆle.
Finalement on traite le cas des e´quations de Saint-Venant avec un unique controˆle PI.
Mot cle´s: stabilisation, e´quations aux de´rive´es partielles, inhomoge´ne´ite´s, non-line´aire, controˆles aux bords, fonc-
tions de Lyapunov, entropie, e´quations de Saint-Venant, e´quation de Burgers.
