Abstract. There are obvious inequalities relating the Nakanishi index of a knot, the bridge number, the degree 2n of the Alexander polynomial and the length of the chain of Alexander ideals. We give examples for every positive value of n to show that these bounds are sharp.
Introduction
A knot k is a smooth oriented pair S 3 , S 1 ; two knots are equivalent if there is an orientation preserving diffeomorphism sending one onto the other. A classical invariant of k is M (k) = H 1 X , the first homology of the infinite cyclic cover of the exterior of k regarded as a module over Λ = Z t, t −1 . A presentation of M (k) may be obtained by means of the free differential calculus of Fox (see [1, 3] ) or via the Seifert matrix (see [3, 6, 8] ).
Of course, M (k) has many presentation matrices, but any two are connected by a finite sequence of elementary moves; see [3, Lemma 7.2.1] . In particular, M (k) has a square presentation matrix, A, of size m × m say. We recall some invariants of the knot k.
Alexander length: This is the greatest i for which A i (k) = Λ, where A i (k) is the i th Alexander ideal of k (see §4). We denote it by l(k). Nakanishi index: N (k), the Nakanishi index of k, is the least integer m such that M (k) is presented by an m × m matrix. (When M (k) is the zero module, N (k) is defined to be 0.) Bridge number: The bridge number b(k) is the minimum number of underpasses in any diagram of k.
It is easy to show that
where 2n is the degree of the Alexander polynomial of k. The main purpose of this paper is to demonstrate that these bounds are sharp. (We should mention here the example of R.H. Fox [2] , that taking k to be the sum of n trefoils gives l(k) = N (k) = n = b(k) − 1, with 2n the degree of the Alexander polynomial.)
For each positive integer n, we construct a (doubly) infinite sequence of knot modules M (k) of prime knots k with irreducible Alexander polynomial of degree 2n and l(k) = N (k) = 2n = b(k) − 1. The method involves choosing an ideal S (to be M (k)) over an image R of Λ in some algebraic number field K and constructing a non-singular hermitian form h on S (to make the Blanchfield duality pairing). Over the last twenty years or so, it has become common to obtain such examples in knot theory where R is a dedekind ring (and often simply the ring of algebraic integers in K). But such ideals over such rings can always be generated by two elements, so we have had to use images R of a more general type.
To help in the construction of the form h (and, in particular, in the verification of its non-singularity) we give, in §2, some general results about hermitian forms on a knot module M annihilated by a primitive, symmetric polynomial ϕ in Z [t] . We relate hermitian forms on M taking values in R = Λ/(ϕ) with the corresponding forms of Blanchfield type, taking values in Q(t)/Λ and we show how to find, in certain circumstances, a convenient description M h of the dual M † of M . (If one has a prospective Blanchfield pairing on M , it is often necessary to deal with M † in order to establish non-singularity in the strong sense required by Blanchfield duality.) These results apply to any potential knot module and not just to the case where the action of Λ factors though an integral domain.
As usual conjugation in Λ (and in rings constructed from it) is induced by t = t −1 . We let Hom Λ (M, N ) denote the conjugate linear Λ-homomorphisms of M into N , where M, N are Λ-modules.
Forms, duals and non-singularity
In this section we recall some definitions and establish some results to do with sesquilinear forms (or pairings) as applied to a knot module M . Our key concern is helping establish the non-singularity of a form on M and we look at three formulations M † , M ‡ and M h of the (conjugate-linear) dual of M . The first, M † , is the "classical" dual of M as a Λ-torsion module (but Z-torsion free). The second, M ‡ , is the dual of M as a module over a quotient of Λ. Finally, M h ⊂ V ∼ = M ⊗ Q is a "concretization" of this. We consider descriptions of forms on M which parallel these formulations of the dual.
Let ϕ = ϕ(t) be a primitive, symmetric polynomial in Z[t], of degree 2n and put ϕ = ϕ/t n ∈ Λ. Let A be a subring of Q and put Λ A = A t, t −1 and R A = Λ A /(ϕ) (we put R for R Z -in fact we are only interested here in the cases A = Z and A = Q but, by introducing A, we treat both at the same time). We note the isomorphism and inclusion
Let M be a finitely generated ϕ-torsion Λ A -module, i.e. a finitely generated R Amodule, and put
If N is a Λ A -module, we put SF Λ (M, N ) for the Λ-module of sesquilinear Λ-forms h : M × M → N . We recall that we have an isomorphism
by mapping a form h to its adjoint map Θ h to which it is related by the equation:
Moreover we say that h is non-singular (some say unimodular ) if Θ h is an isomorphism.
an isomorphism. (iii) µ SF restricts to bijections between those forms which are non-singular or hermitian or skew-hermitian.
Proof. (i) Certainly µ induces an isomorphism
and our result follows.
(ii) is similar.
Since µ * is an isomorphism, Θ µ•h is an isomorphism if and only if Θ h is one. Thus the non-singular forms correspond. The hermitian and skew-hermitian forms correspond because ϕ is self-conjugate (so that µ respects conjugation).
Put K = R Q . Since ϕ is primitive, the ideal ϕ generates in Λ A is the intersection of Λ A with the ideal ϕ generates in Λ Q . So we may regard R A as a subring of K. Let V be a finitely generated ϕ-torsion Λ Q -module (i.e. a finitely generated K-module) and let M be a finitely generated Λ A -submodule of V such that QM = V . Then
Let h ∈ SF Λ (V, K) be a non-singular form on V and put
On the other hand, if
Remark 2.3. It is easy to extend the above work to show that M † may be identified with a submodule of V † and that then
and is therefore independent of the choice of ϕ.
h is hermitian (skew-hermitian) and f is given by multiplication by a selfconjugate element γ of R then h f = f h will be hermitian (skew-hermitian).
Proof. (i) From (2.1), the adjoint map of h γ | M is given by
By Lemma 2.2, it is an isomorphism if and only if γ(M ) = M h .
(ii) This is clear.
An ideal and its dual
Let n be a positive integer, p an odd prime. Choose (by, say, the Euclidean Algorithm) integers r, s such that
Note that we can replace r, s by r + m p 2n+1 , s + m 2 2n for any m ∈ Z, so we have infinitely many choices for r and s with gcd(s, p) = 1. We define
Then ϕ(1) = 1; since ϕ(t) is symmetric, this makes it a knot polynomial (see [9] ). Next define
which, since gcd(r, p) = 1 by (3.1) and gcd(s, p) = 1 by choice, is an Eisenstein polynomial with prime p. Thus g(x) is irreducible with root π, say, and hence ϕ(t) is also irreducible. Then θ = pπ − 1 is a root of ϕ(t).
So we may identify R of §2 with Z θ, θ −1 and K with Q (θ). We put S = R[π].
Lemma 3.1. S is a finitely generated R-module, and p 2n−1 S ⊆ R.
Thus, since g(π) = 0,
and so
Thus S is a finitely generated R-module and p 2n−1 S ⊆ R.
Consistent with §2 we let denote the involution on K given by θ = θ −1 .
Lemma 3.2. S = S.
Proof. We have
and is freely generated by 1, pπ,
Proof. Since θ is a root of ϕ(t) and p r,
R p is free on the given generators as they form a basis for K p over Q p .
Clearly, R h = R.
Proof. For each prime q = p we have
and for q = p we have
Taking i = 0 in the last line, we see that
Repeating this argument for απ 2 , . . . , απ 2n−1 shows that p 2n−1 | a i for all i. Thus S h ⊆ p 2n−1 S. Using Lemma 3.2, the fact that S is a ring, and Lemma 3.1, we have
and so p 2n−1 S ⊆ S h . Thus the result is established. (ii) Moreover if α, β ∈ S then p 2n−1 αβ = f (θ) for some f (t) ∈ Λ and then
Proof. Apply Proposition 2.4 (with γ = p 2n−1 ) and Lemma 2.1.
Now we define an ideal P of R by
Lemma 3.7. R/P ∼ = Z/pZ, and S/SP ∼ = (Z/pZ) 2n as an R/P -module.
Proof. The ring epimorphism Z t, t −1 → Z/pZ given by t → −1 kills ϕ(t) and so induces an epimorphism Z θ, θ −1 → Z/pZ with θ → −1. The kernel is clearly P , so R/P ∼ = Z/pZ.
Corollary 3.8. As an R-module, S needs at least 2n generators.
Proof. The action of R on S/SP factors through R/P R ∼ = Z/pZ. So S/SP needs 2n generators as an R-module. Hence so does S.
The Alexander Ideals of S
In this section we find a relations matrix for the Λ-module S exhibited in §3 and we find its Alexander (Fitting) ideals. In particular, we show that S has 2n + 2 different Alexander ideals, the maximum possible for a module with 2n generators.
We recall the definitions of the Alexander ideals. If B is an r × s matrix over Λ we write A j (B) for the j th Alexander ideal of B. So if 1 ≤ j ≤ s then A j (B) is the ideal of Λ generated by the (s − j + 1) th minors of B. If j < 1 then A j (B) = {0} and if j > s then A j (B) = Λ.
If M is a Λ-module with relations matrix B (and, in particular, if M = M (k) for some knot k) then A j (B) depends only on M , and is denoted by A j (M ) (or A j (k)), the j th Alexander ideal of M (or of k). If r = s then A 1 (M ) = (det(B)) Λ and det(B) (multiplied by ±t ? to make it a polynomial with positive constant term) is called the Alexander polynomial of B (or M ), and is usually denoted by ∆ 1 (t). (In general, if 1 ≤ j ≤ s then the j th Alexander polynomial, ∆ j (t), is the polynomial with positive constant term which generates the smallest principal ideal containing A j (B).) If k is a knot then A j (M (k)) = A j (k) and ∆ j (t) are the j th Alexander ideal and polynomial of k. Note that for all j, A j (k) ⊆ A j+1 (k) and so ∆ j+1 (t)|∆ j (t). Now A 1 (M ) is contained in Ann Λ (M ), the annihilator of M in Λ and we note the following lemma. Lemma 4.1. Let N be a Z-torsion-free Λ-module and let ψ ∈ Z[t] be primitive and irreducible. If N is annihilated by ψ then
Proof. Certainly Ann Λ (N ) ⊇ (ψ) Λ . So suppose that ψ ∈ Ann Λ (N ). We must show that ψ | ψ . Let m ∈ Z be the resultant of ψ and ψ. Then m ∈ (ψ, ψ ) Λ ⊆ Ann Λ (N ). Since N is Z-torsion-free, m = 0. Therefore ψ | ψ , since ψ is primitive and irreducible. By (3.4), S = g 1 , . . . , g 2n Λ , where g i = π i−1 . Moreover, we can easily discern the following relations between these generators. If 1 ≤ i ≤ 2n − 1, then
for some coefficients a i ∈ Z. Thus S is a quotient of the module M with these relations, i.e., with relations matrix 
(ii) A 1 (S) = (ϕ) Λ and ∆ 1 (t) = ±ϕ.
(iii) B is a relations matrix for S.
Proof. Note first that ϕ annihilates S. So, by Lemma 4.1,
(i) Now det(B) annihilates M and hence also S. So ϕ | det(B). But det(B) and ϕ have the same degree and leading coefficient. So det(B) = ϕ.
(ii) Since B consists of relations for S, det(B) ∈ A 1 (S). So
Now ϕ(0) = r, so ∆ 1 (t) = ±ϕ, depending on the sign of r. (µ j /λ)r j ∈ r 1 . . . r 2n Λ .
Thus every relation of S is a consequence of those in B. And so B is a relations matrix for S.
Proof. Put k = 2n − j + 1. We must show that I k = (t + 1, p) k Λ , where I k is the ideal generated by k × k minors of B. Every entry of B is divisible either by t + 1 or p and so every k × k minor of B is a Λ-linear combination of monomials (t + 1) r p k−r and so lies in (t + 1, p)
On the other hand, for 0 ≤ r ≤ k, let B r,k−r be the matrix formed from the first k rows of B and the first k + 1 columns with the (r + 1) th column deleted. So
, where C r is the r × r upper triangular matrix
with determinant (t + 1) r and D s is the s × s lower triangular matrix
with determinant (−p) s . Then I k contains the determinants (t + 1) r (−p) k−r of the B r,k−r and these generate (t + 1, p)
Of course this result provides an alternative (though more obscure) proof of Corollary 3.8, since the Alexander length of a module cannot exceed the minimum number of generators.
Knot theory
The proof of the following theorem will occupy the rest of this section.
Theorem 5.1. For each positive integer n, there exist infinitely many prime knots k with genus n and l(k) = N (k) = 2n = b(k) − 1, where 2n is the degree of the Alexander polynomial ∆ 1 (t) of k. Moreover, ∆ 1 (t) is irreducible, so ∆ i (t) = 1 for all i > 1.
First we justify the inequalities in (1.1). The first inequality, l(k) ≤ N (k), is trivial. We recall a theorem which characterises knot modules (see [4] ). Theorem 5.4. Let k be a knot. Then
where non-singular means that the adjoint map
is an isomorphism.
Any module and form satisfying the conditions above can be realised by a knot.
In §3, we described S, a finitely generated R-module (and hence Λ-module). Of course, S is annihilated by ϕ(t), so (i) is satisfied.
For (ii), suppose that (1 − t)x = 0. Then tx = x, and so x = ϕ(1)x = ϕ(t)x = 0; thus multiplication by 1 − t is one-one. Suppose that y ∈ S; then y = ϕ(1)y = ϕ(1)y − ϕ(t)y = (1 − t)a(t)y by the Remainder Theorem. Thus S satisfies (ii).
If we now supply S with the form µh of Corollary 3.6 then condition (iii) is satisfied.
Therefore S and µh are realised by a knot k, and by Corollary 3.8 the Nakanishi index of k is at least 2n. Thus by Lemma 5.2, N (k) = 2n. In fact, using a nonsingular Seifert matrix A to construct k, as in [9] , gives a knot of genus n: this, and the fact that ϕ(t) is irreducible of degree 2n, means that k is prime.
Of course, even for a given Seifert matrix, the knot so constructed is not unique. For the examples above we have b(k) ≥ 2n + 1, and with a little more care we can arrange for this to be an equality. Consider the Seifert surface of genus n of the trivial knot illustrated in Figure 1 . Recall that we use a non-singular Seifert matrix A to construct k. The matrix A − A represents the intersection matrix on H 1 (V ), where V is the corresponding Seifert surface. Thus by a unimodular congruence we can assume that A − A is the same as the intersection matrix given by g 1 , g 2 , . . . , g 2n−1 , g 2n . Now we can realise A by changing the embedding of the surface in Figure 1 . We realise the element a ii by putting the appropriate number of full twists in h i , and the element a ij , i > j, by plaiting h i with h j . Since A − A is given, this determines A. The knot k so constructed, when viewed from the righthand side of the page, has exactly 2n + 1 underpasses, corresponding to the local minima marked by •. (It is well known, indeed an exercise in [8] , that the bridge number of a knot is equal to the crookedness defined by Milnor in [7] .) The knot k constructed in this way therefore has bridge number at most 2n + 1, so b(k) = 2n + 1. Of course, k retains the properties above: its genus is n and l(k) = N (k) = 2n. We also remark that ∆ i (t) = 1 for all i > 1, since ∆ 1 (t) is irreducible.
