We study the Ehresmann-Schauenburg bialgebroid of a noncommutative principal bundle as a quantization of the classical gauge groupoid of a principal bundle. When the base algebra is in the centre of the total space algebra, the gauge group of the noncommutative principal bundle is isomorphic to the group of bisections of the bialgebroid. In particular we consider Galois objects (non-trivial noncommutative bundles over a point in a sense) for which the bialgebroid is a Hopf algebra. For these we give a crossed module structure for the bisections and the automorphisms of the bialgebroid. Examples include Galois objects of group Hopf algebras and of Taft algebras.
Introduction
The study of groupoids on one hand and gauge theories on the other hand is important in different area of mathematics and physics. In particular these subjects meet in the notion of the gauge groupoid associated to a principal bundle. In view of the considerable amount of recent work on noncommutative principal bundles it is important to come up with a noncommutative version of groupoids and their relations to noncommutative principal bundles, for which one needs to have a better understanding of bialgebroids.
In this paper, we will consider the Ehresmann-Schauenburg bialgebroid associated with a noncommutative principal bundle as a quantization of the classical gauge groupoid. Classically, bisections of the gauge groupoid are closely related to gauge transformations. Here we show that under some conditions on the base space algebra of the noncommutative principal bundle, the gauge group of the principal bundle is group isomorphic to the group of bisections of the corresponding Ehresmann-Schauenburg bialgebroid.
For a bialgebroid there is a notion of coproduct and counit but in general not of an antipode. An antipode can be defined for the Ehresmann-Schauenburg bialgebroid of a Galois object which (the bialgebroid that is) is then a Hopf algebra. Now, with H a Hopf algebra, a H-Galois object is a noncommutative principal bundle over a point in a sense: a H-Hopf-Galois extension of the ground field C. In contrast to the classical situation were a bundle over a point is trivial, for the isomorphism classes of noncommutative principal bundles over a point this need not be the case. Notable examples are group Hopf algebras C[G], whose corresponding principal bundle are C[G]-graded algebras and are classified by the cohomology group H 2 (G, C × ), and Taft algebras T N ; the equivalence classes of T N -Galois objects are in bijective correspondence with the abelian group C.
Thus the central part of the paper is dedicated to the Ehresmann-Schauenburg bialgebroid of a Galois object and to the study of the corresponding groups of bisections, be they algebra maps from the bialgebroid to the ground field (and thus characters) or more general transformations. These are in bijective correspondence with the group of gauge transformations of the Galois object. We study in particular the case of Galois objects for H a general cocommutative Hopf algebra and in particular a group Hopf algebra. A nice class of examples comes from Galois objects and corresponding Ehresmann-Schauenburg bialgebroids for the Taft algebras T N an example that we work out in full details.
Automorphisms of a (usual) groupoid with natural transformations form a strict 2group or, equivalently, a crossed module. The crossed module involves the product of bisections and the composition of automorphisms, together with the action of automorphisms on bisections by conjugation. Bisections are the 2-arrows from the identity morphisms to automorphisms, and the composition of bisections can be viewed as the horizontal composition of 2-arrows. In the present paper this construction is extended to the Ehresmann-Schauenburg bialgebroid of a Hopf-Galois extension by constructing a crossed module for the bisections and the automorphisms of the bialgebroid.
The paper is organised as follow: In §2 we recall all the relevant concepts and notation on noncommutative principal bundles (Hopf-Galois extensions), gauge groups and bialgebroids that we need. In §3, we first have Ehresmann-Schauenburg bialgebroids and the group of their bisections, then we show that when the base algebra belongs to the centre of the total space algebra, the gauge group of a noncommutative principal bundle is group isomorphic to the group of bisections of the corresponding Ehresmann-Schauenburg bialgebroid. In §4 we consider Galois objects, which can be viewed as noncommutative principal bundles over a point. Several examples are studied here, such as Galois objects for a cocommutative Hopf algebra, in particular group Hopf algebras, regular Galois objects (Hopf algebras as self-Galois objects) and Galois objects of Taft algebras. In §5, we study the crossed module structure in terms of the bisection and the automorphism groups of an Ehresmann-Schauenburg bialgebroid. When restricting to a Hopf algebra, we show that characters and automorphisms also form a crossed module structure; and this can generate the representation theory of 2-groups (or crossed modules) on Hopf algebras. We work out in details this construction for the Taft algebras.
Algebraic preliminaries
We recall here know facts from algebras and coalgebras and corersponding modules and comodules. We also recall the more general notions of rings and corings over an algebra as well as the associated notion of bialgebroid. We move then to Hopf-Galois extensions, as noncommutative principal bundles and the definitions of gauge groups.
2.1. Algebras, coalgebras and all that. To be definite we work over the field C of complex numbers but in the following this could be substituted by any field k. Algebras are assumed to be unital and associative with morphisms of algebras taken to be unital, and co-algebras are assumed to be counital and coassociative with morphism of co-algebras taken to be co-unital. For the coproduct of a coalgebra ∆ : H → H ⊗ H we use the Sweedler notation ∆(h) = h (1) ⊗ h (2) (sum understood), and its iterations: (2) ⊗ · · · ⊗ h (n+1) . We denote by * the convolution product in the dual vector space H ′ := Hom(H, C), (f * g)(h) := f (h (1) )g(h (2) ).
Given an algebra A, a left A-module is a vector space V carrying a left A-action, that is with a C-linear map
(2.1) Dually, with a bialgebra H, a right H-comodule is a vector space V carrying a right H-coaction, that is with a C-linear map
In Sweedler notation, v → δ V (v) = v (0) ⊗ v (1) , and the right H-comodule properties read, v (0) ⊗ (v (1) ) (1) ⊗ (v (1) ) (2) = (v (0) ) (0) ⊗ (v (0) ) (1) ⊗ v (1) =: v (0) ⊗ v (1) ⊗ v (2) , v (0) ǫ(v (1) 
for all v ∈ V . The C-vector space tensor product V ⊗ W of two H-comodules is a H-comodule with the right tensor product H-coaction (1) w (1) .
a H-comodule map ψ : V → W between two H-comodules is a C-linear map ψ : V → W which is H-equivariant (or H-colinear), that is,
In particular, a right H-comodule algebra is an algebra A which is a right H-comodule such that the multiplication and unit of A are morphisms of H-comodules. This is equivalent to requiring the coaction δ A : A → A ⊗ H to be a morphism of unital algebras (where A⊗H has the usual tensor product algebra structure). Corresponding morphisms are H-comodule maps which are also algebra maps.
In the same way, a right H-comodule coalgebra is a coalgebra C which is a right H-comodule and such that the coproduct and the counit of C are morphisms of Hcomodules. Explicitly, this means that, for each c ∈ C,
Corresponding morphisms are H-comodule maps which are also coalgebra maps. Clearly, there are right A-modules and left H-comodule versions of the above ones.
Next, let H be a bialgebra and let A be a right H-comodule algebra. An (A, H)relative Hopf module V is a right H-comodule with a compatible left A-module structure. That is the left action (1) .
(
2.4)
A morphism of (A, H)-relative Hopf modules is a morphism of right H-comodules which is also a morphism of left A-modules. In a similar way one can consider the case for the algebra A to be acting on the right, or with a left and right A-actions. Finally, we denote by ⊗ the tensor product over C. If A is an algebra and M is a A-bimodule, the corresponding balanced tensor product M ⊗ A M is given by
We end this part on preliminaries by recalling the notions of bialgebroids (cf. [6] , [5] ).
For an algebra B a B-ring is a triple (A, µ, η). Here A is a B-bimodule with B-bimodule maps µ : A ⊗ B A → A and η : B → A, satisfying the following associativity
and unit conditions,
there is a bijective correspondence between B-rings (A, µ, η) and algebra morphisms η : B → A. Starting with a B-ring (A, µ, η), one obtains a multiplication map A ⊗ A → A by composing the canonical surjection A ⊗ A → A ⊗ B A with the map µ. Conversely, starting with an algebra map η : B → A, a B-bilinear associative multiplication µ : A ⊗ B A → A is obtained from the universality of the coequaliser A ⊗ A → A ⊗ B A which identifies an element ar ⊗ a ′ with a ⊗ ra ′ .
Dually, for an algebra B a B-coring is a triple (C, ∆, ǫ). Here C is a B-bimodule with B-bimodule maps ∆ : C → C ⊗ B C and ǫ : C → B, satisfying the following coassociativity and counit conditions,
Finally, let B be an algebra. A left B-bialgebroid L consists of an (B ⊗ B op )-ring together with a B-coring structures on the same vector space L with mutual compatibility conditions. From what said above, an (B ⊗ B op )-ring L is the same as an algebra map η : B ⊗ B op → L. Equivalently, one may consider the restrictions
which are algebra maps with commuting ranges in L, called the source and the target map of the (B ⊗ B op )-ring L. Thus a (B ⊗ B op )-ring is the same as a triple (L, s, t) with L an algebra and s : B → L and t : B op → L both algebra maps with commuting range.
Thus, for a left B-bialgebroid L the compatibility conditions are required to be (i) The bimodule structures in the B-coring (L, ∆, ǫ) are related to those of the
(ii) Considering L as a B-bimodule as in (2.8) , the coproduct ∆ corestricts to an algebra map from L to
(iii) The counit ǫ : L → B is a left character on the B-ring (L, s, t), that is it satisfies the properties, for b ∈ B and a, a ′ ∈ L,
(left B-linearity) (3) ǫ(as(ǫ(a ′ ))) = ǫ(aa ′ ) = ǫ(at(ǫ(a ′ ))), (associativity) .
We finish this part with an additional concept that we shall use later on in Section 5.1. 
In fact the map ϕ is uniquely determined by Φ via ϕ = ǫ • Φ • s and one can just say that Φ is a bialgebroid automorphism. Automorphisms of a bialgebroid L form a group by composition that we simply denote Aut(L).
Remark 2.2. Here the pair of algebra maps (Φ, ϕ) can be viewed as a bialgebroid map (cf. [15] , §4.1) between two copies of L with different source and target map (and so Bbimodule structure). If s, t are the source and target maps on L, one defines new source and target maps on L by s ′ := s • ϕ and t ′ := t • ϕ with the new bimodule structure given by b ⊲ ϕ c ⊳ ϕb := s ′ (b)t ′ (b)a, for any b,b ∈ B and a ∈ L (see (2.8) ). Therefore we get a new left bialgebroid with product, unit, coproduct and counit not changed.
The condition (iii) is well defined once the conditions (i) and (ii) are satisfied (the balanced tensor product in (iii) is induced by s ′ and t ′ ). Condition (iii) and (iv) imply Φ is a coring map, therefore (Φ, ϕ) is an isomorphism between the starting and the new bialgebroids.
2.2.
Hopf-Galois extensions. In this section we will give a brief recall of Hopf-Galois extensions, as noncommutative principal bundles. These are H-comodule algebras A with a canonically defined map χ : A ⊗ B A → A ⊗ H which is required to be invertible. 
Definition 2.3. Let H be a Hopf algebra and let A be a H-comodule algebra with coaction
is bijective.
Remark 2.4. In the following, we shall always implicitly assume that for the Hopf Galois extension B ⊆ A, the algebra A is faithfully flat as a left B-module. This means that taking the tensor product ⊗ B A with a sequence of right B-modules produces an exact sequence if and only if the original sequence is exact. Finite-rank, free or projective modules are examples of faithfully flat modules.
The canonical map χ is a morphism of relative Hopf modules for A-bimodules and right H-comodules (cf. [1] ). Both A ⊗ B A and A ⊗ H are A-bimodules. The left A-module structures are the left multiplication on the first factors while the right A-actions are: 1) . As for the H-comodule structure, the natural right tensor product H-coaction as in (2.3): 
The right H-coaction on A ⊗ H is then given, for all a ∈ A, h ∈ H by
Since the canonical Galois map χ is left A-linear, its inverse is determined by the restriction τ :
The translation map enjoys a number of properties that we list here for later use. Firstly, it was shown in [4, Prop. 3.6 ] that,
On an element h ∈ H these respectively read 
20)
for any h, k ∈ H and a ∈ A. Two H-Hopf-Galois extensions A, A ′ of a fixed algebra B are isomorphic provided there exists an isomorphism of H-comodule algebras A → A ′ . This is the algebraic counterpart for noncommutative principal bundles of the geometric notion of isomorphism of principal G-bundles with fixed base space. As in the geometric case this notion is relevant in the classification of noncommutative principal bundles, (cf. [8] ).
In the present paper we shall be mainly interested in Galois object: given a Hopf algebra H, a H-Galois object is a H-Hopf-Galois extension of C. These could be thought of a noncommutative principal bundle over a point. It is well known (cf. [8] ) that the set Gal H (C) of isomorphic classes of H-Galois objects need not be trivial. This is in contrast to the fact that any (usual) fibre bundle over a point is trivial.
2.3. The gauge groups. In [4] gauge transformations for a noncommutative principal bundles were defined to be invertible and unital comodule maps, with no additional requirement. In particular they were not asked to be algebra morphisms. A drawback of this approach is that the resulting gauge group might be very big, even in the classical case; for example the gauge group of the a G-bundle over a point would be much bigger than the structure group G. On the other hand, in [2] gauge transformations were required to be algebra homomorphisms. This implies in particular that they are invertible.
In the line of the paper [2] we are lead to the following definition. of 'vertical' ones, that is that in addition are left B-module morphisms.
Thus elements F ∈ Aut H (A) preserve the (co)-action of the structure quantum group since they are such that (1) ). And if in Aut ver (A) they also preserve the base space algebra B. These will be called the gauge group and the vertical gauge group respectively: in parallel with [2, Prop. 3.6] , Aut H (A) and Aut ver (A) are groups when B is restricted to be in the centre of A by the following proposition:
Proposition 2.6. Let B = A coH ⊆ A be a H-Hopf-Galois extension with B in the centre of A. Then Aut H (A) is a group with respect to the composition of maps
where τ is the translation map, that is for all a ∈ A,
In particular the vertical homomorphisms Aut ver (A) form a subgroup of Aut H (A).
Proof. The group multiplication is clearly well defined with unit the identity map on A.
Next, we compute that somewhat 'implicitly',
where the 2nd step uses that F is H-equivalent map, the 3rd step uses (2.15); since δ A is right B-linear, everything is well defined. Now, being B the coinvariant subalgebra of A for the coaction, we have the exact sequence,
And, since A is faithful flat as left B-module, we also have exactness of the sequence,
shows that a (0) F (a (1) <1> ) ⊗ B a (1) <2> ∈ B ⊗ B A and thus F −1 in (2.24) is well defined. Let us check that F −1 is an algebra map:
where the 2nd step uses (2.18), and the last step uses the fact that a
where the 2nd step uses the H-equivariance of F , and the last step uses (2.20). Finally,
Thus F −1 is the inverse map of F ∈ Aut H (A). The map F −1 is H-equivariant as well so it belongs to Aut H (A). Indeed, for any a ∈ A we have
where the last step uses the H-equivariance of F . Applying F −1 ⊗ id H on both sides of the last equation we get
As for the vertical automorphisms, clearly Aut ver (A) is closed for map compositions and one sees that F −1 ∈ Aut ver (A) when F ∈ Aut ver (A). Thus Aut ver (A) is also a group.
Remark 2.7. A similar proposition was first given in [2] , for a Hopf algebra H which is a coquasitriangular Hopf algebra, and A is a quasi-commutative H-comodule algebra. As a consequence, B belongs to the centre of A. In the present paper, we only require B to belongs to the centre of A without assuming H to be a coquasitriangular Hopf algebra.
For the sake of the present paper, where we are concerned mainly with Galois objects, and seek to study their gauge groups with relations to bisections of suitable groupoids, there is no restriction in assuming that the base space algebra B be in the centre.
Ehresmann-Schauenburg bialgebroids
To any Hopf-Galois extension B = A co H ⊆ A one associates a B-coring [5, §34.13] and a bialgebroid [5, §34.14] . These can be viewed as a quantization of the gauge or Ehresmann groupoid that is associated to a principal fibre bundle (cf. [10] ).
3.1. Ehresmann corings. The coring can be given in few equivalent ways. Let B = A co H ⊆ A be a Hopf-Galois extension with right coaction δ A : A → A ⊗ H. Recall the diagonal coaction (2.11), given for all a, a ′ ∈ A by 
, we get
where the first step uses (2.16 ). This shows that (1) and using the fact that χ −1 is left A-linear and (2.18), we get
where in the first step (2.20) is used. This shows that C ⊆ (A ⊗ A) coH .
We have then the following definition [5, §34.13] .
and counit ǫ(a ⊗ã) = aã. By applying the map m A ⊗ id H to elements of (3.1), it is clear that aã ∈ B. The above B-coring is called the Ehresmann or gauge coring; we denote it C(A, H). Whenever the structure Hopf algebra H has an invertible antipode, the Ehresmann coring can also be given as an equaliser (see [7] ). Indeed, let H be a Hopf algebra with invertible antipode. And let B = A co H ⊆ A be a H-Hopf-Galois extension, with right coaction δ A : A → A ⊗ H, a → δ A (a) = a (0) ⊗ a (1) . Via the inverse of S one has also a left H coaction A δ : A → H ⊗ A, A δ(a) := S −1 (a (1) ) ⊗ a (0) . One also shows that
Using the left B-linearity of δ A and the right B-linearity of A δ one has a B-bimodule,
using (2.15) in the first step and (2.17) in the second one. As for the right hand side, we
Now, using (2.16) in the second step, we have
Finally the coproduct (3.3) translates to the coproduct on A H H A written as,
The Ehresmann coring of a Hopf-Galois extension is in fact a bialgebroid, called the Ehresmann-Schauenburg bialgebroid (cf. [5, 34.14] ). One see that
. The target and the source maps are given by
We refer to [5, 34.14] for the checking that all defining properties are satisfied.
3.2.
The groups of bisections. The bialgebroid of a Hopf-Galois extension can be view as a quantization (of the dualization) of the classical gauge groupoid, recalled in Appendix A, of a (classical) principal bundle. Dually to the notion of a bisection on the classical gauge groupoid there is the notion of a bisection on the Ehresmann-Schauenburg bialgebroid. And in particular there are vertical bisections. These bisections correspond to automorphisms and vertical automorphisms (gauge transformations) respectively.
Definition 3.5. Let C(A, H) be the left Ehresmann-Schauenburg bialgebroid associate to a Hopf-Galois extension
In general the collections of all bisections do not have additional structure. As a particular case that parallels Proposition 2.6 we have the following. Proposition 3.6. Consider the left Ehresmann-Schauenburg bialgebroid C(A, H) associate to a Hopf-Galois extension B = A coH ⊆ A. If B belong to the centre of A, then the set of all bisections of C is a group, denoted B(C(A, H)), with product defined by
for any bisections σ 1 , σ 2 and any element a ⊗ã ∈ C(A, H). The unit of this group is the counit of the bialgebroid. And for any bisection σ, its inverse is given by
Proof. The second equality in (3.10) follows from the fact that bisections are taken to be algebra maps. The expressions on the right hand side of (3.10) and (3.11) are well defined. For any bisection σ and any b ∈ B, a ∈ A the condition σ • t = id B yields:
As for the multiplication in (3.10): for bisections σ 1 , σ 2 and any b ∈ B, we have
Being both σ 1 • s and σ 2 • s automorphisms of B, we have (
Also, the multiplication is associative: let σ 1 , σ 2 , σ 3 be bisections, and let a ⊗ã ∈ C(A, H). From
we have (using in the second step that σ 3 • s is an algebra map):
The assumption that B belongs to the centre of A implies that the product σ 1 * σ 2 is an algebra map. Indeed, for a ⊗ã and a ′ ⊗ã ′ ∈ C one has,
The 2nd step uses (2.18), the 3rd step uses the fact that σ 1 and σ 2 are both algebra maps, the last step uses that B belongs to the centre. Thus σ 1 * σ 2 is a well defined algebra map. Next, we check ǫ is the unit of this multiplication. Firstly, since B is taken to belong to the centre of A the counit ǫ is an algebra map. Indeed, for any a ⊗ã ∈ C(A, H),
the 2nd step using that B belongs to the centre. Then,
where the 3rd step uses the definition of C. Similarly, for any a ⊗ã ∈ C(A, H):
and for the last equality we use
Thus ǫ is the unit. Next, let us check that the inverse of a bisection σ as given in (3.11) , is well defined.
where the 1st step uses that σ is valued in B, the 2nd use (2.14), the last one uses (3.1).
where the 4th step uses (2.15), the 5th step uses that B belongs to the centre of A, the 6th and 7th steps use (2.17) . On the other hand,
where the second step uses σ −1 (s(b)) = (σ • s) −1 (b), the 3rd step uses that B belongs to the centre of A, the 4th step uses (2.18), and the 5th step uses that aã ∈ B. Finally, the map σ −1 is an algebra map:
the second step uses (2.18), the 3rd step uses σ is an algebra map, the 5th one uses that the image of σ and a ′ σ(ã
<2> are in B, which is in the centre of A.
Remark 3.7. Having asked that bisections are algebra maps, they are B-linear in the sense of the coring bimodule structure in (2.8) . That is, for any bisection σ and b ∈ B,
Among all bisections an important role is played by the vertical ones.
Then the following statement is immediate. A, H) ), with the restricted product given by
for any vertical bisections σ 1 , σ 2 . Moreover, the inverse of a vertical bisection is given by
Proof. The right hand side of both (3.13) and (3.14) is seen to be a vertical bisection.
Remark 3.10. We notice that the product (3.13) on vertical bisections is just the convolution product due to the second expression for the coproduct in (3.3),
We show directly that the product in (3.15) is well defined, Indeed, for b ∈ B we have
with the 4th step coming from σ 2 being vertical.
3.3.
Bisections and gauge groups. Recall the Definition 2.5 and the Proposition 2.6 concerning the gauge group of a Hopf-Galois extension. We have the following results. for any a ⊗ã ∈ C(A, H). This is well defined since
where the last equality use (3.1), thus F (a)ã ∈ B. And σ F is an algebra map, since
where the 5th equality uses that B is in the centre of A. It is clear that σ F • t = id B and σ F • s = F | B ∈ Aut(B). Thus σ F is a well defined bisection. By the definition (3.16),
and for any a ⊗ã ∈ C(A, H) we have
where the 5th step uses (2.17). Conversely, given a bisection σ, one can define an algebra map F σ :
We have already seen (cf. (3.12)) that the right hand side of (3.17) is well defined. Clearly
where in the third step we use (2.18). Also, F σ is H-equivalent:
where the 2nd step uses (2.14), thus F σ ∈ Aut H (A). The map α is an isomorphism. Indeed for any a⊗ã ∈ C(A, H) and any σ ∈ B(C(A, H)):
where the last step uses (3.2). On the other hand, for any a ∈ A and any F ∈ Aut H (A):
Finally, for a vertical automorphism F ∈ Aut ver (A), it is clear that the corresponding σ F ∈ B ver (C(A, H)), and conversely from σ ∈ B ver (C(A, H)) we have F σ ∈ Aut ver (A).
3.4.
Extended bisections and gauge groups. We have already mentioned that gauge transformations for a noncommutative principal bundles could be defined without asking them to be algebra homomorphisms [4] . Mainly for the sake of completeness we record here a version of them via bialgebroid and bisections. To distinguish them from the analogous concepts introduced in the previous section, and for lack of a better name, we call the extended gauge transformation and extended bisections.
In the same vein of [4] we have the following definition. In parallel with this we have then the following. 
will be denote by B ext (C(A, H) ), while B ext ver (C(A, H) ) will denote those which are invertible and vertical, that is such that σ • s = id B as well. Proof. We need to check that σ 1 * σ 2 is B-linear in the sense of the definition. Now, for any a ⊗ a ′ ∈ C and b ∈ B we have
Similarly,
Were the last step uses the identity (σ 1 * σ 2 ) • s (b) = (σ 2 • s)(σ 1 • s)(b), and the last but one one the fact that σ • s ∈ Aut(B) and that B is in the centre.
Remark 3.15. We remark that (3.11) is now not the inverse for the product in (3.18) since, in contrast to Proposition 3.6 we are not asking the bisections be algebra maps.
Finally, in analogy with Proposition 3.11 we have the following. (C(A, H) ). The isomorphism restricts to an isomorphism α v : Aut ext ver (A) → B ext ver (C(A, H) ) between vertical subgroups.
Proof. This uses the same methods as Proposition 3.11. Given F ∈ Aut ext H (A), define its image as in (3.16) : σ F (a ⊗ã) = F (a)ã. Being B in the centre, for all b ∈ B we have,
that is, σ F (a⊗ã)⊳b = σ F (a⊗ã) b, and σ F b⊲(a⊗ã) = σ F (a⊗ã) (σ F •s)(b). Conversely, for σ ∈ B ext (C(A, H) ), define its image as in (3.17) 
, due to B in the centre of A. The rest of the proof goes as that of Proposition 3.11. (minus the algebra map parts).
Bisections and gauge groups of Galois objects
From now on we shall concentrate on Galois objects of a Hopf algebra H. These are noncommutative principal bundles over a point. In contrast to the classical result that any fibre bundle over a point is trivial, the set Gal H (C) of isomorphic classes of H-Galois objects need not be trivial (cf. [3] , [8] ). We shall illustrate later on this non-triviality with examples coming from group algebras and Taft algebras. 
With coaction δ A : A → A⊗H, δ A (a) = a (0) ⊗a (1) , and translation map τ : H → A⊗A, τ (h) = h <1> ⊗h <2> , for the Ehresmann-Schauenburg bialgebroid of a Galois object, being B = C one has (see also [13, Def. 3.1]):
The coproduct (3.3) and counit (3.4) become ∆ C (a ⊗ã) = a (0) ⊗ a (1) <1> ⊗ a (1) <2> ⊗ã, and ǫ C (a ⊗ã) = aã ∈ C respectively, for any a ⊗ã ∈ C(A, H). But now there is also an antipode [13, Thm. 3.5] given, for any a ⊗ã ∈ C(A, H), by
Thus the Ehresmann-Schauenburg bialgebroid of a Galois object is a Hopf algebra. Now, given that C(A, H) = (A ⊗ A) coH , Lemma 4.2 yields an isomorphism
We finally collect some results of [13] (cf. Lemma 3.2 and Lemma 3.3) in the following: which is universal in the following sense: Given an algebra M and a H-equivariant algebra map φ : A → M ⊗ A, there is a unique algebra map Φ :
The ground field C being undoubtedly in the centre, for the bisections of the Ehresmann-Schauenburg bialgebroid C(A, H) of a Galois object A, we can use all results of previous sections. Clearly, any bisection of C(A, H) is now vertical as it is vertical any automorphism of the principal bundle A. In fact bisections, being algebra maps, are just characters of the Hopf algebra C(A, H) with convolution product in (3.13) and inverse in (3.14) that, with the antipode in (4.3) can be written as σ −1 = σ • S C , as is the case for characters. From Proposition 3.11 we have then the isomorphism Aut H (A) ≃ B(C(A, H)) = Char (C(A, H) ). with Char ext (C(A, H) ) the group of convolution invertible unital maps φ : C(A, H) → C.
4.2.
Hopf algebras as Galois objects. Any Hopf algebra H is a H-Galois object with coaction given by its coproduct. Then H is isomorphic to the corresponding left bialgebroid C(H, H). Let H be a Hopf algebra with coproduct ∆(h) = h (1) ⊗ h (2) . For the corresponding coinvariants:
is bijective with inverse given by χ −1 (g ⊗ h) := g S(h (1) ) ⊗ h (2) . Thus H is a H-Galois object.
With A = H, the corresponding left bialgebroid becomes
We have a linear map φ : C(H, H) → H given by φ(g ⊗ h) := g ǫ(h). The map φ has inverse φ −1 : H → C(H, H), defined by φ −1 (h) := h (1) ⊗ S(h (2) ). This is well defined since
Here the last equality is obtained from the condition g (1) ⊗ S(g (2) ) ⊗ g (3) h = g ⊗ h ⊗ 1 H (for any g ⊗ h ∈ C(H, H), as in the second line of (4.7)) by applying id H ⊗ id H ⊗ ǫ on both sides and then multiplying the second and third factors:
The map φ is an algebra map:
It is also a coalgebra map: 
where the first step uses (2.14) , and the second step uses (2.15). While τ is not an algebra map, being H cocommutative, it is a coalgebra map. Indeed, for any h ∈ H,
where the 2nd step uses (2.15):
; the 4rd step uses H is cocommutative: we change the lower indices 2 and 3; and the 5th one uses:
On the other hand, since H is cocommutative, A is also a left H-Galois object with coaction δ L (a) = a (1) ⊗ a (0) and bijective canonical map χ L (a ⊗ã) = a (1) ⊗ a (0)ã . The corresponding translation map is then τ L = τ • S where S = S −1 (since H is cocommutative) is the antipode of H. The map τ L is a coalgebra map being the composition of two such maps (for S this is the case again due to H cocommutative). be its group algebra. Its elements are finite sums λ g g with λ g complex number. We assume that {g , g ∈ G} is a vector space basis. The product in C[G] follows from the group product in G, with algebra unit 1 C[G] = e. The coproduct, counit, and antipode, making C[G] a Hopf algebra are defined by ∆(g) = g ⊗ g, ǫ(g) = 1, S(g) = g −1 .
An [12, Thm.8.1.7] ). Thus C[G]-Hopf-Galois extensions are the same as G-strongly graded algebras.
In particular, if A is a C[G]-Galois object, that is A e = C, each component A g is one-dimensional. If we pick a non-zero element u g in each A g , the multiplication of A is determined by the products u g u h for each pair g, h of elements of G. We then have
for a non vanishing λ(g, h) ∈ C. We get then a map λ : G × G → C × which is in fact a two cocycle λ ∈ H 2 (G, C × ). Indeed, associativity of the product requires that λ satisfies a 2-cocycle condition, that is for any g, h ∈ G, λ(g, h)λ(gh, k) = λ(h, k)λ(g, hk). If we choose a different non-zero element v g ∈ A g , we shall have v g = µ(g)u g , for some non-zero µ(g) ∈ C. The multiplication (4.10) will become v g v h = λ ′ (g, h)v gh with λ ′ (g, h) = µ(g)µ(h)(µ(gh)) −1 λ(g, h), (4.12) that is the two 2-cocycles λ ′ and λ are cohomologous. It is easy to check that for any map µ(g) : G → C × the assignment (g, h) → µ(g)µ(h)(µ(gh)) −1 , is a coboundary, that is a 'trivial' 2-cocycle which is cohomologous to λ(g, h) = 1. Thus the multiplication in A depends only on the second cohomology class of λ ∈ H 2 (G, C × ), the second cohomology group of G with values in C × . We conclude that the equivalence classes of C[G]-Galois objects are in bijective correspondence with the cohomology group H 2 (G, C × ). On the other hand, for the free abelian group of rank r ≥ 2, one has
Hence, there are infinitely many isomorphism classes of C[Z r ]-Galois objects.
Since H = C[G] is cocommutative, we know from above that the corresponding bialgebroids C(A, H) are all isomorphic to H as Hopf algebra. It is instructive to show this directly. Clearly, for any u g ⊗ u h ∈ C(A, H) the coinvariance condition H) is generated as vector space by elements u g ⊗ u g −1 , g ∈ G, with multiplication
Proof. Firstly, we can always rescale u e to λ(e, e) u e so to have λ(e, e) = 1. Then the cocycle condition (4.11) yields λ(g, e) = λ(e, g) = λ(e, e) = 1, for any g ∈ G. Next, with u g u h = λ(g, h)u gh and u h −1 u g −1 = λ(h −1 , g −1 )u (gh) −1 , on the one hand we have
showing Λ(g, h) is trivial since Λ(g, h) = µ(g)µ(h)(µ(gh)) −1 with µ(g) = λ(g, g −1 ).
Consequently, by rescaling the generators u g → v g = λ(g, g −1 ) − 1 2 u g the multiplication rule (4.10) becomes v g v h = λ ′ (g, h) v gh , with λ ′ (g, h) = Λ(g, h) − 1 2 λ(g, h) that we rename back to λ(g, h) from now on. As for the bialgebroid product in (4.13) one has, 14) and the isomorphism Φ −1 :
As in (4.8), the group of bisections B (C(A, H) ) of C (A, H) , and the gauge group Aut H (A) of the Galois object A coincide with the group of characters on C[G], which is in turn the same as Hom(G, C × ) the group (for point-wise multiplication) of group morphisms from G to C × .
Explicitly, since F ∈ Aut H (A) is linear on A, on a basis {v g } g∈G of A, it is of the form
for complex numbers, f h (g) ∈ C. Then, the H-equivariance of F ,
requires F (v g ) belongs to A g and we get f h (g) = 0, if h = g while f g := f g (g) ∈ C × from the invertibility of F . Finally F is an algebra map:
implies f gh = f g f h , for any g, h ∈ G. Thus we re-obtain that Aut H (A) ≃ Hom(G, C × ). Note that the requirement F (v e = 1 A ) = 1 = F e implies that F g −1 = (F g ) −1 .
On the other hand, the group Aut ext H (A) and then B ext (C(A, H) ) can be quite big. If F ∈ Aut ext H (A) that is one does not require F to be an algebra map, the corresponding f g can take any value in C × with the only condition that f e = 1.
Taft algebras.
Let N ≥ 2 be an integer and let q be a primitive N-th roots of unity. The Taft algebra T N is the N 2 -dimensional unital algebra generated by generators x, g subject to relations:
It is a Hopf algebra with coproduct:
counit:
ǫ(x) := 0, ǫ(g) := 1 ;
and antipode:
This Hopf algebra is neither commutative nor cocommutative. The four dimensional algebra T 2 is also known as the Sweedler algebra.
For any s ∈ C, let A s be the unital algebra generated by elements X, G with relations:
The algebra A s is a right T N -comodule algebra, with coaction defined by
Clearly, the corresponding coinvariants are just the ground field C and so A s is a T N -Galois object. It is known (cf. [9] , Prop. 2.17, Prop. 2.22, as well as [14] ) that any T N -Galois object is isomorphic to A s for some s ∈ C and that any two such Galois Lemma 4.7. The translation map of the coaction (4.15) is given on generators by
Proof. We just apply the corresponding canonical map to obtain:
as it should be.
We have then the following: Proof. It is easy to see that the elements
are coinvariants for the right diagonal coaction of T N on A s ⊗ A s and that they generate C(A s , T N ) = (A s ⊗ A s ) co T N as an algebra. These elements satisfy the relations:
Indeed, the last two relations are easy to see. As for the first one, shifting powers of G −1 to the right one finds
for explicit coefficients c r depending on q. Then, using the same methods as in [16] one shows that, being q a primitive N-th roots of unity, all coefficients c r vanish and so Ξ N = X N ⊗ G −N + (−1) N ⊗ (XG −1 ) N which then vanishes from X N = 0. Thus the elements Ξ and Γ generate a copy of the algebra T N and the isomorphism Φ maps Ξ to x and Γ to g. The map Φ is also a coalgebra map. Indeed, ∆(Φ(Γ)) = ∆(g) = g ⊗ g, while, using Lemma 4.7,
while, using Lemma 4.7 in the third step,
). Finally: ǫ C (Γ) = 1 = ǫ(g) and ǫ C (Ξ) = 0 = ǫ(x). This concludes the proof.
The group of characters of the Taft algebra T N is the cyclic group Z N : indeed any character φ must be such that φ(x) = 0, while φ(g) N = φ(g N ) = φ(1) = 1. Then for the group of gauge transformations of the Galois object A s , the same as the group of bisections of the bialgebroid C(A s , T N ), due to Proposition 4.8 we have,
On the other hand, elements F of Aut ext T N (A s ) ≃ B ext (C(A s , T N ), due to equivariance F (a) (0) ⊗ F (a) (1) = F (a (0) ) ⊗ a (1) for any a ∈ A s , can be given as a block diagonal matrix
All matrices M j have in common the diagonal elements a j (ciclic permuted) which are all different from zero for the invertibility of M j . For the subgroup Aut T N (A s ) the M j are diagonal as well with a k = (a 1 ) k and (a 1 ) N = 1 so that M j ∈ Z N . The reason all M j share the same diagonal elements (up to permutation) is the following: firstly, the 'diagonal'
form of the coaction of G in (4.15) imply that the image F (G k ) is proportional to G k , say F (G k ) = α k G k for some constant α k . Then, do to the first term in the coaction of X in (4.15), the 'diagonal' component along the basis element X l G k of the image F (X l G k ) is given again by α k for any possible value of the index l. Let us illustrate the construction for the cases of N = 2, 3. Firstly, F (1) = 1 since F is unital. When N = 2, on the basis {1, X, G, XG}, the equivariance F (a) (0) ⊗ F (a) (1) = F (a (0) ) ⊗ a (1) for the coaction (4.15) becomes
. Then comparing generators, the equivariance gives
while the remaining coefficients are related by the system of equations
One readily finds solutions
with α, β, γ arbitrary complex numbers. Thus a generic element F of Aut ext T 2 (A s ) can be represented by the matrix:
Asking F to be invertible requires α = 0. On the other hand, any F ∈ Aut T 2 (A s ) is an algebra map and so is determined by its values on the generators G, X. From F (G) = αG and F (X) = γG + X: requiring s = F (X 2 ) = (γG + X) 2 = γ + (GX + XG) + s yields γ = 0; then β + αXG = F (XG) = αXG yields β = 0; and 1 = F (G 2 ) = (αG) 2 leads to α 2 = 1. Thus F (X) = X and F (G) = αG, with α 2 = 1 and we conclude that
When N = 3, a similar, if longer computation, gives for Aut exp T 3 (A s ) an eight parameter group with its elements F of the form F :
One needs α j = 0, j = 1, 2 for invertibility. By going as before, for any F ∈ Aut T N (A s ) one starts from it values on the generators, F (G) = α 1 G and F (X) = γG+X, to conclude that F is a diagonal matrix (in particular F (X) = X) with α 2 = (α 1 ) 2 and 1 = (α 1 ) 3 ; thus Aut T 3 (A s ) ≃ Z 3 .
Crossed module structures on bialgebroids
Isomorphisms of (a usual) groupoid with natural transformations between them form a strict 2-groupoid. In particular, automorphisms of the groupoid with its natural transformations, form a strict 2-group or, equivalently, a crossed module (cf. [11] , Definition 3.21). The crossed module combines automorphisms of the groupoid and bisections since the latter are the natural transformations from the identity functor to automorphisms. The crossed module involves the product on bisections and the composition on automorphisms, and the group homomorphism from bisections to automorphisms together with the action of automorphisms on bisections by conjugation. Any bisection σ is the 2-arrow from the identity morphism to an automorphism Ad σ , and the composition of bisections can be viewed as the horizontal composition of 2-arrows.
In this section we quantise this construction for the Ehresmann-Schauenburg bialgebroid of a Hopf-Galois extension. We construct a crossed module for the bisections and the automorphisms of the bialgebroid. Notice that we do not need the antipode of bialgebroid, that is we do not need to defined the crossed module on Hopf algebroid and the crossed module on bialgebroid is a generalization of the crossed module on groupoid. In the next section, The construction can also be repeated for extended bisections.
Automorphisms and crossed modules.
Recall that a crossed module is the data (M, N, µ, α) of two groups M, N together with a group morphism µ : M → N and a group morphism α : N → Aut(M) such that, denoting α n : M → M for every n ∈ N, the following conditions are satisfied:
(1) µ(α n (m)) = nµ(m)n −1 , for any n ∈ N and m ∈ M;
(2) α µ(m) (m ′ ) = mm ′ m −1 , for any m, m ′ ∈ M.
Then, with the definition of the automorphism group of a bialgebroid as given in Definition 2.1, we aim at proving the following. (C(A, H) ) that give a crossed module structure to B(C(A, H)), Aut (C(A, H) ) .
We give the proof in a few lemmas. (C(A, H) ), denote ad σ = σ • s ∈ Aut(B) and let F σ be the associated gauge element in Aut H (A) (see (3.17) ). Define Ad σ : C(A, H) → C(A, H) by
Then the pair (Ad σ , ad σ ) is an automorphism of C(A, H).
Proof. Since F σ is an algebra automorphism, so is Ad σ . Then, for any b ∈ B,
and
So conditions (i) and (ii) of Definition 2.1 are satisfied. For condition (iii), using Hequivariance of F σ , with a ⊗ã ∈ C(A, H) we get
On the other hand,
Now, for any F ∈ Aut H (A), given h ∈ H, one has
By applying the canonical map χ and using equivariance of F we compute,
Being χ an isomorphism we get the relation (5.4) . Using this for the right hand sides of (5.2) and (5.3) shows that they coincide and condition (iii) is satisfied. Finally,
This finishes the proof.
Remark 5.3. The map Ad σ in (5.1) can also be written in the following useful ways:
= σ((a ⊗ã) (1) ) (a ⊗ã) (2) 
Indeed, for a ⊗ a ′ ∈ C(A, H), by inserting (2.17) and using the definition of the inverse φ −1 , we compute,
It is easy to see that Ad σ • Ad τ = Ad τ * σ for any σ 1 , σ 2 ∈ B (C(A, H) ), while (Ad σ ) −1 = Ad σ −1 and Ad ǫ = id C(A,H) . And, of course ad σ • ad τ = ad τ * σ , with (ad σ ) −1 = ad σ −1 and ad ǫ = id B . Thus Ad is a group morphism Ad : B(C(A, H)) → Aut (C(A, H) ). Next, given an automorphism (Φ, ϕ) of C(A, H) with inverse (Φ −1 , ϕ −1 ), we define an action of (Φ, ϕ) on the group of bisections B(C(A, H)) as follow:
for any σ ∈ B (C(A, H) ). The result is an algebra map since it is a composition of algebra map. Moreover, for any
And one checks that
Lemma 5.4. Given any automorphism (Φ, ϕ), the action defined in (5.6) is a group automorphism of B (C(A, H) ).
Proof. Let σ, τ ∈ B (C(A, H) ), and c ∈ C(A, H), we compute:
where the last but one step uses condition (iii) of Definition 2.1. Also,
Finally, for any two automorphism (Φ, ϕ) and (Ψ, ψ) of C(A, H), we have
In particular Φ −1 ⊲ (Φ⊲ (σ)) = σ and so the action is an automorphism of B (C(A, H) ).
Lemma 5.5. For any automorphism (Φ, ϕ), and any σ ∈ B(C(A, H)) we have
Proof. With a ⊗ã ∈ C(A, H), from (5.5) we get (Ad σ • Φ)(a ⊗ã) = σ((Φ(a ⊗ã)) (1) ) (Φ(a ⊗ã)) (2) (σ • s) • σ −1 ((Φ(a ⊗ã)) (3) ), (5.8) while, using (5.6) and (5.7), we have Ad Φ⊲σ (a ⊗ã) = (Φ ⊲ σ)((a ⊗ã) (1) ) (a ⊗ã) (2) 
Since Φ is a bimodule map:
That the right hand sides of (5.8) and (5.9) are equal follows from the equavariance condition (iii) of Definition 2.1.
Lemma 5.6. Let σ, τ ∈ B (C(A, H) ), then Ad τ ⊲ σ = τ * σ * τ −1 .
Proof. With a ⊗ã ∈ C(A, H), using the definition (5.5) we compute
where we used (τ • s) −1 = τ −1 • s, σ • t = id B and definition (3.10) for the product.
Taken together the previous lemmas establish that a crossed module structure to B(C(A, H)), Aut (C(A, H) ), Ad, ⊲ , which is the content of Theorem 5.1.
5.2.
CoInner authomorphisms of bialgebroids. Given a Hopf algebra H and a character φ : H → C, one defines a Hopf algebra automorphisms (see [13, We know from the previous sections that for a Galois object A of a Hopf algebra H, the corresponding bialgebroid C(A, H) is a Hopf algebra. Also, the group of gauge transformations of the Galois object which is the same as the group of bisections can be identified with the group of characters of C(A, H) (see (4.5) ). It turns out that these groups are also isomorphic to CoInn (C(A, H) ). We have the following lemma: Proof. Let φ ∈ Char(C(A, H)); then φ −1 = φ • S C . Substituting the latter in (5.5), for a ⊗ a ′ ∈ C(A, H), we get Ad φ (a ⊗ã) = φ((a ⊗ã) (1) ) (a ⊗ã) (2) (φ • S C )((a ⊗ã) (3) ) = coinn(φ)(a ⊗ã), as claimed.
Example 5.8. Let us consider again the Taft algebra T N of Section 4.5. We know from Proposition 4.8 that for any T N -Galois object A s the bialgebroid C(T N , A s ) is isomorphic to T N and bisections of C(T N , A s ) are the same as characters of T N the group of which is isomorphic to Z N . A generic character is a map φ r : T N → C, given on generators x and g by φ r (x) = 0 and φ r (g) = r for r a N-root of unity r N = 1. The corresponding automorphism Ad φr = coinn(φ r ) is easily found to be on generators given by
It is known (cf. [14] , Lemma 2.1) that Aut(T N ) ≃ Aut Hopf (T N ) ≃ C × : Indeed, given r ∈ C × , one defines an authomorphism F r : T N → T N by F r (x) := rx and F r (g) := g.
Thus Ad : Char(T N ) → Aut(T N ) is the injection sending φ r to F r −1 . Moreover, for F ∈ Aut(T N ) and φ ∈ Char(T N ), one checks that Ad F ⊲φ (x) = Ad φ (x) and Ad F ⊲φ (g) = Ad φ (g). Thus, as a crossed module, the action of Aut(T N ) on Char(T N ) is trival and the crossed module (Char(C(T N , A s )), Aut(C(T N , A s )), Ad, id) is isomorphic to (Z N , C × , i, id), with inclusion i : Z N → C × given by i(r) := e −i2rπ/N and C × acting trivially on Z N .
5.3.
Crossed module structures on extended bisections. In parallel with the crossed module structure on bialgebroid automorphisms and bisections, there is a similar structure on the set of 'extended' bialgebroid automorphisms and extended bisections. This result is established in parallel and similarly to the proof of Theorem 5.1. Here we shall only point to the differences in the definitions and the proofs.
Thus, under the hypothesis of Theorem 5.9, for any bisection σ ∈ B ext (C(A, H) ), define Ad σ : C(A, H) → C(A, H), for any a ⊗ã ∈ C(A, H), by
in parallel with (5.5) . Then the pair of map (Ad σ , ad σ = σ • s) is an extended automorphism of C(A, H). In particular we have, for any c = a ⊗ã ∈ C(A, H),
where the 2nd step use (σ • s) • σ −1 (c (1) ) σ(c (2) ) = ǫ(c). With the latter, we have also,
Moreover, for two extended bisections σ and τ we have, for c ∈ C(A, H), with the 2nd step using Ad σ is a B-bimodule map. One also shows ad σ • ad τ = ad τ * σ and (Ad ǫ , ad ǫ ) = (id C(A,H) , id B ). Therefore (Ad σ , ad σ ) is invertible with inverse (Ad σ −1 , ad σ −1 ). When σ is an algebra map, (5.11) reduces to (5.1) (or equivalently to(5.5)). If (Φ, ϕ) is an extended automorphism of C(A, H) with inverse (Φ −1 , ϕ −1 ) the formula (5.6) is an action of (Φ, ϕ) on B ext (C(A, H) ), a group automorphism of B ext (C(A, H) ).
We only check F ⊲ σ is well defined as an extended bisection since the rest goes as in the previous section. For a ⊗ã ∈ C(A, H) and b ∈ B, a direct computation yields:
(Φ ⊲ σ)((a ⊗ã) ⊳ b) = (Φ ⊲ σ)(a ⊗ã) b (Φ ⊲ σ)(b ⊲ (a ⊗ã)) = (Φ ⊲ σ)(s(b)) (Φ ⊲ σ)(a ⊗ã).
Finally, with similar computation as those of Lemma 5.5 and Lemma 5.6 one shows that for any extended automorphism (Φ, ϕ), and any σ ∈ B ext (C(A, H)) one has
And that, with σ, τ ∈ B ext (C(A, H) ), one has Ad τ ⊲ σ = τ * σ * τ −1 .
Example 5.10. Consider a H-Galois object A and let C(A, H) be the corresponding bialgebroid, a Hopf algebra itself. Given an extended bisection σ ∈ B ext (C(A, H)) ≃ Char ext (H), the expression (5.11) reduces to Ad σ (a ⊗ã) = σ((a ⊗ã) (1) ) (a ⊗ã) (2) σ −1 ((a ⊗ã) (3) ) In analogy with (5.10) to which it reduces when φ is a character (and Lemma 5.7) we may thing of this unital invertible coalgebra map as defining an extended coinner authomorphism of C(A, H), coinn(σ)(c) := Ad σ (c) = σ(c (1) )c (2) σ −1 (c (3) ).
In Example 5.8 we constructed an Abelian crossed module for the Taft algebras. The following example present a non-Abelian crossed module for Taft algebras with respect to the extended characters and extended automorphisms.
Example 5.11. We know from Section 4.5 that the Schauenburg bialgebroid C(A s , T N ) of any Galois object A s for the Taft algebra T N , is isomorphic to T N itself. Thus Aut ext (C(A s , T N )) ≃ Aut ext (T N ) is the group of unital invertible coalgebra maps: maps Φ : T N → T N such that Φ(h (1) ) ⊗Φ(h (2) ) = Φ(h) (1) ⊗Φ(h) (2) for any h ∈ T N with Φ(1) = 1.
Let us illustrate this for the case N = 2. The coproduct of T 2 on the generators x, g will then require the following condition for an automorphism Φ: We see that the matrix (5.17) is of the form (5.14) with the restriction that a 2 = a −1 1 so that Ad φ has determinant 1. Clearly, the image of Char ext (T 2 ) form a subgroup of Aut ext (C(A s , T 2 )) ≃ Aut ext (T N ). Moreover, Ad : Char ext (T 2 ) → Aut ext (T 2 ) is an injective map. Finally, the action Ad Φ⊲σ will have as matrix just the product:
We conclude that as a crossed module the action on Char ext (T 2 ) is not trivial.
Appendix A. The classical gauge groupoid
We recall in this section some basic facts about the gauge groupoid associated to a principal bundle and to the corresponding group of bisections; we shall mostly follow the book [10] . Let π : P → M be a principal bundle over the manifold M with structure Lie group G. Consider the diagonal action of G on P × P given by (u, v)g := (ug, vg); denote by [u, v] the orbit of (u, v) and by Ω = P × G P the collection of orbits. Then Ω is a groupoid over M, -the gauge or Ehresmann groupoid of the principal bundle, with source and target projections given by 
