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Abstract 
 
The Analytic Hierarchy Process as an aid to decision makers has gained in popularity over the years. 
Recently the procedure has been generalised into the Interval Analytic Hierarchy Process. Rather than 
select a precise ratio for the comparisons between the alternatives offered to the decision maker an 
interval is proposed. One popular strategy in examining this problem is to adopt a simulation technique. 
Here two simulation methods are considered and it is demonstrated that total enumeration is a viable 
alternative. 
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1.  Introduction 
 
This paper initially introduces the background to the Analytic Hierarchy Process (AHP) and in 
particular the interval approach. To illustrate these basic ideas a simple 3×3 example is presented. This 
is followed by an introduction to the two simulation procedures adopted here and a description of the 
algorithm used to perform the complete enumeration. These approaches are compared for a 5×5 
example. 
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The AHP was introduced by Saaty (1977) and more fully described in Saaty (1980) with some nice 
examples in Wind and Saaty (1980). For a more recent review see Zahedi (1986), while Smith and von 
Winterfeldt (2004) explore some of the current controversies.  
 
Various simulation approaches have been reported for the interval AHP. An early and much cited work 
(Arbel and Vargas, 1993) applied a uniform distribution to the decision makers selected intervals. A 
similar approach was adopted by Hauser and Tadikamalla (1996). While a three point approach (5% 
fractile, median and 95% fractile) to the distribution was adopted by Rosenbloom (1997). Similarly 
Levary and Wan (1998) used pessimistic, most likely and optimistic values to provide three points for 
the distribution. Zhang et al. (2003) adopted both normal and uniform distributions, while Banuelas and 
Antony (2004) used gamma and triangular distributions.  
 
A more statistical approach has been adopted by Haines (1998) and Zhang et al. (2003). Both papers 
ultimately employ a simulation approach. 
 
It should be stressed that interest here does not centre on the simulation approach; it is simply used to 
check the performance (accuracy and computer time) of the complete enumeration approach proposed 
here. 
 
In the AHP procedure the decision maker is required to make pairwise comparisons between n 
alternatives based on a ratio scale, the choices are made from the integers between 1 and 9 and their 
reciprocals 











= 9,8,7,6,5,4,3,2,1,
2
1
,
3
1
,
4
1
,
5
1
,
6
1
,
7
1
,
8
1
,
9
1I . The resulting decisions are summarised in 
a square matrix (A: aij, i=1,…,n j=1,…,n) of dimension n. It is reciprocal symmetric, that is 
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The priority vector of the alternatives is the right eigen vector associated with the dominant eigen value 
( )vvA λ= . An alternate approach is to adopt the row geometric mean 
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1:  (Barzilai, 1997). For a detailed review of various 
alternate approaches to this numerical problem see Choo and Wedley (2004). 
 
As pointed out by Haines (1998) the decision maker may be more comfortable in providing an interval 
judgement than a precise pairwise comparison. In this case [ ]ijijij ULa ,∈  where ILij ∈  and IU ij ∈ . 
The problem is to consider the range of priorities consistent with these intervals.  
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There is one slight problem of interpretation, does the decision maker accept all values in the interval 
[ ]ijij UL ,  or only those from the set I. In other words does the decision maker envisage a discrete or 
continuous problem?  
 
To illustrate the basic procedure a small example is initially considered. 
 
2. 3×3 Example 
 
This example is taken from Haines (1998) and represents the choices between three alternatives 
provided by a decision maker. The matrix is 
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with the constraint that the selected matrix is reciprocally symmetric. Here interest centres on the 
options from the set I, that is 

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
= 2,1,
2
1
12a , { }4,3,213 =a  and { }5,4,323 =a , hence there are 33 = 27 
possible matrices. The automation of this procedure is described in section 4. The first matrix to be 
examined is 
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where, in this example, all elements in the upper triangle have been selected at the lowest values in the 
acceptable intervals. 
 
The dominant eigen value is 3.0090 with normalised priority vector 
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, which on normalising is identical to the eigen vector. The solutions may be 
summarised on a ternary diagram (Haines, 1998), however for ease of interpreting the axes a simple 
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x-y plot is employed (Figure 1). Bearing in mind that given v1 and v2 then ( )213 1 vvv −−=  may be 
eliminated from the variables considered. In this example the ranges correspond to  
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Figure 1. Solutions and Boundaries for the 3×3 Example 
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The shaded region in Figure 1 indicates the domain of feasible solutions consistent with the boundaries 
found above, which follow from the inequalities. The solutions to the 27 possible matrices 
(ν1, ν2, 1 - ν1 - ν2) are denoted by squares (□) in Figure 1. In this case, for all matrices considered, the 
eigen and geometric average priority vectors are identical. 
 
That some solutions lie outside the feasible domain is a reflection that the numerical approach provides 
a solution to the eigen problem, a realisation of the ideal priority vectors, which may be inconsistent 
with the selection by the decision maker. For example  
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the dominant eigen value is 3.0055 with normalised priority vector 
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To provide a more relevant comparison of the various approaches a 5×5 example is taken from 
Sugihara et al. (2004). The matrix is shown below. 
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Three approaches will be compared. The first approach considered is a discrete simulation employing 
elements from the set I, which appears to be a novel approach. The second employs the conventional 
approach to simulation via a uniform distribution (Arbel and Vargas, 1993) from the class intervals. 
Care must be taken since problems may result from various choices of the interval end points. Finally a 
complete enumeration will be employed assuming all choices are taken from the set I. 
 
3. Simulation Using a Uniform Distribution 
 
Initially simulation using a discrete uniform distribution is considered. By presenting estimates as an 
interval judgement, such as 
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5
1
, the decision maker cannot decide which precise value to adopt. 
Within the AHP philosophy the acceptable values would be 
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equally likely. By indexing these values from 1,…,9 a discrete simulation may proceed. The random 
variable results in an index value, which in turn selects a value from the candidate list, which is then 
assigned to the appropriate matrix cell, a34 in this case. Its reciprocal is assigned to a43. The priority 
vector may then be obtained by analysing the matrix. 
 
As an alternative it may be argued that the decision maker truly believes that any value in the selected 
interval is equally likely and acceptable. In this instance simulation using a continuous uniform 
distribution is considered. Having selected the interval [L,U] for the cell aij there are three possibilities.  
 
3.1 1 ≤ L < U 
 
This is referred to as an integer interval for aij and is straightforward. The random number is selected 
from the interval [L – ½, U + ½], this is then assigned to aij its reciprocal to aji. 
  
7 
3.2 L < U < 1 
 
This is referred to as a fractional interval for aij. The random number is selected from the interval 
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 this value is then assigned to aji its reciprocal to aij. 
 
3.3 L < 1, U > 1 
 
This is a mixture of the previous two cases. The fractional interval is 
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L
. The integer interval is [1,U], the 
interval (3.1) for selection is [1 – ½, U + ½], which is of width U. To perform the simulation two 
random numbers are selected. If the first random number is less than 
11 −+
L
U
U
, then the integer 
interval is considered, otherwise the fractional option is employed. These two cases have already been 
considered and utilise the second random number chosen. 
 
4. Complete Enumeration 
 
This is essentially a similar approach to the discrete simulation. For the upper triangle the bounds on 
each entry are Lij ≤ aij ≤ Uij. These are converted to index values using Table 1. 
 
Table 1. Index for the Cell Entries 
 
Index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Entry 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 6 7 8 9 
 
Thus for the 5×5 example, 




 5,
5
1
 becomes [5,13] and a loop spanning these 13 – 5 +1 = 9 values is 
required. It is a simple matter to span the 583,200 possible matrices using the algorithm described 
below and to then solve the associated AHP matrices. 
 
4.1 Algorithm for Complete Enumeration 
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Assume we have an n×n AHP matrix, then we only need consider the strict upper triangle containing 
½ n (n-1) = N entries. To simplify the notation a single subscript will be used to index these values in 
the upper triangular. If the interval for cell i is [Li,Ui], then these values may be converted to indices 
using Table 1 giving [li,ui]. The base vector for generating the matrices is 
 
Basei = ui - li + 1, i=1,…,N 
 
Thus it is necessary to span all integers 
 
∏
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N
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To derive the appropriate matrix, if the selected value is m, then to find the corresponding vector, u, the 
following iterative scheme is employed. Initially 
 
mN = m 
 
then  
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where “integer” corresponds to the integer part of the result, and 
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These equations are used sequentially for k = N,…,2. Finally giving u1 = m1. On forming ui + li –1 the 
related indices are obtained, which may be converted to values using Table 1. 
 
An example of the algorithm is now presented. 
 
4.2 Example of the Algorithm 
 
Reverting to the 5×5 example considered by Sugihara et al. (2004). The number of entries in the upper 
triangle is N = 10. The basic vectors are summarised in Table 2. 
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Table 2. Basic Vectors 
 
i 1 2 3 4 5 6 7 8 9 10 
Ui 3 5 7 9 4 5 4 5 4 2 
Li 1 3 5 5 1 1 1 1/5 2 1 
ui 11 13 15 17 12 13 12 13 12 10 
li 9 11 13 13 9 9 9 5 10 9 
Basei 3 3 3 5 4 5 4 9 3 2 
 
The procedure spans all values from 1 to 583,200. If, for example, m = 4861 then  
 
( )1112511111=u  
 
with associated indices 
 
( )91051013913131191 =−+ lu  
 
which from Table 1 correspond to values 
 
( )125/12515531  
 
these values may then be entered into the following AHP matrix 
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The performance of the three approaches is now compared. 
 
5. 5×5 Example 
 
The previously introduced matrix, taken from Sugihara et al. (2004), is considered. For this experiment 
10,000 cycles of the Monte-Carlo scheme were employed to compare both simulation approaches, 
finally exact numeration was employed. As a guide to the procedures, means and correlations of the 
priorities are presented for the entries in the right eigen values. The correlation matrix has been 
employed as a concise way of summarising the results from the many thousands of vectors generated. 
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Tables 3 and 4 present the values for a discrete simulation, continuous simulation and complete 
enumeration. 
 
Table 3. Mean of the Priorities 
 
Simulation Using a Discrete Uniform 
Distribution 
v1 v2 v3 v4 v5 
0.4614 0.2340 0.1311 0.1048 0.0687 
Simulation Using a Continuous Uniform 
Distribution 
v1 v2 v3 v4 v5 
0.4598 0.2337 0.1314 0.1050 0.0702 
Complete Enumeration 
v1 v2 v3 v4 v5 
0.4622 0.2334 0.1310 0.1046 0.0688 
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Table 4. Correlations of the Priorities 
 
Simulation Using a Discrete Uniform 
Distribution 
 v1 v2 v3 v4 
v2 -0.7357    
v3 -0.0998 -0.1658   
v4 -0.0242 -0.2397 -0.6591  
v5 -0.1176 -0.1995  0.0134 -0.0110 
Simulation Using a Continuous Uniform 
Distribution 
 v1 v2 v3 v4 
v2 -0.7361    
v3 -0.1142 -0.1743   
v4 -0.0153 -0.2471 -0.6144  
v5 -0.1287 -0.1958  0.0090 -0.0350 
Complete Enumeration 
 v1 v2 v3 v4 
v2 -0.7332    
v3 -0.0963 -0.1701   
v4 -0.0262 -0.2414 -0.6563  
v5 -0.1345 -0.1843  0.0117 -0.0110 
 
The results displayed in Tables 3 and 4 are remarkably similar for the three approaches. As expected 
the discrete simulation is closest to complete enumeration on measuring the Euclidean distance 
between the vectors of mean priorities. In all three cases the means are exceptionally close. While the 
correlations are acceptably close, better convergence would be observed if more simulation cycles were 
adopted. (10,000 simulation matrices were generated for the trial as opposed to the 583,200 for 
complete enumeration.) The computer times taken to produce these results were minimal, even with a 
relatively small computer. These results (accuracy and computer time) were experienced for all the 
example interval AHP matrices considered. 
 
6. Conclusions 
 
It has been demonstrated that the simulation methods work well and in particular, for the example 
considered here, are not affected by the type of simulation adopted. However, in general, they offer no 
advantages over complete enumeration, the results are effectively the same.  
 
Complete enumeration for the 5×5 example considered here resulted in the production of 583,200 
matrices. For the general problem most AHP matrices have a moderately small dimension, usually less 
than 6. Typically the intervals for the cell entries are assigned relatively narrow ranges, typically 2 or 3 
elements from I. Hence complete enumeration is usually feasible. In the event that this number 
becomes excessive, say it exceeds 230, then simulation techniques will have to be adopted. The choice 
of the discrete simulation approach is marginally quicker since each cell requires the selection of a 
12 
single random number. The continuous simulation is delayed if mixed class intervals (see 3.3) are 
encountered. 
 
As a general rule complete enumeration is recommended, if this proves impractical then the discrete 
simulation approach should be adopted. 
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