Abstract-In mobile ad hoc networks (MANETs), providing reliable and stable communication paths between wireless devices is critical. This paper presents a fuzzy logic stablebackbone-based multipath routing protocol (FLSBMRP) for MANET that provides a high-quality path for communication between nodes. The proposed protocol has two main phases. The first phase is the selection of candidate nodes using a fuzzy logic technique. The second phase is the construction of a routing backbone that establishes multiple paths between nodes through the candidate nodes, thus forming a routing backbone. If any candidate node in the path fails due to a lack of bandwidth, residual energy or link quality, an alternate path through another candidate node is selected for communication before the route breaks, because a candidate node failure may lead to a broken link between the nodes. Simulation results demonstrate that the proposed protocol performs better in terms of the packet delivery ratio, overhead, delay and packet drop ratio than the major existing ad hoc routing protocols.
I. INTRODUCTION
A mobile ad hoc network (MANET) is a collection of mobile nodes that can communicate with each other through multi-hop wireless links without a centralized administrator. Each node in the network acts as both host and router simultaneously and cooperates with other nodes for message transmission from source to destination [1] . Each node in a MANET is free to move independently in any direction; therefore, the network topology changes frequently. Due to their flexibility and distributed nature, MANETs have many applications such as disaster relief, emergency operations, military services, vehicular networks, casual meetings, campus networks and deep space communications [2] [3] . To provide quality of service (QoS) in these applications, many routing protocols have been designed for MANETs. The aim of any QoS support system in a communication network is to provide guaranteed services.
To provide such guarantees, many reactive routing algorithms have been proposed for ad hoc networks [4 -9] . Flooding methods are used to determine possible routes to new destinations without considering network resource limits such as bandwidth, node energy or link quality. As a result, these strategies may lead to excessive message transmissions, causing network congestion, longer delays and possible loss of packets. To avoid these problems, it is necessary to find the most stable path between nodes using the available resources in the network. The stability of a path is determined by the stability of the link and how long it can support communication between nodes.
Most of the existing stability-based ad hoc routing protocols use one or two metrics to find reliable paths between nodes. However, this is not sufficient in a MANET because wireless communication is vulnerable to node movement or fading of the wireless channel. Determining whether a link is good depends on many factors such as bandwidth, battery power, mobility, link quality and the reputation index of the mobile nodes. All of these factors are interconnected; therefore, the consideration of only one or two factors is not adequate for choosing a reliable or stable path. However, attempting to select a route that satisfies multiple constraints may result in conflicts and be difficult to model mathematically [10] . Therefore, a flexible design that can satisfy all the metrics is required. Because fuzzy logic can handle imprecise and uncertain information, we use fuzzy logic to solve this problem. Fuzzy logic is a theory that not only supports several inputs but also handles pervasive imprecise information; therefore, it is an appropriate choice to solve multi-metric problems in ad hoc networks.
This paper presents an effective stable multipath routing protocol called the fuzzy logic stable-backbonebased multipath routing protocol (FLSBMRP). The FLSBMRP uses multiple correlated metrics including link stability parameters such as bandwidth, node energy, link quality and node mobility to select candidate nodes. In the FLSBMRP, the initial candidate node selection is performed using a fuzzy logic technique that incorporates node parameters such as the residual bandwidth, residual power, link quality, node mobility and reputation index. Multiple paths are then established between the source and destination through these candidate nodes, thus forming a routing backbone. If any candidate node in the path fails due to a lack of bandwidth, residual energy or link quality, an alternate path through another candidate node is established. The main contributions of this paper are as follows: 1) We propose a fuzzy logic stable-backbone-based multipath routing protocol (FLSBMRP) that finds reliable and stable paths between nodes. 2) The proposed protocol takes account of the available bandwidth, node mobility, node energy, link quality and reputation index metrics to select candidate nodes using a fuzzy logic technique.
3) The proposed protocol constructs a routing backbone between nodes. 4) The proposed protocol selects an alternative path from the set of established paths through the candidate nodes before the failure of a candidate node leads to route failure. The rest of this paper is organized as follows. The next section provides a brief survey of the existing link-and route-stability-based routing protocols. The design of the proposed FLSBMRP is described in section III. Finally, the simulation results and conclusions are summarized in sections IV and V, respectively.
II. RELATED WORK
Many routing algorithms that have been proposed for ad hoc networks are based on on-demand routing [11, 12] . In these routing algorithms, when a route fails, route recovery and maintenance procedures are initiated. These procedures consume considerable resources, such as bandwidth and power, and introduce extra delay. To reduce the possibility of a route failure during data transmission, it is essential to find routes that can last a long time. The stability of a route can be estimated using many parameters, such as the signal strength, the relative speed between two nodes, the bandwidth and the remaining battery power of the nodes.
The link-availability-based routing protocol (LBRP) has been proposed by Q. Han et al. [13] . The LBRP is designed to predict topology changes and to reduce the frequency of link failures. Taking these factors into account, the proposed scheme uses an analytical model for link availability with a random walk mobility model. The LBRP produces an accurate estimate of L(d0,t), which is the probability that a link will be continuously available from time t0 to t0 + t given an initial distance d0 (d0 ≤ Rr). An accurate estimate of d0 can be obtained from the signal strength. Simulation results show that the LBRP improves the availability and reliability of upper layer services and the quality of service.
J. Hemmes et al. [14] use a mobility prediction technique to estimate route stability. In [15] , to reduce communication overhead and storage requirements, a new routing algorithm based on fuzzy logic is designed. The proposed algorithm uses three parameters: signal power, mobility and delay.
In [16] , the authors design link expiration time (LET) prediction algorithms to predict the LET between two mobile nodes on an active route. The proposed algorithms are implemented using the DSR algorithm. Three LET prediction algorithms are designed based on the received signal power, Global Positioning System (GPS) data and signal strength. These approaches are not suitable because they assume constant signal strength. The signal strength can be affected by environmental conditions, and its value can vary with node distance. The availability of a GPS signal is also not reliable; in some environments, when the mobile node energy is limited, the GPS cannot function.
In [17] , the authors design a reliable routing algorithm based on fuzzy logic (RRAF) for finding a reliable reactive protocol in MANETs. During route discovery, the RRAF node with the greatest trust value and the maximum energy capacity is selected as the router based on a parameter called the reliability value. Using this value, the RRAF algorithm finds a reliable route from the source to the destination that increases the network lifetime and decreases the packet loss during transmission.
Zhang et al. [18] propose an estimated-distance-based routing protocol (EDRP) that reduces routing control overhead by restricting the propagation range of RREQ packets. In the EDRP, the change regularity of the received signal strength (RSS) is used to estimate the distance between a pair of nodes. However, because the RSS is affected by many factors, it is difficult to obtain a satisfactory result in real-world scenarios.
Celimuge Wu et al. [19] propose a portable fuzzyconstraint Q-learning protocol based on an ad hoc ondemand distance vector (PFQ -AODV) for VANETs. The PFQ-AODV protocol uses fuzzy logic to evaluate a wireless link by taking into account the available bandwidth, node mobility and link quality and uses a Qlearning-based approach to select a route that provides multi-hop reliability and efficiency. The PFQ-AODV protocol learns the best route using hello messages and RREQ messages. The PFQ-AODV protocol provides a flexible, portable and practicable solution for routing in VANETs.
In fuzzy logic wireless multipath routing (FLWMR), the hop count is the only metric used for route selection. When a source host needs to send a message to a destination, it first calls the local fuzzy logic controller to determine whether to send the message or drop it. If the decision is made to send the traffic, the FLWMR protocol floods route request packets (RREQ) to find multiple paths to the destination [20] . When the destination receives the first RREQ packet, it records the route information and waits for some period of time to receive another RREQ. The additional paths received by the source are added to the route buffer for use by the fuzzy router. When a node detects a broken link, the FLWMR protocol does not discover routes again; instead, the fuzzy controller chooses paths from the buffer for the traffic, which is ordered based on importance and network status.
Fuzzy logic wireless load-aware multipath routing (FLWLAMR) [20] chooses the route with the least delay as the primary route to transfer packets between the source and the destination node; the second route is the path that is maximally disjoint with the primary path and has the shortest distance. The source node monitors the congestion status of the active routes using a fuzzy routing algorithm and feeds the network status to the fuzzy logic controller to make the best routing decision. The network status is measured by the number of packets buffered at each node's interface. When the RREQ packet reaches the destination, the protocol calculates the network status by measuring the number of packets buffered in each intermediate node in the network and sends this information back to the source with each RREP.
In our previous work [21] , we constructed a stablebackbone-based multipath routing protocol (SBMRP) for MANETs. Initially, the nodes with high residual bandwidth, residual power and link quality and low mobility are designated as candidate nodes. Multiple paths are then established between the source and destination through these candidate nodes, thus forming a routing backbone. If any candidate node in the path fails due to a lack of bandwidth, residual energy or link quality, an alternate path through another candidate node is established. However, the selection of candidate nodes involves checking multiple constraints satisfying various threshold values. This may result in inaccurate decisions and involve more delay, and the trustworthiness or honesty of the candidate nodes is not considered.
In fuzzy stochastic multipath routing (FSMR) [22] , the energy consumption rate at a node, the buffer occupancy rate at a node, the link stability between neighboring nodes and the number of intermediate hops are used to select routes, which are comparatively stable and longlived, to ensure a lower packet loss rate, fewer route failures and less frequent route discovery.
The above protocols propose to find a stable path using the bandwidth and mobility of a node, the power and bandwidth of a node or link quality. None of these protocols use the combination of bandwidth, node energy, mobility, link quality and the reputation index of a node with a fuzzy logic approach to select multiple stable paths to provide efficient data transmission through the special nodes. Our work is motivated by observing the limitations of the existing on-demand multipath routing protocols. In the proposed protocol, we have considered bandwidth, energy, mobility, link quality and the reputation index using a fuzzy logic approach.
III. PROPOSED PROTOCOL: FUZZY LOGIC BASED STABLE MULTIPATH ROUTING PROTOCOL

A. Protocol Overview
The fuzzy logic stable-backbone-based multipath Routing Protocol (FLSBMRP) aims to find multiple stable paths between nodes through candidate nodes using a fuzzy logic approach. The FLSBMRP technique has two main phases; the first phase is candidate node selection using a fuzzy logic approach, and the second phase is the construction of a routing backbone. Efficient nodes, called candidate nodes, are selected from the set of mobile nodes in a network. These nodes have special properties and are selected based on parameters such as the Residual Bandwidth (RBW), Residual Energy (E r ), Mobility of nodes ( M j i ) , Link Quality (LQ) and Reputation Index ( ) of the node using a fuzzy logic technique. The second phase is the construction of a routing backbone. In this phase, multiple paths are established between the source and destination through the candidate nodes, thus forming a routing backbone. The backbone is a set of candidate nodes. If any candidate node in the path fails due to a lack of bandwidth, residual energy or link quality, an alternate established path is selected for transmission before the path fails between the nodes because the failure of a candidate node causes a route failure in the network.
B. Metrics Used to select candidate nodes
Let us consider the various metrics used to select the candidate nodes.
1) Residual Bandwidth
When a node needs to transfer data, it has to be aware of the local bandwidth and the interference and transmission range of the neighboring nodes. Consequently, the node needs to monitor the channel and estimate the local bandwidth [23] , which depends on the ratio of idle to busy time:
Where, is the channel capacity and is the idle time during the predefined time period .
The minimum bandwidth ( ) of all of the nodes within the interference range is determined from prior neighboring node information. The residual bandwidth (RBW) of a node is given by equation (2).
2) Energy Model
The energy model is used to calculate the residual node energy. Let E i be the initial node energy [24] . The energy consumed by the node over a given period of time is estimated as
Where and n tx are the number of packets transmitted and received by the node, respectively, over a time period t and  and  are constants in the range (0,1). The residual energy of a node at time t is computed as
3) Node Mobility Model
The mobility of node j with respect to node i is estimated based on the ratio of the received signal strength ( ) between two consecutive packet transmissions from a neighbor node, as given in equation (5)  is a constant that depends on the wavelength and the antennas, is the channel gain and is the signal power of the transmitter.
4) Link Quality Model
The link quality ( ) is the ratio of the number of error bits (Berror) to the number of receiving bits ( ) [26] . The LQ estimates the number of retransmissions required to send packets by measuring the loss rate. The expression for the LQ is given in equation (7).
= ⁄
Every time a node receives a data packet, the LQ value is updated based on the interference from the wireless channel, the additive white Gaussian noise (AWGN) and the signal transmission range.
5) Reputation Index
In this phase, the direct ( ) and indirect ( ) reputation values for each node are estimated using the Eigen trust algorithm. A resolver is then used to estimate the global trust value of the node [27] . Let RSS be the signal strength from to n j each node (Q i ) estimates the Eigen vector centrality of its neighbors as in equation (8); it is proportional to the sum of the nodes that are
Where, ( ) is the set of nodes linked to node node, = a is the number of nodes, Ψ is a constant value and , is the adjacency matrix for the network. , = ,
Where is the wireless signal strength from node i to its neighbor node j, and , = 0 if i and j are not neighbors.
This value is updated when the node receives or sends a message to its neighbors.
Each node periodically computes the connectivity rating ( = ( n )) for each of its direct neighbor nodes using the percentages computed in equation (9) .
Where ( ) is the previous trust of node n i for node n prior to the inclusion of the current S ij, and is a constant representing the confidence level for the trust of n i for n j .If there is no link between n and n then DR ij is reduced using a constant  instead of  is normalized using equation (11).
Where, ( ) is the maximum observed over time period t.
The indirect reputation (IDR ij ) is estimated from the aggregation of the trust reports received and processed b n for n i which is shown below:
Where, ( ) is the degree centrality of the reporting node.
C. Fuzzy Logic Based Trusted Candidate Node Selection
When nodes are deployed in a network, each node broadcasts a HELLO packet to its neighbors periodically. The HELLO packet is used to select the candidate nodes. Each hello message includes the sender's node identifier , , , 
, are the input parameters and are fuzzified to make fuzzy decision rules. Based on the outcome of the rules, a combined score is generated. Based on the value of the combined score, the candidate nodes are selected.
1) Calculation of multiple node parameters
The residual bandwidth , residual energy, mobility, link quality and reputation index of a node are calculated (Section 2B).
2) Fuzzification
The process of converting numeric values to fuzzy values using a fuzzy membership function is called fuzzification [18] . The fuzzy membership functions of the input variables , , , fig. 2 (a) and 2(b), we do not differentiate among values greater than 0.5. Second, to provide high reliability, we prefer nodes with lower mobility and high quality links. Low node mobility means that the node has a stable link, and a high link quality provides a strong link. Therefore, the and membership functions are used to determine the links with values greater than 0.5. Third, to select the trusted candidate nodes, we use the reputation index. The membership function is defined to select candidate nodes whose value is greater than 0.5. It is possible to use more complicated membership functions. To maintain computational efficiency and uncomplicated formulas, triangular functions are used in the proposed protocol because we only need to distinguish candidate and noncandidate nodes.
Node parameters , , , ( ), use a membership function to calculate to what degree the parameters belong to the two possibilities {high, low}.
3) Rule Evaluation
Based on the fuzzy values , , , The interpretation of this rule is that high bandwidth, energy, link quality and reputation index and low node mobility are favorable inputs and will yield a high combined score. A node with the maximum combined score is chosen as a candidate node.
4) Defuzzification
The process of producing a numeric result based on an output membership function and the corresponding membership degrees is called defuzzification. The output membership function is defined as in fig. 3 . The center of gravity method is used for defuzzification during the fuzzy decision-making process. The defuzzification method is described by. Where, _ is used to specify the degree of the decision, are the fuzzy variables and ( ) is the membership function. The output of the fuzzy cost function is modified to a crisp value using this defuzzification method. 
D. Construction of Routing Backbone
When a source needs to transmit a data packet to a destination node, it initiates the multipath routing discovery process between the source and the destination. This forms the routing backbone. When the source node needs to send information to its destination node, it must first check its routing table to determine whether the routing table contains information. If a route is found, the source will use the route to send the data packet immediately. Otherwise, the source node will broadcast a route request (RREQ) packet. The RREQ packet is shown in table 3. The RREQ packet contains a source identifier ID, destination ID, previous hop ID, previous node state and node state. The node state field indicates whether the node is designated as a candidate node or a non-candidate node. When a node receives an RREQ packet, it will forward the packet to all its neighbors. When an intermediate node receives an RREQ packet, if it has already received an RREQ packet with the same sequence number and destination ID, it drops the redundant RREQ packet. When an intermediate node receives an RREQ packet for the first time, it updates its routing table with the source ID and destination ID and the previous hop node ID and its state. It appends its state to the RREQ message in the node state field and analyzes the destination ID. When the destination receives the RREQ message, it appends its state to the route reply (RREP) and unicasts the reply message on the reverse path toward the source. The destination performs this action for every RREQ it receives. When an intermediate node receives the RREP message, it appends its state to the message, updates its routing table and unicasts the RREP in the direction of the source using the previously stored hop node information.
The source chooses a path of candidate nodes to transmit the data packet. If any candidate node in the path fails (using the failure condition shown below), then the path with the failed candidate node is ignored and an alternate path through the candidate nodes is chosen for data transmission before the route breaks between the nodes. Consequently, the candidate nodes in the routing backbone are rotated, minimizing their overhead and energy.
Failure condition: 
IV. RESULTS AND DISCUSSION
A. Simulation Setup and Parameters
A comparison of the proposed protocol with existing protocols is performed using the ns-2 network simulator [28] . The simulation models a network of 100 nodes in a 1500 m x 1000 m area with mobile node speeds varying from 5-50m/s. The radio transmission range is assumed to be 250m with a pause time of 20s. A random waypoint mobility model is used to place the nodes randomly. Each node randomly selects a position and moves toward that position with a speed between the minimum and maximum. Once the node arrives at the position, it stays for a predefined time. After that time, it selects a new position and repeats the process. The simulations run for 200s. The detailed simulation parameters are summarized in Table 4 . The evaluation of the proposed protocol is based on parameters including the control overhead, the end-to-end delay, the number of packets dropped and the packet delivery ratio. The parameter definitions are given below.
1) Packet Delivery Ratio (PDR):
The PDR is the ratio of the number of packets received successfully to the total number of packets transmitted.
2) Packet Drop Ratio: The packet drop ratio is defined as the number of packets dropped during the transmission of data packets from the source node to the destination.
3) Average end-to-end delay: Average end -to -end delay is the time taken to transfer the packet from source node to the destination node.
4) Normalised Routing Load (NRL):
The NRL is defined as the total number of routing packets transmitted per data packet.
B. Performance Analysis
In [29] we have evaluated the performance by considering PDR and packet drop ratio and compared proposed work with EDRP. In the protocol performance analysis, we investigate the routing performance of the EDRP [17] and the FLSBMRP compared with the conventional ad hoc on-demand distance vector (AODV) routing protocol [3] . We evaluate the performance of the FLSBMRP at varying mobile speeds. In mobile scenarios, the node speed is an important metric that affects the network topology. We fix the number of nodes at 100 and vary the maximum speed from 10 to 50m/s. The evaluation results are as follows. Fig . 5 shows the packet delivery ratio for the three protocols. The packet delivery ratio decreases as the maximum speed increases because the network becomes less stable. The FLSBMRP shows significantly better performance than the other protocols. This is because the FLSBMRP considers the available bandwidth, node movement, energy and link quality in the route selection. Because the AODV protocol only considers the number of hops in the route selection, it produces poorer performance. The EDRP performs better than the AODV protocol because it takes link quality into account. However, the performance of the EDRP drops as the speed of the mobile nodes increases. The AODV and EDRP protocols reestablish the route after a route break, which results in packet losses. The FLSBMRP can switch to a better route before a route breaks, resulting in a significant improvement. Fig. 6 shows the end-end delay for packets that are received at the destination. As the speed increases, the frequency of link breakage increases. Frequent route reconstructions incur more control overhead, increasing the probability of congestion and packet collisions. Fig. 6 shows that the FLSBMRP is effective in reducing the end-to-end delay, particularly when the speed is high. As the speed increases, the topology changes faster. Because the AODV and EDRP protocols do not take node movement into account in the route selection, they produce longer delays when the node mobility is high. This is because route discovery is time consuming. Using its fuzzy logic technique, the FLSBMRP chooses the best route, which can efficiently reduce the number of route rediscoveries. As a result, the FLSBMRP produces the lowest end-to-end delay. Fig. 7 shows the control overhead of the FLSBMRP, AODV and EDRP protocols at different speeds. The control overhead increases as the speed increases because when the speed increases, the mobility of the nodes increases and leads to frequent path breaks. The control overhead of the FLSBMRP is lower than the EDRP and AODV protocols. This is because the FLSBMRP finds multiple paths in a single route discovery process using candidate nodes. Another reason is that the FLSBMRP restarts the route discovery process when all backbone paths have failed. The control overhead of the FLSBMRP is less than the EDRP because the EDRP finds weak links using the link quality measure. chooses the most stable route for transmission and finds an alternate path through the candidate nodes before the path breaks. Consequently, it reduces the number of packets dropped.
V. CONCLUSION
In this paper, we have proposed the FLSBMRP to find the most stable path between nodes using candidate nodes. In this protocol, candidate node selection is performed using a fuzzy logic technique. This technique uses node parameters that include the residual bandwidth, residual power, link quality, node mobility and reputation index. Multiple paths are then established between the source and the destination through these candidate nodes, thus forming a routing backbone. If any candidate node in the path tends to fail due to a lack of bandwidth, residual energy or link quality, an alternate path through another candidate node is established before the path breaks. The simulation results show that the proposed technique offers security and reduces the computational overhead and delay and the packet drop and increases the packet delivery ratio.
