The purpose of this paper is to study the relationships between an -Hom-Lie algebra and its induced ( + 1)-Hom-Lie algebra. We provide an overview of the theory and explore structure properties such as ideals, centers, derived series, solvability, nilpotency, central extensions, and the cohomology. Dedicated to Otto Kegel's 80th birthday A. Kitouni et al., On ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
Introduction
In this paper, we investigate ( + 1)-Hom-Lie algebras constructed from -Hom-Lie algebras and generalized trace maps. They are called ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras.
Ternary Lie algebras appeared first in Nambu's generalization of Hamiltonian mechanics [20] which uses a generalization of Poisson algebras with a ternary bracket. The algebraic formulation of Nambu mechanics is due to Takhtajan while the structure of an -Lie algebra was studied by Filippov [13] and later completed by Kasymov in [16] , where the solvability and nilpotency properties were studied. See also [12] .
The cohomology of -Lie algebras, generalizing the Chevalley-Eilenberg Lie algebras cohomology, was first introduced by Takhtajan [22] in its simplest form. Later, a complex adapted to the study of formal deformations was introduced by Gautheron [14] , and then reformulated by Daletskii and Takhtajan [11] using the notion of base Leibniz algebra of an -Lie algebra. In [3] , the structure and cohomology of 3-Lie algebras induced by Lie algebras was investigated.
In [7] , Awata et al. introduced a realization of the quantum Nambu bracket in terms of matrices (using the commutator and the trace of matrices). This construction was generalized in [4] to the case of any Lie algebra where the commutator is replaced by the Lie bracket, and the matrix trace is replaced by linear forms having similar properties. One obtains ternary brackets which define 3-Lie algebras, called 3-Lie algebras induced by Lie algebras. In [6] , generalizations of -ary algebras of Lie type and associative type by twisting the identities using linear maps were introduced. These generalizations include -ary Hom-algebra structures generalizing the -ary algebras of Lie type including -ary Nambu algebras, -ary Nambu-Lie algebras andary Lie algebras, and -ary algebras of associative type including -ary totally associative and -ary partially associative algebras. In [4] , a method was demonstrated of how to construct ternary multiplications from the binary multiplication of a Hom-Lie algebra, a linear twisting map, and a trace function satisfying certain compatibility conditions; and it was shown that this method can be used to construct ternary Hom-Nambu-Lie algebras from Hom-Lie algebras. This construction was generalized to -Lie algebras and -Hom-Nambu-Lie algebras in [5] , where Arnlind, Makhlouf and Silvestrov presented a construction of ( + 1)-Hom-Nambu-Lie algebras from -Hom-Nambu-Lie algebras equipped with a generalized trace function, showed that the implications of the compatibility conditions -that are necessary for this construction -can be understood in terms of the kernel of the trace function and the range of the twisting maps, and investigated the possibility of defining ( + )-Lie algebras from -Lie algebras and a -form satisfying certain conditions. 1 ( 1 ), . . . , −1 ( −1 ), [ 1 , . . . , ] = =1 1 ( 1 ), . . . , −1 ( −1 ), [ 1 , . . . , −1 , ], ( +1 ), . . . , −1 ( ) for all 1 , . . . , −1 , 1 , . . . , ∈ .
Example 1.5.
(i) If we take = for all 1 ≤ ≤ − 1, we get an -Lie algebra (see [13] ). Therefore, the class of -Lie algebras is included in the class of -Hom-Lie algebras.
(ii) For any vector space , if we take [ 1 , . . . , ] 0 = 0 for all 1 , . . . , ∈ and any linear maps 1 , . . . , −1 , then we have that , [ ⋅ , . . . , ⋅ ] 0 , 1 , . . . , −1 )
is an -Hom-Lie algebra. Example 1.6. Let be an -dimensional vector space, and ( ) 1≤ ≤ a basis of . We define the skew-symmetric -linear map [ ⋅ , . . . , ⋅ ] on by [ 1 , . . . , ] = 1 . For any set of ( − 1) linear maps 1 , . . . , −1 on , , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 is an -Hom-Lie algebra. Indeed, we have 1 ( 1 ), . . . , −1 ( −1 ), ( +1 ), . . . , −1 ( ), [ 1 , . . . , ] − =1 1 ( 1 ), . . . , −1 ( −1 ), [ 1 , . . . , −1 , +1 , . . . , , ], ( +1 ), . . . , −1 ( )
Definition 1.7 ([6, 23] ). Let ( , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 ), ( , { ⋅ , . . . , ⋅ }, 1 , . . . , −1 ) be -Hom-Lie algebras. An -Hom-Lie algebra morphism is a linear map : → satisfying the following conditions:
A linear map satisfying only the first condition is called a weak morphism. Definition 1.8 ([23] ). We refer to an -Hom-Lie algebra ( , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 ) such that 1 = 2 = ⋅ ⋅ ⋅ = −1 = by ( , [ ⋅ , . . . , ⋅ ], ). (i) It is said to be multiplicative if is an algebra morphism. (ii) It is said to be regular if it is multiplicative and is an isomorphism. Definition 1.9 ([2] ). Let ( , [ ⋅ , . . . , ⋅ ], ) be a multiplicative -Hom-Lie algebra and let ( ) = ∧ −1 be the ( − 1)th exterior power of . The elements of ( ) are called fundamental objects. For = 1 ∧ ⋅ ⋅ ⋅ ∧ −1 , = 1 ∧ ⋅ ⋅ ⋅ ∧ −1 ∈ ( ), we introduce the following definitions:
The action of fundamental objects on is defined, for all ∈ , by ⋅ = ad ( ) = [ 1 , . . . , −1 , ].
(iii) The multiplication (composition) of two fundamental objects is defined by
We extend the preceding definitions to the entire space ( ) by linearity. The following proposition gives a way to construct an -Hom-Lie algebra from an -Lie algebra and an algebra morphism. It was first introduced in the case of Lie algebras, then generalized to the -ary case in [6] . A more general version of this theorem is given in [23] and states that the category of -Hom-Lie algebras is closed under twisting by weak morphisms. Proposition 1.11 ([6, 23] ([10, 19, 23] ). Let ( , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 ) be an -Hom-Lie algebra. An ideal of this -ary algebra is a subspace of with the following properties:
. Cohomology of -Hom-Lie algebras
Cohomology complexes for Hom-Lie algebras were introduced, in the multiplicative case, in [21] together with generalized derivations and central extensions. Deformations and relevant cohomology complexes were introduced independently in [1] . These notions were then generalized to the -ary case in [2] .
In the following, for a multiplicative -Hom-Lie algebra ( , [ ⋅ , . . . , ⋅ ], ) and for any ∈ ℕ, we define by 0 = Id and = ∘ ∘ ⋅ ⋅ ⋅ ∘ ( times) for ̸ = 0. Then, we have the following lemma.
Lemma 1.18 ([2, 21] ). The space Der( ) equipped with the commutator ([ , ὔ ] = ∘ ὔ − ὔ ∘ for all , ὔ ∈ Der( )) is a Lie algebra, and of which Inn( ) is its ideal. Now we will introduce two cohomology complexes for -Hom-Lie algebras. The first one is relevant to the study of central extensions, while the second one is used for deformations. See [2] and [21] for reference and more details. Definition 1.19 ([2, 21] ). Let ( , [ ⋅ , . . . , ⋅ ], ) be a multiplicative -Hom-Lie algebra. A -valued -cochain is a linear map : (∧ −1 ) ⊗ −1 ∧ → .
We define the coboundary operator for these cochains by
This cohomology complex is called scalar cohomology complex.
Definition 1.20 ([2, 21] ). Let ( , [ ⋅ , . . . , ⋅ ], ) be a multiplicative -Hom-Lie algebra. An -valued -cochain is a linear map : (∧ −1 ) ⊗ −1 ∧ → such that ( ( 1 , . . . , )) = ( ( 1 ), . . . , ( )).
The coboundary operator for these cochains, for ≥ 2, is given by
. . ,̂ , . . . , ,
( 1 ), . . . , ( −1 ), ( 1 , . . . , −1 , ), . . . , ( −1 ) .
This cohomology complex is called adjoint cohomology complex.
The elements of ( , ) = ker (resp. ( , )) are called -cocycles, those of ( , ) = Im −1 (resp. ( , )) are called coboundaries. The quotient = is the th cohomology group. We sometimes add in the subscript the representation used in the cohomology complex, for example, ad ( , ) denotes the set of -cocycles for the adjoint cohomology and 0 ( , ) denotes the set of -cocycles for the scalar cohomology.
. ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
In [4] and [5] , Arnlind, Makhlouf and Silvestrov introduced a construction of a 3-Hom-Lie algebra from a Hom-Lie algebra and, more generally, an ( + 1)-Hom-Lie algebra from an -Hom-Lie algebra. It is called an ( + 1)-Hom-Lie algebra induced by an -Hom-Lie algebra. We recall here its definition and basic properties, consider the multiplicative case, and also establish some other basic properties of these algebras.
Definition 1.21 ([4, 5] ). Let : → be an -linear map and : → be a linear form. Define : +1 → by
where the hat over on the right-hand side means that is excluded, that is, is calculated on
We will not be concerned with just any linear map , but rather with maps that have a generalized trace property. Definition 1.22 ([4, 5] ). For :
→ we call a linear map : → a -trace if ( ( 1 , . . . , )) = 0 for all 1 , . . . , ∈ .
Lemma 1.23 ([4, 5] ). Let : → be a skew-symmetric -linear map and be a linear map → . Then, is an ( + 1)-linear skew-symmetric map. Furthermore, if is a -trace, then is a -trace. Theorem 1.24 ([4, 5] ). Let ( , , 1 , . . . , −1 ) be an -Hom-Lie algebra, be a -trace and : → be a linear map. If
for all , ∈ {1, . . . , } and all , ∈ , then ( , , 1 , . . . , ) is an ( + 1)-Hom-Lie algebra. We will say that ( , , 1 , . . . , ) is induced by ( , , 1 , . . . , −1 ). We refer to when considering the given -Hom-Lie algebra and when considering the induced ( + 1)-Hom-Lie algebra.
Now we consider the case of multiplicative -Hom-Lie algebras, and provide a new construction theorem. We start with the following lemma.
Lemma 1.25. Let , be -vector spaces, : → and : → be -linear skew-symmetric maps and : → be a linear form. Then, we have, for all 1 , . . . , , 1 , . . . , +1 ∈ ,
wherê means that is omitted.
Proof. We have that
Now we give the conditions under which an -Hom-Lie algebras morphism is still a morphism of the induced ( + 1)-Hom-Lie algebras.
Proposition 1.26. Let ( , , 1 , . . . , −1 ) and ( , , 1 , . . . , −1 ) be -Hom-Lie algebras. Let (resp. ) be atrace (resp. -trace) and (resp. ) be a linear map : → (resp. : → ). Assume that ( , , 1 , . . . , ) (resp. ( , , 1 , . . . , )) is the induced ( + 1)-Hom-Lie algebra. Let also : → be an -Hom-Lie algebra homomorphism satisfying ∘ = and ∘ = ∘ . Then, is an ( + 1)-Hom-Lie algebra homomorphism of the induced algebras.
Proof. For all 1 , . . . , +1 ∈ , we have
We have ∘ = ∘ for all 1 ≤ ≤ − 1, because is an -Hom-Lie algebra homomorphism, and we also have ∘ = ∘ . This means that is an ( + 1)-Hom-Lie homomorphism of and .
The new theorem for constructing ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras can be formulated as follows.
Theorem 1.27. Let ( , , ) be an -Hom-Lie algebra and be a -trace. If ∘ = , then ( , , ) is an ( + 1)-Hom-Lie algebra. Moreover, if ( , , ) is a multiplicative -Hom-Lie algebra, then, under the same condition, ( , , ) is a multiplicative ( + 1)-Hom-Lie algebra.
Proof. We know, by Lemma 1.23, that is an ( + 1)-linear skew-symmetric map. We show that it satisfies the Hom-Nambu identity. Let be its left-hand side, and its right-hand side. Then, we have
by Lemma 1.25. In the case of a multiplicative algebra, we also have, by Proposition 1.26, that if is an endomorphism of ( , , ), then is an endomorphism of ( , , ). That is ( , , ) is multiplicative.
Remark 1.28. This construction is not a particular case of Theorem 1.24. Indeed, if we assume that 1 = ⋅ ⋅ ⋅ = = and use the hypotheses of Theorem 1.27, then it follows that conditions (1.1) and (1.2) are equivalent to ( ( ) ) = ( ( ) ), which forces the algebra to be 1-dimensional in case is injective.
The following proposition shows that the algebra obtained by applying Theorem 1.27 and Proposition 1.11, when possible, in any order is the same. Proof. Let 1 , . . . , +1 ∈ . Then, we have
Now we give two results about subalgebras and ideals of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras. Let ( , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 ) be an -Hom-Lie algebra, be a trace, : → be a linear map, and ( , [ ⋅ , . . . , ⋅ ] , 1 , . . . , ) be the induced ( + 1)-Hom-Lie algebra. Proposition 1.30. Let be a subalgebra of . If ( ) ⊆ , then is also a subalgebra of .
Proof. Let be a subalgebra of ( , [ ⋅ , . . . , ⋅ ], 1 , . . . , −1 ). We have that ( ) ⊆ for 1 ≤ ≤ − 1, because is a subalgebra of A, and ( ) ⊆ . Therefore, ( ) ⊆ for 1 ≤ ≤ . Now let 1 , . . . , +1 ∈ . Then,
which is a linear combination of elements of and thus belongs to . 
Solvability and nilpotency of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
In this section, we define the derived series, central descending series and center of -Hom-Lie algebras. Then, we show the relations between central descending series, derived series and center of an -Hom-Lie algebra, and those of the induced ( + 1)-Hom-Lie algebra. The definitions generalize those given in [13] . The results generalize those presented in [17] and, independently, in [8] and [9] .
. Solvability and nilpotency of -Hom-Lie algebras
Now, we define the derived series, central descending series and the center of an -Hom-Lie algebra, these generalization are relevant only in the case of multiplicative algebras. Proof. We proceed by induction over ∈ ℕ. The case of = 0 is trivial. Now suppose that ( ) is a subalgebra of . We prove that +1 ( ) is a subalgebra of . Let ∈ +1 ( ). Then,
which is in +1 ( ) because ( 1 ), . . . , ( ) ∈ ( ). That is, ( +1 ( )) ⊆ +1 ( Proof. We already know that ( ), ∈ ℕ, are subalgebras. We only need to prove that for all 1 , . . . , −1 ∈ and ∈ ( ), we have [ 1 , . . . , −1 , ] ∈ ( ). We proceed by induction over ∈ ℕ. The case of = 0 is trivial. Now suppose that ( ) is an ideal of . We prove that +1 ( ) is an ideal of . Let 1 , . . . , −1 ∈ and ∈ +1 ( ). Then,
( 1 ), . . . , ( −1 ), [ 1 , . . . , −1 , ], ( +1 ), . . . , ( ) . Proof. We proceed by induction over ∈ ℕ. The case of = 0 is trivial. Now suppose that ( ) is an ideal of . We prove that +1 ( ) is an ideal of . Let ∈ +1 ( ). Then,
which is in +1 ( ) because ( 1 ), . . . , ( −1 ) ∈ and ( ) ∈ ( ). That is, ( +1 ( )) ⊆ +1 ( ). Let 1 , . . . , −1 ∈ and ∈ +1 ( ). Then, which means that ( ) is an ideal of . Remark 2.9. In the preceding definitions, if = Id , then we come back to the definitions introduced by Filippov [13] for -Lie algebras. There are di erent definitions of derived series and central descending series of -Lie algebras (see [16] ) which are not included in this generalization.
. Solvability and nilpotency of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
Now we show the relationships between central descending series, derived series and the center of an -Hom-Lie algebra, and those of the induced ( + 1)-Hom-Lie algebra. Proof. Let ∈ ( ) and 1 , . . . , ∈ . Then, we have If ( ) = 0, then ∈ ( ). Conversely, if ∈ ( ) and is not abelian, then ( ) = 0. Proof. Theorem 1.27 implies that is multiplicative. We proceed by induction over ∈ ℕ. The case of = 0 is trivial. For = 1 and for all = [ 1 , . . . , +1 ] ∈ 1 ( ), we have
which is a linear combination of elements of 1 ( ) and therefore is an element of 1 ( ). Suppose now that there exists ∈ such that [ , 1 , . . . , ] = [ 1 , . . . , ] for all 1 , . . . , ∈ . Then, for = [ 1 , . . . , ] ∈ 1 ( ), = [ , 1 , . . . , ] and hence it is an element of 1 ( ). Now, suppose that the proposition is true for some ∈ ℕ, and let ∈ +1 ( ). Then, = [ , 1 , . . . , ] with 1 , . . . , ∈ and ∈ ( ). We have that 
Central extensions of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
We first review the definition and the main properties of central extensions of -Hom-Lie algebras, then we study the central extensions of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras. The central extensions of Hom-Lie algebras were introduced in [21] together with the relevant cohomology complex. Those definitions were then generalized to the -ary case in [2] . with . . . ,̂ , . . . , +1 ).
Proof. We consider the algebra (̄ , [ ⋅ , . . . , ⋅ ] , , ) induced by (̄ , [ ⋅ , . . . , ⋅ ] , ). Let 1 , . . . , +1 ∈ . Then, we have
The map ( 1 , . . . , +1 ) = ∑ +1 =1 (−1) −1 ( ) ( 1 , . . . ,̂ , . . . , +1 ) is a skew-symmetric ( + 1)-linear form, and [ ⋅ , . . . , ⋅ ] , satisfies the Hom-Nambu identity. We have also 
Cohomology of ( + 1)-Hom-Lie algebras induced by -Hom-Lie algebras
In this section, we study the connections between the cohomology of a given -Hom-Lie algebra and the cohomology of the induced ( + 1)-Hom-Lie algebra.
Let ( , [ ⋅ , . . . , ⋅ ], ) be a multiplicative -Hom-Lie algebra, be a trace satisfying ∘ = , and let ( , [ ⋅ , . . . , ⋅ ] , ) be the induced algebra. Then, we have the following correspondence between the 1-cocycles and 2-cocycles of ( , [ ⋅ , . . . , ⋅ ], ) and those of ( , [ ⋅ , . . . , ⋅ ] , ). Proof. Let be a derivation of and 1 , . . . , +1 ∈ . Then, we have
Now, we consider the 2-cocycles of an ( + 1)-Hom-Lie algebra induced by an -Hom-Lie algebra. 
Proof. Let ∈ 2 ad ( , ) satisfy the condition above, and let (−1) + −1 ( ) ( ( )) ( 1 ), . . . , ( −1 ), ⋅ , ( +1 ), . . . , ( ) − =1 =1; ̸ = (−1) + −1 ( ) ( ( )) ( 1 ), . . . ,̂ , . . . , ( −1 ), ⋅ , ( +1 ), . . . , ( ), ( ) This means that is a 1-cocycle for the scalar cohomology of ( , [ ⋅ , . . . , ⋅ ] , ). 
Proof. Let ∈ 2 0 ( , ) satisfy the condition above, and let ( , ) = =1 (−1) −1 ( ) ( , ) + (−1) ( ) ( , ).
Then, we have 
by Lemma 1.25.
Lemma 4.6. Let ∈ 1 ( , ). Then,
where is the coboundary operator for the cohomology complex of .
Proof. Let ∈ 1 ( , ), 1 , . . . , +1 ∈ . Then, we have
Proposition 4.7. Let 1 , 2 ∈ 2 0 ( , ). If 1 , 2 are in the same cohomology class, then 1 , 2 , defined by
are in the same cohomology class.
Proof. Let 1 , 2 ∈ 2 0 ( , ) be two cocycles in the same cohomology class, that is,
and
Then, we have
This means that 1 and 2 are in the same cohomology class. From these conditions, we get the following equations: 22 ( 11 − 1) = 0, 42 ( 31 − 1) = 0, 24 ( 13 − 1) = 0, 44 ( 33 − 1) = 0, 12 = 32 = 14 = 34 = 0, 11 23 − 13 21 = 0, 31 43 − 33 41 = 0, 22 13 = 0, 42 33 = 0, 11 24 = 0, 31 44 = 0.
Examples
We choose the endomorphism 1 given, in the basis ( ) 1≤ ≤4 , by the matrix
The bracket [ ⋅ , ⋅ ] 1 = 1 ∘ [ ⋅ , ⋅ ] is given by
The algebra ( , [ ⋅ , ⋅ ] 1 , 1 ) is a (multiplicative) Hom-Lie algebra (Theorem 1.11). We further refer to this algebra by 1 .
We consider now the algebra ( , [ ⋅ , ⋅ ] 1 , 1 ). We have that [ , ] 1 = ⟨{ 2 , 4 }⟩. Notice that the bracket [ ⋅ , ⋅ ] 1 does not satisfy the Jacobi identity, since we have that Then, by Theorem 1.27, we can construct the induced algebra ( , [ ⋅ , ⋅ , ⋅ ] 1, 1 , ), we further refer to it by 1 . It is a multiplicative 3-Hom-Lie algebra. The bracket [ ⋅ , ⋅ , ⋅ ] 1, 1 is given by
We look now at the central descending series of these algebras and we get that By solving the equations for being a 2-cocycle, that is, 2 ( , , ) = 0 for 1 ≤ < < ≤ 4, we get 14 = 0, 23 = 0 and 24 = 0.
Let be a linear form on , defined by ( ) = , 1 ≤ ≤ 4. We find that 1 ( 1 , 2 ) = 4 , 1 ( 3 , 4 ) = 2 , 1 ( , ) = 0 for ( , ) ̸ = (1, 2), (3, 4) , < .
We get that the second cohomology group for this algebra is 1-dimensional. Now for a 2-cocycle , let us consider 1 defined as in Proposition 4.5. We have that 1 ( 1 , 2 , 3 ) = 12 , 1 ( 1 , 2 , 4 ) = 0, 1 ( 1 , 3 , 4 ) = 34 , 1 ( 2 , 3 , 4 ) = 0.
On the other hand, we have the 2-cocycles and 2-coboundaries of the induced algebra 1 . For the linear form on , we have
) = 0.
For 2-cocycles, we have that every skew-symmetric trilinear form on is a 2-cocycle of the induced algebra. Therefore, there exist 2-cocycles of 1 which are not induced by 2-cocycles of 1 . Example 5.2. We take now the same Lie algebra ( , [ ⋅ , ⋅ ]) as in the preceding example, and we choose the morphism 2 given by the matrix 2 = 0 0 0 0 1 0 0 0 0 0 , , ̸ = 0, ̸ = 1.
We get the bracket [ ⋅ , ⋅ ] 2 = 2 ∘ [ ⋅ , ⋅ ], defined by [ 1 , 2 ] 2 = 4 .
We further refer to the algebra ( , [ ⋅ , ⋅ ] 2 , 2 ) by 1 . Let : → be a linear map with
.
The map is a trace if and only if 4 = 0. Looking for trace maps satisfying the condition of Theorem 1.27, we find that such a trace map exists if and only if 2 satisfies = 1 − . We also have that such a trace map satisfies 2 = 0 and 3 = (1 − ) 1 . Let 2 : → be the linear form defined by
Then, by Theorem 1.27, we construct the induced multiplicative 3-Hom-Lie algebra ( , [ ⋅ , ⋅ , ⋅ ] 2, 2 , ), we further refer to it by 2 . Its bracket is given by
Now, let be a skew-symmetric bilinear form on . By solving the equations for to be a 2-cocycle, that is, 2 ( , , ) = 0 for 1 ≤ < < ≤ 4, we get 14 = − 24 . Coboundaries for this algebra are given by 1 ( 1 , 2 ) = 4 , 1 ( , ) = 0 for ( , ) ̸ = (1, 2), < ,
where is a linear form on , which means that the second (scalar) cohomology group of this algebra has dimension 4. Now for a 2-cocycle , let us consider 1 defined as in Proposition 4.5, we get 2 ( 1 , 2 , 3 ) = (1 − ) 12 On the other hand, we have the 2-cocycles and 2-coboundaries of the induced algebra 2 . For a linear form on , we have 
) = 0, For 2-cocycles, we have that every skew-symmetric trilinear form on is a 2-cocycle of the induced algebra. Therefore, there exist 2-cocycles of 2 which are not induced by 2-cocycles of 2 . More precisely, in this case we have 2 : ∈ 2 ( 2 , ) = ∈ 2 ( 2 , ) : ( 2 , 3 , 4 ) = ( − 1) ( 1 , 2 , 4 ) .
