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Abstract 
Mobile Ad-hoc networks are churacterised by 
constaril topology changes, lhe absence of’fixed 
iqfinsli-ucture rind luck of any ceolrolised 
control. Traditiarzal routing algorithms prove to 
be inefficient in such a changing environment. 
Ad-hoc routing protocols such as Dynamic 
Suurce Routing (DSR), At/-hoc On-Demand 
Disfonce Vecior Routing ( 4 0 D V )  and 
Des~inatiun-S~qrren~e Distance Vector (DSD v) 
hiire been proposed 10 solve rhe “ A i  hop 
routing problem in Ad-hoc networks. 
Pqiormance studies of’ fhese routing protocols 
have assumed Conslant Bit Raie (CBR) trajfic. 
Real-lime multimedia t m z c  generated h,v video- 
on demand and teleconferencing services are 
most!v Variable Bif Rate (VBR) truflic. Most of 
these Multimedia trafliic is encoded using the 
MPEG standard. ( IS0 Moving Picture Expert 
Group). When video lruffic is transferred over 
MANETs a series ofperformance issues arise. In 
this paper we present a performance 
comparison of three Ad-hoc routing protocols- 
DSR. AODV and DSDV when streaming 
MPEG4 traffic. Simulatiovl studies show that 
DSDV performs better than AODV und DSR. 
However all three protocolsfail to provide good 
performame in large, high!v mobile network 
environments. Further stzm‘v is required tu 
imp!-ove lhe perfbrmunce o/’ these protocols in 
mobile Ad-hoc networks ojjbring VBR services. 
Kevwordx MANETS, DSR. AODV, DSDV, VBR, 
MPEG video 
1. Introduction 
A mobile ad-hoc network (MANET) IS a 
network composed of mobile nodes 
characterised by the absence of any centralised 
control or fixed infrastructure. All mobile nodes 
are capable of’ communication with each other 
through multi hop wireless links. There is no 
fixed infrastructure, such as base stations for 
coininunication support. Each node in the 
network acts as a potential mobile router, 
capable of forwarding data packet to other 
nodcs. MANETs arc also characteriscd by a 
random, dynamic and rapidly changing 
topology. This causes traditional routing 
algorithms to fail as they are not designed to 
handle such a changing environment [3, 7, 81. 
The challenge in ad-hoc networks is the 
development of dynamic routing protocols that 
can efficiently find routcs between two 
conimunicating nodes. The routing protocols 
must bc ablc to kccp up with thc high dcgrcc of 
node mobility, which effects rapid and 
unprcdictabk topology changcs. Such nctworks 
have been studied in the past in relation to 
defence rcsearch, oftcn under the name of packet 
radio networks [7]. Recently there has been a 
renewed interest in this field due to the common 
availability of low-cost hardware such as laptops 
and palmtops with radio interfaces. lnterest is 
also partly fueled by growing cnthusiasin in 
running common network protocols in dynamic 
wireless environments without the requirement 
o f  specific infrastructures. This enables 
communication in inany areas such as students 
using laptop computers to participate in an 
interactive lecture, business associates sharing 
information during a meeting, soldiers relaying 
information far situational awareness on the 
battleficld [3], and emergency disaster relief 
personnel coordinating cEorts after a hurricane 
or earthquakc. A mobilc Ad-hoc nctworking 
(MANET) working group [3j has also bccn 
formcd within thc lntcrnet Enginccring Task 
Force (IETF) to develop a routing framework 
for IP-based protocols in Ad-hoc networks. 
Ad-hoc routing protocols such as Dynamic 
Source Routing (DSR), Ad-hoc On-Demand 
Distance Vector Routing (AODV) and 
Destination-Sequence Distance Vector (DSDV) 
have been proposed to solvc the multi hop 
routing problcm in Ad-hoc networks. 
Performance studies of these routing protocols 
have assumed Constant Bit Rate (CBR) traffic 
Real-time multimedia traffic generated by 
video-on demand and telcconferencing services 
is mostly Variable Bit Rate (VBR) in nature. 
Most of these Multimedia traffic i s  cncoded 
using thc MPEG standard (IS0 Moving Picturc 
Expert Group).When video traffic i s  transferrcd 
ovcr ?&%NETS a scrics of performancc issucs 
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arisc. In this paper wc presciit a pcrformance 
comparison of three Ad-hoc routing protocols- 
DSR, AODV and DSDV whcn strcaming 
MPEG4 traffic. Sinnilation studies show that 
DSDV perfomis better than AODV and DSR, 
however all thrce protocols are inefficient in 
largr, highly mobiIe Ad-hoc networks. 
The rest of this p p e r  is  organised as follows: 
In section 2 we present an overview of thc three 
rooting prorocols. Section 3 presents MPEG4 
traffic modelling. Tn section 4 we present the 
siinufation model Section 5 prcsents results of 
our performance studies and section 6 draws out 
the conclusion. 
2. Protocol description 
Wireless tcchology allows users to access 
data regardless of their geometrical location. 
The class of wireless networks that is 
infrastructure less i s  Ad-hoc networks. Ad-hoc 
routing protocols can be divided in to two 
categories [3, SI. 
Table-drive or proactive routing protocols, 
whcre consistent and up to date routing 
infonnation to all nodes is maintained a t  
each node. 
9 On-dcmand OT reactive routing protocols, 
where routes arc created as and when 
requircd. When a source wants to send to a 
destination, a route discovery mechanism is 
used to find the path to the destination. 
A variety of protocols have been developed 
targeting the ad-hoc wireless environment. This 
paper discusses threc multi-hop wireless Ad-hoc 
network routing protocols that cover a range of 
dcsign choiccs. 
2.1. Ad-hoc On-Demand Distance Vector 
Routing (AODV) 
The AODV routing algorithm is a source 
initiatcd, on dcmand routing algorithm [3: 5 ,  81. 
Therefore a route is discovered only if and when 
a source wants to send data to a specific 
destination. Once the route is established 
between the source and the destination, i t  
remains as long as it’s needed for further 
communication. One of the main fcatures of 
AODV is that unlike other on-demand routing 
protocols, it uses traditional routing tables to 
maintain routing information, with one entry per 
destination [ 8 ] .  Each cntry in the table has a 
destination sequence nuniber. This number is 
included in the RREQ (Route Request) of any 
n d c  that dcsircs to scnd data [7].  AODV uscs 
these sequence numbers to ensure the validity of 
thc routing information and to prcvcnt routing 
loops. For instance, a rcqucsting nodc always 
chooses a route with the greatest sequence 
numbcr to communicate with its destination 
node. Once a new path is found, a RREP (Route 
Reply) is sent back to the requesting node 171. 
AODV also has an important feature that 
informs nodes of any possible link breaks that 
might have occurred. The routing protocol 
maintains a time-base state in each node, 
regarding utilization o f  individual routing table 
entries. A table entry i s  deleted i f  not used 
recently. A sct of prcdeccssor nodes is 
maintained for each routing table entry, 
indicating the set of neighbouring nodes, which 
use that enlry to route the data packets, These 
nodes are notified whcn the next-hop link breaks 
with RERR (Route Error) packets. On the 
recciving o f  thesz packets each predecessor 
nodc, in turn forwards the RERR packcts to its 
own prcdcccssors, thus erasing all routcs with 
broken links [3, 71. AODV is dcsigncd to inform 
all sourccs using a given route when link failure 
occurs. 
2.2. Dynamic Source Routing (DSR) 
DSR, like AODV falls under the family of 
On-Demand routing protocols 131. That is, it 
also discovers routes only when necded by the 
sourcc. Unlike AODV, DSR doesn’t use 
traditional routing tables to maintain routing 
information. The key characteristic of DSR is 
the use uf source routing and route cache [3, 4, 
81. That is, the sender knows the complete hop- 
by-hop route to the destination. These routes are 
stored in the route cache. The data packets carry 
the source routc in the packet header. When one 
host scnds ayackct to anothcr host and docs not 
know thc routc to thc destination, it broadcasts a 
routc rcqucst packet to dynamically discovcr thc 
route to the destination. The route discovery 
mechanism works by flooding the network with 
RREQ packets. When a node receives a RREQ 
it forwards it, unless the node is the destination 
or it has knowlcdgc of a route to the destination. 
If the node happens to be the destination or 
knows the route to the destination, it replies with 
a R R E P  packet that is routed back to the original 
source. I n  this process RREQ and RREP packets 
are both source routed. 
Each mobile host participatrng in the Ad-hoc 
network maintains a route cache in which it 
caches source routes that i t  has learnt If any link 
on a source routc is broken, the source node is 
notified using a routc error (RERR) packet. 
Then the source removes any routc using this 
link from thc cachc. If the routc is still nceded a 
new roiitc discovery proccss must be initiated [3. 
4, 5 ,  81. The DSR makes aggressive usc of 
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sourcc routing and routc caching. Unlikc AODV 
no special mechanism is needed to detect 
routing loops. 
2.3. Destination Sequence Distance 
Vector (DSDV) 
DSDV is a proactive or table driven routing 
protocol [4, 71. That is the protocol maintains a 
correct route to any node in the network. The 
DSDV routing algorithm is based on the idea of 
the classical Bellman-Ford Routing, with some 
major improvements to make it suitable for 
wireless schemes and specifically solve the 
count-to-infinity problem [7]. The regular 
methods for solving this problem, such as, 
poison reversing or split horizon are not suitable 
for mobtlc networks because of the broadcast 
nature of the medium. Therefore DSDV uses a 
scqucnce number for each routing table entry to 
distinguish stale routing information from new 
routing information, and thus avoids looping. 
The nodes communicate with each other to 
update their routing tables. The update is both 
time-driven and event-driven. That is, the nodes 
periodically transmit their routing tables to their 
neighbors. A node also transmits its routing 
table if a significant change has occurred in its 
table sincc the last update was sent. Any routing 
table changes are relayed to all the other nodes, 
which imposes a large overhead on the whole 
network. To reduce this traffic, routing table 
updates can be sent in two ways: a full dump or 
an incremental update. A full dump sends the 
full routing table to the neighbors and could 
span into many packets. This type of update 
should be used as infrequently as possible and 
only in the case of complctc topology changc. 
Incremental update, updates only those entries 
from the routing table arc scnr that has a mctric 
change since thc last update and it must fit in a 
singlc Network Protocol Data Unit (NPDU) [7 ] .  
If there is space in the incremental update packet 
then those entries whose sequence number has 
changed may be included. When a network is 
retatively stable, incremental updates are sent to 
avoid extra traffic. In the case of highly dynamic 
networks, incremental packets can be large [7] 
3. MPEG4 traffic modeling 
MPEG-4 I S  an ISOiIEC standard developed 
by MPEG (Moving Picture Ex’perts Group), the 
committee that also developed thc Emmy Award 
winning standards known as MPEG-1 and 
MPEG-2. In addition MPEG7 is under 
dcvclopment. These standards made interactive 
video on CD-ROM and Digital Television 
possible [ 9 ] .  Because MPEG4 provides high 
quality video at a relatively IOW bit rate and has 
thc capability of rcal-timc adaptive encoding, it 
is suited for, and has become popular standard 
for, network applications, cspccially the Internet 
[ 2 ] .  Therefore, in this papcr, we focus on thc 
transmission performance of video data streams 
of MPEG4 type. 
The MPEG4 encoder input sequence is 
comprised of a series of frames. Each frame 
contains a two-dimensional array of picture 
elements. Before transmitting the video. data 
stream over the communication network, a 
compression algorithm is used to reduce the 
spatial and the temporal redundancy of the video 
data stream. The spatial redundancies arc 
reduced using transforms and entropy coding, 
and the temporal redundancies are reduccd by 
the prediction of future frames. The reduction of 
temporal redundancies is implemented by using 
threc types of frames namcd I, P and B frames. I 
framc is an intra-coded framc and has the lowest 
compression rate compared to thc other two. P 
frame is known as predictively coded frame 
comes in the middle when compared by 
compression rate. B frame or bi-directional 
predictively coded frame has the highest 
compression rate. The frames are arranged in a 
deterministic periodic sequence, for examples 
“PIBBBIPPIB”, which is known as a Group Of 
Pictures (GOP) [2]. 
A variety of techniques such as Markov 
chain models, Autoregressive Moving Average 
(ARMA) models, Bernoulli process models, 
spectral characterisation, neural network models, 
traffic flow models, wavclet models and 
transf@rm-e?tpaiid-sainple (TES) modeis have 
been used to model network traffic. It has been 
identified that not only short range but also long 
range dcpcndencics can be found and should be 
describcd in video traffic. In this papcr the 
MPEG4 traffic is modelled using the TES 
modelling process [2], 
The TES modelling process is suitable for 
modelling VRR video. The TES process has two 
steps. 
Step one: The autocorrelation of the input time 
series is caphired and background sequence is 
generated. 
Step two: The background sequence is inverted 
into the foreground sequence using the empirical 
histogram [2]. 
4. Simulation model 
The simulation model for the perfomancc 
comparison includes two parts, the simulation of 
the three ad-hoc routing protocols and the 
generation of the MPEG4 traffic. 
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4.1. Ad-hac routing protocols 
The three routing techniques wcre simulatcd 
in the same environment using Network 
Simuhtor -2 ("$2) [ I ] .  The Monarch research 
group at Carnegie-Mellon University developed 
support for simulating multi hop wireless 
networks in ns-2. This model is complete with 
physical, data link and medium access control 
layers. The Distributed Coordination Function 
(DCF) of IEEE 802.1 I for wireless LANs is 
used as the MAC layer protocols. The 
transmission of the data packets is done using an 
unslotted Carrier Sense Multiple Access 
technique with Collision Avoidance 
(CSMAKA). The radio model has 
characteristics similar to a commercia1 radio 
interface, namely Lucent's Wave LAN. The 
Wavc LAN has a shared-media radio with a 
nominal bit rate of 2Mbis and a nominal radio 
range of 250 in [4, 81. 
Thc simulation environment consisted of a 
5OOni by 500111 region where the nodes were 
moving randomly with a constant average speed. 
A random way point model governed the node 
movement [3]. Identical mobility and traffic 
scenarios were used across protocols to gather 
fair results. The nodes were equipped with 
ornni-directional antennas with a range of 200 
m. The simulation time was set to 50 seconds, 
with a UDP connection established among the 
nodes. U D P  was chosen as the transport layer 
protocol as it is best suited for VBR data. 
4.2. MPEG4 traffic models 
In the experiment a traffic gencrator 
produccd an adoptcd MPEG traffic. Thc 
generator utilizcs an cnipirical rcal trace of 
vidco framcs gcncratcd by the MPEGl encodcr, 
and the needed traffic is generated adopting a 
model using the TES. This way the generated 
traffic closely matches the statistical 
characteristics of a real video trace. Just like a 
real MPEG4 trace, our generated video trace 
consists of three frames, namety I frame, P 
frame and B frame. The MPEG4 sender sent 
each video frame at equal intervals, but not in an 
equal size as each frame is encoded with a 
different compression rate (2 ,6] .  
Two parameters were used to control the 
traffic stream. The first parameter, the initial 
seed, results in the variants of traffic trace. This 
parameter was kept constant at 0.4, as the same 
traffic trace needed to be used in all the 
cxpcriments to kecp thc comparison of the 
protocols fair. The second parameter, thc rate 
factor, determiiicd thc level of scaling up (or 
down) of the video input whilc preserving the 
samc sample path and autocorrclation function 
for the frame size distribution [6].  The rate 
factor was changed in steps of 0.5 to dctermine 
its effect on the protocol performance (refer 
section 5.3). 
Although NS2 is powerful when simulating 
CBR or TCP traffic, via mohife ad-hoc 
networks, there is no implementation for 
generating traffic scenario f i les for large 
networks, or tracing support for VBR traffic 
streams. Modifications to traffic generations 
and trace files in NS2 were made to support 
VBR traffic streams. 
5, Simulation Experiments and 
results 
A set of experiments was carried out. The 
goal of the experiments was to compare the 
three ad-hoc routing protocols, when MPEG4 
traffic was streamed. 
The performance metrics used to determine 
the perromance is the packet delivery ratio. 
That is the number of packets that was delivered 
to the destinations as a fraction of the sent 
packets. Several wns were conducted for each 
result. 
5.1. Experiment 1 
The first experiment studied the behaviour of 
the three protocols when the number of nodes 
varicd in thc topology. The following 
parameters were kcpt at a constant valuc 
throughout the experiment, so that only thc 
effects of varying the number of nodes in the 
topology were reflected in the resuIts: 
Speed of each node varied between 0-10 d s ,  
Pause time = 20 s, Packet size = 64 bytes, Rate 
factor = 1 
The constant values given above for each 
parameter were identified as the values at which 
thc three ad-hoc protocols performed best. The 
number of nodes was changed from 8 to 24 in 
steps of 4. 
5.1.1. Results 
As expected, the Packet delivery ratio decreases 
as the number of nodes increase in the topology 
in all the three protocols, This is due to the fact 
that there is lot more nodes that the data can be 
sent to, thus finding routes for more nodes 
increase the routing traffic. Therefore less and 
less of channels will be used for data transfer, 
thus decreasing the overall packet delivery 
(Figure I ) .  
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Figure 1 : Performance of Ad-hoc routing 
protocols against packet delivery 
As seen in figure I ,  an interesting 
observation is made between 16 nodes at 16 and 
20. Thc packct dclivcr ratio with 16 nodes is less 
than that with 20 nodcs. After studying thc 
traffic mobility scenario for the twa cascs wc 
concluded that the distance and the speeds of the 
nodes relative to each other have an effect on the 
performance, hence this result. 
The performance drops dramatically as the 
number of nodes increases. From 8 nodes to 12 
nodes there is a drop of 20% in performance and 
the trend continues. The increasing o f  the 
number of nodes was  stopped at 24 nodes, as the 
performance of the three protocols beyond this 
limit was very poor. Overall DSDV showed the 
best performance, AODV came in second and 
DSR showed the worst, but the difference In the 
packet delivery ratio was within 2%. 
5.2. Experiment 2 
Thc sccond cxpcrimcnt studied thc bchaviour 
of thc thrcc protocols when thc maximum speed 
at which the nodes moved in the eiivironment 
was varied. The following parameters were kept 
at a constant value throughout this experiment, 
so that oniy the effects of changing the speed 
were reflected in the results. 
Number of nodes = 8, Pause time = 20 4, Packet 
size = 44 bytcs, Rate factor = 1 
The constant values given above for each 
parameter were identified as the values at which 
the three ad-hoc protocols performed best, The 
number of nodes was changed from 8 to 24 in 
steps of 4. 
5.2.1. Results 
As shown in figure 2 the Packet Delivery 
Ratio decreases as the speed increase. This is 
due to the fact as the speed increases the 
topology changcs rapidly, hcncc the routcs to 
destinations change rapidly. This means all three 
routing protocols havc to update thc routing 
information more often. 
Experiment 2 I 
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Figure 2: Performance of AODV, DSR and 
DSV protocols in terms of speed 
As seen in Figure 2, the three routing 
protocols showed around 54% performance at 
loinis, which i s  the best performance, Thts is a 
vciy slow speed. As the speed incrcascd thc 
performancc droppcd dramatically. Thc 
incrcasing of thc spccd was stoppcd at 3Omk as 
the protocols performed very poorly beyond this 
value. This result shows that it is not feasible to 
stream MPEG4 traffic in highly mobile ad-hoc 
networks. As in experiment 1 overall DSDV 
showed the best performance, while AOJIV 
came in second and DSR was the last. Again the 
difference in the packet delivery was within 2%. 
5.3. Experiment 3 
The third experiment studied the behaviour of 
the three protocols, when the rate factor or  the 
MPEG4 steam was varied. The following 
parameters were kept at a constant value 
throughout this expcriment, so that only the 
cffccts of changing thc ratc factor wcrc rcflectcd 
in the results: 
Number of nodcs = 8, Pausc time = 20 s, Packet 
size = 64 bytes, Maximum speed = IO d s .  
The constant values given above for each 
parameter werc identified as the values at which 
the three ad-hoc protocols performed best The 
rate factor was changed from 0.5 to 5 in steps of 
0.5. 
5.3.1. Results 
As shown in Figure 3 the packet delivery 
ratio decreases as the rate factor increasc. rate 
factor scales up (down) the MPEG4 stream. The 
higher the rate factor the more packets are 
needed to deliver the MPEG4 stream to the 
destination. Thus the load on the channel is 
increased: 
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Figure 3: Performance of Ad-hoc routing 
protocols in terms o f  rate factor 
The decrease in performance as the rate 
factor increases shows that the channel cannot 
take the load even at the slow speed o f  10 ds; 
hence the data packets are dropped. This shows 
that there is a limit to which the MPEG4 stream 
can bc scaled up when it is strcamcd in mobile 
ad-hoc networks. Rate factors 0.5 to 1 showed a 
good pcrformance of 89% to S4%. At ratc factor 
1.5 the performance dropped by around 15%, 
this trend continued to around rate factor 3, after 
which the performance continued dropped but at 
a much slower rate. Once more, overall DSDV 
performed best, followed by AODV and DSR. 
The difference in performance was within 2% as 
in previous experiments. 
6. Conclusion 
This paper compared the performance OF 
three ad-hoc protocols (AODV, DSDV and 
DSR), when MPEG4 traffic is strcamcd through 
the network. The performance of the three was 
incasurcd in tcrms of packcr dclivcry ratio. We 
studied the results of three experiments, which 
showed the impact Q€ number of nodcs, specd 
and the rate factor on the performance of the 
three protocols. 
Overall DSDV showed better performance 
than AODV or DSR. But the difference in 
performance was within 2%. The study shows 
that all three protocols are not suitable for 
multimedia communication in highly mobile 
Ad-hoc networks. This is attributed to the 
routing traffic consuming most of the limited 
bandwidth, thus limiting the bandwidth for the 
data packets. 
Further study needs to be done in order 
improve these protocols, so that they can support 
real-time multimedia applications in fargc, 
mobilc Ad-hoc nctwotks. 
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