Errors and error sources occurring in rotating-analyzer ellipsometry are discussed. From general considerations it is shown that a rotating-analyzer ellipsometer is inaccurate if applied at P = 00 and in cases when 0 = 0' or where A is near 00 or 1800. Window errors, component imperfections, azimuth errors and all other errors may, to first order, be treated independently and can subsequently be added. Explicit first-order expressions for the errors 6A and 36t' caused by windows, component imperfections, and azimuth errors are derived, showing that all of them, except the window errors, are eliminated in a two-zone measurement.
INTRODUCTION
During the past decade automated ellipsometers have in many cases superseded the traditional nulling ellipsometers. These nulling ellipsometers are based on the so-called totalextinction principle; A and i~ are obtained from the component readings when the transmitted beam is totally extinguished. For a number of reasons, errors do occur in these measurements; these errors are extensively discussed by Azzam and Bashara,1' 4 Aspens, 5 Straaijer et al., 6 and
McCrackin7
The automation of the ellipsometer has resulted in a number of different types8,' 9 of which the rotating-analyzer ellipsometer 10 "1 1 (RAE) is the most important.
With this automation the total-extinction method has been replaced by a total-intensity measurement.
In the case of the RAE the light flux as a function of the analyzer angle is measured: 'det = Idet (A) . From this intensity the two desired quantities, A and i/, are calculated.
With the introduction of the automated ellipsometers of the RAE type, the error analysis had to be repeated. Azzam and Bashara' 2 presented such a study, showing that a twozone measurement, as known for the nulling ellipsometer, existed, but they did not present explicit expressions for 65A
and 6~ as they did for the nulling ellipsometer. 2 Such explicit expressions should be of great value for deciding whether a two-zone measurement is required or whether a single-zone measurement suffices. Aspnes' 3 discussed the effect of noise in the RAE; noise introduces statistical errors in A and 4~. However, other sources besides noise contribute to statistical errors, as will be shown in this paper. Finally, we should mention another paper of Aspnes,1 4 which is perhaps a little outside the scope of this paper, on calibration errors caused by imperfect polarizers.
All references mentioned concern first-order errors. The effect of each error source is studied individually; the remaining part of the ellipsometer is assumed to be ideal. Subsequently, all errors attributed to the different sources are added up. In this paper we apply the same principle in our derivation of simple expressions for first-order errors in A and itt obtained by a RAE. Most of these errors appear to be antisymmetric and consequently can be eliminated by a two-zone measurement. When first-order errors are eliminated in this way, the question arises about when secondorder errors, particularly those caused by azimuth errors, can no longer be neglected. This problem cannot be solved analytically and has to be approached numerically. For this purpose we wrote a computer program that simulates the optical part of the RAE. Subsequently we simulated the usual calibrations and measurements. The errors in A and t', 5A, and 5~ then were obtained from the difference between the A and i~ values introduced in the simulation part and those resulting from the measurement.
In Section 2 we present a short introduction to the RAE.
Subsequently some considerations on general error propagation are discussed in Section 3, from which one arrives at the conclusion that a RAE yields good results unless P, A, or ã pproaches 0 or ir. Section 4 contains an introduction of the optics and our approach to the present problem, which is based on the idea of Taylor expansions. In combination with the result of Section 2, it gives us a formalism that allows us to calculate, to first order, the errors 6A and t
'
caused by any source. Section 5 proceeds with the application of this formalism to systematic errors, such as azimuth errors, component imperfection, and windows. Apart from these systematic errors, we also consider statistical errors. This subject is discussed extensively in Section 6. Finally, we conclude with a discussion of the currently obtained results. Figure 1 presents a diagram of a RAE. The optical system contains a polarizer, a sample, a rotating analyzer, and, optionally, a compensator. A detailed description of a RAE can be found in Ref. 10 . The ideal polarizer and analyzer are completely characterized by the azimuth angles P and A, which their transmission axes make with the plane of incidence. The compensator fast-axis azimuth from the plane of incidence is denoted by C, and its phase retardation is denoted by Q. In the ideal situation the compensator is assumed to be positioned with its fast axis aligned with the plane of incidence (C = 0). 13 This configuration makes the phase retardations of the sample (A) and of the compensator directly additive, and A' remains unchanged. ' 2 One may as well omit the presence of the compensator if the sample is 
THE ROTATING-ANALYZER ELLIPSOMETER
where S and C are shorthand notation for sine and cosine, respectively.
The light flux as a function of time, Idet(t), transmitted by the analyzer is the actually measured quantity, having the mathematical form Idet(t) = ao + a, cos 2 WAt + as sin
In measurement the coefficient a 0 is obtained from Idet(t) by averaging Idet over a number of analyzer cycles:
while a, and a, are retrieved by the Fourier integral
The preceding discussion is correct only for the ideal RAE; in practice things appear less ideal than assumed. One should realize that the assumption of Eq. (2) on the detected intensity is not realistic. Noise and intensity modulations other than the 2 WA component will be present, causing random errors. In Section 6 we present a quantitative treatment of this subject. Apart from these random errors, a number of systematic errors, hence less-noticeable errors, do enter the measurement. The polarizers used are not perfect, they transmit slightly elliptically polarized light instead of perfect linearly polarized light. In a number of cases, for example, if the sample is situated inside an ultrahigh-vacuum system, windows are used, thus distorting the state of polarization of the light beam. The plane of incidence is assumed to be known exactly, and, if this is not the case, azimuth errors in P, C, and A are introduced, ultimately causing systematic errors in A and 4.
GENERAL ERROR PROPAGATION
The accuracy with which A and A can be determined strongly depends on the nature of the sample. To study this feature and for later purposes, we first consider the propagation of errors in general.
The From Eqs. (4a) and (4b) we can derive the Jacobian matrix, relating the errors in A and A' to those in the normalized Fourier coefficients &i = aclao and &i = a,/ao:
A look at the denominator of the expression in front of the matrix unambiguously shows that the RAE is insensitive if used at small P or if applied to a sample with SA -0 or small 4'. 
0 J[ac J (6) where N is the number of analyzer cycles.
Thus, having determined the coefficients ao, a,, and a, from the measured light flux Idet, we find A and 4 by equating Eqs. (1) and (2):
which is the general first-order error-propagation matrix expressed in terms of the variables A, 4, and P.
THEORETICAL FORMALISM CONCERNING ERROR CALCULATIONS
In Section 3 we derived Eq. a,. These systematic errors bo3, b 3 a, and 6a, caused by azimuth angle errors, component imperfection, and windows can be calculated, to first-order, as is shown in this section.
The state of polarization of a monochromatic light beam can be described by a Stokes vector S. 4 Together with Mueller matrices we have a formalism well fitted for our purpose; the second-order numerical calculations are easily programmable, and the analytical manipulations are straightforward. In the present treatment we distinguish the transmission matrix of a component in its own frame of reference (T) and the rotation matrix [4'?(0)] performing the transformation of S from one frame of reference to another, rotated over an angle 0. Concrete expressions for Y9 and T can be found in the papers of Azzam and Bashara.1, 4 In this way the response matrix of a component (k) in an arbitrary frame of reference becomes J-i'TkIR. Denoting the Stokes vector describing the light beam incident upon the ideal optical system by Si', we obtain for the Stokes vector for transmitted light beam (Sf') the equation
where Ts and Tc are the Mueller matrices of the sample and the compensator. All variables marked 0 indicate that we consider the ideal components for the moment. Furthermore, we have suppressed the two matrices R(PO) and Y?-'(AO) because it does not matter in which frame of reference Si and Sf are represented. Reminding ourselves that the ellipsometer is not ideal, we introduce all real azimuth angles, the entrance and exit windows, which are, respectively, denoted by TY and Tm', and the imperfect components.
Then Sf becomes
S = TAB(A)T W 'TSTWSJ'(C)'TCR(C)S-1r'(P)TpSi. (8)
The real azimuth angles 0 are related to the ideal ones by 0 = 0P + 30. Introducing 00 + 60 in the rotation matrix JX, we can make a Taylor expansion of 9? in the variable 50:
The transmission matrices also can be expanded if we use a variable t to describe the imperfection; for example, t can represent the extinction coefficient of the nonideal polarizer:
If we now substitute Eqs. (9) and (10) into Eq. (8), we obtain, for Sf,
where k and 1 correspond to the individual error sources.
Thus 6St is the perturbation caused solely by the first-order imperfection of the kth component; the remaining optical system is assumed to be ideal. Similarly, 6S/hl denotes the extra distortion due to the perturbing action of the firstorder imperfection of the Ith component on the first-order perturbation of the light beam already caused by the kth component. 5Sik is the distortion to be attributed to the second-order effects of the kth component. The second term on the right-hand side of Eq. (11) (13) where SW, corresponds with the light flux transmitted by the exit window. From Eqs. (13) and (2) (13); for those errors 6Sf has to be calculated, after which we can perform an identification similar to that which was done in obtaining Eq. (14) . It is shown in Section 5 that most errors are antisymmetric in P and consequently can be eliminated by averaging two measurements performed at P and -P. Then the third and fourth terms on the right-hand side of Eq. (11) become significant. In some cases it should be interesting to know whether second-order errors of the fourth term in Eq. (11) are negligible. We then might assume that the contributions of the third term are negligible also, and errors can be ascribed mainly to sources that do not average, i.e., windows. For this reason we shall study the fourth term of Eq. (11)-the second-order effects of one component while the remaining part is assumed ideal. However, in spite of the fact that 6S 3 k,k is exact, its propagation up to A and 4 cannot be studied by using Eq. (6) because Eq. (6) is first order only. Consequently the problem has to be approached by a nu- (14) merical method. Equation (8) is implemented in a numerical-simulation procedure for the optical part of the RAE. Using this procedure, we can easily obtain the perturbed Sf for the nonideal system and any particular A and 4' that enter through Ts'. Subsequently Eqs. (3) and (4) are used to calculate the experimental A' and 4'. The errors then are obtained from the difference between the A and 4 entered in the simulation part and the experimental A' and "'.
SYSTEMATIC ERRORS: POLARIZER IMPERFECTION, AZIMUTH ERRORS, AND WINDOWS
In this section we discuss a number of systematic errors. In all cases we apply the same approach, outlined in the previous section. After a short introduction of a particular error we present the proper Taylor expansion. In this way we treat polarizer imperfections, azimuth errors in the first-and second-order approximation, and, finally, the window imperfections. To obtain a better overview, all results of 6A and 68 were placed in Table 1 . = 10. In Fig. 2 , the contours were drawn for On = 0.00250, 0.010, 0.0250, 0.10°, and 10. Figure 2 shows that all errors are eliminated on the diagonal P = 900 -and on the sides 4 = 0°,90° the sides of no importance because we already have seen that, in general, errors increase for 4 near 00, 900.
However, if P is chosen between 25° and 650, the error is largely eliminated by the two-zone average, and the remaining error is <0.025°. It should be emphasized that these errors are now dominated by the second-order contribution 
which again is antisymmetric in P. Logically we study the behavior of 6n, which is the sum of squares of the remaining errors when a two-zone average is used, as a function of A, 4, This error can also be eliminated if a two-zone measurement is performed. Again, we study the second-order error of 6n, which is in principle a many-variable function: On = On(P, Q, A, 4). However, A is of no importance, while the influence of 4 becomes notable for Q values near 1800 only. Figure 5 shows the contours of constant On7 on the remaining Q-P plane for OC = 10. The differences in the line types indicate different 4' values (4' = 300, 450). Again, we see that P is chosen safely between 250 and 65°, yielding errors of less than 0.10 if a two-zone measurement is applied.
C. Windows
Birefringence is the main source for window errors, and the window is therefore treated as a small-retardation wave plate. 2 where bw and 4'w correspond to the (small) phase retardation and the azimuth of the fast axis, respectively. We first consider the entrance window Tw. On substitution of Eq. (23) into our formalism, we obtain Psi [deg.] and P: Onq = n(A, 4, P). We have plotted Onq as a function of A with P =10, A= 10°, 25°,45°, and OA = 1° in Fig. 3 . All curves have a minimum at A = 00, 900 and a maximum at A = 450 or 1350. For arbitrary values of P and 4 we always find the minima and maxima thus located, and we may well treat these values as bounds on Onq. The compensator is the last component whose misalignment certainly has to be studied. Our formalism yields bao F -SQC 2 #S2S 2 ,
We should note that the compensator Q distinguishes itself from the sample A; we are not permitted simply to add them, as in the previous cases. On substitution of Eq. (24) into Eq.
(6), we finally obtain
60 averages out if a two-zone measurement is applied. Regarding OA, we notice that part of the error does not cancel. This is expected because if the fast axis of the window is aligned with the plane of incidence of the sample (0w = 0), then the sample A and window retardation Ow should add without even being distinguishable. The perturbations caused by the exit window (6w', kw')
which yields
A1
Ow'
[CA+Q(C 2 P -C 2 P)S 2 0, + S 2 #S 2 pC 2 t,1
04']
Again 04' and part of OA cancel out in the two-zone average.
In general we should realize that for samples with small SA the windows are going to dominate the phase retardation of the system Tw TTw, and we actually measure the effective phase retardation of the windows. This situation can be improved by a two-zone measurement, but the error in A can never be completely eliminated because the contributions bw cos(20w) of entrance and exit windows are indistinguishable from the A sample.
perturbation caused, for example, by sample vibrations or power supplies (the main frequency). Uncorrelated noise was already discussed by Aspnes.1 4 Concerning the correlated perturbations, we present a totally new description.
Uncorrelated perturbations can be discussed only by using their standard deviations. The standard deviations of ao, ac, and ce, due to noise are interrelated; denoting the standard deviation of ao, a,, and a, by ao, aa, and a-s, respectively, Aspnes1 4 derived
A quantitative expression for ao is difficult to derive; ao is inversely proportional to the square root of the total acqusition time (T) and light intensity:
We should note that we cannot simply use Eq. (6) to relate the standard deviation in A and 4 (at and ap) to ao, ac, and a-.
The standard deviation (of) of a function f(x, y, . . .) is calculated from af X2f 2 _ + (f) ay2 + . . .,
STATISTICAL ERRORS
Apart from all systematic errors, we should not neglect the existence of statistical errors. Statistical errors can be attributed to uncorrelated noise (detector noise or shot noise of low-intensity light sources) and to correlated intensity where ax and ay denote the standard deviations of the variables x and y, respectively. Hence, by squaring all matrix elements of Eq. (5) 
In Fig. 6 we have plotted this generalized sinc function.
First, note that all coefficients ao, a,, and a 8 are mixed. The amount of mixing is related to the quotient OI(w)/I°, and obviously all fluctuations OI(w) have to be strongly suppressed. By studying sinc(x; 0), we can obtain more precise conclusions. Our generalized sinc function is bounded and strongly located near x = 0, as is shown in Fig. 6 . We may neglect any contribution for x < -87' and x > 87r: arrive at a complicated expression. Generally, it will be sufficient to realize that the errors become dominant mainly if SA 0 0 or P, 4 ' 0 or if the perturbation is localized near 2 WA or 4 WA. Slow variation of the light intensity (c -0) may be neglected because these perturbations do not cause a mixing of the coefficients ao, a,, and a,, as can be seen from Eqs. (33).
DISCUSSION
In this paper we tried to obtain a better understanding of the main phenomena causing errors in RAE. We have consid- errors. In general we conclude that many errors do distort the single-zone measurement, and absolute accuracy is not obtained, especially if the ellipsometer is applied at small P or if SA or S2# becomes small. In all these cases we should expect errors in OA and 04' of the order of degrees. This situation is much improved when a two-zone measurement is applied; in this case, with the exception of window errors, all first-order errors are eliminated. Apparently errors are more easily eliminated in the RAE than in the traditional nulling ellipsometer, which requires a four-zone measurement to do so. 2 One type of error, the azimuth error, directly emerges from the calibration. We often see problems in this calibration, for instance, for SA -0. The residuals do not exhibit a pronounced minimum, thus obstructing the determination of the plane of incidence. We should like to know how accurately the plane of incidence has to be known if we are to obtain good results. Figures 2, 4 , and 5 show that when P is chosen properly and a two-zone measurement is applied these errors will be less than 0.10 with OP, OA, and BC = 1°.
Certainly these errors are much less than the errors caused by windows, which introduce the main errors. 
