Abstract. The pth degree Hilbert symbol (·, ·)p : K × /K ×p × K × /K ×p → p Br(K) from characteristic = p has two analogues in characteristic p,
Introduction
If A is a central division algebra (c.s.a.) over a field K then we denote by [A] its class in the Brauer group (Br (K) . We denote by n Br(K) the n-torsion of Br (K) . From now on we assume that char K = p. We denote by F the Frobenius map, x → x p and by ℘ = F − 1 the Artin-Schreier map, x → x p − x. Reall that if char K = p and µ p ⊂ K then we have the bilinear and skewsymmetric Hilbert symbol (·, ·) p : (K) . In characteristic p, besides (K × /K ×p , ·), we have two more groups, (K/℘(K) , +) and (K/K p , +). These three greoups are involved in two bilinear symbols with values in p Br (K) , which are analogues of (·, ·) p .
The symbol [·, ·) [a,b) p ], where A [a,b) p is a c.s.a. of degree p over K generated by x, y, with the relations x p − x = a, y p = b and yxy −1 = x + 1, i.e. yx = xy + y. The symbol [·, ·) p is bilinear.
The symbol ((·, ·)) p = ((·, ·)) K,p : K/K P × K/K p → p Br(K) is given by ((a, b) ) p = [A ((a,b) )p ], where A ((a,b) )p is a c.s.a. of degree p over K generated by x, y, with the relations x p = a, y p = b and [y, x] := yx − xy = 1. The symbol ((·, ·)) p is bilinear and skew-symmetric. It also has the property ((ab, c)) p + ((bc, a)) p + ((ca, b)) p = 0 ∀a, b, c ∈ K. This enables us to define linear map α p : Ω 1 (K)/ dK → p Br(K) by a db → ((a, b)) p . Here Ω 1 (K) is the K-module generated by da with a ∈ K, subject to d(a + b) = da + db d(ab) = a db + b da for a, b ∈ K.
Unlike [·, ·) p , the symbol ((·, ·)) p is not widely used. We found this notation in [KMRT, page 25] , but only when p = 2. The properties of ((·, ·)) p listed above appear in [BK1, 8.1.1] , where A f,g is used to denote A op ((f,g))p . The symbols [·, ·) p and ((·, ·)) p are related by the relations ((a, b) ) p = [ab, b) p if b = 0 and ((a, 0)) p = 0. Therefore the symbol ((·, ·)) p defined here is the same with the symbol from [B] . (See [B, Remark 3.1(2) ].)
We didn't find the formula ((a, b) ) p = [ab, b) p in the literature so we prove it here. We will produce an isomorphism f between A [a,b)p = K z, u | z p − z = a, u p = b, uz = zu + u and A ((a,b) )p = K x, y | x p = a, y p = b, [y, x] = 1 . We take f with f (z) = xy and f (u) = y. To prove that there is a morphism with these properties we must show that f preserves the relations between generators, i.e. that (xy) p − xy = a, y(xy) = (xy)y + y and y p = b. We already have the third relation and for the second we just note that yxy − xyy = [y, x]y = y. For the first relation we note that [·, x] is a derivation so [y, x] = 1 implies [y n , x] = ny n−1 , i.e. y n x = xy n + ny n−1 for n ≥ 1. It follows that x n+1 y n+1 = x n (xy n )y = x n (y n x − ny n−1 )y = x n y n xy − nx n y n = x n y n (xy − n). Then, by induction on n, we get x n y n = (xy)(xy − 1) · · · (xy − n + 1). In particular, ab = x p y p = (xy)(xy − 1) · · · (xy − p + 1) = (xy) p − (xy). So f is defined and it is obviously surjective (f (zu −1 ) = x and f (u) = y). Since A [ab,b) p is a c.s.a. f is an isomorphism. The symbol [·, ·) p generalizes to a symbol with values in the p n -torsion of the Brauer group via Witt vectors. Namely, we have a symbol [·, ·) p n = [·, ·) K,p n : (K) , where the Artin-Schreier map ℘ is defined on p-typical Witt vectors by ℘ = F − 1, i.e. if x = (x 0 , . . . , x n−1 ) ∈ W n (K) then ℘(x) = F x − x = (x p 0 , . . . , x p n−1 ) − (x 0 , . . . , x n−1 ). If a = (a 0 , . . . , a n−1 ) ∈ ,b) p ], where A [a,b) p is a c.s.a. of degree p n generated by x = (x 0 , ..., x n−1 ) and y, where x 0 , . . . , x n−1 commute with each other, with the relations ℘(x) = a, y p n = b and yxy −1 = x + 1. Here x is regarded as a Witt vector and in the last relation yxy −1 := (yx 0 y −1 , . . . , yx n−1 y −1 ) and x + 1 is a sum of Witt vectors, x + 1 = (x 0 , . . . , x n−1 ) + (1, 0, . . . , 0).
In this paper we will produce similar generalizations for ((·, ·)) p . Our construction involves Weyl algebras and Witt vectors. As a by-product, we construct a new class of Weyl algebras in characteristic p. In a future paper we will prove that the symbols ((·, ·)) p m ,p n we introduce here are the same with the ones from [B] . For now, we only prove they have the same properties. or, equivalently, iff p ∈ R × for all primes p dividing elements from S. If S ⊆ N * then we denote I S = {i = (i n ) n∈S ∈ N S | i n = 0 for almost all n ∈ S}.
If x = (x n ) n∈S , where all x n commute with each other, and i = (i n ) n∈S ∈ I S then we define x i = n∈S x in n . Since i n = 0 for almost all n this is a finite product. When S = N * we denote I = I N * . On I S we define the lexicographic order ≤ as follows. If i = (i n ) n∈S , j = (j n ) n∈S ∈ I S we say that i < j if there is n ∈ S such that i n < j n and i k = j k for k < n. Note that for any S ⊆ N * we can regard (I S , ≤) as a subset of (I, ≤) by identifying (i n ) n∈S ∈ I S with (i n ) n≥1 ∈ I, where i n := 0 for n ∈ N * \ S. If S = ∅ we put I ∅ = {0}.
If x = (x n ) n∈S has commuting entries and i = (i n ) n∈S ∈ I S then we denote by x i = n∈S x in n . Since i n = 0 for almost all n this is a finite product. If S = ∅ then by x = (x n ) n∈∅ we mean an empty sequence of length zero and the set {x i | i ∈ I ∅ } is just {1}.
If n ∈ N ∪ {∞} we put I n = I {1,...,n} . When n = 0 by {1, . . . , n} we mean ∅ so I 0 = I ∅ = {0}. If n = ∞ then {1, . . . , n} means N * so I ∞ = I. Note that any S ⊆ N * can be written as S = {s 1 < s 2 < · · · < s n } for some n ∈ N ∪ {∞} so (S, ≤) ∼ = {1, . . . , n}. Also if x = (x k ) k∈S and i = (i k ) k∈S ∈ I S then the product x i writes as x i = y j , where y = (y 1 , . . . , y n ), with y k = x s k , and j = (j 1 , . . . , j n ) ∈ I n , where j k = i s k . So we can restrict ourselves to subsets S of N * of the type {1, . . . , n} for some n ∈ N ∪ {∞}. However, as we will see later, we need sequences x indexed by subsets of N * that are not of this form.
If R is a ring, n ∈ N ∪ {∞} and X = (X 1 , . . . , X n ) then X i with i ∈ I n are a basis for R[X] = R[X 1 , . . . , X n ]. (If n = 0 then R[X 1 , . . . , X n ] := R.) A polynomial in R[X] has the form P = i∈In a i X i , where a i ∈ R are almost all zero and we define deg X P = max{i ∈ I n | a i = 0} and deg X 0 = −∞. Then deg X : R[X] → I n ∪ {−∞} has the usual properties of the degree: deg X (P + Q) ≤ max{deg X P, deg X Q} and deg X P Q ≤ deg X P + deg X Q, with equality when R is an integral domain. Let {X} = {X 1 , . . . , X m } and {Y } = {Y 1 , . . . , Y n }. We call a word in
Note that every word writes uniquely as
where Z covers all words and a Z ∈ R are almost all zero, then we define deg
has the form i∈Im,j∈In a i,j X i Y j , where a i,j ∈ R and a i,j = 0 for almost all i, j. We have deg X P = max{i ∈ I m | ∃j ∈ I n , a i,j = 0} and deg
is the image of the injective linear map µ :
For convenience, if C is an R-algebra and x 1 , . . . , x n ∈ C we say that C = R[x 1 , . . . , x n ] strictly if C ∼ = R[X 1 , . . . , X n ] relative to the generators x 1 , . . . , x n . Similarly, we say that C = R x 1 , . . . , x n strictly if C is freely generated by x 1 , . . . , x n . For every n ∈ N * we put
Recall that the elements of in W , the ring of universal Witt vectors, write as x = (x 1 , x 2 , . . .). The ghost functions w n are defined as w n (x) = d|n dx n/d d . Over Q the sum and the product of the Witt vectors x = (x 1 , x 2 , . . .), y = (y 1 , y 2 , . . .) are given by x + y = z = (z 1 , z 2 , . . .) and xy = t = (t 1 , t 2 , . . .), where z and t satisfy w n (z) = w n (x) + w n (y) and w n (t) = w n (x)w n (y). One proves easily that
But it turns out that in fact s n and p n have coefficients in Z. This allows the definition of the ring of Witt vectors to be extended over arbitrary rings by defining x + y = (s 1 (x, y), s 2 (x, y), . . .), xy = (p 1 (x, y), p 2 (x, y), . . .).
We also consider truncation sets, i.e. subsets P of N * with the property that if n ∈ P then D(n) ⊆ P . They appear in the definiton of the truncated Witt vectors W P , whose elements have the form (x n ) n∈P . The operations on W p are defined the same way as for the universal Witt vectors. If x = (x n ) n∈P , y = (y n ) n∈P then x + y = (s n (x, y)) n∈P , xy = (p n (x, y)) n∈P .
If P, Q are truncation sets with Q ⊆ P and x = (x n ) n∈P is a Witt vector from W P then we denote by x Q its truncation in W Q , x Q = (x n ) n∈Q . Definition 1. If R is a Q-ring then we define B(R), the universal B algebra over R, as the R-algebra generated by x = (x 1 , x 2 , . . .) and y = (y 1 , y 2 , . . .), with the relations [w m (x), w n (x)] = [w m (y), w n (y)] = 0 and [w n (y), w m (x)] = δ m,n m ∀m, n ∈ N * . More generally, if P, Q are truncation sets and R is a Z[P −1 , Q −1 ]-ring, i.e. with P, Q ⊆ R × , we define the algebra B P,Q (R) generated by x = (x m ) m∈P and y = (y n ) n∈Q , with the relations [w m (x), w n (x)] = 0 ∀m, n ∈ P , [w m (y), w n (y)] = 0 ∀m, n ∈ Q and [w n (y), w m (x)] = δ m,n m, ∀m ∈ P, n ∈ Q.
If P = Q we denote B P (R) = B P,P (R) . In particular, B(R) = B N * (R).
Remark. If P, Q, P ′ , Q ′ are truncation sets with P ′ ⊆ P and Q ′ ⊆ Q then any
Also the generators of B P ′ ,Q ′ (R) are amongst the generators of B P,Q (R) and the relations among generators in
Lemma 2.1. Let C be an algebra over a ring R and let n ∈ N ∪ {∞}. Assume that x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) are two sequences with entries in C such that for 1 ≤ i ≤ n we have y i ∈ a i x i + x 1 , . . . , x i−1 for some a i ∈ R × . (i) For every 1 ≤ i ≤ n we have x i ∈ a −1 i y i + y 1 , . . . , y i−1 . As a consequence, x 1 , . . . , x n = y 1 , . . . , y n . In particular, x 1 , . . . , x n commute with each other iff y 1 , . . . , y n do so.
(ii) We have C = R x 1 , . . . , x n strictly iff C = R y 1 , . . . , y n strictly.
P roof. (i) Note that the second statement follows from the first by double inclusion. We use induction on i. If i = 1 by hypothesis y 1 = a 1 x 1 + b for some b ∈ R. It follows that x 1 = a −1 1 y 1 − a −1 1 b and we are done. Assume now that (i) holds for indices < i. Then y 1 , . . . , y i−1 can be written in terms of x 1 , . . . , x i−1 and vice versa so x 1 , . . . , x i−1 = y 1 , . . . , y i−1 . Then y i ∈ a i x i + x 1 , . . . , x i−1 = a i x i + y 1 , . . . , y i−1 implies that x i ∈ a −1 i y i + y 1 , . . . , y i−1 .
(ii) In the view (i) our statement is symmetric in x and y so we will prove only that if C = R x 1 , . . . , x n strictly then C = R y 1 , . . . , y n strictly. We consider a free algebra C ′ = R z 1 , . . . , z n . Then there is a unique morphism of algebras f :
Since C = R x 1 , . . . , x n strictly there is a unique morphism of algebras g :
. . , z i−1 and g(x i ) = t i we have that C ′ , z, t, C, x and g are in the same situation as C, x, y, C ′ , z and f . Then, by the same reasoning as for f , we get that g too admits an inverse to the right, i.e. there is h :
Together with f • g = 1 C , this implies that f = h so f and g are inverse to each other isomorphisms. Since C ′ is freely generated by z 1 , . . . , z n this implies that C is freely generated by f (z 1 ), . . . , f (z n ), i.e. by y 1 , . . . , y n .
(iii) is similar to (ii) but this time we define C ′ = R[z 1 , . . . , z n ] and for the construction of f and g we use the universal property for polynomial algebras instead of free algebras. ✷ Corollary 2.2. If R is a Z[P −1 , Q −1 ]-ring then the condtitons [w m (x), w n (x)] = 0 ∀m, n ∈ P and [w m (y), w n (y)] = 0 ∀m, n ∈ Q from the definition of B P,Q (R) are equivalent to [x m , x n ] = 0 ∀m, n ∈ P and [y m , y n ] = 0 ∀m, n ∈ Q, respectively.
Also
Similarly for the equivalence between [w m (y), w n (y)] = 0 ∀m, n ∈ Q and [y m , y n ] = 0 ∀m, n ∈ Q and for w n (y) | n ∈ Q = y n | n ∈ Q . ✷ Lemma 2.3. Let C be an algebra over a ring R and let m, n ∈ N ∪ {∞}. Let x = (x 1 , . . . , x m ), y = (y 1 , . . . , y n ) be sequences in C such that x i 's commute with each other and y j 's commute with each other. The following are equivalent:
(i) x i y j with i ∈ I m , j ∈ I n are a basis of C. (ii) Every element α ∈ C writes uniquely as α = P (x 1 , . . . , x m , y 1 , . . . , y n ) for some
(iii) If C ′ and C ′′ are the subalgebras of C generated by x 1 , . . . , x m and y 1 , . . . , y n , respectively, then C ′ = R[x 1 , . . . , x m ] and C ′′ = R[y 1 , . . . , y n ] strictly and the linear map µ :
P roof. The equivalence between (i) and (ii) is trivial. The condition that C ′ = R[x 1 , . . . , x m ] strictly from (iii) is equivalent to the fact that x i with i ∈ I m are linearly independent, i.e. that they are a basis for C ′ . But this is a consequence of (i). Similarly, C ′′ = R[y 1 , . . . , y n ] strictly means that y j with j ∈ I n are a basis of C ′′ and this is a consequence of (i). Assuming that the two conditions are fulfilled, x i ⊗ y j with i ∈ I m , j ∈ I n are a basis for
Then the condition that µ is a bijection is equivalent to the fact that µ(x i ⊗ y j ) = x i y j , with i ∈ I m , j ∈ I n , are a basis for C, i.e. it is equivalent to (i).
✷
Let P, Q ⊆ N * be truncation sets and let R be a ring with P, Q ⊆ R × . Let x = (x m ) m∈P , y = (y n ) n∈Q . If m ∈ P , n ∈ Q then m, n ∈ R × . We denote z m = w m (x) and t n = n −1 w n (y), which is defined since n ∈ R × . We have z m ∈ mx m + x k | k ∈ P, k < m , with m ∈ R × and t n ∈ y n + y l | l ∈ Q, l < n , with 1 ∈ R × . Hence if z = (z m ) m∈P and t = (t n ) n∈Q then Lemma 2.1 applies both to x and z and to y and t.
We now prove that B P,Q (R) writes in terms of the Weyl algebras. Recall that the N -th Weyl algebra A N (R) is the R-algebra generated by x = (x 1 , . . . , x N ) and 
P roof. (i) By Lemma 2.1(ii) the free algebras R x and R y are freely generated by z and t. Hence R x, y is freely generated by z and t.
Note that the only pairs of generators that do not commute are z n , t n with n ∈ P ∩ Q, when we have [t n , z n ] = 1, so they involve only the entries of z ′ and t ′ . The relations among generators involving only the entries of z ′ and t ′ are [z m , z n ] = [t m , t n ] = 0 and [z m , t n ] = δ m,n ∀m, n ∈ P ∩ Q and they define the algebra A |P ∩Q| (z ′ , t ′ ). The relations involving z m with m ∈ P \ Q and t n with n ∈ Q \ P , i.e. the entries of z ′′ and t ′′ , are the commutativity relations with all the other generators. It follows that
, with a, b ∈ I P ∩Q , c ∈ I P \Q , d ∈ I Q\P , are a basis of B P,Q (R) over R. But {z ′a z ′′c | a ∈ I P ∩Q , c ∈ I P \Q } = {z i | i ∈ I P } and {t ′b t ′′d | b ∈ I P ∩Q , d ∈ I Q\P } = {t j | j ∈ I Q }. Hence the conclusion. ✷ Lemma 2.5. x i y j with i ∈ I P , j ∈ I Q are a basis of B P,Q (R) over R.
P roof. By Lemma 2.4(ii) and Lemma 2.3 if
is a bijection. Recall that Lemma 2.1 applies to x and z and to y and t. By Lemma 2.1(i) we get C ′ = x m | m ∈ P and C ′′ = y n | n ∈ Q and by Lemma 2.1(iii)
Together with the bijectivity of µ, by Lemma 2.3 this implies that x i y j , with i ∈ I P , j ∈ I Q , are a basis of B P,Q (R). ✷ Lemma 2.6. Let R be a ring and let m, n ∈ N ∪ {∞}.
, where X = (X 1 , . . . , X m ) and Y = (Y 1 , . . . , Y n ). Let C be an R-algebra generated by x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y n ) such that in C we have
We denote by f : C → C the surjective morphism of algebras given by X i → x i and Y j → y j , i.e. f (P ) = P (x, y) ∀P ∈ C.
(
) for all words Z. Since C is spanned by words this implies that
Now we prove (ii) by induction on deg X Z ∈ I m . (Recall that I m is a well-ordered set.) If deg X Z = 0 then Z X = 1 and Z = Z Y so Z − Z X Z Y = 0 and we may take
by the induction hypothesis we have that (ii) holds for Z ′ so, by the reasoning above,
We prove that all Z σ are congruent modulo M . In particular, since Z X Z Y writes as Z σ for some σ, we get Z ≡ Z X Z Y mod M , which proves our claim. Since S k is generated by transpositions, it is enough to consider the case σ = (r, r + 1) for some 1
Hence α writes as a linear combination of words 
The case
Corollary 2.7. With the hypothesis of Lemma 2.6, for any 1
b is a product of factors from {Y 1 , . . . , Y j−1 } only.) Hence we may take c i,j = P . ✷ Lemma 2.8. Let C be an R-algebra generated by x = (x 1 , . . . , x m ) and y
P roof. By Corollary 2.7 it is enough to prove that [y j , x i ] ∈ x 1 , . . . , x i−1 , y 1 , . . . y j−1 ∀i, j. We use induction on i + j. If i + j = 2, i.e. if i = j = 1, then by hyopthesis there are α, β, γ ∈ R with [y 1 ,
Suppose now that our statement is true when i + j < N . Let i, j
is enough to prove that the terms of this sum belong to x 1 , . . . ,
such that for every truncation sets P, Q with m ∈ P , n ∈ Q and every
In particular, c 1,1 = 1.
Since also, by Corollary 2.2, x and y have commuting entries, by Corollary 2.7 we get that for every
Let now P, Q be arbitrary truncation sets with m ∈ P , n ∈ Q and let R be a
We must prove that ker f = 0. Let α ∈ ker f . Then α writes as a linear combination α = s h=1 a h v i h with a h ∈ R and i h ∈ I mutually distinct. Then in C we have 0 = f (α) = s h=1 a h v i h . Since v i are linearly independent in C we get a h = 0 ∀h and so α = 0.
If X ′ = X or (v i ) i∈I is a basis for C then f is also surjective. Thus it is a bijection, i.e. C ′ = C. ✷ Lemma 2.11. For any truncation sets P, Q and any
(Here c m,n are those from Lemma 2.9.) P roof. Let C be the R-algebra generated by x and y with the relations [x m , x n ] = 0, [y m , y n ] = 0 and [y n , x m ] = c m,n (x, y). The algebras C and B P,Q (R) have the same generators and the relations among generators in C also hold in B P,Q (R) . In
m, y l | l ∈ Q, l < n . By Lemma 2.6(i) x i y j with i ∈ I P , j ∈ I Q span C and by Lemma 2.5 they are a basis for B P,Q (R). Hence B P,Q (R) = C by Lemma 2.10. ✷ By Lemma 2.11 the relations among generators in B P,Q are written in terms of c m,n , which so far have coefficients in Q. We prove that in fact their coefiicients are integers so the definition of B P,Q can be extended over arbitrary rings. It is a situation similar to that from the theory of Witt vectors, where the polynomials p n and s n , which give the sum and the product in W , have a priori rational coefficients but it turns out their coefficients are integers. We will use the same series Λ that is used in the theory of Witt vectors to prove that s n and p n have integral coefficients.
If x = (x 1 , x 2 , . . .), where x 1 , x 2 , . . . commute with each other, then we denote
(In the theory of Witt vectors this formula appears in the equivalent form t
Definition 2. For every ring R we define the algebra
. . , x m−1 . Similarly, if n ∈ N * then for l < n we have b l ∈ y 1 , . . . , y n−1 and also b n = y n + β for some b l ∈ y 1 , . . . , y n−1 .
The relation Λ(x; s)Λ(y; t) = Λ(y; t)Λ(x; s)(1 − st) −1 writes as
We identify the coefficients of s m t n and we get b n a m = min{m,n} r=0
. . , y n−1 and for r ≥ 1 we have a m−r ∈ x 1 , . . . , x m−1 , b n−r ∈ y 1 , . . . , y n−1 so c ∈ x 1 , . . . , x m−1 , y 1 , . . . , y n−1 . Hence α, β, γ ∈ x 1 , . . . , x m−1 , y 1 , . . . , y n−1 and our result follows by Lemma 2.8. ✷ Lemma 2.13. If X, Y belong to a Q-algebra C and a := [Y, X] commutes with X and Y (in partcular, if a ∈ Q) then we have the equality of formal series exp(tY ) exp(sX) = exp(sX) exp(tY ) exp(ast).
is a polynomial in the variable Y or, more generally, a series with coefficients in
we get exp(tY )g(X) exp(−tY ) = g(X + ta) so exp(tY )g(X) = g(X + ta) exp(tY ) for every polynomial g(X) in the variable X or, more generally, for any series with coefficients in Q[X]. When we take g(X) = exp(sX) we get exp(tY ) exp(sX) = exp(sX + sta) exp(tY ). But sta commutes with sX and tY so exp(sX + sta) exp(tY ) = exp(sX) exp (tY ) B] . Then our result follows by taking A = tY B = sX. Indeed, we have [B, A] = ast, which commutes with A and B. ✷ Theorem 2.14. We have B(Q) = B ′ (Q) and for every m, n ∈ N * we have
P roof. The algebras B(Q) and B ′ (Q) have the same generators. We prove that the relations from B ′ (Q) also hold in B(Q). We use the following obvious result. If
and w n (y) commute so α m and β n commute. Hence we may take γ m,n = 1.
By Lemma 2.13 we get β n α n = α n β n γ n,n , where γ n,n = exp( 1 n s n t n ). In both cases γ m,n ∈ Z(C). We have
Similarly, 
Since c m,n have integral coefficents the alternative definition of B P,Q (R) from Lemma 2.11 extends to arbitrary rings as follows.
Definition 3. For every ring R and every truncation sets P, Q we define B P,Q (R) as the R alegebra generated by x = (x m ) m∈P and y = (y n ) n∈Q , with the relations
The following result generalizes Lemma 2.5, which is only for
Proposition 2.15. For every ring R and every truncation sets P, Q the products x i y j with i ∈ I P , j ∈ I Q are a basis for B P,Q (R).
P roof. Since B P,Q (R) = B P,Q (Z) ⊗ Z R it is enough to consider the case R = Z.
As Z-algebras, B P,Q (Z) and B P,Q (Q) are generated by x and y and by x, y and Q, respectively. The relations among generators in B P,Q (Z), [x m , x n ] = 0, [y m , y n ] = 0 and [y n , x m ] = c m,n (x, y), also hold in B P,Q (Q). Now for every m ∈ P , n ∈ Q in B P,Q (Z) we have [y n , x m ] = c m,n (x, y) ∈ x k | k ∈ P, k < m, y l | l ∈ Q, l < n so, by Lemma 2.6(i), x i y j with i ∈ I P , j ∈ I Q span B P,Q (Z). By Lemma 2.5, in B P,Q (Q) they are linearly independent over Q and so over Z. Then we have B P,Q (Z) ⊆ B P,Q (Q) by Lemma 2.10. Since x i y j are linearly independent (over Z) in B P,Q (Q), they are also linearly independent in B P,Q (Z) so they are a basis of B P,Q (Z). ✷ Since B P,Q (R) is a free R-module we have:
Corollary 2.16. If P, Q are truncation sets and R ⊆ S then B P,Q (R) ⊆ B P,Q (S).
Proposition 2.17. For any truncation sets P, Q, P ′ , Q ′ with P ′ ⊆ P , Q ′ ⊆ Q and any ring R we have B P ′ ,Q ′ (R) ⊆ B P,Q (R). Equivalently, if x, y are the generators of B P,Q (R) then B P ′ ,Q ′ (R) is the subalgebra of B P,Q (R) generated by x P ′ an y Q ′ .
P roof. B P,Q (R) is generated by x = (x m ) m∈P , y = (y n ) n∈Q and B P ′ ,Q ′ (R) by
The relations among generators in
. By Lemma 2.15 x ′i y ′j with i ∈ I P ′ , j ∈ I Q ′ are a basis in B P ′ ,Q ′ (R). They are also linearly independent in B P,Q (R), where they are a part of the basis x i y j with i ∈ I P , j ∈ I Q . Then 
Here −x, −y are the opposites of x, y as Witt vectors.
P roof. We first consider the case R = Q. Then . Similarly, B P,Q (Q)(x, y) op = B P,Q (Q)(x, −y). Since Z ⊆ Q, by considering the Z-subalgebra generated by x and y in B P,Q (Q)(x, y) op = B Q,P (Q)(y, x) = B P,Q (Q)(x, −y) = B P,Q (Q)(−x, y), we get B P,Q (Z)(x, y) op = B Q,P (Z)(y, x) = B P,Q (Z)(x, −y) = B P,Q (Z)(−x, y). From here, by taking the tensor product with R, we get our lemma for arbitrary R. ✷ Lemma 2.20. If R is a ring, P, Q are truncation sets, a = (a m ) m∈P ∈ W P (R) and
Here x + a and y + b are sums of Witt vectors.
We take first R to be a Q-ring, so we can use Definition 1 for B P,Q (R). We prove that there exists an isomorphism f : B P,Q (R)(x ′ , y ′ ) → B P,Q (R)(x, y) which on generators is given by x ′ → x + a, y ′ → y + b. To prove that there is a morphism f defined this way on generators we must show that f preserves the relations among generators. Since each of x and y has commmuting entries, so will x + a and y + b. For any m ∈ P , n ∈ Q we have w m (a),
By a similar reasoning, there is a morphism g :
given by x → x ′ − a, y → y ′ − b. Obviously f and g are inverse to each other. So f is an isomorphism. Since f is given by x ′ → x + a, y ′ → y + b we have B P,Q (R)(x, y) = B P,Q (R)(x + a, y + b).
We now consider the multivariables z = (z m ) m∈P , t = (t n ) n∈Q and we take
, by considering the Z[z, t]-subalgebra generated by x, y we get B m,n (Z[z, t])(x, y) = B m,n (Z[z, t])(x + z, y + t). (Note that the Z[z, t]-subalgebra generated by x, y is the same with the Z[z, t]-subalgebra generated by x + z, y + t.)
Take now an arbitrary ring R and let a = (a m ) m∈P ∈ W P (R) and b = (b n ) n∈Q ∈ W Q (R). On R we consider the Z[z, t]-module structure given by the morphism
Lemma 2.21. If P, Q are truncation sets, R is a ring and x = (x m ) m∈P , y = (y n ) n∈Q , z = (z m ) m∈P and t = (t n ) n∈Q are multivariables then
Here if A, B are R-algebras we identify every a ∈ A and b ∈ B as the elements a ⊗ 1 and 1 ⊗ b of A ⊗ R B. Also x + z and t − y are sums of Witt vectors.
is a free R-module with the basis x i y j z k t l , with i, k ∈ I P , j, l ∈ I Q . Hence, same as for B P,Q , if R ⊆ S then B P,Q (R)(x, y) ⊗ R B P,Q (R)(z, t) ⊆ B P,Q (S)(x, y) ⊗ S B P,Q (S)(z, t). We will use this property for R = Z, S = Q.
We consider first the case when R = Q, so we can use the original definition of B P,Q . Then B P,Q (Q)(x, y) ⊗ Q B P,Q (Q)(z, t) is the algebra generated by x, y, z, t, where each of x, y, z, t has commuting entries, the entries of x and y commute with those of z and t, [w n (y), w m (x)] = δ m,n m and [w n (t), w m (z)] = δ m,n m. Let now x ′ , y ′ , z ′ , t ′ be multivariables similar to x, y, z, t. We prove that there is a morphism f :
We have to prove that x+z, y, z, t−y satisfy the same relations as x ′ , y ′ , z ′ , t ′ . The commutativity relations required for x + z, y, z, t − y follow directly from the similar commutativity relations involving x, y, z, t, with the exception of the commutativity between the entries of x + z and those of t − y. If C = (x + z) m | m ∈ P and C ′ = (t − y) n | n ∈ Q then by Corollary 2.2 we have C = w m (x + z) | m ∈ P and C ′ = w n (t − y) | n ∈ Q . It follows that the conditions [(t − y) n , (x + z) m ] = 0 ∀m ∈ P, n ∈ Q are equivalent to [w n (t − y), w m (x + z)] = 0 ∀m ∈ P, n ∈ Q. (Both are equivalent to [β, α] = 0 ∀α ∈ C, β ∈ C ′ .) Since the entries of x, y commute with those of z, t we have [w n (t− y), w m (x+z)] = [w n (t)−w n (y), w m (x)+w m (z)] = [w n (y), w m (x)]−[w n (t), w m (z)] = δ m,n m − δ m,n m = 0 so we are done. The remaining relations are [w n (y), w m (x + z)] = [w n (y), w m (x) + w n (z)] = [w n (y), w m (x)] = δ m,n m and [w n (t − y), w m (z)] = [w n (t)−w n (y), w m (z)] = [w n (t), w m (z)] = δ m,n m. Similarly we prove that there is a morphism g :
Obviously f and g are inverse to each other.
We obviously have
Hence by resticting f we obtain an isomorphism
If R is arbitrary we take the tensor product ⊗R and we obtain an isomorphism
given by
Hence the conclusion. ✷ Lemma 2.22. If P is a truncation set, R is a ring and for α = 1, 2, 3 we have the multivariables x α = (x α,m ) m∈P and y α = (y α,n ) n∈P then
Here we make the same conventions as in Lemma 2.21. Also y 1 − x 2 x 3 , y 2 − x 1 x 3 and y 3 − x 1 x 2 are formulas with Witt vectors.
P roof. For concenience we denote C(R)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) = B P (R)(x 1 , y 1 )⊗ R B P (R)(x 2 , y 2 ) ⊗ R B P (R)(x 3 , y 3 ). Note that C(R)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) is a free Rmodule with the basis x . So if R ⊆ S then C(R)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) ⊆ C(S)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ). We will use this with R = Z, S = Q.
Take first R = Q so we can use the original definition for B P . Then C(Q)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) is the Q-algebra generated by x 1 , y 1 , x 2 , y 2 , x 3 , y 3 , where each x α and each y α has commuting entries, for α = β the entries of x α and y α commute with those of x β and y β and for every α and every m, n ∈ P we have [w n (y α ), w m (
be multivariables similar to x 1 , y 1 , x 2 , y 2 , x 3 , y 3 . We prove that there is an morphism of Q-algebras f :
We must prove that x 1 , y 1 − x 2 x 3 , x 2 , y 2 − x 1 x 3 , x 3 , y 3 − x 1 x 2 satisfy the same relations as x
The commutativity conditions follow directly from the similar conditions involving x 1 , y 1 , x 2 , y 2 , x 3 , y 3 with exception of the commutativity amongst the entries of y 1 − x 2 x 3 , y 2 − x 1 x 3 and y 3 − x 1 x 2 . It suffices to prove for y 1 − x 2 x 3 and y 2 − x 1 x 3 . If D = (y 1 − x 2 x 3 ) m | m ∈ P and D ′ = (y 2 − x 1 x 3 ) n | n ∈ P then by Corollary 2.2 we have D = w m (y 1 − x 2 x 3 ) | m ∈ P and D ′ = w n (y 2 − x 1 x 3 ) | n ∈ P . So the conditions [(y 1 − x 2 x 3 ) m , (y 2 − x 1 x 3 ) n ] = 0 ∀m, n ∈ P are equivalent to [w m (y 1 − x 2 x 3 ), w n (y 2 − x 1 x 3 )] = 0 ∀m, n ∈ P . Since the entries of x 1 , x 2 , x 3 commute with each other, the entries of y 1 commute with those of y 2 and the entries of x 3 commute with those of y 1 and y 2 we have [ Similarly, we have a morphism g : C(Q)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) → C(Q)(x
Obviously f and g are inverse to each other. From here on we continue like in the proof of Lemma 2.21. f and g will send
3 ) and C(Z)(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) to each other so by restricting f we get an isomorphism f Z :
Then for R arbitrary, by taking the tensor product ⊗ Z R, we get an isomorphism Recall that if x = (x n ) n≥1 then (V k x) n = x n/k if k | n and (V k x) n = 0 otherwise. In terms of ghost functions, w n (V k x) = kw n/k (x) if k | n and w n (V k x) = 0 otherwise.
For F k x, in terms of ghost functions we have
In fact we have a more precise result,
Indeed, for any e ∈ D * (n) we have (
. Therefore w n (F k x) = w kn (x) implies that n(F k x) n and knx kn differ from each other by a polynomial in x d with d ∈ D * (kn) and same happens for (F k x) n and kx kn . In the particular case when k is a prime number p and the base ring has characteristic p we have (F p x) n = x p n .
Lemma 2.23. Let X = (X n ) n∈N * be a multivariable regarded as a Witt vector and let k ≥ 1. Then for any ring R the algebra morphism f :
Equivalently, (F k X) i with i ∈ I are linearly independent.
are the algebra morphisms given by X → F k1 X and X → F k2 X, respectively then f 1 f 2 : R[X] → R[X] is given by X → F k2 F k1 X = F k1k2 X. If f 1 , f 2 are injective then so is f 1 f 2 . Hence if our statement holds for k 1 , k 2 then it also holds for k 1 k 2 . Thus it suffices to consider the case when k is a prime number p.
We first prove two particular cases.
. .) for every polynomial P . Obviously in this case f is injective.
] so Y n = pX pn + a sum of monomials of smaller degrees (in the lexicographic order). We denote Z = (Z n ) n≥1 , with Z n = X pn , and for i = (i 1 , i 2 , . . .) ∈ I we denote by |i| = i 1 + i 2 + · · · . Then for any monomial aX i with 0 = a ∈ R and i ∈ I we have f (aX i ) = ap |i| Z i + a sum of monomials of smaller degrees. But p is not a zero divisor so ap |i| = 0.
+ a sum of monomials of smaller degrees.) In particular f (P ) = 0.
For the general case we denote by f R :
We prove a more general result, namely that f Z is universally injective, i.e. that for every Z-module M the morphism of Z-modules
It suffices to consider the case when M is finitely generated. Since a finitely generated Z-module is a direct sum of modules of the form Z or Z/q s Z for some prime q and s ≥ 1, it suffices to take M of this form. Since Z and Z/q s Z are rings, we have reduced our problem to rings of this type.
If R = Z or Z/q s Z for some prime q = p then p is not a zero divisor in R so we are in the case 2, proved above.
. Suppose now that s ≥ 1 is arbitrary. Assume that f R is not injective so there is P ∈ f
. Let then t < s be maximal with
. Hence the conclusion. Since X i with i ∈ I are a basis for R[X] the injectivity of f is equivalent to the linear independence of f (X i ) = (F k X) i with i ∈ I. ✷ Definition 4. For any k ≥ 1 and any Witt vector x we denote by
The notation is justified by the fact that V k −1 : W → W is an inverse to the left for V k .
Note that N * \ kN * is a truncation set and we may write x = (x N * \kN * , V k −1 x), in the sense that x N * \kN * contains the entries x n of x with k ∤ n and V k −1 x contains those with k | n.
Lemma 2.24. We have
, so we get our claim. ✷ Proposition 2.25. Let R be a ring and let k, l ≥ 1. Then in B(R) we have:
We first take the case R = Q. We must prove that the relations among the generators x N * \kN * , z and t of Q[x N * \kN * ] ⊗ Q B(Q)(z, t) are preserved by x N * \kN * , V k −1 x and F k y in B(Q). But these relations are the mutual commutativity of the entries of each of x N * \kN * , z and t, the commutativity between the entries of x N * \kN * and those of z and t, and [w n (t), w m (z)] = δ m,n m for m, n ≥ 1. The corresponding conditions for x N * \kN * , V k −1 x and F k y in B(Q) are trivial, with the exception of the commutativity between the entries of x N * \kN * and those of
But N * \ kN * and N * are truncation sets so by Corollary 2.2 we have C := x m | m ∈ N * \ kN * = x N * \kN * and C ′ := (F k y) n | n ∈ N * = F k y . So we have the commutativity between the entries of x N * \kN * and those of F k y.
We have [w n (F k y), w km (x)] = [w kn (y), w km (x)] = δ km,kn km = δ m,n km. By Lemma 2.24 we also have w km (x) = kw m (V k −1 x) + α for some α ∈ x N * \kN * . But, as we have just proved, the entries of x N * \kN * commute with those of F k y. It follows that α commutes with w n (F k y).
So we proved the existence of f Q . Since f Q sends the generators x N * \kN * , z, t to elements from B(Z) we have f Q (Z[x N * \kN * ] ⊗ Z B(Z)(z, t)) ⊆ B(Z). Therefore f Z is simply defined as the restriction of f Q . Then for an arbitrary ring R we obtain f R from f Z by taking the tensor product ⊗ Z R.
Next we prove that f is injective. To do this we prove that the basis
, with i 1 ∈ I N * \kN * and i 2 , j ∈ I, is mapped by f to a linearly independent set. We have
Since µ is bijective we must prove that
. But this will follow from the fact that x i1 N * \kN * (V k −1 x) i2 with i 1 ∈ I N * \kN * , i 2 ∈ I are linearly independent in R[X] and (F k y) j with j ∈ I are linearly independent in R[y]. Indeed, we have
which is a basis for R [x] . And by Lemma 2.23 (F X) j with j ∈ I are linearly
Since f is an injective morphism of algebras we have Im
(ii) proves similarly. ✷ Corollary 2.26. For any k, l, m, n ∈ N * and any ring R in B(R) we have
But this is a relation among generators from B(R)(V k −1 x, F k y), which exists by Proposition 2.25(i).
Also by Proposition 2.25(i) the entries of x N * \kN * commute with those of F k y, i.e. every x m with k ∤ m commutes with every (F k y) n . But this is just the statement (i) in the case k ∤ m.
The proof of (ii) is similar. ✷ Proposition 2.27. Let R be a ring of characteristic p and let k, l ≥ 0. We write the generators x, y of B(R) as x = (x ′ , x ′′ ) and y = (y ′ , y ′′ ), where
P roof. First note that the subalgebra of B(R) generated by
. Let z = (z m ) m≥1 and t = (t n ) n≥1 be multivariables. We must prove that there is an isomorphism of algebras
First we note that we have a morphism of algebras f 1 : B N * \p k N * ,N * \p l N * (R) → C, which is simply the inclusion map,
Since char R = p the Frobenius map F p l is given by (
By Proposition 2.25 we have the existence of the algebras B(R)(V p −k x, F p k y) and B(R)(F p l x, V p −l y). It follows that we have the algebra morphisms g 1 , g 2 :
By changing the variables for B(R) to z, t we get a morphism of algebras f 2 :
By Proposition 2.25(i) the entries of x ′ = x N * \p k N * commute with those of F p k y. Therefore they commute also with the entries of
Similarly the entries of y ′ commute with those of F p l x ′′ . Hence the images of f 1 and f 2 commute with each other. So we
Obviously, f is surjective. For injectivity we prove that the basis {x
is mapped by f to a linearly independent set. Since x = (x ′ , x ′′ ), y = (y ′ , y ′′ ) and the entries of y ′ commute with those of
with i, j ∈ I are a basis of B(R) so they are linearly independent and the map
We will need a truncated version of Proposition 2.27. If P is a truncation set,
x contains the entries of x with indices multiples of k we have x = (x P \kN * , V k −1 x). Note that P \ kN * is a truncation set.
Note that, while in general F k x is of type W P/k , if the characteristic is p and k is a p-power then we can define F k x as a vector of type W P . Namely, in characteristic p we have
Corollary 2.28. Let R be a ring of characteristic p, let P, Q be truncation sets and let k, l ≥ 0. We write the generators x = (x m ) m∈P and y = (y n ) n∈Q of B P,Q (R) as x = (x ′ , x ′′ ) and y = (y ′ , y ′′ ), where
be the generators of B (R) . Then x = x P and y = y Q .
We write x = (x ′ , x ′′ ) and y = (y ′ , y ′′ ), where
Corollary 2.29. If R is a ring of characteristic p, m, n ≥ 1 and k, l ≥ 0 then in
This gives the formula for [y
The p-typical B algebra in characteristic p
From now on we fix a prime p and we only consider truncation sets of the type P = {1, p, . . . , p n−1 } with n ∈ N ∪ {∞}. (If n = 0 then P = ∅ and if n = ∞ then P = {1, p, p 2 , . . .}.) We denote by W n (R) the ring of truncated p-typical Witt vectors of length n, W n (R) = W {1,p...,p n−1 } (R). It's elements will be written as (x 0 , x 1 , . . . , x n−1 ) instead of (x 1 , x p , . . . , x p n−1 ). In particular, W (R) := W ∞ (R) is the ring of p-typical Witt vectors. If m ≥ n and x = (x 0 , . . . , x m−1 ) ∈ W m (R) then we denote by x (n) its truncation in W n (R), x (n) = (x 0 , . . . , x n−1 ).
The ghost function w p i will be renamed w i . In the new notation if X =
More generally, every multivariable indexed by the set P = {1, p, . . . , p n−1 } will now be indexed by the set {0, 1, . . . , n − 1}, i.e. instead of (X 1 , X p , . . . , X p n−1 ) we write (X 0 , X 1 , . . . , X n−1 ). Moreover, I {1,p,...,p n−1 } will be renamed I n and it's elements will be denoted by (i 0 , i 1 , . . . , i n−1 ) instead of (i 1 , i p , . . . , i p n−1 ). So if X = (X 0 , . . . , X n−1 ) and i = (i 0 , . . . , i n−1 ) ∈ I n then
If m, n ∈ N ∪ {∞} we denote by B m,n (R) the algebra B P,Q (R) with P = {1, p, . . . , p m−1 }, Q = {1, p, . . . , p n−1 }. When m = n we denote B n (R) = B n,n (R). We say that B(R) := B ∞ (R) is the p-typical B algebra over R and B m,n (R) are it's truncations. The generators of B m,n (R) will be renamed as x = (x 0 , . . . , x m−1 ) and y = (y 0 , . . . , y n−1 ) instead of x = (x 1 , x p , . . . , x p m−1 ) and y = (y 1 , y p , . . . , y p n−1 ). From now on all p-typical Witt vectors will be over rings of characteristic p.
Most of the results from §2, such as Lemmas 2.19 -2.22, can be easily translated in the new notation for p-typical algebras by simply replacing B P,Q for some truncation sets P, Q with B m,n for some m, n ∈ N ∪ {∞}. Corollaries 2.28 and 2.29 need a little more attention.
The Frobenius and Verschiebung maps F p and V p will be renamed F and V . In this notation F p k and V p k write as F k and V k . Recall that V is given by (x 0 , x 1 , . . .) → (0, x 0 , x 1 , . . .) and, since we are in characterictic p, F is given by
The map V p −1 will be renamed V −1 . It is given by (x 0 , x 1 , x 2 , . . .) → (x 1 , x 2 , . . .). More generally, the map
given by (x 0 , x 1 , . . .) → (x k , x k+1 , . . .). Note that V −1 is an inverse only to the left for V . More generally, if k, l ∈ Z then V k V l = V k+l holds in all cases except when k > 0, l < 0. Recall that on truncated Witt vectors V k −1 is defined as V k −1 :
and is given by (x 0 , . . . , x n−1 ) → (x k , . . . , x n−1 ).
We are now ready to state the p-typical version of Corollary 2.28. We take P = {1, p, . . . , p m−1 } and Q = {1, p, . . . , p n−1 } and we take with k ≤ m, l ≤ n. We write the formula x = (x ′ , x ′′ ), where
, where y ′ = y (l) and y ′′ = V −l y. We get:
Proposition 3.1. Let m, n ∈ N ∪ {∞} and k, l ∈ N with k ≤ n, l ≤ n. We write the generators x and y of B m,n (R) as x = (x ′ , x ′′ ) and y = (y ′ , y ′′ ), where
. . , x m−1 ) and y ′′ = V −l y = (y l , . . . , y n−1 ). Then in B m,n (R) we have
When we take in Corollary 2.28 m = pLemma 4.2. The multiplication map µ :
Recall that µ is a K-linear isomorphism. We want to identify the preimage under µ of the ideal (F n x − a, F m y − b) from the definition of A ((a,b) ) .
By Corollary 3.9 x
) so the ideal generated by them coincides with the left ideal they generate. Since B m,n (K) is spanned by products P Q, with
Similarly, since y
) coincides with the right ideal generated by y
is spanned by the products b) ) is simple.
P roof. Let 0 = I be an ideal of A ((a,b) ) . We take α ∈ I, α = 0, arbitrary and we prove that after a succesion of transformations α → [y p k l , α] we end up with an element α ∈ I ∩ K[y], α = 0. Then we prove that after a succesion of transformations α → [α, x p l k ] we end up with an element α ∈ I ∩ K, α = 0. Since α ∈ I is invertible we have I = A ((a,b) ) . Hence A ((a,b) ) is simple.
In the proof we use the particular cases of Proposition 3.2. There are two steps.
Step 1: We prove that J :
with j l = 0; k α is the samllest k such that there is j = (j 0 , . . . , j n−1 ) ∈ B with p k j lα ; r α is the largest r with p ∤ r such that there is j = (j 0 , . . . , j n−1 ) ∈ B with j lα = p kα r. We have 0 ≤ l α ≤ n − 1, 0 ≤ k α ≤ m − 1 and 1 ≤ r α ≤ p m−kα − 1, with p ∤ r α . We use the same order relation on triplets as in Step 1.
We prove that if α ∈ J \ K and (l, k, r)
Then by the same induction argument from Step 1 we obtain an element α ∈ J \{0} with α ∈ K.
We write α = j∈B a j y j with a j ∈ K \ {0}.
′ then j l = p k r j with p ∤ r j and we have r = max{r j | j ∈ B ′ }. By a similar proof as in Step 1, we have α
(This time we use the fact that [y h , x
Then, by the same reasoning as in
Step 1, we get that
As a consequence of Lemma 4.1, Corollary 4.3 and Lemma 4.4 we have:
Theorem 4.5. A ((a,b) ) is a central simple algebra of degree p mn .
If the field K is fixed we drop the K from the index.
Since m, n are fixed we write ((·, ·)) instead of ((·, ·)) p m ,p n .
By taking the classes in the Brauer group we get ((a, b) 
By taking the classes in the Brauer group we get
(ii) We prove first that ((0, 0)) = 0. To do this we note that
We have
. By Lemma 2.21 C also writes as
It follows that
By taking classes in the Brauer group we get ((a,
For the linearity in the second variable we use the skew-symmetry from (iii).
. But by Lemma 2.22 C also writes as
Also the relations F n x 1 = a, F n y 1 = bc, F n x 2 = b, F n y 2 = ac, F n x 3 = c and F n y 3 = ab are equivalent to 0) ) (x 1 , y 1 −x 2 x 3 )⊗ K A ((b,0)) (x 2 , y 2 −x 1 x 3 )⊗ K A ((c,0)) (x 3 , y 3 −x 1 x 2 ).
Thus ( As a consequence of Theorem 4.6(i) and (ii) and the fact that W m (K)/F n (W m (K)) and W n (K)/F m (W n (K)) are p l -torsion, we get Corollary 4.7. ((·, ·)) p m ,p n is a bilinear defined as
where l = min{m, n}.
In particular, if m = n then ((·, ·)) = ((·, ·)) p n is defined
See [B, Corollary 3.12] . Theorem 4.6(ii), (iii) and (iv) in the case m = n are equivalent to:
Proposition 4.8. There is a group morphism α p n : Ω 1 (W n (K))/ dW n (K) → p n Br(K) given by a db → ((a, b) ) p n .
See [B, Proposition 3.6 ] and the following Remark.
The adjoint property of Frobenius and Verschiebung
In this section we prove that the operators F and V are adjoint with respect to the symbols ((·, ·)) p m ,p n . A ((a,b) ) p m ,p n we have
Then in
P roof. Since x = (x ′ , x ′′ ) and a = (a ′ , a ′′ ) the relation F n x = a from A ((a,b) ) p m ,p n also writes as F n x ′ = a ′ and F n x ′′ = a ′′ . Similarly By Proposition 3.1 in B m,n (K) we have C = B m−k,n−l (K)(F l x ′′ , F k y ′′ ). So if z = (z 0 , . . . , z m−k−1 ) and t = (t 0 , . . . , t n−l−1 ) are multivariables then we have an isomorphism f : B m−k,n−l (K)(z, t) → C given by z → F l x ′′ , t → F k y ′′ . Then g := hf : B m−k,n−l (K)(z, t) → D, given by z → F l x ′′ , t → F k y ′′ , is a surjective morphism of algebras. Since g(F n−l z−a ′′ ) = F n−l (F l x ′′ )−a ′′ = F n x ′′ −a ′′ = 0 and
′′ ∈ ker g. It follows that g induces a morphism g : B m−k,n−l (K)(z, t)/(F n−l z − a ′′ , F m−k t − b ′′ ) = A ((a ′′ ,b ′′ )) p m−k ,p n−l (z, t) → D. Since g is surjective, so is g. But A ((a ′′ ,b ′′ )) p m−k ,p n−l (z, t) is a simple algebra so in fact g is an isomorphism. (See [B, 3.14 Note that (ii) follows from (i) by using the skew-symmetry from Theorem 4.6(iii). So we only have to prove (i). ((a, b) ) p m ,p n−1 .
Idea of the proof
We are now able to recover all the properties of the symbols ((·, ·)) p m ,p n defined in [B] , except those involving [·, ·) p n , such as [B, Proposition 3.8, Corollary 3.9 , Definition 2, Proposition 3.13].
