Abstract. In this paper, we study the Iwasawa theory of a motive whose Hodge-Tate weights are 0 or 1 (thence in practice, of a motive associated to an abelian variety) at a non-ordinary prime, over the cyclotomic tower of a number field that is either totally real or CM. In particular, under certain technical assumptions, we construct Sprung-type Coleman maps on the local Iwasawa cohomology groups and use them to define (one unconditional and other conjectural) integral p-adic L-functions and cotorsion Selmer groups. This allows us to reformulate Perrin-Riou's main conjecture in terms of these objects, in the same fashion as Kobayashi's ±-Iwasawa theory for supersingular elliptic curves. By the aid of the theory of Coleman-adapted Kolyvagin systems we develop here, we deduce parts of Perrin-Riou's main conjecture from an explicit reciprocity conjecture.
Introduction
Fix forever an odd rational prime p. Let F be either a totally real or a CM number field which is unramified at all primes above p. Let M /F be a motive defined over F which has coefficients in Q and whose Hodge-Tate weights are 0 or 1. The goal of this article is to study the cyclotomic Iwasawa theory of M for primes p such that the p-adic realization of M is crystalline but non-ordinary, much in the spirit of the integral theory initiated by Pollack [Pol03] and Kobayashi [Kob03] .
The archetypical example of a motive that fits in our treatment is the motive associated to an abelian variety A defined over F which has supersingular reduction at all primes above p. In the case when F = Q and the variety A is one-dimensional (i.e., an elliptic curve) the plus/minus theory of Kobayashi and Pollack provides us with a satisfactory set of results. Our initial objective writing this article and its companion [BL15] was to extend their work to the general study of supersingular abelian varieties.
We first follow the ideas due to Sprung [Spr12] to construct signed Coleman maps (in §2.3 below) for a class of p-adic Galois representations that verify certain conditions. We incorporate this construction with Perrin-Riou's (conjectural) treatment of p-adic L-functions so as to
• provide a definition of the signed (integral) p-adic L-functions attached to motives at non-ordinary primes (see particularly Definition 3.17 and Theorem 3.21), conditional on the Explicit Reciprocity Conjecture 3.11 for the Kolyvagin determinants (as defined in Appendix C),
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• formulate a signed main conjecture in this setting (Conjecture 3.30) that is equivalent to Perrin-Riou's main conjecture [PR95, §4] ; • utilizing the theory of Coleman-adapted Kolyvagin systems that we develop in Appendix C and assuming the Explicit Reciprocity Conjecture 3.11, verify one containment of the signed main conjecture (see Theorem 3.32) and deduce a similar result on Perrin-Riou's main conjecture.
Note that although we work and state our results in the realm of motives, one of our hypothesis (denoted by (H.F.-L.) below) would essentially force us to restrict our attention to abelian varieties.
We shall explain our results in detail below. Let us first introduce some notation.
1.1. Setup and notation. For any field k, let k denote a fixed separable closure of k and G k := Gal(k/k) denote its absolute Galois group. Fix forever a G F -stable Z p -lattice T contained inside M p , the p-adic realization of M. Let M * (1) denote the dual motive and write T † = Hom(T, Z p (1)) for the Cartier dual of T .
Let g := dim Qp Ind F/Q M p and let g + := dim Qp Ind F/Q M p + , the dimension of the +1-eigenspace under the action of a fixed complex conjugation on Ind F/Q M p . Set g − = g − g + . Similarly for any prime p of F above p, define g p := dim Qp Ind Fp/Qp M p so that g = p|p g p .
For any unramified extension K of Q p that contains F , we write D K (T ) for its Dieudonné module over K, namely (A cris ⊗ T ) GK , where A cris is one of Fontaine's ring. We shall fix a Z p -basis B = {v i } of this module.
1.1.1. Iwasawa algebras. Let Γ be the Galois group Gal(Q p (µ p ∞ )/Q p ). Given any unramified extension K of Q p , we shall abuse notation and write Γ for the Galois group Gal(K(µ p ∞ )/K) as well. We may decompose Γ as ∆ × γ , where ∆ is cyclic of order p − 1 and γ is isomorphic to the additive group Z p . We write Λ for the Iwasawa algebra Z p [[Γ] ]. We may identify it with the set of power series n≥0,σ∈∆ a n,σ · σ · (γ − 1) n where a n,σ ∈ Z p . We shall identify γ − 1 with the indeterminate X.
For n ≥ 0, we write Q p,n = Q p (µ p n ) and G n = Gal(Q p,n /Q p ). Denote Z p [G n ] by Λ n . We have in particular Λ = lim ← − Λ n . For any field k, define H Following [PR95] , we write e + and e − for the idempotents (1 + c)/1 and (1 − c)/2 respectively, where c is the complex conjugation of ∆. For any Λ-module M , we write M ± = e ± M .
Given an element F = n≥0,σ∈∆ a n,σ · σ · (γ − 1)
n of H, we shall identify e η · F with the element n≥0 σ∈∆ a n,σ η(σ)
Given a finitely generated torsion Z p [[X]]-module N , we write char Zp [[X] ] N for its characteristic ideal.
Statements of the results.
Theorem 1.1 (Corollary 2.14 and (14) below). Let p be a prime of F above p. See §2.5 and Corollary 3.23 for a very detailed discussion on the kernels and images of the Coleman maps Col T |Fp . In particular, we are able to prove (see propositions 2.21 and 3.3 below) that the Coleman maps are pseudo-surjective if we choose the basis {v i } suitably.
In addition to the assumptions on T above, assume that the following hypotheses hold true:
(H.Leop) T satisfies the weak Leopoldt conjecture, as stated in [PR95, §1.3] .
(H.nA) For every prime p of F above p. we have
Let D p (T ) be the direct sum ⊕ p|p D Fp (T ). We assume until the end that the following (weak) form of the Panchishkin condition holds true:
Remark 1.2. Note that the hypotheses (H.nA) and (H.P.) hold true for the padic Tate-module of an abelian variety defined over F . The hypothesis (H.Leop) is expected to hold for any T . Furthermore, if we further assumed the truth of Tate's conjecture for M p , it would follow that r 0 = r 1 . This combined with (1) shows that w = 1 and r 0 = r 1 = g/2; and Faltings' theorem comparing Hodge and Hodge-Tate weights shows that g − = g + = g/2. In particular, the condition (H.P.) is automatically verified in our setting if we assume the truth of Tate's conjecture.
Let I ⊂ {1, · · · , g} be any subset of size g − . Using the Coleman maps Col T |Fp , we may define (see Definiton 3.17) the multi-signed
We do not provide its precise definition here in the introduction but contend ourselves to the remark that its definition relies on the truth of the explicit reciprocity conjecture for the Kolyvagin determinants (Conjecture 3.11), which we implicitly assume henceforth in this introduction. We may also use the Coleman maps to define the multi-signed Selmer groups
Suppose until the end of this Introduction that the basis of D p (T ) we have fixed as in the statement of Theorem 1.1 is strongly admissible in the sense of Definition 3.2. We prove in Appendix B that a strongly admissible basis always exists. Theorem 1.4 (Theorem 3.31 below). For every even Dirichlet character η of ∆ and every I as above, the following assertion is equivalent to η-part of Perrin-Riou's Main Conjecture 3.9:
The assertion (2) in the statement of Theorem 1.4 will be referred to as the signed main conjecture.
In Appendix C, we develop the theory of Coleman-adapted Kolyvagin systems and prove the existence of what we call an L-restricted Kolyvagin system (see Theorem C.4). Using these objects we define a canonical submodule K(T ) ⊂ H 1 Iw (F p , T ), the module of Kolyvagin determinants
1
. Assuming the Reciprocity Conjecture 3.11 on Kolyvagin determinants, we are able to prove the following portion of the signed main conjecture and Perrin-Riou's main conjecture: 
in (2) and the containment
in the statement of Perrin-Riou's Main Conjecture 3.9 hold true for every even Dirichlet character η of ∆.
1 We expect that this module should be closely related to the higher rank Kolyvagin systems as studied in [MR13] .
Remark 1.6. See [BL15] for an example where we obtain an explicit version of Theorem 1.5. In loc.cit., we study more closely the motive attached to the Hecke character associated to a CM abelian variety that has supersingular reduction at all primes above p. In this particular case, the hypotheses (H1)-(H4) of [MR04, §3.5], (H.F.-L.), (H.S.), (H.P.) and (H.nA) hold true. The (conjectural) special elements in that setting are expected to be a form of (conjectural) Rubin-Stark elements.
Remark 1.7. In order to deduce the containment (3) for odd characters η of ∆, one needs to replace g − with g + everywhere. Note also that upon studying the motive M ⊗ ω (where ω is the Teichmüller character) in place of M, one may reduce the consideration for odd characters to the case of even characters.
To deduce the assertion (3) for every character η of ∆ (and therefore, by the semi-simplicity of Z p [∆] , to conclude with the containment Λ·L p (A ∨ ) ⊂ I arith (A) in Conjecture 3.9), we would need in our proof that g − = g + , as a result of our running hypothesis (H.P.) . Note that this condition holds true for motives associated to abelian varieties.
Construction of Coleman maps
In this section, we generalize the construction of signed Coleman maps in [Kob03, Spr12] to higher dimensional p-adic representations that satisfy certain hypotheses. These maps decompose the regulator map of Perrin-Riou, which we recall below.
2.1. Perrin-Riou's regulator map. Let T be a free Z p -module of rank d that is equipped with a crystalline continuous action by the absolute Galois group of a finite unramified extension K of Q p whose Hodge-Tate weights are all non-negative.
Recall that we write D K (T ) for its Dieudonné module and
be the local Tate pairing for n ≥ 0. This gives a pairing
which can be extended H-linearly to a pairing 
where Ω T * (1) is the Perrin-Riou exponential map
defined in [PR94] . Note that our assumption on the eigenvalues of ϕ means that we may state the properties of Perrin-Riou's exponential map in a slightly simpler way than [PR94] . Recall that if θ is a Dirichlet character of conductor p n , [Lei11,
where [∼, ∼] is the natural pairing
which is extended linearly to
In order to define the signed Coleman maps, we assume further that T verifies the following conditions. Remark 2.1. These hypotheses ensure that the eigenvalues of ϕ are not integral powers of p.
Remark 2.2. Note that both of these hypotheses are satisfied by the p-adic Tate module of an abelian variety which has supersingular reduction at all primes above p. In fact, note that the hypothesis (H.F.-L.) would essentially restrict the extent of our treatment to abelian varieties.
Remark 2.3. The hypothesis (H.F.-L.) implies that T is Fontaine-Laffaille. Hence,
Moreover,
. Let C ϕ be the matrix of ϕ with respect to this basis. By (6) and (7), C ϕ is of the form
for some C ∈ GL rd (Z p ). We note in particular that C −1 ϕ is defined over Z p . For n ≥ 1, we write Φ p n (1 + X) for the cyclotomic polynomial
Definition 2.4. For n ≥ 1, we define
Proposition 2.5. The sequence of matrices {M n } n≥1 converges entry-wise with respect to the sup-norm topology on H. If M T denotes the limit of the sequence, each entry of
.
Proof. For all m > n, we have
which implies that
Therefore, we deduce that
Note that all entries of
. By (H.S.), there exists a constant h < 1 such that v p (α) ≥ −h for all eigenvalues of α of C ϕ . Therefore, all entries of (C ϕ ) n+1 are in Remark 2.6. The matrix M T is uniquely determined by the matrix C.
Lemma 2.7. If η is a character on ∆, then η(M T ) = C ϕ .
Proof. Since η(Φ p n ) = p for all n ≥ 1, we have η(C n ) = (C ϕ ) −1 . This implies η(M n ) = C ϕ , hence the result.
2.3. Decomposing Perrin-Riou's regulator map. We shall use the matrix M T to decompose Perrin-Riou's regulator map in the following sense. For all z ∈ H 1 Iw (K, T ), we shall find Col
. Throughout this section, we shall fix an element z ∈ H 1 Iw (K, T ). Its image under Perrin-Riou's regulator has the following interpolation properties.
Proof. Note that the adjoints of (1 − p
and pϕ respectively. Hence, the result follows from (5).
Proposition 2.9. For n ≥ 1, there exists a unique L (n)
where M is the Mellin transform that sends each element of H to some convergent power series in π and h
1
T is the isomorphism of Berger [Ber03, §A] between H 1 Iw (K, T ) and N(T ) ψ=1 , with N(T ) being the Wach module of T . Under Mellin transform, integrality is preserved and the ideal generated by ω n corresponds to the one generated by ϕ n+1 (π) (c.f. [LLZ10, Theorem 5.4]). Hence, the proposition follows from Lemma A.11 in the appendix.
We write L (n)
T,rd (z) for the elements in Λ n that are given by the projections of L (n) T (z) mod ω n to the v i -component as i runs from 1 to rd. From Proposition 2.9, we have the congruence
For n ≥ 1, we identify Λ ⊕rd n with the column vectors of dimension rd with entries in Λ n . Define h n to be the Λ n -endomorphism on Λ ⊕rd n given by the left multiplication by the product of matrices C n · · · C 1 . Let π n denote the projection map Λ 
Therefore, on combining this with (9), we deduce that L
T,rd (z) are all divisible by Φ p n (1 + X). Hence, there exists a unique element Col
Once again, by [LLZ11, Proposition 4.8], we may find Col
On repeating this for n times, we obtain the result.
We shall show that the sequence Col
gives us an element in Λ ⊕rd .
To do this, we need the following lemmas.
Lemma 2.11. The projection map π n induces a map on the quotients
Proof. Let x ∈ ker h n+1 . Recall that
so we have
Since Λ n has no p-torsion, we deduce that π n (x) ∈ ker h n as required.
Lemma 2.12. The inverse limit lim
Proof. The map π ′ n is surjective since π n is so. Hence, we have an isomorphism lim
Indeed, if x is an element of Λ ⊕rd that lies inside lim ← − ker h n , we have M T · x = 0 as elements in H ⊕rd . But M T has non-zero determinant, so x = 0.
Theorem 2.13. There exists a unique Col
. . .
Proof. By Propositions 2.9 and 2.10, we have 
Recall from [PR94, §1.2] that if F 1 and F 2 are two elements of H that are both o(log) and that F 1 ≡ F 2 mod ω n for all n, then F 1 = F 2 . Therefore, on letting n → ∞, the theorem follows from Proposition 2.5 and Lemma 2.12.
Corollary 2.14. We have We will study the relation between these two maps.
Let B ∈ GL rd (Z p ) be the change of basis matrix satisfying
Lemma 2.15. The logarithmic matrices for the two bases are related by
Proof. Let C ϕ,v and C vp,w be the matrices of ϕ with respect to the bases v 1 , . . . , v rd and w 1 , . . . , w rd respectively. We decompose the two matrices
w .
Let n ≥ 1, it is known that Φ p n (ζ) = p for ζ ∈ µ p m \ µ p n , where m > n. Hence,
as the two sides agree on infinitely many values of X. The lemma now follows from the construction of the logarithmic matrices.
Corollary 2.16. The Coleman maps for the two bases are related by
Proof. We have by 2.14
On combining this with (10) and Lemma 2.15, we have
Our result now follows from the linear independence of w 1 , . . . , w rd and the fact that det(M T,w ) = 0.
We now define Coleman maps for any Z p -basis {v 1 , . . . , v rd } of D K (T ). Let {w 1 , . . . , w rd } be another basis that admits the construction of the logarithmic matrix M T,w . Let B ∈ GL rd (Z p ) be the change of basis matrix satisfying the same equation as (10). We define
Then Lemma 2.15 and Corollary 2.16 ensure that these objects are well-defined (i.e. independent of the choice of w 1 , . . . , w rd . Furthermore, it is immediate from Corollary 2.14 that we have the decomposition
Furthermore, if η is a character modulo p, then Lemma 2.7 implies that
where C ϕ,v is the matrix of ϕ with respect to v 1 , . . . , v rd .
Images of the Coleman maps.
In this section, we will describe the images of the Coleman maps Col 
i . This definition is independent of the choice of the projective resolution.
]-module generated by the determinant of the r × r matrix whose entries are given by f i,j .
More generally, if M is a finitely generated Λ-module, we define det Λ (M ) to be
where the sum runs over all characters of ∆.
2.5.2. Description of the images. Let η be a character modulo p. We shall describe the η-isotypic component of the image of the Coleman map Col
Lemma 2.17.
otherwise.
for i = 1, . . . , rd.
Proof. By Lemma 2.7, η(M T ) = C ϕ . So, Corollary 2.14 implies that
. When η is trivial, Lemma 2.8 implies that
Since ϕ and p −1 ϕ −1 are the adjoints of each other under [∼, ∼], the right-hand side can be rewritten as
When η is non-trivial, Lemma 2.8 implies that
Hence the result.
Lemma 2.18. Let a 1 , . . . , a rd ∈ Z p . We have
equal to 0 when evaluated at X = 0 if either η is the trivial character and
or η is non-trivial and
Proof. We remark that η(F ) = e η · F | X=0 for any element F ∈ H and
) and z ∈ H 1 (F n , T ) where n ≥ 0. Therefore, our result follows from Lemma 2.17.
We define two Q p -linear maps A, B :
We have the dual maps
given by
If η is non-trivial, then Im Col
Proof. Lemma 2.18 tells us that if F ∈ Im Col
, where ⊥ denotes the orthogonal complement under the pairing
Hence the result by duality. Proof. By the Colmez-Perrin-Riou reciprocity law, with respect to a Λ-basis of
by Corollary 2.14. Note that A and B are surjective and that
and Im(B * ) have rank rd 0 and the modules described in Corollary 2.19 have determinant X r(d−d0) , the quotients of the containments have trivial determinant.
Proposition 2.21. Let I ⊂ {1, . . . , rd} be a subset of cardinality k. Let η be a Dirichlet character modulo p. Define pr I be the projection rd i=1 a i v i → i∈I a i v i and define
via our choice of basis. Furthermore, the containment is of finite index.
Proof. We assume that η is the trivial character in this proof. The other case can be proved similarly. Letpr I : Z ⊕rd p → ⊕ i∈I Z p be the natural projection. Then by
with finite index. Hence the result by the description of A * .
Corollary 2.22. If I and η as above, then Im ⊕ i∈I Col
Corollary 2.23. Let I ⊂ {1, . . . , rd} be a subset of cardinality k.
(a) Let η be the trivial character. The index of Im ⊕ i∈I Col
⊕k is finite if and only if
Proof. We prove (a) only. The set U η I in the statement of Proposition 2.21 is ⊕ i∈I Z p if and only if
Therefore, on taking orthogonal complements, this is equivalent to
as we have the elementary formula (U + V )
Conjectures
Let F be a number field of degree r where the prime p is unramified. We assume that F is either a totally real field or a CM field. We fix a rank d continuous Z p -representation T of G F such that T verifies the hypotheses (H.F.-L.), (H.S.), (H.Leop) and (H.nA) introduced above.
Furthermore, in order to simplify notation, we set g = [F : Q] × d and define
We assume until the end that the following form of the Panchishkin condition holds true:
Let S be the set of primes of F where T is ramified and those that divide p. If L is an extension of F , we write G L,S for the Galois group of the maximal extension of L unramified outside S. Fix until the end an even Dirichlet character η of ∆ = Gal(Q(µ p )/Q).
For i = 1, 2, we define
By [PR95, Proposition 1.3.2], our assumptions on T imply that at each isotypic component,
Iw,S (F, T ). We write loc for the localization map loc :
and also for the map induced on the η-isotypic submodule.
3.1. Semi-local decomposition. Consider the map
We fix a basis v 1 , . . . , v g for D p (T ) consisting of a sub-basis {v p,i } of D Fp (T ) for each p|p. Let M T be the g × g block diagonal matrix where the entries are given by M T |GF p for p|p, where M T |GF p is the logarithmic matrix as constructed in (11).
We write (Col T,i ) g i=1 for the column vector given by Col
for some block diagonal matrix M T ∈ M g×g (H), whose entries are all o(log).
Let loc p be the localization from
Definition 3.1. We write I p for the set of tuples I = (I p ) p|p where each I p is a subset of of {1, . . . , [F p : Q p ]d} such that #I p = g − . This can be equally regarded as the set of subsets of {1, . . . , g} of size g − . We shall construct a Selmer group for each I ∈ I p , which we conjecture to be Λ-cotorsion.
3.2. Perrin-Riou's main conjecture.
) be its dual basis. The basis B is called admissible if for any I ∈ I p , we have
and strongly admissible if in addition to (15) we have
Proposition 3.3. A strongly admissible basis exists.
The proof Proposition 3.3 will be given in Appendix B.
Remark 3.4. We note that the strong admissibility condition would allow us to apply Proposition 2.21 and conclude as in Corollary 2.23 that the signed Coleman maps we shall be using are pseudo-surjective onto a free
For I ∈ I p , let N I be the Z p -submodule generated by the sub-basis {v ′ i : i ∈ I}. Perrin-Riou in [PR92] associates N I a height pairing , NI . Since we have Definition 3.5. For the dual motive M * (1) to M, we let Ω M * (1),p (I) denote Perrin-Riou's p-adic period (given as in [PR95] ) associated to the determinant of , NI . When N I is not a regular subspace, this period shall be set to be zero.
Conjecture 3.6. There exists an analytic p-adic L-function
such that for all even Dirichlet characters θ of conductor p n > 1, we have
When θ is the trivial character,
Here, L {p} denotes the L-function with the Euler factors at p removed.
Above Ω M(θ) * (1) (I) is Deligne's period so that the quotient
is an algebraic number. Fixing an embedding Q ֒→ Q p we regard this as an element of Q p . We also implicitly assert as part of the conjecture above that there is a choice of a normalization of Deligne's period amenable to p-adic interpolation.
Remark 3.7. Our interpolation formulae are not quite the ones stated in [PR95, §4.2] that predict a relation between the leading term of the p-adic L-function and complex L-values. Rather, we opt for a formulation that is closer to the existing one for elliptic curves and the one stated in [CPR89] .
The main conjecture of Perrin-Riou relates this conjectural p-adic L-function to the following module.
Definition 3.8. Perrin-Riou's module of p-adic L-function is defined to be
Conjecture 3.9 (Perrin Riou's Main Conjecture). As Λ + -modules, we have
We now study the conjectural p-adic L-function L p (M * (1)) further and relate it to the regulator map of Perrin-Riou via the Kolyvagin systems we construct in the appendix.
Iw,S (F, T ) + be any element and let θ be an even Dirichlet character of conductor p n . For I = (I p ) p|p ∈ I p , we define
Let K(T ) denote the Λ-module of Kolyvagin determinants, given as in Definition C.13(ii). 
for all I and θ as in Definition 3.10.
We will refer to this conjecture as the reciprocity conjecture for Kolyvagindeterminants.
Proposition 3.12. For c ∈ K(T ) verifying Conjecture 3.11, L loc (c) satisfies the interpolation properties given in Conjecture 3.6.
Proof. This follows from Lemmas 2.8 and 3.20.
Remark 3.13. Note that we have only considered the interpolation problem for the twists of the motive M * (1) by even characters θ of Γ. One can also formulate a conjecture for odd characters, for which one needs to replace everywhere g − by g + (and vice-versa). Note also that upon studying the motive M ⊗ ω (where ω is the Teichmüller character) in place of M, one may reduce the consideration for odd characters to the case of even characters.
]-torsion for all even characters of η, we define the characteristic ideal
where the sum runs over all even characters of ∆.
Proposition 3.14. If Conjecture 3.11 holds, then Conjecture 3.9 is equivalent to the assertion that
Proof. For any non-zero element c = c
Iw,S (F, T ) + , we write f c for a generator of char Λ+ H 
the result follows immediately.
3.3. Bounded p-adic L-functions. Throughout, we assume that Conjecture 3.11 holds. Let c = c 1 ∧ · · · ∧ c g− be the element verifying the conjecture.
Definition 3.15. For I ∈ I p , we define
and
If the basis of D p (T ) that determines Col
T as in (14) is strongly admissible in the sense of Definition 3.2, then we may take n(I, η) = 0.
Proof. This follows from Proposition 2.21 and Corollary 2.23.
To simplify notation we sometimes will write Col
Lemma 3.18. We have
for some integer n(I, η) ≥ 0. If the basis of D p (T ) that determines Col
T is strongly admissible then we may take n(I, η) = 0.
Proof. This follows at once from Lemma 3.16 using the fact that taking det is compatible with exact sequences.
The following results explain how these functions are related to complex L-values and Perrin-Riou's p-adic L-functions. 
otherwise, where C I,J is the determinant of the g − ×g − submatrix of C whose entries correspond to the elements of I and J.
Proof. When η is trivial, we have from Lemma 2.17 the formula
So, we may expand (1 − ϕ) −1 (pϕ − 1) by the matrix C and obtain the first part of the proposition using Definition 3.10.
When η is non-trivial, this follows immediately from Lemma 2.17 and Definition 3.10. 
where r j1,...,jm is the m × m matrix whose (k, l)-entry is given by r k,j l .
Proof. This is standard multi-linear algebra.
Theorem 3.21. For I, J ∈ I p , let M I,J T be the g − × g − the submatrix of M T whose entries correspond to the elements of I and J. Then there is a decomposition
Proof. Let the (j, k)-entry of M T be m j,k . Recall that (14) says that
for 1 ≤ i ≤ g − . Hence by Lemma 3.20, we have
3.4. Modified Selmer groups. We now define modified Selmer groups using the Coleman maps Col I T . Lemma 3.22. For any subset {i 1 , . . . , i k } of the set {1, . . . , g}, the Λ-module k j=1 ker Col ij is torsion-free of rank g − k.
Proof. Recall that the Λ-torsion submodule of H 1 Iw (F p , T ) is isomorphic to the module H 0 (F (µ p ∞ ) p , T ), which is trivial since we assumed (H.nA). It follows that the Λ-module H (a) For each I ∈ I p , the torsion-free Λ-module
Lemma 3.24. Let W be (a torsion-free) Λ-submodule of H 1 Iw (F p , T ) generated by at most g − elements. Then there is an I ∈ I p such that
Proof. Assume contrary that W ∩ H 1 I (F p , T ) = 0 for any I ∈ I p . We prove by induction on 0 ≤ k ≤ g + that for every subset J of {1, · · · , g} of size g − + k, there is an non-zero element 0 = w J ∈ W ∩ i∈J ker Col i .
When k = 0, this is the hypothesis of the lemma. Assume its truth for k = n < g + and consider J = {i 1 , · · · , i g−+n+1 } ⊂ {1, · · · , g}. Set J s = J\{i s } for s = 1, · · · , g − + n + 1 and choose using the induction hypothesis a non-zero element z s ∈ W ∩ i∈Js ker Col i . As the Λ-module W is generated by at most g − elements, it follows that {z s } g−+n+1 s=1
verifies a non-trivial relation
where b i ∈ Λ. Let s 0 ∈ {1, · · · , g − + n + 1} be the smallest index such that b s0 = 0. Then observe that b s0 z s0 is non-zero since W is torsion free and b s0 z s0 ∈ span{z i } i =s0 ⊂ ker Col is 0 , where the latter containment is due to our choice of the elements z j 's. On the other hand, b s0 z s0 ∈ s =s0 ker Col is by the choice of z s0 , hence
as desired. Now this shows (for k = g + ) that
contradicting Corollary 3.23(b).
Proposition 3.25. There is an I ∈ I p such that
Proof. This is immediate from Lemma 3.24 by setting W = loc H 1 Iw (F, T ) + , since we assumed the weak Leopoldt conjecture.
We shall modify the conditions at primes above p using our Coleman maps.
Fix I ∈ I p . By local Tate duality, there is a pairing 
Remark 3.27. Let A/Q be an abelian variety of dimension g and A ∨ denote its dual abelian variety. Throughout this remark we set T = T p (A), the p-adic Tate module of A. In this case, we have for the local conditions that determine the standard Selmer group that
When A has good ordinary reduction at p, the Λ-module A ∨ (Q p (µ p ∞ )) has corank g by the main result of [Sch87] and Sel(A ∨ /Q(µ p ∞ )) is predicted to be Λ-cotorsion. In the supersingular case, however, the module A ∨ (Q p (µ p ∞ )) has Λ-corank 2g, thus Sel(A ∨ /Q(µ p ∞ )) has corank at least g. In the definition above we replace the local conditions A ∨ (Q p (µ p ∞ )) that appear in the definition of the standard Selmer group by a corank-g submodule and conjecture that the resulting Selmer groups are Λ-cotorsion.
Proposition 3.28. For I ∈ I p verifying the conclusion of Proposition 3.25 the
Proof. It follows from our choice of I and Poitou-Tate global duality that we have an exact sequence (19)
Iw,S (F, T ) + is torsion whereas the Λ + -module H 1 Iw,S (F, T ) + has Λ + -rank g − by the weak Leopoldt conjecture that we assume. Proposition follows by counting Λ + -ranks in the sequence (19).
Remark 3.29. We expect that the Λ + -module Sel I (T † /F (µ p ∞ )) + is cotorsion for every I ∈ I p . However, we are able to verify this guess (assuming weak Leopoldt conjecture for T ) for only one I. This is fortunately sufficient for our purposes.
The following statement will be referred as the I-main conjecture. We shall verify that its truth for a single I ∈ J p is equivalent to the η-isotypic part of Perrin-Riou's main Conjecture 3.9.
Conjecture 3.30. Let I ∈ I p and η an even Dirichlet character of conductor p. Then
where n(I, η) is the integer as given by Lemma 3.16.
Theorem 3.31. Assume the truth of the Explicit Reciprocity Conjecture 3.11 for the module of Kolyvagin-determinants. For every even Dirichlet character η of ∆, the η-part of Conjecture 3.9 is equivalent to Conjecture 3.30 for every I ∈ I p verifying the conclusion of Proposition 3.25.
Proof. Recall the Poitou-Tate exact sequence (19):
Note that the left-most injection follows from the choice of I. The second term in (19) is isomorphic to Im Col I T η , which is described by Proposition 2.21.
Let c = c 1 ∧· · ·∧c g− be the element given by Conjecture 3.11. The exact sequence (19) then yields the following exact sequence:
We therefore conclude
which can be rewritten as
2 . By Proposition 3.14, it follows that Conjecture 3.9 is equivalent to
Hence we are done by Lemma 3.18. in the statement of Perrin-Riou's Main Conjecture 3.9 holds true.
Proof. Choose I ∈ I p verifying the conclusion of Proposition 3.25. Let η be an even character of ∆. In what follows we will freely borrow notation and concepts from Appendix C. Let κ κ κ ∈ KS(T ⊗ η −1 , F L , P X ) be any generator of the module Λ (p) -adic Kolyvagin systems and
and Γ is the Galois group of the cyclotomic Z p -tower, so that
. Poitou-Tate global duality yields an exact sequence
We then have
where
• the first equality follows from Theorem C.4(iii),
• the second using the fact that Col
η , has pseudo-null cokernel by Propsition 2.21, and by fixing a generator of L, • the third using the fact that c ∈ K(T ) and the commutativity of the diagram (27), • and finally the last by Lemma 3.18 and the fact that we have chosen of our Coleman maps relative to a strongly admissible basis.
This verifies the containment
in the statement of Conjecture 3.30. We conclude the proof of the theorem on using (20) together with the proof of Theorem 3.31.
Remark 3.33. See [BL15] for an example where we deduce an explicit version of Theorem 3.32. In loc.cit., we study more closely the motive attached to the Hecke character associated to a CM abelian variety that has supersingular reduction at all primes above p. In this particular case, the hypotheses (H1)-(H4) of [MR04, §3.5], (H.F.-L.), (H.S.), (H.P.) and (H.nA) hold true.
Appendix A. An alternative approach using Wach modules
In [LLZ10] and [LLZ11] , we showed that the theory of Wach modules can be used to study the Iwasawa theory of p-adic representations. The key is to find an explicit basis for the Wach module. In this appendix, we show that the construction of the logarithmic matrix M T in §2.2 can be modified to construct an explicit basis for the Wach module N(T ) of T . Here T is as defined in §2.2, satisfying (H.F.-L.) and (H.S.).
, which is equipped with the usual semi-linear actions by Γ and ϕ (see for example [Ber04] ). We write q = ϕ(π)/π. (1) It is equipped with a semi-linear action by Γ that is trivial modulo π;
(2) There is a semi-linear map ϕ :
The actions of Γ and ϕ commute.
A Wach module N is equipped with a filtration
. Let C ϕ be the matrix of ϕ with respect to this basis. As in §2.2,
Definition A.2. For n ≥ 1, we define
Proposition A.3. The sequence of matrices {M ′ n } n≥1 converges entry-wise with respect to the sup-norm topology on B 
Proof.
The proof is the same as that for Proposition 2.5.
We shall show that G γ is a matrix defined over A + K . Let us first prove the following lemma.
Lemma A.5. Let M r×r (A + K ) be the set of r × r matrices that are defined over A
Proof. For (a), we have P 1 ·γ(P Let M = I + πN , then 
Proof. Since
Let us show this by induction. We have for all n
1 ). Hence, the claim for n = 1 is Lemma A.5(a).
By definition, P n = ϕ n−1 (P 1 ), so we have for n ≥ 2
Hence, the inductive step is simply Lemma A.5(b).
Lemma A.7. For all γ, we have the matrix identity
Proof. By (21) and the fact that P n = ϕ n−1 (P 1 ), we have
2 ). In other words,
Hence the result follows on taking n → ∞.
Definition A.8. We define a free A + K -module N Cϕ of rank r, with basis n 1 , . . . , n r . With respect to this basis, we equip N Cϕ with a semi-linear action by Γ, which is given by the matrix G γ (well-defined by Proposition A.6) and a semi-linear map ϕ :
, which is given by the matrix P 1 .
Proposition A.9. The module N Cϕ is a Wach module with weights in [0; 1].
Proof. By Proposition A.6, the action of Γ on N Cϕ is trivial modulo π.
Finally, by Lemma A.7, the actions of Γ and ϕ commute, so we are done.
Theorem A.10. As Wach modules, N Cϕ is isomorphic to N(T ). Furthermore,
Proof. In order to show that N Cϕ ∼ = N(T ), it is enough to show that
By definition P 1 ≡ C ϕ mod π, so the actions of ϕ agree on the two sides of (22). For the filtration, we have
) is generated by v 1 , . . . , v r0 , we see that the filtrations on the two sides of (22) as well.
for some matrix
This implies that
We now use the theory of Wach modules to prove an integrality result that is used in the main part of the article. Recall from [LLZ10,
Proof. By [LLZ10, Lemma 3.3], there exists x 1 , . . . ,
Note that we have abused notation to write
Therefore, it is enough to show that C 
Since M ≡ I mod π, we have M ≡ C ϕ · P −1 modulo π. On iterating, we have
Recall that P −1 is defined over A + K , hence we are done.
Appendix B. Linear Algebra: Proof of Proposition 3.3
The goal of this appendix is to provide a proof of Proposition 3.3.
Lemma B.1. Let W be a free Z p -module of rank d and let W ′ be a free, rank d − 1 direct summand of W . Then the collection {W ′ + Z p · v : v ∈ W } of submodules of W is totally ordered (with respect to inclusion).
Proof. This follows from the fact that the quotient W/W ′ is a free Z p -module of rank one.
Lemma B.2. Let W be as in the previous lemma. Let D be a finite collection of rank d − 1 direct summands of W and let
Proof. Choose any element w = w 0 ∈ W − W 0 (such an element clearly exists). If w 0 ∈ p k W , we are done, otherwise write w 0 = p k w 1 . Observe that w 1 ∈ W 0 (as otherwise, w 0 would be an element of W 0 as well). Now if w 1 ∈ p k W , we are done again. Otherwise we may continue with this process, which eventually has to terminate. 
There one can choose α, β ∈ Z p so that
Proof. Fix a basis B 1 of W 1 and B 2 of W 2 . Let x 1 be the v 2 -coordinate of v 1 with respect to the basis B 2 ∪ {v 2 } and x 2 be the v 1 -coordinate of v 2 with respect to the basis B 1 ∪ {v 1 }. We may assume without loss of generality that v p (x i ) > 0 for i = 1, 2, as otherwise, say in case v p (x 1 ) = 0, it would follow that span (B 2 , v 1 ) = span (B 2 , x 1 · v 2 ) = W and thus the choice α = 1 and β = 0 (thus v = v 1 ) would
p thanks to our running hypothesis). Consider W 0 ∩ span (v 1 , v 2 ). Since v 1 ∈ W 0 , it follows that this intersection is a finite union of Z p -lines, say spanned by
(with α i , β i ∈ Z p ). Let X = {α i /β i : β i = 0}, note that it is a finite subset of Q p . Use Lemma B.3 to choose x, y ∈ Z × p such that ax+by cx+dy ∈ X. Set α = ax + by and β = cx + dy. Note that we have by definitions
or equivalently that
Observe that v := αv 1 + βv 2 ∈ W 0 (as α/β ∈ X), so v satisfies (a). Furthermore,
We therefore conclude (using the fact x, y ∈ Z
which proves that v verifies (b) as well.
Lemma B.5. Let W be as in the previous lemma and let {w 1 , . . . , w d } be a given basis of W . For any non-negative integer k, one can find elements {w d+1 , . . . , w d+k } ⊂ W so that for any I ⊂ {1, . . . , d + k} of size d, the set {w j } j∈I spans W .
Proof. We prove the lemma by induction on k. When k = 0, the assertion is clear and suppose that k ≥ 1 we have found a set {w d+1 , . . . , w d+k−1 }. Let S denote the collection of subsets of 1, . . . , d + k − 1 of size d − 1 and let D = {span ({w i } i∈S ) : S ∈ S} be a set of free, rank d − 1 direct summands of W . Set W 0 = ∪ D W ′ , observe that W 0 is a proper subset of W . For any w ∈ W − W 0 and S ∈ S, the submodule span ({w} ∪ {w i } i∈S ) of W is of finite index. Fix S ∈ S and define W S := span (w i : i ∈ S) .
We first prove that there is an element v S ∈ W − W 0 such that
Indeed, pick any w ∈ W − W 0 . If W S + Z p · w = W , we are done. Otherwise we may use Lemma B.2 to choose w 1 ∈ W − (W S + Z p · v ∪ W 0 ), for which we have
This process has to terminate and when it does, we have found the desired v S satisfying (25).
Using Lemma B.4 iteratively, one obtains an element v ∈ W − W 0 such that
for every S ∈ S. We set w d+k := v.
Proof of Proposition 3.3. Let B = {v 1 , · · · , v g− , w g−+1 , . . . , w g } be any Z p -basis of D p (T ) such that {v 1 , · · · , v g− } forms a basis of Fil 0 D p (T ). Form the dual basis
Consider the free The proof of that a strongly admissible basis exists is similar and we only provide a sketch of its proof after inverting p. The technical details to conclude integral version of this result are identical to the arguments above we have assembled in the course of deducing the first part regarding admissibility. To ease notation, let
note that T is invertible thanks to our running assumptions. Set r = dim W = W ′ and r + s = dim V. We choose a basis {v ′ i } inductively as follows:
Note that we can do this as on the we have a union of two hyperplanes of dimension k + r < r + s.
• For any 0 ≤ k < s, suppose we have chosen
for every subset I ⊂ {1, · · · , s + k} of size s. (The first two steps will get us to this step with k = 0.) Let I (s−1) denote all subsets of I ⊂ {1, · · · , s + k} of size s − 1 and let
This is a finite union of hyperplanes of dimension s − 1. Now choose v ′ s+k+1 ∈ V to be any element verifying
Note that the right side is a union of finitely many hyperplanes of dimension r + s − 1 so an element v
It is now easy to verify that the set B s is a strongly admissible basis.
Appendix C. Coleman-adapted Kolyvagin systems
Throughout this Appendix, let F be a totally real or a CM field as above. Let O be the ring of integers of a finite extension Φ of Q p , with maximal ideal m, residue field k and uniformizer ̟. Let T be a G F -stable O-lattice inside M p (η −1 ), the twist of the the p-adic realization of a motive M (of the sort considered in the main body of this article) by an even Dirichlet character η of ∆. Then T is a free O-module of finite rank which is equipped with a continuous G F -action unramified outside a finite set of places Σ of F . Set T = T /mT . We assume that all places of F at infinity and above p are contained in Σ. We assume that T verifies the hypotheses (H1)-(H4) of [MR04, Section 3.5] as well as the following:
(H.Tam) For every finite place λ ∈ Σ, the module H 0 (I λ , T ⊗ Φ/O) is divisible. Here I λ stands for the inertia group at the prime λ.
(H.nE) For every prime p | p of F , we have
In this appendix we let F ∞ denote the cyclotomic Z p extension of F and Γ = Gal(F ∞ /F ). Note that this is the pro-p part of the group considered in the main text. Let
and fix I ∈ I p as in the conclusion of Proposition 3.25. To ease notation, we will set R = Λ (p) and d = g − . We fix throughout an I ∈ I p verifying the conclusion of Proposition 3.25 and associated to this choice, fix a signed Coleman map
Here Col • Z is free of rank d.
• The R-module Z/im(C) is pseudo-null.
The existence of such Z is guaranteed by Corollary 2.22.
We now fix an arbitrary rank-one direct summand L ⊂ Z.
Definition C.1. Let F L denote the Selmer structure on T given with the following data:
Let P be the set of places of F that does not contain the archimedean places, primes at which T is ramified and primes above p. Finally let KS(T, F L , P) be the R-module of generalized Kolyvagin systems defined as in [Büy13a, Section 3.2.2]. An element of this module will be called an L-restricted Kolyvagin system.
We also let F * L denote the dual Selmer structure on the Cartier dual T † , in the sense of [MR04, Definition 1.3.1 and §2.3].
As in the main body of thus text, we assume the truth of the weak Leopoldt conjecture for T . Our goal in this appendix is to give a proof of Theorem C.4. Lemma C.2. Suppose R is any commutative ring and M, N, Q are finitely generated R-modules such that we have an exact sequence
and the quotient N/ι(M ) is R-torsion-free. For any ideal I of R, let X I = X ⊗ R R/I for X = M, N, R. Then the following sequence of R I -modules is exact:
Proof. Suppose m ∈ M is such that ι(m) ∈ I · N , say ι(m) = r · n 0 for some r ∈ I and n 0 ∈ N . As the quotient N/ι(M ) is R-torsion-free, it follows that n 0 ∈ ι(M ), say n 0 = ι(m 0 ). Thus ι(m) = ι(r · m 0 ) and since ι is injective, m ∈ I · M . We just proved that I · M = ker M ι −→ N I which is equivalent to the assertion of the Lemma.
Proof. Let L denote the image of L (resp., Z the image of Z) under the augmentation map A : R ։ O. Observe the commutative diagram
As the cokernel of C is finite so is the cokernel of C A and it follows that ker(C A ) is a free O-module of rank g + + 1 and by Nakayama's lemma that the R-module H
is generated by at most g + + 1 elements. On the other hand, the first row of the diagram above shows that the generic fiber of H 1 F L (F p , T) has rank g + + 1 hence, together with our the discussion above, we conclude that the R-module H
is generated by exactly g + + 1 elements. It is not hard to see (using the fact that R is a UFD) that these generators cannot satisfy a non-trivial R-linear relation.
Theorem C.4. Let P 1,1 ⊂ P be as in Definition C.6 below.
(i) The R-module KS(T, F L , P) is free of rank one, generated by any Kolyvagin system κ κ κ whose image κ κ κ ∈ KS(T , F L , P 1,1 ) is non-zero. (ii) For an arbitrary generator {κ n } = κ κ κ, the leading term
It is the statement of Theorem C.4(iii) that is key to all our results towards Perrin-Riou's main conjectures.
Proof of the parts (i) and (iii) of Theorem C.4 is identical to the proof of [Büy13b, Theorem A.12] 2 once we verify that the analogous statement to Definition/Theorem A.9 in loc.cit. holds true in our setting and that the core Selmer rank χ(T , F L ) (in the sense of [MR04, Definition 4.1.11]) of the Selmer structure F L on T is 1. The first of these is achieved in Theorem C.8 below and the second in Proposition C.10. The main difficulty is that the images of the Coleman maps are not necessarily free.
We first provide a proof of (ii) here.
Proof of Theorem C.4(ii). Thanks to our choice of I ∈ I p and Proposition 3.28, note that the modified Selmer group Sel
∆ is cotorsion as well. We may now conclude the proof using [Büy13a, Theorem 5.10].
Before settling Theorem C.4 in full, we introduce the necessary terminology mostly borrowed from [MR04] . Fix a topological generator γ of the group Γ. We then have a (non-canonical) isomorphism
and define the collection
The propagation of the Selmer structure F L (in the sense of [MR04, Example 1.1.2]) to the quotients T k,α will still be denoted by the symbol F L as well as its propagation to T .
The collection P k,α is called the collection of Kolyvagin primes for T k,α . Define N k,α to be the set of square free products of primes in P k,α .
Definition C.7.
(i) Given λ ∈ P k,α fix once and for all an abelian extension F ′ /F λ which is totally and tamely ramified, and moreover is a maximal such extension. As in [MR04, Definition 1.1.6(iv)], the transverse local condition at λ is defined to be
(ii) For n ∈ N k,α , define the Selmer structure F L (n) on T k,α by setting
The following list of properties is key in proving Theorem C.4.
Theorem C.8. For any n ∈ N k,α the Selmer structure F L (n) is cartesian on the collection Quot(T) in the following sense. Let λ be any prime of F .
(C2) (Cartesian property along the cyclotomic tower)
Here the arrow is induced from the injection T k,α
, where the arrow is induced from the injection T k,α
Proof. For the primes λ ∤ np, the asserted properties may be verified as in [Büy11, §2.3.1]. The key points are the fact that the inertia group I λ ⊂ G F acts trivially on Λ (p) and that we assumed (H.Tam). For the primes λ | n, they may proved as in [Büy13a, §4.1.4] (which itself, in this particular case of interest, is a slight generalization of [Büy11, Proposition 2.21]).
It therefore remains to verify the claimed properties at primes above p. The property (C1) is evident by definitions. Using Lemma C.2 one has a natural identification for every k, α ∈ Z + :
under the obvious map). Note that Lemma C.2 applies with M = H 1 F L (F p , T) and N = H 1 (F p , T) as the quotient
is R-torsion free by construction. The properties (C2) and (C3) follow now at once using the fact that the R-module H 1 F L (F p , T) is free (of rank g + + 1) by Lemma C.3.
Let F null denote the Selmer structure on T given with the following data:
The assertion concerning the Selmer structure F L in the following Corollary follows immediately by Theorem C.8. We need the statement on F null in our companion article [BL15] and it follows easily by modifying Lemma C.3 appropriately.
Corollary C.9. Propagations of both Selmer structures F L and F null on T verify the hypothesis H6 of [MR04] .
Proposition C.10. The core Selmer rank χ(T , F L ) equals 1 whereas χ(T , F null ) equals 0.
Proof. The proof of this proposition is similar to the proof of Proposition 9.2 in [BL15] . Let F can denote the canonical Selmer structure on T given with the data H Proof. Linear Algebra.
Proposition C.11 may be summarized via the following commutative diagram:
(27)
The facts that Ψ in the third row and loc ⊗d p are both surjective follow from the following proposition.
Proposition C.12. Under our running assumptions both R-modules ∧ d H 1 (F, T) and H 1 F L (F, T) are free of rank one.
Proof. It follows from the weak Leopoldt conjecture for T (which we assume) that the R-module H 1 F * can (F, T * ) ∨ is torsion, where the canonical Selmer structure F can of Mazur and Rubin is given in the proof of Proposition C.10. By control theorem (which holds true for this Selmer structure), we may find a specialization π : R ։ O (whose kernel is necessarily principal, say generated by ̟ ∈ R) such that H Here ∆ + denotes the set of even characters of ∆ and e χ ∈ Z p [∆] the idempotent corresponding to χ. It is not hard to see using Theorem C.4 (for each twist T (χ)) that the Λ-module L(T ) is free of rank 1.
(ii) The Λ-module of Kolyvagin determinants K(T ) is defined as
Iw,S (F, T ) : Ψ(Ξ) ∈ L(T ) . Remark C.14. The diagram (27) above and the fact that C has pseudo-null cokernel show that K(T ) = 0. One may also prove that this module does not depend on any of the choices made above and depends only on T . A suitable extension of where log ± are Pollack's ±-logarithms defined by the formulae , it has been showed that the Pollack's ±-p-adic L functions in [Pol03] is the image of the Beilinson-Kato elements along the cyclotomic tower (as constructed in [Kat04] ) under the ±-Coleman maps, up to a sign. Note in particular that the tower of Beilinson-Kato elements does satisfy Conjecture 3.11. Furthermore, the I-signed p-adic L-functions given as in Definition 3.17 are simply the image of the Beilinson-Kato elements under Col 1 and Col 2 . Therefore, thanks to (28), they agree with Pollack's ±-p-adic L functions, up to a sign.
