Nonlinear applications of Markov Chain Monte Carlo by Lee, G
NONLINEAR APPLICATIONS
OF MARKOV CHAIN MONTE CARLO
by
Gregois Lee, B.Sc.(ANU), B.Sc.Hons(UTas)
Submitted in fulfilment of the requirements




I declare that this thesis contains no material which has been accepted
for a degree or diploma by the University or any other institution, except
by way of background information and duly acknowledged in the thesis,
and that, to the best of my knowledge and belief, this thesis contains
no material previously published or written by another person, except




This thesis may be made available for loan and limited copying in ac-





To Simon Wotherspoon for making this probable.
TABLE OF CONTENTS
TABLE OF CONTENTS i
LIST OF TABLES v
LIST OF FIGURES vii
1 Introduction 1
1.1 Statistics and Computing . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Chapter Outlines . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 R Source Code . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Bayesian Analysis 6
2.1 Historical Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Bayes’ Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 The Prior Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Prior Propriety . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.2 Non-informative Priors . . . . . . . . . . . . . . . . . . . . . . 10
2.4.3 Vague Priors . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.4 Conjugate Priors . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 The Posterior Distribution . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.1 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.2 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.3 Visualisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.4 Reporting Results . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
i
TABLE OF CONTENTS ii
3 Bayesian Computation 18
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Markov Chain Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Gibbs Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Metropolis-Hastings Sampling . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Diagnosing Convergence . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5.1 Gelman and Rubin’s R̂ . . . . . . . . . . . . . . . . . . . . . 22
3.5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5.3 Mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Nonlinear Regression Models 27
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Linear Regression Models . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Nonlinear Regression Models . . . . . . . . . . . . . . . . . . . . . . 29
4.4 Nonlinear Regression using MCMC . . . . . . . . . . . . . . . . . . . 30
4.4.1 Example: Biochemical Oxygen Demand . . . . . . . . . . . . 31
4.5 Growth Curve Models using MCMC . . . . . . . . . . . . . . . . . . 37
4.5.1 Ratkowsky’s Regression Strategy . . . . . . . . . . . . . . . . 37
4.5.2 Model Functions and Data . . . . . . . . . . . . . . . . . . . 37
4.5.3 Three Parameter Models . . . . . . . . . . . . . . . . . . . . 40
4.5.4 Four Parameter Models . . . . . . . . . . . . . . . . . . . . . 47
4.5.5 Troubleshooting . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6.1 Back Transformation . . . . . . . . . . . . . . . . . . . . . . . 60
4.6.2 Posterior Curvature . . . . . . . . . . . . . . . . . . . . . . . 61
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 Response Transformations 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 The Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Example: Toxic Agents . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1 Model Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
TABLE OF CONTENTS iii
5.3.2 Model Checking . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.3 Box-Cox Transformation . . . . . . . . . . . . . . . . . . . . . 70
5.3.4 Evaluating the Transformed Model . . . . . . . . . . . . . . . 72
5.3.5 MCMC Transformation . . . . . . . . . . . . . . . . . . . . . 72
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6 Monotonic Additive Models 79
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.2 Method Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Example: Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3.2 Model Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Example: Black Cherry Trees . . . . . . . . . . . . . . . . . . . . . . 85
6.4.1 Model Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.5 Example: US Temperature Data . . . . . . . . . . . . . . . . . . . . 92
6.5.1 Model Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7 Estimating Correlations 97
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2 Sampling Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2.2 Implications of the Positive Definite Constraint . . . . . . . . 98
7.2.3 Determining the Sampling Interval . . . . . . . . . . . . . . . 99
7.2.4 Refactoring the Trace . . . . . . . . . . . . . . . . . . . . . . 100
7.2.5 Rejection Sampling . . . . . . . . . . . . . . . . . . . . . . . . 100
7.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1 Example: Estimating a Single Variance Matrix Element . . . 101
7.3.2 Rejection Rates . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3.3 The Griddy-Gibbs Sampler . . . . . . . . . . . . . . . . . . . 104
7.3.4 Example: Estimating Multiple Matrix Entries . . . . . . . . . 107
TABLE OF CONTENTS iv
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8 Conclusion 111
8.1 Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.3 Further Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3.1 Nonlinear Regression Models . . . . . . . . . . . . . . . . . . 114
8.3.2 Monotonic Additive Models . . . . . . . . . . . . . . . . . . . 114
8.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A Source Code 116
A.1 Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
A.2 Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.3 Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.4 Chapter 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
BIBLIOGRAPHY 144
LIST OF TABLES
4.1 Biochemical Oxygen Demand Data . . . . . . . . . . . . . . . . . . . 31
4.2 Summary Statistics: BOD Data Model. . . . . . . . . . . . . . . . . 35
4.3 Bean Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4 Cucumber Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.5 Onion Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.6 Pasture Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.7 Summary Statistics: Gompertz Models. . . . . . . . . . . . . . . . . 41
4.8 Summary Statistics: Logistic Models. . . . . . . . . . . . . . . . . . . 42
4.9 Summary Statistics: Morgan-Mercer-Flodin Models. . . . . . . . . . 48
4.10 Summary Statistics: Richards Models. . . . . . . . . . . . . . . . . . 50
4.11 Summary Statistics: Weibull-type Models. . . . . . . . . . . . . . . . 52
4.12 Curvature Component Estimates. . . . . . . . . . . . . . . . . . . . . 54
4.13 Summary Statistics: Reparameterised MMF Models. . . . . . . . . . 56
4.14 Summary Statistics: Reparameterised Weibull Models. . . . . . . . . 59
4.15 Summary Statistics: Back-Transformed Weibull-Pasture Data. . . . 61
5.1 Toxic Agent Data, (Box and Cox, 1964) . . . . . . . . . . . . . . . . 68
5.2 ANOVA: Poison Model . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 ANOVA: Reciprocal Transformed Poison Model . . . . . . . . . . . . 72
5.4 ANOVA: MCMC Transformed Poison Model . . . . . . . . . . . . . 74
5.5 Parameter Estimates: Transformed Poison Model (5.11) . . . . . . . 76
6.1 Parameter Estimates: Monotonic Additive Model (6.8) . . . . . . . . 83
6.2 Cherry Tree Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3 Parameter Estimates: Trees Model (6.9) . . . . . . . . . . . . . . . . 88
6.4 Parameter Estimates: US Temperature Model . . . . . . . . . . . . . 94
v
LIST OF TABLES vi
7.1 Bi-Gamma Sampling Distribution Summary . . . . . . . . . . . . . . 103
7.2 Griddy-Gibbs Sampling Distribution Summary . . . . . . . . . . . . 108
7.3 Bi-Gamma Sampling Distribution Summary x = vij , n = 10 . . . . . 109
7.4 Bi-Gamma Sampling Distribution Summary x = vij , n = 100 . . . . 110
LIST OF FIGURES
2.1 Data Driven Posterior. . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Disjoint Highest Posterior Density Interval. . . . . . . . . . . . . . . 15
3.1 Metropolis Proposal Tuning. . . . . . . . . . . . . . . . . . . . . . . . 25
4.1 BOD Data with Initial Parameter Value Fit. . . . . . . . . . . . . . 32
4.2 Adaptive MCMC Trace: BOD Model. . . . . . . . . . . . . . . . . . 33
4.3 MCMC Posterior Sample Trace: BOD Model. . . . . . . . . . . . . . 34
4.4 Fitted BOD Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.5 Pairwise Marginal Scatterplots: BOD Model. . . . . . . . . . . . . . 36
4.6 Fitted Gompertz-Cucumber Model. . . . . . . . . . . . . . . . . . . . 40
4.7 Fitted Gompertz-Onion Model. . . . . . . . . . . . . . . . . . . . . . 43
4.8 Fitted Logistic-Cucumber Model. . . . . . . . . . . . . . . . . . . . . 44
4.9 Pairwise Marginal Scatterplots: Cucumber-Gompertz-Cucumber Model. 45
4.10 MCMC Posterior Sample Trace: Gompertz-Cucumber Model. . . . . 45
4.11 (Median) Fitted Gompertz-Cucumber Model. . . . . . . . . . . . . . 46
4.12 Fitted MMF-Cucumber Model. . . . . . . . . . . . . . . . . . . . . . 47
4.13 Fitted MMF-Onion Model. . . . . . . . . . . . . . . . . . . . . . . . 49
4.14 Fitted Richards-Cucumber Model. . . . . . . . . . . . . . . . . . . . 51
4.15 Pairwise Marginal Scatterplots: Richards-Cucumber Model. . . . . . 53
4.16 Fitted Weibull-Pasture Model. . . . . . . . . . . . . . . . . . . . . . 53
4.17 Fitted Reparameterised MMF-Onion Model. . . . . . . . . . . . . . . 57
4.18 Fitted Simulated Richards-Cucumber Model. . . . . . . . . . . . . . 58
4.19 Fitted Reparameterised Weibull-Pasture Model. . . . . . . . . . . . . 60
4.20 Marginal Scatterplots: MMF-Onion Model. . . . . . . . . . . . . . . 62
4.21 Marginal Scatterplots: Reparameterised MMF-Onion Model. . . . . 63
vii
LIST OF FIGURES viii
5.1 Survival Time by Experimental Factor . . . . . . . . . . . . . . . . . 69
5.2 Diagnostic Plots: Poison Model . . . . . . . . . . . . . . . . . . . . . 70
5.3 Profile Log Likelihood, Box-Cox Transformation . . . . . . . . . . . 71
5.4 Diagnostic Plots: Transformed Poison Model . . . . . . . . . . . . . 73
5.5 Transformed Survival Time by Experimental Factor . . . . . . . . . 74
5.6 MCMC Estimated Response Transformation . . . . . . . . . . . . . . 75
5.7 MCMC Estimated Response Transformation . . . . . . . . . . . . . . 76
5.8 Residuals vs Fitted Values: MCMC Transformed Model . . . . . . . 77
5.9 MCMC Estimated Response Transformation . . . . . . . . . . . . . . 77
6.1 Simulated Data against Covariate x1 . . . . . . . . . . . . . . . . . . 82
6.2 Simulated Data against Covariate x2 . . . . . . . . . . . . . . . . . . 83
6.3 Estimated Monotonic Function f1 . . . . . . . . . . . . . . . . . . . 84
6.4 Estimated Monotonic Function f2 . . . . . . . . . . . . . . . . . . . 85
6.5 Black Cherry Trees: Timber Volume by Tree Girth . . . . . . . . . . 87
6.6 Black Cherry Trees: Timber Volume by Tree Height . . . . . . . . . 87
6.7 Estimated Transformation: Tree Girth . . . . . . . . . . . . . . . . . 89
6.8 Estimated Transformation: Tree Height . . . . . . . . . . . . . . . . 90
6.9 Fitted Mean: Timber Volume by Tree Girth . . . . . . . . . . . . . . 90
6.10 Actual Timber Volume by Fitted Volume . . . . . . . . . . . . . . . 91
6.11 Pairwise Scatterplots: US Temperature Data . . . . . . . . . . . . . 92
6.12 Estimated Latitude - Temperature Function: US Data . . . . . . . . 93
6.13 Estimated Longitude - Temperature Function: US Data . . . . . . . 94
6.14 Fitted vs Actual Values: US Temperature Data . . . . . . . . . . . . 95
7.1 Bi-Gamma Sampling Distribution for x = v12 . . . . . . . . . . . . . 103
7.2 Evaluating the Posterior on a Grid . . . . . . . . . . . . . . . . . . . 105
7.3 Approximating the Cumulative Distribution Function . . . . . . . . 106
7.4 Transforming a Uniform Random Deviate via Griddy Gibbs . . . . . 107
7.5 Griddy Gibbs Sampling Distribution for x = v12 . . . . . . . . . . . 108
BIBLIOGRAPHY 151
R Development Core Team (2009). R: A Language and Environment for Statistical Com-
puting. R Foundation for Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0.
Rachev, S. T., Hsu, J. S. J., Bagasheva, B. S., and Fabozzi, F. J. (2008). Bayesian Methods
in Finance. Wiley.
Raftery, A. E. (1995). Markov Chain Monte Carlo in Practice, chapter Hypothesis testing
and Model Selection, pages 163–188. Chapman & Hall/CRC.
Raftery, A. E. and Lewis, S. M. (1992). [practical markov chain monte carlo]: Comment:
One long run with diagnostics: Implementation strategies for markov chain monte carlo.
Statistical Science, 7(4):493–497.
Raftery, A. E. and Lewis, S. M. (1995). Markov Chain Monte Carlo in Practice (edited
by W R Gilks and S Richardson and D J Spiegelhalter), chapter Implementing MCMC,
pages 115–130. Chapman & Hall/CRC.
Raiffa, H. and Schlaifer, R. (1961). Applied Statistical Decision Theory. Harvard Business
School, Boston, Massachusetts.
Ratkowsky, D. A. (1983). Nonlinear Regression Modeling: A Unified Practical Approach.
Marcel Dekker.
Ratkowsky, D. A. and Dolby, G. R. (1975). Taylor series linearization and scoring for
parameters in nonlinear regression. Applied Statistics, 24(1):109–122.
Ritter, C. and Tanner, M. A. (1992). Facilitating the gibbs sampler: The gibbs stopper and
the griddy-gibbs sampler. Journal of the American Statistical Association, 87(419):861–
868.
Robert, C. P. (1995). Simulation of truncated normal variables. Statistics and Computing,
5:121–125.
Robert, C. P. and Casella, G. (2004). Monte Carlo Statistical Methods. Springer, 2nd
edition.
Roberts, G. O. (1996). Markov Chain Monte Carlo in Practice, chapter Markov Chain
Concepts Related to Sampling Algorithms, pages 45–57. Chapman & Hall.
Ross, G. J. S. (1990). Non-Linear Estimation. Springer-Verlag.
Royle, J. A. and Dorazio, R. M. (2008). Hierarchical Modeling and Inference in Ecology:
The Analysis of Data from Populations, Metapopulations and Communities. Academic
Press.
Rubin, D. B. (1984). Distinguishing between the scale of the estimand and the transforma-
tion to normality. Journal of the American Statistical Association, 79(386):309–310.
Ruppert, D., Wand, M. P., and Carroll, R. J. (2003). Semiparametric Regression. Cambridge
University Press.
Ryan, T. A., Joiner, B. L., and Ryan, B. F. (1976). Minitab Student Handbook. Duxbury
Press.
Salsburg, D. (2002). The Lady Tasting Tea: How Statistics Revolutionized Science in the
Twentieth Century. Owl Books.
Savage, L. J. (1954). The Foundations of Statistics. John Wiley & Sons, New York.
BIBLIOGRAPHY 152
Scherer, B. and Martin, R. D. (2007). Introduction to Modern Portfolio Optimization with
NuOPT, S-PLUS and S+Bayes. Springer.
Schruben, L. W. (1982). Detecting initialization bias in simulation output. Operations
Research, 30(3):569–590.
Seber, G. A. F. and Wild, C. J. (2003). Nonlinear Regression. Wiley-Interscience, revised
edition.
Shively, T. S., Kohn, R., and Wood, S. (1999). Variable selection and function estimation
in additive nonparametric regression using a data-based prior. Journal of the American
Statistical Association, 94(447):777–794.
Simonoff (1996). Smoothing Methods in Statistics. Springer. Ltn 519.536 S599s.
Singpurwalla, N. D. (2006). Reliability and Risk: A Bayesian Perspective. Wiley.
Smith, A. F. M. and Gelfand, A. E. (1992). Bayesian statistics without tears: A sampling-
resampling perspective. The American Statistician, 46(2):84–88.
Spiegelhalter, D. J., Abrams, K. R., and Myles, J. P. (2004). Bayesian Approaches to
Clinical Trials and Health-Care Evaluation. Wiley.
Stevens, W. L. (1951). Asymptotic regression. Biometrics, 7(3):247–267.
Stigler, S. M. (1990). The History of Statistics: The Measurement of Uncertainty before
1900. Belknap Press of Harvard University Press. ISBN: 978-0674403413.
Stone, C. J. (1985). Additive regression and other nonparametric models. The Annals of
Statistics, 13(2):689–705.
Tanner, M. A. and Wong, W. H. (1987). The calculation of posterior distributions by data
augmentation. Journal of the American Statistical Association, 82(398):528–540.
Thomas, A., O‘Hara, B., Ligges, U., and Sturtz., S. (2006). Making bugs open. R News,
6:12–17.
Tibshirani, R. (1988). Estimating transformations for regression via additivity and variance
stabilization. Journal of the American Statistical Association, 83(402):394–405.
Tierney, L. (1994). Markov chains for exploring posterior distributions. Annals of Statistics,
22:1701–1762.
Tukey, J. W. (1949). One degree of freedom for non-addivity. Biometrics, 5(3):232–242.
Tukey, J. W. (1962). The future of data analysis. The Annals of Mathemetical Statistics,
33(1):1–67.
Venables, W. N. and Ripley, B. D. (2002). Modern Applied Statistics with S. Springer, New
York, fourth edition. ISBN 0-387-95457-0.
Wood, S. N. (2006). Generalized Additive Models: An Introduction with R. Chapman &
Hall/CRC.
