Abstract. In this paper we derived the precise formula in a sine function form of the amplitude in the desired state, and by means of the precise formula we presented the necessary and sufficient phase condition for any quantum algorithm with arbitrary phase rotations. We also showed that θ = φ is a sufficient but not a necessary phase condition.
Introduction
Shor reported his prime factoring algorithm in [9] . Then Grover gave his quantum searching algorithm [2] [3] . In [2] Grover's quantum searching algorithm consists of a sequence of unitary operations on a pure state, the algorithm is Q = −I τ U,where U is any unitary operation and U −1 is equal to the adjoint (the complex conjugate of the transpose) of U . Grover thinks that it leads several new applications and broadens the scope for implementation. When the amplitudes are rotated by arbitrary phases, instead of being inverted, that is, Q = −I [7] presented a matching 1 The paper was supported by NSFC and partially by the state key lab. of intelligence technology and system condition: θ = φ and derived an approximate formula of the amplitude in the desired state. In [5] the phase condition tan(ϕ/2) = tan(φ/2)(1 − a) was presented. In [1] the recursion equation was used to study the quantum search algorithm, and it concluded that for different rotation angles: θ = φ the algorithm fails to enhance the probability of mearsuring a marked state and therefore in order for the algorithm to apply the two rotation angles must be equal, namely, θ = φ. In [6] it showed that the amplitude in the desired state for any quantum search algorithm which preserves a two-dimensional vector space can precisely be written as a polynomial form in βλ, in this paper we added a proof by induction of the conclusion. We obtained some results in [6] from the precise formula in a polynomial form in βλ, for example we found non-symmetric effects of different rotating angles. From this formula it is convenient to derive its approximate formula, but not convenient to present a general phase condition. In this paper we derived the precise formula in a sine function form of the amplitude in the desired state, and by means of the precise formula we presented the necessary and sufficient phase condition for any quantum algorithm with arbitrary phase rotations. Using the condition we can construct quantum algorithms with arbitrary rotations that succeed with certainty. We also indicated that θ = φ is a sufficient but not a necessary phase condition. It contradicts the conclusions obtained in [1] and [7] . We derived the precise optimal number of iteration steps to search the desired state with certainty, showed when θ,φ and |U τ γ | are fixed the amplitude |b k | in the desired state as a function of k is strictly monotone increasing as k increases from 1 to the optimal number k o , and discussed the period of |b k | as a function of k. We proved that the optimal number of iteration steps for Grover's algorithm is less than the one for the algorithms with θ = φ when |U τ γ | is fixed, it means that the former is more efficient. Specially for Grover's algorithm and the case in which θ = φ the reduced precise formulas in a sine function form of the amplitude and the reduced precise optimal numbers of iteration steps were given.
2 The algorithm Q = −I γ U −1 I τ U , where I γ = I − 2 cos θe iθ |γ | γ| and I τ = I − 2 cos φe iφ |τ | τ | Grover studied the quantum search algorithm [4] :
τ U, where U is any unitary operator and U −1 is equal to the adjoint (the complex conjugate of the transpose) of U and I (π) x inverts the amplitude in the state |x , I
(π)
The case in which a = 1 is used in [7] .
Let |γ be the initial state and |τ the desired state. If we apply U to |γ , then the amplitude of reaching state |τ is U τ γ . That is, τ |U ||γ = U τ γ and γ|U ||τ = U * τ γ , where U * τ γ is complex conjugate of U τ γ .
Let Q be any quantum searching algorithm such that
That is, Q preserves the vector space spanned by |γ and U −1 |τ . In [6] , we introduced the algorithm Q = −I γ U −1 I τ U , where I γ = I − 2 cos θe iθ |γ | γ| and I τ = I − 2 cos φe iφ |τ | τ |, α = −(1 − 2 cos θe iθ + 4 cos θe iθ cos φe iφ |U τ γ | 2 ), β = 2U τ γ cos φe iφ , λ = 2 cos θe iθ (1 − 2 cos φe iφ )U * τ γ , δ = 2 cos φe iφ − 1. When θ = φ = 0, it reduces to Grover's algorithm.
Please see [4] [5] [7] to know what the matrices M are like for Grover's, Long and et al.' and Hoyer's algorithms.
In this paper all discussions and derivations are based on the algorithm. However for the results obtained in this paper, if only α, β, λ and δ appear in them then they also hold for Grover's, Long and et al.' and Hoyer's algorithms and any other quantum search algorithm which preserves a two-dimensional vector space.
3 The proof by induction of the precise formula in a polynomial form in βλ of the amplitude for arbitrary phase rotations
where a k and b k are the amplitudes in the state |γ and the desired state U −1 |τ , respectively. In [6] we showed that a k and b k can be precisely written as the following polynomial form in βλ, respectively. However we did not put a strict proof there because of the limit to the length of papers. Here is a proof by induction of the conclusion. Let [x] be the greatest integer which is or less than x.
where
Note that n 0 = 1,for any n ≥ 0. Proof. In [6] the iterated formulas of a k and b k were given as follows.
From the iterated formula of the amplitude by induction hypothesis
(k+1)0 and
, where 1 ≤ j ≤ m − 1,and note that d km = c (k+1)m = 1,we also finished the proof of the case.
As well we can by induction derive the precise formula a k of the amplitude in the initial state |γ after k applications of Q.
Therefore the proof is complete.
4 For arbitrary phase rotations the precise formula in a sine function form of the amplitude:
where a k and b k are the amplitudes in the state |γ and the desired state U −1 |τ , respectively. Then Q|γ = α|γ + β(U −1 |τ ), Q 2 |γ = (α 2 + βλ)|γ +β(α + δ)(U −1 |τ ). In [6] the iterated formulas of a k and b k were given as follows. a k+1 = (αa k + λb k ) and b k+1 = (βa k + δb k ).Note that the iterated formula of b k (a k ) contains the term a i (b i ). From the iterated formula we can derive a simpler iterated formula as follows. From
Clearly the formula of b k+1 does not contain the term a i ,therefore it is simpler than one in [6] .
From the precise formula of the amplitude b k = βr k , b 1 = β and b 2 = β(α + δ) obtain r 1 = 1, r 2 = α + δ, and r k+1 = (α + δ)r k + (βλ − αδ)r k−1 .
For Grover's algorithm r 1 = 1 and r 2 = α + 1,r k+1 = (α + 1)r k − r k−1 .
Since b k = βr k and |β| = 2|U τ γ || cos φ| clearly |b k | = 0 when β = 0, that is, cos φ = 0 and the quantum algorithm becomes useless. Therefore we assume that β = 0, that is, cos φ = 0 in this paper.
From the iterated formula that r k+1 = (α + δ)r k + (βλ − αδ)r k−1 we can derive its precise formula in a sine function form of r k . Let r k+1 = (
. For the detail derivation please see appendix 1. From the result 6 in the appendix 2 we know z 1 = z 2 provided that
Let us study the equation z 2 −(α+δ)z +(αδ −βλ) = 0 which is the characteristic polynomial of the matrix M which the algorithm Q corresponds to. Let |M | be the determinant of the matrix
, where x and y are the rotation angles.
Let z 1 and z 2 are the two roots of the equations. Let z 1 = ρ 1 e iψ 1 and z 2 = ρ 2 e iψ 2 , where ρ 1 > 0 and ρ 2 > 0. From the result 1 in the appendix 2 clearly |z 1 z 2 | = 1, then ρ 1 ρ 2 = 1 and ψ 1 + ψ 2 = 2(θ + φ).Let z 1 = ρe iψ 1 and z 2 = 1 ρ e iψ 2 , where ρ > 0.From the result 2 in the appendix
There are two cases. Case 1. In the case ρ = 1.Thus sin(ψ 1 −(θ+φ)) = 0. From that ψ 1 +ψ 2 = 2(θ + φ) we obtain that ψ 1 = ψ 2 .Let z 1 = ρe iψ and z 2 = 1 ρ e iψ .Then z 1 + z 2 = (ρ + 1 ρ )e iψ = α + δ, from the result 4 and result 5 in the appendix 2 obtain 2 < ρ + 1 ρ = |α + δ| ≤ 2.Therefore that ρ = 1 is not possible.
Case 2. In the case ρ = 1.Let z 1 = e iψ 1 and z 2 = e iψ 2 .From that |z 1 + z 2 | 2 = |α + δ| 2 obtain that cos(ψ 1 − ψ 2 ) = 2(cos(θ − φ) − 2|U τ γ | 2 cos θ cos φ) 2 − 1.Since cos φ = 0, ψ 1 = ψ 2 , please see the result 6 in the appendix 2. Without loss of generality, let
From that b k = βr k we obtain the following versions of |b k |.
since ψ 1 − ψ 2 = arccos(
since sin We can derive the conclusion using the version 4 of |b k | above. If |b k | = 1 for some k, that is, The version 1 of the phase condition also holds for Long and et al.'and Hoyer's algorithms and any other quantum search algorithm which preserves a two-dimensional vector space.
The version 2 of the phase condition.
Then there exists an k such that |b k | = 1, that is, the algorithm can search the desired state with certainty, if and only if C 2 ≤ 1.
And the optimal number of iteration steps to search the desired state with certainty
. It is obvious from the version 2 of |b k | and the version 1 of the phase condition above. Example 3. When θ = π/2,for any φ, C 2 = 1 2p >> 1,therefore |b k | < 1. Therefore that θ = π/2 can not be used for a working the quantum algorithm, please see the section 3.3 in [6] .
From the version 2 of the general phase condition we specially get the following two corollaries whose derivations were put in the appendix 3. It is convenient to use the two corollaries to check if an algorithm satisfies the version 2 of the phase condition. Corollary 1. Let θ and φ be in the same quadrant or |θ − φ| < π/2 and cos θ cos φ < 0. Then C 2 ≤ 1,that is, the algorithm can search the desired state with certainty, if and only if |θ − φ| ≤ arccos(2p 2 cos θ cos φ + 1 − 4p 2 cos 2 φ).
Corollary 2. Let θ and φ be in the same quadrant or cos θ cos φ < 0 and sin θ sin φ < 0. Then C 2 > 1, that is, the algorithm can not search the desired state with certainty, if |sin(θ − φ)| > 2p |cos φ|.
6 That θ = φ is a sufficient but not a necessary phase condition When θ = φ, sin
Therefore when θ = φ the quantum algorithm Q can search the desired state with certainty except that I γ = I τ = I.
We will use the following examples to show the condition θ = φ is not necessary. . Let
(1−2p 2 ) 2 , and |sin θ| ≤ Specially, given that |U τ γ | = 0.1. From the examples clearly the condition θ = φ is not necessary.
7 For arbitrary phase rotations the norm of the amplitude |b k | as a function of k is strictly monotone increasing as k increases from 1 to the optimal number k o of iteration steps
When the phase condition C 2 ≤ 1 is satisfied, let |b k | = 1, then obtain the optimal number of iteration steps to search the deasired state with certainty
. Therefore |b k | as a function of k is strictly monotone increasing as k increases from 1 to the optimal number of iteration steps to search the desired state with certainty k o .This result is first reported in this paper. The conclusion was not obtained in [1] [5] [7] .
8 In the case θ = φ the precise formula in sine function form of amplitude and the optimal number of iteration steps
When θ = φ the precise formula in sine function form of the amplitude |b k | in the desired state can be reduced. In the case let b kl be the amplitude in the desired state U −1 |τ .
since sin
1}.Clearly ψ 1 − ψ 2 is small since p is very small. Therefore
< k and |b kl | < 2kp |cos φ| .
The optimal number of iteration steps to search the desired state with certainty k ol = arcsin 1 − p 2 cos 2 φ/ arcsin(2p |cos φ| 1 − p 2 cos 2 φ).
9 For Grover's Algorithm the precise formula in sine function form of the amplitude and the optimal number of iteration steps
Therefore for Grover's algorithm the equation z 2 − (α + δ)z + (αδ − βλ) = 0 becomes the equation z 2 − (α + 1)z + 1 = 0 which has two conjugate roots since the coefficients are real. Since the product of the two roots is 1 the norms of the two roots are 1. Let z 1 = e iθ and z 2 = e −iθ .From z 1 +z 2 = e iθ +e −iθ = 2 cos θ = α + 1,obtain cos θ = (α + 1)
The optimal number of iteration steps to search the desired state with certainty
10 The optimal number of iteration steps for Grover's algorithm is less than the one for the algorithms with θ = φ when |U τ γ | is fixed
In the paper [6] in the first-order approximate formula of the amplitude it showed that Grover's algorithm is optimal among algorithms with arbitrary phase rotations. Now we will strictly show that Grover's algorithm has the less number of iteration steps than the algorithms with θ = φ when |U τ γ | is fixed.
The optimal number of iteration steps to search the desired state with certainty for Grover's algorithm k og = arcsin 1 − p 2 / arcsin(2p 1 − p 2 ) and for the algorithm with θ = φ the optimal number iteration steps to search the desired state with certainty k ol = arcsin 1 − p 2 cos 2 φ/ arcsin(2p |cos φ| 1 − p 2 cos 2 φ). Let find the extreme points of k ol . When p is fixed k ol is a function of φ. Let (k ol ) ′ φ be the derivative of k ol . From (k ol ) ′ φ = 0 we obtain sin φ = 0, that is, | cos φ| = 1. When | cos φ| = 1 clearly k ol is reduced to k og . It means that k og is a sole extremum of k ol . Next we will show k og is an absolute minimum of k ol . let cos φ = 1/2. Then k ol = arcsin 1 − p 2 /4/ arcsin(p 1 − p 2 /4).It is not hard to see k ol > k og since arcsin 1 − p 2 /4 > arcsin 1 − p 2 and arcsin(p 1 − p 2 /4) < arcsin(2p 1 − p 2 ). So k ol ≥ k og for any rotation angles when |U τ γ | is fixed.
Let |U τ γ | be 0.1. We obtained the following the table 2 using MATLAB. From the table 2 Clearly k ol is the least when θ = φ = 0.Note that when θ = φ = 0 it is just Grover's algorithm.
The table 2 θ = φ = 0 π/6 π/3 2π/3 5π/6 π k ol = 7 8 15 15 8 7 Proof. (βλ − αδ) = −e i2φ (e i2φ + 1)(e i2θ + 1)|U τ γ | 2 − e i2φ (e i2θ − (e i2θ + 1)(e i2φ + 1)|U τ γ | 2 ) = −e i2φ e i2θ .
Let p = |U τ γ | next. Result 2. α + β = 2(cos(θ − φ) − 2p 2 cos θ cos φ)e i(θ+φ) = 2((1 − 2p 2 ) cos θ cos φ + sin θ sin φ)e i(θ+φ) . Proof. α + β = e i2θ + e i2φ − 4 cos θ cos φe i(θ+φ) p 2 = = (cos 2θ + cos 2φ − 4p 2 cos θ cos φ cos(θ + φ) +i(sin 2θ + sin 2φ − 4p 2 cos θ cos φ sin(θ + φ) = (2 cos(θ + φ) cos(θ − φ) − 4p 2 cos θ cos φ cos(θ + φ)) +i(2 sin(θ + φ) cos(θ − φ) − 4p 2 cos θ cos φ sin(θ + φ)) = 2(cos(θ − φ) − 2p 2 cos θ cos φ)(cos(θ + φ) + i sin(θ + φ)) = 2(cos(θ − φ) − 2p 2 cos θ cos φ)e i(θ+φ) = 2((1 − 2p 2 ) cos θ cos φ + sin θ sin φ)e i(θ+φ) . Result 3. cos(θ − φ) − 2p 2 cos θ cos φ ≤ 1 and the equality holds if and only if cos θ = cos φ = 0.
Proof. Note that 0 < p << 1 and 0 < 1 − 2p 2 < 1. There are three cases. Case 1. In the case cos θ cos φ > 0.Then 0 < (1 − 2p 2 ) cos θ cos φ < cos θ cos φ, and sin θ sin φ < (1 − 2p 2 ) cos θ cos φ + sin θ sin φ < cos θ cos φ + sin θ sin φ = cos(θ − φ).Therefore (1 − 2p 2 ) cos θ cos φ + sin θ sin φ < 1. Case 2. In the case cos θ cos φ < 0. cos(θ − φ) < (1 − 2p 2 ) cos θ cos φ + sin θ sin φ < sin θ sin φ. As well (1 − 2p 2 ) cos θ cos φ + sin θ sin φ < 1.
Case 3. In the case cos θ cos φ = 0. Then (1 − 2p 2 ) cos θ cos φ + sin θ sin φ = |sin θ sin φ| ≤ 1. Therefore for any case cos(θ − φ) − 2p 2 cos θ cos φ ≤ 1. Let us prove the second part. From the cases 1 and 2 above when cos θ cos φ = 0 we have (1 − 2p 2 ) cos θ cos φ + sin θ sin φ < 1.Therefore if (1 − 2p 2 ) cos θ cos φ + sin θ sin φ = 1 then cos θ cos φ = 0.
Then from the case 3 above (1 − 2p 2 ) cos θ cos φ + sin θ sin φ = |sin θ sin φ| = 1.Then |sin θ| = | sin φ| = 1,that is, cos θ = cos φ = 0.
Conversely if cos θ = cos φ = 0 then |sin θ| = | sin φ| = 1, and from the case 3 above (1 − 2p 2 ) cos θ cos φ + sin θ sin φ = 1. 
So it is strictly monotone decreasing when ρ < 1 and strictly monotone increasing when ρ > 1.So the absolute minimum is 2.
Result 6. Given that z 1 + z 2 = α + β, z 1 z 2 = αδ − βλ. Then z 1 = z 2 if β = 0(that is, cos φ = 0).
Proof. Assume that z 1 = z 2 . Let z 1 = z 2 = ρe iψ . From |z 1 z 2 | = 1 we obtain ρ = 1.From that 2e iψ = α + β, obtain that |α + β| = 2, that is, | cos(θ − φ) − 2p 2 cos θ cos φ| = 1.From the result 3 in the appendix 2 it means that cos θ = cos φ = 0.It contradicts that cos φ = 0. Therefore in the case z 1 = z 2 .
Appendix 3.
From the general phase condition we can derive the following corollaries. Let p = |U τ γ |. Corollary 1. Let θ and φ be in the same quadrant or |θ − φ| < π/2 and cos θ cos φ < 0. Then C 1 ≤ 1, that is, the algorithm can search the desired state with certainty, if and only if |θ − φ| ≤ arccos(2p 2 cos θ cos φ + 1 − 4p 2 cos 2 φ).
Proof. If θ and φ be in the same quadrant then cos θ cos φ > 0 and sin θ sin φ > 0, then cos(θ −φ)−2p 2 cos θ cos φ = (1−2a 2 ) cos θ cos φ+sin θ sin φ > 0.If |θ − φ| < π/2 and cos θ cos φ < 0 then cos(θ − φ) > 0 and as well cos(θ − φ) − 2p 2 cos θ cos φ > 0.
(⇒). If C 1 ≤ 1 then 1 − (cos(θ − φ) − 2p 2 cos θ cos φ) 2 ≤ 2p |cos φ| and 1 − 4p 2 cos 2 φ ≤ (cos(θ−φ)−2p 2 cos θ cos φ) 2 . In the conditions given 1 − 4p 2 cos 2 φ ≤ cos(θ − φ) − 2p 2 cos θ cos φ = cos(θ − φ) − 2p 2 cos θ cos φ, and so cos(θ − φ) ≥ 1 − 4p 2 cos 2 φ + 2p 2 cos θ cos φ. Therefore |θ − φ| ≤ arccos(2p 2 cos θ cos φ + 1 − 4p 2 cos 2 φ).
(⇐). Clearly cos(θ − φ) ≥ 1 − 4p 2 cos 2 φ + 2p 2 cos θ cos φ and cos(θ − φ) − 2p 2 cos θ cos φ ≥ 1 − 4p 2 cos 2 φ. Given that cos(θ−φ)−2p 2 cos θ cos φ > 0, obtain (cos(θ−φ)−2p 2 cos θ cos φ) 2 ≥ 1−4p 2 cos 2 φ, and 4p 2 cos 2 φ ≥ 1−(cos(θ−φ)−2p 2 cos θ cos φ) 2 ≥ 0 by the result 3 in the appendix 2. Therefore C 1 ≤ 1.
We finished the proof.
In [6] we had the result as follows. If |θ − φ| < 2p |cos φ| then the algorithm Q maybe search the desired state with certainty. This is the first-order approximate phase condition. Next we will continue studying what will happen when |θ − φ| > 2p |cos φ| .
Corollary 2. Let θ and φ be in the same quadrant or cos θ cos φ < 0 and sin θ sin φ < 0. Then C 1 > 1, that is, the algorithm can not search the desired state with certainty, if |sin(θ − φ)| > 2p |cos φ|.
Proof. Note when θ and φ are in the same quadrant, cos θ cos φ > 0 and sin θ sin φ > 0. 1 − (cos(θ − φ) − 2p 2 cos θ cos φ) 2 = sin 2 (θ − φ) + 4p 2 cos(θ − φ) cos θ cos φ − 4p 4 cos 2 θ cos 2 φ = sin 2 (θ − φ) + 4p 2 cos θ cos φ((1 − p 2 ) cos θ cos φ + sin θ sin φ) > sin 2 (θ − φ) in the conditions given by the corollary. Therefore if |sin(θ − φ)| > 2p |cos φ| then C 1 > 1.We finished the proof.
