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The monoidal structure on strict polynomial functors
Cosima Aquilino and Rebecca Reischuk
Abstract
The category of strict polynomial functors inherits an internal tensor product from the
category of divided powers. To investigate this monoidal structure, we consider the category
of representations of the symmetric group Sd which admits a tensor product coming from
its Hopf algebra structure. It is classical that there exists a functor F from the category of
strict polynomial functors to the category of representations of the symmetric group. Our
main result is that this functor F is monoidal. In addition we study the relations under
F between projective strict polynomial functors and permutation modules and the link to
symmetric functions.
1 Introduction
Strict polynomial functors were first defined by Friedlander and Suslin in [2], using polynomial
maps of finite dimensional vector spaces over a field k. They showed that the category of strict
polynomial functors of a fixed degree d is equivalent to the category of modules over the Schur
algebra Sk(n, d) whenever n ≥ d. These algebras, named after Issai Schur and originally used
to describe the polynomial representations of the general linear group, have been extensively
investigated.
Another description of strict polynomial functors, namely defining them as k-linear repre-
sentations of the category of divided powers, provides an important structure on the category
of strict polynomial functors and hence on modules over the Schur algebra: The tensor product
on the category of divided powers induces in a natural way an internal tensor product in the
category of strict polynomial functors (defined in [6]).
In order to describe this tensor product more explicitly we make use of the monoidal structure
on the category of representations of the symmetric group. In fact, there exists a functor F ,
sometimes called the Schur functor, from the category of strict polynomial functors to the
category of representations of the symmetric group which allows us to compare these monoidal
structures. It turns out that the monoidal structure is preserved under the functor F . This
yields explicit formulae for the tensor product of certain polynomial functors.
We work over an arbitrary commutative ring k. We start by recalling some basic definitions
concerning strict polynomial functors and the description of the internal tensor product given
in [6]. In the second section we focus our attention on representations of the symmetric group
Sd. In particular, we consider the kSd-module structure on the d-th tensor power of a free
k-module E and its decomposition into permutation modules. We calculate the tensor product
of permutation modules and its decomposition.
In the fourth section we show that the functor F maps certain important projective objects
in the category of strict polynomial functors to the permutation modules. For this an essential
ingredient is the parametrization of morphisms of these objects given by Totaro [10]. Finally we
prove that F is a monoidal functor, see Theorem 4.4.
In the last section we assume that k is a field of characteristic 0. In this case, the functor F
induces an equivalence between strict polynomial functors and representations of the symmetric
group. Moreover we explain and use the connection to symmetric functions.
1
2 Strict polynomial functors
In the following we briefly recall the definition of strict polynomial functors and of the internal
tensor product as described in [6]. Let k be a commutative ring and denote by Pk the category of
finitely generated projective k-modules. For d ∈ N and V ∈ Pk denote by Γ
dV the Sd-invariant
part of V ⊗d where the (right) action of Sd is given by permuting the factors. Sending a module
V to ΓdV yields a functor Γd : Pk → Pk.
We define the category of degree d divided powers ΓdPk which has the same objects as Pk
and where the morphisms between two objects V and W are given by
HomΓdPk(V,W ) := Γ
dHom(V,W ) = (Hom(V,W )⊗d)Sd .
This can be identified with Hom(V ⊗d,W⊗d)Sd where for σ ∈ Sd, f ∈ Hom(V
⊗d,W⊗d) and
vi ∈ V the action is given by
fσ(v1 ⊗ · · · ⊗ vd) := f((v1 ⊗ · · · ⊗ vd)σ
−1)σ = f(vσ−1(1) ⊗ · · · ⊗ vσ−1(d))σ.
In other words, the set of morphisms HomΓdPk(V,W ) is isomorphic to the set of Sd-equivariant
morphisms from V ⊗d to W⊗d.
The category of strict polynomial functors is the category of k-linear representations of ΓdPk
RepΓdk = Funk(Γ
dPk,Mk),
where Mk denotes the category of k-modules. The morphisms between two strict polynomial
functors X,Y are denoted by HomΓd
k
(X,Y ).
Representable functors The strict polynomial functor represented by the module V ∈ ΓdPk
is given by
Γd,V := HomΓdPk(V,−).
Via the Yoneda embedding the category (ΓdPk)
op can be identified with the full subcategory of
RepΓdk consisting of all representable functors.
External tensor product For non-negative integers d, e and X ∈ RepΓdk and Y ∈ RepΓ
e
k we
can form the external tensor product
X ⊗ Y ∈ RepΓd+e. (2.1)
It is given on objects by (X ⊗ Y )(V ) = X(V )⊗ Y (V ) and on morphisms via the map
Γd+eHom(V,W )→ ΓdHom(V,W )⊗ ΓeHom(V,W ).
In particular, for positive integers n, d and a composition λ = (λ1, λ2, . . . , λn) of d in n parts,
i.e. an n-tuple of non negative integers such that
∑
i λi = d, we can form representable functors
Γλ1,k ∈ RepΓλ1k , . . . ,Γ
λn,k ∈ RepΓλnk and take their tensor product to obtain a functor in RepΓ
d
k
Γλ = Γλ1 ⊗ · · · ⊗ Γλn .
There is (cf [6, (2.8)]) a canonical decomposition of the functor represented by kn
Γd,k
n
=
⊕
λ∈Λ(n,d)
Γλ, (2.2)
where Λ(n, d) denotes the set of compositions of d in n parts.
2
Colimits of representable functors We will use the fact that every object in RepΓdk is a
colimit of representable functors. This is an analogue of a free presentation of a module over a
ring, see [8, III.7]. In our situation this can be done as follows. Let X be an object in RepΓdk
and V ∈ ΓdPk. By the Yoneda lemma, every element v ∈ X(V ) corresponds to a natural
transformation Fv : Γ
d,V → X. Let CX = {Fv : Γ
d,V → X | V ∈ ΓdPk, v ∈ X(V )} be the
category whose objects are natural transformations Fv from representable functors Γ
d,V to X,
where V runs through all elements in ΓdPk, and where a morphism between Fv and Fw, with
v ∈ X(V ), w ∈ X(W ), is given by a natural transformation φv,w : Γ
d,V → Γd,W such that
Fv = Fw ◦ φv,w. Define FX : CX → RepΓ
d
k to be the functor sending a natural transformation
Fv to its domain, the representable functor Γ
d,V . Then X = colimFX .
Representations of Schur algebras For n, d positive integers, the Schur algebra can be
defined as
Sk(n, d) = EndSd((k
n)⊗d) = EndΓd
k
(Γd,k
n
)op.
If n ≥ d there is an equivalence of categories RepΓdk
∼= ModEndΓd
k
(Γd,k
n
) = Sk(n, d)Mod (cf. [2,
Theorem 3.2]).
The tensor product of strict polynomial functors
For V,W in Pk denote by V ⊗kW the usual tensor product of k-modules. This induces a tensor
product on ΓdPk, the category of divided powers. It coincides on objects with the one for Pk
and on morphisms it is given via the following composite:
ΓdHom(V, V ′)×Γd Hom(W,W ′)→ Γd(Hom(V, V ′)⊗Hom(W,W ′))
∼
−→ ΓdHom(V ⊗W,V ′⊗W ′).
This yields an internal tensor product on RepΓdk, namely for representable functors Γ
d,V and
Γd,W in RepΓdk set
Γd,V ⊗Γd
k
Γd,W := Γd,V⊗W .
For arbitrary objects X and Y in RepΓdk define
Γd,V ⊗Γd
k
X := colim(Γd,V ⊗Γd
k
FX),
X ⊗Γd
k
Y := colim(FX ⊗Γd
k
Y ),
where Γd,V⊗Γd
k
FX resp. FX⊗Γd
k
Y is the functor sending Fv to Γ
d,V⊗Γd
k
FX(Fv) resp. FX(Fv)⊗Γd
k
Y .
The tensor unit is given by
IΓd
k
:= Γd,k ∼= Γ(d).
3 Representations of symmetric groups
For positive integers n, d let
I(n, d) := {i = (i1 . . . id) | 1 ≤ il ≤ n}
be the set of d-tuples of positive integers smaller equal than n. Let λ ∈ Λ(n, d) be a composition
of d in n parts. We say that i belongs to λ (and write i ∈ λ) if i has λl entries equal to l.
Let E be a free k-module of dimension n. For a fixed basis {e1, . . . , en} of E the d-th tensor
power E⊗d has a basis indexed by the set I(n, d). Namely we write ei = ei1 ⊗ · · · ⊗ eid for
i = (i1 . . . id) ∈ I(n, d).
3
Permutation modules
Let the symmetric group Sd act from the right on E
⊗d by place permutation:
(v1 ⊗ · · · ⊗ vd)σ = vσ(1) ⊗ · · · ⊗ vσ(d) for σ ∈ Sd, v1 ⊗ · · · ⊗ vd ∈ E
⊗d.
By linear extension of the action, E⊗d becomes a kSd-module and it decomposes as a direct
sum of transitive permutation modules
E⊗d =
⊕
λ∈Λ(n,d)
Mλ, (3.1)
where Mλ is the k-span of the set {ei | i belongs to λ}. Note that this set is the same as
{eiλσ | σ ∈ Sd/Sλ} where iλ = (1 . . . 1 2 . . . 2 . . . n . . . n) has λl entries equal to l and Sλ denotes
the Young subgroup Sλ1 × · · · ×Sλn ⊂ Sd. So we have a one to one correspondence between
the elements of a basis of Mλ and the elements of the group Sd/Sλ.
To every i ∈ λ we can associate a dissection di of the set {1, . . . , d} into subsets of order
λ1, . . . , λn as follows:
di := {d
1
i , . . . , d
n
i } with d
l
i := {j | ij = l}
That means dli consists of all indices at which l is situated in i. Note that d
l
i ∩ d
l′
i = ∅ for l 6= l
′.
A permutation module Mλ can be identified with the k-span of all dissections di with i ∈ λ,
that we denote by dλ. The action of σ ∈ Sd on d
l
i is given by σ
−1j for every element j ∈ dli ⊆
{1, . . . , d}.
Left modules
If we denote by mod kSd the (right) kSd-modules that are finitely generated projective over k,
we have an equivalence of categories:
HomkSd(−, kSd) : mod kS
op
d → kSdmod
M 7→ HomkSd(M,kSd)
where the left action on HomkSd(M,kSd) is given by (pif) : m 7→ pi · f(m) for pi ∈ Sd,
f ∈ HomkSd(M,kSd) and m ∈ M . Note that we can identify HomkSd(E
⊗d, kSd) with the
left module E⊗d where the action for pi ∈ Sd and v1 ⊗ · · · ⊗ vd ∈ E
⊗d is given by
pi(v1 ⊗ · · · ⊗ vd) := vpi−1(1) ⊗ · · · ⊗ vpi−1(d).
Namely, if we denote by λM ⊆ E⊗d the left permutation module corresponding to λ, i.e. the
module with basis {pieiλ : pi ∈ Sd/Sλ}, we get the following isomorphism of left modules:
λM → HomkSd(M
λ, kSd)
pieiλ 7→ (fpi : eiλ 7→ pi)
We will identify λM and HomkSd(M
λ, kSd) via this isomorphism.
The tensor product of representations of symmetric groups
The kSd-module structure on the tensor product of two representations of Sd is given via the
Hopf algebra structure of the group algebra kSd, i.e. for M, N ∈ Mod kSd, let M ⊗k N be the
usual tensor product over k together with the following diagonal action of Sd:
(M ⊗k N)× kSd → (M ⊗k N)
((m⊗ n), pi) 7→ (mpi ⊗ npi)
The tensor unit is given by M (d) ∼= k, the trivial kSd-module.
4
Tensoring permutation modules For λ ∈ Λ(m,d) and µ ∈ Λ(n, d) define Aλµ to be the set
of all m× n matrices A = (aij) with entries in N such that λi =
∑
j aij and µj =
∑
i aij.
For a field k of characteristic 0, James and Kerber showed in [5] how to decompose the tensor
product of two permutation modules in terms of characters. The following is an analogue for k
an arbitrary commutative ring:
Lemma 3.1. The tensor product of two permutation modules Mλ and Mµ can be decomposed
into permutation modules as follows:
Mλ ⊗k M
µ ∼=
⊕
A∈Aλµ
MA,
where A is regarded as the composition (a11, a12, . . . , a21, a22, . . . , amn).
Proof. The idea of the proof is taken from [5]. If we take, for any composition ν of d, as a basis
for the permutation module Mν = dν the set of all dissections di with i ∈ ν, then a basis of
Mλ ⊗k M
µ = dλ ⊗ dµ is given by all products di ⊗ dj with i ∈ λ and j ∈ µ.
Consider now the orbits of dλ⊗dµ under the action of Sd. Set A
i
j := (|d
s
i∩d
t
j|)st ∈Mm×n(N).
Note that A
i
j ∈ A
λ
µ for all i ∈ λ and j ∈ µ. Two basis elements di ⊗ dj and di′ ⊗ dj′ belong to
the same orbit if and only if A
i
j = A
i′
j′
. Thus, we can decompose the kSd-module dλ ⊗ dµ into
a direct sum of submodules
dλ ⊗ dµ =
⊕
A∈Aλµ
(dλ ⊗ dµ)A,
where (dλ ⊗ dµ)A ⊆ dλ ⊗ dµ is spanned by all di ⊗ dj such that A = A
i
j . But (dλ ⊗ dµ)A
∼= dA
as kSd-modules, where the isomorphism is given by
{d1i , . . . , d
m
i } ⊗ {d
1
j , . . . , d
n
j } 7→ {d
1
i ∩ d
1
j , d
1
i ∩ d
2
j , . . . , d
2
i ∩ d
1
j , . . . , d
m
i ∩ d
n
j }.
Remark 3.2. In the same way, it is possible to tensor left permutation modules. Namely for
λM = HomkSd(M
λ, kSd) and
µM = HomkSd(M
µ, kSd), we get
λM ⊗k
µM ∼=
⊕
A∈Aλµ
AM.
For left modules, the tensor unit is given by IkSd :=
(d)M .
Example 3.3. Let λ = (3, 1) ∈ Λ(2, 4) and µ = (2, 1, 1) ∈ Λ(3, 4). Then Aλµ consist of the
following matrices: (
2 1 0
0 0 1
)
,
(
2 0 1
0 1 0
)
,
(
1 1 1
1 0 0
)
.
Let now i = (1112) ∈ λ and j = (1312) ∈ µ. Then di = {{123}, {4}} and dj = {{13}, {4}, {2}}.
The orbit of di ⊗ dj consists of the elements
{(dipi ⊗ djpi) | pi ∈ S4} ={{123}, {4}} ⊗ {{13}, {4}, {2}},
{{213}, {4}} ⊗ {{23}, {4}, {1}},
{{132}, {4}} ⊗ {{12}, {4}, {3}},
{{231}, {4}} ⊗ {{12}, {4}, {3}},
{{312}, {4}} ⊗ {{23}, {4}, {1}}, . . .
5
and A
i
j =
(
|{123} ∩ {23}| |{123} ∩ {4}| |{123} ∩ {1}|
|{4} ∩ {23}| |{4} ∩ {4}| |{4} ∩ {1}|
)
=
(
2 0 1
0 1 0
)
.
Recall that A
i
j = A
ipi
jpi for all pi ∈ Sd and that (dλ ⊗ dµ)Aij
∼= d
A
i
j
. So we get
(dλ ⊗ dµ)Aij
∼=M
A
i
j =M (2,0,1,0,1,0) ∼=M (2,1,1).
There are two more orbits that can be obtained by taking, for example, the elements
i′ = (1112) and j′ = (1213) resp. i′′ = (1112) and j′′ = (1321),
which span the submodules M (2,1,0,0,0,1) ∼=M (2,1,1) resp. M (1,1,1,1,0,0) ∼=M (1,1,1,1). All in all we
get
M (3,1) ⊗M (2,1,1) ∼=M (2,1,1) ⊕M (2,1,1) ⊕M (1,1,1,1) = 2 ·M (2,1,1) ⊕M (1,1,1,1).
4 From strict polynomial functors to representations of the sym-
metric group
The set of matrices Aλµ ⊂Mm×n(N) defined in the previous section also plays an important role
in describing the set of morphisms HomΓd
k
(Γλ,Γµ) in RepΓdk. This has been done by Totaro in
[10, p. 8] and is also used in [7, Lemma 4.3]. It yields the following
Lemma 4.1. Let λ ∈ Λ(n, d), µ ∈ Λ(m,d) be compositions of d. The elements of Aλµ give a
natural k-basis of HomΓd
k
(Γλ,Γµ).
Using 2.2 and 3.1 one obtains the following decompositions
EndΓd
k
(Γd,k
n
) =
⊕
λ,µ∈Λ(n,d)
HomΓd
k
(Γλ,Γµ)
Sk(n, d) = EndkSd(E
⊗d) =
⊕
λ,µ∈Λ(n,d)
HomkSd(M
µ,Mλ)
and using the description of a basis of the Schur algebra (e.g. in [4]), one gets even more:
Lemma 4.2. Let λ, µ ∈ Λ(n, d) be compositions of d. Then
HomΓd
k
(Γλ,Γµ) ∼= HomkSd(M
µ,Mλ)
where the basis elements of Sk(n, d) contained in HomkSd(M
µ,Mλ) can be identified with the
elements of Aλµ.
For ω = (1, . . . , 1) ∈ Λ(d, d) the composition of d consisting of d times 1, this yields in
particular
HomΓd
k
(Γω,Γµ) ∼= HomkSd(M
µ, kSd)
EndΓd
k
(Γω) ∼= EndkSd(M
ω)op ∼= EndkSd(kSd)
op ∼= kS
op
d ,
where we use the identification Mω ∼= kSd. Thus we get a functor F from the category of strict
polynomial functors to the category of representations of the symmetric group:
F = HomΓd
k
(Γω,−) : RepΓdk → Mod kS
op
d = kSdMod
The functors Γλ are mapped under F to the permutation modules, i.e.
F(Γλ) = HomΓd
k
(Γω,Γλ) ∼= HomkSd(M
λ,Mω) ∼= HomkSd(M
λ, kSd) =
λM
Note that, in particular, the representable functor Γd,k
n
=
⊕
λ∈Λ(n,d) Γ
λ is mapped to
HomkSd(E
⊗d, kSd) =
⊕
λ∈Λ(n,d)
λM .
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An equivalence of categories Let Γ = {Γλ}λ∈Λ(n,d) and M = {
λM}λ∈Λ(n,d). Denote by
addΓ the full subcategory of RepΓdk whose objects are direct summands of finite direct sums of
Γλ. Define addM similarly as a subcategory of kSdMod.
Lemma 4.3. The functor F = HomΓd
k
(Γω,−) induces an equivalence of categories between addΓ
and addM .
Proof. Since Γd,k
n
=
⊕
λ∈Λ(n,d) Γ
λ we have addΓ = addΓd,k
n
. Similarly one can see that
addM = addHomkSd(E
⊗d, kSd). Thus we get the following commutative diagram:
RepΓdk
F=Hom
Γ
d
k
(Γω ,−)
// kSdMod
addΓd,k
n
= addΓ
F|addΓ
//
?
OO
addM = addHomkSd(E
⊗d, kSd)
?
OO
The object Γd,k
n
is mapped under F to HomkSd(E
⊗d, kSd).
For the morphisms F induces the following isomorphism:
HomΓd
k
(Γλ,Γµ)→ HomkSd(HomΓd
k
(Γω,Γλ),HomΓd
k
(Γω,Γµ))
∼= HomkSd(HomkSd(M
λ, kSd),HomkSd(M
µ, kSd)) = HomkSd(
λM, µM)
If we do not restrict to the subcategories addΓ and addM the functor F = HomΓd
k
(Γω,−)
is not an equivalence in general. Schur proved that it is for k a field of characteristic 0. But for
example if k is a field of positive characteristic p, the categories RepΓpk and kSpMod are not
equivalent.
The monoidal structure Independently of any assumption on the commutative ring k we
have the following main result of this work:
Theorem 4.4. The functor
F = HomΓd
k
(Γω,−) : RepΓdk → kSdMod
preserves the monoidal structure defined on strict polynomial functors, i.e.
HomΓd
k
(Γω,X ⊗Γd
k
Y ) ∼= HomΓd
k
(Γω,X) ⊗k HomΓd
k
(Γω, Y ) (4.1)
for all X and Y in RepΓdk and
HomΓd
k
(Γω, IΓd
k
) = IkSd .
Proof. As observed in the first section, every functor X in RepΓdk is a colimit of representable
functors. One can show that we obtain the same if we only take the colimit with respect to
those functors that are represented by finitely generated free modules.
Moreover the functor HomΓd
k
(Γω,−) preserves colimits, since it has a right adjoint. Thus it
is enough to show the isomorphism (4.1) for functors represented by free modules. Let V = kn
andW = km for some non-negative integers n and m. Using the definition of the internal tensor
product and the canonical decomposition (2.2) we get
Γd,k
n
⊗Γd
k
Γd,k
m
= Γd,k
n⊗km ∼= Γd,k
n·m
=
⊕
ν∈Λ(n·m,d)
Γν .
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Writing down the entries of ν ∈ Λ(n ·m,d) in an n×m matrix, we obtain a bijection between the
set Λ(n ·m,d) and the set of all n×m matrices with entries in N such that the sum of all entries
is d. Every such matrix A = (aij) defines a couple (λ, µ) with λ ∈ Λ(n, d) and µ ∈ Λ(m,d) where
λi is given by
∑
j aij and µj is given by
∑
i aij , so that A ∈ A
λ
µ. All in all we get a bijection of
sets
Λ(n ·m,d)←→ {A ∈ Mn×m(N) |
∑
st
ast = d} ←→
⋃
λ∈Λ(n,d)
µ∈Λ(m,d)
Aλµ
and thus the following decomposition
Γd,k
n
⊗Γd
k
Γd,k
m ∼=
⊕
ν∈Λ(n·m,d)
Γν =
⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
⊕
A∈Aλµ
ΓA,
where the matrix A = (aij) is seen as the composition (a11, a12, . . . , a21, a22, . . . , amn).
Finally this yields
HomΓd
k
(Γω,Γd,k
n
⊗Γd
k
Γd,k
m
) ∼= HomΓd
k
(Γω,
⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
⊕
A∈Aλµ
ΓA)
∼=
⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
⊕
A∈Aλµ
HomΓd
k
(Γω,ΓA)
∼=
⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
⊕
A∈Aλµ
AM
(∗)
∼=
⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
λM ⊗k
µM
∼=

 ⊕
λ∈Λ(n,d)
λM

⊗k

 ⊕
µ∈Λ(m,d)
µM


∼=
(
HomΓd
k
(Γω,Γd,k
n
)
)
⊗k
(
HomΓd
k
(Γω,Γd,k
m
)
)
,
where (∗) is due to Lemma 3.1.
For the respective tensor units we get:
HomΓd
k
(Γω, IΓd
k
) = HomΓd
k
(Γω,Γd) ∼= HomkSd(M
(d), kSd) =
(d)M = IkSd .
The naturality of the coherence maps is obtained using that F(Γλ) = HomkSd(M
λ, kSd)
and the naturality of HomkSd(−, kSd).
Corollary 4.5. The tensor product of Γλ and Γµ can be decomposed by the same rule as the
tensor product of Mλ and Mµ, namely
Γλ ⊗Γd
k
Γµ ∼=
⊕
A∈Aλµ
ΓA
Proof. We have that
⊕
ν∈Λ(n·m,d)
Γν = Γd,k
n·m ∼= Γd,k
n
⊗Γd
k
Γd,k
m
=

 ⊕
λ∈Λ(n,d)
Γλ

⊗Γd
k

 ⊕
µ∈Λ(m,d)
Γµ

 ∼= ⊕
λ∈Λ(n,d)
µ∈Λ(m,d)
Γλ⊗Γd
k
Γµ
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and thus Γλ ⊗Γd
k
Γµ belongs to addΓ. The equivalence in Lemma 4.3 yields the stated decom-
position.
5 Relation to symmetric functions in characteristic 0
Assume that k is a field of characteristic 0. In this case, the categories RepΓdk and kSdMod are
semisimple and the functor F = HomΓd
k
(Γω,−) induces an equivalence. The simple objects in
RepΓdk are given by the so called Schur functors and are mapped via F to the Specht modules
i.e., the simple kSd modules. Since kSdMod is semisimple we can identify every simple module
with its character. As Macdonald explains in [9] there is an isometric isomorphism from the
ring of irreducible characters of kSd, for all d ≥ 0, to the ring of symmetric functions. We will
explain the various correspondences.
5.1 Ring of symmetric functions
Following [9] denote by Λ the Z-graded ring of symmetric functions. We recall various definitions
and refer to [9] for more details. For any sequence of natural numbers α = (α1, α2, . . . , αn) the
monomial symmetric functions are defined by
mα(x1, . . . , xn) :=
∑
β∼α
xβ =
∑
β∼α
xβ11 · · · x
βn
n
where the sum is taken over all different permutations β of α. The distinct monomial symmetric
functions form a Z-basis of Λ. There are many other bases, in our context some of them are of
special interest. We describe them briefly.
Elementary symmetric functions For any natural number n define the n-th elementary
symmetric function
en := m(1n)
For any set of variables this is the sum of all products of n distinct variables, i.e.
en(x) =
∑
i1<i2<···<in
xi1 . . . xin .
If λ = (λ1, . . . , λn) is any sequence of natural numbers, set eλ := eλ1 · · · eλn . An ordered
composition of d, i.e. λ = (λ1, . . . , λn) with λ1 ≥ · · · ≥ λn ≥ 0 is usually called a partition
of d. The set {eλ | λ partition of d} is a basis for the symmetric functions of degree d. If
we consider all partitions of all non-negative integers d we obtain a Z-basis of the ring Λ.
Complete symmetric functions For any natural number n define the n-th complete sym-
metric function
hn :=
∑
|α|=n
mα.
For any set of variables this is the sum of all monomials of total degree n, i.e.
hn(x) =
∑
|α|=n
∑
β∼α
xβ11 · · · x
βn
n ,
where the second sum is taken over all distinct permutations of α. Again, the set of
hλ := hλ1 · · · hλn , for all partitions λ, forms a Z-basis of the ring Λ.
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Schur functions With λ′ ∈ Λ(n′, d) the conjugate partition of λ ∈ Λ(n, d), the Schur function
sλ can be defined as follows:
sλ := det(hλi−i+j)1≤i,j≤n = det(eλ′i−i+j)1≤i,j≤n′ .
The set of Schur functions corresponding to all partitions is another possible Z-basis of
the ring Λ.
Power sum For any natural number n define the n-th power sum
pn := m(r).
Then, {pλ := pλ1 · · · pλn | λ a partition} is a Q-basis of ΛQ = Λ⊗Z Q.
Relations between symmetric functions There are various relations between the symmet-
ric functions defined above given by the so called Kostka numbers, cf. [9, 6. Table I]. The most
interesting ones for our purpose are
hλ =
∑
µ∈Λ(n,d)
Kµλsµ h(d) = hd = s(d), (5.1)
where Kλµ is the number of tableaux of shape λ and content µ. In particular Kλµ = 1 if λ = µ
and Kλµ 6= 0 if and only if λ ≥ µ with respect to the dominance order.
Scalar product One can define a scalar product on Λ by requiring that the bases {hλ} and
{mλ} should be dual to each other, i.e.
〈hλ,mµ〉 = δλµ.
This implies that
〈sλ, sµ〉 = δλµ.
5.2 Representations of the symmetric group
For a field of characteristic 0, the category kSdMod is semisimple. The simple modules are
given by the Specht modules defined as follows: For a partition λ of d, let iλ be the d-tuple
where 1 occurs λ1 times, 2 occurs λ2 times and so on, i.e. i
′
λ = (12 . . . n . . . 1 . . . n− 1 . . . ) ∈ λ.
Example 5.1. Let λ = (4, 3, 3, 1) ∈ Λ(4, 11). Then i′λ = (1234 123 123 1).
This yields the element ei′
λ
= e1⊗ e2⊗· · ·⊗ en⊗ e1⊗ e2 · · · ∈
λM . Take the Young subgroup
Sλ′ = Sλ′
1
× · · · × Sλ′n ⊂ Sd and define vλ :=
∑
σ∈Sλ′
sgn(σ)σei′
λ
. Then the Specht module
Sp(λ) ⊂Mλ is generated by vλ, i.e.
Sp(λ) = kSd vλ.
Remark 5.2. If one regards the elements of λM as tabloids defined by tableaux with filling
{1, . . . , d}, one can define an element vT for every tableau T . Then a k-basis of Sp(λ) is given
by those vT coming from a standard tableau, i.e. where the entries are strictly increasing along
each row and each column (cf. [3, 7.2 Proposition 2]).
The relation between the permutation modules and the Specht modules is also given via
Kostka numbers. Since kSd is semisimple, each module can be decomposed into simple ones.
Hence, every permutation module is the sum of some Specht modules, namely
µM =
⊕
λ∈Λ(n,d)
KλµSp(λ). (5.2)
10
In particular
(d)M = Sp((d)).
Let Rd be the free Z-module generated by the irreducible characters of Sd. One can define
a graded ring structure on R =
⊕
d≥0R
d where the multiplication is given by inducing the
character φ× ψ of Sd ×Se to a character of Sd+e. In terms of modules this implies that
λM = λ1M ⊗ · · · ⊗ λnM = Sp(λ1)⊗ · · · ⊗ Sp(λn).
A scalar product is given by the usual scalar product of functions on a group, namely
〈φ,ψ〉Sd =
1
d!
∑
pi∈Sd
φ(pi)ψ(pi−1).
Tensor product The tensor product of two Specht modules can be described in terms of so
called Kronecker coefficients gνλµ:
Sp(λ)⊗k Sp(µ) ∼=
⊕
ν∈Λ(n,d)
gνλµSp(ν)
5.3 Strict polynomial functors
The simple objects of RepΓdk are given by the Schur functors Sλ defined in [1, II.1] (c.f. also [6])
as follows: Let σλ be the permutation of Sd defined on r = λ1 + · · ·+ λi−1 + j by
σ(r) = σλ(λ1 + · · · + λi−1 + j) = λ
′
1 + · · ·+ λ
′
j−1 + i
where λ′ is the partition conjugate to λ. Note that every r ∈ {1, . . . , d} can be written uniquely
as r = λ1 + · · ·+ λi−1 + j for some i and j.
This permutation defines a map sλ : V
⊗d → V ⊗d as follows:
sλ(v1 ⊗ · · · ⊗ vd) = vσλ(1) ⊗ · · · ⊗ vσλ(d).
Denote by ΛdV the d-th exterior power of the module V . It is obtained from the d-th fold
tensor product V ⊗d by taking the quotient with respect to the submodule spanned by elements
of the form v ⊗ v, with v ∈ V . Similarly denote by SdV the symmetric power, obtained by
taking the maximal quotient of V ⊗d on which Sd acts trivially.
For V ∈ Pk the Schur module SλV is defined as the image of the map
Λλ
′
1V ⊗ · · · ⊗ Λλ
′
mV
∆⊗···⊗∆
−−−−−→ V ⊗d
sλ−→ V ⊗d
∇⊗···⊗∇
−−−−−→ Sλ1V ⊗ · · · ⊗ SλnV,
where ∆ resp. ∇ is the inclusion resp. projection.
Note that Γd = S(d). In particular this means that we have
Γλ = S(λ1) ⊗ · · · ⊗ S(λn).
In terms of strict polynomial functors, the decomposition (5.2) becomes
Γλ =
⊕
ν∈Λ(n,d)
KµλSµ.
Tensor product The functor F sends the Schur functor Sλ to the Specht module Sp(λ) (cf.
[4, 6]), hence the tensor product of Schur functors is again given by the Kronecker coefficients:
Sλ ⊗Γd
k
Sµ ∼=
⊕
ν∈Λ(n,d)
gνλµSν
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5.4 From representations of the symmetric group to symmetric functions
The characters of the symmetric group and the symmetric functions can be linked via the
following characteristic map (cf. [9, I. 7]):
ch : R→ Λ
ψ 7→ 〈ψ, φ〉Sd
where ψ ∈ Rd and φ is the map sending an element pi ∈ Sd to pλpi where λpi is the cycle-type of
pi.
Proposition 5.3 ([9, I. (7. 3)]). The characteristic map is an isometric isomorphism of R onto
Λ.
If we denote by [V ] the character of the kSd-module V , one gets for the Specht modules
ch([Sp(λ)]) = sλ, in particular ch([Sp((n))]) = hn. Hence, for the character of the permutation
module λM we get
ch([λM ]) = ch([Sp((λ1))] · . . . · [Sp((λn))]) = hλ1 · . . . · hλn = hλ.
Kronecker product Using the characteristic map, one can define an internal product, some-
times called Kronecker product, via the internal tensor product of modules over the symmetric
group. For two symmetric functions f = ch(φ) and g = ch(ψ) define
f ∗ g = ch(φ · ψ).
Example 5.4. Since we know how to decompose the tensor product of two permutation modules,
we can compute the Kronecker product of two complete symmetric functions:
hλ ∗ hµ = ch([
λM ] · [µM ]) = ch([λM ⊗k
µM ]) = ch([
⊕
A∈Aλµ
AM ]) =
∑
A∈Aλµ
hA
5.5 From strict polynomial functors directly to symmetric functions
There is an alternative description of the characteristic map, going directly from strict polyno-
mial functors to symmetric functions. Let F =
⊕
d≥0 RepΓ
d
k be the category of strict polynomial
functors of bounded degree. Using the tensor product of the symmetric group modules, that
corresponds for polynomial functors to the external tensor product, as defined in (2.1), one de-
fines a product on the Grothendieck group K(F), which gives it the structure of a commutative,
associative, graded ring with identity (cf. [9], Appendix A) .
For a = (a1, . . . , an) ∈ k
n, denote by diag(a) the diagonal endomorphism of kn with eigenval-
ues (a1, . . . , an). If X is a polynomial functor, the trace of X(diag(a)) is a polynomial function
of (a1, . . . , an), which is symmetric. This determines a homomorphism of graded rings
χ : K(F)→ Λ,
by χ(X)(a1, . . . , an) = traceX(diag(a)).
If we observe that K(RepΓdk)
∼= K(ModkSd) ∼= R
d we may identify K(F) with R. Under
this identification, the map χ coincides with ch. Hence we get (cf. also [9, Appendix A])
χ(Sλ) = sλ.
Furthermore we can reobtain the correspondence between the strict polynomial functors Γλ
and the symmetric functions hλ by direct calculations:
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We have Γd(diag(a)) = diag(a) ⊗ · · · ⊗ diag(a) = diag(a)⊗d, hence χ(Γd)(a1, . . . , an) =
trace(diag(a)⊗d) = (trace(diag(a)))d = (a1 + · · ·+ an)
d.
Recall that
(a1 + · · ·+ an)
d =
∑( d
m1, . . . ,mn
)
am11 . . . a
mn
n
where the sum is taken over all compositions (m1, . . . ,mn) of d and the coefficient of a
m1
1 . . . a
mn
n
equals d!
m1!...mn!
. If we observe that this coefficient gives the number of permutations that fix
the partition (m1, . . . ,mn), we can rewrite the sum as∑
|λ|=d
∑
β∼λ
aβ11 · · · a
βn
n =
∑
|λ|=d
mλ(a1, . . . , an) = hλ(a1, . . . , an).
It follows that χ(Γd) = hd.
From Theorem 4.4 and Proposition 5.3 we get
Corollary 5.5. The characteristic map χ sends the internal tensor product of strict polynomial
functors to the Kronecker product of symmetric functions, i.e.
χ(X ⊗Γd
k
Y ) = χ(X) ∗ χ(Y ).
In the following table we collect some of the correspondences we have shown before.
RepΓdk kSdMod Λ
S(d) = Γ
d Sp((d)) = (d)M sd = h(d)
Sλ Sp(λ) sλ
Γλ λM hλ
Γd,k
n
=
⊕
Γλ (kn)⊗d =
⊕
λM
⊕
hλ
X ⊗Γd
k
Y F(X)⊗k F(Y ) χ(X) ∗ χ(Y )
References
[1] K. Akin, D.A. Buchsbaum and J. Weyman, Schur Functors and Schur Complexes, Adv. in
Math. 44 (1982), no. 3, 207–278.
[2] E.M. Friedlander and A. Suslin, Cohomology of finite group schemes over a field, Invent.
Math. 127 (1997), no. 2, 209–270.
[3] W. Fulton, Young tableaux, London Mathematical Society Student Texts, 35, Cambridge
Univ. Press, Cambridge, 1997.
[4] J.A. Green, Polynomial Representations of GLn, Second corrected and augmented edition.
With an appendix on Schensted correspondence and Littelmann paths by K. Erdmann,
Green and M. Schocker. Lecture Notes in Mathematics, 830. Springer, Berlin, 2007.
[5] G.D. James and A. Kerber, The Representation Theory of the Symmetric Group, Encyclo-
pedia of Mathematics and its Applications 16, Addison-Wesley, Reading, Mass., 1981.
[6] H. Krause, Koszul, Ringel and Serre duality for strict polynomial functors, Compos. Math.
149 (2013), no. 6, 996–1018.
13
[7] H. Krause, The highest weight structure for strict polynomial functors, arXiv:1405.1691v2.
[8] S. Mac Lane, Categories for the working mathematician, Graduate Texts in Mathematics
5 (1997).
[9] I.G. Macdonald, Symmetric Functions and Hall Polynomials, Second Edition, Oxford Math-
ematical Monographs, Oxford University Press, New York, 1995.
[10] B. Totaro, Projective resolutions of representations of GL(n), J. Reine Angew. Math. 482
(1997).
14
