Abstract-The aim of this paper is to present a generalization of the optimal linearization. This method enables us to associate a linear map to a nonlinear ordinary differential equation. Our results show clearly the existence and the unicity of the best optimal linearization in the sense of the least square. We use an approach to associate a linear optimal equation to a nonlinear equation in the neighbourhood of zero, even though the equation cannot be linearized around the origin using the Frechet derivative. An application is done to analyze the behaviour of an electronic circuit..
I. INTRODUCTION
The linearization method plays an important role in the analysis of systems (ex: Electronic circuit in engineering...), modeled by nonlinear ordinary differential equation. The principal method when studying behavior and stability of solutions of an ordinary differential equation in the neighborhood of an equilibrium point considers the linear equation obtained by differentiating (at the Frechet sense) the nonlinearity of a nonlinear equation at this point. A similar behavior is encountered in the hyperbolic case. However, there are three setbacks to this method [2] , [1] . 1 . If the nonlinearity is not smooth enough in the neighborhood of a stationary point, then, in general, one cannot compute the Frechet derivative. 2. The derivative of the nonlinear equation to be equal zero.
3. Case where the eigenvalues are purely imaginary.
The behavior of the solution of the nonlinear equation in the neighbourhood of such a point can be anything. In the present work, we propose a method which associates a linear map to a nonlinear ordinary deferential equation near the equilibrium point, dened as a generalization of the optimal linearization. It is a sort of a global linearization by opposition to the nonlinear perturbation of a linear equation, which is different from the classical linearization in the vicinity of a stationary point. The following approach is the type of optimization. Our results are in the line of the work by Vujanovic [12] and Jordan et al. [7] , [8] . The rst sections are devoted to present a general formalism to apply the optimal linearization method in the scalar and vectorial forms. In the last sections, an application is considered to illustrate the theoretical procedure with comments.
II. THEORETICAL FRAMEWORK

A. Formulation of the problem
Consider the following nonlinear ordinary differential equation
Where: x = (x1, ..., xn) is the unknown function. 
, is to be determined in such a way that it has the same behavior that the nonlinear equation (1), both (1) and (2) having the same initial value, by minimizing with respect to A the functional
At the beginning, [11] , [10] and [6] .
B. Formalism
Differentiating the functional (3) with respect to A along a function x, yields
for every matrix α . In particular, for matrices α such as
We have
Assuming that A minimizes (3) along a given function x, the quantities (6) are equal to zero, which leads to
with obvious notations for the elements of matrix A.
Introducing valued function ( ) (8) and assuming that Γ (x) is non singular, we obtain
If the inverse matrix of Γ exists, then A is uniquely determined.
C. Procedure
The resolution procedure is implemented in two steps. The initial matrix is the Jacobian matrix of F at x 0 , where x 0 is an arbitrary point in a neighborhood of 0, such that DF (x 0 ) exists. Consider the system (1)
To compute Ã from 0 A , we first solve
letting 0 y to be the solution of (10 
III. PROPERTIES OF THE METHOD
A. Case where the application F is linear
If F is linear with σ (F) in the negative part of the complex plane, (7) reads
It is clear that A = F is solution. It is unique if the inverse of ( )
The optimal linearization of linear system is the system itself.
B. General case
Consider the more general system of nonlinear equations with a nonlinearity of the form
where M is linear.
The computation of the matrix Ã gives
which can be written as 
Scalar case
We will now give the expression of the optimal linearization in the scalar case. For this, consider the following nonlinear scalar equation Remark: The role of the optimal approximation in the study of stability [5] 
and using the Gronwall's lemma, we obtain 
And every x 0 in the neighbourhood of 0, independent of T. The optimal linearization method is of order two or higher with respect the initial value.
More generally, it has the same order as the nonlinearity.
V. APPLICATION
In this section, we present an example to illustrate the usefulness of the theory presented in section (2) . This is the case where the nonlinearity is not smooth enough near the steady state and consequently, the system cannot be linearized at 0 using the classical linearization. Consider the circuit in Fig.1 . The equations of state defining this system are For ( ) ( )
the optimal derivative can be written
Illustrate graphically the results obtained above, the Fig.4 , Fig.5 and Fig.6 , represent, as function of time, respectively, the solutions
of the nonlinear system (38), compared to the solutions of the optimal linear system (40), for the initial conditions ( ) ( )
. And the quadratic error between the nonlinear system (38) and the optimal linear system (40). 
VI. DISCUSSIONS
The example presented in section 6 shows the opportunity given by the optimal linearization to study behavior of the nonlinear system in the neighborhood of 0 when the classical linearization can be anything. In fact, the Fig.4, Fig. 6, (solutions), Fig.8 . (quadratic error) presented satisfactory adequacy of approximate results compared to the exact ones. This is conrmed by the computation of the quadratic error which never exceeds 0.09 %, even if there is a variation between the optimal linear and nonlinear solutions represented in Fig.5., Fig.7 . Corresponding respectively to the zoom of part of the solutions ( ) t x , and ( ) t y . Our gaol is to explain trough this both figures, the increase in the curve representing the quadratic error (Fig.8.) in the time interval [1] - [6] , which remain in the order of 10 -5 , and that this variation have not an influence on the approximation quality, and its effectiveness to approach the nonlinear system (38), by a adequate optimal linear system (40).
VII. CONCLUSION
We have presented in this paper further development regarding the generalization of the optimal linearization method. Our main results conrm the existence and the unicity of the best optimal linearization in the sense of the least square. The order of the linearization method is two or higher with respects the initial value, and is generally of the same order as the nonlinearity. The method enables us to associate a linear optimal equation to a nonlinear equation in the neighbourhood of 0, even though the latter equation cannot be linearized around the origin using the Frechet derivative. This is the case notably when the functions involved are not smooth near the origin.
