Introduction
Reliable information on the current macroeconomic situation is an essential ingredient of decision making within private enterprises, central banks and governments. It helps to identify the current stage of the business cycle and thereby builds an important starting point for assessing the future path of the economy.
Unfortunately GDP -which is the most important indicator of economic activity -is released only quarterly and mostly with considerable delay. 1 To estimate GDP more timely, forecasters therefore refer to monthly economic indicators -of which a plethora is available.
To condense the information contained in these indicators into a single forecast, there are basically two strands of approaches. With the factor model (FM) approach, the information is pooled before the regressions are estimated. The numerous indicators are first combined in few common factors. Then, these factors jointly enter a regression equation to forecast GDP. 2 The alternative strand suggests to use indicators directly to produce different forecasts of GDP and to condense the information contained in the forecasts in a second step, e.g. by pooling techniques.
One approach in this field is Mixed-data sampling (MIDAS), which regresses quarterly GDP on monthly indicator observations. 3 Statistically less sophisticated, Bridge models (BM) regress quarterly GDP on quarterly aggregates of the monthly indicator values. 4 Generating forecasts by means of simple linear regressions, BM are a popular and widely used forecasting tool, which in general 1 For the countries of the EU, the first official estimates are published six weeks after the end of the reference quarter. 2 The literature on forecasting with FM is extensive, see (Diebold and Lopez, 1996; Giannone et al., 2008) . Applications to forecasting Euro Area GDP can be found in Angelini et al. (2011) , Banbura and Rünstler (2011) , Marcellino et al. (2003) and Rünstler et al. (2009) .
3 See e.g. Clements and Galvão (2008) , Clements and Galvao (2009) , Kuzin et al. (2011) , Ferrara et al. (2014) and Foroni et al. (2015) . 4 Among the papers which put their focus on forecasting Euro Area GDP with BM are Grassmann and Keereman (2001) , Diron (2008) , Hahn and Skudelny (2008) and Drechsel and Maurin (2011) . This question has recently become popular in the field of FM. Boivin and Ng (2006) show that a smaller set of indicators can enhance forecast accuracy if the influence of factors which provide high forecasting power declines with an increasing panel size. Bai and Ng (2008) show that if the set of indicators is not only small but restricted to those series which well explain the target variable, this also improves forecasts of FM. In the present paper we analyze if this line of reasoning can be adopted to the field of BM, which, to the best of our knowledge, has not been done before. 6
If we follow the arguments of Boivin and Ng (2006) and Bai and Ng (2008) , additional indicators (and thus additional forecasts) may harm forecast accuracy if they only add noise. Whether this materializes in the field of BM is however uncertain. Therefore, it is at the heart of our paper to investigate if a selection of indicators provides a better forecasting performance of BM than including all available information. On the one hand, like for FM, additional indicators may trigger overrepresentation of a certain group of indicators and thus bias forecasts of BM. On the other hand, adding as many indicators as possible to the BM should not harm forecast precision: Additional indicators mean additional forecasts and if these were useful in enhancing forecast accuracy, an appropriate pooling technique would account for them, while if not, they would simply be left out of consideration.
In focusing on the prediction of quarterly growth rates of Euro Area GDP between 2005 and 2013, we apply two different data reduction rules, soft-and hard-thresholding, to identify the so-called "targeted predictors" from a large set of predetermined indicators. To analyze the sensitivity of forecast accuracy with regard to the set of targeted predictors, we test different thresholds. Constructing quarterly aggregates of the respective targeted predictors, we set up bridge equations, run one-step-ahead forecasts and pool them by means of different weighting schemes.
To mimic the ragged edge of the dataset a forecaster is faced with in real time, we account for the monthly release pattern of our indicators. In a first step we forecast the missing values by means of univariate autoregressive models. In a second step we compute the quarterly aggregates. Since new indicator information arrives every month, we run our forecasts monthly to correspond to the monthly frequency of indicator releases. As GDP is released only quarterly, this results in three successive forecast rounds on each quarterly GDP growth rate.
To not mix up the different levels of information, we conduct separate analyses for forecasts made in the first, second and third forecasting round, respectively It turns out that pre-selecting around 30 out of the 132 indicators provides the lowest average forecast errors for most of the pooling approaches. While it needs this critical number to include the relevant information for forecasting Euro Area GDP, adding further indicators leads to overrepresentation of financial and survey indicators -and apparently to lower forecast precision. Interestingly, the forecasting performance of targeted predictors is significantly better in compari-6 son to the whole indicator set if we leave out the period of the Great Recession.
The rest of the paper is structured as follows. Section 2 introduces the threshold algorithms used for the pre-selection of indicators. Section 3 introduces the system of bridge models and the different pooling techniques and it explains the measurement of forecasting performance. Section 4 reports the empirical results before section 5 concludes.
Selection of targeted predictors
Ideally, a set of predictors is chosen to include all relevant information for forceasting the target variable. If, however, one predictor is highly correlated with another, this bears the risk that instead of adding predictive power to the set, it only adds noise, making forecasts less efficient. Further, if a certain group of predictors is overrepresented in the set of indicators, this may bias forecasts toward the part of the target variable this group explains. Then a more parsimonious but balanced set of predictors may provide more accurate forecasts.
Looking to the literature, the finding of Bai and Ng (2008) that identifying a subset of suitable predictors is effective in improving forecast performance of factor models was recently confirmed in several studies. Caggiano et al. (2011) showed that using smaller subsets of the available large data set improves the forecast performance of factor models for the six largest Euro Area economies, the Euro Area aggregate and UK. Using Monte Carlo analyses, Alvarez et al. (2012) show that small scale factor models outperform larger ones in terms of forecast precision. To reduce the size of the data, they group indicator series into different categories and choose one representative indicator from each group.
Focusing on forecasting models of Euro Area GDP, Girardi et al. (2014) analyzed dimension reduction methods. They used factor models that bridge factors extracted from a large panel to quarterly national accounts and conclude that using targeting predictors is an effective way to improve forecast performance. In the field of BM, the related literature is scarce. To the best of our knowledge there is only one paper, Bulligan et al. (2012) , which investigates the effect of screening targeted predictors on forecast precision. Focusing on Italian GDP, the authors use different data reduction rules, namely hard-and soft-thresholding methods, to reduce the dimension of the data and find that the forecasting performance improves by screening targeted predictors. However, other than we do, Bulligan et al. (2012) use the set of targeted predictors and extract the most informative among them to set up a single forecast equation.
In the present paper, we adhere to the literature in using hard-and softthresholding algorithms to select targeted predictors. The selection processes start from a large set of 132 potentially relevant indicators, chosen in line with the forecasting literature. It consists of real-economy indicators, survey indicators, financial-market indicators, prices, as well as global economic indicators (see Section A.2). All indicators enter the thresholding algorithms as stationary variables. Below we describe how the algorithms work.
Hard-thresholding
Hard-thresholding algorithms aim to select those indicators which are most highly correlated with the target according to some predetermined threshold. In order to find those indicators, we adhere to Bair et al. (2006) and Bai and Ng (2008) .
Precisely, for each of the 132 potentially relevant indicators we run a regression of the quarterly growth rate of Euro Area GDP (y t ) on an indicator-specific function f i (x i,t−pi , (L)y t ), where x i,t−pi is the potentially lagged indicator with p i ∈ {0, ..., 6} and (L)y t is a lag polynomial of degree q i ∈ {0, ..., 4}. In each regression, p i and q i are determined by the SIC to equal the optimal number of lags. The estimation period consists of 24 quarters between 1999Q1 and 2004Q4.
In what follows, an indicator is selected as targeted predictor if and only if the significance level (p-value) of the associated regression coefficient exceeds some threshold α. In our forecast exercise we choose the common significance levels, α = 0.9, α = 0.95 and α = 0.99.
While hard-thresholding is a very simple procedure, one obvious shortcom-ing is that the selection process ignores the cross-correlations between indicators. If the targeted predictors are highly correlated with each other, this bears the risk that important information for forecasting is ignored. Methods of softthresholding can remedy this deficiency.
Soft-thresholding
As soft-thresholding rule, we apply a forward selection algorithm, which will be explained in the next paragraph. This algorithm explicitly accounts for the correlations between indicators. Originally, soft-thresholding methods were applied in biostatistics to find out if groups of genes in a DNA microarray can be applied to predict the appearance of a certain disease (Donoho and Johnstone (1994) ). Bai and Ng (2008) used the soft-thresholding approach for the first time to determine a smaller group of indicators from a large data set in the forecasting literature.
The forward selection algorithm proceeds stepwise. Within the estimation period (1999Q1 − 2004Q4) it tries to find at each step the indicator which best explains the part of the target not explained by the predictors selected so far.
Among our candidate set of 132 indicators, the algorithm starts from the indicator (afterwards called x 1 ) most highly correlated with y. Then, it searches for a second indicator (x 2 = x 1 ), which is most highly correlated with the residual (u 1 ) from the regression of y on x 1 , where x 1 enters the regression with its optimal lag p ∈ {0, ..., 6} according to the SIC. Regressing u 1 on x 2 again leaves some unexplained part (u 2 ) and again the algorithm searches among the remaining indicators the one -then called x 3 -that shows the highest correlation with u 2 .
The algorithm proceeds like this until there is no indicator left, where in each regression of u i on x i+1 , x i+1 enters with its optimal lag, restricted to a maximum of six. As a result, we are provided with a ranking of indicators. To select the targeted predictors, we simply select the k highest ranked indicators. In our forecast exercise, we set k equal to the two extreme values 1 and 132 as well as the multiples of 10 in between.
All in all, we end up with 17 different sets of targeted predictors, which 9 are related to 3 different thresholds with the hard-thresholding approach and 14 different thresholds with the soft-thresholding approach. Based on this variety, we are given the opportunity to investigate the sensitivity of forecasting performance with regards to the size and the contribution of the predictor set.
Forecast evaluation framework
Having selected different sets of targeted predictors, we compare them with regard to their forecasting performance. The forecasts are derived from linear estimations of Euro Area GDP on the predictors. To cope with the different frequencies of GDP and indicators, we calculate quarterly aggregates of the monthly indicators. In doing so, we only account for data which were available at the time of each forecast and predict the respective missings with the help of univariate autoregressive models. 7 Since the ragged edge of the data frequently changes over a month, we have to be precise in determining the date of each forecast.
For the present paper, we updated the data on July 10, 2014 and applied the corresponding shape of the ragged edge to the whole forecast period. 8 Figure 1 gives an illustration of this pattern for three successive months, in which one and the same GDP growth rate is forecasted. As an example, it is considered the monthly cycle of forecasting GDP in Q2. Since second-quarter GDP is released around August 15, the three forecasting rounds take place on June 10, July 10 and August 10.
Bridge equations
For any set of targeted predictors and any forecasting round, we have 36 quarterly GDP growth rates (y 1 . . . y 36 ) between 2005q1 and 2013q4 to be forecast one step ahead. In the run-up of forecasting y t in round j, we determine a rolling window of 24 in-sample quarters between t − 24 and t − 1 to estimate the relationship between the targeted predictors and GDP growth. 9
The in-sample estimations are based on a large variety of bridge equations (system of bridge equations), which consists of three different subsystems. The first subsystem includes K single indicator equations of the type
where x k,· is the quarterly average of a representative predictor in the total set of K targeted predictors. The second subsystem includes the K × K−1 2 possible combinations of pairwise indicator equations of the type
(2)
The third subsystem includes K equations each using one of the targeted predictors as well as lagged dependent variables as regressors. A representative type of such equation is given by
In equations (1)-(3), parameters c and d denote the regression intercepts, the β's, γ's and δ's give the regression coefficients estimated by OLS, while and μ denote usual zero-mean error terms. p and q give the number of lags of the respective regressor, restricted to a maximum of 6 and optimized by the SIC. We denote the optimal values of p and q by p opt and q opt , respectively.
Forecasts
Based on estimates of β, γ, δ, c and d from equations (1)-(3), 2K +K × K−1 2 single forecasts of y t are calculated in each forecasting round. Recall that in contrast to the in-sample period, monthly indicator values are not entirely observable over the forecast period. Hence, the quarterly aggregates x partly rely on forecasts of monthly indicators, which in turn depend on the information available and thus on the time it was computed. This is why the forecasting round j enters the forecast equations below.
Pooling of forecasts
To end up with a single forecast in each forecasting round, we apply various linear pooling approaches widely used in the literature: the mean, median, several approaches that consider the in-sample fit (R 2 and the AIC) as well as approaches which weight models' past forecasting performance (Trimming approaches). 10 These approaches have in common that the pooled forecast is constructed as a weighted average of all or a subsample of underlying forecasts, where individual weights sum to one.
We start with very simple approaches commonly used as benchmarks. The most simple one is the mean forecast, which gives equal weight to all forecasts.
Another approach simply selects the median of all forecasts.
In a second group are pooling approaches that take into consideration the in-sample fit of bridge equations. We use two approaches that assign weights according to the variance of models' in-sample estimation errors. We consider the R 2 and the AIC as information criteria, where the weights given to the forecasts of the single model i = 1, . . . , 2K + K · K−1 2 are constructed in the following way:
IC denotes the respective information criterium, R 2 or AIC. Depending on the criterium, IC opt,t either equals the largest R 2 value (R 2 max,t ) or the smallest AIC value (AIC min,t ) among the in-sample estimations. 11
Using in-sample information for the assignment of weights is reasonable if the estimated relationships remain stable over the forecast horizon. In the presence of structural instabilities, however, models which perform good in-sample may generate poor forecasts, see e.g. Stock and Watson (2003b) . Taking this critique into consideration, we introduce a third group of pooling approaches, which accounts for models' past forecast errors. Since the forecast environment systematically changes over the forecasting rounds, we only account for past forecast errors made in the same forecasting round to assign the weights.
A first approach, called trimming approach, takes the mean forecast from only the best 1 − x% of models in terms of past forecast performance (Timmermann, 2006) . 12 In line with the literature we set different thresholds of x, 0.25, 0.5 and 0.75. A second approach calculates weights according to the discounted means of models' past squared forecast errors. The weights assigned are inversely proportional to the sum of discounted means of past squared forecast errors of all models: 13
Measuring Forecasting performance
With 8 different pooling approaches and three different forecasting rounds, there are 3·8 levels to systematically compare the 17 different sets of targeted predictors (3 sets for the hard-and 14 for the soft-threshold approach) with regard to their forecast performance. To measure the forecast performance of the 3·8·17 forecast procedures, we relate their RMSFE to the RMSFE conducted by a benchmark autoregressive model of GDP growtĥ
where each forecastŷ t is based on estimatingâ and theλ m between t − 24 and t − 1. 14 With the forecasts of the benchmark AR model, the relative RMSFE then reads as follows:
In equation (10),ŷ j,s w,t describes the forecast of y t conducted in forecasting round j which was pooled from the set of targeted predictors s using the pooling approach w.
While a relative RMSFE smaller than one means that the considered forecast procedure outperforms the prediction accuracy of the benchmark AR model, we need to consider the standard deviation of forecast errors to judge whether the difference is statistically significant. In the literature, different tests on equal predictive ability exist. One popular test goes back to Diebold and Mariano (1995) which employs unconditional probability limits of coefficients' estimates. This is appropriate to compare the general predictive ability of two models.
However, to test which model performs better conditional on the date of the forecast t, Giacomini and White (2006) have developed a conditional test of predictive ability, which uses parameter estimatesβ t instead. The null hypothesis is tested using a Wald-type test statistic T . It states that the expected loss functions L of the two compared forecast procedures are equal, where L increases with the squared forecast error of the considered procedure. 15 Following the literature, the Giacomini-White test should be given priority unless the uncertainty concerning β does not bias forecast errors. In our analysis, the conditions of such asymptotic irrelevance (West, 2006) are not fulfilled since coefficients as well as estimation specifications may vary over time due to an updated rolling window of in-sample quarters. 16 Hence, we apply the Giacomini-White test to compare our forecast procedures with the benchmark AR model.
Results

The sets of targeted predictors
In this section we briefly discuss the results of the indicator selection exercise.
The sets identified with the hard-and soft-thresholding algorithms can be found in Tables 1−5. By construction, the soft-thresholding algorithm selects predictor sets, which are very much balanced over the different groups. However, as the whole indicator set is itself overrepresented by financial and survey indicators for reasons of data availability, this unbalanced pattern emerges for some of the thresholds. In fact, with k = 50 for the soft-thresholding approach, the vast majority of real-and global-economic indicators are already included, while large parts of financial and survey data is not.
Considering the hard-threshold approach, the results change. Since this approach ignores the correlation between indicators, the selected predictor sets are less balanced: Relatively large weight is given to survey indicators while price data are not covered at all. However, besides the sets of targeted predictors are broadly balanced over the groups.
Forecasting performance
To compare the forecast ability of the 17 different sets of indicators, we conduct the same forecast exercise for each set, as explained in section 3. The results of these exercises are summarized by means of relative RMSFEs in tables 6−8, where the three tables refer to forecasts conducted in the respective three different forecasting rounds. Each Table is structured in the same way: The rows refer to the pooling approaches, introduced in section 3.3. The columns refer to the different sets of targeted predictors that enter the system of bridge equations. First, the influence of the pooling approaches on forecast accuracy is much less pronounced in the first compared to the second and third forecasting round. This applies to both threshold approaches and is most conspicuous if we compare the naive pooling approaches to out-of-sample schemes based on past forecasting performance. Apparently, the more indicator data has to be predicted in first place, the more biased becomes the assessment of bridge equations' true forecasting performance. Compared to Figures 2 to 6 , the superiority of out-of-sample schemes is much more pronounced than in Figures 3 to 7 .
Second, the targeted predictors chosen by the hard-thresholding algorithm generate smaller forecast errors if we compare sets with a similar number of indicators. No matter the forecasting round and the pooling approach, choosing 20 targeted predictors by the soft-thresholding approach, this set performs worse forecasts than the corresponding set of 20 targeted predictors chosen with the hard-thresholding method (α = 0.05). This conclusion also stands if we compare the best performing sets of both algorithms in each forecasting round and with each pooling approach. We will turn to analyzing the backgrounds of this result in more detail in the following paragraphs.
Third, the impact of the size of the indicator set shows an interesting pattern, which emerges very similarly in all forecasting rounds, with all pooling approaches and for both thresholding algorithms: While forecast accuracy increases with the number of included predictors up to a certain quantity of around 20 indicators, adding more indicators beyond this number does not improve the forecast accuracy. It even reduces it once the number of indicators becomes too large. This is most apparent with the trimmed mean (75%) in the third forecasting round for the soft-thresholding approach.
Forecast accuracy dramatically increases once we move from k = 10 to k = 20 and goes on increasing if we add another 10 indicators. However, taking more than 30 indicators, the forecast performance gradually worsens. The set of k = 30 indicators includes the vast majority of real economic, global economic and price indicators. Moving towards k = 132, the representation of financial market and survey indicators becomes larger and so do forecast errors. As we will show in the next paragraphs, this kind of overrepresentation leads to increased forecast errors foremost during and after the Great Recession, 2008q2 − 2009q2. 17 In fact, our results are significant if we leave out the period of the Great Recession. 18 17 To define the period of the Great Recession we adhere to the Center for Economic and Policy Research. 18 The results of the Giacomini-White test reveal that there is no significant difference between the relative RSMFEs of the pooled forecasts and the benchmark model. However, if we leave out the Great Recession, our results become significant. This is mainly due to the high forecast errors during this period.
In what follows, we want to go in more detail what is behind the impact of the size (and composition) of the set of targeted predictors on forecast accuracy. To simplify notation we denote by S k and H α the respective sets produced with softand hard-thresholding, where the subscripts refer to the chosen thresholds. As a first step, we identify the best-performing combination of pooling approach and set of targeted predictors from each forecasting round and for both thresholding algorithms separately. Throughout, the best pooling approach is given by the trimmed mean (75%). Moreover, with soft-thresholding, S 60 , generates the lowest relative RMSFE in the first forecasting round, while forecast errors are lowest with S 30 in the second and third round. Presumably, it needs less indicators to cover the information for forecasting GDP as data availability improves over the forecasting rounds. With hard-thresholding, it is always the same set (H 0.05 ) which generates the lowest errors in all forecasting rounds. 19
Overall, it seems that a critical quantity of indicators is needed to cover the relevant information for explaining GDP. Meanwhile, there is not much benefit from adding further indicators. We conjecture that adding "too" many variables comes at the risk of increased error variance, and it comes at the risk of biased forecasts if certain groups of indicators become overrepresented.
Based on the best-performing sets identified above, we want to go in further detail and identify the quarters of the forecast periods, in which these sets show their superiority. Again we proceed this analysis separately for each forecasting round and for both thresholding algorithms, see Hence, we pick two characteristic quarters, 2009Q1 and 2012Q3, to illustrate which bridge equations and thus predictors help to create the superiority of the best-performing sets. Again we compare them to S 10 and H 0.01 as well as to the full set S 132 = H 1 . For simplicity, we only focus on the third forecasting round (Figure 12 and Figure 13 ), in which forecasts are least affected by missing indicator data and we apply the trimmed mean (75%) as the pooling approach.
Starting with 2009Q1, where GDP collapsed by −2.9% qoq, all sets produced too positive pooled forecasts. While the deviation is relatively small with the respective best sets (0.31 percenatage points (pp) with H 0.05 and 0.55 pp with S 30 ), the small sets S 10 and H 0.01 produce errors of 0.95 pp and 1.45 pp. Taking a look inside the indicator sets, the small sets lack most of the financial variables, which proved to be very important predictors during the Great Recession. Above that, H 0.01 also discards all real economic data, which well explained GDP at that time, particularly in combination with financial indicators. In addition, the small set includes only one survey indicator, while the optimal sets takes five survey indicators into account.
Turning to the full set, the error amounted to 0.96 pp in 2009Q1. While this is very much the same as the one conducted by H 0.01 , the background is completely different. Rather than a lack of variables, it suffers from too many indicators. The small sets S 10 and H 0.01 lack most of the survey indicators. Hence, their deviation (S 10 with −0.53 pp and H 0.01 with −0.62 pp) is higher than for the best performing models (0.06 pp with H 0.05 and 0.12 pp with S 30 ). The reason for the weak forecasting performance of the full sets is mainly the same as for 2009q1.
However, this time too many of the real economic indicators (among others) are included which perform poorly.
Conclusions
Short-term forecasting relies on timely available indicators with a higher frequency than the target variable. In recent times, the availability of indicators has grown and the question arises if a selection of indicators provides a better forecasting performance than including all available information. In this paper we apply two threshold algorithms in combination with various pooling approaches to analyze if different sizes of indicator sets have an impact on the forecasting performance of bridge models to forecast Euro Area GDP. Furthermore, we focus on the performance of the different sizes of indicator sets during periods of weak economic activity.
It turns out that a selection of indicators improves the forecasting performance in comparison to a benchmark model, especially in times of weak economic activity. This is true if forecasts for Euro Area GDP are conducted with predicted values for the respective missings of the indicators. However, the more official data is published the more important becomes a selection of indicators. More precisely, the combination of the hard-thresholding algorithm and the trimmed mean (75%) shows always the lowest relative RMSFE in relation to the benchmark model. Nevertheless, these results are only statistically significant if the Great Recession is not included. By highlighting the important role of carefully selecting predictors especially in turbulent times of large turning points, we believe to substantially contribute to the existing literature on short-term forecasting. 
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