The evaluation of traffic in a system is an important measurement in many studies. Counting the number of items in a system has applications in all processing operations. Electronic messages circulating in a network, clients shopping in a supermarket and students attending programs in a school are examples of entities entering, staying and exiting a system. We introduce a Bayesian updating methodology for the gamma distribution for the analysis of stay times in a system. The methodology was first developed for areas monitored by surveillance cameras. The number of people in the covered area was determined and the average stay time was estimated using a gamma probability distribution. We extend the application to the generic case and present a simple updating methodology for the estimation of the model parameters.
school. Students register, follow programs and at times drop from the school before completing their degrees. When the school size is large, it becomes essential to estimate the flow of students and regress it on capacity, staffing and funding variables to forecast needed resources. In general, it is often the case that management desires to estimate stay times in a system. We introduce a Bayesian updating methodology for the gamma distribution of stay times in a system. The methodology was initially developed for counting people in areas monitored by surveillance cameras [1] . The method was useful in the development of technology to estimate traffic through real time video information processing. The number of people in the covered area was determined and the average stay time was estimated using a gamma probability distribution model. A Bayesian updating methodology was used. We extend the application to the generic case and present a simple updating methodology for the estimation of the probability model parameters.
The Number of Entities in the System
Although there is often an error associated with the assessment of the number of entities in a system, one can achieve a high reliability in many situations. In the case of a school, the exact number of students can be obtained through registration records. If the entities are students in a school or people in some geographic area, the count results in N (t), the number of entities in the system at time t (Figure 1 ). The units of time in Figure 1 are study dependent. They can be frames per second, months or semesters. N (t) is a stochastic process, the compounding of all processes representing the arrival, stay and departure of entities in the system. For simplicity, we will use the example of people being counted in a geographic area. Starting a cycle at time t = 0, where N (t) = 0, at time T 1 the first person arrives to the system and stays a time S 1 . The second person arrives at time T 1 + T 2 , T 2 > 0 and stays a time S 2 etc. T 1 , T 2 , T 3 . . . are the inter-arrival times. S 1 , S 2 , S 3 . . . are the times spent in the system (Figure 2) .
In [1] , depending on the location of system, we found that the probabilistic nature of the Ti's and Si's differed according to the time of day, day of the week and season. This observation required the analysis of all data and their separation into classes of homogeneity. This data stratification is necessary in most studies and leads to results for the system in different states. Systems are often complex and can show chaotic behaviour as opposed to a steady state behaviour. An analysis of the system must take into account different periods of homogeneity in the data.
Incoming Flow and the Arrival Process
In [1] , we derived probability models for the arrival process and the time spent by each person in the system. We used homogeneous data. The probability models were applied within periods of time where the data showed the same probabilistic behaviour. Using prior knowledge and the results of statistical analyses, we classified the data into periods of homogeneity. Considering the incoming flow of the arrival process, we applied probability models and estimated the parameters. Based on preliminary studies, we observed that the T i 's had exponential distributions with mean θ −1 (Figure 3 ). This, in addition to other assumptions, implied that the arrival stochastic process was a Poisson process. The more general candidate for the arrival process was the non-homogeneous Poisson process (NHPP) [2] where θ varies with time and is not a constant. However, we restricted ourselves to homogeneity periods of time where the inter-arrival times are considered independent and identically distributed (IID). Many standard techniques can be used to estimate θ. Using the inter-arrival times and their distribution T i ∼ Exp(θ), one can obtain an accurate estimate of θ that gets refined with time. To conduct such an analysis, we used a Bayesian approach with a conjugate gamma prior distribution for θ. The use of a conjugate prior leads to a posterior gamma distribution. We found the approach to be effective in the estimation of the parameter θ. While a number of techniques can be used to estimate the mean of an exponential distribution, we preferred the Bayesian approach for its probabilistic estimation of the parameter θ. The posterior gamma distribution of θ offers probability intervals surrounding the posterior mode as an estimate of the inverse of the mean inter-arrival. These probability intervals can be used effectively in studies that conduct sensitivity analyses when the system shows important variability. Often such studies involve simulation for the prediction of complex situations that cannot be handled analytically. The input to such simulations includes the probability models of inter-arrival times. The use of a point estimate for θ without adequate probability bounds may limit the simulation results. In our approach, we use the assumption of exponential inter-arrival times with mean θ −1 , with a prior gamma distribution for θ.
Time Spent in the System
. . are the times spent in the system. At times, we cannot observe the Si's directly unless we track each person. In other cases, we can use existing records. In the case of video surveillance, the image processing task provides only N (t), the number of people in the system at time t. Using N (t) we determine exact estimates of the average time spent in the system and probability models for the Si's. It can be shown that for a cycle, where N (t) start at N (t) = 0 and returns to N (t) = 0, that
where n is the number of people who arrived to the system between t 1 and t 2 . By collecting the statistic n i = 1 S i for all cycles of the same homogeneous time period and taking the average over the total number of people, we obtain the exact sample average time spent in the system by a person and an excellent estimator of the time spent in the system. Often, this estimate is enough for simple purposes. To conduct an inference and predict, one must derive probability models.
. .) for the same n, and assuming a period of homogeneity, that is the data are IID, we can fit a probability distribution to the Y i 's. From such distribution, one would derive the distribution of the S i 's. For example, if the Si's are gamma distributed then the sum n i = 1 S i will be gamma distributed. As it turns out, our study has shown that the data fit a gamma distribution. However, this approach requires collecting considerable amount of data, as one needs large samples (Y 1 , Y 2 , . . . ) having all the same n number of people that have entered and stayed in the system. Instead, we prefer to use a Bayesian approach that makes use of all collected cycle data. Let (Y 1 , Y 2 , . . . , Y m ) be the collected statistics for m cycles, where
Using (Y 1 , Y 2 , . . . , Y m ), we want to assess the probability distribution of S i , j , the time spent in the system by a person. Based on probability model assumptions, we assume that the {S i , j , i, j = 1, 2, . . .} are independent random variables that are identically distributed. To do so, we use probability models for these two parameters and make a few model simplifying assumptions. Let (α 1 , α 2 , . . ., α K ) be the most likely values for the shape parameter α of the Gamma (α, λ) distribution of S i , j . Let Gamma (a, b) be the distribution of the scale parameter λ. It is a natural conjugate prior distribution. Having discretized α, let p(α) be the ensuing discrete prior distribution. If prior information is available on α, it can be used to construct the discrete distribution p(α), either directly or through an Expert Opinion procedure [3] , [4] . Otherwise, a flat discrete prior can be used, that is the Uniform distribution over the set (α 1 , α 2 , . . ., α K ). Further assume that, to start the procedure, α and λ are independent. This assumption is not a strong one, as the two parameters α and λ do not remain independent long once the data is used. We then have
Given (α, λ), S i , j is conditionally independent of (y 1 , y 2 , . . . , y m ) and is the Gamma (α, λ) distribution. It remains to evaluate p(α, λ| y 1 , y 2 , . . . , y m ), the posterior distribution of (α, λ). Using Bayes theorem,
where δ is the normalizing factor,
Since Y i is the sum of the independent gamma random variables S i , j as defined in Equation 4.2, then Y i ∼ Gamma (αn i , λ). δ is computed in a non-expensive K large summation.
Example
The inter-arrival times T 1 , T 2 , T 3 . . . are obtained from the process N (t). We used several data sets separately for the estimation of θ, the inverse of the mean of the inter-arrival times. The prior distribution on θ is a Gamma (a, b). We varied the prior input and observed the behaviour of the posterior distribution as a function of the choice of the parameters (a, b). The posterior gamma distribution responded robustly to the prior input. In Table 1 , using data set 1, we observe the prior mean and corresponding standard deviation followed by the posterior mode and posterior mean and the actual sample mean or empirical mean of θ, for different prior distributions. This is standard Bayesian conjugate analysis of the parameter of an exponential distribution, namely θ, which is well known and well documented. It is an efficient procedure that provides probability bounds rather than just a point estimate. Such probability intervals can be used effectively as input to simulation studies for example where sensitivity analysis is a must. In our case, we provide the methodology for the arrival process in addition to the analysis of stay times in the system. Table 1 uses one example of a set of homogeneous data taken from an actual situation where people arriving to the system where counted using a video surveillance system [1] . Table 2 is a different set of data with homogeneous probabilistic behaviour. The data were studied separately then combined to provide a measure for the inter-arrival process.
For the stay times, we report an example for the purpose of illustration. The data is shown in Table 3 . The number of people is counted for each cycle along with the total time of stay. In this example, we looked at 33 cycles.
Using only the data where the number of people in a cycle is 1, we conducted the estimation for the actual stay times. Figure 4 shows the statistical analysis of that data. Using a typical classical fit program, we found the mean to be 71.84 and the variance 989.16 for a Gamma distribution. The Gamma distribution had estimated shape parameter of 5.21 (1.64 standard error) and scale parameter 13.76 (4.54 standard error). In another analysis, an Figure 5 shows the statistical analysis of that data. The distribution was found to be a Gamma with Using the full Bayesian analysis described in this report, Figure 6 shows the posterior distribution of α using all the data. It is customary in such a Bayesian methodology to use a uniform distribution if no prior knowledge exists about the parameter of interest, namely α in this case. This means that a-priori, all values of α are discrete and considered equally likely before the observation of the data. In our example, once the data has been accumulated and included in the Bayesian analysis, the first two values of α emerged as the most likely values, as shown in Figure 6 Figure 7 shows the prior distribution of λ and the two first posterior distributions obtained using 1 data point and two data points (more peaked distribution). As more and more data is introduced into the analysis, the posterior distribution becomes more concentrated around the posterior estimate of λ. This is typical of the behaviour of a posterior distribution. The Bayesian probabilistic updating algorithm provides a mean to refine an estimate within a probability interval as more and more data is gathered. At times, the data will also point to the possibility of bi-modality. This is often due to the mixing of two populations in the data, as was observed in our example when we introduced 8 data points. Figure 8 illustrates the posterior distribution with the first 8 data points, that is p (λ|y 1 ), . . ., P (λ|y 1 , . . ., y 8 ).
Finally, Figure 9 shows the posterior distributions at all the stages.
The interesting observation is the clear bimodality of the posterior distribution. This reflects the two types of people who enter the system, those who come in for a short period of time and those who stay longer. This corroborated our prior knowledge of the location we observed. Figure 10 shows the prior and posterior distribution of the stay time, after averaging over the parameters α and λ. The dashed plot is the prior distribution. The straight line is the distribution of S i , j averaged over α and λ. The x marked plot is a numerical approximation to the posterior distribution.
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