Using the Wang-Landau algorithm we derive the full thermal order parameter probability distribution of the 4 model for various displacive degrees and temperatures and calculate the resulting free energies. We obtain high-precision data on the shape of the free-energy barrier separating states of opposite order parameter values. For order-disorder-like systems, i.e., at low displacive degree we observe phase separation below the transition temperature. A model taking into account the surface free energy related to different domain shapes, which fits the simulation data extremely well at low temperatures, is constructed. The interpretation of the results in the context of Landau or Landau-Ginzburg theory is discussed and an improved setup for simulating Landau potentials is proposed.
I. INTRODUCTION
For the past decades the framework of Landau theory has been and continues to be one of the major workhorses in the field of continuous or close-to-continuous phase transitions. 1, 2 Since the Landau free energy can be constructed from knowledge of the symmetry change at the transition, it is a valuable tool to understand the nature of a phase transition qualitatively, e.g., identify the order parameter, determine the domain structure, etc. Landau theory is also used quantitatively to fit experimental data. In doing so, it is generally accepted 1 to include sixth-͑or sometimes even higher-͒ order terms in the Landau polynomial if necessary. Furthermore, in the standard Landau approach the coefficient of the quadratic term is assumed to vary linearly with temperature, while higher-order polynomial coefficients are expected to remain constant. Order parameter fluctuation effects can, in principle, be incorporated into this picture at least qualitatively by moving on to a Landau-Ginzburg type theory based on including a suitable gradient term. 2 Since Landau polynomials are by construction approximate thermodynamic potentials, the question of how to determine the range of validity of Landau theory arises quite naturally. Historically, the Landau approach represents one of the pioneering attempts to understand critical behavior, but was later, in the dawn of the renormalization group, recognized to frequently fail in the vicinity of the critical point. From self-consistency arguments, a rough but universal quantitative estimate of the temperature region where Landau theory breaks down due to its neglect of critical fluctuations, the famous Ginzburg criterion, 3, 4 can be determined. The inverse problem of how far away from the critical point Landau theory still yields meaningful results is of a qualitatively different nature. In fact, in the literature Landau theory is sometimes used to fit experimental data in wide temperature intervals, including even possible quantum corrections at extremely low temperatures. 5, 6 However, concerning the temperature behavior of the potential coefficients, it is generally far from clear how to predict possible deviations from the implicitly assumed Landau assumptions, which were originally justified in an attempt to describe critical behavior.
Obviously, for a general noncritical system no universality arguments are applicable to this problem. Quite generally, outside of a critical region, the thermodynamic behavior of a given system in principle depends on all kinds of microscopic details. Landau theory can thus be regarded as an attempt to give a simple and comprehensive parametrization of nonuniversal behavior of a system in a state that is not too far from criticality. In this respect it is particularly successful in describing structural phase transitions, as is reflected in a wealth of pertinent literature. But still-what exactly is meant by the above phrase "not too far"? The question of how the standard Landau assumptions are expected to be modified in temperature regions well outside of the transition region was raised several times in the literature. Do these modifications share "universal" features? Is there some "universality" in nonuniversal behavior?
II. DISPLACIVE VS ORDER-DISORDER PHASE TRANSITIONS
Structural phase transitions can frequently be characterized by the competition of different energy scales, namely, multiple potential wells of a local potential with degenerate ground states vs a coupling between neighboring local degrees of freedom. The displaciveness or displacive degree, defined as the ratio of these scales, governs the transition energetics and thus is identified as the main nonuniversal parameter. Accordingly, systems with large displaciveness, in which the neighbor couplings dominate over the heights of the local on-site energy wells, are commonly called displacive, while small displaciveness characterizes order-disorder systems. Perhaps the so-called 4 model, 7 which combines an on-site fourth-order double-well potential and an Isingtype nearest-neighbor interaction on a simple cubic lattice, represents the simplest possible caricature of this situation. In its basic form, the 4 model is defined by the Hamiltonian
where ͗ij͘ denotes nearest neighbor pairs of sites i and j on a 
with local maximum i = 0, global minima i = ± 1, and a central barrier height E 0 . In suitable units, 8 E 0 can be set to 1, such that the displacive degree discussed above is simply given by the model's single remaining free coefficient C, and, dropping the constant term, we redefine
The order parameter density of a given configuration is defined as
and m = m͑T͒ will denote the thermal average ͑"equilibrium"͒ value of at a given temperature T, which is strictly well defined in performing the thermodynamic limit for H → 0 + .
III. REVIEW OF PRIOR SIMULATION RESULTS
In the limit of vanishing displaciveness the 4 model approaches the Ising model. However, most real structural phase transitions are situated in the crossover regime between displacive and order-disorder limits. As it was soon recognized that the 4 model also serves as an ideal benchmark system for detecting noncritical effects of competing energy scales, it has consequently been studied extensively. While the earlier work was mainly analytic ͑for reviews see, e.g., Refs. 7 and 9͒, most recent results were obtained using molecular dynamics 10 and Monte Carlo 11-15 computer simulations. To make contact with Ref. 15 , we write the system's partition function as
where the free energy, identified as
is obtained from the order parameter probability distribution
in zero external field. This probability distribution was explored by Monte Carlo simulations in, e.g., Refs. 13 For order-disorder type systems, inclusion of at least sixth-order terms is necessary, and the observed T dependence of the fit parameters is rather unusual in terms of Landau theory. While the sixth-order coefficient is found to be nearly constant, the fourth-order coefficient shows a minimum around T c , and the quadratic coefficient displays a pronounced downward kink at a temperature slightly below T c . These findings, which are in accordance with Ref. 13 , are related to the frequent "tricritical" appearance of order-disorder transitions and the observation of deviations from the standard 1-2 ratio of inverse high-and low-temperature susceptibilities in experiments. However, several questions remained open. First, the results of Refs. 13, and 12, and 15, were limited by the use of standard Monte Carlo methods, which at temperatures away from T c only allow one to explore a very limited interval of the potential, namely, the close vicinity of the equilibrium value of the order parameter. Moreover, to improve the statistics in the fit of potential over the resulting restricted order parameter region, in Ref. 15 a reweighting of the data points with emphasis on the vicinity of the equilibrium state was carried out. This aspect becomes critical at low and high temperatures, where the obtained polynomial coefficients suffer from the limited knowledge of the potential. Some of the observed conspicuous temperature behavior of the coefficients could be attributed to this problem, as the obtained 2-4 Landau potential merely parametrizes the nearly Gaussian distribution around the equilibrium values of the order parameter. In particular, the information concerning the central barrier was not considered in most of the temperature range, and clearly the fitted polynomial was inadequate outside the order parameter interval explored by the Monte Carlo method. An intimately related problem concerns the unavoidable contributions of so-called multidomain configurations to P͑͒, which correspond to phase-separated states within the supercell of the simulation. As noted by the authors of Ref. 15 , in trying to relate the potential F͑͒ resulting from the simulation to an underlying Landau potential, it is difficult to control and possibly exclude the contributions of these configurations. They are certainly "unwanted" in a Landau-Ginzburg type of description, which implicitly assumes the system to fluctuate slightly around a homogeneous equilibrium configuration. This problem turns out to be a fundamental issue when the Landau potential is investigated with more sophisticated sampling that allows one to explore more extended ranges of the order parameter. Apart from these technical difficulties, the underlying physics of the nonstandard temperature dependence observed in the fitting parameters for order-disorder type systems remained unclear.
The present work is aimed at addressing and clarifying the above issues. In particular, for a finite system it will be shown that, on the one hand, limiting the information on the potential F͑͒ to the vicinity of its equilibrium state produces serious ambiguities in the resulting polynomial fit parameters. On the other hand, consider a system with any finite displacive degree at any temperature strictly lower than T c . For a supercell chosen sufficiently large, phase separation is bound to occur, yielding a convex potential F͑͒ in the thermodynamic limit as a result of the contributions of multidomain configurations which then dominate the probability distribution. The convexity property of F͑͒ for large systems with short-range interactions is of course well known 16 from thermodynamics. In the thermodynamic limit, a nonconvex potential F͑͒ can only arise by deliberately introducing homogeneity constraints, e.g., by providing an additional fixed chosen length scale, commonly called a coarsegraining length, 17 and performing a corresponding coarse graining of the simulation supercell. In a strict sense, the problem of determining a "Landau potential" by extrapolating simulation results obtained using a single large supercell of fixed size to the thermodynamic limit is essentially ill defined.
IV. WANG-LANDAU CALCULATION OF F"…
As mentioned above, at temperatures far above or below the transition temperatures standard Monte Carlo simulations are only capable of exploring the potential F͑͒ around a limited order parameter range in the vicinity of its global minima. To obtain more information on the global behavior of the order parameter probability distribution, we have calculated the potential F͑͒ of the 4 model defined on N =10 3 sites for C = 0.1,1,10 using the recently developed Wang-Landau method. 18 In contrast to standard Monte Carlo simulations, this very accurate method, which is of the flat histogram type, allows one to explore all details of the potential even far from its equilibrium value.
Compared to umbrella sampling, 19 the advantage of the Wang-Landau approach is that in calculating the potential virtually no knowledge needs to be provided in advance to set up the algorithm. Also, to determine "steep" regions of the potential in an umbrella sampling simulation, a large number of sampling windows is needed, and joining the resulting potential "branches" obtained for the different windows can introduce considerable errors.
Compared to the standard Monte Carlo method, the Wang-Landau method used in the present work represents a somewhat different philosophy in determining P͑͒ at a given inverse temperature ␤. The Wang-Landau algorithm iteratively executes a series of flat histogram Monte Carlo simulations. In performing the random walk in configuration space, visits of order parameter values within the investigated range are recorded in a histogram h͓͔. Parallel to this, in each visit the corresponding bin of a density of states array g͓͔, which is initialized by g͓͔ϵ1 for all , is multiplied by a factor f 0 Ͼ 1 which is initialized by, say, f 0 = e, and is decreased in each successive run by setting, e.g., f n = ͱ f n−1 .
In contrast to the standard Metropolis algorithm, the acceptance of a trial step leading from a state with energy E old and order parameter value old to a state with energy E trial and order parameter value trial is governed by the probability 20 acc͑old → trial͒ = min ͭ 1,
As the algorithm proceeds, the system is soon driven away from regions of parameter space that have already been visited many times, which yields a "flooding" of all of parameter space reflected in an increased "flatness" of the histogram h͓͔. The resulting random walk only obeys the Markov property and the detailed balance condition asymptotically in the flat limit. Once the desired number of steps has been completed, P͑͒ can be determined up to a constant factor from the relation
To explicitly check for the flatness of h͓͔, some criterion is needed. In the present simulation, we require that h͓͔ is FREE ENERGIES OF THEthe underlying lattice. Actually, the appearance of such plateaus which indicate coexistence of two domains with a flat interface through the sample, is not the exception but rather the rule. For instance, in studying the finite size scaling of the surface tension between domains of the two-dimensional Ising model, a similar central plateau was observed in Ref. 21 . Indeed, for low displaciveness and low temperatures, one must take into account the surface free energy associated with the phase separation in the supercell in order to understand the implications of this behavior for the interpretation of the present data, as we will show in detail in the next section.
V. ANALYTIC CONSIDERATIONS
In this section we discuss the effects of phase separation in detail. As we emphasized above, in principle an arbitrary order parameter can be imposed on the system. The system will then relax to a state that minimizes the simultaneous effects of nearest-neighbor interaction, on-site potential, and entropy. In particular, at low temperatures, entropy effects diminish and the system is governed by the competition of on-site energy with nearest-neighbor interaction, i.e., by the degree of displaciveness.
Suppose now that we are forcing the sample to maintain an overall order parameter close to = 0 at low temperatures.
Two "extreme" possible microscopic realizations of such a macrostate are conceivable. On the one hand, one could choose all the microscopic spins i to vanish homogeneously, corresponding to the microstate i =0, i =1,…,N, with energy N ϫ E 0 . On the other hand, we could fix half of the spins to be i = 1, the other half to be i = −1. Obviously, of the latter configurations, those where the spins i = 1 and −1 form two homogeneous domains separated by two domain walls ͑due to the periodic boundary conditions͒ lead to the lowest total nearest-neighbor energy ͑interface energy͒, while minimizing the on-site potential. It is then clear that for finite displaciveness and sufficiently large N the system will always prefer these phase-separated configurations, as the corresponding interface energy is proportional to N 2/3 , i.e., subextensive and therefore "cheaper" than the extensive on-site contribution.
Suppose now further that we shift the imposed value of the total order parameter slightly away from zero. The resulting configurations energetically preferred by the system again feature two homogeneous domains, their domain walls slightly displaced with respect to the former configuration to match the newly imposed total order parameter value. As the shift of this domain wall does not ͑apart from small modulation effects resulting from the presence of the underlying lattice͒ involve any ͑free͒ energy costs, the resulting potential region displays a "flat center."
As we impose a still larger value of at constant low temperature and low displaciveness, the potential reveals three further characteristic regions. The first of these corresponds to the formation of cylindrical domain regions, which are energetically favorable because they still allow us to get rid of part of the surface by exploiting the periodic boundary conditions. Further increasing the imposed order parameter value, the system is forced to form a spherical nucleus of one domain inside the other to satisfy the required bulk average. Finally, the vicinity of the minimum of the potential is reached, and the system prefers to stay in a homogeneous configuration. The corresponding potential then roughly reflects the underlying on-site potential.
To confirm the validity of these theoretical considerations, we first performed a series of umbrella sampling simulations, in which typical microscopic sample configurations produced can be stored and thus directly inspected. The system is first initialized with a given order parameter value. Then a standard Monte Carlo simulation confined to a narrow order parameter range around this imposed order parameter value is started. Figure 5 , which shows a visualization 22 of the typical system configurations found after equilibrating the system, qualitatively confirms the geometric picture developed above.
A. Surface free-energy model
We proceed to constructing a simple quantitative model of the resulting phase-separated system. We start by considering a system containing exactly one "cluster" region and one "bulk" region representing together a phase separated configuration. Let us therefore divide the total system volume V = L 3 into a cluster and a bulk volume,
assuming for the moment that the interface width between cluster and bulk is negligible. The corresponding bulk and cluster free-energy densities are
where ͑͒ is the free-energy density of a homogeneous system. Being an average, a total order parameter value then results from an order parameter value b in the bulk and an order parameter value c in the cluster, such that
͑12͒
In addition, we introduce a surface free-energy density s of the cluster per volume, which is assumed to be
.
͑13͒
The function ␥ = ␥͑T͒ of dimension ͑length͒ −2 characterizes the variation of the surface tension with temperature, and the geometry factor g͑v c ͒ is computed as 
· ͑14͒
In writing these equations, we effectively replace the free energy of the "real" system with finite ͑but small͒ domain wall width by that of a ͑hypothetical͒ inhomogeneous system with a domain wall of zero width and an additional surface term ͑13͒ which accounts for all contributions related to the finite width of the wall. That this is justified can be seen by comparison of the above reasoning to that leading to Eq. ͑23͒ below. In fact, the coefficient ␥͑T͒ which appears as the major ingredient in ͑13͒ will be shown to be intimately related to this interface width. From the total free energy per volume
we thus obtain for the total free energy per particle f tot ͑͒ = a 3 tot ͑͒
where f͑ b ͒ ª a 3 ͑͒ and ␥ ª a 2 ␥ is dimensionless. For each imposed total order parameter value the physical free energy of the system at low temperatures is determined by the lowest branch of f tot ͑͒ computed for the different geometry factors ͑14͒. In general, the corresponding parameters can only be found by a numerical fit. Note, however, that the crossover of the different free-energy branches and thus the whole free energy is uniquely determined by the common function f͑͒ and the common value ␥ C. The resulting characteristic dependence of the potential is displayed schematically in Figs. 6 and 7 .
Numerically computing the resulting free energy, the re- Notice that these ͑approximate͒ values are predicted to be independent of N. Once phase separation occurs, they are thus "universal." Figure 8 shows that, in spite of its simplicity, the above picture is in excellent agreement with the simulation results of the order-disorder case at low tempera- 8 . Fit of the free energy per particle ͑16͒ to the simulation results for displacive degree C = 0.1 at reduced temperature = −0.49. f tot ͑͒ is renormalized such that f tot ͑͒ =0 ͑cf. the polynomial fit of Fig. 4͒ . Of course, the central "wiggles," which are due to the discreteness of the lattice, cannot be expected to be reproduced by a continuum model ͑16͒.
tures. However, while this allows us to take care of phase separation in a quantitative way for order-disorder systems at low temperatures, we should like to mention that there is no point in attempting such a fit close to T c . Obviously, as entropic effects become noticeable, a typical configuration of the system will contain several clusters with broadening domain walls, thus violating the simple picture on which the above analysis is based.
B. Phase separation at =0
We can gain some analytic insight into the problem of phase separation by studying its most obvious effect, namely, the appearance of the flat central region in the free energy around = 0. If we force the system to remain at total order parameter = 0 for a temperature well below T c , the system roughly has two choices. It might predominantly remain in configurations close to a homogeneous state with =0 whose total free energy is N times the height of the central barrier. On the other hand, the system might find it cheaper in terms of free energy to form configurations with two domains separated by planar interfaces with reduced volume v c =1/2 and opposite order parameter values b =− c to match the imposed value = 0. The total free energy per particle of such a phase-separated configuration is
. ͑18͒
Quenched to just below the onset of phase separation at fixed = 0, an initially homogeneous system should decompose in a "spinodal" manner to the phase separated state of lower free energy under the slightest disturbance. In other words, since
as the condition for the system to be phase separated. For small fluctuations ␦ c we therefore obtain the criterion
An analysis of the physical content of this criterion requires an at least qualitative understanding of the temperature dependence of the dimensionless surface tension coefficient ␥ . Let us therefore analyze the corresponding situation in a Landau-Ginzburg model with free-energy functional
͑21͒
In such a model, planar domain walls of width 4 perpendicular to the x axis take on the shape Well below T c the correlation length should be small, while L is assumed to be much larger than 4 for this calculation to make sense. But then contributions of order O͑ / L͒ can be safely ignored while we still have to keep the term 2g /3L in the expansion. The energy contribution of the two-domain configuration with zero net order parameter and a single domain wall is thus higher by approximately ͑1/2͒ ϫ͑2/3͒ g / L͒ 0 2 than that of the homogeneous equilibrium. Below the numerical factor 2 / 3 multiplying the domain wall contribution g / L in Eq. ͑23͒ will be dropped, since, for instance, a cruder domain wall model of type
would yield a free-energy contribution
which is also in qualitative agreement with the above estimate. However, we should multiply the domain wall contribution by a factor of 2, since the periodic boundary conditions force a polydomain configuration to possess an even number of domain walls. Repeating the type of analysis yielding Eq. ͑20͒ we then obtain the approximate criterion
Inserting the relation = ͱ −g /2A 2 which is valid 2 in the Landau-Ginzburg theory below T c , we instantly get the well-known 23 result that the system decomposes into opposing domains roughly if
However, we learn more. Comparison of the criteria ͑20͒ and ͑26͒ also relates the correlation length to the surface tension coefficient ␥ . Since in the continuum approximation the Landau-Ginzburg coefficients g, A 2 are related to the nearest-neighbor interaction parameter C and the Landau coefficient A 2 by g ϳ 2C / a and A ϳ A / a 3 , we instantly get the relation
which identifies 1 / ␥ as the domain wall width measured in units of the lattice spacing a.
Of course, close to the critical point, the above reasoning no longer applies, since due to entropic effects and vanishing small surface tension, typical system configurations will contain a distribution of large numbers of clusters with large domain wall widths. The corresponding surface free energies therefore become extensive instead of subextensive. On the other hand, the effects of phase separation are clearly of particular importance for interpreting results of computer FREE ENERGIES OF THEsimulations of systems in the order-disorder regime, as we have already argued at the beginning of this section. Since for fixed parameter C and reduced temperature the correlation length decreases with decreasing degree of displaciveness, in such systems phase separation actually sets in even at temperatures not very far below T c as long as they are taken to be sufficiently large.
VI. POLYNOMIAL FITS OF SIMULATION DATA
The results of the preceding sections indicate that we should face serious difficulties in an attempt to fit the observed simulation data with a finite polynomial in . Since any "flat" region of the potential is in contradiction with the assumption of analyticity, any polynomial fit therefore is bound to yield poor results at the temperature where the phase separation sets on ͑cf. Fig. 3͒ . Therefore, it comes as no surprise that polynomial fits of the potentials for displacive degrees C = 10,1,0.1 yield lowest order coefficients per site A 2 ͑͒ / N ͑as a function of reduced temperature ͒, whose behavior is in qualitative disagreement 24 with those obtained in Ref. 15 . Results of these fits are shown in Fig. 9 . First of all, one notices that there is no downward kink of parameter A 2 ͑͒. As we shall discuss in some detail below, this kink appears to be an artifact of the limited fitting range forced by the use of straightforward Monte Carlo and the finite order of the fitting polynomial. In contrast, for decreasing temperature we even observe an upward bent. Moreover, there is no minimum for parameter A 4 ͑͒ but considerable variation of A 6 ͑͒ around = 0. While the downward kink of A 2 ͑͒ found in Ref.
15 is most likely due to incomplete sampling of the barrier region, the upward bend observed in our simulations originates from the flat barrier part appearing somewhat below T c . For displaciveness C = 1.0 the appearance of a flat central plateau could not be detected in the observed temperature range for the chosen supercell size. However, traces of the described deviations from standard Landau behavior were still noticeable. Further increasing the displaciveness to C = 10 these effects disappeared. We also stress that only in this case A 4 actually tends to the value −4 of the quadratic on-site potential coefficient in the zero temperature limit → −1.
VII. REPARAMETRIZATION
From the definition ͑6͒ it is far from clear why one should be able to approximate F͑͒ by a polynomial of low order in with the Landau-type temperature behavior of coefficients at all. Nevertheless, it may seem that at least close to T c the fitting procedure yields reasonable results for all chosen values of C. To get a rough idea of this temperature range, we recall that standard fourth-order Landau theory predicts the barrier height to be a parabolic function of , while the low temperature onset of phase separation corresponds to a "damping" this growth. The reduced temperature range outside of which a straightforward fourth-order polynomial fit definitely must fail due to phase separation can thus be roughly estimated from a plot of the central barrier height ͑see Fig. 10͒ . But what if the "underlying" homogeneous potential itself refuses to behave like a finite Landau-type polynomial? In fact, a textbook counterexample is the meanfield approximation of the Ising model
͑29͒
Since the Ising model corresponds to the order-disorder limit C → 0, this behavior of this free-energy function is of particular relevance to the problem at hand. In the resulting infinite Taylor expansion all coefficient terms are linear functions of T such that the Landau assumptions fail. Attempts to approximate the series by a finite polynomial fitted around the equilibrium order parameter value result in a similar behavior except for slight nonlinear corrections for the loworder coefficients, while the highest-order coefficient which takes care of system stability for → ϱ sharply increases for T → 0 with a minimum approximately at T c . It is therefore no surprise that an attempted fit of an order-disorder free energy with a fourth-order polynomial ͑and possibly an additional small but constant sixth-order coefficient͒ necessarily results in a qualitative behavior of the fourth-order coefficient similar to that reported in Ref. 15 .
On the other hand, far below T c the free energy can be sampled only around the vicinity of its minima with reasonable statistics in a standard Monte Carlo simulation and any fitting procedure must therefore be restricted to this region. However, this restricted knowledge of the potential and the imposed emphasis on the minimum regions also introduces a certain additional ambiguity in the resulting fit parameters in a finite order polynomial fit as we show next.
To clarify this point, consider the Landau potential at some temperature below T c . After thermalization, the order parameter of the system will then be most likely found to fluctuate around one of the two equilibrium minima, which are separated by a central barrier of finite height. Symmetry is broken for time scales shorter than the barrier crossing time, which itself grows exponentially with the height of the barrier. Therefore the system remains trapped in half of phase space for some possibly large time. Eventually, however, since the total number of sites N is finite and the system is ergodic the system will cross any finite potential barrier and the simulation will smear out all regions of the given parameter space. In this sense, a Wang-Landau calculation is only superior to standard Monte Carlo simulation in saving CPU time.
Experimentally, one usually studies a given system by measuring the system's response to an external field, i.e., by working in the ͑T , N , H͒ ensemble. In contrast, the Landau approach aims at fully describing the thermodynamics of the system in the ͑T , N , ͒ ensemble, where the value of is imposed on the system. In this ensemble, order parameter values other than its equilibrium value m at zero field thus do not correspond to thermal fluctuations of , but to a situation where an externally applied field is present, which can ͑for large N͒ be calculated from the derivative of F͑͒ via H = ͑‫ץ‬F / ‫͉͒ץ‬ T . Therefore it is important to emphasize that, from the point of view of the definition ͑6͒, the potential F͑͒ is perfectly well defined and physically relevant not only in the vicinity of its minimum m but for any value of .
On the other hand, away from T c the thermodynamics of the system are, at least in the thermodynamic limit, determined by Gaussian fluctuations around the equilibrium. However, this region does not necessarily coincide with the region sampled in a Monte Carlo simulation of a finite system. In fact, the part of the potential that is "seen" in such a Monte Carlo simulation depends also on the chosen simulation time and the number N of sites picked for setting up the simulation.
From an experimental point of view, knowledge of the minimum of the potential and its curvature at temperature T corresponds to measuring the equilibrium values of order parameter m͑T͒ and ͑inverse͒ susceptibility −1 ͑T͒ of the system at this temperature, and a corresponding 2-4 potential in accordance with these values would be uniquely determined. However, we emphasize that such data cannot provide any information on the actual height of the central barrier. Equivalently, it is not possible to normalize the probability distribution P͑͒ if only its parabolic part around the maxima is known. In turn, suppose we choose to stick to the 2-4-6 potential as a fitting function. To determine all of its three parameters unambiguously then requires not only two but three pieces of data. In a standard Monte Carlo simulation this additional information could have been extracted from relating the observed energy fluctuations to the specific heat. 25 On the other hand, the lack of knowledge from considering only m and as fitting data gives rise to a certain reparametrization invariance of the fit parameters. To illustrate this point in detail, suppose that we are able to produce a satisfying fit of F͑͒ by a 2-4-6 potential of the type ͑8͒ with parameters A 2 ͑T͒, A 4 ͑T͒, and A 6 ͑T͒. The order parameter m͑T͒ and the susceptibility ͑T͒ are then determined from the equations
It is then easy to show that m͑T͒ and ͑T͒ are not only solutions of these equations but simultaneously solve the corresponding equations for any reparametrization of F͑͒ of the type
where the function = ͑T͒ should remain larger than −1 but otherwise can be chosen arbitrarily. As m͑T͒ 0 below T c , the relations ͑31͒ offer a transparent mathematical explanation of the unusual kink behavior of the parameter A 2 observed in Refs. 15 and 13 around T c , which was already conjectured in Ref. 15 to be an artifact of a restricted and reweighted fitting procedure of standard Monte Carlo data with a finite-order polynomial. At the same time, they illustrate how difficult it is to talk about universal behavior of individual fitting parameters obtained from just a parabolic fit around the minimum, as these parameters may not represent well-defined observables like the order parameter and the susceptibility. After all, these quantities can be obtained directly as ensemble averages from the simulation rather than indirectly from a free energy fit.
VIII. SUMMARY AND DISCUSSION
Although it was recognized a long time ago and continues to be pointed out in several presentations ͑cf., e.g., Refs. 26, 17, and 27, the fact that a Landau potential for a system governed by some given microscopic Hamiltonian is defined only with respect to chosen coarse-graining length l seems to be frequently overlooked. Historically, the notion of coarsegrained free energies is intimately connected to the analysis of spinodals and metastable states and there is an extensive literature dealing with the role of coarse graining in understanding these problems ͑cf., e.g., Ref. 28 or the review 26͒. In the present context we would like to stress once more the rather trivial fact that even the basic notion of a ͑true equilibrium͒ order parameter as a continuous variable itself requires some spatial averaging over regions of a certain vol- 3 , different microscopic spins within this volume will not be correlated and the averaging will fail in the sense that it results in at least partial spin cancellation as a result of phase separation. On the other hand, choosing the averaging volume too small fails in another sense, namely, in that the resulting distribution of values l will still represent a wildly fluctuating quantity on a microscopic scale. From this it is obvious that while a coarse-grained potential f l ͑ l ͒ can be defined for any choice of a coarse-graining length l, the Landau concept makes sense only if l is chosen within the boundaries a Ӷ l Ӷ . Since the value of l is not specified further, the reader may wonder in what sense such a Landau potential is actually well defined. The answer to this, which has been worked out in detail in Ref. 29 is of course that any two potentials f l 1 ͑ l 1 ͒, f l 2 ͑ l 2 ͒ are pairwise related by a renormalization group transformation.
From this some important consequences follow. It is far from clear in what sense the outcome of a simulation in a single supercell of finite volume with periodic boundary conditions could be related to a Landau potential as defined in the above sense. In fact, choosing a large cell volume ͑as is required for minimizing finite-size effects͒ inevitably results in phase separation for T Ͻ T c , while a small cell volume introduces large finite size effects and thus requires one to do a finite-size-scaling analysis. 30 In any case, a reasonable identification of the simulation results with a Landau potential must fail as soon as T is low enough for to be of the order of the lattice constant a. In this case, the only, by any means "permissible" value of l would be l = 1. However, "coarse graining" the system with l = 1 requires all spins i to be equal, such that we trivially conclude that f 1 ͑ 1 ͒ ϵ ⌽͑ 1 ͒ is identical to the on-site potential.
From the point of view of computer simulation of a Monte Carlo type, the above reasoning suggests that in order to gain information on a Landau potential, one should perform separate simulations for various coarse-graining volumes ͑l i ͒ 3 compatible with the underlying "parent volume" V = ͑aL͒ 3 and study the relation of the corresponding coarse-grained free energies. Here, regardless of the choices of T and a Ӷ l Ӷ ͑T͒, the parent volume can be made as large as possible to minimize finite-size effects without altering phase separation effects significantly. In setting up the simulation, the system is initialized such that the "block spins" take the same value in each coarse-graining cell. Then one performs a Monte Carlo type simulation under the following constraint. Before each Monte Carlo step, in each coarsegraining cell a spin is chosen at random. Next, by some convenient prescription, displace each chosen spin by the same amount to keep the block spin values homogeneous. In analogy to Eq. ͑6͒, the resulting coarse-grained potential can then be calculated from the logarithm of the observed coarsegrained order parameter probability distribution.
The drawback of such an algorithm is the following. If we allow for a large number of coarse-graining cells, each Monte Carlo step will lead to a relatively large change in energy, since a large number of spins are changed simultaneously. Consequently the Metropolis acceptance rates will be low, slowing down the simulation drastically. For continuous on-site spins i , this could be compensated by choosing a small average displacement value at the price of overbordering CPU time. For Ising-like systems and/or low temperatures, the problem is serious. Thus, in Refs. 23 and 31, an early attempt to compute the Landau potential and the phase separation effects was undertaken under the following simplified scheme. Two neighboring coarse-graining cells are chosen and monitored during a standard Monte Carlo simulation. However, by relaxing the homogeneity constraint on the other surrounding cells of the system, one effectively performs an integration over all remaining block spins of the coarse-grained partition function. Hence, although the resulting two-dimensional probability density P͑ , Ј͒ contains valuable information on the surface tension, nucleation barriers, and phase coexistence behavior, the true coarse-grained potential cannot be extracted from it in a straightforward way.
It is by no means straightforward to construct a single-cell algorithm that successfully overcomes the above difficulties and provides a realistic approximation to the true coarse-grained potential. However, such an attempt gives additional insight for estimating the deviations between a "small" single-cell simulation and a "large" coarse-grained simulation. We start from the observation that the full coarsegrained partition function would factorize into a product of identical single cell partition functions if only the nearestneighbor interactions between different coarse-graining blocks could be replaced by some common "mean field" coupling͑s͒. For instance, in a first crude attempt, we could choose a single cell of volume l 3 without periodic boundary conditions and simply replace all boundary spins i by the common order parameter averaged over the total cell, which of course has to be updated after each Monte Carlo step self-consistently. This amounts to approximating the system behavior by a "boundary mean field approximation." With the somewhat different goal of reducing finite-size effects in a single-cell Monte Carlo simulation in mind, such a naive self-consistent approach, which was actually pioneered quite early in Ref. 32 , was later 33 recognized to be inconsistent and therefore altered with considerable success by trading these boundary spins for conjugate effective boundary fields. For applications to the problem at hand, however, one should realize that-in contrast to an equilibrium situationany homogeneously defined single-cell boundary condition is clearly insufficient to describe the behavior of the coarsegrained system. As soon as one tries to study parameter regions for which phase separation within single coarsegraining cells sets in, such boundary conditions suppress any collective phase separation effects spreading out through one or more bordering coarse-graining cells.
Any thermal Monte Carlo simulation aimed at exactly determining coarse-grained free energies must either deal with or circumvent the problem of low acceptance probabilities. In particular this is true for small coarse-graining lengths or low temperatures. A possible route to the exact calculation of coarse-grained free energies for arbitrary low T might therefore consist of studying coarse-grained systems in the frame-work of the microcanonical rather than the canonical ensemble. In fact, if we can determine the combined microcanonical density of states g͑E , l ͒ of total energy E and coarse-grained order parameter l , all thermal quantities of interest can then be computed from this density of states by Laplace transformation. The recently developed selfadaptive Wang-Landau algorithm 34 seems to be ideally suited to tackle this problem. On the one hand, since coarse graining actually reduces the number of allowed microstates available to the system, such simulations should even work better for small coarse-graining lengths. On the other hand, possibly large energy changes do not pose any problem in principle concerning the acceptance rates in the microcanonical Wang-Landau algorithm. Research in this direction is under way in our laboratory.
