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Abstract  
While much has been learnt about the impacts of specific stressors on individual marine organisms, 
considerable debate exists over the nature and impact of multiple simultaneous stressors on both 
individual species and marine ecosystems. We describe a modelling tool (OSIRIS) for integrating the effects 
of multiple simultaneous stressors. The model is relatively computationally light, and demonstrated using 
a coarse-grained, non-spatial and simplified representation of a temperate marine ecosystem. This version 
is capable of reproducing a wide range of dynamic responses. Results indicate the degree to which 
interactions are synergistic is crucial in determining sensitivity to forcing, particularly for the higher trophic 
levels, which can respond non-linearly to stronger forcing. Stronger synergistic interactions sensitize the 
system to variability in forcing, and combinations of stronger forcing, noise and synergies between effects 
are particularly potent. This work also underlines the significant potential risk incurred in treating stressors 
on ecosystems as individual and additive. 
 
Highlights 
- A new flexible modelling framework to incorporate effects of multiple stressors on marine ecosystems 
is developed 
- Importance of synergies between forcings in determining the future trajectory of marine ecosystems 
is demonstrated 
- Stronger synergistic interactions sensitize the system to variability in forcing  
- This work underlines the significant potential risk incurred in treating stressor effects on ecosystems 
as individual and additive 
 
Keywords: Ocean ecosystem; multiple stressors; synergy; stability; model; OSIRIS  
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1.0 Introduction  
In the last three decades, climate change has been acknowledged as one of the greatest threats to the 
natural world, and to human wellbeing. Anthropogenic greenhouse gas emissions, and CO2 specifically, are 
widely recognized as the biggest long-term threat to functional oceans (Rogers and Laffoley 2013), due to 
the suite of associated impacts. Ocean acidity is being driven up, influencing large swathes of ocean 
ecosystems in a range of ways (Suggett and others 2012; Kroeker and others 2013). The ocean has absorbed 
over 90% of the excess heat from global warming, with consequences for organisms that are adapted to 
specific temperature ranges both in terms of latitudinal range as well as depth ranges (Stocker and others 
2013). Oxygen content is in decline overall, with a dramatic increase in extreme (hypoxic) events (Stramma 
and others 2010). Other additional and often localized stressors include habitat destruction, overfishing, 
and pollution of various kinds.  
While there is a mounting body of evidence on the impacts of these single stressors on single species, 
considerable debate exists over the impact of multiple simultaneous stressors in marine environments, and 
the nature of their combined effects on both individual species and on the vulnerability of wider ecosystem 
functions (Crain and others 2008; Piggott and others 2015; Côte and others 2016). It is likely that stress on 
marine ecosystems will increase over the coming decades, with far-reaching implications for conservation 
and resource management (Worm and others 2006; Halpern and others 2008, 2015). The potential novelty 
of future stressors (in type, extent and combination) means it is not necessarily possible to ‘look up’ past 
example responses in any given context. In these cases, modelling can provide valuable insights (Polovina 
1984; Fulton 2004; Christensen and others 2008). Here we describe a modelling tool which incorporates 
the effects of multiple simultaneous stresses on marine ecosystems, and particularly those stresses 
associated with human activity: impacts from global level climate change associated with greenhouse gas 
emissions, which is driving changes in water temperature, pH, and dissolved oxygen content (Pörtner and 
others 2014); and more localised factors such as pollution, habitat modification, and fishing pressure. 
Changes (typically increasing) in these stressors are well-documented (Vitousek and others 1997), as are 
their effects on both individual species groups (Rodolfo-Metalpa and others 2011; Parker and others 2013) 
and on whole ecosystems (Hoegh-Guldberg and Bruno 2010). 
While examples exist of modelling evidence providing relatively fine-scale predictions of the effects of 
individual stressors on whole ecosystems (e.g. pH, Marshall and others 2017), gaps exist in our ability to 
predict the combined effects of multiple stressors more generally, both at global scale (using Earth-system 
models) and local scale (using process-based trophic models). Development of multiple-stressor models is 
 3 
a difficult proposition, largely because of uncertainty in the basic science needed to support such an effort. 
This uncertainty includes the direct effects of individual stresses on individual species and also the nature 
of interaction effects between stressors, be they additive (total effect equal to the sum of individual 
effects), antagonistic (total effect less than the sum of individual effects) or synergistic (total effect greater 
than the sum of individual effects). Meta-analyses of empirical observations paint a complicated picture, in 
which the full range of interaction types are observed, and where the nature of specific interactions may 
depend on the presence of others (Crain and others 2008; Piggott and others 2015; Côte and others 2016). 
A modelling framework is needed with which to make first-order estimations of the possible effects of 
multiple stressors, and this framework must also facilitate the exploration of both structural uncertainty 
(elements present in the model and their interactions) and parameter uncertainty (random plus systematic 
uncertainty in parameter values).  
Our approach is to build a relatively simple coarse-grained (and non-spatial in the first instance) ‘whole 
system’ model, that is sufficiently computationally light to allow parameter uncertainty analysis through 
large-scale statistical re-sampling, and adaptable enough to allow for efficient model-building and relatively 
easy re-structuring. In this paper, our aim is to outline the nature of the model, demonstrate model 
behaviour using both abstract cases and a simple temperate marine ecosystem representation, present 
examples of the kinds of output the model produces and the insights that follow. 
 
2.0 Model outline 
The OSIRIS (Ocean System Interactions, Risks, Instabilities and Synergies) model represents ecological 
systems as a network of interconnected nodes. It is a coupled-ODE (ordinary differential equation) model, 
and the basic outputs are time-series of the condition of each node. Nodes are loosely defined as 
representations of groups of elements with shared characteristics, and are either biotic nodes, which are 
biological populations associated with species groups, or abiotic nodes, which are typically 
nutrient/chemical concentrations. This loose definition is intended to allow flexibility. For example, biotic 
nodes can be aggregated age cohorts within individual species populations (with links to other similar nodes 
appropriate for their life stages). Alternatively, nodes could represent spatially segregated individuals or 
sub-populations within species. At a coarser level, nodes can be aggregations of large numbers of 
functionally similar species (and a hierarchical structure of nodes is of course allowed within this 
framework). Equivalent arguments apply to abiotic nodes (e.g. chemical species within nutrient stocks).  
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Each node is ascribed a single state variable, n, typically biomass or concentration, and the state of each 
node is locally stable around an equilibrium value, k (the carrying capacity or physical equilibrium). All node 
state values are normalized to an arbitrary empirically-defined baseline condition, and the baseline state 
therefore has the dimensionless value 𝑛 = 1. Each node equilibrium state (𝑘) is directly affected by 
external forcings (imposed exogenous conditions, such as water temperature or pH), and it is the external 
forcings that are used to drive the model. Nodes within the system are connected with links carrying 
influences between the node states.  It follows, from the stability of individual nodes, that a system-level 
equilibrium condition exists. Each node is part of an ecosystem that is intrinsically stable under 
‘background’ conditions. This is the starting point for much theoretical work (e.g. Feng and Bailey 2018), 
and from an empirical perspective, is evidenced by abundant records of ecosystem stability during stable 
climatic regimes of, for example, the Holocene epoch (Willis and others 2010). Under these stable 
conditions, there would be no lasting net influences between interacting nodes, and this is carried in to the 
model framework: the influence of a node (‘1’) on another node (‘2’) is zero if node ‘1’ is in its equilibrium 
state. When away from equilibrium, the state of a node has a tendency to return to the equilibrium state, 
and while away from equilibrium it exerts some influence on nodes to which it is connected. For example, 
if node ‘1’ (predator) is increased, a negative influence is exerted on node ‘2’ (prey); if ‘1’ is exactly at its 
equilibrium, it exerts no influence on ‘2’. Even though in this case there implicitly continues to be predation 
of ‘1’ on ‘2’, there is no net effect on ‘2’ at the population level (averaged over time), and so the influence 
of ‘1’ on ‘2’ is zero. Consequently, it is not strictly necessary to include all elements of an ecosystem, as 
there is no explicit energy balance to be achieved. External factors can effect both the equilibrium (k) and 
the node state (n) directly, and these interactions are specific to each node. In the following section, a more 
detailed description is provided. 
 
3.0 Model description 
3.1 Node state dynamics 
The dynamics of the node states are determined by three components: (i) 𝑅&, the rate of relaxation towards 
a local equilibrium (the local equilibrium being either k or zero, described below); (ii) changes in local 
equilibrium due to external forcing; (iii) 𝐼&, the combined direct influences of other nodes and by external 
forcing (𝑗 is the node index). Each node state evolves according to 
 
 5 
𝑓(𝑛) = 𝑑𝑛𝑑𝑡 = 𝑅(𝑛) + 𝑛Γ (Eq.1a) 
 
A schematic indicating interactions between nodes, and the influence of external forcing, is shown in 
Figure 1, which serves as a reference for the descriptions provided in the following sections. The rate of 
change of 𝑛 is subject to a constraint on its upper value, the maximum (biologically set) growth rate, 𝑟123. We therefore re-write Eq.1a as 
 
 𝑓(𝑛) = 𝑑𝑛𝑑𝑡 = 𝑚𝑖𝑛(𝑅(𝑛) + 𝑛Γ, 𝑛𝑟123) (Eq.1b) 
 
The time evolution of 𝑛 is calculated as 
 𝑛(𝑡) = 7 𝑓(𝑛)	𝑑𝑡9:  (Eq.2) 
 
where 𝑡 is time. Results presented in this paper are all numerical solutions (implemented in MATLABÒ 
version R2017b (9.3.0.713579), using code written by RB). 
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Figure 1  (a) A schematic representation of node interactions and influences by external forcings. States 𝑛;, 𝑛<, 𝑛=  
(filled blue circles) are away from their respective equilibria, and are exerting individual influences 𝛾?  (which combine 
to Γ?) on the state of node 1, 𝑛@. The dashed red arrow indicates the influence exerted (in this case) by the other 
nodes, Γ?, and the black dashed arrow the attraction to the equilibrium, 𝑘. Also shown for node 1 is 𝐴@, indicating 
the position of an unstable equilibrium, below which the state is attracted to 𝑛 = 0 (see also Figure 2). External 
forcings 𝐹@ and 𝐹; both affect the equilibrium (𝑘) of node 1; their individual influences (𝜙?) are combined (under the 
influence of the multiplicative coefficient 𝜒) to Φ=, which affects change of 𝑘. External forcing 𝐹; also directly affects 
the state of node 4, 𝑛=. See main text for further description. (b) Examples of inter-node interactions, where [1] 
indicates a negative influence of the source node on the target node (e.g. a predator’s influence on a prey), [2] 
indicates a positive influence of the source node on the target node (e.g. a prey’s influence on a predator), and [3] 
represents a more complicated response, with a saturating response at high node-state values, and a threshold 
response at low values. An example might be an abiotic node representing oxygen concentration, where there exists 
an absolute maximum benefit limit, a non-linear dependence below this limit, where biotic performance is impeded, 
and a threshold value below which the influence is so large (and negative) that it overwhelms all other influences. (c) 
Examples of forcing interactions, where relationships between forcing and equilibrium state include examples of 
weak positive [1], Gaussian ([2] and [3]), and strong negative [4]. 
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3.2 Relaxation to the local equilibrium 
As described above, there are two types of nodes in this model, biotic and abiotic. In both cases, an 
equilibrium (𝑘) exists, towards which the node state is attracted. This ‘relaxation’ of the node state towards 
its equilibrium 𝑘 is depicted in Figure 2(a), which shows a single potential well (a ‘basin of attraction’) and 
example time series (Figure 2(b)). 
The rate of relaxation of the node state towards its local (node-specific) equilibrium is defined by one of 
three functions. For the first type, relatively simple biotic nodes, the dynamics are dictated by a logistic 
model (Eq.3a), which yields an asymmetric potential and characteristic ‘S-shaped’ asymptotic growth. In 
this case, each node has a single stable state at 𝑛& = 𝑘&   (the ‘carrying capacity’). In the absence of other 
influences, 𝑛& → 𝑘 as 𝑡 → ∞. 
For some biological populations, a stable viable equilibrium is only possible above some critical population 
level (the ‘strong Allee effect’; Courchamp and others 2008). Below this level, populations experience 
positive feedback on inefficiencies that further reduce the population (increased difficulties finding mates, 
or genetic bottlenecks are examples). This is not expected to be the case for all organisms, and debate 
persists over the existence and strength of Allee effects for marine organisms (e.g. Gregory and others 
2010; Hutchings 2014). An option to impose Allee effects is retained and is achieved by specifying a lower 
unstable boundary state at 𝑛& = 𝐴&  (Fig. 1(a)). In this case, in the absence of other influences, 𝑛& → 0 when 𝑛& < 𝐴&, and 𝑛& → 𝑘&  when 𝑛& > 𝐴&  (Eq.3(b)) (Figure 2(c), 2(d)). 
Lastly, for abiotic nodes, the relaxation rate is proportional to the deviation from equilibrium 𝑘&, yielding a 
symmetrical potential, and exponential recovery following perturbation (Eq.3c). 
 
𝑅& =
⎩⎪⎪⎨
⎪⎪⎧
								
 
𝑛&𝑟:O P1 − 𝑛&𝑘&(Φ)R (Eq.3a) 𝑛&𝑟:O P1 − 𝑛&𝑘&(Φ)RP𝑛&𝐴& − 1R (Eq.3b) 𝑟:OS𝑘&(Φ) − 𝑛&T (Eq.3c) 
 
where 𝑟:O  is the intrinsic recovery/growth rate. The equilibrium stable state 𝑘&  is a function of Φ, which 
combines the effects of multiple external forcings, and is defined in §3.3.  
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Figure 2 The relaxation of a node state to its local equilibrium. (a) The potential well indicates the rate of 
relaxation towards equilibrium at 0.8. (b) Examples, relevant to (a), showing the state changing over time. 
(c) The presence of an unstable equilibrium (e.g. an Allee effect) at 𝑛 = 0.5 is shown. (d) Time series of 
node states relevant to (c), where the unstable equilibrium is indicated (at 0.5) by the dashed line.  
 
3.3 External forcing 
There are NF external (exogenous) forcing factors and it is changes in these forcings over time that 
principally drives the model. Changes in external forcing are specific to each node and can have two types 
of effects: direct effects on node states (which are treated the same way as internal interaction effects, in 
increasing/reducing the node state value; e.g. fishing pressure), and effects on the node equilibrium (e.g. 
temperature, nutrient concentration). Changes in the equilibrium k ultimately drive changes in the state of 
the node (n) indirectly (with some lag) because, in the absence of other influences, ni®ki over time (when 
ni>Ai, if applicable). 
 
3.3.1 Response to individual forcings 
The form of the response of ki to changes in each relevant forcing is defined by a function specific to each 
node/forcing pair, 	𝜑1,&  (forcing m, node j) (note the node equilibrium value (𝑘) is normalized by the 
equilibrium state under baseline forcing, meaning 𝑘& = 1 under baseline forcing conditions (see §3.3.2 and 
§3.3.3)) In the case of biotic nodes, 𝜑1,&  represents a tolerance curve, while for abiotic nodes, 𝜑1,&  
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represents the relevant physical processes (e.g. the dependence of dissolved O2 on temperature). The 
choice of function for 𝜑1,&  is arbitrary, and informed by data/theory. Here we provide example cases of 
polynomial and Gaussian functions (Eq.4a,b) used in the model implementation described in §4-6. 
 
𝜑1,&(𝐹1) = ⎩⎪⎨
⎪⎧ X𝑎Z[\Z]: 𝐹1Z𝑎S𝑏. 𝑒𝑥𝑝(− (𝐹1 − 𝑏); (2𝑐;)⁄ )T + 𝑑 
(Eq.4a) 
 
(Eq.4b) 
 
where 𝑎, 𝑏, 𝑐, 𝑑 are fitting parameters chosen such that the function passes through the point (1,1) (see 
Figure 1(c)). 
A peak-shaped function for the response of ki (e.g. Figure 1(c)[2] and [3]) is a natural choice in some cases 
(e.g. temperature responses), as it reflects well-known tolerance curves described for many species (e.g. 
Pörtner 2009); alternatively, monotonic functions may be used to describe dependencies over relatively 
limited forcing ranges (e.g. pH responses; Busch and McElhany 2016). The baseline forcing condition does 
not necessarily coincide with the maximum (optimal) state of any node (compare lines [2] and [3] in Figure 
1(c)), or the system as a whole, and therefore a move away from baseline forcing can be beneficial or 
detrimental, as required. In an equivalent way, abiotic nodes also have an equilibrium condition (for 
example, if a dissolved oxygen state is briefly perturbed from equilibrium, such as through changes in 
biological activity, it should in time return to this equilibrium). Changes in external forcing (e.g. water 
temperature) can also therefore affect the equilibrium conditions of abiotic nodes in the model.  
As change in external forcing affects change in node equilibrium, the resilience of biotic nodes (the shape 
of their potential well) is also modified. Under benign (‘low stress’) conditions (leading to increase in 
equilibrium/carrying capacity), the potential of the node becomes steeper; Figure 3). Under favourable 
conditions, therefore, both post-perturbation recovery rates of node states and their resistance to 
perturbations is greater (higher resilience). The converse is also true, and biotic nodes have flatter potential 
wells, so lower recovery rates, and greater sensitivity to perturbations, under more stressful forcing 
conditions. If an Allee threshold is present, then changes in forcing can drive the equilibrium either towards 
or away from this unstable point. Reducing the difference between the stable and (fixed) unstable state 
causes a flattening of the basin (compare nodes 3 and 4 in Figure 1), to the extent that it eventually 
becomes a downward slope towards zero, i.e. a full loss of resilience. One consequence is that biotic node 
states become more susceptible to variability (noise) in the forcing as overall stress increases. Additionally, 
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node states can be ‘dragged’ towards the unstable boundary more easily through the interactions of other 
nodes, if the node is in this less resilient condition. External forcing can create conditions for the collapse 
of nodes and this effect can be transmitted through interactions with other nodes to the wider network, 
potentially leading to cascades or the appearance of alternative stable system states (e.g. §4.2.4). 
 
 
Figure 3 As the equilibrium (𝑘) is reduced (under stress from external forcing), the shape of the potential 
well is affected, here flattening as the equilibrium (𝑘) approaches the unstable equilibrium at 𝑛 = 0.1. This 
is associated with a reduction in the resilience of the node state, as discussed in §3.3.1). 
 
3.3.2 Variation in forcings over time 
The model can in principle be parameterized for time steps of any length (those that adequately capture 
relevant processes). It may be necessary to account for the variance in forcing that occurs within the chosen 
time resolution, particularly if nodes are disproportionately sensitive to extremes in forcing. To 
parameterize within-time step variation in forcing, each external forcing comprises a time series for each 
of the parameters necessary to define a chosen distribution (𝐺(𝐹)) of forcing values at each model 
timestep. In the present case we use a generalized normal distribution, and the three time series specify 
parameters for the central value (mean, 𝜇g), scale (standard deviation, 𝜎g), and shape (to allow for 
skewness, 𝜅g). A time-dependent distribution for each forcing variable can therefore be defined. These 
distributions are multiplied by relevant response functions (‘tolerance curves’, for biotic nodes) specific to 
each node (see below), to provide an ‘effective forcing’ effect on each node over time. This makes the 
model sensitive to temporal variation in both the ‘mean’ forcing and the precise form of the distribution. 
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To include inter-time-step variability in forcing, additive white noise (scaled appropriately) is added 
independently to each of the forcing parameters appropriately (see §3.2.4). 
The ‘effective forcing’ for each year (per forcing) is then the integral of the product of the forcing 
distribution, 𝐺(𝐹), and the forcing response function, 𝜑(𝐹),	defining 𝛼∗, 
 𝛼∗ = 7 𝜑(𝐹)𝐺(𝐹)𝑑𝐹l:  (Eq.5) 
 
(which is calculated numerically in the present case). Naturally, if the shape, width or position of the forcing 
distribution changes over time, then so too does 𝛼∗ (an implicit assumption here is that statistical variation 
in the ordering of the fine scale variations in forcing is not important, and averaged effectively over 
successive forcing time steps.). There is a normalization of 𝛼∗ by 𝛼:∗, the value of  𝛼∗ under baseline 
conditions.  
 𝛼 = 𝛼∗/𝛼:∗ (Eq.6) 
The value 𝛼 therefore defines the equilibrium value (𝑘) resulting from a single forcing. 
 
3.3.3 Response to multiple forcings 
In the presence of a single forcing factor, an equilibrium node state 𝑘&  would be defined solely by the 
relevant value of 𝛼. Under the influence of multiple forcings, incremental contributions from each source 
(towards the equilibrium values dictated by the relevant functions) must be combined. The form of this 
combination of influences is illustrated in Eq.7 (and specific details are outlined below). In this simplified 
example, three influences x1,x2,x3 are combined to a single influence y. 
 𝑦 = (𝑎@𝑥@ + 𝑎;𝑥; + 𝑎<𝑥<) + (𝑏@𝑥@𝑥; + 𝑏;𝑥@𝑥< + 𝑏<𝑥;𝑥<) (Eq.7) 
 
In the first bracket, coefficients 𝑎?  scale the addition of the single effects, and these are set to 1 in all present 
cases. In the second bracket, coefficients 𝑏?  provide similar scaling for all pairwise multiplicative 
components, and can be chosen to determine the nature of the combined effect (𝑏? > 1 for synergistic, 𝑏? < 1 for antagonistic, 𝑏? = 0 to remove the multiplicative contribution). Inclusion of only pairwise 
multiplicative combinations is a simplification (as compared to including all possible combinations of 
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effects). In principle there is no barrier to including additional combinations, but the realities of finding data 
to justify parameter choices for real-world model applications is typically prohibitive. We also implicitly 
assume the coefficients are single-valued, and not functions of other stressors. 
Following the form of Eq.7, the combined effect of multiple external forcings on any given node, including 
their pairwise multiplicative interactions, is described by an integrating function, Φ. First, we define an 𝑁g × 𝑁g  lower triangular matrix, 𝜒gq, which stores relevant coefficients: diagonal elements S𝜒?,&]?T are 
the coefficients for additive terms and off-diagonal elements S𝜒?,&r?T the multiplicative terms (sensu Eq.7). 
Then, 
 𝑋&,9tu9 = 𝑘&,9 + X v𝜒1,1gq S𝛼:w − 𝛼@wTx1∈[@:|}] +  
 X X P𝜒1,gq ww ⋅  − 1R∈[@:1@]1∈[@:|}]  (Eq.8) 
 
where 𝑘&,9 is the equilibrium state value of node 𝑗 at time 𝑡, and 𝛼:wand 𝛼@w  follow from Eq.6,7 above 
(subscripts 0 and 1 referring to values of 𝛼 at time 𝑡 and 𝑡 + 𝑑𝑡 respectively. The second term sums over 
all 𝑁g  forcing factors (𝜒&,1gq = 0 where forcing 𝑚 does not affect node 𝑗), and calculates the contribution 
from additive effects. The third term sums over all ((𝑁g; − 𝑁g) 2⁄ ) relevant multiplicative pairings of 
forcings (in the example above, Eq.7, 𝑁g = 3 and 3 such pairings exist).  
Irrespective of the combined forcings, the equilibrium state of each node has a feasible lower limit of zero, 
and this is enforced by Φ& = 𝑚𝑎𝑥𝑋&, 0 (Eq.9) 
 
3.3.4 A note on variability (noise) in the forcing 
A distinction is made between true variation in node state and measurement noise. True variation must be 
physically and/or biologically possible, as for example, populations cannot be expected to increase faster 
than their biological limit under ideal conditions. For this reason, the dynamics are deterministic, and noise 
is included independently on each of the forcing terms rather than on the node states directly. For 
simulation of empirical measurement data, statistical (measurement) noise could be added to the model 
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output, with an appropriate choice of model, but this is not included in the present version. An example of 
adding Gaussian noise to the forcing time series is given in §5. 
 
3.4 Direct influences on node state 
Each node is connected to at least one other node with a directed link (Figure 1(a)), and an influence is 
exerted from a source node to a target node whenever the source node is not at equilibrium. The nature 
of the influence depends on the specific relationship between the nodes (e.g. predation, facilitation), and 
is determined by both the interaction function specific to each connection (Figure 1(b)) and the states of 
the sources and target nodes. Interactions have the potential therefore to drive increases or decreases in 
the target node state value. When multiple nodes exert influences on a single target node (e.g. 
combinations of predator and prey nodes), those influences are combined additively, and applied to the 
target node (Figure 1(a)). While internal (inter-node) influences drive changes between connected nodes, 
these influences are not fully prescriptive of the target node state. They provide a ‘pressure’ that drives the 
node state to increase or decrease, and the precise response of the target node is determined both by this 
net ‘pressure’ and by the local gradient of its potential (Figures 1,2). There is convergence to a meta-stable 
condition where the (incoming) inter-node influences are balanced by the tendency to return to 
equilibrium (this is discussed further in §4.2.4). 
External forcing can also provide a pressure directly on the node state, as indicated in Figure 1(a), where 
‘Forcing 3’ directly affects the state of ‘Node 4’. As the effect of pressure (from one node to another, or 
from direct external forcing) depends on the gradient of the potential (the ‘basin shape’) of the target node, 
the same level of influence can potentially affect different nodes in different ways, and can affect the same 
node differently at different times.  
Whether direct effects on node states are due to internal interactions (between nodes) or external forcing, 
the effects are treated in the same way in the model. The influence on the state of node 𝑗 is 𝛾3,&  (index 𝑥 
representing either 𝑖 or 𝑚, for node state and forcing values respectively), by an arbitrary function informed 
by data/theory. Typically, the function passes through point (1,0), meaning that when the influencing 
state/forcing is equal to 1, the baseline equilibrium condition, no influence is exerted (see Figure 1(b)). In 
some cases it is appropriate to have a (0,0) point of reference for external influences (zero influence when 
the forcing value is equal to zero). For example, if the baseline condition for pollution is zero, this would 
need to be reflected in the choice of function representing its influence. 
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Functions are specified for each individual interaction, and the majority of these would be expected to be 
predator/prey relationships.  Increases in predator biomass exerts a negative influence on prey  (𝛾 < 0), 
while increasing prey biomass exerts a positive influence on its  predators (𝛾 > 0). In the simplest cases, 
these relationships are linear, but non-linear relationships including those with discontinuities may be 
necessary (see Figure 1(b) and caption). In addition to the functional form of the node-node interactions, 
the interaction strength (𝛾) between predators and prey can be scaled in proportion to prey availability, 
where multiple prey nodes are present, to account for ‘prey switching’ behaviour of predators (a choice to 
favour more abundant prey), and this is shown below.  
Equation 10 defines 𝛾 in the case of an inter-node effect, with options for polynomial or Gaussian functions 
(used in the example simulations described below; §4-7). This equation also holds for external influences 
on node state (substituting forcing values for the node state value (𝑛?) and setting 𝜌&,? = 0). 
 
𝛾?,&(𝑛?) = ⎩⎪⎨
⎪⎧ 𝜌&,? +X𝑎Z[\Z]: 𝑛?Z𝜌&,?+𝑎?,& + 𝑏?,&𝑒𝑥𝑝 v− S𝑛? − 𝑐?,&T; S2𝑑?,&; T x 
(Eq.10a) 
 
(Eq.10b) 
 
where 𝑎, 𝑏, 𝑐, 𝑑, 𝑞 are fitting parameters, and 𝜌&,?  adjusts the interaction coefficient for the effects of prey 
switching. 
 𝜌& = 𝛽 𝛾q𝛾: − 1, (Eq.11) 
where 𝛽 ∈ [0,1] controls the proportional effect of prey switching (0 for no prey switching, 1 for the 
predation interaction scaled wholly in proportion to prey availability, and intermediate values for switching 
fractional proportions of the predation effect); 
 
𝛾q = X𝛾:,&|q]@ 𝛾&∗ X𝛾q∗
|
q]@  (Eq.12) 
and 
𝛾&∗ = 𝛾:,& − 𝛾:,&  𝑛&∑ 𝑛q|q]@ − 1 (Eq.13) 
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Np is the number of prey nodes of node j. 
Values of 𝛾3,&  (x being either node i or forcing m) represent the sole effect of x on node state 𝑛&, and when 
multiple influences are present for any node, these are combined additively as Γ&  (see Eq.14 & 15).  The 
incremental change in the rate of change of 𝑛&, is 𝛾3,&@ − 𝛾3,&:  , where  𝛾3,&: = 𝛾3,&(𝑡) and 𝛾3,&@ = 𝛾3,&(𝑡 + 𝑑𝑡). 
For each node, values of 𝛾3,&:  and 𝛾3,&@  are generated for each connected node and external forcing (zero in 
the case of unconnected nodes or non-interacting external factors), and four vectors hold these values: (i) 𝜁[(:) and 𝜁[(@) both of length  𝑁[, for inter-node interactions, and 𝜁g(:) and 𝜁g(@) both of length 𝑁g, for 
external interactions. To simplify notation these vectors are combined as 𝜁: = 𝜁[(:), 𝜁g(:) and 𝜁@ =𝜁[(@), 𝜁g(@) , where [∙,∙] denotes concatenation. In addition, 𝜁2 is a vector of length 𝑁[ + 𝑁g  holding 
associated weights, included here for generality, but set to unity in the present case. The combined direct 
effects of multiple external forcings and multiple inter-node interactions are combined additively for each 
node (dropping index 𝑗) as 
 Γ = Γ9 + X v𝜁2S𝜁@ − 𝜁:Tx∈[@:|t|}] 	 (Eq.14) 
Interactions from other nodes, and from external forcings that directly affect node states, are then  
 𝐼& = Γ&𝑛&  (Eq.15) 
  
3.5 Model parameter uncertainty considerations 
In the current formulation of the model, each node requires at least four prescriptive parameters to 
account for its behaviour and response to forcing, plus a multiplicative coefficient (𝜒) for each pairwise 
forcing combination (affecting each node), plus at least one parameter per interaction with other nodes. 
In any given model instantiation, each of these parameters is uncertain to some degree, and there must be 
a facility within the model implementation to incorporate this uncertainty in to probabilistic results. The 
model is sufficiently computationally light that statistical sampling within random distributions of each 
parameter is feasible, and in this case the model produces distributions of node states over time, from 
which probabilistic interpretations can be made. As the number of parameters is relatively high (of the 
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order of hundreds), we use Latin Hypercube Sampling to efficiently samples the space, with each dimension 
of the hypercube representing each uncertain parameter. Examples are discussed in the following sections. 
 
4.0 Model behaviour 
We can make a number of immediate observations based on the model description outlined above, and in 
the following sections these observations will be explored using a model representing a simplified marine 
ecosystem. We first describe briefly the model, then evaluate of some of its basic properties, then explore 
impacts of changes in forcing, effects of variability in forcing, and the effect of synergistic interactions 
between stressors. 
 
4.1 A simplified marine ecosystem model 
This model represents a generic temperate marine ecosystem, with 16 nodes for the common major 
functional groups (plus a detritus node). The structure of the ecosystem model is shown graphically in 
Figure 4, where two-way interactions, principally predator-prey, are indicated by lines connecting nodes. 
The model includes representations of the plankton community, several larger fish functional groups, and 
apex predators (toothed whales, pinnipeds and sharks). A separation between pelagic and benthic 
communities is made in both the benthic fauna (representing the major invertebrate groups) and the 
benthopelagic fish. A (bentho-pelagic) coupling between these communities is included through prey-
predator interactions.  
The model is specified at an annual resolution, and for simplicity the between-node interaction functions 
(Eq.10(a), 𝑞 = 1) are linear. Model parameters for these interactions were estimated from relevant 
example dietary composition, consumption-biomass ratios, assimilation efficiency and handling time (full 
description in Table A1, Appendix A).  
Linear trends in temperature, pH, pollution concentration (heavy metals, persistent organic pollutants) and 
fishing pressure (on relevant nodes) are used to drive the model over a 50-year period (see Table A2, 
Appendix A for node equilibrium responses). Three different scenarios are used, and these are based on 
IPCC scenarios for temperature and pH, and arbitrary estimates for fishing pressure and pollution (see Table 
1). In some model runs, Gaussian noise is added (independently) to each forcing (see §5.1). Node-specific 
responses to each forcings affect either the node’s equilibrium (in the case of pH, temperature, and 
pollution) or its state (in the case of fishing pressure, here directly targeting ‘large benthic fauna’, ‘small 
fish’, ‘bentho-pelagic fish’, ‘large fish’ and ‘squid’). Parameters defining these responses were based on 
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experimental studies of survival rates, biological performance and stock assessment data. The response of 
each node to temperature forcing follows a Gaussian form, and all others are linear. While it is possible to 
incorporate in this model the indirect effects of forcings, such as bio-accumulation of pollution or bycatch 
effects of fishing, these were not included in the present version.  
 
 
Figure 4 Nodes and interactions in the simplified marine ecosystem model described in the main text. Each biotic node 
represents an aggregation of commonly-occurring marine functional groups, and there is also included a detritus node. 
Lines represent two-way connections between nodes (principally predator/prey interactions). 
 
4.2 Rudimentary observations 
As an initial assessment of the model’s behaviour, we can make a number of observations from the 
equations presented in §3. These give insights in to the model, and in some cases provide minimal ‘reality 
checks’.  Relevant numerical solutions based on the simplified ecosystem model are also provided, and 
discussed further in §5). 
 
4.2.1 Nodes remain stable at zero 
It should be the case that future biomass changes depend in part on the current biomass levels, and that if 
biomass drops to zero, this state is then indefinitely maintained (no spontaneous regeneration). Reference 
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to Eq.1 confirms 𝑛 appears as a multiplier in all terms, hence 𝑑𝑛 𝑑𝑡 = 0⁄ , if 𝑛 = 0, as required (see also 
Appendix B, Figure B1). 
 
4.2.2 Constant equilibrium observed with external forcing at background levels 
When external forcings are at baseline conditions, Eq.6 yields 𝛼 = 1, which defines the node equilibrium 
as 𝑘 = 1. As time progresses, the summation terms in Eq.8 remain at zero, and 𝑘 remains constant. With 
all nodes at their stable equilibrium, 𝑘, there are no net influences exerted between nodes, hence all states 
remain constant over time at unity (Appendix B, Figure B2). This demonstrates the nature of the 
interactions in this model as being the net interactions, and only non-zero when node states are away from 
their equilibrium states. 
 
4.2.3 Unsupported biotic nodes go extinct 
Where trophic interactions to a node represent its complete dietary intake, setting those prey nodes to 
zero should result in its extinction. In the model this happens because interactions from prey nodes become 
increasingly negative as prey biomass is reduced. A necessary condition for the relevant extinction is that 
(when prey nodes are set to zero) the sum of negative influences is greater than the sum of positive 
influences, such as those from any relevant predator release. That is, the lack of predation on a node cannot 
make up for a lack of prey; likewise, beneficial forcing conditions cannot provide an escape from zero prey. 
The sum of negative influences must therefore be sufficient to counter the tendency to return to 𝑘 under 
such conditions (𝐼 < 0 and |𝐼| > |𝑅| when all relevant prey nodes are at zero). Examples are provided in 
Appendix B for the parameters chosen for the simplified ecosystem described, where it is seen that nodes 
do go to zero when prey is removed (Appendix B, Figure B3). 
 
4.2.4 Alternative (quasi-)stable states (where 𝑅 = −𝐼) 
The state of any node (n&) will over time tend towards a ‘quasi-stable’ equilibrium condition where the 
three main influences on the dynamics (direct influences from other nodes, direct influences from external 
forcing, and relaxation towards the local equilibrium) are in balance, i.e. where 𝑅 = 𝐼. That is, we expect 
the state of each node to approach a balance, whereby the effects of ‘pushes’ from external influences (𝐼) 
are balanced by the ‘pull’ from the tendency to return to equilibrium (𝑅). For example, if a node was 
removed, new equilibria would be reached across the ecosystem (see example in Figure 5(a). Alternatively, 
adding a fishing pressure would reduce targeted node biomass levels to a point of balanced between 
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removal rate and regrowth rate (𝑟), and other indirectly affected nodes would reach new equilibria due to 
these changes in biomass (see examples in Figure 5(b)). 
 
Figure 5  Establishment of alternative stable states. Showing results for example nodes: (a) The removal of ‘toothed whales’ 
biomass (node 10) results in establishment of a new stable state for the ecosystem. The initial stable conditions (under 
background forcing) are indicated, followed by the transient response to the biomass removal, and the establishment of 
a new stable condition after year 4 of the simulation. (b) Application of strong fishing pressure (directly affecting nodes: 
‘large benthic fauna’, ‘small fish’, ‘bentho-pelagic fish’, ‘large fish’ and ‘squid’) in year 2-12 results in a novel (quasi-)stable 
state. The progression of [stable ® transient (onset of fishing) ® quasi-stable ® transient (fishing halted) ® stable] can 
be observed.  
 
4.2.5 Effects of external forcing on node resilience 
External forcing not only changes the carrying capacity (𝑘) of biotic nodes, but also the shape of the 
potential well around the stable equilibrium point (see Figure 3, Eq. 3a,b). All else being equal, if a node is 
at its equilibrium state 𝑘, a small perturbation of that state (𝑑𝑛 ≪ 𝑘) will be followed by a recovery to 𝑘. 
Reference to Eq.2 shows that where an imposed perturbation results in a small fractional reduction in 𝑛 
(and ignoring inter-node influences and influences from the unstable equilibrium at 𝐴), the initial relaxation 
rate (and therefore the relaxation time) is directly proportional to 𝑘. Hence, under more stressful forcing 
conditions, there is a reduction in both the node carrying capacity (𝑘) and in the post-perturbation recovery 
rate. In addition, because the magnitude of 𝑅 (in the vicinity of 𝑘, when 𝑛 ≠ 𝑘) is reduced with 𝑘, the effect 
of a given (negative) perturbation is also increased, as the quasi-equilibrium reached (§4.2.3), when 𝑅 =−𝐼, occurs at a lower value of 𝑛. Thus, the same perturbation can have different effects on the same node 
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under different levels of ambient stress. If the node has an unstable state (the Allee effect – see §3.2), 
greater levels of stress will mean successively smaller perturbations are required to force 𝑛& < 𝐴&, hence 
tipping the node in to a potentially collapsing transition to 𝑛 = 0. Under higher levels of externally imposed 
stress, the node therefore has a lower carrying capacity, a slower recovery post-perturbation, and an 
increased sensitivity to shocks. Such changes in node response (particularly if multiple nodes are affected 
by the external stressor) are likely to reduce the resilience at the level of the whole system (this is explored 
further below). 
 
4.3 Perturbation experiments 
In these experiments we use isolated single perturbations of individual node states as a way to probe model 
behaviour, and specifically the nature of internal interactions and the associated dynamics. The main 
purpose is to assess whether model behaviour is as expected, in terms of the sign of changes in associated 
nodes, their rates and magnitudes of change. 
 
Figure 6 Selected results from a perturbation experiment. Under constant background-level forcing, the perturbation 
imposed was an instantaneous reduction of the ‘Large Zooplankton’ biomass (to 50%) at the end of year 1. Subsequent 
changes in other nodes represent first-, second- and third-order (food web) effects, and these are discussed in the main 
text. 
 
Example results are shown in Figure 6, where the perturbation is to the node representing large 
zooplankton (LZP), and is an instantaneous reduction to 50% at year one of the simulation. First-order 
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responses occur in nodes directly linked to LZP: large phytoplankton biomass increases, due to predatory 
release, whilst nodes predating on the LZP (small fish and jellyfish) decline immediately due to a loss of prey 
(albeit in different amounts, due to differences in their nodes characteristics). Second-order effects (in 
nodes two links apart from LZP) are seen, for example, in declining ‘large fish’ (which initially suffer from 
the loss of ‘small fish’ prey); a third-order effect is the initial increases in bentho-pelagic fish, due to 
predator release from ‘large fish’, which then provides impetus for a recovery of the ‘large fish’. Examples 
of many such effects can be seen in Figure 6 (informed by Figure 4). The details in each case depend on 
node position within the ecosystem, dietary composition, prey-switching and growth rates. In this example 
perturbation, all node states have settled back into their original equilibrium after ten years (i.e. the system 
maintains resilience following small perturbations, and the ensuing changes are reversible). We find no 
evidence that the model is not behaving in line with expectations (see commentaries, and for additional 
examples, in Appendix B, Figures B4 & B5), and this provides a minimal level of validation for such a 
simplified model. We note that in some cases, when the perturbation is relatively strong, the initial 
equilibrium condition is not recovered and a novel stable configuration is achieved (with different relative 
biomass distribution). 
 
5.0 Model experiments: forcing strength, synergy strength and forcing variability 
In this section, we describe experiments designed to explore the effects of forcing strength, strength of 
synergies, and noise in the forcings, using the simplified ecosystem model described in §4.1. These 
experiments are forced by two sources of stress common, in the context of global change, to many marine 
ecosystems: rising water temperature and reductions in pH; plus two typically more localized stressors: 
increases in pollution concentration, and fishing pressure. As described in §3, forcings have effects that are 
individual to each node (either on carrying capacity, e.g. temperature) or on node state (e.g. fishing 
pressure), and not all nodes are affected by each forcing (see Table A2 of Appendix A for details). For 
simplicity, we hold the (within-timestep) forcing distribution shape constant and vary only the mean (𝜇g) 
over time (see §3.3.2). Model simulations run for 50 years, with a linear change to the mean value of the 
forcing, 𝜇g  (see Table 1). The slopes of these changes, under three different forcing scenarios, ‘mild-’, 
‘moderate-’ and ‘intense-forcing’ are given in Table 1 (see caption for further details). The nature of the 
response of each node to these forcings is defined by parameters 𝑎, 𝑏, 𝑐, 𝑑 (Eq. 4), and the specific choice 
of function (in the present case either linear or Gaussian), and these details are provided in Table A2 
(Appendix A). 
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To assess the effect of synergy strength between forcings, we take a simplified approach of assigning all 
multiplicative coefficients (𝜒) a common value, and repeating simulations with different common values. 
We use three scenarios: ‘low-’ (𝜒 = 0), ‘medium-’ (𝜒 = 0.3), and ‘high-’ (𝜒 = 0.6). These values were 
chosen following the work of Crain et al. (2008), who provide data on the sign and magnitude of interactive 
(pairwise) effects for 171 marine species (their Hedges-d statistic was re-formulated to provide estimates 
of the multiplicative coefficient, 𝜒, with the aid of additional data provided by Dr C. Crain (pers.com.). In 
forthcoming work, we present a more detailed ecosystem model, with 𝜒 values directly informed by 
empirical data, but for the present case we note that 0, 0.3 and 0.6 represent appropriate values for low, 
medium and high levels of synergy between stressors. 
As stresses increase on biotic nodes, and the equilibrium (carry capacity) is reduced, there is a flattening of 
the potential of each node (see §3.3.1 and Figure 3), and an inevitable increase in the sensitivity to direct 
influences (internal or external) on the node state. As random variations (noise) in external forcings are a 
source of such perturbations, it is expected that the strength of individual forcings, and degree of synergy 
between the forcings, would have a significant effect on the sensitivity of the ecosystem to noise. To assess 
the impact of noise in the forcing, we add independent Gaussian noise to each forcing time series, such 
that 𝜇g~𝑁(?̂?g, 𝜎g). To provide a common baseline for scaling the magnitude of the noise for each of the 
forcings, we take the change in forcing over the 50 year simulation period for the ‘moderate’ scenario 
(Table 1), and multiply that value by a ‘noise coefficient’ (either 0, 0.5, or 1) to provide the value for 𝜎g.  
Example results for the model experiments outlined here are provided in the following section (§6). 
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 Temperature (K) pH Pollution conc. Fishing pressure 
Scenario Absolute 
(50 yrs) 
Relative 
(per yr) 
Absolute 
(50 yrs) 
Relative 
(per yr) 
Absolute 
(50 yrs) 
Relative 
(per yr) 
Absolute 
(50 yrs) 
Relative 
(per yr) 
Background 0 0 0 0 0 0 0 0 
‘Mild’ 1.0 0.000070 -0.14 -0.000342 0.10 0.002 0.05 0.0010 
‘Moderate’ 2.0 0.000140 -0.17 -0.000420 0.20 0.004 0.10 0.0020 
‘Intense’ 2.9 0.000205 -0.20 -0.000499 0.30 0.006 0.15 0.0030 
 
Table 1  Forcing scenarios. Values for each external forcing indicate the absolute change in forcing (here 𝜇g; see §5.0; 
temperature, K; pH, pH units; pollution and fishing pressure are relative to an assumed baseline) over the 50 year 
simulation period, and also shown as the annual relative rate of change. Forcing values can be expressed as normalized 
values (relative to baseline conditions) or in absolute units, so long as the response/tolerance curves are expressed in 
those same units. 
 
 
6.0 Results 
6.1 Forcing and synergy strength 
Example model output timeseries (for selected nodes) are shown in Figure 7 for the cases of mild-
forcing/low-synergies, moderate-forcing/medium-synergies, and intense-forcing/high-synergies. Figure 8 
provides a summary for each of the nine combinations of forcing and synergy conditions, where vertical 
bars indicate the difference in node state between year 0 and year 50 of the simulation period (blue for 
net loss of biomass, red for net gains). In this plot, the nodes are ordered roughly by trophic level, and this 
highlights the tendency of higher trophic nodes to respond more strongly to the severity of forcing and 
increased synergies between forcings. It is also noteworthy that phytoplankton show an increase in 
biomass, due to reduced predation. Similarly, the response of several nodes is not monotonic over time, 
due to changes in the balance of predator/prey biomass over time (as the stress from external forcing 
increases). 
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Figure 7 Example time series for example nodes under linear changes in external forcing. (a) ‘mild’ forcing and 𝜒 = 0; (b) 
‘moderate forcing’ and 𝜒 = 0.3; (c) ‘intense forcing’ and 𝜒 = 0.6. A full explanation of the model experiment conditions 
is provided in the main text. Figure 8 provides a summary of full results and additional time series results are shown in 
Appendix B, Figure B6. 
 
 
Figure 8 The combined effects on biomass of forcing strength and strength of synergies between forcings. Forcing strength 
scenarios are defined in Table 1, and the strength of the synergies (𝜒, see §3.3.3) is indicated in the figure. Blue bars 
represent net loss, and red bars net gain of biomass over the 50 year simulation period.   
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6.2 Effects of noise 
Noise in forcing produces associated noise in the results, and in some cases has an effect on the nature of 
the model response to changes in forcing. Figure 9 shows example results for nodes 9 (‘large fish’) and 11 
(‘sharks’), where three different levels of noise have been added to the forcings (see previous section and 
figure caption for details); the figures show the distribution of final node states (at model year 50) following 
1000 independent simulations.  Nodes which remain resilient and at relatively high biomass (e.g. node 9), 
shows an approximately symmetrical broadening of the final state results similar in form to the Gaussian 
noise applied to the forcing (Figure 9(a)). For nodes which decrease in biomass significantly over the 50 
year simulation (e.g. node 11 [sharks]), the effect of noise is more pronounced. In the case of node 11, 
there is also an asymmetry towards lower values, and a significantly increased probability of collapse to 
zero (Figure 9(b)). 
 
 
Figure 9  The effect of noise in forcing on the final state of nodes 9 (‘large fish’) and 11 (‘sharks’). Simulations were 
run for 50 yrs under the ‘moderate’ forcing scenario, with 𝜒 = 0.3. Larger noise coefficients mean greater random 
variability in the forcing time series, as described in §5.0. 
 
6.3 Effects of parameter uncertainty 
To provide a sense of the implications of parameter uncertainty on model output, Figure 10 shows example 
results in which 148 model parameters were assigned a symmetrical uniformly-distributed uncertainty, 
with a range equal to 10% of the central value (additional details in caption). Latin hyper-cube sampling 
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(§3.5) was used to re-sample each parameter within its bounds, and model variant outputs were generated 
for each parameter set. Figure 10 shows results for 100 such re-samplings, and in each case the model 
output using the central values is indicated by the dashed black lines (the thinner continuous lines are the 
variants). 
 
 
Figure 10 Repeated model runs with statistical sampling of key model parameters. All simulations were run under 
the ‘moderate’ forcing scenario (with zero noise) and 𝜒 = 0.3. Parameter distributions were Uniform, with central 
values given in Table A1 & A2 of Appendix A, and total width of 10% of the central value. 148 parameters were re-
sampled, accounting for all inter-node interactions, and all responses to external forcings). Along the lower panel, 
and for the more significantly affected nodes, the probability of node value (𝑛) being below 0.5 at year 50 is shown 
(43% for sharks, 61% for seabirds, 81% for toothed whales). 
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7.0 Discussion 
The problem being tackled at the heart of this work is the difficulty in assessing the impact of multiple 
simultaneous stressors on ecosystems generally, and on marine ecosystems specifically. The effect on 
organisms of changes in individual conditions (e.g. pH) are well characterised in some cases, but the effects 
of interactions between many such changes (e.g. water temperature, pH, pollution, habitat degradation), 
in the context of wider ecosystem interactions (e.g. associated changes in interspecific competition) are 
seldom known. There is need then for a framework within which the possible effects of interactions 
between multiple stressors can be examined both for individual species (or functional groups) and on the 
ecosystem as a whole. OSIRIS is an attempt to provide such a framework.  
In all ecosystem models there exists varying levels of certainty about the structural nature of the ecosystem 
(what interacts with what) and parameters chosen to describe those interactions. For this reason, the 
OSIRIS model framework is highly flexible in terms of defining the ecosystem structure, the nature of 
interactions between the ecosystem elements (nodes), and the nature and impacts of individual external 
forcing and their interactions (at the level of individual nodes). The parameter 𝜒 provides means to control 
the sign and magnitude of the multiplicative interaction between forcings (i.e. producing antagonistic, 
purely additive or synergistic effects) for each node. This flexibility allows the influence of design choices 
to be evaluated relatively easily. The ability to produce probabilistic outputs (through the use of latin 
hypercube sampling, as shown in Figure 10) provides an efficient means of propagating parameter 
uncertainty through to the final results, and is a strength of the current model and our aim to keep the 
model sufficiently computationally light to facilitate this re-sampling approach. 
Given the current level of uncertainty in quantifying ecosystem relationships (specifically the degree of 
antagonism/synergy that exists between sets of stressors for individual species or functional groups), we 
do not make claims that OSIRIS (or even perhaps other models) can be predictive of future ecosystem 
states. Rather, we imagine using this approach to assess scenarios and assess sensitivities. For example, 
from a baseline of knowledge of effects of individual impacts, an important question is that of how strong 
synergistic relationships between stressors must be in order for expected forcings to have significantly 
negative ecosystem effects (however these are defined). Then, the question of whether such levels of 
synergy are within uncertainty bounds of current estimates, or feasible on 
ecological/biological/physiological grounds is one that can be asked of data or future research 
programmes. 
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The implementation of the model presented in this paper is highly simplified. For example, it has relatively 
few functional groups represented, coarse (annual) time resolution, it is non-spatial, there is no age 
structure in the biological nodes, and the same value of 𝜒 is used for all nodes. These simplifications, which 
clearly reduce the model’s realism, were chosen for this particular implementation, and are not 
characteristics of the OSIRIS model itself. Other implements (in preparation for publication) include 
considerably finer time resolution, nodes assigned to life stages, data-informed estimates of 𝜒 per 
functional group, and other refinements. Nonetheless, the present model implementation is informed by 
relevant data (Appendix A), and is expected to be a reasonable representation of the general behaviour of 
temperate marine ecosystems, providing example model outputs and examples of high-level insights 
possible with the current approach. 
The transient responses to perturbations (Figures 5 and 6) indicate the dynamic responses produced by 
this model implementation are not obviously incorrect; for example, the first- and higher-order responses 
observed in Figure 6, and the magnitudes and rates of these changes (see also Appendix B). The model is 
able to produce irreversible changes in stable states (e.g. Figure 5a), and also reversible quasi-stable states 
under constant perturbation/forcing (e.g. fishing pressure, as shown in Figure 5b). The possibility of 
ecosystems being forced in to novel stable/quasi-stable states has received much attention in recent years 
(e.g. Scheffer et al., 2001), and it is important the model is capable of capturing these dynamics. The 
possibility of predicting such transitions from observational data remains a significant challenge (ref.), but 
even relatively coarse models have a part to play in uncovering identifiable precursors (whether these be 
time series properties or structural changes; e.g. Bailey 2010; Scheffer et al., 2012). 
Model experiments described in §5 investigated the effects of forcing strength, strength of synergies, and 
variability (noise) in the forcing. To constrain the experimental setup, temperature and pH forcing were 
based on IPCC projections (Bopp et al. 2013; IPCC 2013; Doney et al. 2014) and the range of 𝜒 values (from 
0 to 0.6) used for synergies between forcings were based on equivalent values derived from the work of 
Crain et al. (2008) (the range of 0.6 is approximately the standard deviation of the equivalent empirical 
data). Increasing either the severity of forcing (columns of Figure 8), or the strength of synergies between 
forcings (rows of Figure 8), results in greater decline of biomass over the 50 year simulation period; 
increasing both (diagonal of Figure 8; see also Figure 7) results in a considerably enhanced effect, and more 
so at higher trophic levels. This experimental setup is most likely overestimating true effects, as all nodes 
are given the same level of synergy between all forcings, whereas the evidence strongly suggests a high 
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degree of heterogeneity, and antagonistic interactions between forcings for some species. However, that 
the rather extreme response occurs for values spanning only 1 standard deviation of the empirical data is 
noteworthy. Higher trophic levels appear to be most sensitive to these effects, and a non-linear response 
is observed in relevant time series (e.g. Figure 7).  
Greater levels of stress (from stronger forcing) cause a flattening of the potential well of biotic nodes (Figure 
3 and §3.3.1), and as the synergy between forcings is increased, the strength of forcing becomes a more 
crucial factor in determining the resilience of individual nodes. Variability (noise) in forcing has the effect 
of broadening the results, as shown in distributions of final node states (at year 50) in Figure 9, and these 
effects are stronger at higher trophic levels. For individual nodes, there is an asymmetry in the shape of the 
potential which means reductions in biomass due to (symmetrical) noise are expected to be longer lasting 
than the equivalent benefits (see Figure 2 and 3; note the post-perturbation recovery to equilibrium in 
Figure 2 is slower when the perturbation reduces the biomass compared to when biomass is increased by 
the perturbation, even though the magnitude of the perturbation is smaller). This asymmetry is seen in 
Figure 9b at higher noise levels, and importantly, causes a collapse of the biomass in a disproportionately 
large fraction of the simulations. It is possible that variability in climate conditions will increase under global 
climate change, and if synergy between forcings is towards the higher end of current estimates, may be a 
significantly more important impact than changes in mean conditions. 
It is important in all analytical/modelling work that the effects of uncertainty are correctly handled, and 
that uncertainties (that exist in all parameters in all models) are not ignored, and are propagated through 
to the final results. Within the framework of a precautionary approach, the widening of model outputs 
serves as a reminder of the dangers of false precision in model (and data analysis) outputs. Explicit inclusion 
of parameter uncertainty is a strength of the present model, and results shown in Figure 10 (and see 
caption) provide an illustrative example of the raw model output (time series) and the kinds of probabilistic 
conclusions that naturally follow.  
Modelling ecosystems necessitates a coarsening and simplification across various domains: spatial, 
temporal and biological/ecological. As discussed above, the current model implementation lacks 
representation of space, and implicitly aggregates spatially-resolved inter-node interactions and localized 
forcings. The model framework allows for the splitting of existing nodes in to ‘sub-nodes’ in different 
locations. This would provide means of simulating, for example, spatial diffusion and localized forcings.  The 
model in the present implementation runs at annual time resolution, and increasing this to finer timesteps 
may be advantageous, if nodes respond to variation at these timescales in ways that cannot be aggregated 
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over a year. However, this raises the difficulty in finding adequately resolved data to parameterize nodes 
at these finer scales. The present model version aggregates species in to functional groups, and then 
represents those groups by a single state variable (biomass). The framework allows for hierarchical 
interactive structures ‘within’ nodes to be represented (these are simply other nodes, and the network 
structure reflects the hierarchy). For example, what would be otherwise aggregated ‘species’ nodes, could 
be represented by multiple sub-nodes reflecting specific properties such as age, relevant life history traits, 
sex or combinations of these. Likewise, there is no limit to the number of stressors that can be included, or 
the level of complexity of the interaction terms, and these can be linked to any of the sub-nodes with any 
functional response. What is presented here represents a ‘bare bones’ approach designed to show proof 
of concept, and to allow for relatively transparent interpretation. Adding greater complication will in 
principle allow fuller quantitative model/data comparisons, and ultimately a finer level of interpretation, 
but comes with a cost of greater data needs and more complex outputs. 
 
6.0 Conclusion 
The OSIRIS model provides a framework to explore the currently uncertain effects of multiple stressors on 
marine ecosystems. The model is highly flexible, and is shown to be capable of simulating dynamic 
responses in line with expectations for such ecosystems. For the relatively simple temperate marine 
ecosystem model presented, the effect on biomass of synergistic interactions between the effects of 
individual forcings is found to be substantial. Within reasonable estimates for the forcings and the degree 
of potential synergy between those forcings, the model system shows significant effects at the higher 
trophic levels, and a strong susceptibility to variability (noise in the forcings). The model can be adapted to 
different ecosystems relatively easily, and is sufficiently computationally light that statistical re-sampling 
within the uncertainty bounds of individual parameters is possible, meaning the outputs can be 
probabilistic, and the quoted level of uncertainty in the model output is not underestimated. There are 
many potential uses, such as assessing sensitivities to specific local or global forcing scenarios, or the effects 
on confidence levels of uncertainties in individual parameters (and hence the value of additional research 
to reduce such uncertainty). This work also underlines the significant potential risk incurred in treating 
stressors on ecosystems as individual and additive, particularly in light of the large uncertainty in the degree 
of synergy that exists when many stressors are present, both for individual species and ecosystems as a 
whole. 
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