Abstract Back-Propagation (BP) 
Introduction
Artificial neural network [1] is based on intelligent computing with the computer network system simulating biological neural networks. As the neural network algorithm, the large amount of data that can be used to provide information, but also increase the difficulties of dealing with these data. If we take all of its data as the input of the network, it will hurt the design of the network, and will occupy a lot of storage space and computing time, too many feature inputs and repeated sample training will make the training process time-consuming, hurt the convergence of the network; finally affect the recognition precision of the network. So, it is necessary to pre-process the original data, analyze and extract useful variable features from the large amounts of data, exclude the influences of the related or redundant factors, reduce the feature dimension as far as possible under the premise of not affecting the solution of the problems. Then take the dimensionality reduction of data as input of neural network, this technique will combine data dimensionality reduction with the neural network.
Some scholars have proposed the neural network model based on the cluster analysis (CA) and the principal components analysis (PCA) [2] , in which they divide the dispersed features of samples into different sub-categories by hierarchical clustering, and then use the data of dimensionality reduction by PCA to construct the neural network prediction model. Some scholars construct the new neural network algorithm that has obtained the confirmation in the application through independent component analysis (ICA) [3] , correlation analysis [4] for data dimensionality reduction.
However there are few of studies in this area by factor analysis (FA) [5, 6] . Through the standardization of the original variables and mathematical transformation, FA eliminates incomparability for the different distributions and the value itself difference, ensures the use quality from the data source. It both avoids duplication of information and overcomes the weight determined An Improved BP Neural Network Algorithm Based on Factor Analysis Shifei Ding, Weikuan Jia, Chunyang Su, Xiaoliang Liu, Jinrong Chen by subjective factors. FA can concentrate the information that the indicator system's constitution of primitive targets carry and dump into the factor. According to the actual problem, it can adjust and populate the size of information by controlling the number of factor. This paper organizes as follows. Firstly, the dimensionality of original data is reduced by FA. Then we take the dimensionality reduction of data as input of neural network and set up FA-BP neural network. Its main purpose is to simplify the network structure, improve the training speed, convergence and generalization ability of the network, and improve the recognition precision of the network. Finally the new algorithm is used for predicting the degree of agricultural pests forecasting simulation, which has proven its validity.
FA-BP neural network algorithm

Basic principle of FA
FA, as a promotion of PCA, is a kind of multivariate statistical analysis method that it concerns with explaining the variance-covariance structure of a set of variables through a few linear combinations of these variables. According to the dependence of internal variables, it is the method of multivariable statistical analysis that makes some variables with complex relationship into a few comprehensive factors. The basic idea is to classify the observed variables that the high correlative variable is in one class and the correlation between the variables in different classes is low. In fact, every variable class has represented a basic structure, which is called common factor. Regarding the question which studies is attempted with the least number of unpredictable factors so-called the linear function of public factor and the sum of special factor to describe each component of original observation. The basic question of FA is that the correlation coefficient between the variable determine factor loadings. FA model is described as follows.
Supposes observable random vector
. Where n>m, a ij is factor loadings, expresses the correlation coefficient between the ith variable and the jth factor, reflects the ith variables in the importance of the jth factor, F is called common factor, they are the factors which appears in each original observation variable's expression, are mutually independent unobservable theoretical variables. c i expresses the specific factor loading; ε i affects the specific factor of X i .
Supposes A=(a ij ) is called the factor loading matrix, when A is inconvenience to explain for main factors, then a series of rotation needed to make A achieve "the most simple structure criteria," that for each common factor, it is only in a few test variables with high loading, the other loading is small or at most medium-large. Each test variables only have greater loading in a common factor, the other public factor loading is smaller or at most medium-sized. The purpose of rotation is to make each test vector in the new axis of the projection as far as possible to 1 and 0 polarization. At last we can count factor score.
FA mainly simplifies system structure, discovers each variable best subset in the numerous factors that include the result of information description for multivariable system and the various factors of influence on the system.
Basic principle of neural network
There are already hundreds of neural network model, in which Back-Propagation Network (BP) is one of the most widely used and most matures model. The three-layer BP neural network can approximate any nonlinear function.
BP algorithm is composed by data stream forward-propagating and error signal antipropagation. In the Figure 1 , there is the topology of three BP neural networks, x is the neural network input, and y is the resulting output [7] . For forward-propagating, the direction is input layer→hidden layer→output layer, and each neuron's condition only influence next neuron. If it cannot obtain the expectation output in the output layer, then turn to the antipropagation flow of error signal [8] . Suppose the network has n inputs and m outputs, hidden lawyer has s neurons, the mid layer output is b j , the unit threshold of mid layer is θ j , the unit threshold of output layer is θ k , the transfer function of mid layer is f 1 , the transfer function of output layer is f 2 , then it can obtain the network output y k and network expectation output t k by a series of relations, the output of mid layer jth unit is
Through the output of mid layer, it can calculate the output of output layer yk, The network training is the weight and the threshold value continual readjustment process, until it can cause network's error reducing to a minimum value or reaching the steps of pre-training. Then take being predicted sample as input, it can get the result of prediction.
FA-BP neural network algorithm
Combine with the above two steps. First analysis being predicted data for factor to determine the main factor that will consider as dimensional reduction data of primary. Then taking these lowdimensional data as input of neural network to establish the neural network algorithm based on FA. This article takes the most widespread BP neural network for example, which is called FA-BP.
Issues are analyzed by the factor analysis for reducing the sample dimension and the network input, which is more conducive to the design of the network model and simplify network structure. it will improve the training speed of the network and save network running time. The basic steps of FA-BP algorithm are as follows.
Step 1 Standardize the primary data, calculate its correlative matrix R.
Step 2 Calculate the correlative matrix's feature vector and feature value, calculated the percent contribution of variance and accumulated variance, determine the main factor.
Step 3 Rotate factor loading matrix, caculate the score of factor, which will be considered as a new sample.
Step 4 Accord the number of main factors to design the neural network, determine the number of hidden layer neurons.
Step 5 Select the appropriate samples from the new samples as training samples to train the network.
Step6 Predict the to be predicted samples with trained network.
Experiment
Known data [9] , it is to predict Guanzhong area of the sitodiplosis mosellana occurrence degree. Pest forecasting system, in essence, can be considered as an input-output system and the conversion relations, including numerical fitting, fuzzy transformation and logical reasoning , all of which can be expressed by BP neural network. Weather conditions and the occurrence of sitodiplosis mosellana have a close relationship, so we can predict the occurrence degree of sitodiplosis mosellana with meteorological factor. Here we choose the data in 1961-2000 year as 40 samples, with x1-x14 indicating 14 feature variable (meteorological factor) of primary data and y indicating the occurrence degree of sitodiplosis mosellana. In order to eliminate error by the difference between the dimension and value, we should preprocess the primary data. Here I use standardized method to standardize the primary data (processed data is still expressed as X).
First use BP neural network to predicate with the standard data as input. Then using MATLAB, establish the BP neural network with 14 neurons input layer and 1 neuron output layer. Take Then use FA-BP neural network algorithm to predict the sample data and use SPSS to analysis the standardized data. The example leaves 5 main factors. Revolve the factor loading matrix and explain variable with factor, just make it satisfy "the most simple structure criteria". Calculate the scores of factor. All is for achieving the dimensionality reduction. Create the new BP network with the dimensionality reduction of data as input. Create the new BP network with the dimensionality reduction of data as input. Chose the same 30 samples in 1961-1990 as training samples and 10 samples in 1991-2000 as simulation predicted samples, the predicted results will show in Table 1 . 
Results and discussion
This paper proposes the FA-BP algorithm by combining both the factor analysis and BP neural network algorithms. Collect the factor of original predictors to get main factor by factor analysis, which will reduce data redundancy and eliminate the influence of the date of correlations and reproduction. Neural network have strong skills to solve non-linear problem. The FA-BP algorithm by combining the advantages of the two algorithms can fit the question of more complex and nonlinear prediction well. The result of experiment shows that FA-BP algorithm has a greater improvement comparing to simple neural network, which enhance self-learning, speed convergence, saving the running time, but the prediction accuracy is not reduced. This paper just uses the meteorological factor to predict the degree of insect occurrence. In the future the ecological should be brought in, which will improve prediction accuracy. The algorithm provides a new and effective way to study the ecological insect and predict the report of insect.
In the research, we discover that combining multivariate statistical analysis with neural network can improve the efficiency of processing question with neural network. Further extend this mentality, in the view of pre-processing, it can get new algorithm with appropriate statistical and ideal neural network. It may have new discovery combining with other intelligence methods. In the same time, it is worth paying attention to improving algorithm, improving network structure, the way of combining and promoting the range of application.
