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A Variance Equality Test for Two Correlated Complex
Gaussian Variables With Application to Spectral
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Abstract—Complex-valued Gaussian distributions occur
frequently in signal processing. We derive a simple statistic,
independent of any complex-valued correlation, for testing for the
equality of variances using a sample drawn from such a bivariate
distribution. The percentage points of the distribution are easy
to compute. The power of the test is determined and shown to
be high even for very small sample sizes when the variables are
highly correlated. The new test is used to determine whether the
spectral power associated with an ultralow-frequency wave in the
solar magnetic field is equal at two different observing spacecraft.
Index Terms—Complex bivariate Gaussian distribution, hypoth-
esis test, power of test, spectrum estimation.
I. INTRODUCTION
COMPLEX-VALUED Gaussian distributions occur fre-quently in signal processing in areas such as radar,
electromagnetics, acoustics, and communications [5], [7], [12],
and not least in the context of multichannel spectral estimation
[3], [14]. In this paper, we derive a suitable statistic for the
problem of testing for the equality of variances and of
complex Gaussian random variables and , using a sample
drawn from the complex-valued bivariate Gaussian distribution
with unknown complex-valued correlation coefficient. Such a
test statistic can, for example, be used to test for the equality of
spectral power at a dominant frequency for two correlated time
series, and we use the new test to determine whether the spec-
tral power associated with an ultralow-frequency (ULF) wave
in the solar magnetic field is equal at two different observing
spacecraft.
The problem is significantly complicated by the general pres-
ence of a complex-valued correlation between and . For
real-valued Gaussian variables a test statistic can be derived
based on samples of two new variables, simply the sum and
difference of the original variables [10], [13]. The same trans-
formations were used in the case of complex-valued Gaussian
variables in [1] and [8]. In order to derive a suitable test statistic
it was assumed in [8] that the correlation coefficient was real-
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valued. A complex correlation was assumed in [1], but the re-
sulting test is based on the real part of a sample covariance con-
ditioned on the imaginary part, whereas for practical implemen-
tation we need to work with an unconditional statistic.
In this paper, we derive such a test statistic. We find, in
Section II, a transformation of the complex-valued Gaussian
random variables , , to new complex-valued Gaussian
random variables , . The correlation of and is always
real-valued, and is zero when the variances and of
and are equal (the null hypothesis), whatever the covariance
of and . Importantly, the transformed variables
and are not simply the sum and difference of and .
Subsequently, we find a test statistic for testing variance
equality; this is a function of the size of the sample drawn
from the bivariate distribution of , and is independent
of .
The distribution of is found in Section III for an arbitrary
variance ratio, and for the special case of a ratio of unity (the
null hypothesis). The percentage points of the null distribution
of the statistic are easy to compute for practical testing.
A proper understanding of a hypothesis test must include de-
tails on the power of the test, and this is examined in Section IV.
It is shown that the power increases with the size of the correla-
tion, , of and , and that consequently the power can
be high even for a small sample size .
A simulation study is provided in Section V which verifies the
distributional properties of for different correlation struc-
tures, and shows that outperforms the standard variance
ratio based on the distribution when is nonzero.
Finally, in Section VI, we examine two complex solar mag-
netic field time series where for each series the component par-
allel to the ecliptic plane is the real part, and the component
perpendicular to the ecliptic plane is the imaginary part. We
wish to test whether the power of an ULF quasi-periodic wave
at the dominant frequency is the same at two different observing
spacecraft. The signals reaching the two craft are highly corre-
lated, so that the statistic needs to be used in preference to
the usual test which assumes independence. The high corre-
lation has the added bonus of ensuring good power in the test.
II. DERIVATION OF SUITABLE TEST STATISTICS
A. Form of the Transformation
If has the complex bivariate Gaussian distri-
bution with zero mean and covariance matrix , which we write
1053-587X/$25.00 © 2007 IEEE
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then it has probability density function
(1)
where denotes Hermitian transpose and is the positive def-
inite covariance matrix
(2)
If we let , we can write the hypothesis test as
(3)
Let , the determinant of , and
consider the Hermitian matrix . Then we can find
matrices and so that , where is a diagonal
matrix with entries and , the eigenvalues of , and is a
unitary matrix of eigenvectors of . Hence, we can write
where , say. So the density function can be
written as
, and the new variables and are clearly inde-
pendent so that their correlation is zero, i.e., .
The eigenvalues of are
, and takes the form
where and
. Thus, we get
If the null hypothesis is true,
(4)
and .
We henceforth work with and defined by the trans-
formation in (4), whether is true or not. These are not
simply the sum and difference of the original variables—the
term is critical. has a bivariate Gaussian
distribution with mean zero and covariance matrix , say
(5)
Fig. 1.  as a function of ! for j j = 0.3, 0.6, and 0.9, shown as solid,
dashed, and dotted lines, respectively.
An explicit expression can be derived for the correlation
as follows:
(6)
In the same way, we find and to be
(7)
(8)
(Note that under the null hypothesis , as ex-
pected.) The covariance of and is always real whatever
the values of the variances and covariance of and . Thus,
the correlation is also always real-valued; the fact that
, (where denotes the imaginary part), is
a major help in carrying out some of the required integrations
which follow.
Using the correlation can be written as
(9)
where is the magnitude squared of the
correlation coefficient.
is shown as a function of for 0.3, 0.6, and
0.9, in Fig. 1. Whatever the value of , we see that
increases monotonically away from .
If the null hypothesis is false, then , an important
result when we look at the power of our test statistic.
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B. A Statistic Independent of
The sample correlation coefficient for the transformed vari-
ables based on a random sample of pairs , ,
is
(10)
, and are given by, respec-
tively
Now define
(11)
Then using (10) we can write as
where denotes the real part, and, thus
Then
(12)
is independent of . With , the statistic that we
will focus on is
(13)
(The transform merely acts to create an attractive dis-
tributional shape—see Section III-B.)
III. DISTRIBUTION OF TEST STATISTIC
A. Distribution of for Arbitary Variance Ratio
Define
(14)
Let us define and
. It is shown in Appendix A that the joint
probability density function of is given by
for , where
and is the hypergeometric function with 2 and 1
parameters and argument .
Now , and we transform
from , to , . The new joint density is given by
(15)
for , .
From [6, eqn.9.131(2)],
can be written as
(16)
and may be written explicitly as
(17)
The use of (16) and (17) in (15) allows us to express the joint
density of , as
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where use of the duplication formula for gamma functions gives
By integrating with respect to using [6, eq. 3.194(1)] we
obtain the probability density function of
(18)
for , where denotes the beta function.
In order to find the distribution of , we use
Now
where is the incomplete beta function with argument
and parameters and . Using (18) we may then express
as
(19)
The corresponding probability density function is
(20)
for . is plotted in Fig. 2 for (a)
and (b) , for 0, 0.3, and 0.6. We note that as
increases the distribution moves to larger values of .
B. Distribution of If Null Hypothesis Is True
If the null hypothesis is true, , and the distribution
function (19) simplifies to
(21)
Fig. 2. Probability density function f(rjH ) given by (20) for :(a) K = 5;
and (b) K = 50, for  = 0, 0.3, 0.6, shown as solid, dashed, and dotted
lines, respectively.
The corresponding probability density function follows as:
(22)
, and is shown by the solid lines in Fig. 2.
C. The Test is One-Sided
Our hypothesis test is stated in (3). Given a value the like-
lihood ratio is given by
with and given by (20) and (22), respectively.
By the Neyman-Pearson lemma [4, p. 366], in order to show
that our test is one-sided (in fact right-sided), we need to show
that for some constants and , , for all . This
follows immediately since can be seen to be monotonic
increasing by differentiation, and so the test is one-sided. It is
also a uniformly most powerful (UMP) test [4, p. 366].
To carry out the hypothesis test, we choose the size of the test,
, and find such that . Then we reject
the null hypothesis if the sample value, , of the test statistic is
such that .
IV. POWER OF THE TEST
The power of our test is the probability of rejecting when
. To make this calculation we use in (19),
where the form of in (19) is given by (9). Our primary
interest is in as a function of , but also de-
pends on and . The probability of rejecting is then
, and if is true, this probability is of course
simply .
The power is plotted in Fig. 3 for 5 and 50, and for
0.3, 0.6, and 0.9. We see that the power increases with
, as expected.
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Fig. 3. Power of the test statistic R for: (a) K = 5; and (b) K = 50, for
j j = 0.3, 0.6, 0.9, shown as solid, dashed, and dotted lines, respectively.
 = 0:05.
Fig. 4. Power of the test statistic R for: (a) K = 5; and (b) K = 50, as a
function of  :  = 0:05.
For any value of , if then see, for
example, Fig. 1. Using in (19), we can plot the power
directly in terms of . Such power curves are shown in Fig. 4.
We could also state the hypothesis test in terms of if we
wished
(23)
and indeed this form makes the one-sided nature of the test more
obvious.
Returning to Fig. 3, we see that the test is more powerful when
is large. To understand this we note that for given , Fig. 1
tells us that will be further from zero the closer is to
unity. The minimum value of power occurs when ,
(Fig. 4), so it will be easier to differentiate between the two
hypotheses in (23) the closer is to unity. The fact that the
power is high for small departures from for large ,
even for as small as , is particularly relevant for our example
in Section VI.
In computing using (19) we note that the con-
tributing terms grow gradually with and then decay. Our pre-
ferred approach was to set a minimum number of summation
terms (20 000), and thereafter truncate when additional terms
are of order . This is generally very conservative, but for
, , , some 23 850 terms were
required.
V. SIMULATION EXAMPLE
If is distributed as
quadrivariate normal with mean zero and covariance matrix ,
(denoted ), where
(24)
then , i.e., is complex bivariate normal with
mean zero and covariance matrix , (e.g., [3, p.89]). Given ,
the corresponding real-valued quadrivariate covariance matrix
is easily determined from (24). Since is real symmetric we
can use the spectral theorem to write , where is
composed of the eigenvectors of and is a diagonal matrix
composed of the eigenvalues. Then if we let
we have that . So if ,
then . Writing we see
that if and , then .
For our simulations we chose three different positive definite
bivariate covariance matrices, , where is the 2 2
identity matrix, and
so that in each case, while 0, 0.5, and
0.9, respectively. Using the method here, we generated in-
dependent realizations of and calculated the sample
value of . This was independently repeated 10 000
times, and the percentage of sample values less than was
recorded. The results are shown in Table I for and 50
and , 95% and 99%. The results for
are unaffected by , as expected, and are very close to the
nominal levels.
The simulation study was repeated, but this time using as
the test statistic the sample variance ratio which
would have an distribution in the absence of any corre-
lation between and . If the null hypothesis is true
provided , and for a chosen we can then calculate
such that
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TABLE I
PERCENTAGE OF SIMULATED OUTCOMES FALLING IN THE NOMINAL INTERVAL
FOR STATISTICS R AND V AS A FUNCTION OF K AND j j
(The test is two-sided.) The percentage of sample values of
falling in the interval are also shown in Table I.
While is fine when , it behaves very unsatisfactorily
for 0.5 and 0.9, and is not competitive with .
VI. APPLICATION TO SOLAR PHYSICS PROBLEM
The Cluster mission is an international solar physics exper-
iment to collect data on various aspects of the Sun simultane-
ously using up to four spacecraft in movable configurations.
Fig. 5 shows time series resulting from the presence of an ULF
wave in the solar magnetic field [2] recorded by two of the craft
(numbered 1 and 4) in February 2003. The solid line is the com-
ponent measured parallel to the ecliptic plane, and the dotted
line is the component measured perpendicular to the ecliptic
plane. For each craft, the parallel and perpendicular components
form the real and imaginary parts of the corresponding com-
plex-valued time series.
As an estimator of the spectral matrix for these two
complex-valued series, and say, we take the mul-
titaper estimator [14]
(25)
where and
where is the 2 s sample interval, and is the th-order
taper, where, by convention, . Then (e.g., [14]),
asymptotically
(26)
i.e., has a complex bivariate Gaussian distribution with
mean and covariance matrix for , where
.
Six orthonormal Slepian tapers were used so that .
The effective analysis bandwidth was 0.01 Hz. Fig. 6(a),
(b), and (d) shows , , and , respectively.
Fig. 6(c) shows the estimated magnitude squared coherence,
Fig. 5. ULF series recorded by Cluster craft in February 2003: (a) craft 1;
(b) craft 4. The parallel and perpendicular components of the solar magnetic
field form the real (solid line) and imaginary (dotted line) parts of the corre-
sponding complex-valued time series. The measurement unit is nanoTeslas (nT).
Fig. 6. Spectral estimates for complex-valued series of Fig. 5. (a) S (f).
(b) S (f), (solid line for real part, dotted line for imaginary part). (c) Esti-
mated magnitude squared coherence, jS (f)j =[S (f)S (f)]. (d) S (f).
. We see that the magnetic field is
dominated by the quasi-periodic ULF wave with period about
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30 s; we denote the corresponding frequency by . Now,
asymptotically has the same distribution as in (1)
and replaces in (2). We can test the hypothesis of
equal power in the quasi-periodic wave at the two spacecraft,
, via the test statistic developed earlier.
It is important to note that our test statistic is unaffected by
the fact that the true cross-spectrum value is unknown,
although it is most certainly complex-valued [Fig. 6(b)].
Fig. 6(c) indicates that the series are highly correlated at as
expected from the physics, so a statistic such as for testing
the hypothesis, which relies on the series being uncorrelated
at , will be inappropriate. Moreover, the high correlation
between the series at ensures good power in the test despite
being only 6 (Fig. 3).
To carry out the test we replace the s by ’s etc, i.e.,
we replace , and in (11) by , , and
, respectively. Then since we get
where we have used (12). For the two complex-valued series in
Fig. 5, the value of the statistic is and from (21) we
find that , so that the null hypothesis
is rejected at the 5% level.
We can, hence, conclude that the powers in the parts of the
ULF wave sensed by the two spacecraft are different. There are
several possible physical explanations: the wave is not homo-
geneous at the scale of separation of the craft, the orientations
of the craft relative to the wavefront are different, or the rela-
tive positions of the craft ensure that it is impossible for them to
sense the wave in an identical way. The ability to carry out the
variance equality test renders such further enquiry worthwhile
and meaningful.
VII. CONCLUDING COMMENTS
We have derived a straightforward test for the equality of vari-
ance of two correlated complex-valued Gaussian random vari-
ables. It does not require any prior knowledge of the correlation,
making it useful in practical experiments. Power analysis of the
test showed that power grows with increasing sample size and
correlation magnitude. The simulation study showed that our
new test is much preferable to the standard -test when cor-
relation is nonnull. This test can be regarded as a generaliza-
tion of the Pitman-Morgan test ([10], [13]) onto the complex
domain. Robustness of the test in non-Gaussian situations is be-
yond the scope of this paper, but certainly in the real-valued vari-
ables case the Pitman-Morgan test can be nonrobust for some
non-Gaussian populations [11]. For the spectral power applica-
tion (asymptotic) Gaussianity is guaranteed, so in this case and
other practical situations where the central limit theorem is per-
tinent, robustness should not be a problem.
APPENDIX
Joint Distribution of and : Suppose has a
bivariate Gaussian distribution with mean zero and covariance
matrix given by (5), and let . Define , and
as in (14). Then the pdf of
can be derived from [9, p. 65], viz.
for , , ,
and zero otherwise. Let ,
and .
Then the probability density function of is
where .
We now integrate with respect to , using [6, eq. 3.462(1)],
to obtain
where is the parabolic cylinder function. Integration with
respect to , using [6, eq. 7.725(6)], gives
where is the hypergeometric function with 2 and
1 parameters and argument .
Finally, we note: (i) that the duplication formula for
gamma functions enables us to write
; and (ii) for our , we
know that , always, so that . Incor-
poration of these results gives
for , where
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