Observational studies often provide the only available information about treatment effects. Control of confounding, however, remains challenging. The authors compared five methods for evaluating the effect of tissue plasminogen activator on death among 6,269 ischemic stroke patients registered in a German stroke registry: multivariable logistic regression, propensity score-matched analysis, regression adjustment with the propensity score, and two propensity score-based weighted methods-one estimating the treatment effect in the entire study population (inverseprobability-of-treatment weights), another in the treated population (standardized-mortality-ratio weights). Between 2000 and 2001, 212 patients received tissue plasminogen activator. The crude odds ratio between tissue plasminogen activator and death was 3.35 (95% confidence interval: 2.28, 4.91). The adjusted odds ratio depended strongly on the adjustment method, ranging from 1.11 (95% confidence interval: 0.67, 1.84) for the standardized-mortality-ratio weighted to 10.77 (95% confidence interval: 2.47, 47.04) for the inverse-probability-of-treatment-weighted analysis. For treated patients with a low propensity score, risks of dying were high. Exclusion of patients with a propensity score of <5% yielded comparable odds ratios of approximately 1 for all methods. High levels of nonuniform treatment effect render summary estimates very sensitive to the weighting system explicit or implicit in an adjustment technique. Researchers need to be clear about the population for which an overall treatment estimate is most suitable. causality; cerebrovascular accident; confounding factors (epidemiology); data interpretation, statistical; logistic models; models, statistical; observational study Abbreviations: CI, confidence interval; IPTW, inverse-probability-of-treatment weighted; SMR, standardized mortality ratio; t-PA, tissue plasminogen activator.
Even when randomized trial data are available, rigorous patient inclusion and exclusion criteria may limit the generalizability of their results. A major methodological problem in observational studies is that investigators have no control over the treatments used by participants. To account for differences in observed covariates in the treatment groups, investigators must frequently carry out analytic adjustments to control confounding when estimating treatment effects (1, 2) . Data on scores of potential confounders are often available for analysis, but the richness of this information does not always translate into a reliable analysis (3) (4) (5) (6) . In studies with a dichotomous outcome, the most common adjustment method is logistic regression of the outcome on treatment and a subset of the pretreatment covariates.
In 1983, alternative methods for control of confounding in observational studies based on the propensity score were proposed (7) . The propensity score is the probability that an individual would have been treated based on that individual's observed pretreatment variables. Adjustments using the estimated propensity score tend to balance observed covariates that were used to construct the score. Several adjustment methods incorporating the estimated propensity score have been proposed, including matching (8, 9) , regression adjustment (1, 10) , and weighting (11) (12) (13) (14) (15) .
One difficulty faced with all methods of confounder control (i.e., logistic regression or propensity score-based methods) is that if key predictors or important interactions are not included in the outcome regression model or in the propensity score model, then residual confounding due to the excluded covariates and interactions may be substantial. On the other hand, by including all available covariates and their lower-order interactions, the estimate of the treatment effect can be very imprecise and, in nonlinear models such as the logistic, may even be biased (3) (4) (5) 16) . Thus, it is unclear which adjustment method is preferable in which situation.
To assess the utility of different techniques to adjust for confounding, we used data from a regional German stroke registry to compare estimates of the effect of treatment with tissue plasminogen activator (t-PA) on the inhospital mortality of ischemic stroke patients. We chose this scenario because some observational studies have shown an increased risk of death associated with t-PA treatment (17) (18) (19) (20) (21) , while randomized controlled trials demonstrated no causal association between t-PA treatment and death (22) (23) (24) (25) .
MATERIALS AND METHODS

Description of the data set
The Westphalian Stroke Registry is a regional data bank in northwestern Germany and has been described in detail previously (26, 27) . The registry included all patients treated for stroke symptoms who were admitted to the participating 42 hospitals. Patient documentation was performed anonymously and included sociodemographic characteristics, cerebrovascular risk factors, comorbidities, stroke type and severity, and details regarding the treating institution, the mode of admission, diagnostic and therapeutic procedures, complications, and discharge conditions.
Between 2000 and 2001, data for 12,410 patients with stroke symptoms were entered in the registry. Of those patients, 8,208 were diagnosed with ischemic stroke, 2,794 with transient ischemic attacks, 793 with primary intracerebral hemorrhage, and 615 with stroke of unknown mechanism. For our analyses, all but the ischemic stroke cases were excluded. In addition, we excluded 1,880 patients from 19 centers that did not perform t-PA therapy during the time interval of investigation, 27 ischemic stroke cases with intraarterial lysis, and 32 ischemic stroke cases for whom no admission data were available, leaving 6,269 patients for this analysis.
Propensity score
The propensity score is the probability that an individual would have been treated based on that individual's observed pretreatment variables. To describe the propensity score, let the dichotomous (0,1) variable Z indicate treatment, and let X be the vector of available pretreatment covariates. The propensity score e(X) for an individual is defined as the conditional probability of being treated given his or her covariates X:
The propensity score is a one-dimensional variable that summarizes the multidimensional pretreatment covariates X. Among persons with a given propensity score, the distribution of the covariates X is on average the same among the treated and untreated.
Propensity score model
The estimated propensity score, (ê (X)), for t-PA treatment was obtained from the fit of a logistic regression model for which we considered the following pretreatment variables: age (5-year increments), gender, Rankin scale (28) at the time of admission (1-3, 4-5, 6), time from event to hospital admission (<1 hour, 1-3 hours, >3 hours), paresis (monoplegia, hemiplegia, tetraplegia), state of consciousness (awake, somnolent, comatose), type of admitting ward (normal, stroke unit, intensive care unit), transportation to the hospital (emergency medical service, other qualified transport, private, other), aphasia, hypertension (defined as measured systolic blood pressure !140 mmHg or diastolic pressure !90 mmHg, or current treatment of hypertension regardless of admission blood pressure), diabetes mellitus (defined as pathologic glucose tolerance test, or two times serum glucose values of !140 mg/dl), atrial fibrillation, history of other cardiac illnesses, previous stroke, and the admitting clinical center. During the study period, the associations of age (<70 years vs. !70 years), time from symptoms to admission to the hospital (<1 hour, 1-3 hours, >3 hours), and Rankin scale (1) (2) (3) (4) (5) 6 ) with t-PA treatment changed in the last three 6-month periods compared with the first (29) . We therefore added time-covariate interaction terms for these variables into the propensity score model.
Analytical approach
All analyses were performed by using SAS (version 8.2) software (SAS Institute, Inc., Cary, North Carolina). We compared patient pretreatment characteristics with respect to t-PA treatment by using Student's t test for continuous variables and the chi-square test for categorical variables. All p values are two sided.
Our goal was to estimate the effect of treatment with t-PA among ischemic stroke patients on in-hospital mortality by using different methods to control for confounding. Specifically, we compared five methods: multivariable logistic regression adjustment and four propensity score methods (matching, regression adjustment, and two weighted regression adjustments). In the absence of unmeasured confounding, the first of the weighting methods estimates the treatment effect in a population whose distribution of risk factors is equal to that found in all study subjects. This method is also known as inverse-probability-of-treatmentweighted (IPTW) estimator (11, 12) . The second weighting method estimates the treatment effect in a population whose distribution of risk factors is equal to that found in the treated study subjects only. This method is known as the standardized mortality ratio (SMR)-weighted estimator (15) . Both weighting methods can be interpreted as multivariable standardization methods that use different standard populations. IPTW uses as weights the inverse (estimated) propensity score, 1/ê (X), for treated patients and the inverse of 1 minus the propensity score, 1/(1 -ê (X)), for untreated patients. Thus, IPTW estimates a standardized effect measure with the total study group as the standard population (12, 30) . SMR-weighted analyses use as weights the value 1 for the treated and the propensity odds for the untreated, (ê (X)/(1 -ê (X)), and estimates a standardized effect measure that considers the exposed group as the standard population (15) .
We compared the following five methods for control of confounding:
1. Multivariable-adjusted logistic regression model 2. Logistic regression analyses after matching on the propensity score in a range of AE0.05 3. Logistic regression model adjusted for the propensity score (as a linear term and as decile categories) 4. IPTW logistic regression model (11, 12) of response on treatment with the weights 1/ê (X) for treated individuals and 1/(1 -ê (X)) for untreated individuals 5. SMR-weighted logistic regression model (15) of the response on treatment with weights of 1 for treated and ê (X)/(1 -ê (X)) for untreated individuals
Matching procedure
We matched participants who did not receive t-PA treatment to those treated with t-PA based on a range of AE0.05 of the propensity score. We chose the matching range of AE0.05 because it is commonly used, provides reasonable balance of the included covariates, and does not lose many treated individuals as unmatchable. We examined a closer matching range (AE0.01) and did not find results that were meaningfully different from those reported below. To match participants, we used an automated matching procedure in the SAS software that randomly selected a treated individual and randomly selected an untreated individual (comparator) from the pool of potential comparators to determine whether he or she fulfilled the matching criterion. If the selected comparator was eligible, he or she was matched to the treated individual, and the pair was removed. This procedure was repeated until all treated patients were matched to one comparator or until no further comparators fulfilled the matching criteria.
Weighted models
For both weighting methods, we used SAS's GENMOD procedure with a logit link to weight participants and empirical (i.e., robust or sandwich) standard error estimation to calculate the 95 percent confidence intervals. Since our logistic model is saturated, estimates and standard errors based on our weights will be identical to those based on stabilized weights (11) . Here, we additionally report the nonparametric 95 percent confidence interval for the IPTW analysis based on 10,000 bootstrap samples drawn with replacement from the study population.
For the unweighted multivariable-adjusted outcome models, we considered the same set of covariates as those considered in the logistic regression model to calculate the propensity score, including the interaction terms mentioned previously.
We evaluated whether the odds ratio between t-PA and death was modified by the propensity score. To do so, we compared a logistic model containing indicator variables for t-PA treatment and propensity score quintiles with a model that also included indicator variables for the product of t-PA and propensity score quintiles with a 4-df likelihood ratio test.
RESULTS
The 23 centers included in this analysis submitted usable data on 6,269 ischemic stroke patients, of whom 212 (3.4 percent) had been treated with t-PA. Of the patients treated with t-PA, 34 (16.0 percent) died during hospitalization. Of those not treated with t-PA, 327 (5.4 percent) died during hospitalization. The distribution of patients' pretreatment characteristics with respect to t-PA treatment is summarized in table 1. Patients who received t-PA treatment were younger, more often had hemiplegia and aphasia, had more severe stroke symptoms as measured by the Rankin scale, were more likely to report a history of atrial fibrillation, were less likely to have had previous strokes, and were more likely to have been living with their family. They were also more likely to have arrived earlier at the hospital and to have been initially admitted to an intensive care unit.
Propensity score model
The logistic model used to estimate the propensity score yielded a c-statistic of 0.94. The mean propensity to receive t-PA treatment for patients actually treated was 0.252 (standard deviation, 0.193) compared with 0.026 (standard deviation, 0.070) for patients not receiving t-PA treatment. The probability density functions of the propensity score for treated and untreated patients are summarized in figure 1. As expected, the distribution of the propensity score for treated patients shifted somewhat toward 1 and for the untreated group toward 0. The figure also illustrates that the overlap of the propensity score for the treated and untreated is limited to a narrow range.
Propensity-stratum-specific effects
For mortality, gradients across levels of the propensity score for the treated and untreated groups were strong and unexpectedly different. Table 2 summarizes information about the proportions of patients who died during the hospital stay in the treated and untreated groups according to percentiles of the propensity score. Several things are notable. First, below the 10th percentile of the overall propensity score, no individuals were in the group treated with t-PA. Second, among those not treated with t-PA, mortality increased with increasing propensity score, while, among those treated with t-PA, mortality decreased with increasing propensity score. As a consequence, the associated empirical odds ratio for in-hospital mortality increased from 0.25 for the 99th percentile of the propensity score to 25.11 for the 10-25th percentile (table 2) . This difference was statistically significant. Specifically, for a 4-df test for homogeneity of the treatment odds ratio across quintiles of the propensity score, the p value was 0.008.
Matching
Almost all (96 percent) of the 212 patients who received t-PA treatment could be matched to comparator patients who did not receive t-PA by using a matching criterion of AE0.05 of the propensity score. In the groups matched on propensity score, the pretreatment characteristics did not differ meaningfully between treated and untreated patients (table 3) . The means of the propensity scores in the matched population were 0.233 (standard deviation, 0.174) for treated and 0.220 (standard deviation, 0.177) for untreated patients.
Comparison of different methods to control for confounding
The crude odds ratio between t-PA treatment and death after ischemic stroke was 3.35 (95 percent confidence interval (CI): 2.28, 4.91). The effect estimates resulting from the five different methods to control for confounding were extremely different and are summarized in table 4. The SMR-weighted analysis yielded the smallest estimated odds ratio of 1.11 (95 percent CI: 0.67, 1.84), followed by the propensity-matched odds ratio of 1.17 (95 percent CI: 0.68, 2.00). Adjusting for the propensity score in a logistic regression model yielded estimated odds ratios ranging from a low of 1. Because of the extreme difference in the empirical t-PAmortality odds ratio among low-propensity versus highpropensity strata shown in table 2, we report in table 5 analyses restricted to patients whose propensity scores were greater than or equal to 0.05. The crude odds ratio in this restricted population was 1.36 (95 percent CI: 0.84, 2.19). The ranges of estimated odds ratios resulting from the five different methods were no longer significantly different from each other or from the crude odds ratio. The SMRweighted analysis again yielded the smallest estimated odds ratio of 0.82 (95 percent CI: 0.47, 1.44).
DISCUSSION
Using data on t-PA treatment and mortality from a regional stroke registry, we found that five different methods to control for confounding yielded extremely different treatment effect estimates, ranging from estimated odds ratios of 1.11 (95 percent CI: 0.67, 1.84) for the SMR-weighted estimator to 10.77 (95 percent CI: 2.47, 47.04) for the IPTW estimator. Randomized clinical trials showed no significant effect of t-PA treatment on death among patients with ischemic stroke (22) (23) (24) (25) . In a cumulative meta-analysis of several randomized trials, the pooled relative risk estimate for death due to t-PA treatment was 1.16 (95 percent CI: 0.95, 1.43) (31) . The SMR-weighted estimate and the propensitymatched estimate did not differ significantly from the null value and were very close to the risk estimates obtained from the randomized trials. The effect estimates from outcome models that included the propensity score depended on incorporation of the score. When the score was included as a linear term, no statistically significant association was found. In contrast, all other methods suggested increased risk of in-hospital mortality.
We now argue that the variation we observed in effect estimates cannot be ascribed to the small numbers of subjects in the low-propensity strata and the variability of the * Propensity-stratum-specific-treatment-mortality odds ratio. y Mean propensity score in percentile.
associated estimated odds ratios. Furthermore, we argue that this variation does not prove or even suggest that any one of the five methods is superior for controlling confounding. The analyses reported in table 4 instead answer different questions implicit or explicit in the adjustment method. In the absence of unmeasured confounding, the SMRweighted method estimates the average treatment effect in a population whose distribution of risk factors is equal to that for the t-PA-treated patients only (15) . As shown in table 2, most of the treated patients were in the propensity strata with a low associated risk of death and had an empirical odds ratio of less than 2.2, so it is not surprising that the SMR-weighted odds ratio was 1.11. In contrast, IPTW estimates the average effect of treatment in the entire study population, that is, for patients who were and were not treated with t-PA. Given that 65 percent of the entire study population was in the three propensity strata associated with high empirical odds ratios (table 2) , it is not surprising that the IPTW estimate is 10.77. Similarly, it is no surprise that the IPTW estimate decreases to 1.09 when the patients in these three strata were excluded by restricting the analysis to the subpopulation of treated and untreated patients whose propensity scores were greater than or equal to 0.05. Indeed, in the subpopulations dominated by patients whose propensity scores were high, the estimated treatment effect is approximately 1. Thus, limiting our study population to patients * OR, odds ratio; CI, confidence interval; IPTW, inverse-probabilityof-treatment weighted; SMR, standardized mortality ratio.
y Adjusted for age, gender, time from symptoms to hospital admission, Rankin scale, paresis, aphasia, state of consciousness, transportation to the hospital, admitting ward, admitting hospital, history of hypertension, diabetes, atrial fibrillation, other cardiac illnesses, previous history of stroke, and interaction terms for follow-up time and age, time from symptoms to admission to the hospital, and Rankin scale. whose propensity scores were greater than or equal to 0.05 produced roughly comparable estimates for all methods, none of which differed significantly from 1 and from the results of the randomized trials. When, as in the present example, the number of untreated subjects is many times larger than the number of treated subjects, propensity score matching will typically result in all or nearly all treated patients being successfully matched, while many untreated patients will remain unmatched and be excluded from the analysis (which may lead to slightly reduced efficiency). As a result, the distribution of covariates in the (successfully) matched subpopulation will be close to that in the treated study population. Thus, it is no surprise that the propensity-matched estimate is very close to the SMR-weighted estimate. Although the SMRweighted and matched propensity analyses gave similar results in this particular data set, the SMR-weighted analysis has the theoretical advantages that 1) data from all patients are used, and 2) it is not affected by further uncontrolled confounding attributable to the inability to find an exact match for each treated subject (32) .
In the present study, as in most studies of adverse drug effects, the death rate was low, and the ratio of untreated to treated subjects was large. Here, there was also strong and statistically significant effect modification. Under such circumstances, the estimated treatment effect from a logistic model that includes only the treatment indicator and the estimated propensity score (as decile indicators or continuous) is largely driven by the magnitude of the treatment effect in propensity strata with the greatest number of treated patients who died. The propensity stratum with the most treated deaths (n ¼ 13) had an empirical odds ratio of 1.21 (table 2) . Furthermore, among patients treated with t-PA, the fraction (7/34 ¼ 21 percent) of all deaths that occurred in the three propensity strata with large empirical odds ratios exceeded the fraction (17/212 ¼ 8 percent) of all nondeaths that occurred in these strata. Thus, it is no surprise that the estimate from the logistic model adjusted for the propensity score would somewhat exceed the SMR-weighted estimate, as confirmed by our results. Adjustment for covariates in addition to the propensity score made little difference.
Data sets in which a much larger untreated population has a strikingly different risk factor distribution than a small treated population are common in observational studies of drug effects. In such studies, the low-propensity strata are composed of those members of the population for whom most physicians regard treatment as inappropriate, and such patients would not meet the inclusion criteria of randomized clinical trials. The SMR-weighted and the propensitymatched estimates most closely approached results observed in the clinical trials that evaluated the association of t-PA treatment in ischemic stroke patients (22) (23) (24) (25) . Presumably, this finding reflects a focus in these analyses on individuals who would have been eligible to participate in clinical trials on the basis of their characteristics. Restriction to persons whose propensity scores are greater than or equal to 0.05 focuses even more sharply on this target population.
However, the similarity of the result obtained with the SMR-weighted and propensity score-matched analyses to the results of the randomized trials should not be taken as evidence that, compared with other multivariable outcome models, these two methods are a better tool to adjust for covariates in observational research. Indeed, once we restricted the analysis to subjects whose propensity score exceeded 0.05, all adjustment methods gave fairly similar results. In addition, in most studies in the literature, the effect estimates from multivariable regression models were quite close to the effect estimates derived from various implementations of the propensity score, as long as the number of outcome events was much larger than the number of potential confounders (16, (33) (34) (35) ). An apparent advantage in using the propensity score, however, may be that the strong effect modification in this clinical example is very obvious across propensity score strata, as shown in table 2. This effect modification may be difficult to unveil when evaluating individual risk factors.
A caution with regard to the use of weighted methods is that they can perform poorly when the weights for a few subjects are very large. Although some partial approximate fixes have been described (36, 37) , there is no perfect solution for this problem. These few large weights imply that the population parameter estimated by the weighted method (e.g., the average effect of treatment in the entire population for the IPTW method) cannot be accurately derived from the data in the absence of additional a priori assumptions. * OR, odds ratio; CI, confidence interval; IPTW, inverse-probabilityof-treatment weighted; SMR, standardized mortality ratio.
y Adjusted for age, gender, time from symptoms to hospital admission, Rankin scale, paresis, aphasia, state of consciousness, transportation to the hospital, admitting ward, admitting hospital, history of hypertension, diabetes, atrial fibrillation, other cardiac illnesses, previous history of stroke, and interaction terms for follow-up time and age, time from symptoms to admission to the hospital, and Rankin scale.
In this setting, the estimated standard-error-of-treatment effect, whether based on a robust variance estimator or the bootstrap, may underestimate the true difference between the weighted estimator and the population parameter it estimates.
With respect to this particular clinical example, two possible explanations should be considered for the high odds ratios found for the three low-propensity strata. First, the time period covered in our study began when t-PA treatment for patients with ischemic stroke was officially approved in Germany (August 2000) and thus reflects first experiences with t-PA treatment. Initiation of t-PA treatment for patients who had low propensities for this therapy may represent a last-ditch effort to salvage patients characterized by unrecorded situation-specific and individual risk factors. With this explanation, the high odds ratios in the low-propensity strata were due to unmeasured confounders (e.g., presence of extreme severity, physician or family attitudes) not recorded for data analysis. A second possibility is that patients who had a low propensity for treatment may have had contraindications to t-PA based on their recorded values for some covariates in the database. In that case, the high odds ratio for these patients would be solely attributable to effect modification by these covariates and not to confounding.
Seen in this light, the IPTW analysis gives at best (i.e., when the effect-modification rather than the confounding explanation is the case) the ''right'' answer to the possibly ''wrong'' question: What would be the effect of giving t-PA to every patient with an acute ischemic stroke? That question would be wrong if prior knowledge had already ruled out administering t-PA to subjects with certain contraindications. On the other hand, to develop new indications for treatment or to conduct surveillance of the appropriateness of the current indications and protocol, the effect of t-PA treatment in patients whose propensity scores are low may be of importance. It remains to be specified which factors are associated with increased risk of death for patients with a low propensity for t-PA treatment. Little clinical experience with t-PA may be one of these factors, as suggested by some studies (19) (20) (21) 29) .
In summary, in the setting of a nonuniform treatment effect across covariate or propensity-score levels, much of the difference between the adjustment strategies resulted from explicitly or implicitly incorporating low-propensity patients, who were uncommon in the treated group, common in the untreated group, and radically different from other patients with respect to treatment-associated risk of death. High levels of nonuniform treatment effect render summary estimates very sensitive to the weighting system explicit or implicit in an adjustment technique. The divergent results conceivably may all be correct but are answers to different questions. The researcher needs to be clear as to the population for which an overall treatment estimate is most suitable.
