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Abstract: Target coverage is a fundamental problem that needs to be addressed in sensor networks for a variety of applications such as environment monitoring and surveillance purposes. A typical approach to prolong network lifetime would entail the partitioning of the sensors capable of sensing the targets, in a network for target monitoring into several disjoint subsets such that each subset can cover all the targets. Thus, each time only the sensors in one of such subsets are activated. In this paper, we have proposed a novel sleep scheduling protocol, abbreviated as EEFSSP, based on this concept which incorporates three novel features. Firstly, it paves way for an equitable distribution of nodes while forming cover sets through the proposed CSGH heuristic. Secondly, it schedules the cover sets using an evolutionary approach with the objective being to optimize the maximum breach interval. Thirdly, the EEFSSP introduces a novel routing protocol abbreviated as DFPRP to establish routes to transfer data packets to the Base Station, with the objective being to ensure energy-efficiency and minimize the number of packet drops. We finally conduct experiments by simulation to evaluate the performance of the proposed scheme under various conditions, and compare its performance with other relevant protocols. The experimental results show that the proposed scheme clearly outperforms its peers by delivering a much longer network lifetime and minimizing the number of packet drops. 
Keywords: Wireless Sensor Networks, differential evolution, fuzzy rule base, evolutionary 
algorithms, data packet routing, target coverage, EEFSSP, DFPRP, CSGH, HDDE 
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I. INTRODUCTION 
        Wireless Sensor Networks (WSNs) [1] are mobile networks which comprise of a large number of autonomous 
sensor nodes deployed into a large geographical area. Recent advances in MEMS design have made it possible to 
construct compact and inexpensive wireless sensors. Each sensor has wireless communication capability and some 
level of intelligence for signal processing and networking of the data. Networks consisting of sensors have received 
significant attention due to their potential applications from civil to military domains. In a typical WSN application, 
the source nodes collect data from a phenomenon and disseminate them toward the sink node using multi-hop 
communication. The sensor nodes are typically equipped by power-constrained batteries, which are often difficult 
and expensive to be replaced once the nodes are deployed. Therefore, it is a critical consideration on reducing the 
power consumption in the network design.  
        In this paper, we consider a sensor network used for monitoring stationary targets. The network comprises of a 
number of sensor nodes, deployed into the field containing the targets, and a Base Station (BS) for centralized 
control. Each node can exist in two state, namely, the low-energy consumption sleep state [2] and the active state 
[3], where the node actively participates in the network in the latter case while the reverse holds true in the former. 
Also, each node has a definite one-hop communication range and a sensing range, where the former may not be 
equal to the latter. Hence, a set of nodes is responsible for sensing any event which occurs at the targets while 
another set is responsible for forwarding the data from these nodes to the BS. One efficient method of reducing the 
energy consumption of sensors and thereby prolonging the network lifetime is to partition the sensors in the network 
into multiple subsets (sensor covers) such that each subset can cover all the targets or as many targets as possible, in 
case there is a limit on the number of sensors in each cover set or no cover set covering all the targets is obtainable 
(due to node death or other related issues).  Thus, each time only one sensor cover is activated for a certain period 
and only the sensors in the active sensor cover are in active mode, while all the other sensors are in sleep mode to 
save energy. Hence in order to ensure optimal coverage of the targets, an optimal sleep schedule for the set of covers 
ought to be obtained such that the longest time any target is uncovered, i.e. the breach interval is minimized. This is 
referred to as the Cover Set Scheduling Problem [4]. Therefore, obtaining the optimal schedule of cover sets for 
efficient target coverage is tantamount to solving the Cover Set Scheduling Problem. Each cover set in a given 
schedule will occupy a slot and a new schedule is computed for every new round of data gathering (from the 
targets).  
      Another important problem which needs to be taken care of is the development of an energy-efficient, secure 
protocol to route data packets from the nodes to the BS. Energy efficiency is one of the most critical issues in 
WSNs. With the current available technology, sensors are battery powered and have a limited weight. These 
characteristics globally affect the application lifetime. As the WSN remains operational, due to energy consumption 
for sending and relaying the environmental data, sensor nodes gradually run short of battery and ultimately they 
become un-operational. Energy-efficient, secure routing of data packets can be achieved by establishing routes 
which take various factors such as congestion, distance and node energy into consideration.  Unless energy 
efficiency and security is maintained in the routing procedure, the network will be subject to various performance 
bottlenecks such as buffer overflow, increased latency, packet drop, wastage of energy, deterioration of QoS and 
network throughput. Hence, the afore-mentioned objectives could be achieved by virtue of a distributed protocol 
which would assimilate the most favorable links so as to obtain an optimal route to forward data packets to the BS. 
JWSN. 2016, 1 
 
To integrate this step with the rest of the protocol, the nodes present in the route leading from a node monitoring a 
target (sensing node) to the BS may enter the active state only when the corresponding sensing node is active, while 
the rest remain in the sleep state. 
      In this paper we have proposed a new sleep scheduling scheme for efficient coverage of a set of targets in a 
sensor network. The key components proposed scheme and the corresponding novel features incorporated in each 
are: (i) A novel heuristic to generate cover sets at the beginning of each round. (ii) An evolutionary algorithm to 
efficiently schedule the covers, i.e. which cover will operate in which slot. (iii) A fuzzy node probability based 
protocol to find out an optimal path to route the data packets to the BS. (iv) A sleep scheduling scheme to ordain 
which subset of nodes is in the active state in a slot, with the others in the sleep state, based upon the node marked 
out in steps II and III. Hence, we propose an Energy-efficient Evo-Fuzzy Sleep Scheduling Protocol (EEFSSP) for 
efficient monitoring of stationary targets in WSNs. To verify the efficacy of the protocol, the performance of the 
overall algorithm and its individual components is compared with other relevant protocols on a wide array of test 
cases. The rest of the paper has been organized as follows. In section II, we present a brief discussion of the related 
works. The necessary models and formulations are explained in section III. The proposed algorithm is detailed in 
section IV. The experimental results and related discussions are presented in section V and we finally conclude the 
paper in section VI. 
II. RELATED RESEARCH WORKS 
       Sensor nodes have size, weight and cost restrictions, which have a direct impact on resource availability. In 
recent years, tremendous effort on network lifetime maximization and energy efficiency has been taken for target 
coverage, sensor connectivity and network fault tolerance [5 - 8]. As replacing the battery is not feasible low power 
consumption is one of the chief aims while designing protocols for a sensor network [9]. Hence several power-
efficient schemes have also been proposed in literature [10].The LEACH protocol [11] presents an elegant solution 
to this energy utilization problem where nodes are randomly selected to collaborate to form small number of clusters 
and the cluster heads take turn in transmitting to the base station during a data gathering cycle. It improves energy 
cost per round by a factor of 4 for a 100 node network as compared to a direct approach where individual nodes 
transmit directly to the base station. The PEGASIS protocol [12] is a further improvement upon the LEACH 
protocol where a chain of nodes is formed which take rounds in transmitting data to the BS. A multi path routing 
protocol based on dynamic clustering and ACO, is described in MRP [13], which improves the efficiency of data 
aggregation, thereby reducing the energy consumption. Several other relevant data gathering and/or routing 
protocols have been discussed in [14 - 20].  Without enacting any energy saving technique during WSN operations, 
the radio transceiver would typically consume more energy than any other hardware component onboard a sensor 
node. The study in [21] examined the pattern of energy expenditure in wireless communications for a practical WSN 
and reported that the bulk of the energy is consumed during idle listening, while the dominant traffic type processed 
by individual nodes are overheard packets. Sleep scheduling can be used to address the afore-mentioned problem. 
While the main implication of sleep scheduling at the MAC layer is the shortening of the time the radio transceiver 
is engaged in idle listening, incidences of overhearing can also be reduced as sleeping nodes are no longer 
eavesdropping on the wireless medium. Several such sleep scheduling schemes designed to enhance network 
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lifetime in WSNs have been discussed in [22 - 26]. Ideally a cross-layer approach should be adopted while deciding 
upon sleep schedules because this ensures that the various sub-layers can be managed simultaneously. 
       In recent years, tremendous effort on network lifetime maximization and energy efficiency has been taken for 
target coverage, sensor connectivity and network fault toleration. Cardei et. Al [27] dealt with the target coverage 
problem by organizing sensors into disjoint sensor covers, and allowing only one of the covers to be activated at any 
given instant of time. This led to a significant improvement in the network lifetime. Chakrabarty et al [28] employed 
grid coverage and presented a linear integer programming solution for the target coverage problem. Dong et al [29] 
considered load balancing while guaranteeing that each target is monitored by at least one sensor with the objective 
being to minimize the maximum energy consumption of sensors for, and proposed centralized and distributed 
algorithms for the same. Wang et al [30] adopted two distinct overage methods to explore the sensor density 
required for guaranteeing a localization error bound over the field. Cai et al [31] studied the problem of multiple 
directional sensor covers by proving its NP-completeness, and proposed heuristic solutions for the same. Lu et al 
[32] addressed the problem by adjusting the sensing ranges of sensors and devised a distributed algorithm to 
determine the sensor range of each sensor. Li et al [33] considered the k-connected target coverage problem by 
showing its NP-hardness, and they instead designed two heuristic algorithms for the problem. Zhou et al [34] 
introduced the k1-connected, k2-cover problem and proposed a distributed algorithm for the same. The cover set 
scheduling problem arising in WSNs has been discussed and a proof for its NP-hardness has been stated by Rossi et 
al in [35]. Liu et al [36] proposed a Steiner-tree based approach for the coverage problem in sensor networks by 
taking both residual energy and coverage ability of the sensors into account. Several other algorithms for the optimal 
scheduling of cover sets in directional/non-directional sensor networks have been discussed in [37 - 39].                
 
III. RELATED MODELS & FORMULATIONS 
A. Network Model 
       In this paper, we consider random deployment of sensor nodes in a two-dimensional square field under free 
space propagation. The targets to be covered also exist within the same field. Both the sensor nodes and the targets 
are static, and the sensor nodes are equipped with omni-directional antennas. There is a Base Station (BS) which 
acts as a sink and collects the data from the various nodes. Each sensor node has two characteristic distances 
associated with it, namely a sensing range (r) and a one-hop communication range (R), where the former is the 
distance within which a node can detect the occurrence of any event while the latter is the distance within which it 
can communicate with other nodes. 
      A set of sensors exist which have one or more targets within their sensing range. These sensor nodes constitute a 
set referred to as “Sensing Nodes”, denoted as S. These nodes are responsible for sensing any event that occurs at 
the targets and reporting the same. The rest of nodes, i.e. those nodes which are a part of the WSN and aren’t 
members of set S, are collectively referred to as “Data Forwarding Nodes”, denoted as D. These nodes are 
responsible for forwarding the data packets from the nodes responsible for covering the targets, to the BS. All the 
nodes can exist in two states: SLEEP state and ACTIVE state. The energy consumption of sensor nodes in the 
SLEEP state is much less than the consumption in the ACTIVE state, and a significant energy saving can be 
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achieved if the sleep state is employed during the periods of inactivity. We have used an energy model similar to the 
one described in [40]. 
B. The Cover-set Scheduling Problem (CSP) 
A cover is essentially used to refer to a subset of sensors used at any point of time to cover a subset of targets. The 
main goal while generating build covers may be to maximize one of the following, if not both – (i) Network 
Lifetime (MLNB) (ii) Covering Breach (MCBB). The breach is the rate of uncovered targets at any time with 
Breach rate = 0 and Breach rate = 1 refers to the situations where all targets are covered along the network lifetime 
and no target is covered along the network lifetime, respectively. The parameters given in the CSP are listed down in 
Table No. 1. The objective is to find {start_timei} – The start time of the ith cover set where i {1, 2,..., C}, such 
that the longest period that a target is uncovered, i.e. the breach θmax, is minimum. 
TABLE I. THE PARAMETERS OF THE COVER SET SCHEDULING PROBLEM (CSP) 
 
      The WSN – CSP is NP-hard in the strong sense and the proof of the same can be found in [35]. All known exact 
algorithms for these problems require times that grow exponentially with the sizes of problem instances, so for large 
instances, these algorithms are infeasible. Hence the WSN – CSP is a perfect fit for optimization using the 
evolutionary computing paradigm. In this paper we have proposed a novel heuristic abbreviated as CSGH for 
generating the cover sets and have used the HDDE algorithm proposed in [41] for finding out the optimal schedule 
of these cover sets so as to ensure that θmax is minimum. The HDDE essentially treats the above problem as a general 
combinatorial optimization problem where its aim is to allot the cover sets to the appropriate time slots with the 
objective being to minimize θmax, thereby ensuring efficient coverage of targets by the sensor nodes.  
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IV. THE PROPOSED ALGORITHM : EEFSSP 
 The EEFSSP goes through a cycle of stages. The key components of the proposed EEFSSP scheme are: 
 
 A) The Cover Set Generator Heuristic 
The proposed Cover Set Generator Heuristic (CSGH) is used to generate cover sets which shall take turns in 
tracking the given set targets while the other sensing nodes enter the SLEEP state. Hence, each cover set is 
essentially a subset of the set of sensing nodes in the WSN. The CSGH operates in a manner such that each obtained 
cover set has an upper limit (Nmax) set upon its size. This heuristic operates iteratively on the list of sensing nodes, 
obtaining a cover set from the same each time, and then again operating on the truncated list to obtain further cover 
sets till the list isn’t empty. The obtained cover sets occupy slots within a complete data-sensing round. Thus, this 
heuristic is applied only once at the very beginning of each such round. The CSGH adopts a Utility Factor in order 
to determine which sensor node it should accept while forming a cover set. The Utility Factor for a sensor node may 
be defined as the ratio of the number of targets that may be covered by including a particular node to the remaining 
energy of the node. Hence, the smaller the value of the Utility Factor, the more is the efficiency of the node. 
However only the first node in a cover set is selected based upon the afore-mentioned criteria. The remaining nodes 
are selected based upon whether the respective values of their Utility Factors are less than a certain bound or not, 
with the bound value becoming less rigid as more and more elements are added to the set. This is done so as to 
ensure that the nodes are distributed equitably among the various covers and that all the sensor nodes with higher 
sensing efficiency are clustered into a single set which may result in some sets having very minimal sensing 
efficiency. The algorithm for a single pass of the CSGH has been described in Fig. No. 1.  
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Fig. No. 1 Pseudo-code for the CSGH heuristic 
 B) A Hybrid Discrete Differential Evolution algorithm (HDDE) to solve the CSP  
As the CSP is NP-hard in the strong sense, we have adopted an evolutionary approach to solve it efficiently. To 
solve the CSP and thereby schedule the cover sets in an efficient manner, we have utilized the Hybrid Discrete 
Differential Evolution Algorithm (HDDE) algorithm proposed in [41]. The key components of the HDDE are 
discussed below. 
Procedure CSGH 
k = 0; For each sensor node ‘i’  S do 
Step 1: Calculate the number of uncovered targets covered by the sensor node ‘i’ and store it as Ci 
Step 2: Calculate utility factor of the sensor node ‘i’ 
as 
i
ii E
Cf  (Ei is the remaining energy of sensor ‘i’). Store 
the value of f1 in F. 
Step 3: If(fi < F)         F = fi;         index = i;         End – If End – do 
Add node ‘index’ to cover_set Remove node ‘index’ from S F = Cindex; k = k + 1; 
while(k < Nmax & S  )  
// Nmax – Maximum number of nodes in each cover set   
For each sensor node ‘i’  S do 
Step 1: Calculate the number of uncovered targets covered 
by the sensor node ‘i’ and store it as Ci 
Step 2: Calculate utility factor of the sensor node ‘i’ 
as 
i
ii E
Cf  (Ei is the remaining energy of sensor ‘i’). 
Step 3: If (Ci < C*(1 + µ))         Add node ‘i’ to cover_set         k = k + 1;         Remove node ‘i’ from S         µ = µ + Δ;         C = Ci;         End – If  End – do 
 End – while 
 End – CSGH 
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1) Representation of the Schedule (Chromosome)  
The proper representation of a solution plays an important role in any evolutionary algorithm. In our paper, a 
string of positive integers (chromosome) is used to represent a solution. Each element of a chromosome 
represents a cover set, i.e. a gene is essentially the index of a cover set. For example, Chromosome X represents 
a permutation where six cover sets are present with are present in sequential order with the cover set having the 
smallest index occur first and the cover set having the largest index occurring last. Other permutations of a 
similar form are possible too. 
                       Chromosome X                         (1       2       3        4      5       6) 
2)    The Objective and Fitness Function 
The fitness value for any chromosome may be computed as the inverse of θmax, where θmax is referred to as the 
maximum breach – interval and it represents the longest time for which a target in the WSN remains uncovered. 
Our objective is to minimize this maximum breach – interval. For any chromosome (representing the cover set 
schedule) the covers may be generated by utilizing the CSGH, as proposed in Section IV-A. After this, we 
obtain the value of the fitness function using Equation No. (1).  The fitness function is represented by )(Vfcsp   
for chromosome V. 
                                                  )(
1)(
max VVfcsp                                                      (1) 
3)     The Cross-over Operator 
The Cyclic Crossover Operator is of immense importance in the proposed HDDE because this operation is 
carried out at several points in the algorithm. This operator is unique one since it preserves characteristics of 
both the parents in the offspring. The crossover mechanism may be envisaged via the following example: Let us 
consider two flow sequences A and B, where A= (1  3  5  6  4  2)  and  B= (5  6  1  2  3  4). Let the first 
offspring begin with 1(the starting operation of parent A). Selection of ‘1’ from A implies that ‘5’ should be 
selected from B, because we want each operation to be derived from one of the two parents.  Hence, C= 1 _ 5 _ 
_ _. This process continues on till after the selection and subsequent insertion of an operation from one of the 
two parents, the operation in the corresponding position in the other parent is already present in the offspring. 
After this, the remaining operations are filled in, as per their orders respective to one another in the other string. 
As can be seen in case of C, insertion of ’5’ implies that ‘1’ should be inserted in the list, but as ‘1’ is already 
present in the list (i.e. the starting operation), the cycle stops (hence, the name Cyclic Crossover) and the 
remaining operations are filled in from B. Hence, C = (1   6   5   2   3   4). Similarly, considering ‘5’ as the 
starting operation, another offspring D can be obtained in a similar fashion. Hence, D= (5   3   1   6   4    2) .As 
our algorithm imposes a restriction that the result of each crossover operation results in only a single offspring, 
the fitter progeny is selected. 
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4)    Perturbation Operator 
The HDDE utilizes the Simple Inversion Mutation as the perturbation operator. Two random cut-points are 
selected in the chromosome and that part of the chromosome between these two cut-points is inverted and 
placed in the original chromosome. For example, let us consider the chromosome represented by 
(ABDEGCFJIH).  Suppose the first cut-point is between D and E  and the second cut-point is between F  and 
J . Then the part of the chromosome between the two cut-points is reversed and then placed in the 
original chromosome to obtain (ABDFCGEJIH).  
 
 
Fig. No. 2 Simple Inversion Mutation Operation 
Like other algorithms of the same class, DE is population-based and serves as a stochastic global optimizer. In the 
classic DE, candidate solutions are represented by a vector of floating point solutions. The mutation process entails 
the addition of the weighted difference of two members of the population to another third member of the same 
population to generate a mutated solution. Then, a cross-over operation occurs so as to generate a trial solution that 
is in turn compared with the target solution using a selection operator, which determines which of the two shall 
survive for the next generation. It is obvious that traditional DE equations shall not hold in this regard as they had 
been developed for continuous numerical optimization. As per the novel DDE algorithm proposed by Pan et. al. 
[42], the target individual is represented by a chromosome of type B (permutation of numbers). The mutant 
individual is obtained by perturbing the previous generation best solution in the target population. Hence, we 
achieve the difference variations by applying a perturbation (mutation) operator on the best solution present in the 
previous generation of the target population. These perturbations are achieved by applying the Simple Inversion 
Mutation operator on the best solution of the previous generation. Since these perturbations are stochastically 
different, each result is expected to be distinct from the other. To obtain the mutant, the following equation may be 
used: 
                                                        

  

otherwiseX
mutationrifXFV tg
probtgti ..
..)..(
1
1                                                        (2) 
where, 1tgX represents the best solution of the previous generation of the target population. ()F  denotes the 
perturbation operator(Simple Inversion Mutation). Hence, a random number )1,0(r  is generated and if it is less 
than probmutation , then the trial solution is obtained by applying the perturbation operator on 1tgX else, the mutant is 
set to 1tgX . After this, we enter the recombination (cross-over) phase. In this, itV  is crossed over with tiX  to obtain 
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the trial solution tiU if )1,0(v  [generated randomly] is greater than probcrossover . Else, tiU  is taken to be equal to 
tiV  . The pseudo-code representation for the afore-said is: 
                                                         

 

otherwiseV
crossovervifVXCRU ti
probtititi ..
....,( 1                                                      (3) 
Hence, if tiU is fitter than 1tiX  , then tiX  = tiU . Else, tiX = 1tiX . Over here, ()CR  refers to the cross-over operator. 
As discussed earlier, the Cyclic Cross– Over operator has been used in the HDDE. As it is pretty ostensible, our 
basic aim is to take advantage of the best solution obtained from the previous generation during the entire search 
process. Unlike its continuous counterpart, the differential evolution is achieved by the stochastic re-ordering of the 
previous Hence, if tiU is fitter than 1tiX  , then tiX  = tiU  .  
5)  Greedy Reordering Local Search (GRLS) 
The HDDE had proposed a novel local search operator which restructures a chromosome iteratively on a probabilistic basis to search for fitter solutions. This re-ordering process goes on till the solutions which are obtained from reordering are better in comparison to the parent solution. The GRLS algorithm for a chromosome p is given in Fig. No. 2. 
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Fig. No. 3. Pseudo-code for the GRLS operator 
 
 
      
 
 
 
 
 
 
                       
Fig. No. 4. Pseudo-code for the overall HDDE scheme 
Procedure Hybrid Discrete Differential Evolution(HDDE) Initialize parameters Initialize target population Evaluate target population Apply local search(Greedy Reordering Operator) generation=0;    /* G is defined by the user */ while (generation<G) Step 1: Obtain the mutant population Step 2: Obtain the trial population Step 3: Evaluate the trial population Step 4: Select the chromosomes that may progress to the next generation Step 6: Apply Local Search(GRLS operator) Step 7: generation=generation+1; End - while Return the best found solution End - HDDE 
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C) The Distributed Fuzzy Probability-based Routing Protocol (DFPRP) 
    In this section, we propose the Distributed Fuzzy Probability-based Routing Protocol (DFPRP) which establishes a set of optimal routes via a set of RNs from the each SN to the BS. The DFPRP is essentially a distributed protocol, which operates like the OLSRP [43], and yields a set of optimal routes which may be used to forward the packets sensed from the targets by each SN by taking the following factors into account: 
 Distance of the RN from the BS  Distance of the RN from the node at the previous hop position in the route (the corresponding SN or another RN)  Residual Energy level of the SN  Queue Utilization of the SN (indicative of the node congestion level)   Hence, by taking all the afore-mentioned parameters into account the FPRP aims to establish optimal energy, low-congestion and optimal-length routes from each SN to the BS so as to enhance the network lifetime and foster a high packet reception ratio. The optimal route is established on the basis of a Node Probability (NP) which is extracted by the fuzzy model deployed by the routing protocol. During data packet transmission, the source node selects the node with highest NP towards the BS, within its one hop neighbor. In the next hop, the current source node also selects the node with highest NP in its radio range. In this way, hop by hop data routing is obtained from source to BS.  
1) Computation of Node Probability 
 The Node Probability for a node is established on the basis of the following parameters: 
a) Visibility Metric  
 The visibility metric (VM) takes into account two factors: 
 Distance of the RN from the BS  Distance of the RN from the node at the previous hop position in the route (the corresponding SN or another RN)  If d denotes the distance between the current node and the prospective next node, d’ denotes the distance of the current node from the BS and d’’ denotes the distance of the prospective next node from the BS, then the Visibility Metric (VM) may be defined as: 
                                                         (4) 
                                                                                                                                                       
We essentially desire to select a node which is neither too close to the BS nor is too close to the current node. Hence 
to strike a balance and select a node placed at an optimal location we use the VM since it takes care of both the 
objectives. The higher the value of VM, the more favorable is the node and vice versa. 
 b) Energy Metric (EM) 
The energy metric takes into account the residual energy of a node, whereby it favours those nodes which have a great amount of residual energy because this ensures that the number of packets drops is minimized and the therefore secure routing is achieved. If Eresidual denotes the residual energy of a node and Eo refers to the initial energy of each node in the WSN, then the Energy Metric (EM) may be defined as: 
                                                                             o
residualE
EEM 
                                                                  (5) 
22
)''')((
R
RdddRVM 
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Hence, a node with a higher EM is favoured and vice versa, since the value of EM is directly proportional to the residual energy of the node. 
c) Queue Utilization Metric (QUM) 
The amount of empty space in a node’s queue signifies the level of congestion in that node. Hence, a less congested node has more space in its queue and vice versa. Hence, if Q’ refers to the free space in a queue and Qo refers to the original queue length, then the Queue Utilization Metric (QUM) may be defined as: 
                                                                             oQ
QQUM '1 
                                                                  (6) 
Hence, a high value of QUM is favorable and vice versa, since a high value signifies a low degree of congestion in the node, therefore, a lesser chance for buffer overflow, increased latency, packet drops, wastage of energy, deterioration of QoS and lower network throughput. 
2) Fuzzy Inferencing of Node Probability 
The three parameters discussed in the previous section are inputs to a fuzzy logic controller which estimates the value of the node probability for a certain node on the basis of a rule base followed by a defuzzification mechanism. The general architecture of the FLC is shown in Fig. No. 5 . It consists of four components, namely Fuzzifier, IF-THEN rule base, Fuzzy inference mechanism and Defuzzifier. The Fuzzifier converts crisp input data to fuzzy sets. The Fuzzy output is obtained from fuzzy inference mechanism by combining fuzzy rules into a mapping routine from input to output of the system. Finally, the Defuzzifier extracts a crisp output value from the output fuzzy set. In the proposed protocol we have utilized triangular functions to describe all the fuzzy variables and have adopted the Mamdani method for defuzzification. 
 
 
 
Fig. No. 5. Fuzzy Logic Controller 
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Each crisp input parameter is represented by an equivalent fuzzy variable, which can be classified into five 
categories, denoted by assigning appropriate suffixes to each fuzzy variable. These five categories have been listed 
down in Table No. 2. The crisp values of the three input metrics, the output node probability and their corresponding 
fuzzy variables have been represented in Table No. 3. The fuzzy rule base for inferencing the appropriate fuzzy 
variable for the node probability by virtue of the three input metrics has been represented in Table No. 4. The 
variation of the output Node Potential Metric (NPM) with two input metrics, EM and QUM, is represented in Fig. 
No. 6. 
TABLE II. THE FIVE CATEGORIES OF THE SUFFIXES ASSIGNED TO THE FUZZY VARIABLES 
Suffix (Abbreviation) Full Form VL Very Low L Low M Medium H High VH Very High  
 
 
 
 
 
Fig. No. 6. Variation of NPM with variations in QUM and EM (VM-constant) 
 
 
 
 
 
TABLE III. THE FUZZY VARIABLES AND THEIR CORRESPONDING CRISP RANGES 
 Crisp Range Visibility Metric  (VM) Queue Space Metric (QSM) 
Energy Metric  (EM) Node Potential Metric  (NPM) 
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0 – 0.3 VLV VLQS VLE VLNP 0.25 – 0.45 LV LQS LE LNP 0.4 – 0.7 MV MQS ME MNP 0.6 – 0.9 HV HQS HE HNP 0.8 – 1.0 VHV VHQS VHE VHNP 
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TABLE IV. THE FUZZY RULE BASE 
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3) Overall Routing Protocol     
 As shown in Fig. No. 7, the DFPRP is a hop-by-hop routing protocol similar to the OLSRP where at each hop the 
current node determines which node ought to be the next node based on a set of criteria. The DFPRP routine returns 
a set of optimal routes with a route probability associated with each. The route which isn’t under use and has the 
highest route probability is selected to transmit data packets to the BS. Thus, the overall protocol for the Distributed 
Fuzzy Probability-based Routing Protocol (DFPRP) may be represented as shown in Fig. No. 8. 
 
 
Fig. No. 7. An example of hop-by-hop routing in WSNs 
      
 
 
 
 
                      
 
 
 
 
      
       
 
 
Fig. No. 8. Pseudo-code for the DFPRP 
Procedure DFPRP 
For each Routing Node i which is a one-hop neighbor of 
node D 
do 
current_node = i; 
k=1; 
p=1; 
route_listi(k)=current_node; while (current_node is not a one-hop neighbor of BS) Step 1: For each Routing Node i which is a one-hop 
neighbor of current_node, compute the probability of 
packet transmission (denoted by Pi). Step 2: Find the node i for which Pi is maximum.         current_node = i;                  
        k = k + 1; 
        route_listi(k)=current_node; Step 3: p = p * pi;        End - while 
route_probabilityi = (p)(1/k);    End - do 
 End - DFPRP 
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D) Overall Scheme for the EEFSSP       
          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. No. 9. Pseudo-code for the overall EEFSSP 
 
V. RESULTS 
In our tests on the various problem instances, the proposed EEFSSP algorithm is coded in MATLAB and the experiments are executed on a Pentium P-IV 3.0 GHz PC with 512MB memory. To verify the efficacy of the proposed protocol, we have performed three sets of tests. In the first set of tests, the performance of the HDDE algorithm is compared vis-a-vis another relevant evolutionary algorithm proposed in [44], for the Cover-Set Scheduling Problem (CSP), over several runs on various instances. The second set of tests comprise of extensive 
Procedure EFSSP 
nr = 1; while (nr ≤ NR)//NR – Maximum number of rounds 
 Determination of an optimal schedule: 
Step 1: Select each sensing node ‘i’ such that Ei ≥ Eth and          store it in set S        Step 2: ns=0; // To store the number of slots  
         while (S  ) 
         ns = ns+1;          (CSns,S) = CSGH (S,N);          // N – Maximum size of each cover set          End – while  Step 3: Find the optimal schedule of the obtained cover sets          where each cover set occupies a slot in a round.         (ns – Total number of slots)using the stated HDDE          scheme 
 Data Routing Phase: 
For each slot ‘S’- 
Step 1: All the sensing nodes in CS enter the ACTIVE state          while all those nodes (sensing/routing) awake in the          previous slot enter the SLEEP state if they do not           have any outstanding packets. In case they do have           outstanding packets, they stay in the ACTIVE state           σ number of slots or till the end of the current           round (whichever occurs earlier) and drop the           residual packets(if any)   Step 2: The route with highest probability for packet           transmission is determined using the DFPRP. The          nodes that constitute the route enter the ACTIVE          state (unless already ACTIVE) and the packets are          routed along the determined route to the BS. In case          no such route is found, then the node       holds the packets as per the policy described in       the previous step 
 
Step 3: The energies of all the sensor nodes are updated            nr=nr+1; 
 End - EFSSP 
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simulations to compare the performance of the DFPRP against other relevant routing protocols proposed in [11] and [13], where the criteria under consideration are energy efficiency (network lifetime) and reliability (packet reception ratio). Finally, exhaustive comparisons of the performance of the overall EEFSSP with other stationary target coverage protocols described in [36] and [39] respectively, are made, with the metric for comparison being the network lifetime. 
A) Performance of the HDDE algorithm (CSP) 
  720 instances are solved for the MNLB problem using a column generator heuristic [44]. The corresponding 
parameters are listed down in Table No. 5. For each combination, 30 instances are generated. 
TABLE V. THE FUZZY RULE BASE 
 
The performance of the HDDE algorithm as a cover-set scheduler has been compared with the CSGA proposed in [44]. Both the algorithms have been tested on a number of instances generated for α=0.1 and α=0.2, respectively. It’s quite evident from Table No. 6 and Table No. 7, that the HDDE algorithm clearly outperforms the CSGA. The efficiency of the HDDE algorithm compared to the CSGA is especially accentuated for α=0.2. 
TABLE VI. COMPARISON OF THE PERFORMANCES OF THE HDDE AND THE CSGA ON THE INSTANCES FOR α=0.1 
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TABLE VII. COMPARISON OF THE PERFORMANCES OF THE HDDE AND THE CSGA ON THE INSTANCES FOR α=0.2 
 
 
B) Performance of the DFPRP 
The merits of the proposed DFPRP have been investigated by means of extensive MATLAB simulations. We have considered an arbitrary architecture where a number of sensor nodes have been deployed randomly into a field of dimension 200 m * 200 m. The distance of each node from the BS is taken as constant throughout the simulation. The routing protocol takes into account three metrics, namely visibility metric, energy metric and queue utilization metric where the factors taken into consideration are distance of a node with respect to other nodes & the BS (VM), the energy left in the battery powering the node (EM) and the empty space left in the queue of a node (QUM), respectively. These three factors have been taken into consideration to ensure that the protocol is energy-efficient and ensures high packet reception ratio by minimizing the number of packet drops. Based on these three metrics, each node obtains a probability of which node ought to follow it in the normal routing path until the node forwarding data packets is at a one-hop distance from the BS. We have utilized a fuzzy inferencing scheme for computing this probability. Quite intuitively, several different paths are adopted in order to transmit data packets to the BS as the value of NP for the various nodes, changes regularly.  
The comparison of the DFPRP is made with two algorithms, namely LEACH and MRP for different initial node energies on a 200 m * 200 m WSN field. The number of rounds verses percentage of dead nodes for the aforementioned protocols are given in Table No. 8, for various initial node energies. The simulation and experimental results indicate that the DFPRP provides higher network lifetime, at the various node energies, compared to other similar protocols and thereby outperforms its peers, especially when the initial node energy is 1.0 Joules. 
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TABLE VIII. NUMBER OF ROUNDS VERSUS PERCENTAGE OF DEAD NODES FOR THE DIFFERENT PROTOCOLS AT 
DIFFERENT INITIAL ENERGIES 
 
We have also performed simulations to verify how the packet reception ratio (PRR) changes with respect to the maximum number of retransmission attempts (MRA) for the DFPRP vis-a-vis LEACH and MRP. The PRR is calculated as the ratio of the number of packets received successfully to the total number of packets transmitted. The packet retransmission is required in case of unsuccessful packet delivery. In our experiment, we calculate the fraction of the packets reaching the BS successfully, by varying the number of retransmission attempts. As the number of retransmission attempts increase, the PRR also increases. In case of 100% successful packet delivery, PRR is equal to one. . Table No. 9 represents the maximum and minimum number of packets delivered successfully to the BS for different values of MRA for LEACH, MRP and DFPRP algorithms respectively. MIN and MAX refer to the maximum and minimum values of PRR obtained over 30 runs for transmitting 25 packets. 
TABLE IX. PRR VALUES FOR THE THREE PROTOCOLS 
Maximum Number of Retransmission Attempts 
 LEACH      MIN            MAX 
 MRP    MIN            MAX 
 DFPRP  MIN         MAX 1 0.53 0.64 0.58 0.69 0.66 0.81 2 0.61 0.68 0.72 0.88 0.88 1 3 0.74 0.82 0.81 0.98 1 1 4 0.81 0.97 0.85 1 1 1 5 0.96 1 1 1 1 1 6 1 1 1 1 1 1  
C) Performance of the EEFSSP 
We have observed the performance of the proposed EEFSSP in target coverage by means of extensive simulations in a simulator developed using MATLAB. We have considered a 2-dimensional WSN field comprising of several randomly deployed sensor nodes and the targets that have to be monitored. We have considered a field of dimensions 200 m * 200 m with 50 sensor motes deployed in them randomly in order to detect 10 targets which 
generate packets in bursts with each burst yielding N’ packets, where N’(0, 500).  
We have compared the performance of our scheme with the target coverage algorithm proposed in [36] (referred to as A1) and the TC algorithm proposed in [39]. The results obtained from testing the three algorithms on a fixed 
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WSN architecture for different initial node energies, i.e. 0.25 J/node, 0.5 J/node and 1.0 J/node, respectively are listed in Table No. 10. It is quite clear from the results that the EEFSSP clearly outperforms its TC and A1. This can be attributed to the efficient strategies that have been incorporated into this scheme such as energy saving by virtue of sleep-scheduling, formation of optimal cover sets and an energy-efficient routing protocol which considers three profound metrics in its ambit to facilitate lower packet drops, lesser overhead and longer network lifetime.  
TABLE X. NUMBER OF ROUNDS VERSUS PERCENTAGE OF DEAD NODES FOR THE DIFFERENT PROTOCOLS AT 
DIFFERENT INITIAL ENERGIES 
 
VI. CONCLUSION 
  In this paper, we have considered the target coverage problem pertaining to WSNs and have proposed an evo-fuzzy sleep scheduling scheme, EEFSSP, for the same. The proposed scheme divides the set of sensing nodes into cover sets which alternately take turns to monitor the targets while the others are in their low-energy SLEEP states. Firstly, the proposed scheme introduces a novel heuristic for generating cover sets (GSGH) which iteratively gathers nodes to form cover sets so as to ensure that the generated cover sets are equitable in nature. Secondly, the EEFSSP also introduces a novel evolutionary approach (HDDE) to the cover set scheduling problem. Thirdly, the proposed scheme comprises of a novel hop-by-hop routing scheme DFPRP, to transmit the data packets sensed by the nodes to the Base Station. The scheme takes three metrics into account to foster energy efficiency and ensure that the number of packet drops is minimized. The performances of the HDDE, DFPRP and the overall EEFSSP have been tested through extensive simulations and they clearly outperform their peers. The target coverage problem is of profound importance and finds application in a variety of fields. Hence, the proposed scheme can be used in a variety of problems pertaining to WSNs. As a future work, we wish to explore and integrate the concept of trust management into the proposed scheme so as to ensure that the data transfer process is secure. Secondly, we wish to observe how the performance of the overall protocol and the DFPRP in particular will change if we adopt a type-II fuzzy scheme instead of the traditional type-I fuzzy scheme. Thirdly, we wish to test its performance on larger networks comprising of a large number of heterogeneous nodes so as to verify whether the proposed scheme is applicable under all conditions or not. Finally, we desire to test its hardware implementation with Iris motes using TinyOS under various conditions. 
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