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Abstract
This paper presents variable neighborhood search (VNS) for the problem of finding the global minimum
of a nonconvex function. The variable neighborhood search, which changes systematically neighborhood
structures in the search for finding a better solution, is used to guide a set of standard improvement heuris-
tics. This algorithm was tested on some standard test functions, and successful results were obtained. Its
performance was compared with the other algorithms, and observed to be better.
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1. Introduction
The optimization problems should have many local minimum points for the objective function
which may be unconvex, but only one of them is the global minimum. If F(xmin) F(x) for all x
values, xmin value is defined as the point which makes the function minimum. A standard global
optimization problem can be defined as follows [1]:
f :n → , find a point x∗ ∈ n satisfying f (x∗) f (x) for all x ∈ n,
where f is a continuous function.
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ing based on stochastic differential equations [3], simulated annealing algorithm [4], genetic
algorithms [5], tabu search Hooke and Jeeves algorithm [1], and tabu search based on memory [6]
were developed to find global optimization. These methods, which found the global minimum
for used test functions, require a large number of function evaluations. In this paper, VNS based
algorithm will be suggested to find global optimization of a nonconvex function. VNS based on
systematic change of neighborhood structures for combinatorial and global optimization. Con-
trary to other metaheuristics based on local search methods, VNS does not follow a trajectory but
explores increasingly distant neighborhoods of the current incumbent solution, and jumps from
this solution to a new one if and only if an improvement has been made [7,8].
The paper is organized as follows. First, VNS will be explained shortly. The proposed VNS
based algorithm to find global optimization will be detailed in Section 3. In Section 4, the com-
putational results will be given and be compared with results of the other heuristic methods. Test
functions given in Appendices A and B were used to perform two experiments.
2. Variable neighborhood search (VNS)
The basic idea of VNS is to explore different neighborhoods for the solution space whenever
a local optimum is reached by using a local search method. VNS is a metaheuristics for solv-
ing combinatorial optimization problems, such as traveling salesman problem [7,8], p-median
problem [8,9], minimum sum of squares clustering problem [8], resource-constrained project
scheduling problem [10], vehicle routing problems [11,12], scheduling problems [13–15], graph
coloring [16], linear ordering problem [17], etc.
A set of neighborhood structures is predefined (Nk, k = 1,2, . . . , kmax), an initial solution
is found, and a stopping criterion is determined in the first phase of VNS. In the second phase,
the search is started with the initial solution until finding a local optimum for k = 1. Then, steps
illustrated in Fig. 1 are carried out repeatedly until a stopping criterion is met.
3. Variable neighborhood search method for unconstrained optimization
The VNS algorithm has been used to find global optimization. VNS is based on a systematic
change of neighborhood within a local search algorithm.
In this study, two neighborhoods have been considered for unconstrained optimization: the
random directions and the decreasing jump.
Step 1. Shaking
Generate a random point from the Nk neighbourhood of the current point.
Step 2. Local search
Find a local optimum from the new point generated in the previous step.
Step 3. Move or not
If the new local optimum is better than the previous one, it becomes the current solution and
restart the processing.
Otherwise k is increased by one.
Fig. 1. The second phase of generic VNS algorithm.
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Adapting the nation introduced in [1], this neighborhood is:
Generate r different random directions, d1, d2, . . . , dr .
Let λ∗ and d∗ be such that
f
(
zj + λ∗d∗
)= min
1ir
f (zj + λidi) (3.1)
(or d∗ is the best direction, λ∗ is the corresponding optimal step length, determining of λ∗
has been discussed in [1], and zj is a starting point at iteration j ).
To generate a direction, perform the following steps:
(1) i = 1.
(2) Let rand ∼ U [0,1]. (3.2)
(3) di =
⎧⎪⎨
⎪⎩
−1 if 0 rand 13 ,
0 if 13  rand
2
3 ,
1 if 23  rand 1.
(3.3)
(4) If I = n, stop; otherwise let i = i + 1 and go to step (2).
Update current point
If f
(
zj + λ∗d∗
)
< fbest
fbest = f
(
zj + λ∗d∗
)
and zj+1 = zj + λ∗d∗. (3.4)
N2: The decreasing jump
This neighborhood is introduced in [18]:
For example, variables (x, y) are bounded by (−1 < x,y < 1).
xt = xt−1 ± Δ, (t = 1,2, . . . , I ), (3.5)
yt = yt−1 ± Δ, (t = 1,2, . . . , I ), (3.6)
where (xt , yt ) is the solution vector at iteration t , (xt−1, yt−1) is the best solution obtained at the
iteration t − 1 and Δ is a vector generated randomly from [−α,α] range to determine the length
of jump.
In formulas (3.5) and (3.6), (±) sign is used to define the direction of movement for each
variable. Then, all variables are updated at the end of iteration. Thus, variables of problem are
optimized concurrently and solution time is decreased. (±) sign defines a direction of movement
that appears after initial solution. The direction of movement is defined by Eqs. (3.7) and (3.8):
xbestinitial = xbestinitial +
(
xbestinitial × 0.01
)
, (3.7)
ybestinitial = ybestinitial +
(
ybestinitial × 0.01
)
. (3.8)
If
f
(
xbestinitial, y
best
initial
)
 f
(
xbestinitial, y
best
initial
)
,
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k = 1
Repeat
s′ neighbor of s determined in Nk(s) {k = 1,2} in each step.
If f (s′) f (s)
s = s′
else
if k = 1
k = k + 1 ⇒ k = 2
Until Maxiter
Fig. 3. The generic VND.
k = 1
Repeat
Shaking
Solution s′ determined in Nk(s) {k = 1,2} in each step.
Local Search
Apply N2 descent procedure and Obtain local optimum s′′
Update of the best solution
If f (s′′) f (s)
s = s′′
else
if k = 1
k = k + 1 ⇒ k = 2
else
Until Maxiter
Fig. 4. The generic B_VND.
(+) sign is used in (3.5). Otherwise, (−) sign is used. If
f
(
xbestinitial, y
best
initial
)
 f
(
xbestinitial, y
best
initial
)
,
(+) sign is used in (3.6). Otherwise, (−) sign is used.
Not to pass over global minimum where I is a number of maximum iteration, α is set as
0.1 × α at the end of the each iteration √I (i.e., α = 0.1 × α). Thus, the length of jump will
gradually decrease. It is explained in Fig. 2.
In this study, two versions of the VNS, variable neighborhood descent (VND) and basic vari-
able neighborhood search (B_VNS), in which two neighborhoods, N1 and N2, are considered.
1182 M.D. Toksarı, E. Güner / J. Math. Anal. Appl. 328 (2007) 1178–1187Variable neighborhood descent (VND)
The generic form of the VND is illustrated in Fig. 3. The algorithm performs a local search
for the best solution in N1 only resorts to performing one move in N2, when search is trapped in
a local optimum found in N1 [19].
Basic variable neighborhood search (B_VNS)
Basic variable neighborhood search based on three steps: shaking, local search, and update of
the best solution. The generic form of the B_VNS is denoted in Fig. 4. It is expected that this
shaking step produces a solution that significantly moves away from the current solution s.
4. Computational results
In this section, performance of the two versions of the VNS is examined on two experiments.
All test functions are multi-model functions with many local minima and it is difficult to seek
for the global minima. Solutions obtained by using the VNS implementations are compared with
previous solutions obtained for these problems.
4.1. Test problems
In the first experiment, VNS implementations are compared with the methods shown in Ta-
ble 1 by using a set of test functions known from the literature [20] (see Appendix A).
In the second experiment, VNS implementations are tested by using the Rosenbrock test func-
tion in 2 and 4 dimensions (see Appendix B). The VNS implementations are compared with the
methods shown in Table 2.
Since all the algorithms shown in Table 1 are tested on different machines, the standard unit
of time which makes comparisons machine-independent is used [20]. One unit of standard time
is equivalent to the running time needed for 1000 evaluations of the Shekel 5 function using the
point (4,4,4,4).
4.2. Results and discussion
The results of VNS implementations are listed in Tables 3 and 4 compared with the results of
the other methods in Table 1. In Table 3, the number of function evaluations for each method is
Table 1
Methods used for the first experiment
Method Name Reference
A Multistart [21]
B Controlled Random Search [22]
C Density Clustering [23]
D Clustering with Distribution Function [24]
E Multi Level Single Linkage [25]
F Simulated Annealing [4]
G Simulated Annealing Based on Stochastic Differential Equations [3]
H Tabu Search [1]
VND Variable Neighborhood Descent This paper
B_VNS Basic Variable Neighborhood Search This paper
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Methods used for the second experiment
Method Name Reference
Simplex Simplex method [26]
ARS Adaptive Random Search [27]
SA Simulated Annealing [2]
TS Tabu Search [1]
Table 3
Number of objective function evaluations of the first experiment
Method GP BR H3 H6 S5 S7 S10
A 4400 1600 2500 6000 6500 9300 11000
B 2500 1800 2400 7600 3800 4900 4400
C 2499 1558 2584 3447 3649 3606 3874
D 378 597 732 807 620 788 1160
E 148 206 197 487 404 432a 564
Fc 563 505 1459 4648 365a 558 797
Gc 5349 2700 3416 3975 2446 4759 4741
Hb 281 398 578 2125 753 755 1203
VNDb 294 372 408 2274 806 604 1312
B_VNSb 206 308 521 1244 571 544 988
a The global minimum was not found in one of four runs.
b The average number of function evaluations of four runs.
c The number of function evaluations of the initial sampling are not included.
Table 4
Running time in units of standard time of the first experiment
Method GP BR H3 H6 S5 S7 S10
A 4.5 2 7 22 13 21 32
B 3 4 8 46 14 20 20
C 4 4 8 16 10 13 15
D 15 14 16 21 23 20 30
Ec 0.15 0.25 0.5 2 1 1a 2
Fc 0.9 0.9 5 20 0.8a 1.5 2.7
Hb 0.22 0.3 1.02 7.2 1.47 1.58 3.34
VNDb 0.24 0.28 0.85 7.8 1.55 1.42 3.78
B_VNSb 0.09 0.15 0.62 3.88 0.96 0.98 2.12
a The global minimum was not found in one of four runs.
b The average number of function evaluations of four runs.
c The number of function evaluations of the initial sampling are not included.
given. Table 4 shows the computation times in units of standard time for each method. Table 4
shows no results for method G, since the running time available is only in absolute computer time.
These tables show that the best solution quality is obtained by the VNS methods. Proposed
VNS methods found exactly global minimum in all the tested problems, while E and F failed in
problems S7 and S5, respectively. These tables show that results of B_VNS are more efficient
than results of VND, because B_VNS includes a local search procedure. Note that the first and
second derivatives of each of the tested functions can be easily found. Although other methods
use these tools, proposed algorithm does not utilize the derivations of the function.
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Number of objective function evaluations of the second experiment
Starting point Method
Simplex ARS SA TS VND B_VNS
2 dimensions:
1001,1001 993 3411 500001 1954 1762 1078
1001,−999 276 131841 508001 1762 1544 862
−999,−999 730 15141 524001 2483 2158 958
−999,1001 907 3802 484001 2671 1975 1154
1443,1 907 181280 492001 1616 1408 1216
1,1443 924 2629 512001 4121 2856 1984
1.2,1 161 6630 488001 1195 995 508
4 dimensions:
101,101,101,101 1869 519632 1288001 16528 14701 14324
101,101,101,−99 784 194720 1328001 27940 25478 21555
101,101,−99,−99 973 183608 1264001 13995 12215 11924
101,−99,−99,−99 1079 195902 1296001 11443 9854 9208
−99,−99,−99,−99 859 190737 1304001 14007 12457 10219
−99,101,−99,101 967 4172290 1280001 16572 15408 11652
101,−99,101,−99 870 53878 1272001 11471 12487 8052
201,0,0,0 1419 209415 1288001 25413 20541 17261
1,201,1,1 1077 215116 1304001 8884 6973 5872
1,1,1,201 1265 29069006 1272001 34083 31804 25526
Table 6
Final functional value of the second experiment
Starting point Method
Simplex ARS SA TS VND B_VNS
2 dimensions:
1001,1001 4.9E−10 1586.4 1.8E−10 7.1E−11 2.7E−11 8.4E−16
1001,−999 7.4E−10 8.6E−9 2.6E−9 1.5E−9 8.1E−10 7.9E−16
−999,−999 2.7E−10 1.2E−8 1.2E−9 4.2E−9 4.4E−10 3.1E−15
−999,1001 9.2E−10 583.2 4.2E−8 6.1E−9 9.2E−10 3.7E−13
1443,1 5.4E−11 4.7E−10 1.5E−8 7.2E−9 5.1E−10 6.8E−16
1,1443 2.2E−10 1468.9 1.6E−9 3.4E−9 1.4E−11 7.2E−16
1.2,1 2.4E−10 5.5E−7 2.0E−8 2.6E−10 6.0E−10 2.2E−15
4 dimensions:
101,101,101,101 3.70 1.9E−6 5.0E−7 5.1E−8 9.7E−9 0.4E−11
101,101,101,−99 5.46E−17 1.7E−6 1.8E−7 1.6E−7 7.2E−8 5.9E−11
101,101,−99,−99 9.8E−18 3.8E−6 5.9E−7 8.3E−8 0.3E−9 4.1E−12
101,−99,−99,−99 3.4E−17 2.3E−6 7.4E−8 1.4E−7 5.5E−9 1.4E−11
−99,−99,−99,−99 8.3E−18 2.7E−6 3.3E−7 6.3E−7 1.2E−9 9.3E−12
−99,101,−99,101 1.2E−17 2.6E−6 2.8E−7 9.5E−7 3.9E−9 6.4E−12
101,−99,101,−99 6.0E−18 3.7 2.3E−7 4.5E−7 1.4E−8 1.7E−13
201,0,0,0 3.70 1.1E−6 7.5E−7 5.7E−7 5.7E−10 8.7E−11
1,201,1,1 9.4E−18 1.2E−6 4.6E−7 7.2E−7 8.1E−9 3.8E−11
1,1,1,201 3.9E−17 2.2E−6 5.2E−7 6.1E−7 0.9E−9 0.8E−11
For second experiment, Tables 5 and 6 show comparisons of proposed methods with the al-
gorithms shown in Table 2 by using the Rosenbrock function in 2 and 4 dimensions. Function
evaluation is used to measure efficiency.
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found values for tested problems. These tables clearly display that B_VNS is the most efficient
method. In addition, B_VNS method is more robust than VND method, because B_VNS has a
local search procedure.
5. Conclusions
In this paper, two powerful and robust methods which are based on VNS, are proposed to
find global optimization. Performance of the proposed VNS implementations is examined on
two experiments. When compared with previous methods to find global optimization, results
show that proposed methods have a noticeable performance. The proposed VNS based methods
found exactly global minimum of tested problems, so, it is obvious that the best values obtained
by using the proposed VNS based methods are the best found values for tested problems, and
proposed B_VNS is the most powerful method for unconstrained optimization.
Appendix A
The following test functions are taken from Al-Sultan and Al-Fawzan [1].
GP (Goldstein and Price: n= 2)
f (x1, x2) =
[
1 + (x1 + x2 + 1)2
(
19 − 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22
)]
× [30 + (2x1 − 3x2)2(18 − 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)],
S = {x ∈ R2 ∣∣−2 xi  2, i = 1,2},
xmin = (0,−1), f (xmin) = 3.
There are 4 local minima in the minimization region.
BR (Branin: n= 2)
f (x1, x2) = a
(
x2 − bx21 + cx1 − d
)2 + e(1 − f ) cos(x1) + e,
where a = 1, b = 5.1/(4π2), c = 5/π , d = 6, e = 10, f = 1/(8π).
S = {x ∈ R2 ∣∣−5 x1  10 and 0 x2  15},
xmin = (−π,12.275); (π,2.275); (3π,2.475), f (xmin) = 5/(4π).
Hn (Hartmann functions: n= 3, 6; q = 4)
f (x) = −
q∑
i=1
ci exp
(
−
n∑
j=1
aij (xj − pij )2
)
,
S = {x ∈ Rn ∣∣ 0 xj  1, 1 j  n},
Table A.1
H3 (n = 3 and q = 4)
i ai1 ai2 ai3 ci pi1 pi2 pi3
1 3 10 30 1 0.3689 0.1170 0.2673
2 0.1 10 35 1.2 0.4699 0.4387 0.7470
3 3 10 30 3 0.1091 0.8732 0.5547
4 0.1 10 35 3.2 0.03815 0.5743 0.8828
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H6 (n = 6 and q = 4)
i ai1 ai2 ai3 ai4 ai5 ai6 ci pi1 pi2 pi3 pi4 pi5 pi6
1 10 3 17 3.5 1.7 8 1 0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
2 0.05 10 17 0.1 8 14 1.2 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
3 3 3.5 1.7 10 17 8 3 0.2348 0.1451 0.3522 0.2883 0.3047 0.6550
4 17 8 0.05 10 0.1 14 3.2 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381
Table A.3
Sh (n = 4 and q = 5,7,10)
i ai1 ai2 ai3 ai4 ci
1 4 4 4 4 0.1
2 1 1 1 1 0.2
3 8 8 8 8 0.2
4 6 6 6 6 0.4
5 3 7 3 7 0.4
6 2 9 2 9 0.6
7 5 5 3 3 0.3
8 8 1 8 1 0.7
9 6 2 6 2 0.5
10 7 3.6 7 3.6 0.5
for n = 3, xmin = (0.114,0.556,0.882), f (xmin) = −3.86, for n = 6, xmin = (0.201,0.150,
0.477,0.275,0.311,0.657), f (xmin) = −3.32. Tables A.1 and A.2 show values of variables for
Hartmann functions.
Sh (Shekel function: n= 4; q = 5, 7, 10)
f (x) = −
q∑
i=1
(
(x − ai)T (x − ai) + ci
)−1
,
S = {x ∈ R4 ∣∣ 0 xi  1, 1 i  4},
xmin = (4,4,4,4),
for q = 5, f (xmin) = −10.15, for q = 7, f (xmin) = −10.40, for q = 10, f (xmin) = −10.54.
Table A.3 shows values of variables for Shekel’s family.
Appendix B
The following Rosenbrock test function in 2 and 4 dimensions is taken from Al-Sultan and
Al-Fawzan [1]:
f (x1, x2) = 100
(
x2 − x21
)2 − (1 − x1)2,
xmin = (1,1), f (xmin) = 0,
f (x1, x2, x3, x4) =
3∑
i=1
100
(
xi+1 − x2i
)2 − (1 − xi)2.
xmin = (1,1,1,1), f (xmin) = 0.
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