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Zusammenfassun
Uberwachung and Entscheidung charakterisieren zusammen recht gut die Rolle
des Menschen in hochautomatisierten Systemen. Neben der Analyse des mensch-
lichen Oberwachungs- and Entsche idungsverhal tens wird in diesem Bericht be-
sanders dessen Modellierung beschrieben. Dice Zielsetzung dabei ist es, eine^
Obersicht zu vermitteln.
Es werden "klassische" and optimal theoretische Uberwacher-Modelle behandelt
sowie der Zusammenhang zwischen Aufmarksomkeitsvertei lung and Blickbewe-
gungen diskutiert. Als Anwendungsbeispiel wird die Bewertung von Voranzei-
gen mit Hilfe des optimal theoretischen Modells erldutert. Die Fehlerentdeckung
bei kontinuierlichen Signalen and das Entsche idungsverhal ten des Menschen
bei der Fehlerdiagnose in verschiedenen Betriebs- and Wartungssituationen
werden veranschoulicht. Die rechnergestUtzte Entscheidung wird als Warte-
schlangenproblem behandelt. Es wird aufgezeigt, inwieweit bei der Rechner-
unterstUtzung vom Aktivittltszustand des Menschen aufgrund psychophysiolo-
gischer McBgr&Jen ausgegangen werden konn. AbschlieBend werden Manage-
mentinformationssysteme fUr verschitdene Anwendungsbereiche angesprochen.
Als Anhang enthttlt der Bericht einen englischsprachigen Aufsatz, in dem die
MSglichkeiten der mathematischen Modellbildung des mens^n . lichen Verhaltens
in komplexen Mensch-Maschirte-Systemen kritisch bewertet werden.
Abstract
Monitoring and decision-making together are very well characterizing the role
of the human operator in highly automated systems. In this report, the analysis
of human monitoring and decision-making behavior as well as its modeling
are described. The goal is to present a survey.
"Classic" and optimal control theoretic monitoring models are dealt with.
The relationship between attention allocation and eye movements is discussed.
As an example for applications, the evaluation of predictor displays by means
of the optimal control model is explained. Fault detection in continuous
signals and decision-making behavior of the human operator in fault diagnosis
during different operation and maintenance situations are illustrated. The
computer-aided decision-making is considered as a queueing problem. It is
shown to what extent computer-aiding may be based on the state of human
activity as measured by psychophysiological quantities. Finally, management
information systems for different application areas are mentioned.
As an appendix, the report includes an English-written paper in which the
possibilities of mathematical modeling of human behavior in complex man-
machine systems are critically assessed.
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Vorwort
Der vorliegende Bericht stellt die Ergebnisse zusammen, die bei der Bearbeitung
des Forschungsvorhabens des BMVg Uber das Thema "Uberwachungs- and Ent-
sche idungsverhalten des Menschen in Mensch-Maschine-Systemen" (Auftrag
Nr. T/RF36/71507/71323) gewonnen wurden. Der Autor hielt sich zur Bear-
beitung dieses Vorhabens in der Zeit von September 1977 bis Mai 1978 an der
University of Illinois, Coordinated Science Laboratory and Department of
Mechanical and Industrial Engineering, Urbana-Champaign, Illinois, auf.
Dobei bestand u.a. Gelegenheit zur Mitorbeit am Forschungsprojekt "Pilot
Interaction with Automated Airborne Decision Making Systems"
Der USA-Aufenthalt fUhrte zu einem guten Oberblick and detaillierten Kennt-
nissen Uber die Forschurigsmethoden zur Analyse and Modellierung des mensch-
lichen Uberwachungs- and E ntsche idungsverhal tens. Es wurden sowohl ingeni-
eurwissenschaftlich-mathematische cis auch psychologische Arbeitsansdtze ver-
foigt. Gute Einblicke ergaben sich auch in die Anwendung dieser Methoden
beim Entwurf von z.T. rechnergestUtzten Uberwachungs-, Fehlerdiagnose-,
Managementin formations - and Entscheidungssystemen.
FUr zahlreiche wertvolle Anregungen, Diskussionen and Literaturhinweise Kobe
ich vielen amerikonischen Kollegen herzlich zu danken. Stellvertretend fUr
alle sei Prof. William B. Rouse genannt, dessen Aufgeschlossenh p it and Hilfs-
bereitschaft wesentlich zum Erfolg des Vorhabens beitrugen.
Das Ziel des Berichtes ist es, eine Obersicht zu vermitteln. Gelegentlich
fUhrte das zu einer Behr straffen Darstellung. Die eigenen Forschungsergeb-
nisse, die wtihrend and unmittelbor nach dem USA-Aufenthalt erarbeitet wurden,
sind dagegen etwas ausfUhrlicher erlttutert wurden. Hierbei handelt es sich um
den Aufsatz [7], der diesem Bericht als Anhang angefUgt ist and um die Ar-
beiten [19] , [33] , die im Abschnitt 2.4 beschrieben werden.
Bei meinen Kollegen, den Herren Dipl.-Ing. G. Dtsrfel, Dipl.-Psych. C. Pfendler
and Dipl.-Ing. W. Stein, bedanke ich mich fUr kritisches Gegenlesen and An-
regungen zur Verbesserung des Manuskripts. Frou C. Largen danke ich fUr das
Schreiben des Manuskripts sowie den Herren D. Schmitt and St. Woizik fUr
das Anfertigen der Zeichnungen.
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Einleitung
Die zunehmende Automatisierung vsrtindert die Rolle des Menschen in Mensch-
Maschine-Systemen [1] . Dies gilt z.B. fur die FahrzeugfUhrung, fur Lenk-
und Leitsysteme and fur die industrielle ProzeBfUhrung. Die wesentliche Trieb-
kraft fur die Automatisierung ist die Forderung nach Leistungssteigerung and
erht3hter Wirtschaftlichkeit der vom Menschen gefUhrten technischen Systeme.
Daneben treten sail einigen Jahren weitere Kriterien deutlicher in den Vorder-
grund - humane Arbeitsplatzcpstaltung and Erhtihung der VerfUgbarkeit and
Sicherheit der komplexer werdenden Mensch-Maschine-Systeme. Zwischen allen
genannten Kriterien bestehen Wechselwirkungen, die in der Praxis zu Zielkon-
flikten fUhren k6nnen.
Um zu airier allseits befriedigenden Lasung zu gelangen, muB eine qualitativ
vertinderte Automatisierung angestrebt warden. Rechenanlogen warden dabei
nicht nur eingesetzt, um'Aufgaben auszufUhren, sondern ouch, um Aufgaben
zu planen and zu bewerten and um domit A partner des Menschen diesen zu
unterstUtzen (siehe ouch [2] ). Die MaBnahmen der RechnerunterstUtzung and
solche der Arbeitsorganisotion mUssen rich gegenseitig ergtinzen. Sie setzen
Kenntnisse Uber das Arbeitsverhalten des Menschen vorous.
Der vorliegende Bericht soil hierzu beitragen. Es erfolgt eine Beschrtinkung auf
Ttttigkeiten in Mensch-Maschine-Systemen. Die monuellen Steuerungs- and Re-
gelungsttltigkeiten warden dobei nur gelegentlich angesprochen, do ausfUhr-
liche Darstellungen bereits vorliegen (siehe z.B. [3] , [4] ). Dagegen warden
vor allem Oberwachungsttltigkeiten Bowie diagnostizierende and kommunikative
Ttitigkeiten behandelt, die durch die Automatisierung zunehmende Bedeutung
erlangt haben. Einige Beispiele fur sine RechnerunterstUtzung des Menschen
warden ebenfolls dargestellt. Der Bericht will eine Obersicht vermitteln. Fur
ein vertieftes Verstdndnis sei auf die jeweiligen Originalarbeiten verwiesen.
In der Literatur warden die informationsverarbeitenden Prozesse im Menschen
gelegentlich in Wahrnehmungsprozesse, sensomotorische Prozesse, Entscheidungs-
prozesse and Problemldsungsprozesse untergl iedert (iehe z.B. [S] ). An den in
diesem Bericht behandelten Tatigkeiten des Menschen sind vorwiegend Wahrneh-
mungs- and Entscheidungsprozesse beteiligt. Domit wird deutlich, daft die bei-
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den Verhaltensaspekte, die im Titel dieses Berichtes nebeneinander erscheinen,
Uberwachung and Entscheidung, streng genommen in zwei verschiedenen Ord-
nungsschemato zu sehen sind. Uberwachung ist eine Tdtigkeit des Menschen,
Entscheidung dagegen ein inform at ionsverarbe i tender ProzeB.
Uberwachung and Entscheidung charakterisieren zusammen recht gut die Rolle
des Menschen in hochoutomatisierten Systemen.
Die Oberwachung dient der Gewinnung von Information Uber den Systemzu-
stand von Mcschine and Umwelt sowie der Entdeckung von Fehlern and ande-
ran Ereignissen. Ein Entscheidungsvorgang wird dadurch gekennzeichnet, daB
eine Auswahl zwischen mehreren Handlungsalternativen zu treffen ist (siehe
z.B. [3] , [6] ). Durch die Beobachtung der Konsequenzen einer gewdhlten
Handlung kann gleichzeitig eine etwo bestehende Ungew*-Bheit Uber den System-
zustand von Maschine and Umwelt verringert warden.
Bei der Behandlung des Themas werden in diesem Bericht vor allem ingenieur-
wissenschaftlich-mothematische, daneben aber auch psychologische Arbeitsan-
stitze betrachtet. Neben der Analyse des menschlichen Oberwachungs- and Ent-
sche idungsverhal tens wird besonders deesen Modellierung untersucht.
Eine Studie hierzu ist wtihrend des USA-Aufenthaltes des Autor ,c erarbeitet wor-
den [7] . Sie ist als Anhang Tail dieses Berichtes and stellt in Ergtinzung zum
Hauptteil eine kritische Bewertung der mathematischen Modellier-.mgsmtiglich-
keiten dar. Ausgehend vom Beispiel des Autofahrens wird eine Hicrarchie
menschlicher Aktivittiten in komplexen Mensch-Mas chi ne-Systemen aofgestellt.
Die Aktivitdten warden zu drei Verhaltensaspekten zusammengefoBt : (') Auf-
nohme and Interpretation von Eingangsinformation, (2) Plonung and (3) AusfUh-
rung von Pldnen. Getrennt nach diesen drei Aspekten warden rnothematische
Modelle and m6gliche Anstitze betrachtet. Dabei warden z.B. Nutzen-,
Schtitz-, Regelungs- and Warteschlangentheorie sowie die Theorie unscharfer
Mengen and die Methoden der kUnstlichen Intelligenz berUcksichtigt. Viele
Probleme and davon abgeleitete Hinweise fur weitere Forschungsarbeiten warden
oufgeze igt.
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Sowohl im Anhang dieses Berichtes als ouch in einem anderen neueren Bericht [8]
zur Bewertung von Modellen fur Mensch-Maschine-Systeme wird sine kritische
Bilanz des Erreichten gezogen and die Notwendigkeit betont, zukUnftig ver-
schiedenartige Modelle zu integrieren. Damit lie ge sick der Nutzen def Mo-
dellierung weiter erh6hen, der vor allem in der Vorhersage der Leistung and
Zuveridssigkeit eines Mensch-Maschine-Systems and damit in der Einsporung von
zeit- and kostenaufwendigen Experimen,en im S;mulator odor Echtsystem liegt.
In [8] wird zwischen synthetischen and analytischen Wdellansdtzen zur Beschrei-
bung von Mensch-Maschine-Systemen unterschieden. Do hierdurch eine Einord-
nung der in diesem Bericht behandelten Modelle in einen Ubergeordneten Roh-
men sichtbor wird, sei dieser Unterschied kurz angesprochen.
Die synthetischen Modellansatze sind Netzwerksverfahren. Die Elementarkompo-
nenten der menschlichen Tdtigkeit mUssen hierbei definiert and mit Wahrschein-
lichkeitsdichteverteilungeh ihrer AusfUhrungszeitZn vorgegeben werden. Durch
VerknUpfungen der Elementarkomponenten wind Bann dos Netzwerk zur Beschrei-
bung einer komplexen Aufgabensituation synthetisiert ("bottom-up approach").
Als wesentliche Ergebnisse werden AusfUhrungszeiten and Zuverldssigkoiten fur
dos Gesamtsystem mittels Rechnersimu lotion ermittelt. Die Hauptprobleme der
Verfahren bestehen darin, die erforderlichen Doten bereitzustellen and eine
angemessene Netzwerkstruktur zu finden. Die Doten kannen z.B. aus Mensch-
Maschine-Experimenten, aus Expertenurteilen and aus analytischen Modellen
gewonnen werden. Einige bekannte Beispiele derartiger Verfahren sind dos Sie-
gel-Wolf-Modell [9] and die Simulationssprache SAINT [10] .
Unter den analytischen Modellansdtzen werden in [8] die Modelle der mensch-
lichen Tdtigkeit im engeren Sinne verstanden. Hierbei wird von dem jeweiligen
Ziel der Leistungsvorhersage ousgegangen and die Tdtigkeit nur so weit aufge-
gliedert, wie es fur die Untersuchung erforderlich ist ("top-down approach").
Dos Problem besteht bei diesen Modellen darin, fur die interessierende Aufgabe
geeignete onalytische Beschreibungen zu finden. Beispiele sind die Regl;.r-
Mensch-Modelle sowie die meisten in diesem Bericht behandelten Modelle fur
den Menschen als Uberwacher and Entscheider (siehe z.B. ouch [3] , [4] ).
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2. Uberwachung and Aufinerksamkeitsverteilunq
Uberwachungstdtigkeiten des Menschen dienen der Gewinnung von Information
Uber den Systemzustand von Moschine and Umwelt sowie der Entdeckung von
Fehlern and anderen Ereignissen. In diesem Kapitel wird vor allem der erste
Aspekt betrachtet. Dabei werden aussrhlief3lich kontinuierliche Signalverldufe
angenommen.
In komplexen Mensch-Maschine-Systemen muf3 der Mensch eine Vielzahl von
Informotionsquellen Uberwachen, wie z.B. die Anzeigenfelder in ProzeBwarten
oder im Flugzeugcockpit. Aufgrund seiner Informationsverarbeitunrtseigenschaften
kann der Mensch nur begrenzt parallels Information gleichzeitig aufnehmen
(siehe z.B. [11] ). Dos zwingt zu einem Abtastverhalten, bei dem durch Blick-
bewegungen verschiedene Anzeigen nacheinander fixiert werden. Diese serielle
Informationsaufnahme wird im ausgelernten Zustand entsprechend der gestellten
Aufgabe prioritatsgesteuert ousgefUhrt, um eine angemessene Aufinerksomkeitsver-
teilung zu erreichen. Somit ergeben Bich oufgabenabhtingige Abtaststrategien.
Im folgenden werden verschiedene Modelle zur Beschreibung menschlicher Uber-
wachungstdtigkeiten betrachtet and der Zusammenhang zwischen Aufinerksomkeits-
verteilung and Blickbewegungen erlttutert. Ein 9eispiel mit eigenen Ergebniss„:n
wird abschlie0end behandelt.
2.1 "Mossische” Uberwacher-Modelle
Das erste quantitative Modell zur Beschreibung des menschlichen Abtastverhal-
tens ist von Senders entwickelt warden '12]. Es bout auf Ideen aus der Infor-
mationstheorie ouf, insbesondere dem Shonnonschen Abtasttheorem. Der Mensch
wird durch ein Ein-Kanal-Abtastmodell beschrieben. Dodurch wird berUcksich-
tigt, daB das menschliche Auge in jedem Augenblick nur einen Bildpunkt fi-
xieren kann. Ferner wird angenommen, daB eine Vielzahl von Anzeigen abge-
tastet wird and aus den Abtastwerten die beobochteten kontinuierlichen Zeit-
funktionen wieder rekonstruiert werden ktsnnen.
Die einzelnen angezeigten Grtsf3en seien nicht miteinander korrelierte stocha-
IT
stische Signale y i
 (t). Die Fixotionsfrequenz fUr das i-te Signal ergibt Bich aus
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dessen Grenzfrequenz w, and muO nach dem Ahtasttheorem wenigstens
wFri == 2 w 	 (1)
betragen.
Nimmt man an, daB der Mensch als Beobachter eine begrenzte Eingangskonal-
kapazitat besitzt, dann hangt die Dauer jeder einzelnen Fixation linear von der
aufzunehmenden Information ab. Im Mittel ergibt rich fUr die Fixotionsdauer :
c 
D i
 = c 1 1092 E. ^- + c2	(2)
wobei a der Effektivwert des i-ten Signals, E. der zulassige Effektivwert and
Y.
c l , c2 konstanten sind. Du; c! c 2 wird die Obergangszeit zwischen verschie-
denen Anzeigen and ^!-*e minimale Fixationszeit festgelegt.
Aus Gln. (1), (2) ergibt sick der bezogene Anted f, der Verweilzeit fur die
Beobachtung der i-ten Anzeige :
aYifi
 = wF, i D i = 2 c 1 w  1092 Ei + 2 c2 w i	(3)
Die minimale Zeit zur Beobachtung von m Anzeigen bezogen auf die Ge;amt-
zeit •wird dann wie folgt be — - lint :
m	 m	
ayiT  = E f i = 2 E w i ( c l log2 E	 + c2 )	 (4)ii=1	 i=1 
Wenn T  < 1 ist, danr. besteht noch eine verfUgbare Kapazitat, z.B. fUr die
Beobachtung zusatzlicher Anzeigen. Weiterhin werden in [
.
12] die Wahrschein-
lichkeiten fUr die Fixation der einzelnen Anzeigen and fUr die Obergange
zwischen verschiedenen Anzeigen angegeben.
Dos Modell beschreibt dos menschliche Abtastverhalten unter den gegebenen
idealisierten Randbedingungen recht genau. Es hat den Ausgangspunkt fUr viele
nochfolgende Arbeiten gebildet. Darin liegt dessen groBe Bedeutung. Einige
wesentliche Nachteile seien jedoch ebenfalls kurz erwahnt. FUr dos Modell
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wird angenommon, doB die einzelnen Signale weitgehend periodisch abgetastet
warden. Aus Aufgabensituationen in der Praxis ist aber bekannt, daR haufig
operiodisches Abtasten vorliegt. AuBerdem wird dart oft redundante Information
dargeboten, d.h. die ongezeigten Signale sind miteinander korreliert. Bei ,un -
terschiedlichen Missionsphasen ktsnnnn einzelne Signale mehr oder weniger kri-
tisch werden. Das wUrde durch ein Oberschreiten bestimmter Schwellen nachge-
bildet werden. Dies ist nicht im beschriebenen Modell realisiert. Gleichfolls
wird die periphere Informationsaufnahme des Menschen nicht berUcksichtigt.
SchlieBlich ist dos Modell nur teilweise validiert warden.
Ein Tail der aufgezdhlten Einschrankungen ist durch dos Modell von Carbonell [13]
vermisden warden. Es wird ein Warteschlongenmodell fUr dos visuelle Abtast-
verhalten angegeben. Dabei wird angenommen, dab die einzelnen Anzeigen
wie Kunden in einer Schlange (z.B. an der Kassa eines Einkaufzentrums) auf
die Bedienung, d.h. hier auf dos Fixieren and Abgalesenwerden durch den
Menschen, warten. Etwas ousfUhrlicher wird auf die Wurteschlongen- odor
Bedienungstheorie im Kapitel 4 eingegangen.
Diu
--- — — — — —





i Itl •^^ ^1	 It1-N1l
-1 —^-- — — — — 111111 —
Bild 1 : Zunahme des Risikos for dos Oberschreiten
der Schwellen L, - L bei einer Anzeige (ous [13; )
Weiterhin geht das Niodell davon aus, daB dos Risiko einer Oberschreitung
vorgegebener Schwllen (L .^zw. -L) mit deco zeitlichen Abstand s. an der
- 9 -
letzten Ablesung anwachst. Dies wird im $ild l fur eine der vorhandenen An-
zeigen veranschaulicht. Im letzten Abtastzeitpunkt (t = 0) ist der abgelesene
Wert exakt bekannt. Die Wahrscheinlichkeitsverteilung, die allgemein eine ge-
wisse Unsicherheit bezUg;ich dieses Wertas beschreiben soil, wird hier ant-
sprechend zu einem wiendlich schmalen Impuls. Mit zunehmendem zeitlichen
Abstand von der letzten Ablesung warden awei EinflUsse sichtbar, die Bich bei
der Schtmung cues weiteren Signalverlaufs auswirken. Erstens muB eine deter-
minierte Veranderung der Amplitude des beobachteten Signals durch Stellgrt53en
(control action) erwortet warden, foils solche auftreten ktsnnen. HierfUr wird
im Modell ein exponentieller Verlauf angenommen. Zweitens wtichst die Un-
sicherheit Uber den tatsachlichen Signalverlauf mit wachsendem Abstand seit
der letzten Ablesung. Dies pragt zich in einer zunehmenden Verbreiterung der
Wahrscheinlichk,eitsdichtefunktion aus. Wie Bild 1 zeigt, vergrt$Bert sich do-
durch die Wahrscheinlichkeit einer SchwellenUberschreitung (schroffierte Be-
reiche). Die subiektive Varianz dct Signalverlaufs wird beschrieben durch :
Q 2 (t) = 02 [l - p2(t) + H t] ,	 (5)
wobe  co
 
2 die Varianz der Abtastwerte des beobachteten Signals, p(t) dessen
normierte Autokorrelationsfunktion and H ein Divergenzfaktor ist, der Drift-
effe^te and dos Vergessen des Menschen berUc sichtigt.
Fur die Oberwachung meN-erer Anzeigen wird der beschriebene Boobachtungs-
und SchdtzprozeO in dos erwahnte Warteschlongenmodell integriert. Offensicht-
liL.h ist fur die Entscheidung, welche Anzeige als ndchste obgelesen warden
soil, da zu erwartende Risiko einer SchwellenUberschrf;itung bedeutsam. Dem-
entsprechend mussen Prioritaten ffir eine Wartedisziplin der Schlange oiler zu
beobachtenden Anzeigen festgelegt warden. Dorrit ergibt rich zwongsl;;ufig,
doB die einzelnen Signale operiodisch abgetastet warden. Dos Priori tatssystem
fur die Wartedisziplin ist im vorliegenden Fall relativ kompliziert. Es besteht
eine Abhtsngigkeit von den Werten der letzten Ablesungen, von den verstri-
chenen Zeitabstanden seit den letzten Ablesungen and von der oufgabenbeding-
ten Risiko-Kosten-Hierarchie bezUglich d h r SchwellenUberschreitungen der ein-
:	 zelnen Anzeigen.
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Dos beschriebene Modell erlaubt keine analytisch geschlossene Ltisung. Es ist
daher mittels Digitalre chnersirnolat ion erprobt warden. Eine Volidierung er-
folgte durch Blickbewegungsmessungen beim Anflug und der Landu..y in einem
Flugsimulator [14] . Dabei ist eine recht gute Obereinstimmung zwischen ox-
perimentell und theoretisch ermittelten mittleren Fixationszeiten fUr o* , e einzel-
nen Anzeigen erzielt warden.
2.2 Optimal theoretische Uberwacher-Modelle
Dos optimal theoretische Modell ist von Baron, Kleinman und Levison zundchst
7ur Beschreibung des Menschen als Regler entwickelt warden [15] . Es ist fUr
meordimensionale Aufgaben Behr gut geeignet. Eine Aufinerksomkeitsverteilung
bei mehreren Anzeigen wird im Wahrnehmungsteil des Modells berUcksichtigt.
In jUngerer Zeit sind hierauf aufbauend sowohl Verfahren fUr Anzeigenbewer-
tung und -entwurf (siehe z. B. [16] , [17] ) als auch Modelle fUr den Menschen
als Uberwacher [18] erarbeitet warden.
.....^
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Bild 2 : Blockschaltbild des Mans ch-Masch ine-Systems mit dem optimal-
theoretischen Modell fUr den Menschen A Uberwacher
Im Bild 2 rind dos optimal theoretische Madell fur den Menschen als Uberwacher
und dos outomatisch geregelte technische System als Mensch-Maschine-System
dargestellt. Es wird vorousgesetzt, doB dos zu Uberwachende technische System
linear oder Ober genUgend gut linearisierbor ist. Die Dynamik des Systems
wird in der Zustandsraumdarstel lung angegeben :
x(t) = A x(t) + E w(t) . 	 (6)
Dabei sind x(t) die Zustandsgrtsf3en and w(t) weiB3es Rauschen. Die StdrgrMen-
filter, die aus dem weiBen Rouschen die tatsdchlichen Stdrgrt5Ben erzeugen,
ktinnen durch eine Erweiterung des Zustandsvektors mit der Systemdynamik zu-
sommengefaf3t werden. AuB3erdem umfa6t these ouch Untersysteme wie z. B.
McBgeber, Stellglieder and automatische Regler.
In der Regel werden nur einige ZustandsgrtsBen bzw. ihre Linearkombinationen
angezeigt. Dies Who mit der Beobachtungsmatrix C zu der Ausgangs- oder Be-
obachtungsgleichung
Y(t) = C x(t)	 (7)
wobei ouch die crsten Ableitungrr: angezeigter GrtsBen als wahrnehmbare
GrtsRen in y(t) eingeschlossen sein ktsrnen. Die Matrizen A, C and E rind
bei zeitunvertinderlichen Systemen konstant.
Die Beobachtungsmatrix C wird dazu verwendet, zwei verschiedene EinfluSfak-
toren zu erfassen, and zwor den EinfluR physikalisch angezeigter Grtsf3en and
den der menschlichen Wahrnehmung der Anderungsgeschwindigkeit einer Grtsf3e.
Die physikalisch angezeigten GrdBen Sind entweder Zeigerstellungen u.d. odor
die Elemente graphischer Darstellungen, z.B. eine Punktfolge als Approxima-
tion einer gekrUmmten Linie. Einzelne wahrnehmbare Grt5f3en als Komponenten
des Vektors y(t) lassen sick somit unmittelbar ablesen, wtihrend andere aus
graphischen Darstellungen abgeleitet werden mUssen. Beispiele aus der FiugfUh-
rung fUr die erste Kategorie sind Fahrt- and Htshenanzeige, die Anzeigen von
Nick- and Rollwinkel im Wnstlichen Horizont Bowie die Flugkommandoanzeigen.
Die letzteren werden im Flugkommandorechner aus einer gewichteten Summe
mehrerer ZustandsgrdGen errechnet. Die entsprechenden Gewichtsfaktoren wer-
den in die Beobachtungsmatrix 30genornmen.
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Aus graphischen Darstellungen abgeleitete Gral3en ergeben sick z.B. bei eini-
gen Voranzeigen and bei der AuGensichtdorstel lung einer Landebohn. Wird eine
extrapolierte Bahn als Voranzeige berechnet, so kann das angezeigte Bahnele-
ment durch einige dquidistante Punkte ausreichend genou angendhert werden.
Die Bahnabweichungen dieser Punkte werden einzeln als wahrnehmbare GrtsBen
in der Beobachtungsmatrix berUcksichtigt [19] . Im Falle von Lindebahn- oder
anderen AuBenskuhtdarstellungen mUssen die fUr den menschlichen Wahrnehmungs-
vorgang charakteristischen Elemente aus der Anzeigengeometrie ermittelt and als
Komponenten der Beobachtungsmatrix beschrieben werden [20] , [21] .
Der zweite EinfluBfaktor, der in der Beobachtungsmatrix erfoot wird, ist die
menschliche Wahrnehmung der Anderungsgeschwindigkeit einer Grts8e. Es wird
angenommen, daB der Mensch im Falle von Analoganzeigen aus der Anderung
einer angezeigten GrtsBe deren erste Ableitung ableiten kann, nicht mehr je-
doch htshere Ableitungen. Die erste Ableitung einer angezeigten GraBe wird
dann als zusatzliche wahrnehmbare GrMe in den Vektor Y(t) aufgenommen.
Dos Ivbdell des Menschen als Oberwacher kann in zwei Verarbeitungsstufen
untergliedert werden, and zwar in Wahrnehmung and zentrale Verarbeitung
(siehe Bild 2). Hieran kann gegebenenfalls eine Handlungsstufe angeschlossen
sein, falls Entscheidungen aufgrund der Zustandsschdtzung getroffen oder Ein-
griffe in das geregelte System vorgenommen werden (siehe z.B. [22] ).
Dos Modell geht von der Annahme aus, daB der Wahrnehmungsvorgang des
Menschen fehlerbehaftet ist and Verarbeitungszeit benbtigt. Dies wird dadurch
reprdsentiert, daB die wahrnEhmbaren Grdi3en y(t) von Beobachtungsrauschen v (t)
Uberlagert and um die Totzeit T verzdgert werden, so doB die wahrgenommenen
GrdBen yp (t) louten :
Yp (t )	 Y(t T) + Vy (t T)	 (8)
Die Totzeit T liegt bei etwo 0, 1 - 0,2 s and hat einen relativ kleinen
Schwankungsbereich. Dos Beobachtungsrauschen v (t) besitzt unabadngige, nor-
molverteilte, wei3e Rouschkomponenten. Die im Bild 2 angegebenen Wohrneh-






berUcksichtigt, worauf weiter unten ausfUhrlicher eingegangen wird.
Der zentralen Verarbeitung liegt die Absicht zugrunde, Schdtzwerte fur den
vollstdndigen Zustandsvektor zu gewinnen and leistungsmindernde Effekte des
Wahrnehmungsvorgangs zu reduzieren, namlich die Effekte des Beobachtyngs-
rauschens and der Verarbeitungs- bzw. Totzeit. Wie Bild 2 zeigt, werden do-
zu im Modell die wahrgenommenen GrdBen y_(t) einem Kalman-Filter and
einem anschlieBenden Pradiktor zugefUhrt (siehe z.B. auch [4] , L 15] ).
Filter and Pradiktor benutzen ein lineares Modell der vorgegebenen System-
dynamik and bilden Schdtzwerte X(t) der ZustandsgrdBen. In dieser Funktion
des Modells der vorgegebenen Systemdynamik kann eine Analogie zum soge-
nannten internen Modell des Menschen gesehen werden (siehe z.B. [1] ).
Fur den Schatzfehler x(t) - X(t), d.h. die Differenz der Zustandsgrdi3en gegen-
Uber den zugehdrigen Schdtzgrdf3en, wird Burch Filterung and Pradiktion er-
reicht, daG seine Kovarianzmatrix.
= E	 { (x (t) -' x(t)) (x (t) - x(t))T }	 (9)
im zeitlichen Mittel minimal wird.
Entsprechend GI. (8) Uberlagert Bich jeder wahrnehmbaren Grdik y.(t) eine




gekennzeichnet, deren Elemente wie folgt beschrieben werden










2 die Varianz der wahrnehmbaren GrIjBe, f i der zugeordnete
Autmerksamkeitsanteil, Po das Rousch-Signal-Verhdltnis fur EingmBenaufgaben
and N (ay , a i ) der Verstdrkungsfaktor der Beschreibungsfunktion einer toten
Zone ist. Di e
 Varianzen a
yI 
2 and Vy, sind einander proportional, korres-
pondierend mit dem Gesetz von Weber. ^Fechner
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N (Ry; , a.) ist der Versttlrkungsfcktor der Beschre ibungsfunkt ion einer toten
Zone mit dem Schwellwert a.i . Domit sind die im Bild 2 eingezeichneten Wahr-
nehmungsschwellen in die mather.iatische Formul ierung der Kovarianzmatrix des
Beobachtungsrauschens nach GI. (10) einbezogen. Dem liegt der Gedanke zu-
grunde, da g Burch einen etwa vorhandenen Schwellwert die entsprechende
wahrnehmbare GrdBe ungenauer wahrgenommen wird and sich dies in einer
Erhdhung des Beobachtungsrauschens auswirkt M2 , .
Es ist ermittelt werden, daB das Rausch-Signal-Verhdltnis p 0 fur EingrdBen-
regelungsaufgaben bei hochaufldsenden Anzeigen 0,01 als typischen Zahlenwert
besitzt (entsprechend einem normierten Leistungsdichtepegel von - 20 dB).
Dieser Wert kann als BezugsgrdBe fur andere Aufgaben zur Kennzeichnung
einer hohen Auslastung des Menschen and damit ouch als Bezugsgrd3e fur
einen Beanspruchungsindex Ubernommen werden X24] , r25^ . Ein solcher Index
beschreibt vor allem die von der Aufinerksamkeit abhttngige mentole Beanspru-
Chung des Menschen.
Bei Mehrgrdf3enoufgaben verteilt sich die gesamte Aufinerksamkeit des Menschen
ouf die wahrnehmbaren GrdBen y i . Diesen sind Aufinerksamkeitsonteile f ; zu-
geordnet. Fur sie gilt :
f 
i 
> 0 , E f i = f ges , yesf	 < 1	 (1 1)
wobei fges die gesamte der Aufgabe zugewendete Aufinerksam::^-, it derstellt.
Dos Rausch -Signal -Verhdltnis fUr die i-te wahrnehmbare GrdBe 1 <:Liet dann
p
p i = f	 (12)
In L18] werden von Kleinman and Curry verschiedene hypothetische Aufinerk-
samkeitsverteilungen fur Oberwachungsaufgaben behandelt. Die einfachste Mdg-
lichkeit besteht darin, eine Gleichverteilung der Aufinerksamkeit auf alle m





Dieser Ansatz ist gelegentlich ausreichend, berucksichtigt jedoch nicht die
relative Bedeutung der verschiedenen Anzeigen fur die ErfUllung der Ober-
wachungsaufgabe.
Eine andere Aufinerksamkeitsverteilung ergibt sick, wenn extreme Abweichungen
der einzelnen Signale Uberwacht werden sollen. Es wird eine erh25hte Aufinerk-
samkeit gefordert, wenn dos Signal y i z.B. ein Vielfaches p der Standard-
abweichung Q
yi 
Uberschreitet. Die Aufinerksamkeitsanteile nehmen dann die
folgende Form an :
°	 (14)f i ^ fi P ^`y i ^>p^	 }
yi
Dabei wird angenommen, daB der Mensch dos Signal y  mit der Wahrschein-
lichkeit f i° beobachtet, wenn ly i l grdBer als 5 
aY 
wird. Die Werte f i° and
i
mussen in sinnvoller Weise and unter BerUcksichtiging von GI. (11) gewdhlt
werden. Die f i° sollten die Wichtigkeit tier einzelnen Anzeigen berUcksichtigen.
Weitere Aufinerksamkeitsverteilungen ergeben sick Hach [18, , wenn man die
Aufinerksamkeitsanteile f.s so festlegt, daB ein geeignetes GUtekriterium mini-
miert wird. Eine entsprechende Version des optimal theoretischen Modells ge-
stattet die Optimierung der f i mit Hilfe eines Grad ientenverfahrens [ 26] ,
X27] , 128] . Bisher I iegen praktische Erfahrungen vor allem fur die Aufinerk-
samkeitsvertei lung in Regelungsaufgaben vor, bei denen dos GUtekriterium
M	
2m	 2	 (1 5)J (f, u) = E q  Q 
yi 
+ E g i Q^
-	 i=1 	 i =1	 i
zu minimieren ist (siehe ouch Abschnitt 2.4). Die Gewichtsfaktoren q.i sind
vorgebbar and berUcksichtigen u.a. Aufgabenanforderungen and Anzeigenska-
lierungen. Mit den Gewichtsfaktoren g i werden die neuromuskuldren Verzdge-
rungszeitkonstanten eingestellt, d.h. entsprechende Beschrdnkungen der Stell-
geschwindigkeiten ,1 . vorgenommen.
Fur Oberwachungsnufgaben muB bei aer Optimierung der Aufinerksomkeitson-
teile f. von anderen CUte!:riterien ausgegangen werden. Nach [18 ] ergibt rich
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folgendes GUtekriterium als verallgemeinerte Grundform sowohl fUr die Zu-










2 die Varianz der i-ten Komponente des Residuumvektors
.
	
e (t) = y(t) - C x(t)	 (17)
ist, der nach Bild 2 die Differenzen zwischen den wahrnehmbaren GrdBen
and ihren Schatzwerten darstellt. Die Matrix C ist Ted des internen Modells
im Oberwacher-Modell. Nach GI. (16) wird bei einer graBeren Varianz des
zu Uberwachenden Signals y. ouch eine grdBere Varianz des Schatzfehlers e.
zuge lassen .
Es wird in [18] gezeigt, daf3 dos im Abschnitt 2.1 behandelte Modell von
Senders fUr unkorrelierte Anzeigen and vereinfachte Systemdynamiken als Son-
derfall der Modelle fUr die ZustondsUberwachung betrachtet werden kann.
Eine experimentelle Validierung der Oberwacher-Modelle nach [18] ist bisher
fUr die ZustandsUberwachung nicht erfolgt. Durch HinzufUgen eines Entschei-
dungselementes zum Oberwacher-Modell nach Bild 2 IdBt sick eine Fehlerent-
deckung nachbilden. Es wird aufgrund von SchwellenUberschreitungen entschie-
den, ob ein z.B. durch Drifteffekte fehlerhaftes Signal vorliegt oder nicht.
HierfUr kann ein Entscheidungselement eingesetzt werden, doB sequentiell dos
Like[ihood-Verhditnis des beobachteten Residuums nach GI. (17) prUft. Ein
derartiges Modell ist experimentel I vaIidiert warden F29], [30] .
2.3 Bemerkungen Uber Aufinerksomkeitsverteilung and Blickbewegungen
Die im letzten Abschnitt behandelte Aufinerksomkeitsverteilung beschreibt mo-
dellmdOig dos Abtastverhalten dai l..i„schen. Dabei wird im optimaltheore-
tischen Modell nach GI. (10) dovon ausgegangen, daf3 eine Verringerung der
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Aufinerksomkeitszuwendung gleichbedeutend ist mit einer Erhtshung des Beob-
achtungsrauschens fur die entsprechende wahrnehmbare GrtsBe. Es wind ein
Mehrkanalmodell fur die Informationsaufnahme angenommen, bei dem die
einzelnen Konale entsprechend der Aufinerksamkeitsverteilung durch dos Be-
obachtungsrauschen unterschiedlich stark gesttsrt werden. In [31] ist gez6igt
worden, daB these Betrachtungsweise fur schnelles Abtasten der wahrnehmbaren
Grt313en identisch ist mit der im Abschnitt 2.1 behandelten Ein-Kanal-Betrach-
tungsweise. Dann rind ouch die Aufinerksomkeitsanteile f  nach Gln. (10),
(11) identisch mit den Anteilen der Verweilzeit nach GI. (3).
Streng genommen ist kein Verfohren bekannt, dos eine experimentelle Ober-
prUfung der theoretisch ermittelten Aufinerksomkeitsverteilung erlaubt. Eine
immerhin grobe Analogie liefern Blickbewegungsmessungen. Dobei kann die
prozentuale Verteilung der gemittelten Fixationszeiten bezogen auf die ein-
zelnen Felder der gesamten Anzeigenfldche erfaOt werden. Die Anzeigenfldche
ist, fur die Versuchspersonen unsichtbar, so in einzelne Felder zu unterteilen,
daB in diesen jeweils die Anderung einer angezeigten Gr?313e erfolgt. Dies
kann bei stark integrierten Anzeigen jedoch zu Schwierigkeiten fUhren.
Beim Vergleich zwischen Aufinerksamkeitsverteilung and Verteilung der Fixa-
tionszeiten ist zu beachten, doB bei den letzteren nicht unterschieden werden
kann, ob and mit welcher Gewichtung die angezeigte GrtsBe selbst bzw. ihre
erste Ableitung vom Menschen erfoBt werden [19 1
 . Oberhaupt liefert die Ver-
teilung der Fixationszeiten keine Information dowber, ob bei der Fixierung
der angezeigten GrtsBen these ouch wahrgenommen werden. Andererseits kann
die Wahrnehmung zusdtzlich dos periphere Gesichtsfeld umfassen. Dos fUhrt
zu einer Mischform zwischen Ein-Kanal- and Mehrkanal-Betrachtungsweise
(siehe z. B. [1 I] and Anhang).
Die Frage, ob bei der Fixierung der angezeigten Grts(3en these ouch wahr-
genommen werden, ist in [32] im Hinblick auf Senders' Modell pragmatisch
beantwortet warden. WUrde bei vielen Fixationen ein Signal y i nur gesehen
and nicht ouch wahrgenommen werden, ginge die dam Beobachter subjektiv
erscheinende Signal bandbre ite and damit schlieBlich ouch die Fixationsfrequenz
zurUck. Nuch GI. (3) wUrde dann der Anteil der Verweilzeit fur dieses Sig-
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nol ebenfalls abnehmen. Darous kann man schliei3en, daO rich im Mittel die
Verteilung der Fixotionszeiten entsprechend der gewUnschten Aufinerksomkeits-
verteilung einstellt and somit beide wenigstens grob miteinander vergleichbar
sind.
2.4 Ein Beispiel : Bewertung von Voranzeigen mit Hilfe des optimal theoretischen
Mode I is
Ein Beispiel fUr die Ermittlung der Aufinerksamkeitsverteilung in einer Regelungs-
aufgabe sei in diesem Abschnitt etwas ausfuhrlicher behandelt. Dabei wird eine
Optimierung der Aufinerksamkeitsanteile nach dem Gradientenverfahren vorge-
nommen. Eine umfassende Darstellung dieses Beispiels erfolgt in [19]; die erste
Htilfte der Arbeit entstand wahrend des USA-Aufentholtes des Autors and ist in
[33] verSffentlicht worden.
Es wird die Langsregelung eines schwebenden VTOL-Flugzeugs betrachtet. Die
Dynamik der Regelstrecke wird als linearisiert ongenommen. Die gesomte Auf-
merksamkeit soll volt fUr die Regelungsoufgobe verfugbor sein. Es wird davon
ausgegangen, daB die EinfUhrung einer weiteren Anzeige eine Kompensation
zweier gegenlaufiger Effekte in der Aufinerksomkeitsverteilung bewirken konn.
Voranzeigen verbessern einerseits die Qualitat der angezeigten Informationen,







Wert - - Referel z -
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Bild 3 : Nickloge- and Pbsitionsanzeige mit Voranzeigen (nach [19] )
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erhtihen aber gleichzeitig die Anzahl der Anzeigenelemente. In der vorliegen-
den Untersuchung wird versucht, den relativen EinfluB verschiedener Voranzei-
gen nicht durch eine Anderung der maximolan Aufinerksomkeit entsprechend
der Anzahl der Anzeigenelemente, sondern ousschlie6lich durch Anderung der
Beobachtungsmatrix C zu beschreiben.
Im Bild 3 Sind die Nicklage 8, die Position x and ihre vorhergesagten Werte
(bei der Position als extrapoliertes Bohnelement) dargestellt. FUr eine zurWchst
durchgefuhrte theoretische Untersuchung wird angenommen, doO das extropo-
lierte Bahnelement durch seinen Endpunkt and zwei Zwischenpunkte ausreichend
genau beschrieben werden kann. Der Vektor der wahrnehmbaren GrdBen nach
GI. (7) lautet dann bei Verwendung des Extrapolationsverfahrens fUr die Be-
rechnung der Voranzeigen :
0	 0	 0	 0	 0
1	 0	 0	 0	 0
1/3 T
 1/18 T2 0	 0	 0x	 x





0	 0	 1	 0	 0
0	 0	 0	 1	 0

















wobei T® = 0,7 s die Vorhersagezeit for die Nickwinkel-Voranzeige and
.rx
 = 2 s die maximale Vorhersagezeit fur den Endpunkt des extrapolierten
Bahnelementes ist. In GI. (18) wird die menschliche Wahrnehmung der Ande-
rungsgeschwindigkeit durch u = x and q = 8 berUcksichtigt.
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Der Vektor auf der rechten Saito von GI. (18) IdOt sick im vorliegenden Folio
mit Hilfe einer Matrix T, deren Elemente durch die Dynamik der Regelstrecke
vorgegeben sind, aus dem Zustandsvektor x berechnen. Domit ergibt sick fUr
den Vektor der wahrnehmbaren GrtsBen :
Z = HTx = Cx	 (19)
Mit Hilfe des optimal theoretischen Modells werden 13 Anzeigenbedingungen bewer-
tet, die Bich hinsichtlich des Umfongs der Anderungsgeschwindigkeits- and der
Voranzeige -Information unterscheiden. Aufgrund der Effektivwerte der Position,
der Nicklage and der Stellgrt$Be sowie der At,finerksomkeitsverteilung erfolgt
eine Auswah) von 5 Anzeigenbedingungen, die in einer nachfolgenden experi-
mentellen Simulatoruntersuchung wei.ter betrachtet werden. In Tabelle 1 sind
Tabelle 1 : Auswah) der angezeigten GrMen fUr 5 Anzeigenbedingungen
A E H K L
x 1 1 1 1 1
x1/3V 0 0 0 1 1
x2/3V 0 0 0 1 1
x 
0 0 1 1 1
e 1 1 1 1 1
e V 0 1 0 0 1
these Anzeigenbedingungen erldutert. Bei der Grundbedingung A werden nur
die Position x and der Nickwinkel a dargestellt. Beides wird in der Tabelle 1
durch eine "1" gekennzeichnet. Dagogen enthalten die Anzeigen der Bedin-
gung L die vollstdndige Voranzeige-information gerndB Bild 3. Bei den Ubrigen
drei Anzeigenbedingungen ist jeweils nur ein Tail der Voranze ige- Information
vorhanden.
In der Simulatoruntersuchung werden pro Anzeigenbedingung die Ergebnisse aus
je zwei Versuchen mit einem Hubschrauberpiloten and le vier Versuchen mit
.	 vier weiteren Versuchspenonen ausgerwertet.
1J^
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Aus deco Vergleich der theoretisch and experimentell ermittelten Effektivwerte
der Position ergibt Bich, doB eine gute relative Obereinstimmung vorhanden ist,
die Ergebnisse des Modells jedoch absolut gesehen viel zu optimistisch sind.
Dos liegt houptsdchlich doran, dcB der Wert fur die Aufinerksamkeit in der Re-
gelungsaufgabe bei der theoretischen Untersuchung mit fge s = 4 viel zu hoch
angesetzt wurde and keine Wohrnehmungsschwel Ion berUcksick tigt wurden. Dies
geschah, um eine Vergleichborkeit der Ergebnisse fur die Grundbedingung A
mit denen in der Literatur P4] zu erzielen. Die dort beschriebenen hohen Re-
gelleistungen konnen jedoch nur unter extrem gUnstigen Laborbedingungen er-
reicht warden sein. Die zu hoch ongesetzte Aufinerksamkeit f esa and die feh-
lenden Wahrnehmungsschwellen wirken Bich besonders bei don ` Bedingungen A
and E sus, in denen die Position ohne jede Voranzeige dargeboten wurde.
Um eine ouch : >so!ut gesehen bessere Obereinstimmung mit den experimentellen
Daten zu erzielen, sind nachfolgend nochmals Modellrechnungen mit verander-
ten Eingangsdaten durchgefUhrt warden. Die Ergebnisse sind in den Bildern 4
and 5 dargestellt. Die Aufinarksomkoit fur die Regelungsoufgobe ist dabei ein-
heitlich oif den in '161 empfohlenen Maximalwert f
gas 
= 0,8 festgesetzt.
Au(3erdem warden jetzt ouch die ersten Ableitungen der Voronzeigen cis wehr-
nehmbare Gral3en berUcksichtigt. Diese letzte "rung fUhrt jedoch zu keiner
erheblscher. Beeinflussung der Modellergebnisse.
In den Experimenten sind Blickbewegungen gemessen and dorous eine Verteilung
der Fixationszeiten ermittelt warden. Dazu ist die gesomte Anzeigenfleche in
7 Bereiche unterteilt warden (siehe Bild 3). Unter der Annahme, die Aufrn"-
somkeitsverteilung and die Verteilung der Fixotionszeiten shien wenigstens grab
miteinonder vergleichbor, warden die mittleren Fixationszeiten der 4 Versuchs-
personen (je zur Halfte verteilt auf die entsprechende angezeigte Grtsfie and
ihre trite Ableitung) cis Aufmorksomkeitsonteile f. fur dos optimaltheoretische
Modell vorgegeben. Die sMh ergebenden Effektivwerte der Position bzw. die
Aufinerksomkeitsverteilung werden in den dritten Bolken der Bilder 4 and 5
dorgestellt. Sie warden den experimentellen Ergebnissen gegenUbergestellt
(Bulken ) : Mittelwert ous je 2 Versuchen des Piloten ; &sheen 2 : Mittelwtrt
ass je 4 Versushen von 4 Verwctupwswwm)^
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Bild 4 : Effektivwerte der Position bei dar Schwebeflugregelung bei
den Anzeigenbedingungen A, E, H, K, L (aus (19j )
Weiterhin rind in den Bildern 4 and 5 die Ergebnisse ous Nbdellrechnungen mit
optimierten Aufinerksomkeitsonteilen ongegeben (Balken 4, 5). Dabei sind im
einen Fall wie in der bishetigen Untersuchung insgesomt die Wahrnehmungs-
schwellen zu Null angenommen (Balken 4), im anderen Fall dagegen entspre-
chend den Empfehlungen in 16 1 von Null verschieden gewehlt warden (Balken 5).
Die Wahrnehmungsschwellen betrogen 10 % der maximal zulassigen Wert* der
wahrnehmbaren GrIjBen, die wied*rum um den Faktor 2,5 klein*r sind ols die
Anzeigendimensionen.
Die Effektivwerte der Position im Bild 4 zeigen sine Behr Bute Obere,nstip.mung
zwisch*n theoretisch and e"rimentell ermittelten Ergebnissen fUr die Anzeigen-
bedingungen H, K and L. Die Bedingung H ergibt,bezogen auf den geringsten
Avfwand mit nur einem zustltzlichen Anzeigenelement gegenUber der Grundbe-
dingung A, nelml.cr dem Endpunkt des extrapolierten Bohnelementes, die bests
Leistungsverbesssrung. Die Anzeige des gesomten extrapolierten Bohnelementes (K),
gegebenenfells ouch noch mit zustttzlicher Voronzeige der Nicklage (L), vertlndert
dis Effektivwerte der Position kaum. Bei den Anzeigenbedingungen A una E wer-
den die bett*n theoretitOwn Ergebnisse mit von Null verschiedenen Wahrneh-
mur+gtOmmllen erzielt. Sie sind jedoch immer noch etwas w optimistisch. Die










































die Regelleistung eher verschlechtert. Dies stimmt mit deco subiektiven lkteil
des Piloten Uberein, der these Voranzeige als ablenkend empfand.
Im Bild 5 ist die relative Verteilung der Fixationszeiten bzw. der Aufmarksom-
keit dargestellt. Die Fiahe der aufeinondergesetzten BalkenstUcke entspricht den
prozentualen Anteilen der Fixotionszeit bzw. der Aufinerksamkeit fUr die ein-
zelnen wahrnehmboren Grbf3en. Die Fixationszeiten sind dobei ouf 100 % nor-
miert worden. Dies ist fUr den Vergleich mit den theoretischen Ergebnissen
nutzlich. Die Summe der Fixationszeiten erreicht im Experiment nie 100 %, do
dos Auge der Versuchspersonen teilweise durch Lidschlag geschlossen ist and
auBerdem die Blickbewegung zeiiweilig die interessierende Anzeigenflache ver-
Id fat .
Vergleicht man die Verteilung der Fixationszeiten and der Aufinerksamkeit im
Bild 5, so zeigen Bich zwischen ihnen offensicHliche Abweichungen. In den
Fallan ohne jede Positionsvoranzeige (A,E) beobachten alle Versuchspersonen
die Nicklageinformation weit mehr als es vom Modell errechnet wird, do fUr
sie wahrscheinlich die Schatzung der ersten Ableitung aus der "rung der on-
gezeigten Position zu unsicher ist. Nimmt man entsprechend die erste Ableitung
der Position aus dem Vektor der wahrnehmbaren Grdl3en heraus, Bann wird auch
fUr dos Modell die Nicklageinformation dominierend [19] . Mit Positionsvoron-
zeige ergibt Bich eine bessere Ubereinstimmung der Modellergebnisse mit denen
des Piloten im Folle des ausschlie8lich angezeigten Endpunktes des extrapolier-
ten Bahnelementes (H), dogegen eine geringfugig bessere Ubereinstimmung mit
denen der Ubrigen Versuchspersonen in den Fallen des vollsttlndig angezeigten
extrapolierten Bahnelementes (K, L). Die Positionsvoranzeige wird immer stark
beachtet, vor allem der Endpunkt des extrapolierten Bahnelementes.
Insgesomt zeigt die vorliegende Untersuchung, data die in F16] angegebenen
Empfehlungen bezUglich dar Aufinerksamkeit in der Regelungsaufgabe and der
Wahrnehmungsschwellen zu brauLhboren Leistungsvorhersogen fuhren. DarUber-
hinaus wird deutlich, cloa unterschiedliche Anzeigenbedingungen ousschlie6lich
durch eine entsprechende Anderung der Beobachtungsmatrix berUcksichtigt wer-
den k6nnen.
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3. Fehlerentdeckung, -diagnose und -korrektur
In den jetzt folgenden beiden Kapiteln 3 und 4 werden Uberwiegend Entschei-
dungsprozesse des Menschen behandelt. Dabei wird die Betrachtung im vorlie-
genden Kapitel auf die Fehlerbehandlung beschrdnkt. Fehler in Mens6-Maschine-
Systemen kdnnen von Behr verschiedener Art sein. Pldtzliche oder allmahliche
Anderungen kontinuierlicher Signale oder das Auft-eten diskreter Ereignisse, dos
z. B. du; ch Alarmsignale angezeigt wird, rind zu unterscheiden. Die Bandbreite
der zu beobachtenden Signale und die Ereignishaufigkeit gehdren zu den we-
sentlichen kennzeichnenden Grdf3en fUr die jeweilige Aufgabensituation. Ferner
ist von Bedeutung, ob die Fehlerbehandlung wdhrend des Betriebs oder der War-
tung eines Systems durchgefUhrt wird.
Die Fehlerbehandlung kann in drei Stufen untergliedert werden : Fehlerent-
deckung, -diagnose und -korrektur. Eine Obersicht Uber these Aufgaben in der
ProzeLifuhrung wird in [351 gegeben. Im vorliegenden Bericht wird zundchst die
Fahlerentdeckung bei kontinuierlichen Signaien verschiedener Bandbreite behan-
delt. Uzuglich der Fehlerbehandlung bei Verwendung von Alarmsignalen sei nur
darauf hingewiesen, daB Anstrengungen unternommen werden, die Anzahl der
Alarmsignole zukunftig auf ein ertrdgliches Mali zu reduzieren, um eine zu
hone Informationsbelastung urid Verwirrung des Menschen zu vermeiden [36] .
Ein weiterer Abu:hnitt dieses Kopitels wird Bich mit der Fehlerdiagnose bei
Wartungiaufgaben beschaftigen, irWmondeie ouch mit der Ermittlung der fehler-
verursachenden Faktoren. Die Frage wird diskutiert. ob der Mensch hierfur all-
genwine, Ubertragbare Problemldssungsfdhigkeiten lurch rechnergestutztes Training
erwerben kann .
An die Diagnose schlie8en sich korrigierende Ma6vahmen an. Htlufig Iiegt die
zu wdMende Handlungsaltemative eindeutig felt, wenn die Fehierursoche zuvor
zweifelsfrel diagnostiziert wurde. Dos mag erklWen, weshalb der Fehlerkorrek-
tur in der Forschung bisher wenig Auf nerksamkeit geschenkt wurde [35] . Tech-
nologische Entwicklungen wie grophische Anzelgen, Mikroprozessoren und de-
zentrale Regelungs- und FUhrunguystems (alien iedoch prinzipieli einen
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grOeren Spielraum fur Hand IungsaIternativen bei der Fehlerkorrektur zu. Dieser
wore besonders dann wUnschenswert, wenn die Fehlerursache nicht zweifelsfrei,
sondern nur mit einer UngewiBheit diagnostiziert werden kann. Es erscheint
daher lohnend, Bich diesem Gebiet zukUnftig shirker zuzuwenden. Dabei, kbnn-
ten gleichzeitig die Sicherheit and Leistung von Mensch-Maschine-Systemen ge-
steigert and eine verbesserte Arbeitsgestaltung erreicht werden.
3.1 Fehlerentdeckung bei kontinuierlichen Signalen
Am Ende von Abschnitt 2.2 wurde ein Uberwacher-Modell zur Fehlerentdeckung
kurz angesprochen. In diesem Modell F297 , W] werden relativ schnell ver-
anderliche Signale betrachtet, wie sie in der FlugfUhrung auftreten. Die ange-
gebenen Fehlerentdeckungszeiten nehmen teilweise recht groBe Werte an. Dies
kann in Notsituationen auBerst kritisch werden, wenn richtige and schnelle
Entscheidungen verlangt we
In einer ahnlichen Untersuchung [37] ist am Beispiel von Autopilotausfallen in
simulierten LandeanflUgen bestatigt warden, dcO die Entdeckungszeiten sehr
grog werden kdnnen. Die Qhasenebenendarstellung im Bild 6 veranschoulicht
die Abhtingigkeit der Entdeakungszeiten vats der Gleitpfadabweichung and
ihrer ersten Ableitung. bide Grt;Ben befinden sick vor dem Autopilotousfall
	
F-`	
imm r innerhalb der eng schraffierten Flache, im, stationtiren Zustand nods
dery Ausfall oufgrxsd elver angwwrnmenen recluzierten Wirksamkeit des Auto-
piloten dagegen innerhalb der wait schraffierten Flt}dse. In der Simulation
	
t	
wird dieser zweite Zustand durch eine VergrWerung des Effr:,ktivwertes der
Vertikolboen um den Faktor 3 erzielt. Entlang der Obergangs#rajektorie
zwischen beiden Zustanden sind die ieitpunkte oufpetrogen, zu denen die
Versuchspersonen den Au #opilotaufall entdectcten. Vibe die Tabelle im Qild 6
zeigt, werden bei spdterern Ausfallzeitpunkt die Entdeckungszeiten Weiner, CIO
eirt ubliches Instrumen ten landesystem mit ,zunehmancler Anze19aneopfinilidskeit
zum Aufsetzpunkt hin verwen*t wurde,
	
±	 WeSen &-r ha^wn Entth ckvngszeiten wim tier verhVbare Fnt,sch-.idurWeitraum
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dild 6 : Penhaeebmw der Gleitpfadobweichung (,6GP) and Darstellung
der EnW*ckungsneiten bei Autopilotc"ftillen (nach [37) )
stark eingwchW*t. Unt biter nieht geflhrlid* Situmt;wten entstehen zu lamn,
bietet rich die rechtwpeotltsie Fehlwbehondlung on, Die Entwicklung in die-
ser Riehtvnp erfardert neue Dent* IIvnpsverfohm auf der Mneigenseite zur
Reduktian der Entde,-kur4 sieiten and prograr^vnatest" D4Wm3mWifen. Man kann
ouvh damn denken, clog der Rerhner dwn Wcowc res beveits fertige Korrekhx-
vorschlar zur Erthcheidung atbietet.
Ob die Enttleckur ,gszeiten re+cEtziert werden konneh, vMom der Monsteh uktiv
ale Regler lutig ist statt ruu ptuaiv zu G%ewuch n, ist van KAM*l and WlcJMM
untersucht wortlten [38], [39], [40i , DarRH sal" zvgleich die scheinbar
bestehenden WidersprUche in titer Literatur avfpklirt werden. Im einen Fall [41)
zeigen sich namlich kleinere Entdeckungs "item bei aktiver Beteiligung als Keg-
ler, im anderen Fall [42] eiagegen bei passiver Beteiligung ale Oberwacher.
Im Bild 7 sind these beiden Betriebsarten schematisch dargestellt. Bei der
manuellen Betriebsart ist der Mensch aktiv als Regler Wig, bei der automa-
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tischen Betriebsort wird ihm these Aufgabe dagegen von e* , nem A-itopiloten
abgenommen. Kessel and Wickens haben Fehler oder 4nderungen in den Eigen-
schaften des dynamischen Systems betrachtet. FUr die Fehlerentdeckung warden
zwei Crundelemente vorausgesetzt : (1) ein internes Modell des normalen
Betriebszustandes des Systems and (2) ein oder mehrere Kanale, die lnfurrn0-
tionen Uber den gegenwdrtigen Betriebszustand liefern. Fehler werden ent-
deckt, wenn eine hinreichend groae Abweickwg zwtschen rtornmlern and ge-
genwUrtigem Betriebszustond festgestellt wird. H1erfUr wird eine statistische
Entscheldungsr gel ongenorr+mn.
Dos inierre Modell Ober den wrftolan Betriebs"tatnd des Srterns ward von+
Vorachen dare+ Training aufgebout. Es liefurt Sts*mwerte *r ZustclndsgptSRen
and Angobon Aber deren ru erwarttandts Yctriobill*dt (slehe cwoh r431 ). Die
OPERATEUR
1	 ENTSCHEtDER	 1
t I r	 1^	 notw^t*t	 i
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E'I(! 7 : Schemotische Darstelluttg der Fahlorentdeekung durch den
Menschen bei monvoller (oben) uttid automatischer (unten)
Betriebsart (nach '39] )
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GUte dieser Schdtzwerte hdngt von der Genouigkeit and Unveranderlichkeit des
internen Modells ib. Es wird angenommen, daB das interne Modell wesentlich
stobiler ist, wenn der Mensch aktiv regelt statt passiv zu Uberwachen. bei ak-
tiver Regelung sind deco Menschen die Eingangs- Ausgangsbezishungen deg
Systems unmittelbar bekannt. Zusatzlich zu der ouch bei der Uberwochvrtb var-
handenen vitvellen Information konnen hierbei Informotianen Ober den proprio-
zeptiven KaMnol als RUckmeldung von ;Bedienelem •ent and Infsrmationen Wer das
eigene L. wtragungsverholten vom Menschen genutzt werden (ziehe 9041 7).
Insbesondere wird sich der Mensch balm Auf'traten von Fehlenn ais odeptiver
Regler verhalten and entsprechend seine 1. Jbertragungsfunktion dncL@rn. Dos k*"
zu veranderten Flgenschaften der badierAwdlungen and dornit ouch der proprio-
zsptiven Rurkkopplung. Die zusatzlieMn Inforrnationskantile begUratigent also
sine schnelltre Fehlerentdeckung bei der marwellen Betriebeart.
Diose Auesage ist jedoch nicht unter Allen Lkwanelen richtie. Adaptiert der
Mensch rich sehr sc noli *n,Systwr*ndwongen, darn wird slah die visuelle tn-
famtQtIon kcwm, d'rit ptoptiot*#Ive da~n entSw*v wW der Adaptation iindern.
Dec l'GAnATIct twissthen, awei , vwsehlithr 1 fnforrorstionr*wIl n kanon zu einer
IanPaaer O 'wh6r oftbckur4g Rka* t, in derselben Rim wk*t ou&-rdern die
Tsteache, 4W bei dw eakti~ Regelsee* sweettzildh xv der wjeh b of dw talrrsn
Ubemed
	 o"sw0wenden Mla wft	 fgsrbe Wf* awwIsche T*H*+eit
;w 'J eJOW lst, dim w 9irw -	 do PAwschem Burnt.
Offensichtlich hhao as emit tw1w stag von %for vorllege►nden AvfCaboetelfvofknn
ab, ob dle F*h#eeeWdwviwnq be] der vvw tuellvn oder l i der a arutornatbchea S*-
tri®hscut sr.Kneller erfolgt. Im 'gild 8 wird gezeigt, data in don 	 terstrt rvh
van Kessel and Wickens die bestgre ;Entdeckungsleistung bei der mo tellen letrk6s-
set erzielt wird. Doh LeistungsmaO i .m Bild 8 wird Burch VerknUpfvmg erirat Ge-
schwindigkeitsrna 'lles (Entdeekungsuit) and eines C, 9enouigkeitsmaBes (Fl,adw
unter der ROC - Kurve) gebildet. Die ROC - Kurven (Receiver Operating Ckmmt:-
teristics) werden fUr Leistungsbetrachtunge ,n in der Signalentdeckungstheorie
(eiehe z. B. f3^ , [44] ) verwendet, um sowohl riohtige Fehlerentdeckungen als
ouch falsche Alarrne zu erfassen. Die Leistungswerte im Bild 8 werden durch
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IN 8 : Einflu8 dar betriabsa l and dw VenudrrbadiinQunp wif dW
Enfdedcunaleiaunp bal swat pdralielw RaWlouf9aban
Owch (401)
We Im dild 8 wiadarOpwlxsaen EmabnIns drW to Vkra .odm amiftit ww&n,
in knu swat tinw:#Wga k-caiaufg6on pcffWlel dwcImfuknen tW, in afar
elnan AsSelaufpci a sind bei den 8&wkh vrwn 'ma"I'L' (VA) and 'cuuftma	 N
(AU) Xndwungsn der S)mMeMNpc ar A mm ecloaw wm. OW peke beai►slei
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Es Ist eina NachfolgataaeluvQ amuuMhrsn. Vair dam A+rftmim *i Oh Feet'
zu wkewmrsden 5yttw*ndary q Wwrwicl rot a - 0,3 cl4r IW ,kx3 Oks Qe-
w0mindlokertayoms, nocko dem Aufketen dies Fellers wit ar a 0,4 der daa
imoblet+rsipAxps rstems. Die zwelte	 AI wfgabe ist vine 94gellmme kritlscke
blekwflebo mit diner kut+abilen Regelatrecke. Sie weird alt N166amo0gobs
ie -aw ma mml I cwQ&fUhrt .
Die Entdeckungsaeiten im Bild B surd erheblicn kUrzer As d e 1rn Bild 6 ge-
aeigten. Des ergibt slch c:us der recht m7 nfnchen Regelaufgace mit relativ
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schnel4n S gnalbovogvnpon and doer entspreohend leichten EAemboticalt von
Systenhisr#dwwr4pn. Die prapriozoptive Inrfarmoti*n konn hlenbei gut gerwtrt
worden	 ) , war xu einer bese n Laistung bei der ffmawellen Be"Ielucrt
fttthrt. Do die Expretimw to In [41) hinrichtlich diewr Vetsuchsbedingwngen bn
wenntlichevi va gleith bw sited, itberrascht es nlicht, do$ ouch dxt die manuelle
Istriertuart ttberiegem iise.
Ganz a w$m ist die Aufgabewitwtion dappn, wesm eine relativ ko *om
Regolaufilabs mit Imngs omw Signoibsewwgungen wie in M71 (slehe gild 6)
odor [42] vwIiegt. In belden Failen wind dia iiohweowV loci sinwilerten
Lwdswfl"m betrachtet. Hierbei .rd trite prW;o"ive Information wertics,
do she offenbar nur Irnerlvalb dw erstan 2 s des Adaptatian ywcanp noch Auf-
treten elves Fshlers zu do i - EntdoakwV beltmgt	 1 . Dorms kam sick in
dissen fallen sine Ubarlepnhoit der automthchen ietrisbeart bei der Fehler-
entdockung erpeben.
Ein weitem ErpbWs in (40] b rifft dam Uw ngsmamcfer. line V+otrudtspergo"-
guppe hat ust bal rMn"..eller (MkI) WW damn bei autdregt4dwr setrisbwt (AU 11 )
Fakier ao*tkt, vefhrend eine rweite Cwpoe uw4pke4t ( ftt AVi, *tnn MAllj
vw#v vmgen ist (s4he Uld 8). Es erpbt si gh, do$ tiler Tra, r v*n dot Oulowe-
tiscitwen KUI) zur pimnuellan Vatriebeort (*'*Ii ) sehr $wig ist. Offonbor mW
IW dIe +matwelle 1kavluuhg bin aigenst Interno Nloftll uatrac NutzwV 4W pm-
prkoap
 Hvw h#~iwn	 erbwt wtsrdeth. i kAvi kam dea bei dot
tlschea feWsbart amt%4*etlte totemut I`ll kmsrm Owty werdw UagehoW
listgt alit pasltivw Tratwkr !rash der wonwellon (A44
 I) zur autwatboon 'Retriebo-
art ^'U l13 vor. Dares wri* #wvhlamn. 40 sin be i rmemellar lopluN cufpbovia
irtterrm ill fllr dle noci germs Obesrwachung Aw autarret4chon RWI ung
Ott warden kSann. Diese Ausaagpsn kopmen aus Blld 8 allein nicht aE►pleitet
worden. Sie sind statistisch abpsichert and in (40] owfUhrlicher erWwart.
Wie die L' ;1 crigen Betrachtungen zeigen, that die Bandbreite der auf Fehler
Kin zu be,,,-( htenden kontinuierlichen Signole erheblichen EinfluB auf die
Entdeckun T . Pistung. Bisher sind in diesem Abschnitt schnelle Nachfolgeregelungen
and relativ langsame Bchnregelungen betrochtet worden, wie sie etwo in der
flugfUhrun ij c;, rreten. Vesentlich ni" rige a bandbreiten Hagen z.B. in der
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SchiffsfUhrung oiler in der industriellen Prozefthrung vor. Die Untersuchungen
von Greenstein and Pouse F45], [461 befcmen sick mit der Fehlerentcleckung
in dervrtigen Aufgobensituationen.
heDas; ^ t^teocxss t rsaxx^sr ^
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Slid 9: Anzeige zvr Feh{erontdockvng in einsr
MshrprozeB-Uberwachungsaufgabe (aus [46] )
Des Aild 9 zeigt die Anzeige, die von den Versuchspersonen zu becbechten ist.
FUr Isdon der noun Prozesse werden 100 Abtostintervalle von le 0,2 s dorge-
stellt. Die P'rozesse werden durch identische Systeme zweiter nrdnung
(W O = 0,75 rod/s, C a 0,5) gekennzeichnet, deren Eingangsgr6B*n wei3e
Rousch9rdi3en mit Mittelwert Null and gleicher Varianz sind. Den Me6grtif3en
orn Ausgong der Systeme wird weif3es Rouschen Uberlagert, ebenfalls mit Mittel-
wert Null and jeweils gleicher Varianz. Ein als Fehler zu erkennendes Stdr-
ereignis wird dadurch definiert, da6 dos Rousch-Signal-Verhdltnis um 5 % zu-
nimmt. Do mit jeder weiteren Messung eine gleich groBe Zunahme verbunden
ist, wird dos Stbrereignis mit der Zeit immer deutlicher ausgeprdgt.
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Die Versuchsperscrnen haben die Aufgabe, these Smrereignisse zu erkennen and
die Nummer der fUr fehlerhaft gehaltenen Prozesse Uber eine Tastatur einzuge-
ben. Sie ktsnnen Bich dabei beliebig Zeit lessen, werden aber fur schnelles
Handeln belohnt, fur Fehientscheidungen dagegen bestraft. Eine RUckmeldung
Informlert die Versuchspersonen Uber die Richtigkeit ihrer Entscheidungen.
Elne "l" kcennsseichnet den normalen betriebszustand, eine "0" entsprechend
den Starfall 4iehe unteres Feld im Bild 9). Danoch werden die Anzeige go-
lascht, bet richtig erkonnten Stbrereign6sen der ncrrmale Betriesl s€ustond witi
her9wellt sowie die Zeitvei der Fromm vm 10 Abterstintervalle verge=
ruckt tmd amwt ampteigt,
Anhend ein ft Eire i9mi 'Ptec*vmg9 &dslls wind die tisthrlebone Aufpbonsitoa-
flan onauer untei, Its wind amp	 en, dabs tier h%mach vemchlederle
Markmie taus den b obaahteten Zeltv+rridwfen ab ltet. Dialen i n Morkmale
wer&n pwali dfe tiers UntersahlaW zwlschem rtorrmolern vnJ VistWom Be-
tr1WxwsftwW m#gi tut gut kenrtraridtrert. Dle At	 hi lit dwrch Amgen der
Versuchipwmen gesmw	 rt. alt h*rkmalo wardam AmplitiWeramdervnion
Wer Wa8m wnd kleir	 1^,AeRiMervall a , Varzalehenwnkohr der Steigtung
ple lchzel tiVes Auftreten von Vorte lichommkOw mit grobrer Ar►i llt,t erat le-
rung betrachtet,




Y i :3 v i ;x l + ..... * y1m i x1m	 (21)
1	 1	 l
fUr den i-ten Pr© G gebildet filar Diskrimi _rtanzari tiehe z.B, L471). foie
Koeffizienten v il , j a I t 2, ..	 m  werdem aufgrund von Erfohrung mil der
vorliegenden Aufgabe so festgelegt, da g die Dlskrimi non zfvnktton bestm Lich
zwischen normalem and gesstdrtem Betriebszustaid kipssifizierem ka.nn.
Mit der Diskriminanzfunktion wird die bedingte Wahrscheinlichkelt dafUr be-
rechnet, doB ein Stdrereignis aufgetreten ist. Die entsprechende Entscheidung




:	 P(e, I Y,)	 VCR, + CFA,
1-- P(e. -Y > -VH. + CM.	 (22)
I
OmBer ist ols dca Wert- Kosten -VerhaItnis auf der rechten Seite dieser GI. (22).
VCR ist der Wert fur eine richtige Entscheidung "kein Ereignis" (correct
rejection), CFA kennzelchr►et die Kosten fur eine folsche Entscheidung "Ereig-
rtis" (folscher Alorm), V  ist der Wert fur eine richtige Entscheidung "Ereignis"
(Tref€er, hit), and C M kennzeichnet die Kosten fur eine €olsche Entscheidung
"kein Ereignis" (miss) (slehe ouch [3]).
In F46,1 wird gaze igt, dol3 dos Modell sich se eirietellen la gt, dots fur die
rheisten Versuchhspersonen eine gate Ubereinstimmung nilt den experimentellen
Ergebnissen beszugl . ch der Entdeekunpleistung erzielt wird. Stott zu einer bi-
t	 rtiren Entscheidung fuhrt die Fehlerer;- feckung in der Proxis haufig zu einer
t
entWochenden AuNeAso eitiverte ivrrg zwischen den verschiedenen Aufgaben.
Ein Ml
	
llferun	 r tz hlerFUr wird in 745'1 beschrieben. Er ist bisher nicht
y	 va l idletrt worden.
3;2 Ents0wid ng verhalton bei der Pohlerdlognose
Die Ee er o	 wilrol vwn Me ehen in letriebAsltuMlonen, vor ollern Ober
eRaeh in '4'i/®t rr i tio►senems, tiller-el wera^ f^blernl surtgs= ur^d
Ents ldomp#trategion simpsele. Ak Beisplel wordon im varlle>genttero 	 chnitt
Of* "rin*ntellen and thewo0sdhen i3nten u: untlen van Rome [481 , F_47?
1 litesndelt. 'Ea wlyd von *!nor suahst relit a-srkt eusselrttrxdeatt ^tuf-
i	 owt,geragen, filer jedoh I4grpla	 Elnte? set-a6istleeherhtardlogne-
r
	 eu€ en onthalt, 'Prokititche AnwendunV
	
1 .1c ketli+en w orlon d Awtiert sowle:
§lie Froge, ob sir
	
ah ellgemeln ,e Ulsiortrai0we ProW ern lasuni0fa higice ilton
du ,r.ah rechnerpsmlts'" Training erwerbtn bran:n.
Dos Im bild 'lU aorgestollre NetzwrRerk mit 7 x 7 Knoten wird don Versuchspe .r-
d	 sanen angesreigt. ® lese sollen ours einer "O"f"1 Kombinatlon any Ausgang der






Bild 10 : Nefzvrork mit Ausgangen and Protokoll zur Utttentuchung
des Entsche idungsverhal tens be i der Fehlerdiagnme (out (1d" )
Es wird nur ein Fehler ongenommen. Jeder Kno ten wird am Ausgong eine "1"
aufweisen, wenn er fehlerfrei arbeitet and alle Einginge ebenfolls den Wert "1"
besitzen. Auch in vielen realistischen A.ufgoben wird bei der Fehlersuche U--
prUft, ob ein fehlerhaftes Ausgongssignal sines Teilsysterro vom Ausfall anderer
Tcilsysteme verursocht wird. Wie dos Notokoll links oben im Bild 10 zeigt,
werden von der Versuchsperson verschiedene Verbindungen zwischen einzelnen
Knoten ousgetestet. Aufgrund der gesommeiten Ergebnisse wird die Entscheidung
getroffen, welcher Knoten ousgefollen ist.
In '148' werden Experimente mll selbstbettimmborer vnd begrenzter AusfUhrungs-
6
zosit (30, 60 odor 90 s) beschrieben. AuBerdem wird der EinfluB einer rechner-
gestUtiten Anteigenhilft untersucht. Hierbei wird unter Verwendung von Bezie-
hungen aus der Grophentherarie ein Algorithmus eingesetzt, der unm6gliche
"ungen sehrittweise ousblendet, des Netzwerk dodurch vereinfacht and zu
einer ronehmenden Obersichthchkeit der Anzeige fUhrt. Die von der Versuchs-
person durch dos Aussestem eirter Verbindung gewonnene Information wird sofort
vcrn AlgoritKmus zur weiteren Vereinfachung des Netzwerkes genutzt. Als wei-
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Bild 11 : Durchschnittliche zusatzliche Anzahl der Tests bis zur
richtigen Ldsung '^n Abhbngigkeit von der verfUgboren
AusfUhrungszeit (aus -48*)
Ein Ted der Ergebnisse wird im Bild 11 dargestellt. Dabei bedeutet "Subject -
Optimal", daB von der durchschnittlichen Anzahl der Tests, die die Versuchs-
person bis zur richtigen Unsung benotigt, die rechnerisch ermittelte optimole
Anzahl abgezogen worden ist, Die Ergebnisse zeigen, doB die Anzahl der er-
forderlichen Tests durch die Anzeigenhilfe verringert wird.
Ein Modell des menschlichen Problemidsungs verhal tens bei der beschriebenen
Fehlerdiagnoseaufgabe wird in '491 behandelt. HierfUr werden Konzepte aus
der Theorie der unscharfen Mengen (fuzzy sets , siehe z.B. ouch -51' ) mit
heuristischen Annahmen veiknUpft. Zunachst wird die Menge der Knoten in
zwei Untermengen unterteilt : eine, die wahrscheinlich die fehlerhaftcn Aus-
gunge erzeugt (die m6gliche Menge) and eine andere, die wahrscheinlich die
fehlerhaften Ausgtinge nicht erzeugt (die unm6gliche Menge).
I'
i
Es besteht eine unscharfe Vorstellung des Menschen Uber die Zugeh&igkeit der






Zugehdrigkeitsfunktionen betrachtet. Die Zugeharigkeit des Knotens i zur un-
scharfen lvlenge der mdglichen Ursachen eines "0"-Ausgangs des Knotens j
(siehe Biid 12) wird definiert als




µel	 x.. - a	 2	 xi. > al	
( )
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Bild 12 : Zugehlirigkeitsfunktion nach GI. (23)
Entsprechend wird die Zugehorigkeit des Knotens i zur unscharfen Me-ige der
Beitrdge zu einem "1 " -Ausgang des Knotens i uJiniert als
x i , < bl
I
1 _	 1	 (24)
µii	 _	 2 	 X,. > b	 '^ x..	 b	 i t	 1
1+l	 't	 1
(.	 b2
Die Grol3en a l , a2 , b l , b2 sind freie Pbrameter, wdhrend x i , als psycholo-
I
gische Distanz zwischen den Knoten i and i aufgefa0t wird. Durch di-4 Defini-
tion der psychologischen Distanz werden die EinflUsse von geographischer and
funktioneller Distanz miteinander verknUpft. Die geographische Distanz be-
schreibt den meBbaren Abstand zwischen zwei Knoten. Die funktionelle Distanz
drUckt dagegen die funktionelle Abadngigkeit der Knoten voneinander aus. Bei
realistischen Systemen krinnen einige Systemkomponenten na pe beieinander lie-
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gen, also nur eine kleine geographische Distanz and dennoch Uberhaupt keine
funktionellen Abadngigkeiten voneinander aufweisen and umgekehrt. Im vorlie-
genden Netzwer;, werden die funktionellen Abadngigkeiten unter Verwendung
von Beziehungen aus der Graphentheorie ermittelt.
Ausgehend von den Gin. (23) and (24) wird die Zugehdrigkeit des Knotens i
zur unscharfen Menge der mdglichen Ursachen aller bekannten "0"-Ausgtinge
durch die Schnittmenge
0	 0
4i = min	 µ ii }
I
and die Zugehdrigkeit zur unscharfen Menge der Beitrdge zu 'e^ dem bekannten
"1 "-Ausgang durch die Vereinigung
ui = max { µi. }	 (26)
I	 I
beschrieben. Man bildet die Schnittmenge der mdglichen Menge nach GI. (25)
mit dem Komplement der unmdglichen Menge nach GI. (26), um Knoten mit
einer starken Zugehdrigkeit zur mdglichen Menge and einer schwachen Zuge-
hdrigkeit zur unmdglichen Menge to finden. Damit ergibt Bich fUr die Zuge-
hdrigkeit des Knotens i zur unscharfen Menge der mdgiichen Ldsungen :
	
0	 1
µ i = min { µ i , 1 - µi }	 (27)
Der Knoten mit dem grdBten Wert µi der Zugehdr igkeitsfunktion wird fUr den
ndchsten Testschritt ausgewdhlt, dhnlich wie ihn die Versuchsperson ausfUhren
wUrde .
Zusdtzlich zu diesen Beziehungen aus der Theorie der unscharfen Mengen war-
den einige heuristische Annahmen verwendet. Zwei davon seien als Beispiele
erwdhnt. Falls nur ein Knoten funktionell zu allen Knoten mit bekannten
"0"-Ausgdngen verbunden ist, Bann muB dieser Knoten ebenfalls einen "0"-Aus-
gang aufweisen. Liegt eine lunge Kette gleichermaBen mdglicher Ldsungen vor,
dann wird zundchst der Knoten in der Mitte der Kette getestet. Die heuri-
(25)
stischen Annahmen sind durch Beobachtung von Versuchspersonen and Diskussion
ihrer Strategien ermittelt worden. Das durch VerknUpfung von Heuristik and un-
scharfen Mengenbeziehungen entwickelte Modell ist mit and ohne Anzeigenhilfe
im Vergleich zu den experimenteilen Ergebnissen validiert worden.
In einer weiterfUhrenden Untersuchung P0] werden Fehlerdiagnoseaufgaben be-
trachtet, in denen RUckkopplungen and Redundanz enthalten sind. Damit erge-
ben Bich realistischere Netzwerke wie sie etwo in integrierten Schaltungen
vorliegen, die rechnergestUtzt ausgetestet werden sollen. Gegenwartig wird
die Untersuchungsmethode bei der Reparatur von Automotoren and dem Trainin
von Flugzeugwartungspersonal angewendet. Es wird gepruft, ob sich die mit dem
abstrakten Netzwerk erworbenen Problem losungsfahigkeiten auf derartige reali-
stische Tatigkeiten Ubertragen lassen.
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4. RechnergestUtzte Entscheidung and Managementin form ationssysteme
Wie im vorangehenden werden ouch in diesern Kapitel vorwiegend Entschei-
dungsprozesse behandelt. Dabei steht im folgenden die RechnerunterstUtzung
im Vordergrund. Angesichts der neueren Entwicklungen in der Rechnertechno-
logie werden immer intelligentere Formen der Mensch-Rechner-Kommunikation
maglich (siehe ouch [21 ). Der Rechner wird nicht nur eingesetzt, um deco
Menschen Aufgaben abzunehmen, sondern ouch, um Aufgaben zu bewerten
and zu planen. Gro(3e Inform ationsmengen sind vom Rechner zur Entlastung
des Menschen zu verwalten and zu selektieren, d.h. nur die fUr eine bestimmte
Teilaufgabe des Menschen erforderliche Information ist bereitzustellen. Damit
ergeben sich Management i nformat ionssysteme ouch fUr die FahrzeugfUhrung and
die industrielle ProzeBfUhrung ahnlich den in den Wirtschafts- and Verwaltungs-
wissenschaften entwickelten Systemen.
Um den Menschen in schwierigen Aufgabensituationen wirkungsvoll zu entlasten,
muB die RechnerunterstUtzung selbststandig arbeiten. Wenn der Mensch durch
viele Teilaufgaben sehr stark belastet ist, wUrde ihn eine zusatzliche Entschei-
dung, wann eine RechnerunterstUtzung einsetzen soil, Uberfordern. Der Rech-
ner muB sick daher selbst unterstUtzend zuschalten kannen. HierfUr sind geeig-
nete Kriterien erforderlich. Im ersten Abschnitt dieses Kapitels werden die zu
bearbeitenden Teilaufgaben als "Kunden" oder Forderungen in einer Warte-
schlange aufgefoBt. Wenn der Ankunftsstrom der zu bedienenden Forderungen
eine bestimmte Sch-rvelle Uberschreitet, schaltet sich der Rechner ein. Ein wei-
teres Einschaltkriterium wird im zweiten Abschnitt behandelt. Die Rechnerunter-
stUtzung soll dabei in Abhangigkeit vom Aktivitatszustand des Menschen erfol-
qen. Das erfordert die Erfassung and Verarbeitung psychophysiologischer MeB-
9rol3en.
Die beiden letzten Abschnitte beschaftigen Bich mit Management informations -
systemen. Zunachst werden in Erganzung zum ersten Abschnitt weitere Mensch-
Moschine-Managementaufgaben betrachtet. Doran anschlieBend werden Bezie-
hungen zu Anwendungsbereichen aufgezeigt, in denen nur noch im weitesten
Sinne von Mensch-Maschine-Systemen gesprochen werden kann.
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4.1 RechnergestUtzte Entscheidung als Wartesch Ion genprob4em
Viele Mehrproze B- Oberwa chungsau fga ben sind dadurch gekennzeichnet, daB
der Mensch bei bestimmten Ereignissen oder Zustanden des beobachteten Sy-
stems eine Entscheidung zwischen m6glichen Handlungsalternativen unter Be-
rUcksichtigung der zu erwartenden Konsequenzen treffen muB (siehe auch [3] ,
F6). Nimmt die Anzahl der geforderten Entscheidungen zu, kann der Mensch
leicht Uberfordert werden. Um dies zu verhindern, kann eine Rechnerunter-
stUtzung eingesetzt werden.
Als Beispiel werden die Untersuchungen von Chu and Rouse F52] , [53] , [54]
betrachtet. In einer simulierten Flugmanagementaufgabe werden die in den Bil-
dern 13 and 14 dare..'-!Ilten Anzeigen verwendet. Die Hauptaufgabe der Ver-
suchsperson besteht darin, entlang einer aus GeradenstUcken zusammengesetzten
Flugbahn zu fliegen. Als Anzeigen stehen eine Karte mit der Flugbahn sowie
ein kUnstlicher Horizont and eine Kurs-, Hdhen- and Fahrtanzeige zur VerfU-
gung. Die Hauptaufgabe ist entweder als manuelle Regelungsaufgabe oder,
wenn ein Autopilot verwendet wind, als Oberwachungsaufgabe auszufUhren.
Zusatzlich sind sechs Nebenaufgaben zu erledigen. Der Zustand wichtiger
Teilsysteme (Navigation, Elektrik, Triebwerke, Kraftstoff, Hydraulik, Kabinen-
temperatur) ist durch Beobachtung je einer Anzeige zu Uberwachen (siehe untere
Reihe im Bild 13). Wenn ein Oder mehrere Zeiger dieser sechs Anzeigen nach
unten weisen, wie im Bild 13 fur die Triebwerksanzeige veranschaulicht, wird
durch jedes dieser Ereignisse eine Handlung erforderlich. Ober eine Tastatur
soil die Versuchsperson im vorliegenden Fall die Anzeige 3 (Triebwerke) on-
wahlen. Daraufhin erscheint dos im Bild 14 dargestellte Anzeigenformat. Es
reprasentiert die erste Ebene eincs prUflistenahnlichen Ereignisbaums. Die Ver-
suchsperson sucht nach Zweigen, deren Zustand "0" ist, and gibt deren Nummer
in die Tastatur ein. Dadurch wird auf die nachste Ebene verzweigt, wieder
nach "0" gesucht usw., bis alle Ebenen abgearbeitet Sind and dos ursprUng-
liche Anzeigenformat (Bild 13) wieder erscheint.
Die Ereignisse der Teilsysteme treten nach einer Poisson-Verte i lung auf. Fur
die verschiedenen Teilsysteme sind die Ereignisse voneinander unabhangig.
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Bild 14 : Anzeigenformat, wenn Pilot auf ein Ereignis im
Triebwerkssystem reagiert hat (nach [54] )
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systeme. Die hachste Prioritat wird der Hauptaufgabe zugewiesen ; die Priori-
tat der Nebenaufgaben sinkt von links nach rechts (siehe Bild 13), d.h. das
Teilsystem fUr die Kabinentemperatur hat die geringste Bedeutung. Die Ver-
suchspersonen sind entsprechend instruiert worden, im Falle des Auftretens
mehrerer Ereignisse die Teilaufgabe mit einer h6heren Prioritat zuerst zu be-
arbeiten.
Zwei verschiedene Ankunftsraten werden in den Experimenten fUr das Auftreten
der Ereignisse vorgegeben. Die niedrige Ankunftsrate betrdgt 0,0167 Ereignisse/
Sekunde fUr jedes Teilsystem, die hohe dogegen 0,0333 Ereignisse/Sekunde.
Stehen mehrere Ereignisse gleichzeitig zur Bearbeitung an, dann kann es zu
langeren Wartezeiten fUr einige Teilaufgaben kommen. AuBerdem besteht die
Gefahr, daB der Mensch hierdurch Uberfordert wird. Um dies zu vermeiden,
W: rd eine RechnerunterstUtzung vorgesehen. Dadurch kann dem Menschen die
Bearbeitung jeder der sechs Nebenaufgaben abgenommen werden. Der Rechner
schaltet Bich selbsttatig nach folgendem Kriterium ein bzw. aus :
>_ M Rechner ein
N = c l n 1 + c2 n2 + ...... + c  n 
<	
(28)
m Rechner aus ,
wobei im Falle eines Ereignisses n.i = 1 und, solange keine tiiignis im i-ten
Teilsystem auftritt, n i = 0 ist. Die Kostenfaktoren c  kannen entsprechend den
vorgegebenen Prioritdten gewahit werden. Der Schwellwert M > m kann mit
Hilfe der Warteschlangentheorie berechnet werden.
Eine Konfliktsituation, in der Mensch unrl Rechner die gleiche Teilaufgabe be-
arbeiten wollen, muB sicher vermieden werden. Desholb kUndigt der Rechner
seine Bereitschaft, eine Teilaufgabe zu Ubernehmen, durch ein vier Sekunden
langes Blinken an. Sind die Anzeigen der sechs Nebenaufgaben zu sehen
(Bild 13), dann blinkt das Symbol Uber der betreffenden Anzeige. Beschtiftigt
sick der Mensch gerade mit einer anderen Teilaufgabe ( g ild 14), dann blinkt
eine entsprechende Information im Anzeigenfeld "Computer", z.B. AIDING
NAV. Wdhrend des Blinkens kann der Mensch die Teilaufgabe seibst Uberneh-
men. Sind die vier Sekunden abgelaufen, dann Ubernimmt der Rechner. Der
Mensch wird hierUber durch einen dunkleren Zeiger in der zugehtsrigen An-
zeige informiert.
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Die Flugmanagementaufgabe wird Burch ein Warteschlangen-Modell beschrieben.
Die Grundlagen der Warteschlangen- oder Bedienungstheorie kdnnen in [55] ,
[56] , [57] nachgelesen werden. Hier seien nur einige wenige fur Bas weitere
Verstandnis wesentliche Aspekte angesprochen. Es wind im vorliegenden Bei-
spiel angenommen, daB die einzelnen Teilaufgaben wie Kunden in einer Schlange
auf die Bedienung entweder durch den Menschen oder (bei RechnerunterstUtzung)
durch den Rechner warten. Die Situation ist vergleichbar der an den Kassen












Bild 15 : Einfaches Bedienungssystem (jeder Kunde wird Burch ein C
gekennzeichnet, jeder Bediener durch ein S) (aus [55])
Ein Zeitdiagramm zur Erlduterung einiger wichtiger Bezeichnungen wird im
Bild 16 gezeigt. Darin wird nur ein Bediener angenommen. t n ist der Ankunfts-
abstand (interarrival time) zwischen den Kunden C  and C n-I , xn die Bedie-
nungszeit (service time) fur C  im Abfertig , -gsprozeB, w  die Wartezeit
(waiting time) fur C
n	 n	 n
ands die Verweilzeit (system time) fur C . Die An-
kunftsrate (arrival rate) X wird als Reziprokwert des mittleren Ankunftsab-
standes and die Bedienungsrate (service rate) µ als Reziprokwert der mittleren
Bedienungszeit definiert.





Bild 16 : Zeitdiagramm mit Bezeichnungen fUr Wartesysteme (aus [56j )
Ublicherweise werden Bedienungs- bzw. Wartesysteme Burch eine Kurzbeschrei-
bung gekennzeichnet. Als Beispiel sei die Kurzbeschreibung
(&VE k/2) : (PRP/K/K)	 (29)
erldutert. In der linken Klammer werden der AnkunftsprozeB (bier ein Pbisson-
bzw. Markoff-ProzeB), der AbfertigungsprozeB (hier ein Erlong-ProzeB k-ter Ord-
nung) and die Anzahl der Bediener (hier 2) angegeben. In der rechten Klammer
werden die Wartedisziplin (p ier eine Preemptive Resume Priority), die Anzahl
der Forderungen (d.h. Kunden bzw. Aufgaben) im Wartesystem (hier K) and
die Gesamtanzahl der Population (hier ebenfalls K) charakterisiert. FUr die
Wartedisziplin ist im vorliegenden Fall der Flugmanagementaufgabe eine Priori-
tdtsstruktur vorgegeben, nach der die manuelle Regelungsaufgabe immer Vor-
trittsrecht hat (preemptive) and erst nach einem befriedigenden Regelungsergeb-
nis die Bearbeitung der unterbrochenen Nebenaufgaben wiederaufgenommen
wird (resume).
Die RechnerunterstUtzung in der Flugmanagementaufgabe wird fUr dos durch die
Kurzbeschreibung (29) gekennzeichnete Wartesystem ausgelegt. Dabei wird on-
genommen, daB in GI. (28) al le Kostenfaktoren c 1 = c2 = ... = c  = 1, die
untere Schwelle m = 0 and die Bedienungsrate des Rechners gleich derienigen
ist, die experimentell fUr den Menschen ermittelt wurde. Wird eine Bediener-
belegung (ouch Verkehrswert, utilization factor oder server occupancy genannt)























schwelle des Rechners nach GI. (28) ohne manuelle Regelungsaufgabe M = 7
fUr die niedrige Ankunftsrate and M = 3 fur die hohe, mit manueller Regelungs-
aufgabe dogegen M = 3 fur die niedrige and M = 1 fur die hohe Ankunftsrate.
In der experimentellen Untersuchung der Flugmanagementa,fgabe werden drei
unabadngige Variablen betrachtet. Die Ankunftsrate kann wedrig oder Koch sein.
Der Automatisierungsgrad der Flugregelungsaufgabe wird Burch die Stufen Auto-
pilot, manuelIe Regelung and Autopilot mit seltenen Ausfdllen vorgegeben. Die
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Bild 17 : Mittlere Wortezeit der einzelnen Teilsysteme (aus [54] )
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keine UnterstUtzung, UnterstUtzung mit unverdnderlicher Einschaltschwelle and
UnterstUtzung mit adaptiver Einschaltschwelle. Im zuletzt genannten Fall wird
die Einschaltschwelle von M = 3 auf M = 1 herobgesetzt, wenn die Versuchs-
person bei Autopilotausfallen manuell Ubernehmen muB and dodurch kurzzeitig
sehr stark beonsprucht ist.
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Bild 18 : Vergleich zwischen experimentellen Daten and Modell-Ergeb-
nissen fUr die mittlere Wartezeit der einzelnen Teilsysteme
(aus f54- )
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Die Ergebnisse im Bild 17 zeigen die mittlere Wartezeit der einzelnen Teil-
systeme. Wie zu erwarten, bringt die RechnerunterstUtzung den grdBten Ge-
winn, wenn die Regelung manuell ouszufUhren ist. Weitera Ergebnisse der Un-
tersuchung zeigen eine recht hohe Korrelation (r = 0,95) zwischen der experi-
mentell ermittelten Bedienerbelegung p and der subjektiven Beanspruchungsbe-
wertung, die nach einer _.hnlichen Bewertungsskala wie in [58] vorgenommen
warden ist. Entsprechend diesem Ergebnis kann man die Bedienerbelegung p
auch als Beanspruchungsindex fUr den Menschen auffassen.
Wird die gesamte Flugmanagementaufgabe mit beiden Bedienern, Mensch and
Rechner, durch ein Warteschlangen-Modell nachgebildet, dann ergeben Bich
die im Bild 18 dargestellten Ergebnisse fUr die mittlere Wartezeit der einzel-
nen Teilsysteme. Es besteht eine gute Ubereinstimmung mit den experimentellen
Daten ; die Abweichung ist auf dem 5 %-Niveou nicht signifikant.
4.2 RechnerunterstUtzung in Abadngigkeit vom Aktivittltszustand des Menschen
Im letzten Abschnitt wurde eine RechnerunterstUtzung behandelt, bei der rich
der Rechner selbstttitig ein- and ausschaltet. Der entsprechende Algorithmus
ist off-line mit Hilfe warteschlangentheoretischer Berechnungen an die Arbeits-
weise des Menschen angepoBt warden. Eine gUnstigere Aufgabenteilung zwischen
Mensch and Rechner ist zu erwarten, wenn sick der Rechner on-line an die
jeweilige Beanspruchung des Menschen adaptiert. Do dies wiederum aus den
am Anfang des Kapitels genanrten GrUnden selbstttltig geschehen muB, sind
nur wenige Beanspruchungsindikatoren geeignet (siehe auch [58] , [59] , [60] ).
Am aussichtsreichsten erscheint es, den Aktivittitszustand des Menschen Uber
psychophysiologische N%Ogrdl3en kontinuierlich zu erfassen.
Als Beispiel werden die Arbeiten von Donchin, Wickens u.a. F611 , [621, [63]
erldutert, die auch im Rahmen der ARPA-Konferenz "Biocybernetic Applications
for Military Systems" vorgestellt wurden (siehe [64] ). Es werden ereignisbe-
zogene Gehirnpotentiale (event-related potentials ; ERPs) vom hlenschen abge-
leitet and analysiert. Die aufbereiteten Daten sollen ein momentones Bean-
spruchungsmoB ergeben.
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Bei den ereignisbezogenen Gehirnpotentiolen (ERPs) handelt es sick um typische
Gehirnstromaktivittiten, die als Antwor9 auf die Darbietung bestimmter visueller
oder akustischer Ereignisse (z.B. Lichtblitze, Tonimpulse) auftreten. Die Signal-
form des ERP verdndert Bich in Abadngigkeit von den physikalischen and infor-
matorischen Eigenschaften des ousltisenden Ereignisses. Besonders ausgeprdgt ist
dies bei der Signalkomponente, die als positive Spannungsspitze etwo 300 ms
nach deco Ereignis auftritt and daher P 300 genannt wird. Treten z.B. in einer
Serie hoher Ttsne gelegentlich tiefe Tone auf, dann wird die P 300-Amplitude
nach den seltenen tiefen Ttsnen Behr viel grijBer. Mit Hilfe e* .er Diskriminanz-
funktion kann zwischen seltenc,; and hljufigen Ereignissen unterschieden werden.
Das DiskriminanzmaB zeigt eine deutliche Abadngigkeit von der Ereigniserwar-
tung, die in Ereignisfolgen systematisch variiert worden ist.
Die P 300-Analyse ist bei der UntersUG..jng manueller Regelungsaufgaben ein-
gesetzt warden [63] . Die Versuchspersonen sollen in einer Ereignisfolge mit
zwei unterschiedlich hohen Ttsnen die Anzahl eines dieser Tone leise fUr Bich
ztihlen. Die mittlere dabei gemessene P 300-Amplitude ist relativ gro g . Sie
wird Weiner, wenn ein- oder zweidimensionale Regelungsaufgaben parallel von
den Versuchspersonen auszufUhren sind. Eine Unterscheidung der P 300-Ampli-
tuden zwischen ein- and zweidimensionaler Regelung tritt jedoch erst auf,
wenn die Ereigniserwartung durch jeweils Itingere Sequenzen der nicht zu ztlh-
lenden Tune vor den zu zdhlenden erhoht wird. Damit ergibt sick ein pau-
schales BeanspruchungsmoB.
Erste Ansdtze zu einer on-line Beanspruchungsmessung sind ebenfalls unter-
nommen worden. Die Sttiranftilligkeit der Datenerfassung muff jedoch noch
weiter reduziert and die Datenaufbereitung verbessert werden, bevor an einen
praktischen Einsatz bei der RechnerunterstUtzung mit odaptiver Entscheidungs-
regel gedacht werden kann.
4.3 Kombination mehrerer Ttltigkeiten in Mensch-MoscFii ne-Managementoufgaben
In Ergtinzung zum Abschnitt 4.1 sollen hier kurz einige weitere Arbeiten er-
wtihnt werden, die Bich mit Mensch-tvkmchine-Managementaufgaben beschaftigen.
Der Mensch hat bei diesen Aufgoben htlufig mehrere Ttltigkeiten in kombinierter
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Weise auszufUhren. Eine modellmdOige Beschreibung wird entsprechend mehrere
mathematische Mathoden zu verbinden suchen, ahnlich wie es im Anhang dieses
Berichtes angesprochen wird.
Ein rechnergestUtztes Entscheidungssystem wird in 7651 beschrieben. Es besitzt
dhnliche Eigenschaften wie die im Abschnitt 4.1 behandelte RechnerunterstUt-
zung zur Bearbeitung von Ereignissen in Flugzeug-Teilsystemen. Hier wire je-
doch eine weitgehend outomatische Fehlerbehandlung vorgenommen and der
Pilot nur entsprechend Uber die Aktivitdten der Automatik informiert. In einer
weiteren Betriebsort warden die Fehler automatisch erkannt, deren Korrektur
Ober dem Piloten Uberlassen. Dos rechnergestUtzte Entscheidungssystem ist im
wesentlichen ein Software-Poket. Bei dessen Entwurf sind Methoden der kUnst-
lichen Intelligenz angewendet worden.
Ein Modell fUr kombinierte Oberwach-ings-, Entscheidungs- and Regelungsttltig-
keiten fUr die bodenseitige FUhrung mehrerer ferngelenkter Flugkorper (remotely
piloted vehicles ; RPV) wird in (661 , F67 1 angegeben. Je drei RPVs fliegen
inr, Verband. Sie warden nach einem vorprogrammierten Flugplan automatisch
geregelt. Die Aufgabe des Menschen besteht darin, von einer Bodenstation
aus die Flugbahn der RPVs zu Uberwachen and bei grtsf3eren lateralen Abwei-
chungen Korrekturkommandos zu geben. Die Houpttdtigkeiten des Menschen
sins die Oberwachung and Entscheidungsfindung, wdhrend Regelungsttltigkeiten
nur sehr selten auftreten.
Dos kombinierte Modell zur Beschreibung der RPV-FUhrung geht von dem opti-
rr-iltheoretischen Modell aus (siehe Abschnitt 2.2), dos durch speziell an dos
vorliegende Problem angepoBte Oberwachungs- and Entscheidungsstrategien er-
gdnzt wird. Zur Beschreibung der Oberwachungsstrategien warden die im Ko-
pitel 2 angesprochenen Modelle von Senders, Carbonell and Gai, Curry unter-
sucht. Der zentrale Modellteil zur Inform ationsverorbei tung erzeugt Schtltzwerte
der Zustandsgr?jBen, wie in Bild 2 dieses Berichtes veranschoulicht. FUr die
Behandlung des Entscheidungsproblems wird eine Entscheidungsbaumdarstel lung
verwendet (siehe ouch 6 1 ), in der Kasten fUr die einzelnen Handlungwlterra-
tiven and die jeweiligen Eintrittswahrscibeiniichkeiten berUcksichtigt warden.
Die Erzeugung von Korrekturkommandos erfolgt nach einem schnelligkeitsopti-
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malen Steuergesetz (siehe ouch 74] ). Die Modellentwicklung ist noch nicht
abgeschlossen.
Dos gleiche Anwendungsproblem der RPV-FUhrung wird ouch in 768] behandelt.
Dobei steht die Modellierung der Entscheidungsfindung im Vordergrund, wobei
vor allem die Nutzentheorie angewendet wird. Die g-undlegenden Ideen dieser
Arbeiten sind bereits in einem onderen FAT-Bericht ([27 , Abschnitt 4.3.5)
erldutert warden.
Eine weitere Wglichkeit zur Analyse and Modellierung einer komplexen Auf-
gabensituation besteht darin, nur die Wichtigkeit ,rd die Eearbeitungszeit von
Teilaufgaben zu betrachten. Der Mensch mu g sich dann fUr eine Bearbeitungs-
strategie entscheiden and die Teilaufgoben nach einem seibstbastimmten Zeit-
plan sequentiell erledigen. Ein typisches Beispiel itt die Ttltigkeit des Flug-
lotsen. Ein Modell fUr derartige Ttftigkeiten ist in '691 vert3ffentlicht warden.
Die 'eilaufgaben erscheinen als vers;hieden ho pe (Wichtigkeit) and verschieden
breite glocke (erforderliche Bearbeitungszeit) auf ja einer eigenen Zeitachse
untereinander auf einem Anzeigeschirm. Sie bewegen sich mit unterschiedlicher
Geschwindigkeit von links nach rechts and mUssen durch einfaches Anwtlhlen
nocheinander bearbe;tet warden sein, bevor sie am rechten Bildrond verschwin-
den. Die Dauer der Anwahl entspricht der aufgewendeten Bearbeitungszeit.
Die Bldcko warden durch die Bearbeitung schmaler. Bei der Modeflierung
warden Methoden aus der Graphen- and der Wortes chi angenthet±rie verknUpft.
4.4 Management informationssysteme and Grupponentscheidungs rerhalten
Wenn von Managementinformationssystemen (MiS) gesprochen wird, denkt man
zundchst Kvnlger an Sys!eme in der FahrzeugfUhrung and industriellen ProzeQ-
fUhrung als vielmehr an solche zur UnterstUtzung des Managers in der Wirt-
schaft Lind Verwaltung. In diesen Bereichen kann man haute im weitesten
Sinne ebenfalls von Mensch-Moschina-Systemen sprechen, do die MIS ouch
dort rechnergestUtzt aufgebout warden. Der interaktive Dialog mit dem Rechner
pragt dos Verholtdn des Menschon. So gee-then warden Behr verschiedenartige
Arbeitsttltigkeiter. durch den Einsatz von Rechnern oinander tlhnlicher. Betrach-
tot man z.B. den Bibliotheksbatr;eb '70; , dann zeigt sich, da g die hierfUr
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entwickelten MIS hinsichtlich der Informationswiedergewinnung and Entschei-
dungsunterstUtzung trotz unterschiedlichen ZeitmoBstabes durchaus mit denen
in Flugmanugementaufgaben verwandt sind (71 j . Waiters Gedanken Uber die
EntscheidungsunterstUtzung in Mensch-Maschine-Systemen findet man ouch in
einer Obersichtsarbe't Uber die Entscheidungstheorie des menschlicheh Verhal-
tens [72] .
Zunshmendes Interesse findet die RechnerunterstUtzung in Gruppenentschei-
dungsprozessen. Es wird versucht, sin rationales E ntsche idungsverhal ten der
Mitglieder einer Gruppe durch die Darstellung wichtiger Informationen and
dijrch sin rechnergestUtztes Abstimmungssystem zu erreichen [73] , 74] .
Die Froge ist von Bedeutung, welche Informationen fUr den Einzel- oder Grup-
penentscheidungsprozeO dargestellt warden mUssen and wie parallel dargebotene
Informationen ourzugliedern sind. Als Beispiel sainn die Untersuchungen im
Projekt DAISY (Decision Aiding Informarion System) erwdhnt [75] , (76], [77] .
Die taktischen Entscheidungen des Kommandeurs sines groBen Schiffes sollen
durch sin Entscheidungshilfssystem unterstUtzt warden. Dieses arbeitet mit PrUf-
listen and Warnsystemen, wobei ouch kUnstlich erzeugte Sprache verwendet
wird. Dos Anzeigenfeld sines Rechnerterminals wird in verschieden groBe Felder
unterteilt. in denen Ein- and Ausgabe in format ionen kategorisiert dargestellt
warden. Zusatzlich zu verschiadenen Rechnerterminals ist sin groBes Projek-
tionssystem vorhanden, so daR sine am EntscheidungsprozeB beteiligte Gruppe
gemeinsom besser mit Informationen versorgi warden kann.
5. SchluBbemerkungen and Ausblick
In diesem Bericht sind Experimente and Modelle zur Beschreibung des mensch-
lichen Uberwachungs- and Entsche idungsverhal tens in Mensch-Maschine-Syste-
men vorgestellt warden. Damit sind Tdtigkeiten gekernzeichnet, die durch die
zunehmende Awomatisierung eine immer grdf3ere Bedeutung erlangt haben.
Der Mensch wird zum Manager, Planer and Stdrungssucher, wdhrend die Rou-
tineaufgaben der Automatik Uberlassen werden.
Die Uberwachungs- and Entscheidungsfdhigkeiten des Menschen mUssen sinnvoll
genutzt werden, wenn automatisierte Systeme wirksam and sicher gefuhrt wer-
den sallen. Die reine Uberwachung kann eine Unterforderung and ErmUdung
des Menschen ergeben. Wird aus einer solchen Situation heraus eine pldtzliche
Leistungsbereitschaft z. B. durch dos Auftreten von Fehlern gefordert, dann
kann es zu einem Versagen des Menschen kommen. In den Uberwacher-Mo-
dellen wird dies bisher nicht ausreichend berUcksichtigt. AuBerdem mUote
zukUnftig der Zusammenhang zwischen Aufinerksamkeitsverteilung and Blickbe-
wegungen ndher untersucht werden.
Dos Entscheidungs- and Problemldsungsverha I ten des Menschen bei der Fehler-
behandlung in Betriebs- and Wartungssituationen kann durch RechnerunterstUt-
zung verbessert werden. Es sind Fehler-Management-Systeme denkbar, bei
denen Mensch and Rechner cis intelligente Partner zusarrimenwirken and Bich
gegenseitig UberprUfen. Zur Entlastung des Menschen konn der Rechner selbst-
tdtig handeln. Damit dies in einer en den Menschen angepoate. W.-ise ge-
schieht, muB der Rechner Uber ein internes Modell des menschlichen V.^rhaltens
verfUgen. DarUberhinaus sollten die Handlungen des Rechners dem Menschen
transparent erscheinen.
Die Weiterentwicklung der Monagement in format ionssysteme zur Unter:stUtzung
von Einzel- and Gruppenentscheidungen wird die Mensch-Maschine-Kommuni-
kation weiter verbessern. Hierzu mUssen Methoden der Warteschlongen- and
Nutzentheorie sowie der kUnstlichen Intelligenz noch intensiver angewendet
werden. Die Anpassung an den psychophysiologischen Zustand des Menschen
kdnnte es ermdglichen, die Belostung des Menschen in gewUnschter Weise zu
regulieren.
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Die Beispiele in diesem Bericht haben den gegenwdrtigen Stand der Forschung
im wesentlichen umrissen. Wie gezeigt wurde, sind Modelle dabei eine Hilfe,
das Verhalten des Menschen genauer zu beschreiben. AuBerdem sind sie hdufig
eine notwendige Voraussetzung fUr den Entwurf von rechnergestUtzen Oberwa-
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MATHEMATICAL CONCEPTS FOR MODELING HUMAN BEHAVIOR
IN COMPLEX MAN-MACHINE SYSTEMS *)
Gunnar Johannsen, Research Institute for Human Engineering (FAT),
Wachtberg-Werthhoven, F.R. Germany and William B. Rouse, University of
Illinois at Urbana-Champaign
Many useful mathematical models for manual control, monitoring, and decision-
making tasks in man-machine systems have been designed and successrully
applied. However, critical comments have occasionally been made, mainly by
practitioners concerned with the design of canplex man-machine systems. They
blame especially models which seem to explain only data from abstract subtask
experiments designed particularly for these models.
In this review paper, an initial approach to bridging the gap between these
two perspectives of models is presented. From the manifold of possible human
tasks, a very popular baseline scenario has been chosen, namely car driving.
A hierarchy of human activities is derived by analyzing this task in general
terms. A structural description leads to a block diag ►nm and a time-sharing
computer analogy.
The range of applicability of existing mathematical models is considered with
respect to the hierarchy of human activities in real complex tasks. Also, other
mathematical tools so far not often applied to man-machine systems are dis-
cussed. The mathematical descriptions at lec-t briefly considered here include
utility, estimation, control, queueing, and fuzzy set theory as well as arti-
ficial intelligence techniques. Some thoughts are given as to how these
g	 methods might be integrated and how further work might be pursued.
INTRODUCTION
When designing such systems as automobiles, aircraft, power plants, and
management information systems, it is very important to understand the human's
role in the system and design the man-machine interface appropriately. The
engineering approach, which leads one to represent the machine in terms of
differential equations, networks, etc., suggests that the human can also be
represented as a set of mathematical equations for the purpose of systems
analysis and design. Thus, considerable effort has been devoted to developing
mathematical models of human behavior.
f Dieser Aufsatz ist zur Verdffentlichung in der Zeitschrift "Human Factors"
angenommen (z.Zt. im Druck).
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Despite the criticisms of those who find the analogy between humans and
equations unpalatable, many models have been reasonably successful within
the limited domains that they addressed. In fact, if we accept the premise
that human behavior mainly reflects the external environment ?Jewell and
Simon, 1972 , then it is not surprising that man and machine can be des-
cribed in similar terms. Quite simply, since the human adapts his behavior
to the machine, his actions become s omewhat machine-like. (Of course, from
a design point of view, one tries to avoid requiring the human to adapt to
the machine to any extreme extent.;
On the other hand, the success of models in limited domains has not had
substantial impact in realistically complex domains. For example, manual
control models are not everyday tools for the aircraft designer. Further,
manual control models capture only a small portion of the total task of
driving an automobile. For these reasons, designers have been known to claim
that mathematical models of human behavior are not particularly useful. Such
statements have motivated the work upon which this paper is based.
Within this paper, a realistically complex task (i.e., automobile driving) is
presented. Various aspects of the task are illustrated by using written proto-
cols of subjects' behavior. A hierarchy o' human activi" ,ts is derived by
analyzing this task in general terms. A time-sharing computer analogy and
block diagram are presented. Numerous mathematical methodologies appropriate
to representing such a model are discussed. Finally, the state-of-the-art is
summarized and the prospects are considered.
A REALISTIC TASK
The "experiment" involved a hypothetical automobile trip f rom the driveway
of one author's house (GJ) to the home of the other author (WR). Two sub-
jects participated (GJ and WR). Their task was to explain in detail what they
would be doing throughout the hypothetical trip. Each subject independently
generated a written protocol of the trip. The two resulting protocols were
merged to produce Figure 1.
- 65 -
Figure 1 : Protocol for Typical City Trip
Insert key in ignition
Put on seat belt
Press gas pedal to floor and almost totally release
Turn key
Listen for engine sound
if so, then give gas
else, stop and go back to turn key
Wait for car to warm up - daydream
Look around - see if I can back up okay - inc' :des using mirrors
if so, then put car in reverse
else, wait for all clear
Put right arm on seat back so as to see better
Steer with left arm, accelerate and back onto street
Determine when clear to go forward - stop backing up - press brake
Put car in drive
Look around - see if I can proceed
if so, accelerate
else, wait for all clear
Limit speed since stop sign coming up - continue looking arounC
Steer so as to stay "sort of" in Ions
Estimate distance to stop sig: - check for time to decelerate
if so, remove foot from gas and over to broke
else, update estimate of distance - continue looking around/steering
Turn on left directional
When fairly close !o stop sign, push brake harder and stop
Look left and right for traffic
else, wait for all clear and continue updating estimates
Straighten out so as to keep "sort of" in lane
Accelerate, but not too much because stop sign coming up
Look around at traffic - also at houses and yards - daydream
Execute stop sign routine - one for stopping - one for starting
- use four-way stop sign routine
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Execute enroute routine - including talking, sightseeing, etc.
Plan route - what streets to take
Execute stop sign/stor3 light/turning/passing/lane changing routines
Look around for appropriate parking space
if one found, determine plan for getting into it
else, continue looking around and steering
Execute plan open-loop, with final updates as errors can be estimated
Put car in park
Turn off radio, heater, etc., if appropriate
Turn off key
Remove key
The activities in this figure can be categorized info several levels of behavior
1. Reaching, twisting, and listening
2. Steering, accelerating, and braking
3. Looking around and estimating
4. Updating and evaluating
5. Planning
6. Reflecting and daydreaming
In general, lower level activities require less awareness of performing the
activity (e.g., passive listening) while higher level activities require more
awareness (e.g., active scanning or Yoking around, conscious planning, etc.).
It seems reasonable to claim that a theory of human behavior in realistic tasks
should be able to model levels 1 through 5. In pursuit of this possibility, this
list was somewhat compacted to yic!:. the following ispects of behavior to be
modeled .
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1. Sensing and interpreting inputs
2. Planning
3. Implementing plans
To consider these three topics, an overall framework will be discussed in the
next section and then, :oecific approaches to modeling will be considered in
the subsequent se-tion.
STRUCTURAL DESCRIPTION
Looking at the hierarchy of human activities discussed above as information
processing activities, a time-sharing computer analogy seems to be a very
appealing approach to understanding the structural interrelationships.
Figure 2 shows a sketch of such a time-sharing computer analogy. There are
several possibilities for the central nervous system (CNS) to interact with the
peripheral 1) input and output devices (i.e., the sensory and the motor systems
including speech generation). The CNS is viewed as being divided into an
operating system and four classes of "jobs", i.e., program/data files 1see,
c.g., [Tsichritzis and Bernstein, 1974; Habermann, 1976 ]). Hereby, a multi-
processor system allowing a mixture of parallel and serial information processing
is most likely to be a reasonable assumption for the human operator [Sanders,
1978] .
The operating system is responsible for scheduling the programs in a time-
shared manner by using a priority interrupt policy. Conflicting criteria with
respect to priority have to also be evaluated by the operating system. This
might be a crucial task, especially in urgent situations.
The four cl, of program/data files relate to a central-nervous system re-
presentation of tasks the human operator has to perform. Each of these pro-
gram classes is structured into main programs and interrelated subroutines.
1) We hasten to note that the term "peripheral" is used here in the sense of
computer jargon rather than in the manner that the term is normally used
in psychology.
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Figure 2 : Sketch of a Time-Sharing Computer Nbdel of the
Human Orerator
Input programs are for activities such as monitoring tasks and looking around
procedures while output programs relate to activities such as the structural
organization of motion patterns (e.g., in reaching) and speech. Input-output
refers to a class of programs for activities such as tracking-type control and
choice-reaction tasks where the operating system need not intervc-ie in the
exercise of the input-output relationship. All three classes (i.e., input, out-
put, and input-output) contain programs with o high level of autonomy, per-
haps carried out by peripheral processors. The operating system has to initiate
and supervise these autonomous processes. Additionally, the adaptive control
of the sampling process in parallel tasks has to be accomplished by the opera-
ting system.
Long-term mergory includes a knowledge base of facts, models, and procedures.
These programs are concerned with internal processes such as reflecting and
planning which have access to the knowledge base, thereby occasionally modi-
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fying it. The operating system is responsible for searching through the know-
ledge base (see, e.g., ',Atkinson and Juola, 1974 ; Habermann, 1976] ).
The time-sharing computer analogy outlined here is mainly assumed as a
possible framework for future thinking about complex man-machine systems.
To further illustrate the hierarchical multi-level structure of human activities
within this framework, a block diagram is shown in Figure 3. It is related to
the six levels of behavior listed above. Only the most important information











Figure 3 : Hierarchicai Multi-Level Structure of Human Activities
Lower level processes (bottom of Figure 3) are normally characterized by
events occurring at a high frequency as compared to higher level processes
(top of Figure 3). This refers to different time scales for different levels.
However, because lower level processes may be autonomous, the difference
in time scales does not mean that these processes have to be considered by
the operating system more frequently.
In Figure 3, planning is denoted as a major activity. With data from the
knowledge base and those from lower-level looking around procedures, some-
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times influenced by higher-level reflecting, planning is the development of
procedures to achieve overall goals and subgoals for lower-level processes.
Modifying the knowledge base as well as goal-setting for controlling and
reaching are shown as examples. Controlling itself is also best described as
a multi-level structure, being a subset of the overall multi-level structure
of Figure 3. Controlling and reaching procedures result in output actions of
the human operator via response generation which refers to the peripheral
output devices in Figure 2. Correspondingly, the peripheral input devices of
Figure 2 extract task-relevant features from sensory input information. This
process is very closely linked with looking around procedures which are also
indicated in Figure 3.
MATHEMATICAL MODELS
Sensing and Interpreting Inputs
Reconsidering the task analysis of car driving, how does the driver recognize
stop signs, other cars, children, etc.? To pursue this question, the literature
of pattern recognition and artificial intelligence was considered. Fortunately,
the literature in these areas has recently been summarized in the Systems,
Man, and Cybernetics Review [IEEE, 1977] , by Sklonsky [1978] , and in
books by Winston [1975, 1977] for pattern recognition and artificial intelli-
gence, respectively.
Two approaches to pattern recognition have received particular attention :
statistical methods and syntactical methods. The statistical methods use dis-
criminant functions to classify patterns. This involves extracting a set of
features from the pattern and statistically determining how close this feature
set is to the a priori known features of candidate classes of patterns. The
class whose features most closely match the measured features is chosen as
the match to the pattern of interest, with of course some consideration given
to the a priori probabilities of each class and the coats of errors.
The syntactic methods partition each pattern into subpatterns or pattern primi-
tives. It is assumed that a known set of rules (a grammar) is used to compose
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primitives into a pattern. One approach to recognizing primitives is to use
the statistical approach noted above.
Another aspect of pattern recognition involves image processing. Here, each
picture point (pixel) is classified according to gray level. Then, thresholds
are used to segment the picture. More elaborate approaches use multi-dimen-
sional classification of each pixel and then, use an appropriate multi-dimen-
sional clustering of similar pixels.
Artificial intelligence researchers have devoted considerable effort to scene
analysis. With emphasis on understanding scenes composed of somewhat arbi-
trary collections of blocks, methods have been developed to pick particular
blocks out of scenes, even if the desired block is partially hidden.
Most of the methods discussed above have worked reasonably well within
limited domains. When the context within which one is working is well-
understood, it is often possible to successfully sense and interpret inputs,
although considerable computational power may be needed.
While the advent of inexpensive microelectronics might allow one to utilize
large amounts of computational power in a model of human sensing and inter-
pretation of data, there are bigger problems to be solved. Namely, it is
difficult to deal with realistic contexts in a static manner. What a human
sees depends on what he is looking for, what he expects to see, and the
costs of not seeing it. These aspects of seeing cannot be considered out of
context and without reference to the specific individual involved. From a
theoretical point )f view, one might represent context in terms of a priori
probabilities with perhaps some form of Bayesian updating [Curry, 19711 .
However, while this approach is theoretically tenable, it does present enor-
mous measurement problems.
Several investigators have considered the issue of how the human allocates
his attention among multiple displays [Senders, 1964 ; Carbonell, 1966, 1968
Rouse and Greenstein, 1976 ; Sheridan and Tulga, 1978] . However, these
models have only been tested in fairly well-structured situations and thus, c.e
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as yet unproven in realistically complex tasks. Further, it is by no means
obvious that thesc models will ever be able to handle looking around in the
sense it appears in the driving scenario.
Thus, a general mathematical theory of human sensing and interpreting of
inputs is far from available, especially if one would like to program this
theory to drive a car. On the other hand, the disciplines of pattern recog-
nition and artificial intelligence are beginning to succeed in specific applied
dumains such as industrial inspection [Chien and Snyder, 1975 ; Perkins, 19771
and medical diagnosis [Wechsler and Sklansky, 19757 . Perhaps a concatenation
of specific successes will lead to new insights into the problems of context
and individual differences. In addition, specific context-related investigations
seem to be necessary to gain better understanding of human procedures in
sensing and interpreting inputs and to define measures for these activities
which can be used for validating mathematical models.
Planning
Studying the task analysis of car driving, it is readily apparent that much
of the subjects' conscious activities were devoted to developing, initiating,
and monitoring plans. This observation agrees with analyses of verbal proto-
cols in several other task domains (Newell and Simon, 19721 . In fact, one
might expect this result within any purposeful activity for which there are
goals as yet unfulfilled.
To discuss planning, one first must emphasize the distinction between the
process of developing plans and the process of executing plans [Martino, 19721 .
Within this section, only plan development will be considered while the
following section will discuss plan execution. One way to illustrate the
difference between these two activities is to characterize plan development
as a problem solving activity while plan execution is looked at as a program
execution activity [Newell and Simon, 1972] .
One develops a plan in hopes that its execution will achieve some goals.
While one usually accepts the overall goal as given (e.g., land the aircraft),
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the process of developing subgoals is often left to the human. The partitioning
of goals into subgoals and then subgoals into lesser subgoals, etc. reflects a
hierarchical mode of planning that has received considerable attention
^Sacerdoti, 1975 ; Weissman, 1976] .
The hierarchical approach allows one to develop plans that are broad and
sketchy as opposed to detailed and concise. Thus, low- level subgoals can be
temporarily ignored until their immediacy demands attention. Similarly, future
actions which require preconditions that are not as yet assured can perhaps
be temporarily ignored if one feels that the environment is "hospitable" to
one's goals (Weissman, 1976 .
On the other hand, low level subgoals must eventually be dealt with. Then,
a concise system dynamics model such as Carbonell's probably provides a
reasonable description of human behavior [Carbonell, 1969] . This model
assumes that the human is dealing with a system describable by quantitative
state transitions and amenable to quantitative control actions.
Such low level planning is probably unconscious in the sense that the human
is unaware of it. From the perspective of a computer analogy, one might say
that high level, conscious planning is like executing an interpreted program.
(An interpreted program is one where the computer "consciously" has to inter-
pret the meaning of each statement as it is executed.) On the other hand,
low level unconscious planning is similar to executing a compiled program
'Newell and Simon, 1972] . In fact, it might be claimed that low level
planning cannot really be called planning. Instead, such activities are only
the details of implementation, which are discussed later in this paper.
Planning appears to include the following aspects :
1. Generation of alternative plans,
2. Imagining of consequences,
3. Valuing of consequences,
4. Choosing and initiating plan,
5. Monitoring plan execution,
6. Debugging and updating plan,
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where the latter two aspects deal with observing plan execution and subsequent
replanning, but not with actual implementation.
How might one model the generation of alternative plans ? One can look at
a plan as a linked set of subplans (Weissman, 1976] . However, at some level,
subplans must be specific. In many tasks, the alternatives are clearly defined
at the outset. On the other hand, there are many interesting tasks (e.g., en-
gineering design) where the human must create alternatives. In such cases,
humans usually first consider alternatives that have been successful in previous
situations.
One might use Newell's pattern-evoked production systems as a model of how
the human accomplishes this search for alternatives Newel) and Simon, 1972] .
A production is a rule consisting of a situation recognition part that is a list
of things to watch for, and an action part that is a list of things to do.
(The word "production", as it is used here, has absolutely nothing to do with
the manufacturing connotation of the word.)
As an alternative to production systems, the idea of scripts might provide a
reasonable model. "A script is a structure that describes appropriate sequences
of events in a particular context." [Schank and Abelson, 1977] . In other
words, a script is somewhat like a standard plan or subplan that is evoked in
particular situations. For example, many people probably have "driving to
work" scripts which they unconsciously, but nevertheless faithfully, follow.
The ideas of production systems and scripts are both related to the idea of
the human having an internal model. However, as the reade • will see, it is
very different from the type of model assumed in the system dynamics domain.
Namely, productions and scripts provide forecasts of typical consequences
rather than models of internal state transitions.
Sometimes a new alternative is needed and it is very difficult to say how a
totally new idea is generated. Linking the idea of associative memory
'Anderson and Bower, 1973 ; Kohonen, 1977' with the idea of production
systems or scripts, one can conjecture that new ideas are generated when the
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criterion for matching the new subgoal with past experiences is relaxed and/or
non-standard features of the situation are emphasized.
Long-term plans that will not be immediately implemented are probably de-
,,eloped at the highest level in the goal hierarchy with only major goals con-
sidered. Such a plan might be a somewhat vague verbal statement or perhaps
a sketch of activities and relationships. It is interesting to speculate upon
(and perhaps research) what plans look like in the "mind's eye". For example,
are plans list-like or are they more spatial, such as Warfield's interpretive
structural models (Worfield, 19761, .
Short-term plans ' ,at will require immediate implementation cannot be quite
so sketchy. In this case, the human has to consider specific actions. One
would probably be reasonably successful in modeling this type of plcn using
production systems where specific features of the environment would automa-
tically evoke particular responses. This type of behavior falls into the cate-
gory of input-output programs as defined in the time-sharing computer analogy
introduced earlier. Realistic examples of application of this idea include air-
craft attitude instrument flying (Goldstein and Grimson, 19771 and air traffic
control (Wesson, 1977] .
Given a set of candidate plans, the human must forecast or imagine the
consequences of implementing each plan. One might assume that the human
performs some type of mental simulation of the plan. For example, the human
might use his current perception of the system dynamics to extrapolate the
system's state as a function of planned control strategy. Rouse has developed
a model that describes this type of behavior. Succinctly, the model assumes
that the human has both a long-term and short-term model of the system with
which he is dealing and, that he uses a compromise between the two state
predictions obtained from these models as a basis for decision making FRouse,
1977a ; .
However, when plans are sketchy, at least in terms of intermediate precon-
dit;ons, the human probably does not actually calculate consequences but
instead simply maps plan features to previously experienced consequences.
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Then, until evidence forces him to reject the assumption, he assumes these
previously experienced consequences will prevail. This type of behavior is
represented quite nicely by the scripts concept [Schank and Abelson, 1977] .
Imagined consequences are then compared to goals. For low level plans, the
comparison might be based on a well-defined criterion function. However, this
is probably not the case for high level plans. Since high level goals and
imagined consequences may be verbal and rather vague, it is likely that the
human only tries to satisfice rather than optimize. One might represent this
phenomenon using multi-attribute utility functions FKeeney and Raiffa, 19761
that have broad optima. Alternatively, concepts from fuzzy set theory [Zadeh,
et al., 1975 ; Kaufman, 1975] might be used to consider the membership of
a set of consequences in the fuzzy set of acceptable consequences. The utility
function approach is probably appropriate if one assumes that the human has
a fairly precise knowledge of the possible consequences, and subsequently
values some more than others. On the other hand, the fuzzy set approach
would seem to be applicable to situations where the human's perception of
the consequences is actually fuzzy.
The human ch00%es the most satisfactory plan and initiates its execution. If
none of the available plans meets an acceptable level of satisfaction, the
human either tries to debug the set of plans under consideration or perhaps
tries to develop new plans. Debugging of partially failed plans may initially
involve local experimentation to determine the cause of plan failure rather
than a global reevaluation and complete replanning `Davis, 19771 . One
approach to modeling debugging or trouble-shooting of plans is with fuzzy set
theory FRouse, 1978, 1979] .
Assuming that u plan has been initiated, the human monitors ils execution
and only becomes involved (in the sense of planning) if the unanticipated
occurs or execution reaches the point that some phase of the plan .rust be
more concisely defined. Monitoring for the unexpected might be modeled
using production systems that trigger when the preconditions are not satisfied.
Other approaches, based on filter theory "Gai and Curry, 19761 or pattern
recognition methods (Greenstein and Rouse, 1978], are also available.
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Once the unexpected has been detected, planning might shift into the above
mentioned debuggirg mode. On the other hand, the need to shift from sketchy
to concise planning may involve abandoning, for the moment, the broad
hierarchical mode and shifting to a detailed partially pre-programmed mode.
How do all these bits and pieces fit into an overall model of planning ?
While it does seem that the hierarchical approach to planning combined with
the production system and script ideas provide a reasonable framework, the
state-of-the-art certainly does not allow one to construct a context-free
planning model in the form of an Executable computer program. This may be
an inherent limitation if one accepts the premise that much of human behavior
is merely a reflection of the task environment FNewell and Simon, 1972 .
If this premise is true, then one should be very careful that laboratory ab-
stractions capture a sufficient portion of the real world environment and
thereby allow results to actually be transferable. Otherwise, one is only de-
veloping a theory of human. behavior in laboratory games.
As a final comment on planning, a very important issue concerns the level
at which one's study of planning behavior should be addressed. While an
approach at the neuron level [Scott, 1977] may eventually lead to a success-
ful model of human planning behavior, such an approach is unlikely to lead
to success in the near future. Alternatively, one might try to develop models
that explain or predict whether or not a plan will be successful. However,
this type of model would yield little informc,ion about the -lanning process.
It seems that one must approach studies on the conscious planning level using
either verbal protocols 7e.g., Simon and Newell, 1972 ; Rasmussen, 1974,
1976- or at least methods that require plans to be explicitly measurable. Then,
the variety of approaches to modeling discussed in this section can be applied
to describing the planning process.
Implementingti  Plans
Implementing plans refers to human action, mainly such activities as controlling
and reaching in the multi-level structure of Figure 3. Two basic approaches
for mathematically describing these actions can be distinguished. The first
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approach includes time-line analysis, queueing theory, and simulation tech-
niques, whereas th3 second includes the con trol theoretic approach in a more
general sense.
In time-line analyses, the execution times of all particular task elements of
a certain multi-task situation are assessed as well as the total task time
needed Siegel and Wolf, 1969 ; Linton, Jahns,and Chatelier, 1977 ; Pew,
Baron, Feehrer, and Miller, 1977 ; Moray, 1979; . Available time margins
or expected time pressure of the human operator can be calculated in order
to estimate total task system performance and human operator workload. This
method has been applied to evaluating Lather complex man-machine systems
by taking these apart in very much detail, e.g., to the level of reaching
times for single switches.
A related, but more analytical approach is the queueing theoretic one
'Carbonell, 1966, 1968 ; Senders and Posner, 1976 ; Rouse, 1977b ; Walden
and Rouse, 1978 ; Chu and Rouse, 1977, 1978 ; Schmidt, 19781 . It is
suitable not only for analysis, but also for design purposes. The different
tasks of a multi-task situation are considered as customers in a queue waiting
to be serviced. Arrival and service rates cs well as the waiting time for the
tasks are characteristic measures. Service with a priority policy is possible.
Also several servers (e.g., the human operator and a computer) may share
responsibility for the total task.
Queueing theory models are particularly useful when emplcying the time-sharing
computer analogy of Figure 2. For example, with such . representation, work-
load in terms of fraction of time busy is readily computable. Chu and Rouse
"1977, 1978 - hays employed such a queueing description as a basis for deve-
loping an algorithm for controlling workload.
Time-line analysis and queueing theory look at the implementation of actions it
terms of time expenditure. If the accuracy of the actions is also to be taker, into
account, these methods have to be combined with others. Simulation techniques
seem to be a reasonable approach where micro-subroutines simulate dynamically
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su :h Kumar. operator behaviors as short-term memory recall and movement
he,ids anc. feet Wierry, 1976" . This leads back to the time-sharing compu it
analogy. A gool-oriented priority interrupt structure for handling all tasks
appropriately in a multi-task situation is most promising. However, this rssalts
in a more artificial-intelligence oriented simulation, using heuristics and data
handling algorithms, rather than an analytical description.
A different approach for the description of human actions in man- mar- ' 'ne
systems applies control theory. Models for continuous manual control are well
established. Numerous summaries in the forms of reports and books exist (e.g.,
^McRuer and Krendel, 1974 ; Sheridan and Ferrell, 1974 ; Johannsen, Boller,
Donges, and Stein, 1977] ). Considering the automobile driving scenario
discussed here, it is useful to note recent papers on manual con trol models
of driving by Bekey, Burnham, and Sea [19771 and McRue;, A iu,r, Weir,
and Klein f1977^ .
The quasi-linear and the optimal ccntrol models are the most popular approaches
to description of manual control tasks. The quasi-linear models describe the
human control behavior by some task-specific modificatior, of a generalized
transfer function which is best satisfied in the crossover fre iuency region for
many controlled element dynamics. In addition, an intemai human noise
source (the remnant) summarizes the portion of the human's output which
cannot be explained liner.rly_
The optimal control model Xleinmon, Baron, and Levison, 1970 includes two
noise sources and also has a time delay and a neuromusa • lor lag term with
a time constant similar to that of the quasi-linear model. A Kalmc:: filter
estimates the states of the controlled element, whereas a predictor compen-
sates for the time delay. The optimal gains are calculated with respect to
a criterion function which is a weighted sum of mean squared values of sto
and control variables.
The contro:•I theory models have been applied in several domains incliding
aircraft piloting, automobile driving, ship piloting, and anti-aircraft artillery.
Further, several display design methodologies have been developed. A recent
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special issue of Human Factors reviews many applications of controi theory
models [Rouse, 1977c] .
With both the crossover model and the optimal control model, a stochastic
reference input, either forcing function or disturbance, has been assumed.
Therefore, these models are mostly applicable to the inner loops of manual
vehicle guidance and con}rol tasks. In the case of the optimal control model,
key elements of this have also been applied to monitoring and decision-making
tasks.
Mary -ealistic tasks exist, however, in which deterministic inputs are domi-
nrnt. Taking the baseline car driving scenario as an example, a reasonably
complicated deterministic input exists, i.e., the course of the street. For
this task, a two-level model has been proposed which has c closed-loop sta-
bilization controller and an ant i cipatory open-loop guidance controller working
in parallel [Donges, 1975, 19781 . The perceptual aspec +s of the antiziparion
of changes in the course of the street have been erp!ained. However, it '^as
been assumed that the dri p -r tr;es to eliminate all deviaFions from the middle
line of the street.
To overcome this simplification, the street might be viewed as a target tube
in which the driver is allowed to move his car. Interesting-'y enough, many
other human control tasks in vehicle guidance and industrial process control
also require controlling the state of the systems within a tci yet tube rather
than along a single reference line. Such a criterion makes these tasks muc;i
more relaxed than one often assumes in mcn-machine systems exo-.riments.
Reviewing the control theory literature, some applicabl3 snp t',cds for . _;,,-olling
within a target tube were found. They have never been used itri -:on-machine
systems problems. One approach assumes a criterion foriction which puts less
weight on small errors by taking the fourth power of the error instead of the
second power as in the optimal control model [Galiaro and Glavitsch, 1973] .
The other approach is ca l led unknown-but-bounded control [Bartsekos and
r h,,des, 1971 ; Glover and Schweppe, 1971 ; Schweppe, 19731 .
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The unknown-but-bounded control approach combines state variable with set
theoretic descriptions. Due to the higher mathematical effort, this approach
has infrequently been applied in automatic control situations. However, it
seems worthwhile to consider this approach in modeling biological or socio-
logical systems. Human behavior in general is goal-oriented and the goal is
very often defined as bringing or keeping some state variables within a
certain target set or target tube.
In the baseline scenario, one dimension of the target tube would be the width
of the street or one of its lanes. Other dimensions are given by the other
states of the system, e.g., the Lateral rate of change, for which maximally
tolerable values are also prescribed. The effective target tube is plcnned by
the driver as an area inside of which no control actions are ne.:essary (see
1: near- plus -dead -band control laws in Glover and Schweppe F1971 1
.
 ). Planning
the effective target tube might also include some f,-zziness. Whether the un-
known-but-bounded control approach can be combined with fuzzy set theory
which has recently been applied in industrial process control jKing and
Mamdani, 1977 ; Tong, 1977 has not as yet been *-nvestigated.
Another interesting issue is the notion of the internal model which has been
considered to some extent it the discussion of the planning process. In mo-
deling how the human chooses among alternative courses of action, an .mpor-
tant issue concerns whether the human possesses a correct internal model of
his envirc.nment or, whether the model is incorrect as in learning situations
or, very approximative as in large-scale systems (see, e.g., [Sheridan and
Johannsen, 19761 ). The process of building up an internal model during
lemnin3 and how to use it by changing cortrol laws or choosing among
different kinds of control laws in time-varying systems, should be further
investigated. The literuture on adaptive manual control shows, for example,
hat the models assume n set of predetermined control laws matched with a
set of different system dynamic (see,e.g-, rYoung, 19691 ).
This leads to the idea of a memory for motor patterns. Instead of having an
input-ol• `put transfer behavior, the human operator initializes predetermined
motor patterrs in many :it, ations. These patterns are slightly corrected during
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their actual execution (see, e.g., [Adams, 1971] ). Good examples are
walking, bicycle riding, and piano playing. Also, the coordination and
timing of a series of discrete manual control cctions, e.g., in trouble-
shooting tasks or in checking procedures of aircraft pilots or process operators,
can be explained by predetermined motor patterns.
DISCUSSION AND CONCLUSIONS
In considering various approaches to ty;ng all of the discussions in this pager
together, the diagram in Figure 4 has been found to be most useful. This '.ia-
gram is a variation of a diagram discussed by Johannsen [1976] for vehicle
control tasks and Sheridan F19761 for human control of vehicles, chemical
plants, and industrial robots. Similar diagrams have been published by
Bernotat !'19641 and Kelley [1968] .
Nav	 I Guidance
	 Stabilization	 System
Figure 4 : Hierarchy of Human Behavior
This diagram can be used to represent well-defined man-machine systems tasks
such as those discussed by Johannsen "1976-, and Sheridan '1976] as well as
less well-structured tasks. For example, goals could mean success in life,
plans could mean a career outline, subplans could mean a scheme to succeed
in c specific job, and actions could rnean one's daily activities. Thus, the
diogram has broad applicability.
How can one analytically deal with su,::h a general description ? If one looks
at control thenry with a very general perspective that includes control with
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respect to continuous events as well as discrete events, then one can subsume
most analytical ,nethods (e.g., linear systems theory and queueing theory)
within the category of control theory. This generalization, and willingness to
expand the set of tools one utilizes, enables quantitative analysis of a larger
portion of the hierarchy of behavior.
However, there are limits to context-free analytical modeling. First, there is
the very important idea that human behavior mainly reflects the task environ-
ment. Thus, searching for a specific analytical model of general human be-
havior may only be fruitful to the extent that all task environmenrs are common.
Perhaps then, one should first search for commonality among environments
rather than intrinsic human characteristics. In other words, a good model of
the demands of the environment may allow a reasonable initial prediction of
human performance. Thus, it is reasona^le to initially assume that the human
will adapt to the demands of the task and perform accordingly.
A second limitation to analytical modeling is due to the human's lack of
analytical thinking, especially at upper levels of the hierarchy. First of all,
the human is more of a satisficer than an optimizer. Thus, ideas such as a
target tube within control tasks, fuzzy set theory, and some concepts from
utility theory deserve more study and application within man-machine systems.
What this means is that one should look at opt , -lization with respect to broad
criteria that allow multiple satisfactory solutions. An alternative approach to
this issue is to discard optimization, but this would leave the modeler stripped
of one of his most important tools and without a viable alternative.
Beyond the idea of satisficing, another important limitation to analytical
modeling is that humans simply do not worry about details until it becomes
necessary to do so. Thus, planning can be sketchy, perhaps in the form of
scripts. Such sketchy planning can mean a drastic reduction in mentai workload
and also, that the human has the resources left to deal with more tasks as well
as the flexibility to react to unforeseen events. These characteristics are
precisely the reasons why humans are often included in systems.
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However, the scripts idea presents a problem. While everyone might agree
that humans use scripts to expedite performance of many tasks, knowledge of
their existence is not sufficient to predict performance. One must know what
the script specifically is. Thus, in complex tasks, one must measure not only
performance (e.g., RMS error), but also the script. This suggests t'at verbal
protocols (perhaps analyzed by a computer that understandsnatural language
Bhaskor and Simon, 19771 ) may be increasingly important research tools.
To conclude, this paper has presented a fairly general, but mainly verbal,
model of human behavior in complex tasks. The ideas discussed have been
based on analysis of a specific complex task (car driving) as well as a thorough
review of the literature. Three very specific ideas have emerged. First, control
should be looked at in a broad sense, incorporating a wide range of analytical
methodologies. Second, the human satisfices rather than optimizes and criteria
should reflect this. Third, higher-level activities such as planning require
approaches that allow incompleteness, and approaches that capture the process
of these activities and not just the results.
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