The contribution deals with the numerical simulation of the transition to turbulence on a heated flat plate by means of the k-k L - model of Walters and Cokljat (2008) . The revised version of the three-equation model was implemented into the OpenFOAM code for the incompressible and compressible flows. Numerical simulations of the boundary-layer development were carried out according to measurements of Sohn and Reshotko (1991) . The transition model was tested by means of the skin friction and the Stanton number distributions for various free-stream turbulence levels. Results were compared with empirical correlations expressing the Reynolds analogy according to Kays and Crawford (1993) and with experimental data of Pinson and Wang (2000) .
Introduction
The laminar/turbulent transition is influenced by many parameters, especially by free-stream turbulence, pressure gradient, and wall roughness. Besides, some other parameters can shift the transition onset (can affect the transition), as e.g. the wall curvature, heat transfer, but their effect is secondary, see Mayle [1] . Nevertheless, the flow with a moderate heat transfer is often used for the estimation of the transition region particularly on rough walls using the Reynolds analogy.
The adequate modelling of the laminar/turbulent transition forms an important part of the prediction of shear flow over airfoils and/or turbine blades especially in the case for flow with heat transfer. In addition to a transition model, an adequate turbulent heat transfer model should be considered. The most often used model is based on the assumption of the constant turbulent Prandtl number. The three-equation k-k L - model of Walters and Cokljat [2] was applied for the simulation of the laminar/turbulent transition on a heated flat plate. The turbulent heat transfer is expressed by the turbulent thermal diffusivity in form corresponding to the model of the turbulent Reynolds number variable near walls.
Measurements of Sohn and Reshotko [3] and of Pinson and Wang [4] were used for comparison. Results were further compared with empirical correlations expressing the Reynolds analogy in the laminar and turbulent boundary layers according to Kays and Crawford [5] and with some results of Straka and Příhoda [6] .
Mathematical model
The mathematical model for the compressible flow of the Newtonian fluid is based on the Favreaveraged Navier-Stokes equations in the form 
where ν T is the turbulent kinematic viscosity and k is the turbulent kinetic energy. The system of governing equations is closed by the three-equation k-k L - model of Walters and Cokljat [2] .
The three-equation model proposed by Walters and Leylek [7] and later modified by Walters and Cokljat [2] is based on the assumption that velocity fluctuations before the transition can be divided into small vortices contributing to the production of turbulence and large mainly longitudinal vortices near the wall contributing to the production of non-turbulent fluctuations.
The generation of the laminar energy is caused by the interaction of non-turbulent fluctuations with the shear flow before the transition where turbulent fluctuations are damped. After the transition onset, this damping is restricted to the viscous sublayer. The transition process is expressed by the transfer from the energy of non-turbulent velocity fluctuations k L to the turbulent energy k T of three-dimensional turbulent velocity fluctuations. The transport equations for the turbulent energy k T , laminar energy k L and the specific dissipation rate  are given by equations
The transfer of energy between non-turbulent and turbulent vortices is modelled by terms R BP and R NAT expressing the effect of the decay of laminar fluctuations during the natural and bypass transition. These terms are given relations
with the threshold functions for the bypass and natural transition respectively
where
The vorticity Reynolds number is given by the relation Re  = d 2 /, where  is the absolute value of vorticity tensor and d the wall distance. The non-turbulent fluctuations appear in the pre-transitional region when Re  reaches the constant C TS.crit and it starts the production of k L by the source term P kL . The kinetic laminar energy k L starts to change into the turbulent kinetic energy k T , when Re  reaches the value of C NAT,crit /f NAT,crit . This change initiates the natural transition. The bypass transition is triggered when the ratio k T /() exceeds the value of C BP,crit . The turbulent heat transfer in eq. (3) is expressed by the turbulent thermal diffusivity α θ given by the relation
where  T,s is the small-scale eddy viscosity,  eff is the wall-limited turbulence length scale and f w is the dumping function. The ratio k T /(k T + k L ) represents the adaptation of the model for the transition region. Models of turbulent heat transfer are mainly based on the constant turbulent Prandtl number. If follows from experiments that the turbulent Prandtl number increases in the wall layer. This behaviour can be expressed by the dependence on the turbulent Reynolds number and the Prandtl number, see Kays and Crawford [5] . The model of the turbulent heat transfer expressed by the turbulent thermal diffusivity is analogical to the model of the turbulent Reynolds number variable near walls. The used version of the three-equation model is in detail described by Fürst et al. [8] and/or by Kožíšek et al. [9] .
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The open-source software OpenFOAM with the own implementation of the k-k L - model was used for the simulation of the transitional flows. Numerical simulations were performed using the version OpenFOAM 2.3.0. The standard steady state solver rhoSimplecFoam was applied.
Results
The k-k L - model was applied to the simulation of the transitional boundary layer on a heated flat plate with various free-stream turbulence according to measurements of Sohn and Reshotko [3] and Pinson and Wang [4] . Experiments of Sohn and Reshotko [3] were carried out in a low-speed closedcircuit wind tunnel. The heated flat plate was formed by the lower wall of the test section with the suction of boundary layer upstream of the elliptical leading edge. Measurements were executed for several freestream turbulence levels increased by grids made up of rectangular-bar arrays. For simulations were used experimental results obtained without any grid (grid 0) with the nominal free-stream turbulence Tu = 0.4% and with the grid 1 (Tu = 1.1%) and the grid 2 (Tu = 2.4%). Experiments were carried out at the mean velocity U e  31 m/s and the constant heat flux at the wall q w  410 W/m 2 . The difference between the wall and free-stream temperatures was about T w -T e  8.5 C. The initial unheated length of the flat plate was x o = 0.035 m.
The computational domain corresponds to the experimental arrangement. The rectangular computational domain was 1.5 m long and 0.15 m high. The inlet was in the distance x = -0.05 m upstream of the leading edge. Standard inlet and outlet boundary conditions were applied. The symmetry boundary condition was used on the upper boundary of the domain. The constant temperature gradient was prescribed at the wall according to the Fourier law q w = (T/y) w where  is the thermal conductivity.
Due to turbulence decay in numerical simulations, the initial free-stream turbulence levels were chosen about 0.5-1.0% higher than nominal values. The ratio of the turbulent and molecular viscosity at the inlet was chosen  t / = 1000 as the turbulence decay in experiments is rather low. [4] on a heated flat plate were focused on the effect of wall roughness on the boundary layer development on the heat transfer and skin friction at various configurations of the leading edge and wall roughness. The experiments on the smooth wall were conducted for comparison at the free-stream velocity U e = 16.1 m/s. The free-stream turbulence is Tu  0.7 % in the test section.
Experiments of Pinson and Wang
The skin friction distribution on the heated flat plate is compared with experimental data of Sohn and Reshotko [3] in Fig. 1 . The skin friction laws for the Blasius laminar boundary layer and for the flat-plate turbulent boundary layer according to White [10] The mean velocity profiles in wall coordinates in the three sections typical for the laminar, transitional and turbulent part of the boundary layer are shown for grid 1 in Fig. 2 The heat transfer at the wall is described by the Stanton number 
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where x o is the entrance unheated length and the Prandtl number Pr = 0.708. The predicted distribution of the Stanton number on the heated flat plate is compared with experimental data of Sohn and Reshotko [3] in Fig. 3 . Similarly as the skin friction distribution, the values of St in the laminar part are a rather higher than correspond to empirical correlations based on the Reynolds analogy. The predicted transition onset by means of the Stanton number distribution is shift slightly downstream, but the agreement with experimental data is satisfactory.
Similarly as mean velocity profiles, mean temperature profiles in wall coordinates in the same sections of the boundary layer are shown for grid 1 in Fig. 4 . The mean temperature in wall units is given by the relation
where T  is the so-called friction temperature defined by the relation
The distribution of the mean temperature in the turbulent wall sublayer is given by the relation T + = Pr.y + and in the turbulent log-law-of-the-wall region by the relation 13 2 ln 0 41 13 2
proposed by Kays and Crawford [5] with the turbulent Prandtl number assumed Pr t = 0.9. The predicted mean temperature profiles in wall coordinates are influenced by the accuracy of the estimation of the wall temperature and of the friction velocity as well. Therefore, the discrepancies between predicted and measured mean temperature profiles are rather higher than for mean velocity profiles. The comparison of the predicted skin friction distribution and the Stanton number on the heated smooth flat plate with experimental data of Pinson and Wang [4] for the free-stream mean velocity U e = 16.1 m/s is shown in Fig. 5 and 6 . The skin friction distribution is compared with results obtained by Straka and Příhoda [6] by means of the algebraic transition model connected with the EARSM turbulence model and the generalized gradient hypothesis according to Launder [11] as the turbulent heat transfer model. The agreement of the predicted skin friction and the Stanton number distributions obtained by the k-k L - model with experimental data is somewhat better than in case of experiments of Sohn and Reshotko [3] . The algebraic transition model gives a very good agreement of the skin friction with experiments. 
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Conclusions
The three-equation k-k L - model of Walters and Cokljat [2] was applied for the simulation of the laminar/turbulent transition on a heated flat plate under various free-stream turbulence levels. The turbulent heat transfer is expressed by the turbulent thermal diffusivity in form corresponding to the model of the turbulent Reynolds number variable near walls.
The verification of the model was carried out by experimental data of Sohn and Reshotko [3] and Pinson and Wang [4] with acceptable results. Even though the used k-k L - model has a modified model of turbulent heat transfer, the adequate estimation of the skin friction is crucial for the reliable prediction of the transition, see for comparison e.g. Fürst et al. [8] .
