Abstract This paper proposes two new methods for optimizing objectives and constraints. The GP approach is very general and hardware resources in finite wordlength implementation of it allows us to solve optimally the relaxed wordlength multiple-output (MO) linear time invariant systems. The determination problem of MO LTI systems subject to a hardware complexity is measured by the exact internal prescribed output accuracy or bit budget (total wordlength). The wordlength used for each intermediate data. The first method hardware complexity is measured by the exact internal relaxes the wordlength from integer to real-value and formulates wordlength for each intermediate data and the output accuracy is the design problem as a geometric programming, from which an determined statistically by its output noise power resulting from optimal solution of the relaxed problem can be determined. The the rounding operations. Note that our approach can be regarded second method is based on a discrete optimization method called as a generalization of the approach in [4] where only SO LTI the Marginal Analysis method, and it yields the desired systems were considered. While undesirable negative solution wordlengths in integer values. By combining these two methods, may appear in Lagrange multiplier method in [4] for low target a hybrid method is also proposed, which is found to be very bit accuracy or bit budget, it can be completely avoided by effective for large scale MO systems. Design example shows imposing appropriate constraints under the GP framework. Since that the proposed algorithms offer better results and a lower the solution of the GP approach is generally not integer-valued, design complexity than conventional methods.
I. INTRODUCTION
further extended it to MO LTI systems where the solution is When implementing digital filters, coefficient round-off and integer-valued. The basic idea is to increase the wordlength of signal round-off errors are two main sources of error [1] . wordlength of each adder and hence the size of its output register Since the GP problem is convex, the optimality of the solution, if to avoid signal overflow. There is, however, an option to retain there is any, can be guaranteed. Moreover, GP can be solved or decrease the number of bits in the fractional part, depending efficiently even with large number of variables and constraints on the required output accuracy. To determine this option, we [9] .
can imagine that a noise is generated by the rounding option and the minimum acceptable wordlength is then determined as if it III. SIGNAL ROUND-OFF AND OVERFLOW ANALYSIS was a rounding source due to multiplication. If The problem of determining the wordlengths for a given where w is a constant weight vector, and b is the variable ei [n] , is given by 2-2b, /3. Note that this error can affect more vector representing the fractional part of the internal than one output depending on the internal structure of the wordlengths to be determined. In most cases, wi are chosen as system, such as the radix-p Fast Fourier Transform and one for all i. If appear, which should be avoided. In this paper, we shall reformulate the above problem as a
GP problem. 
V. DESIGN EXAMPLE i=i
In this example, all wordlength determination algorithms, xi1,
including the random search algorithm proposed in [3] , are which is also a standard GP. It should be noted that the solutions implemented using Matlab Ver. 6.0 in a Pentium 4 personal of GP formulation above and the method of Lagrange multiplier computer. The GP optimization was carried out using the in [4] bi are real-valued. To obtain an integer solution, a simple MOSEK Matlab Toolbox [10] and it took a few seconds to way is to round the solutions to the next largest integers. On the obtain a solution. For comparison purposes, the hardware other hand, as pointed out in [4] , the wordlength determination implementation issue of a two-channel structural perfect problem for SO LTI system is similar to the classical problem in reconstruction FB [11] having the same specification of example signal compression and hence another method based on the MA 1 in [3] was considered. Fig. 2 shows the structure of the s method [6] , [7] can be used to obtain the integer solution. Next, analysis bank under consideration, which are parameterized by we shall extend this approach to MO LTI systems. two subfilters ,(z) and a(z) It can be seen that the internal B. -Bit Allocation Algorithm wordlengths of the former would affect the accuracy of both outputs. Since the coefficients of both subfilters are fixed, they To solve the problem in (5) using the MA method, the can be implemented without any multiplications using SOPOT variable b, is first initialized to zero. Then the algorithm representation. Table 3 Ximax{J, " = 1, 1J subject to the prescribed output accuracy using the random ( wi 0~~s earch algorithm. Next we shall employ the proposed bk e-bk ± 1 ;} wordlength determination algorithms to solve the same problem.
With the same specification in [3] , there are totally M= 29 Table 1 : Minimization of wTb subject to prescribed noise power P7j rounding sources in the FB in Fig. 2 . Using the GP formulation in (9), the optimal wordlength format for each intermediate signal is obtained and the optimal value of wTb is found to be 518.9. Note that the GP algorithm also works well for a large- 2-5_2_-7 the optimal GP solution among the three algorithms studied and 2
2-1+2-5+2-8 -2-4+2-6-2-8 also has a much lower computational time than the random 3 2-o-2-2-2-6 2-4+2-6+2-8 search algorithm. In order to avoid overflow, the worst-case 4 -2-2-2-4+2-7 2-2+22-4+2-7 integer bit format of each intermediate signal can then be 
