Abstract. We present a novel application on model checking through SPIN as a means for verifying purely descriptive specifications written in TRIO, a first order, linear-time temporal logic with both future and past operators and a quantitative metric on time. The approach is based on the translation of TRIO formulas into Promela programs guided by an equivalence between TRIO and 2-way alternating Büchi automata. An optimization technique based on the concept of modularized TRIO specifications is also shown. The results of our experimentation are quite encouraging, as we are able to verify properties of the Railway Crossing Problem, a well-known benchmark used in the Formal Methods community, for values of the temporal constants that make the verification totally infeasible with traditional tools and approaches.
Introduction
TRIO is a first order, linear-time temporal logic with both future and past operators and a quantitative metric on time, that has been extensively applied to the specification, validation and verification of critical, real-time systems [13] . The logic TRIO has also been enriched with constructs, inspired by Object -Oriented Analysis and Design, for structuring specifications into a set of modules with clearly defined interfaces, thus providing a very useful support to the structuring and management of specification of highly complex systems, and at the same time building a bridge from requirements specification to high-level design. Over the years a variety of methods and tools have been defined to support typical V&V activities in TRIO. Validation of TRIO specification is obtained through generation of execution traces or checking of such simulations for consistency against the TRIO specification [ 14] . The execution traces derived from TRIO specifications, suitably classified and annotated, can be employed as functional test cases to support post-design verification [15] . A more systematic and general means of validation and verification can be pursued through proof of properties derivable from the TRIO axioms composing the specification. As TRIO is a first order logic that includes arithmetic on the temporal domain, it is undecidable in the general case, hence two basic approaches were devised to address the goal of providing mechanical support to the verification of TRIO specifications. One consists of adopting a deductive approach, based on the definition of a suitable axiomatization of the logic and on its encoding in the notation of a general purpose theorem prover, such as PVS [16] ; this allows the construction of a tool supporting the semiautomatic (i.e., manual with assistance from the tool) derivation of system properties in the form of theorems. In this approach one maintains the generality and expressive power of the full language, at the price of sacrificing the construction of a completely automatic (so-called push-button) tool. Another, complementary approach to verification aims at the construction of tools that are fully automatic, or at least provides a quite strong support to the designer: it consists of defining a decidable approximation of a specification, upon which applying methods and algorithms for deciding satisfiability or, less generally but more efficiently, for checking satisfaction with respect to a given interpretation structure. In the past, the latter approach has been based on finitizing the domains of the variables that appear in the specifications [7] , leading to the construction of tools built either on tableaux-based verification procedures [7, 14, 15] or on the encoding of TRIO into propositional languages and the use of sophisticated SAT-solvers [17] . This approach has the advantage of allowing the development of "pushbutton" tools, such as the cited [17] , but the approximations introduced to make verification decidable (and feasible) may not assure the conservation of properties of the original specification.
For instance, time must be finite rather than infinite for a SAT-solver to be used, making the verification of various fairness and liveness properties hard or even impossible.
In the present paper, we pursue a different approach for the mechanical verification of TRIO specifications, namely the definition of a decidable fragment of the logic that includes a suitable subset of its original operators, and the use of a well-known model checker such as SPIN [ 18] to perform proof of properties and simulation (in the form of generation of execution traces).
A TRIO specification consists of a set of temporal logic formulas that describe the desired properties of the system being designed; this kind of specification does not include any operational component (such as a state-transition system) that can generate values for the elements of the alphabet of the specification (predicates and variables representing the state of the various parts composing the system under design); on the contrary, and similarly to what occurs in any other purely descriptive specification notation, TRIO formulas define constraints on the values that the items appearing in the specification can assume in the "legal" (i.e., consistent with the specification) evolutions. Therefore, the problem of property proving in TRIO, when addressed in a model-checking approach, takes a form that is rather different from the one typically encountered in the literature on the subject. It is formulated in terms of the validity of a logic formula of the kind specification ? property, where the premise specification is still a set of TRIO formulas describing properties that are assumed to hold for the analyzed system, and property is another TRIO formula describing the conjecture that we want to prove to be implied by the properties stated in the premise. As it happens in some other approaches based on model-checking, what we actually check might in fact be the negation of the above implication, i.e., ? (specification ? property) and the counterexamples generated by the modelchecker in this case can be used as simulations or functional test cases for the desired property.
Therefore, in our approach what we call specification has a role similar to the one played by the so-called model in the usual model checking scenery (e.g., a Promela program in SPIN) while what we call property in the above implication is usually called specification and takes the form of a formula in temporal logic (e.g., an LTL formula in SPIN).
Our approach to model checking TRIO specifications is based on the translation of the TRIO formulas into a set of Promela processes, derived from a well known correlation between temporal logic and alternating automata [ 10] . As opposed to previous approaches, however, the Promela code generated from TRIO formulas performs an actual simulation of an alternating automaton, rather than simulating a Büchi automaton equivalent to the alternating one, resulting in a Promela code whose size is essentially proportional to the length of the TRIO specification (although of course the state space may not be affected in either way). This is by itself a remarkable result since the TRIO logic, which contains metric and past operators, is quite concise compared with propositional, future-time temporal logics like LTL. Our approach can be naturally compared with recent works appeared in the literature (such as those on LTL2BA [2] and Wring [ 11] ) that aim at the translation of LTL properties into Büchi automata and then Promela programs (such comparison will be provided in Section 4). We point out, however, that the result of those tools is usually the construction, as in the traditional model -checking scenario, of a so-called never claim, i.e., an automaton specifying the negation of a temporal logic property over an already available state-transition system. In our approach, instead, the Promela processes obtained from the translation of the TRIO specification act globally as an acceptor of a language defined over the alphabet of the specification, and therefore they must be coupled with some additional Promela program fragments generating the values, over time, for the logical variables that constitute the specification alphabet. This "generative" component of the Promela program can trivially be obtained by encoding a systematic, exhaustive enumeration of all possible variable values over time, but this can potentially lead to a combinatorial explosion of the search state space, thus making the proposed approach infeasible in practice. To address this issue we adopt two basic techniques, which can be roughly described as follows. First, we exploit the modular structure of TRIO specifications to obtain a maximum of encapsulation in the verification process, so that the execution of any Promela process verifying a TRIO subformula will be affected only by the values for the elements of the alphabet occurring in that subformula, and not by other ones. Second, we restrict the purely combinatorial generation of values to those variables that are truly independent from every other one; from a methodological standpoint, these variables can be easily recognized as the elements of the specification alphabet corresponding to components of the specified system that are a "pure input", thus ruling out any computed state or output value. These translation techniques, combined with other minor optimizations, related for example with the management of TRIO past-time operators, allowed us to perform efficiently the verification in SPIN of a system which is universally adopted as a benchmark in the verification of time-critical systems, namely the Railroad Crossing Example, fully described by a TRIO specification.
The remaining sections are organized as follows. To make the paper self-contained, Section 2 provides a brief introduction to the TRIO logic and outlines the decidable subset of the language on which we perform verification via model checking. Section 3 discusses the relation between TRIO and 2 -way alternating automata (also introducing an extension of the classical model that explicitly deals with finite counters to account for TRIO's quantitative notion of time) and the translation schema from TRIO to Promela. Section 4 deals with specific issues related with verification via model -checking: it motivates the introduction of a network of processes, gives a rational e for the optimization performed, and discusses the results obtained on the case study, occasionally providing comparisons with related approaches. Finally, Section 5 draws conclusions and outlines directions of future research.
A brief introduction to TRIO
TRIO formulas are built much in the same way as in traditional mathematical logic, starting from variables, functions, predicates, predicate symbols, and quantifiers (a detailed and formal definition of TRIO can be found in [7] ).
In TRIO, first-order variables and quantifiers are allowed over finite or infinite, dense or dis crete, For instance, the following TRIO formula specifies that every message m entering a channel is always delivered within 10 time instants. The meaning of the various symbols is obvious once the (bounded) derived temporal operator WithinF(A,t) is interpreted as "A will hold within t instants in the future": AlwF(? m (in(m) ? WithinF(out(m),10))).
A decidable subset of TRIO
In general, TRIO formulas, adopting the full-fledged power of first-order logic are undecidable. In this paper, however, we consider a decidable subset of TRIO, where the time domain is the set of natural numbers, no time variable is allowed and every other domain is finite. This version of TRIO is basically a syntactically sugared, more concise version of PLTLB, Propositional Linear Time Temporal Logic with Both past and future operators (here we follow the terminology introduced by [1] , while using the standard name "LTL" to denote the future fragment of PLTLB). For instance, the formula AlwF(push ? Lasts(on, 6)) may specify the property that from now on the event of pushing a button causes a lamp to be on for the next 6 instants.
Semantics
The standard TRIO semantics is called model parametric semantics [7] , and it is based on Kripke structures that can accommodate different time domains. However, since the version of TRIO used in this paper is equivalent to PLTLB, we simply define the semantics of basic TRIO formulas as a translation into the standard PLTLB.
A PLTLB formula has the following syntax: Notice that the usage of both past and future operators is widely recognized [5] as making specifications simpler and more concise than using either only future or only past operators. TRIO adds another level of succinctness because of the metric operators Lasts and Lasted (and their duals WithinF and WithinP).
For instance, a simple TRIO formula such as:
for some h, k > 0, may be expressed only with a LTL formula, whose length is proportional to h?k.
Modular TRIO specifications
The TRIO logic is augmented with object -oriented constructs for supporting modular specifications [6] Items in the interface of the whole structured class and of the composing modules may be connected t o denote an identity or equivalence that, for instance, may abstractly describe an information flow. A structured class may also include axioms, called global axioms, involving its own items and the interface items of its modules. Since the items of the component modules satisfy the axioms of their original class, the overall semantics of a structured class is given by the conjunction of the axioms of the class with those of the class of the component modules (if several instances of a class are included as modules of a structured class, then the axioms of the composing class are "duplicated" i.e., applied to duplicates of the class items (see [6] ). From a strictly semantic viewpoint a structured class is thus equivalent to a TRIO formula obtained by flattening the modular structure and conjoining the axioms of the various modules. Figure 2 shows a structured class KRC (Kernel Railroad Crossing), describing a TRIO version of the standard railroad crossing problem [3] , with three modules specifying the trainModel, the controller and the gate. More details on this example will be provided in the presentation of the case study illustrated in Section 4. 
Translation
A TRIO specification can be translated into Promela, by introducing a network of communicating processes ( process network), that may exchange truth values. When the process repres enting the whole specification returns false, the execution of the program is blocked. The translation is conceptually based on Alternating Automata and is presented in this section.
2-way Alternating Modulo Counting Automata (2AMCA)
We introduce an intermediate notation useful to define our TRIO -to-Promela translation, namely 2-way Alternating Modulo Counting Automata (or 2AMCA for short). Conceptually, a 2AMCA is a version of Büchi alternating automata (see for instance [ 12, 4] boolean combination of states. Quite naturally, ? is used to denote universality, while ? denotes existentiality. Alternating automata are a very convenient tool since they may be exponentially more concise than nondeterministic automata and are very well suited for dealing with logic formulas.
To define properly TRIO's metric temporal operators, we use internal finite counters, associated with states. Moreover, we use bidirectionality for defining the past tense operators, following an approach presented in [5, 9] .
Here are some preliminary definitions, following standard terminology (e.g., [19] (M) indicates a positive boolean combination of elements in M, i.e. a boolean combination using ? and ? but not using ? . The set {+1, -1} denotes the possible relative movements of the reading head. To improve readability, we will use the symbol '/' to separate Q from Cnt, and we will use +q or -q to denote 
From TRIO to 2AMCA
The translation of TRIO formulas into their equivalent 2AMCA follows the approach presented in [10] .
Let Ap be a finite set of atomic propositions, and let ? be a TRIO formula on Ap and Sf(? ) be the set of subformulas of ? . The transition function is undefined for every case not listed above.
From 2AMCA to Promela
The outcome of the previous step is a 2AMCA equivalent to the original TRIO specification. The expressive richness of the Promela language makes the 2AMCA-to-Promela translation a simple task, if we do not take into account optimizations. Indeed, we use the Promela code to directly simulate the alternating automaton equivalent to the original TRIO specification.
Conceptually, every state of the automaton will correspond to a single type of process ( proctype). As in classical nondeterministic automata, an or-combination of states (s 1 ? s 2 ) in the transition function will correspond to a nondeterministic choice (if ::s 1 ; ::s 2 ; fi). Analogously, an andcombination s 1 ? s 2 will correspond to the starting of two new processes, having type s 1 and s 2 , respectively.
As far as process synchronization is concerned, we have to proceed bottom-up: quite naturally, processes corresponding to simpler subformulas must be evaluated before more complex ones. The system does not require asynchronous communication among processes. In fact, it is possible to determine an arbitrary total evaluation order , starting from the original partial order defined by the relation "subformula of". Therefore, we used a single rendezvous channel.
Bounded temporal operators (Futr, Lasts and WithinF) use simple counting loops and variables to determine where to start and stop evaluating, and to store partial evaluations.
As an example, consider the formula: AlwF(push ? Lasts(on, 7) ). The non-optimized Promela code contains two process types, one for AlwF and one for Lasts. In general, it is not necessary to define multiple process types for boolean operators applied to atomic propositions. For instance, in our example the implication 'push ? ' can be handled directly within the AlwF process. Past operators are treated a bit differently. The actual Promela code does not directly implement a back movement of the reading head of the automaton. On the contrary, it follows some of the ideas presented in [9, 8] for obtaining a 1-way automaton from a 2 -way one, specifically tailored and optimized for the TRIO language. For instance, bounded past operators, instead of "going back in time" and evaluating subformulas, use arrays to store a bounded amount of previous subformula evaluations, so that they may directly access to them. Unbounded operators are implemented by means of processes which check, and properly store, past subformula evaluations.
A first comparison with LTL2BA
LTL2BA (LTL to Büchi Automata) [2] is a tool that translates LTL formulas into Promela never claims. The formula of the previous example, AlwF(push ? Lasts(on, 7) ), can be written in LTL as follows: G(push ? X(on ? X(on ? X(on ? X(on ? X(on ? X(on))))))). LTL2BA uses alternating automat a as an intermediate notation -the resulting Promela code is a direct representation of the equivalent (and simplified) Büchi automaton. In our example, we obtain the following code: The major difference is that LTL does not support metric operators; therefore both the formula and the resulting code size depend on the constants (only 7 in this case). With our technique, the Promela code for AlwF(push ? Lasts(on, k)), for any given k, is not dependant on k, apart from the definition of MAXP. Hence, in general the size of the code does not depend on the values of the temporal constants, making the translation very concise. In this case, the size depends linearly on the size of the formula, because all the occurrences of bounded temporal operators (one in this case, namely Lasts) are not nested. Other techniques, such as LTL2BA, even though based on sophisticated optimizations to reduce the size of the resulting code, alw ays enumerate explicitly all states of the Büchi automaton equivalent to the intermediate alternating automaton, which may have up to n?2 n states, where n is the number of states of the alternating automaton (see [2] for details). Of course, SPIN is an exhaustive model checker, enumerating all reachable states, and the constants like MAXP do increase the state space. However, applying a translation process like LTL2BA to TRIO specifications may not be able to generate Promela code short enough to attempt verification, even in those cases, as shown below, where verification is actually feasible.
Verification
In traditional model checking, a property (e.g., a LTL formula) is verified against a model of the system (an automaton such as a Promela program). When translating a whole TRIO specification in order to check its satisfiability, however, no automaton model is already present. As a result, a special automaton, called a generator , is introduced and added to the process network. The generator exhaustively produces random input values, then it sends them to the Promela program; hence, the generator is able to generate any system behavior. These behaviors are verified by the process network. An event generator allows model checking of resulting Promela code, corresponding to satisfiability verification of the original TRIO specification. The event generator may however increase the number of reachable state of the resulting system. As shown below, modularity in the specification may be used to introduce modular generators, significantly reducing this increase. The Promela representation of a 2AMCA may however be further optimized in order to obtain compact and easily verifiable code. Some optimizations are: ?? Each occurrence of a bounded operator Lasts is translated using only one process that is updated whenever the temporal subformula has to be checked. ?? An additional component of each process manages error propagation to terminate immediately the whole process network when the specification is violated. More precisely, when a flag denoting an unacceptable behavior is activated, an error is propagated to kill each currently alive process. This actually reduces the number of reachable states, since in this way there is only one "error" state.
A case study
As a case study, the approach was applied to the KRC specification shown in Figure 1 The goal of the original KRC specification in TRIO [20 ] was twofold: a formal definition of the KRC system, and the proof of the safety property that, whenever the train is inside the railway crossing, the bar is always down. Notice that KRC is a toy example per se, but in this case we are completely defining it as a temporal logic specification, thus obtaining a logic formula much bigger and more complex than those used in traditional model checking.
Promela does not support enumerative types, therefore we encoded the possible values of the train The resulting process network for the KRC, depicted in Figure 2, The complete modular structure is presented in Figure 3 . Compared to the previous case, the number of processes is smaller, because axioms that are only used to compute variable values can always be translated into a single process. Moreover, we need one generator and one coordinator for each one of the two modules trainModel and gate. Verification results, with the same system configuration for the results of Table 2 , are shown in 
Conclusions and directions of future research
We presented a novel application of model checking through SPIN as a means for verifying purely descriptive specifications written in TRIO. The approach is based on the translation of TRIO formulas into Promela programs guided by an equivalence between TRIO and 2-way alternating modulo counting automata. The set of TRIO axioms is partitioned into the specification part, i.e., axioms describing assumptions on the systems being checked, and the property part, that must be proven to hold under such assumptions; then the SPIN model checker is emp loyed to prove the validity of the implication specification? property. Since a TRIO specification does not include any operational model that accounts for the behavior to be checked against the property, an additional Promela component must be combined wit h the result of the translation of TRIO specification, to generate the values for variables occurring in the TRIO specification. This generative component of the Promela programs is the major source of complexity in the verification process, which is addressed at a linguistic level by exploiting the modular structure of TRIO specifications, and at an applicative/methodological level by limiting the combinatorial generation to the logical variables that are completely independent of any other value. The res ults of our experimentation are quite encouraging, as we were able to verify properties of the Railway Crossing Problem for values of the temporal constants in the TRIO axioms that make the verification totally unfeasible with tools such as LTL2BA or Wring.
The translation of TRIO formulas into Promela programs was performed manually for the case study, but we are confident that it can be easily automated. This is apparent for what concerns the translation of the various TRIO constructs relying on their co rrespondence with 2-way alternating modulo counting automata; the optimizations based on the modular structure can also be automated if the TRIO specification is provided in modular form, while those based on restricting generation to input variables can be applied mechanically by taking into account the direction of the arrows representing items in the interface of specification modules (in any case the information on which are the input to the system under study is rather clear starting from the early phases of requirements analysis).
We have defined a verification procedure in a scenario where both the system under design and the desired property to be proven are expressed as TRIO axioms. A fortiori, our approach can be applied in the case when the system under design is described by means of an operational model such as a Promela program or any state-transition system that can be translated into Promela. In fact, in this case the verification procedure would be more efficient, as the principal source of complexity, namely the combinatorial generation of values for logical variables, would be avoided. From this viewpoint, our approach is more effective than other methods that construct a never claim from an LTL specification, because the Promela code produced from the TRIO formulas grows in size linearly with the size of the TRIO formula, while other approaches suffer from an "exponential blow up" of the state space: for instance, LTL2BA produces Promela code that coincides, in fact, with the Büchi automaton. Under this respect, we can therefore claim that our approach better exploits the potential of SPIN and Promela for verification. Another application of the ideas presented here, that conceptually is a mere by-product of the verification method but has a relevant potential for construction of verification tools, is the generation of execution traces and of functional test cases starting from a purely descriptive specification given in
