This paper describes an optimal guidance policy for a vehicle to reach a relative position to a target, using information from a single fixed camera. Applying an extended Kalman filtering method, both of a velocity and a position of the vehicle relative to the target, can be estimated. However, estimates of a distance between the vehicle and the target are much worse than those of the other states. Therefore, in this paper, an optimal guidance policy is introduced that can reach the destination while maximizing the predicted accuracy of the range estimation. By limiting vehicle motion to a two dimensionals, the exact solution for control inputs for this optimization problem can be obtained. Simulation results show that the resulting optimal guidance policy gives far more accurate range estimation than a simple linear guidance policy.
I. Introduction
The automation of unmanned aerial vehicles(UAVs), has progressively developed in recent years. The development of sensors, such as GPS, made a large contribution. In most cases, UAV automated flight control has been achieved by using multi-sensor fusion to estimate vehicle states accurately. However, because this becomes a complex and expensive system and not suitable for small unreusable UAVs, there is a need to make an autonomous flight system which is simpler and less expensive.
As seen in nature birds or insects, vision information can be almost exclusively utilized in an autonomous flight system. This has the potential to improve system reliability, performance, and cost. Inspired from this idea, this paper introduces a method to navigate and guide a vehicle to reach a target using vision information from a single camera fixed to the vehicle.
In this approach, an extended Kalman filter(EKF) is utilized to estimate relative velocity and position. A single camera provides measurements of target horizontal and vertical position in its image, with noise. By applying an EKF to these two measurements, estimates of the relative position and velocity are obtained.
The EKF estimation performance depends on camera motion, and the estimation will be improved by an appropriate trajectory generation. 1 In the case of the vehicle approaching straight toward the target, the velocity and position in the camera image plane can be estimated with relatively good accuracy. However, the estimation of distance between the vehicle(or camera) and the target includes large errors. If we use these poor range estimates to control a vehicle performing station-keeping with the target, a dangerous overshoot may occur. The reason for this large estimation error is that the vehicle does not necessary have enough lateral motion to estimate this depth. It is well known that the accuracy of range estimation depends on camera translating motion, and the best translation for range estimation is a motion parallel to its image plane.
2 Therefore, if we let the vehicle fly to the target with meandering path, we can obtain the more accurate range estimates and avoid the overshoot.
Through the EKF, the variance of estimation errors for each state is available. To maximize the estimation accuracy, one should minimize the variance. In other words, to obtain the optimal flight path to the relative position to the target, we have to set the performance index in order to minimize the variance of the estimation error of range and solve the resulting optimization problem subjected to a known camera motion. In this paper, we show that we can solve this problem analytically. Then, comparing simulation results of range estimation with the resulting optimal guidance policy and a linear controller, it is illustrated that the optimal guidance policy provides the more accurate range estimation. Furthermore, the optimizations results are applied to a formation flight of two airplanes in a flight simulator.
II. Dynamics of Camera Motion
In this section, dynamics of camera motion are derived. Take a camera frame and an image frame as shown in Fig.1 . Let ω be the angular velocity and V be the relative velocity of of a camera with respect to the target. And define positions of a target in a camera frame and in an image frame as follows.
The dynamics of P camera can be described aṡ
To simplify the problem, we assume that the camera does not rotate (either through gimbal dynamics or correction) and its translation is limited to two dimensional horizontal motion(in X-Y plane). The dynamics (1) becomeẊ
where V X and V Y are the relative translating velocity components in X axis and Y axis respectively. For convenience, we introduce a new parameter d = 1/X in place of X. 2 Then, the equations (4) will bė
We consider the dynamics as a second order system from the guidance inputs.
In the equations above, η X and η Y denote the process noise. The average of the process noise
T is zero and its covariance matrix is given by
The dynamics of camera motion can be represented by Eq's ( 2 -3 and 5 -7).
III. Measurements
The camera gives a series of images, and in an image processing procedure, the target position is detected in each image. Adding a measurement noise to the detected target position, the measurements are modelled as follows.
T represents measurement noise having zero mean and covariance 
IV. Extended Kalman Filter

A. Process Model
Define the states and control inputs by
Then, the process model(2 -3 and 5 -7) is represented asẋ
This can be discretized as follows.
ν k is the discretized process noise. Its average is zero and covariance matrix is approximated as
Similarly, define the measurement by z = [xŷ]
T and the nonlinear measurement model (8 -9) by
C. EKF
Applying the EKF to the discrete-time system (10) and (11), the state estimation update and prediction equation are designed as follows.
Updatex
where
k stand for updated and predicted estimates of states at time t k , and P k and P − k are covariance matrices of their errors correspondingly. K k represents a Kalman gain matrix.
V. Optimal Guidance
A. Optimization Problem
While the vehicle approaches to the target, the EKF, described in the previous section, gives good estimates of states with regard to motion in the camera image plane, i.e., Y, Z and V Y . However, the range estimation will not necessarily have sufficient accuracy. This is because that there must be enough lateral motion of the camera to make the range X(or d) observable.
Therefore, to improve the accuracy of the range estimation using the EKF, one must control the lateral motion of the camera in order to improve the variance of its estimation error. We formulate this as an optimization problem in which we maximize the inverse of P k . Since P − k is the covariance matrix of the estimation error at time t k with given measurements up to time t k−1 , our approach to maximize P −1 k , given by Eq. (13), is to maximize the second term H
Increasing the first diagonal element of this matrix helps to reduce the range estimation error. It is expanded as
At the same time, it is also desirable to limit the magnitude of the control u Y to minimize the extra maneuvering required for range estimation. Therefore, the optimization problem is formulated as
subject to the camera motion dynamics given by (2 -3 and 5 -7), where t f represents the terminal time, which is the time when the vehicle reaches the destination. This problem can be solved with appropriate boundary conditions. Since we limit the camera motion in a X-Y plane and position Z is constant, the first term of the performance index (17) can be eliminated. Furthermore, to simplify the problem, let us assume constant V X
B. Analytical Solution
The analytical solution for this problem can be obtained by solving the Euler-Lagrange equations. 4 Define the Hamiltonian
Then, the Euler-Lagrange equations are:
where λ 1 and λ 2 are the Lagrange multipliers. From these three equations and the camera motion dynamics, a differential equation for u Y can be derived as follows.
The explicit solutions for Y, V Y and u Y are:
where t = t/ σ ξy K. A, B, C and D are chosen to satisfy the boundary conditions given by (18).
VI. Simulation
To verify the efficiency of the optimal guidance policy discussed in the previous section, simulation results of the state estimation and camera motion control are shown in this section.
A. Settings
Values of the parameters used in the simulation are shown below.
• Sampling time ∆t = 0.01
• Covariance parameters of measurement noise
• Standard deviations of process noise
We assume that prior knowledge of all states are available to initialize the EKF. The initial estimates are chosen by taking the true values and adding a random error of magnitude 1.0 × 10 −4 .
B. Camera Motion Control
We use the optimal guidance for the lateral camera motion. Since V X is a constant, considering the current time as zero, we can estimate the terminal time t f by using the latest estimates of d and V X aŝ
Using thist f k as the terminal time, we reoptimize the flight path at the each time t k . In other words, we solve the coefficient B witht f k at each time and obtain the control input u Y k by
To signify that B is computed at each time, we write B k instead of B in the above equation. For the comparison of the range estimation results, the simulation is also performed using a linear guidance law.
An example of the resulting trajectory and the guidance input u Y are shown in Fig.2 . There is an obvious difference in the trajectories between these two. With the linear guidance law, the vehicle travels almost straight to the target after some time and there is no large lateral motion. On the other hand, the optimal guidance law gives a meandering flight path to the target and it has always enough lateral velocity to estimate the range. Fig.3 displays examples of the range estimation errors for both linear and optimal guidance cases. It is observed that there remains a respectively large estimation error for the linear guidance case. It is because the lateral position Y and velocity V Y both become zero as the vehicle approaches the destination, resulting in a loss in observability. However, with the optimal guidance law, the estimation error decreases to zero and the EKF provides an accurate range estimate. The estimation accuracy is also illustrated by examining the computed variance of the estimation errors. Fig.3 also compares time histories of the variance of the range estimation error, averaged over 100 trials, between the two cases. We can also reach the same conclusion from this figure.
The estimation errors of the states other than the range are similarly small in both cases.
VII. 6 Degree of Freedom Image-in-the-Loop Simulation Results
The optimal guidance policy derived in section V is applied to a formation flight of two airplanes in a flight simulator. Figure. 4 is a display of the flight simulator which was used in this paper. It includes two 14 ft wingspan fixed wing aircraft, configured as leader and follower. A basic flight controller and guidance system is already implemented in the simulator. The controller is an adaptive neural network flight controller 5 and it determines actuator commands based on the navigation system output and a position/velocity/attitude command. In addition to that, the follower aircraft has a camera and its image is also simulated. The synthetic images are being processed and providing the same type of output we expect in an actual flight, including a target center position which is a measurement of the EKF. The image processor has been developed for fast visual tracking, by using active contours. 6 The right top window in Figure.4 shows a synthetic image in the simulator and the right bottom window displays image processing results.
Using those systems, the EKF and the optimal guidance policy suggested in this paper are applied to a two aircraft formation flight. From the output of the image processor, the EKF estimates a leader position and velocity relative to the follower. Then, by the optimal guidance policy, a relative position command is generated from the estimate.
B. Simulation Results
Figure.5 compares the estimation and guidance results with and without the optimal guidance policy. In this simulation, the follower aircraft changes its relative position from [ 100 10 0 ](ft) to [ 50 0 0 ](ft). In one case, the relative position command is given as a step at time 20(sec). In the other case, the optimal path given by (22) is utilized as the command from 20(sec) to a fixed terminal time 60(sec).
Without the optimal guidance policy, there remains a steady state error in range and the follower aircraft is guided to the position about 20(ft) farther than its command. On the other hand, the distance between two aircraft is accurately estimated and the follower is guided to the desired position in the case with the optimal guidance policy. Figure.6 shows a profile of variance of d estimation error. Similar to the previous simulation results in section VI, it is observed that the optimal guidance policy accurately estimates range.
VIII. Future Work
In formation flight, our objective is to guide a vehicle so that it achieves a specified position relative to the lead aircraft. In the previous analysis, the path corresponding to (22) is sinusoidal. Its frequency is 1/ σ ξ y K, and it is determined by control input weight K. Since V X is assumed to be constant, small K gives more lateral motions before the vehicle reaches the destination and large K gives less. As mentioned above, the more the vehicle experiences lateral motions, the more accurately range is estimated. Therefore, small K is desirable for increasing the range estimation accuracy. However, in a practical application, it is important to limit the magnitude of guidance input u Y and avoid the excessive motions. Obviously, large K will be effective for this u Y limitation, and there is a trade-off between these requirements. Step Command One approach to deal with this contradiction is to change the value of K by using the variance of range estimation error. As shown in Figure.3 and Figure. 6, the variance of range(or d) estimation error can be an index of the range estimation accuracy. Smaller variance corresponds to having a more accurate estimate. Thus, we can increase K as the variance becomes small, and vice versa. It will be expected that this will lead the vehicle to a specified relative position with sufficient range estimation accuracy, without excessive lateral motion.
IX. Conclusion
In this paper, a method to guide a vehicle to a relative position to a target using vision information from a single camera was introduced.
First, an extended Kalman filter to estimate both relative position and velocity of camera motion from the target position measurements was designed. It was observed that the EKF provided accurate estimates for states related to the motion in the image plane but a poor range estimation when the vehicle approaching straight to the destination.
An optimal flight path which gives an accurate range estimation was determined. Optimization was achieved by minimizing the variance of the updated estimation error in the EKF. The analytical solution for this optimization problem could be derived by solving the Euler-Lagrange equations.
Finally, simulation study for a state estimation and a motion control of the vehicle was described. Comparing the results of range estimation for the optimal guidance case with those for a simple linear guidance law case, we verified that the optimal controller suggested in this paper provided more accurate range estimation than the linear approach. Furthermore, the EKF and the optimal guidance policy is applied to a two aircraft formation flight using a 6 DOF flight simulator. The follower aircraft is guided to a specified relative position to the leader more accurately with the optimal guidance policy.
For the future work, we are exploring approaches to make the vehicle reach a relative position to the target with specified range estimation accuracy while avoiding the extra lateral motion.
