Confidence intervals for intraclass correlation coefficients in agreement studies with continuous outcomes are model-specific and no generic approach exists. This paper provides two generic approaches for intraclass correlation coefficients of the form P Q q¼1 2 q =ð P Q q¼1 2 q þ P P p¼Qþ1 2 p Þ. The first approach uses Satterthwaite's approximation and an F-distribution. The second approach uses the first and second moments of the intraclass correlation coefficient estimate in combination with a Beta distribution. Both approaches are based on the restricted maximum likelihood estimates for the variance components involved. Simulation studies are conducted to examine the coverage probabilities of the confidence intervals for agreement studies with a mix of small sample sizes. Two different three-way variance components models and balanced and unbalanced one-way random effects models are investigated. The proposed approaches are compared with other approaches developed for these specific models. The approach based on the F-distribution provides acceptable coverage probabilities, but the approach based on the Beta distribution results in accurate coverages for most settings in both balanced and unbalanced designs. A real agreement study is provided to illustrate the approaches.
Introduction 1.Motivating example
Radiotherapy is part of the treatment of patients with head and neck cancer. Before patients undergo irradiation, the organs at risk (e.g. submandibular glands) need to be contoured to deliver the radiation at the appropriate spot. However, variation in contouring is an obstacle for optimal patient treatment. To investigate this delineation process, an agreement study was conducted. 1 One aspect in this study was to assess the agreement among oncologists on measurements of organ volumes. Five oncologists observed each of six patients at two time points, at the beginning of treatment and approximately six months later. For one particular organ at risk, a specific three-way mixed effects model is used to describe the observed volumes
where y ijk is the volume (cm 3 ) of subject j ¼ 1, . . . , J observed by oncologist k ¼ 1, . . . , K at time point i ¼ 1, . . . , I with the overall mean, a i the fixed effect of time, b j $ Nð0, 2 S Þ a random effect for subject, c k $ Nð0, 2 O Þ a random effect for oncologist, ðbÞ ij $ Nð0, 2 TS Þ an interaction effect of time and subject, ðcÞ ik $ Nð0, 2 TO Þ an interaction effect of time and oncologist, ðbcÞ jk $ Nð0, 2 SO Þ an interaction effect of subject and oncologist, and e ijk $ Nð0, 2 R Þ the residual. The constraint a 1 þ a 2 ¼ 0 on the fixed effects is set for identifiability. All random effects are assumed to be mutually independent. The intraclass correlation coefficient (ICC) was used to measure the agreement
The variability in the numerator is related to changes in the volume of the organ at risk for subjects and does not depend on observer variability. The six subjects were treated in between the two time points and the change over time was assumed to be the result of treatment. The ICC in equation (2) can be understood as the correlation coefficient between any pair of observers for one subject at the same time point, i.e. ICC ¼ corrðY ijk 1 , Y ijk 2 Þ.
We fitted the three-way mixed effects model to the dataset (with 60 observations) for the left submandibular gland and estimated the variance components (see Table 1 ). The estimate for the ICC is d ICC ¼ 0:61, as it was earlier reported. 1 However, a confidence interval on this estimate was not reported.
A literature search on confidence intervals for ICCs demonstrated that this topic is mainly discussed for one-way and two-way random or mixed effects models. For our three-way mixed effects model we could not find an approach. Moreover, there is no closed-form generic approach that could handle any type of variance components models for balanced and unbalanced designs. In the remaining part of the paper we will provide and evaluate two generic closed-form approaches for constructing confidence intervals for ICCs that have the form (2).
Background
The concept of ICC originated from genetics, in which it was used to judge the correlation among family members with respect to biological characteristics. [2] [3] [4] This concept was extended to social and medical sciences. Initially, the ICC was introduced for categorical measurements. [5] [6] [7] Later, this concept was discussed in the context of continuous measurements. 8, 9 Several other authors provided different forms of ICCs for one-way and two-way variance components models. [10] [11] [12] For these variance components models, various approaches on the construction of confidence intervals were established. 13 In generalizability theory [14] [15] [16] higher-order variance components models are typically used, but these studies investigate reliability measures for average values of items in questionnaires instead of individual observations. To our knowledge, only limited work has been conducted on confidence intervals on these reliability indices.
One challenge in the construction of a confidence interval for the ICC in equation (2) is the estimation method. Variance components can be estimated 17 via the method of moments (MM), maximum likelihood (ML), and restricted maximum likelihood (REML). The MM allows negative estimates of variance components, possibly leading to negative ICCs. Albeit theoretically acceptable, negative ICCs in the form of equation (2) are meaningless. This issue can be resolved by using the ML or REML estimation method since the negative estimates of variance components from the MM essentially are substituted by zero. However, this leads to another problem. The distribution of the ICC is unknown when all variance components in the numerator of the ICC are at the boundary of the parameter space, making it difficult or impossible to construct confidence intervals. For balanced one-way random effects models an exact probability of a zero estimate of the between group variance component was provided. 17 From this probability it is shown that the REML estimates are less likely to lie on the boundary of the parameter space than the ML estimates. This and other discussed properties, 17, 18 justify the use of REML as the preferred method of estimation.
Another challenge is the lack of an exact (closed-form) method for the construction of confidence intervals for ICCs in general. Exact confidence intervals are given for one-way random effects models with equal group sizes 19 and unequal group sizes. 20 For balanced designs, under assumptions of normality and independence of the random effects, the ICC for one-way random effects models using the mean squares results into a function of a random variable that has a central F-distribution. Such form does not hold true for unbalanced and higher-order models using analysis of variance (ANOVA). The lack of such a general distributional form for ICCs makes the use of exact methods for construction of confidence intervals impossible or at least complicated. The existing approach 20 for unbalanced one-way random effects models is exact, but it is computationally challenging. Such difficulty led to construction of approximate closed-form confidence intervals for unbalanced one-way random effects models. There are essentially two principles: one that uses an approximation of the F-statistic and another that uses large sample approximations to the variance of the estimator of ICC. These approximate methods have been compared 21, 22 for different settings. Focusing on cluster randomized controlled trials, 22 the methods based on the F-statistic provide better coverage than those based on large sample approximations. Focusing on family studies, 21 the approach based on large sample variance approximations 23 was preferred.
For balanced two-way random and mixed effects models, most methods 9,24 use some form of Satterthwaite's approximation 25 with the chi-square distribution for linear combinations of mean squares. However, challenges are associated with Satterthwaite's approximation. If the estimated degrees of freedom of independent chi-squared random variables differ greatly, then Satterthwaite's approach can produce liberal confidence intervals (see Burdick and Graybill 13 , . Two alternative approaches have been proposed. One of them involves the confidence intervals of ICC for a two-factor nested design in large samples. 26 Another alternative is the modified large-sample (MLS) approach, which was proposed 27 for confidence intervals of nonnegative linear combinations of the variance components. In this approach, the confidence limits under large-sample normal theory are modified so that they become exact for small or moderate sample sizes. Later, an extension of the MLS-type approach was proposed 28 on linear combinations of variance components that are unrestricted in sign. The MLS approach was extended 29, 30 to ICC, but none of these approaches investigated ICCs for three-way mixed effects models. As shown earlier, 30, 31 the MLS-type approach is preferred over Satterthwaite's bounds because they better maintain the stated confidence level. However, the MLS-type approach is based on the MM estimates instead of the preferred REML method.
Recently, an approximate confidence interval was proposed 32 on a particular ICC for a balanced three-way random effects model using the MM estimates. Their approach is similar to Satterthwaite's methods used in two-way random and mixed effects models. The approach based on Satterthwaite's approximation is a general principle, but requires tedious calculations every time another model is needed. Furthermore, it is not always applicable for unbalanced designs, since the mean squares are not uniquely defined. In unbalanced design, none of the above described methods are general enough to be used in any type of variance components model.
We propose two general, REML-based closed-form approaches to construct an approximate confidence interval on the ICC of interest for a continuous response. These methods are applicable to any variance components model with balanced or unbalanced designs under assumption of normality. The first approach assumes that the ICC is a ratio of sums of jointly independent chi-squared distributed random variables. Consequently, it is approximated with a function of an F-distributed variable using Satterthwaite's chi-square approximation. This approach is somewhat similar to the existing approaches for balanced one-way and two-way random effects models. The second approach is based on an approximation of the ICC with a Beta distribution. Such approximation is based on various theoretical ideas and solves the challenges associated with Satterthwaite's approximation.
Generic closed-form methods for approximate confidence intervals on ICCs
Consider a variance components model for a particular agreement study, with mixed or only random effects, where one subset q ¼ 1, . . . , Q of variance components 2 1 , 2 2 . . . , 2 Q is unrelated to the observer process and another disjoint subset p ¼ Q þ 1, . . . , P of variance components 2 Qþ1 , 2 Qþ2 . . . , 2 P does represent the part of the observer variability. If we define the combined, observer unrelated and related variance components by 2 G ¼ P Q q¼1 2 q and 2 E ¼ P P p¼Qþ1 2 p , respectively, then the ICC in its general form can be defined as
The ICC in equation (3) has the form of the ICC for a one-way random effects model, where P ¼ 2 and Q ¼ 1. 13 It also has the form of the ICC in our motivating example (2) . The ICC represents the correlation coefficient of two particular observations from the variance components model, but there are other forms of ICCs, 11,12 that do not fit our general form.
Let the estimates of the variance components 2 1 , 2 2 , . . . with an appropriate estimate. It was shown 34 that the approach of Satterthwaite applied to the sums of variance components works better when these variance estimates do not include the covariance terms 1,2 , . . . , 1,P , 2,3 , . . . , PÀ1,P . Thus, following earlier work, 34 the estimated variances in equation (6) for the F-approach are not of the form (4), but are given by
The estimated numbers of degrees of freedom are then given by b
If we now further assume that the two estimates 2 G and 2 E are also independent, then the estimate d
ICC is approximately distributed according to
where F N,D is a random variable having an F-distribution with N and D degrees of the freedom for the numerator and denominator, respectively. Based on this approximate distribution, the symmetric approximate 100%ð1 À Þ confidence interval on the ICC in equation (3) is given by the lower and upper confidence limits of the form
with F À1 N,D ðqÞ the q th quantile of an F-distribution with N and D degrees of freedom for the numerator and denominator, respectively.
The estimated number of degrees of freedom b df G can in principle be close to zero. To avoid computational issues for 34 The construction of a confidence interval on the ICC when the estimate 2 G is equal to zero is postponed to Section 2.3.
The F-approach in equation (9) does not result into the exact method for balanced one-way random effects models. The exact method 19 uses the ratio of the mean squares of the between groups and the within groups. The confidence limits on the ICC for exact method are written in the form ðF=F L À 1Þ=ðF=F L þ n À 1Þ instead of equation (9), with n being the number of subjects within each group and F L a quantile of the F-distribution having m À 1 and mðn À 1Þ degrees of freedom (m is the number of groups).
Beta-approach
In this approach, we approximate the distribution of the ICC estimate with a Beta distribution. There are several rationales behind such an approximation. The first argument is that the support of the Beta distribution coincides with the range of the ICC 2 ½0, 1. 35 Secondly, the Beta distribution can assume different shapes and in particular it can be highly skewed, both to the right when the ICC estimate is close to zero or to the left when the ICC estimate is close to one. The final and most important argument for the use of a Beta distribution is based on a familiar theorem (see Knight 36 , p. 64). It states that the ratio X 1 =ðX 1 þ X 2 Þ has a Beta distribution with parameters a 4 0 and b 4 0, when X 1 and X 2 are independent, X 1 has a gamma distribution with parameters a 4 0 and c 4 0, and X 2 has a gamma distribution with parameters b 4 0 and c 4 0. The ICC estimate (3) has the same form as X 1 =ðX 1 þ X 2 Þ, although the estimates 2 G and 2 E might not be independent and not necessarily gamma distributed. On the other hand, in the previous section we approximated the distribution of these variance component estimates with chi-square distributions, which are specific gamma distributions. The extension to gamma distributions seems a logical step.
The mean and variance of the Beta distribution with parameters a 4 0 and b 4 0 are given by
If the mean and variance of the Beta distribution are estimated from the data, and 2 , then the MM estimates for a and b areâ
To approximate the distribution of the ICC estimate, the mean will be estimated with ¼ d ICC and the variance s 2 will be estimated with the approximate variance of d ICC given in equation (5). The Beta distribution is not always unimodal. 35 When both parameters a and b are below one, the beta density has a U-shaped form. This form seems less appropriate for the approximation of the distribution of the ICC estimate. This means that we exclude parameter estimates that are both below one. Thus, whenever the ICC ¼ a= a þ b ð Þis below 0.5, we would like to use the mass of the beta density on the left tail and we use a decreasing density in ICC values. Thus, to avoid the U-shaped density, we change it into a J-shaped density with more mass closer to zero by changing the parameter b to one (b ¼ 1), but keeping the parameter a at its value below one. Alternatively, when the ICC is larger than 0.5, a is increased to one (a ¼ 1) and b remains at its value below one. These approaches are illustrated in the left ðICC 0:5Þ and right ðICC 4 0:5Þ parts of Figure 1 . It should be noted that we do allow parameter estimates that would result in J-shaped Beta densities, i.e. ðâ À 1Þðb À 1Þ can be negative.
The parameters a and b in the Beta distribution are positive, but the estimates in equation (11) can become negative when the approximate variance of the ICC estimate in equation (5) is larger than d
ICCð1 À d ICCÞ. This means that we cannot estimate the Beta distribution with our approach in equation (11) . In such case we set the estimate for b equal to one (b ¼ 1) when the ICC estimate is smaller than or equal to 0.5. The estimate for a is then obtained byâ ¼ d ICC=ð1 À d ICCÞ, which is the first moment estimate when b ¼ 1. Alternatively, the estimate for a is set equal to one (â ¼ 1) when the ICC estimate is larger than 0.5. The estimate for b then becomesb ¼ ð1 À d ICCÞ= d ICC. Based on these choices of parameter estimates, the quantiles of the Beta distribution are obtained. Thus, the approximate 100% ð1 À Þ confidence interval on the ICC in equation (3) using the Beta distribution is given by the lower and upper confidence limits
The calculation of the quantiles of the Beta distribution involves some numerical issues that should be addressed. When one of the parameters gets close to zero many software packages cannot calculate the quantiles. To address this numerical issue, we never use parameter estimates below the value 0.01. This choice is pragmatic and suitable for most cases. Indeed, forâ ¼ 0:
ð0:025Þ % 0 and forâ ¼ 1 andb ¼ 0:01, the quantile B À1 a,b ð0:975Þ % 1.
Zero ICC estimate
The two generic approaches discussed in Sections 2.1 and 2.2 use the standard errors of the variance components estimates in their own way to be able to approximate the distribution of the ICC estimate. However, the standard error of the variance component estimate G does not exist or is equal to zero when this variance component estimate is zero. This is a consequence of our choice of REML estimation procedure. When the REML estimate leads to a zero estimate of the ICC, the proposed two approaches are not applicable any more.
The confidence limitsL þ andÛ þ of the two approaches in equations (9) and (12) were actually developed for confidence intervals for the ICC conditionally on G 4 0. Thus, these limitsL þ and U þ should approximately satisfy PðL þ ICC Û þ j G 4 0Þ ¼ 1 À . Although this conditional probability may be of interest on its own, as we will show, we are also interested in constructing confidence intervals for the values of ICC in all settings, including confidence limits for zero ICC estimates. This means that we need to construct an upper confidence limitÛ 0 that would approximately satisfy PðICC
The lower confidence limitL 0 in this case is of course set equal to zero. If we now define the confidence limitsL andÛ byL ¼ Ið G 
the indicator variable equal to one when A is true and zero otherwise, we obtain the marginal confidence level
The choice forÛ 0 is pragmatic. It is based on an approach borrowed from the balanced one-way random effects model. The same strategy is used for both generic approaches.
In balanced one-way random effects models, with m groups and n observations within groups, the probability of obtaining a non-positive estimate for s G based on the mean squares is equal to 17 The larger the value for s G the less likely the estimate G is non-positive. The biggest value for 2 G that is still likely to occur is obtained by choosing s G such that Pð 2 G 0Þ ¼ , with 1 À the confidence level. This results into the equality 2 G ¼ 2 E ð1 À F À1 mÀ1,mðnÀ1Þ ðÞÞ=ðnF À1 mÀ1,mðnÀ1Þ ðÞÞ. Substituting this value in equation (8) and replacing the degrees of freedom m À 1 and mðn À 1Þ by b df G and b df E , respectively, the upper limitÛ 0 becomesÛ
The degrees of freedom b df G for the variance component estimate 2 G is unknown in two-way and higher-order variance component models when it consists of more than one variance component and it is difficult to determine from the observed data when the estimate is equal to zero. 34 Since E would typically include the residual term of the variance components model, the degrees of freedom b df E can always be determined using Satterthwaite's approach, as discussed in Section 2.1. We suggest the use of b df G ¼ 1 when the ICC estimate is equal to zero, which makes n À 1 in equation (14) equal to b df E =2 in one-way random effects models. These choices for degrees of freedom and for n À 1 in equation (14) are proposed for any balanced or unbalanced variance components models.
Finally, it should be noted that the estimate of the degrees of freedom b df G is less reliable when the estimate G is close to zero, since small variations lead to unrealistic high numbers. This means that numerically an estimate of the ICC close to zero, but still positive, may be considered equivalent to a zero ICC estimate. In our approach, we have chosen a value of the ICC estimate to be equal to zero when it is smaller than 0.01. This seems realistic for many practical situations.
Motivating example (continued)
Recall that the motivating example investigates the agreement between oncologists on the volumes of the head and neck organs. There are five oncologists who observed the left submandibular gland of six patients at two time points. The REML estimates of the variance components are provided in Table 1 . Following Section 2, the two variance components 2 G and 2 E are estimated by 2 G ¼ 1:409 þ 2:946 ¼ 4:355 and 2 E ¼ 0:755 þ 0:488 þ 0:655 þ 0:927 ¼ 2:825, respectively. The ICC is then determined: d ICC ¼ 0:61. To compute the confidence intervals using our generic methods we also need the variances and covariances of the variance components given in Table 1 . We obtain these estimates using the MIXED procedure of SAS (version 9.2) and they are provided in Table 2 .
For the F-approach, from Table 2 G and 2 E , respectively. The confidence limits for the F-approach can now be calculated from equation (9) and the results are presented in Table 3 . For the Beta-approach we determine the variance of the ICC estimate given in equation (5) (12), and they are provided in Table 3 .
Apparently, the Beta-approach yields a narrower confidence interval. If both approaches provide 95% coverage, then the Beta-approach will be recommended. To investigate what the coverage probabilities are for our two generic approaches we carried out a simulation study.
Simulation designs and results
The simulation study consists of three parts. The first part investigates coverage probabilities of the two generic approaches for several settings of the three-way mixed effects model used in our agreement study (equation (1)). The second part compares our generic approaches to the approach developed for a three-way random effects model. 32 The third part compares our generic approaches with three alternative approaches developed for balanced and unbalanced one-way random effects model. In all studies, the number of simulations is 10000.
We investigated both, the marginal PðL ICC Û Þ and conditional PðL þ ICC Û þ j G 4 0Þ coverage probabilities for all settings. We report only marginal coverage probabilities, since the conditional coverage probabilities are very close to the marginal ones. For larger values of the ICC this is not surprising, since we hardly ever get an ICC estimate equal to zero. For smaller values, we did observe zero ICC estimates, but still the marginal and conditional coverage probabilities were close. This indicates that our upper confidence limit for zero ICC estimates seems to work reasonably well.
Three-way mixed effects model
The choices of variance components 2 S , 2 O , 2 TS , 2 TO , 2 SO , 2 R for our three-way mixed effects model are given in Table 4 . One of these settings are motivated by our example (ICC ¼ 0.6 in design 1 of Table 4 ). The mean values of the fixed effect of time are irrelevant and we set them equal to zero and one for the first and second time points respectively. We consider several settings on the triplet (I, J, K) of sample sizes, where K is the number of observers evaluating each of J subjects at I time points: (2, 6, 3), (2, 6, 5), (2, 10, 5), (2, 10, 10), (2, 25, 5) , and (2, 25, 12) . These triplets are combined with each of the design settings in Table 4 to conduct the simulations.
We simulated the linear mixed effects model in equation (1) using the following formula
z jk , and z ijk mutually independently distributed from a standard normal distribution. The fixed and random effects were generated in three different data steps. The first data step generated the random effect of z j , the random interaction effect of subjects with operators z jk , the residuals z ijk , and the means at the first and second time point respectively, 1 and 2 . The second data step generated the random effect of observers z k and the interaction effect of observers with time z ik . The third and final data step generated the random interaction effect between subjects and time z ij . Then the data sets were merged to be able to determine the observations y ijk of the three-way linear mixed effects model. The marginal coverage probabilities (CP, %) for three-way mixed effects model under design 1 are provided in Table 5 . We present the coverages for the two-sided 95% confidence intervals [LCL; UCL] and the one-sided lower 97.5% confidence intervals [LCL; 1]. The results for the other designs are not presented here since the coverages are very close to the ones shown in Table 5 .
The Beta-approach results in slightly liberal coverage probabilities for the two-sided confidence intervals with small number of subjects (J). This is more prominent when the number of observers (K) increases with respect to the number of subjects. However, the coverage improves with an increase in the number of subjects. The F-approach results in conservative coverages in almost all settings. Overall, the Beta-approach performs the best. It gives quite accurate two-sided confidence intervals and provides relatively good symmetry over the whole range of ICC for the triplets with small sample sizes ð 10Þ. The same is true for the mix of relatively larger sample sizes, e.g. (2, 25, 5) , Table 5 . Marginal coverage probabilities for two-sided 95% confidence intervals and one-sided lower 97.5% confidence intervals in three-way mixed effects model. (2, 25, 12) . It should be noted that we observed with the Beta-approach estimates of a and b that were either negative or provided U-shaped densities. However, this hardly ever occurred for ICC values larger than 0.1. For ICC ¼ 0.1, we did encounter parameter estimatesâ andb below one but still positive for maximally 3.25% of the simulated data sets. This maximum only occurred for design 2 in Table 4 for triplet (2, 6, 3) . The same design also demonstrated one (or both) estimate(s) below zero for a maximum proportion of 2.1% of simulated data sets. All other settings (e.g. triplets and designs) with an ICC ¼ 0.1 provided substantially lower proportions.
Three-way random effects model
The recently developed approach 32 is similar to our F-approach, but it uses Satterthwaite's approximation on the linear combination of mean squares. According to the authours, 32 their approach performs better than two other approaches which use bootstrap confidence intervals. The choices of variance components 2 S , 2 T , 2 O , 2 TS , 2 SO , 2 TO , 2 R for the three-way random effects model are given in Table 6 . The parameters for design A are identical to earlier study, 32 but we also explored other settings of the variance components, which are listed under design B. Different settings on the triplet (I, J, K) of sample sizes are considered, where K is again the number of observers evaluating each of J subjects at I time points: (2, 6, 3), (2, 20, 3), (2, 30, 3), (2, 60, 3), (2, 6, 5), (2, 10, 5) and (2, 20, 5) . Our set of triplets include the settings (2, 30, 3), (2, 60, 3) which were investigated by others. 32 The simulated data were generated in a similar way as the linear mixed effects model used in section 4.
For the purpose of comparison, we present the marginal coverage probabilities for the two-sided 95% confidence intervals only for the triplets investigated earlier. 32 The results for both designs are shown in Table 7 . For design A, we do not see any obvious winner between the three methods which would consistently give the nominal coverage. The F-approach is conservative for the triplet (2, 30, 3) and it is liberal for the triplet (2, 60, 3 ). However, for design A the F-approach is most frequently closest to the nominal coverage. For design B, the Beta-approach is most closest to the nominal value. Though, it is in some settings liberal and in other settings conservative. The other triplets (data not shown) did not provide a clear winner either. Those settings did not give more extreme coverage probabilities, than the ones observed in Table 7 . For design B, the ANOVA approach did not provide good coverages and they were frequently liberal. The fact that the Beta-approach results in better coverages for design B demonstrates that Beta is particularly accurate for small variance components (see Table 6 ). For smaller variance components, the Beta-approach starts to achieve perfect results when the number of subjects starts to exceed the number of observers 3-4 times. The only setting for which F-approach shows more accurate results than the Beta-approach is when the number of subjects are of the same order as the number of oncologists (e.g. (2, 6, 5) ). Note that for larger number of subjects (e.g. 30) the occurrence of negative estimates for parameters a and b or estimates that give a U-shaped Beta-distribution are negligible.
One-way random effects model
For balanced and unbalanced one-way random effects model, we compare our generic approaches to three alternative approaches. These alternatives are Searle's exact method for balanced design and an adjusted version of Searle for unbalanced design, 17 Fisher's z-transformation introduced for equal group sizes 4 and extended for unequal group sizes, 37 and Smith's approach. 23 Fisher's z-transformation 0:5½lnð1 þ ðn 0 À 1Þ d ICCÞ À lnð1 À d ICCÞ, with n 0 a weighted average of the within group sample sizes, was already applied 21, 22 to unbalanced one-way random effects models, although it is not straightforward how to generalize such transformation to higher-order variance components models. Smith's approach was also studied for unbalanced one-way random effects models. 21, 22 We consider the one-way random effects model with balanced and unbalanced designs, similar to the one investigated earlier. 21 The residual variance component is set equal to 2 R ¼ 1. The variance component for groups is selected equal to 2 G ¼ 0:112, 0:25, 0:43, 0:668, 1:0, 1:5, 2:35, 4:0, 9:0. These choices lead to the values of ICC ¼ 0:1, . . . , 0:9 (0.1), respectively. Settings on the pairs (J, K) of sample sizes are considered, where J is the number of groups evaluated at K repeats: (5, 6) , (10, 6), (5, 10) , (5, 25) , (12, 25) , (25, 3) , (50, 3). This set contains the pairs (25, 3), (50, 3) investigated by others. 21 Unbalanced data in the simulation study are implemented by introducing missing data in the full data set by random allocation, as earlier described. 34 Thus, the selected mechanism for missingness is ''completely missing at random''. 38 We investigated the proportions of missing values equal to P ¼ 0, 0.1, 0.2. All combinations of settings on variance components, pairs of sample sizes, and proportions of missingness are studied. The marginal coverage probabilities for the two-sided 95% confidence intervals for the set of representative pairs are presented in Table 8 . In family designs (25, 3) , (50, 3), Smith's approach was considered 21 as the most consistent. In such designs the number of subjects within groups is substantially smaller than the number of groups. Smith performs very poorly in our settings. Fisher shows conservative coverage probabilities over the whole range. The Beta-approach provides the most accurate coverages among the approximate methods for both balanced and unbalanced designs. Searle's approach is overall the best for one-way random effects models, but the Beta-approach seems to compete with this approach for the settings in Table 8 . Interestingly, as unbalancedness increases the Beta-approach more often wins over approximated method of Searle. In other triplets (data not shown), the Beta-approach gives liberal coverages ð% 90%Þ, when the number of groups is small (J ¼ 5) and the number of repeats is large (K ¼ 25). In all other settings, the Beta-approach behaves quite accurately.
Discussion
Lack of general approaches on constructing confidence intervals on ICCs in agreement studies motivated this work. In this paper, we have proposed two generic closed-form approaches for constructing confidence intervals on ICCs of the form
Both approaches take into consideration the skewness of the distribution of the ICC, but they model it differently. We examined these approaches primarily on three-way mixed and random effects models, and on the one-way random effects model. The generic F-approach is often conservative, but it works better when more variance components are involved. This implies that the generic F-approach is not the most suitable method for the one-way random effects model. The Beta-approach demonstrates coverages which are (very) close to the nominal value and these results are consistent across the investigated settings which are typical for agreement studies.
In comparison with the ANOVA method developed for three-way random effects model, 32 the Beta-approach outperformed ANOVA for settings with smaller variance components with almost all investigated sample size triplets. For settings with larger variance components, the F-approach outperformed the ANOVA method, although these two were close to each other. However, none of them showed particularly good coverages. For balanced and unbalanced one-way random effects models, Searle's methods outperformed all other methods, including our two generic approaches, but the Beta-approach is quite competitive. Most interestingly, the Beta-approach achieves almost the same accuracy as the approximate method of Searle for unbalanced designs.
Limitations of the proposed approaches are that they are intended for particular forms of the ICCs. For agreement studies, these are often the appropriate form, but further advancements on our generic approaches for other forms are required. Another limitation is that we did not simulate all possible relevant settings for the use of our approaches. This means that we cannot yet claim that our generic approaches, in particular the Beta-approach, is universally good. Possibly some theoretical work needs to be done to prove that the Beta-approach is a suitable approximation to the ICC estimate in all settings. Additionally, our pragmatic approach on confidence intervals for zero ICCs was based on the one-way ANOVA and worked well in our simulations, though it does require more theoretical effort to demonstrate that it is suitable for other variance components models.
The main strength of our generic approaches is that they can be applied to any variance components model. In particular they are applicable to unbalanced designs, for which it is more complicated to construct generic approaches based on moment estimates. Furthermore, closed-form methods are typically beneficial for sample size calculations when a certain confidence length on ICCs is required. Finally, our closed-form method worked especially well for clustered or dependent data (agreement studies) in settings with only limited numbers of clusters. In these settings it is more difficult to construct confidence intervals due to lack of asymptotic approaches.
Alternative generic approaches to our closed-form methods are bootstrap and other resampling methods. But it is not straightforward how to implement these approaches for data from higherorder linear models due to the complexity of bootstrapping variance components, the complexity of multiple clusters, and the diversity of bootstrap methods. The complexity of bootstrap methods on variance components has been discussed in the literature, 39 indicating that depending on the application each variance component should be simulated implicitly or explicitly. Other researchers 40 discuss different ways of selecting bootstrap samples from (one-way) clustered data: the randomized cluster bootstrap, cluster bootstrap, two-stage bootstrap, reverse twostage bootstrap, random effects bootstrap, and residual bootstrap. These methods all do take into account sampling the clusters, but they may differ in sampling observations within clusters or may differ in sampling order (first clusters and then observations or first observations and then clusters). For higher-order variance component models clusters are formed in different ways and even more possibilities for sampling would become available. 41 Confidence intervals on variance components for models similar to ours (three-way ANOVA models) has been studied 41 earlier using bootstrapping at different cluster levels of the data. None of the bootstrap methods demonstrated good results on all variance components. Only when a bias-adjustment for the estimation of the variance components was implemented, 42 all level bootstrap methods seem to behave equally well. However, the bias adjustment procedures were only developed for balanced data and it would become more complicated to do the same for unbalanced designs. Furthermore, it is not evident that these results can directly be translated into good coverages on confidence intervals for ICCs. This point was elegantly indicated by some researchers, 43 who studied confidence intervals on ICCs for one-way ANOVA models. It was demonstrated that bootstrapping the ICC should adopt an appropriate transformation to make the standard error of the ICC (almost) independent of the variance components of the linear model. 43 It was concluded that standard methods of bootstrapping lead to markedly less than nominal coverages when there are 30 or fewer clusters and that good results are obtained consistently only for 50 or more clusters. The bootstrap t-method with the transformed ICC provided good results, also for as low as 10 clusters, but this method provided wider confidence intervals than the closed-form approaches for normal balanced data. Thus, more research on bootstrapping is needed and it would be of interest to compare our generic approaches to bootstrap or other resampling procedures.
In conclusion, the F-approach provides reasonable accuracy of the confidence interval on ICCs across a diverse range of settings. Though, the Beta-approach is more accurate and therefore is recommended for agreement studies, particularly for the mix of small sample sizes.
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