In this chapter, we present a formulation based on Lagrange multiplier approach Computational strategy for their implementation has also been discussed in some detail.
Introduction:
In chapter 1, we have briefly discussed the general overview of the electronic structure theory and the linear response approach for atomic and molecular properties. In chapter 2, we presented and implemented in particular a variational variant of single reference coupled cluster (SRCC) method i. e. extended CC (ECC) method for molecular response properties for the ground state of molecular systems. This chapter is mainly focused on the development of an efficient approach for evaluation of excited state molecular response properties using intermediate Hamiltonian formulation of Fock space multi-reference coupled cluster theory (IHFSMRCC).
Single reference coupled cluster (SRCC) method [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] is known to be among the most efficient tools for the treatment of electron correlation effects of closed shell molecular systems in cases, where a single determinant provides a good zeroth order description. Among its many advantages, accurate treatment of dynamic electron correlation and size-extensivity are particularly important. These features have made SRCC method widely applicable for the calculation of correlation energy, molecular properties, gradients and potential energy surfaces [6] [7] [8] [9] [10] . The success of single reference CC method has motivated many workers to extend the method for quasi degenerate situations with the help of higher excitations [10, 11] .
However, in cases of molecular bond dissociation and open shell states, a multireference zeroth order description becomes essential for the treatment of nondynamic electron correlation and dynamic correlation is taken care of by the built in exponential feature of wave operator. These methods are collectively referred to as multi-reference coupled cluster (MRCC) [12] [13] [14] [15] [16] [17] [18] [19] [20] methods. Existing MRCC approaches can be divided into three basic categories: Fock space (FS) [12, 13] or valence universal (VU), Hilbert space (HS) [14] or state universal (SU) and state selective (SS) [15] [16] [17] [18] [19] [20] CC. The first two approaches are commonly in the class of multi-root MRCC methods, as they are built on the concept of Bloch equation based effective Hamiltonian [21, 22] acting within a model space. It is important to mention here that several methods based on SRCC have been extensively developed, which are widely applicable in quasi-degenerate situations. [23] [24] [25] [26] [27] [28] [29] [30] Within single reference framework, method of moments coupled cluster (MMCC) [23] , coupled cluster linear response (CCLR) [24] [25] [26] [27] , equation of motion coupled cluster (EOMCC) [28] [29] [30] , symmetry-adapted cluster configuration interaction (SAC-CI) [31] , similarity transformed EOMCC (STEOMCC) [32, 33] and spin flip EOMCC (SF-EOMCC) [34] methods are commonly used to handle quasi degeneracy problems. Although these methods structurally differ from MRCC method in many aspects, their high accuracy, relative simplicity and cost effectiveness are important to note.
In this chapter, we focus on FSCC method [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] . The FSMRCC method has been successfully used for difference energy calculations. However, in several cases when model space is increased in order to target more excited states, the method faces convergence difficulties. This is termed as intruder state [49, 50] problem. The intermediate Hamiltonian [51] formulation of FSMRCC (IHFSMRCC) [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] method provides a more efficient and reliable as well as numerically stable way to handle the intruder state problem. Intruder state problem can also be avoided by using SSMRCC methods. Among few variants of SSMRCC method in literature are Brillouin-Wigner (BW) MRCC [15, 16] ansatz, exponential MR wave function ansatz (MRexpT) [17] , the state-specific MRCC method suggested by Mukherjee and coworkers (Mk-MRCC) [18] and internally contracted MRCC (ic-MRCC) [19] theory. Recently, Nooijen and co-workers proposed multi-reference EOMCC (MR-EOMCC) [20] theory. [52] [53] [54] . The eigenvalue-independentpartitioning (EIP) [62] technique by Sinha et al can also be treated as a specific implementation of intermediate Hamiltonian in Fock space. The IH formulation of FSMRCC, which leads to a completely new method, has been developed and extensively applied by Kaldor and coworkers [63, 64] .
Formulation of efficient theoretical as well computational technique for the evaluation of molecular properties in FSMRCC method is quite desirable in order to increase the scope and applicability of the method. The linear response in effective Hamiltonian based FSMRCC method was initiated by Pal [65] and then implemented by Pal and coworkers for the first order properties [66, 67] . The linear response approach in SRCC method was first formulated by Monkhorst [6(a)] and further developed and applied by Bartlett and coworkers, who introduced the Z-vector [68] technique within the SRCC framework [69] . With the help of Z vector method, the evaluation of cluster amplitude derivatives for each mode of perturbation can be eliminated with the cost of solving a linear equation, which is independent of external perturbation. Jorgensen and coworkers [70] formulated Lagrange multiplier approach (LMA), based on Lagrange method of undetermined multipliers in SRCC framework. The final equations are shown to be equivalent to those obtained through Z vector technique, but this approach is found to be suitable for higher order derivatives. The LMA approach has been extensively used by various groups for energy derivative formulation. Stanton and Gauss implemented analytic gradients within EOMCC framework [71] . Nooijen and coworkers used LMA approach in STEOMCC formulation for the calculation of gradients [33] . Recently, Krylov et al implemented analytic gradients using SF-EOMCC method [72] . Gauss and co-workers have formulated and implemented analytic gradients for Mk-MRCC method [73] . Pittner et al implemented analytic gradients for the SU and BW-MRCC approaches [74] . Ajitha and Pal developed the Z-vector like formalism in FSMRCC [75, 76] framework, which eliminated the highest sector cluster response quantities. The extension of Lagrange multiplier approach in FSMRCC theory using complete model space for the first order energy derivatives was initiated by Szalay [77] . This approach was further generalized for general incomplete model space by Shamasundar et al. [78, 79] for higher order energy derivatives and also implemented by Pal and coworkers [80] [81] [82] [83] .
As mentioned earlier, the traditional effective Hamiltonian based FSMRCC theory suffers from intruder states. The intermediate Hamiltonian formulation of Meissner [52] provides an alternative way to reach the convergence in a more efficient manner with larger model space. This not only helps one to obtain more number of states, but also, in several cases, significantly improves the correlation effects. Apart from these advantages, a considerable amount of computational simplicity arises due to two reasons. The first one is that unlike the case of effective Hamiltonian based FSMRCC, the equations for cluster amplitudes are not solved in a coupled iterative manner. The second reason is the decoupling of the highest sector cluster amplitudes from the eigenvalue problem. A similar analogy can be expected for the excited state energy derivatives also. Hence, in our opinion, it is desirable to extend the LMA [70, 77, 78] in IHFSMRCC formulation of Meissner for energy derivatives, in order to obtain excited state properties for desired number of states with bigger basis sets and larger model space in numerically stable and cost effective way. The same is the objective of this chapter.
The chapter is organized as follows. In section 3.2, we discuss the general concept of FSMRCC based on effective Hamiltonian theory. In section 3.3, IHFSMRCC formulation of Meissner has been discussed. In section 3.4, LMA has been applied in IHFSMRCC framework to derive expressions up to 2 nd order energy derivatives. Section 3.5 is dedicated to the discussion regarding the computational strategy for solving the equations as well as the advantages of the present formulation over the traditional one. Finally, section 3.6 contains a brief discussion of major conclusions and future directions of the work.
Effective Hamiltonian formulation of FSMRCC theory:
The FSMRCC theory [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] is originally based on the concept of effective Hamiltonian (EH) [12, 13] . This uses a common vacuum with respect to which holes and particles are defined. These holes and particles are further classified as active and inactive ones. The model space is then constructed by a linear combination of suitably chosen (based on energetic criteria) active configurations.
The contribution from the orthogonal complement of the model space is included through wave operator, which is used to construct the effective Hamiltonian. This effective Hamiltonian is diagonalized to get the contribution from the model space configurations. Although in the case of incomplete model space the equations are modified but the basic qualitative idea remains same.
The principle idea of effective Hamiltonian theory is to extract some of the eigenvalues of Hamiltonian from the whole eigenvalue spectrum. To obtain this, the configuration space is divided into model and orthogonal space, denoted as M 
Defining a wave operator Ω , which acts only on the model space (i.e., 
After solving the equations for Ω and , Where, { } denotes the normal product form of expansion as defined by Lindgren. [37] In this formulation Ω is valence universal which means that same solves all the sectors. Its cluster structure can be written as, cluster operators is avoided due to normal ordering leading to partial hierarchical decoupling referred to as sub system embedding condition (SEC) [35] .
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For simplicity, here onwards, we will denote the cluster operator of (0, 0) sector, as or sometimes simply as T. The final working equation for FSMRCC for CMS (and some of the special IMS) can be written as,
Intermediate Hamiltonian formulation of FSMRCC theory:
In this chapter we have followed the terminology used by Meissner [52] X is defined in such a way that it satisfies,
Eqs. (3.17) and (3.18) can be written in terms of X as, 
can be written as,
It is clear from the definition of X (also for Y and Z),
From the above interpretation it is clear that if Eq. (3.21) is satisfied, the m number of roots can be extracted equivalently via diagonalization of
space, as both the operators are related to each other through similarity transformation with respect to an operator (1+Z). Finally we define the Intermediate Hamiltonian as, (1 ) (1 )
Using the fact that 
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For solving the above Eq. we assume that the equations for (0, 0) sector, which is essentially the same as standard SRCC equation, has already been solved. For (0, 1) and (1, 0) sectors,
For (0, 1) sector (similarly for (1, 0) sector also), the Intermediate Hamiltonian can be written as,
Hence for solving the eigenvalue problem for (0, 1) and (1, 0) sectors, N H has to be diagonalized within the space spanned by 1h, 2h1p (one hole and two holes and one particle) and 1p, 2p1h (one particle and two particles and one hole) sector also) can be obtained as [52, 62] 
Intermediate Hamiltonian matrix for (1, 1) sector is given by,
Where X, Y and Z operators for (1, 1) sectors are defined as, 
It is important here to mention that both connected as well disconnected diagrams appears in Eq. (3.35), as there is no explicit cancellation of disconnected terms.
However, this cancellation occurs implicitly during the process of diagonalization.
Hence linked cluster theorem holds in this manner. and its implementation for (0, 2) and (2, 0) sectors [61, 62] . In this IH formulation of FSMRCC theory, equations don't have to be solved in coupled iterative manner. Rather, the eigenvalues are obtained through direct diagonalization procedure. This helps one to safely reach the convergence with larger model space, which significantly improves the correlation effects in many cases. Also as the final diagonalization occurs in 1h1p space, this allows one to perform the calculation with significantly larger basis set.
An obvious next step in the context of IHFSMRCC theory is to extend the formulation for excited state properties also, in order to extend the applicability of the method. In the next section we present a formulation based on Lagrange multiplier approach for energy derivatives for FSMRCC theory in IH framework.
Lagrange multiplier approach for IH formulation of FSMRCC:
The energy derivatives can be most easily obtained by using the Lagrange multiplier approach [56] , which is based on Lagrange method of undetermined multipliers. In this method we define a functional ( ℑ , a scalar quantity), which Apart from handling the intruder states problem, this decoupling can be further exploited for the efficient evaluation of energy derivatives using the Lagrange multiplier approach. In this section we derive the explicit generic expressions for the 1 st and 2 nd order energy derivatives of (1, 1) sector of Fock space within IH framework, using the Lagrange multiplier approach. As mentioned earlier, IH formulation of FSCC method for (0, 1) and (1, 0) sectors is identical to the IP/EA-EOMCC [84, 85] , its energy derivative formulation also turns out to be identical with the LMA-IP/EA-EOMCC. This LMA-IP-EOMCC has already been implemented by Stanton for gradients [86] . Although in this section we derive our expressions for specific case of (1, 1) sectors, the basic structure of equations and the final form of the expression remains same for any sector with CMS.
We define Lagrangian functional for (1, 1) sector in IH formulation of FSMRCC theory as,
Where and (1 ) (1 ) 
In the above equations, subscripts S (0, 1) , S (1, 0) and T (0, 0) indicate differentiation of expression in square brackets with respect to cluster operator of corresponding sectors, while superscript represents the order of differentiation. In case of differentiation with respect to external perturbation, no subscript will be used.
From here onwards, we will follow the same notation throughout our derivation.
Optimizing the functional with respect to all the parameters, we obtain the FSMRCC amplitude equations, eigenvalue equations for target state with biorthonormality condition and the equations for determining lambda amplitudes of various sectors. The equations have to be solved exactly in the same order they are given above. Due to (SEC), cluster amplitudes of lower sectors are decoupled from the higher sectors and should be solved starting with (0, 0) sector, going upwards up to the (0, 1) and (1, 0) sector. However, this decoupling holds in exactly reverse manner78 for the lambda amplitudes which means that lambda amplitudes for (0, 1) and (1, 0) sectors are used to determine the lambda amplitudes for (0, 0) sectors. It is important to notice that we are not actually using appearing in the , are substituted in it. It is a well established fact that cluster amplitudes and eigenvectors follow the (2n+1) rule and lambda amplitudes and
follow the (2n+2) rule. The quantities which are required to be eliminated with the help of (2n+1) and (2n+2) rule for the first and second order energy derivatives are given below.
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Where R represents (both left and right) eigenvectors of desired state and and denotes the cluster and lambda operators respectively for all the sectors except the (1, 1) sector. The final expression (see appendix A for details) for 1 st order energy derivative is given by
( For the evaluation of higher order response properties, 1 st order quantities (1) θ are required in addition. This can be obtained by imposing the condition of stationarity on .
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( 0,0) (0,0) The second order energy derivative, (2) E μ , is same as the value of the functional , denoted by , when the stationary values of are substituted in the functional. The final simplified expression (see appendix B for detail) for second order energy derivative can be written as,
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The above expression means that the terms containing the response quantities, written as subscript along with their zeroth order cluster operators, have only been retained in the curly bracketed expressions.
Computational strategy and interconnections between effective and intermediate Hamiltonian energy derivatives:
The as, (1) (0,1)
We expand above Eq. in terms of S amplitudes and eigenvector coefficients as,
Differentiating above Eqs (3.66) and (3.67), we obtain,
(1,1)
With,
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(
Analogous to the Eqs given by (3.61)-(3.64) for (0, 1) sector, and of (1, 1) sector can also be obtained. The only quantity which is still to be determined for evaluation of up to 2 nd order energy derivative for (1, 1) sector of Fock space is (1 L μ which can be easily obtained by using the bi-orthonormality condition as,
,1) ,
Once all the quantities required are solved, the 1 st and 2 nd order energy derivatives can be obtained through Eqs. 
H field interacting with molecular dipole operator leads to simple one body perturbation when orbital relaxation effects are neglected. In the case of geometric perturbation which leads to gradient of potential energy surface, both one and two body part of has to be considered. In fact, orbital relaxation effects must be considered even in the case of external electric field perturbation, as in practice orbital relaxation effects are not negligible in many cases.
} V Effect of orbital relaxation for first order energy derivative can be included in two possible ways. One way is to directly solve for H (1) for each mode of perturbation as given below.
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Where F (1) and V (1) are the one and two body Hamiltonian derivatives respectively and p, q, r and s are the molecular orbital's. In order to obtain the first order properties. This can be done by extending the Lagrangian functional through inclusion of orbital response constraints, as shown by Helgaker and co-workers in SRCC [70, 92] and also by Krylov and co-workers in spin flip equation of motion coupled cluster (SF-EOMCC) [72] .
It is important here to mention that in the implementation of first order properties through SRCC Z-vector method or LMA approach, further efficiency has been achieved by contracting the effective CC density matrix with H (1) . Using Λ and T, effective CC density matrix [91] is constructed. As suggested by Rice and Amos [93] , this contraction is efficiently carried out in atomic orbital (AO) basis, which avoids the transformation of into MO basis for each modes of perturbation. This is carried out by a single back transformation of effective CC density matrix from MO to AO basis. The same strategy can be followed here also. Using Eq.
(3.50) one can construct state dependent effective IHFSMRCC density matrix.
H
It is desirable to investigate the interconnections between the energy derivative formulations through EH and IH approaches of FSMRCC theory. For detailed discussion about energy derivatives through LMA approach in EHFSMRCC, we refer to [78] . For the purpose of comparative analysis we choose the Lagrangian of EHFSMRCC as our reference. The form of Lagrangian in effective Hamiltonian formulation is given by,
Comparing the form of Lagrangian in both of the formulations, we find that there are essentially two basic differences between them. One is in IHFSMRCC Lagrangian, effective Hamiltonian has been replaced by intermediate Hamiltonian along with their corresponding eigenvectors and the second is the constraint pre multiplied by vanishes which is the consequence of the fact that IH matrix for
(1, 1) sector is independent of the cluster amplitudes of (1, 1) sector. As previously mentioned, each term present in the expression of (1, 1) Λ ℑ has to be differentiated with respect to cluster operator of various sectors in order to obtain the equations for Λ vectors. This is usually employed by using efficient diagrammatic technique which is well described at several places [78] . As the second term of the RHS of within IH framework [94, 95] . Similar strategy can be utilized for energy derivative also. For this, one can completely proceed for energy derivative via LMA-EHFSMRCC approach after solving the cluster operators of each sector through IHFSMRCC with larger model space. Although this does not lead to computationally efficient way to obtain the energy derivative, it provides an obvious example where both of the formulations can be merged together.
Similarly the cluster response quantities also can be evaluated by both of the formulations equivalently.
Summery and conclusions:
We have presented a formulation for analytic energy derivative using Lagrange Very recently, this strategy has been used by Pal and coworkers for evaluation of ETDM within effective Hamiltonian framework [96] . Calculation of electronic TDM within IHFSMRCC framework can also be seen as a possible application of our present work, apart from evaluation of energy derivatives. Finally, in our opinion, this formulation may emerge as an attractive candidate for accurate and efficient evaluation of excited state properties in routine applications, which is probably one of the most essential criteria for establishing a theoretical framework as a method of first choice [97] . 
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After lots of simplifications the above functional can be written as, The final step towards the evaluation of second order energy derivatives is to show the elimination of second order derivatives of cluster amplitudes (2) 
i. e. and X T from the above functional. Let us consider each term of Eq. (3.B2), except the last one, separately as, ( 2) (1 A can be expanded as, (2) The last two terms of the above expression of A, have the second order cluster response terms. Let us denote these terms collectively as A1 and rest of the terms as A2. Hence,
A=A1+A2 (3.B8)
It is again obvious to show that A1 can be written as, Adding the terms A1, B1, C1 and D1 and collecting the second order cluster response quantities of each sectors separately, we can write, This is again zero due to Eqs. (3.47), (3.48) and (3.49) . Hence, is given by the remaining terms of the Eq. (3.B2).
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