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ABSTRACT 
Data leakage and privacy are well known but abstract terms for most people. To 
grant people a real-time and on-body experience of data leakage as it happens, we 
constructed CreepyLeaks. CreepyLeaks turns data leakage into a visceral embodied 
experience that augments visual information about what data are leaked, where and 
via which application. Conducting evaluations of CreepyLeaks we learned the value 
of the public demonstrations over individual encounters with privacy technologies. 
Rather than inspiring the audience to think positively about a design or 
functionality, the demo became an opportunity to develop collective ideas of 
concepts and problems that are difficult to grasp individually. By conducting 
privacy technology demos in public and semi-public events, we demonstrate how 
demos can create conditions for participatory speculation – a practice involving 
a confluence of human and non-human actors in speculative experiences, 
acknowledging the politics inherent in technology design and collectively 
considering possible futures. 
CCS CONCEPTS 
•Human-centered computing~Human computer interaction (HCI)~Interactive systems 
and tools. 
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1 Introduction 
We are standing in front of a room full of people, many in fatigues and some 
with their sidearms, wondering how we are going to do our demo. Our demo is 
called CreepyLeaks and involves attaching electrodes to a person’s arm and 
using tiny electric pulses to denote when our device detects data leaking to 
third parties (like an advertising server) from a mobile phone or tablet 
device. We had done several such demos earlier in the year, with each resulting 
in an engaging debate about data and privacy, so perhaps this event will go ok 
too even if connecting electrodes on people carrying sidearms seems odd. As the 
interested audience crowds our table we discover that body hair on the arms can 
prevent electric pulses – all the problems of live demoing in one go. Despite 
the minor hiccups, the demo is a success of sorts. What conspires is an active 
and involved discussion of what data leakage on mobile devices actually means, 
why this happens and what can be done about it. This discussion involves the 
people brave enough to try out our device and those that remain onlookers. They 
ask us questions but also debate among each other for the duration of the 
event. While not intended for everyday use, our device is an example of a 
privacy enhancing technology (PET) that not only provides a glimpse into the 
data flows on mobile devices, but also makes this experience embodied through 
Electrical Muscle Stimulation (EMS). The very strangeness of our demo set-up is 
a bit of drama, but it attracts an audience and has consistently resulted in 
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boisterous debates on privacy, data protection and surveillance prompted by the 
combined visual and visceral aspects of the experience. Where our device is 
just a proof of concept (see Figure 1), not something anyone might want to own, 
the demo of the device has its own impact and seems to attract interest 
precisely because of the relatively unexpected nature of its set up and the 
discussions that arise around it.  
The term data leakage is generally defined as “accidental or unintentional 
distribution of private or sensitive data to an unauthorized entity” [53:5]. 
However, on mobile phones, researchers often term data distribution to third 
parties without direct owner notification as data leakage, referring to both 
legal (or ostensibly user permitted) and illegal (malware facilitated) types of 
information flows obscured from the mobile phone owner or user [47,68]. Most of 
the time data leakage is invisible by definition, but if it is discovered users 
can become concerned or even outraged. Such outrage, however, rarely translates 
to other kinds of action, in part because people often feel powerless to change 
their situation [3,55]. PETs are typically intended to improve user awareness 
enabling informed decision-making about data disclosure. Despite the 
proliferation of PETs their uptake remains limited. Users continue to ignore 
reading end user license agreements and even those that download privacy 
enhancing technologies tend to be inconsistent in their use [34]. We designed 
CreepyLeaks to explore an embodied approach to communicating data leakage to 
the users, by using EMS. By translating it into direct muscle stimulation we 
sought to make data leakage a feeling rather than an abstract concept. 
 
Figure 1: CreepyLeaks demo setup. A tablet is set up to detect privacy leaks 
from apps and to notify our device (orange box) about these leaks. Electrodes 
and EMS allows a person to physically experience the leaks. 
Our initial evaluation of CreepyLeaks applied a traditional individual user-
trial approach where people were asked to wear the device for a period of time 
and then debriefed. The findings largely replicated prior studies as 
participants learned to ignore the EMS notifications relatively quickly [4,43]. 
See for example work by Knibbe et al. that describes how users get accustomed 
to EMS, requiring stronger and stronger signals [35]. However, when we moved to 
public demonstrations we noticed a pattern of intense engagement and joint 
discussions between the demo participants and curious onlookers. In their 
seminal work on technology as experience, McCarthy and Wright propose 
recounting as a sense-making process through which “we enjoy storytelling and 
make sense of experience in stories” [44:43]. Our demo, CreepyLeaks, made the 
moment of data leakage in the course of technology use an uncomfortable, 
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punitive experience played out in public, in front of others. During 
demonstrations, CreepyLeaks offered both participants and onlookers a glimpse 
of the existing data extraction and exchange infrastructures that underlie any 
interaction with digital technology. As a result, the demo opened a space for 
discussion and recounting that offered a new way for our audience to 
collectively grasp some of the problems of data and technology. We saw this as 
an opportunity to create what Frauenberger calls participatory speculation – a 
practice involving a conglomeration of human and non-human actors in 
speculative experiences that help to acknowledge the politics inherent in 
technology design and to collectively consider possible futures [29].  
In this paper we explore the potential and the value of staged public 
technology demonstrations performed with a purpose that goes beyond the “demo 
or die” expectation. We show here how a demo can open up a space for discussion 
– where the technology becomes a prop, a vehicle for generating much needed 
debate, about topics as complex and hard to grasp as data, data security and 
privacy. We argue that there can be a dual purpose to public technology demos 
and that there is space to expand our understanding of what a demo can be. 
Demonstrating our work of privacy and security research with a deliberate 
addition of spectacle to the proceedings has allowed us to not only show off 
and allow the audience to test the technology, but also produced conditions for 
people to reason about technology in new ways. Whatever the goals of the 
technology in question, at least in the area of privacy it is possible to 
reframe the public demo as a critical design intervention [49] that can 
encourage users to consider alternative relationships to familiar and new 
technical systems. In this world of digital resignation [64] and surveillance 
capitalism [70] there is an opportunity for technology researchers to use demos 
not only to entrance with new ideas but also to engage in a critical dialogue 
about the implications of our inventions. 
In what follows below we present related work on Privacy and PETs, the demo 
in HCI, consider issues of critical design, discuss what a shift from 
participatory design toward participatory speculation might entail and briefly 
review work on uncomfortable interactions. We then present our CreepyLeaks 
device and describe the initial evaluation of CreepyLeaks and how we moved 
towards the demo configuration. We detail demo experiences from four public 
demos with radically different audiences ranging from an audience at a small 
suburban community library to the crown princess of Denmark and then discuss 
the implications of our work. 
2 RELATED WORK 
Although this research took its departure in research on privacy and data 
leakage, our process lead to questions about the broader meaning of public 
demonstrations of new technologies and their role in HCI. Our technology was 
not intended as a critical design exploration but shared some features 
typically attributed to such. The EMS aspect of our design evoked some 
disorientation and discomfort, capitalizing on the uncomfortable and the 
physically visceral to communicate abstract ideas. All of these concerns 
together became actionable in the spectacle of the demo and in the communal, 
participatory sense-making that it inspired. Below we present related work that 
contributed to our analysis and understanding. 
2.1 Privacy and PETs 
As computerization moved into increasingly diverse areas of life, concerns 
about new visibilities, power dynamics and control over disclosure of 
information multiplied [28]. Many researchers have attempted to address the 
issue by developing a range of privacy enhancing technologies (PETs), engaging 
the problem of unfettered data collection from different angles [18,27]. Many 
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PETs are explicitly intended to intervene in, breakdown, and challenge the data 
extractive relationships that support contemporary software systems 
[33,34,36,69]. Despite occasional success (PETs such as AdBlock, Ghostery or 
PrivacyBadger have become fairly common and an increasing number of instant 
messaging applications are considering end-to-end encryption following the 
relative success of Signal and WhatsApp), the vast majority of PETs do not find 
an audience [18,27,58].  
For PETs to be successful they must first interest and persuade regular 
technology users that renegotiating their existing relationships with stable 
data systems is something they want to and should do. However, this is a 
difficult challenge for two reasons. First, the practice of ongoing massive 
data collection has rendered many technology users feeling so powerless that 
existing solutions seem ineffective given the incomprehensible scale of 
personal data disclosure [3]. While users may find the behavior of their 
devices downright creepy they are also paralyzed by the immensity of the system 
[64], often experiencing a kind of “learned helplessness” when faced with 
decisions about disclosure [55]. Second, the concepts of privacy and data 
leakage themselves may just be too abstract to have enough relevance in daily 
practice [17,54]. After all, what are the practical consequences of having your 
location or your phone ID leaked to a third party advertiser? How can users be 
expected to care about data disclosure if it is difficult to know whether 
handing location data to an advertiser is something to worry about in concrete 
terms. Addressing either of these problems directly is difficult despite 
attempts to simplify decision-making through cognitive nudges, creative 
notifications [2,65] or by giving privacy scores to phone apps [37] or websites 
[60].  
If, as McCarthy and Wright argue [45], technology use is a form of 
experience, then PETs are tools that are intended to help people make sense of 
their data worlds in new ways. Since privacy is generally conceived of as an 
individual or at most an interpersonal problem, PETs are typically designed for 
individual use. In essence, PETs are intended to prejudice technology users 
towards caution and greater reflection on the content and data involved in 
contemporary interactions with technology. Although the McCarthy and Wright 
framework is comprised of six inter-connected sense-making processes, it is in 
the reflection, appropriation and recounting processes where we can observe 
conscious decision-making at play. Of these, recounting is the only one that is 
explicitly interpersonal, involving those around us in helping us make sense of 
our experiences. Following this, we may argue that the more complex the initial 
experience, the more important the interpersonal process of recounting may be. 
After all, discussion and collective debate are key to human thought and 
development across a variety of domains [16]. Thus while McCarthy and Wright 
are mostly concerned with the effects that storytelling and recounting have on 
subsequent individual experiences with technology, we focus on the communal 
aspect of recounting and the importance of collective sense-making that it 
makes possible. 
2.2 The demo in HCI 
The demo is a staple of HCI practice where innovative prototypes are presented 
to various publics. The “demo or die” principle, legendary at the MIT Media 
Lab, became a common idea in technical research [9,25]. The intention of the 
demo is to present, inform, entice and communicate. Most often this is a one-
way interaction from the researcher (i.e. presenter) to the public. Although a 
demo is always a kind of spectacle or performance, it can also become a site of 
politics, a way to convene discussion, reflection and communal experience 
especially for topics that can be difficult to grasp. Beyond using the format 
of the demo to inspire the audience to think positively about this or that 
design or functionality, the demo can also embed an opportunity for the 
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audience to develop a shared idea of concepts and problems that are difficult 
to grasp individually. The participatory and, often, communal nature of the 
public demo is perhaps its most important and overlooked aspect. In any demo 
that attracts sufficient attention some people might engage with the 
demonstrated technology directly while others remain onlookers thus creating 
shifting roles of audience and performance.  
A demo is a powerful format that not only demonstrates what is possible, but 
can also invite the audience to imagine potential futures through storytelling 
communicated with the demo setup and the involvement of the researchers. Moving 
research results beyond the enclosed confines of research spaces, demos invite 
witnessing of progress, innovation and ingenuity, where the emphasis can be 
placed on the future possibilities of what interim research artefacts might 
imply or represent [25]. How to imagine future possibilities and how to engage 
non-designers and non-technologies in productively imagining different and 
alternative technological futures has become an important question in HCI as 
researchers struggle to find ways to design responsibly [8,29,31]. Frauenberger 
argues for a rethinking of the traditional user-centred design practice, and 
proposes the need to “create spaces and processes that enable humans and non-
humans to come together in the creative, political, controversial Participatory 
Speculation and mattering of future socio-technical configurations” [29:19]. 
We propose that the familiar format of the demo as a whole can be reframed 
and recast as a participatory engagement rather than a one-way performative 
act, offering a way to create conditions for convening a kind of collective 
participatory speculation that can eventually move beyond the demo itself.  
2.3 Critical design - making things visible 
The idea that designing things is more than merely finding a solution to 
problems but a form of ethical and political encounters is not new [29]. Many 
design strands in HCI such as critical, adversarial and speculative design, 
focus on creating provocative artefacts that question the social and political 
contexts of technology in different ways. Many computational artistic 
expressions are also intended as critical or political statements, designed as 
disturbances to intervene into existing discourses about topics such as privacy 
or ethics and the role technologies play in our lives [5].   
Critical design can be categorized in two ways: the objects and experiences 
produced are either mock-ups that are not working or they are so polished that 
they can seem otherworldly, focused on the aesthetics and the performative in 
appearance [6,49]. It is no wonder that interpreting and drawing useful 
conclusions for practical design work requires new frameworks for 
interpretation and for supporting discussions about the futures of technology 
that may be provoked through critical design [7]. If the HCI professional 
community needs help with interpretation of critical design, how can we expect 
people outside this academic community to be able to engage with and debate 
technological futures? 
Bardzell et al. provide a framework for scholarly reading of objects as 
provocations about the future, potentially supporting reasoned debates in the 
aftermath [7]. Yet this approach still focuses on a deep engagement with the 
object where the reflections provoked by the object are solitary and 
individual. Our experience with the CreepyLeaks demo points to a missing piece 
in potential critical engagements with technology: the importance and value of 
creating an environment for a collective and communal discussion of technology, 
focusing on the discussion itself as a valuable outcome, where the object fades 
into the background.  
As Dourish and colleagues have previously argued, “technology development is 
not simply an end in itself, but also becomes a means to reflectively explore 
the assumptions and attitudes that underpin ideas about technology and 
humanity” [22:1727]. The idea of creating common and shared experiences appears 
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often in artistic and interventional projects. For example, Westenberg’s art 
piece called Routes and Routines [66] enabled people to come together and 
explore the usually invisible digital infrastructures of the city through 
collective activities with sensors and DIY tools. Rather than privileging 
particular types of technology creation or focusing on particular kinds of 
fictional or future imaginaries, we consider the role of the demo as an 
opportunity for an exploration offered by the spectacle that new technologies 
can engender. The demo, by virtue of its public nature, creates conditions for 
such an exploration to be a collective and participatory endeavor on the part 
of the audience, with the researcher occasionally recruited as a facilitator 
and a source of expert knowledge.  
In their discussion of different flavours of critical design, Pierce et al. 
note that “some scholars take critical design as a starting point for 
discussing how social issues and political themes might enter design practice.” 
[49:2084]. While this is a worthwhile goal, we note that a focus on social 
issues and political themes may not need to be focal throughout every design 
process. Yet even where these issues are not central at the outset, we suggest 
that the demo can offer ways to engage with political themes and social issues 
alongside technological research endeavours. In essence the demo format offers 
a way to interrogate the existing design politically and socially at points in 
time. The conversations and discussions during the demo can inform the 
presented design itself, but it is important to acknowledge that there is an 
inherent politics to the demo whether intended or not. 
2.4 Participatory design, speculation and convening 
conversations 
Participatory design (PD) is known for its use of mock-ups, early prototypes 
and workshops in design [12] and has a long track-record of facilitating 
participatory and democratic design processes where future users have a voice 
in technology design [57]. The early focus on technology design in PD practices 
has in the later years been complemented by a broader look at processes of 
community technology appropriation [13], power-structures and negotiations that 
take place in design [24], infrastructuring and ongoing design in use [11,19], 
and the creation and use of shared resources through commons [42]. The broader 
contemporary PD research community also shows interest in the role technology 
may have in shaping society, or even in helping us understand the now of 
society and its potential futures, rather than developing tools to sustain 
predefined or specific activities. Additionally, researchers have explored how 
design fiction and speculative design can be used in PD. For example, Elsden 
and colleagues proposed a practice of speculative enactments to engage 
carefully selected groups in speculations about technology futures from within 
carefully constructed environments [26]. Desjardins and colleagues developed a 
notion of co-speculation as a collaborative method that involved non-designers 
in envisioning alternative technological presents and futures by individually 
engaging with pre-made booklets [20]. Similarly, participatory speculation 
draws on speculative design while inviting different actors, stakeholders and 
community members to workshop-style speculative design events, co-designing and 
discussing alternative futures [30]. Instead of focusing on individual user 
needs, participatory speculation creates conditions for communal explorations 
for what kinds of futures we want and what kinds of species we want to be. 
After all, designing things is a form of ‘ethical and political encounters’ 
[29]. 
What stands out in the above examples is the interest of promoting 
participation to shape communities and societal visions, rather than limiting 
activities to design of explicit interactions with technology. The speculative 
nature of participatory speculation sets it apart from the use of drama in PD 
workshops, while the emphasis on group experiences with relatively limited 
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structure and scripting distinguishes it from efforts such as co-speculation 
and speculative enactments [14]. Participatory speculation can be used to 
create debate, challenge norms, create consensus, give an informed voice to 
people, thus allowing them to participate in shaping desirable futures that 
goes beyond technology development. Still, as exemplified in the cited papers 
above the result is often externalised in the form of mock-ups, sketches, 
visions and prototypes. A demonstration event may not be a traditional design 
method but can promote participation, facilitating public debate and 
discussions across society. Indeed, the demo is set apart from a typical co-
design encounter as there is no ‘design’ to be made or physical content (being 
storyboards, sketches or design ideas) to be produced. The demo allows people 
to come together and to communally experience, question, debate and reflect 
based on the lived experience of the demonstration. From that perspective, the 
demo aligns with PD thinking and Frauenberger’s suggestion to “…move towards 
design practices that feed off controversies, that are participatory, involving 
human and non-human actors, that are speculative to create spaces in which we 
negotiate desirable futures, that are agonistic to recognise the creation of 
technology as a political arena and that reach across design and use.” [29:21]. 
2.5 Uncomfortable and visceral interactions 
The demo as a spectacle can bring people together and expose them to 
experiencing something new. Given the public nature of a demo, individual 
experiences can be shared collectively through observation, recounting and 
participating in discussions and dialogues. Mollon and Gentes have discussed 
how an ‘uncanny feeling’ or ‘uncanny enough’ artefact can trigger conversations 
and that design is a form of communication, a dialogue enabler of sort, between 
the designer and an audience, focusing in particular on “how to convert people 
from being viewers to questioners” [46:2].  
An everyday but potentially uncanny technology that has recently gained some 
momentum in HCI is Electrical Muscle Stimulation (EMS) devices (see for example 
[38,40,50,63]. Before finding its way into HCI research, EMS devices have 
traditionally been used in rehabilitation and sports training [39,41,62] as 
well as in art (see the very performative and speculative work by Stelarc 
[61]). Due to its direct and often visual effect on the body, EMS-based 
notifications can be uncomfortable, visceral and spectacular all in one, making 
it an interesting design material when seeking to establish a spectacular and 
‘uncanny enough’ demonstration event. As we use EMS to transmit a sensation, a 
notification, rather than for controlling specific muscles, our use of EMS is 
different from the main body of EMS-related work in HCI. A notable exception is 
the work by Grönvall et al. on FeltRadio [32], a WiFi signal strength detector 
that translates the signal strength of intercepted radio activity on the 2,4GHz 
band (where much WiFi traffic is located) to EMS. The stronger the radio-
signal, the stronger is the EMS sent into the body. FeltRadio, like 
CreepyLeaks, uses EMS to make something that is normally hidden (i.e. WiFi 
activity mid-air or a privacy leak from a person’s phone) perceivable to our 
senses rather than as a means to achieve a specific and controlled muscle 
reaction. This is an opportunity for a different way of reading the world 
through embodied perception. 
The idea of visceral experience with data intensive technologies has been 
explored by Benford and colleagues in their work on uncomfortable interaction, 
seeking to understand the role of discomfort in creating a range of experiences 
with technology [10]. Where drama and performativity have typically been linked 
to emotional states and responses, Shklovski et al. studied creepiness and a 
sense of unease as experiences with data leakage [55]. Norman has traditionally 
relegated the visceral experience of technology and design to shape, form and 
materiality of an artefact [48], yet there is an inherent viscerality to a 
privacy violation [59] that has no material shape and yet can elicit a physical 
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shiver as part of an emotional response. Shklovski et al. have previously 
proposed a kind of visceral design to highlight design of potentially 
threatening data flows in technological systems that we may want users to 
seriously consider and reflect upon [55]. The use of EMS as a way to signal 
data leakage moves in this direction by making the experience of a potential 
privacy violation embodied and visceral in its tinge of an unpleasant muscle 
twitch.  
3 THE CREEPYLEAKS DEVICE 
CreepyLeaks is built around a common concept of a privacy enhancing technology 
(PET) and was designed to turn data leakage into a visceral embodied 
experience. Typical PETs are oriented towards individuals and their experience 
with technologies - the attempts to nudge or inform assume the individual to be 
in a position to make decisions and the need to support that decision-making in 
a particular direction [27]. CreepyLeaks started out with the same idea, 
playing with the concept of embodiment for the abstractions of privacy and data 
leakage. CreepyLeaks challenges people’s perceptions of data leakage through 
sensorial augmentation, by making users feel data leakage through electro-
muscle stimulation. Our original goal was to explore whether making data 
leakage an embodied experience could change how people think about personal 
data and what they are willing to do about data leakage as a potential problem. 
To create CreepyLeaks we combined an existing PET software, called ANTMonitor 
[56], that utilizes screen-based notifications about data leakages with a piece 
of hardware that we designed, interpreting leakage data from ANTMonitor and 
turning them into Electric Muscle Stimulation (EMS) sent into the user’s body. 
We hoped that moving from screen-based to embodied forms of interaction with 
technology would create a stronger connection with the identified instances of 
data leakage presented by the PET software, potentially motivating people to 
really pay attention and to act, thus leading to stronger forms of behaviour 
change. 
Below we provide a detailed technical description of the CreepyLeaks system. 
In the next section we describe how we tested CreepyLeaks in individual one-to-
one encounters and in demonstration events and what we have learned from these 
encounters. 
3.1 Technical description 
The main purpose of the CreepyLeaks system is to detect privacy leaks on a 
person’s smartphone or tablet and to make the user aware of these leaks in 
real-time via EMS. In its current form CreepyLeaks only works with Android 
mobile phones and tablets. CreepyLeaks is composed of three main parts: 1) The 
AntMonitor app [56], 2) a custom-built app that decides the severity of a 
leakage instance and 3) a purpose-made bluetooth-enabled hardware that notifies 
the user of a leakage using Electrical Muscle Stimulation (EMS). The apps (1 & 
2) must be installed and run on the user’s phone or tablet for CreepyLeaks to 
work as intended and the hardware’s (3) Bluetooth must be paired with the 
mobile device.  
ANTMonitor is a VPN-based packet capturing system that allows interception 
and analysis of data leakage in real-time (regardless if the mobile device is 
used or not) [56]. The app is developed by Athina Markopoulou and her team at 
University of California, Irvine and is available for the Android platform. We 
developed a severity decision app, in collaboration with the AntMonitor team, 
to allow ANTMonitor to talk with our CreepyLeaks hardware and to classify the 
severity level configured for a specific leakage type. When data leakage 
occurs, for example if the so-called AdvertiserID or the mobile device’s 
current GPS location is sent to an ad-server, this information is forwarded to 
the severity-decision app. This app checks the severity of the leakage, which 
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can be template-based or configured by the researchers for each test person and 
device. For example, we might decide that AdvertiserID is not a severe breach, 
but GPS location leakage is much worse. The app notifies the purpose-made 
CreepyLeaks hardware over Bluetooth about the leakage and its set severity, 
eliciting EMS activation of different strength. Figure 2 shows the technical 
diagram of the full setup. 
The CreepyLeaks hardware is composed of a Bluetooth receiver, a 
microcontroller (ATMega16) controlling the system and an Electronic Muscle 
Stimulation generator. The generator is connected to two EMS electrodes, which 
are attached to the user’s body. The electrodes allow the hardware to send 
small amounts of electrical current (i.e. EMS) into the user’s body creating a 
small muscle contraction for each detected data leakage. The more severe the 
leakage, the stronger is the signal sent into the body. In other words, the 
user can feel a faint tickling sensation on his or her body for a non-critical 
leak, up to a stronger and more unpleasant electric stimulation of a muscle 
creating discomfort when a critical leak occurs.  
 
Figure 2: CeepyLeaks - Overall system architecture 
4 TESTING CREEPYLEAKS 
Initially we sought to test our device in an exploratory fashion, looking to 
answer questions such as what happens if users can sense and feel their 
personal data leaking from their mobile phones? How might people react and what 
sort of actions might they be willing to take? How might physical notifications 
be utilized to encourage the use of privacy enhancing technologies? As our 
initial findings largely replicated prior studies, we shifted strategy and 
adopted the demonstration approach. The patterns of engagement that emerged 
through the demo format lead us to explore the demo event itself as a 
participatory inquiry and dialogue tool. Below we present outcomes from both 
individual testing and the demos. 
4.1 Individual testing 
Our initial tests involved two small qualitative studies. 
Study 1: we recruited four student-participants who were frequent mobile 
phone users (they used their mobile phone for more than one hour per day). We 
conducted a pre-interview exploring their perceptions of data, privacy and data 
leakage on mobile devices. They then installed ANTMonitor on their smart phone. 
We debriefed them after they used the app for three days. We then asked 
participants to browse different apps on their smartphone, including games, 
weather and shopping apps and TV-guides, for about 15-20 minutes while attached 
to the CreepyLeaks system. Participants found the ANTMonitor system by itself 
frustrating and too uninformative. They were curious about the CreepyLeaks 
addition and found it creepy but not actionable.  
Study 2: three university students were first interviewed about their privacy 
attitudes and understanding of data leakage. They were then equipped with 
CreepyLeaks for two hours and asked to use their mobile phone as they would 
normally while at the university. We conducted a follow-up interview with each 
participant. While all participants found the experience entertaining, they 
stopped paying attention to the EMS signal relatively quickly and two 
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eventually turned it off after an hour because they found it annoying. One 
participant commented that he realized he did not actually want to be reminded 
just how frequently data leaks off his mobile phone even though he was 
interested in the topic of privacy and was intending to study information 
security.  
These studies focused on user’s understanding of data leakage from mobile 
phone use. Participants experienced data leakage individually as they used 
different apps on their devices through the on-body notification provided by 
EMS via the CreepyLeaks system. Predictably, the people that tried CreepyLeaks 
found the experience uncomfortable but not strongly motivating towards changing 
their mobile phone usage patterns or their phone privacy settings. Although our 
study participants expected some apps to leak, they were surprised by which 
apps actually activated the system and by the amount of leakage. What started 
out as a curiosity for the study participants using CreepyLeaks often turned 
into an annoyance or at times even faded into the background. The structured 
experimental conditions of individual experiences with CreepyLeaks resembled 
many other efforts to build and deploy privacy enhancing technologies. We 
managed to create some ‘aha’-moments, but did not provide any viable or 
realistic tools for changing the status quo. CreepyLeaks, in short was going to 
be consigned to the graveyard of nice ideas that fail to help people cope with 
data leakage. While the two studies helped us better understand people’s 
perspectives on data leakage, we did not manage to reach a state of deeper 
reflection or behavioural change. We noticed a completely different pattern 
when the device was demoed to groups of people who could try it out in turn 
while discussing the process and the physical sensations with us and with each 
other. The staging and drama of the demo, the public and communal nature of the 
strange experience of feeling data through electricity, created curious 
conditions for discussion and debate. The demo format transformed CreepyLeaks 
into a kind of critical design engagement. 
4.2 The CreepyLeaks demo 
In early 2018 we were asked to develop CreepyLeaks as a demo for an event at 
our university. We installed ANTMonitor and our severity detection system on a 
basic 7-inch Android tablet and downloaded a range of apps to test for data 
leakage. We reduced ANTMonitor output to a small notification at the bottom of 
the screen, only stating what type of information had been leaked. Our goal was 
to mimic a typical tablet use scenario but with apps that tended leak data 
predictably and reliably. Although the vast majority of Android apps leak data 
[52,67], not all of them do so predictably. For example, we found that some 
game apps such as Angry Birds, do not leak while in use, but release a raft of 
data some minutes after the app is closed. A predictable leak can for example 
be every time the user performs a specific action like opening up a menu or 
swiping the screen. We selected four apps for our purposes: a weather app, the 
Danish National broadcasting network (DR) app, a local grocery coupon and 
shopping app and, finally, the children’s game Talking Tom app notorious for 
fairly egregious data leakage [15]. We developed a usage scenario where the 
user might want to check the weather and local news then perhaps check out 
relevant grocery coupons. Only then they might hand the tablet to their child 
to play with. The reason for this progression was that the Talking Tom app 
leaked so frequently that it would quickly overload our severity detection 
system, resulting in either system shut down or getting stuck with EMS signal 
on, and a constantly twitching muscle.  
The physical demo setup included two researchers positioned at a table with a 
CreepyLeaks device paired with an Android tablet running ANTMonitor. We also 
produced postcard-sized information handouts, kept available on the table for 
people to pick up and a roll-up placed next to us with information and images. 
On most occasions we were invited to do our demonstration at an external event 
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organized by someone else. Some events targeted the general public while others 
oriented towards a selected group (see Table 1). Often, people approached our 
table in smaller groups, 2-4 people, where one volunteered to test CreepyLeaks 
after either a brief presentation from one of the researchers or by observing 
prior visitors. Before allowing people to test the system, we made sure to ask 
health-related questions, as the use of EMS is dangerous for people with 
epilepsy or medical implants. If the use of EMS was not medically counter 
indicated, we placed electrodes on the visitor’s arm and activated the system. 
Participants were then asked to use the tablet and try out the four apps on the 
screen. In total, we conducted four demonstrations over the course of a year. 
Each event had a very different audience in terms of background, education, and 
age. Table 1 presents a summary of our demos in order of occurrence.  







Public 400+ VIPs, university students and 
faculty, press, general public 
Suburban community 
library 
Public 30-40 General public 
Military intelligence 
agency 
Private 80-100 Government employees 
UN City Event Semi-
public 
200-300 Employees and guests 
4.2.1 Demo 1: National Science Festival. 
The National Science Festival is an annual weeklong series of events organized 
by the Danish Ministry of Higher Education and Science. The goal of the event 
is to inspire interest and curiosity about science and technology in the 
general population and typically comprises over 700 different events across the 
country. In April of 2018, the IT University of Copenhagen was selected to host 
the grand opening of the Festival, attended by Her Royal Highness Crown 
Princess Mary, who is the Festival’s patron, along with the Danish Minister for 
Higher Education and Science. CreepyLeaks was pre-selected as one of several 
‘example demonstrations’ to be presented for the VIP guests and the media at 
the event. At our stand, the VIP guests and the press first got a short 
introduction to CreepyLeaks and the concept of mobile data leakage, and were 
then allowed to try out the system. Questions and discussions followed after 
they tried the system. Afterwards, the floor opened to other members of the 
audience, including high school and university students, researchers and 
members of the general public. For several hours, we talked with the curious 
audience and demonstrated the CreepyLeaks device, answered questions and 
explained the basic concepts behind data leakage. We soon noticed that people 
around us often started their own debates and discussions prompted by our demo. 
As researchers, we did not lead these discussions or even participate in many 
of them after the initial contextualization and system functionality 
presentation. The demo received a significant amount of publicity and media 
coverage, something that became important for the continuation of our work. 
4.2.2 Demo 2: Ballerup library. 
The media coverage of our initial demo at the national Science Festival grand 
opening, lead to a host of invitations to bring CreepyLeaks to other locations. 
In the fall of 2018 we were invited to demo CreepyLeaks at the Ballerup public 
library. The small library, in a relatively well-to-do suburb on the outskirts 
of Copenhagen, was putting on an event about data security with an activist 
speaker and wanted us to join. We agreed to briefly present our demo at the 
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start of the event and then let the audience experience CreepyLeaks during the 
breaks. There were about 30-40 people in the audience, trending towards middle 
age and older, from all walks of life including engineers, teachers, 
hairdressers and senior citizens. During the break a few people cautiously 
approached our demo and at first only one agreed to try it out. The spectacle 
of the device produced excited commentary from the onlookers and quickly 
attracted a small crowd. Although only a few people dared to try the device, 
the discussion of the topics of data, security and digital infrastructures 
quickly grew animated among the audience, with people occasionally turning to 
us as researchers, asking to arbiter this or that disagreement, or provide 
information about “how this stuff actually works”. In many of the discussions 
we as researchers became spectators, or participated in the discussions on 
equal terms with the audience members rather than being moderators. The demo, 
providing a personal and embodied experience for the test-person as well as a 
spectacular and visceral experience for the audience, allowed people without 
deep technical knowledge to express and debate opinions (Figure 3). 
 
Figure 3: Demo audience and participants discuss data leakage. The two 
researchers listen in and answer questions rather than moderating the 
discussion (Photo provided by the Ballerup Library) 
4.2.3 Demo 3: National military intelligence agency. 
Although we were not aware at the time, one of the attendees at the Ballerup 
library event was a security associate at a large transnational NGO. A month 
later he contacted us about joining a data security event at the national 
military intelligence agency that he organized. The event involved several 
speakers addressing different aspects of computer and data security oriented 
towards a non-technical audience. It is our impression that most of the 
approximately 80-100 participants were employed by the national defence forces 
but in a range of positions from active duty (some attendees wore military 
fatigues and side arms) to management, research, administrative, and clerical 
duties. We briefly presented CreepyLeaks as speakers on stage and invited the 
audience to try out our system during the break. As people tried out the 
device, we paid attention to the animated discussions that ensued. People began 
by debating whether it was possible (or even necessary) for individuals to 
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protect themselves from data leakage but then pivoted towards what might be 
achieved with a more organized regulatory response.  
4.2.4 Demo 4: UN City Denmark. 
For our final demo, we were invited to UN City - the Danish UN headquarters in 
Copenhagen for another data security event oriented towards a broader audience. 
As part of the event we first presented our work on the event main stage and 
then invited people to try out CreepyLeaks after the talks, via a booth located 
in the main lobby area of the UN City building. What stood out at this event is 
that people often came in small groups that knew each other very well. Groups 
of colleagues passed by our booth to learn more about CreepyLeaks and to try 
out the system first-hand. Often one person in the group was more eager to try 
the system with their co-workers looking on. The dynamics were slightly 
different as it was a bit of fun to see colleagues experience EMS and 
temporarily loose control of the arm as the muscles responded to the detected 
data leakage. Nevertheless, we observed many discussions and debates about data 
leakage, the infrastructures of digital data flows and the options available to 
regular people using these technologies. 
4.3 Reflections on the four demos 
Looking back, we found that the demos tended to unfold in a similar, two-stage 
fashion. This first part was comprised of a researcher-led activity with a 
scripted introduction where we explained CreepyLeaks and the data flows it was 
making visible and felt. We then invited the audience to try the device and 
fitted volunteers with the electrodes. The second part was non-scripted, where 
the people trying out CreepyLeaks and the immediate onlookers turned to each 
other to discuss and make sense of their experience, debating what data-leakage 
is and how to think about it. The researchers had a prominent role in the first 
part, but became incidental in the second part. We were there, consulted when a 
technical question came up, sometimes joining the discussion, but mainly 
remained onlookers to our audiences’ debates. 
In group situations CreepyLeaks performed a significantly different function 
than in the isolation of an individual experience. Here, the device, with its 
relatively inscrutable physical and screen-based notifications, motivated 
generative discussions about the meanings of leakage and what constituted right 
and wrong actions in response. People debated whether leaking an AdvertisingID 
mattered, why for example the Danish Radio app would leak such data when it has 
no use for advertising revenue, the logical conclusions of bad programming and 
current structures of existing SDK libraries, the privacy innovations 
introduced by Apple and many other topics. Discussions always started with 
expressions of discomfort - “this is scary” was one of the most common initial 
responses. Over time, the discussions became more exploratory and curious, 
trying to better understand the infrastructures of data that underlie the 
mundane functions of their mobile devices. People asked what they could do in 
response, but then ended up debating what mattered and what could be 
overlooked. The CreepyLeaks demo made data leakage a physical and more concrete 
experience, thus creating a space for discussions where people debated norms 
and the sense of right and wrong with respect to mobile technologies.  
In this way the Demo, when properly configured and performed, thread the 
needle between the spectacular and the individual, offering a space for 
participatory speculation. In this context participatory speculation was made 
possible by the demo format, the particular interactive modalities of the 
CreepyLeaks prototype including its use of the spectacular and of public 
discomfort through EMS, and the sensitive yet difficult to understand topic of 
data privacy. While the CreepyLeaks demo in many ways aligns with Mollons and 
Gentes in how critical design may triggering questions, discussions and debates 
[46], the CreepyLeaks demonstration downplays the role of the designer and even 
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shifts the artefact in the background. Instead, we found ourselves creating 
conditions for audience-members to discuss and debate among themselves, 
engaging in participatory speculation about technology, privacy, and data 
leakage. Interestingly, while we as researchers could observe the speculations, 
to a large degree the discussions were by, and consequently for, the 
participants themselves.  
5 DISCUSSION 
CreepyLeaks was developed as a provocative technology intended to challenge 
accepted ideas about privacy and data by making the invisible data flows not 
only visible but also felt through the body. While our initial user testing 
demonstrated all the same failings of similar prior projects, we found that the 
demo format for this kind of technology offered interesting opportunities not 
only for rethinking the design of privacy enhancing technologies but also for 
engaging people in reasoned discussions about this topic. In the discussion 
below we challenge the overarching focus on the object of design in HCI that 
tends to overlook the importance of engagement and debate about technology that 
the demo makes possible and consider what opportunities this might offer for 
convening participatory speculation about technological futures with non-
technical audiences.  
5.1 Communal sense-making of data leakage 
PETs tend to be oriented towards individual and private experiences. After all, 
the goal is to empower individual decision-making about personal data 
disclosure. The technical privacy community tends to be focused on personal 
secrets as a basic concern, thus any reflection or nudging is done in the 
intimate space of an individual interacting with technology. The focus on 
privacy may even preclude storytelling and recounting as decisions about 
whether to disclose data can be seen as value-laden and highly personal. The 
focus on empowering the user and providing endless choices in disclosure can 
also create interactions with the application that are repetitive and boring. 
As a result, many privacy technologies do not lend themselves well to a demo 
experience because they tend to preclude a sense of drama and performance by 
design.  
The original idea that drove the design of CreepyLeaks only intended to 
create a different channel for making people aware of data leakage from their 
personal mobile devices. Even when creating a demo version we focused on 
mimicking as closely as possible a prototypical individual experience with a 
mobile device. Although individual experience remained at the centre of our 
demo spectacle, the unusual embodied nature of the interaction, when made 
public, offered itself as a topic of discussion that also included the 
onlookers. The EMS was a little bit threatening in its promise of discomfort 
and it required some courage to try out CreepyLeaks.  
The abstraction of data flows made visible by CreepyLeaks is by nature 
difficult to illustrate, and EMS should not be seen as the only possibility. 
The muscle stimulation became an embodied feeling for the complexity of the 
software infrastructures that underpin our use of technology. The view 
ANTMonitor provided on the screen was still very limited. A little bit of text 
informing the user that an application sent out a particular bit of information 
was just a peep-hole into the reality of software infrastructures, but that 
view was still more than is typically available to an average user. The visible 
fact of leakage is not one that can be controlled or managed by the user 
because we did not make that aspect of the ANTMonitor interface available. 
Arguably, it is also not the result of user actions, since they did not make 
the decision to install the apps they have been asked to launch on the screen. 
They couldn’t have known better and the CreepyLeaks view of data leakage is 
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impossible to know without the software and impossible to feel without the 
device. Disconnected from the pressing demand to make a personal decision about 
whether to limit or prevent this disclosure, because this was not their own 
device, our participants instead were left free to puzzle over the fact of the 
data leakage and to recount the experience to immediate onlookers. Curiously, 
in the narrative of the data leakage experience, the discomfort caused by the 
EMS was quickly discarded in favour of making sense of the data leakage itself 
and debating its purpose and possibilities.  
The discussions we observed during the demo made us realize that getting 
people to think more deeply about privacy and data can be more involved in 
communal rather than individual contexts – group discussions about personal 
data and privacy may just be more effective than individual reflections or at 
least just as important. There is value to communal sense making precisely 
because privacy, data and leakage are abstract and rely on invisible 
infrastructures.  
5.2 Demo as a site of debate 
The demo is not only a performance of a new technology although it often starts 
with that. We argue that the demo also offers an opportunity to the audience to 
question and engage with each other not just about the object being presented 
but also about the broader ideas underlying the presented technology. Rather 
than merely a presentation stage, the demo can become a site of politics, a 
potential site for discussion, reflection, mutual learning and communal 
experience especially for topics that are often difficult to grasp, setting it 
apart from the “demo or die” kinds of expectations. 
In our case, while there is a lot of public anxiety about information privacy 
and security, what these terms actually mean in practice is often difficult to 
understand. This is in part due to the very abstract nature of concepts such as 
data and data flows. What does “data leakage” actually mean in practical terms? 
How might we create conditions for developing a shared understanding and for 
negotiating opinions on what is actually happening? Our demo was not intended 
to be about inspiring the audience to think positively about this or that 
design or functionality. Neither was it focused on imagining other futures or 
realities. Grounded in deeply mundane technology interactions and very everyday 
realities, we found our demo to offer an opportunity to develop a shared idea 
of concepts and problems that are difficult to grasp individually. The demo of 
CreepyLeaks was effective because it happened to connect to current debates in 
society, the general sense of unease with data and its invisible flows within 
everyday digital systems. Where there is a desire to discuss and debate these 
issues, there is also a lack of knowledge, understanding and tools for gaining 
some insight into the workings of what generally appears to be ethereal and 
unreal. Our demo provided some language and insight into the kinds of problems 
that could be attended to. 
Of course we designed the demo, ascribed a lot of meanings and structured the 
kinds of speculation or at least the topics and reaction of the discussions 
that can happen in this context. Yet, we were never in full control of the 
context – always invited to other people’s events and engaging their audiences. 
CreepyLeaks had to fit in with someone else’s structure and narrative that, in 
our case and somewhat predictably, always focused on data and security for a 
lay audience. In two of the demos one of the speakers was a 
magician/illusionist that demonstrated how human attention can be manipulated 
and read for nefarious purposes such as plain thievery where wallets were 
artfully removed from pockets and credit cards out of wallets that remained in 
pockets.  
While our audiences were already primed to think about security in different 
ways, few of the discussions centred on anything beyond maintaining personal 
vigilance or espousing abstract ideas about the importance of privacy and 
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government over-reach through surveillance programs. Our demo offered an 
opportunity for collective sense making in an area where there is typically an 
emphasis on personal responsibility. Our setup ensured that the data leakage 
was not the fault of the user, but a glimpse into the hidden data 
infrastructures. This gave people something concrete to debate and a potential 
focus for seeking how to address the problems they discovered without the 
attendant guilt of not reading end-user license agreements. In this process we 
as the researchers, while remaining important for providing explanations about 
how our device worked and suggestions for how to interpret the output on the 
screen, faded into the background as debates left the particulars of the device 
and turned towards the collective speculation about what could be done.  
We realize that the demo is not something that can be done at scale, but 
perhaps scale is not what is important sometimes. What is the value of 
inspiring debate in a few dozen people at a time? As researchers we do not have 
time to do such demos frequently and we are not rewarded for it. Why should we 
worry about the demo if it is mostly a box-checking exercise and shouldn’t we 
just let it be that? Our point is not that every demo must focus on creating 
conditions for participatory speculation in lieu of traditional goals of 
demonstrating, inspiring and informing. Rather, we argue that many demos 
already have the potential to enable such audience participation. This requires 
openness and attention from the researchers rather than specific effort. As a 
side benefit, such a demo can be conceptualized as a research inquiry where the 
audience reactions can provide useful and potentially productive data for 
improving technologies. There is an opportunity in demos to collect data as the 
event can act as a kind of research probe. Clearly, this sort of reframing of 
the demo may work for some types of technology and research orientations and 
not for others. While our paper has identified the link between demos and 
participatory speculation, more work is needed to further generalize our 
experiences of demos as a place for debate and participatory speculation. 
5.3 Creating conditions for participatory speculation 
Perhaps in this time of COVID-19 an argument for in-person group demo 
experiences seems strange. Yet even in the time social isolation, or perhaps 
especially in the time of social isolation we must not lose sight of the 
importance of collective sense making and group debate as core ingredients for 
collective action. The addition of spectacle to even the most personal and 
private technology use puts such experiences into a public space, generative of 
conversation and creating opportunities for intervention. We do not speculate 
on what does or could potentially happen after the demo is completed. Our 
purpose here is to point to the role demos can and often do play as enactments 
of politics. We see demos as an interesting platform to further investigate for 
collaborative design and participatory speculations. 
The pace of technological change and the mounting evidence make it 
increasingly more difficult to dismiss the idea that engaging in technology 
development is essentially equivalent to shaping humanity [1,29]. The power 
inherent in the act of developing and deploying technologies must be 
acknowledged, tempered and carefully deployed rather than ignored as it has 
often been until now. Much research and debate in design acknowledges the 
normativity of design practices and explores the political intentions and 
possibilities of design in changing minds and triggering conversation 
[19,21,23,51]. Yet in this space too, the designer and the design often become 
separated where the design operates on its own. In bringing the demo into the 
process of engagement, CreepyLeaks begins as a traditional mode of witnessing 
but then is allowed to turn into a space for debate and discussion 
deliberately, making the roles of the designers or the researcher inalienable 
from the design, the demo and the purposefulness of such intervention.  
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Even as questions of accountability and responsibility become more prominent 
they remain with no easy answers. In thinking of technology as experience the 
idea of recounting must move from being yet another stage, perhaps with an 
interpersonal component and take centre stage. Recounting after all is key to 
thinking through experience and sense making in technology and its dialogic 
aspect is central to understanding how and why to react especially in contexts 
where the right and wrong are not clear. In creating demonstrations for new 
technologies, “we are not designing computers, nor can we design interactions. 
What we seem to be doing is creating configurations that enact certain 
phenomena.” [29:12].  
McCarthy and Wright point to the fact that even “fairly straightforward 
artifacts” [45:195] can be demonstrated and presented for interaction in such a 
way that they leave room for interpretation and create possibilities for 
communal and thus dialogic experience or, in Fraueberger’s terms, 
“participatory speculation”. Not every demo must turn to politics, but every 
demo ought to be ready for the possibility of creating conditions for the 
audiences to reason about technology and its futures generatively, critically 
and communally. 
6 CONCLUSION 
The CreepyLeaks demo made the moment of data leakage in the course of 
technology use an uncomfortable, punitive experience, in an attempt to make 
data and its leakage material experiences rather than abstract notions. Our 
work points to a broader potential of the demo format more generally as an 
opportunity to convene critical debates about technology and its various 
futures. By offering a glimpse into the material realities of digital 
infrastructures to a lay, non-technical audience, the demo opened a space for 
discussion and communal sense-making shifting towards participatory 
speculation. In this approach to the use of demos for participatory speculation 
we as researchers, and even the demonstrated technology moves in the background 
while the intra-participant conversations are foregrounded. People need a 
glimpse into these infrastructures but they also need others to help them make 
sense of this new information. Perhaps such communal and group debates can be 
an antidote to the problems of learned helplessness and digital resignation. 
The paper is based on our subjective understanding of the depict demo events 
and we recognize that more work is needed to unfold the demo as a method of 
inquiry and as a space for participatory speculation. The demo is an 
opportunity to not only shape immediate experience with a new or imagined 
technology, but it can also be a site of participatory speculation about 
technological futures that will shape the society to come. The question remains 
whether a less political and less value-laden design can spark interesting 
debates and discussions with speculations for visions of the future. Can this 
be done and should it be done?  
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