Recall that (M, g, f ), a triple consisting of a manifold M , a Riemannian metric g and a smooth function f , is called a gradient Ricci soliton if the Ricci curvature and the Hessian of f satisfy:
Here in fact in Theorem 1.2 we extend a comparison theorem of [AC3] on the modulus of continuity to manifolds with lower bound on the Bakry-Emery Ricci tensor. This new result gives sharp modulus of continuity comparison between the solution to ∂ ∂t − ∆ f and the corresponding sup-soultion to a heat equation on a certain interval. This implies the eigenvalue comparison result of Bakry-Qian, Theorem 1.1, since first eigenvalue determines the rate of convergence to equilibrium. As in [FS] applying to the soliton setting, this implies a lower diameter estimate for nontrivial gradient shrinking solitons (which improves [FS] ). We remark here that the eigenvalue estimate we obtain is sharp for (M, g, f ) satisfying the Bakry-Emery-Ricci lower bound Rc ij +f ij ≥ ag ij , but presumably is not so for Ricci solitons where the Bakry-Emery-Ricci tensor is constant, and so we expect that our diameter bound is also not sharp. We discuss the sharpness of the eigenvalue inequality in Section 2.
Before we state the result, we define a corresponding 1-dimensional eigenvalue problem. On 
t). Then φ(s, t) is a modulus of the continuity of v(x, t) for all t > 0.
Proof. The proof of Theorem 1.2 is a modification of the argument of Theorem 2.1 in [AC3] . Precisely, consider
It suffices to show that O ϵ ≤ 0 for any ϵ > 0. The proof of this claim is via reductio ad absurdum. Assume that there exists (x 0 , y 0 , t 0 ) such that O ϵ (·, ·, t) = 0 for the first time.
Namely O ϵ (x, y, t) achieves its maximum over Ω × Ω × [0, t 0 ] at (x 0 , y 0 , t 0 ). The strictly convexity, the Neumann boundary condition satisfied by v (x, t) , and the positivity of φ ′ rule out the possibility that the maximum can be attained at (x 0 , y 0 ) ∈ ∂(Ω × Ω). For the interior pair (x 0 , y 0 ) where the maximum of O is attained, pick a frame {e i } as before at x 0 and parallel translate it along a minimizing geodesic γ(s)
Here we have used the first variation ∇O(·, ·, t 0 ) = 0 at (x 0 , y 0 ) which implies the identities
Now choose the variational vector field V i (s) = e i (s), the parallel transport of e i along γ(s), the second variation computation gives that
Here we have used d = r(x, y) and s = r(x,y) 2 . This contradicts with that at (x 0 , y 0 , t 0 ) since it is the first time O(x, y, t) = 0, ∂O ∂t (x0,y0,t0) ≥ 0,
The above argument works well as long as (x 0 , y 0 ) is not conjugate to each other along the minimizing geodesic γ(s) since we need this condition in establishing (1.3). For the case (x 0 , y 0 ) is a pair of points conjugate to each other, we can evoke a trick similar to the one of Calabi to work through the argument. Let e i (s), with 1 ≤ i ≤ n − 1 and 0 ≤ s ≤ d, be the parallel transport of e i along a minimizing geodesic γ(s)
Then in view of the monotonicity of φ(s, t) in s,
In the previous computation if we replace O by O, we can still apply the maximum principle to get a contradiction verbatim.
To prove Theorem 1.1, letω(s) be the first non-constant eigenfunction for L a , which can be chosen to be positive on (0, D 2 ). To apply Theorem 1.2 as in [N] we considerω
is an odd function (by adding an eigenfunction ψ(s) with ψ(−s) one can always obtain one), we do have φ(0, t) = 0. The possibility of choosing (ω
] can be proved as follows. By the uniqueness, we have that (ω 
Sharpness of the lower bound
In this section we show that (for n ≥ 3 for any a or for n ≥ 2 for a ≤ 0) the lower boundλ 1 ≥λ a given in Theorem 1.1 is sharp: Precisely, for each ε > 0 we construct a Bakry-Emery manifold (M, g, f ) with diameter D andλ 1 <λ a,D + ε.
We will construct a smooth manifold M which is approximately a thin cylinder with hemispherical caps at each end. Let γ be the curve in R 2 with curvature k given as function of arc length as follows for suitably small positive r and δ > 0 small compared to r:
] , extended to be even under reflection in both s = 0 and s = D/2. This corresponds to a pair of line segments parallel to the x axis, capped by semicircles of radius r and smoothed at the joins. We write the corresponding embedding (x(s), y(s)). Here φ is a smooth nonincreasing function with φ(s) = 1 for s ≤ −1, φ(s) = 0 for s ≥ 1, and satisfying φ(s) + φ(−s) = 1. We choose the point corresponding to s = 0 to have y(0) = 0 and y ′ (0) = 1. The manifold M will then be the hypersurface of rotation in in the s direction, and k
in the orthogonal directions. We can also compute the eigenvalues of the Hessian of f : The curves of fixed z in M are geodesics parametrized by s, the the Hessian in this direction is just f ′′ as given above. Since f depends only on s we also have that ∇ 2 f (∂ s , e i ) = 0 for e i tangent to S n−1 , and ∇ 2 f (e i , e j ) =
] , as δ approaches zero. This gives the following expressions for the Bakry-Emery Ricci tensor
and
while Rc f (∂ s , e) = 0, for any unit vector e tangent to S n−1 . In particular we have Rc f ≥ ag for sufficiently small r and δ for any a ∈ R if n ≥ 3, and for a < 0 if n = 2. Note also that the diameter of the manifold M is D (1 + o(δ) ).
Having constructed the manifold M , we now prove that for this example the first nontrivial eigenvalueλ 1 of ∆ f can be made as close as desired toλ a,D by choosing r and δ small. Theorem 1.1 gives the upper boundλ 1 ≥λ a,D(1+o(δ) ) =λ a,D + o(δ). To prove an upper bound we can simply find a suitable test function to substitute into the Rayleigh quotient which definesλ 1 : We set 
It follows thatλ 1 →λ a,D as r and δ approach zero, proving the sharpness of the lower bound in Theorem 1.1. 
The following result and its consequence improve the main results of [FS] . It applies to a compact Riemannian manifold (M, g) satisfying Rc ≥ (n − 1)K for some K > 0, and concludes that λ 1 (M ) ≥ n−1
D 2 holds with D being the diameter of the manifold M . This improves earlier works of [L] , [Y] , etc. 
. Namely the first one normalizes the a. with w vanishing on the boundary. By Corollary 6.4 of [N] we have that
For the operator
Combining them together we have thatλ 2,D ≥ 1 + 
For the harmonic oscillator
Note that the functional is increasing and concave in b. Hence we have that
is a nontrivial (namely with nonconstant f ) gradient shrinking soliton satisfying (1.1) with a > 0. Then
Proof. The result follows from the above lower estimate on the first Neumann eigenvalue, applying to the case that Ω = M , and the observation, Lemma 2.1 of [FS] , that 2a is an eigenvalue of the operator ∆ − ⟨∇f, ∇(·)⟩.
This result clearly is not sharp. See [BL] for a related upper bound on the diameter. A better eigenvalue lower bound (and hence a better diameter lower bound) will follow from a better understanding of the first Dirichlet eigenvalue of the harmonic oscillator. We investigate this in the next section.
The harmonic oscillator on bounded symmetric intervals
In this section we will investigate the sharp lower bound given by the eigenvalue of the one-dimensional harmonic oscillator on a bounded symmetric interval: Recall from section 3 that the first Neumann eigenvalueλ 2,D is equal toλ 1,D + 1, whereλ b,D is defined by the existence of a solution of the eigenvalue problem
The solution of the ordinary differential equation w ′′ − s 2 w + λw = 0 (with w ′ (0) = 0), which is also called Weber's equation, can be written in terms of confluent hypergeometric functions: We have 
The solution for b = 0 is of course given by u(s) = cos(s). The perturbation expansion produces a solution of the form
This expansion is unique provided we specify that u is even, α 0,0 = 1, β 0,1 = 0, and α k,0 = β k,0 = 0 for k > 0. The first few terms in the expansion for λ are given byλ We note that there is also a useful lower bound forλ b,π , which we can arrive at as follows:
2 /2 . Therefore we also havê
This translates to an estimate for the drift eigenvalueλ a,π appearing in Theorem 1. We note that the sharp diameter bound (given by the value of a where the dotted line λ = 2a intersects with the solid curve in Figure 2 ) is not dramatically different from the one given in Corollary 3.1 (where the dotted line intersects the dashed line λ = 1 + a/2). Since the eigenvalue estimateλ 1 ≥λ a,D appears from the examples in section 2 to be sharp only in situations which are far from gradient solitons, we expect that neither of these diameter bounds is close to the sharp lower diameter bound for a nontrivial gradient Ricci soliton. 
