Abstract. The finite element discretization of the incompressible steady
INTRODUCTION
We consider the simulation of steady incompressible fluid flow governed by NavierStokes equations using the stabilized finite element formulation proposed by Tezduyar (1992) . This formulation allows that equal-order-interpolation velocity-pressure elements are employed, circumventing the Babuska-Brezzi stability condition by introducing two stabilization terms. The first term is the Streamline Upwind Petrov-Galerkin presented by Brooks & Hughes (1982) and the other one is the Pressure Stabilizing Petrov Galerkin stabilization proposed initially by Hughes et al (1986) for Stokes flows and generalized by Tezduyar et al (1992) to finite Reynolds number flows.
It is known that, when discretized, the incompressible Navier-Stokes equations gives rise to a system of nonlinear algebraic equations due the presence of convective terms in momentum equation. Among several strategies to solve nonlinear problems the Newton's methods is attractive because it converges rapidly from any sufficient good initial guess (Dembo et al, 1982) . However, the implementation of Newton's method involves some special considerations. Determining steps of Newton's method requires the solution of linear systems at each stage and exact solutions can be too expensive if the number of unknowns is large and may not be justified when the solution is far. Therefore, it seems reasonable to use an iterative method and to solve these linear systems only approximately. The inexact Newton method associated with a proper iterative Krylov solver, presents an appropriated framework to solve nonlinear systems, offering a tradeoff between the accuracy and the amount of computational effort spent per iteration.
In this work, we evaluate the effectiveness of some Newton-type methods dealing with problems involving steady incompressible fluid flows. We also investigate the influence of a numerical approximate Jacobian introduced by Tezduyar (1999) . The Krylov subspace iterative driver of the Newton-type algorithms is GMRES. The test problems are the well known driven cavity flow and flow over a backward facing step.
The present paper is organized as follows: Section 2 presents the governing equations and SUPG/PSPG finite element formulation used to discretize the incompressible steady Navier-Stokes equations. Section 3 presents the Newton-type schemes implemented. The problem tests are presented in Section 4. Finally, some conclusions are shown in Section 5.
GOVERNING EQUATIONS AND FINITE ELEMENT FORMULATION
Let sd n Ω ⊂ be the spatial domain, where n sd is the number of space dimensions. Let denote the boundary of . We consider the following velocity-pressure formulation of the Navier-Stokes equations governing steady incompressible flows:
where ρ and u are the density and velocity, and σ is the stress tensor given as
Here, p and µ are the pressure and dynamic viscosity, and I is the identity tensor.
The essential and natural boundary conditions associated with Eq. (1) and (2) are represented as
Let us assume following Tezduyar (1992) 
In the above equation the first four integrals on the left hand side represent terms that appear in the standard Galerkin formulation of the problem (1)-(6), while the remaining integral expressions represent the additional terms which arise in the stabilized finite element formulation of the problem. Note that the stabilization terms are evaluated as the sums of element-wise integral expressions. The first summation corresponds to the SUPG (Streamline Upwind Petrov/Galerkin) term and the second correspond to the PSPG (Pressure Stabilization Petrov/Galerkin) term. We have calculated the stabilization parameters as follows:
Here is the local velocity vector, h u ν represent the kinematic viscosity and the "element length" , is defined to be equal to the diameter of the circle which is areaequivalent to the element.
# h
The spatial discretization of Eq. (7) leads to the following set of non-linear ordinary differential equations: ( )
F x
For Reynolds numbers much greater than unity, the nonlinear character of the equations becomes dominant, making the choice of the solution algorithm, especially with respect to its convergence and efficiency, a key issue. The search for a suitable nonlinear solution method is complicated by the existence of several procedures and their variants. In the following section we presented the nonlinear solution strategies based on the Newton-type methods which were evaluated in this work.
NONLINEAR SOLUTION PROCEDURES
Consider the nonlinear problem arising from the discretization of the fluid flow equations described by Eq. (10). We assume that is continuously differentiable in . The Newton's method consists in a classical algorithm for solving Eq. (10) and can be enunciated as: given an initial guess , we compute a sequence of steps and iterates as follows:
Newton's method is attractive because it converges rapidly from any sufficiently good initial guess (see Dembo et al, 1982) . However, one drawback of Newton's method is having to solve the Newton equations (11) at each stage. Computing the exact solution using a direct method can be expensive if the number of unknowns is large and may not be justified when is far from a solution. Thus, one might prefer to compute some approximate solution, leading to the following algorithm:
, where • is a norm of choice. This formulation naturally allows the use of an iterative linear algebra method: one first chooses k η and then applies the iterative solver to (11) until a is determined for which the residual norm satisfies (12).
In this context k η is often called a forcing term, since its role is to force the residual of (11) to be suitably small. This term can be specified in several ways (see, Eisenstat & Walker, 1996) to enhance efficiency and convergence and will be treated in section 3.1. In our implementation we have used the nodal block-diagonal preconditioned GMRES(m) method to solve the Newton equations (11), where m represent the number of basis vector used by GMRES algorithm (Saad, 1996) . A particularly simple scheme for solving the nonlinear system of equations (10) is a fixed point iteration procedure known as successive iteration (also known as Picard iteration, functional iteration or successive substitution). Note in the algorithms above, if we do not build the matrix Jacobian in Eqs. (11) and (12) and the solution of previous iterations were reused, we could have a successive iteration (SI) method, thus, the Eqs. (11) and (12) could be rewritten to form SI and ISI algorithm respectively as:
and
In this work, we have evaluated the efficiency of Newton and successive iteration methods in the inexact and "classical" versions.
Forcing term
We have implemented the forcing term as a variation of the choice from Eisenstat & Walker (1996) that tends to minimize oversolving while giving fast asymptotic convergence to a solution of (10). Oversolving means that the linear equation for the Newton step is solved to a precision far beyond what is needed to correct the nonlinear iteration. Kelley (1995) have considered the following measure of the degree to which the nonlinear iteration approximates the solution,
where
, is a parameter. In order to specify the choice at and bound the sequence away from 1 we set
Here the parameter η max is an upper limit on the sequence { } η k . We have chosen γ = 0 9
. according to Eisenstat & Walker (1996) and adopted η = 0 9 0 5 0 1 max . , . , .
arbitrarily in our tests.
It may happen that η b k is small for one or more iterations while is still far from the solution. A method of safeguarding was suggested in Eisenstat & Walker (1996) to avoid volatile decreases in
is sufficiently large we do not let η k decrease by much more than a factor of η −1
The constant 0.1 is arbitrary. According to Kelley (1995) this safeguarding does improve the performance of the iteration.
There is a chance that the final iterate will reduce F far beyond the desired level and that the cost of the solution of the linear equation for the last step will be more accurate that is really needed. This oversolving in the final step can be controlled comparing the norm of the current nonlinear residual to the nonlinear norm at which the iteration would terminate τ τ = 0 NL res F (18) and bounding η k by a constant multiple of
We have used the choice proposed by Kelley (1995) 
where τ NL represent the nonlinear tolerance.
Jacobian matrix evaluation
To form the Jacobian required by Newton-type methods we have used the numerical evaluation proposed by Tezduyar (1999) . Thus, consider the following expansion,
where high order terms are discarded. Applying Eq. (20) to the convective matrix we obtain:
Here the integral symbols were omitted to simplify the notation. Note that the first term in the right hand side of Eq. (21) represents the residual vector and the second and third terms belongs to the numerical derivative of the Galerkin convective matrix.
TEST PROBLEMS
In this section we present the results obtained with the formulation described on the previous sections applied to two classical CFD problems. The first example consists on the lid driven cavity flow and the second is the flow over a backward facing step. For all examples we have tested the nonlinear algorithms proposed at Reynolds numbers 100, 500 and 1000.
The numerical procedure considers a coupled u-p version for the stabilized formulation using linear triangular elements. The matrix-vector products were evaluated element-by-element (EBE) and the computations were performed until the maximum residual and relative error decreased 3 orders of magnitude.
All computations has been performed on the Infoserver Itautec PC Cluster (16 nodes dual Intel Pentium 1 Ghz, Intel Fortran compiler and platform Red Hat Linux) located at Center for Parallel Computations of the COPPE/UFRJ.
Lid driven cavity flow
The two-dimensional flow in a driven cavity which the top wall moves with a uniform velocity has been used rather extensively as a validation test case by many authors in the last years (see, Ghia et al, 1982) . In this problem the Reynolds number is based on the size of the cavity, the velocity of the flow on the lid and fluid viscosity. The problem domain and mesh with 1681 nodes and 3200 elements are presented in Figs. 1a and 1b respectively. Table 1 shows the results with the tests of different strategies to solve the lid driven cavity flow at Reynolds number 100, 500 and 1000. In all tests we employed GMRES(45) to solve the linear problem with nodal block diagonal preconditioning. For the classical Newton-type method was adopted 10 -6 as the linear solver tolerance. For inexact nonlinear methods we have tested 0.1, 0.5 and 0.9 as the maximum linear tolerance η max . For each We can see in Table 1 that although the classical SI method requires less nonlinear iterations, it needed more linear iterations and thus, it is slower than inexact methods. Note that the Newton equation solution performed by the classical method appears as an important stage on the global process due its large number of linear iterations. We also observe that increasing the Reynolds number the solution process becomes more difficult. Table 2 presents a performance comparison between the Newton-type implementations described in previous sections. These Newton-type methods differs by the form on which the Jacobian matrix evaluation is performed in the linearized problem. In the ISI method the nonlinear derivatives are not evaluated during the solution process. In the inexact Newton method (IN) the approximated Jacobian matrix is built and evaluated by Eq. 21 from the beginning to the end of the nonlinear solution. We may also use a mixed solution strategy to circumvent some initialization problems observed in some problems. In this strategy we enable the approximate Jacobian evaluation after k successive iterations, thus this method will be labeled as k-ISI+NI. We have adopted arbitrarily in our tests and Table 2 shows that the inexact successive iteration method has executed more nonlinear iterations, however, these iterations spent less time at all Reynolds numbers. Note that the mixed methods (5-ISI+IN) also presented good performance, spending less nonlinear iterations than the other methods for Reynolds 500 and 1000; but it was slower than ISI method. We also note discrepancies between the pressure fields for IN cases at Reynolds numbers 500 and 1000. The bad performance presented in this problem by the inexact Newton method indicates some fragility in the numerical Jacobian evaluation employed. Figs 2a-c below show the residual decay per iteration for each strategy shown at Table 2 . 
Flow over a backward facing step
As a second example we consider the flow over a backward facing step, which also has become popular as a test problem for developing flow simulation codes. It consists of a fluid flowing in a straight channel which abruptly widens on one side. Numerical results obtained using a wide range of methods can be found in Gartling (1990) . When the fluid flows downstream it produces a recirculation zone on the lower channel wall, and for sufficiently high Reynolds it also produces a recirculation zone farther downstream on the upper wall. The finite element mesh with 1800 elements and 1021 nodes, boundary conditions and problem domain are present in Fig. 5a -b. Note that the Fig. 5a shows only the part of the computational domain that contains all the essential features. Here again, we observe that the inexact methods needed more nonlinear iterations. However, these iterations required less time. We note that the classical methods were more conservative, presenting less residual mass than the inexact methods. Observe that for Reynolds 1000, only the classical version was able to solve this problem for all variables. Table 4 shows the results obtained for the numerical Jacobian influence tests applied to the backward facing step problems. The tolerances and the other parameters were the same employed in the lid driven cavity flow problem. Table 4 shows that the methods based on numerical Jacobian evaluations needed less nonlinear iterations. However, these methods were less efficient, spending more time than successive iteration methods. Figures 6a-c present the residual decays for the backward facing step problems. We can see the vortex recirculation forming on the top wall at high Reynolds numbers problems. This behavior is characteristic on backward facing step simulations.
CONCLUSIONS
In this work we compare several Newton-type algorithms to solve nonlinear problems arising from the finite element solution of the steady incompressible Navier-Stokes equations. The finite element method employed here is based on stabilization methods using equal-order interpolation elements and the nonlinearities are treated by Newtontype methods. Preconditioned GMRES is used as linear iterative solver and the Jacobian matrix is implemented as a numerical approximation.
We concluded that inexact methods were faster than classical methods and although the Jacobian evaluation methods have obtained good convergence rates, they were slower than successive iteration methods for all tests. We also concluded that the nonlinear character imposed by the convective term of Navier-Stokes equations becomes worse increasing Reynolds numbers difficulty the solution process. The value of successive iterations (k=5) that we have adopted on mixed algorithm (k-ISI+NI) was sufficient to ensure convergent solutions. However, other values should be used to test the influence of this parameter in the algorithm behavior.
