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Abstract
In contrast to a single clause a pseudo-Boolean (PB) constraint is much more ex-
pressive and hence it is easier to define problems with the help of PB constraints.
But while PB constraints provide us with a high-level problem description, it has
been shown that solving PB constraints can be done faster with the help of a SAT
solver. To apply such a solver to a PB constraint we have to encode it with clauses
into conjunctive normal form (CNF). While we can find a basic encoding into CNF
which is equivalent to a given PB constraint, the solving time of a SAT solver signifi-
cantly depends on different properties of an encoding, e.g. the number of clauses or
if generalized arc consistency (GAC) is maintained during the search for a solution.
There are various PB encodings that try to optimize or balance these properties.
This thesis is about such encodings. For a better understanding of the research
field an overview about the state-of-the art encodings is given. The focus of the
overview is a simple but complete description of each encoding, such that any
reader could use, implement and extent them in his ownwork. In addition twonovel
encodings are presented: The Sequential Weight Counter (SWC) encoding and the
Binary Merger Encoding. While the SWC encoding provides a very simple structure
– it is listed in four lines – empirical evaluation showed its practical usefulness in
various applications. The Binary Merger encoding reduces the number of clauses
a PB encoding needs while having the important GAC property. To the best of our
knowledge currently no other encoding has a lower upper bound for the number
of clauses produced by a PB encoding with this property. This is an important im-
provement of the state-of-the art, since both GAC and a low number of clauses are
vital for an improved solving time of the SAT solver. The thesis also contributes to
the development of new applications for PB constraint encodings. The program-
ming library PBLib provides researchers with an open source implementation of
almost all PB encodings – including the encodings for the special cases at-most-
one and cardinality constraints.
The PBLib is also the foundation of the presented weighted MaxSAT solver op-
timax, the PBO solver pbsolver and the WBO, PBO and weighted MaxSAT solver
npSolver.
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Chapter 1
Introduction
Each problem that I solved became a rule which served afterwards
to solve other problems.
– René Descartes [31]
While Artificial Intelligence – for short AI – is a broadly investigated research field
since themid-twentieth century, it wasn’t part of our daily lives for quite a long time.
People only noticed AI in some science fiction movies like Stanley Kubricks motion
picture A Space Odyssee, 2001 or on special events, when mankind lost in another
field the superiority over the machines: In 1996 when Deep Blue won a chess game
against the reigning world chess champion Garry Kasparov and more recently – in
2016 – when the program AlphaGo beats Lee Sedol, one of the best Go players in
the world.
Today AI seems to be everywhere in our daily life. There is hardly any new tech-
nology or startup company that does not claim to use brand new features from the
promising field of AI. We are talking to an AI on our mobile phones using names like
Siri, Cortana or Alexa. We are driving with semi-automated cars and own various
smart devices: from a smart watch to a smart refrigerator.
Besides the research domains of natural language processing, learning, computer
vision and robotics, the wide field of AI includes the classic problems of knowledge
representation and reasoning. A research domain that helps to building a model of
parts of theworld and representing its inner rules. It provides uswith the necessary
methods and tools when it comes to solving complex problems. And to put the
aim of this thesis in very few and very simple words: This work is about solving
problems. Its about taking rather complex rules of a problem and reformulate them
with lots of basic rules. And these basic rules – while in great number – allow us an
efficient automatic solution by a computer program.
Wewill illustrate the kind of problemwe are interested in with the help of the well
known Sudoku puzzle. Sudokus reached an impressive popularity since around the
9
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7 6 3
2 3 6 9
9 1
7 5 1 6 8
1 4 5
9 8 4 1
5 1 9 8
5 1 8 3
2 8 5 7
Figure 1.1: A common Sudoku puzzle.
year 2005, whenmore andmore newspapers decided to print Sudokus among there
crossword puzzle pages. The rules are quite simple: Given a 9 × 9 grid, divided in
nine 3×3 subgrids. Each cell of the grid is either empty or preassigned to a number
between 1 and 9. To solve a Soduku every empty cell has to be filled with numbers
such that each row, column and subgrid contains exactly one number from 1 to 9.
Figure 1.1 shows an example of an Sudoku puzzle with its solution.
If a Sudoku is solved by a human being, most people will agree that this is a chal-
lenging and intelligent task. Someonemight even see the solving process as regular
brain training. On the other hand a normal Sudoku isn’t a hard problem for a com-
puter program at all. Due to the ongoing development in the field of microproces-
sors, we have access to impressively fast computers capable of executing hundreds
of billion instructions – each second. With this computational power it is possi-
ble to solve a Sudoku with a computer program in reasonable time by using only
a simple backtracking algorithm. Such a program systematically assigns numbers
to the empty cells – one after another – while constantly checking for violations to
the rules of the puzzle.
But if we generalize a Sudoku puzzle from a 9 × 9 grid to a n2 × n2 grid, the
problem gets rapidly harder to solve if we slowly increase n. This is called a com-
binatorial explosion. Which is a common property for most problems that we call
intractable. While we can specify a theoretical solution for such a problem, it is of-
ten only possible to solve a small finite fraction of all possible instantiations of these
problems. As for our Sudoku example, it is quite simple to come up with a program
that solves any Sudoku. For example the briefly described backtracking algorithm.
And while this program could solve a 9×9 Sudoku in a couple of seconds, we would
probably waste centuries if we apply this to a 256 × 256 Sudoku. And even if we
write a well designed and optimized program, there is a broad consensus among
researchers that this program still can’t solve an arbitrary sized Sudoku in reason-
able times. This is because it can be shown that in general solving a Sudoku puzzle
is NP-complete [67].
In the field of complexity theory we can classify problems in terms of how many
steps a computer would need to solve such a problem. One of these complexity
classes is the class of NP, where NP stands for nondeterministic polynomial time.
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Simply speaking a problem is within the class of NP if we can verify a given solution
to such a problem in relatively short time. Thats the case for our example prob-
lem the Sudoku puzzles: given a solution to a Sudoku with every cell assigned to a
number, we only have to check each number if it is unique in its row, column and
subgrid.
While the definition of NP includes also rather simple problems, like finding the
greatest common divisor for a given set of integers, the class of NP-complete prob-
lems is a subset of NP that includes all problems that are as hard as the hardest
NP problem. Where hard is again defined in the means of time steps a computer
would need to solve such a problem in general. More specifically each problem
that is NP-complete can be transformed into another NP-complete problem with
negligible effort. While it is still unknown if this is a proper subset, most scientists
expect this.
Given a problem that is NP-complete we can conclude two things: When we in-
crease the size of our problem (like the grid size of a Sudoku), we will eventually
reach a sizewherewe can not expect to find a solution in reasonable time, evenwith
a well designed and optimized computer program. On the other hand we know that
our problem is as hard as any other NP-complete problem and that we can trans-
form it to another NP-complete problem without making it significant harder.
Even if know that we can not solve a problem efficiently in general, we can try to
improve and tune our computer programs to push the boundary where the given
size of the problem becomes intractable further and further away. So far that we
overcome the point where we can only solve scientific toy problems and reach a
state where we can tackle industrial scale problems. A point where the solution
to a problem might improve the real world despite the fact that the problem is in-
tractable in general. And since we can transform any NP-complete problem to a
problem where we have already such an improved solution, we could focus on the
algorithms and programs for the solution of very few such hard problems instead
of trying to tackle each and every problem on its own.
One of these problems where researches all over the world have successfully im-
proved the solving techniques over the last decades is the satisfiability (SAT) prob-
lem. The SAT problem asks the question if a given propositional logic formula is
satisfiable. A propositional logic formula consists of a set of variables and a set of
truth functions. A variable can be assigned to either true or false and the truth
functions map one or two of these so called truth values to another truth value. To
simplify matters a propositional logic formula for the SAT problem typically con-
sists only of one unary truth function, the negation and two binary function, the
conjunction and the disjunction. Let a and b be variables then we denote a nega-
tion with ¬a. If a is true then ¬a is false and vice versa. A disjunction (a ∨ b) is true
if either a is true or b is true. Otherwise (a ∨ b) is false. The conjunction (a ∧ b) is
true if and only if both a and b are true. Since a truth function maps a truth value
to another truth value we can nest these functions to complex formulas:
((a ∨ b) ∧ a)
11
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7 6 3
2 3 6 9
9 1
7 5 1 6 8
1 4 5
9 8 4 1
5 1 9 8
5 1 8 3
2 8 5 7
□ □ □
Figure 1.2: A Sudoku puzzle with highlighted cells.
For convenience we generalize conjunctions and disjunctions to arbitrary arities.
Instead of
(((a ∨ b) ∨ ¬c) ∨ d)
we simple write
(a ∨ b ∨ ¬c ∨ d).
A generalized disjunction is also called a clause. We generalize the conjunction in
a similar fashion. To decide if a given propositional logic formula is satisfiable, we
have to find a variable assignment such that the entire formula is mapped to true. If
we find such an assignment the formula is satisfiable and unsatisfiable otherwise.
A computer program that solves the SAT problem for a given propositional logic
formula is called a SAT solver. A SAT solver normally requires such a formula to be
in a so called conjunctive normal form – for short CNF. A formula in CNF is a gen-
eralized conjunction of generalized disjunction. For example the following formula
is in CNF:
((a ∨ b ∨ c ∨ d) ∧ (¬b ∨ ¬c))
If we apply such a CNF formula to a SAT solver as an input, we will get as a result a
variable assignment that satisfies the input or – in case there doesn’t exist such an
assignment – the answer unsatisfiable.
On the one hand this way the SAT problem seems very limited, with only binary
variables and only three types of functions. On the other hand modern SAT solvers
are capable of solving a CNF formula with millions of variables and clauses. Many
applications benefit from the fast developments in the area of SAT solving. Most
notable are the application of SAT solvers to the area of planning [34, 51] and to
symbolic model checking [16].
In [27] we developed a SAT application for the periodic event scheduling problem
(PESP), which is NP-complete. Different scheduling problems like timetables for
railway networks and traffic light systems can be modeled as PESP. With the help
of our presented CNF translation for PESP we were able to outperform a state-of-
the-art PESP solver significantly.
However, the translation of arbitrary rules into CNF formula isn’t always straight-
forward. To illustrate this we will consider the example problem of Sudoku puzzles.
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Let vn(i,j) be a variable that is true if and only if the cell at position (i, j) is assignedwith
the number n, where (1, 1) denotes the bottom left corner and (9, 1) the bottom right
corner. In Figure 1.2 we can see three highlighted fields on position (4, 4), (6, 4) and
(8, 4). Considering the preassigned cells in this Sudoku, we find that the number
7 has to be assigned to one of these fields. We can express this with the following
formula in CNF: (v7(4,4) ∨ v7(6,4) ∨ v7(8,4))
To specify the rules of a Sudoku further, we have to add a rule which states that on
the position (4, 4), (6, 4) and (8, 4) the number 7 is only allowed to be assigned at
most once: ((¬v7(4,4) ∨ ¬v7(6,4)) ∧ (¬v7(4,4) ∨ ¬v7(8,4)) ∧ (¬v7(6,4) ∨ ¬v7(8,4)))
We call this kind of rule, where only one variable among a set of variables is allowed
to be true, a at-most-one constraint. With the help of clauses and the at-most-one
constraints we can define the complete rule set of a Sudoku puzzle: Each number
row, column and subgrid contains
• at least one number from 1 to 9 – we can express this with clauses – and
• at most one number from 1 to 9 – we can express this with at-most-one con-
straints.
To transform these at-most-one constraints into CNF we use so called encodings,
which are functions that take a specific constraint as input and result in a CNF as
output. After we have defined the rules of a Sudoku puzzle and the transformation
into CNF with the help of encodings, we can apply a SAT solver to the CNF formula.
From the result of the SAT solverwe can read out the solution to our original Sudoku
puzzle.
Instead of writing a computer program that solves a Sudoku puzzle, we simply
have to define the rules of the Sudoku and apply encodings to the at-most-one
constraints to get a CNF formula. Now we have successfully transformed one NP-
complete problem into another and can benefit from the existing highly optimized
SAT solvers.
The natural extension to an at-most-one constraint is an at-most-k constraint,
which defines that at most k variables are allowed to be true. While there exist
various encodings and applications for at-most-k constraint, this thesis is about
the encodings for another generalization of this class of constraints: The pseudo-
Boolean constraint – for short PB constraint. A PB constraint associates a weight to
each variable and these weights are activated if and only if the associated variable
is assigned to true. If the sum of all activated weights satisfies a given comparator
with respect to a constant, the PB constraint is satisfied and unsatisfied otherwise.
We denote a PB constraint with the following notion:
n∑
i=1
wi · vi ◁ k,
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where vi are variables and wi are the associated weights. The constant k is an inte-
ger and ◁ ∈ {=,≤, <,>,≥} is the comparator.
Besides the direct application of PB constraints for a problem definition, PB con-
straints are especially useful for optimization problems. In an optimization problem
the aim is not only to find a single solution to a given problem, the task is to find the
“best” solution. Where “best” is defined in terms of an optimization function. This
function typically includes competing optional subgoals. Each subgoal is associated
with a weight to express the importance of it. If a subgoal is reached if and only if a
specific variable is true, we can express a certain bound of the optimization function
with the help of a PB constraint. By applying these bounds incrementally until an
optimal solution is reached, we are capable of solving optimization problems with
a SAT solver as well. This has already been done for different optimization prob-
lems like PB optimization and the weighted maximum satisfiability problem. We
will address these problems in more detail during this work.
While we can use the encodings of PB constraints to define and solve various
problems with the help of a SAT solver, we have to look into the properties of such
an encoding itself. Besides all improvements in the field of SAT solving, the SAT
problem is still intractable in general. Therefore it is necessary to encode a PB
constraint such that the SAT solver is capable of solving it in reasonable time. On
the one hand it is important to reduce the resulting formula size in terms of the
number of clauses and variables, on the other handwewill define certain properties
that an encoding can have and which helps the SAT solver to speed up the solution
process significantly.
1.1 Thesis Outline and Contributions
We will now give the outline of this work and highlight the contributions of this
thesis.
Chapter 2 In this chapter we will give an introduction to the basic concepts of
propositional logic and the syntax and semantics of PB constraints. We will also
present some important special cases of PB constraints as well as the normal form
used throughout this work. The SAT problem is briefly described in Section 2.2 and
the definitions of PB encodings are discussed in section 2.3.
Chapter 3 Wewill present current state-of-the-art encodings for PB constraints in
this chapter, starting with a brief summery of each encoding. The following sec-
tions describe the encodings in detail: In Section 3.2 we describe Adder Networks
followed by Section 3.3, that presents the encoding of PB constraints with Sorting
Networks. Afterwards Section 3.4 is about the Polynomial Watchdog encoding. In
Section 3.5 we will explain the use of binary decision diagrams for the encoding of
PB constraints. Finally in Section 3.6 we will briefly mention the state-of-the-art
encodings for the related at-most-one and at-most-k constraints.
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1.1 Thesis Outline and Contributions
Chapter 4 We developed an own encoding for PB constraints called the Sequential
Weight Counter (SWC) encoding [29]. Compared to other PB encodings, the struc-
ture of the SWC encoding is simple and easy to understand. In contrast to its simple
nature we provide an experimental analysis that empirically verifies the practica-
bility of the new encoding. In addition, we show that a minor modification to the
SWC encoding can be used to handle PB constraints of the form ∑iwixi = k. In
doing so we benefit from a CNF formula with a reduced number of variables.
The chapter is based on the following paper:
Steffen Hölldobler, Norbert Manthey and Peter Steinke — “A compact encoding of
pseudo-Boolean constraints into SAT” [29]
Chapter 5 In this chapter we will introduce the Binary Merger [40] encoding. With
our encoding we answered an open question from Bailleux et al. [11], whether there
exists a more compact encoding of PB constraints that maintains generalized arc
consistency (GAC) – an important property of PB encodings. Let n be the num-
ber of variables in a PB constraint and let wmax be its maximum weight, then the
Binary Merger encoding requires only O(n2 · log2(n) · log(wmax)) clauses. Before
the publication of our encodings, the best known upper bound for the number
of clauses needed for the encoding of a PB constraint with the GAC property was
O(n3 · log(n) · log(wmax)) clauses. Hence we improved the state-of-the-art for the
encoding of PB constraints significantly.
The chapter is based on the following paper:
Norbert Manthey, Tobias Philipp and Peter Steinke — “A more compact translation
of pseudo-Boolean constraints into CNF such that generalized arc consistency is
maintained” [40]
Chapter 6 During our research on the field of PB encodings we developed the pro-
gramming library PBLib [48] that includes all state-of-the-art PB encodings as well
as encodings for the two special cases of PB constraints: at-most-one and at-most-
k constraints. Overall we provide fifteen different encodings. While easy-to-use
the PBLib is highly optimized and allows the development of new applications for
PB encodings. Since the source code of PBLib is open source and distributed freely,
researchers of various fields have already used our PBLib in their research. In Sec-
tion 6.4 we will list six international research projects and scientific works that use
PBLib.
The chapter is based on the following paper:
Tobias Philipp and Peter Steinke — “PBLib – a library for encoding pseudo-Boolean
constraints into CNF” [48]
Chapter 7 As an application for PB encodings we developed the computer program
npSolver [42], which is presented in Section 7.1. The program can solve various
optimization problems by applying PB encodings in combinationwith amodern SAT
solver: PB optimization, theweightedmaximumsatisfiability (MaxSAT) problemand
weighted Boolean optimization. Section 7.2 describes the MaxSAT solver optimax
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we developed as an application for our PBLib. Both solvers proved their efficiency
during international evaluations, where various solvers from different researchers
compete against each other.
Section 7.1 is based on the following paper:
NorbertManthey and Peter Steinke— “npsolver – a SAT based solver for optimization
problems (system description)” [42]
Chapter 8 The last chapter summarizes the thesis and its contributions.
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Preliminaries
We will start this chapter in Section 2.1 with an introduction to the basic concepts
of propositional logic limited to the conjunctive normal form and the syntax and se-
mantics of pseudo-Boolean constraints. We will also present some important spe-
cial cases of pseudo-Boolean constraints as well as the normal form used through-
out this work.
The also important field of satisfiability testing is briefly described afterwards in
Section 2.2. The satisfiability testing solvers are used to solve the pseudo-Boolean
constraints after the encoding into conjunctive normal form. It is known that this
approach of solving pseudo-Boolean constraints can be more efficient than with
native solvers, which solves the constraints directly without reducing them to an-
other problem [60].
The task of transforming a constraint into conjunctive normal form is also called
encoding and is discussed in Section 2.3, where we will present the definitions and
properties of pseudo-Boolean constraint encodings. The section also covers a re-
lated encoding techniques, namely the well known Tseitin transformation. Finally a
brief introduction to the related task of encoding constraint satisfaction problems
into conjunctive normal form is given.
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2.1 Pseudo-Boolean Constraints
In this section we introduce the basic definition for pseudo-Boolean constraints
used in this work.
Variable We assume a fixed infinite set V of propositional logic variables.
Literal A literal is a variable v (positive literal) or a negated variable ¬v (negative
literal). The set of all literals is denoted with L.
Most of the time we will use x, y, z to denote literals and v to denote a variable.
Complement The complement x of a literal x is defined as:
x :=
{
¬v if x is a positive literal v
v if x is a negative literal ¬v
Pseudo-Boolean Constraints A linear pseudo-Boolean (PB) constraint is an ex-
pression of the form
n∑
i=1
wi · xi ◁ k,
where xi are literals, wi ∈ Z are the (associated) weights for the literals xi, k ∈ Z is
a constant, and ◁ ∈ {=,≤, <,>,≥} is the comparator, with 1 ≤ i ≤ n. We call the
sum ∑ni=1wi · xi the left-hand side and the constant k the right-hand side of a PB
constraint. The maximum weight of a PB constraint is denoted with wmax.
Example 2.1 −37 · x + 18 · y + 19 · z = 0, is a PB constraint, with x, y, z ∈ L, where
−37 ·x+ 18 ·y+ 19 · z is the left-hand side, the equation symbol ’=’ is the comparator
and 0 is the right-hand side of the constraint. Other examples for PB constraints
are: 1 · x ≥ 6 and −1 · x+ 1 · x ≤ 0.
Clause Based on clauses in classical propositional logic, we define a clause as a
PB constraint of the form n∑
i=1
1 · xi ≥ 1.
We will denote a clause as a disjunction of literals: (x1 ∨ . . . ∨ xn). A clause of the
form (x) is called a unit clause and x is called a unit. We will write x instead of (x).
The empty clause is denoted with ⊥.
Formula A formula is a conjunction of PB constraints C1 ∧ . . . ∧ Cn , where Ci are
PB constraints for 1 ≤ i ≤ n. We denote the set of all formulas with F and the
empty formula is denoted with >. The set of all variables occurring in a formula F
is denoted by vars(F) and the set of all literals occurring in a formula F is denoted by
lits(F). The set of all variables in F and their complements is denoted with lits∗(F) :=
vars(F) ∪ vars(F).
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We will use the upper case letters F,G,H to denote a formula.
Conjunctive Normal Form A formula F is in conjunctive normal form (CNF) iff all
PB constraints in F are clauses.
The empty formula > is also in CNF.
Auxiliary variable An auxiliary variable with respect to a formula F is a variable
v ∈ V with v /∈ vars(F)
In the context of propositional logic, auxiliary variables also called fresh variables.
Interpretation An interpretation is a function L → {0, 1} that maps each literal
to the value 0 or 1, such that a variable v is mapped to 1 iff ¬v is mapped to 0 and v
is mapped to 0 iff ¬v is mapped to 1. We will represent interpretations as a set of
literals I that contains for all variables v ∈ V exactly one of v or ¬v, with I(v) = 1 iff
v ∈ I and I(v) = 0 iff v ∈ I. We denote the set of all interpretations with I.
Satisfaction Relation The satisfaction relation |= is defined as follows:
I |=∑ni=1wi · xi ◁ k iff the (in)equation ∑ni=1wi · I(xi)◁ k is satisfiedI |= C1 ∧ · · · ∧ Cn iff I |= Ci for 1 ≤ i ≤ n
Note that from the definition of the satisfaction relation I |= > and I 6|= ⊥ holds for
any interpretation I.
If an interpretation I satisfies a formula F, we call I a model of F. If a formula has
at least one model, the formula is called satisfiable and otherwise unsatisfiable.
Two PB constraints c1 and c2 are equivalent iff we find for all interpretations I
that I |= c1 iff I |= c2. Two formulas F1 and F2 are equivalent iff we find for all
interpretation I that I |= F1 iff I |= F2.
Equivalent Formulas Let F,G be formulas, then F entails the G, in symbols F |= G
iff every model of F is a model G. F and G are equivalent, in symbols F ≡ G, iff F
entails G and G entails F.
Partial Interpretation A partial interpretation is a partial function that maps a
literal to the value 0 or 1, such that a variable v is mapped to 1 iff ¬v is mapped to 0
and v is mapped to 0 iff ¬v is mapped to 1. We will represent partial interpretations
as a set of literals J that contains for all variables v ∈ V at most one of v or ¬v, with
J(v) = 1 iff v ∈ J and J(v) = 0 iff v ∈ J.
Hence every subset of an interpretation as well as an interpretation itself are par-
tial interpretations. For an interpretation I and a partial interpretation J with J ⊆ I
we say that J can be extended to I and I extents J.
We will denote an interpretation with the letter I and a partial interpretations with
the letter J.
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Cover We say that a partial interpretation J covers a formula F iff for each variable
v ∈ vars(F), J contains either v or v.
Proposition 2.2 If F is a formula and J is partial interpretation that covers F, then
an interpretation I that extents J is a model for F iff every extension of J is a model
for F.
Proof From the definition of the satisfaction relation we can see that the satisfi-
ability of a formula is only determined by the mappings of the variables occurring
in F. Hence if a literal in I is not part of the smallest subset of I that covers F, it is
not relevant for the satisfiability of F. Thus if an extension of J is a model for F, all
extensions of J are models for F and if an extension of J is not model for F, there
exists no extension of J that is a model for F. □
With proposition 2.2 we can shorten the representation of an interpretation for a
specific formula. Instead of giving a complete infinite interpretation for a formula
F we will simply give a finite partial interpretation J that covers F. We write that J
is or is not a model for F, meaning that any extension of J is or is not a model for F,
respectively.
Example 2.3 Let F = (x∨y)∧ (x∨y) be a formula and J1 = {x, y} as well as J2 = {x, y}
be partial interpretations. J1 and J2 cover F. We find that J1 is a model for F and J2 is
not.
Example 2.4 Let C = −37 · x+ 18 · y+ 19 · z = 0 be a PB constraint and J1 = {x, y, z}
as well as J2 = {x, y, z} be partial Interpretations. Following the definition of the
satisfaction relation for PB constraints we result in the equation−37·1+18·0+19·1 =
0 for J1, which is unsatisfied and, hence, J1 is not a model for C and the equation
−37 · 1 + 18 · 1 + 19 · 1 = 0 for J2, which is satisfied and, hence, a J2 is a model for C.
In symbols: J1 6|= C and J2 |= C.
Beside these general PB constraints, there exists some special cases, which fre-
quently occurs in different applications:
cardinality constraints PB constraints, where all weights are equal to 1
at-most-k constraints cardinality constraints with ’≤’ as comparator
at-least-k constraints cardinality constraints with ’≥’ as comparator
at-most-one constraints at-most-k constraints with 1 as right-hand side
Example 2.5 1 · x+ 1 · y+ 1 · z ≤ 2 is a cardinality constraint, specifically a at-least-k
constraint.
For a better readability we will drop all weights from a PB constraint that are equal
to 1.
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2.1.1 Normal Form
Following the work of [57, 23] we will define a normal form for PB constraints:
1. The comparator is the at most comparator ≤.
2. A variable occurs at most once in the left-hand side of a PB constraint.
3. All weights are at least 1
4. The right-hand side is at least 0.
In the rest of this section we will show that every formula can be transformed
into an equivalent formula that contains only PB constraints in this normal form.
We start with the proposition that every subformula G of a formula can be replaced
with a formula H that is equivalent to G.
Proposition 2.6 Let G,H and Fi be formulas with 1 ≤ i ≤ n and G ≡ H. Then
F1 ∧ · · · ∧ Fj ∧G ∧ Fj+1 ∧ · · · ∧ Fn
is equivalent to
F1 ∧ · · · ∧ Fj ∧H ∧ Fj+1 ∧ · · · ∧ Fn.
Proof We find for any interpretation I that
I |= F1 ∧ · · · ∧ Fi ∧G ∧ Fi+1 ∧ · · · ∧ Fn
iff I is a model for G and Fi with 1 ≤ i ≤ n
iff I is a model for H and Fi with 1 ≤ i ≤ n, since G ≡ H
iff I |= F1 ∧ · · · ∧ Fi ∧H ∧ Fi+1 ∧ · · · ∧ Fn. □
Now we show that we find for any PB constraint an equivalent formula that con-
tains only PB constraints in normal form.
Normalize the comparator to “at most” To achieve the normal form we start to
transform the comparator to≤. In case of a< comparator we simply subtract 1 from
the right-hand side. To normalize a PB constraint with a ≥ comparator we multiply
the left-hand side and the right-hand side by −1 and for the > comparator we first
add 1 to the right-hand side and do then the steps for the ≥ normalization. Equa-
tionswith the= comparator are normalized by introducing two new PB constraints.
Both with the same left-hand and right-hand side of the original constraints, but
one of the constraints has a≤ comparator and the other has a≥ comparator, where
the latter one is normalized further with the normalization described earlier.
Example 2.7 Given a PB constraint x1 + 3 · x2 − 2 · x3 = −1 and an interpretation I.
I |= x1 + 3 · x2 − 2 · x3 = −1
iff I |= x1 + 3 · x2 − 2 · x3 ≤ −1 ∧ x1 + 3 · x2 − 2 · x3 ≥ −1
iff I |= x1 + 3 · x2 − 2 · x3 ≤ −1 ∧ − x1 − 3 · x2 + 2 · x3 ≤ 1
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Removing duplicate variables With the following two propositions we can remove
all negated variables from a PB constraint.
Proposition 2.8 Let I be an interpretation and x a literal, then I(x) = 1− I(x).
Proof Follows directly from the definition of an interpretation.
Proposition 2.9 A PB constraint
w1 · x1 + · · ·+wi−1 · xi−1 +wi · xi +wi+1 · xi+1 + · · ·+wn · xn ◁ k,
is equivalent to the PB constraint
w1 · x1 + · · ·+wi−1 · xi−1 −wi · xi +wi+1 · xi+1 + · · ·+wn · xn ◁ k−wi.
Proof
I |= w1 · x1 + · · ·+wi−1 · xi−1 +wi · xi +wi+1 · xi+1 + · · ·+wn · xn ◁ k
iff w1 · I(x1) + · · ·+wi−1 · xi−1 +wi · I(xi) +wi+1 · xi+1 + · · ·+wn · I(xn)◁ k
iff w1 · I(x1) + · · ·+wi−1 · xi−1 +wi · (1− I(xi)) +wi+1 · xi+1 + · · ·+wn · I(xn)◁ k
iff w1 · I(x1) + · · ·+wi−1 · xi−1 +wi −wi · I(xi) +wi+1 · xi+1 + · · ·+wn · I(xn)◁ k
iff w1 · I(x1) + · · ·+wi−1 · xi−1 −wi · I(xi) +wi+1 · xi+1 + · · ·+wn · I(xn)◁ k−wi
iff I |= w1 · x1 + · · ·+wi−1 · xi−1 −wi · xi +wi+1 · xi+1 + · · ·+wn · xn ◁ k−wi □
With proposition 2.9 we can normalize a PB constraint such that every literal in
the constraint is a positive literal. Hence we can use basic mathematical equiva-
lences and combine every term in the sum with the same variable into a single one.
Example 2.10 Given a PB constraint x1 + 3 · x1 − 2 · x3 ≤ −1 and an interpretation I.
I |= x1 + 3 · x1 − 2 · x3 ≤ −1
iff I |= x1 − 3 · x1 − 2 · x3 ≤ −4
iff I |= − 2 · x1 − 2 · x3 ≤ −4
Normalize all weights to at least 1 We negate every literal in the PB constraint
with a negative weight with the help of proposition 2.9, resulting in an equivalent
PB constraint with all weights greater or equal to 1.
Every term in a PB constraint with a weight equal to zero can be removed from a
constraint without changing the set of all models for this constraint.
Example 2.11 Given a PB constraint 0 · x1 + 3 · x2 − 2 · x3 ≤ 1 and an interpretation I.
I |= 0 · x1 + 3 · x2 − 2 · x3 ≤ 1
iff I |= 3 · x2 − 2 · x3 ≤ 1
iff I |= 3 · x2 + 2 · x3 ≤ 3
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The right-hand side is at least 0 After applying the previous normalization steps
our formula contains only weights that are at least 1. Hence the left-hand side of
such a PB constraint is at least 0 under any interpretation. With the comparator
being≤ and the right-hand side is less then 0, we find that such a constraint cannot
be satisfied by any interpretation. Hence it is equivalent to the formula x ≤ 0∧x ≤ 0,
where x is a literal.
Normal Form Algorithm Given an arbitrary formula. Replace each constraint in
the original formula that is not in normal form by an equivalent formula in normal
form, yield during the following transformation steps:
1. Normalize the comparator to “at most”.
2. Removing duplicate variables.
3. Normalize all weights to at least 1.
4. Replace all PB constraints with a right-hand side less then 0 with
x ≤ 0 ∧ x ≤ 0.
Note that the order of the steps is important since step 3 and 4 depend on step 1
and removing duplicate variables might introduce terms with negative weights.
Only the order of step 1 and 2 can be interchanged.
2.2 SAT solving
The satisfiability (SAT) problem asks whether or not there exists a model for a given
propositional formula. It has been shown that the SAT problem is NP-complete [20]
and hence is intractable. Nevertheless modern SAT solver are capable of solving
problems from industrial application within reasonable time.
The recent successes on SAT solver based on the algorithmic level, like conflict-
directed clause learning [58] (CDCL), on the implementation, like the two-watched-
literal unit propagation [46] and cache utilization [28], as well as on new studies of
heuristics [8]. Annual competitions push the development of solvers further [36].
In this work we will use the following definition of the unit propagation (UP), that
has an import role for the CNF encodings of PB constraints, as shown in the next
subsection.
Unit Propagation For a partial interpretation J and a formula F, we define the unit
propagation as follows:
UP0(F, J) := J
UPn+1(F, J) := UPn(F, J) ∪ {x | (x ∨ x1 ∨ . . . ∨ xm) ∈ F and
xi ∈ UPn(F, J) for every 1 ≤ i ≤ m},
with n > 0
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Obviously
UP0 ⊆ UP1 ⊆ · · · ⊆ lits(F) ∪ J
holds. Since lits(F) is finite and UP0 = J, there exists a k with UPk = UPk+1. We
will write UP(F, J) to denote UPk(F, J).
We will write ⊥ ∈ UP(F, J) iff there exists a propositional variable x such that
x, x ∈ UP(F, J). Note that in this case (and only in this case) UP(F, J) is not a
partial interpretation. Otherwise we will write ⊥ /∈ UP(F, J).
Example 2.12 Let F be a formula and x1, x2, x3 literals.
F = (x1 ∨ x2) ∧ (x1 ∨ x2 ∨ x3) ∧ x1
UP(F, ∅) = {x1}
UP(F, {x2}) = {x1, x2, x3}
UP(F, {x1}) = {x1, x1, x2}
⊥ ∈ UP(F, {x1})
2.3 Encodings
For PB constraints there exists no straight-forward translation into CNF. Instead so
called encodings are used to apply this transformation. There exists lots of different
encodings in the litrature, that differ in the size of the resulting CNF formula as well
as in certain encoding properties. In this section wewill define the basic definitions
of encodings and encoding properties. Afterwards related areas of transforming
logic problems into CNF are presented.
2.3.1 Encodings of Pseudo-Boolean Constraints
We will also call the transformation of a PB constraint into CNF an encoding. For-
mally, a formula F in CNF encodes the PB constraint C iff
1) every model for F is also a model for C, and
2) for every model I of C there exists a partial interpretation J ⊆ I that covers C
and can be extended to a model for F.
The second condition states that every model of the PB constraint can be trans-
formed to a model of the encoding by modifying the interpretation of the auxiliary
variables with respect to F.
Encoding A function E that maps a PB constraint to a formula in CNF is called an
encoding iff for every PB constraint C the formula E(C) encodes C.
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2.3.2 Properties of Encodings
The related area of constraint satisfaction problems (CSP) uses the terms of consis-
tency and generalized arc consistency (also know as hyper-arc consistency) to define
properties of a constraint. Following the definitions of [4] a constraint C is consis-
tent iff there exists a solution for C. A constraint C with the variables v1, . . . , vn is
generalized arc consistent (GAC) iff for every possible value d of a variable vi there
exists a solution for C that maps vi to d.
The GAC property is important for solving a CSP efficiently, since it allows a sig-
nificant prune of the search space. Since the solving time for a SAT problem can be
reduced as well, by pruning the search space, we will use similar properties for PB
encodings.
Based on the unit propagation of a SAT solver we define the following two prop-
erties for PB constraint encodings:
UP detects inconsistencies An encoding E detects inconsistencies iff for all PB con-
straints C and for all partial Interpretation J ⊂ lits∗(C) we find that:
• If J cannot be extended to a model for C, then ⊥ ∈ UP(E(C), J).
Example 2.13 We consider the following constraint C:
x1 + 3 · x2 + 2 · x3 ≤ 4.
The partial interpretation J = {x2, x3} cannot be extended to a model for C, since
x1+3+ 2 ≤ 4 can not be satisfied by any interpretation for x1. Let E be an encoding
that detects inconsistencies and E(C) is the CNF encoding for C. Following the
definition of UP detecting inconsistencies, the UP of a SAT solver will directly lead
to a conflict, i.e. ⊥ ∈ UP(E(C), J).
With an encoding that detects inconsistencies we are able to prune the search
space of a SAT solver a lot. Hence this is a very important property. In Section 3 we
will see that almost all state-of-the-art encodings detect inconsistencies.
UP maintains generalized arc consistency A given encoding Emaintains general-
ized arc consistency (GAC) iff E detects inconsistencies and for all PB constraints C
and for all partial Interpretations J ⊂ lits∗(C) that can be extended to a model for C
we find that:
if
1. v ∈ vars(C),
2. v 6∈ UP(E(C), J), and ¬v 6∈ UP(E(C), J),
then J can be extended to the models I and I′ for C with v ∈ I and ¬v ∈ I′.
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Example 2.14 We consider again the constraint C:
x1 + 3 · x2 + 2 · x3 ≤ 4.
The partial interpretation J = {x2} can be extended to a model for C but the partial
interpretation J′ = {x2, x3} can not. Hence with an encoding E that maintains GAC,
UP will infer in E(C) under J the literal x3, i.e. x3 ∈ UP(E(C), J).
An encoding that maintains GAC under UP can prune the search space of a SAT
solver even further compared to an encoding that only detects inconsistencies. But,
as we will see in Section 3, encodings with this property typically result in signifi-
cant more clauses than encodings without. This is an important trade-off between
the number of clauses and the property of maintaining GAC under UP, that is in-
vestigated further in Section 6.
Note that both properties for PB encodings hold only for a single PB constraint.
Whereas this has no influence on constraints that are transformed into a single
normalized PB constraint, this becomes an issue for PB constraints with an equality
comparator. Constraints with an equality comparator are transformed into two in-
dependent PB constraint and thus are encoded independently. It has been shown
in [1] that an encodingmaintaining GAC by UP for constraints with an equality com-
parator results in general in at least exponential many clauses in the CNF with re-
spect to the number of literals in the PB constraint, unless P = co-NP.
2.3.3 Listings
In this work we will present different algorithms used for PB encodings. These
algorithms are presented in listings using pseudo code. We will now define some
basic notions and concepts used in these listings.
• A sequence S consisting of the element e0, . . . , en is denoted with (e0, . . . , en)
and the empty sequence is denoted with ().
• The number of elements in a sequence S is denoted with |S|.
• To address a specific element e of a sequence S on the position i, we write Si.
We start counting from left to right. For convenience the first element of
a sequence has the position 0, because most programming languages start
counting elements of an array with 0 as well.
• We will denote that e is an element in a sequence S with e ∈ S.
• The concatenation of e with S on the left or right side is denote with e · S or
S · e respectively.
• With “remove x from S” we denote that x is removed once from S. If the el-
ement x occurs on multiple positions in S, only one arbitrary element is re-
moved.
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• “v = new auxiliary variable” denotes that the variable v is assigned to an aux-
iliary variable with respect to the current context.
2.3.4 Tseitin Transformation
General propositional logic formulas can be transformed into CNF with a basic al-
gorithm using well known equalities. The main drawback of this method is that in
the worst case the size of the formula in CNF grows exponentially compared to the
size of the original formula.
To avoid this exponential blow up the Tseitin transformation [63] can be used.
By introducing new auxiliary variables (Tseitin variables) it is possible to reduce the
number of clauses significantly: An arbitrary subformula H in a logic formula F is
replaced by an auxiliary variable v and a logic formula which expresses that v and
H are equivalent. The resulting formula can be translated into a CNF formula by
applying the general rules.
2.3.5 Transforming Constraint Satisfaction Problems into CNF
The constraint satisfaction problem (CSP) is a well known and intensely studied
problem in computer science [52]. Since the performance of SAT solvers increased
significantly in the last years, developers of CSP solvers also encode CSPs into CNF
and use a SAT solver to solve the problem (e.g. [61, 24]).
Encoding a CSP into CNF can be done in many ways. One main difference be-
tween encodings is the way how a domain of a CSP variable is encoded into propo-
sitional variables. A variable in CSP has to be assigned to exactly one element of its
domain, which can be achieved by a combination of a at-least-one constraint (i.e. a
clause) and a at-most-one constraint, which are special cases of a PB constraint as
defined in Section 2.1.
The direct encoding [65] uses one propositional variable per possible assignment
of the CSP variable. The encoding forces at least one variable to be set to true
and all other to false. The latter part requires quadratic number of clauses. The
order encoding [62] also needs a propositional variable for each possible CSP vari-
able assignment but these variables represent different information. The domain is
assumed to be ordered so that a variable xi can state that the corresponding CSP
variable has at least the value of the i-th element of its domain. To encode this in-
formation, only linearly many clauses are necessary. There exists are also hybrid
encodings, that encode a domain in both ways, making it easier to transform a CSP
into CNF [47, 24]. In [41] we investigated these two encodings on the level of a CNF
formula in more detail.
Beside the direct and order encoding of at-most-one constraints there exists
more encodings in the literature. The reader can learnmore about these encodings
as well as the problem of encoding a CSP as a SAT problem in [64].
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2.3.6 Native Handling of PB Constraints
Instead of encoding a PB constraint into CNF it is also possible to directly handle
these constraints in a SAT solver. This method is implemented in the SAT solver
Sat4j [14] as well as in the Answer Set Programming solver clasp [26].
The idea is to handle PB constraint similar to clauses. During the unit propaga-
tion the constraints are checked for new units that can be inferred from the partial
interpretation, with respect to the current state of the search. As a reason for a new
unit a reference to the PB constraint is stored. During the conflict analysis a reason
clause is created on the fly, corresponding to the partial interpretation and the PB
constraint. This clause can be used for the resolution steps that are necessary to
handle a conflict.
In contrast to an encoding of a PB constraint in CNF, the native handling requires
only the space of a single clause. Hence it is a very useful approach for large PB
constraints which would generate an unsuitable amount of clauses during an en-
coding. The drawbacks of this approach is the high computation costs during the
unit propagation compared to clauses. Also the clauses that are generated during
the conflict analysis differ significantly from the clauses used in an encoding, which
usually contain auxiliary variables. We assume that these can speed up the search
of a SAT solver.
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State-Of-The-Art Encodings for
PB constraints
In this chapter we present current state-of-the-art encodings for PB constraints.
Besides an overview over the literature, the aim of this chapter is also to collect
algorithms of these encodings as a reference for future work. Hence the listings of
the presented algorithms include all details necessary for an implementation in a
common programming language. To present all encodings in this work in a uniform
way, the notions of the encodings are slightly modified compared to the original
works. We also had to modify some algorithms to cover missing details as well as
to address corner cases.
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3.1 Summery
We will start with a brief summery of each encoding that is presented in this chap-
ter. The number of clauses and auxiliary variables are given with respect to the
number of literals n, the maximum weight wmax and the right-hand side k of a nor-
malized PB constraint.
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Adder Networks [23] The Adder Networks encode a PB constraint by representing
the weights in the constraint as binary numbers and calculate their sum as a binary
number as well. Adder Networks neither maintain GAC nor detect inconsistencies,
but result in general in the fewest number of clauses.
Clauses: O(n · log(∑ni=1wi))Variables: O(n · log(∑ni=1wi))
Where wi, with 1 ≤ i ≤ n, are the weights in a PB constraint.
Sorting Networks [23] Instead of a binary adder as for the Adder Networks, the
Sorting Networks encoding uses sorter for a unary summation of the digits in the
same position. It is assumed that the unary representation provides a better per-
formance for current SAT solvers [23]. But Sorting Networks do not maintain GAC,
nor detect inconsistencies, as the Adder Networks.
Clauses: O(n · log2(n) · log(wmax))
Variables: O(n · log2(n) · log(wmax))
Polynomial Watchdog Encoding [11] The Polynomial Watchdog encoding is based
on the same idea as the Sorting Networks, but limits the right-hand side of a con-
straint to a multiple of 2n minus 1. The basic version of the encoding is calledGlobal
Polynomial Watchdog (GPW) encoding and has the property of detecting inconsis-
tencies by unit propagation. The Local Polynomial Watchdog (LPW) is a further ex-
tension that also maintains GAC by unit propagation. The LPW was the first non-
exponential PB encoding with this property.
Clauses (GPW): O(n2 · log(n) · log(wmax))
Variables (GPW): O(n · log(n) · log(wmax))
Clauses (LPW): O(n3 · log(n) · log(wmax))
Variables (LPW): O(n2 · log(n) · log(wmax))
Boolean Decision Diagrams [23, 3] It is also possible to represent a PB constraint
with a reduced ordered binary decision diagram (ROBDD) and transform afterwards
this ROBDD into a CNF formula. This encoding detects inconsistencies and main-
tains GAC, but in theworst case it produces exponentiallymany clauses in the num-
ber of input variables, but in most common cases (wmax ≤ n2) the number of clauses
is significant lower then for the Local Polynomial Watchdog Encoding.
Clauses: minimum of O(2n) and O(n ·wmax)
Variables: minimum of O(2n) and O(n ·wmax)
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3.2 Adder Networks
The idea of the Adder Networks encoding, presented in [23], is to represent the
weights in the PB constraint as binary numbers and calculate the sumof theweights
by a logic formula that is similar to a Boolean circuit used for a binary adder in a
CPU.
We denote the binary representation of a number with a b as a suffix, e.g. the
number 19 is denotedwith 10011b in the binary representation. The digits in a binary
number are also called bits.
For the intuition behind the Adder Networks we will start with an example cal-
culation of 11+ 9 in the binary representation.
Example 3.1 01011b (11)
+ 01001b (9 )
−−−−−−−−−−−−
c 1011
−−−−−−−−−−−−
= 10100b (20)
Starting from right to left, in each addition both input bits and the carryout from a
previous addition are summed up. The result (modulo 2) is stored in the result line
(the last line marked with “=”) and the carryout is stored for the next addition (the
line in the middle marked with “c”).
We can generalize the calculation for arbitrary many numbers. Let us consider
another example calculation for the sum 7+ 3+ 11+ 2:
Example 3.2 00111b (7 )
00011b (3 )
01011b (11)
+ 00010b (2 )
−−−−−−−−−−−−
= 10111b (23)
If we represent a literal x with 1 iff I |= x and with 0 iff I 6|= x, then we can compute
the weighted sum of literals 7x1 + 3x2 + 11x3 + 2x4 = r with respect to an arbitrary
interpretation I.
Example 3.3 0 x1 x1 x1
0 0 x2 x2
x3 0 x3 x3
+ 0 0 x4 0
−−−−−−−−−−−−−−−
= r1 r2 r3 r4 r5
In the Adder Networks encoding such a binary addition is created in a CNF for-
mula, calculating the weighted sum of a PB constraint. With the help of a simple
lexicographical comparison the binary representation of the right-hand side of a
PB constraint is compared to the resulting bits of the summation to ensure that the
PB constraint is not violated.
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3.2.1 Bit Operations
In this section, as well as in the section about Sorting Networks, Polynomial Watch-
dog and BinaryMerger, we intensively exploit the properties of the binary represen-
tation of numbers. The function bits(n) denotes the number of bits without leading
zeros in the binary representation of the number n ∈ N. We can calculate this
function as follows:
bits(n) = bld(n)c+ 1
Let n,p ∈ N be natural numbers and p ≥ 1. Then the function bit(n,p) denotes the
p’th least significant bit in the binary representation of the number n:
bit(n, 1) = n modulo 2
bit(n, p) = bits(n div 2,p− 1),
where div is the integer division without remainder.
Example 3.4 As an example we consider the natural number 19 with its binary rep-
resentation 10011b:
bit(19, 1) = 1
bit(19, 2) = 1
bit(19,3) = 0
In this work we will often use the concept of bit buckets for various encodings.
Bit buckets allow us to represent weighted literals of a PB constraint in a binary
representation.
Bit bucket A bit bucket Ba of a PB constraint∑ni=1wi ·xi ≤ k is a sequence of literals
in arbitrary but fixed order, such that xi ∈ Ba iff bit(wi, a) = 1, with a ∈ N+.
Example 3.5 Lets take a look at the PB constraint 7x1 + 3x2 + 11x3 + 2x4 < 12. For
the bit bucket B1 we have to check if the weight of a literal has the first bit set, i.e.
bit(wi, 1) = 1. For the literal x1 and its weight 7 and with bit(7, 1) = 1 we know that
the literal x1 is part of the bit bucket B1. Following the given definition we find the
flowing bit buckets:
B1 = (x1, x2, x3)
B2 = (x1, x2, x3, x4)
B3 = (x1)
B4 = (x3)
Note that the bit bucket Ba contains exactly the literals of the a’th column from the
table in Example 3.3.
3.2.2 Full and Half Adders
An adder calculates the sum and the carryout of three or two input bits. Depending
on the number of inputs we call an adder a full adder (three inputs) or a half adder
(two inputs). We will abbreviate a full adder with FA and a half adder with HA.
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Full Adder A full adder is a function FA : L5 → F that maps five literals (x, y, z, c, s)
to the formula
(x ∨ y ∨ z ∨ s) ∧ (y ∨ z ∨ c) ∧
(x ∨ y ∨ z ∨ s) ∧ (x ∨ z ∨ c) ∧
(x ∨ y ∨ z ∨ s) ∧ (x ∨ y ∨ c) ∧
(x ∨ y ∨ z ∨ s).
Let J be a partial interpretation that is defined for x, y and z, then the following
properties hold with respect to the formula FA(x, y, z, c, s):
• s is unit propagated under J if an odd number of literals in {x, y, z} are mapped
to 1, and
• c is unit propagated under J if an even number of literals in {x, y, z} aremapped
to 1.
Half Adder A half adder is a function HA : L4 → F that maps four literals (x, y, c, s)
to the formula
(x ∨ y ∨ s) ∧ (x ∨ c) ∧
(x ∨ y ∨ s) ∧ (y ∨ c).
Let J be a partial interpretation that is defined for x and y, then the following prop-
erties hold with respect to the formula HA(x, y, c, s):
• s is unit propagated under J if an odd number of literals in {x, y} are mapped
to 1, and
• c is unit propagated under J if an even number of literals in {x, y} are mapped
to 1.
3.2.3 The Encoding
At first a sequence of bit buckets (B1, . . . ,Bm) with respect to a normalized PB con-
straint C is generated, wherem = bits(wmax) is the number of bits needed to repre-
sent all weights of C. In Listing 3.1 an algorithm is given that creates this sequence
of bit buckets.
The idea of the encoding is to pick (and remove) three literals from a bit bucket
and sum these up by a full adder. The sum literal s is put into the same bit bucket
again and the carry literal c is stored in the following bit bucket. If two literals
are left in a bucket, a half adder is used instead of the full adder. If only a single
literal is in a bit bucket, this literal is stored as corresponding element in the result
sequence. In the case of an empty bit bucket the empty clause ⊥ is stored in the
result sequence. These steps are processed for all bit buckets of a PB constraint
starting at the first position. Listing 3.2 presents this procedure.
The result sequence represents the weighted sum S of the encoded PB constraint
under a certain model I. To restrict this sum to be less or equal to the right-hand
33
Chapter 3 State-Of-The-Art Encodings for PB constraints
side k, a simple algorithm is used, which generates a formula that is satisfied by I iff
S ≤ k. In Listing 3.3 an algorithm that generates such a formula using lexicograph-
ical comparison is given. For this comparison the result sequence as well as the
sequence of binary digits must have the same cardinality. We have to add leading
zeros if the number of bits representing k is less then the size of the result sequence
and if the result sequence is less then the binary representation of k the constraint
is trivially satisfied by any interpretation. Note that the algorithm of the encoding
could be optimized by stopping the iteration over the bit buckets after bits(k) iter-
ations, since every element in the result sequence after this point represents a sum
greater then k. Hence, it can not be satisfied by a model for the PB constraint. This
could be achieved by adding x to the encoded formula for every literal x in the bit
bucket Bbits(k)+1.
Both formulas in conjunction (the adder network and the comparator) encode a
PB constraint.
Example 3.6 Wewill show the encoding of PB constraints through Adder Networks
with the help of the PB constraint 3x+ 1y ≤ 3, following Listing 3.2 and 3.3:
The sequence of bit buckets generated from the constraint is B = ((x, y), (x)). Dur-
ing the first iteration (i = 0), we pick the only two literals x and y from the first bit
bucket and add these together with the two auxiliary variables s1 for the sum literal
and c1 for the carry literal to a half adder. After this step the first bit bucket contains
only s1 and thus this is also the first element in the result sequence.
first iteration
i = 0
F = HA(x, y, s1, c1)
B = ((s1), (x, c1))
R = (s1)
In the second iteration we process the second bit bucket similar to the first one.
second iteration
i = 1
F = HA(x, y, s1, c1) ∧HA(x, c1, s2, c2)
B = ((s1), (s2), (c2))
R = (s1, s2)
The algorithm continues with the last bit bucket that contains only the single literal
c2, the carryout of the previous half adder. The literal c2 is appended to the result
sequence and the formula remains unchanged.
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third iteration
i = 2
R = (s1, s2, c2)
After this iteration the complete adder network is created and we can construct
the lexicographical comparison as the formula F′, following Listing 3.3. The right-
hand side of our example constraint is 3, which is represented by the binary num-
ber 11b. Since the result sequence contains three elements we add a leading zero:
011b. Thus the right-hand side of our example PB constraint is represented by the
sequence A = (1, 1,0) - the binary representation of 3 starting with the least sig-
nificant bit. Since A0 and A1 is 1 we skip the first two iterations. And the third and
last iteration results in the clause c = c2, which is added to the formula F′ as the
comparator. At last we have to combine F and F′ into a single formula that encodes
the PB constraint 3x+ 1y ≤ 3:
result
HA(x, y, s1, c1) ∧HA(x, c1, s2, c2) ∧ c2
3.2.4 Properties of Adder Networks
While Adder Networks neither maintain GAC nor detect inconsistencies, the en-
coding produces only O(n · log(∑ni=1wi)) clauses and auxiliary variables, where n is
the number of literals in the left-hand side and wi are the weights in the PB con-
straint. In general, the Adder Networks encoding results in the lowest number of
clauses. In contrast to the low number of clauses the unit propagation of a SAT
solver can only infer a very limit number of input literals (non-auxiliary variables)
from a PB constraint encoded with the Adder Networks encoding [23].
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Listing 3.1 Algorithm for creating bit buckets of a normalized PB constraint C used in the
PBLib [48].
bitbuckets(C)
B = ()
i = 0
while i < bits(wmax)
Bi = ()
for each literal l in C
if bit(weight of l in C, i) == 1 then Bi = Bi · l
end
B = B · Bi
i = i + 1
end
return B
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Listing 3.2 Algorithm that computes a formula representing an adder network w.r.t. the
input bit buckets B. The listed algorithm is used in the PBLib [48] based on the algorithm
presented in [23].
adderNetwork(B)
F = >
R = ()
i = 0
while |B| > i
while |Bi| ≥ 2
s = new auxiliary variable
c = new auxiliary variable
if |Bi| ≥ 3
remove x form Bi
remove y form Bi
remove z form Bi
F = F ∧ FA(x,y,z,s,c)
else
remove x form Bi
remove y form Bi
F = F ∧ HA(x,y,s,c)
end if
|Bi| · s
if |B| - 1 == i then B = B · ()
|B_i+ 1| · c
end
if |Bi| == 1
R = R · x
else
R = R · ⊥
end if
i = i + 1
end
return F, R
37
Chapter 3 State-Of-The-Art Encodings for PB constraints
Listing 3.3 Algorithm for a formula that compares if the result sequence R is less or equal
then a constant number A. It is a slightly modified version of the algorithm presented in [23].
The binary number A is represented as a sequence of binary digits with the least significant
digit at position 0. Both input sequences must have the same cardinality.
lessThanOrEqual(R, A)
F = >
i = 0
while i < |R|
if Ai == 1 or Ri == ⊥
continue
c = Ri
skip = false
j = i + 1
while j < |R|
if Aj == 1
then
if Rj == ⊥
then
skip = true
break
end if
c = c ∨ Rj
else
if Rj == ⊥ then continue
c = c ∨ Rj
end if
j = j + 1
end
if skip == true then continue
F = F ∧ c
i = i + 1
end
return F
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3.3 Sorting Networks
In contrast to the Adder Networks, the Sorting Networks use sorters instead of full
and half adders to calculate the weighted sum of a PB constraint. The idea is to
represent the number of bits in a bit bucket assigned to 1 by an interpretation as a
unary number, which is similar to the sorting of a bit bucket.
As an example wewill consider the calculation of the sum 7+2+11+3, but instead
of calculating the sum of the bits modulo two, the actual sum for each position
(column) is calculate and afterwards represented as unary number.
Example 3.7 0 1 1 1b (7 )
0 0 1 0b (2 )
1 0 1 1b (11)
0 0 1 1b (3 )
sum −−−−−−−−−
1 1 4 3
unary −−−−−−−−−
1 1 1 1
0 0 1 1
0 0 1 1
0 0 1 0
The bits of the first column 1011 sums up to 3 and this sum is given in a unary rep-
resentation: 1110. Note that this is similar to sorting the sequence of bits (1,0, 1, 1)
to (1, 1, 1,0).
The Sorting Network based on the idea, that we can calculate the sum of bits by
simply sorting them.
3.3.1 Sorter
With the help of a sorter we can represent the number of literals that are satisfied
by an interpretation as a unary number.
Sorted A sequence of literals A is sorted under an interpretation I, iff I |= Ai implies
I |= Ai−1, for 1 ≤ i < |A|.
Any sequence of literals A sorted with respect to an interpretation I represents a
unary number:
unary((a1, . . . , an), I) =

0 if n < 1
0 if I 6|= a1
1+ unary((a2, . . . , an), I) else
Example 3.8 Let (x1, x2, x3) be the sequence of literals sorted with respect to the
interpretation I with {x1, x2, x3} ⊂ I, then we find that unary((x1, x2, x3), I) = 2.
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Auseful property of a sorted sequenceAunder I is that I |= Ai impliesunary(A, I) >
i, for 0 ≤ i < |A|.
Listing 3.6 defines a sorter function, based on the ideas presented in [23] and [7],
that maps two sequences of literals A and B to a CNF formula F. Every model I of F
has the following property:
• B is sorted under I and
• unary(B, I) is greater or equal then the number of satisfied literals in A under
I.
Note that the listed algorithm requires that the size of the input is a power of two.
3.3.2 The Encoding
As in the encoding for AdderNetworkswewill start with the sequence of bit buckets
(B1, . . . ,Bm) with respect to a normalized PB constraint C, as described previously
in Listing 3.1.
The encoding through Sorting Networks generates for each bit bucket a sorter
starting at B1, with the sorted output sequence Si for the bit bucket Bi. Similar to
the Adder Networks, the carry literals are stored in the successor bit bucket. The
carry literals are the literals in the output sequences Sij with on odd index j.
Due to the unary representation of the sum of one bit bucket it is not necessary to
store the carries beyond the last bit bucket Bm. However, for the sake of simplicity
we will not exploit this in the presented algorithm, but we will address this again in
section 3.4 about the Polynomial Watchdog encoding.
The sequence of result literals, representing the weighted sum S, can be read
out from the sorted bit buckets, by calculating the number of literals in the output
satisfied by an interpretation modulo 2. The algorithm generating such a formula is
presented in Listing 3.4. To restrict this sum S to be less or equal to the right-hand
side k the same algorithm is used as for the Adder Networks presented in Listing 3.3.
The formulas for the sorters, the modulo two calculation and the formula com-
paring the weighted sum to the right-hand side in conjunction encode a PB con-
straint through Sorting Networks. The pseudocode of the Sorting Networks en-
coding is shown in Listing 3.5.
Example 3.9 Following Listing 3.5 wewill present the encoding of the PB constraint
3x+ 1y ≤ 3 through Sorting Networks:
The sequence of bit buckets generated from the constraint is B = ((x, y), (x)).
After the first iteration two formulas are generated: a formula that sorts the first
bit bucket and a modulo 2 formula that calculates the result literal r0. We add a2 —
the only literal with an odd index in the sorted sequence — to the next bit bucket.
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first iteration
i = 0
R = (r0)
F = sort((x, y), (a1, a2)) ∧modulo2((a1, a2), r0)
B = ((x, y), (x, a2))
The second and third iteration continue with the other bit buckets in the same way:
second iteration
i = 1
R = (r0, r1)
F = sort((x, y), (a1, a2)) ∧modulo2((a1, a2), r0)∧
sort((x, a2), (a3, a4)) ∧modulo2((a3, a4), r1)
B = ((x, y), (x, a2), (a4))
third iteration
i = 2
R = (r0, r1, r2)
F = sort((x, y), (a1, a2)) ∧modulo2((a1, a2), r0)∧
sort((x, a2), (a3, a4)) ∧modulo2((a3, a4), r1)∧
sort((a4), (a5)) ∧modulo2((a5), r2)
B = ((x, y), (x, a2), (a4))
After the generation of the sorters and the result sequence, we add the lexico-
graphical comparison with k = 3 represented as binary number A = (1, 1). Because
|A| 6= |R| we add a leading 0 to A: A = (1, 1,0).
SinceA0 andA1 is 1we skip the first two iterations. In the next iterationwe add the
unit clause r2 to the formula. Because this is the last element in the result sequence
we skip also the inner loop of the algorithm, resulting in the formula F′ = r2. Finally
we have to combine F and F′ into a single formula that encodes the PB constraint
3x+ 1y ≤ 3:
result
sort((x, y), (a1, a2)) ∧modulo2((a1, a2), r0)∧
sort((x, a2), (a3, a4)) ∧modulo2((a3, a4), r1)∧
sort((a4), (a5)) ∧modulo2((a5), r2) ∧ r2
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Listing 3.4 Given a literal r and a sequence of literals A. Any model I for the formula
modulo2(A, r) ,that also sorts A, satisfies r if the number of satisfied literals in the sorted
sequence of literals A is odd.
modulo2(A,r)
if |A| == 0 return r
if |A| == 1 return (A1 ∨ r)
F = >
i = 1
while i < |A|
F = F ∧ (Ai−1 ∨ Ai ∨ r)
i = i + 2
end
return F
3.3.3 Mixed Radix
Due to the unary representation it is possible to choose any suitable base for the
representation of the weights in the bit buckets, as well as a mixed radix, where a
different base can be chosen for every position. With an optimized choice of this
mix radix it is possible to generate a Sorting Networkwith less inputs and outputs of
the sorters compared to the binary representation. This results in fewer clauses in
the encoded CNF formula. The reader will find more information about the mixed
radix for Sorting Networks in [23].
3.3.4 Encoding Properties
Similar to the Adder Networks, the Sorting Networks encoding does not maintain
GAC, nor detect inconsistencies by the unit propagation in general. The encoding
produces O(n · log2(n) · log(wmax)) clauses. These are slightly more clauses then
used for the Adder Networks, but Sorting Networks are assumed to provide a better
performance for current SAT solvers [23]. Moreover, it has been proven that the
encoding of cardinality constraints through Sorting Networks maintains GAC by
unit propagation, while this is not the case for Adder Networks.
42
3.3 Sorting Networks
Listing 3.5 Encoding of a PB constraint through Sorting Networks, with respect to its bit
buckets B and with the right-hand side k.
sortingNetwork(B,k)
new auxiliary variable af
F = af
R = ()
i = 0
while |B| > i
new auxiliary variable ri
R = R · ri
add af to Bi until |Bi| is a power of 2
Ai is a sequence of |Bi| new auxiliary variables
F = F ∧ sort(Bi, Ai) ∧ modulo2(Ai, ri)
if |Ai| > 1 and |B| - 1 == i then B = B · ()
Add every literals in Ai with an odd index to Bi+1
i = i + 1
end
K is a sequence of binary digits representing k
if |K| > |R| return >
if |K| < |R| add leading zeros to K until |K| == |R|
return F ∧ lessThanOrEqual(R, K)
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Listing 3.6 The function sort is used in the Sorting Networks and is based on the algorithm
HSort presented in [7]. The size of the input sequences is limited to a power of two, i.e.
there exists a natural number m with with |A| = |B| = 2m.
sort(A, B)
n = |A|
if n == 1 then
return (A1 ∨ B1)
if n == 2 then
return merge((A1), (A2), B)
for i = 1 to 2n
new auxiliary variable di
end
F1 = sort((A1, . . . ,An/2), (d1, . . . , dn/2))
F2 = sort((A(n/2)+1, . . . ,An), (d(n/2)+1, . . . , dn))
F = merge((d1, . . . , dn/2), (d(n/2)+1, . . . , dn), B)
return F ∧ F1 ∧ F2
merge(A, B, C)
if |A| == 1 then
return (A1 ∨ B1 ∨ C2) ∧ (A1 ∨ C1) ∧ (B1 ∨ C1)
n = |A|
for i = 1 to n
new auxiliary variable di
new auxiliary variable ei
end
Fo = merge((A1,A3, . . . ,An−1), (B1,B3, . . . ,Bn−1), (d1, . . . , dn))
Fe = merge((A2,A4, . . . ,An), (B2,B4, . . . ,Bn), (e1, . . . , en))
F = >
for i = 1 to n− 1
F = F ∧ (di+1 ∨ ei ∨ C2i+1) ∨ (di+1 ∨ C2i) ∨ (ei ∨ C2i)
end for
return Fo ∧ Fe ∧ F
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3.4 Polynomial Watchdog Encoding
The Polynomial Watchdog encoding, for shortWatchdog encoding, includes two en-
codings: TheGlobal PolynomialWatchdog (GPW) and the Local PolynomialWatchdog
(LPW) encoding. While the GPW only detects inconsistencies by unit propagation,
the LPW also maintains GAC by unit propagation. The LPW was the first published
PB encoding that uses only polynomial many clauses with respect to the number of
literals in a PB constraint.
The idea is very similar to the one of the Sorting Networks, except a modified
sorter is used. Furthermore, the Watchdog encoding introduces a specific modifi-
cation of a normalized PB constraint such that the formula for the comparator with
the right-hand side of the PB constraints becomes unit clause.
3.4.1 Unary Sum
For theWatchdog encoding we will define the function unary−sum, that calculates
the lower bound of the sum of two unary numbers. With the help of the unary sum
theWatchdog Encoding restricts the weighted sum of a PB constraint to be at most
its right-hand side. Thats why it is sufficient to calculate just the lower bound of
the unary numbers instead of the actual sum.
unary-sum The function unary− summaps three sequences of literals A,B and C,
with |C| = |A|+ |B| to a CNF formula:
unary− sum(A,B,C) =
|A|∧
i=1
|B|∧
j=1
(Ai−1 ∨ Bi−1 ∨ Ci+j−1)
For any model I for unary− sum(A,B,C) we find that if A and B are sorted under
I, then unary(C, I) ≥ unary(A, I) + unary(B, I).
Example 3.10 Given an interpretation I, with {x1, x2, x3, y1, y2, y3} ⊂ I and the follow-
ing sequences of literals: A = (x1, x2, x3), B = (y1, y2, y3) and C = (z1, z2, z3, z4, z5, z6).
If I |= unary− sum(A,B,C), then we find that:
unary(A, I) = 2
unary(B, I) = 1
unary(C, I) ≥ 3
3.4.2 Totalizer
Similar to the Sorting Networks the Watchdog Encoding represents the number of
satisfied literals in a bit bucket as a unary number. It uses a so called totalizer to
calculate this numbers, which is almost identical to the sort function presented in
Listing 3.6, except that the merge is replaced by unary − sum. Hence, the totalizer
is a special kind of sorter.
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3.4.3 The Encoding
At first the right-hand side k of a constraint is changed in such a way that k + 1
is a multiple of 2m, where m is bits(wmax), i.e. m is the number of bit buckets of a
PB constraint. To achieve this, a constant t called tare, is introduced, which is the
smallest natural number such that k+ t+ 1 is a multiple of 2m. Let a be this multiple,
i.e. k+ t+ 1 = a · 2m.
For the calculation of a and t we can use the following equations as used in the
PBLib [48]:
a = d(k+ 1)/(2m)e
t = a · 2m − (k+ 1) (3.1)
We can transform any normalized PB constraint without this restriction with the
following equation, by adding the tare t to the right-hand side:
I |= w1 · x1 + · · ·+wn · xn ≤ k
iff I |= w1 · x1 + · · ·+wn · xn + t · vt ≤ k+ t ∧ vt = 1,
where vt is an auxiliary variable.
Let (B1, . . . ,Bm) be the sequence of bit buckets for such a restricted normalized PB
constraint C. The rest of the encoding is similar to the Sorting Networks encoding,
except that totalizers are used instead of sorters and there is no carryout for the
last totalizer. Similar to the Sorting Networks, the last carryout is not necessary if
the unary representation of the sums is used.
Constraining the weighted sum to be less or equal to the right-hand side k is
significantly simpler with the restriction that k + 1 is a multiple of 2m. Instead of
the result sequence and the lexicographical comparator we just need to add the
complement of the a′th literal in the output of the last totalizer, where a is taken
from the Wquation (3.1). Listing 3.7 shows these steps of the encoding.
The watchdog encoding is only defined for normalized PB constraints where the
sum of all weights is greater then the right-hand side. All other constraints are
trivially satisfied by any interpretation. In this way it is ensured that a′th output of
the last totalizer exists.
We can now define the Global Polynomial Watchdog (GPW) encoding:
GPW(C) = watchdog(C,w) ∧w
where w is an auxiliary variable.
Due to this simple comparator and the unary representation of the bit bucket
sum, the GPW encoding detects inconsistencies in contrast to Sorting Networks.
But the property of maintaining GAC by unit propagation is not given in the GPW
encoding.
The formula watchdog(C,w) has the property that the unit propagation will en-
force the literal w if the constraint C is inconsistent under a partial interpretation.
Using this property the authors of [11] define the Local Polynomial Watchdog en-
coding, maintaining also GAC by unit propagation. Let C = ∑ni=1wi · xi ≤ k be
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an arbitrary normalized PB constraint and let Cj = ∑ni=1,i̸=jwi · xi ≤ k − wj , with
1 ≤ j ≤ n, be the constraint obtained by removing the term wj · xj from C as well
as subtract wj from k. Hence Cj is equivalent to C ∧ xj. Now, we can enforce the
propagation of xj, with the formula watchdog(Cj,w)∧ (w∨ xj), if we cannot extent a
partial interpretation J to a model for C that also satisfies xj, which fulfills the GAC
definition for an encoding. Note that the PB constraints Cj are not necessarily nor-
malized. Hence the algorithm for the function watchdog contains some extra lines
to ensure the correct handling of these non-normalized constraints.
The Local Polynomial Watchdog (LPW) encoding is presented in Listing 3.8.
Example 3.11 We present the encoding of the PB constraint 5x + 4y ≤ 8 through
the GPW encoding, following Listing 3.7.
We start with watchdog(5x+ 4y ≤ 8,w), where w is an auxiliary variable. At first
we have to calculate the tare t and the constant a from Equation (3.1) and since the
constraint is not trivial, we can skip the extra handling for trivial and non normalized
PB constraints.
initial state
m = bits(5) = 3
a = ⌈(9)/(23)⌉ = 2
t = 2 · 23 − 9 = 7
F = vt
B = bitbuckets(2 ·vt+5x+4y ≤ 15) = ((x), (vt), (x, y))
During each iteration a totalizer is added to the formulas — one for each bit bucket.
In all but the last iterations we add the carry literals to the following bit bucket.
first iteration
i = 0
F = vt ∧ totalizer((x), (a1))
B = ((x), (vt), (x, y))
second iteration
i = 1
F = vt ∧ totalizer((x), (a1)) ∧ totalizer((vt), (a2))
B = ((x), (vt), (x, y))
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third iteration
i = 2
F = vt ∧ totalizer((x), (a1)) ∧ totalizer((vt), (a2))∧
totalizer((x, y), (a3,w))
At this point the algorithm terminates and in the last step the unitw is added to the
encoding.
result
vt ∧ totalizer((x), (a1)) ∧ totalizer((vt), (a2))∧
totalizer((x, y), (a3,w)) ∧w
We can observe in the example that the first two totalizers are redundant, since
because is no carryout. The encoding could be reduced to:
totalizer((x, y), (a3,w)) ∧w
3.4.4 Encoding Properties
The Global Polynomial Watchdog encoding uses O(n · log(n) · log(wmax)) auxiliary
variables and O(n2 · log(n) · log(wmax) clauses. The GPW and detects inconsisten-
cies by unit propagation. In addition the Local Polynomial Watchdog encoding also
maintains GAC by unit propagation, but has to encode for each literal in a constraint
an own constraint with the GPW encoding resulting in n times more variables and
clauses: O(n2 · log(n) · log(wmax)) auxiliary variables and the number of clauses in-
creases up to O(n3 · log(n) · log(wmax)).
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Listing 3.7 The algorithm generates a formula F with w ∈ UP(F, J) if J can not be extended
to a model for ∑ni=1wi · xi ≤ k, for any partial interpretation J. The function totalizer
is described in Section 3.4.2. The listing contains some extra handling for non-normalized
right-hand sides, that is needed for the LPW encoding.
watchdog(∑ni=1wi · xi ≤ k,w)
F = >
if ∑ni=1wi ≤ k return >
if k < 0 return w
if k == 0
for i = 1 to n
F = F ∧ (xi ∨ w)
end
return F
end if
new auxiliary variable vt
m = bits(wmax)
a = d(k+ 1)/(2m)e
t = a · 2m − (k+ 1)
F = vt
B = bitbuckets(t · vt +∑ni=1wi · xi ≤ k+ t)
i = 0
while |B| > i
Ai is a sequence of |Bi| new auxiliary variables
if |B| == i + 1 then
Aia−1 = w
end if
F = F ∧ totalizer(Bi, Ai)
if |B| > i + 1 then
Add every literal in Ai with an odd index to Bi+1
end if
i = i + 1
end
return F
49
Chapter 3 State-Of-The-Art Encodings for PB constraints
Listing 3.8 Local Polynomial Watchdog encoding.
LPW(∑ni=1wi · xi ≤ k)
if ∑ni=1wi ≤ k return >
F = >
j = 1
while j ≤ k
Cj = ∑ni=1,i̸=jwi · xi ≤ k−wj
new auxiliary variable wj
F = F ∧ watchdog(Cj, wj) ∧ (wj ∨ xj)
end
return F
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3.5 Binary Decision Diagrams
The encodings presented in the previous sections where quite similar and strongly
related to each other. Each of these encodings depends on the actual sum of the
weights in a PB constraint with respect to a partial interpretation. In this section
we present a different approach of a PB encoding.
Since a PB constraint ∑ni=1wi · xi ≤ k describes a Boolean function, mapping n
Boolean variables to a Boolean value, we can represent any PB constraint as a bi-
nary decision diagram (BDD). A BDD is a directed, acyclic graph, with a single root
node. Every node in a BDD is either a decision node or a terminal node. Where the
terminal nodes are either true or false. Each decision node is labeled with a decision
variable and has two child nodes, called the low and high child.
Given an assignment for the Boolean variables, we can generate a path from the
root node to one of the terminal nodes: Starting from the root node, for each deci-
sion node we pick the next node in the path depending on the variable assignment.
If the decision variable of the current node is assigned to true, we continue with
the high child, and if it is assigned to false, we continue with the low child. When
a terminal node is reached, the path is complete. This terminal node also evalu-
ates the BDD with respect to the given variable assignment: if the path terminates
with a node labeled true, the underlying Boolean function maps to true as well (and
maps to false in the case of a node labeled with false). A BDD is called ordered, if the
decision variables appear in the same order on any path of the BDD.
For the PB encoding we are interested in reduced ordered BDDs, where a ordered
BDD is reduced to minimum number of nodes. For a given BDD and ordering, this
reduction is alway unique. We can construct a reduced ordered BDD by applying
repeatedly the following two rules:
• If we find for a decision node N, that its high and low childs are identical, we
connect all incoming paths to N to the child of N and remove N from the BDD.
• If two decision nodes G and H represents the roots of two BDDs that are iso-
morphic, we replace G by H.
Example 3.12 As an examplewe take the PB constraint 5x+2y+4z ≤ 5 and represent
it as an unreduced and reduced ordered BDD in Figure 3.1. The path for the variable
assignment x=false, y=true and z=true is highlighted in both BDDs and we find that
the BDD evaluates to false under this assignment.
From now on we will use the term BDD to refer to a reduced ordered BDD.
3.5.1 Encoding PB Constraints through BDDs
In [23] the authors present a PB constraint encoding through BDDs (which is also
published in a similar way by [10]). The idea is to transform a PB constraint at first
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Figure 3.1: The unreduced (left-hand side) and reduced (right-hand side) ordered
BDD of the PB constraint 5x + 2y + 4z ≤ 5. The highlighted path repre-
sents the variables assignment x=false, y=true and z=true, for which the
PB constraint is unsatisfied.
into a BDD and then encode this BDD with the help of the Tseitin transformation
into CNF. Each decision node is transformed into the following formula:
(d ∨ h ∨ x) ∧ (d ∨ l ∨ x) ∧ (h ∨ l ∨ x), (3.2)
where d is the decision variable and x is the Tseitin variable of the BDD node and l,
h are the Tseitin variables of the low and the high child respectively.
Example 3.13 Let B be a node of a BDD, with the decision variable x. Then we en-
code B with the following formula:
(d ∨ h ∨ x) ∧ (d ∨ l ∨ x) ∧ (h ∨ l ∨ x),
where d is the Tseitin variable of our node B and h is the Tseitin variable of the node
connected as the high child and l is the Tseitin variable of the node connected to
the low child.
With the help of this formula we can translate each BDD into a CNF formula. At first
we assign to each node B in the BDD a unique Tseitin variable vB and then generate
the encoding by applying the formula (3.2) to each node in the BDD and conjunct
all of them. The terminal nodes are replaced by a auxiliary variable t (true terminal)
and t (false terminal), where t is satisfied in all models of the encoding. We can
achieve this by simply adding an auxiliary variable t as a unit to the formula. In the
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last step we have to add the Tseitin variable of the root node to the formula as a
unit, to enforce that all models of the formula satisfy the BDD.
Example 3.14 As an example, we encode the PB constraint 5x+2y+4z ≤ 5. We will
start with the already reduced BDD from Figure 3.1. At first we add the auxiliary
variable t to the encoding. Then we will use the auxiliary variables x1, y1, y2 and z1
to denote the Tseitin variables of the decision nodes. The terminal true is encoded
with t and false with t. Following the encoding (3.2) of a BDD node, we encode all
nodes of the BDD. In the last step we add the Tseitin variable x1 of the root node as
a unit to the encoding.
result
t ∧ x1 ∧ (x ∨ y1 ∨ x1) ∧ (x ∨ y2 ∨ x1) ∧ (y1 ∨ y2 ∨ x1)∧
(y ∨ t ∨ y1) ∧ (y ∨ z1 ∨ y1) ∧ (t ∨ z1 ∨ y1)∧
(y ∨ z1 ∨ y2) ∧ (y ∨ t ∨ y2) ∧ (y2 ∨ t ∨ y2)∧
(z ∨ t ∨ z1) ∧ (z ∨ t ∨ z1) ∧ (t ∨ t ∨ z1)
3.5.2 Improved BDD Encoding
In [3] the authors presented an encoding for BDD nodes into CNF that needs only
two clauses, while still preserving the property of maintaining GAC by unit propa-
gation:
(d ∨ h ∨ x) ∧ (l ∨ x), (3.3)
where d is the decision variable and x is the Tseitin variable of the BDD node and l, h
are the Tseitin variables of the low and the high child respectively. For the improved
BDD encoding we simple replace the formula 3.2 by the formula 3.3. Encoding the
example 3.14 with the encoding 3.3 results in the reduced formula below.
improved encoding
t ∧ x1 ∧ (x ∨ y1 ∨ x1) ∧ (y2 ∨ x1)∧
(y ∨ t ∨ y1) ∧ (z1 ∨ y1)∧
(y ∨ z1 ∨ y2) ∧ (t ∨ y2)∧
(z ∨ t ∨ z1) ∧ (t ∨ z1)
In Listing 3.9 we present an algorithm that encodes a PB constraint through BDDs
with the improved BDD encoding. It is used in the PBLib [48] and is an adapted
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version of the algorithm presented in [23], except instead of generating gates for a
Boolean circuit as in the original paper, our algorithm directly transforms the BDD
into a CNF formula and uses the improved encoding (3.3).
Note that the algorithm in Listing 3.9 does not necessarily generate a reduced
BDD. With the help of the data structure sumHistory the algorithm detects most of
the isomorphic subgraphs, but as [3] points out, it fails to identify all of them.
3.5.3 Encoding Properties
Both encodings for BDD nodes result in a PB constraint encoding that detects in-
consistencies and maintain GAC by unit propagation. As shown in [3] there exists
a class of PB constraints, whose BDD representations have an exponential number
of nodes with respect to the literals in a PB constraint. Because each node of the
BDD is encoded with a constant number of clauses, the PB constraint encoding has
also an exponential number of clauses in the worst case. Since each decision node
has two outgoing branches, we can bound the number of clauses in the encoding
byO(2n), where n is the number of literals in a PB constraint. But if we consider the
right-hand side k of a PB constraint as well, we can bound the number of clauses to
O(n · k):
The reduction of the BDD guaranties that for each node B the following holds:
• The currentsum is unique for the level of B, where currentsum is the sum of
all weights on the path to B with the corresponding decision literal assigned
to true.
• The value for currentsum is never greater then k.
Thus each level has at most k nodes. With each BDD having at most n levels, we find
the upper bound O(n · k).
Hence in general the encoding of PB constraint through BDDs can results in ex-
ponentially many clauses, but on constraints with a small right-hand side (k ≤ n2)
the encoding is superior to the the watchdog encoding, in terms of the size of the
formula.
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Listing 3.9 Encoding PB Constraints through BDDs. SortLiterals is an algorithm that
sorts the sequence of literals accordingly to their weights in the PB constraints. It is com-
monly assumed that a descending variable ordering with respect to the weights in the PB
constraint results in a smaller BDD and therefore in less clauses in the encoding [23, 10, 3].
sumHistory is a global data structure that maps a tuple of two integers to a literal. Note
that the formula F is also a global data structure.
bdd(∑ni=1wi · xi ≤ k)
new global formula F
new global map sumHistory
literals = ((w1,x1), . . ., (wn,xn))
SortLiterals(literals)
new auxiliary variable true_lit
maxsum = w1 + · · ·+wn
return true_lit ∧ encodeBDD(0, 0, literals , maxsum, true_lit,k)
encodeBDD(index, currentsum , literals , maxsum, true_lit,k)
if (currentsum + maxsum ≤ k) return true_lit
if (currentsum > k) return true_lit
if sumHistory[(index, currentsum)] is not empty
return sumHistory[(index, currentsum)]
end if
currentweight = (literalsindex)0
xhigh = encodeBDD(index+1, currentsum + currentweight , literals,
maxsum - currentweight , true_lit,k)
xlow = encodeBDD(index+1, currentsum , literals,
maxsum - currentweight , true_lit,k)
d = (literalsindex)1
new auxiliary variable x
F = F ∧ (d ∨ xhigh ∨ x) ∧ (xlow ∨ x)
sumHistory[(index, currentsum)] = x;
return x
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3.6 Encodings for AMO and AMK Constraints
Beside the encoding of PB constraints, there exists encodings for the special cases
at-most-k (AMK) constraints and at-most-one (AMO) constraints. As introduced in
Chapter 2 these PB constraints have all weights set to 1 (AMK constraints) and the
right-hand side are restricted to 1 (AMO).
As mentioned in section 2.3.5, in the related work of transforming constraint sat-
isfaction problems into CNF, and also in many other applications for SAT-based
problem solving, the AMO constraints play an important role. Hence there exists
many different AMO encodings in the literature:
• pairwise (also known as naïve encoding)
• sequential counter [59]
• bimander [30]
• commander [35]
• k-product [18]
• binary [25]
For the AMK constraints there exists also some special encodings:
• sequential counter [59]
• cardinality networks [2]
• perfect hashing [13]
All these encodings differ in the number of clauses and auxiliary variables in the
resulting CNF and depending on the size of constraint. The PBLib [48] has imple-
mented all of them and provides a mechanism to automatically select the encoding
resulting in the lowest number of clauses for a given constraint.
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In this chapter we present a new translation from PB constraints to CNF formulas,
called the Sequential Weight Counter (SWC) encoding [29]. For a PB constraint of
the form ∑iwixi ≤ k, where 1 ≤ i ≤ n, this encoding requires O(n · k) clauses
and auxiliary variables while preserving the ability to detect inconsistencies and
to maintain general arc consistency by unit propagation. Compared to the other
encodings, the structure of the SWC encoding is simple and easy to understand,
in contrast to complex BDDs or Sorting Networks. Analyzing instances of recent
PB competitions [55] show that for more than 99% of the PB constraints the SWC
encoding produces a smaller CNF formula than with the Watchdog encoding, the
best known encoding of PB constraints at the time of the publication of the SWC
encoding.
In addition, we show that a minor modification to the SWC encoding can be used
to handle PB constraints of the form∑iwixi = k. Whereas such a constraint is usu-
ally encoded by the two constraints∑iwixi ≤ k and∑iwixi ≥ k resulting in twice
the number of clauses and variables, the proposed new encoding needs also twice
the number of clauses but does not double the auxiliary variables.
Finally, we provide an experimental analysis that empirically verifies the practi-
cability of the new encoding.
The chapter is structured as follows: our notion of Boolean circuits is given in
Section 4.1 and Section 4.2 presents a simple preprocessing technique. In Sec-
tion 4.3 the Sequential Weight Counter encoding is introduced, followed by an em-
pirical evaluation in Section 4.4. We will discuss in Section 4.5 the related work
of the encoding through BDDs as well as the related work of Philipp and Tigunova
in [49], where the authors present a verified decision procedure for pseudo-Boolean
formulas, based on the SWC encoding. Some final conclusions are presented in
Section 4.6.
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4.1 Boolean Circuits
In the sequel we will also use Boolean circuits for the representations of formulas.
The circuits contain gates, which are used as a special notation of the equivalence
connective ’⇔’. Let F and G be formulas, then an interpretation I satisfies F⇔ G iff
I is a model for both F and G or I is neither a model for F nor for G.
Such an equivalence can be transformed according to the standard rules of propo-
sitional logic into conjunctive normal form. The expression s⇔ (x∧y) is called AND
gatewith the input literals x and y and the output literal s. Wewill refer to AND gates
with the symbol ’&’ as shown in Figure 4.1b. Similarly to the AND gate we represent
with ’≥1’ the expression s ⇔ (x ∨ y) an OR gate. Again, x and y are are input lit-
erals and s is the output literal. The symbol used for OR gates is ’≥1’. The OR gate
is illustrated in Figure 4.1a. We also allow more complex gates by the composition
of AND or OR gates. Example 4.1 shows such a compound gate. Note that this is
similar to the Tseitin transformation discussed in Section 2.3.4, where the output
literal is called Tseitin variable. Depending on the formula, sometimes only a sin-
gle direction of the equivalence needs to be encoded. This extension to the Tseitin
transformation is called Plaisted-Greenbaum transformation [50].
A figure containing multiple, possible nested, gates is called a Boolean circuit.
The reader can find an example of a Boolean circuit in Figure 4.3.
≥1 sxy
(a)
& sxy
(b)
Figure 4.1: (a) An OR gate representing s⇔ (x ∨ y).
(b) An AND gate representing s⇔ (x ∧ y).
Example 4.1 In Figure 4.2 we illustrate an example compound gate for the expres-
sion s⇔ ((x ∨ y) ∧ (x ∨ z). The variable s is the output variable (respectively Tseitin
variable). We can translate this expression to the following formula in CNF:
(x ∨ z ∨ s) ∧ (s ∨ y ∨ x) ∧
(y ∨ s) ∧ (s ∨ y ∨ z)
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≥1xy
≥1z
& s
Figure 4.2: Boolean gate for ((x ∨ y) ∧ (y ∨ z))⇔ s
4.2 Preprocessing
To simplify the SWC encoding further, we add a simple preprocessing step before
the encoding. In this step all literals are removed from the PB constraint that cannot
be satisfied by anymodel of the constraint, i.e. all literals with a weight greater then
the right-hand side of the PB constraint.
Example 4.2 Given a PB constraint 3 · x1 + x2 + x3 ≤ 1. It is easy to see that any
model for this constraint does not satisfy x1. Hence we can remove x1 from the PB
constraint and have to add x1 as unit to the encoding.
3 · x1 + x2 + x3 ≤ 1
≡ x2 + x3 ≤ 1 ∧ x1
With the following proposition we can remove all terms with a weight greater
then the right-hand side.
Proposition 4.3 A PB constraint
w1 · x1 + · · ·+wi−1 · xi−1 +wi · xi +wi+1 · xi+1 + · · ·+wn · xn ≤ k,
with wj > 0 for 1 ≤ j ≤ n and wi > k is equivalent to the Formula
xi ∧w1 · x1 + · · ·+wi−1 · xi−1 +wi+1 · xi+1 + · · ·+wn · xn ≤ k.
≥1 s1xy
& s2z
Figure 4.3: Boolean circuit containing the gates s1 ⇔ (x ∨ y) and s2 ⇔ (s1 ∧ z)
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Proof We find for any interpretation I that
I |= w1 · x1 + · · ·+wi−1 · xi−1 +wi · xi +wi+1 · xi+1 + · · ·+wn · xn ≤ k
iff w1 · I(x1) + · · ·+wi−1 · I(xi−1) +wi · I(xi) +wi+1 · I(xi+1) + · · ·+wn · I(xn) ≤ k
iff I(xI) = 0 and w1 · I(x1) + · · ·+wi−1 · I(xi−1) +wi+1 · I(xi+1) + · · ·+wn · I(xn) ≤ k
since wj > 0 for 1 ≤ j ≤ n and wi > k
iff I |= xi ∧w1 · x1 + · · ·+wi−1 · xi−1 +wi+1 · xi+1 + · · ·+wn · xn ≤ k. □
For the rest of this chapter we will assume that all PB constraints are normalized
and any weight is not greater then the corresponding right-hand side. Note that
this also exclude unit clauses. But since unit clauses are already encoded we do not
have to consider them in any encoding.
4.3 Sequential Weight Counter Encoding
The Sequential Weight Counter (SWC) encoding is a modification of the Sequen-
tial Counter (SEQ) encoding, presented in [59], which translates cardinality con-
straints into CNF. Due to small changes, the SWC encoding needs the same amount
of clauses as the SEQ encoding, specifically at most n(2 · k+ 1) clauses and (n− 1)k
auxiliary variables, and – like the SEQ encoding – maintains generalized arc consis-
tency (GAC) by unit propagation. On the one hand, the SWC encoding needs more
clauses and variables than an adder network for PB constraints, which requires
O(n · log(∑ni=1wi)) variables and clauses [23], but adder networks do not maintain
generalized arc consistency by unit propagation. On the other hand, if k ≤ n2 the
SWC encoding needs less variables and clauses than the watchdog encoding [11] –
which produces O(n3 · log(n) · log(wmax)) clauses and O(n2 · log(n) · log(wmax)) vari-
ables. At the time of the publication of the SWC encoding, the watchdog encoding
was the best known encoding of PB constraints maintaining generalized arc con-
sistency by unit propagation [11] in terms of an asymptotic space complexity (i.e.
number of clauses in the resulting CNF).
We have analyzed the set of PB instances from recent PB competitions, where
we only considered PB constraints where at least one weight is greater then 1, to
exclude clauses and cardinality constraints from the data. This is important because
for these special classes of PB constraints, there exists better encodings, which
should always be preferred over general PB constraint encodings. These encodings
where already mentioned in Section 3.6.
Table 4.1 shows the distribution of PB constraints in the instances of the PBbench-
mark 2011 and 2010 [55]. The analysis reveals that k ≤ n holds for 99%of the consid-
ered PB constraints. Comparing the two GAC encodings for the border case k = n,
the SWC generates at most 2n2 + n clauses and the watchdog encoding generates
O(n3 · log(n) · log(wmax)). In this case, our encoding has a quadratic complexity and
the watchdog encoding a cubic complexity. Only in the rare case where k ≥ n3 the
watchdog encoding results in less clauses.
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Table 4.1: Distribution of k with respect to k in PB constraints
Number of Constraints k > n2 n2 ≥ k > n k ≤ n
22014 154 0.56% 0.23% 99.2%
In the following, we briefly discuss the SEQ encoding and define the SWC en-
coding in Section 4.3.1. In Section 4.3.2 we prove that the SWC encoding detects
inconsistency and maintains generalized arc consistency by unit propagation. In
Section 4.3.3 we propose an extension of the SWC encoding for PB constraints of
the form∑iwixi = k, which does not require two PB constraints using the ≤ op-
erator as the usual encoding; whereas the new variant as well as the standard SWC
encoding do not maintain generalized arc consistency by unit propagation for PB
constraints with equality comparator, the new variant reduces the number of aux-
iliary variables.
4.3.1 From Sequential Counters to Sequential Weight Counters
Before we describe the SWC encoding, we will start with an introduction of the
Sequential Counters of the SEQ encoding.
Sequential Counters
Setting all weights wi in a PB constraint to 1 results in a cardinality constraint∑
i xi ≤ k, allowing at most k variables to be assigned to 1, where 1 ≤ i ≤ n. These
constraints and their encodings into SAT instances are well studied (see e.g. [59, 7]).
The idea of the SEQ encoding is to sequentially count from left to right the num-
ber of variables which have been assigned to 1 by an interpretation I. Each interme-
diate sum is encoded by a unary representation with the help of auxiliary variables
si,j, 1 ≤ i ≤ n and 1 ≤ j ≤ k, such that si,k is the most significant digit. The value of j is
used to represent the value of the i’th sum as a unary number. Using the definition
of unary from the previous chapter, unary((si,1, . . . , si,k), I) describes the number of
literals in the set {x1, . . . , xi} that are satisfied by an interpretation I.
Example 4.4 For the cardinality constraint x1 + x2 + x3 + x4 ≤ 3, the SEQ encoding
will use the auxiliary variables si,j, with 1 ≤ i ≤ 4 and 1 ≤ j ≤ 3. For a model I =
{x1, x2, x3, x4} of the SEQ encoded constraint we will find that:
unary((s1,1, s1,2, s1,3), I) = 0
unary((s2,1, s2,2, s2,3), I) = 1
unary((s3,1, s3,2, s3,3), I) = 1
unary((s4,1, s4,2, s4,3), I) = 2
The counting mechanism is illustrated in Figure 4.4(a) and can be implemented
with the help of gates: An OR gate in Figure 4.4(b) ensures that if the input literal
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x1 x2 xn
s1,1
s1,2
s1,k
s2,1
s2,2
s2,k
sn,1
sn,2
sn,k
(a)
xi
≥1 si,1
≥1 si,2
≥1 si,k
&
&
si−1,1
si−1,2
si−1,k−1
si−1,k
(b)
Figure 4.4: SEQ encoding: (a) An overview over the whole circuit showing the con-
nection of the input literals and output literals between the single cir-
cuits for each variable xi. (b) The detailed circuit for a single input vari-
able xi.
si−1,j is assigned to 1, then the output literal si,j is propagated by UP. An output literal
si,j is also propagated if the input variable xi and the previous input literal si−1,j−1 are
assigned to 1. This behavior is ensured by the AND gate. Additionally a formula is
added, disallowing the sum to become greater than k:
si,1 ⇔ xi ∨ si−1,1 for 1 ≤ i ≤ n,
si,j ⇔ (xi ∧ si−1,j−1) ∨ si−1,j for 1 ≤ i ≤ n, 1 < j ≤ k,
⊥ ⇔ xi ∧ si−1,k,
where ⊥ denotes a formula, that is always false. Because the OR and AND gates in
the SEQ encoding occur only positively, only the⇐ directions are required for the
transformation into conjunctive normal form [50].
We will now extend the SEQ encoding such that the weights of a PB constraint
are counted sequentially instead of satisfied literals.
Sequential Weight Counters
To extend the encoding of a cardinality constraint to an encoding of a PB con-
straint we replace the coefficients 1 by weights 1 ≤ wi ≤ k for each variable xi. Let
J be an interpretation, then if J(xi) = 1 we have to set the output literals si,j+1,
si,j+2,…,si,j+wi to 1, where j is the largest index with si−1,j = 1, thus we sum up thevalues of the weights wi for each assigned variable xi = 1 instead of counting the
number of assigned variables xi = 1. The new mechanism is achieved by modifying
one input of the AND gates. The equivalence si,j⇔ (xi ∧ si−1,j−1) ∨ si−1,j of the SEQ
encoding is replaced by
si,j⇔ (xi ∧ si−1,j−wi) ∨ si−1,j.
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Figure 4.5: SWC encoding: (a) Overview. (b) The detailed circuit for xi
If j−wi ≤ 0we can skip the AND gate and just use the OR gate with si,j ⇔ (xi ∨ si−1,j).
Figure 4.5(b) illustrates this substitution. The connections of the counters remain
unchanged as shown in Figure 4.5(a). The final modification is to force the sum to
be smaller or equal to k:
⊥ ⇔ xi ∧ si−1,k+1−wi .
For a PB constraint ∑iwixi ≤ k with 1 ≤ i ≤ n the conjunction of the following
formulas encodes this constraint:
(si−1,j ∨ si,j) for 2 ≤ i < n, 1 ≤ j ≤ k, (4.1)
(xi ∨ si,j) for 1 ≤ i < n, 1 ≤ j ≤ wi, (4.2)
(si−1,j ∨ xi ∨ si,j+wi) for 2 ≤ i < n, 1 ≤ j ≤ k−wi, (4.3)
(si−1,k+1−wi ∨ xi) for 2 ≤ i ≤ n. (4.4)
Hence, the SWC encoding requires 2nk− 4k+w1 + n− 1 clauses and k (n− 1) aux-
iliary variables. As shown in Figure 4.5(b) the structure of the encoding is simple to
understand and the formula can be easily encoded. The pseudocode of the SWC
encoding is shown in Listing 4.1. We will show that the SWC encoding correctly
encodes a PB constraint∑ni=1wixi ≤ k, where 1 ≤ wi ≤ k and k ≥ 1, in Theorem 4.7
in the next section.
4.3.2 Properties of the SWC Encoding
In this section, we prove that the SWC encoding is an encoding for PB constraints
and that it detects inconsistencies as well as it maintains generalized arc consis-
tency by unit propagation.
For the proofs presented in this section we have to extend the definition of the
unary function given in Section 3.3.1 to partial interpretations. Let A = (a1, . . . , an)
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Listing 4.1 Sequential Weight Encoding.
SWC(∑ni=1wi · xi ≤ k)
F = >
for i = 1 to n and for j = 1 to k
new auxiliary variable si,j
end
for i = 2 to n - 1 and for j = 1 to k
F = F ∧ (si−1,j ∨ si,j)
end
for i = 1 to n - 1 and for j = 1 to wi
F = F ∧ (xi ∨ si,j)
end
for i = 2 to n - 1 and for j = 1 to k−wi
F = F ∧ (si−1,j ∨ xi ∨ si,j+wi)
end
for i = 2 to n
F = F ∧ (si−1,k+1−wi)
end
return F
be a sequence of literals and J be a partial interpretation.
unary((a1, . . . , an), J) =

0 if n < 1
0 if J 6|= a1
1+ unary((a2, . . . , an), J) else
We start to prove that the SWC counts the sum of weights in the auxiliary vari-
ables si,j as unary numbers.
Lemma 4.5 For a PB constraint C of length n and right-hand side k and a partial
interpretation J ⊂ lits∗(C), we find that for any i with 1 ≤ i ≤ n,∑
{wj | J(xj) = 1, 1 ≤ j ≤ i} = unary((si,1, . . . , si,k), J′)
holds, where J′ = UP(SWC(C), J) is the resulting partial interpretation from the unit
propagation w.r.t. J and the SWC encoding of C.
Proof This is obvious from the definitions of the encoding. The clauses (4.1), (4.2)
and (4.3) imply the auxiliary variables si,j by UP for every variable xi in exactly that
way. □
Now we can prove that SWC detects inconsistency by the unit propagation.
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Corollary 4.6 The Sequential Weight Counter encoding detects inconsistency by
unit propagation.
Proof Let J be a partial interpretation and assume that∑
{wj | J(xj) = 1, 1 ≤ j ≤ n} > k (∗)
and UP does not detect a conflict in the SWC encoding with respect to J. Since we
normalized all PB constraints such that all weights are not greater than k and with
(∗) there exists a literal xi with J(xi) = 1 for 1 ≤ i ≤ n,∑
{wj | J(xj) = 1, 1 ≤ j ≤ i} > k and
∑
{wj | J(xj) = 1, 1 ≤ j ≤ i− 1} < k.
From Lemma 4.5 follows that∑
{wj | J(xj) = 1, 1 ≤ j ≤ i− 1} = unary((si−1,1, . . . , si−1,k), J).
Hence unit propagation w.r.t. J will propagate the auxiliary variable si−1,k−wi . Withthe clause (si−1,k+1−wi∨xi) in the SWCencoding, unit propagationwill also propagatexi and detect a conflict, which contradicts the assumption. □
Now we can prove the correctness of the SWC encoding.
Theorem 4.7 The SWC is an encoding for the PB constraint∑ni=1wixi ≤ k.
Proof From the Corollary 4.6 we know that setting the literals xi by an interpreta-
tion I such that the sum∑ni=1wi · I(xi) > k leads to a conflict by unit propagation,
hence I cannot be a model for the encoded formula. Now we need to show that
mapping the literals xi by I such that∑ni=1wi · I(xi) ≤ k does not lead to a contra-
diction. Having only the clauses (4.1), (4.2) and (4.3), it follows that any assignment
of the literals xi does not lead to a contradiction, since I(xi) = 1 only implies the
auxiliary variables si,j positively and in each of these clauses si,j occurs positively.
Setting I(xi) = 0 results in no implication, since xi does not occur positively in any
clause.
The clause (4.4) has to be satisfied by I since with∑ni=1wi ·I(xi) ≤ k and Lemma 4.5
we find that either I(xi) = 0 or I(si−1,k+1−wi) = 0 holds.
□
In the last stepwe prove that the SWCencodingmaintains GAC by unit propagation.
Theorem 4.8 The Sequential Weight Counter encoding maintains GAC by UP.
Proof Let C =∑iwixi ≤ k be a PB constraint and J be a partial interpretation withJ ⊂ lits∗(C) that can be extended to amodel forC and xi be a literal inC. Furthermore
let xi 6∈ UP(SWC(C), J) and xi 6∈ UP(SWC(C), J), where SWC(C) is the SWC encoding
of C.
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To prove theGACpropertywe have to show that then J can be extended tomodels
I and I′ of C with xi ∈ I and xi ∈ I′. Since J can be extended to a model of C, we can
trivially extend J ∪ xi to a model as well.
Assume that we can not extend J ∪ xi to a model of C and let J′ = UP(SWC(C), J).
Then we find that unary((si−1,1, . . . si−1,k), J′) > k − wi and hence si−1,k+1−wi is satis-fied by J′. But this contradicts our assumption, since clause (4.4) would cause unit
propagation to propagate xi. □
4.3.3 Encoding Equivalence with the SWC
To avoid unnecessary auxiliary variables and clauses wewould like to encode the PB
constraint∑ni=1wixi = kwith the help of one SWCencoding instead of transforming
it into two PB constraints: ∑ni=1wixi ≤ k ∧∑ni=1wixi ≥ k. The basic idea is to count
the weights as before, but fixing the sum to k. Since we now need the actual sum,
we have to encode the circuit for the last input literal xn. In the next step we fix
the sum to k by adding the unit clauses sn,1,sn,2,…,sn,k to our encoding. In the basic
SWC encoding we only had to consider the direction from the input variables to the
output variables of a gate. With the the unit clauses for sn,1,sn,2,…,sn,k added to the
encodingwe have to add the clauses from the output variables to the input variables
as well for each gate.
After the transformation we obtain the following clauses:
si−1,j ∨ si,j for 2 ≤ i ≤ n, 1 ≤ j ≤ k,
xi ∨ si,j for 1 ≤ i ≤ n, 1 ≤ j ≤ wi,
si−1,j ∨ xi ∨ si,j+wi for 2 ≤ i ≤ n, 1 ≤ j ≤ k−wi,
si−1,k+1−wi ∨ xi for 2 ≤ i ≤ n,
si,j ∨ xi ∨ si−1,j for 2 ≤ i ≤ n,1 ≤ j ≤ k,
si,j ∨ si−1,j ∨ si−1,j−wi for 2 ≤ i ≤ n, wi < j ≤ k,
sn,j for 1 ≤ j ≤ k.
Hence the encoding needs about the same number of clauses (4nk − 3 k + w1 +
n − 1 compared to 4nk − 8 k + 2w1 + 2n − 2) and nk auxiliary variables instead of
2 k (n− 1) auxiliary variables. The proof that these clauses encode the PB constraint∑n
i=1wixi = k can be done in a similar way as in Theorem 4.7.
4.4 Results
To show the practical usefulness of the SWC encoding, we present an empirical
evaluation in this section. As a basis for our experiments we use formulas with mul-
tiple PB constraints from the PB competitions 2010 and 2011 [55]. The PB competi-
tion is an evaluation of solvers for formula with PB constraints that take place irreg-
ularly. The benchmarks of the PB competition contains besides decision instances,
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where a solver has to find a satisfying variable assignment, also optimization in-
stances. To solve an optimization instance a solver has to find a satisfying variable
assignment that minimizes a given optimization function. Since a SAT solver can
not handle optimization function natively, we decided to use only the decision in-
stances. We will discuss the possibility and usefulness of applying PB encodings to
optimization problems in the next subsection.
In total we have 278 PB instances in our benchmark. To solve a PB instance we
translate each PB constraint into CNF with the help of an encoding. Afterwards a
SAT solver is used to solve the resulting CNF formula. We use the SAT solver glucose
2 for this task. The experiments run on an AMD Opteron CPU with 2.66GHz. Each
solver has a memory limit of 2GB and a timeout of 1800 s.
Before each constraint is translated into CNF, we simplified them as follows: For
a constraint∑iwi · xi ≤ k we immediately assign all xi to 0, if wi > k. Furthermore,
all constraints that are satisfied under any variable assignment are removed. Con-
straints of the form∑i xi ≥ 1 are encoded as a single clause (x1 ∨ ...∨n). Finally, PB
constraints with all weights equal to 1, i.e. ∑i xi ≤ k, are translated by an appro-
priate cardinality constraint encoding [7]. This way we treat all special cases of PB
constraints, namely the clauses and cardinality constraints, identically in each test
run. Hence any performance differences result from the encoding of general PB
constraints.
At the time of the publication of the SWC encoding, there exist only two state-
of-the-art PB encodings that maintain GAC: The encoding through BDDs and the
Local Polynomial Watchdog encoding. The Local Watchdog encoding results in
O(n3 log(n) log(k)) clauses and the SWC encoding produces O(n · k) clauses. Since
for 99% of the PB constraints in the benchmark k ≤ n holds, the SWC encodes CNF
formula with significant less clauses then the Local PolynomialWatchdog encoding.
Obviously the strength of this encoding lays in the encoding of PB constraints with
big integer weights. Since we cannot provide such constraints in our benchmark
we will compare the SWC encoding with the BDD encoding, which has a similar
structure as our new encoding. But despise these similarities we will show that the
SWC provides a useful extension to the encoding with BDDs. The encoding with
BDDs has been implemented as presented in [23].
Table 4.2 compares the number of solved PB instances among the encodings and
gives the average time that has been used to solve a single instance. We also used
an encoding configuration called “BEST”, that selects for each PB constraint the en-
coding that results in the least number of clauses. The encoding with BDDs can
solve 126 instances and the SWC encoding is capable of solving 129 instances within
the given timeout. While the SWC encoding is capable of solving the same instances
as the BDD encoding, the SWC is able to solve three more instances. For 58 out of
the 126 instances that both encodings can solve, BDD is faster. For the remaining
68 instances the SWC was able to solve them more quickly. As already seen in the
research field of SAT solvers, a portfolio approach can reduce the solution time fur-
ther [66]. This idea could be applied to PB constraint encodings aswell. By choosing
always the encoding that results in less clauses, the configuration BEST solves an-
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Table 4.2: Comparing the performance of PB solving approaches
Encoding BDD SWC BEST bsolo clasp
Solved instances 126 129 141 98 120
Run time 180.49 s 193.74 s 142.77 s 136.43 s 138.08 s
other 12 instances, while decreasing the run time per instance. Therefor encoding
of PB constraints with the new SWC encoding provides an useful extension.
Since PB constraints can also be solved natively or by handling PB constraints
inside a SAT solver as special clauses, we furthermore compare our approach with
successful systems of previous PB competitions. The program bsolo is a native PB
solver [38] and clasp [26] is a SAT solver that can handle PB constraints inside the
solver without a translation to CNF. We add these solvers to our experiment as
well. The comparison of these solving techniques with the translation into CNF is
also presented in Table 4.2. From the results we can conclude that the encoding of
PB constraints into CNF in combination with a well designed SAT solver is a viable
option compared to native approaches. If we compare our portfolio approach BEST
with these other solving techniques a clear benefit can been seen.
4.4.1 Applying PB Constraint Encodings to Optimization Functions
Besides the direct application to PB constraints, PB encodings allow us to solve
some optimization problems with a SAT solver. While a SAT solver natively can only
solve decision problems, we can encode a single upper bound of an optimization
function for certain optimization problems with the help of PB encodings. Such
an encoded function can be used to reduce the upper bound of an optimization
problem further and further until an optimal solution can be proven. In doing so
we can benefit from the advanced solving techniques of modern SAT solvers. We
will demonstrate the application of PB encodings to optimization problems on the
example of the weighted MaxSAT problem in the following.
4.4.2 Translating Weighted MaxSAT into CNF
Themaximum satisfiability problem (MaxSAT) is an extension of the SAT problem. It
can be defined as follows: Given a formula F, find a variable assignment such that a
maximum number of clauses is satisfied. We can extend to MaxSAT problem to the
weighted MaxSAT problem by associating weights to each clause. For the weighted
MaxSAT problem we have to find an variable assignment that minimizes the sum of
the weights being associated with the clauses that are not satisfied. To show the
usefulness of PB encodings, we solve weightedMaxSAT instances by encoding them
into CNF formula and solve these by a SAT solver. We will now briefly describe how
MaxSAT can be translated into a CNF formula such that a standard SAT solver can
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be applied. The following approach has been described in [14], with the exception
that instead of using a native constraint solver for the PB constraint, we encode
these constraints into CNF.
Let each clause Ci in a MaxSAT formula F be associated with its weight wi. To
solve F we have to minimize the following sum with respect to an interpretation I:∑
{wi | Ci is not satisfied under I}
To encode the MaxSAT formula F into CNF we relax each clause Ci = (l1 ∨ · · · ∨ ln) in
Fwith an auxiliary variable xi, such that the resulting clause is Ci = (l1∨ · · · ∨ ln∨xi).
With the auxiliary variable xi we ensure that the clause Ci is always satisfiable, since
xi only occurs once in the relaxed formula. For a model I of the relaxed formula,
we will count each clause Ci as unsatisfied if its auxiliary variable xi is part of the
model I. The weighted sum of unsatisfied clauses under an Interpretation I can be
calculated as follows: ∑
{wi | xi is not satisfied under I}
We can now apply a SAT solver to such a relaxed weighted MaxSAT formula and
calculate the value of the optimization function, i.e. theweighted sumof unsatisfied
clauses, for a certain model I.
4.4.3 Solving Weighted MaxSAT by Iterative Encoding
Solving a relaxed weighed MaxSAT formula with a SAT solver gives us just an upper
bound for the actual optimum. Hence we have to improve this upper bound itera-
tively until an optimum is reached and thus the weightedMaxSAT formula is solved.
We will do this with the following algorithm:
At first we relax the MaxSAT formula as described in the previous Section 4.4.2
and solve this formula with a SAT solver. Then we extract the upper bound k from
the model provided by the SAT solver. Afterwards the PB constraint∑ni=1wi · xi ≤k− 1 is encoded with the SWC encoding. The relaxed formula and the encoded PB
constraint is again solved by a SAT solver. If this formula is satisfiable an improved
upper bound can be extracted from the newmodel. We will repeat these steps until
we result into an unsatisfiable formula. At this point we found the optimal solution
k for the given weighted MaxSAT formula.
4.4.4 Empirical Evaluation for Weighted MaxSAT
Since our research just focus on the encoding of PB constraint, we compare the
SWC encoding to modified SAT solvers that also translate MaxSAT into CNF but
handle the PB constraint natively during search and not by encoding them directly
into CNF. In general, handling PB constraints natively within the solver yields var-
ious advantages: (i) the SAT solver has to handle less clauses, (ii) decision heuris-
tics can be adopted to branch on the variables of the optimization function first.
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For more details see [14]. On the other hand the approach of encoding weighted
MaxSAT entirely into CNF offers access to highly optimized modern SAT solvers
without the need of special extension that handle PB constraints.
In a second empirical evaluation we compare our approach with the SWC en-
coding with the two MaxSAT solvers clasp [26] and Sat4J [14]. Both solvers solve
MaxSAT as presented in Section 4.4.2, with the difference that the PB constraint is
handled as a special clause. According to the MaxSAT evaluation1, this is the state-
of-the-art solution for solving MaxSAT with a SAT solver. For our approach, that
encodes the PB constraints into CNF with the help of the SWC encoding, we se-
lected four state-of-the-art SAT solvers from a previous SAT competition:
• lingeling [17] (SWC+L),
• Sat4J as SAT solver [14] (SWC+S4J),
• clasp as SAT solver [26] (SWC+C) and
• pfolio [53] (SWC+PF).
We evaluate the different solvers on a subset of the benchmark of the MaxSAT
evaluation 20112. Wewill use all the instances that areweighted andpartial weighted
MaxSAT instances from the application and crafted category. We filter these in-
stances further and take only those instances where the encoding of the PB con-
straint would result in less than ten million clauses, as the other instances can not
be handle by a SAT solver efficiently. For these instances the application of a native
PB constraint solver is clearly beneficial. We leave it to future works to tackle these
instances with a direct encoding into CNF. Our selected benchmark contains 94
instances. All the experiments have been executed on an AMD Opteron CPU with
2.66Ghz. We set a memory limit of 1.8GB RAM and a timeout of 3600 seconds.
The diagram in Figure 4.6 shows the result of our evaluation in a so-called cactus
plot. In such a diagram it can be seen howmany instances a solver can solve within
different timeouts. Hence instead of presenting the overall number of solved in-
stances for a given timeout (in our case 3600 s), we are able to see the performance
of each solver for various timeouts at once.
For the easier instances it can be seen that Sat4J and clasp can solve these for-
mulas significantly faster than our approach. This can be explained by the overhead
we introduce by the extraction of the current upper bound and the reencoding for
the next CNF formula. For more difficult instances our approach with the SWC en-
coding is superior. If the timeout is increased from around one minute to an hour,
both solvers Sat4J and clasp are only capable of solving one and two instances more
respectively. On the other hand with our approach all selected SAT solvers, even
the SAT versions of Sat4J and clasp, can solve more instances within the given time
of an hour. The best performance has been achieved in combination with the SAT
1see http://www.maxsat.udl.cat/11/results/
2see http://www.maxsat.udl.cat/11/
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Figure 4.6: Comparison of the number of solved instances for the native MaxSAT
solvers and the iterative encoding approach
solver lingeling. This configuration is able to solve 77 instances in the given timeout
compared to the 70 instances that clasp solved. As a conclusion of the evaluation
we can see the benefits of PB constraint encoding compared to a native handling
within a SAT solver.
4.5 Related Work
The encoding of PB constraints through BDDs as presented in Section 3.5 is similar
to the present SWC encoding. In the BDD encoding a tree shaped graph is build,
that sums up each selected weight along a path. If the sum exceeds the right-hand
side of the encoded PB constraint, the path in the BDD will end in a false terminal
node. But while the structure is quite similar for both encodings, the SWC encod-
ing provides an easier algorithm and the ability to encode PB constraints with an
equality comparator as shown in Section 4.3.3.
In [49] Philipp and Tigunova describe a verified decision procedure for pseudo-
Boolean formulas that uses the SWC encoding. The authors used a Coq proof as-
sistant [15] to create a verified SWC encoding for PB constraints. To the best of
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our knowledge this is the first and only published PB encoding that is automatically
verified.
Another application for the SWC encoding is thewell known open sourceMaxSAT
solver Open-WBO [43]. Due to its grid like structure of the SWC encoding it is
possible to change incrementally the right-hand side of a PB constraint. Open-WBO
encodes a new lower bound by adding only few unit clauses to the SWC encoding,
instead of starting over from scratch with a new formula. This results in a lower
encoding time as well as the ability to keep all clauses that a SAT solver learned
during previous runs.
4.6 Conclusion and Future Work
In this chapter we presented the SWC encoding, a new encoding for PB constraints
of the form∑ni=1wixi ≤ k into CNF. The SWC encoding allows unit propagation to
quickly prune the search space by maintaining GAC, it needs at most n (2k + 1)
clauses and (n − 1)k auxiliary variables. If k ≤ n2 then the SWC encoding results
in significant less clauses compared to the Local Watchdog encoding. At the time
of the publication of the SWC encoding the Local Watchdog encoding generates
the fewest clauses in general, namely O(n3 log(n) log(k)) clauses, while maintaining
GAC. While the encoding of a PB constraint would require significant more clauses
if the weights in the constraint are big integers, it has to be noted that for 99% of
the PB constraints in the formulas from the PB Evaluation benchmarks even k ≤ n
holds. Hence for the encoding of these constraints the SWC encoding should be
preferred over the Local Watchdog encoding.
Our new encoding is not only a simple encoding, but it also provides a perfor-
mance improvement for solving some PB instances. The empirical evaluation has
shown that the SWC encoding is a useful extension to the portfolio of PB encod-
ings. With the ”BEST” encoding, that always chooses the encoding that requires
the smallest number of clauses, our PB solver can solve 12 instances more than with
only a single encoding.
Compared to native domain solvers our approach can solve 21 more instances of
the PB benchmark compared to successful solvers from recent PB competitions. We
also showed the practical impact for the encoding of PB constraints in general: by
comparing it with a PB constraint solver integrated in a MaxSAT solver. At least for
small (but hard) instances, encoding PB constraints directly with the SWC encoding
clearly dominates the integrated approach.
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The Binary Merger Encoding
In this chapter we will introduce the Binary Merger [40] encoding that is related
to the known Watchdog Encoding [11]. We present this encoding in a more ab-
stract way, based on an extended formula. We prove that it is possible to translate
the sorters and mergers – the fundamental parts of these encodings – into CNF
with any sound translation that holds certain conditions. Second, with another CNF
translation of these sorters and mergers as in the watchdog encoding, it is possible
to answer an open question from Bailleux et al. [11]. They ask for a more compact
encoding of PB constraints that maintains GAC.
Let n be the number of literals in a PB constraint and wmax be the maximum
weight, the Binary Merger encoding requires O(n2 · log2(n) · log(wmax)) clauses in
contrast to theO(n3 · log(n) · log(wmax)) clauses necessary for theWatchdog encod-
ing. If GAC should not be maintained by UP, the required clauses can be reduced
further to O(n · log2(n) · log(wmax)).
In Section 5.1 we will describe some basic concepts used in this chapter as well
as recall the definitions of bit operations. We will outline the idea of the encoding
in Section 5.2 and present the abstract Binary Merger encoding and its properties
in Section 5.3. Section 5.4 presents a comparison of our new encoding to other
state-of-the-art encoding and in Section 5.5 we will give some final thoughts.
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5.1 Preliminaries
Since we will use the binary representation of numbers for this chapter, we will
recall the definitions of Section 3.2.1.
Bit Operations The function bits(n) denotes the number of bits without leading
zeros in the binary representation of the number n ∈ N. We can calculate this
function as follows:
bits(n) = bld(n)c+ 1
Let n,p ∈ N be natural numbers and p ≥ 1. Then the function bit(n,p) denotes the
p’th least significant bit in the binary representation of the number n:
bits(n, 1) = n modulo 2
bits(n, p) = bits(n div 2,p− 1),
where div is the integer division without remainder.
Similar to the Sorting Networks and the Watchdog encoding the Binary Merger
also uses the concept of bit buckets to represent the left-hand side of a PB con-
straint.
Bit bucket A bit bucket Ba of a PB constraint∑ni=1wi ·xi ≤ k is a sequence of literals
in arbitrary but fixed order, such that xi ∈ Ba iff bit(wi, a) = 1, with a ∈ N+.
We will also introduce the binary cut. The binary cut of a number n up to the p′th
bit, in symbols bcut(n,p), is
bit(n, 1) · 20 + bit(n, 2) · 21 + . . .+ bit(n,p) · 2p−1.
As an example, the binary cut of the number 19 = 10011b up to the third bit is
bcut(19,3) = 011b = 3.
In contrast to the other state-of-the-art encodings, the Binary Merger is defined
not in terms of a CNF but in terms of sorter and merger constraints. To complete
the encoding of a PB constraint, these sorter and merger constraints are trans-
formed into CNF in a separate step. We achieve two advantages by this: on the one
hand we are not bound to a single method for the encoding of these constraints –
as seen in this work, there exists many different approaches for the encoding of a
constraint – and on the other hand the encoding is easer to understand.
Wewill extend the definition of a formula such that a formula can also include sorter
and merger constraints.
Extended Satisfaction Relation Let X, Y and Z be sequences of literals, and I be
an interpretation. We extend the satisfaction relation for the sorter and merger
constraints in the following way:
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sum(X, I) = k iff k =∑{I(x) | x ∈ X}.
I |= sort(X) iff I |= Xi+1 implies I |= Xi for all 1 ≤ i < n
I |= sort(X,Y) iff I |= sort(Y) and sum(Y, I) = sum(X, I)
I |= merge(X,Y,Z) iff (I |= sort(X) and I |= sort(Y)) implies that
(I |= sort(Z) and sum(Z, I) = sum(X, I) + sum(Y, I))
The function sum(X, I) simply counts the number of literals that are assigned to 1 by
a given interpretation I. We need this function for simpler definition of the sorter
and merger constraints.
The constraint sort(X) is satisfied under an interpretation I iffX is sorted descend-
ing with respect to I.
Example 5.1 Let I be an interpretation and X be the sequence of literals (x, y, z) and
{x, y, z} ⊂ I. If we apply the interpretation to X we find that
(I(x), I(y), I(z)) is (0, 1, 1),
which is not sorted descending and according to the extended satisfaction relation
I does not satisfies sort(X).
Let I′ be an interpretation with {x, y, z} ⊂ I′. Now we find that
(I′(x), I′(y), I′(z)) is (1,0,0),
which is sorted descending and I′ satisfies the constraint sort(X).
For the Binary Merger encoding we need a constraint, that enforce a sequence of
literals X to be sorted according to a sequence of literals Y. Therefore it has be en-
sured that X and Y has the same number of literals assigned to 1 by an interpretation
I as well as that sort(X) holds under I.
Example 5.2 Let I be an interpretation and X and Y are sequences of literals with
X = (x, y, z) and Y = (a, b, c). Furthermore let I be an interpretation with {x, y, z} ⊂ I
and {a, b, c} ⊂ I. If we apply the interpretation I to X and Y we find that
(I(x), I(y), I(z)) is (1,0,0) and
(I(a), I(b), I(c)) is (0, 1,0).
Thus X is the sorted descending with respect to the sequence Y and interpretation
I and I does satisfies sort(X,Y).
Given a sequence of literals X = (x, y, z) and an interpretation I we find that the
number of literals in X that are assigned to 1 by I is represent as unary number
(I(x), I(y), I(z)) if I satisfies sort(X). If {x, y, z} ⊂ I then
(I(x), I(y), I(z)) = (1, 1,0)
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is the unary representation for 2 which is also the number of literals in X that are
assigned to 1 by I. Recall that we introduced the function unary in Section 3.3.1 to
represent such numbers. With this function we find that unary(X, I) = 2. Thus with
the constraint sort(X,Y) we can enforce X to encode the unary number of assigned
literals in Y.
With themerger constraint we can calculate the sum of such two unary numbers.
Let X, Y and Z be sequences of literals and I be an interpretation. Furthermore let I
satisfy sort(X) and sort(Y). With the merge(X,Y,Z) constraint we can enforce that Z
contains the sum of X and Y: unary(Z, I) = unary(X, I) + unary(Y, I).
Extended Formulas A extended formula is a conjunction of constraints C1∧ . . .∧Cn,
where a constraint is either
• a PB constraint,
• a sorter constraint sort(X,Y) where X and Y are finite sequences of literals, or
• amerger constraintmerge(X,Y,Z)where X,Y,Z are finite sequences of literals.
We extend the definitions of lits and lits∗ to extended formulas in the obvious way.
Let F,G be extended formulas, then F entails the G, in symbols F |= G iff every
model of F is a model G. F and G are equivalent, in symbols F ≡ G, iff F entails G and
G entails F.
Let C be a PB constraint. With C[x 7→ t] and t ∈ {1,0}, we denote the replacement
of the literal x with t and x with 1 − t. After the literal replacement the resulting
expression is simplified according to basic mathematical laws such that C[x 7→ t] is
a PB constraint.
Example 5.3 Let C = 4 · x + 2 · y + 5 · z ≤ 6 be a PB constraint. Then construct
C[y 7→ 1] as follows:
C[ y 7→ 1] ⇝ 4 · x+ 2 · 1+ 5 · z ≤ 6
⇝ 4 · x+ 5 · z ≤ 6− 2
⇝ 4 · x+ 5 · z ≤ 4
An interpretation I[x] denotes the interpretation which is like the interpretation
I except that I[x] maps the literal x to 1, that is I[x] = (I \ {x}) ∪ {x}. Likewise, I[J]
denotes the interpretation which is like the interpretation I, but maps every literal
in the literal set J to 1, that is I[J] = (I \ J) ∪ J.
Normalization of Pseudo-Boolean Constraints
Similar to theWatchdog encoding, wewill only consider normalized PB constraint
of the form
n∑
i=1
wi · xi ≤ q · 2m−1 − 1 where q ∈ N and m = bits(wmax).
Fromnowonwewill only consider normalized PB constraintswith the right-hand
side restricted in such a way. As presented in Section 3.4, we can do this without
loss of generality.
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Figure 5.1: Calculation of the sum ofmultiple binary numbers in general on the right
side, wherem := max{bits(wi) | 1 ≤ i ≤ n}. The example 111b+010b+011b
is illustrated on the left.
5.2 Encoding Idea
The idea of the encoding is related to the calculation of the sum of multiple binary
numbers, which is done with additional natural numbers for the sum of the bits of
a certain significance Sj, the carry of the previous sum Cj and the sum of both Mj
(the merge). Formally, given a setW of natural numbers, the sum over the numbers
W, represented in binary in rzrz−1 · · · r1, is computed as follows: Let
rj(W) = Mj(W) mod 2 for every j ≥ 0, where
Mj(W) = Cj(W) + Sj(W) for j > 0,
M0(W) = 0,
Sj(W) = ∑w∈W bit(w, j) for every j ≥ 0, and
Cj(W) = bMj−1(W)/2c.
An example of the computation of the sum of the numbers {7, 2,3} is presented
in Figure 5.1 as well as an illustration of the general algorithm.
In the proposition below we relate the valueMp(W) and the sum over the binary
cuts up to the p′th bit of the setW. If the sum of all bits inW up to the position p is
greater equal a · 2p−1 thenMp(W) is greater equal a as well and vice versa.
Proposition 5.4 Let W ∈ P(N), a,p ∈ N+ then∑{bcut(w,p) | w ∈ W} ≥ a · 2p−1 iff
Mp(W) ≥ a.
77
Chapter 5 The Binary Merger Encoding
Proof We prove the statement by induction over p. For the induction base p = 1,
we know that ∑{bcut(w, 1) | w ∈ W} = ∑{bit(w, 1) | w ∈ W} = S1(W) = M1(W).
Consequently, the claim follows since 20 = 1. For the induction step, assume that
the claim holds for an arbitrary p, and we now prove the claim for p+ 1:∑{bcut(w,p+ 1) | w ∈W} ≥ a · 2p iff∑{bcut(w,p) | w ∈W}+∑{bit(w,p+ 1) | w ∈W} · 2p ≥ a · 2p iff∑{bcut(w,p) | w ∈W}+ Sp+1(W) · 2p ≥ a · 2p iff∑{bcut(w,p) | w ∈W} ≥ a · 2p − Sp+1(W) · 2p iff∑{bcut(w,p) | w ∈W} ≥ (a− Sp+1(W)) · 2p iff∑{bcut(w,p) | w ∈W} ≥ 2 · (a− Sp+1(W)) · 2p−1
We consider the⇒ direction: By induction, we can conclude that
Mp(W) ≥ 2 · (a− Sp+1(W)).
By the definition of the function
Mp+1(W) = Cp+1(W) + Sp+1(W) = bMp(W)/2c+ Sp+1(W)
we conclude that Mp+1(W) ≥ a − Sp+1(W) + Sp+1(W) ≥ a. The converse ⇐ can be
proven analog. □
The idea of the encoding is to introduce variables Spa and Mpb , which are true ifSp(W) ≥ a and Mp(W) ≥ b respectively, where W are the weights of the currently
satisfied literals.
5.3 The Abstract Binary Merger Encoding
In this section, we present the abstract binary merge encoding for normalized PB
constraints. In particular, we prove correctness of the encoding and show that the
encoding detects inconsistencies, if the used sorters and mergers maintain GAC.
Finally, we prove that the encoding can be extended with so called support clauses
to maintain GAC as well.
For the definition of the Binary Merger encoding we will introduce the even op-
erator ⇝S for a sequence S. Let B be a sequence with the elements (b1, b2, . . . , bn).
We construct the sequence⇝B = (b2, b4, . . . , b2·⌊n/2⌋), to denote the sequences that
contain only the elements of B with even indices.
Binary Merger Let C = ∑ni=1wi · xi ≤ q · 2m−1 − 1 be a normalized PB constraint.
Then, the formula BinaryMerger(C) is defined as:
Mmq ∧
m∧
i=1
sort(Bi,Si) ∧merge(Si, ⇝Mi−1,Mi)
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Figure 5.2: Binary Merger for the PB constraint 3x1 + 5x2 + 3x3 + 6x4 < 12. On the
left side there is the generic overview of the sorters and mergers and on
the right side there is the literal mapping under the interpretation I ⊇
{x1, x2, x3, x4}. The mapping for the x1, x2, x3, x4 is set into italic numbers
and the auxiliary variables Sij and Mij are mapped by I as forced by the
unit propagation w.r.t. BinaryMerger(C) without the clause [M33].
where m = bits(wmax), M0 is the empty sequence and Mi, Si are sequences of aux-
iliary variables and Bi are bit buckets w.r.t. C, with 1 ≤ i ≤ m, |Si| = |Bi| and
|Mi| = |Si|+ | ⇝Mi−1 |.
Example 5.5 We illustrate the encoding of the PB constraint 3x1+5x2+3x3+6x4 < 12
in Figure 5.2. Following the definition of bit buckets we find the bit buckets B1,B2
and B3.
B1 = (x1, x2, x3),
B2 = (x1, x3, x4) and
B3 = (x2, x4).
The sorters are on the top and the mergers at the bottom in the figure, where the
inputs are on the left half of a sorter and merger box and the output is on the right
side. Themapping of the literals under the interpretation I ⊇ {x1, x2, x3, x4} is shown
in the right part in the figure. The interpretation I is inconsistent w.r.t. the consid-
ered PB constraint, since 3+ 5+ 0+ 6 > 12.
The encoding contains the clause (M33) since k = 12 = 3 · 22 = 12, but unit propa-gation will propagateM33 as illustrated in Figure 5.2 on the right-hand side.
The pseudocode of the Binary Merger encoding is shown in Listing 5.1. The func-
tion sort and merge have to be instantiate with a suitable encoding for the sort and
merge constraint.
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Listing 5.1 Binary Merger encoding.
binary_merger(∑ni=1wi · xi ≤ k)
if ∑ni=1wi ≤ k return >
new auxiliary variable vt
m = bits(wmax)
a = d(k+ 1)/(2m)e
t = a · 2m − (k+ 1)
F = vt
B = bitbuckets(t · vt +∑ni=1wi · xi ≤ k+ t)
i = 0
M^0 = ()
while |B| > i
Si is a sequence of |Bi| new auxiliary variables
Mi+1 is a sequence of |Bi| + b|Mi| / 2c new auxiliary variables
T = ()
Add every literal in Mi with an odd index to T
F = F ∧ sort(Bi, Si) ∧ merge(Si, T, Mi+1)
i = i + 1
end
return Mm−1a−1 ∧ F
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5.3.1 The Binary Merger Encodes Pseudo-Boolean Constraints
We proceed with the proof that the binary merger formula encodes normalized PB
constraints. First, we derive a meaning for the variables Spb and Mpa, where a and bare the positions in the sequences Sp andMp.
Proposition 5.6 Let I be an interpretation with
I |= BinaryMerger(
n∑
i=1
wi · xi ≤ q · 2m−1 − 1)
and letW be the sum of weights such that
W = {wi | xi ∈ I and 1 ≤ i ≤ n}.
Then the following holds:
(i) I |= Spb iff Sp(W) ≥ b for every b ∈ {1, . . . ,m},
(ii) I |= sort(Sp) and I |= sort(Mp), and
(iii) I |= Mpa iffMp(W) ≥ a for every a ∈ {1, . . . ,m}.
Proof We prove the claims separately.
(i) follows straightforward from the definition of the binary merger and the def-
inition of the sort constraint: I |= Spb iff
∑{bit(w,p) | xi ∈ I} ≥ b iff Sp(W) ≥ b.
(ii) can be easily shown by induction over p.
(iii) is shown by induction over p: For the induction base p = 1. We know that I |=
M1a iff I |= S1a by the definition of the encoding. By (i) this is the case iff S1(W) ≥
a and sinceM1(W) = S1(W) we know thatMp(W) ≥ a. For the induction step,
assume that the claim (iii) holds for p− 1. We show both directions:
⇒ Let I |= Mpx. By the definition of the merger constraint, we conclude that
there are numbers a, b such that x = a + b and 1) I |= Mp−12·a and 2) I |= Spb .
Then by induction we know thatMp−1(W) ≥ 2 · a and by (i) we know that
Sp(W) ≥ b. Then by definition ofMp we conclude thatMp ≥ a.
⇐ Assume thatMp(W) ≥ x. Consequently, there are numbers x = a+b such
that this is the case iffMp(W) = Cj(W)+Sj(W) iffMp(W) = bMp−1(W)/2c+
Sj(W). Then Mp−1 ≥ a/2 and Sj(W) ≥ b. Then by induction I |= Mp−1a/2 and
I |= Spb . By definition of merger we conclude that I |= Mpa. □
We can now prove that the Binary Merger encodes PB-constraints.
Theorem 5.7 The formula F = BinaryMerger(∑ni=1wi · xi ≤ q · 2m−1 − 1) encodes the
constraint∑ni=1wi · xi ≤ q · 2m−1 − 1.
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Proof We have to show the two conditions of the definition of encoding.
i) Let I be a model of F. SinceMmq ∈ F we know that I 6|= Mmq . By Prop. 5.6 (iii) we
conclude thatMm(W) < q. By Prop. 5.4 we conclude that∑
{bcut(w,m) | w ∈W} =∑W ≤ q · 2m−1 − 1.
Hence I |=∑wi · xi ≤ q · 2m−1 − 1.
ii) Assume that I is a model of∑wi ·xi ≤ q ·2m−1− 1. Then, we construct a model
I′ for the formula F by assigning the auxiliary variables Spa and Mpb as stated inProp. 5.6. We can then show in a straight-forward way that I′ |= F. □
5.3.2 The Binary Merger Detects Inconsistencies
In the following, we consider instantiations of the Binary Merger encoding, where
unit propagation maintains GAC for the sorter and merger constraints. Formally,
the formula F is a suitable BinaryMerger encoding of the PB constraint∑ni=1wi·xi ≤ k
if the formula F encodes BinaryMerger(∑ni=1wi · xi ≤ k) and the formula F maintains
GAC for the used sorters and mergers. We prove that the variables Spb and Mpa areinferred by unit propagation.
Proposition 5.8 Let C = ∑ni=1wi · xi ≤ k be a normalized PB-constraint, J be a
partial interpretation, and W = {wi | xi ∈ J and 1 ≤ i ≤ n} is the set of weights of
all satisfied literals xi w.r.t. J. For every suitable Binary Merger encoding F of the
constraint C holds that:
i) Spb ∈ UP(F, J), if Sp(W) ≥ b, and
ii) Mpa ∈ UP(F, J), ifMp(W) ≥ a.
Proof (i) follows straightforward from the assumption that the sorter maintains
GAC: If more than b input variables of the sorter are assigned to true in J, then
output sequence must start necessarily with at least b true literals. (ii) is shown
by induction over p. For the induction base p = 1, the argumentation is analog
to the proof of (i) since M1(W) = S1(W). For the induction step, assume that the
claim holds for p and we prove it now for p + 1. Suppose that Mp+1(W) ≥ x. By the
definition of the function M, there are numbers a and b such that x = a + b and
a = bMp(W)/2c and b = Sp+1(W). By induction we conclude thatMp2·a ∈ UP(F, J) and
Sp+1b ∈ UP(F, J). Since the merger is assumed to maintain GAC, we then know that
Mp+1a+b = Mp+1x ∈ UP(F, J). □
We can now prove the claim in this section that suitable BinaryMerger encodings
detect inconsistencies.
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Theorem 5.9 Every suitable Binary Merger encoding of∑ni=1wi · xi ≤ k detects in-
consistencies by unit propagation.
Proof Assume that the partial interpretation J is inconsistentwith the PB constraint
C =∑ni=1wi ·xi ≤ q·2m−1−1. We now prove that⊥ ∈ UP(J,E). Since J is inconsistent,
we know that (∧x∈J x) ∧ C is unsatisfiable. Consequently, ∑{wi | x ∈ J and 1 ≤i ≤ n} ≥ q · 2m−1. By Prop 5.8, we know that Mmq ∈ UP(F, J) and we know that
Mmq ∈ UP(F, J) since Mmq ∈ F. Consequently, ⊥ ∈ UP(F, J). Hence, the formula F
detects inconsistencies by unit propagation for the constraint C. □
Note that we cannot prove this property for PB constraints of the form
n∑
i=1
wixi = k,
since we split the constraint up into two normalized PB constraints and the prop-
agation property only holds for an individual normalized PB constraint.
5.3.3 The Binary Merger with Support Clauses Maintain GAC
We now proceed with a technique that makes the Binary Merger encoding GAC-
maintaining by adding support clauses, similar to the Local Polynomial Watchdog
encoding.
Proposition 5.10 Let E(C) be an encoding that detects inconsistencies for a nor-
malized PB constrain C. Consider C = ∑ni=1wi · xi ≤ k, and let V be the set lits(C).
Then the following holds:
(i) (∧xi∈V(E(C[xi 7→ 1]) ∨ xi)) encodes the constraint C, and
(ii) (∧xi∈V(E(C[xi 7→ 1]) ∨ xi))maintains GAC, and
(iii) |(∧xi∈V(E(C[xi 7→ 1])| = 2 · |vars(C)| · |E(C)|.
Proof We show each statement separately:
(i) We have to show that the formula F = (∧E(C[xi 7→ 1]) ∨ xi) satisfies the two
conditions in the definition of encodings.
1 Assume that the interpretation I is a model of the formula F. Conse-
quently we know that either I |= xi or I |= xi holds. We consider the
first case, and the second can be analogously treated. Then it follows
that I |= E(C[xi 7→ 1]) since I |= xi and I |= E(C[xi 7→ 1])∨xi. By the fact that
the formula E(C) encodes the constraint C we can then conclude that
I |= C[xi 7→ 1]. Since I |= xi, we know that I |= C.
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2 Assume that the interpretation I is a model of the constraint C. Conse-
quently, we know that either I |= xi or I |= xi. Consider the first case, as
the second can be treated analogy. Since E(C[xi 7→ 1]) is an encoding, we
construct I′ over the auxiliary variables of this encoding. Then we know
that I′ |= E(C[xi 7→ 1]). Since the encoding use pairwise disjunct sets of
auxiliary variables, we can continue the construction in the sketchedway.
Finally, we obtain that I′ |= F.
(ii) Suppose that the formula F does not maintain GAC. Then there is a partial
interpretation J and literal x such that J∧F |= x, but x 6∈ UP(F, J). It is easy to see
that J is inconsistent w.r.t. the constraint C[x 7→ 0] Since E(C[x 7→ 0]) detects
inconsistencies, we conclude that x ∈ UP(F, J) since x ∨ E(C[x 7→ 0]) ∈ F. But
this is a contradiction.
(iii) Follows directly from the definition of the encoding. □
5.3.4 Complexity of the Binary Merger
With the help of the Binary Merger encoding we will prove in this section that it
is possible to encode PB constraint with only O(n2 log2(n) log(wmax)) clauses, while
preserving the property of GAC.
Proposition 5.11 The BinaryMerger formula can be encodedwith a space complex-
ity of O(n log2(n) log(wmax)) clauses and variables.
Proof For the encoding of the sorter andmerger we use the cardinality networks as
presented in [7], that maintain GAC using O(n log2(n)) clauses and variables, where
n is the number of literals in the sequence that is sorted. Note that an encoding for a
sorter can be used as an encoding for amerger as well sincemerge(X,Y,Z) ≡ sort(X·
Y,Z) since X and Y are sorted in every model and where X · Y is the concatenation
of two sequences.
Each Si contains at most n literals and since the input for the merger is |Si|+ |Mi|
we have at most n(1 + 1/2 + 1/4 + 1/8 . . . 1/m) < 2n literals as input for the merger.
Hence each sorter and merger results in O(n log2n) clauses and variables. With m
mergers and sorters we result in O(n log2(n) log(wmax)) clauses and variables. □
Theorem 5.12 Pseudo-Boolean constraints can be encodedwith a space complexity
of O(n2 log2(n) log(wmax)) clauses and variables such that unit propagation main-
tains GAC.
Proof Given a PB constraint C: Following Propositions 5.10 we have to encode for
each literal in C a PB constraint C′ with n− 1 literals with the standart version of the
Binary Merger encoding. Hence we need n-times more clauses and variables. □
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Hence with the Binary Merger encoding it is possible to encode a PB constraint
with less clauses then the Local Polynomial Watchdog encoding, the previously
best known encoding for PB constraints that maintains GAC. The Local Polynomial
Watchdog encoding requires O(n3 log(n) log(wmax)) clauses and our Binary Merger
encoding results in O(n2 log2(n) log(wmax)) clauses.
5.4 Experimental Evaluation
Besides the theoretically important question about a newupper bound for the num-
ber of clauses that an optimal PB constraint encoding needs to maintain GAC, we
investigate the practicability of the Binary Merger in this section. We compare the
Binary Merger encoding in both variants with the following PB encodings:
• Encoding through BDDs (BDD),
• Adder Networks (Adder),
• Sorting Networks (Sorter),
• Local Polynomial Watchdog Encoding (Watchdog) and
• the non-GAC Global Polynomial Watchdog encoding (Watchdog-NoGac).
• For the Binary Merger encoding we provide two basic configurations: the
non-GAC variant (BinaryMerger-NoGac) and
• a GAC variant (BinaryMerger), as presented in Section 5.3.4.
• Because of the abstract structure of the Binary Merger encoding, it is possi-
ble to change the underlying encoding for the merger and sorter. In doing so
we can benefit from improvements on such encodings. While the encoding
variants BinaryMerger and BinaryMerger-NoGac use the basic version of the
Cardinality Network encoding for the sorter and merger, the configuration
BinaryMerger-Red uses the non-GAC variant of our Binary Merger encoding
with the combination of an optimized version of Cardinality Networks as pre-
sented in [2].
We implemented all encodings in the PB encoding library PBlib that we will be de-
scribed in more detail in Chapter 6. For the solver we use the solver pbsolver that
is part of the PBLib. This way every encoding is part of the same PB solver, which
allows a better comparison between the encodings. All special cases of PB con-
straints are encoded with an appropriate encoding: at-least-one, at-most-one and
at-most-k constraints. Furthermore the optimization constraint is treated equally
for all encoding comparisons. Hence the solution process of a PB formula only dif-
fers in the encoding of general PB constraints within the formula, allowing a fair
comparison.
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Figure 5.3: Cactus plot of the CPU time in seconds for the different PB encodings
on the new optimization instances of the PB competition 2012
We take all new instances1 from the PB competition 2012 for our test benchmark,
in total 2782 instances. Among these instances there are only 123 decision instances.
It turns out that the chosen configurations can solve only 17 out of these instances in
the given timeout of 3600 s and since these do not contain any general PB constraint
at all, we decided to drop these from the evaluation.
The experiments run on an Intel(R) Xeon(R) E5-2670 CPU with 2.6GHz. Each
solver configuration has a memory limit of 3.5GB and a timeout of 3600 s.
5.4.1 Results
In Figure 5.3 the results for all encodings are given in a cactus plot in Figure 5.3.
Obviously the GAC variants of theWatchdog encoding and Binary Merger encoding
show the worst performance. But the configurations of these encodings that do
not maintain GAC show a significant improvement. Clearly the best performance
is shown by the non-GAC variant of the Binary Merger in combination with the
optimized cardinality networks (BinaryMerger-Red). This gives a strong indication
for the practical usefulness of the presented Binary Merger encoding.
While the Adder Network encoding solves only 55 instances, the Sorting Network
encoding is capable of solving 128 instances. The best encoding for PB constraints
that has the property of maintaining GAC is the encoding through BDDs. This con-
figuration is able to solve 188 instances.
These results shows that we cannot generally assume providingGAC in an encod-
ing is always a useful property. This is because the number of clauses an encoding
1Can be accessed on http://www.cril.univ-artois.fr/PB12/
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produces is also an important factor. Table 5.1 summarizes the results for all en-
codings. Besides the total number of solved instances, the number of timeouts and
memory outs is given as well.
The encodings that do not have the GAC property result in a smaller number of
clauses. These encodings tend to have less memory outs then the GAC encodings
and hence more instances can be solved. Obviously there have to be a trade off
between the property of maintaining GAC and the total number of clauses a PB
encoding needs. In the following we will investigate the influence of the total num-
ber of clauses further. The number of clauses for each encoding that is needed
to encode the initial optimization instance is given in Figure 5.4. While the adder
networks can encode the most PB constraints within the given memory limit, we
know from other investigations that Adder Networks propagate less literals than
the other encodings [23]. Thus while the number of clauses is the lowest among all
encodings the number of solved instances is quite low.
Since the non-GAC variants of the Watchdog and the Binary Merger encoding
need n-times less clauses then the GAC variants, the difference in the produced
number of clauses are significant. We can also see the benefit of our new encoding:
while the non-GAC Watchdog encoding results in only 229 formulas with less than
10 million clauses, our non-GAC Binary Merger encoding produces 2097 formulas
within the same limit.
If we compare the two configurations BinaryMerger-NoGac and BDD we can ob-
serve the trade off between the GAC property and the number of clauses. While
resulting in significant more clauses overall, the encoding through BDDs can solve
more instances in the given timeout.
At least for our benchmark selection the non-GAC variant of the Binary Merger
with the improved encoding for Cardinality Networks (BinaryMerger-Red) provides
the best trade off between encoding properties and the number of clauses. While it
results in the second lowest number of clauses overall, it enables the SAT solver to
detect inconsistencies by UP. A property that is not provided by the Adder Network
encoding, that results in the lowest number of clauses.
5.5 Conclusion
In this chapter we presented the novel Binary Merger encoding for PB constraints.
It uses only O(n log2(n) log(wmax)) clauses, where wmax is the largest weight in the
Table 5.1: Benchmark results for different encodings.
Encoding Adder BDD BM BM-NoGac BM-Red Sorter WD WD-NoGac
Solved 55 188 25 177 255 128 25 123
Timeout 2221 1377 146 1917 1871 626 120 532
Mem. out 384 1095 2489 566 534 1906 2515 2005
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Figure 5.4: Number of clauses used to encode the initial optimization instance. In-
stances that could not be encoded within the resource limits are not
presented in the plot.
PB constraint. The addition of support clauses makes the Binary Merger GAC-
maintaining and, to the best of our knowledge, the Binary Merger with support
clauses is the asymptotically smallest encoding that maintains GAC, i.e. it uses
O(n2 log2(n) log(wmax)) clauses. In particular, this answers the open question by
Bailleux et al. in [11] for a more compact encoding.
Since the GAC variants of the watchdog encoding and the Binary Merger en-
coding perform poor, it is left open whether there exists a suitable application for
these polynomial bound encodings that maintain GAC. But if the support clauses
are dropped and the encoding loses the property of GAC, it is possible to achieve
competitive results in our benchmark. An explanation for these results is also pro-
vided: the number of clauses to detect inconsistency is rather low for the Binary
Merger encoding, so that larger constraints can be encoded within the resource
limits.
We also presented the results for the instantiation of the Binary Merger encoding
with an improved version of cardinality networks, indicating the possible perfor-
mance benefit in the near future due to further improvements on cardinality con-
straint encodings. Another aim for future work is to integrate a mixed radix repre-
sentation for the Binary Merger encoding. While the asymptotic space complexity
stays the same, it is likely to reduce the number of clauses significantly enough to
result in an even better performance [23, 19].
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The PBLib
PBLib [48] is an easy-to-use and efficient library, written in C++, for translating PB
constraints into CNF. The source code of the PBLib is open and distributed un-
der the MIT license. We have implemented fifteen different PB constraints encod-
ings. Our aim is to use efficient encodings, in terms of formula size and whether
unit propagation maintains generalized arc consistency. Moreover, PBLib normal-
izes PB constraints and automatically uses a suitable encoder for the translation.
We also support incremental strengthening for optimization problems where the
tighter bound is realized with few additional clauses as well as conditions for PB
constraints.
Table 6.1 presents the encodings offered by PBLib. Unit propagation detects in-
consistency and maintains generalized arc consistency for all of these encodings,
with the exception of the Sorting Networks and Adder Networks encoding – both
encodings do not provide these properties. We also offer variants of the Watchdog
and BinaryMerger encoding for which unit propagation detects only inconsistency,
with the advantage of fewer clauses.
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6.1 Components of the PBLib
PB constraints In the PBLib, a PB constraint∑ni=1wi · xi ◁ k is specified with a list
of weighted literals, a comparator and an integer k, where every 64 bit integer is
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Table 6.1: A catalog of encodings offered by PBLib, categorized into different frag-
ments of PB constraints.
at-most-one cardinality pseudo-Boolean
Sequential Counter [59] BDD [23, 3] BDD [23, 3]
Bimander [30] Cardinality Networks [2] Adder Networks [23]
Commander [35] Adder Networks [23] Watchdog [11]
k-product [18] Sorting Networks [23]
Binary [25] Binary Merger [40]
Pairwise SWC [29]
Nested
accepted as weight or k. The comparator can be either less equal, greater equal,
or a combination of both. Hence it is possible to specify a single constraint like∑n
i=1wi · xi ≤ k1 ∧
∑n
i=1wi · xi ≥ k2. Note that GAC and inconsistency detection
refers to single PB constraint using ≤ or ≥ as comparator.
PreEncoder All encodings expect a specific normal form, but since in the PBLib
it is not required to bring a PB constraint into such form, the PBLib uses its own
PreEncoder for normalization. After preencoding the resulting constraints have the
following properties:
• n is greater than 1,
• all weights are greater than 0 and less equal than k,
• no variable in a constraint occurs twice, and
• the comparator is either less equal or both: less equal and greater equal.
Moreover, it detects trivial constraints such as units and tautologies, directly en-
codes them, and applies some simplifications such as removing unnecessary com-
parators.
ClauseDatabase As container for the clauses in a formula a ClauseDatabase is used.
The PBLib contains different instances of ClauseDatabases such as :
• A CountingClauseDatabase for counting the number of used clauses (instead
of storing them),
• a VectorClauseDatabase that stores each clause in a vector, and
• a SATSolverClauseDatabase that stores each clause in aminisat-like SAT solver.
The ClauseDatabase is a simple interface, requiring only an implementation for
the addition method for single clauses. This makes it easy to integrate PBLib in
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new projects. Moreover, every ClauseDatabase can process minisat+ like Boolean
circuits [23] by translating them into clauses.
AuxVarManager For handling auxiliary variables, PBLib uses an auxiliary variable
manager, called AuxVarManager. Initialized with an initial fresh variable, AuxVar-
Manager returns the next free variable upon request. It is possible to reset the
already used auxiliary variables as well as marking individual variables as fresh vari-
ables. Hence the AuxVarManager helps to keep the set of used variables tight.
Encoder The PBLib contains 15 different encoders, where each produces different
clause sets. Some encoders are only applicable for specific subsets of PB constraint,
e.g. at-most-one or cardinality constraints. In the framework of the PBLib, it is easy
to extend the set of encoders with new encodings. For example the authors in [32]
used the PBLib to implement and test their Generalized Totalizer encoding.
IncrementalData It is required to use the class IncPBConstraint to represent PB
constraints, that supports incrementally strengthening. After the initial encoding
of such a constraint, the IncPBConstraint stores IncrementalData internally that al-
lows to restrict the constraint with a tighter bound. This allows the implementation
of an easy to handle SAT-based linear optimization algorithm.
Conditionals PB and incremental PB constraints can be augmented with condi-
tions, i.e. finite conjunctions of literals. This is achieved by adding the literals to
all activation clauses of the encoding. For example, we can express the following
constraint with a single constraint in PBLib:
(x5 ∧ x6)→ (−3 ≤ −7x1 + 5x2 + 9x3 − 3x10 + 7x10 ≤ 8)
PB2CNF The PB2CNF class handles the input PB constraints: It normalizes the con-
straint, classifies it, and chooses a suitable encoding depending on the kind and the
size of the constraint. The general procedure to encode a PB constraint is illustrated
in Figure 6.1.
The process for the encoding of an incremental PB constraint is similar to this
and is illustrated in Figure 6.2. Additionally it is possible to encode a tighter bound
for the constraint by using the IncrementalData stored in the incremental PB con-
straint.
6.2 Examples
In this section, we demonstrate the usage of our library. Consider the following
C++ code that encodes the constraint 3x1 − 2x2 + 7x3 ≥ −4. First, we reserve space
for two vectors containing the literals and their associated weights, and for the
resulting formula, which is a vector of vectors of literals. Moreover, we have to
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PB2CNF PreEncoder
Encoder AuxVarManagerClausedatabase
PB constraint
normalized PB Constraint
Figure 6.1: Encoding a PB constraint to CNF
PB2CNF PreEncoder
Encoder AuxVarManagerClausedatabase
IncrementalData
Inc. PB constraint
normalized PB Constraint
Figure 6.2: Encoding an incremental PB constraint to CNF
specify the first free variable in firstAuxVar. Finally, we call the method encodeGeq
that encodes the constraint and stores the result in formula.
#include "PB2CNF.h"
int main() {
PBLib::PB2CNF pb2cnf;
vector< int64_t > weights = {3, -2, 7};
vector< int32_t > literals = {-1, -2, 3};
vector< vector< int32_t > > formula;
int32_t firstAuxVar = 4;
int64_t k = -4;
pb2cnf.encodeGeq(weights, literals, k, formula, firstAuxVar);
}
The user can also add a less equal and a greater equal comparator, as well as in-
cremental constraints. For the latter one, we need the generic formula container
ClauseDatabase and an instance of AuxVarManager. Moreover, we have to use the
configurations class of the PBLib. With the help of the class it is possible to force
specific encodings or change some encoding parameters in the PBLib. In the fol-
lowing example, the constraint−5 ≤ −7x1+5x2+9x3−3x10+7x10 ≤ 100 is encoded:
using namespace PBLib;
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PBConfig config = make_shared< PBConfigClass >();
VectorClauseDatabase formula(config);
PB2CNF pb2cnf(config);
AuxVarManager auxvars(11);
vector< WeightedLit > literals =
{WeightedLit(1, -7), WeightedLit(-2, 5), WeightedLit(-3, 9),
WeightedLit(-10, -3), WeightedLit(10, 7)};
IncPBConstraint constraint(literals, BOTH, 100, -5);
pb2cnf.encodeIncInital(constraint, formula, auxvars);
After adding more constraints, and solving the formula with a SAT solver, we can
encode new bounds:
constraint.encodeNewGeq(3, formula, auxvars);
constraint.encodeNewLeq(8, formula, auxvars);
The constraint −3 ≤ −7x1 + 5x2 + 9x3 − 3x10 + 7x10 ≤ 8 is encoded with the code
above in combination with the formula encoded with encodeIncInital.
6.3 Included Tools
The PBLib includes the following programs: pbencoder, pbsolver and a fuzzer. pben-
coder takes as input a list of PB constraints in theOPB format [54] and encodes them
into CNF. The result is printed on the standard output. pbsolver solves a OPB in-
stance by translating the PB constraints and afterwards solves the resulting CNF
formula with the back-end SAT solver Minisat 2.2. Due to a simple interface in the
source code it is possible to extend this to other SAT solvers as well. For opti-
mization instances, pbsolver iteratively encodes upper bounds until the optimum
is reached. The program fuzzer randomly generates PB constraints that are en-
coded with with the PBLib automatically. This program helps to find bugs in new
or customized implementations.
6.4 Conclusion
With the PBLib it is possible to encode pseudo-Boolean constraints in a quite sim-
ple but efficient way. Even complex expressions like iterative constraints with two
comparators and conditional literals are possible. Since the PBLib supports a wide
range of different encodings it is useful for an efficient encoding on the one hand.
Every single PB constraint can be encoded individually and hence boost the perfor-
mance of a SAT solver that solves the resulting CNF formula. On the other hand the
PBLib proves to be a useful tool for researchers in the domain of PB constraint en-
codings. Studying the mechanics of various encodings or testing encodings against
each other: most of the relevant encodings are collected in one easy accessible
place.
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The PBLib is used by various international scientists:
• In [44] the authors describe amethod formodeling complex system behaviors.
They use the PBLib to solve PB optimization tasks with the help of a SAT solver.
• For the Generalized Totalizer encoding the PBLib is used for the encoding
implementation as well as the experimental evaluation in [32].
• The SAT Race [12] uses the PBLib since 2015 as part of the incremental li-
brary track. This track supports the new standard interface IPASIR. To test
SAT solvers supporting the IPASIR interface a benchmark including various
applications is used. Part of this benchmark for incremental SAT solving is the
partial MaxSAT solver PMaxSAT and the PBLib is used for the translation of
cardinality constraints into CNF in the PMaxSAT solver.
• For the problem of state encoding for asynchronous controllers the authors
of [21] describe an approach that encodes the original problem with the help
of PB constraints. In their work the authors use the PBLib to encode and solve
PB formulas.
• A group of researchers started a testbed for new techniques for lock-chart
solving. As a part of there software they also use our PBLib [68].
• The authors of [33] present an encoding for cardinality constraints with an
improved version of sorting networks. For the comparison with state-of-the-
art encoding they use the PBLib.
• We also developed a MaxSAT solver called optimax, that is described in more
detail in Section 7.2. The solver optimax uses an algorithm based on unsatis-
fiable cores and utilises the PBLib for the encoding of PB constraints that are
used to encode the different bounds needed for the optimization task.
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Applications for PB Encodings
As an application for PB encodings we developed the program npSolver [42] and op-
timax. While npSolver shows the usefulnesses of the encodings of PB constraints
on various optimization problems in Section 7.1, our solver optimax is specially de-
veloped for the weighted MaxSAT problem. Optimax is described in Section 7.2.
Both solvers proved their efficiency during international evaluations, where var-
ious solvers from different researchers compete against each other.
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7.1 npSolver
The pseudo-Boolean (PB) solver npSolver encodes PB into CNF and solves the opti-
mization instances by calling a SAT solver iteratively. The system supports MaxSAT,
PB andweighted boolean optimization (WBO) [37]. Optimization instances are tack-
led by a greedy lower bound mechanism first. Besides the novel Sequential Weight
Counter encoding from PB to CNF, the solver can translate based on BDDs or Adder
Networks. As back end of the system any SAT solver can be used, even incremental
solvers for the optimization function. By using glucose [9] as back end SAT solver
and the SAT simplifier Coprocessor [39], npSolver shows a promising performance
in comparison with the native domain solver bsolo on decision instances and can
compete on optimization instances.
We have analyzed the set of PB instances from recent PB competitions and have
extracted the frequency of occurrence of special cases. This indicates the useful-
ness of using special encodings for these cases instead of general PB encodings.
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Table 7.1: Distribution of special PB constraints
Constraint absolute relative k > n2 n2 ≥ k > n n ≥ k
at-least-one 226,678,359 88.4% 0% 0% 88.43%
at-most-one 3,913,720 1.5% 0% 0% 1.52%
at-most-k 997,132 0.3% 0% 0% 0.38%
exactly-k 2,729,545 1.0% 0% 0% 1.06%
other 22,014,154 8.5% 0.04% 0.02% 8.51%
equality 793 0.0% 0% 0 % 0.00%
total 256,333,703 100% 0.04% 0.02% 99.94%
Table 7.1 shows the distribution of PB constraints in the instances of the bench-
marks used for the PB competition in 2010 and 2011. The first column gives the
kind of constraint that has been analyzed. The second column gives the absolute
number of occurrences of this kind and is followed by a column that gives the rel-
ative frequency. The last three columns give the relation between the right-hand
side and the number of literals in the constraint. The last row cumulates all other
rows. The table clearlymotivates that translating PB to CNF is a good idea: 88.4% of
the constraints can be encoded as a single clause. Another 1.8% of the constraints
encode cardinality constraint for which special CNF encodings are present. When
the exactly-k constraint is also considered as cardinality constraint, another 1% is
encodedwith these encodings. Finally, only 8.5% of all constraints encode a general
PB constraint.
7.1.1 The Solver Design
We encode each general PB constraint individually by using an heuristically cho-
sen encoding for each constraint. In addition we detect clauses, at-least-one and
at-most-k constraints. Each of these special cases are encoded with a suitable en-
coding. See Section 7.1.2 for more information about the different encodings.
After encoding all PB constraints to CNF, the optimization function (if one ex-
ists) is transformed into a PB constraint. The first value of k is received by running
the encoded SAT instance without the encoded optimization function and applying
the assignment of the variables to the optimization function. To find the optimum
we incrementally reduce k until we find the optimal value of the function. These
steps are repeated until the formula becomes unsatisfiable. The last upper bound is
returned as the optimum of the PB instance. Our solver is also able to perform bi-
nary search and use an incremental SAT solver, to avoid the loss of learned clauses.
However, the incremental solver has to be restarted whenever an unsatisfiable for-
mula has been encoded so that for binary search using the incremental solver does
not improve the system significantly. The components of our solver are visualized
in Figure 7.1.
Since most of the time the optimization constraint is significantly larger than the
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PB Encoder CP2
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Figure 7.1: Solver Design: The PB instance PB is encoded to the CNF formula F. The
preprocessor Coprocessor2 (CP2) [39] is used to simplify F to F′. Opti-
mization problems are solved iteratively by encoding the objective func-
tion with different bounds i until the optimum is found. The resulting
formulas F′i are solved by a SAT solver, calculating the models J′i.
other PB constraints in a formula, we try to approximate the objective function.
We call this technique quickbound and implemented it as an experimental feature
in our solver. For the quickbound technique we divide each weight wi and k of the
constraint by an heuristically chosen factor c. Since the number of clauses for any
PB encoding except for the BDD encoding depends on the values for the weightswi
and k, this results in a PB constraint that can be encoded with less clauses. To avoid
invalid solutions we overestimate the approximation by rounding up new weights:
w′i := dwic e and rounding down the new right-hand side: k′ := bkcc. As long as theencoded formula is satisfiable, we use this approximation of the objective function
to search for the optimum. If the CNF formula is unsatisfiable, we leave quickbound
and perform the usual algorithm, i.e. without the approximation. Note that we have
to encode the last bound twice – one time with quickbound and one time without.
Still, the benefit is to find lower upper bound quicker and to reduce the overall
runtime of the solver.
7.1.2 Encoding PB into CNF
The algorithm decides for each PB constraint which encoding is to use. Here we try
to use only encodings that maintain general arc consistency (GAC) by unit propa-
gation, since this is important for the performance of a SAT solver. We choose
among the following known encodings for PB: cardinality networks [2] for cardi-
nality constraints, a nested encoding for at-most-one constraints and BDDs, adder
networks [23] for general PB constraints. We treat the at-most-one x1 + · · ·+ xn ≤ 1
constraints specially by introducing a fresh variable y if n > 4 and encode:
(y+
⌊ n2 ⌋∑
i=1
xi ≤ 1)
∧
(y+
n∑
i=⌊ n2 ⌋+1
xi ≤ 1).
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Table 7.2: Solving PB instances from the PB competition
Instance bsolo npSolver+bin npSolver+topdown
PB 98 136 s 141 142 s 141 145 s
PBO 119 206 s 104 127 s 102 123 s
There are other encodings for the at-most-one constraint, e.g. [18], but for small n
the above method produces less clauses. Additionally, we use the Sequential Weight
Counter (SWC) encoding [29], as presented in Chapter 4. This encoding maintains
GAC and uses n · (2k+ 1) clauses and (n− 1) ·k auxiliary variables. Finally, we encode
BDDs without any auxiliary variables (by adding a clause for each path that leads to
a false node), if this results in fewer clauses.
Among all these encodings (except for the adder network) we use the best en-
coding for each individual PB constraint, in terms of the fewest clauses. Only if the
number of clauses becomes higher than 1 000000 we switch to adder networks,
that need the fewest number of clauses but do not maintain GAC nor detect incon-
sistencies by the unit propagation.
For equality constraints, the SWC encoding has a higher priority. All other en-
codings translate the equality constraint into two ≤-constraints, resulting in twice
the number of clauses and auxiliary variables. The SWC encoding also needs twice
the number of clauses, but it can keep its auxiliary variables. For more details see
Section 4.3.3.
Encoding MaxSAT and Weighted PBO into CNF
To solveMaxSAT instanceswe use the approach presented in Section 4.4.2 and 4.4.3.
For weighted boolean optimization (WBO) we use a similar approach: For each con-
straint Ci with a weightwi we add a relaxation variable ri to the constraint andmin-
imize the sum∑iwiri. For a PB constraint with n variables and the right-hand sidek, the SWC encodingwould require n·(2k+1) clauses for the original constraint, and
(2k + 1) more clauses if the relaxation variable is added. To avoid these additional
clauses, we decided to add the relaxation variable not to the constraint Ci itself, but
to all the clauses that are generated to encode this constraint. The optimization
function remains the same.
7.1.3 Experimental Results
To evaluate the approach of solving PB constraints with the help of PB encodings
and a SAT solver, we compare npSolver with the native domain solver bsolo [38].
As benchmark for our empirical evaluation we use the PB instances from the PB
competition 2010 and 2011. We divided these instances into two sets. The decision
instances (PB) and the optimization instances (PBO). The results are presented in
Table 7.2. For the decision problems the translation into CNF clearly has a higher
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performance than bsolo. With the encoding into CNF our solver can solve almost
40 instances more then bsolo.
If we take a look at the optimization instances we find a different result. The
solver bsolo can solve more instances than npSolver. By a detailed investigation
of the results for the different instances, we find that bsolo has a higher perfor-
mance on a particular category: randomly crafted PB instances. It is known that
SAT solvers based on conflict driven clause learning, like the SAT solver npSolver
uses, do not perform well on randomizes instances. Hence we expect npSolver to
perform worse on these classes of instances as well. In fact npSolver can solve only
12 of these instances where bsolo solves 29. In total, bsolo solves 217 instances and
npSolver can solve 245 instances.
As an additional evaluation we tested the different solving strategies for the opti-
mization task. Surprisingly the two search algorithms binary search and top down
search do not differ significantly. Also adding incremental search, the quick bound
method or a SAT preprocessor to the system do not improve the results as well.
Hence we decide for the future development of our solver to focus on the PB en-
codings. These let to the development of the PBLib with its solver pbsolver as pre-
sented in Chapter 6.
We also submit npSolver to the PB competition 2012 [56] where we finished in
the upper mid-range sector in most categories with our default version npSolver
1.0 ( fixed).
7.1.4 Conclusion
We presented the PB solver npSolver that utilizes PB encodings and a modern SAT
system to solve various decision and optimization problems. Based on the parame-
terized implementation our solver can use various encodings to achieve a compact
CNF formula. With the help of a SAT solver the resulting CNF formula is solved.
For optimization instances, the solver is called iteratively. Besides the PB and PB
optimization problem our tool can also solve MaxSAT and WBO problems.
7.2 Optimax
OurMaxSAT solver optimax is build around the minisat search engine [22] and uses
the SAT solver to perform an unsatisfiable core based MaxSAT algorithm. This al-
gorithm is a reimplementation of theMaxSAT algorithm described in [45], the core-
guided binary search for MaxSAT. One difference from the original approach is the
usage of our PBLib for the encoding of PB constraints that are used to encode the
new bounds. We also modified the algorithm such that for each new upper bound
that has been found the corresponding model can be printed. This way, an incom-
plete solver is obtained, having all the benefits from the core-guided optimization
algorithm, i.e. the optimization process starts with a rather low upper bound. On
the other hand, the proposed approach allows to update the model as soon as a
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new upper bound is found. To achieve this, we only have to store the current upper
bound additionally, as it is not used in the algorithm presented in [45].
We submitted the solver to the eighth Max-SAT evaluation in 2013 [5] and the
ninth Max-SAT evaluation in 2014 [6]. In the results for the incomplete solvers op-
timax was capable to score in both years the first place in the Unweighted Max-SAT
- Industrial category and second place in the category Partial Max-SAT - Industrial.
Additionally optimax reached the second place in the ninth Max-SAT evaluation for
Weighted Partial Max-SAT - Industrial category.
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Conclusion
With the help of uniform definitions about PB constraints, encodings and SAT solv-
ing, this thesis gives a profound overview of PB constraint encodings into CNF. The
presented state-of-the-art encodings allow an introduction to this research field
and provide a reference for future work. The listings of the presented algorithms
include all details necessary for an implementation in a common programming lan-
guage.
This thesis also contributes with two novel PB encodings: The Sequential Weight
Counter (SWC) encoding and the Binary Merger Encoding. Compared to other PB
encodings, the structure of the SWC encoding is simple and easy to understand.
The definition of SWC is given in only four lines. But in contrast to its basic nature,
experimental analysis indicates the importance for various application. Other in-
ternational researchers have already used the SWC encoding: A work of Philipp and
Tigunova describes a verified decision procedure for pseudo-Boolean formulas that
is based on the SWC encoding. Another application is the well known open source
MaxSAT solver Open-WBO, that uses the SWC encoding as part of the solving pro-
cess.
The second presented encoding – the Binary Merger – answered an open ques-
tion, whether there exists a more compact encoding of PB constraints that main-
tains generalized arc consistency (GAC) – an important property of PB encodings.
The encoding is presented in an abstract way, based on an extended formula. We
prove that it is possible to translate the sorters andmergers – the fundamental parts
of the Binary Merger – into CNF with any sound translation that holds certain con-
ditions. In doing so we can benefit from future improvements on such encodings.
But themain contribution of the BinaryMerger encoding is the finding of a new up-
per bound for the number of clauses that an optimal PB constraint encoding needs
to maintain GAC. Let n be the number of literals in a PB constraint and wmax be the
maximum weight, the Binary Merger encoding requires O(n2 · log2(n) · log(wmax))
clauses. In contrast the previously best known encoding for PB constraints that
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maintains GAC needs O(n3 · log(n) · log(wmax)) clauses. Hence the state of the art
has been improved significantly.
With the development of the PBLib this work also provides an important contri-
bution to applications for PB constraint encodings. With the PBLib it is possible to
encode PB constraints in an easy but efficient way. Researchers can use almost all
PB encodings for new applications, including the encodings for the special cases at-
most-one and cardinality constraints. Even complex expressions like iterative con-
straintswith two comparators and conditional literals are possible. Currently six in-
ternational research projects and scientific works use the PBLib. Additionally the li-
brary is also the foundation of our weightedMaxSAT solver optimax, the PBO solver
pbsolver and the WBO, PBO and weighted MaxSAT solver npSolver. These solvers
proved their efficiency during international evaluations, where various solvers from
different researchers compete against each other.
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