This paper introduces a novel and well-founded betweenness measure, called the bag-of-paths (BoP) betweenness, as well as its extension, the BoP group betweenness, to tackle semisupervised classification problems on weighted directed graphs. The objective of semisupervised classification is to assign a label to unlabeled nodes using the whole topology of the graph and the labeled nodes at our disposal. The BoP betweenness relies on a BoP framework, assigning a Boltzmann distribution on the set of all possible paths through the network such that long (high-cost) paths have a low probability of being picked from the bag, while short (low-cost) paths have a high probability of being picked. Within that context, the BoP betweenness of node j is defined as the sum of the a posteriori probabilities that node j lies in between two arbitrary nodes (i, k) when picking a path starting in i and ending in k. Intuitively, a node typically receives a high betweenness if it has a large probability of appearing on paths connecting two arbitrary nodes of the network. This quantity can be computed in closed form by inverting an n × n matrix where n is the number of nodes. For the group betweenness, the paths are constrained to start and end in nodes within the same class, thereby defining a within-class group betweenness for each class. Unlabeled nodes are then classified according to the class showing the highest group betweenness. Experiments on various real-world datasets show that the BoP group betweenness performs competitively compared to all the tested state-of-theart methods. The benefit of the BoP betweenness is particularly noticeable when only a few labeled nodes are available.
I. INTRODUCTION
T HE goal of a classification task is to automatically assign data to predefined classes. Traditional pattern recognition, machine learning, or data mining classification methods require large amounts of labeled training instances, which are often difficult to obtain. The effort required to label the data can be reduced using, for example, semisupervised learning methods. This name comes from the fact that the used data is a mixture of data used for supervised and unsupervised learning (see [1] for an introduction). In short, semisupervised learning methods learn from both labeled and unlabeled instances. This allows the reduction of the amount of labeled instances needed to achieve the same level of classification accuracy.
Graph-based semisupervised classification has been in focus in recent years. The problem can be described as follows: given an input graph with some nodes labeled, the goal is to predict the missing node labels. This problem has numerous applications, such as classification of individuals in social networks, categorization of linked documents (e.g., patents or scientific papers), or protein function prediction, to name a few. In this kind of application (as in many others), unlabeled data are usually available in large quantities and are easy to collect: friendship links can be recorded on Facebook, text documents can be crawled from the Internet, and DNA sequences of proteins are readily available from gene databases. Given a relatively small labeled dataset and a large unlabeled dataset, semisupervised algorithms can infer useful information from both sources. This paper tackles this problem of semisupervised classification within the bag-of-paths (BoP) framework. This framework was originally introduced in the context of distance computation on graphs [2] , capturing its global structure with, as building block, network paths. This same framework was previously used in [3] for defining a covariance kernel on a graph. More precisely, we assume a weighted directed graph or network G where a transition cost is associated to each arc. We further consider a bag containing all the possible paths (or walks) between pairs of nodes in G. Then, a Boltzmann distribution, depending on a temperature parameter T , is defined on the set of paths such that long (high-cost) paths have a low probability of being picked from the bag, while short (low-cost) paths have a high probability of being picked. In this framework, the BoP probabilities, P(s = i, e = j ), of sampling a path starting in node i and ending in node j can easily be computed in closed form by a simple n×n matrix inversion, where n is the number of nodes.
Within this context, a betweenness measure quantifying to what extent a node j is in-between two nodes i and k is defined. More precisely, the BoP betweenness, bet j = n i=1 n k=1 P(int = j | s = i, e = k), of a node j of interest is defined quite naturally as the sum of the a posteriori probabilities that node j (intermediate node) lies on a path between the two nodes i and k sampled from the BoP Boltzmann distribution. Intuitively, a node receives a high betweenness if it has a large probability of appearing on paths connecting two arbitrary nodes of the network.
For the group betweenness, the paths are constrained to start and end in nodes of the same class, thereby defining a group 2162-237X © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
betweenness between classes, gbet j (C i , C k ) = P(int = j | s ∈ C i , e ∈ C k ). Unlabeled nodes are then classified according to the class showing the highest group betweenness when starting and ending within the same class. In summary, this paper has three main contributions. 1) It develops both a betweenness measure and a group betweenness measure from a well-founded theoretical framework, namely the BoP framework. These two measures can be easily computed in closed form. 2) This group betweenness measure provides a new algorithm for graph-based semisupervised classification. 3) It assesses the accuracy of the proposed algorithm on 13 standard datasets and compares it to state-of-the-art techniques. The obtained performances are comparable with those of the other graph-based semisupervised techniques. The main drawback of the proposed method is that it requires a matrix inversion and therefore does not scale to very large graphs. An approximate method relying on bounded walks (as in [4] ) will be investigated and is left for further work.
In this paper, the BoP classifier (or just BoP) will refer to the semisupervised classification algorithm based on the BoP group betweenness developed in Section V.
The paper is organized as follows. Section II introduces background and notations, mainly the BoP and the bag-ofhitting-paths models. Then, related work in semisupervised classification is discussed in Section III. The BoP betweenness and group betweenness centralities are introduced in Section IV. This enables us to derive the BoP classifier in Section V. Then experiments involving the BoP classifier and classifiers discussed in Section III will be performed in Section VI. Results and discussions of those experiments can be found in Section VI-C. Finally, Section VII concludes this paper and opens a reflection for further work.
II. BACKGROUND AND NOTATION
This section aims to introduce the theoretical background and notations used in this paper. Furthermore, in order to understand the BoP betweenness of Section IV, the BoP and bag-of-hitting-paths frameworks [2] need to be reviewed first. Thus, graph-based semisupervised classification will be discussed in Section II-A, then the BoP model will be introduced in Section II-B, and, finally, the bag-of-hitting-paths model will be briefly described in Section II-C.
A. Graph-Based Semisupervised Classification
Consider a weighted directed graph or network G, which is strongly connected with a set of n nodes V (or vertices) and a set of edges E (or arcs, links). The adjacency matrix of the graph, containing nonnegative affinities between nodes, is denoted as A, with elements a i j ≥ 0.
Moreover, to each edge between node i and j is associated a nonnegative number c i j ≥ 0. This number represents the immediate cost of transition from node i to j . If there is no link between i and j , the cost is assumed to take a large value, denoted by c i j = ∞. The cost matrix C is an n × n matrix containing the c i j as elements. Costs are set independently of the adjacency matrix, i.e., they quantify the cost of a transition according to the problem at hand. Costs can, e.g., be set in function of some properties, or features, of the nodes or the arcs in order to bias the probability distribution of choosing a path. In the case of a social network, we may, for instance, want to bias the paths as a function of the education level of the persons, therefore favoring paths visiting highly educated persons (see [2] for details). Now, if there is no reason to introduce a cost, we simply set c i j = 1 (paths are penalized by their length) or c i j = 1/a i j (in this case, a i j is viewed as a conductance and c i j as a resistance); this last setting will be used in the experimental section.
When tackling the semisupervised classification problem, we will also consider a set of classes, {C k } m k=1 , with the number of classes equal to m. Each node is assumed to belong to at most one class since the class label can also be unknown. To represent the class memberships, a n × m-dimensional indicator matrix, Y, is used. On each of its rows, it contains, as entries, a 1 in column c when the corresponding node belongs to class c, and 0 otherwise (m zeros on line i if the node i is unlabeled). The cth column of Y will be denoted y c and contains the binary memberships of the nodes to class c.
Moreover, a natural random walk on G is defined in the standard way. In node i , the random walker chooses the next edge to follow according to reference transition probabilities
representing the probability of jumping from node i to node j ∈ Succ(i ), the set of successor nodes of i . The corresponding transition probability matrix will be denoted as P ref .
In other words, the random walker chooses to follow an edge with a probability proportional to the affinity (apart from the sum-to-1 normalization), thereby favoring edges associated to a large affinity. The matrix P ref , containing the p ref i j , is stochastic and is called the reference transition matrix.
B. BoP Framework
This framework was recently introduced in [2] (see also [3] ) for computing distances on graphs. In order to make the paper as self-contained as possible, we will briefly review the whole framework in this section (see [2] for details) and then use it in order to define a new betweenness measure, which is the main contribution of the paper. The BoP model can be considered as a motif-based model [9] , [10] using, as building blocks, paths of the network. In the next subsection, hitting paths will be used, instead, as motifs.
A path ℘ (sometimes called a walk) is a sequence of transitions to adjacent nodes on G (loops are allowed), initiated from a starting node s, and stopping in an ending node e. If we want to emphasize on those starting and ending nodes, we will use ℘ se instead of ℘.
The BoP framework is based on the probability of picking a path i j starting at a node i and ending in a node j from a virtual bag containing all possible paths in the network [2] .
Let us define P i j as the set of all possible paths connecting node i to node j , including loops. We further define the set of all paths through the graph as P = n i, j =1 P i j . The total cost of a path ℘,c(℘), is defined as the sum of the individual transition costs c i j along ℘.
The potentially infinite set of paths in the graph is enumerated, and a probability distribution is assigned to the set of individual paths P. This probability distribution on the set P represents the probability of picking a path ℘ ∈ P in the bag, and is defined as the probability distribution P minimizing the total expected cost E[c(℘)] among all the distributions having a fixed relative entropy J 0 with respect to a reference distribution, e.g., a natural random walk on the graph [2] . This choice naturally defines a probability distribution on the set of paths such that long (high cost) paths occur with a low probability while short (low cost) paths occur with a high probability. In other words, we are seeking path probabilities P(℘), ℘ ∈ P, minimizing the total expected cost subject to a constant relative entropy constraint
whereπ ref represents the probability of following the path ℘ when walking according to the natural random walk reference distribution. Thusπ ref is the product of the transition probabilities p ref i j along the path ℘. Here, J 0 > 0 is provided a priori by the user, according to the desired degree of randomness, or exploration, he/she is willing to concede.
The result of the minimization [2] is a Boltzmann probability distribution
where θ = 1/T plays the role of an inverse temperature. As expected, short paths ℘ (having a lowc(℘)) are favored in that they have a larger probability of being chosen. Moreover, from (3), we clearly observe that, when θ → 0 + , the paths probabilities reduce to the probabilities generated by the natural random walk on the graph. In this case, J 0 → 0, and paths are chosen according to their likelihood in a natural random walk. On the other hand, when θ is large, the probability distribution defined by (3) is biased toward short paths (the shortest ones are more likely). Notice that, in the sequel, it will be assumed that the user provides the value of the parameter θ instead of J 0 , with θ > 0. The BoP probability [2] is now defined as the quantity P(s = i, e = j ) on the set of (starting, ending) nodes of the paths. It corresponds to the probability of drawing a path starting in node i and ending in node j from the virtual BoP
where P i j is the set of paths connecting the starting node i to the ending node j . Let us derive the analytical closed form of this expression. To this end, we start from the cost matrix C, from which we build a new matrix W, as
where P ref is the reference transition matrix containing the p ref i j , the exponential function is taken element-wise, and • is the element-wise multiplication (Hadamard product). The entries of W are therefore
It is shown in [2] that the numerator of (4) is
where, by convention, zero-length paths are taken into account and are associated to a zero cost. Computing the series of
which converges if the spectral radius of W is less than 1, ρ(W) < 1. Since the matrix W only contains nonnegative elements, a sufficient condition for ρ(W) < 1 is that the matrix is substochastic, which is always achieved for θ > 0 and at least one c i j > 0 when a i j > 0 [see (5) ], which is assumed for now. The matrix Z is called the fundamental matrix, and z i j is the element i, j of Z. Hence, following (6) and (7), we finally obtain, for the numerator of (4)
On the other hand, for the denominator of (4), we have
where Z is called the partition function. Therefore, from (4), the probability of picking a path starting in i end ending in j in our bag of paths model is
Notice that P(s = i, e = j ) is not symmetric. 1 We now turn to a variant of the BoP, namely the bag-of-hitting-paths.
C. Bag-of-Hitting-Paths Framework
The idea behind the bag-of-hitting-paths model is the same as that of the BoP model but the set of paths is now restricted to paths in which the ending node does not appear more than once. In other words, no intermediate node on the path is allowed to be the ending node j (node j is made absorbing) and the motifs are now the hitting paths. Hitting paths will play an important role in the derivation of the BoP betweenness.
Each nonhitting path ℘ i j ∈ P i j can be split uniquely into two subpaths, before hitting node j for the first time, ℘ h i j ∈ P h i j (the set of all hitting paths), and after hitting node j , ℘ j j ∈ P j j (see [2] for details). Notice the usage of the superscript h to refer to hitting paths. The composition of the two subpaths is a valid path, where ℘ h i j • ℘ j j ∈ P i j is the concatenation of the two paths.
In the case of a bag containing hitting paths, the probability of picking a path i j is defined in a similar way as for nonhitting (or regular) paths (4)
and is called the bag-of-hitting-paths probability distribution.
z i j /z j j . Now, by analogy with (10), but for hitting paths (11)
and the partition function for the bag-of-hitting-paths is therefore
Finally, let us just mention that another derivation is available in [2] , where it is further shown that z h i j can be interpreted as either:
1) the expected reward endorsed by an agent (the reward along a path ℘ being defined as exp[−θc(℘)]) when traveling from i to j along all possible paths ℘ ∈ P h i j with probabilityπ ref (℘); 2) the expected number of passages through node j for an evaporating, or killed, random walker starting in node i and walking according to the substochastic transition probabilities
Before deriving the BoP betweenness measure, let us consider some related work.
III. RELATED WORK
Graph-based semisupervised classification has been the subject of intensive research in recent years and a wide range of approaches has been developed in order to tackle the problem [1] , [11] , [12] : random-walk-based methods [13] , [14] , spectral methods [15] , [16] , regularization frameworks [5] , [17] - [19] , transductive and spectral SVM [20] , to name a few. We will compare our method (the BoP) to some of those techniques, as below.
1) A simple alignment with the regularized Laplacian (RL)
kernel based on a sum of similarities, Ky c , where K = (I + λL) −1 , L = D − A is the laplacian matrix, I is the identity matrix, D is the generalized outdegree matrix, and A is the adjacency matrix of G [18] , [21] . The similarity is computed for each class c in turn. Then, each node is assigned to the class showing the largest sum of similarities. The (scalar) parameter λ > 0 is the regularization parameter [4] , [22] . 2) A simple alignment with the regularized normalized Laplacian kernel (RNL) based on a sum of similarities, Ky c , where K = (I + λ L) −1 , and L = D −1/2 LD −1/2 is the normalized laplacian matrix [5] , [23] . The assignment to the classes is the same as for the previous method. The regularized normalized Laplacian approach seems less sensitive to the priors of the different classes than the un-normalized RL approach [23] . 3) A simple alignment with the regularized commute time kernel (RCT) based on a sum of similarities, Ky c , with K = (D + αA) −1 [5] , [22] . The assignment to the classes is the same as for previous methods. Element i, j of this kernel can be interpreted as the discounted cumulated probability of visiting node j when starting from node i . The (scalar) parameter α ∈ [0, 1] corresponds to an evaporating or killed random walk where the random walker has a (1 − α) probability of disappearing at each step. This method provided the best results in a recent comparative study on semisupervised classification [22] . 4) The harmonic function (HF) approach [6] , [11] is closely related to the regularization framework of RL and RNL. Furthermore, it is equivalent to and provides the same results as the label propagation algorithm [12] and the wvRN (or pRN) classifier used by the Netkit software as a baseline [24] , but Netkit is a more general-purpose toolbox able to tackle more complex situations [25] .
As those three algorithms give the same results, we only report HF, which appeared first in the literature and is fastest. It is based on a structural contiguity measure that smoothes the predicted values and leads to a model having interesting interpretations in terms of electrical potential and absorbing probabilities in a Markov chain. 5) The random walk with restart (RWWR) classifier [7] , [26] relies on random walks performed on the weighted graph seen as a Markov chain. More precisely, a group betweenness measure is derived for each class, based on the stationary distribution of a random walk restarting from the labeled nodes belonging to a class of interest. Each unlabeled node is then assigned to the class showing maximal betweenness. In the version used in this paper (see [22] for details), the random walker has a probability (1 − α) to be teleported-with a uniform probability-to a node belonging to the class of interest c. 6) The discriminative random walks approach (D-walk or DW1; see [8] ) also relies on random walks performed on the weighted graph. As for the RWWR, a group betweenness measure, based on passage times during random walks, is derived for each class. More precisely, a D-walk is a random walk starting in a labeled node and ending when any node having the same label (possibly the starting node itself) is reached for the first time. During this random walk, the number of visits to any unlabeled node is recorded and corresponds to a group betweenness measure. As for the previous method, each unlabeled node is then assigned to the class showing maximal betweenness. 7) A modified version of the D-walk (or DW2). The only difference is that all elements of the transition matrix P ref (since the random walks is seen as a Markov chain) are multiplied by α ∈ [0, 1] so that α can be seen as a probability of continuing the random walk at each time step (and so (1 − α) ∈ [0, 1[ is the probability of stopping the random walk at each step). This defines a killed random walk since αP ref is now substochastic. All these methods will be compared to the BoP developed in the next sections. Notice that the random walker of the random-walk-based methods usually follows too long-and thus irrelevant-paths into account: popular entries are therefore intrinsically favored [27] , [28] . The BoP approach tackles this issue by putting a negative exponential term in (5) and part of its success can be imputed to this fact.
Some authors also considered bounded (or truncated) walks [4] , [29] , [30] and obtained promising results on large graphs. This approach could also be considered in our framework in order to tackle large networks; this will be investigated in further work.
Tong et al. [26] suggested a method that avoided taking the inverse of an n × n matrix for computing the random walk with restart measure. They reduced the computing time by partitioning the input graph into smaller communities. Then, a sparse approximation of the random walk with restart is obtained by applying a low rank approximation. This approach suffers from the fact that it adds a hyperparameter k (the number of communities) that depends on the network and is still untractable for large graphs with millions of nodes. On the other hand, the computing time is reduced by this same factor k. This is another track to investigate in further work.
Herbster et al. [31] proposed a technique for fast label prediction on graphs through the approximation of the graph with either a minimum spanning tree or a shortest path tree. Once the tree has been extracted, the pseudo-inverse of the Laplacian matrix can be computed efficiently. The fast computation of the pseudo-inverse enables addressing prediction problems on large graphs.
Finally, Tang and Liu have investigated relational learning via latent social dimensions [32] - [34] . They proposed to extract latent social dimensions based on network information (such as Facebook, Twitter, etc.) first, and then to use these as features for discriminative learning (via an SVM, e.g., [32] ). Their approach tackles very large networks and provides promising results, especially when only a few labeled data are available.
A lot of research has also been done on collective classification of nodes in networks (see [25] for an introduction). Collective classification also uses the graph topology and a proportion of labeled nodes to classify unlabeled nodes using the same assumption as our proposed technique (i.e., local consistency or homophily).
We also experimented a group betweenness using Freeman's (i.e., the shortest path) betweenness [35] and a modified version of Newman's betweenness [36] . For the latter one, the transition probabilities were set to P ref , and the ending node of the walk was forced to be absorbing. Then, the expected number of visits to each node was recorded and cumulated for each input-output path. However, our BoP group betweenness outperformed these two other class betweenness measures, and therefore results are not reported in this paper.
IV. BOP BETWEENNESSES
In order to define the BoP classifier, we need to introduce the BoP group betweenness centrality. This concept is itself an extension of the BoP betweenness centrality, which will be developed in the next subsection. The BoP betweenness is related to well-known betweenness measures in some sense: if θ → ∞, the BoP betweenness tends to be correlated with Freeman's betweenness [35] (only shortest paths are considered), while if θ → 0 + , the BoP betweenness tends to be correlated with Newman's betweenness [36] (based on a natural random walk). This section starts with the presentation of the BoP betweenness centrality measure in Section IV-A. Then, its extension, the BoP group betweenness centrality, is described in Section IV-B.
A. BoP Betweenness Centrality
The BoP betweenness will measure to which extent a node j is likely to lie in between other pairs of nodes (i, k), and therefore is an important intermediary between nodes. In short, the BoP betweenness measure is defined as bet j = n i=1 n k=1 P(int = j |s = i, e = k; i = j = k = i ) (15) which corresponds to the a posteriori probability of finding an intermediate node j on a path i j drawn from the BoP, cumulated over all source-destination pairs (i, k).
For computing this quantity from the BoP framework, we first have to calculate the probability P(s = i, int = j, e = k; i = j = k = i )-or P i j k in short-that such paths visit an intermediate node int = j with i = j = k = i . Indeed, by using (3) and (4)
where δ( j ∈ ℘) = 1 when node j is visited on path ℘, and 0 otherwise. We will now use the fact that each path ℘ ik between i and k passing through j can be decomposed uniquely into a hitting subpath ℘ i j from i to j and a regular subpath ℘ j k from j to k (see Section II-B). The subpath ℘ i j is found by following path ℘ ik until reaching j for the first time. Therefore, for i = j = k = i
This equation can be reordered to get, for i = j = k = i
Then, after multiplying by Z h /Z h , we obtain
with i = j = k = i and where we used (10) and (13) . Finally, recalling that z i j = z h i j z j j (12)
Now, using Bayes's rule, the a posteriori probability of finding intermediate node j on a path starting in i and ending in k is P(int = j |s = i, e = k; i = j = k = i )
.
Using (20), if we assume that node k can be reached from node i , this leads to
Based on this a posteriori probability distribution, the BoP betweenness of node j is defined as the sum of the a posteriori probabilities of visiting j for all possible starting-ending pairs (i, k)
which allows us to compute the betweenness from the fundamental matrix Z (7) . Let us now derive the matrix formula providing the betweenness vector bet, containing the betweennesses of each node. First, the normalization factor appearing in the denominator of (23), denoted here by n ik , is computed
which can be rewritten as
Therefore, the matrix containing the normalization factors n ik is
where, for a given matrix M, diag(M) is a column vector containing the diagonal of M and Diag(M) is a diagonal matrix containing the diagonal of M. Moreover, the inner term appearing in (23) can be rewritten as
where z t i j is the element i , j of matrix Z T (transpose of Z). In matrix form, bet [see (21) ] is therefore equal to bet = (Diag(Z)) −1 diag (Z T − Diag(Z)) ×(N ÷ − Diag(N ÷ ))(Z T − Diag(Z)) (28) with matrix N ÷ containing elements n ÷ ik = 1/n ik (elementwise reciprocal) given by (26) . We used Diag(Z T ) = Diag(Z).
B. BoP Group Betweenness Centrality
Let us now generalize the BoP betweenness to a group betweenness measure. Quite naturally, the BoP group betweenness of node j will be defined as
and can be interpreted as the extent to which the node j lies in between the two sets of nodes C i and C k . It is assumed that the sets {C i } m i=1 are disjoint. Using Bayes' law provides
Substituting (20) for the joint probabilities in (30) allows us to compute the group betweenness measure in terms of the elements of the fundamental matrix Z
where the denominator is simply a normalization factor ensuring that the probability distribution sums to 1. It is therefore sufficient to compute the numerator only, and then normalize the resulting quantity. Let us put this expression in matrix form. As before, we denote element i, j of matrix Z T as z t i j . It is also assumed that node i and k belong to different groups, C i = C k , so that i and k are necessarily different (classes are disjoint). The numerator in (31) is
If y c i is a binary indicator indicating if node i belongs to the class c (as described in Section II-A), the numerator can be rewritten as
Consequently, in matrix form, the group betweenness vector can be computed thanks to
where we assume i = k. In this equation, the vector gbet(C i , C k ) must be normalized by dividing it by its L 1 norm. Notice that Z 0 = Z − Diag(Z) is simply the fundamental matrix whose diagonal is set to zero.
V. SEMISUPERVISED CLASSIFICATION THROUGH THE BOP GROUP BETWEENNESS In this section, the BoP model, and more precisely the BoP group betweenness measure, will be used for classification purposes. Notice, however, that in the derivation of the group betweenness measure [see (34) ] it was assumed that the starting and ending classes are different (C i = C k ). We will now recompute this quantity when starting and ending in the same class c, i.e., calculating gbet j (C c , C c ), which provides a within-class betweenness. Indeed, this quantity measures the extent to which nodes of G are in between-and therefore in the neighborhood of-the nodes of class c.
A within-class betweenness is thus computed for each class c, and each node will be assigned to the class showing the highest betweenness. This will be our simple classification rule based on the within-class betweenness. The main hypothesis underlying this classification technique is that a node is likely to belong to the same class as its neighboring nodes. This is usually called the local consistency assumption (also called smoothness, homophily, or cluster assumption [6] , [12] , [37] ).
The same reasoning as for deriving (34) is applied in order to compute the numerator of (31) in this new case. We start with (31) , considering now the same starting and ending class c, but multiplying the factor inside the double sum by (1 − δ i k ). This new term will ensure that the starting node is different from the ending node (this was always the case with different starting and ending classes, but now this must be forced). From (32) , this can be rewritten as
num(gbet j (C c , C c ) ) is thus the same as num(gbet j (C (32) , plus an extra term
It is easy to show that, with this additional term, the matrix equation for num(gbet(C c , C c )) (34) becomes
Algorithm 1 Classification through the bag-of-paths group betweenness algorithm. Input: -A weighted directed graph G containing n nodes, represented by its n×n adjacency matrix A, containing affinities.
-The n × n transition cost matrix C associated to G.
-m binary indicator vectors y c containing as entries 1 for nodes belonging to the class C c , and 0 otherwise. Classes are mutually exclusive.
-The inverse temperature parameter θ . Output:
-The n × 1 vectorˆ containing the predicted class labels of each node. Once again, this is the same result as in (34) with one additional term ensuring that the starting node is different from the ending node. After having computed this equation, the numerator must be normalized in order to obtain gbet(C c , C c ) [as for (34) ]. Finally, if we want to classify a node, gbet(C c , C c ) is computed for each class c in turn and then, for each node, the class label showing the maximal betweenness is chosen
where L is the set of class labels. The pseudocode for the BoP classifier can be found in Algorithm 1. Of course, once computed, the group betweenness is only used to classify the unlabeled nodes.
VI. EXPERIMENTAL COMPARISONS
In this section, the BoP group betweenness approach for semisupervised classification (referred to as the BoP classifier for simplicity) will be compared to other semisupervised classification techniques on multiple datasets. The different classifiers to which the BoP classifier will be compared were already introduced in Section III and are recalled in Table IV .
The goal of the experiments in this section is to classify unlabeled nodes in partially labeled graphs and to compare the different methods in terms of classification accuracy. This comparison is performed on medium-sized networks only since kernel approaches are difficult to compute on large networks. The computational tractability of the methods used in this experimental section will also be analyzed.
This section is organized as follows. First, the datasets used for the semi-supervised classification will be described in Section VI-A. Second, the experimental methodology is detailed in Section VI-B. Third, the results will be discussed in Section VI-C. Fourth, the computation time will be investigated inSection VI-D. Finally, extreme cases are studied in Section VI-E.
A. Datasets
The different classifiers are compared on 14 datasets that have been used previously for semisupervised classification: nine Newsgroups datasets [38] , the four universities WebKB cocite datasets [24] , [17] , and the IMDb prodco dataset [24] . 2 1) Newsgroups: The Newsgroups dataset is composed of about 20 000 unstructured documents, taken from 20 discussion groups (newsgroups) of the Usenet diffusion list. Twenty classes (or topics) were originally present in the dataset. For our experiments, nine subsets related to different topics are extracted from the original dataset, resulting in a total of nine different datasets. The datasets were built by sampling about 200 documents at random in each topic (three samples of two, three, and five classes, thus nine samples in total). The repartition is listed in Table I . The extraction process and the procedure used for building the graph are detailed in [39] .
2) WebKB cocite: These datasets consist of sets of Web pages gathered from four computer science departments (four  TABLE II  CLASS DISTRIBUTION OF THE IMDb-PROCO DATASET   TABLE III   CLASS DISTRIBUTION OF THE FOUR WebKB COCITE DATASETS datasets, one for each university), with each page manually labeled into one of six categories: course, department, faculty, project, staff, and student [24] . The pages are linked by cocitation (if x links to z and y links to z, then x and y are co-citing z), resulting in an undirected graph. The composition of the datasets is shown in Table III .
3) IMDb-prodco: The collaborative Internet Movie Database (IMDb, [24] ) has several applications such as making movie recommendations or movie category classification. The classification problem focuses on the prediction of whether the movie is a box-office hit or not. It contains a graph of movies linked together whenever they share the same production company and weight of an edge in the graph is the number of production companies that two movies have in common. The IMDb-proco class distribution is shown in Table II .
B. Experimental Methodology
The classification accuracy will be reported for several labeling rates (10%, 30%, 50%, 70%, 90%), i.e., proportions of nodes for which the label is known. The labels of the remaining nodes are deleted during the modeling phase and are used as test data during the assessment phase. For each considered labeling rate, 20 random node label deletions are performed (20 runs), and their performances are averaged on these 20 runs. For each unlabeled node, the various classifiers predict the most suitable category. For each run, a 10-fold nested cross validation is performed for tuning the parameters of the models. The external folds are obtained by 10 successive rotations of the nodes, and the performance of one specific run is the average over these 10 folds. Moreover, for each fold of the external cross validation, a 10-fold internal cross validation is performed on the remaining labeled nodes in order to tune the hyperparameters of the classifiers [i.e., parameters α, λ, and θ (see Table IV )-methods HF and DW1 do not have any hyperparameter]. Thus, for each method and each labeling rate, the mean classification accuracy averaged on the 20 runs will be reported.
C. Results and Discussion
Comparative results on the nine NewsGroups datasets, on the four WebKB Cocite datasets, and on the IMBd-prodco dataset are shown in Table V . The results of the second NewsGroups dataset are also reported as a plot in Fig. 1 to visualize the typical relation between classification accuracy and labeling rate.
Statistical significance tests for each labeling rate are detailed in Table VI . One-sided t-tests were performed to determine whether or not the performance of a method is significantly superior (p-value less than 0.05 based on the 20 runs) to another. For each entry of the table, the Win/Tie/Lose frequency summarizes how many times the BoP classifier was significantly better than (Win), equivalent to (Tie), or significantly worse than (Lose) the other method as a function of the labeling rate.
The most selected values of the parameters for each method are reported in Table IV . RNL, RCT, RWWR, and BoP selected a short range of parameters, which is of course desirable. Some methods, such as RL and DW2, selected a very wide range of parameters, and the different most represented values are not grouped.
Moreover, for each labeling rate, the different classifiers have been ordered according to a Borda score ranking. For each dataset, each method is granted with a certain number of points, or rating. This number is equal to 8 if the classifier is the best classifier (i.e., has the best mean classification accuracy on this data set), 7 if the classifier is the second best, and so on, so that the worst classifier is granted with only one point. The ratings are then summed across all the considered datasets and the classifiers are sorted by descending total rating. The final ranking, together with the total ratings, are reported in Table VII.  TABLE IV  EIGHT CLASSIFIERS, THE VALUE RANGE TESTED FOR TUNING THEIR PARAMETERS, AND THE MOST FREQUENTLY SELECTED VALUES. MODE 1   IS THE MOST SELECTED VALUE, MODE 2 AND MODE 3 ARE, RESPECTIVELY, THE SECOND AND THE THIRD MOST SELECTED VALUES. NOTICE THAT DW2 WITH α = 1.0 IS THE SAME AS DW1
We observe that the BoP classifier always achieves competitive results since it falls among the top methods on all datasets. The BoP classifier actually tends to be the best algorithm for all labeling rates except for the 90% labeling rate, where it comes second as observed from Tables VII and VI. The RWWR method is often the second. The RCT kernel also achieves good performance and is the best of the kernel-based classifiers (as suggested in [22] ). It is also the best algorithm when the labeling rate is very high (90%).
Notice that RWWR, RCT, and DW2 largely outperform the other algorithms (besides BoP). However, it is difficult to figure out which of those three methods is the best, after BoP. It can be noticed that the DW2 version of the D-walk (based on a killed random walk) is more competitive when the labeling rate is low and that it performs much better than the DW1 version, especially for low labeling rates: the Win/Tie/Lose scores for DW2 against DW1 are 7/1/6, 5/2/7, 8/1/5, 13/1/0, and 14/0/0, respectively, for 90%, 70%, 50%, 30%, 10% labeling rate.
From the fifth to the eighth position, the ranking is less clear since none of the methods is really better than any other. However, all of these methods (NR and RNL as well as HF and DW1) are significantly worse than BoP, RCT, RWWR, and DW2. Notice also that the performance of DW1 and HF drops significantly when labeling rate decreases.
D. Computation Time
The computational tractability of a method is an important consideration to take into account. Table VIII provides a comparison of the runtime of all methods. To explore computation time with respect to the number of nodes and the number of classes, artificial graphs with a certain number of classes have been created. For each method, 20 runs on each of the datasets are performed, and the runtime is recorded for each run. The 20 runtimes are averaged, and results are reported in Table VIII .
We observe that HF is one of the quickest methods, but sadly it is not competitive in terms of accuracy, as reported in Section VI-C. Notice that the two kernel methods RL and RCT have more or less the same computation time since the alignment is done once for all the classes. RNL, the last kernel method, is slower than RL, HF, and RCT (because of the time-consuming normalization). After the HF and the kernel methods, the BoP classifier achieves competitive results compared to the remaining classifiers. The time augmentation when the graph size increases is similar for all methods (except for RL and RC for which the augmentation is smaller). The reason is that all those methods require a matrix inversion: the complexity of such an operation is O(n 3 ) (where n is the number of nodes) and this is what can be observed from Table VIII (when the number of nodes doubles, the time is more or less multiplied by eight). But the BoP classifier has the same advantage as the kernel methods: its computation time does not increase steeply when the number of classes increases. This comes from the algorithm structure: contrary to RWWR, DW1, and DW2, the BoP classifier does not require a matrix inversion for each class. Furthermore, the matrix inversions (or linear systems of equations to solve) required for the BoP can be computed as long as the graph (through its adjacency matrix) is known, which is also the case with kernel methods. This is a good property for BoP, since it means that rows 1-6 of Algorithm 1 can be precomputed once for all folds in the cross validation. Finally, the space complexity is O(n 2 ) for all the methods.
E. Extreme Cases
In this subsection, two extreme classification cases will be studied. First, what happens if only one or two labeled data points are available? As described in Section V, the BoP classifier requires at least two nodes for computing the BoP group betweenness. We performed a small experiment on the first NewsGroups NG1 dataset. The parameters were tuned by a 10-fold cross validation and results on 20 runs were averaged. The classification accuracies are reported in Table IX (Low Labeling Rate). Only the CTF, RWWR, and BoP classifiers remain competitive for this first extreme case.
Second, let us consider the case where the classes are unbalanced. The following experiment was designed to study this other extreme case. The classes of the well-known industry-yh dataset were merged to get two classes: the majority class with 1768 nodes, and the minority class with only 30 nodes THE EIGHT METHODS (RL, RNL, LP, RCT, HF, RWWR, DW1, DW2, BOP) AND FOR FIVE LABELING RATES   (10%, 30%, 50%, 70%, 90%). TABLE V SHOWS THE RESULTS FOR ALL THE TESTED DATASETS. THE STANDARD DEVIATION IS  CALCULATED OVER THE 10 FOLDS OF THE EXTERNAL CROSS VALIDATION OF THE 20 INDEPENDENT RUNS (this represents 1.67% for the minority class). Once again, the parameters were tuned by a 10-fold cross validation and results on 20 runs were averaged. The classification accuracies for the two classes are reported in Table IX (Imbalanced: Major & Minor). The best methods to identify the minority class are RL and NRL, followed by RWWR and CTF. 
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VII. CONCLUSION
In this paper, we investigated an application of the BoP framework viewing the graph as a virtual bag from which paths are drawn according to a Boltzmann sampling distribution.
In particular, we introduced a novel algorithm for graphbased semisupervised classification through the BoP group betweenness, or BoP for short (described in Section V). The algorithm sums the a posteriori probabilities of drawing a path visiting a given node of interest according to a biased sampling distribution, and this sum defines our BoP betweenness measure. The Boltzmann sampling distribution depends on a parameter θ , gradually biasing the distribution toward shorter paths: when θ is large, only a small exploration is performed and only the shortest paths are considered, while when θ is small (close to 0 + ), longer paths are considered and are sampled according to the product of the transition probabilities p ref i j along the path (a natural random walk). More generally, four methods clearly outperform the others: BoP, RCT, RWWR and DW2.
Experiments on real-world datasets showed that the BoP method outperforms the other considered approaches when only a few labeled nodes are available. When more nodes are labeled, the BoP method is still competitive. Its computation time is also competitive in most of the cases.
Our future work will include several extensions of the proposed approach. Another interesting issue is how to combine the information provided by the graph and the features of the nodes in a clever, preferably optimal, way. The interest of including node features should be assessed experimentally. A typical case study could be the labeling of protein-protein interaction networks. The node features could involve gene expression measurements for the corresponding proteins.
Yet another application of the BoP framework could be the definition of a robustness measure or criticality measure of the nodes. The idea would be to compute the change in reachability between nodes when deleting one node within the BoP framework. Nodes having a large impact on reachability would be then considered as highly critical.
Finally, the biggest drawback of the BoP classifier is that it is not applicable as it is for large graphs. It would be interesting to investigate whether it is possible to modify the classifier to be computationally tracktable on large graphs. A starting clue would be to use the same trick as in [4] .
