Determining the structure of data without prior knowledge of the number of clusters or any information about their composition is a problem of interest in many elds, such as image analysis, astrophysics, biology, etc. Partitioning a set of n patterns in a p-dimensional feature space mu s t b e d o n e s u c h that those in a given cluster are more similar to each other than the rest. As there are approximately K n K! possible ways of partitioning the patterns among K clusters, nding the best solution is very hard when n is large. The search space is increased when we h a ve no a priori number of partitions. Although the self-organizing feature map (SOM) can be used to visualize clusters, the automation of knowledge discovery by SOM is a di cult task. This paper proposes region-based image processing methods to post-processing the U-matrix obtained after the unsupervised learning performed by SOM. Mathematical morphology is applied to identify regions of neurons that are similar. The number of regions and their labels are automatically found and they are related to the number of clusters in a multivariate data set.
Introduction
Classi cation is the process of assigning an unknown pattern to its proper class. We rst use a labeled training set to partition the feature space in a supervised way. Many kinds of arti cial neural networks such a s m ultilayer feedforward have b e e n u s e d successfully in pattern recognition tasks 1]. Conversely, clustering methods, also denominated exploratory data analysis or automatic classi cation, are usually stated as methods for nding structures in data. A partition of a set of n patterns in a pdimensional feature space must be found in a way that those patterns in a given cluster are more similar to each other than the rest. As there are approximately K n K! possible ways of partitioning the patterns among K clusters, nding the best solution is computationally hard when n is large. The number of ways of sorting n observations into k groups is a Stirling number of the second kind 2]. The problem is compounded by the fact that the number of groups is usually unknown, so the possibilities are a sum of Stirling numbers. When n = 25 this is greater than 4 10 18 . The raw input data is usually an n p rectangular array o f r e a l n umbers called data matrix.
Each of the n objects is characterized with respect to p variables. For a given data set X, its elements are denoted by x i i = 1 2 : : : n , which a r e v ectors in a p-dimensional space. Many di erent algorithms and approaches have been suggested but no general cluster analysis theory was yet developed. Good surveys include 2] and 3]. Clustering methods range from those that are largely heuristic to more formal procedures based on statistical models. Most frequently used are hierarchical and partitioning methods. The major drawbacks of hierarchical methods are: (i) u ndesired merge of objects cannot be corrected at later stages (ii) in general they require memory usage proportional to the square of the number of groups in the initial partition. Partitioning methods produce one partition with K groups usually minimizing one objective criterion. Partitioning techniques allow objects to change group membership throughout the cluster formation process. Drawbacks include the choice of the number of groups in advance and the initial K group seeds. The most common method is the K-means that uses heuristics for reducing the withingroup sum of squares. Two basic problems arise when using a clustering method 14]:
The determination of the number of clusters present in the data The assignment of data observations to one and only one cluster. As stated by Su et al. 4] , to e ciently specify the correct number of clusters from a given multidimensional data set is one of the most fundamental and unsolved problems in cluster analysis. Much of the responsibility o f v alidating the nal results is often left to the investigator. In some cases such as K-means the previous selection of K may impose a structure on data instead of discovering it. In the case of hierarchical methods, the determination of the appropriate number of clusters involves selecting one of the steps of the process using a second optimality criterion. Neural network implementations have been proposed for clustering problems: Kamgar-Parsi et al. 5] employed a Hop eld network simulated on a 128x128 SIMD array machine. They concluded that neural networks outperform conventional iterative techniques when there are well-de ned clusters.
The self-organizing feature map (SOM) has been widely studied as a software tool for visualization of high-dimensional data. Important features include information compression while preserving topological and metric relationship of the primary data items 13]. Cluster analysis problems have been studied using SOM 6, 7, 8] .
This paper addresses the problem of determining the number of clusters in multivariate data. Related work include Su et al. 4 ] which used a single-layer neural network composed of quadratic neurons. They rst determined the number of clusters using a histogram of response accumulation. A 3 3 mask was used to detect peaks which correspond to potential cluster centroids. A more statistical approach for determining the number of clusters was studied by Hardy 9] , which compared three methods based on the hypervolume criterion with other well-known methods. We propose region-based image processing methods to post-processing the U-matrix obtained after the unsupervised learning performed by SOM. The morphological operation watershed, which is a topographic region growing method, is applied for identifying regions of neurons that are similar. Markers for the watershed algorithm are found analyzing the stability of partitions obtained for each gray level of the U-matrix image. The algorithm provides onepixel wide, closed, and accurately localized contours of the regions. After segmentation the connected regions of the U-matrix are labeled and their codes are assigned also to the corresponding unlabeled SOM neurons. The result of the procedure is a labeled SOM in which t h e n umber of regions re ects the numberof clusters of the input space. Each region, which m a y contain one of more neurons, may also be used to classify new input data.
The Self-Organizing Map Model
The SOM algorithm, originally introduced by T . K ohonen in 1981 8] , is one of the best known arti cial neural network algorithms and was inspired by the way i n w h i c h v arious human sensory impressions are neurologically mapped into the brain, such that spatial or other relations among stimuli correspond to spatial relations among the neurons. SOM is based on unsupervised learning and it constructs a topologypreserving mapping of the training data where the location of a unit carries semantic information 8, 7 ] .
The SOM consists essentially of two l a yers of neu- 
where r i denotes the location of unit i on the map grid. As the learning proceeds and new input vectors are given to the map, the learning rate (t) gradually decreases to zero according to the speci ed learning rate function type. Along with learning rate the neighborhood radius decreases as well.
The correct choice for parameters is not a straightforward task and there are several rules-of-thumb, found through experiments. After the training has been performed, the map should be topologically ordered. This means that n i 'somehow' topologically close input data vectors map to n m adjacent map n o d e s o r e v en to the same single node. A recent, and faster, variation of SOM is its parallel implementation 8]. Like the k-means method, the batch u p d a ting step replaces each map unit by the average of the data vectors that were in its neighborhood for each epoch. Similarly to the traditional SOM learning, the neighborhood function can also weigh the contribution of surrounding neurons to the calculation of the mean vectors.
Visualizing High Dimensional Data Relations Using the Uni ed Distance Matrix
The Uni ed Distance Matrix (U-matrix) method was developed by A. Ultsch and co-workers 7] to enable visualization of the topological relations of the neurons in an organized SOM. The basic idea is to use the same metric that was used during the learning to compute distances between adjacent reference vectors. These distances are then visualized in a 3D-plot in which valleys correspond to map units that are similar. High values in the U-matrix encode dissimilarities between neurons and correspond to cluster borders.
Each neuron u possesses the eight immediate neighbors. Associated with each unit is an pdimensional reference vector. The same metric used to nd the BMU could also be used to determine a distance between u and its immediate neighbors. Similar neighborvectors will produce low distance values. The U-matrix can then be used to display the similarity/dissimilarity structure of all units and their neighbors. The self-organizing map consists of a twodimensional array with a rectangular lattice topology of size ( X Y ). Let 
du (X ; 1 1) if k e v e n where c(k), k = 1 , 2 , . . . K, K 8, denotes the surrounding elements sorted in increasing order of magnitude. 4 Finding groups of similar neurons through image segmentation
Clustering with no knowledge about the data (about its distribution or number of clusters) is a di cult (ill-posed) problem and there is no general solution. Furthermore, the automatic selection of an optimal number of reference vectors for each cluster is a nontrivial task and no unique solution for it can be given yet 10]. Regions of input space with a high density pf data points may be represented by more than one neuron. We can merge similar responding neurons in many ways, for example using contiguityconstrained hierarchical clustering 11]. Our method follows Ultsch 7] by using the U-matrix to detect non-linearities in the resulting SOM mapping. Umatrix 'valleys' correspond to similar neighbor neurons, which will be candidates to form clusters. The main problem is to e ciently segment t h e U-matrix image which generally have m a n y l o c a l minima, a n d borders separating clusters may not be well de ned.
Image Segmentation, Mathematical Morphology
and Watersheds Image segmentation consists of partitioning an image into meaningful, non-intersecting, regions of interest. These regions are homogeneous with respect to one or more signal or structural property s u c h as brightness, color, texture, context etc. Many computer vision tasks process image regions 1, 12, 1 3 ] after segmentation for further analysis or classi cation.
Segmentation techniques rely on two broad categories: contour-based methods and region-based methods. The rst approach look for the local gray level discontinuities in the image and the second seeks parts of the image which are homogeneous in some measurable property such a s g r a y l e v els, contrast or texture. Conversely, region-based methods incorporate the notion of connectivity t h a t pixels are likely to be part of the same distinct region if they are connected and above a threshold value. A region can be de ned as a set of pixels in which there is a path between any pair of its pixels, and all the pixels in the path are also members of the set. T h e s i m p l e s t a l t e rnative to nd regions of neurons from U-matrix would be converting it to a binary image Y by a suitable threshold. It can be done, e.g., by selecting a valley point b e t ween two peaks of U-matrix histogram. Although it may seem simple, nding the correct value is problematic, especially in the case of U-matrix that usually possess a complex and noisy histogram.
Mathematical Morphology (MM) is a general theory that studies the decompositions of operators between complete lattices in terms of some families of simple operators: dilations, erosions, anti-dilations and anti-erosions. It provides a set of powerful tools for texture analysis and has been used in a number of image processing applications 14].
The watershed algorithm was introduced for the purpose of segmentation by Beucher and Lantu ejoul 15] and is one of the most powerful tools used for image segmentation. The idea of the watershed algorithm is to associate an in uence zone to each of the regional minima of an image (connected plateau from which it is impossible to reach a p o i n t of lower gray level by an always descending path). We then de ne the watershed as the boundaries of these in uence zones. The watershed of a surface of the image has several useful properties: The watershed lines form closed and connected regions The intersection of these regions is null Union of these regions and the watershed lines separating them makes the whole surface Each region contains a single regional extrema (usually minimum) as a single point or region) and each regional extrema contains a single catchment basin (watershed basin). Watersheds can be seen as a hybrid technique that combines both contour and region growing approaches for image segmentation. The main problem is the oversegmentation that occurs when all regional minima are used as region markers, especially in noisy images, which is the case of U-matrices. This problem can be preventing by using an e cient homotopy image modi cation module in which k ernels of clusters are assigned to its proper valleys 12].
Let Z be the set of integers, and let E be a rectangle of Z 2 , representing a subset of the square grid, and let K be a interval 0, k] of Z, with k > 0. A grayscale image is any function from E to K. Then, for a x 2 E, we can represent an image as f(x). The watershed equation can be brie y written as The general approach for a segmentation using watershed would be: (1) Find the markers, i.e., one connected component for each object and one connected component for the background (2) Impose the new regional minima by modi cation of image homotopy (or gray-scale geodesic reconstruction) and (3) Compute the watershed. One of the approaches of obtaininggoodmarkers is presented next section 16] and it is related to the stability of regions for a wide range of threshold operations over the U-matrix.
Finding Watershed Markers for U-matrix
Although we have tested many forms of obtaining good markers to be seeds of groups of neurons for the U-matrix, this section will present one simple approach that has got good results in a wide variety of cases. Given the U-matrix image U, the following steps are performed: 1) Filtering: create the image U 1 by removing any pore with area less or equal than three pixels.
2) For k = 1 t o M, where M is the highest gray level of the image, create the image U k 1 that corresponds to the conversion U 1 to a binary image using as threshold k.
3) The number of connected regions of U 1 , N k cr , can be found by a simple connected component labeling algorithm 5, 16] .
The last two steps perform like a slicing for all the gray levels in U-matrix. Now w e seek for stable regions in a useful range of gray level values of the image. This can be visualized by at portions of the plot N k cr versus k. 5) Take as image marker U 1 , where is the lowest value k from portion of the vector N cr which was chosen in the step 4.
The ltering in step 1 produces a mild smoothing. It can be performed applying the morphological operators erosion followed by a dilatation with structuring element of radius . The bigger the stronger ltering. The value 'three pixels' was chosen only for attenuating minor structures in the image resulting from the noisy characteristics of U. Visually, the ltered image U 1 is almost the same of U. Other similar approaches for nding markers were performed 4] and include: a) images after area opening the regional minima of U, with an increasing value of area b) residues from the sup-reconstruction of the image U from the marker image created by the addition of an increasing value H to the image U and c) other more elaborated methods 16]. 4.3 Automatic Labeling of the Self-Organizing Map The algorithm for labeling each neuron of the selforganizing map can be summarized as follows:
1) Find the U-matrix watershed markers by the steps present in section 4.2.
2) Perform watershed segmentation on the Umatrix, using the markers from last step, and assign a d i e r e n t label for each connected region.
3) Copy the U-matrix labels to the corresponding neurons in the SOM grid.
If there remains unlabeled neurons in the SOM grid, which may occur if the corresponding pixel in the U-matrix is in the border between clusters, two strategies can be followed. These neurons can be classi ed by k-nearest neighbor neuron region calculating the distances using the SOM weight space. Conversely, w e can leave these neurons unlabeled. For a given pattern that best match this unit we seek the second BMU. If this neuron is also unlabeled, seek the next BMU and so forth. This last approach w as used in the simulation examples presented in the next section.
Application example: Finite mixtures of p-variate Gaussian densities
This section describes the process of generating data for exemplify the method and some results. Because of the use of simulated sets, the underlying structure is precisely known but this information is considered external to the clustering process, not available in the practice. All simulations were implemented using Matlab.
Generation of Data Sets
Multivariate observations of a set of n entities can be expressed as x 1 :::x n , where each x i is a vector of p-dimensions. In this particular case the data was generated using the nite mixture model of p-variate The distribution of the data within the j th subpopulation is given by f j ; X j and the probability of obtaining a member of the j th group is j . j denotes the vector of all unknown parameters associated with the parametric forms adopted for these k component densities. In our case each f j ; X j were multivariate normal component second and third data set, respectively. The probability of cluster overlap increases with i . The purpose of di erent v alues is to study the region and borders degradation e ects in the U-matrix. Each data set comprises 1000 samples, 125 each class. All information about the real number of clusters and class membership is left unknown to all stages of the method and will be used only for performance comparison of the structure discovered by the process.
Simulation Results
The SOM grid size of all experiments were set 15 15. Weight initialization was linear and the training was done with the batch algorithm 8]. The neighborhood function was Gaussian and during ordering the neighborhood radius decreased from 12 to 1. Data was normalized to zero mean and variance one. The number of training epochs was 1000 for all cases. Due to reasons of space, some gures of the second data set were suppressed. Figures 1 and 2 show the resulting con guration of neurons, and the data patterns, in the 3-D space after the unsupervised training for the rst and the third data set. Neighborhood in the SOM grid is expressed by the lines connecting the neurons. The corresponding U-matrices are given in gures 3 and 4. Increasing the subpopulations begin to overlap and the problem or determining the number of clusters becomes more complex. This fact re ects in the U-matrix. Borders and valleys become less de ned. The extreme will occur when the data do not have structures at all. A uniform data density will result in a near at U-matrix. Following the algorithms presented in section 4.2, the three cases lead to the correct number of clusters (8) . This is clearly evident for the rst and second data sets, where the number of regions is stable in a great range of the gray l e v els. For the third data s e t i t w as expected to be more complex because the cluster structures are less de ned than for the former sets. We can see an instability around the correct number of clusters and the larger plateaus occurs for eight and four clusters, in the gray level range f82-118g and f131-145g, respectively. The eight clusters solution wins the four clusters solution by 37 against 15 levels. Increasing even more , e.g. = 1, the plot is shifted toward the right and large plateaus desapears, indicating the great cluster overlap. For a more rigorous decision, a security margin could also be used.
Figures 6-8 presents the obtained U-matrix partitions for the three SOM networks. The watershed image markers were the lowest gray level k from largest contiguity portion in gure 5, which w ere k = 4, 16, 82, for the rst, second and third data sets, respectively.
Labeling the Self-Organizing Map as described in section 4.3, and testing the e ciency of the obtained partition by classifying all patterns in BMUs associated to regions, it was obtained 100% of correct class assignment (CCA) for the rst data set. The second data set also performed almost as well as the rst: only 6 patterns were misclassi ed, which gives 99.4% of CCA. The last data set obtained 87.9% of CCA. The results show that partitions of SOM obtained by the method had led to very good approximations of the ideal solution.
Conclusions and Final Remarks
This paper presented a new approach for cluster detection using self-organizing maps. What makes the problem complex is the absence of a p r i o r i knowledge about data distributions or any information about their composition. The SOM neural network was used rst to partition the feature space. The reference vec- tors were merged in regions through image processing analysis of the uni ed distance matrix. The morphological algorithm watershed was applied to the Umatrix and region markers were found automatically by a method that considers stable partitions of the image regions after a multilevel threshold operation. Examples of decreasing cluster isolation of 8-class three-variate nite Gaussian mixture densities were presented. The increase of cluster overlap was reected in the U-matrix, which valleys and borders became less de ned. Classi cation of data using the obtained partitions led to very good results.
Comparing the three cases ( = 0:05 0:15 and 0:25) we note that U-matrix methods perform best when clusters do not overlap. It must be noted that the decrease of performance also occurs with other methods 16 ]. An increase of fuzziness of the clusters will degrade the U-matrix 'valley boundaries' because groups of neurons tend to get closer, leading to the attenuation of the non-linearities between classes. This was also tested with other data sets. Applying these methods in the Fisher Iris data only two meaningful valleys were found. This is because only one of the three clusters is well de ned.
SOM is robust regarding the weight v ectors initialization but setting training parameters is not straightforward. U-matrix re ects in an image the con guration obtained through unsupervised learning performed by SOM, therefore, all these analysis suppose that training has been well accomplished. How to guarantee that the obtained con guration of neurons after t epochs is already useful for performing all these analysis is still an open question. SOM convergence has not yet been proved 8] .
Future investigations will combine U-matrix methods with some heuristic and statistical interpretation forms of the map. Other elaborated forms of image segmentation and watershed markers selection through relaxation and regularization methods may also lead to good U-matrix partitions. Another extension of this method for enabling the detection of subclusters using a tree-like SOM model was described in Costa and Netto 16, 1 7 ] .
