In this paper we study the ergodicity and the related semigroup property for a class of symmetric Markov jump processes associated with time changed symmetric α-stable processes. For this purpose, explicit and sharp criteria for Poincaré type inequalities (including Poincaré, super Poincaré and weak Poincaré inequalities) of the corresponding non-local Dirichlet forms are derived. Moreover, our main results, when applied to a class of one-dimensional stochastic differential equations driven by symmetric α-stable processes, yield sharp criteria for their various ergodic properties and corresponding functional inequalities.
Introduction and Main Results
Given a conservative symmetric Markov process which is not ergodic such as Brownian motion or symmetric stable process on R d , is it possible to turn it into an ergodic process by a time-change? It is known that transience and recurrence are invariant under time-change (see [8, Theorem 5.2.5] ). Thus one can never turn a transient process into a recurrent process. In fact, after a time-change a transient conservative process may have finite lifetime. In [7] , extension of such a time changed process has been investigated for transient reflected Brownian motion. In this paper, we investigate various ergodic properties of recurrent symmetric stable processes under suitable time-change.
For α ∈ (0, 2), let X be a rotationally symmetric α-stable process on R d . It is well known that its infinitesimal generator is the fractional Laplacian ∆ α/2 := −(−∆) α/2 on R d , which enjoys the following expression
u(x + z) − u(x) − ∇u(x) · z1 {|z|≤1} C d,α |z| d+α dz.
is the normalizing constant so that the Fourier transform ∆ α/2 u(ξ) of ∆ α/2 u is −|ξ| α u(ξ). Observe that
The Dirichlet form (E, F) of X on L 2 (R d ; dx) is given by
Note that for f ∈ C 2 c (R d ),
g(x)∆ α/2 f (x)dx for every g ∈ F.
It is known that X is recurrent if and only if α ≥ d. In other words, the symmetric α-stable process X is recurrent if and only if d = 1 and α ∈ [1, 2). In the latter case, X is recurrent with Lebesgue measure as its symmetrizing measure but it does not have a stationary probability distribution. On the other hand, we know that a time-change of X does not change its transience and recurrence (see [8, Theorem 5.2 .5]) but will change its symmetrizing measure. Let a be a positive function on R d so that 1/a is L 1 (R d ; dx) locally integrable. Let µ(dx) = From now on, we assume d = 1, α ∈ [1, 2) and a is a positive and locally bounded measurable function on R so that µ defined above is a probability measure (that is, R a(x) −1 dx = 1). As we noted above, the time changed process Y is a pointwise recurrent µ-symmetric Markov process on R and so every point in R has positive E-capacity. In particular, µ is a reversible probability measure (and hence an invariant probability measure) of Y . In fact, we have Proposition 1.1. µ is the unique invariant measure of Y and for every x ∈ R and f ∈ C b (R),
The goal of this paper is to study the ergodicity of Y ; that is, the way of the marginal distribution of Y converging to its equilibrium distribution µ. For this, we need to describe the Dirichlet form of the time changed process Y .
Let F e be the extended Dirichlet space of (E, F) for the symmetric α-stable process X. By [8, (6.5.4 
)],
F e = {u : Borel measurable with |u| < ∞ a.e. and E(u, u) < ∞}.
(1.1)
It follows from [8, Corollaries 3.3.6 and 5.2.12] that (F e , E) is also the extended Dirichlet space of the time changed process Y . Thus the Dirichlet form for process Y on L 2 (R; µ) is (E, F µ ), where
Since the space C ∞ c (R) of smooth function with compact support is a core for the Dirichlet form (E, F) of X, by [8, Theorem 5.2.8] , C ∞ c (R) is also a core for (E, F µ ). It in particular implies that (E, F µ ) is a regular Dirichlet form on L 2 (R; µ). By abusing the notation a little bit, we also denote the L 2 -generator of X by ∆ α/2 . Then the L 2 -generator of Y (or equivalently, of (E, F µ )) is a∆ α/2 . Let
be the semigroup of Y (or equivalently, associated with (E, F µ )).
Main Results
We now present results on various ergodic properties of Y . For a function f defined on R, we use µ(f ) to denote the integral R f (x)µ(dx) whenever it is well defined. We first consider the case of 1 < α < 2.
Assume in addition that a is locally bounded between two positive constants. Then the following holds.
then the following Poincaré inequality
holds for some constant C > 0. Equivalently, for every f ∈ L 2 (R; µ) and t > 0, 6) then the following super Poincaré inequality
holds with
for some constants C 1 and C 2 > 0. Consequently, if
where C > 0 is a constant appearing in (1.5) . In this case, we have
where for a signed measure ν, ν T V is denoted by its variation, and
then the following weak Poincaré inequality holds: for every r > 0, there is
for some constant C 4 > 0 independent of r so that
Consequently,
for every f ∈ L 2 (R; µ) and t > 0, where ξ(t) = 2 inf{r > 0 : −α(r) log r ≤ 2t}. Note that lim t→∞ ξ(t) = 0.
As a direct consequence of (1.7), we get that the following defective Poincaré inequality
holds for some constants c 1 , c 2 > 0. Since the Dirichlet form (E, F µ ) is irreducible, i.e. E(f, f ) = 0 implies f is a constant function, it follows from [19, Corollary 1.2] (see also [15, Theorem 1] ) that the defective Poincaré inequality (1.13) is equivalent to the Poincaré inequality (1.4). Therefore, the super Poincaré inequality (1.7) is stronger than the Poincaré inequality (1.4). Clearly, for t > 1 the uniform ergodicity (1.9) is also stronger than ergodicity (1.5) under stationary distribution. The super Poincaré inequality (1.7) is equivalent to the uniform integrability of the semigroup (P t ) t≥0 , and also the absence of the essential spectrum of its generator if the semigroup (P t ) t≥0 has an asymptotic density, see, e.g., [17, Theorems 6.1, 2.1 and 5.1]. It often implies the ultracontractivity of P t for some t > 0. See [18, Chapter 3] for more details about the applications of super Poincaré inequality. Clearly the Poincaré inequality (1.4) implies that the weak Poincaré inequality (1.12) holds with α(r) = C. On the other hand, under condition (1.10), it is easy to see that Φ(r) = 0 for all r > 0, and the function α(r) defined in (1.11) tends to ∞ as r → 0. The weak Poincaré inequality (1.12) characterizes the L 2 -convergence rates of the semigroup (P t ) t≥0 slower than exponential. See, e.g., [18, Chapter 4] for more information on weak Poincaré inequality and its consequences. Theorem 1.2 is sharp in many situations; see Examples 1.3 and 1.4 below. Note that the inequalities (1.4) and (1.7) are related to the weighted Poincaré inequalities for non-local Dirichlet forms studied in [6] . However, applying [6, Proposition 1.7] with d = 1 to our case, one only gets that the Poincaré inequality (1.4) holds when
which is stronger than condition (1.3) and is far from being optimal. See also Examples 1.3 and 1.4 below. Furthermore, according to [4, We now present some examples to illustrate our main results. The proofs of the claims made in these examples are given in Section 3. 
which is equivalent to
for some constant c 0 > 0. Since β −1 (r)/r is integrable at infinity, uniform strong ergodicity (1.9) holds.
(iii) If γ ∈ (1, α), then the weak Poincaré inequality (1.12) holds with
for some constant c > 0. Consequently, there exists a constant c 0 > 0 such that
The rate function α given above is sharp in the sense that (1.12) does not hold if Consequently, when γ > 1,
holds for some constant c 0 > 0. Moreover, the uniform strong ergodicity (1.9) holds when γ > 1. The rate function β above is sharp in the sense that (1.7) does not hold if
In particular, the following log-Sobolev inequality
holds for some constant C > 0 if and only if γ ≥ 1. In this case, we have
where
(iii) If γ < 0, then the weak Poincaré inequality (1.12) holds with
for some constant c > 0. Consequently, there exist constants c 1 and c 2 > 0 such that
The rate function α defined above is sharp in the sense that (1.12) does not hold if
We now turn to the case of α = 1. For 1 < δ < β and r > 0, define
then for every δ ∈ (1, β) there are positive constants C 1 and C 2 so that the super Poincaré inequality (1.7) holds with
In particular, the Poincaré inequality (1.4) holds with some constant C > 0; or equivalently, the process Y is L 2 (R; µ)-exponentially ergodic, i.e. for every f ∈ L 2 (R; µ) and t > 0,
To illustrate Theorem 1.5, we reconsider Example 1.3 for the case of α = 1. Example 1.6 (Continuation of Example 1.3 with α = 1). Let α = 1, and a(x) = C β (1 + |x|) γ with γ > 1 such that a(x) −1 dx = 1. Then, for the Dirichlet form (E, F µ ), the super Poincaré inequality (1.7) holds with
for any δ ∈ (1, γ) and some constant c = c(δ) > 0; and equivalently,
holds for some constant c 0 = c 0 (δ) > 0. Consequently, the uniform strong ergodicity (1.9) holds.
Application: one-dimensional SDEs driven by symmetric stable processes
As a direct application of our main results, we consider the following one dimensional stochastic differential equation (SDE) driven by a symmetric α-stable process X on R: 19) where α ∈ (1, 2) and σ : R → R is a locally 1/α-Hölder continuous and strictly positive function. Then, the SDE (1.19) has a unique strong solution (see the proof of Theorem 1.7 in Section 3). Denote by Z this unique solution. The process Z has strong Markov property, and its infinitesimal generator is given by
Letting v = σ(x)z, we find that
According to Theorem 1.2(i), we have the following statement for the exponential ergodicity of the process Z. Theorem 1.7. Let Z be the unique solution to the SDE (1.19).
Then the process Z is exponentially ergodic. More explicitly, µ(dx) :=
is a unique reversible probability measure for the process Z, and there is a constant λ 0 > 0 such that for any
where P t (x, ·) is the probability distribution of Z t with Z 0 = x and C(x) is a positive measurable function on R.
(ii) Furthermore, if
holds for some constant γ > 1, then the process Z is uniformly strongly ergodic, i.e. there are costants C 1 and λ 1 > 0 such that
To the best of our knowledge, Theorem 1.7 is new. Recall that the symmetric α-stable process X is recurrent for α > 1, but it is not ergodic for any α > 1. Theorem 1.7 shows that the solution of a stochastic differential equation driven by X can be exponentially ergodic under some growth condition such as (1.21) on the multiplicative coefficient, and can be uniformly strongly ergodic under (1.22). On the other hand, according to Theorem 1.5(i) and (the proof of) Theorem 1.7(i), Theorem 1.7(i) also holds for α = 1 if the condition (1.21) is replaced by (1.22).
The remainder of this paper is organized as follows. In Section 2, we give a proof of Proposition 1.1 and present some preliminaries of non-local Dirichlet forms corresponding to time-change of pure jump symmetric Lévy processes. The proofs of all the results and examples mentioned above are presented in Section 3, where the sharp drift condition for truncated fractional Laplacian is also given.
Lévy processes and their time-change
We begin with a proof of Proposition 1.1.
Proof of Proposition 1.1. Observe that since α ∈ [1, 2), every singleton is non-polar for symmetric α-stable process X on R, and hence for Y . So it follows from [8, Lemma 3.5.5(ii)] that any non-negative invariant function h (that is, P t h = h for every t > 0) is constant. This implies that the invariant σ-algebra I := {A : 1 A is an invariant function} is trivial. So by [11, Theorem 1.1] (taking g = 1 there),
for every bounded non-negative function f on R and for every x ∈ R. Suppose ν is an invariant probability measure of Y ; that is, ν = νP t for every t > 0. Integrating the above display with respect to ν and applying bounded convergence theorem, we get
from which we conclude ν = µ.
Suppose that ρ is a nonnegative measurable function on R such that ρ(0) = 0, ρ(z) = ρ(−z) and (1 ∧ z 2 )ρ(z) dz < ∞. Let X be the symmetric pure jump Lévy process on R with Lévy measure ρ(z)dz, and denote by (
Moreover, we know from [8, §2.2.2], ( E, F) is a regular Dirichlet form on L 2 (R; dx). Using smooth mollifier, we see that both C ∞ c (R) and C 2 c (R) are cores for ( E, F). Denote by (A, D(A)) the L 2 -generator of X (or equivalently, of ( E, F)). It is easy to verify that
Observe that Au ∈ L 2 (R; dx) for u ∈ C 2 c (R). This is because if we use f to denote the Fourier transform of f , then Au(ξ) = ψ(ξ) u(ξ), where
Let a be a positive and locally bounded measurable function on R so that a(x) −1 is locally integrable. Set µ(dx) = a(x) −1 dx. Then µ is a smooth measure. Let A t := t 0 1/a( X s )ds, which is a positive continuous additive functional of X. Define 
when X is transient, and
Borel measurable with |u| < ∞ a.e. and E(u, u) < ∞} (2.3)
when X is recurrent. Here S ′ denotes the space of tempered distributions. Clearly the L 2 -infinitesimal generator of Y is L = aA. Abusing the notation a little bit, we also use Au to denote the function defined by (2.1) whenever its right hand side is well defined. The same remark applies to operator L = aA.
Proposition 2.1. Assume that ρ(z) = 0 for any z ∈ R with |z| ≤ 1, and that there exists a constant δ ∈ (0, 1] such that {|z|>1} |z| δ ρ(z) dz < ∞. Set
there is some C > 0 such that
Then Lϕ exists pointwise as a locally bounded function for ϕ ∈ H δ . Moreover for any bounded measurable function f on R with compact support and for ϕ ∈ H δ , {|x−y|>1}
Proof. Since ρ(z) = 0 for all |z| ≤ 1,
so Aϕ is well-defined pointwise on R and is bounded. Consequently, Lϕ(x) = a(x)Aϕ(x) is poinwisely well-defined on R and is locally bounded. It follows that for every bounded function f with compact support on R, due to the symmetry of ρ(z),
Again by the symmetry of ρ(z),
The proof is completed.
Proofs
Let α ∈ (0, 2) and d = 1. We first consider the symmetric Lévy process X whose Lévy measure is C 1,α |z| −(1+α) 1 {|z|>1} dz. Denote by ( E, F) the Dirichlet form of X on L 2 (R; dx). We know from Section 2 that
Moreover, it follows from (2.2) and (2.3) that the extended Dirichlet space F e of ( E, F) is given by
Suppose that a is a positive and locally bounded measurable function on R such that R a(x) −1 dx = 1. Define µ(dx) := a(x) −1 dx. Let Y t = X τt be the time-change of X, where
We know from Section 2 that the time changed process Y is µ-symmetric and its associated Dirichlet form is given by ( E, F µ ), which is regular on L 2 (R; dx) with core C 2 c (R). Here
To prove Theorem 1.2(i), we need two lemmas. We begin with a local Poincaré inequality for E. We use A f (x)µ(dx) to denote A f (x)µ(x)/µ(A).
Lemma 3.1. For any r > 0 and f ∈ C 2 c (R),
Proof. For any r > 0 and f ∈ C 2 c (R), by the Cauchy-Schwarz inequality,
In the following lemma, we set V (x) = 1 + |x| θ for θ ∈ (0, 1). It is clear that V ∈ H θ , where H θ is defined in Proposition 2.1. 
Proof. Let θ ∈ (0, 1) be a constant which is determined later. First, according to the fact that |x + z| θ ≤ |x| θ + |z| θ for any x, z ∈ R, we have
Then, by the local boundedness of a, we know that 
and 2 F 1 (a, b, c; z) is the Gauss hypergeometric function which can be calculated by the formula as follows
(r) 0 = 1, (r) n = r(r + 1) · · · (r + n − 1), n ≥ 1.
we arrive at
It is easy to see that the series appearing in (3.3) is absolutely convergent, and so
where in the last equality we have used the identity (see [13, Formula 1.421 
Since for α > 1, π cot(πα/2) < 0, the desired assertion (3.1) for |x| large enough follows from (3.2)-(3.4). This completes the proof.
We are now in the position to prove Theorem 1.2(i).
Proof of Theorem 1.2(i).
Since C ∞ c (R) is the core of F µ , it is enough to prove the desired inequality (1.4) for any f ∈ C ∞ c (R). Since V ≥ 1, we have by (1.3) and (3.1) that there exists a constant r 0 > 0 such that
Then, for any f ∈ C ∞ c (R),
Note that for any x, y ∈ R,
which, together with Proposition 2.1, yields that
Therefore, for any f ∈ C ∞ c (R),
On the other hand, by Lemma 3.1, for any f ∈ C ∞ c (R) with µ(f ) = 0, and r ≥ r 0 ,
where C 5 = 2 α /C 1,α , and in the equality above we have used the fact that B(0,r) f dµ = − B(0,r) c f dµ. The Cauchy-Schwarz inequality yields that
Hence, for any f ∈ C ∞ c (R) with µ(f ) = 0, and r ≥ r 0 ,
Putting it into the right hand side of (3.5) and noting that E(f, f ) ≤ E(f, f ), we get that for any f ∈ C ∞ c (R) with µ(f ) = 0, and r ≥ r 0 ,
Summing (3.6) and (3.7), we have
Under (1.3), we can choose r 1 ≥ r 0 such that
and so we arrive at
This gives the desired Poincaré inequality (1.4) with
The equivalence of the Poincaré inequality and the corresponding bound of P t − µ L 2 (R;µ) is well known, see, e.g., [ 18, Theorem 1.1.1].
To prove Theorem 1.2(ii), we need the following local super Poincaré inequality for E.
Lemma 3.3.
There exists a constant C 6 > 0 such that for any s, r > 0 and any f ∈ C ∞ c (R),
Proof. The second inequality is trivial, and so we only need the consider the first inequality. The Sobolev inequality of dimension 2/α for fractional Laplacians in R holds uniformly on balls, e.g. see [9, Theorem 3.1] . Thus according to [18, Corollary 3.3.4] , there exists a constant c 1 > 0 such that
holds for all f ∈ C ∞ c (R) and all s, r > 0. Therefore,
This implies the first desired assertion by replacing s with C 1,α sK(r) −1 in the above inequality.
Proof of Theorem 1.2(ii).
As in the proof of Theorem 1.2(i), it suffices to consider f ∈ C ∞ c (R). First, by Lemma 3.3, there exists a constant C 7 > 0 that depends on C 6 , C 1,α and K(0+) such that
Combining this with (3.5) and noting that E(f, f ) ≤ E(f, f ), there exists a constant c 0 > 0 such that for any r ≥ r 0 , s > 0 and f ∈ C ∞ c (R),
By (1.6), letting s 0 = c 0 /Φ(r 0 ) and taking r = Φ −1 (c 0 /s), we have for s ∈ (0, s 0 ] and f ∈ C ∞ c (R),
In particular, for s ∈ (0,
Replacing s by s/3, we get for s ∈ (0, 3(s 0 ∧ 1)] and f ∈ C ∞ c (R),
This proves the super Poincaré inequality (1.7) with β(r) = 2 · 3 1/α (1 + r −1/α )K 0 • Φ −1 (3c 0 /r) for r ∈ (0, 3(s 0 ∧ 1)) and β(r) = β(3(s 0 ∧ 1)) when r ≥ 3(s 0 ∧ 1). Combining both estimates for β yields the desired assertion (1.8). Define Ψ(t) = ∞ t β −1 (r) r dr for t > inf β(r). Thus by [18, Theorem 3.3.14],
In particular, we conclude that P t has a bounded kernel p(t, x, y) with respect to µ for every t > 0. Moreover, since every point is visited by the time-changed process Y and thus having positive capacity, we have by [2, Theorem 3.1] that the symmetric kernel p(t, x, y) can be chosen in such a way that for every fixed y ∈ R and t > 0, x → p(t, x, y) is bounded and quasi-continuous on R.
Thus for every f ∈ L 2 (R; µ) and t > 1, we have by the Cauchy-Schwarz inequality and (1.5) that
This establishes (1.9). The last assertion is a direct consequence of (1.9), see, e.g., [4, Theorem 8.5 ].
Next, we prove Theorem 1.2(iii).
Proof of Theorem 1.2(iii).
Let a 0 (x) = (1 + |x|) α and µ 0 (dx) =
. According to Theorem 1.2(i), the following Poincaré inequality
holds for some constant C > 0. Therefore, for any s > 0 and f ∈ F µ ,
The desired weak Poincaré inequality (1.12) now follows from ( 
for every f ∈ F µ , where η(t) = inf{r > 0 : −α(r) log r ≤ 2t}.
This completes the proof of Theorem 1.2(iii).
To prove Examples 1.3 and 1.4, for n ≥ 1, let g n ∈ C ∞ (R) be such that 8) and |g ′ n (x)| ≤ 2/n for all x ∈ R. By (1.1) and (1.2), g n ∈ F e ∩ L 2 (R; µ) = F µ . Moreover, there exists a constant c > 0 independent of n such that for all n ≥ 1,
Proof of Example 1. 
(i).
To disprove the Poincaré inequality (1.4) for γ ∈ (1, α), let g n be the function defined by (3.8). It is clear that there are constants c 1 , c 2 > 0 so that
for n ≥ 1.
Combining these with (3.9), we have
Therefore, for any constant C > 0, the Poincaré inequality (1.4) does not hold.
(ii) Let γ > α. It is easy to see that Φ(r) = C γ (1 + r) γ−α ,
Then, Φ −1 (r) = (r/C γ ) 1/(γ−α) − 1 for r > 1 and so
Observe that β −1 (r)/r is integrable near infinity. Thus (1.9) holds. Moreover, by [18, Theorem 3.3.15(2)], the corresponding bound (1.14) on P t L 1 (R;µ)→L ∞ (R;µ) holds. We next show that when γ ∈ (1, α], the super Poincaré inequality (1.7) fails. Indeed, if the inequality (1.7) holds for some non-increasing positive function β(r), then, applying it to the function g n defined in (3.8), we get (iii) Let γ ∈ (1, α). Then Φ 0 (r) = C γ (1 + r) γ−α , and so the desired weak Poincaré inequality follows from Theorem 1.2(iii). According to [18, Theorem 4.1.5(2)], we have the claimed bound for P t − µ L ∞ (R;µ)→L 2 (R;µ) . On the other hand, for function g n given by (3.8), we have g n ∞ = 1, µ(g 2 n ) − µ(g n ) 2 ≥ c 1 n −(γ−1) for some constant c 1 > 0. Hence, according to (1.12) and (3.9),
Taking r = r n := 
To prove that the Poincaré inequality (1.4) does not hold for γ < 0, we take function g n defined by (3.8) . It is clear that
hold for n large enough and some constants c 1 , c 2 > 0 (independent of n). Combining these with (3.9), we arrive at
provided γ < 0. This implies that the Poincaré inequality (1.4) does not hold for any constant C > 0.
(ii) Let γ > 0. It is easy to see that Φ(r) = C α,γ log γ (e + r),
(1 + r) 2α log 2γ (e + r).
Then Φ −1 (r) = exp (r/C α,γ ) 1/γ − e and so the super Poincaré inequality (1.7) holds with
for some constant c 1 , c 2 > 0. When γ > 1, we get (1.15) from [18, Theorem 3.3.15(1) ]. Moreover, β −1 (r)/r is integrable at infinity if and only if γ > 1. In this case, the uniform strong ergodicity (1.9) holds. Next, we prove that if γ ≤ 0, then for any β : (0, ∞) → (0, ∞) the super Poincaré inequality (1.7) does not hold. Indeed, if the inequality (1.7) holds, then, applying it to the function g n of (3.8), c 3 n α−1 log γ n ≤ cr n α−1 + c 4 β(r) n 2(α−1) log 2γ n , r > 0, n ≥ 1 holds for some constants c, c 3 , c 4 > 0. Since γ ≤ 0, we get that
Letting r → 0 we get that c 3 ≤ 0, which is impossible. Consider the function g n defined by (3.8) . It is easy to see that
hold for all n ≥ 1 and some constants c 5 , c 6 > 0. Combining these with (3.9) and (1.7), we have c 5 log γ (e + n) ≤ cr + c 6 β(r) n α−1 log 2γ (e + n) , r > 0.
Taking r = r n := c 5 2c log γ (e+n) , we derive
According to [18, Corollary 3.3.4(1) ], the super Poincaré inequality with β(r) = exp(c(1 + r −1 )) for some c > 0 is equivalent to the following defective log-Sobolev inequality Then the desired weak Poincaré inequality follows from Theorem 1.2(iii), and so the corresponding bound for P t − µ L ∞ (R;µ)→L 2 (R;µ) follows from [18, Theorem 4.1.5 (1)]. On the other hand, for function g n defined in (3.8), we have g n ∞ = 1 and
for some constant c 9 > 0. Hence, according to (1.12) and (3.9),
Taking r = r n := c 9 n −(α−1) log −γ (1+n) 4 which goes to zero as n → ∞, we get that lim inf
Thus, the weak Poincaré inequality (1.12) fails if lim r→0 log γ (1 + r −1 )α(r) = 0.
We next prove Theorem 1.5.
Proof of Theorem 1.5. We only need to consider f ∈ C ∞ c (R). First, according to Lemma 3.3, there exists a constant c 1 > 0 such that
On the other hand, for any 1 < δ < β, let V be the function defined in Lemma 3.2. Then, by Lemma 3.2 and (1.18), we know that
for some positive constants c 2 , c 3 and r 0 depending on δ. Combining this with the argument of Theorem 1.2(ii), and noting that
we conclude that there exists a constant c 4 > 0 such that for any r ≥ r 0 , s > 0 and f ∈ C ∞ c (R),
Taking r = Φ
where s 0 = c 4 Ψ β,δ (r 0 ) . Replacing s by s/3, we have for s ∈ (0, 3(s 0 ∧ 1)) and f ∈ C ∞ c (R),
The required assertion follows from the inequality above and by taking β(s) = β(3(s 0 ∧ 1)) for all s ≥ 3(s 0 ∧ 1).
The proof of Example 1.6 is similar to that of Example 1.3(ii), we omit the details here. We now present the proof of Theorem 1.7. According to Lemma 3.2 and [14, Theorem 2.1(1)], τ = ∞. This is, the SDE (1.19) has a unique strong solution. Let (P t ) t≥0 be the semigroup of the process (Z t ) t≥0 . It follows from (1.20) that Z is a timechange of the symmetric α-stable process, and µ is its symmetrizing and unique invariant probability measure (see Proposition 1.1).
In view of (1.20), (1.21) and Theorem 1.2(i), the semigroup (P t ) t≥0 is L 2 (R; µ) exponentially ergodic, which is equivalent to the desired assertion for the exponential ergodicity of (P t ) t≥0 in the total variation norm, see, e.g., [4, Theorem 8.8] .
(ii) Since α ∈ (1, 2), symmetric α-stable process X on R is pointwise recurrent, so is Z. This in particular implies that the process Z is Lebesgue irreducible, that is, for any x ∈ R and any Borel set B with positive Lebesuge measure, P x (σ B < ∞) > 0, where σ B = inf{t ≥ 0 : X t ∈ B}. Let B be any Borel set in R with µ(B) = 0. Denote by (P t ) t≥0 the transition semigroup of Y . Then for each t > 0, µ(P t 1 B ) = µ(B) = 0 and so P t 1 B = 0 µ-a.e. on R. Since P t 1 B is Equasi-continuous, it follows that P t 1 B (x) = 0 for every x ∈ R. This shows that for every x ∈ R and t > 0, P t (x, dy) is absolutely continuous with respect to µ. We claim that if µ(B) > 0, then P t (x, B) > 0 for every x ∈ R and t > 0. Suppose there are x 0 ∈ R and t 0 > 0 so that P t 0 (x 0 , B) = 0. Then P t 0 /2 (P t 0 /2 1 B )(x 0 ) = 0 and so P t 0 /2 1 B = 0 µ-a.e. on R. The latter would imply that µ(B) = µ(P t 0 /2 1 B ) = 0, which is absurd. This proves the claim, which in particular implies that Y is aperiodic.
On the other hand, let ϕ ∈ C 2 (R) be a nonnegative function such that ϕ(x) = |x| for |x| ≥ 1, and ϕ(x) ≤ |x| for |x| ≤ 1. Under (1.22), define the function V (x) = 2 − (1 + ϕ(x)) −θ for some constant θ ∈ (0, α(γ − 1)) to be determined later. It is easy to see that LV exists pointwise as a locally bounded function. Furthermore, according to the proof of [16, Theorem 1.1(ii)] (also see [16, (3. As mentioned above, the process Z is Lebesgue irreducible and aperiodic. Therefore, according to (3.11) and [10, Theorem 5.2(c)], the process Z is uniformly strongly ergodic.
4 Appendix: ergodicity of time changed Brownian motions in dimension one
Let B be a Brownian motion on R, and a be a positive and locally bounded measurable function on R such that µ(dx) := 1 a(x) dx is a probability measure (that is, R a(x) −1 dx = 1). For any t > 0, define
ds, τ t = inf{s > 0 : A s > t}, and set Y t = B τt . Following Section 1, we know that the time changed Brownian motion Y is a recurrent µ-symmetric diffusion process on R, and µ is the unique invariant probability measure of Y . The Dirichlet form (E, F µ ) of Y is
where F µ is defined by (1.2) . In this appendix, we present results on various ergodic properties of Y in terms of Poincaré type inequalities. For readers's convenience, we also present the sketch of the proof below. The first statement of assertion (ii) is a direct consequence of criterion for the super Poincaré inequality of one-dimensional diffusion processes, also see [4, This, together with the local super Poincaré inequality above, gives us the desired β given by (4.3).
