Abstract. This chapter introduces copula functions and the use of the Gaussian copula function to model probabilistic dependencies in supervised classification tasks. A copula is a distribution function with the implicit capacity to model non linear dependencies via concordance measures, such as Kendall's τ . Hence, this chapter studies the performance of a simple probabilistic classifier based on the Gaussian copula function. Without additional preprocessing of the source data, a supervised pixel classifier is tested with a 50-images benchmark; the experiments show this simple classifier has an excellent performance.
Introduction
In Pattern Recognition applications many algorithms and models have been proposed for many tasks, specially for clustering, regression and classification. Applications in which a training data set with categories and attributes is available and the goal is to assign a new object to one of a finite number of discrete categories are known as supervised classification problems [2, 12, 15] . In this work we present the use of the Gaussian copula function as an alternative for modeling dependence structure in a supervised probabilistic classifier.
Copula functions are suitable tools in statistics for modeling multiple dependence, not necessarily linear dependence, in several random variables. For this reason, copula functions have been widely used in economics and finance [5, 7, 9, 25, 26] . More recently copula function have been used in other fields such as climate [22] , oceanography [6] , hydrology [10] , geodesy [1] , reliability [17] , evolutionary computation [20, 21] and engineering [11] . By using copula theory, a joint distribution can be built with a copula function and, possibly, several different marginal distributions. Copula theory has been used also for modeling multivariate distributions in unsupervised learning problems such as image segmentation [4, 8] and retrieval tasks [16, 19, 24] . In [13] , the bivariate copula functions Ali-Mikhail-Haq, Clayton, Frank and Gumbel are used for unsupervised classification. These copulas are well defined for two variables but when extended to three or more variables several complications arise (for instance, undefined copula parameters), preventing their generalization and applicability. For the Gaussian copula however, there exist a simple "general formula" for any number of variables. This work introduces the use of Gaussian copula in supervised classification, and compares an independent probabilistic classifier with a copula-based probabilistic classifier.
The content of the chapter is the following: Section 2 is a short introduction to copula functions, Section 3 presents a copula based probabilistic model for classification. Section 4 presents the experimental setting to classify an image database, and Section 5 summarizes the conclusions.
Copula Functions
The copula concept was introduced 50 years ago by Sklar [23] to separate the effect of dependence from the effect of marginal distributions in a joint distribution. Although copula functions can model linear and nonlinear dependencies, they have been barely used in computer science applications where nonlinear dependencies are common and need to be represented.
Definition 1.
A copula C is a joint distribution function of standard uniform random variables. That is,
where
For a more formal definition of copula functions, the reader is referred to [14, 18] . The following result, known as Sklar's theorem, states how a copula function is related to a joint distribution function.
Theorem 1 (Sklar's theorem). Let F be a d-dimensional distribution function with marginals F 1 , F 2 , . . . , F d , then there exists a copula C such that for all
where R denotes the extended real line
where Ran stands for the range.
According to Theorem 1, any joint distribution function F with continuous marginals F 1 , F 2 , . . . , F d has associated a copula function C. Moreover, the associated copula C is a function of the marginal distributions F 1 , F 2 , . . . , F d . An important consequence of Theorem 1 is that the d-dimensional joint density f and the marginal densities f 1 , f 2 , . . . , f d are also related:
where c is the density of the copula C. The Equation (1) shows that the product of marginal densities and a copula density builds a d-dimensional joint density. Notice that the dependence structure is given by the copula function and the marginal densities can be of different distributions. This contrasts with the usual way to construct multivariate distributions, which suffers from the restriction that the marginals are usually of the same type. The separation between marginal distributions and a dependence structure explains the modeling flexibility given by copula functions.
Gaussian Copula Function
There are several parametric families of copula functions, such as Student's t copula and Archimedean copulas. One of these families is the Gaussian copula function.
Definition 2. The copula associated to the joint standard Gaussian distribution is called Gaussian copula.
According to Definition 2 and Theorem 1, if the d-dimensional distribution of a random vector (Z 1 , . . . , Z d ) is a joint standard Gaussian distribution, then the associated Gaussian copula has the following expression:
or equivalently,
where Φ is the cumulative distribution function of the marginal standard Gaussian distribution and Σ is a symmetric matrix with main diagonal of ones. The elements outside the main diagonal of matrix Σ are the pairwise correlations ρ ij between variables Z i and Z j , for i, j = 1, . . . , d and i = j. It can be noticed that a d-dimensional standard Gaussian distribution has mean vector zero and a correlation matrix Σ with d(d − 1)/2 parameters.
The dependence parameters ρ ij of a d-dimensional Gaussian copula can be estimated using the maximum likelihood method. To do so, we follow the steps of Algorithm 1.
Due to Equation (1), the d-dimensional Gaussian copula density can be calculated as: Given that a Gaussian copula is a distribution function it is possible to simulate data from it. The main steps are the following: once a correlation matrix Σ is specified, a data set can be generated from a joint standard Gaussian distribution. The next step consists of transforming this data set using the cumulative distribution function Φ. For random vectors with a Gaussian copula associated to their joint distribution, the first step is to generate data from the copula and then determining their quantiles by means of their cumulative distribution functions. Algorithm 2 and Figures 1, 2 and 3 illustrate the sampling procedure for different correlations. Figure 1 -(a) shows 500 bivariate data with correlation ρ = −0.5 drawn from a bivariate standard Gaussian distribution (step 1, Algorithm 2). The histogram on the vertical axis and the histogram on the horizontal axis illustrate that both marginals are univariate standard Gaussian distributions. This data set is used to obtain a sample from a Gaussian copula, as shown in Figure 1 -(b) (step 2, Algorithm 2). Both histograms illustrate that marginals are uniform, according to Definition 1. Figure 1 -(c) shows a sample from a joint distribution with Gaussian copula and Beta marginals (step 3, Algorithm 2). This sample is obtained using the data set of Figure 1 -(b). Figure 1 -(d) shows a sample from a joint distribution with Gaussian copula, Student's t marginal distribution and exponential marginal distribution (step 3, Algorithm 2). This sample is also obtained from the data set of Figure 1 -(b). In order to appreciate how the correlation parameter modifies the dependence structure, Figures 2 and 3 show the same information as Figure 1 with ρ = −0.7 and ρ = −0.95, respectively. Although the correlation is used to generate data from a Gaussian copula, it is not necessary the same for joint distributions with Gaussian copula and non-Gaussian marginals. However, the data sets in Figure 1 have the same concordance value measured in Kendall's τ . This important result for parametric bivariate copulas (see [18] ) is explained through the equation:
which relates the dependence parameter θ of a copula and Kendall's τ . For a bivariate Gaussian copula, Equation (3) can be written as
Given that is well established how to estimate correlation matrixes, evaluate densities, and calculate integrals for the multidimensional Gaussian distribution, the Gaussian copula function is relatively easy to implement.
The Probabilistic Classifier
As noted, the aim of this work is to introduce the use of Gaussian copula functions in supervised classification. According to Theorem 1, we can employ a copula function in a probabilistic classifier, such as a Bayessian classifier. In this section we present a three dimensional probabilistic model based on three empirical distribution functions and a trivariate dimensional Gaussian copula function.
The Bayes' theorem states the following:
where P (K = k|E = e) is the posterior probability, P (E = e|K = k) is the likelihood function, P (K = k) is the prior probability and P (E = e) is the data probability. The Equation (5) has been used as a tool in supervised classification. A probabilistic classifier can be designed comparing the posterior probability that an object belongs to class K given its attributes E. The object is then assigned to the class with the highest posterior probability. For practical reasons, the data probability P (E) does not need to be evaluated for comparing posterior probabilities. Furthermore, the prior probability P (K) can be substituted by an uniform distribution if the user does not have an informative distribution.
The Probabilistic Classifier based on Gaussian Copula Function
For continuous attributes, a Gaussian copula function can be used for modeling the dependence structure in the likelihood function. In this case, the Bayes' theorem can be written as:
where F i and f i are the marginal distribution functions and the marginal densities of attributes, respectively. The function c is a d-dimensional Gaussian copula density defined by Equation (2) . As can be seen in Equation (6), each category determines a likelihood function.
The Probabilistic Classifier based on Independent Model
By considering conditional independence among the attributes in Equation (6), or equivalently, an independent structure in the likelihood function given a category, a probabilistic classifier can use the following expression in order to calculate posterior probabilities:
Equation (7) uses an independent structure given by a copula density equals to one. This independent copula density can be also obtained by a Gaussian copula function when matrix Σ is the identity matrix I.
An Application Example
Consider the following specific classification problem: assign a pixel to a certain class according to its color attributes. If we have information about the color distribution of each class, then we can use this information and the Bayes' theorem in order to classify new pixels. This is an example of supervised classification. For a red-green-blue (RGB) color space and two classes, a Gaussian copula based classifier can be written as
where c is a trivariate Gaussian copula density. In order to classify a pixel, we use in Equation (8) a prior probability P (K = k) based on the uniform distribution, nonparametric marginal densitiesf based on histograms to approximate f R (r|k), f G (g|k) and f B (b|k), and nonparametric marginal distributionsF based on empirical cumulative distribution functions to approximate F R (r), F G (g) and F B (b). For modeling the dependence structure of the likelihood function f (r, g, b|k) we present the use of a trivariate Gaussian copula function.
Experiments
We use two probabilistic models in order to classify pixels of 50 test images. The first model is an independent probabilistic model (I-M) based on the product of marginal distributions. The second model is a copula-based model (GC-M) that takes into account a dependence structure by means of a trivariate Gaussian copula. The image database was used in [3] and is available online [27] . This image database provides information about two classes: the foreground and the background. The training data and the test data are contained in the labelling-lasso files [27] , whereas the correct classification is contained in the segmentation files. Figures 4, 5 and 6 show the description of three images from the database. Table  3 shows a description for each image. Although the database is used for segmentation purposes, the aim of this work is to introduce the use of the Gaussian copula function in supervised color pixel classification. We use the information for supervised color pixel classification, without taking into account the spatial information. Two evaluation measures are used in this work: accuracy and Tanimoto coefficient. The accuracy is described in Figure 7 . We define the positive class as foreground and the negative class as background.
The Tanimoto coefficient (TC) is also known as Jaccard similarity measure. This measure, TC, is defined as: where V m∩g (k) denotes the number of pixels classified as class k by both the model and the ground truth and V m∪g (k) denotes the number of pixels classified as class k by either the model or the ground truth.
Numerical Results
In Table 1 we summarize the measure values reached by the independent probabilistic model (I-M) and the copula-based model (GC-M). The information about the number of pixels well classified for each class is reported in Table 3 . We include in Table 4 the performances of I-M and GC-M for each image. To properly compare the performance of the probabilistic models, we conducted a hypothesis test based on a Bootstrap method for the differences between the means of accuracy and Tanimoto coefficients, for both probabilistic models. Table 2 shows the confidence interval for the means, and the corresponding pvalue. Table 2 . Results for the difference between evaluation measure means in each model. A 95% confidence interval and a p-value are obtained through a Bootstrap technique. BG stands for the background class and FG stands for the foreground class.
Measure
95% Interval p-value Tanimoto coefficient -BG -1.52E-01 -5.18E-02 2.67E-04 Tanimoto coefficient -FG -1.80E-01 -5.96E-02 3.67E-04 Accuracy -1.14E-01 -3.94E-02 2.67E-04
Discussion
According to Table 1 , the GC-M shows the best behaviour for all evaluation measures. For instance, the mean accuracy for the I-M, 79.5%, is less than the mean accuracy for the GC-M, 87.1%. This means that using a I-M approximately has 8% more error rate than using a GC-M.
The average of the Tanimoto coefficient for the background class is greater than the average of the Tanimoto coefficient for the foreground class, for both I-M and GC-M (see Table 1 ). These coefficients are shown for each image in Figure 8 -(a) and Figure 8-(b) . Notice the Tanimoto coefficients for GC-M on the background and foreground are very similar, denoting a better classification than I-M. In most of the images and for each class, we can see in Figure 8 -(c) and 8-(d) (also in Table 4 ) that GC-M outperforms I-M. In average, according to Table 1 , the GC-M improves the I-M in both classes. For the foreground class from 63.8% to 75.8%, and for the background class from 69.5% to 79.7%. Table 1 also shows information about the standard deviations for each evaluation measure. For all cases, the standard deviation indicates that using a GC-M in pixel classification is more consistent than using an I-M.
In order to statistically compare the performance of the probabilistic models, Table 2 shows confidence intervals and p-values that confirm differences between the models. None of confidence intervals include the 0 value and all p-values are less than α = 0.05.
Conclusions
In this work we introduce the use of Gaussian copulas in supervised pixel classification. According to numerical experiments the selection of a Gaussian copula for modeling structure dependence can help achieve better classification results. An specific example is the image 227092, which appears in Figure 5 , its accuracy for the I-M classifier is 57.1%, whereas its accuracy for the GC-M classifier is 89.5%. For this image, the Gaussian copula improves its accuracy.
Although we model the dependence structure for each image with the same copula function, this is not necessary. There are many copula functions and the Gaussian copula has been chosen due to its practical usefulness and easy implementation. However, having more than one copula at hand may improve the performance of the copula-based classifier. In such case, a copula selection procedure is necessary. The evaluation results are the consequence of the selected dependence structure and marginals. For instance, on the image 106024, Figure  4 , the performance of the I-M classifier is 57.6% accurate (accuracy), whereas the GC-M classifier is 58.7% accurate. For most applications better results can be obtained by selecting the best fitted copula function from a set of available copulas. For example, in the experiment reported, the performance of the I-M classifier is better than GC-M for image fullmoon, Figure 6 . However, the GC-M is expected to improve the performance of the I-M classifier if we used the proper copula. 
