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I. INTRODUCTION
P OLAR codes, introduced by Arikan [1] , is an exciting recent development in coding theory. Arikan showed that, for a sufficiently large blocklength, polar codes can be used for reliable communications at rates arbitrarily close to the symmetric capacity (i.e., the mutual information between a uniform input distribution and the channel output) of an arbitrary binary-input channel. Arikan also proposed encoding and decoding schemes, whose complexities scale as O(N log N ) where N is the blocklength of the code. For N sufficiently large, if the code rate is below the symmetric capacity, then the error probability is upper bounded by 2 −N β for any β < 1/2 [1] , [2] . In [3] , it was shown that the results can be generalized for reliable communications below capacity over arbitrary discrete memoryless channels (DMCs). A very attractive property of polar codes is that although they are powerful, they are much simpler to analyze compared to low-density parity-check (LDPC) codes. The main drawback of polar codes, compared to LDPC-like codes, is their inferior performance for codes with short to moderate blocklength size. However, recently it was shown [4] that the performance can be considerably improved by using a successive cancelation (SC) list decoder instead of the standard SC decoder, and by incorporating cyclic redundancy check (CRC) bits.
Although originally proposed for channel coding, polar codes were extended to lossless and to lossy source coding [5] , [6] . In particular, Korada and Urbanke [5] showed that for any design distortion, there exists a sequence of polar codes with arbitrarily small redundancy, defined as the gap between the actual code rate and the rate-distortion function (evaluated at the design distortion). The encoding and decoding complexities of these codes are O(N log N ). Polar codes were also proposed to various other problems in multiuser information theory, including the Wyner-Ziv and GelfandPinsker problems [5] , write once memories (WOMs) [7] , wiretap channels [8] , [9] , broadcast channels [10] , [11] , multiple access channels [12] , achieving strong coordination in two-node networks [13] , parallel coding [14] and various other problems.
The rate of channel polarization was first studied in [1] and [2] . Improved, code rate dependent, asymptotic upper bounds on the error rate were presented in [15] - [18] . These results were obtained by analyzing the rate of convergence of the polarizing sub-channels.
All the results in the papers mentioned above assume that the blocklength, N , is sufficiently large, and do not specify how large it should be. The gap between the symmetric channel capacity and the polar code rate required for reliable communication, as a function of the blocklength, was discussed in [19] - [21] . A related result concerns the number of non-polarizing sub-channels for the binary erasure channel (BEC) [22] . In [20] and [21] , a general binary memoryless symmetric (BMS) channel, W , with capacity I(W ) was considered (for BMS channels the symmetric capacity is also the capacity). Suppose that we use a polar code with blocklength N and rate R using the SC decoder, and that the block error probability is bounded above by P 0 e > 0. Also suppose that the sum of Bhattacharyya parameters is used as an approximation to the block error probability. Under this approximation, it was shown that we must have N ≥ α/ (I(W ) − R)μ [20] . Here, α is a constant that depends only on P 0 e > 0 and I(W ), and the scaling parameter satisfies μ ≥ 3.553. It was further conjectured that the true scaling parameter isμ = 3.627, the parameter corresponding to the case where W is a BEC. In [23] and [21] it was further shown, under similar conditions but without the need to approximate the error probability by the sum of Bhattacharyya parameters, that it is sufficient to have N = β/ (I(W ) − R) μ (or larger).
Here β is a constant that depends only on P 0 e > 0 and R. The best scaling law was obtained in [21] , where it was shown that μ = 6 is sufficient. In this paper, we improve this result to μ = 5.702. We also extend the results to binary polar lossy source coding at rate R of a source with symmetric distortion-rate function D(·). Denote the blocklength by N , the average distortion by D N , and the redundancy by
Then, in order to obtain a redundancy at most D 0 , it is sufficient to have N = β/ D 0 5.702 (or larger), where β is a constant that depends only on R and the properties of the source and the distortion measure used. Furthermore, we show that the same scaling law ensures typical distortion below D 0 . This result can be further used to derive scaling laws for the required blocklength in other polar code-based communication schemes. These schemes include the polar code-based solution of the binary dirty paper problem [5] and polar write-once memory (WOM) codes [7] . These scaling laws are derived in [24] .
The rest of this paper is organized as follows. In Section II, we provide a brief background on polar codes. In Section III, we present our main results of this paper. First, we derive an upper bound on the fraction of non-polarizing sub-channels. Then, we obtain an upper bound on the blocklength required to communicate over a given binary-input channel, with block error probability at most P 0 e > 0, as a function of the gap between the symmetric capacity and the polar code rate. In Section IV, we extend our results to polar lossy source coding, and derive blocklength scaling laws with respect to the gap between the desired average distortion and the distortionrate function. Then we show that the same scaling law applies when we consider typical instead of average distortion. Finally, Section V concludes the paper.
II. BACKGROUND ON POLAR CODES
We will follow the notation in [1] . Consider a binaryinput discrete memoryless channel (B-DMC) W : X → Y with input alphabet X = {0, 1} and output alphabet 1 Y. The symmetric capacity of the channel, I(W ), is the mutual information between a uniform input distribution and the channel output, i.e.,
The Bhattacharyya parameter of the channel is defined by
Let G 2 = 1 0 1 1 and let its nth Kronecker product be G ⊗n 2 . Also denote N = 2 n . Let u = u N 1 be an N -dimensional binary {0, 1} message vector, and let P N be the bit-reversal permutation matrix, such that (s.t.) if v
We can now define a generator matrix G N = P N G ⊗n 2 and x = x N 1 = uG N where the matrix multiplication is over GF (2) . Suppose that we transmit x over a B-DMC with transition probability W (y | x) and channel output vector y = y N 1 . If u 1 The assumption that the channel is discrete is made for notational convenience only. For continuous output channels, sums should be replaced by integrals. 2 The base of all logarithms in this paper is 2.
is chosen at random with uniform probability, 1/2 N , then the resulting probability distribution P 0 (u, x, y) is given by
Define the following N sub-channels,
Denote by Z(W 
is the likelihood ratio of the channel W The analysis of polar codes is based on analyzing the evolution of the sub-channels W (i) N . The following recursion was obtained in [1] , for N = 2 n , n ≥ 0, and i = 1, . . . , N,
where u
1,e , respectively) denote the odd (even) elements in the vector u 2i−2 1
. The recursion is initialized by W
We can now define a random process representing the evolution of the sub-channels as follows [1] , [25] . Let B 1 , B 2 , . . . be a sequence of independent identically distributed (i.i.d.) binary {0, 1} random variables that are uniformly distributed, i.e., P {B n = 0} = P {B n = 1} = 1/2.
Let W 0 = W and let W n be defined recursively as follows,
for n = 0, 1, 2, . . . where
and
It follows that, given W , the random variable W n is a function only of B 1 , . . . , B n .
Formally, our probability space (Ω, F , P ) is defined as follows [1, Sec. IV] 4 . The event space, Ω, is the space of infinite binary sequences
The σ-field, F , in our probability space is generated by the cylinder sets
. .. The probability measure, P , on F is defined such that for any
. .) ∈ Ω and n ≥ 1 we define the random variable B n by B n (ω) = ω n . Hence the B i are i.i.d. random variables and P (B n = 0) = P (B n = 1) = 1/2. In addition, for n = 1, 2, . . ., denote by I n = I(W n ) and Z n = Z(W n ). Then, by (2), both I n and Z n are simple random variables, and they are both F n -measurable. In the sequel, sometimes we will use I n (Z n , respectively) and sometimes we will use I n (ω) (Z n (ω)) to stress the dependence of the random variable on the event ω. For example, by P (I n < α) we mean P (ω ∈ Ω : I n (ω) < α).
The random variable W n is uniformly distributed over the
. Hence,
We are following the terminology in [26] for e.g., σ-field, simple random variable, and measurability with respect to a sub-field.
Using these relations one can analyze the process (2) and then obtain upper bounds on the error probability of polar codes under SC decoding [1] , [2] .
It can be shown [1] , [5] , [21] , [23] , [25] , [27] that
The lower bound becomes an equality when W is a BSC and the upper bound is an equality when W is a BEC.
III. IMPROVED SCALING RESULTS FOR POLAR CHANNEL CODES
Consider a binary-input channel W with symmetric capacity I(W ). We wish to communicate over the channel using a polar code with blocklength N and rate R. The block error probability, when using the SC decoder, is required to be below P 0 e . In [21] and [23] , upper bounds on the required blocklength, N , were obtained under various conditions. In particular, in [21] it was shown that it is sufficient to have
(or larger) where β is a constant that depends only on P 0 e and I(W ). The main tool in the proof was an upper bound on the number of non-polarizing sub-channels.
In this section we first show how the technique in [21] can be improved in order to obtain a tighter upper bound on the number of non-polarizing sub-channels (Lemma 3). In Theorem 1, we first use this bound to show that Z n is also sufficiently polarized for all n ≥ m 0 (for some constant m 0 ). Then, similarly to the analysis in [1] , once Z n has been shown to be sufficiently polarized for all n ≥ m 0 , we show that in fact it polarizes much faster. This is used to obtain an improvement to the blocklength scaling result (5). Theorem 1 also uses the auxiliary result, Lemma 4.
It follows from this definition that for k = 0, 1, 2, . . .
We also define
By these definitions we have, for z ∈ (0, 1)
Hence,
By taking the supremum of the left-hand side over z ∈ (0, 1) we obtain
Applying the last relation recursively k times, we thus conclude that
Lemma 1:
Furthermore, for any integer 0 < k < n,
For k = 1, (11) degenerates to the result obtained in [21] . Note that, due to (9), the right-hand side of (11) cannot have a slower rate of decay compared to the decay obtained in [21] .
Proof: First, we note that:
where the inequality follows from (3)- (4), and the last equality follows from (6) . Repeating this step k times, we obtain
where the last inequality follows from (8) . Setting k = n yields (10) . Now suppose that n ≡ r mod k. We can reapply (12) , n−r k times, thus obtaining
where the second inequality follows from (9) and (10) . Now, using (9) and r ≤ k − 1 we have,
This yields (11) . In this paper we consider the function f 0 (z) = Az
and β ∈ (0, 1). In fact, we have used A = 0.4, B = 0.25, C = 0.95, α = 0.75 and β = 0.75, which is the same function that was studied in [21] . 5 In order to calculate L k from Lemma 1, one must calculate L k (z) for a given f 0 (z) using the recursion (6) and (8) . For that purpose we present two approaches. The first uses symbolic programming in order to obtain a closed form expression for L k (z). The second is numeric.
We first show how L k (z) can be computed using symbolic programming. The main observation is that if f k−1 (z) is differentiable and has only one local maximum, z k−1 , then (6) can be simplified to
. It can be conjectured that there is only one local maximum for f k (z) for any k. Using (13) one can use symbolic programming to obtain a closed form expression for
75 . Unfortunately, this computation is time consuming. We have computed L k (z) up to k = 3. We verified that f 1 (z) and f 2 (z) are strictly concave (so that they have a single local maximum). As can be seen in Figure 1 , we obtained We now describe the second, numerical approach, for computing L k (z). We first note that the computation of L k (z) for z close to 0 or 1 can present numerical problems due to the division of zero by zero (see (7)). As the following lemma shows, for the function f 0 (z) that we have chosen, we can calculate L k (z) analytically for z close to zero or close to one. The main conclusion of the lemma is the last part.
Lemma 2: Suppose that
2) For each
3) For each k ≥ 0 and finite a and b
4)
For each k ≥ 0 and finite a and b
We prove the lemma in Appendix A. The numerical calculation is done via interpolation. First, we define N = 10000 to be the number of points, uniformly distributed on z ∈ [0, 1], for which f k is calculated, i.e. define the vector z s.t z i = (i − 1)/(N − 1) for i = 1, 2, . . . , N. We calculatef k (z i ), which is an approximation of f k (z i ), recursively using (6), assuming that we already know
The functions L k (z) were calculated numerically.
for each i = 1, 2, . . . , N (trivially, this assumption is true for
which is a linear approximation of f k−1 (x). Next, for each z i we define a vector y i of length M = 200, s.t.
for j = 1, 2, . . . , M, and calculatê
The numerical calculation becomes more and more accurate as we increase N and M . 6 As can be seen in Figure 2 , we obtain 
which is demonstrated in Figures 1 and 2 . Note the sharp derivative of 1 k log L k (z) for z close to zero or one when k is large. 6 It can be shown by induction using (6) that for any z ∈ (0, 1), f k (z) is continuous with finite left and right derivatives. Hence, the absolute values of the left and right derivatives of f k (z) are uniformly bounded in any interval [a, b] where 0 < a < b < 1. This can be used to show that the numerical approach for calculating f k (z) for z ∈ [a, b] can be made arbitrarily accurate by using sufficiently large M and N . Furthermore, for z sufficiently close to 0 or 1 we can use Lemma 2 to obtain L k (z). By Figure 3 it is reasonable to expect that for this particular f 0 (z), using k = 50 is already a good choice for Lemma 1 (i.e., we cannot improve much by using an higher value of k). Let Y n be defined by,
Using Lemma 1, we obtain the following result. Lemma 3: The following holds,
where α 1 is some constant. Proof: We usẽ
It can be verified thatf 0 (z) is concave. Combining this with f 0 (0) =f 0 (1) = 0, we obtain Y n ≤f 0 (Z n ) /[2f 0 (0.5)] (this inequality is verified for the two possible cases, Z n ≤ 1/2 and Z n ≥ 1/2). Therefore, by Markov's inequality,
where the last inequality follows from the fact that f 0 (z) ≥ 0.95f 0 (z) for z ∈ (0, 1). Applying (11) yields,
where L k is defined in (8) . As was noted above (Figure 2 ), numerical calculations show that L 1 = 2 −0.2029 , and for
2127 . This proves our claim. We now need to translate this result on the rate of nonpolarizing channels to a bound on the error rate. We could use the analysis of [21] . However, we present an alternative simple approach, that follows, with some adjustments, the technique in the proof of [1, Th. 2] . This approach easily extends to the analysis of polar lossy source coding in the next section.
We first state and prove the following. Lemma 4: Suppose that
for some integer m 0 , 0 < < 1 and 0 < δ < 1/3. Then
Proof: For a given value of m 0 , define a 1 and a 2 by
Combining this with (19) yields
The first equality follows due to the assumption δ < 1/3 and (3)- (4), by which it follows that it is impossible to have Z n (ω) ≤ δ and Z n+1 (ω) ≥ 1 − δ simultaneously, and it is also impossible that
This explains the first equality in (21) . Now, in [1] it was shown that lim n→∞ P (ω ∈ Ω : Z n (ω) ≤ δ) = I(W ). Hence, for any > 0 and n ≥ m 0 sufficiently large,
where the first inequality is due to the definition of a 1 , (20) . Similarly, in [1] it was also shown that
Hence, for any > 0 and n ≥ m 0 sufficiently large,
Since (22) and (23) hold for any > 0 we conclude that
We claim that a 1 
where ρ = 0.2127. The first inequality follows from the union bound, the equality follows from (18) and the last inequality follows from Lemma 3. That is,
and together with Lemma 4 we obtain
In [1, Sec. IV.B], Arikan defined the event
Equation (25) can be rewritten as
In [1, Sec. IV.B], Arikan also defined
for n > m 0 ≥ 0 and 0 < η < 0.5. In [1, eq. (47)] it was shown that
where h 2 (x) = −x log x − (1 − x) log(1 − x) is the binary entropy function. Applying the union bound yields
we obtain
Clearly, lim η→0.
. If we pick m 0 as in (27) and
where κ > 0 is a constant, we obtain that if the event
Now, for every rate (29) let A N be defined as the set of N · R smallest values of
(A N are the active channels, those that are not frozen). From the two inequalities above, we know that
From [1, Proposition 2] we know that the block error probability, P e , satisfies P e ≤ i∈AN Z W . Putting this together, we obtain
If we define Δ = I(W ) − R, then (29) becomes
where 0 < η < 0.5 and 0 < κ are constants, and log δ is defined in (28) . In addition,
is equivalent to
e . Since (29) (i.e., (31)) yields (30) , it follows that if
e . We have thus obtained an upper bound on the blocklength required for communications with block error probability at most P 0 e as a function of the gap to the symmetric capacity. Setting η → 0.5 − , (i.e., δ → 0 + ) and using the fact that, by Lemma 3, ρ = 0.2127 (so that (1 + 1/ρ) < 5.702) yields the required result.
In Appendix B we briefly indicate how, instead of the Bhattacharyya parameter, we can use the symmetric capacity to derive bounds using a very similar approach.
IV. SCALING RESULTS FOR POLAR LOSSY SOURCE CODING

A. Background
We start by providing a brief background on polar source coding [5] (see also [7] , [28] ). Consider some random variable Y ∈ Y, and assume for simplicity that Y is finite. Also denote X = {0, 1}. . This code uses some arbitrary frozen vector u F which is known both to the encoder and to the decoder (e.g., u F = 0) and has rate R = |F c |/N . Given Y = y the SC encoder applies the following scheme.
The complexity of this scheme is O (N log N ) . Sincê u F = u F is common knowledge, the decoder only needs to obtainû F c from the encoder (|F c | bits). It can then reconstruct the approximating source codeword x using x =ûG ⊗n 2 . Let Ed(X(Y), Y)/N be the average distortion of this polar code (the averaging is over both the source vector, Y, and over the approximating source codeword, X(Y), which is determined at random from Y). Denote by D the design distortion (using which we construct the test channel and design the code), by D N = Ed(X(Y), Y)/N the actual average distortion, and by R the rate of the code. In [5] it was shown, for N sufficiently large, that the rate, R, can approach the symmetric rate-distortion function, R(D), arbitrarily close and at the same time
Note that if W (y | x) is a symmetric channel, the value of u F can be set arbitrarily. If W (y | x) is not symmetric, we must average over all 2 |F | choices of u F while calculating D N in order to obtain (33) . The vectorû produced by the SC encoder (that utilizes (32) ) and the source vector y have a joint probability distribution defined by [5] , Q(y) = P 0 (y) and
B. Upper Bound on the Blocklength -Average Distortion
We now apply our results in Section III to obtain upper bounds on the blocklength of polar lossy source codes. [29] , and blocklength N . Then, in order to obtain a redundancy at most
Theorem 2: Suppose that we wish to use a polar code with rate R for lossy source coding of some source with a symmetric distortion-rate function, D(·), with average distortion
D N > D(R), redundancy D N (R) Δ = D N − D(R)D 0 (i.e., D N (R) ≤ D 0 ) it is sufficient to set N = β (D 0 ) 5.702
(or larger) where β is a constant that depends only on R, d max and D(·).
Proof: Denote by D the design distortion, and by I(W ) the symmetric capacity of the test channel s.t. I(W ) = R(D) [5] . We will follow the proof of Theorem 1, replacing Z n with 1 − Z 2 n , as in the proof of [5, Th. 19] 
Hence, by (26) ,
Define
In the proof of [5, Th. 19] it is shown that
n , if B n+1 = 1 where the B n sequence was defined in Section II. Hence, if the event S m0 (δ) holds and n ≥ m 0 , then
(using (3)- (4)). Similarly to the proof of [1, Th. 2], if the event S m0 (δ) holds and n > m 0 , then
where the setŨ m0,n (η) is defined as
Setting m 0 as in (27) and δ as in (28), we obtain
For every rate
we pick F as the set of
n , from the two inequalities above, we know that 
dx . The last inequality follows from the convexity of D(R). Note that in this bound we have one degree of freedom, the design distortion D, which defines the symmetric capacity I(W ) (I(W ) = R(D) ) of the test channel. Setting I(W ) equal to the right-hand side in (37) yields,
We now set η → 0.5 − and κ large so that δ → 0 + . Furthermore, if κ is sufficiently large then for β sufficiently large, the first term in (39) is negligible compared to the second term. In addition, for N = β/(D 0 ) 5.702 where the constant β is sufficiently large, we obtain
Hence, due to convexity of
It follows from (39) (using ρ = 0.2127 by Lemma 3) that if β is sufficiently large then D N (R) < D 0 . Zhang et al. proved in [29] , that the best achievable distortion redundancy is D N (R) = Θ ln N N . Asymptotically, it is better than our results.
C. Upper Bound on the Blocklength -Typical Distortion
Theorem 2 is only concerned with the average distortion while in applications (e.g., [7] ) one is usually interested in the typical value of the distortion. In order to derive results on the typical distortion we need the following notation, similar to [30, Sec. 10.6, . We define -strongly typical sequences 
where β is a constant that depends only on and a. Recall that the SC encoder's output u has conditional probability distribution Q(u | y) given by (34)-(35). Hence, Lemma 5 asserts that, for N satisfying (40),
Proof: To prove the lemma we use the following.
The first inequality is due to [5, Lemma 4 and 7] . The second inequality is due to (38), and holds for every rate that satisfies (37). Following [7, Proof of Th. 1] we obtain that if (37) holds then
Note that the condition (37) is equivalent to
Setting η → 0.5 − (i.e., δ → 0 + and α → (1 + 1/ρ) −1 ), and then setting κ sufficiently large, concludes the proof.
We now derive the scaling of the blocklength as a function of the gap between the desired distortion and the minimum possible distortion of a rate R code which is used to quantize some given source. 
Here β is a constant that depends only on a, R and the source.
In the proof we explicitly construct the desired polar source code.
Proof: Let W (y | x) be a test channel that achieves the symmetric rate-distortion bound for the given distance measure at rate I(W ) given by,
Denote D = D(I(W )). Consider a polar code for source coding with rate R and blocklength N designed for W (y | x) as described above. Set = D 0 /(4|Y|d max ) where d max = max x∈X ,y∈Y d(x, y) . We first claim that
Therefore
Now, using (45) and (41) shows the validity of (44).
Similarly to the proof of Theorem 2, by the convexity of D(R) we have
and, for β sufficiently large,
This, together with (43) and (42) (using β sufficiently large and η sufficiently close to 0.5 s.t. α −1 < 5.702) yields,
where the last inequality is due to (44) (setting κ and β sufficiently large so that N is large enough).
V. DISCUSSION
In this paper we have considered a polar code with blocklength N and rate R transmitted over a binary-input channel, W , with symmetric capacity I(W ). Decoding is performed using the SC decoder. If the block error probability needs to be below some P 0 e , then it is sufficient to have
Here β is a constant that depends only on P 0 e , and μ = 5.702. The results were also extended to polar source coding.
The natural question to ask is what is the lowest possible value of the scaling parameter μ. Assuming that the fraction of non-polarizing channels decays like 2 −nρ , we obtained, as in [21] , that the scaling exponent is at most μ = 1 + 1/ρ. However, the scaling exponent is conjectured to be at least μ = 1/ρ [20] , which equals μ = 4.702 according to the value of ρ that we obtained. Furthermore, for the BEC it is known from numerical experiments that μ = 1/ρ = 3.627. Therefore, one interesting research problem would be to check whether the blocklength actually scales at most like
4.702 . In the simulations presented in [21, Fig. 3 ], numerical estimates on ρ (the speed of polarization) are provided for several channel families. The smallest estimated ρ is close to 0.25. Hence, the value of ρ = 0.2127 that we obtained seems close to the optimum. Nevertheless, further improvements in the bound on ρ (and therefore μ) may perhaps be obtained. Our best results were obtained when using the Bhattacharyya parameter in the analysis. These results were better compared to the results obtained when using the symmetric capacity (i.e., mutual information) parameter. We have also made some efforts to work with the error rate and the channel parameter considered in [31] . These parameters were also inferior compared to the Bhattacharyya parameter. However, other channel parameters may possibly yield further improvements to our results.
When we consider all possible codes, the optimal scaling law of N with respect to the gap to the symmetric capacity,
. This follows from Wolfowitz's proof of Shannon's theorem [32] . Using polar codes we now know that the scaling law is O (I(W ) − R) −μ where 3.55 ≤ μ ≤ 5.702 (The lower bound, 3.55, was obtained after approximating the block error probability by the sum of Bhattacharyya parameters [21, Th. 15] . It is conjectured that this lower bound can be improved to 3.627, which is the scaling factor of the BEC). As noted in [21] , the scaling can be improved by using more general polarization kernels. This topic is left for future research. Another possibility for future research concerns the blocklength scaling of general (i.e., nonbinary input) polar codes.
APPENDIX A PROOF OF LEMMA 2
Proof: The proof of part 1) follows by induction. The function f 0 (z) is indeed increasing for z ∈ (0, 0 ) for some 0 < 0 < 1. We assume our claim is true for k, and prove it for k + 1. Let k+1 increasing for z ∈ (0, k ) , we obtain (14) by the definition (6) . Furthermore, (14) shows that f k+1 (z) is increasing for z ∈ (0, k+1 ) (for z ∈ (0, k+1 ), both z 2 and 2z − z 2 are increasing and bounded above by k , and f k (z) is increasing for z ∈ (0, k )).
The proof of part 2) is very similar and also follows by induction. The function f 0 (z) is indeed decreasing for z ∈ (˜ 0 , 1) for some 0 <˜ 0 < 1. We assume our claim is true for k, and prove it for k + 1. Let˜ k+1 and prove it for k + 1. We have,
APPENDIX B SCALING RESULTS USING MUTUAL INFORMATION
Assume for simplicity that the channel is BMS (in [25] it is noted how to generalize to non-symmetric channels). It can be shown [33, Ch. 4 ] that the following inequalities hold,
In addition, I(W + ) + I(W − ) = 2I(W ).
Motivated by these inequalities, we modify the definition of f k (z) as follows. Given some function f 0 (x), defined over [0, 1] s.t. f 0 (x) > 0 for x ∈ (0, 1), and f 0 (0) = f 0 (1) = 0, we define f k (x) for k = 1, 2, . . . recursively as follows,
where l (x) and h (x) are defined by l (x) = x + h 2 2h −1
and h (x) = x − x 2 . The definitions of L k (x) and L k are the same as in (8) . With the new definition of f k (x), Equation (9) still holds. Similarly to (11) we have, for an integer 0 < k < n,
Similarly to (18) The proof is essentially the same as the proof of Lemma 4, with I n replacing 1−Z n . Finally, we can obtain a result similar to Theorem 1. We use essentially the same proof but with the following modification. First we obtain a result similar to (25) using the same approach:
Then we combine it with [1, eq. (2)] to obtain,
and proceed with the derivation in Theorem 1. However, this time we can only claim that it is sufficient to set N = β (I(W ) − R) 6.6 (or larger), where β is a constant that depends only on P 0 e , since now ρ = 0.1786.
