Abstract. In this paper, we deal with the growth of solutions of homogeneous linear complex differential equation by using the concept of lower [p,q]-order and lower [p,q]-type in a sector of the unit disc instead of the whole unit disc, and we obtain similar results as in the case of the unit disc.
Introduction and main results
Throughout this paper, we shall assume that readers are familiar with the fundamental results and the standard notations of Nevanlinna's theory in the complex plane and in the unit disc ∆ = {z ∈ C : |z| < 1} , see [5, 6, 7, 9, 15, 23] .
Consider for k ≥ 2 the complex differential equation
where coefficients A j (j = 0, 1, . . . , k − 1) are analytic functions in the unit disc ∆. It is well-known that every solution of (1.1) is analytic in ∆, and there are exactly k linearly independent solutions of equation (1.1) (see e.g. [7] ). The theory of complex differential equations in the unit disc has been developed since 1980's, see [13] . In the year 2000, Heittokangas in [7] firstly investigated the growth and oscillation theory of equation (1.1) when the coefficients A j (j = 0, 1, . . . , k − 1) are analytic functions in the unit disc ∆ by introducing the definition of the function spaces. His results also gave some important tools for further investigations on the theory of meromorphic solutions of equations (1.1). In 1994, S. J. Wu [17, 18] used the Nevanlinna theory in an angle to study the order of growth of solutions of the secondorder linear differential equation in an angular region. Later Xu and Yi [22] , N. Wu [19] , N. Wu and Y. Z. Li [20] , Zhang [24] generalized some results of [17, 18] to the case of linear higher order differential equations in angular domains by using the concepts of iterated p−order and the spread relation. Recently, Wu in [21] developed a new investigation related to linear differential equations with analytic coefficients in a sector of the unit disc Ω α,β = {z ∈ C : α < arg z < β, |z| < 1} , and obtained some results about the order of growth of solutions of the differential equation
where coefficients A j (j = 0, 1, . . . , k) are analytic functions in the sector Ω α,β .
After that, Long in [11, 12] , Zemirni and Belaidi in [25] obtained different results concerning the growth of solutions of (1.1) and (1.2) by using the concepts of iterated p-order and [p,q]-order in the sector Ω α,β . In this paper, we continue to investigate this new problem and study the growth of solutions of equation (1.1) when the coefficients A j (j = 0, 1, . . . , k − 1) are analytic functions of [p,q]-order in the sector Ω α,β . Before stating our main results, we give some notations and basic definitions of meromorphic functions in the unit disc ∆ and in a sector Ω α,β of the unit disc. The order of a meromorphic function f in ∆ is defined by
where T (r, f ) is the Nevanlinna characteristic function of f . If f is analytic function in ∆, then 
There exist analytic functions f in ∆ which satisfy ρ M (f ) = ρ (f ) . For example, let µ > 1 be a constant, and set
where we choose the principal branch of the logarithm. Then ρ (h) = µ − 1 and ρ M (h) = µ, see [4] . In contrast, the possibility that occurs in (b) cannot occur in the whole plane C, because if ρ (f ) and ρ M (f ) denote the order of an entire function f in the plane C (defined by the Nevanlinna characteristic and the maximum modulus, respectively), then it is well-know that
The meromorphic functions in the unit disc can be divided into the following three classes: 
where log + 1 r := log + r = max (0, log r) , log + p+1 r := log + log + p r , p ∈ N. For an analytic function f in ∆, we also define
Let p ≥ q ≥ 1 be integers, and let f be an analytic function in ∆ of [p,q]-order. The following two statements hold : 
In what follows, we give some notations and definitions of a meromorphic function in a sector in unit disc. Throughout this paper, Ω usually denotes the sector Ω α,β (0 ≤ α < β ≤ 2π) of the unit disc, and for any given ε ∈ 0,
, Ω ε denotes the sector Ω α,β,ε = {z ∈ C : α + ε < arg z < β − ε, |z| < 1} .
In [21] , Wu has used the Ahlfors-Shimizu characteristic function to measure the order of growth of a meromorphic function f in Ω. We recall the definition of the Ahlfors-Shimizu characteristic function, see [5, 6] . Let f be a meromorphic function in Ω, set Ω(r) = Ω ∩ {z ∈ C : 0 < |z| < r < 1} = {z ∈ C : α < arg z < β, 0 < |z| < r < 1} .
Then, the Ahlfors-Shimizu characteristic function is defined by
where
It follows by Hayman [6] , Goldberg and Ostrovskii [5] that
The meromorphic functions in a sector Ω of the unit disc can be divided into the following three classes:
and f does not belong to (1); 
is the iterated p-order of f in Ω, see [11, 24] .
. Now, we introduce the concept of lower [p,q]-order and lower [p,q]-type of a meromorphic function in a sector Ω. 
Several authors [2, 3, 8, 10, 16] Theorem A [25] Let p ≥ q ≥ 1 be integers and ε ∈ 0,
Then every nontrivial solution of (1.1) satisfies ρ [p,q] ,Ω (f ) = +∞ and Theorem 1.1 Let p ≥ q ≥ 1 be integers and ε ∈ 0,
Remark 1.2 The Theorem 1.1 is similar to Theorem 2.2 (i) in [16] in the unit disc ∆.
Corollary 1.1 Let p ≥ q ≥ 1 be integers and ε ∈ 0,
Furthermore, if p > q, then
Then every nontrivial solution of 
1)
is a conformal map of angular domain Ω, (0 < β − α < 2π) onto the unit disc ∆. Moreover, for any positive number ε satisfying 0 < ε < δ, the transformation (2.1) satisfies
where ̺ < 1 is a constant. The inverse transformation of (2.1) is
Let f be a meromorphic function in Ω, where 0 < β − α < 2π. For any given ε ∈ 0,
. Then the following statements hold
3)
4)
where z(u) is the inverse transformation of (2.1) .
Remark 2.1 By applying the formula T (r, f ) = T 0 (r, C, f )+O(1) (0 < r < 1) , Lemma 2.2, the definition of [p,q]-order and lower [p,q]-order, we immediately obtain that
Lemma 2.3 [21]
Let f be a meromorphic function in Ω, where 0 < β − α < 2π and z(u) be the inverse transformation of (2.1)
5)
where the coefficients α j are polynomials (with numerical coefficients) in the
For the convenience of the readers, we give the statement and the proof of Lemma 2.4 [25, Lemma 3.4] with more precisions.
in ∆, where
and for j = 1, 2, . . . , k − 1
Consequently,
and
Proof. Suppose that f ≡ 0 is a solution of (1.1) in the sector Ω. By using Lemma 2.3, we have
It follows that F (u) = f (z (u)) is a solution of
By the proof of Lemma 2.3, we can get that [21, p. 63]
which is analytic in ∆, where
are also analytic in ∆. Because
it follows from this and the properties of Nevanlinna's characteristic function that
Proof. Let f ≡ 0 be a solution of equation (1.1). Then by Lemma 2.4,
) is a solution of equation (2.7) and by using Remark 2.1, Proposition 1.1, Proposition 1.2 and Lemma 2.5, we obtain
If p > q, we obtain
Lemma 2.7 [7, 15] Let f be a meromorphic function in the unit disc ∆ and let k ∈ N. Then m r, f
where S(r, f ) = O log + T (r, f ) + log , every solution f ≡ 0 of (1.1) satisfies
Furthermore, if p > q then
Proofs of the Theorems
Proof of Theorem 1.1. Suppose that f ≡ 0 is a solution of (1.1) in the sector Ω. From Lemma 2.4, the function F (u) = f (z ((u)) is a solution of (2.7) , where z (u) is defined by (2.2) . Then, by Lemma 2.2 and the properties of characteristic function of Nevanlinna, we have
By (2.3), (2.11) and the formula T (r, f ) = T 0 (r, C, f ) + O(1) (0 < r < 1) , for j = 1, 2, . . . , k − 1 we have
Then, for any given ǫ (0 < 2ǫ < µ − η) and r → 1 − , we have for j = 1, 2, . . . , k− 1
By the definition of lower [p, q] order
Now, as |u| = ̺ → 1 − , it follows from (3.1) , (3.2) , (3.3) and (3.4) that
By (2.7) , we can write
It follows by (3.5) , (3.6) , (3.7) and Lemma 2.7 that
holds for all u satisfying |u| = ̺ / ∈ E as ̺ → 1 − and E ⊂ (0, 1) is a set with E d̺ 1−̺ < +∞. By using Lemma 2.8 and (3.8) , for all u satisfying |u| = ̺ as
Thus, from (3.9) we get
Then, by Remark 2.1, we get that
On the other hand, by Lemma 2.6 we have
Proof of Corollary 1.1. By using Theorem 1.1 and Lemma 2.9, we easily obtain Corollary 1.1.
Proof of Theorem 1.2. Suppose that f ≡ 0 is a solution of (1.1) in the sector Ω. From Lemma 2.4, the function 
and for j ∈ {1, · · · , k − 1}\I, we have b = max j∈{1,··· ,k−1}\I {ρ [p,q] ,Ω (A j )} < µ [p,q],Ωε (A 0 ) = µ. Then that for any given ǫ (0 < 2ǫ < min {µ − b, τ − τ 1 }) and for r → 1 − , we have for j ∈ {1, · · · , k − 1}\I
T 0 (r, Ω, A j (z)) ≤ exp p (b + ǫ) log q 1 1 − r ≤ exp p (µ − ǫ) log q It follows by (3.7) , (3.13) , (3.14) and Lemma 2. holds for all u satisfying |u| = ̺ / ∈ E as ̺ → 1 − , where E ⊂ (0, 1) is a set with E d̺ 1−̺ < +∞. By using Lemma 2.8 and (3.15) , for all u satisfying |u| = ̺ → 1 − , we obtain exp p−1 (τ − ǫ) log q−1 
