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On the setting of the unit ball of euclidean n-space, we investigate properties of
derivatives of functions in the harmonic Bergman space and the harmonic Bloch
space. Our results are (1) size estimates of derivatives of the harmonic Bergman
kernel, (2) Gleason’s problem, and (3) characterizations in terms of radial, tan-
gential, and ordinary derivative norms. In the course of proofs, some reproducing
formulas are found and estimated. © 2001 Academic Press
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1. INTRODUCTION
For a ﬁxed positive integer n ≥ 2, let B be the open unit ball in Rn.
The harmonic Bergman space bp, 1 ≤ p <∞, is the space of all harmonic
functions f on B such that
fp =
(∫
B
f p dV
)1/p
<∞
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where V is the volume measure on B. The space bp is a closed subspace
of Lp = LpB
 dV  and thus a Banach space.
The harmonic Bloch space  is the space of harmonic functions f on B
with the property that the function 1− x2∇f x is bounded on B. The
space  is also a Banach space equipped with norm
f = f 0 + sup
x∈B
1− x2∇f x
The harmonic little Bloch space 0 is the space of harmonic functions
f ∈  with the additional property that 1− x2∇f x is vanishing on ∂B.
The main results of this paper are Theorems 1.1, 1.2, 1.3, and 1.4
below. For a given multi-index α = α1
    
 αn with each αj a nonneg-
ative integer, we use notations α = α1 + · · · + αn, xα = xα11 · · ·xαnn and
∂α = ∂α11 · · · ∂αnn where ∂j denotes the differentiation with respect to the jth
variable. We sometimes attach a variable subscript to indicate the speciﬁc
variable with respect to which differentiation is to be taken.
Theorem 1.1. Let Rx
 y denote the harmonic Bergman kernel for B.
Given multi-indices α and β, there exists a positive constant C = Cα
β
such that
∂αx∂βy Rx
 y ≤
C
1− 2x · y + x2y2n+α+β/2
for all x
 y ∈ B.
It is the above estimate which enables us to obtain most of the following
results.
Theorem 1.2. For any positive integer m and multi-indices α with α =
m, there exist linear operators Aα on harmonic functions in B with the follow-
ing property:
(1) If f is harmonic on B and all its partial derivatives up to order
m− 1 vanish at 0, then
f x = ∑
α=m
xαAαf x x ∈ B
(2) Each Aα is bounded on bp for 1 ≤ p <∞.
(3) Each Aα is bounded on  and 0.
We let f x = x · ∇f x denote the radial derivative of f . Also, we
let  αf denote tangential derivatives of f (see Section 5). In terms of
derivatives, the harmonic Bergman spaces are characterized in the following
way.
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Theorem 1.3. Let 1 ≤ p < ∞ and m be a positive integer. Then, for a
function f harmonic on B, the following conditions are equivalent.
(1) f ∈ bp.
(2) 1− x2mmf ∈ Lp.
(3) 1− x2m αf ∈ Lp for all α with α = m.
(4) 1− x2m∂αf ∈ Lp for all α with α = m.
As a companion result for the harmonic Bloch space, we have the fol-
lowing. Here, C0 = C0B.
Theorem 1.4. Let m be a positive integer. Then, for a function f har-
monic on B, the following conditions are equivalent.
(1) f ∈  0 resp..
(2) 1− x2mmf ∈ L∞ C0 resp..
(3) 1− x2m αf ∈ L∞ C0 resp. for all α with α = m.
(4) 1− x2m∂αf ∈ L∞ C0 resp. for all α with α = m.
It seems worthwhile to compare and contrast Theorem 1.3 and
Theorem 1.4 with known results for Bergman spaces and Bloch spaces
of holomorphic functions. Analogous results (only for ordinary derivative
norms) for the holomorphic case are proved in [8]. A signiﬁcant difference
that we wish to point out here is that tangential and radial growth of har-
monic Bergman and Bloch functions are of the same order; this is not the
case for holomorphic functions where additional smoothness occurs in the
complex tangential directions (see [4, Sect. 6.4; 7]).
In Section 2 we ﬁrst estimate sizes of derivatives of the harmonic
Bergman kernel. Then we obtain a couple of estimates which show how
integrals of the harmonic Bergman kernel behave near boundary. In
Section 3 we prove a couple of reproducing formulas and estimate them
as a preliminary step towards results in later sections. In Section 4 we
give proofs of solutions to Gleason’s problem. Based on the estimates in
the previous section, the proofs are quite simple. Finally, in Section 5, we
prove characterizations in terms of derivatives. The radial, tangential, and
ordinary derivatives are all considered. We introduce corresponding norms
and show that all the norms are equivalent. Here, we employ a direct
approach to estimate norms, which are quite different from previous ones
used in some other settings.
Constants. Throughout the paper we will use the same letter C to
denote various constants which may change at each occurrence. For non-
negative quantities A and B, we will often write A  B if A is dominated
by B times some inessential positive constant. Also, we write A ≈ B if
A  B and B  A.
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2. KERNEL ESTIMATES
By the mean value property of harmonic functions, it is easily seen that
point evaluations are continuous on b2. Thus, to each x ∈ B, there corre-
sponds a unique Rx
 · ∈ b2 such that
f x =
∫
B
f yRx
 ydy (1)
for functions f ∈ b2 and thus for f ∈ b1, because b2 is dense in b1. Here
and elsewhere, we let dy = dV y. It is well known that the kernel function
is real and hence the complex conjugation in the integral of (1) can be
removed. The explicit formula of the kernel function is also well known
(see, for example, [1]),
Rx
 y = 1
nV Bρnx
 y
{
n
[
1− x2y2
ρx
 y
]2
− 4x2y2
}


where
ρx
 y =
√
1− 2x · y + x2y2
Since 1− xy ≤ ρx
 y, it is clear that
Rx
 y  ρ−nx
 y (2)
for all x
 y ∈ B. The key step to our results is the optimal size estimates
of derivatives of the reproducing kernel in terms of ρ. Note that a stan-
dard argument using Cauchy’s estimates cannot be directly applied. We
ﬁrst prove a lemma.
Lemma 2.1. Given multi-indices α, β, and  > 0, there exists a positive
constant C = Cα
β
  such that
∣∣∂αx∂βy ρ−x
 y∣∣ ≤ C
ρ+α+βx
 y
whenever x
 y ∈ B, x− y ≥ 1− x/2, and x− y ≥ 1− y/2.
Proof. Fix x
 y ∈ B such that x − y ≥ 1 − x/2 and x − y ≥ 1 −
y/2. We let ρ = ρx
 y. Note
ρ2 = 1− x21− y2 + x− y2 (3)
Clearly we have
∂αx∂βy ρ2  1  ρ2−α−β (4)
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for α + β ≥ 2. Also, note ∇xρ2 = −2y + 2xy2 and ∇yρ2 = −2x+ 2yx2.
Thus,
∇xρ2 + ∇yρ2  x− y + 1− x + 1− y  ρ
so that (4) remains true for all α and β.
First, we prove the lemma for  = 2. We prove by induction on α + β.
There is nothing to prove for α + β = 0. Let α + β = k and assume
the lemma is true for all α′, β′ with α′ + β′ ≤ k. Let ∂j = ∂j
 x or ∂j
 y .
Then, by (4) and the induction hypothesis, we have∣∣∂αx∂βy ∂jρ−2∣∣ = ∣∣∂αx∂βy (ρ−4∂jρ2)∣∣

∑∣∣∂α′x ∂β′y ∂jρ2∣∣∣∣∂α′′x ∂β′′y ρ−2∣∣∣∣∂α′′′x ∂β′′′y ρ−2∣∣

∑
ρ1−α
′ −β′ ρ−2−α
′′ −β′′ ρ−2−α
′′′ −β′′′ 
≈ ρ3−k

where the sum is taken over all α′, α′′, α′′′, β′, β′′, β′′′ such that α′ + α′′ +
α′′′ = α and β′ + β′′ + β′′′ = β. This completes the proof for  = 2.
For general  > 0, note∣∣∂αx∂βy ∂jρ−∣∣ = ∣∣∂αx∂βy (ρ−−2∂jρ2)∣∣

∑∣∣∂α′x ∂β′y ∂jρ2∣∣ ∣∣∂α′′x ∂β′′y ρ−∣∣ ∣∣∂α′′′x ∂β′′′y ρ−2∣∣ 
Thus, using the result for  = 2, one may complete the proof by induction
as above.
The following lemma is a consequence of the mean value property of
harmonic functions and Cauchy’s estimate. For details, see Corollary 8.2
of [1].
Lemma 2.2. Let 1 ≤ p < ∞ and α be a multi-index. Suppose f is har-
monic on a proper open subset  of Rn. Then, we have
∂αf xp ≤ C
dn+pαx
 ∂
∫

f yp dy x ∈ 

where dx
 ∂ denotes the distance from x to ∂. The constant C depends
only on n, p, and α.
We are now ready to prove the following size estimates of derivatives of
the reproducing kernel.
Theorem 2.1. Given multi-indices α and β, there exists a positive con-
stant C = Cα
β such that∣∣∂αx∂βy Rx
 y∣∣ ≤ C
ρn+α+βx
 y
for all x
 y ∈ B.
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Proof. Note that∫
B
Rx
 y2 dy = Rx
 x ≈ 11− xn
for all x ∈ B. Thus, given a multi-index β, we have∣∣∂βy Rx
 y∣∣2  11− xn1− yn+2β
for all x
 y ∈ B by Lemma 2.2. Given another multi-index α, applying a
standard argument using Cauchy’s estimate, we conclude from the above
∂αx∂βy Rx
 y 
1
1− xn/2+α1− yn/2+β (5)
for all x
 y ∈ B. Thus, for the case where x− y < 1− x/2 or x− y <
1− y/2, we have ρx
 y  1− x ≈ 1− y by (3) and therefore obtain
the desired estimate from (5).
Now, assume x− y ≥ 1− x/2 and x− y ≥ 1− y/2. Note
Rx
 y = C1ηx
 yρ−n+2x
 y + C2x2y2ρ−nx
 y

where ηx
 y = 1− x2y22. Let η = ηx
 y and ρ = ρx
 y. Here, we
will estimate the ﬁrst term. The estimate of the second term is similar and
simpler. By Lemma 2.1 we have∣∣∂αx∂βy ηρ−n−2∣∣  ∑∣∣∂α′x ∂β′y η∣∣ ∣∣∂α′′x ∂β′′y ρ−n−2∣∣

∑∣∣∂α′x ∂β′y η∣∣ρ−n−2−α′′ −β′′ 
 (6)
where the sum is taken over all α′, α′′, β′, β′′ such that α′ + α′′ = α
and β′ + β′′ = β. For α′ + β′ ≥ 2, we have∣∣∂α′x ∂β′y η∣∣  1  ρ2−α′ −β′  (7)
Note ∇xη = −4xy21− x2y2 and ∇yη = −4yx21− x2y2. Thus,
∇xη + ∇yη  1− xy = 1− x + x1− y  x− y ≤ ρ
so that (7) remains valid for all α′, β′. Therefore, by (6) and (7), we have∣∣∂αx∂βy ηρ−n−2∣∣  ∑ρ−n−α′ −β′ −α′′ −β′′  ≈ ρ−n−α−β

which completes the proof.
In conjunction with Theorem 2.1, the following two propositions describe
integral behavior of derivatives of the reproducing kernel. Here and in the
rest of the paper, we put
δx = 1− x2 x ∈ B
for simplicity. Also, we use the notation dσ for the surface area measure
on ∂B.
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Proposition 2.1. Given c real, deﬁne
Icx =
∫
B
dy
ρn+cx
 y
for x ∈ B. Then the following hold.
(1) For c < 0, Ic is bounded on B.
(2) For c = 0, 1+ log δ−1−1I0 is bounded on B.
(3) For c > 0, δcIc is bounded on B.
Proof. Here, we give a proof for c ≥ 0 (which are the cases we need
later). The case c < 0 is easily modiﬁed and left to the readers. Assume
c ≥ 0. Recall that the integral of the Poisson kernel on ∂B is constant.
That is,
∫
∂B
1− y2
y − ζn dσζ = σ∂B
for all y ∈ B. Hence, integrating in polar coordinates, we have
Icx =
∫ 1
0
tn−1
∫
∂B
dσζ
1− 2tx · ζ + t2x2n+c/2
=
∫ 1
0
tn−1
∫
∂B
dσζ
tx− ζn+c dt

so that
Icx ≤
∫ 1
0
tn−1
1− t2x21− txc
∫
∂B
1− t2x2
tx− ζn dσζdt
= σ∂B
∫ 1
0
tn−1
1− t2x21− txc dt

∫ 1
0
dt
1− tx1+c
for x ∈ B. The rest of the proof is now straightforward.
Proposition 2.2. Given s > 1, there exists a constant C = Cs such that
∫ 1
0
dt
ρstx
 y ≤
C
ρs−1x
 y
for all x
 y ∈ B.
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Proof. Fix x
 y ∈ B. Note that if x · y ≤ 0 or xy < 1/2, then all the
terms are bounded above and bounded away from 0. Thus the estimate is
trivial. So suppose x · y > 0 and xy ≥ 1/2 in the rest of the proof. Deﬁne
ht = ρtx
 y for t ≥ 0 and put t0 = x · y/x2y2 > 0. Then the function
h attains its minimum at t0 with minimum value
√
1− x · y2/x2y2.
Note that if t0 < 1, then x · y2/x2y2 < x · y and so
2h2t0 − h21 ≥ 21− x · y − 1− 2x · y + x2y2
= 1− x2y2 ≥ 0
Thus, ht0 ≥ h1/
√
2. Now, since xy ≥ 1/2, we have
h2t = x2y2t − t02 + h2t0  t − t02 + h21
and thus ∫ 1
0
dt
hst 
∫ 1
0
dt(t − t02 + h21)s/2
≤
∫ ∞
−∞
dt(
t2 + h21)s/2
≈ 1
hs−11
∫ ∞
−∞
dt
t2 + 1s/2 
Note that the last integral is ﬁnite for s > 1.
Note also that if t0 ≥ 1, then it is elementary to see
2h2t ≥ x2y2t − 12 + h21  t − 12 + h21
for all t ∈ 0
 1, because xy ≥ 1/2. Hence, a similar argument yields the
desired estimate.
3. REPRODUCING FORMULAS
By the reproducing formula (1), the orthogonal projection Q  L2 → b2
is given by
Qgx =
∫
B
gyRx
 ydy x ∈ B
for g ∈ L2. Note that Q naturally extends to an operator from L1 into the
space of all harmonic functions on B. In this section, as a preliminary step
towards our results in later sections, we ﬁrst prove that there are many
other (nonorthogonal) projections which can be easily estimated by means
of results in the previous section.
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Lemma 3.1. Given a positive integer m, there are constants cj = cjm
with cm = −1m+1/m!, and cjk = cjkm such that
∫
B
ψϕdV =
m∑
j=1
cj
∫
B
ψδjjϕ dV +
m∑
j=1
m−1∑
k=0
cjk
∫
B
ψδj+kkϕdV

whenever ψ ∈ b1 and ϕ is a function harmonic on an open set containing B.
Proof. Suppose ϕ and ψ are functions harmonic on an open set con-
taining B. By Green’s theorem, we have∫
B
ψ)mδ2mϕdV =
∫
B
)ψ)m−1δ2mϕdV +
∫
∂B
ψ)m−1δ2mϕdσ
−
∫
∂B
ψ)m−1δ2mϕdσ
Clearly, the ﬁrst term of the right side of the above is 0. One can check
that the remaining terms are also 0, because )m−1δ2mϕ and )m−1δ2mϕ
both vanish on ∂B. It follows that∫
B
ψ)mδ2mϕdV = 0 (8)
Note that, since harmonic polynomials are dense in b1, this remains valid
for general ψ ∈ b1.
We now calculate )mδ2mϕ. For an integer k ≥ 2, a straightforward
calculation shows that ∇δkx = −2kxδk−1x and
)δk = −2kn+ 2k− 2δk−1 + 4kk− 1δk−2
Hence, we obtain
)δkϕ = )δkϕ+ 2∇δk · ∇ϕ
= 4kk− 1δk−2ϕ− 4kδk−1ϕ− 2kn+ 2k− 2δk−1ϕ
Let k = 2m and apply the Laplacian m-times using this formula recur-
sively. Since radial derivatives of harmonic functions are again harmonic,
the result is
)mδ2mϕ = 4m2m!ϕ+
m∑
j=1
c′jδ
jjϕ+
m∑
j=1
m−1∑
k=0
c′jkδ
j+kkϕ

for some constants c′j and c
′
jk depending only on n and m. Note that c
′
m =
−4m 2m!
m! . This, together with (8), proves the lemma.
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For a given positive integer m, let cj and cjk be the constants provided
by Lemma 3.1 and deﬁne an operator Tm by
Tmg =
m∑
j=1
cjδ
jjg +
m∑
j=1
m−1∑
k=0
cjkδ
j+kkg
for g ∈ CmB. For x ∈ B, let Rx = Rx
 ·, put Rmx
 y = TmRxy, and
consider an operator Qm deﬁned by
Qmgx =
∫
B
gyRmx
 ydy x ∈ B
for g ∈ L1. Note that Qm is a linear operator taking L1 into the space of
all harmonic functions on B. It is well known that Q is bounded on Lp if
and only if 1 < p < ∞. The advantage of Qm is the boundedness on Lp
for all 1 ≤ p <∞.
Theorem 3.1. Let 1 ≤ p < ∞ and m be a positive integer. Then Qm 
Lp → bp is bounded. Moreover, Qmf = f for f ∈ bp.
Proof. Given f ∈ bp and x ∈ B, apply Lemma 3.1 with ψ = f and
ϕ = Rx
 ·. Then, by the reproducing formula (1), we obtain Qmf = f .
Now, we show the Lp-boundedness of Qm. Let ψ ∈ Lp. Then
Qmψ 
∑m
j=0 +jψ where
+0ψx =
∫
B
ψyRx
 yδydy
+jψx =
∫
B
ψyjyRx
 yδjydy j = 1
    
m
for x ∈ B. First, consider p = 1. By (2) and Proposition 2.1, we have∫
B
+0ψxdx ≤
∫
B
δyψy
∫
B
Rx
 ydxdy 
∫
B
ψydy
A similar argument using Theorem 2.1 and Proposition 2.1 yields L1-
boundedness of each +j . Now, assume 1 < p < ∞. By Theorem 2.1, we
have
+jψx 
∫
B
ψyδjy
ρn+jx
 y dy 
∫
B
ψy
ρnx
 y dy
for all x ∈ B and j = 0
 1
    
m. Hence, by the Schur test as in [5], each
+j is bounded on Lp.
As another consequence of Lemma 3.1, we have the following reproduc-
ing formula for harmonic Bloch functions. This reproducing formula will
play an essential role in the estimates of harmonic Bloch functions in the
next section. For m = 1, one can ﬁnd in [5] another proof by means of the
extended Poisson kernel.
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Theorem 3.2. Let m be a positive integer. Then Tm   → L∞ is
bounded. Moreover, Tm takes 0 into C0 and QTmf = f for f ∈ .
It is well known (and not hard to prove) that Q  L∞ →  bounded
and QC0 ⊂ 0. Note that the above theorem yields QL∞ =  and
QC0 = 0, which are also well known.
Proof. Let f ∈ . For m = 1, we have T1f = δf + n/2 + 1δf . It is
not hard to see that
f   f1+ log δ−1 (9)
So, T1f ∈ L∞ and T1f∞  f. Now, given x ∈ B, apply Lemma 3.1
with ψ = Rx
 · and ϕ = fr , 0 < r < 1, where fr is a dilate deﬁned
by fry = f ry for y ∈ B. Then, by the reproducing formula (1), we
obtain QT1fr = fr . Note fr = f r → f and δfr  ≤ δf∞. Thus,
δfr → δf in L1 by the Lebesgue dominated convergence theorem. Sim-
ilarly, δfr → δf in L1. Therefore, after taking the limit, we have QT1f = f ,
or more explicitly,
f x =
∫
B
T1f yRx
 ydy x ∈ B
and thus, differentiating under the integral, we have
∂αf x =
∫
B
T1f y∂αxRx
 ydy (10)
for every multi-index α and x ∈ B. Thus, for α ≥ 1, we obtain by
Theorem 2.1 and Proposition 2.1
δαx∂αf x  fδαx
∫
B
dy
ρn+αx
 y  f
for all x ∈ B. It follows that δkkf∞  f for every positive integer
k and therefore Tmf∞  f. In particular, the integral QTmf is well
deﬁned. One can check kfr = kf r for each k. Thus, by the same
limiting argument, we have QTmf = f for general m.
Now, we prove Tm0 ⊂ C0. Suppose f ∈ 0. Since f ∈ 0, we have
δf ∈ C0. Also, δf ∈ C0 by (9). Thus, T1f ∈ C0. Note that, for each 0 <
r < 1 and α with α ≥ 1, we have by Proposition 2.1 and (10)
δαx∂αf x
 δαx
∫
y>r
T1f y
ρn+αx
 y dy + δ
αx
∫
y≤r
T1f y
ρn+αx
 y dy
 sup
y>r
T1f y + fδαx
∫
y≤r
dy
ρn+αx
 y 
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Now, take the limit x → 1 with r ﬁxed and get
lim sup
x→1
δαx∂αf x  sup
y>r
T1f y
Since r is arbitrary and T1f ∈ C0, we obtain δα∂αf ∈ C0 for α ≥ 1
and hence δjjf ∈ C0 for each j ≥ 1. Consequently, since Tmf   δf  +∑m
j=1 δjjf , we conclude Tmf ∈ C0.
4. GLEASON’S PROBLEM
Let f ∈ C1B. Then, for x ∈ B, we have
f x − f 0 =
∫ 1
0
x · ∇f txdt =
n∑
j=1
xjAjf x
 (11)
where
Ajf x =
∫ 1
0
∂jf txdt
Note that if f is harmonic, then so is each Ajf . Gleason’s problem is to
ﬁgure out whether the operators Aj leave the spaces under consideration
invariant. Recently the same problem has been considered on the setting of
the upper half-space by Choe et al. [2]. Their result reveals some pathology
caused by unboundedness of the half-space. Also, see [8] for more refer-
ences in this direction. For the ball, operators Aj are expected to behave
well, which turns out to be indeed the case. Based on all the estimates in
the previous sections, proofs are also quite simple.
Theorem 4.1. Let 1 ≤ p <∞. The operators Aj are all bounded on bp.
Proof. First, consider the case 1 < p < ∞. Let f ∈ bp. Differentiating
under the integral sign of the reproducing formula (1), we have
∂jf x =
∫
B
f y ∂R
∂xj
x
 ydy
and thus by Theorem 2.1
∂jf x ≤
∫
B
f y
∣∣∣∣ ∂R∂xj x
 y
∣∣∣∣dy 
∫
B
f y
ρn+1x
 y dy
for x ∈ B. It follows from Proposition 2.2 that
Ajf x 
∫
B
f y
∫ 1
0
dt
ρn+1tx
 y dy 
∫
B
f y
ρnx
 y dy
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for each j and x ∈ B. Thus, by the Schur test as in [5], we get the bound-
edness of Aj on bp.
Next, consider the case p = 1 and let f ∈ b1. This time we use the
reproducing formula given by Theorem 3.1 with m = 1. Then, by a similar
argument using Proposition 2.2 and Theorem 2.1, we obtain
Ajf x 
∫
B
δyf y
{
1
ρnx
 y +
1
ρn+1x
 y
}
dy
for all j and x ∈ B. Integrating both sides of the above, we obtain from
Proposition 2.1 that∫
B
Ajf xdx 
∫
B
δyf y
∫
B
{
1
ρnx
 y +
1
ρn+1x
 y
}
dxdy

∫
B
f ydy
as desired.
The analogous result is valid for the harmonic Bloch space.
Theorem 4.2. The operators Aj are all bounded on . In addition, each
Aj takes 0 into itself.
Proof. Now suppose f ∈  and let x ∈ B. Then, by Theorem 3.2, we
have
f x =
∫
B
T1f yRx
 ydy
Now, differentiating under the integral, we have
Ajf x =
∫ 1
0
∫
B
T1f y
∂R
∂xj
tx
 ydy dt
for each j. Recall T1f∞  f. It follows from Theorem 2.1 and
Proposition 2.2 that
∇Ajf x  f
∫
B
∫ 1
0
t dt
ρn+2tx
 y dy
 f
∫
B
dy
ρn+1x
 y
 f1− x2−1
In other words, Ajf  f.
For f ∈ 0, we have by Proposition 2.1
∇Ajf x 
∫
y>r
T1f y
ρn+1x
 y dy +
∫
y≤r
T1f y
ρn+1x
 y dy
for 0 < r < 1. Thus, the same argument as in the proof of Theorem 3.2
gives δ∇Ajf  ∈ C0 so that Ajf ∈ 0.
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Now, repeating the results of Theorem 4.1 and Theorem 4.2, we can
prove Theorem 1.2.
Proof of Theorem 12. For f harmonic on B, a repetition of (11) yields
f x = f 0 +
n∑
j=1
xjAjf x
= f 0 +
n∑
j=1
Ajf 0xj +
n∑
j=1
n∑
k=1
xjxkAkAjf x
= f 0 + ∇f 0 · x+
n∑
j=1
n∑
k=1
xjxkAkAjf x
for x ∈ B. The boundedness properties of operators AkAj follow from
Theorem 4.1 and Theorem 4.2. For higher orders, one may repeat the same
argument.
5. DERIVATIVE NORMS
In this section we prove the equivalence of various derivative norms. We
will consider radial, tangential, and ordinary derivative norms. For the half-
space, such results are proved in [3]. For the holomorphic Bergman spaces
on the ball, such results (only for ordinary derivative norms) are proved in
[8]. Our approach is direct and quite different from theirs.
Since there is no smooth nonvanishing tangential vector ﬁeld on ∂Bn for
n > 2, we deﬁne tangential derivatives by means of a family of tangential
vector ﬁelds generating all the tangent vectors. We deﬁne ijf of f ∈ C1B
by
ijf x = xi∂j − xj∂if x x ∈ B
for 1 ≤ i < j ≤ n. Note that tangential derivatives of harmonic functions
are again harmonic. Given a nontrivial multi-index α, we abuse the notation
 α =  α1i1 j1 · · ·
αn
in jn
for any choice of i1
    
 in and j1
    
 jn.
Now, we introduce corresponding norms. For 1 ≤ p < ∞ and positive
integers m, put
fp
m
 1 = f 0 + δmmfp
fp
m
 2 = f 0 +
∑
α=m
δm αfp
fp
m
 3 =
∑
α<m
∂αf 0 + ∑
α=m
δm∂αfp
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for functions f harmonic on B. Our result is that all of these norms are
equivalent. Estimates are somehow long and thus we proceed step by step
through lemmas.
Lemma 5.1. Given an integer m ≥ 1, there exists a smooth differential
operator Em of order 2m− 1 with bounded coefﬁcients such that
2mf =
(
−∑
i<j
 2ij
)m
f + Emf
for functions f harmonic on B.
Proof. Since 2 =∑xixj∂i∂j +K1, we have∑
i<j
 2ij =
∑
i<j
x2i ∂2j + x2j ∂2i − 2xixj∂i∂j +K2
=∑
i =j
x2i ∂2j − xixj∂i∂j +K2
=∑
i
j
x2i ∂2j − xixj∂i∂j +K2
= x2)−2 +K1 +K2
Here, K1 and K2 are ﬁrst order smooth differential operators with bounded
coefﬁcients. Accordingly,(∑
i<j
 2ij
)m
= −1m2m +K3)+K4
for some K3 of order 2m − 2 and K4 of order 2m − 1. This implies the
lemma.
The following is an easy consequence of the mean value property of ∇f ,
sup
x≤r
f x − f 0p ≤ C
∫
x≤r+
∇f xp dx (12)
for 1 ≤ p <∞
  > 0
 0 < r < 1− , and functions f harmonic on B. The
constant C is independent of f and r. The analogous inequalities for radial
and tangential derivatives do not seem to be trivial. Recall that radial and
tangential derivatives of harmonic functions are again harmonic.
Proposition 5.1. Let 1 ≤ p < ∞,  > 0 and m be a positive integer.
Then there exists a constant C = Cp
m
  such that
(1) supx≤r f x − f 0p ≤ C
∫
x≤r+ mf xp dx
(2) supx≤r f x − f 0p ≤ C
∑
α=m
∫
x≤r+  αf xp dx
whenever 0 < r < 1−  and f is harmonic on B.
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Proof. Suppose 0 < r < 1 −  and let f be a function harmonic on B.
By Lemma 2.2,
sup
x≤r
f x − f 02  −n
∫
x≤r+/2
f x − f 02 dx
≤ −n
∫
x≤r+/2
f x2 dx
 sup
x≤r+/2
f x2

where the second inequality is easily veriﬁed by using the homogeneous
expansion of f (see Theorem 5.3 of [1]). Thus,
sup
x≤r
f x − f 0p  sup
x≤r+/2
f xp 
∫
x≤r+
f xp dx
This proves the lemma for m = 1. For general m, one can repeat the
same process with harmonic functions jf . Since jf 0 = 0 for j ≥ 1, we
get (1).
We now prove (2). Let Sr denote the sphere of radius r centered at the
origin. Now, ﬁx x ∈ Sr , ζ ∈ ∂B, and pick a smooth curve γ  0
 1 → Sr
such that γ0 = x, γt0 = rζ for some t0 and γ′ = 2πr. We claim
f ◦ γ′t  ∑
i<j
ijf γt (13)
for all t ∈ 0
 1. Given t ∈ 0
 1, let γt = rξ where ξ ∈ ∂B. Since ξ = 1,
we may assume ξ1 ≥ 1/
√
n. Let e1j = ξ1ej − ξje1, 2 ≤ j ≤ n, where ek
denotes the unit vector in the positive direction of the kth coordinate axis.
Note that e1jj≥2 is a basis for the tangent space Tξ to ∂B at ξ. Following
the Gram–Schmidt process, put a2 = e12 and deﬁne
aj = e1j −
j−1∑
k=2
ak · e1j
ak · ak
ak (14)
inductively for j = 3
    
 n. Then ajj≥2 is an orthogonal basis for Tξ.
What we need here is a uniform control of coefﬁcients. Since each ak in
the sum of the above is spanned by e12
    
 e1k by construction, the jth
coordinate of aj comes only from e1j and is equal to ζ1. Thus, aj ≥ 1/
√
n
for each j. Now, writing (14) in the formaj =
∑j
k=2 cjke1k, one may check
inductively cjk < C for some C which depends only on n. Now, since
γ′t ∈ Tξ, we have
γ′t =
n∑
j=2
dj
aj
j∑
k=2
cjke1k =
n∑
k=2
n∑
j=k
djcjk
aj
e1k
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for some constants dj such that
∑
d2j = γ′t2 = 2πr2. Since ∇f γt ·
e1k = r−11kf γt, it follows that
∇f γt · γ′t ≤
n∑
k=2
n∑
j=k
djcjk
raj
1kf γt 
n∑
k=2
1kf γt

which implies (13). Now, by (13), we have
f x − f rζp ≤
∫ t0
0
f ◦ γ′tp dt  sup
Sr
∑
i<j
ijf p
and therefore
f x − f 0p 
∫
∂B
f x − f rζp dσζ  sup
Sr
∑
i<j
ijf p
by subharmonicity. On the other hand, by Lemma 2.2
sup
Sr
ijf p  −n
∫
y≤r+
ijf yp dy
for all ij . This proves the lemma for m = 1 by the maximum principle. For
general m, one can repeat the same process with harmonic functions  αf .
Since  αf 0 = 0 for α ≥ 1, we obtain 2.
Lemma 5.2. For p ≥ 1 and r > −1, we have∫ a
0
htptr dt ≤
(
p
r + 1
)p{ ∫ a
0
th′tptr dt + hap
}
for C1-functions h on 0
 a
 a > 0.
Proof. Suppose h is a C1-function on 0
 a. Then we have
ht ≤ ha +
∫ a
t
h′sds
for 0 < t ≤ a. Thus, the inequality follows from Hardy’s inequality (see, for
example, [6]).
We are now ready to prove norm equivalence for the harmonic Bergman
spaces.
Theorem 5.1. Let 1 ≤ p < ∞ and m be a positive integer. Then, there
are positive constants C1
 C2
 C3
 C4 such that
fp ≤ C1fp
m
1 ≤ C2fp
m
2 ≤ C3fp
m
3 ≤ C4fp
for functions f harmonic on B.
In the proof below f is a given harmonic function on B.
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Proof of fp
m
 3  fp. Given x ∈ B, take  to be the ball Bx with
center at x and radius 1− x/2. Note 1− x/2 ≤ 1− y ≤ 31− x/2
for y ∈ Bx. Hence, for a multi-index α and r real, we obtain by Lemma 2.2
1− xpα+r ∂αf xp  11− xn
∫
Bx
f yp1− yr dy (15)
Inserting x = 0 into the above, we have
∑
α<m
∂αf 0p 
∫
B
f pδr dy
Also, for α = m, we obtain by (15)
∑
α=m
∫
B
δm∂αf pδr dV 
∫
B
1
1− xn
∫
Bx
f ypδrydy dx
=
∫
B
f ypδry
∫
B
χBxy
1− xn dx dy (16)

∫
B
f ypδrydy
Consequently, taking r = 0, we have fp
m
3  fp.
Proof of fp  fp
m
1. For a given ζ ∈ ∂B and r > −1, apply
Lemma 5.2 to the function ht = f 1− tζ on 0
 1/2. What we get is∫ 1
1/2
f tζp1− tr dt 
∫ 1
1/2
ζ · ∇f tζp1− tp+r dt + f ζ/2p
and thus ∫ 1
1/2
f tζp1− t2r tn−1 dt 
∫ 1
1/2
f tζp1− t2p+r dt
+ sup
x=1/2
f xp
Integrating both sides of the above on ∂B, we have∫
x>1/2
f pδr dV 
∫
x>1/2
f pδp+r dV + sup
x=1/2
f xp
Note that
sup
x≤1/2
f xp  f 0p +
∫
x≤3/4
f xp dx
 f 0p +
∫
B
f pδp+r dV
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by Proposition 5.1. It follows that∫
B
f pδr dV 
∫
B
f pδp+r dV + f 0p
Note f 0 = 0. Thus, iterating the above with harmonic functions jf ,
we have ∫
B
f pδr dV 
∫
B
mf pδpm+r dV + f 0p
So, taking r = 0, we have fp  fp
m
1.
Proof of fp
m
1  fp
m
3. This time we apply Lemma 5.2 on the
interval 0
 1. We obtain, for a given ζ ∈ ∂B and r > −1,∫ 1
0
f tζp1− tr dt 
∫ 1
0
ζ · ∇f tζp1− tp+r dt + f 0p
and thus ∫ 1
0
f tζp1− t2r tn−1 dt 
∫ 1
1/2
∇f tζp1− t2p+r dt
+ sup
x≤1/2
∇f xp + f 0p
By using (12) and proceeding in a way similar to the preceding proof, we
obtain ∫
B
f pδr dV 
∫
B
∇f pδp+r dV + f 0p
Let j ≥ 1 be an integer. Then, replacing f by ∂αf
 α = j, and taking r = jp
in the above, we have∑
α=j
∫
B
δj∂αf p dV  ∑
β=j+1
∫
B
δj+1∂βf p dV + ∑
α=j
∂αf 0p
and therefore fp
j
3  fp
j+1
3. Consequently, fp
m
1 
∑m
j=1 fp
j
3
 fp
m
3 as desired.
Proof of fp ≈ fp
m
 2. So far, we’ve seen that fp ≈ fp
j
1 ≈
fp
j
3 for each j ≥ 1. Thus, it is clear that fp
m
2 
∑m
j=1 fp
j
3 ≈
fp For the other direction, let ij be any tangential differential operator
and α = 2m− 1. Then, by (16) with r = p2m− 1, we have∫
B
δ2mij αf p dV 
∫
B
δ∇ αf pδp2m−1 dV

∫
B
 αf pδp2m−1 dV
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Accordingly, we have
fp
 2m
 2  fp
 2m−1
 2 (17)
Let Em be the differential operator as in Lemma 5.1. Then, we have
fp
2m
1  fp
2m
2 + δ2mEmfp (18)
by Lemma 5.1. Let 0 < a < 1. Then, by (16), we have∫
x>1−a
δ2mEmf xp dx  ap
∫
B
δ2m−1Emf p dV  ap
∫
B
f p dV
Also, by Lemma 2.2 and Proposition 5.1, we have
sup
x≤1−a
δ2m−1Emf x ≤ C sup
x≤1−a/2
f x ≤ Cfp
2m
 2
for some constants C = Ca. Therefore, we have
δ2mEmfp ≤ C1fp
 2m
 2 + C2afp
 (19)
where C1 = C1a and C2 is independent of a. Therefore, since we already
have fp ≈ fp
 2m
 1, we have by (18) and (19)
fp ≤ C3fp
 2m
 2 + C4afp
 (20)
where C3 = C3a and C4 is independent of a. Hence, taking a to be sufﬁ-
ciently small, we conclude from (17) and (20) that fp  fp
m
 2.
We now turn to the norm equivalence for the harmonic Bloch spaces.
For positive integers m, put
f
m
1 = f 0 + δmmf∞
f
m
2 = f 0 +
∑
α=m
δm αf∞
f
m
3 =
∑
α<m
∂αf 0 + ∑
α=m
δm∂αf∞
for functions f harmonic on B. These norms also turn out to be equivalent.
Theorem 5.2. Let m be a positive integer. Then, there are positive con-
stants C1
 C2
 C3
 C4 such that
f ≤ C1f
m
 1 ≤ C2f
m
 2 ≤ C3f
m
 3 ≤ C4f
for functions f harmonic on B.
In the proof below f is a given harmonic function on B.
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Proof of f ≈ f
m
1. The inequality f
m
1  f is implicit in
the proof of Theorem 3.2. We now prove f  f
m
 1. First, note by
Theorem 3.2
f = QTmf  Tmf∞  δf∞ +
m∑
j=1
δjjf∞
Hence, it is sufﬁcient to show that the rightmost side of the above is dom-
inated by f
m
1. Let x ∈ B and x ≥ 1/2. We write x = xζ where
ζ ∈ ∂B. First, note
f ζ/2  f 0 + sup
y≤3/4
f y (21)
by Proposition 5.1. Let j ≥ 1 be an integer. Then, since
f x − f ζ/2 ≤ 2
∫ x
1/2
f tζdt

we have by (21)
f x  f 0 + δj+1f∞
{
1+
∫ x
0
dt
1− tj+1
}

This yields
sup
x≥1/2
δjxf x  f 0 + δj+1f∞

which, in turn, yields
δjf∞  f 0 + δj+1f∞
Taking j = 1, we obtain δf∞  f 0 + δf∞. Also, for 1 ≤ j < m,
applying the above to jf and iterating, we obtain δjjf∞  δmmf∞
because jf 0 = 0. We therefore conclude
δf∞ +
m∑
j=1
δjjf∞  f
m
 1
which completes the proof.
Proof of f ≈ f
m
3. The inequality f
m
3  f is implicit
in the proof of Theorem 3.2. Next, we prove f  f
m
3. For any
multi-index α with α = j ≥ 1, we have
∂αf x ≤ ∂αf 0 +
∫ x
0
∇∂αf tx/xdt (22)
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and ∫ x
0
∇∂αf tx/xdt  f
 j+1
 3
∫ x
0
dt
1− tj+1
 f
 j+1
 3δ−jx
for all x ∈ B. This yields f
 j
 3  f
 j+1
 3 for each j ≥ 1. Hence,
f ≈ f
 1
 3  f
m
 3

as desired.
Proof of f ≈ f
m
2. We already have f ≈ f
j
1 ≈ f
j
3
for each j ≥ 1. Thus, it is clear that
f
m
2 
m∑
j=1
f
j
3 ≈ f
Imitating the proof of fp ≈ fp
m
2 of Theorem 5.1, we also have
f
2m
2  f
2m−1
2
and
f ≈ f
2m
1 ≤ C1f
2m
2 + C2af

where C1 = C1a and C2 is independent of a. Hence, taking a to be sufﬁ-
ciently small, we obtain f  f
m
2.
We now close the paper with the corresponding little-oh version.
Theorem 5.3. Let m be a positive integer and f ∈ . Then, the following
conditions are all equivalent.
(1) f ∈ 0.
(2) δmmf ∈ C0.
(3) δm αf ∈ C0 for all α with α = m.
(4) δm∂αf ∈ C0 for all α with α = m.
Proof. The implication 1 ⇒ 4 is implicit in the proof of
Theorem 3.2. We show 4 ⇒ 2. Assume δm∂αf ∈ C0 for α = m.
Consider α such that α = m− 1. Then, by (22),
lim sup
x→1
δm−1x∂αf x ≤ lim sup
x→1
δm−1x
∫ x
0
∇∂αf tx/xdt
= lim sup
x→1
δm−1x
∫ x
r
∇∂αf tx/xdt
 sup
y≥r
δmy∇∂αf y
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for every positive r < 1. Hence, taking the limit r → 1, we have δm−1∂αf ∈
C0. Repeating the same, we obtain δα∂αf ∈ C0 for α ≤ m and thus
δmmf ∈ C0.
We show 2 ⇒ 1. Assume δmmf ∈ C0. We ﬁrst show that δjjf ∈
C0 for each j = 1
    
m− 1. We only need to consider the case j = m− 1.
So, assume m ≥ 2. Let x ∈ B and write x = xζ where ζ ∈ ∂B. Assume
x > 1/2 and choose any r such that 1/2 < r < x. We have
m−1f x −m−1f rζ ≤ r−1
∫ x
r
mf tζdt

(
sup
y≥r
δmymf y
) ∫ x
0
dt
1− tm
 δ−m+1x
(
sup
y≥r
δmymf y
)
so that
δm−1xm−1f x  δm−1xm−1f rζ + sup
y≥r
δmymf y
Take the limit x → 1 with r ﬁxed and get
lim sup
x→1
δm−1xm−1f x  sup
y≥r
δmymf y
Since r > 1/2 is arbitrary and δmmf ∈ C0 by assumption, the above yields
δm−1m−1f ∈ C0, as desired.
Now, since
Tmf   δ
m−1∑
j=0
δjjf +
m∑
j=1
δjjf
 δf  + δf +
m∑
j=1
δjjf 
 δ1+ log δ−1f +
m∑
j=1
δjjf 

we have Tmf ∈ C0. We conclude f = QTmf ∈ 0 by Theorem 3.2, because
Q maps C0 onto 0.
Since we already have 1 ⇐⇒ 4, the implication 1 ⇒ 3 is clear.
We now prove 3 ⇒ 1. Suppose 3 holds. By (15) (with p = α =
1
 r = 2m− 1), we have
δ2mxij αf x  sup
y∈Bx
δ2m−1y αf y
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for all x ∈ B, ij and α with α = 2m− 1. This yields
lim sup
x→1
δ2mx ∑
α=2m
 αf x  lim sup
x→1
δ2m−1x ∑
α=2m−1
 αf x
and thus, without loss of generality, we may assume δ2m
∑
α=2m  αf  ∈ C0.
Let Em be the differential operator as in Lemma 5.1. Since δ2mEmf  
δf, we have δ2mEmf ∈ C0 and therefore δ2m2mf ∈ C0 by Lemma 5.1.
Since 1 ⇐⇒ 2, it follows that f ∈ 0.
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