We consider Anderson-Bernoulli model on Z 2 with large disorder. GivenV a large real number, define the random potential function V :
(1)
Here and throughout the paper, |a| = a ∞ for a ∈ Z d . We study the spectra property of random Hamiltonian operator
whenV is large enough. This model is sometimes called "Anderson-Bernoulli model". It is known that (see e.g. [Pas80] ), almost surely, the spectrum of H = −∆ + V is
which is a union of two disjoint intervals whenV > 4d. Here and throughout the paper, we denote σ(A) to be the spectrum of a self-adjoint operator A. Our main theorem is the following Theorem 1.1 (Main theorem). Let d = 2, p = 1 2 . There exist positive integer n and energies λ (1) , λ (2) , · · · , λ (n) ∈ [0, 8] such that following holds.
For eachV large enough, suppose λ (i) =V + 8 − λ (i) for i = 1, · · · , n. Let
Let H be defined as in Remark 1.3. In fact, our proof and conclusions in Theorem 1.1 extend to 1 − p c < p < p c where p c > 1 2 is the site percolation threshold on Z 2 (see Section 2.2). For simplicity, throughout this paper, we restrict ourselves to the case p = 1 2 . The result in Theorem 1.1 means any polynomially bounded solution of Hu = λ 0 u decreases exponentially (provided λ 0 ∈ σ(H) \ Y ). This is sometimes called "Anderson localization" (in the region σ(H) \ Y ) and it implies that H has pure point spectrum (in σ(H) \ Y ), see e.g. [Kir08, Section 7] by Kirsch. In physical literature, Anderson localization was introduced by Anderson in his seminal paper [And58] in which Anderson said,
The theorem is that at sufficiently low densities, transport does not take place; the exact wave functions are localized in a small region of space.
(6)
Here, the density refers to the density of states measure (DOS measure). See e.g. [AW15, Chapter 3] by Aizenman and Warzel. The smallness of density of states was mathematically verified for several cases, in particular for the following two cases, In both cases, according to (6), one expects Anderson localization to happen in the corresponding spectrum range, namely, near the bottom in the first case and throughout the whole spectrum in the second case. In fact, both cases have been studied extensively and Anderson localization was proved for several distributions of V . For V with Hölder continuous distribution, Anderson localization was proved in both cases in any dimension, namely, near the bottom of the spectrum or throughout the spectrum when the disorder strength is large enough. This was first proved for distribution with bounded density in [FS83] , [FMSS85] by Fröhlich, Martinelli, Scoppola and Spencer. Later on, the multi-scale method in [FS83] , [FMSS85] was strengthened to prove the same result for general Hölder continuous distribution in [CKM87] by Carmona, Klein and Martinelli.
As for Bernoulli potential, Anderson localization in the first case was verified in the continuous model R d (d ≥ 2) by Bourgain and Kenig in [BK05] , that is, Anderson-Bernoulli localization near the bottom of spectrum. Their method relies on the unique continuation principle in R d ([BK05, Lemma 3.1]) and thus can not be directly applied to the discrete model on Z d . Recently, Buhovsky, Logunov, Malinnikova and Sodin [BLMS17] developed certain discrete version of unique continuation principle for harmonic functions on Z 2 . Inspired by their work, Anderson-Bernoulli localization near the bottom of spectrum was proved for d = 2 by Ding and Smart in [DS19] , and for d = 3 by Zhang and the author in [LZ19] .
For Bernoulli potential with large disorder (i.e. operator (2) with largeV ), the total length of spectrum is always 8d by equation (3). WhenV increases, the DOS measure behaves completely different from the case when V has Hölder continuous distribution. When d = 2 and p = 1 2 , the DOS measure always has a constant lower bound in the set Y defined in Theorem 1.1 no matter how largeV is. On the other hand, the DOS measure is constantly small outside Y . Hence, Theorem 1.1 is again under the umbrella of prediction (6).
Indeed, in order to prove Theorem 1.1, we only need to consider the spectrum of H contained in [0, 8] and prove the exponential decaying property of resolvent as in Theorem 1.4 below.
Theorem 1.4. Let d = 2, p = 1 2 . There exist positive integer n, constants κ, α, ε > 0 and energies λ (1) , λ (2) , · · · , λ (n) ∈ [0, 8] such that following holds.
. Let H be defined as in (2). Then for eachV , L > α, each λ 0 ∈ [0, 8] \ YV and any square Q ⊂ Z 2 of side length L, 
This gives a bijection u →ũ from functions on Z 2 to themselves. The properties (4) 
Before giving the proof outline of Theorem 1.4, let us also mention that much stronger result for Anderson localization is expected in dimension one and two. For one dimension, Anderson localization happens throughout the whole spectrum for any nontrivial distribution of V and this was proved in [CKM87] . It was conjectured in [Sim00] by Simon that, in dimension two, Anderson localization also happens throughout the whole spectrum for any nontrivial distribution of V . Until now, few results is known under weak disorder strength.
Outline
To prove Theorem 1.4, we follow the multi-scale analysis framework in [DS19] which is a discrete modification of the framework in [BK05] with several new ingredients. The most important and difficult part is to prove the Wegner estimate (Proposition 3.17) which states that, for an interval of length less than O(V −L 1−ε ′ ), the probability that it contains an eigenvalue of H QL is less than
The proof of Wegner estimate relies on estimating how far an eigenvalue of H QL will move after perturbing the potential function V . Here, "perturb" means changing the value of V from 0 toV or fromV to 0. More precisely, we need to prove two estimates: an upper bound estimate and a lower bound estimate.
The upper bound estimate requires to show that if the j-th smallest eigenvalue is close to a given real number λ 0 , then one can perturb the potential V on a (1 − ε) portion of Q L such that the j-th smallest eigenvalue will not move too far (less than O(V −L 1−ε ′′ ) with ε ′′ > ε ′ ). While this was proved for λ 0 near the bottom of the spectrum in [DS19] , this is simply not true for λ 0 away from the bottom. For example, suppose H QL has k > 0 eigenvalues (with multiplicities) in [0, 8] . Pick an arbitrary a ∈ Q L with V (a) = 0 and let the perturbed operator H ′ QL be obtained by changing the potential V from 0 toV only at vertex a. It can be shown that the k-th smallest eigenvalue of H ′ QL is in [V ,V + 8] and thus is far from the k-th smallest eigenvalue of H QL which is in [0, 8]. Hence we can not expect the upper bound estimate to hold in its original version.
It turns out that a different version of upper bound estimate still holds. In that version, we will not compare the j-th smallest eigenvalue of an operator with the j-th smallest eigenvalue of its perturbation. We will make another correspondence between eigenvalues of an operator and eigenvalues of its perturbation. To clarify, in the previous example, the k-th eigenvalue of H QL will actually correspond to the (k − 1)-th eigenvalue of H ′ QL and the distance between these two eigenvalues will be shown to be small, provided one of them is close to λ 0 . However, the real situation is more complicated and the details are given in the proof of Proposition 3.17. To rigorously find the correspondence between eigenvalues of an operator and eigenvalues of its perturbation, we will introduce the "cutting procedure" which continuously "transforms" the operator H QL to a direct sum operator i H Λi . Here, i Λ i = Q L is a disjoint union. The definition of cutting procedure is given in Definition 2.11 and 2.18 by using percolation clusters. The associated direct sum operator will be used to find the desired correspondence and thus state the correct form of the upper bound estimate (Claim 3.21). The details are given in the proof of Wegner estimate Proposition 3.17, more precisely, the arguments above Claim 3.20.
The lower bound estimate requires to show that there is an enough portion of points in Q L such that, when the potential increases on these points, a given eigenvalue will move a descent distance (larger than O(V −L 1−ε ′ )). Based on the heuristic that increasing the potential at vertices where an eigenfunction u has large absolute values will increase the associated eigenvalue fast, one only needs to show that the eigenfunction u has a decent lower bound on an enough portion of points in Q L . This is guaranteed by a discrete version of unique continuation principle Lemma 3.5, which is a rewrite of [DS19, Theorem 3.5]. However, the new correspondence of eigenvalues additionally requires one to lower bound the distance between the j-th eigenvalue of an operator and the (j −1)-th eigenvalue of its rank one perturbation. This is considered in Lemma 3.9.
In [DS19] , a generalized Sperner theorem ([DS19, Theorem 4.2]) was proved and was combined with the lower bound estimate in the proof of Wegner estimate. In our case, under the cutting procedure, we need to generalize further the Sperner theorem to deal with directed graph products. The original theorem ([DS19, Theorem 4.2]) becomes the special case when each directed graph consists of two vertices and one directed edge. The details are given in Section 3.2.
Organization of remaining text
In Section 2, we define the cutting procedure. Along this way, we prove the induction base case (Proposition 2.23) for multi-scale analysis. The sharpness of site percolation (Proposition 2.2) plays a key role there.
In Section 3, we prove the Wegner estimate Proposition 3.17. We will first collect all needed lemmas in Section 3.1 and prove a generalized Sperner theorem in Section 3.2. The proof of Wegner estimate is given in Section 3.3.
In Section 4, we perform the multi-scale analysis by using Wegner estimate and prove Theorem 1.4.
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Initial scale
In this section, we define the cutting procedure described in the introduction. We will first define r-bits which are boxes with certain edge length (Definition 2.6) and then define the cutting procedure for operators restricted on r-bits by using percolation clusters (Definition 2.11). These r-bits will also be used as "basic units" for eigenvalue variation arguments in the proof of Proposition 3.17 in Section 3. Then we will extend the cutting procedure to boxes with larger length scale (Definition 2.18). Finally, we will prove the induction base case for the multi-scale analysis (Proposition 2.23).
Notations
Let us first set up some notations. Throughout the paper, we regard Z 2 as a graph with vertices {(x, y) : x, y ∈ Z} and there is an edge connecting a, b ∈ Z 2 if and only if |a − b| = 1 (in this case, we also write a ∼ b). We let Q l (a) = {a ′ ∈ Z 2 : |a − a ′ | ≤ l−1 2 } for real number l ≥ 1 and a ∈ Z 2 , and denote its length ℓ(Q l (a)) = 2⌊ l−1 2 ⌋. For simplicity, we denote Q l = Q l (0). Given real number k > 0, we write kQ l (a) = Q kl (a).
Given any subset S ⊂ Z 2 and function f :
for a ∈ S. We denote P S : ℓ 2 (Z 2 ) → ℓ 2 (S) to be the projection operator defined by P S f = f | S for each f ∈ ℓ 2 (Z 2 ). For simplicity, we write f ℓ 2 (S) = P S f ℓ 2 (S) . For an operator A on ℓ 2 (Z 2 ), we denote A S = P S AP † S where P † S is the adjoint operator of P S .
Given a ∈ Z 2 , define ½ a (a) = 1 and ½ a (a ′ ) = 0 if a ′ = a. Given S ⊂ Z 2 , an operator A on ℓ 2 (S) and a, b ∈ S, write A(a, b) = ½ a , A½ b ℓ 2 (S) where ·, · ℓ 2 (S) denotes the inner product in ℓ 2 (S).
Throughout the rest of the paper, H always denotes the operator defined in (2). Given λ ∈ C \ σ(H S ), we write G S (a, b; λ) = (H S − λ) −1 (a, b) for S ⊂ Z 2 and a, b ∈ S.
Site percolation
Consider the Bernoulli site percolation on Z 2 . Let p ∈ (0, 1), suppose each vertex in Z 2 is independently occupied with probability p. It is well known that there exists a critical probability p c ∈ (0, 1) such that, for p > p c , almost surely, there exists an infinite connected subset of Z 2 whose vertices are occupied; for p < p c , almost surely, there does not exist an infinite connected subset of Z 2 whose vertices are occupied. It is known that p c > 1 2 , see e.g. [GS98] by Grimmett and Stacey.
Definition 2.1. For any S ⊂ Z 2 , denote
to be the outer boundary of S; and
to be the set of edges connecting elements in ∂ − S and ∂ + S.
The following sharpness proposition follows directly from p c > 1 2 and [AB87, Theorem 7.3] by Aizenman and Barsky:
Proposition 2.2. Suppose V : Z 2 → {0,V } is a random function such that {V (a)(a ∈ Z 2 )} is a family of i.i.d. random variables with P [V (a) = 0] = 1 2 and P V (a) =V = 1 2 . There is a numerical constant c 0 > 0 such that, for each l > 10 and b ∈ Z 2 , P(E l per (b)) < exp(−c 0 l).
Here, E l per (b) denotes the event that there is a path in Z 2 connecting b and ∂ − Q l (b) such that V equals to 0 on all vertices in this path. where ε 1 is the numerical constant appeared in Theorem 3.5 below.
r-bit
The inequality (10) will only be used in the proof of Proposition 3.17. At this moment, the reader can think of ε 0 as a small numerical constant.
Definition 2.4. For any large odd number r, denote r ′ = (1 − ε0 2 )(r − 1) . Definition 2.5. Suppose r is a large odd number and vertex a ∈ r ′ Z 2 where
Definition 2.6. Given a large odd number r, a vertex a ∈ r ′ Z 2 and a potential function
is admissible if the following two items hold:
30 r, there is no path in F r (a) connecting x and y such that V ′ equals to 0 on all vertices in the path.
• There is no path in F r (a) connecting ∂ + Ω r (a) and ∂ −Ω (a) such that V ′ equals to 0 on all vertices in the path.
With a little abuse of notations, we also call
Remark 2.7. We give here three remarks on r-bits, the first two are from Definition 2.5 and the third one is from Definition 2.6. See also Figure 1 for an illustration.
1. For two different r-bits Q r (a 1 ) and Q r (a 2 ), we havẽ
The following Proposition 2.8 is the place where we use the sharpness of site percolation.
where c 1 is a numerical constant.
Proof. Denote E nad (a) to be the event that (Q r (a), V | Fr (a) ) is not admissible. Then by Definition 2.6, Figure 1 : The black squares represent r-bits Q r (a i )(i = 1, 2, 3, 4) with overlaps, the blue squares representΩ r (a i )(i = 1, 2, 3, 4) and the green squares represent Ω r (a i )(i = 1, 2, 3, 4).
Here, the notation E l per (b) is defined in Proposition 2.2. Assume r is large enough, by Proposition 2.2,
Definition 2.9. Given an r-bit (Q r (a), V | Fr(a) ), let
Let S r (a) be the maximal connected subset of O r (a)∪Ω r (a) that contains Ω r (a).
Lemma 2.10.
is an admissible r-bit. Then we have the following properties:
We now define the "cutting procedure" on an admissible r-bit. Intuitively, the cutting procedure on an admissible r-bit Q r (a) continuously modifies the edge weight of ∂S r (a) and finally disconnects S r (a) and Q r (a) \ S r (a).
Remark 2.12. From Definition 2.11, H t Qr (a) is self-adjoint for each t. We have H 0
Qr(a) = H Qr (a) and H 1 Qr (a) = H Sr(a) H Qr (a)\Sr(a) .
and
Proof. We only prove (14), and (15) follows from the same argument.
Now we define the exceptional energies λ (i) 's in Theorem 1.4. They are exactly the eigenvalues of the minus Laplacian restricted on connected subsets of Q r . They are excluded so that the induction base case for multi-scale analysis holds.
Definition 2.14. Given an odd number r and a real number U > 1, let
Proposition 2.15. Given r a large odd number, assumeV > exp(r 2 ). Suppose
we have the following:
The number of them is less than r 2 , thus there exists one of these subsets
Since
By Weyl criterion, there exists an eigenvalue
. Since λ ′ ∈ Eig r and λ 0 ∈ JV r , by Definition 2.14,
Here, we usedV > exp(r 2 ). The first item follows. The second item follows from the same argument for the first item. Now we prove the third item.
) and our claim follows from the maximality of S 1 .
By Lemma 2.10, S r (a) ⊂Ω r (a) and S r (a) ∩ (S 0 ∪ ∂ + S 0 ) = ∅. By resolvent identity,
By definition of Green's function,
Here we usedV > exp(r 2 ).
Definition 2.16. Suppose r is an odd number, a ∈ Z 2 and L ∈ Z + . We say Q L (a) is r-dyadic if there exists k ∈ Z + such that a ∈ 2 k r ′ Z 2 and L = 2 k+1 r ′ +r.
In this case, L is called an r-dyadic scale.
Remark 2.17. The reason we only consider the r-dyadic boxes is following:
We now extend the "cutting procedure" to r-dyadic boxes. It will be used in the proof of Proposition 3.17.
Definition 2.19. Given a large odd number r, denote Θ r 1 = ∪ a∈r ′ Z 2 F r (a). For simplicity, we also denote it by Θ 1 if r is already given in context.
The reason to define Θ r 1 is that, one only needs to know the value of V on Θ r 1 to decide whether each r-bit is admissible or not.
Definition 2.20. Given an odd number r, an r-dyadic box Q L (a) and a po-
By Proposition 2.8, we have
|a − b|.
To end this section, we prove the exponential decaying property of Green's function for perfect r-dyadic boxes. It will serve as the induction base case for the multi-scale analysis in Section 4.
Proposition 2.23. Suppose odd number r is large enough and V | Θ1 is given withV > exp(r 2 ). If Q L (a) is a perfect r-dyadic box, then for any V | Θ c 1 : Θ c 1 → {0,V }, any λ 0 ∈ [0, 8] \ JV r , any subset R of r-bits inside Q L (a), any t ∈ [0, 1], and each b, c ∈ Q L (a), we have
Proof. For simplicity of notations, we assume a = 0.
8 . In this case, by Proposition 2.15,
The second inequality is because, by triangle inequality with |b ′′ − b ′′′ | = 1 and
for large enough r, where (33) is due toV > exp(r 2 ). Since
by (27) and (30),
If b ∈ Q r (c), then we have g = 0. Otherwise, |b − b ′ | ≤ r. By the first item in
which is equivalent to (25). As for (26), (25) implies |G R,t
3 Wegner Estimate
In this section we prove the Wegner estimate (Proposition 3.17) which will be used in multi-scale analysis Theorem 4.5. In Section 3.1, we collect several lemmas which will be used to prove the Wegner estimate. In particular, Lemma 3.5 and 3.6 are used to find an enough portion of the box where an eigenfunction has a descent lower bound. These two lemmas were proved in [DS19] . Lemma 3.8 and 3.9 will be used to control the eigenvalue variation under a rank one perturbation of an operator. In Section 3.2, a generalized Sperner theorem for directed graph products is proved. All these lemmas will be used in Section 3.3 to prove Proposition 3.17.
Auxiliary lemmas
We first need some geometry notations from [DS19] . The following definitions 3.1 to 3.4 are the same as definitions 3.1 to 3.4 in [DS19] .
Definition 3.1. A tilted rectangle is a set
where I, J ⊂ Z are intervals. A tilted square Q is a tilted rectangle R I,J with |I| = |J|.
Definition 3.2. Given k ∈ Z, define the diagonals
Definition 3.3. Suppose Θ ⊂ Z 2 , η > 0 a density, and R a tilted rectangle.
The following unique continuation result is a rewrite of [DS19, Theorem 3.5]. The only difference is that we need several constants to explicitly depend onV .
Lemma 3.5. There exists numerical constant 0 < ε 1 < 1 100 such that following holds. For every ε ≤ ε 1 , there is a large α > 1 depending on ε such that, if
Proof. Follow the same proof of [DS19, Theorem 3.5].
The following lemma is a rewrite of [DS19, Lemma 5.3].
Lemma 3.6. For every integer K ≥ 1, there exists C K > 0 depending on K such that following holds. If 1.V > 10 and λ ∈ [0, 8] i.e. n(A; λ) is the number of A's eigenvalues (with multiplicities) which are less than λ.
The following Lemma 3.8 and 3.9 deal with rank one perturbation. Lemma 3.8 was proved in [DS19, Lemma 5.1].
Lemma 3.8. Suppose real symmetric n × n matrix A has eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ n ∈ R with orthonormal eigenbasis v 1 , v 2 , · · · , v n ∈ R n . If
Proof. [DS19, Lemma 5.1] implies the conclusion for the case when t = 1. The conclusion still holds for t ≥ 1 by monotonicity.
Lemma 3.9. Let k ∈ {1, 2, · · · , n} and P k be the projection operator defined by (P k u)(i) = δ i,k u(i) for u ∈ R n and i ∈ {1, · · · , n}. Suppose self-adjoint operator A : R n → R n has eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ n ∈ R with orthonormal eigenbasis v 1 , v 2 , · · · , v n ∈ R n .
If λ ∈ σ(A) and n i=1 vi(k) 2 λi−λ > 0(< 0), then λ ∈ σ(A + tP k ) for each t > 0(< 0), respectively.
Proof. We only consider the case when n i=1 vi(k) 2 λi−λ > 0, the other one follows the same argument.
Let v t i (i = 1, · · · , n) be the orthonormal eigenbasis of A + tP k with eigenvalues λ t i (i = 1, · · · , n). Then the Green's function of A + tP k at k with energy λ is
By resolvent identity, for each t, η > 0,
Assume λ ∈ σ(A+tP k ), then there exists i 0 with λ t i0 = λ. Equation (43) implies v t i0 (k) = 0. However this implies λ is also an eigenvalue of A with eigenvector v t i0 . This contradicts with λ ∈ σ(A).
Sperner Theorem
We prove a generalization of [DS19, Theorem 4.2] which will be used in an eigenvalue variation argument in the proof of Proposition 3.17.
The following lemma is proved in [DS19, Theorem 4.2].
Lemma 3.11 (Theorem 4.2 in [DS19] ). If ρ ∈ (0, 1] and A is a ρ-Sperner set of subsets of {1, 2, · · · , n}, then |A| ≤ 2 n n − 1 2 ρ −1 .
Definition 3.12. Suppose A = (T, E) is a simple directed graph (without multi-edges or self-loops) with vertex set T and edge set E. For each e ∈ E, we denote e − (e + ) to be the starting(ending) point of e, respectively. i.e. e = (e − , e + ). For two e 1 , e 2 ∈ E, we say e 1 and e 2 have no intersection if e ± 1 , e ± 2 are four different vertices; otherwise, we say e 1 and e 2 have intersection.
Definition 3.13. Given k ∈ Z + and a simple directed graph A = (T, E), A is called k-colourable if E can be written as E = k j=1 E j such that for each j ∈ {1, · · · , k} and e 1 = e 2 ∈ E j , e 1 and e 2 have no intersection. 
Then A is 2m − 1-colourable.
Proof. By (44), each e ∈ E has intersection with at most 2m − 2 other edges. Thus we can color the edges of A by at most 2m − 1 colors such that any two edges with the same color have no intersection. Simply decompose E into sets of edges with same colors.
Lemma 3.15. Given N, k, K 0 ∈ Z + , suppose A i = (T i , E i )(i = 1, · · · , N ) are simple directed graphs. Assume A i is k-colourable for each i = 1, · · · , N . Suppose B ⊂ T 1 × T 2 × · · · × T N satisfies following:
then there exist x, y ∈ B such that following holds:
1. for each i = 1, 2, · · · , N , either
Proof.
Claim 3.16. We can assume k = 1.
Proof of the claim. Since
i such that any two edges in E (t) i have no intersection. For each x ∈ B, by pigeonhole principle, there exists t( x) ∈ {1, 2, · · · , k}, such that After assuming k = 1, we prove the lemma by contradiction. We assume there are no such two elements in B.
Given i ∈ {1, · · · , N }, write E i = {e is : s = 1, · · · , n i } and denote
Since A i is 1-colourable, any two edges in E i have no intersection. Thus the union in (45) is a disjoint union. Since |B|/(
which contradicts with (46).
Proof of Wegner estimate
We now prove analogue of the Wegner estimate [DS19, Lemma 5.6].
Proposition 3.17 (Wegner estimate). Assume (1) ε > δ > 0 are small and c 2 > 0 is a numerical constant (2) integer K ≥ 1, odd number r > C ε,δ,K and realV > exp(r 2 ) (3) λ 0 ∈ JV r which is defined in Definition 2.14 (4) R 0 ≥ R 1 ≥ · · · ≥ R 5 ≥ exp(c 2 r) r-dyadic scales, for each k ∈ {0, 1, 2, 3, 4}
Then we have
Proof. Throughout the proof, we allow constants C > 1 > c > 0 to depend on ε, δ, K.
Claim 3.18. We can assume without loss of generality that ∪ k Q ′ k ⊂ Θ. Proof of the claim. Let Θ ′ = ∪ k Q ′ k \ Θ and observe that for any event E,
where the expectation is taking over all V ′′ : Θ ′ → {0,V }. Thus, it suffices to estimate the term in the expectation. Note that after assuming ∪ k Q ′ k ⊂ Θ, assumptions (8), (9) and (10) still hold.
Proof of the claim. Equation (10) implies ε 1 5 0 < ε 1 . By Theorem 3.5 and Assumption (9), there exists α ′ > 1 such that the event
Thus it suffices to show E ′ uc ⊂ E uc . Suppose E ′ uc holds, |λ − λ 0 | ≤V −R5 , and
Since E uc (Q ′ , Θ ∩ Q ′ ) holds and
we see that
Thus by taking r > C ε,δ,K large and observing R 5 ≥ exp(c 2 r), we have
(53) provides the inclusion and the claim.
In particular, λ 0
are all the eigenvalues of H Q . Let u V,k (k = 1, · · · , R 2 0 ) form an orthonormal basis such that
Here, we also used the fact that
Because λ 0 ∈ JV r , by item 2 in Proposition 2.15, any eigenvalue of
]. Thus by (54),
Claim 3.20. p ≤ CR δ 0 .
Proof of the claim. Let {u q+i ∈ ℓ 2 (Q \ (∪ b∈D S r (b)))} p i=0 be an orthonormal set with H Q\(∪ b∈D Sr(b)) u q+i = λ q+i u q+i . Consider the function u ′ i on Q defined by
[DS19, Lemma 5.2] implies the claim.
. Then there exists j ∈ {0, 1, · · · , p} such that k = i(V ) + j.
Proof of the claim. Fix such V and for simplicity, when t ∈ [0, 1] we denote λ t k = λ t k (V ). We choose u t k to be an ℓ 2 -normalised eigenfunction of H R,t Q with eigenvalue λ t k . Denote X = ∪ b∈D ∂S r (b). The first order variation implies(see [Kat13, Chapter 2, Section 6.5])
Since X ⊂ b∈DΩ r (b) and b∈DΩ r (b) ∩ (∪ k Q ′ k ) = ∅, Assumption (10) and equation (47) imply
as long as |λ t k − λ 0 | ≤V −R5 . Thus
Since λ t k is continuous with respect to t, by continuity, we imply |λ t k −λ 0 | ≤V −R4 for each t ∈ [0, 1]. In particular, |λ 1 k − λ 0 | ≤V −R4 . Thus by (55), k = i(V ) + j for some j ∈ {0, 1, · · · , p}.
Claim 3.22. For 0 ≤ k 1 ≤ k 2 ≤ p and 0 ≤ ℓ ≤ CR δ 0 , we have
where E k1,k2,ℓ denotes the event
where
Proof. Conditioning on V | Θ = V ′ , we view events E uc and E k1,k2,ℓ as subsets of {0,V } ∪ b∈D Ωr (b) . Given τ ∈ {0, 1}, let E k1,k2,ℓ,τ denote the intersection of E k1,k2,ℓ and the event
Then E k1,k2,ℓ ∩ E uc ⊂ E k1,k2,ℓ,0 ∪ E k1,k2,ℓ,1 .
We prove that
for each τ ∈ {0, 1}. We prove it for τ = 0, the case when τ = 1 is symmetric. We prove by contradiction, assume (62) does not hold for τ = 0.
Given V ∈ E k1,k2,ℓ,τ ∩ E uc with V | Θ = V ′ and a ∈ Ω r (b) with some b ∈ D, we say a is a "crossing" site (w.r.t. V ) if V (a) = 0 and
we say a is a "non-crossing" site (w.r.t. V ) if V (a) = 0 and
Note that by rank one perturbation, for a ∈ Q \ Θ with V (a) = 0, either a is a crossing site or a is a non-crossing site.
Let E k1,k2,ℓ,0,cro denote the intersection of E k1,k2,ℓ,0 and the event
Let E k1,k2,ℓ,0,ncr denote the intersection of E k1,k2,ℓ,0 and the event
Then E k1,k2,ℓ,0 ⊂ E k1,k2,ℓ,0,cro ∪ E k1,k2,ℓ,0,ncr and by assumption,
or
We will arrive at contradiction in each case. Case 1. (63) holds.
For each b ∈ D, we define a directed graph
For each w ∈ T b , there are less than 2r 2 edges which start from or end at w. By Lemma 3.14, A b is 4r 2 -colourable.
For each V ∈ E k1,k2,ℓ,0,cro ∩{V :
,ℓ such that following holds:
• There exists a crossing site a 0 w.r.t. V 1 such that V 2 (a 0 ) =V and
Then by definition of crossing site and (54), i(
By Cauchy interlacing theorem,
By Assumption (10), |u V1,j (a 0 )| ≤V −R4 when |λ 0
Note that
By Lemma 3.9, λ 0 i(V3)+k1 (V 1 + tδ a0 ) = λ 0 − s ℓ for each t > 0. By continuity of eigenvalues, λ 0 i(V3)+k1 (V 3 ) < λ 0 − s ℓ . Thus by (65), λ 0 i(V2)+k1 (V 2 ) < λ 0 − s ℓ and V 2 ∈ E k1,k2,ℓ . Arrive at contradiction. Case 2. (64) holds.
By the same argument in Case 1,
• There exists a non-crossing site a 0 w.r.t. V 1 such that V 2 (a 0 ) =V and |u V1,k1 (a 0 )| ≥V − 1 2 R2 .
Then by (54) and definition of non-crossing site,
Now we apply Lemma 3.8 to
Claim 3.23.
Proof of the claim. By Claim 3.20 and Claim 3.21, we can always find 0 ≤ ℓ ≤ CR δ 0 such that the annulus (λ 0 − s ℓ+1 , λ 0 + s ℓ+1 ) \ (λ 0 − s ℓ , λ 0 + s ℓ ) contains no eigenvalue of H Q . The claim follows.
Finally by Claim 3.23,
By Claim 3.19, 3.22 and let C ε,δ,K be large enough,
We used here r ≥ C ε,δ,K and R 5 ≥ exp(c 2 r).
Larger scales
We now prove Theorem 1.4 by a multi-scale analysis based on [DS19, Lemma 8.3] with Wegner estimate Proposition 3.17. Definition 4.1. Suppose r is an odd number, R is a set of r-bits and E ⊂ Z 2 . We denote
We need the following gluing lemma in multi-scale analysis which is a direct modification of [DS19, Lemma 6.2]. 
represents the exponential decay rates 6. Q = Q R0 (a) ⊂ Z 2 an r-dyadic box 
Follow the same proof of [DS19, Lemma 6.2] and substitute notations L i 's by R i 's and R Q 's by G R,t Q 's. We also need a covering lemma which is a direct modification of [DS19, Lemma 8.1]. Lemma 4.3. If K ≥ 1 an integer, r a large odd number, α ≥ C K a power of 2, R 0 ≥ R 1 ≥ R 2 r-dyadic scales with R i ≥ αR i+1 (i = 0, 1), Q ⊂ Z 2 an r-dyadic R 0 -box and Q ′′ 1 , · · · , Q ′′ K ⊂ Q are r-dyadic R 2 -boxes. Then there is an r-dyadic scale R 3 ∈ [R 1 , αR 1 ] and disjoint r-dyadic R 3 -boxes Q ′ 1 , · · · , Q ′ K ⊂ Q such that,
Proof. The proof follows [DS19, Lemma 8.1]. Start with R 3 = R 1 and select any list of r-dyadic R 3 -boxes Q ′ 1 , · · · , Q ′ K ⊂ Q so that (72) holds. Initially, Q ′ k may not be disjoint. We modify the family, decreasing the size of the family while increasing the size of boxes. We iterate the following: write R 3 = 2 m r ′ + r, if Q ′ j ∩Q ′ k = ∅ for some j < k, then we delete Q ′ k from the list and increase the size of all the boxes to be 2 m+100 r ′ + r to maintain (72). The process must stop after at most K −1 stages. Thus, having α ≥ 2 200K is enough room to find a scale R 3 that works. Finally, suppose Q ′ 1 , · · · , Q ′ K ′ are the remaining r-dyadic R 3 -boxes after the last stage. Let Q ′ K ′ +1 , · · · , Q ′ K ⊂ Q be any additional r-dyadic R 3 -boxes such that Q ′ 1 , · · · , Q ′ K are disjoint. is (γ, ε)-good if following holds: Whenever we have
• t ∈ [0, 1],
• following inequality holds
The following multi-scale analysis is a direct modification of [DS19, Lemma 8.3]. In particular, it implies Theorem 1.4. Theorem 4.5 (Multi-scale Analysis). For each κ < 1 2 , we can pick ε > δ > 0, N ∈ Z + such that, for each odd number r > C ε,δ,N ,V > exp(r 2 ) and λ 0 ∈ JV r , the following holds.
There exist 
2. Θ k+1 is a union of Θ k and some r-bits,
Proof. Assume ε, δ are small and we impose further constraints on these objects during the proof. Set r-dyadic scale
where c 1 is the constant in Proposition 2.8. By letting r > C ε,δ , we can pick L k , γ k , η k as in conditions 1 ∼ 3. Let M 0 be the largest integer such that
We prove by induction on k. We first prove the conclusion for k ≤ M 0 . Statements 1 and 2 are obvious. To see Statement 3, let Q L (a) ⊂ Z 2 with L ≥ L 1 . SupposeQ ⊂ Q L (a) is a tilted square. We claim that, if there exists b 1 ∈ Q L (a) ∩ r ′ Z 2 such thatQ ∩ Q (1−100 √ ε0)r (b 1 ) = ∅, then Θ 1 is ε 1 4 0 -sparse inQ. To see this, ifQ ∩ Θ 1 = ∅ then our claim is obvious. Otherwise, since dist(Θ 1 , Q (1−100 √ ε0)r (b 1 )) ≥ 50 √ ε 0 r, the edge length ofQ is larger than 25 √ ε 0 r. Suppose l ∈ Z and ς ∈ {+, −} such thatQ ∩ D ς l = ∅ where D ς l is a diagonal defined in Definition 3.2. Write D =Q ∩ D ς l and then
Elementary geometry implies
On the other hand, by Definition 2.19 we have
By (76) and (77), we have |Θ 1 ∩ D| ≤ 100ε 0 r + 100ε 0 |D| ≤ ε 1 4 0 |D|. The second inequality here is due to (75). Our claim follows.
Thus any tilted square in which Θ 1 is not ε
whose cardinality is less than 10 4 √ ε 0 L 2 + 8rL ≤ ε To see Statement 4, by Proposition 2.23, an r-dyadic Q is perfect implies
Assume our conclusions hold for k ′ < k where k ≥ M 0 + 1. We proceed to prove it for k ′ = k.
For each j < k, we call an r-dyadic box Q Lj (a) "good" if
Otherwise, we call it "bad". We must control the number of bad boxes in order to apply Lemma 4.2. Suppose that Q is an r-dyadic L k -box and we have chain
with Q i bad and ℓ(Q i ) = L k−i for i = 1, · · · , M 0 . We call Q M0 a "hereditary bad subbox" of Q. Note that the set of hereditary bad subboxes of Q is a V | Θ k−1 ∩Q -measurable random variable. We control the number of hereditary bad subboxes of Q by following claim. ).
The claim follows by letting ε < c and N ′ > C M0,κ,δ . Now fix N as in the claim above. We call an L k -box Q ready if Q is r-dyadic and Q has fewer than N hereditary bad L k−M0 -boxes. Note that the event that Q is ready is V | Θ k−1 ∩Q -measurable.
Suppose the L k -box Q is ready. Let Q ′′′ 1 , · · · , Q ′′′ N ⊂ Q be a list of L k−M0boxes that includes every hereditary bad L k−M0 -subboxes of Q. Since each bad L k−1 -subbox of Q contains at least one hereditary bad L k−M0 -subbox, their number is also bounded by N . Let Q ′′ 1 , · · · , Q ′′ N be a list of L k−1 -subboxes that includes every bad L k−1 -subbox. Applying Lemma 4.3, we can choose an r-dyadic scale L ′ ∈ [c N L 1−2ε k , L 1−2ε k ] and disjoint r-dyadic L ′ -subboxes
Note that we can choose Q ′ i , Q ′′ i , Q ′′′ i in a V Θ k−1 ∩Q -measurable way. We define Θ k to be the union of Θ k−1 and the subboxes Q ′ 1 , · · · , Q ′ N ⊂ Q of each ready L k -box Q. We need to verify statements 1 ∼ 4. Note that Statement 2 is true since each r-dyadic box is union of r-bits, see Remark 2.17. Proof of the claim. For each L k -box Q, the event that Q is ready, the scale L ′ and L ′ -boxes Q ′ i ⊂ Q are all V | Q∩Θ k−1 -measurable. Thus Θ k ∩ Q is V | Θ k−1 ∩3Qmeasurable. Note that we have 3Q in place of Q because each r-dyadic L k -box Q intersects 24 other r-dyadic L k -boxes contained in 3Q.
As for Statement 3, for each L k -box Q ⊂ Z 2 , the set Q ∩Θ k \ Θ k−1 is covered by at most 25N boxes Q ′ i with length less than L 1−2ε k . SupposeQ is a tilted square such that Q ∩ Θ k−1 is η k−1 -sparse inQ but Q ∩ Θ k is not η k -sparse iñ Q, thenQ must intersect one of Q ′ i and have length at most L 1−ε k . This implies Θ k ∩ Q is η k -regular in Q. Claim 4.8. If the L k -box Q is ready, R a subset of r-bits inside Q ′ i that do not affect Θ k−1 ∪ j Q ′′ j , then any Q r (b) ∈ R is admissible. Furthermore, if |λ − λ 0 | ≤V −L 1−ε k−1 , t ∈ [0, 1] and H R,t
Proof of the claim. If r-bit Q r (b) ⊂ Q does not affect Θ k−1 ∪ j Q ′′ j , then it's contained in a good L k−1 -box Q L k (a ′ ) ⊂ Q. By Definition 4.4, since Q r (b) does not affect Θ k−1 ∩ Q L k (a ′ ), it's admissible.
If a ∈ Q ′ i \ G, then there is j ∈ {1, · · · , M 0 } and a good L k−j -box Q ′′ ⊂ Q ′ i with a ∈ Q ′′ and dist(a, Q ′ i \ Q ′′ ) ≥ 1 8 L k−j . Moreover, if a ∈ E, then j = 1. By the definition of good and [DS19, Lemma 6.4],
(83) Here we used γ k−j ≥ 1 10r and L k−j ≥ exp(cδr). In particular, we see that
Claim 4.9. If Q is an r-dyadic L k -box and E i (Q) denotes the event that
Q is ready and P
Proof of the claim. Recall the event Q ready and boxes Q ′ i ⊂ Q are V | Θ k−1 ∩Qmeasurable. We may assume i = 1. We apply Proposition 3.17 to box Q ′ 1 with 5ε > δ > 0, K = N , scales L ′ ≥ L 1−4ε k ≥ L 1−5ε k ≥ L k−1 ≥ L 1−2δ k−1 ≥ L 1−ε k−1 , Θ = Θ k−1 ∩ Q ′ 1 , defects {Q ′′ j : Q ′′ j ⊂ Q ′ 1 }, and G = ∪{Q ′′′ j : Q ′′′ j ⊂ Q ′ 1 }. Assume ε > 5δ and note that k ≥ M 0 + 1 and L k−1 ≥ L M0 ≥ exp( 1 2 c 1 r). The previous claim provides the condition to verify the hypothesis of Proposition 3.17. Since Q ′ 1 ⊂ Θ k when Q is ready, the claim follows.
Claim 4.10. If Q is an r-dyadic L k -box and E 1 (Q), · · · , E N (Q) hold, then Q is good.
Proof of the claim. Suppose R is a subset of r-bits inside Q that do not affect Θ k and t ∈ [0, 1], by Claim 4.8, each Q r (b ′ ) ∈ R is admissible. We apply Lemma 4.2 to the box Q with small parameters ε > δ > 0, scales
k−1 , and defects Q ′ 1 , · · · , Q ′ N . We conclude that
for each a, b ∈ Q. Since the events E i (Q) are V | Θ k ∩Q -measurable, we see that Q is good.
Finally we verify Statement 4.
Combining the previous two claims, for any r-dyadic L k -box Q, we have
