This paper presents a new scalable parallelization scheme to generate the 3D Delaunay triangulation of a given set of points. Our first contribution is an efficient serial implementation of the incremental Delaunay insertion algorithm. A simple dedicated data structure, an efficient sorting of the points and the optimization of the insertion algorithm have permitted to accelerate reference implementations by a factor three.
INTRODUCTION
The Delaunay triangulation is a fundamental geometrical object that associates a unique triangulation to a given point-set in general position. This triangulation and its dual, the Voronoi diagram, have locality properties that make them ubiquitous in various domains 1 : mesh generation 2 , surface reconstruction from 3D scanners point clouds 3 , astrophysics 4, 5 , terrain modeling 6 etc. Delaunay triangulation algorithms now face a major challenge: the availability of more and more massive point sets. LiDAR or other photogrammetry technologies are used to survey the surface of entire cities and even countries, like the Netherlands 7 . The size of finite element mesh is also growing with the increased availability of massively parallel numerical solvers. It is now common to deal with meshes of over several hundred millions of tetrahedra [8] [9] [10] . Parallelizing 3D Delaunay triangulations and Delaunay-based meshing algorithms is however very challenging and the mesh generation process is nowadays considered a technological bottleneck in computational engineering 11 . The most part of today's clusters have two levels of parallelism. Distributed memory systems contain thousands of nodes, each node being itself a shared memory system with multiple cores. In recent years, nodes have seen their number of cores and the size of their memory increase, with some clusters already featuring 256-core processors and up to 12TB of RAM 12, 13 . As many-core shared memory machines are becoming standard, Delaunay triangulation algorithms designed for shared memory should not only scale well up to 8 cores but to several hundred cores. In this paper, we complete the approach presented in our previous research note 14 and show that a billion tetrahedra can be computed very efficiently on a single many-core shared memory machine.
Our first contribution is a sequential implementation of the Delaunay triangulation algorithm in 3D that is able to triangulate a million points in about 2 seconds. In comparison, the fastest 3D open-source sequential programs (to our best knowledge): Tetgen 15 , CGAL 16 and Geogram 17 all triangulate a million points in about 6 seconds on one core of a high-end laptop. Our implementation is also based on the incremental Delaunay insertion algorithm, but the gain in performance is to ascribe to the details of the specific data structures we have developed, to the optimization of geometric predicates evaluation, and to specialized adjacency computations (Section 2).
Our second contribution is a scalable parallel version of the Delaunay triangulation algorithm devoid of heavy synchronization overheads (Section 3). The domain is partitioned using the Hilbert curve and conflicts are detected with a simple coloring scheme. The performances and scalability are demonstrated on three different machines: a high-end four core laptop, a 64-core Intel Ⓡ Xeon Phi Knight's Landing, and a recent AMD Ⓡ EPYC 64-core machine (Section 3.7). On the latter computer, we have been able to generate three billion tetrahedra in less than a minute (about 10 7 points per second). We finally demonstrate how this efficient Delaunay triangulation algorithm can be easily integrated in a tetrahedral mesh generation process where the input is the boundary surfaces of the domain to mesh (Section 4).
Our reference implementation is open-source and available in Gmsh 4 at http://gmsh.info.
SEQUENTIAL DELAUNAY
The Delaunay triangulation DT( ) of a point set has the fundamental geometrical property that the circumsphere of any tetrahedron contains no other point of than those of the considered tetrahedron. More formally, a triangulation 1 ( ) of the points = { 1 , … , } ∈ R 3 is a set of non overlapping tetrahedra that covers exactly the convex hull Ω( ) of the point set, and leaves no point isolated. If the empty circumsphere condition is verified for all tetrahedra, the triangulation ( ) is said to be a Delaunay triangulation. If, additionally, contains no group of 4 coplanar points and no group of 5 cospherical points, then it is said to be in general position, and the Delaunay triangulation DT( ) is unique.
The fastest serial algorithm to build the 3D Delaunay triangulation DT( ) is probably the Bowyer-Watson algorithm, which works by incremental insertion of points in the triangulation. The Bowyer-Watson algorithm, presented in ( §2.1), was devised independently by Bowyer and Watson in 1981 18, 19 . Efficient open-source implementations are available: Tetgen 15 , CGAL 16 and Geogram 17 . They are designed similarly and offer therefore similar performances ( 17 , Tetgen 15 and CGAL 16 . Timings in seconds are given for 5 million points (random uniform distribution). The ≈ prefix indicates that no accurate timing is available.
In the remaining of this section, the incremental insertion algorithm is recalled and we describe the dedicated data structures that we developed as well as the algorithmic optimizations that make our sequential implementation three times faster than reference ones.
Algorithm overview
Let DT be the Delaunay triangulation of the subset = { 1 , … , } ⊂ . The Delaunay kernel is the procedure to insert a new point +1 ∈ Ω( ) into DT , and construct a new valid Delaunay triangulation DT +1 of +1 = { 1 , … , , +1 }. The Delaunay kernel can be written in the following abstract manner:
where the Delaunay cavity (DT , +1 ) is the set of all tetrahedra whose circumsphere contains +1 (Figure 1b) , whereas the Delaunay ball (DT , +1 ) is a set of tetrahedra filling up the polyhedral hole obtained by removing the Delaunay cavity (DT , +1 ) from DT ( Figure 1c) . The complete state-of-the-art incremental insertion algorithm (Algorithm 1) that we implemented has five main steps that are described in the following.
INIT
The triangulation is initialized with the tetrahedron formed by the first four non-coplanar vertices of the point set . These vertices define a tetrahedron with a positive volume.
SORT
Before starting point insertion, the points are sorted so that two points that have close indices are close in space. Used alone, this order would result in cavities (DT , +1 ) containing a pathologically large number of tetrahedra. Insertions are organized in different randomized stages to avoid this issue 20 . The three kernel functions WALK, CAVITY and DELAUNAYBALL thereby have a constant complexity in practice. We have implemented a very fast sorting procedure (Section 2.3).
WALK
The goal of this step is to identify the tetrahedron +1 enclosing the next point to insert +1 . The search starts from a tetrahedron in the last Delaunay ball (DT , ), and walks through the current triangulation DT in direction of +1 (Figure 1a) . We say that a point is visible from a facet when the tetrahedron defined by this facet and this point has negative volume. The WALK function thus iterates on the four facets of , selects one from which the point +1 is visible, and then walks across this facet to DT ← 4:
for all ∈ ′ do 6: ← WALK(DT, , ) 7:
DT ← DT ⧵ 
9:
 ← DELAUNAYBALL(, ) ⊳ Section 2.5 10: DT ← DT ∪ 
11:
← t ∈ 
12:
end for 13: return DT 14: end function the adjacent tetrahedron. This new tetrahedron is called and the WALK process is repeated until none of the facets of sees +1 , which is equivalent to say that +1 is inside (see Figure 1a) . The visibility walk algorithm is guaranteed to terminate for Delaunay triangulations 21 . If the points have been sorted, the number of walking steps is essentially constant 22 . Our implementation of this robust and efficient walking algorithm is similar to other available implementations.
CAVITY
Once the tetrahedron ← +1 that contains the point to insert +1 has been identified, the function CAVITY finds all tetrahedra whose circumsphere contain +1 and deletes them. The Delaunay cavity (DT , +1 ) is simply connected and contains 23 , it is then built using a breadth-first search algorithm. The core and most expensive operation of the CAVITY function is the inSphere predicate, which evaluates whether a point is inside/on or outside the circumsphere of given tetrahedron. This CAVITY function is thus an expensive function of the incremental insertion, which accounts for about 33% of the total computation time (Table 1) . To accelerate this, we propose in Section 2.4 to precompute sub-components of the inSphere predicate.
DELAUNAYBALL
Once the cavity has been carved, the DELAUNAYBALL function first generates a set of new tetrahedra adjacent to the newly inserted point +1 and filling up the cavity, and then updates the mesh structure. In particular, the mesh update consists in the computation of adjacencies between the newly created tetrahedra. This is the most expensive step of the algorithm, with about 40% of the total computation time (Table 1) . To accelerate this step, we replace general purpose elementary operations like tetrahedron creation/deletion or adjacency computation, with batches of optimized operations making benefit from a cavityspecific data structure (Section 2.5).
Mesh data structure
One key for enhancing performances of a Delaunay triangulation algorithm resides in the optimization of the data structure used to store the triangulation. Various data structure designs have been proposed that are very flexible and allow representing hybrid meshes, high order meshes, add mesh elements of any type, or manage adjacencies around vertices, edges, etc. The versatility of such general purpose data structures has a cost, both in terms of storage and efficiency. Here, our aim is to have a structure as lightweight and fast as possible, dealing exclusively with 3D triangulations. Our implementation is coded in plain C language, with arrays of doubles, floats, and integers to store mesh topology and geometry. This seemingly old-style coding has important advantages in terms of optimization and parallelization because it compels us to use simple and straightforward algorithms. Listing 1: The aligned mesh data structure mesh_t we use to store the vertices and tetrahedra of a Delaunay triangulation in 3D. The mesh data only contains vertices and tetrahedra explicitly, and all topological and geometrical information can be deduced from it. However, in order to speed up mesh operations, it is beneficial to store additional connectivity information. A careful trade-off needs however to be made between computational time and memory space. The only connectivity information we have chosen to store is the adjacency between tetrahedra, as this allows walking through the mesh using local queries only.
Vertices
Vertices are stored in a single array of structures point3d_t (see Listing 1). For each vertex, in addition to the vertex coordinates, a padding variable is used to align the structure to 32 bytes (3 doubles of 8 bytes each, and an additional padding variable of 8 bytes sum up to a structure of 32 bytes) and conveniently store temporarily some auxiliary vertex related values at different stages of the algorithm. Memory alignment ensures that a vertex does not overlap two cache lines during memory transfer. Modern computers usually work with cache lines of 64 bytes. The padding variable in the vertex structure ensures that a vertex is always loaded in one single memory fetch. Moreover, aligned memory allows to take advantage of the vectorization capabilities of modern microprocessors.
Tetrahedra
Each tetrahedron knows about its 4 vertices and its 4 neighboring tetrahedra. These two types of adjacencies are stored in separate arrays. The main motivation for this storage is flexibility and, once more, memory alignment. Keeping good memory alignment properties on a tetrahedron structure evolving with the implementation is cumbersome. In addition, it provides little to no performance gain in this case. On the other hand with parallel arrays, additional information per tetrahedron (e.g. a color for each tetrahedron, sub-determinants etc.) can be added easily without disrupting memory layout. Each tetrahedron is identified by the indices of its four vertices in the vertices structure. Vertex indices of tetrahedron t are read between positions 4*t and 4*t+3 in the global array tetrahedra.vertex_ID storing all tetrahedron vertices. Vertices are ordered so that the volume of the tetrahedron is positive. An array of double, sub_determinant, is used to store 4 values per tetrahedron. This space is used to speed up geometric predicate evaluation (see Section 2.4).
Adjacencies
By convention, the -th facet of a tetrahedron is the facet opposite the -th vertex, and the -th neighbor is the tetrahedron adjacent to that facet. In order to travel efficiently through the triangulation, facet indices are stored together with the indices of the corresponding adjacent tetrahedron, thanks to an integer division and its modulo. The scheme is simple. Each adjacency is represented by the integer obtained by multiplying by four the index of the tetrahedron and adding the internal index of the facet in the tetrahedron. Take, for instance, two tetrahedra 1 and 2 sharing facet , whose index is respectively 1 in 1 and 2 in 2 . The adjacency is then represented as tetrahedra.neighbor_ID[4t 1 +i 1 ]=4t 2 +i 2 and tetrahedra.neighbor_ID[4t 2 +i 2 ]=4t 1 +i 1 . This multiplexing avoids a costly looping over the facets of a tetrahedron. The fact that it reduces by a factor 4 the maximum number of elements in a mesh is not a real concern since, element indices and adjacencies being stored as 64 bytes unsigned integers, the maximal number of element in a mesh is 2 62 ≃ 4.6 10 18 , which is huge. Note also that division and modulo by 4 are very cheap bitwise operations for unsigned integers: ∕4 = ≫ 2 and %4 = &3.
Memory footprint
The key to an efficient data structure is the balance between its memory footprint and the computational cost of its modification. We do not expect to generate meshes of more than UINT32_MAX vertices, i.e. about 4 billion vertices on one single machine. Each vertex therefore occupies 32 bytes, 24 bytes for its coordinates and 8 bytes for the padding variable. On the other hand, the number of tetrahedra could itself be larger than 4 billion, so that a 64 bits integer is needed for element indexing. Each tetrahedron occupies 80 bytes, 4 × 4 = 16 bytes for the vertices, 4 × 8 = 32 bytes for the neighbors, 32 bytes again for the sub-determinants. In average a tetrahedral mesh of vertices has a little more than 6 tetrahedra. Thus, our mesh data structure requires ≈ 6 × 80 + 32 = 512 bytes per vertex.
Fast spatial sorting
The complexity of the Delaunay triangulation algorithm depends on the number of tetrahedra traversed during the walking steps, and on the number of tetrahedra in the cavities. An appropriate spatial sorting is required to improve locality, i.e., reduce the walking steps, while retaining enough randomness to have cavity sizes independent of the number of vertices already inserted in the mesh (by cavity size, we mean the number of tetrahedra in the cavity, not the volume of the cavity).
An efficient spatial sorting scheme has been proposed by Boissonnat et al. 24 and is used in state-of-the-art Delaunay triangulation implementations. The main idea is to first shuffle the vertices, and to group them in rounds of increasing size (a first round with, e.g., the first 1000 vertices, a second with the next 7000 vertices, etc.) as described by the Biased Randomized Insertion Order (BRIO) 20 . Then, each group is ordered along a space-filling curve. The space-filling curve should have the property that successive points on the curve are geometrically close to each other. With this spatial sorting, the number of walking steps between two successive cavities remains small and essentially constant 22 . Additionally, proceeding by successive rounds according to the BRIO algorithm tends to reduce the average size of cavities.
The Hilbert curve is a continuous self-similar (fractal) curve. It has the interesting property to be space-filling, i.e., to visit exactly once all the cells of a regular grid with 2 × 2 × 2 cells, ∈ ℕ. A Moore curve is a closed Hilbert curve. Hilbert and Moore curves have the sought spatial locality properties, in the sense that points close to each other on the curve are also close to each other in ℝ 3 25, 26 . Any 3D point set can be ordered by a Hilbert/Moore curve according to the order in which the curve visits the grid cells that contains the points. The Hilbert/Moore index is thus an integer value ∈ {0, 1, 2, … , 2 3 − 1}, and several points might have the same index. The bigger is for a given point set, the smaller the grid cells are, and hence the lower the probability of having two points with the same Hilbert/Moore index. Given a 3D point set with points, there are in average ∕2 3 points per grid cell. Therefore, choosing = 2 ( ) with constant ensures the average number of points in grid cells to be independent of . If known in advance, the minimum mesh size can also be taken into account: can be chosen such that a grid cell never contain more than a certain number of vertices, thus capturing non-uniform meshes more precisely.
For Delaunay triangulation purposes, the objective is both to limit the number of points with the same indices (in the same grid cell) and to have indices within the smallest range as possible to accelerate subsequent sorting operations. There is thus a balance to find, so that Hilbert indices are neither too dense nor too sparse.
Computing the Hilbert/Moore index of one cell is a somewhat technical point. The Hilbert/Moore curve is indeed fractal, which means recursively composed of replicas of itself that have been scaled down by a factor two, rotated and optionally reflected. Those reflections and rotations can be efficiently computed with bitwise operations. Various transformations can be applied to point coordinates to emulate non-regular grids, a useful functionality we will resort to in Section 3.3. Hamilton gives extensive details on how to compute Hilbert indices 27 and we provide open-source implementation. Once the Hilbert/Moore indices have been computed, points can be sorted accordingly in a data structure where the Hilbert/-Moore index is the key, and the point the associated value. An extremely well suited strategy to sort bounded integer keys is the radix sort [28] [29] [30] [31] , a non-comparative sorting algorithm working digit by digit. The base of the digits, the radix, can be freely chosen. Radix sort has a ( ) computational complexity, where is the number of { , } pairs and the number of digits (or bits) of the keys. In our case, the radix sort has a complexity in ( ) = ( ( )), where is the number of points and = 2 ( ) the number of levels of the Hilbert/Moore grid. In general, is small because a good resolution of the spacefilling curve is not needed. Typically, the maximum value among keys is lower than the number of values to be sorted. We say that keys are short. Radix-sort is able to sort such keys extremely quickly.
Literature is abundant on parallel radix sorting and impressing performances are obtained on many-core CPUs and GPus [32] [33] [34] [35] [36] [37] . However, implementations are seldom available and we were not able to find a parallel radix sort implementation properly designed for many-core CPUs. We implemented HXTSort, that is available independently as open source at https://www. hextreme.eu/hxtsort. Figure 3 compares the performances of HXTSort with qsort, std::sort and the most efficient implementations that we are aware of for sorting 64-bit key and value pairs. Our implementation is fully multi-threaded and takes advantage of the vectorization possibilities offered by modern computers such as the AVX512 extensions on the Xeon PHI. It has been developed primarily for sorting Hilbert indices, which are typically short. We use different strategies depending on the key bit size. These are the reason why HXTSort outperforms the Boost Sort Library, GNU's and Intel's parallel implementation of the standard library and Intel TBB when sorting Hilbert indices. Number of {key, value} pairs sorted (uniform distribution of 64-bit keys, 64-bit values) 
Improving CAVITY: spending less time in geometric predicates
The first main operation of the Delaunay kernel is the construction of the cavity (DT , +1 ) formed by all the tetrahedra { , , , } whose circumscribed sphere encloses +1 (Figure 1 ). This step of the incremental insertion represents about one third of the total execution time in available implementations ( Table 1 ). The cavity is initiated with a first tetrahedron containing +1 determined with the WALK function (Algorithm 1 and Figure 1a) , and then completed by visiting the neighboring tetrahedra with a breadth-first search algorithm.
Optimization of the inSphere predicate
The most expensive operation of the CAVITY function is the fundamental geometrical evaluation of whether a given point is inside, exactly on, or outside the circumsphere of a given tetrahedra { , , , } (Table 1) . This is evaluated using the inSphere predicate that computes the sign of the following determinant:
Being completely determined by the tetrahedron vertex coordinates, the four 3 × 3 determinants can be pre-computed and stored in the tetrahedron data structure when it is created. The cost of the inSphere predicate becomes then negligible. Notice also that the fourth sub-determinant is minus the tetrahedron volume. We can set it to a positive value to flag deleted tetrahedra during the breadth-first search, thereby saving memory space.
The maximal improvement of the CAVITY function obtained with this optimization depends on the number of times the inSphere predicate is invoked per tetrahedron. First, in order to simplify further discussion, we will assume that the number of tetrahedra is about 6 times the number of vertices in the final triangulation 38 . This means that each point insertion results in average in the creation of 6 new tetrahedra. On the other hand, we have seen in Section 2.3 that an appropriate point ordering ensures an approximately constant number of tetrahedra in the cavities. This number is close to 20 in a usual mesh generation context 22 . One point insertion thus results in the deletion of 20 tetrahedra, and the creation of 26 tetrahedra (all figures are approximations). This number is also the number of triangular faces of the cavity, since all tetrahedra created by the DELAU-NAYBALL function associate a cavity facet to the inserted vertex +1 . The inSphere predicate is therefore evaluated positively for the 20 tetrahedra forming the cavity and negatively for the 26 tetrahedra adjacent to the faces of the cavity, a total of 46 calls for each vertex insertion.
When points have been inserted in the mesh, a total of 26 tetrahedra were created and the predicate has been evaluated 46 times. Thus, we may conclude from this analysis that the inSphere predicate is called approximately 46 ∕26 = 1.77 times per tetrahedron. In consequence, the maximal improvement that can be obtained from our optimization of the inSphere predicate is of 1 − 1∕1.77 = 43%. Storing the sub-determinants has a memory cost (4 double values per tetrahedron) and a bandwidth cost (loading and storing of sub-determinants). For instance, for = 4. 10 6 , we observe a speedup of 32% in the inSphere predicate evaluations, taking into account the time spent to compute the stored sub-determinants.
Note that a second geometric predicate is extensively used in Delaunay triangulation. The orient3d predicate evaluates whether a point is above/on/under the plane defined by three points { , , } ∈ R 3 39 . It computes the triple product ( − ) ⋅ (( − ) × ( − )), i.e. the signed volume of tetrahedron { , , , }. This predicate is mostly used in the WALK function.
Implementation details
Geometrical predicates evaluated with standard floating point arithmetics may lead to inaccurate or inconsistent results. To have a robust and efficient implementations of the inSphere and orient3d predicates, we have applied the strategy implemented in Tetgen 15 .
1. Evaluate first the predicate with floating point precision. This gives a correct value in the vast majority of the cases, and represents only 1% of the code.
2. Use a filter to check whether the obtained result is certain. A static filter is first used, then, if more precision is needed, a dynamic filter is evaluated. If the result obtained by standard arithmetics is not trustworthy, the predicate is computed with exact arithmetics 39 .
3. To be uniquely defined, Delaunay triangulations requires each point to be inside/outside a sphere, under/above a plane. When a point is exactly on a sphere or a plane, the point is in a non-general position that is slightly perturbed to "escape" the singularity. We implemented the symbolic perturbations proposed by Edelsbrunner 40 .
Improving DELAUNAYBALL: spending less time computing adjacencies
The DELAUNAYBALL function creates the tetrahedra filling the cavity (Figure 1c) , and updates the tetrahedron structures. In particular, tetrahedron adjacencies are recomputed. This is the most expensive step of the Delaunay triangulation algorithm as it typically takes about 40% of the total time (Table 1) . In contrast to existing implementations, we strongly interconnect the cavity building and cavity retriangulation steps. Instead of relying on a set of elegant and independent elementary operations like tetrahedron creation/deletion or adjacency computation, a specific cavity data structure has been developed, which optimizes batches of operations for the specific requirements of the Delaunay triangulation (Listing 2).
Use cavity building information
The tetrahedra reached by the breadth-first search during the CAVITY step (Section 2.4), are either inside or adjacent to the cavity. Each triangular facet of the cavity boundary is thus shared by a tetrahedron 1 ∈ (DT , +1 ) outside the cavity, by a tetrahedron 2 ∈ (DT , +1 ) inside the cavity, and by a newly created tetrahedron inside the cavity 3 ∈ (DT , +1 ) (Figure 1 ). The facet of 1 adjacent to the surface of the cavity defines, along with the point +1 , the tetrahedron 3 . We thus know a priori that 3 is adjacent to 1 , and store this information in the cavityBoundaryFacet_t structure (Listing 2).
Fast adjacencies between new tetrahedra
During the cavity construction procedure, the list of vertices on the cavity as well as adjacencies with the tetrahedra outside the cavity are computed. The last step is to compute the adjacencies between the new tetrahedra built inside the cavity, i.e. the tetrahedra of the Delaunay ball.
The first vertex of all created tetrahedra is set to be +1 , whereas the other three vertices { 1 , 2 , 3 } are on the cavity boundary, and are ordered so that the volume of the tetrahedral element is positive, i.e., orient3d( +1 , 1 , 2 , 3 ) > 0. As explained in the previous section, the adjacency stored at index 4 + 0, which corresponds to the facet of tetrahedron opposite to the vertex +1 , is already known for every tetrahedron in (DT , +1 ). Three neighbors are thus still to be determined for each tetrahedron , which means practically that an adjacency index has to be attributed to 4 + 1, 4 + 2 and 4 + 3. The internal facets across which these adjacencies have to be identified are made of the common vertex +1 and one oriented edge of the cavity boundary.
Using an elaborated hash table with complex collision handling would be overkill. We prefer to use a double entry lookup table of dimension × , whose rows and columns are associated with the vertices { } of the cavity boundary, to which auxiliary indices 0 ≤ < are affected for convenience and stored in the padding variable of the vertex, With this, the unique index of an oriented edge 1 2 is set to be × 1 + 2 , which corresponds to one position in the × lookup table. So, for each tetrahedron in the Delaunay ball with vertices { +1 , 1 , 2 , 3 }, the adjacency index 4 + 1 is stored at position × 2 + 3 in the lookup table, and similarly 4 + 2 at position × 3 + 1 and 4 + 3 at position × 1 + 2 . A square array with a zero diagonal is built proceeding this way, in which the sought adjacencies are the pairs of symmetric components.
Theoretically, there is no maximal value for the number of vertices in the cavity but, in practice, we can take advantage of the fact that it remains relatively small. Indeed, the cavity boundary is the triangulation of a topological sphere, i.e. a planar graph in which the number of edges is = 3 ∕2, where is the number of faces, and whose Euler characteristic is − + = 2. Listing 2: Cavity specific data structure. 
FIGURE 5
Circumcircles of an edge and increasingly distant vertices. For a vertex infinitely far away, the degenerate circle approaches a line.
Hence, the number of vertices is linked to the number of triangular faces by = ∕2 + 2. As we have shown earlier that is about 26, we deduce that there are about = 15 vertices on a cavity boundary. Hence, a × lookup table, with maximum size = 32 is sufficient provided there are at most = 2( − 2) = 60 tetrahedra created in the cavity. If the cavity exceptionally contains more elements, the algorithm smoothly switches to a simple linear search.
Once all adjacencies of the new tetrahedra have been properly identified, the DELAUNAYBALL function is then in charge of updating the mesh data structure. This ends the insertion of point +1 . The space freed by deleted tetrahedra is reused, if needed additional tetrahedra are added. Note that almost all steps of adjacencies recovery are vectorizable.
About a ghost
The Bowyer-Watson algorithm for Delaunay triangulation assumes that all newly inserted vertices are inside an element of the triangulation at the previous step (Algorithm 1). To insert a point +1 outside the current support of the triangulation, one possible strategy is to enclose the input vertices in a sufficiently large bounding box, and to remove the tetrahedra lying outside the convex hull of the point set at the end of the algorithm. A more efficient strategy, adopted in TetGen 15 , CGAL 16 , Geogram 17 , is to work with the so-called ghost tetrahedra connecting the exterior faces of the triangulation with a virtual ghost vertex . Using this elegant concept, vertices can be inserted outside the current triangulation support with almost no algorithmic change.
The ghost vertex is the vertex "at infinity" shared by all ghost tetrahedra (Figure 4 ). The ghost tetrahedra cover the whole space outside the regular triangulation. Like regular tetrahedra, ghost tetrahedra are stored in the mesh data structure, and are deleted whenever a vertex is inserted inside their circumsphere. The accurate definition of the circumsphere of a ghost tetrahedron, in particular with respect to the requirements of the Delaunay condition, is however a more delicate question.
From a geometrical point of view, as the ghost vertex moves away towards infinity from an exterior facet of the triangulation, the circumscribed sphere of tetrahedron tends to the half space on the positive side of the plane determined by the points , i.e., the set of points such that orient3d( , , , ) is positive. The question is whether this inequality should be strict or not, and the robust answer is neither one nor the other. This is illustrated in 2D in Figure 5 . The circumcircle of a ghost triangle actually contains not only the open half-plane strictly above the line ← → , but also the line segment [ ] itself; the other parts of the line ← → being excluded. In 3D, the circumsphere of a ghost tetrahedron contains the half-space such that for any point ∈ , orient3d( , , , ) is strictly positive, plus the disk defined by the circumcircle of the triangle . If the point is in the plane , i.e. orient3d( , , , )=0, we thus additionally test if is in the circumsphere of the adjacent regular tetrahedron sharing the triangle . This composite definition of the circumscribed circle makes this approach robust with minimal changes: only the inSphere predicate is modified in the implementation.
Because the 3 × 3 determinant of orient3d is used instead of the 4 × 4 determinant of inSphere for ghost tetrahedra, the approach with a ghost vertex is faster than other strategies 23 . Note that the WALK cannot evaluate orient3d on the faces of ghost tetrahedra that connect edges of the convex hull to the ghost vertex. If the starting tetrahedron is a ghost tetrahedron, the WALK directly steps into the non-ghost adjacent tetrahedron. Then, if it steps in an other ghost tetrahedron while walking toward +1 , we have orient3d( , , , +1 ) > 0 and the ghost tetrahedron is inside of the cavity. The walk hence stops there, and the algorithm proceeds as usual. 
Serial implementation performances
Our reference implementation of the serial Delaunay triangulation algorithm has about one thousand lines (without Shewchuk's geometric predicates 39 ) . It is open-source and available in Gmsh (www.gmsh.info). Overall, it is almost three time faster than other sequential implementations. Figure 6a and 6b show the performance gap between our implementation and concurrent software on a laptop with a maximum core frequency of 3.5Ghz, and on a many-core computer with a maximum core frequency of 1.5Ghz and wider SIMD instructions. Table 1 indicates that the main difference in speed comes from the more efficient adjacencies computation in the DelaunayBall function. Other software use a more general function that can also handle cavities with multiple interior vertices. But this situation does not happen with Delaunay insertion, where there is always one unique point in the cavity, +1 . Since our DelaunayBall function is optimized for Delaunay cavities, it is approximately three time faster, despite the additional computation of sub-determinants. The remaining performance gain is explained by our choice of simple but efficient memory aligned data structure.
PARALLEL DELAUNAY

Related work
To overcome memory and time limitations, Delaunay triangulations should be constructed in parallel making the most of both distributed and shared memory architectures. A triangulation can be subdivided into multiple parts, each constructed and stored on a node of a distributed memory cluster. Multiple methods have been proposed to merge independently generated Delaunay triangulations [41] [42] [43] [44] . However, those methods feature complicated merge steps, which are often difficult to parallelize. To avoid merge operations, other distributed implementations maintain a single valid Delaunay triangulation and use synchronization between processors whenever a conflict may occur at inter-processor boundaries 45, 46 . In finite-element mesh generation, merging two triangulations can be simpler because triangulations are not required to be fully Delaunay, allowing algorithms to focus primarily on load balancing 47 . On shared memory machines, divide-and-conquer approaches remain efficient, but other approaches have been proposed since communication costs between different threads are not prohibitive to the contrary of distributed memory machines. To insert a point in a Delaunay triangulation, the kernel procedure operates on a cavity that is modified to accommodate the inserted point ( Figure 1) . Two points can therefore be inserted concurrently in a Delaunay triangulation if their respective cavities do not intersect, ( , 1 ) ∩ ( , 2 ) = ∅, otherwise there is a conflict. In practice, other types of conflicts and data-races should possibly be taken into account depending on the chosen data structures and the insertion point strategy. Conflict management strategies relying heavily on locks 2 lead to relatively good speedups on small numbers of cores [48] [49] [50] [51] . Remacle et al. presented an interesting strategy that checks if insertions can be done in parallel by synchronizing threads with barriers 22 . However, synchronization overheads prevent those strategies from scaling to an high number of cores. More promising approaches rely on a partitioning strategy 52, 53 . Contrarily to pure divide-and-conquer strategies for distributed memory machines, partitions can change and move regularly, and they do not need to cover the whole mesh at once.
In this section, we propose to parallelize the Delaunay kernel using partitions based on a space-filling curve, similarly to Loseille et al. 53 . The main difference is that we significantly modify the partitions at each iteration level. Our code is designed for shared memory architecture only, we leave its integration into a distributed implementation for future work.
A parallel strategy based on partitions
There are multiple conditions a program should ensure to avoid data-races and conflicts between threads when concurrently inserting points in a Delaunay triangulation. Consider thread 1 is inserting point 1 and thread 2 is simultaneously inserting point 2 .
1. Thread 1 cannot access information about any tetrahedron in (DT, 2 ) and inversely. Hence: 2. A tetrahedron in (DT, 1 ) and a tetrahedron in (DT, 2 ) cannot be created at the same memory index.
To ensure rule (1) it is sufficient to restrain each thread to work on an independent partition of the mesh (Figure 7 ). This lock-free strategy minimizes synchronization between threads and is very efficient. Each point of the Delaunay triangulation is assigned a partition corresponding to a unique thread. A tetrahedron belongs to a thread if at least three of its vertices are in that thread's partition.
To ensure (1a) and (1b), the insertion of a point belonging to thread is aborted if the thread accessed a tetrahedron that belongs to another thread or that is in the buffer zone. To ensure (1c), we forbid threads to walk in tetrahedra belonging to another thread. Consequently, a thread aborts the insertion of a vertex when (i) the WALK reaches another partition, or when (ii) the CAVITY function reaches a tetrahedron in the buffer zone. To insert these points, the vertices are re-partitioned differently (Section 3.3), a procedure repeated until there is no more vertices to insert or until the rate of successful insertions has become too low. In that case, the number of threads is decreased (Section 3.4) . When the number of points to insert has become small enough, the insertion runs in sequential mode to insert all remaining vertices. The first BRIO round is also inserted sequentially to generate a first base mesh. Nevertheless, the vast majority of points are inserted in parallel.
Rule (2) is obvious from a parallel memory management point of view. It is however difficult to ensure it without requiring an unreasonable amount of memory. As explained in Section 3.6, synchronization between threads is required punctually.
Partitioning and re-partitioning with Moore curve
We subdivide the points to insert such that each thread inserts the same number of points. Our partitioning method is based on the Moore curve, i.e. on the point insertion order implemented for the sequential Delaunay triangulation (Section 2.3). Spacefilling curves are relatively fast to construct and have already been used successfully for partitioning meshes [53] [54] [55] [56] . Each partition of the ℎ partitions is a set of grid cells that are consecutive along the Moore curve. To compute the partitions, i.e. its starting and ending Moore indices, we sort the points to insert according to their Moore indices (see Section 2.3). Then, we assign the first ∕ ℎ points to the first partition, the next ∕ ℎ to the second, etc (Figure 8c ). The second step is to partition the current Delaunay triangulation in which the points will be inserted. We use once more the Moore indices to assign the mesh vertices to the different partitions. The ghost vertex is assigned a random index. The partition owning a tetrahedron is determined from the partitions of its vertices, if a tetrahedron has at least three vertices in a partition it belong to this partition, otherwise the tetrahedron is in the buffer zone. Each thread then owns a subset of the points to insert and a subset of the current triangulation. 
FIGURE 7
Vertices are partitioned such that each vertex belongs to a single thread. A triangle can only be modified by a thread that owns all of its three vertices. Triangles that cannot be modified by any thread form a buffer zone.
Once all threads attempted to insert all their points, a large majority of vertices is generally inserted. To insert the vertices for which insertion failed because the point cavity spans multiple partitions (Figure 7) , we modify significantly the partitions by modifying the Moore indices computation. We apply a coordinate transformation and a circular shift to move the zero index around the looping curve (Figure 8 
FIGURE 8
Partitioning of 20 points in 2D using the Moore indices, on the right the supporting grid of the Moore curve is transformed and the curve is shifted. In both cases, each partition contains 5 points. Indeed, the starting and ending Moore index of each partition are defined in a way that balances the point insertions between threads.
Ensuring termination
When the number of vertices of the current Delaunay triangulation is small, typically at the first steps of the algorithm, the probability that the mesh vertices belong to different partitions is very high and none of the point insertions may succeed. To avoid wasting precious milliseconds, the first BRIO round is always inserted sequentially. 
FIGURE 9
Strong scaling of our parallel Delaunay for a random uniform distribution of 15 million points, resulting in over 100 million tetrahedra on 3 machines: a quad-core laptop, an Intel Xeon Phi with 64 cores and a dual-socket AMD EPYC 2 × 32 cores. 
FIGURE 10
Number of tetrahedra created per second by our parallel implementation for different number of points. Tetrahedra are created more quickly when there is a lot of points because the proportion of conflicts is lower. An average rate of 65 million tetrahedra created per second is obtained on the EPYC.
Moreover, there is no guarantee that re-partitioning will be sufficient to insert all the points. And even when a large part of the triangulation has already been constructed, parallel insertion may enter an infinite failure loop. After a few rounds, the remaining points to insert are typically located in restricted volumes (intersection of previous buffer zones). Because re-partitioning is done on the not-yet-inserted points, the resulting partitions are also small and thin. This leads to inevitable conflicts as partitions get smaller than cavities. In practice, we observed that the ratio of successful insertions decreases for a constant number of threads. If 80 out of 100 vertices are successfully inserted in a mesh ( = 0.8), less that 16 of the 20 remaining vertices will be inserted at the following attempt ( +1 < 0.8). Note that this effect is more important for small meshes, because the bigger the mesh, the relatively smaller the buffer zone and the higher the insertion success rate. This difference explains the growth of the number of tetrahedra created per second with the number of points in the triangulation (Figure 10) .
To avoid losing a significant amount of time in re-partitioning and trying to insert the same vertex multiple times we gradually decrease the number of threads. Choosing the adequate number of threads is a question of balance between the potential parallelization gain and the partitioning cost that comes with each insertion attempt. When decreasing the number of threads, we decrease the number of attempts needed. When the ratio of successful insertions is too low, < 1∕5, or when the number of points to insert per thread is under 3000, we divide the number of threads by two. Furthermore, if ≤ 1∕ ℎ , the next insertion attempt will not benefit from multi-threading and we insert the points sequentially.
In Table 2 are given the number of threads used at each step of the Delaunay triangulation of a million vertices depending on the number of points to insert, the size of the current mesh, and the success insertion ratio . Note that the computation of Moore indices and the sorting of vertices to insert are always computed on the maximal number of threads available (8 threads in this case) even when the insertion runs sequentially.
Data structures
The data structure for our parallel Delaunay triangulation algorithm is similar to the one used by our sequential implementation (Section 2.2). There are two small differences. First, the parallel implementation does not compute sub-determinants for each tetrahedron. Actually, the bandwidth usage with the parallel insertions is already near its maximum. Loading and storing subdeterminant becomes detrimental to the overall performance. Instead we store a 16-bit 3 color flag to mark deleted tetrahedra. Second, each thread has its own Cavity_t structure (Listing 2) to which are added two integers identifying the starting and ending Moore indices of the thread's partition. 
TABLE 2
Numbers of threads used to insert points in our parallel Delaunay triangulation implementation according to the number of points to insert, the mesh size and the insertion success at the previous step. 94.5% of points are inserted using 8 threads and 5% using 4 threads
Memory footprint
Because we do not store four sub-determinants per tetrahedra anymore but only a 2-bytes color, our mesh data structure is lighter. Still assuming that there is approximately 6 tetrahedra for vertices, it requires a little more than 6 × 50 + 32 = 332 bytes per vertex. Thanks to this low memory footprint, we were able to compute the tetrahedralization of = 10 9 vertices (about 6 billion of tetrahedra) on an AMD EPYC machine that has 512 GB of RAM. The experimental memory usage shown in Table 3 differ slightly from the theoretical formula because (i) more memory is allocated than what is used (ii) measurements represent the maximum memory used by the whole program, including the stack, the text and data segment etc. cavity -> deleted . num += nTetNeeded ; } Listing 3: When there are less deleted tetrahedra than there are tetrahedra in the Delaunay ball, 8192 new "deleted tetrahedra" indices are reserved by the thread. As the mesh data structure is shared by all threads, mesh->tetrahedra.num must be increased in one single atomic operation.
Critical operations
When creating new tetrahedra in the Delaunay ball of a point, a thread first recycles unused memory space by replacing deleted tetrahedra. The indices of deleted tetrahedra are stored in the cavity->deleted.tetrahedra_ID1 array of each thread. When the cavity->deleted.tetrahedra_ID array of a thread is empty, additional memory should be reserved by this thread to create new tetrahedra.
This operation is a critical part of the program requiring synchronization between threads to respect the rule (2). We need to capture the current number of tetrahedra and increment it by the requested number of new tetrahedra in one single atomic operation. OpenMP provides the adequate mechanism, see Listing 3.
To reduce the number of time this operation is done, the number of tetrahedra is incremented atomically by at least 8192, and the cavity->deleted.tetrahedra_ID is filled with the new indices of tetrahedra. Those tetrahedra are conceptually deleted although they have never been in the mesh. The number 8192 was found experimentally among multiples of 512 4 . Increasing it would reduce the number of time reservation of new tetrahedra is performed but it is not necessary. Indeed, since the critical operation occurs then in average every 1000 + insertions, the time wasted is very low. Therefore, increasing the default number of deleted tetrahedra would only wastes memory space for little to no gain.
When the space used by tetrahedra exceeds the initially allocated capacity, reallocation is implemented that doubles the capacity of the arrays of mesh tetrahedra. During that operation, memory is potentially moved at another location. No other operation can be performed at that time on the mesh. Therefore, the reallocation code is placed in between two OpenMP barriers (Listing 4). This synchronization event is very rare and does not impact performances. In general, a good estimation of the needed memory needed to reserve is possible and that critical section is never reached.
Parallel implementation performances
We are able to compute the Delaunay triangulation of over one billion tetrahedra in record-breaking time: 41.6 seconds on the Intel Xeon Phi and 17.8 seconds on the AMD EPYC. These timings do not include I/Os. As for the title of this article, we are able to generate three billion tetrahedra in 53 seconds on the EPYC. The scaling of our implementation regarding the number of threads is detailed in Figure 9 . We obtain a good scaling until the number of threads reach the number of cores, i.e. 4 cores for the Intel i7-6700HQ, 64 cores for the Intel Xeon Phi 7210 and the AMD EPYC 7551. To our best knowledge, CGAL 57 and Geogram 17 are the two fastest open-source CPU implementations available for 3D Delaunay triangulation. We compare their performances to ours on a laptop (Figure 11a ) and on the Intel Xeon Phi (Figure 11b) . Number of points (random uniform distribution) 
FIGURE 11
Comparison of our parallel implementation with the parallel implementation in CGAL 57 and Geogram 17 with on a high-end laptop (a) and a many-core computer (b). All timings are in seconds.
TETRAHEDRAL MESH GENERATION
The parallel Delaunay triangulation algorithm that we presented in the previous section is integrated in a Delaunay refinement mesh generator. A tetrahedral mesh generator is a procedure that takes as input the boundary of a domain to mesh, defined by set of triangles that defines the boundary of a closed volume, and that returns a finite element mesh, i.e. a set of tetrahedra  of controlled sizes and shapes which boundary is equal to the input triangulation:  = . From a coarse mesh that is conformal to , a Delaunay-refinement based mesher inserts progressively vertices until element sizes and shapes follow the prescribed ranges. Generating a mesh is an intrinsically more difficult problem than constructing the Delaunay triangulation of given points because (1) the points are not given, (2) the boundary triangles must be facets of the generated tetrahedra, and (3) the tetrahedra shape and size should be optimized to maximize the mesh quality. Our objective in this section is to demonstrate that our parallel Delaunay point insertion may be integrated in a mesh generator. The interested reader is referred to the book by Frey and George 58 for a complete review of finite-element mesh generation. The mesh generation algorithm 2 proposed in this section follows the approach implemented for example in Tetgen 15 . First, all the vertices of the boundary triangulation are tetrahedralized to form the initial "empty mesh"  0 . Then,  0 is transformed into a conformal mesh  which boundary  is equal to :  = . The triangulation  is then progressively refined by (i) creating vertices at the circumcenters of tetrahedra for which the circumsphere radius, , is significantly larger than the desired mesh size, ℎ, i.e. ∕ℎ > 1. 4 23 .
(ii) inserting the vertices in the mesh using our parallel Delaunay algorithm. The sets of points to insert are filtered a priori in order not to generate short edges, i.e. edges of size smaller than 0.7ℎ. We first use Hilbert coordinates to discard very close points on the curve, and implemented a slightly modified cavity algorithm that aborts if a point of the cavity is too close from the one to insert (Section 2.4). Points are thus discarded both in the filtering process and in the insertion process. Note that contrary to existing implementations, we insert as large as possible point sets during the refinement step to take advantage of the efficiency of our parallel point insertion algorithm (Section 3).
We parallelized all steps of the mesh generator (Algorithm 2) except the boundary recovery procedure that is the one of Gmsh 59 which is essentially based on Tetgen 15 . The cavity algorithm has also been modified to accommodate possible constraints on the faces and edges of tetrahedra. With this modification, mesh refinement never breaks the surface mesh and constrained edges and faces can be included in the mesh interior. As a result, the mesh may not satisfy the Delaunay property anymore. Therefore, we must always ensure that cavities are star-shaped. This is achieved by a simple procedure that checks if boundary facets of the cavity are oriented such that they form a positive volume with the new point. If a boundary facet is not oriented correctly, indicating that the cavity is not starshaped, the tetrahedron containing it is removed from the cavity and the procedure is repeated. In practice, these modifications do not affect the speed of point insertions significantly.
To generate high-quality meshes, an optimization step should be added to the algorithm to improve the general quality of the mesh elements and remove sliver tetrahedra. Mesh improvements are out of the scope of this paper. However, first experiments have shown that optimization step should slow down the mesh generation by a factor two. For example, mesh refinement and improvement take approximately the same time in Gmsh 59 . 
Algorithm 2 Mesh generation algorithm
while  contains large tetrahedra do 5: ← SAMPLEPOINTS( ) 6 :
 ← INSERTPOINTS( , ) 8: end while 9: return  10: end function
Small and medium size test cases on standard laptops
In order to verify the scalability of the whole meshing process, meshes of up to one hundred million tetrahedra were computed on a 4 core 3.5 GHz Intel Core i7-6700HQ with 1, 2, 4 and 8 threads. Those meshes easily fit within the 8Gb of RAM of this modern laptop.
Three benchmarks are considered in this section: (i) a cube filled with cylindrical fibers of random radii and lengths that are randomly oriented, (ii) a mechanical part and (iii) a truck tire. Surface meshes are computed with Gmsh 59 . Mesh size on the surfaces is controlled by surface curvatures and mesh size inside the domain is simply interpolated from the surface mesh.
Illustrations of the meshes, as well as timings statistics are presented in Figure 12 . Our mesher is able to generate between 40 and 100 million tetrahedra per minute. Using multiple threads allows some speedup, the mesh refinement process is accelerated by a factor ranging between 2 and 3 on this 4 core machine.
The last test case (truck tire) is defined by more than 7000 CAD surfaces. Recovering the 27 892 triangular facets missing from  0 takes more than a third of the total meshing time with the maximal number of threads. Parallelizing the boundary recovery process is clearly a priority of our future developments. On this same example, the surface mesh was done with Gmsh using four threads. The surface mesher of Gmsh is not very fast and it took about the same time to generate the surface mesh of 6 881 921 triangles as to generate the volume mesh that contains over one hundred million tetrahedra using the same number of threads. The overall meshing time for the truck tire test case is thus about 6 minutes.
Large mesh generation on many core machine
We further generated meshes containing over 300,000,000 elements on a AMD Ⓡ EPYC 64 core machine. Three benchmarks are considered: (i) two cubes filled with many randomly oriented cylindrical fibers of random radii and lengths, and (ii) the exterior of an aircraft. Surface meshes were also generated by Gmsh.
Our strategy reaches its maximum efficiency for large meshes. In the 500 thin fibers test case, over 700,000,000 tetrahedra were generated in 135 seconds. This represents a rate of 5.2 million tetrahedra per second. In the 500 thin fibers test case, boundary recovery cost was lower and a rate of 6.2 million tetrahedra per second was reached.
CONCLUSION
This paper introduces a scalable Delaunay triangulation algorithm and demonstrates that inserting points concurrently can be performed effectively on shared memory architectures without the need of heavy synchronization mechanisms. Our reference implementation is open-source and available in Gmsh 4 (www.gmsh.info). We optimized both the sequential and the parallel algorithm by specifying them exclusively for Delaunay triangulation purposes. Our parallel implementation of 3D Delaunay triangulation construction has one important drawback: partitioning is more costly for non-uniform point sets because Moore indices are not adaptive. Adaptive Hilbert or Moore curve computation is relatively simple 27, 60 but may not be faster than our refinement and sorting in one batch approach. Another drawback of our implementation is that it might not be well suited for distributed memory architectures. However, nothing prevents our strategy from being included in any larger divide-and-conquer approach.
We additionally presented a lightweight mesh generator based on Delaunay refinement. This mesh generator is almost entirely parallel and is able to produce computational meshes with a rate above 5 million tetrahedra per second. One issue when parallelizing mesh generation is to ensure reproducibility. For mesh generation, it is usually admitted that mesh generation should be reproducible for a given number of threads. Our mesh generator has been made reproducible in that sense, with a loss of 20% in overall performance. This feature has been implemented as an option. On the other hand, Figures 12 and 13 show that, starting from the same input, the number of elements varies. Making the code reproducible independently of the number of threads would dramatically harm its scalability.
Note that our mesh generator does not include the final optimization step of the mesh, mesh improvement, to obtain a mesh adequate for finite-element simulations. This crucial step of any industrial-grade meshing procedure is one major limitation of our mesh generator. The basic operations to perform: edge swap, edge collapse, edge split, vertex relocation and face swap operations will be done using the same parallel framework than the one we described to build the Delaunay triangulation. The final challenge is the parallelization of the boundary recovery procedure. 
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FIGURE 13
Performances of our parallel mesh generator on a AMD Ⓡ EPYC 64-core machine. Wall clock times are given for the whole meshing process for 1 to 127 threads. They include IOs (sequential), initial mesh generation (parallel), as well as sequential boundary recovery (BR), and parallel Delaunay refinement for which detailed timings are given.
