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We study the behavior of networks of quantum oscillators coupled with arbitrary external envi-
ronments. We analyze the evolution of the quantum state showing that the reduced density matrix
of the network always obeys a local master equation with a simple analytical solution. We use
this to study the emergence of thermodynamical laws in the long time regime. We demonstrate
two main results on thermodynamics: First, we show that it is impossible to build a quantum ab-
sorption refrigerator using linear networks (therefore, such refrigerators require non-linearity as a
crucial ingredient, as proposed by Kosloff and others [2]). Then, we show that the third law imposes
constraints on the low frequency behavior of the environmental spectral densities.
PACS numbers: 03.65.Yz
Deriving the laws of thermodynamics from a quantum
substrate is relevant not only for fundamental but also
for practical reasons [3]. In the macroscopic domain such
laws determine the ultimate limits on cooling and work
extraction. However, when quantum effects dominate,
thermodynamical laws must be derived (not assumed),
which is still a controversial issue. In particular, the ul-
timate limitations on cooling, imposed by the third law
have been recently debated [2, 4]. Moreover, a variety of
quantum devices have been proposed to act as engines or
refrigerators [2, 5]. The resources required for such ma-
chines to operate are not fully known. Among them, the
quantum absorption refrigerator [2], whose description
does not admit a phenomenological approach.
We study the dynamics and the thermodynamics of
arbitrary networks of N oscillators moving in D dimen-
sions while coupled with external reservoirs as shown in
Figure 1. This is a generalization of the Quantum Brow-
nian Motion (QBM) model [6–9]. Being the paradigm
for an open quantum system, this model has been used
to study the emergence of classicality through decoher-
ence [9]. Our work not only has applications to quantum
refrigerators but also to other systems where a detailed
understanding of heat transport [10] and decoherence is
required. This is the case for trapped–ion quantum sim-
ulators [11, 12]. It also may help in understanding other
natural processes such as the high efficiency of energy
transfer in light harvesting complexes [13].
We present four main results. First we show that the
dynamics is such that: (i) the quantum state always satis-
fies a local master equation and (ii) such equation always
has a simple analytical solution. Then we use these re-
sults to study the long time limit. We present a simple
derivation of thermodynamical laws and prove two new
results: (iii) We show that it is impossible to create a
quantum absorption refrigerator using linear networks.
Such refrigerators have no movable parts and induce the
energy to flow away from a cold reservoir by coupling
it with a system that is itself coupled with other (hot)
reservoirs. In the quantum regime they were proposed by
Kosloff and others [2] using a non-linear model. Our work
shows that non-linearity is, in fact, an essential ingredi-
ent of a quantum absorption refrigerator. Finally, we
show that: (iv) the validity of the third law (as stated by
Nernst: entropy flow vanishes at zero temperature) im-
poses a constraint on the environmental spectral density,
which for low frequencies must behave as ων with ν > 0.
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FIG. 1: We analyze the most general network of interacting
oscillators coupled with bosonic reservoirs characterized by
arbitrary spectral densities and initial thermal states.
We consider the total Hamiltonian HT = HS +HE +
Hint, where the system Hamiltonian is HS = P
TP/2 +
XTV X/2 (X and P are column vectors storing the K =
ND system’s coordinates and momenta). The K × K
matrix V defines the network’s couplings (we consider
unit masses and use superscript T for the transpose).
The environmental Hamiltonian is HE =
∑
αHα with
Hα =
∑
k(pi
(α)
k
2
/2mk + mkω
2
kq
(α)
k
2
/2). The interaction
is Hint =
∑
α,i,k C
(α)
ik xiq
(α)
k . We study the evolution of
the reduced density matrix of the system ρ = TrE(ρSE).
The following two results are valid if the time evolution
preserves Gaussian states (i.e., if the total Hamiltonian
is quadratic in P and X). In this case: (i) ρ(t) satisfies
2the time-local master equation:
ρ˙ = −i[HR(t), ρ]− iΓij(t)[xi, {pj, ρ}]
− iΓ˜ij(t)[pi, {xj , ρ}]−Dij(t)[xi, [xj , ρ]]
− D˜ij(t)[pi, [pj , ρ]]− Fij(t)[xi, [pj , ρ]]. (1)
Here HR(t) = P
TM−1R (t)P/2+X
TVR(t)X/2+f
T (t)X+
f˜T (t)P is a renormalized Hamiltonian that includes time
dependent couplings, masses and forces through VR(t),
MR(t), f(t) and f˜(t). The master equation includes non-
unitary effects as relaxation (through Γ(t) and Γ˜(t)) and
diffusion (through D(t), D˜(t) and F (t)). The second re-
sult is: (ii) The state ρ(t) can be written as a function of
time in a simple way using the characteristic function de-
fined as χ(κ, t) = Tr(ρ(t)Dˆ(κ)) (where the displacement
operator is defined as Dˆ(κ) = exp(−i(Pkp −Xkx)) and
κ = (kx, kp) is a 2K–component vector defining momen-
tum and position displacements). This function provides
a complete description of the state and satisfies that
χ(κ, t) = χ(Φ(t)κ, 0) exp(−
1
2
κTΣ(t)κ) exp(iΠT (t)κ).
(2)
The 2K×2K– matrices Φ(t) and Σ(t) and the 2K–vector
Π(t) depend on time. According to (1) and (2), which are
valid for arbitrary Gaussian channels, the state evolves
through a combination of a phase space flow and a Gaus-
sian modulation (the environment only induces renormal-
ization, friction and diffusion).
We sketch here the derivation of equations (1) and
(2). To the best of our knowledge they are both new
results (details can be found in the supplementary mate-
rial [1]). Equation (1) is a generalization of the master
equation obtained for QBM in [6]. Equation (2) is a
generalization of a classical result by Rieder, Lebowitz
and Lieb (see [10] for references). For QBM eq. (2)
was first discussed in [8]. Both results follow from prop-
erties of the evolution super-operator for ρ(t), which is
such that ρ(t) = J (ρ(0)). Any super–operator preserv-
ing Gaussian quantum states (together with hermitic-
ity and trace) can be written in the position repre-
sentation as: J (z, z′, t; z0, z′0, 0) ≡ 〈z|J (|z
′
0〉〈z0|)|z
′〉 =
det(b3) × ei(ξ
T b1Z+ξ
T b2Z0+ξ
T
0 b3Z+ξ
T
0 b4Z0)ei(c
T
1 ξ+c
T
2 ξ0) ×
e−ξ
T a1ξ−ξ
T a2ξ0−ξ
T
0 a3ξ0/(2pi)K (here ξ = z − z′ and Z =
(z + z′)/2). The matrices bm and am together with
the vectors cm parametrize any quantum evolution and
depend on the microscopic model, as described below.
Equation (1) is obtained following the method discussed
in [7, 9]: Computing the time derivative of the propagator
we can show that J˙ (z, z′, t; z0, z′0, 0) = P (Z, ξ, Z0, ξ0) ×
J (z, z′, t; z0, z′0, 0) where P is a quadratic polynomial of
its arguments. All terms in P ×J that are proportional
to the initial coordinates Z0 and ξ0 can be rewritten in
a simple way. Thus, using the Gaussian nature of J we
can show that they can be expressed as a linear combina-
tion of terms proportional to Z, ξ and to the derivatives
of J with respect to those coordinates. Doing this, the
master equation (1) is obtained. Derivation of (2) is even
simpler: it follows by integrating over initial coordinates
using the Gaussian propagator.
Matrices in (1) and (2) are determined by those ap-
pearing in the propagator J . For the generalized QBM
model defined by the Hamiltonian HT we can com-
pute J using path integral techniques [14]. As de-
scribed in [1] J depends only on two properties of the
environment: the initial temperatures and the spec-
tral density, defined as I(ω) =
∑
α I
(α)(ω), where
I
(α)
ij (ω) =
∑
k C
(α)
ik C
(α)
jk δ(ω−ωk)/2mkωk (these are real,
symmetric and positive K × K matrices). The initial
state of each environment is thermal with temperature
Tα. These characters appear in the dissipation ker-
nel defined as γ(τ) =
∫∞
0 dωI(ω) cos(ωτ)/ω and in the
noise kernel ν(τ) =
∫∞
0 dωνˆ(ω) cos(ωτ) (where νˆ(ω) =∑
α I
(α)(ω) coth(ω/2kBTα)). As shown in [1], all coef-
ficients in (1) and (2) depend on the spectral density
throught the K × K matrix G(t), which is the unique
solution of:
G¨+ VRG+ 2
∫ t
0
dτγ(t − τ)G˙(τ) = 0, (3)
with initial conditions G(0) = 0 and G˙(0) = 1ˆ (the
renormalized potential VR = V − 2γ(0) is the asymp-
totic limit of VR(t) for large values of the cutoff). Equa-
tion (3) can be solved using the Laplace transform (the
transformed of G(t) is denoted as Gˆ(s)). Thus, we
find Gˆ(s) = (s2I + VR + 2sγˆ(s))
−1, where γˆ(s) =∫∞
0 dωI(ω)s
2/(ω2 + s2) is the transform of the dissipa-
tion kernel. All coefficients in (1) are listed in the sup-
plementary material. For example, we find M(t) = 1ˆ,
f(t) = 0 = f˜(t) (i.e., no mass renormalization nor renor-
malized forces) and Γ˜(t) = D˜(t) = 0 (i.e. only nor-
mal dissipation and no momentum diffusion). Moreover,
VR(t) = (G¨G˙
−1G¨ − ˙¨G)(G˙ − G¨G˙−1G)−1 and 2Γ(t) =
( ˙¨GG˙−1G − G¨)(G˙ − G¨G˙−1G)−1. In turn, the solution
(2) is such that Π(t) = 0 and the matrices Φ(t) and Σ(t)
are:
Φ(t) =
[
G˙(t) G(t)
G¨(t) G˙(t)
]
and Σ(t) =
[
σ(0,0)(t) σ(0,1)(t)
σ(1,0)(t) σ(1,1)(t)
]
.
(4)
Here, the K × K submatrices of Σ(t) are σ(n,m)(t) =∫ t
0
∫ t
0
dt1dt2G
(n)(t1)ν(t1−t2)G(m)(t2). Diffusion matrices
in (1) are also determined by Σ(t). For example, D(t) =
Sym(VR(t)σ
(0,1)(t) + 2Γ(t)σ(1,1)(t) + σ˙(1,1)(t)).
As seen from (2), the final state is independent of the
initial one if and only if G(t) decays (indeed, this is the
case because χ(0, t) = 1). Assuming that this condi-
tion is satisfied we can derive important properties of
the stationary regime (G(t) decays for certain spectral
densities and coupling matrices but it exhibits revivals
for finite reservoirs). To study energy transfer between
3the system and the environments we compute the time
derivative of the expectation value of the renormalized
Hamiltonian, i.e. d(〈HR〉)/dt. The master equation im-
plies that d(〈HR〉)/dt = tr(D − 2Γσ(1,1)). Replacing the
formula for the diffusion matrix we get that, in the sta-
tionary regime, d(〈HR〉)/dt = tr(VRσ(0,1)). The trace
involves a summation over all sites of the network. We
will consider first the case where the network is divided
into non–overlapping regions Sα (α = 1, ..., R). We
will also assume that each region is coupled with an
environment Eα (these assumptions will be relaxed be-
low). In this case we can write d(〈HR〉)/dt =
∑
α Q˙α.
Here, Q˙α is the heat current entering Sα and is given
as Q˙α = tr
(
PSαVRσ
(0,1)
)
(where PSα is the projector
onto Sα). In fact, Q˙α is equal to the mean value of
the power transmitted by Eα to the system. In the
stationary limit we obtain that the conservation law∑
α Q˙α = 0 is satisfied. Also, we obtain explicit ex-
pressions for the heat currents using that σ(n,m) →
Re
∫∞
0
dωωn+mim−nGˆ(iω)νˆ(ω)Gˆ(−iω). Then:
Q˙α =
∑
β
∫ ∞
0
ωdωQ˙αβ(ω) coth(ω/2kBTβ), (5)
where
Q˙αβ(ω) = Im tr(PSαVRGˆ(iω)I
(β)(ω)Gˆ(−iω)), (6)
= −pitr(Iα(ω)Gˆ(iω)Iβ(ω)Gˆ
†(ω)) ≤ 0 α 6= β.
The inequality in the second line of (6) follows from the
positivity of the spectral densities Iα and Iβ . To obtain
(6) (see supplementary material) we used the definition
of Gˆ(s) together with the condition Re(2ωγˆ(iω)) = piI(ω)
(which is nothing but the simplest form of the fluctuation
dissipation theorem [6]). In what follows, we will only
need to use the following general properties of the heat
transfer matrix Q˙αβ(ω) that are a direct consequence of
(6): i) Q˙αβ(ω) = Q˙βα(ω); ii) Q˙αβ(ω) ≤ 0 if α 6= β; iii)∑
α Q˙αβ(ω) = 0.
Using the above results we can derive the following
thermodynamical laws: a) Equilibrium: Energy flows
through the system if and only if there is a temperature
gradient. This is due to the fact that the heat flow into
the region Sα is
Q˙α = −2
∑
β 6=α
∫ ∞
0
ωdωQ˙αβ(ω)(nα(ω)− nβ(ω)), (7)
where nα(ω) = (coth(ω/2kBTα)− 1)/2. As Q˙αβ(ω) ≤ 0,
the heat current Q˙α vanishes if and only if Tα = Tβ for
all α, β. This is equivalent to the 0–th law of thermody-
namics: When all the environments have the same tem-
perature then energy does not flow through the system
and equilibrium is reached.
b) Heat flows from the hot to the cold reservoir. This
is Clausius version of the second law of thermodynamics
and can be shown as follows: If Tα is the highest tem-
perature, then nα(ω) > nβ(ω) for all β. Therefore, as
Q˙αβ(ω) ≤ 0 equation (7) implies that Q˙α ≥ 0. Thus, the
hottest reservoir always injects energy in the system and
this energy is absorbed by the other reservoirs (as implied
by the conservation law). Another formulation of the
second law in terms of the entropy flow S˙ =
∑
α Q˙α/Tα
states that S ≤ 0, which follows from (7), since S˙ =
−
∫∞
0 dω
∑
α6=β Q˙αβ(ω)(1/Tβ − 1/Tα)(nβ(ω)− nα(ω)) ≤
0.
The above argument can be used to show that the
coldest reservoir always absorbs energy from the sys-
tem. In fact, if Tα < Tβ for all β equation (7) im-
plies that Q˙α ≤ 0. For this reason, the class of networks
we considered cannot be used to build an absorption re-
frigerator. Such quantum refrigerators (without movable
pieces) were discussed by Kosloff and co-workers [2]. Our
result implies that absorption refrigerators require non-
linearity as an essential ingredient. As stated, the above
no-go theorem for linear absorption refrigerators applies
for any spectral density.
The assumptions we made in the above derivation can
be relaxed. Thus, we assumed that each region of the sys-
tem couples with a single environment. We can generalize
this as follows: We assume that the region α couples with
Nα environments labeled by the index aα (each having
temperature Taα). For simplicity, we also assume that all
the spectral densities I(α,aα) are the same (this can also
be relaxed), i.e.
∑
aα
I(α,aα)(ω) = NαI
(α)(ω). In this
case we can show that the heat flow into the region Sα
is given by equation (7), where the temperature depen-
dent factor (nα(ω)−nβ(ω)) must be replaced by a factor
(n˜α(ω) − n˜β(ω)), where n˜α(ω) =
∑
aα
naα(ω)/Nα is the
average number of excitations of the environments cou-
pled with Sα. In the high temperature limit, the temper-
ature dependent factor in (7) becomes proportional to the
difference between the average temperature of the reser-
voirs, but this factor depends nonlinearly on the tem-
peratures otherwise. Thus, the second law in this case
states that the heat always flows into the region that is
coupled with the reservoirs with the largest average num-
ber of excitations (or the largest average temperature in
the high temperature limit). Equivalently, heat always
flows away from the region coupled with the reservoirs
with the smallest average number of excitations (tem-
perature). Of course, the environment with the lowest
temperature may be coupled with a region which is it-
self coupled with hotter environments in such a way that
the average number of excitations is not the lowest one.
Then, heat would flow away from the such environments.
However, it is clear that by enlarging the definition of
’the system’ and by using the previous argument, one
can prove that the environment with the lowest temper-
ature would absorb heat.
The other assumption in the above derivation is that
4different regions Sα do not overlap. This can also be gen-
eralized using the fact that the obtained results are valid
for arbitrary networks. Thus, the case of overlapping
regions can be analyzed as follows: Consider a network
with regions S2 ⊂ S1. If S1,2 couple with different en-
vironments E1,2, this situation is physically equivalent
to that of a network where S1 couples with E1 while S2
couples strongly with another network S′2 which is it-
self coupled with E2. In such case, all previous results
directly apply. As a consequence of this, the no–go the-
orem for quantum absorption refrigerators applies to all
linear networks.
The above results are valid for arbitrary spectral densi-
ties. However, we now show that the validity of the third
law imposes constraints on I(ω). To see this, we consider
environments coupled with single sites, with spectral den-
sities I
(j)
jj (ω) = γjω
pjθ(ω) (θ(ω) is a cutoff function van-
ishing when ω ≥ Λ and γj a coupling constant). When
pj = 1 the environment is ohmic while it is super–ohmic
(sub–ohmic) for pj > 1 (pj < 1). Using this, we now
prove that: c) The third law emerges if pj > 0.. Thus,
the heat flow into the j–th site is:
Q˙j = 2pi
∑
k 6=j
∫ ∞
0
ω1+pj+pkγjγkθ
2(ω)dω|Gˆ(iω)jk|
2
×
∑
a≥1
(e−aω/kBTj − e−aω/kBTk). (8)
For low temperatures the integral is dominated by low
frequencies. Taylor expanding the integrand and assum-
ing that all Tj are close to the average T¯ we find:
Q˙j =
∑
k 6=j
γjγkT¯
1+pj+pk(Tj − Tk)(2 + pj + pk)αkj . (9)
where αlj = 2pi(kB)
2+pj+pk |Gˆ(0)jk|2Γ(2 + pj + pk)ζ(2 +
pj + pk). Thus, for two reservoirs with the same spec-
tral density (i.e., pA = pB = p) and a small temper-
ature difference we find that the heat flow is Q˙A =
2(p + 1)γ2αABT¯
2p+1∆T . This implies that the entropy
flow into site–A is S˙A = Q˙A/TA ∝ T¯ 2p. Thus, if p > 0
the entropy flow vanishes when T¯ → 0, which is nothing
but Nernst’s (static) version of the third law.
The results reported here concern the evolution of open
networks of quantum oscillators. Thus, in this case: (i)
we deduced an exact master equation and (ii) we ob-
tained its explicit solution. We used this to show how
thermodynamical laws emerge from first principles (these
laws emerge for arbitrary environments whenever G(t)
decays for long times). In this case, we proved: (iii) a no-
go theorem for linear absorption refrigerators and (iv) we
showed that the validity of the third law imposes a con-
straint on the low frequency behavior of the spectral den-
sities. Very few derivations of the third law are available.
Our treatment enabled us to obtain a straightforward
derivation of the ”static” version of such law (as postu-
lated by Nernst: the entropy flow from any substance is
zero at absolute zero). The validity of the dynamical ver-
sion of the third law (the unattainability of zero temper-
ature in finite time) seems to impose even stronger con-
straints on the spectral density I(ω), as recently reported
[2, 4]: the static version of the third law is consistent
with sub-ohmic, ohmic and super-ohmic environments
whereas the sub-ohmic ones are excluded according to
[2]. Finally, we point out that it is possible to extend our
results to driven systems with quadratic Hamiltonians.
This could be done using the above methods, comput-
ing time averaged quantities with an approach similar to
that of [2, 15].
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5SUPPLEMENTARY MATERIAL
We present here a detailed description of five impor-
tant results contained in the main text. (1): We present
the general derivation of the master equation for all sys-
tems where the Gaussian nature of quantum states is
preserved. (ii) We show that for such systems the char-
acteristic function defined in the text has a simple ana-
lytical solution. (iii): We discuss in detail the form of the
master equation and the exact solution for a microscopic
model: the generalized quantum Brownian motion. (iv):
We present a derivation of the equations (5), (6) and (7)
of the main text providing an explicit formula for the
heat transfer matrix. (v): We prove the generalized fluc-
tuation dissipation relation used in the above derivations.
1) Derivation of equation (1) of the main text: The
general master equation.
The master equation (1) and its exact solution (2)
are a consequence of a single assumption: the evolu-
tion preserves the Gaussian nature of states. This is
equivalent to assuming that the total Hamiltonian is a
quadratic form of position and momenta (both of system
and environments) and that the initial state of the en-
vironments are Gaussian (valid for thermal states). To
preserve Gaussian states the evolution operator for the
reduced density matrix of the system must satisfy cer-
tain simple properties. Thus, such operator is such that
ρ(t) = J (ρ(0)). To preserve Gaussian states the matrix
elements J (x, x′, t;x0, x′0, 0) = 〈z|J (|x0〉〈x
′
0|)|x
′〉 must
be a Gaussian function of its arguments. Using sum and
difference coordinates Z = (x+x′)/2 and ξ = x−x′, the
most general quadratic form is:
J (Z, ξ, t;Z0, ξ0, 0) ≡ N e
i(ξT b1Z+ξ
T b2Z0+ξ
T
0 b3Z+ξ
T
0 b4Z0)×
× ei(c
T
1 ξ+c
T
2 ξ0)e−ξ
T a1ξ−ξ
T a2ξ0−ξ
T
0 a3ξ0× (10)
× ei(d
T
1 Z+d
T
2 Z0)e−Z
T e1Z−Z
T e2Z0−Z
T
0 e3Z0 .
Here, the time-dependent matrices bm, am and em to-
gether with the time dependent vectors cl and dm and
the normalization function N parametrize any quan-
tum evolution preserving Gaussian states. These ma-
trices are constrained by two simple conditions. First,
the hermitian nature of quantum states must be con-
served. This requires that J (Z,−ξ, t;Z0,−ξ0, 0)∗ =
J (Z, ξ, t;Z0, ξ0, 0). This implies that all the above ma-
trices must be real. In turn, the preservation of the trace
implies that
∫
dZJ (Z, ξ = 0, t, Z0, ξ0, 0) = δ(ξ0). As a
consequence of this, it is simple to show that en and dn
must vanish and that the normalization must be given as
N = det(b3)/(2pi)K . Therefore, any propagator preserv-
ing Gaussianity, hermiticity and trace reads:
J (Z, ξ, t;Z0, ξ0, 0) =
det(b3)
(2pi)K
×
× ei(ξ
T b1Z+ξ
T b2Z0+ξ
T
0 b3Z+ξ
T
0 b4Z0)×
× ei(c
T
1 ξ+c
T
2 ξ0)e−ξ
T a1ξ−ξ
T a2ξ0−ξ
T
0 a3ξ0 . (11)
The time dependent matrices an, bn and cn are deter-
mined by the microscopic model. Below, we will describe
this for the specific model analyzed in the main text: the
generalized quantum Brownian motion model. However,
to obtain the master equation (1) and the exact solution
(2) it is not necessary to give the specific form of these
matrices. Thus, the master equation is obtained in the
following way: We can use first compute the time deriva-
tive of the evolution operator J using equation 11. By
doing this we find that J˙ can be written as a second
degree polynomial multiplied by J itself. Thus,
∂J
∂t
= P (Z, ξ, Z0, ξ0)J , (12)
where the polynomial P (Z, ξ, Z0, ξ0) is
P (Z, ξ, Z0, ξ0) =
det(b˙3)
det(b3)
+ i(ξT b˙1Z + ξ
T b˙2Z0 + ξ
T
0 b˙3Z
+ ξT0 b˙4Z0) + i(c˙
T
1 ξ + c˙
T
2 ξ0)− ξ
T a˙1ξ − ξ
T a˙2ξ0 − ξ
T
0 a˙3ξ0.
(13)
Then, we use again equation 11 to show that all the
terms proportional to Z0J and ξ0J can be rewritten as
a linear combination of others which are proportional to
the final coordinates Z and ξ and the derivatives of the
propagator with respect to them. For instance, the linear
terms can be written as:
ξT0 J = −i
∂J
∂Z
b−13 − ξ
T b1b
−1
3 J , (14)
ZT0 J = −i
∂J
∂ξ
b−T2 − z
T bT1 b
−T
2 J − c
T
1 b
−T
2 J
−
∂J
∂Z
b−13 a
T
2 b
−T
2 + iξ
T (b1b
−1
3 a
T
2 − 2a1)b
−T
2 J ,
(15)
and likewise with the quadratic terms (not shown here).
By grouping terms in (13) according to their dependence
on J and its derivatives we can obtain the master equa-
tion in the Z, ξ coordinates:
∂ρ
∂t
= −i∇Tξ MR∇Zρ(Z, ξ, t)− iξ
TVR(t)Z ρ(Z, ξ, t)
− iξT f(t)ρ(Z, ξ, t)−∇Tξ f˜(t)ρ(Z, ξ, t)
− 2ξTΓ(t)∇ξρ(Z, ξ, t)− 2∇
T
Z Γ˜(t)Zρ(Z, ξ, t)
− ξTD(t)ξ ρ(Z, ξ, t)− i∇TZF (t)ξ ρ(Z, ξ, t)
−∇TZD˜(t)∇Z ρ(Z, ξ, t). (16)
6The matrices appearing in this equation depend on am,
bm and cm in a rather cumbersome way. These expres-
sions can be read from equations (14)-(15). We do not
include these formulae here. Instead, we will give the ex-
act expressions for these coefficients for the generalized
quantum Brownian motion model. Finally, we can obtain
the master equation in operator form using that:
〈z|[x, ρ]|z′〉 = −ξρ(Z, ξ), 〈z|{x, ρ}|z′〉 = 2Zρ(Z, ξ),
〈z|[p, ρ]|z′〉 = −i∇TZρ(Z, ξ), 〈z|{p, ρ}|z
′〉 = 2i∇Tξ ρ(Z, ξ).
In this way we find the master equation descirebed in the
main text, which reads:
ρ˙ = −i[HR(t), ρ]− iΓij(t)[xi, {pj, ρ}]
− iΓ˜ij(t)[pi, {xj , ρ}]−Dij(t)[xi, [xj , ρ]]
− D˜ij(t)[pi, [pj , ρ]]− Fij(t)[xi, [pj , ρ]]. (17)
Here HR(t) = P
TM−1R (t)P/2+X
TVR(t)X/2+f
T (t)X+
f˜T (t)P is a renormalized Hamiltonian that includes time
dependent couplings, masses and forces through VR(t),
MR(t), f(t) and f˜(t). Using this equation it is rather
straightforward to derive evolution equation for the first
and second moments of position and momentum. Do-
ing this, we can give a simple interpretation for each of
the terms appearing in the master equation. Thus, we
realize that the evolution of the first moments is fully
determined by HR, Γ(t) and Γ˜(t) (which are time depen-
dent relaxation rates). The second moments also depend
on the diffusive matrices D(t), D˜(t) and F (t).
2) Derivation of equation (2) of the main text: the
quantum state as a function of time
The characteristic function defined in the main text is
χ(κ) = Tr(ρD(κ), where the 2–K component vector κ
is κ = (k, ξ) and the displacement operator is D(κ) =
exp(iξTP + ikTX). It can be shown that this function is
nothing but the Fourier transform of the density matrix
with respect to the sum coordinate Z. Thus,
χ(k, ξ, t) =
∫
dZ eik
TZρ(Z, ξ, t). (18)
To obtain χ(κ) at arbitrary times we use that the den-
sity matrix at arbitrary times is
ρ(Z, ξ, t) =
∫
dZ0 dξ0 J (Z, χ, t, Z0, χ0, 0)ρ(Z0, χ0, 0).
(19)
We will obtain the explicit form of the evolution operator
of the characteristic function. This operator, denoted as
Jχ, is such that
χ(κ, t) =
∫
dκ0 Jχ(κ, t, κ0, 0)χ(κ0, 0), (20)
We can obtain Jχ by replacing 19 in 18, using the explicit
form of the propagator ?? and expressing the initial den-
sity matrix in terms of the initial characteristic function.
Thus, if we do this we first obtain that
Jχ(k, ξ, t, k0, ξ0, 0) =
∫
dZ dZ0 e
ikTZe−ik
T
0 Z0×
× J(Z, ξ, t, Z0, ξ0, 0). (21)
Then we can use 10 and perform both integrals in ??.
Doing this, it is immediate to see that:
Jχ(κ, t;κ0, 0) = e
ipiTκe−κ
TΣκ/2 δ(κ0 − Φ
Tκ), (22)
where the matrices Φ, Σ and pi depend on time and will
be given below in terms of am, bm and cm. Using this
expression for the propagator we find that the character-
istic function is
χ(κ, t) = eipi
Tκe−κ
TΣκ/2χ(ΦTκ, 0). (23)
This is the equation (2) appearing in the main text. The
time-dependent matrices and vectors appearing in 23 are:
Φ =
(
−b−13 b4 −b
−1
3
b2 − b1b
−1
3 b4 −b1b
−1
3
)
, (24)
pi =
(
−c2b
−T
3
c1 − c2b
−T
3 b
T
1
)
, Σ =
(
σ(0,0) σ(0,1)
σ(1,0) σ(1,1)
)
, (25)
with:
σ(0,0) = 2b−13 a3b
−T
3 , (26)
σ(0,1) = σ(1,0)T = a1 + b
−1
3 (a
T
2 + 2a3b
−T
3 b1), (27)
σ(1,1) = 2a1 + 2Sym(b1b
−1
3 a
T
2 ) + 2b1b
−1
3 a3b
−T
3 b1. (28)
Below, we will give the explicit form of these matrices for
the generalized QBM model.
3) Generalized Quantum Brownian Motion (QBM)
model: Exact computation of the time dependent
coefficients of equations (1) and (2) of the main text
As discussed in the main text, we consider the gen-
eralized QBM model where the total Hamiltonian is
HT = HS + HE + Hint. The system’s Hamiltonian is
HS = P
TP/2 + XTV X/2 (X and P are column vec-
tors storing the K = ND system’s coordinates and
momenta). The K × K matrix V defines the net-
work’s couplings (we consider unit masses). The en-
vironmental Hamiltonian is HE =
∑
αHα with Hα =∑
k(pi
(α)
k
2
/2mk + mkω
2
kq
(α)
k
2
/2). The interaction is
Hint =
∑
α,i,k C
(α)
ik xiq
(α)
k . We study the evolution of the
reduced density matrix of the system ρ which is obtained
7from the full density matrix by tracing out the environ-
ment, i.e., ρ = TrE(ρT ). As we will use path integral
techniques in our derivation, we will work with the ac-
tion that in the model can be split in the same way as
the Hamiltonian. Thus, ST [X,Q] = SS [X ] + SE [Q] +
Sint[X,Q], where Q is a vector collecting all the coordi-
nates of all the environmental oscillators.
The evolution operator of the total density matrix is
such that ρT (t) = K(ρT (0)). We can write the posi-
tion representation of such operator as a double path
integral over the system and the environment. In fact,
if we denote K(Xf , Qf , X ′f , Q
′
f , t;Xi, Qi, X
′
i, Q
′
i, 0) =
〈Xf , Qf |K(|Xi, Qi〉〈X ′i, Q
′
i|)|X
′
f , Q
′
f〉 we can write
K(Xf , Qf , X
′
f , Q
′
f , t;Xi, Qi, X
′
i, Q
′
i, 0) =∫
DXDQeiST [X,Q]
∫
DX ′DQ′e−iST [X
′,Q′],
where the functional integral involves all trajectories sat-
isfying the boundary conditions X(0) = Xi, Q(0) = Qi,
X(t) = Xf and Q(t) = Qf (and the same for the primed
variables).
We assume that the initial state is such that ρT (0) =
ρ(0)⊗ ρE(0). In this case, the evolution operator of the
reduced density matrix also has a simple path integral
representation. We denote the matrix elements of such
operator in the position basis as J (Xf , X ′f , t;Xi, X
′
i, 0) =
〈Xf |J (|Xi〉〈X
′
i|)|X
′
f 〉. These matrix elements have the
following path integral representation:
J (Xf , X
′
f , t;Xi, X
′
i, 0) =
∫
DXeiSS [X]
×
∫
DX ′e−iSS [X
′] F [X,X ′]. (29)
Here, F [X,X ′] is the so–called Feynman–Vernon influ-
ence functional whose explicit form is obtained by collect-
ing all the integrals involving environmental quantities.
Thus, the influence functional is:
F [X,X ′] =
∫
dQf
∫
dQi
∫
dQ′iρE(Qi, Q
′
i, 0)
∫ Qf
Q0
DQ
×
∫ Qf
Q′0
DQ′eiSE [Q]+iSint[X,Q]e−iSE[Q
′]−iS[X′,Q′]. (30)
For the problem we are considering the influence func-
tional F [X,X ′] can be computed because all the inte-
grals appearing in 30 are Gaussian. Not surprisingly, the
result is also a Gaussian functional of X and X ′, which
is simpler to express in terms of the sum and difference
coordinates: Z = (X +X ′)/2 and ξ = X −X ′. Thus,
F [Z, ξ] = exp(2i
∫ t
0
dt1
∫ t1
0
dt2ξ
T (t1)η(t1 − t2)Z(t2)
−
∫ t
0
dt1
∫ t
0
dt2ξ
T (t1)ν(t1 − t2)ξ(t2)), (31)
where the dissipation and the noise kernels are:
η(t) =
∫ ∞
0
dωI(ω) sin(ωt)
ν(t) =
∫ ∞
0
dω cos(ωt)
∑
α
I(α)(ω) coth(ω/2kBTα), (32)
Here, the spectral densities are I(ω) =
∑
α I
(α)(ω) where
I
(α)
ij (ω) =
Mα∑
k=1
δ(ω − ωk)
C
(α)
ik C
(α)
jk
2mkωk
. (33)
Using these results, we can write the path integral rep-
resentation of the evolution operator for the reduced den-
sity matrix using sum and difference coordinates as:
J (Zf , ξf , t;Zi, ξi, 0) =
∫
DZ
∫
Dξ eiA[Z,ξ], (34)
where the effective action is
A[Z, ξ] =
∫ t
0
dt1(ξ˙
T (t1)Z˙(t1)− ξ
T (t1)V Z(t1))
+ 2
∫ t
0
dt1
∫ t1
0
dt2ξ
T (t1)η(t1 − t2)Z(t2)
+ i
∫ t
0
dt1
∫ t
0
dt2ξ
T (t1)ν(t1 − t2)ξ(t2)). (35)
It is convenient to integrate this by parts to obtain:
A[Z, ξ] = (ξT (t1)Z˙(t1)|
t
0 +
∫ t
0
dt1ξ
T (t1)(Z¨(t1)− VRZ(t1))
+ 2
∫ t
0
dt1
∫ t1
0
dt2ξ
T (t1)γ(t1 − t2)Z˙(t2)
+ i
∫ t
0
dt1
∫ t
0
dt2ξ
T (t1)ν(t1 − t2)ξ(t2)), (36)
where the renormalized potential is VR = V − 2γ(0) and
the kernel γ(t) is defined as
γ(t) =
∫ ∞
0
dω
I(ω)
ω
cos(ωt). (37)
The path integral in 34 can be computed by integrating
over δZ and δξ where Z = Zc+ δZ and ξ = ξc+ δξ being
Zc and ξc the trajectories that extremize the real part of
A[Z, ξ]. The equation defining Zc is
Z¨c(t) + VRZc(t) + 2
∫ t
0
dt1γ(t− t1)Z˙c(t1) = 0. (38)
In turn, ξc(τ) is such that ξc(τ) = Zc(t− τ). Then,
J (Zf , ξf , t;Zi, ξi, 0) = e
iA[Zc,ξc]
∫
DδZDδξ eiA[δZ,δξ],
(39)
8All the dependence on initial and final coordinates is con-
tained in A[Zc, ξc] since the remaining path integral in-
volves functions that vanish at the initial and final times.
We remark that we obtained equation 39 even though Zc
and ξc extremize only the real part of A[Z, ξ]. When do-
ing this, a linear term coupling ξc and δξ arising from the
imaginary part of A[Z, ξ]. However, it can be shown that
this term does not contribute to the final result (because
the action does not contain terms that are quadratic in
Z). Using 39, the effective action 36 and the equation
38, we get find that the evolution operator is:
J (Zf , ξf , t;Zi, ξi, 0) = N (t)e
iξT( τ)Z˙c(τ)|
t
0
× e−
∫
t
0
dt1
∫
t
0
dt2ξ
T
c (t1)ν(t1−t2)ξc(t2), (40)
where N (t) is fixed by normalization.
To obtain the final result, we need Zc(τ). Thus, we
must solve the linear, second order integro–differential
equation ?? with the corresponding bounday conditions.
The space of solutions has a basis formed by two inde-
pendent functions that can be chosen as Gi(τ) and Gf (τ)
satisfying the boundary conditions Gi(0) = Gf (t) = 1
and Gi(t) = Gf (0) = 0, we can write:
Zc(τ) = Gi(τ)Zi +Gf (τ)Zf . (41)
Replacing this in 40, we obtain the evolution operator as:
J (Zf , ξf , t;Zi, ξi, 0) = N (t)e
−ξTf a1ξf−ξ
T
f a2ξi−ξ
T
i a3ξi
× eiξ
T
f b1Zf+iξ
T
f b2Zi+iξ
T
i b3Zf+iξ
T
i b4Zi , (42)
where
b1(t) = G˙f (t), b2(t) = G˙i(t), (43)
b3(t) = −G˙f (0), b4(t) = −G˙i(t), (44)
and
a1(t) =
1
2
∫ t
0
dt1
∫ t
0
dt2Gi(t1)
T ν(t1 − t2)Gi(t2), (45)
a2(t) =
∫ t
0
dt1
∫ t
0
dt2Gi(t1)
T ν(t1 − t2)Gf (t2), (46)
a3(t) =
1
2
∫ t
0
dt1
∫ t
0
dt2Gf (t1)
T ν(t1 − t2)Gf (t2). (47)
Finally, it is convenient to express Gi(t) and Gf (t) in
terms of G(t) which is a solution of 38 satisfying the
boundary conditions G(0) = 0 and G˙(0) = 1. Thus,
Gi(τ) = G˙(τ) −G(τ)G
−1(t)G˙(t), (48)
Gf (τ) = G(τ)G
−1(t). (49)
For example, the coefficients bm are
b1 = G˙(t)G
−1(t). b2 = G¨(t)− G˙(t)G
−1(t)G˙(t), (50)
b3 = −G
−1(t). b4 = G
−1(t)G˙(t), (51)
Using this, we obtain that the matrices appearing in the
exact solution for χ(κ, t) (equation (2) of the main text)
are
Φ =
(
G˙(t) G(t)
G¨(t) G˙
)
, Σ =
(
σ(0,0) σ(0,1)
σ(1,0) σ(1,1)
)
. (52)
with
σ(n,m)(t) =
∫ t
0
dt1
∫ t
0
dt2G
(n)(t1)ν(t1 − t2)G
(m)(t2).
(53)
We can also express the matrices appearing in the master
equation ?? in terms of the matrixG(t) and σ(n,m). They
are obtained after some algebra and read as follows:
VR(t) = (G¨G˙
−1G¨− ˙¨G)(G˙− G¨G˙−1G)−1,
2Γ(t) = ( ˙¨GG˙−1G− G¨)(G˙− G¨G˙−1G)−1
D(t) = Sym(VR(t)σ
(0,1)(t) + 2Γ(t)σ(1,1)(t) + σ˙(1,1)(t)),
F (t) = σ(1,1)(t)− σ(0,0)(t)VR(t)− 2σ
(0,1)(t)ΓT (t)
− σ˙(0,1)(t).
4) Derivation of equations (5), (6) and (7) of the
main text: Properties of the heat transfer matrix
As mentioned in the text, if a stationary state is at-
tained in the long time limit, the time derivative of the
expectation value of renormalized Hamiltonian can be
written as d〈HR〉/dt = tr(VRσ(0,1)), where VR is the
asymptotic value of the renormalized potential and the
trace involves a K × K matrix. This equation can be
derived in various ways. The most natural one seems
to be the one mentioned in the main text: We can no-
tice that 〈HR〉 = Tr(ρHR) and use the master equa-
tion to show that in the most general case d〈HR〉/dt =
tr(D − 2Γσ(1,1)). Now we can use the explicit expres-
sion for the relaxation and diffusion matrices (Γ and D,
which are given above) to obtain the final expression
d〈HR〉/dt = tr(VRσ(0,1)) which is valid in the asymp-
totic limit (when all elements of Σ become time indepen-
dent). As it is done in the main text, we first discuss
the simplest case and assume that the network is divided
into non–overlapping regions Sα each one of which is cou-
pled with a different environment Eα. In this case the
time derivative of the expectation value of the Hamil-
tonian can be written as d〈HR〉/dt =
∑
α Q˙α, where
Q˙α = tr(PSαVRσ
(0,1)) being PSα the projection opera-
tor onto the region Sα (these projection operators are
K ×K matrices satisfying
∑
Sα
PSα = 1ˆ). The quantity
Q˙α is the energy that enters the network through the
region Sα. Moreover, in the asymptotic limit the total
energy is conserved and we obtain the conservation law∑
α Q˙α = 0.
It is simple to see that using all the above expressions
we can derive simple formulae for the heat current Q˙α.
9For this, we use that in the long time limit the correla-
tion matrix σ(0,1) can be written in terms of the Laplace
transform of G(t) (denoted as Gˆ(s)), which satisfies:
(s2Iˆ + VR + 2sγ(s))Gˆ(s) = Iˆ . (54)
In fact, in the asymptotic limit we can write
σ
(0,1)
F → Im
∫∞
0
dω ωGˆ(iω)νˆ(ω)Gˆ†(iω), where νˆ(ω) =∑
β I
(β)(ω) coth(ω/2kBTβ). Using this equation we find
that the heat current Q˙α is
Q˙α =
∑
β
Im
∫ ∞
0
ω dω coth(ω/2kBTβ)
× tr(PSαVRGˆ(iω)I
(β)(ω)Gˆ†(iω)). (55)
From this expression it is evident that the heat current
Q˙α is a sum over all the environments Eβ . Thus, we have
Q˙α =
∑
β
∫ ∞
0
ωdωQ˙αβ(ω) coth(ω/2kBTβ). (56)
where the heat transfer matrix Q is defined as
Q˙αβ(ω) = Im tr(PSαVRGˆ(iω)I
(β)(ω)Gˆ†(iω)). (57)
In this way we have obtained equation (5) and the first
line of equation (6).
To derive the second line of equation (6), obtaining in
this way a more convenient expression for the heat trans-
fer matrix, we need the following three steps: The first
step is to use the definition of Gˆ(iω) as ?? which implies
that VRGˆ(iω) = 1ˆ−ω2Gˆ(iω)−2iωγ(iω)Gˆ(iω). Replacing
this in the expression for the heat transfer matrix we find
that Q˙αβ is written as the sum of three terms. However,
it is simple to show that the first two of them vanish. In
fact, the contribution coming from the identity matrix 1ˆ
vanish since, as regions Sα do not overlap, PSαI
(β) = 0
when α 6= β. In turn, the contribution of the term
ω2Gˆ(iω) also vanishes because it turns out to be equal
to the trace of the product of the symmetric matrix PSα
and the anti–symmetric matrix Im Gˆ(iω)I(β)(ω)Gˆ†(iω).
Therefore, the heat transfer matrix, after the first step of
the derivation, turns out to be:
Q˙αβ(ω) = −2ωRe tr(PSαγ(iω)Gˆ(iω)I
(β)(ω)Gˆ†(iω)).
(58)
The second step is to notice that, as the matrix GˆI(β)Gˆ†
is hermitian, the result is proportional to the real part of
the kernel γ(iω), which is related to the spectral density
by the equation Re(2ωγ(iω)) = piI(ω). We will prove this
relation below. We remark here that this is nothing but
the simples version of the fluctuation dissipation relation.
Using this, the heat transfer matrix turns out to be:
Q˙αβ(ω) = −pitr(I
(α)(ω)Gˆ(iω)I(β)(ω)Gˆ†(iω)), (59)
if α 6= β. This is the second line of equation (6) in the
main text. From this equation the symmetric nature of
the heat transfer matrix is evident.
Finally, we must show the negativity of the off-diagonal
elements of the heat transfer matrix. For this we will use
the above expression and take a third and last step. We
will use the fact that all spectral densities I(β)(ω) are real,
symmetric and positive K × K matrices. These condi-
tions directly follow from the definition of such spectral
densities shown in 33. As I(α) is positive (a necessary
condition for the stability of the system), all its eigen-
values λ are positive. Writing the trace appearing in the
expression for Q˙α,β in the basis of eigenvectors of I
(α)
(denoted as |vλ〉), we see that
Q˙αβ(ω) = −pi
∑
λ
λ〈vλ|Gˆ(iω)I
(β)(ω)Gˆ†(iω)|vλ〉. (60)
The above sum is clearly positive due to the positivity of
all eigenvalues λ and also due to the positivity of I(β).
In this way, we have proven that Q˙αβ(ω) ≤ 0 for α 6= β.
In turn, the equation (7) of the main text is obtained
from 56 (equation (5) of the main text) as follows: Equa-
tion 56 reads:
Q˙α =
∑
β
∫ ∞
0
ωdωQ˙αβ(ω) coth(ω/2kBTβ).
Using the conservation equation
∑
β Q˙αβ = 0 we find
that
Q˙αα(ω) = −
∑
β 6=α
Q˙αβ(ω). (61)
Replacing this into 56, and using the identity cothx =
1 + 2n(x) we find
Q˙α = −2
∑
β 6=α
∫ ∞
0
ωdωQ˙αβ(ω)(nα(ω)− nβ(ω)),
which is nothing but equation (7) of the main text.
5) Generalized fluctuation-dissipation theorem
Here we will prove the identity 2ωRe γˆ(iω) = piI(ω),
which, as mentioned in the main text, can be interpreted
as a generalized version of the fluctuation-dissipation the-
orem. The Laplace transform of the damping kernel γ(t)
defined in ??eq:gamma is:
γˆ(s) =
∫ ∞
0
dt
∫ +∞
0
dω′
I(ω′)
ω′
cos(ω′t)e−st. (62)
Evaluating at s = iω and taking the real part, we find:
Re γˆ(iω) =
∫ ∞
0
dt
∫ ∞
0
dω′
I(ω′)
ω′
cos(ω′t) cos(ωt). (63)
As the integrand is an even function of t, it can be rewrit-
ten as:
Re γˆ(iω) =
1
2
∫ +∞
0
dω′
I(ω′)
ω′
∫ +∞
−∞
dt cos(ω′t) cos(ωt),
(64)
10
which can be transformed into:
Re γˆ(iω) =
pi
2
∫ ∞
0
dω′
I(ω′)
ω′
(δ(ω′ − ω) + δ(ω′ + ω)).
(65)
Thus, for positive ω we get:
Re γˆ(iω) =
pi
2ω
I(ω), (66)
which is what we wanted to show.
