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Abstract
Let C be a closed convex subset of a real Hilbert space H and assume that T is a κ-strict pseudo-contraction on C. Consider
Mann’s iteration algorithm given by
∀x0 ∈ C, xn+1 = αnxn + (1 − αn)T xn, n 0.
It is proved that if the control sequence {αn} is chosen so that κ < αn < 1 and ∑∞n=0(αn − κ)(1 − αn) = ∞, then
limn→∞ ‖xn − T xn‖ = d(0,R(A)), where A = I − T and d(0,D) denotes the distance between the origin and the subset set D
of H . As a consequence of this result, we prove that if T has a fixed point in C, then {xn} converges weakly to a fixed point of T .
Also, we extend a result due to Reich to κ-strict pseudo-contractions in the Hilbert space setting. Further, by virtue of hybridization
projections, we establish a strong convergence theorem for Lipschitz pseudo-contractions. The results presented in this paper im-
prove or extend the corresponding results of Browder and Petryshyn [F.E. Browder, W.V. Petryshyn, Construction of fixed points
of nonlinear mappings in Hilbert spaces, J. Math. Anal. Appl. 20 (1967) 197–228], Rhoades [B.E. Rhoades, Fixed point iterations
using infinite matrices, Trans. Amer. Math. Soc. 196 (1974) 162–176] and of Marino and Xu [G. Marino, H.-K. Xu, Weak and
strong convergence theorems for strict pseudo-contractions in Hilbert spaces, J. Math. Anal. Appl. 329 (1) (2007) 336–346].
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, we assume that H is a real Hilbert space with inner product 〈·,·〉, C a nonempty closed
convex subset of H and T :C → C is a self-mapping of C. We use F(T ) to denote the fixed point set of T . → and ⇀
denote strong and weak convergence, respectively. ωω(xn) = {x: ∃xnj ⇀ x} denotes the weak ω-limit set of {xn}.
Recall that T is called a κ-strict pseudo-contraction if there exists a constant κ ∈ [0,1) such that
‖T x − Ty‖2  ‖x − y‖2 + κ∥∥(I − T )x − (I − T )y∥∥2 (1.1)
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to be strongly pseudo-contractive, if there exists a positive constant λ ∈ (0,1) such that T − λI is pseudo-contractive.
Clearly, the class of κ-strict pseudo-contractions falls into the one between classes of nonexpansive mappings and
pseudo-contractions. We remark also that the class of strongly pseudo-contractive mappings is independent of the
class of κ-strict pseudo-contractions.
Example 1. Take C = (0,∞) and define T :C → C by
T x = x
2
1 + x .
Then, T is a strict pseudo-contraction but not a strong pseudo-contraction.
Example 2. Take X = R1 and define T :X → X by
T x =
⎧⎪⎪⎨
⎪⎪⎩
1, x ∈ (−∞,−1),√
1 − (x + 1)2, x ∈ [−1,0),
−√1 − (x − 1)2, x ∈ [0,1],
−1, x ∈ (1,∞).
Then, T is a strong pseudo-contraction but not a strict pseudo-contraction.
Example 3. Take X = R2, B = {x ∈ R2: ‖x‖  1}, B1 = {x ∈ B: ‖x‖  12 }, B2 = {x ∈ B: 12  ‖x‖  1}. If x =
(a, b) ∈ X we define x⊥ to be (b,−a) ∈ X. Define T :B → B by
T x =
{
x + x⊥, x ∈ B1,
x
‖x‖ − x + x⊥, x ∈ B2.
Then, T is a Lipschitz and pseudo-contraction but not a strict pseudo-contraction.
Example 3 is due to Chidume and Mutangadura [5].
Example 4. Take X = R1 and define T :X → X by T x = 3x. Then, T is a strict pseudo-contraction but not a
nonexpansive mapping.
It is very clear that, in a real Hilbert space H , (1.1) is equivalent to
〈T x − Ty,x − y〉 ‖x − y‖2 − 1 − κ
2
∥∥(x − T x)− (y − Ty)∥∥2 (1.2)
for all x, y ∈ C. T is pseudo-contractive if and only if
〈T x − Ty,x − y〉 ‖x − y‖2, (1.3)
T is strongly pseudo-contractive if and only if there exists a positive constant λ ∈ (0,1) such that
〈T x − Ty,x − y〉 (1 − λ)‖x − y‖2 (1.4)
for all x, y ∈ C.
We remark in passing that if T is a κ-strict pseudo-contraction, then it is Lipschitz continuous, and a pseudo-
contraction may be not continuous.
Recall that Mann’s iteration algorithm was introduced by Mann [11] in 1953. Since then, construction of fixed
points for nonexpansive mappings and κ-strict pseudo-contractions via Mann’s iteration algorithm has been exten-
sively investigated by many authors (see, e.g., [1–5,11,12,14,16,17,20]).
Mann’s iteration algorithm generates a sequence {xn} by the following manner:
∀x0 ∈ C, xn+1 = αnxn + (1 − αn)T xn, n 0, (1.5)
where {αn} is a real sequence in (0,1) which satisfies certain control conditions.
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Hilbert spaces. They proved weak and strong convergence theorems by using algorithm (1.5) with a constant control
sequence {αn} ≡ α for all n. Afterward, Rhoades [17] generalized in part the corresponding results in [4] in the sense
that a variable control sequence {αn} was taken into consideration. Under assumption that the domain of mapping T is
compact convex, he established a strong convergence theorem by using algorithm (1.5) with a control sequence {αn}
satisfying the conditions α0 = 1, 0 < αn < 1, ∑∞n=0(1 − αn) = ∞ and lim supn→∞ αn = α > κ . However, without
compact assumption on the domain of mapping T , in general, one cannot expect to infer any weak convergence
results from Rhoades’ convergence theorem. Recently, Marino and Xu [12] have proved a weak convergence theorem
by using algorithm (1.5) with a control sequence {αn} satisfying the conditions κ < αn < 1 and ∑∞n=0(αn − κ)×
(1 − αn) = ∞. Their convergence theorem extends and improves the corresponding results in [4,16]. However, we
find that Theorem 3.1 of Marino and Xu [12] is indeed a corollary of a theorem due to Reich [14]. The main purpose
of this paper is to improve and extend Marino and Xu’s convergence theorems (Theorems 3.1 and 4.1) by virtue of
new analysis techniques.
2. Tools
In order to establish our convergence theorems, we collect some important tools.
Tool 1. (See, e.g., [12].) Let H be a real Hilbert space. There hold the following identities:
(i) ‖x ± y‖2 = ‖x‖2 ± 2〈x, y〉 + ‖y‖2, ∀x, y ∈ H .
(ii) ‖tx + (1 − t)y‖2 = t‖x‖2 + (1 − t)‖y‖2 − t (1 − t)‖x − y‖2.
(iii) ‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2), ∀x, y ∈ H .
(iv) If {xn} is a sequence in H weakly convergent to z, then
lim sup
n→∞
‖xn − y‖2 = lim sup
n→∞
‖xn − z‖2 + ‖z− y‖2, ∀y ∈ H.
Tool 2 (Demi-closedness principle). Let C be a nonempty closed convex subset of a real Hilbert space H and
T :C → C be a demicontinuous pseudo-contractive self-mapping from C into itself. Then F(T ) is a closed convex
subset of C and I − T is demiclosed at zero.
Proof. Firstly, we show that C ⊂ (2I − T )(C). To see this, let y ∈ C and define G :C → C by G(x) = 12y + 12T x.
Then it suffices to show that there exists x ∈ C such that x = Gx. Indeed, since G :C → C is a demicontinuous
weakly inward strongly pseudo-contractive mapping, by using Lan and Wu [9, Theorem 2.2], we conclude that G has
a unique fixed point x ∈ C, which implies that C ⊂ (2I − T )(C). Define g :C → C by g(x) = (2I − T )−1x. Then
g :C → C is nonexpansive such that F(g) = F(T ) and ‖x − g(x)‖ ‖x − T x‖ for all x ∈ C. Since F(g) is a closed
convex subset of C, we see that so is F(T ). Assume now that xn ⇀ x and xn − T xn → 0 as n → ∞; we then have
xn − g(xn) → 0 as n → ∞. By applying Browder’s demiclosedness principle to (I − g), we conclude that x = g(x)
and hence x = T x. This proves our assertion. 
Tool 3. (See, e.g., [12].) Let K be a nonempty closed convex subset of a real Hilbert space H . For every x ∈ H , there
exists a unique point z ∈ K such that
‖x − z‖ ‖x − y‖
for all y ∈ K . Define PK :H → K by z = PKx. Then, z = PKx if and only if the following inequality holds:
〈x − z, y − z〉 0
for all y ∈ K .
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be given. The set{
z ∈ C: ‖y − z‖2  ‖x − z‖2 + 〈w,z〉 + a}
is closed convex.
Now we are in a position to prove main results in this paper.
3. Main results
We begin with the following convergence theorem which is proved by Marino and Xu [12]. In order to understand
our trick in this paper, we first present a simpler proof of Theorem 3.1 in [12].
Theorem 3.1. Let C be a closed convex subset of H . Let T :C → C be a κ-strict pseudo-contraction for some
0 κ < 1 and assume that T has a fixed point in C. Let {xn} be the sequence generated by Mann’s iteration algo-
rithm (1.5). Assume that the control sequence {αn} is chosen so that αn ∈ (κ,1) for all n and
∞∑
n=0
(αn − κ)(1 − αn) = ∞.
Then, {xn} converges weakly to a fixed point of T .
Proof. For given αn ∈ (κ,1), one finds βn ∈ (0,1) such that βn = αn−κ1−κ . It is not hard for one to compute that
αn = βn + κ(1 − βn) and 1 − αn = (1 − κ)(1 − βn). Substituting these equalities into (1.5), one has
xn+1 = αnxn + (1 − αn)T xn
= (βn + κ(1 − βn))xn + ((1 − κ)(1 − βn))T xn
= βnxn + (1 − βn)
(
κxn + (1 − κ)T xn
)
= βnxn + (1 − βn)Sxn, (3.1)
where S :C → C is defined by Sx = κx + (1 − κ)T x. We claim that S is indeed a nonexpansive self-mapping from C
into itself such that F(S) = F(T ). To see this, for all x, y ∈ C, by Tool 1(ii) and (1.1) we have
‖Sx − Sy‖2 = ∥∥κ(x − y)+ (1 − κ)(T x − Ty)∥∥2
= κ‖x − y‖2 + (1 − κ)‖T x − Ty‖2 − κ(1 − κ)∥∥(x − y)− (T x − Ty)∥∥2
 κ‖x − y‖2 + (1 − κ)‖x − y‖2 + κ(1 − κ)∥∥(x − y)− (T x − Ty)∥∥2
− κ(1 − κ)∥∥(x − y)− (T x − Ty)∥∥2
= ‖x − y‖2,
which proves that S :C → C is nonexpansive. Clearly, p = Sp if and only if p = Tp. Further, from the control
condition that
∑∞
n=0(αn − κ)(1 − αn) = ∞, we have
∞∑
n=0
βn(1 − βn) = 1
(1 − κ)2
∞∑
n=0
(αn − κ)(1 − αn) = ∞.
By using Reich’s convergence theorem [14], we conclude that {xn} converges weakly to a fixed point of S, and hence,
of T . This completes the proof. 
Next, we establish a more general result from which Theorem 3.1 can be deduced easily.
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pseudo-contraction. Let {xn} be generated by Mann’s iteration algorithm (1.5). If {αn} is chosen so that αn in (κ,1)
and
∑∞
n=0(αn − κ)(1 − αn) = ∞, then, limn→∞ ‖xn − T xn‖ = d(0,R(A)), where A = I − T and d(0,D) denotes
the distance between the origin and the subset set D of H .
Proof. Let {βn}, S and {xn} be as in (3.1). Put B = I − S. Consider another Mann’s algorithm:
y0 ∈ C, yn+1 = βnyn + (1 − βn)Syn, n 0. (3.2)
Since S :C → C is nonexpansive, by (3.1) and (3.2), we get that
‖Bxn+1‖ ‖Bxn‖, n 0, (3.3)
and
‖Byn+1‖ ‖Byn‖, n 0. (3.4)
It follows from the definition of S that
Bx = (1 − κ)Ax, ∀x ∈ C. (3.5)
Combining (3.3), (3.4) and (3.5), we have
‖Axn+1‖ ‖Axn‖, n 0, (3.6)
and
‖Ayn+1‖ ‖Ayn‖, n 0. (3.7)
Consequently, both limn→∞ ‖Axn‖ and limn→∞ ‖Ayn‖ exist, denoted by r(x0) and r(y0), respectively.
We shall prove that r(x0) = r(y0). To this end, utilizing Tool 1(ii), (3.1) and (3.2), we have
‖xn+1 − yn+1‖2 =
∥∥βn(xn − yn)+ (1 − βn)(Sxn − Syn)∥∥2
= βn‖xn − yn‖2 + (1 − βn)‖Sxn − Syn‖2 − βn(1 − βn)‖Bxn −Byn‖2
 ‖xn − yn‖2 − βn(1 − βn)‖Bxn −Byn‖2, (3.8)
which implies that lim infn→∞ ‖Bxn − Byn‖ = 0, since ∑∞n=0 βn(1 − βn) = ∞ by our assumption on {αn} and the
choice of {βn}. It follows from (3.5) that lim infn→∞ ‖Axn − Ayn‖ = 0. Noting the facts that |‖Axn‖ − ‖Ayn‖| 
‖Axn −Ayn‖, both limn→∞ ‖Axn‖ and limn→∞ ‖Ayn‖ exist, we conclude that r(x0) = r(y0). Thus, we have
d
(
0,R(A)
)
 r(x0) = r(y0) ‖Ay0‖
for all y0 ∈ C. Consequently, r(x0) = d(0,R(A)). This completes the proof. 
From Theorem 3.2, we can obtain the following corollary.
Corollary 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H and T :C → C be a κ-strict
pseudo-contraction with a fixed point. Let {xn} be generated by Mann’s iteration algorithm (1.5). If {αn} is chosen so
that αn in (κ,1) and
∑∞
n=0(αn − κ)(1 − αn) = ∞, then, {xn} converges weakly to a fixed point of T .
Proof. Since T has a fixed point in C, we see that 0 ∈ R(A). From Theorem 3.2, we know that xn − T xn → 0
as n → ∞. By using Tool 2, we conclude that ωω(xn) ⊂ F(T ). Assume that {xnj } and {xmk } are arbitrary subse-
quences of {xn} such that xnj ⇀ p and xmk ⇀ q , respectively; then we have p,q ∈ F(T ) by Tool 2. We prove
that p = q . Indeed, by using Tool 1(i), we have
‖xn − q‖2 = ‖xn − p‖2 + 2〈xn − p,p − q〉 + ‖p − q‖2
and
‖xn − p‖2 = ‖xn − q‖2 + 2〈xn − q, q − p〉 + ‖p − q‖2.
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yn = p and yn = q for all n 0. It follows from (3.8) that
‖xn+1 − p‖ ‖xn − p‖
and
‖xn+1 − q‖ ‖xn − q‖
for all n 0. Hence, both limn→∞ ‖xn − p‖ and limn→∞ ‖xn − q‖ exist, consequently, by (iv) of Tool 1, we have
lim
n→∞‖xn − q‖
2 = lim
n→∞‖xn − p‖
2 + ‖p − q‖2
and
lim
n→∞‖xn − p‖
2 = lim
n→∞‖xn − q‖
2 + ‖p − q‖2.
Adding above two equalities yields p = q . Hence, xn ⇀ p ∈ F(T ) as n → ∞. This completes the proof. 
Also, we extend a theorem due to Reich [16] from nonexpansive mappings to κ-strict pseudo-contractions in the
setting of Hilbert spaces.
Let {αn} be given so that αn in [κ,1) and ∑∞n=0(1 − αn) = ∞. Let {βn} be chosen so that βn = αn−κ1−κ . Write
an = 11−κ
∑n
i=0 (1 − αi), n 0. Set A = I − T and B = I − S, where S :C → C is defined as in (3.1).
Theorem 3.4. Let C be a nonempty closed convex subset of a real Hilbert space H and T :C → C be a κ-strict
pseudo-contraction. Let {xn} be generated by Mann’s iteration algorithm (1.5). Then, the following assertions hold:
(a) 0 ∈ R(A) ⇔ {xn} is bounded for every x0 ∈ C;
(b) 0 /∈ R(A) ⇔ limn→∞ ‖xn+1‖an > 0 for every x0 ∈ C;
(c) 0 ∈ R(A), but 0 /∈ R(A) ⇔ {xn} is unbounded for every x0 ∈ C and limn→∞ ‖xn+1‖an = 0.
Proof. Write cn = 1 − βn for all n  0. Then, {cn} satisfies that (i) cn ∈ (0,1] and (ii) ∑∞n=0 cn = ∞. Notice that
an =∑ni=0 ci , and (3.1) reduces to
xn+1 = (1 − cn)xn + cnSxn, n 0. (3.9)
By applying Theorem 2.10 of Reich [16] to S, we conclude that
(a)′ 0 ∈ R(B) ⇔ {xn} is bounded for every x0 ∈ C;
(b)′ 0 /∈ R(B) ⇔ limn→∞ ‖xn+1‖an > 0 for every x0 ∈ C;
(c)′ 0 ∈ R(B), but 0 /∈ R(B) ⇔ {xn} is unbounded for every x0 ∈ C and limn→∞ ‖xn+1‖an = 0.
In view of the fact that 0 ∈ R(B) ⇔ 0 ∈ R(A), we have the desired conclusions. 
Corollary 3.5. Let C be a nonempty closed convex subset of a real Hilbert space H and T :C → C be a κ-strict
pseudo-contraction. Let {xn} be generated by Mann’s iteration algorithm (1.5). If {αn} is chosen so that αn in (κ,1)
and
∑∞
n=0(αn − κ)(1 − αn) = ∞, then, the following statements are equivalent:
(i) F(T ) = ∅;
(ii) {xn} is bounded for every x0 ∈ C;
(iii) xn ⇀ p ∈ F(T ).
Proof. Since (αn − κ)(1 − αn) (1 − αn) for all n 0, by the assumption that ∑∞n=0(αn − κ)(1 − αn) = ∞, we see
that
∑∞
n=0(1 − αn) = ∞. From Theorem 3.4(a), we conclude that (i) ⇔ (ii); we only need to prove that (ii) ⇒ (iii).
To see this, by using Theorem 3.4(a), we conclude that 0 ∈ R(A). By virtue of Theorem 3.2, we have xn − T xn → 0
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This completes the proof. 
Remark 3.1. Our Theorem 3.1 presents an interesting and simpler proof of Theorem 3.1 of Marino and Xu [12];
our Theorem 3.2 is an extension of Theorem 2.1 of the author [20] from nonexpansive mappings to κ-strict pseudo-
contractions; our Theorem 3.4 is an extension of Theorem 2.10 of Reich [16] from nonexpansive mappings to κ-strict
pseudo-contractions in the Hilbert space setting. Moreover, our proof method is also different from the one used
in [12].
Remark 3.2. We do not know if the conclusions of Theorems 3.2 and 3.4 are true in the framework of Banach spaces
which are uniformly convex and 2-uniformly smooth.
Next, we turn our attention to the iterative approximation problem of fixed points for Lipschitz pseudo-contractions
in real Hilbert spaces.
It is well known that if C is a bounded and closed convex subset of H , and T :C → C is a demicontinuous pseudo-
contraction, then T has a fixed point in C (see, e.g., [2,9]). However, all efforts to approximate such a fixed point by
virtue of the normal Mann’s iteration algorithm proved abortive.
In 1974, Ishikawa introduced a new iteration algorithm and proved the following convergence theorem.
Theorem I. (See [7].) If C is a compact convex subset of a Hilbert space H , T :C → C is a Lipschitzian pseudo-
contraction and x0 ∈ C is chosen arbitrarily, then the sequence {xn}n0 converges strongly to a fixed point of T ,
where {xn} is defined iteratively for each positive integer n 0 by{
xn+1 = (1 − αn)xn + αnTyn,
yn = (1 − βn)xn + βnT xn, (IS)
where {αn} and {βn} are sequences of real numbers satisfying the conditions:
(i) 0 αn  βn < 1;
(ii) βn → 0 as n → ∞; and
(iii) ∑∞n=0 αnβn = ∞.
Since its publication in 1974, it has remained an open question of whether or not Mann’s iteration algorithm
defined by (1.5) converges under the setting of Theorem I to a fixed point of T if the mapping T is Lipschitzian
pseudo-contractive. In [5], Chidume and Mutangadura gave an example of a Lipschitz pseudo-contraction with a
unique fixed point for which Mann’s iteration algorithm fails to converge.
In an infinite-dimensional Hilbert space, Mann’s and the Ishikawa iteration algorithms have only weak conver-
gence, in general, even for nonexpansive mappings. In order to get a strong convergence result, one has to modify
Mann’s and Ishikawa’s iteration algorithms. Some attempts have been made and several important results have been
reported (see, e.g., [6,8,10,12,13,15,18,19]).
Below is another modification of the Ishikawa’s iteration algorithm for Lipschitz pseudo-contractions.
Theorem 3.6. Let C be a closed convex subset of a real Hilbert space H and let T :C → C be a Lipschitz pseudo-
contraction such that F(T ) = ∅. Suppose that {αn} and {βn} are two real sequences in (0,1) satisfying the conditions:
(i) βn  αn,∀n 0;
(ii) lim infn→∞ αn > 0;
(iii) lim supn→∞ αn  α < 1√1+L2+1 , ∀n 0,
where L 1 is the Lipschitzian constant of T .
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⎪⎪⎪⎪⎪⎪⎪⎩
x0 ∈ C,
yn = (1 − αn)xn + αnT xn,
zn = (1 − βn)xn + βnTyn,
Cn =
{
z ∈ C: ‖zn − z‖2  ‖xn − z‖2 − αnβn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2},
Qn =
{
z ∈ C: 〈xn − z, x0 − xn〉 0
}
,
xn+1 = PCn∩Qn(x0), n 0.
(HA)
Then, {xn} converges strongly to a fixed point v of T , where v = PF(T )(x0).
Proof. We break the proof process into seven steps.
Step 1. Show that Cn ∩Qn is closed and convex for every n 0.
It is obvious that Qn is closed and convex and Cn is closed for every n 0, therefore, we only need to prove that
Cn is convex for every n 0. Since
‖zn − z‖2 = ‖zn − xn‖2 + 2〈zn − xn, xn − z〉 + ‖xn − z‖2,
we have
Cn =
{
z ∈ C: ‖zn − xn‖2 + 2〈zn − xn, xn − z〉 + αnβn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2  0}.
By virtue of Tool 4, we conclude that Cn is convex for every n  0, and hence Cn ∩ Qn is closed and convex for
every n 0.
Step 2. Show that F(T ) ⊂ Cn ∩Qn, ∀n 0.
Let u ∈ F(T ). By using the definition of pseudo-contraction, (HA) and Tool 1, we obtain
‖zn − u‖2 = (1 − βn)‖xn − u‖2 + βn‖Tyn − u‖2 − βn(1 − βn)‖xn − Tyn‖2
 (1 − βn)‖xn − u‖2 + βn
(‖yn − u‖2 + ‖yn − Tyn‖2)− βn(1 − βn)‖xn − Tyn‖2 (3.10)
and
‖yn − Tyn‖2 =
∥∥(1 − αn)(xn − Tyn)+ αn(T xn − Tyn)∥∥2
= (1 − αn)‖xn − Tyn‖2 + αn‖T xn − Tyn‖2 − αn(1 − αn)‖xn − T xn‖2
 (1 − αn)‖xn − Tyn‖2 +L2αn‖xn − yn‖2 − αn(1 − αn)‖xn − T xn‖2
 (1 − αn)‖xn − Tyn‖2 +L2α3n‖xn − T xn‖2 − αn(1 − αn)‖xn − T xn‖2
= (1 − αn)‖xn − Tyn‖2 + αn
(
L2α2n + αn − 1
)‖xn − T xn‖2. (3.11)
Also,
‖yn − u‖2 =
∥∥(1 − αn)(xn − u)+ αn(T xn − u)∥∥2
= (1 − αn)‖xn − u‖2 + αn‖T xn − u‖2 − αn(1 − αn)‖xn − T xn‖2
 (1 − αn)‖xn − u‖2 + αn‖xn − u‖2 + αn‖xn − T xn‖2 − αn(1 − αn)‖xn − T xn‖2
= ‖xn − u‖2 + α2n‖xn − T xn‖2. (3.12)
Substituting (3.11) and (3.12) into (3.10) yields
‖zn − u‖2  (1 − βn)‖xn − u‖2 + βn‖xn − u‖2 + βnα2n‖xn − T xn‖2 + (1 − αn)βn‖xn − Tyn‖2
+ αnβn
(
L2α2n + αn − 1
)‖xn − T xn‖2 − βn(1 − βn)‖xn − Tyn‖2
 ‖xn − u‖2 + βn(βn − αn)‖xn − Tyn‖2 + αnβn
(
L2α2n + 2αn − 1
)‖xn − T xn‖2.
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‖zn − u‖2  ‖xn − u‖2 + αnβn
(
L2α2n + 2αn − 1
)‖xn − T xn‖2
= ‖xn − u‖2 − αnβn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2.
Therefore u ∈ Cn, ∀n 0. We conclude that F(T ) ⊂ Cn, ∀n 0.
Since Q0 = C, we have F(T ) ⊂ C0 ∩Q0. Suppose that xk is given and F(T ) ⊂ Ck ∩Qk for some k  0. We will
prove that F(T ) ⊂ Ck+1 ∩ Qk+1. Indeed, there exists a unique element xk+1 = PCk∩Qk(x0). By applying Tool 3, we
have
〈xk+1 − z, x0 − xk+1〉 0,
for each z ∈ Ck ∩ Qk . From the definition of Qk+1, we know that z ∈ Qk+1, this implies that Ck ∩ Qk ⊂ Qk+1.
By assumption that F(T ) ⊂ Ck ∩ Qk , we get that F(T ) ⊂ Qk+1. Therefore we have F(T ) ⊂ Ck+1 ∩ Qk+1. By the
induction principle, we conclude that F(T ) ⊂ Cn ∩Qn, ∀n 0.
Step 3. Show that xn+1 − xn → 0 (n → ∞).
Put v = PF(T )(x0). By Tool 2, we see that PF(T )(x0) is well defined. From xk+1 = PCk∩Qk(x0), we have
‖xn+1 − x0‖ ‖z− x0‖ for ∀z ∈ Cn ∩Qn. By Step 2, we get that F(T ) ⊂ Cn ∩Qn, and hence
‖xn+1 − x0‖ ‖v − x0‖, ∀n 0,
which implies that {xn} is bounded, so are both {yn} and {zn}. Since xn+1 ∈ Cn ∩Qn ⊂ Qn, we get
〈xn − xn+1, x0 − xn〉 0, ∀n 0. (3.13)
From (3.13) we have ‖xn − x0‖2  ‖xn − x0‖‖xn+1 − x0‖ and hence
‖xn − x0‖ ‖xn+1 − x0‖, ∀n 0. (3.14)
Let limn→∞ ‖xn − x0‖ = d  0. Observing that
‖xn+1 − xn‖2 =
∥∥(xn+1 − x0)− (xn − x0)∥∥2
= ‖xn+1 − x0‖2 + ‖xn − x0‖2 − 2〈xn − x0, xn+1 − x0〉
= ‖xn+1 − x0‖2 + ‖xn − x0‖2 − 2〈xn − x0, xn+1 − xn + xn − x0〉
= ‖xn+1 − x0‖2 − ‖xn − x0‖2 − 2〈xn − xn+1, x0 − xn〉
 ‖xn+1 − x0‖2 − ‖xn − x0‖2. (3.15)
Taking the superior limit on the both sides of (3.15), we get
lim sup
n→∞
‖xn+1 − xn‖2  d2 − d2 = 0
hence xn+1 − xn → 0 (n → ∞).
Step 4. Show that xn − T xn → 0 (n → ∞).
By the fact xn+1 ∈ Cn we have
‖xn+1 − zn‖2  ‖xn − xn+1‖2 − αnβn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2. (3.16)
Also,
‖xn+1 − zn‖2 = ‖xn+1 − xn‖2 + 2〈xn+1 − xn, xn − zn〉 + ‖xn − zn‖2. (3.17)
Combining (3.16) and (3.17), and noting that zn = (1 − βn)xn + βnTyn, we get
β2n‖xn − Tyn‖2 + 2βn〈xn+1 − xn, xn − Tyn〉−αnβn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2. (3.18)
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βn‖xn − Tyn‖2 + 2〈xn+1 − xn, xn − Tyn〉−αn
(
1 − 2αn −L2α2n
)‖xn − T xn‖2. (3.19)
From the assumptions on {αn} and noting that {Tyn} is bounded, we see that there exist positive constants a, b and M
such that
b
(
1 − 2a −L2a2)‖xn − T xn‖2 M‖xn+1 − xn‖ (3.20)
for n 0 large enough, where M = 2 sup{‖xn − Tyn‖: n 0}. Indeed, we can choose a ∈ (α, 1√
1+L2+1 ). For such
chosen a, there exists a positive integer N  1 such that αn < a for all n  N . Noting that the function f (t) =
1 − 2t −L2t2 is strictly decreasing in t ∈ (0,1), we infer that(
1 − 2αn −L2α2n
)
>
(
1 − 2a −L2a2)> 0. (3.21)
Choosing b ∈ (0, c), where c = lim infn→∞ αn, we have that αn > b for n large enough. This, together with (3.19)
and (3.21), deduces to (3.20). It follows from Step 3 that xn − T xn → 0 (n → ∞).
Step 5. Show that ω(xn) ⊂ F(T ).
Since {xn} is a bounded set in H , we see that ω(xn) = ∅, Consequently, there exists a subsequence {xnj } of {xn}
converging weakly to x for each x ∈ ω(xn). By Step 4, we have xnj −T xnj → 0 (j → ∞). By Tool 2, we get x = T x.
Step 6. Show that {xn} converges weakly to v = PF(T )(x0).
By Tool 2, we see that F(T ) is a nonempty closed convex subset of H , hence v = PF(T )(x0) is determined uniquely.
Suppose that {xnj } and {xmk } are two arbitrary infinite subsequences of {xn} such that {xnj } converges weakly to p1
and {xmk } converges weakly to p2, respectively. It follow from Step 5 that pi ∈ F(T ) (i = 1,2). In view of the weak
lower semi-continuity of the norm, we get
‖x0 − v‖ ‖x0 − p1‖ lim inf
j→∞ ‖x0 − xnj ‖ lim supj→∞ ‖x0 − xnj ‖ ‖x0 − v‖.
Thus, we obtain ‖x0 − p1‖ = ‖x0 − v‖, this implies p1 = v. Similarly, we have p2 = v, thus p1 = p2 = v. Therefore
{xn} converges weakly to v = PF(T )(x0).
Step 7. Show that {xn} converges strongly to v = PF(T )(x0). By Tool 1, we have
‖xn − xm‖2 = ‖xn − x0 + x0 − xm‖2
= 2‖xn − x0‖2 + 2‖xm − x0‖2 − ‖xn + xm − 2x0‖2
= 2‖xn − x0‖2 + 2‖xm − x0‖2 − 4
∥∥∥∥xn + xm2 − x0
∥∥∥∥
2
. (3.22)
By Step 6, we have known that xn+xm2 converges weakly to v as m,n → ∞. By the weak lower semi-continuity of
the norm, we obtain
lim inf
m,n→∞
∥∥∥∥xn + xm2 − x0
∥∥∥∥
2
 ‖v − x0‖2.
Taking the superior limit on the both sides of (3.22), we get
lim sup
m,n→∞
‖xn − xm‖2  2 lim
n→∞‖xn − x0‖
2 + 2 lim
m→∞‖xm − x0‖
2 − 4 lim inf
m,n→∞
∥∥∥∥xn + xm2 − x0
∥∥∥∥
2
 2d2 + 2d2 − 4‖v − x0‖2
 4
(
d2 − ‖v − x0‖2
)
 0,
556 H.Y. Zhou / J. Math. Anal. Appl. 343 (2008) 546–556hence {xn} is a Cauchy sequence. It follows from Step 5 that xn → v = PF(T )(x0) (n → ∞). This completes the
proof. 
Remark 3.3. Theorem 3.6 extends Theorem 4.1 of Marino and Xu [12] form κ-strict pseudo-contractions to more
general Lipschitz pseudo-contractions.
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