Abstract
Introduction
The principal components analysis PCA) also known as the Karhunen-Loeve transfomtion has been investigated and used in many applications [l-51. The principal components analysis had been applied to seismic data set by Hagen (1982) [4] and Jones (1985) [5]. Several neural networks algorithms have been proposed for principal components analysis (PCA) [6,7]. Sanger's unsupervised generalized Hebbian learning algorithm (GHA) could find many principal eigenvectors of a covariance matrix in decreasing eigenvalue order [6, 7] .
In this paper the neural net with Sanger's unsupervised GHA [6] is adopted to find the principal eigenvectors of a covariance matrix in different kinds of seismograms. The neural net is shown in Fig. 1 . The input data were fed into the neural net iteratively to find the principal eigenvectors.
The advantage of learning is the ability to find the principal eigenvectors incrementally ffom data as it becomes available. It is not necessary to compute the covariance matrix fiom the complete data set in advance, the eigenvectors can be derived directly €tom the data. Sanger had already described, "when the number of inputs is large and the number of required outputs is small, GHA provides a practical and useful procedure for finding eigenvectors" [6] . Seismic data always have a large data set with large dimension and we want to extract the information of a small number of reflection layers and uniform traces to improve the seismic interpretations.
So ffom the advantages stated above, PCA using GHA might be needed for seismic data. Fig. 2 shows the processing steps using neural net based on Sanger's GHA learning rule for the seismic PCA with the input data vectors fiom horizontal or vertical directions. The analyzed seismic data are the seismic traces with 20, 25, and 30 Hz Ricker wavelets, the fault, the reflection and difhction patterns after NMO correction, and the bright spot pattern. The real seismogram at Mississippi Canyon is also used in the experiment.
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where j is the index of input, i is the index of output, or in matrix form as: The "projection values" of the input data vector X onto unit eigenvectors e, are ai=X ei =e, x, i=l, ... , M.
We define that ai ei are the "projection vectors" or "principal components" of input data X onto e, . We use small number of ai and ai ei in the interpretations of seismic principal components. The seismic example of the Theorem 1 is shown in the following experiment of fault seismogram using vertical seismic traces as the inputs. This theorem can improve the seismic interpretation that the seismic data with uniform or consistent property can enhance the principal eigenvectors.
PCA in Simulated and Real Seismograms
We apply the PCA based on neural net to the analysis of simulated and real seismograms.
PCA of a fault (A) Input in vertical direction in fault seismogram
The fault seismogram is shown in Fig. 3(a) . There are 28 traces. Traces #19-24 (6 traces) show the left side of the fault, traces #25-28 (4 traces) show the right side of the fault. Using input fiom vertical direction, one trace is one sample, the mean vector is approximate to 0. Fig. 3(b) is the traces with mean vector removed. After removing the mean vector, the shapes of the wavelets on the 1st and 2nd layers are kept. The 1st eigenvector is on the direction of the traces #19-24, the 2nd eigenvector is on the direction of -the traces #25-28. In Fig. 3(c) , the uniform property on the 1st and 2nd layers is shown fiom the projection values on the 1 st and 2nd eigenvectors. @) Input extra vertical seismic traces to show the seismic example of the Theorem 1. Fig. 4(a) is the seismogram with four extra traces on Fig.  3(a) . The four extra traces, #29-32, have the same uniform layer properly with the right side traces #25-28. It means that four extra samples are added along the direction of the second eigenvector in Fig. 3 . Because the number of uniform traces is increased, the second eigenvector in Fig.  3 becomes the first eigenvector in Fig. 4 . This shows the property of the Theorem 1. We can infer that the more uniform samples can enhance the principal eigenvector.
PCA in real seismogram at Mississippi Canyon (A) Input in horizontal direction
The real seismogram at Mississippi Canyon is shown in Fig. 5(a) . Fig. 5(c) shows the 5 projection values. The central part reflects strong to the projection on the 1st eigenvector in Fig. 5(d) . The left part reflects strong to the projection on the 2nd eigenvector in Fig. 5 (e). The right part reflects strong to the projection on the 3rd eigenvector in Fig. 5(f) . One structure can be decomposed into 3 significant principal components. Fig. 5(g) shows the recovered data using 3 principal components.
(B) Input in vertical direction
We use the input data vector in the vertical direction in Fig.  6(a) . Fig. 6(b) shows the 3 projection values, the 1st projection value can show the high amplitude and polarity reversal at the central part and both sides. The seismic traces at the central part of the seismogram show the uniform property. Fig. 6(c) shows the projection component of each trace on the 1st eigenvector. Fig. 6(f) shows the recovered data using 3 principal components.
Conclusions
(1) The principal components analysis can improve seismic interpretations and show how many uniform classes and where the locations are in the seismogram in both input directions respectively which are not easy to identify by human eyes or by experience, real seismogram at Mississippi Canyon is a good example.
(2) For PCA, a theorem is proposed that adding extra point along the direction of the existing eigenvector can enhance that eigenvector.
The theorem is applied to the intapretation of a fault seismogram and the uniform property of other seismograms. The uniform property of seismic data is corresponding to high correlation. (5) The difbction seismic pattern after NMO is separated from horizontal reflection layer using the 1st principal component for the input data in both horizontal and vertical directions. (6) The two sides of a fault correspond to two principal eigenvectors in both direction analyses. 
