Abstract Most interactions with today's interfaces require a person's full and focused attention. To alleviate the potential clutter of focal information, we investigated how interactions could be designed to take place in the background or periphery of attention. This paper explores whether gestural, multimodal interaction styles of an interactive light system allow for this. A study compared the performance of interactions with the light system in two conditions: the central condition in which participants interacted only with the light system, and the peripheral condition in which they interacted with the system while performing a high-attentional task simultaneously. Our study furthermore compared different feedback styles (visual, auditory, haptic, and a combination). Results indicated that especially for the combination feedback style, the interaction could take place without participants' full visual attention, and performance did not significantly decrease in the peripheral condition. This seems to indicate that these interactions at least partly took place in their periphery of attention and that the multimodal feedback style aided this process.
Introduction
In our everyday lives, we frequently interact with the digital world. While the human body allows for a broad range of interaction modalities to be used simultaneously, e.g., via movement of the body or sound [50] , most digital interfaces rely heavily on the visual modality [10] . Interactions with a visual interface furthermore usually require a persons' full and focused attention [19, 21] . Such interactions are therefore often difficult to be performed during other activities.
In contrast, in the physical world, humans are much more adept in combining multiple tasks, especially when these tasks involve physical actions. For example, we can easily walk while making a phone call or drink from a cup while watching TV. Additionally, we can be aware of all kinds of information, such as the weather or the time of day, without consciously focusing our attention on the information sources. Activities such as walking, drinking, and processing information can be performed outside the focus of attention and instead be carried out in the background or periphery of attention. These types of activities can therefore be considered peripheral actions. Only when it is necessary, such activities may shift to the center of attention, for example when almost walking into something.
Inspired by such everyday peripheral activities, Weiser [47] has envisioned a world in which interactions with computers could similarly reside in the periphery, outside of focused attention. Weiser and Brown [48] refer to this as calm technology, technology that ''engages both the center and the periphery of our attention, and in fact moves back and forth between the two'' [48, p. 79] .
In a world where technology is becoming omnipresent, designing interactions with computing technology that can reside in the periphery of attention is highly relevant. Such calm technology designs could facilitate computing systems to better fit into people's everyday life routines. Most related work has focused on conveying perceptual information in the periphery [17, 26, 48] . However, we are specifically interested in the people's ability to physically interact with digital information in their periphery, since this would allow for people to interact with systems in the periphery of their attention while being engaged in another, more important, task. These types of interactions are referred to as (physical) peripheral interactions [3, 16] and are intended to be performed in parallel with the user's primary task without requiring their full attention [20] . Being able to perform some physical interactions in the periphery of attention is expected to allow people to more effortlessly interact with the multiplicity of devices in their environment.
In the study presented in this paper, we evaluated a light system designed by Bongers and van den Akker [11] , called the light pointer. Their system offers a novel way of interacting with light; lamps inside a room can be selected via a laser inside a pointing tool, and the lamp's brightness can subsequently be adjusted by physically moving the pointing tool. Because this system allows for interactions to take place in the physical domain as well as a multitude of feedback types during the interaction, it has the potential of guiding interactions in the periphery of attention. In this paper, we explore how the light pointer could support peripheral interaction. In this exploration, we first iteratively redesigned the light pointer interaction styles based on an exploratory experiment to select those most beneficial in supporting our aim for physical peripheral interaction. Secondly, we conducted a more extensive experiment in which we evaluated the extent to which people can interact with the redesigned light pointer interaction styles in their periphery of attention. The results of this study indicated that a combination of the redesigned interaction styles allowed for the interaction with the light pointer to take place without large performance decrements and without participants' full visual attention. This offers some indications that the interaction could at least partly take place in their periphery of attention.
Literature review and related work
In this section, divided attention theory is described, which underlies the concept of peripheral interaction; related interaction styles are addressed; and existing examples of peripheral interaction design are discussed.
Divided attention theory
The concept of peripheral interaction is grounded in divided attention theory, describing how we can perform different tasks simultaneously [49] . Divided attention theory describes attention as a limited amount of mental resources available to be divided over potential activities and thereby to perform these activities [28] . Everyday tasks, such as drinking from a cup, often require only few mental resources because people are experienced in performing these tasks; they have become automated processes demanding less mental resources. Therefore, multiple such tasks can be performed at the same time. However, when tasks require more mental resources, such as typing a document on the computer, fewer resources are available to allocate to other tasks. When tasks are not yet automated, Wickens' multiple resource model shows that successfully multitasking the load on mental resources and attention is dependent on the type of resources a task demands for different information channels; the required processing stage (perception, cognition, and action), the way the information is coded (the modes of representation), and the perceptual (or sensory) input and output modalities required [50, p. 329] . When different information sources compete for the same resource, the information channels might get overloaded, and the information can no longer be processed correctly. Due to this, some tasks are more suitable to be performed simultaneously compared to others [49] . For example, two visual activities can hardly be done at the same time while an auditory and a visual activity can easily be performed simultaneously.
In line with divided attention theory, we refer to the center of attention as the one activity to which most mental resources are currently allocated. The periphery of attention consists of the activities to which fewer mental resources are allocated [2] . A task is thus performed in the periphery when another task is being performed simultaneously, which requires more resources. These types of activities are defined as peripheral activities or peripheral tasks. Moreover, designing for peripheral interaction should entail interaction styles that allow for a division of attention between the designed tasks and one or more other tasks. In order to achieve this, the interaction should require only few mental resources. In their research, Mankoff et al. [32] set up and evaluated heuristics discussing comparable requirements, specifically for ambient displays that reside in the periphery of attention. These heuristics include, e.g., being unobtrusive until the display requires a person's full attention and requiring a minimal cognitive load. However, most of these heuristics are specified for informational displays instead of physical interaction styles. Although some research has focused more specifically on the design of peripheral interactions [3, 4, 16, 19, 25] , no clear design guidelines have yet been proposed for physical peripheral interaction styles. For this reason, the next section discusses several interaction styles that could be beneficial for (physical) peripheral interaction.
Related interaction styles
One research area that investigates interaction styles that do not require focused attention is termed eyes-free interaction [14, 37, 51] . Similar to peripheral interaction, eyesfree interaction should not require conscious attention, leaving room for the performing of additional tasks. In their research, Cockburn et al. [14] propose that both proprioceptive target acquisition, the awareness of one's own body position in space (e.g., the orientation of the arm), and non-visual interaction commands such as physical gestures, defined as movements of the body used to convey information [46] , are beneficial for eyes-free interaction. Both suggestions are related to research into gestural interaction styles. Communicative gestures, described by Pavlovic et al. [38] , are used for the purpose of communicating, e.g., one's goal and can be used to communicate to a system that we want to select it. Pointing interaction styles as described in [14] could resemble the communicating of ''I want that one there'' [44, 45] and have been shown by to lead to quick and accurate selection of targets in a 2D plane in the absence of visual guidance [14] . Being able to be aware of one's bodily position compared to the position of a system and using interaction styles that compliment this thus seems to benefit eyes-free interaction. Manipulative gestures are used to manipulate physical artefacts in the environment [38] and are more useful when we want to interact with various functionalities of a system. For example, gestures resembling regularly conducted interactions with physical objects, e.g., swiping objects away, can be more easily conducted without visual attention (see, e.g., Pirhonen et al. [39] who implemented swiping interaction styles to switch to the next track of a music device). Since gestures are commonly used in interactions with objects in the physical world (for an overview, see [46] ), employing these human motor abilities could potentially increase the simplicity of the interaction and reduce the required mental effort needed for the interaction.
Cockburn et al. [14] also took into account feedback provided by the system and suggested to provide non-visual feedback in output modalities. Adding auditory feedback can indeed reduce the necessity of having to view a task constantly [3] and has been shown to be comparable in accuracy to visual feedback [51] . Another important modality could be the haptic modality, as fewer stimuli present in the physical world can interfere with this type of feedback [36, 40] . In our research, we therefore focused on incorporating both auditory and haptic feedbacks in our design.
One problem with using either haptic or auditory feedback is that tasks taking place in the same (sensory) modality are more likely to interfere [49] . Auditory feedback for example will be less useful when a user is simultaneously listening to music. Combining feedback styles and designing a type of multimodal interaction style instead allows users to divide their attention over several sensory modalities. This could allow for an easier transition of the interaction into the periphery. Models and theoretical frameworks about multimodal interaction have for instance been developed in the field of human-computer interaction [7, 35] , and in the field of semiotics [30] . Bongers and van der Veer [12] present a model to analyze and design multimodal interaction styles based on the dimensions of interaction layers, modes, and modalities.
Bongers and van der Veer [12] stress that designing multimodal interaction styles can greatly benefit the usability of the interactive devices. A modality can be described as a communication channel [12] and is used to distinguish between types of information that are sent or received in the interaction between humans and their environment. Modalities can be divided into sensory modalities (the human senses including tactile, kinesthetic, haptic, and proprioception) and human output modalities (incorporating, e.g., gestures).
In their model, Bongers and van der Veer [12] furthermore describe different modes for feedback and presentation of information. The manipulative mode, which is related to affordances [18] , shows the action through the object itself, e.g., a physical button that affords being pressed [24] . The authors suggest that this type of interaction requires a lower cognitive load and thus fewer attentional resources.
Based on the theories of eyes-free interaction and multimodal interaction, we think that systems that allow for a manipulative way of interacting, such as (tangible) gestural interaction, potentially enable interactions to be performed with only few mental resources. Moreover, adding a combination of different non-visual feedback styles will potentially lead to the interaction requiring even less focused attention and can thus be performed in the periphery of attention. In our design, we therefore implemented various gestural interaction styles and auditory and haptic feedback in order to aid the performance of the interaction in the periphery of attention.
Peripheral interaction designs
Several studies have included the design and evaluation of calm technologies by displaying non-trivial information in Pers Ubiquit Comput (2016) 20:1-22 3 the periphery of a person's attention [17, 26, 27, 34, 48] . While these examples focus on peripheral perception of information, a few devices have also been designed for (physical) peripheral interaction [6] . These devices offer the ability to perform physical interactions in the periphery of attention. An example of this is the physical token system, which allows for these tokens to be manipulated in the periphery and allow for easy visibility of task progress within a group [16] . StaTube [22] is a physical device displaying the availability of instant messaging contacts and that allows for setting one's own status through peripheral interaction. FireFlies [4] allows teachers to peripherally interact with an open-ended interactive system in their classroom. Whack Gestures [25] allows people to peripherally interact with their mobile device via quick gestures (e.g., striking). Several studies have designed systems using gestural interaction styles that might be suitable for peripheral interaction as well. Brewster et al. [13] and Pirhonen et al. [39] designed devices which make use of swiping interaction styles linked to the outcome of the interaction (e.g., swiping forward means skipping to the next song). Pointing interaction styles have also been studied in several projects focusing on the design of remote controls, allowing for a ''physical'' interaction between the controller and the system. An early example is the development of a pointing token as a new interaction style for networked homes and distributed media [15] . Other examples include Pipet [33] , supporting photograph sharing by allowing users to ''suck up'' pictures from a camera and shoot them to a screen, and GesturePen [44] , a pointing device shaped like a stylus which can be used to transfer data easily between connected devices.
All together, several research areas have designed for gestural-based interactions that can or could potentially be used in the periphery of attention. The design of the interaction styles of our light pointer is based on the gestural interaction styles described above and aims to use these interaction styles to enable peripheral interaction.
Interaction design of the light pointer
As pointed out above, several studies have focused on the design and investigation of systems that aim to minimize the attentional burden placed on the user. The study presented in this paper investigates whether the type of physical interaction presented by the light pointer could be used in the periphery of attention and how gestural interaction styles and multimodal feedback styles could be designed in order to aid this process. A system for interaction with light, designed by Bongers and van den Akker [11] , was taken as a starting point. The initial goal of this system, called the light pointer, was to develop a clear and effortless interaction for controlling lighting systems and to eventually work via a network of interconnected (light) devices inside the home [9, 11] .
The interface consists of a handheld device (the light pointer, containing a laser pointer operated by a touch sensor at the bottom, an accelerometer, and a switch) and a lamp that contains a light sensor, an LED, and a small speaker, also see Fig. 1 and [11] . Interaction feedback can be provided via the LED, the speaker, and through a vibrotactile actuator inside the light pointer. People can adjust the brightness of the lamp in the system by moving the light pointer as required (e.g., tilting, rotating). All together, this system offers possibilities of integrating feedback in different modalities and allows for a gesturebased interaction.
As mentioned before, some related work aims to support physical peripheral interaction, but no clear design guidelines are available. Since gesture interfaces are often employed in these related designs [13, 14, 25, 37, 39, 44] , we think that the light pointer is a suitable device to use for studying the feasibility of peripheral interactions with a gestural interface. As the light pointer was originally not developed as a peripheral interaction design however, we found it important to run an exploratory experiment with the original light pointer design and interaction styles before conducting our final experiment. The aim of this exploratory experiment was to redesign the light pointer interaction such that it could potentially be interacted with in the periphery of attention. We therefore explored which gestures and which types of feedback would be most suitable for peripheral interaction.
Exploratory experiment
The goal of this experiment was to evaluate what type of gestural mapping styles and feedback styles would be most suitable to enable participants to interact with the light pointer in their periphery of attention. Additionally, we were interested in participants' preferences and in the extent to which different gestural interaction styles supported interactions with the light pointer. Twelve participants (seven males and five females, mean age = 22.6 years, SD = 6.8, range 18-43) were asked to perform four predetermined tasks with the light pointer consecutively: (1) setting the lamp's light to the brightest level, (2) setting the light to the least bright level, (3) setting the light to the middle brightness level, and (4) turning the lamp off. Interactions were performed using two different gestural mapping styles based on [41] (rotating the wrist around its axis and tilting the wrist with the hand palm facing sideways). Moreover, two different feedback types were provided based on [36] (transition, a haptic and audio signal indicating changes between brightness levels, and deceleration, offering a smaller gap between haptic and audio signals in the lowest brightness levels, see Fig. 2 ).
Participants performed these interactions in two different situations: they either only interacted with the light pointer, or they performed these interactions while they were reading a short story out loud. These latter interactions could potentially take place in the periphery of attention. Each participant explored the different gestural mapping styles and the different feedback styles in each of these two situations. Results of this exploratory experiment indicated that eight out of 12 participants preferred the tilting mapping style; the rotating movement was found less comfortable and less natural. Moreover, participants were able to keep performing the tasks quite well while simultaneously reading a story, showing that the interactions could potentially be performed in the periphery of attention. Lastly, most participants did not notice nor fully understand the feedback provided to them, although some who did notice it used it as a guideline to know that the system was responding. We therefore concluded that the feedback styles needed to be adapted to offer cues for the most important steps (e.g., turning the light pointer off and turning the brightness to the highest level) for the final experiment.
Interaction with the light pointer
Based on the results of our exploratory experiment, the gestural and multimodal interaction styles of the original light pointer were redesigned to match our goal of enabling people to interact with the light pointer in their periphery of attention. This section will explain the final light pointer interaction style.
Gestural interaction
Interactions with the light pointer consist of two stages: (1) selecting the lamp that one wants to adjust and (2) setting the brightness of this lamp, also see Fig. 3 . Both interactions require a different type of gesture to be performed. A lamp can be selected by activating the laser inside the light pointer via the touch button on the bottom of the light pointer and pointing it toward the light sensor mounted on the lamp. This type of gesture can be categorized as a communicative gesture; pointing to indicate that this is the preferred lamp. We refer to this as the selecting action.
Once the lamp has been selected, the brightness of the lamp can be adjusted by pressing the button on top of the light pointer and simultaneously tilting the device. Moving the pointer upwards increases the lamps' brightness, while moving the pointer downwards decreases the brightness. Letting go of the button selects the current brightness. This type of gesture can be categorized as a manipulative gesture; the light of the lamp is physically manipulated in accordance with the movement of the light pointer. We refer to this as the setting action. The angle of movement is sensed by an accelerometer inside the device. Both the light pointer and the lamp are controlled by a Phidget Interfacekit 1 which is connected to an Apple iMac running the Max/MSP/Jitter software. 2 For a full technical explanation, see [11] .
Feedback styles
The technical aspects and design of the interaction styles of the light pointer offer the possibility of feedback in different modalities: visual, auditory, and haptic feedback (see Table 1 for an overview of the technical design and accompanying interaction styles). The explanations of the various modalities in Table 1 refer to those that could be adjusted during the experiment; the action of turning the laser on did not offer any pre-designed feedback, only inherent feedback. This type of feedback therefore is not mentioned as a ''sensory modality.'' This section describes the details of the feedback styles that were used in our final experiment.
Different types of feedback can be given during the selecting and the setting action. When selecting the lamp, a visual, an auditory, or a haptic cue can be provided as confirming feedback. The visual feedback was provided by a green LED mounted on the lamp. The auditory feedback consisted of a soft clicking noise emitted from the speaker mounted on the lamp. Lastly, as haptic feedback, a strong vibration was emitted from a vibrotactile actuator inside the light pointer when the lamp was selected.
For the setting action, no specific visual feedback was designed, since we felt the light changes in the lamp itself would always be clear enough. For the auditory and haptic modality, a new type of feedback was designed based on data gathered in the exploratory experiment; participants mostly used the feedback to understand that the system was responding and to interpret whether they had turned the brightness all the way up or down. For this reason, feedback was designed to offer a short but strong vibration (haptic feedback) and a loud click (auditory feedback) when reaching the highest or lowest brightness level. More gently, texture such as vibrations (haptic feedback) and clicking sounds (auditory feedback) was offered for the brightness levels in between (see Fig. 4 for an illustration). Due to the vibration of the vibrotactile actuator, a buzzing sound was also emitted while haptic feedback was present. Next to these types of feedback, which were designed specifically by us, other forms of feedback were also present due to several aspects of the system. These included the light feedback from the lamp itself, the light of the laser, and a clicking noise emitted by the relay when activating the laser. In the following experiment, these non-designed feedback forms were held constant during all condition.
Setup final experiment
The study presented in this paper explores whether the redesigned interaction styles of the light pointer can be used in a person's periphery of attention and how physical gestural interaction and multimodal feedback support this. This section presents the setup of an experiment in which participants interacted with the light pointer, aimed at answering these research questions. These questions were explored by having participants interact with the light pointer both centrally and (potentially) peripherally, simultaneously with another, high-attentional, task and investigating which interaction styles were most beneficial for this purpose.
Based on the theories of eyes-free [14, 37] and multimodal interaction [12] , we formulated a number of hypotheses regarding our participants' interactions with the light pointer. First, we hypothesized that people would be able to interact with our light pointer while simultaneously performing a different, high-attentional task (hypothesis 1a). Furthermore, we expected that the performance of this high-attentional task would be similar when performed simultaneously with interactions with the light pointer compared to when performed simultaneously with a known peripheral task (hypothesis 1b). Also, we hypothesized that participants would not need to constantly look at the light pointer during their interactions with it (hypothesis 2a).
Regarding the feedback styles, we hypothesized that performance on both the interactions with the light pointer (hypothesis 3a) and another simultaneous task (hypothesis 3b) would be best when feedback from the light pointer was given in several modalities combined (visual, auditory, and haptic) and would be worst when only visual feedback Table 1 Overview of the link between the user actions, the technical aspects of the system translating these actions into system actions, and the accompanying feedback styles (inherent and designed) and modalities; the selecting action exists of two system actions (activating laser and activating lamp) and is thus divided accordingly was presented. Lastly, we hypothesized that participants needed to look at the light pointer least when combined feedback was provided, and most when only visual feedback was presented (hypothesis 4).
Design
To validate our hypotheses, we evaluated the participants' performance with the light pointer via different performance measurements and via assessment of video recordings made during the experiment. For the performance analysis, participants were asked to perform two tasks: the light task (involving predetermined tasks with the light pointer) and the number task (a high-attentional performance task). These tasks were either performed separately, in the central condition, or simultaneously, in the peripheral condition. The number task was also performed simultaneously with a known peripheral task (drinking from a water bottle). Next to this, performance was compared in different feedback styles: visual, auditory, haptic, and combination. While in the first three styles, feedback was only provided in one modality, and in the combination style, feedback was provided in all three modalities (a combination of the three feedback styles). For the video analysis, the amount of time participants were looking at either the light pointer interaction or the number task was assessed. This visual focus was also compared between the feedback styles. By combining these measures, we hoped to assess whether participants could interact with the light pointer in the periphery of attention.
Participants
Participants were students and researchers from various countries, recruited via social media, email, and word of mouth. In total, 27 people participated in the experiment. Of the total number of participants, 24 (15 males, 9 females) successfully completed the tasks and were included in the statistical analysis (mean age = 26.96, SD = 8.14, range 19-52).
Setting
The experiment was conducted in a meeting room in a university building. Participants were seated at one side of a table located in the center of the room, while the experiment leader was seated on the adjacent side of the table. The lamp that was used in the experiment was placed on the opposite side of the table from where the participant was sitting (see Fig. 5 ), just inside the participant's visual field. A computer was located in front of the participant, which was required for the number task performed during the experiment. Video recordings were made while the participants performed the tasks.
Measurements and tasks
Although no clear guidelines are known for evaluating whether an interaction takes place in the periphery of attention, some indications for peripheral interaction can be derived from theory [6] . Different measurements were taken during the experiment based on these indicators to evaluate whether the participants interacted with the light pointer in the periphery of their attention. These included performance measures and visual attention measures.
Performance
Firstly, the extent to which two tasks can successfully be performed simultaneously might offer interesting insights; if two tasks can successfully be performed at once, one of these is likely performed in the periphery of attention. To measure whether participants could indeed perform the interactions with the light pointer while simultaneously performing another task, two specific tasks (the light task and the number task) were designed for this experiment. A known peripheral task (drinking from a water bottle) was also used to assess performance. The light task involved a series of predetermined gestural interactions, combining both the selecting and the setting actions (as shown in Table 1 ), to be undertaken with the light pointer. Participants were asked to select the lamp (selecting action), to set the light to the maximum brightness level and subsequently to the middle brightness level (setting action). The setting action thus consisted out of two separate steps. One combination of all three steps was defined as an interaction cycle. Each interaction cycle ended by releasing the button on the light pointer, after Fig. 4 Overview of feedback pattern during setting action, each peak represents a separate signal which the lamp had to be reselected. Participants were asked to repeat this interaction as often as possible over a period of 2 min. See Table 2 for an overview of the various steps in the interaction cycle.
Performance on the light task was measured via the Max MSP software for each corresponding step of the interaction cycle. Some measurements were taken for each individual step, while others relate to the overall action or interaction cycle. Since we asked participants to repeat the cycle of interactions with the light system as often as possible, we also counted each separate interaction cycle (starting from the moment participants turned on the laser and ending when they released the top button on the light pointer). See Table 3 for an overview and explanation of all the measures.
Participants also performed a high-attentional task, called the number task. This task is an adaptation of the Go/NoGo task by Baayen and Milin [1] . The task consisted out of two stimuli: a ''1'' or a ''0,'' which were randomly generated and displayed on a computer screen. Participants were asked to react to the stimulus ''1'' by pressing on the space bar, but refrain from pressing the space bar when the stimulus ''0'' was displayed. Each task consisted out of 100 trials in the peripheral condition (lasting 2 min) and of 50 trials in the central condition (lasting 1 min). During each trial, one of the stimuli was displayed on the computer screen for 250 ms. After the digit disappeared, participants had 900 ms left to respond before the new digit appeared. These display times were derived from studies using the sustained attention response task (SART) [29] , which is similar to this number task.
For this experiment, we specifically decided upon a secondary task that has a high-attentional resource demand (as also used in [31] ); it cannot be performed well without focusing attention toward it. A further advantage of the number task is that it has clear and objectively measurable performance indicators. Comparable tasks (Go/NoGo tasks and SART tasks) are often used for depletion of attentional resources measurements in experiments that try to seek for ways of regenerating one's attentional resources afterward [8] , indicating that it is an inherently highly attentional task. The reading task that was used earlier is a more familiar task for participants and might in itself not require high cognitive attention. It would therefore be harder to draw conclusions regarding the cognitive attention available for other tasks. Moreover, the measurements for the reading task were more subjective and therefore harder to interpret correctly at all times. See Table 3 for an explanation of the performance measurements of the number task. 
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Pointing the light pointer To be able to compare performance on the light task to tasks taking place in the periphery of attention, participants were also asked to perform another task while simultaneously performing the number task, a known peripheral task. Bodily actions such as drinking from a mug are easily performed in the periphery of attention and thus require less visual and cognitive attention than the primary task [3] . Therefore, during this task, participants were asked to pick up a water bottle next to them, bring the bottle to their mouth and take a sip, put the bottle back, and let go of the bottle. Participants were asked to repeat this action while performing the number task (but without performing the light task). No performance measurements were derived from the known peripheral task itself.
Visual attention
We defined the center of attention as the activity that requires the most mental resources. Based on this, a potential indicator for peripheral interaction is the amount of visual attention allocated to two different tasks. The task that requires the most visual attention is likely carried out in the center of attention, while a simultaneously performed second task is expected to be carried out in the periphery. To measure this, video recordings were made during the experiment, in order to analyze the participants' visual attention while performing both tasks. Two categories of codes were used in our video analysis coding scheme: direction of visual focus and duration of visual focus (see Table 4 ).
Procedure
The experiment consisted of the following three phases: introduction, interaction, and debriefing, also see Fig. 6 . All together, the experiment took about 35 min.
In the introduction phase of the experiment, participants were asked to read and sign a consent form. They were then explained about the light and number tasks (I) and were given the opportunity to shortly practice both tasks (P). In these practice rounds, participants had the opportunity to ask questions for clarification.
In the interaction phase of the experiment, the number task (NT), light task (LT), and known peripheral task (PT) were performed in the earlier described central and peripheral conditions. Each condition consisted of a number of task session that lasted about 2 min. In the central condition, these sessions involved only the light task or only the number task, which are thus expected to be performed in the center of attention. In the peripheral condition, participants performed two tasks simultaneously in each session: the first four sessions combined the light task and the number task, and the fifth session combined the known peripheral task and the number task. Since the number task could not be performed without focused attention, the other tasks would likely be performed in the periphery of attention. All participants started with two task . Participants performed the light task in the central condition twice, in order for us to investigate whether performance had changed due to a learning effect. Since the number task was not expected to show a large learning effect, this task was not performed at the end of the experiment. See Fig. 6 for an overview of these task sessions. As explained before, four different styles of feedback can be provided by the light pointer (visual, auditory, haptic, and combination). In the peripheral condition, the participants were subjected to each feedback style consecutively. The order of the feedback styles was counterbalanced between participants. Participants were explained that they would receive feedback from the light pointer, but not that this feedback would vary between tasks. In the central condition, only the combination feedback style was presented. Based on research stating that (a combination of various forms of) non-visual feedback can reduce the need for visual attention [12, 14, 49] , we hypothesize the combination feedback style would lead to the most accurate performance in the central condition. Differences found in the experiment, if any, could therefore not be attributed to a low performance in the central condition to begin with.
In the debriefing phase of the experiment, participants were asked to fill in some demographic information including age, gender, and experience level (indicating how much experience a person had with gestural-based games) and were given the opportunity to discuss the light pointer and the nature of the experiment with the experiment leader.
Results
The aim of the final experiment described in this paper was to evaluate whether gestural interactions with the light pointer can be performed in the periphery of attention. Furthermore, we aimed to explore which feedback styles are most suitable for peripheral interaction. In this section, the data gathered in our experiment with the light pointer will be reported. For each measure (light task, number task, and visual attention), results concerning peripheral interaction with the light pointer and results concerning the different feedback styles will be discussed separately. The first category shows results comparing the central condition of each measure to the different peripheral conditions in order to explore whether performance differed between both conditions. The second category compares the four feedback styles to explore whether the different feedback styles influenced performance.
Light task
The first measure that may indicate peripheral interaction with the light pointer is the participants' performance on the light task in the central and peripheral condition. This task involved a series of predetermined actions participants were asked to perform (see Sect. 4.4.1 for more detail). We expected that this performance would not differ between the two conditions, indicating that people could effectively interact with the light pointer while they were performing another task simultaneously.
In order to assess whether the interactions in the light task were performed comparably in the peripheral and the central conditions and whether there were differences between the feedback styles (visual, auditory, haptic, and combination), repeated measures ANOVAs were conducted on the various assessors of performance per experimental condition separately. These assessors were parts of the interactions undertaken and include amount of interaction cycles, select duration, setting duration, percentage of correct select, percentage of maximum brightness level, and percentage of middle brightness level (see Table 3 ). The experimental conditions regarding each feedback style were counterbalanced to prevent any influence due to a learning effect of the tasks.
For these analyses, mean values were calculated per participant and per condition. From these mean values, interactions during which laser errors occurred were omitted. Covariates' age, gender, and experience level were not significant and therefore not included in the final analyses.
Learning effect light task
To assess whether results found in this experiment might be due to a learning effect within the light task, participants Fig. 6 Overview of experiment divided into two central and one peripheral conditions (I introduction, P practice round, M mood, NT number task, LT light task, PT known peripheral task, Q questionnaire); feedback varied between different light tasks were asked to perform the light task in the central condition, without performing the high-attentional task, at the beginning (central begin) and at the end of the experiment (central end). Analysis of various performance measures indeed indicated that participants were better able to interact with the light task after practice during the experiment. Results showed they were both faster and able to perform more interaction cycles. However, since this the different feedback modalities were counterbalanced, this learning effect should not have influenced our results.
Peripheral interaction with the light pointer
The various indicators of performance on the light task will be discussed separately in this section, and performance in the central and the peripheral condition will be compared to indicate specifically which interactions could be performed comparably in both conditions. For these measurements, we compared the peripheral conditions to the central end condition rather than to the central begin condition. In the central end condition, participants were best trained, and finding an effect would be most difficult. Performance measures of all participants were included in the analyses unless stated otherwise for a specific measurement. Moreover, while the covariates age, experience level, and gender were taken into account for each test, they will only be discussed and presented in the analysis if a significant effect was found.
Experience level showed a significant effect in the amount of interaction cycles' analysis [F(4.76) = 10.68, p \ 0.001), and was included in the analysis to control for the effect of prior experience. Analysis showed that the effect of amount of interaction cycles was significant [F(4.76) = 10.68, p \ 0.001]. Participants were able to finish more complete interaction cycles in the central condition (Mcentral = 38.00, SE = 2.34) compared to all the peripheral conditions (Mvisual = 30.00, SEvisual = 2.44; Mauditory = 30.25, SEauditory = 2.26; Mhaptic = 30.13, SEhaptic = 2.44; Mcombination = 27.25, SEcombination = 2.21, all p \ 0.02). Participants were thus faster at performing multiple gestures with the light pointer when attention was focused solely on the light pointer.
In the analysis of percentage correct select, three participants scored very differently (significantly lower) than the others, namely the participants in a higher age group than the other participants. Only for this measurement, these participants were therefore excluded. Also, gender significantly influenced the data [F(1.18) = 9. These results partly support hypothesis 1a; in three out of the six measurements, performance on the light task in one or more peripheral conditions approached performance in the central condition, indicating participants were able to perform the light tasks well even when performing a highattentional task simultaneously. These results were mostly visible in the combination condition, supporting hypothesis 3a which states that performance on the interactions with the light pointer will be best when feedback is offered in different modalities simultaneously.
Different feedback styles
Performance on the light task was also compared between peripheral conditions (visual, auditory, haptic, and combination) to evaluate the suitability of different feedback styles for peripheral interaction. No significant differences between conditions were found for performance indicators amount of interaction cycles, setting duration, percentage of maximum brightness level, or percentage of middle brightness level. However, pairwise comparisons of both percentage of correct select (see Fig. 10 ) and select duration (see Fig. 11 ) showed a significant difference between the combination and the visual feedback style (p = 0.037 and p = 0.037, respectively). When using the combination feedback style, participants selected the lamp correctly significantly more often (Mcombination = 88.79, .59, SEvisual = 83.63) than when using the visual feedback style. These results indicate that providing multimodal feedback increases performance compared to only visual feedback; however, it is unclear whether auditory and haptic feedback may ensure the same benefits. The results partly support hypothesis 3a, which states that performance will be best when a combination of feedback in different modalities is offered.
Number task
A second measure for peripheral interaction with the light pointer is participant's performance on a secondary task, in this case the number task. This task consisted of a highattentional Go/NoGo task (see Sect. 4.4.1 for more detail). To assess whether the performance on the number task was affected by the simultaneous performance on the light task, a repeated measures ANOVA was conducted on the performance assessors of the number task, reaction time and percentage of mistakes separately and per experimental condition.
Initial assessment of the reaction times of participants showed some false positives (e.g., when participants pressed the spacebar too late and data were recorded for the following stimulus), namely reaction times in the peripheral conditions smaller than the fastest reaction time in the central condition (243 ms). These reaction times were therefore recorded as mistakes.
Peripheral interaction with the light pointer
Since we were interested in finding out whether performance on the number task was comparable in the peripheral and the central conditions, both reaction time and percentage of mistakes were compared between these conditions. For the number task, the central condition was performed before all peripheral conditions. Analysis of participants' reaction time on the number task showed a significant effect Results of both performance measurements indicated that performance on the number task while performing the light task is not comparable to the same performance when drinking from the water bottle, contradicting hypothesis 1b. This shows that performing the light task in the periphery of attention is not as easy as performing a known peripheral task.
Different feedback styles
Performance on the number task in the different feedback styles was also compared, but none of the feedback styles differed significantly from each other. Offering multimodal feedback in this case does not seem to lead to better performance on the secondary task. This is in contradiction with hypothesis 3b, which states that performance on the number task will be best when feedback was combined.
Visual attention
In this section, we discuss the results from the behavioral coding assessment of videos recorded of participants performing the light task. By measuring visual attention next to performance, we will be able to determine better how (visual) attention is divided and how this affects performance; being able to perform an interaction without requiring visual attention can indicate that the interaction is performed in the periphery of attention.
To assess visual attention, a detailed analysis of the participants' interactions with the light pointer was conducted based on video material of the experiments. These videos were observed by the first author and analyzed for two consecutive parts of the interaction separately (selecting action and setting action), because both actions require a different type of gesture and response from the participants and are guided by different types of feedback. When reviewing the video material, the selecting action was measured from the moment the participant activated the laser until the button on top of the light pointer was pressed, and the setting action was measured from the moment the participant pressed this button until the button was released again. Each interaction part was coded according to the coding scheme shown in Table 4 . Before the analysis, all data that included laser errors of the system were again omitted (e.g., when the laser was not working or the lamp could not be easily reselected after being in one of the highest brightness levels). Next, the amount of times each behavioral code was presented in each feedback style was analyzed. Because participants were almost never observed to look at the light pointer (in only three of the cases in the selecting action), this behavioral coding was combined with ''looking at the lamp'' and defined as ''looking at the light pointer interaction.''
Peripheral interaction with the light pointer
Interactions across all peripheral conditions were first evaluated together, to assess how many of the selecting and setting actions demanded participants' visual attention (i.e., when participants were looking at the light pointer during the interaction). With regard to direction of visual focus (see Table 4 ), analyses of the video material showed that participants mostly directed the majority of visual attention toward computer (i.e., the number task) in both the selecting (55 %) and setting (77 %) actions. This indicates that for most interactions with the light pointer, the majority of visual attention was directed away from the light pointer.
To analyze more specifically how visual attention was divided, the duration of visual focus (see Table 4 ) was also assessed. As evident from Fig. 12 , during 46 % of the selecting action and during 70 % of the setting action, participants looked at the interaction with the light pointer. For an additional 9 % (selecting action) and 7 % (setting action), participants looked away from the interaction most of the time. These numbers show that the majority of interactions with the light pointer were performed outside of the visual focus of attention either completely or for the most part, especially during the setting action. This could indicate that the participant's visual attention was in these cases focused on the number task and therefore that the light task may have been performed in the periphery of the attention. These results support hypothesis 2a, which states that participants will not need to constantly look at the light pointer while they are interacting with it.
Different feedback styles
The observation that participants did not always need to look at the light pointer or lamp to interact with it is promising, since it may indicate that only few mental resources were required for the light task. We were furthermore interested in how the different feedback styles contributed to this. The graphs in Figs. 13 and 14 therefore show the results of the video analysis in the category ''duration of visual focus,'' for each feedback style separately.
As evident from the graphs in Figs. 13 and 14 , in all feedback styles, participants never looked at the light pointer interactions for a large amount of all interactions. Besides this, differences were also visible between the different feedback styles. For the setting action, the percentage of interactions that were not viewed by participants was highest in the combination feedback style (76 %) compared to the other feedback styles (72 % for the haptic, 68 % for the auditory, and 63 % for the visual feedback style). In order to discover whether the combination feedback style scored significantly different from the visual feedback style in this regard, a Chi-square test was conducted comparing visual focus of both feedback styles. Results of this test indicated that people's visual attention in the combination feedback style differed significantly from that in the visual feedback The results of the video material thus indicate that the feedback provided by the combination feedback style was more successful than mere visual or auditory feedback in allowing participants to perform the light task outside of their visual focus, and requiring the least amount of mental resources, in both parts of the interaction (setting and selecting). However, the combined feedback was not more beneficial in this regard than the haptic feedback. In addition to this, the visual feedback presented seemed to support the peripheral interaction least during most parts of the interaction. Together, the results partly support hypothesis 4; in that, the combination feedback allowed people to focus less visual attention on the light task and that the visual feedback required most visual attention. However, the hypothesis cannot be completely accepted, since the haptic feedback style seemed to offer the same benefits as the combination feedback style. Moreover, these results show that although performance on the interactions with the light system was often highest in both the haptic and the combined feedback styles, in these conditions the least amount of visual attention was needed to perform the required interactions (correctly).
Qualitative data
Apart from the formal video analysis described above, we also qualitatively evaluated the video data. In this analysis, we observed the participants' behavior and recorded the remarks they made during the experiment. These observations and remarks provided insight into how the participants interacted with the light pointer and whether these interactions potentially took place in the periphery of the attention and allowed us to explore several other aspects of peripheral interaction.
Peripheral interaction with the light pointer
Although not having to focus visual attention on a task can indicate it is being performed in the periphery of attention, peripheral interaction should also allow for the interaction to shift to the center of attention when required (e.g., when something is going wrong), which is in line with the theory of calm technology [48] . This is comparable to interactions in the physical world; while people can usually drink coffee while reading a paper (action is performed in the periphery), the action is shifted to the center of attention when, e.g., coffee is spilled and attention is required to reduce further mistakes. The following example supports this aspect in the interaction with the light pointer:
One participant is performing the light task in the fourth peripheral condition, which is the visual feedback style in this case. At the same time, this participant is performing the number task, while most of the time looking at the computer. For at least seven interaction cycles in a row, the participant selects the lamp and sets its brightness level correctly without ever looking at the lamp or the light pointer. However, at some point, the participant fails to select the lamp two times in a row. When the participant notices this, attention is quickly and almost completely directed toward the lamp in order to reselect the lamp correctly. Once the participant had confirmed everything was working again, attention was shifted back to the number task.
A statement of this participant is interesting in this regard: ''I lost it'', indicating the rhythm of selecting the lamp was lost. This example shows that when this ''rhythm'' was present, the participant knew where to aim the light pointer toward without having to look at the interaction. However, when something unexpected happened (loosing this rhythm), the task with the light pointer needed to shift to the center of attention in order to correct the interaction, similar to the coffee mug example. Although attention was focused on the number task most of the time, the false selecting action could be detected in the periphery of attention, and full attention was quickly directed toward this interaction and back to the number task as soon as this was resolved.
Different feedback styles
Participants were also observed reacting to the different feedback styles in different ways, mostly depending on the order in which the feedback styles were presented. What is most interesting, although performance was on average lowest for the visual feedback style as indicated above, analysis of people's behavior does indicate that especially when presented with the first peripheral condition, participants highly relied on the visual LED feedback as well. An example is the following; in the first peripheral condition, after the central condition (haptic feedback style in this case), a participant focused visual attention towards the lamp and thought the system was not responding because the LED did not turn on (mentioned ''this is so not working…''). Only after starting the setting action, and understanding the haptic feedback, the participant understood that the lamp was indeed selected. Although performance measurements described earlier indicate that presenting only the visual feedback style is least beneficial for the peripheral interaction with the light pointer, this example does indicate that the visual feedback in itself offers useful information nonetheless. Therefore, it seems that combining this feedback with other feedback styles (i.e., multimodal interaction [12] ) allows for more detail in the periphery (compared to the separate feedback styles) and thus a more understandable interaction. This further supports hypothesis 3a which stated that performance on the light task will be best when a combination of feedback styles is offered.
Discussion
In the study presented in this paper, we explored whether an interactive light system, the light pointer, could be interacted with in the periphery of attention. Furthermore, we aimed to explore to which extent different feedback styles contributed to this potential for peripheral interaction. We therefore conducted an experiment in which 24 participants interacted with our light pointer, either in a central condition (in which they only interacted with the light pointer) or in a peripheral condition (in which they simultaneously interacted with the light pointer and conducted a high-attentional task). Different measurements were used to find indicators for peripheral interaction with the light pointer. Among other things, we observed whether or not participants were looking at the light pointer during the interaction, and we assessed the participant's performance in their interactions with the light pointer in the two conditions.
Measuring peripheral interaction
Since it is difficult to find hard evidence for the occurrence of peripheral interaction [6] , we focused our analysis on a number of indicators of peripheral interaction as mentioned in the literature.
First, an indicator to determine whether an interaction could be performed in the periphery of attention is the fact that at least two tasks need to be successfully performed simultaneously. To measure this, we compared performance on the two tasks (the interactions with the light pointer and the high-attentional task) when both tasks were performed at the same time with when each task was performed separately. This way, we could verify that participants were in fact performing both tasks, instead of just ignoring one of them. Our results showed that on various measurements of the interactions with the light pointer, performance did not decrease while simultaneously performing the high-attentional task, especially when a combination of feedback styles was offered. Performance on the high-attentional task did however significantly decrease when participants simultaneously interacted with the light pointer, even in comparison with simultaneously performing the known peripheral task. Still, participants only made mistakes on the high-attentional task less than 22 % of the time in all peripheral conditions. If all attention was diverted away from this task and it was somewhat neglected, we would expect the mistake rate of this task to be around chance level (50 %) as indicated in [31] . Results thus show that participants were actively performing both tasks simultaneously throughout the experiment. Despite the fact that not all tasks were performed as accurately in combination as when performed alone, one of the two tasks must thus have been performed in the periphery of attention.
One explanation for the decrease in performance on the high-attentional task could be that technical errors during the experiment (the lamp interfering with the connection between the laser and the light sensor) distracted participants. These errors could be filtered out for other measurements, but not for these data. Since only a small deviation of attention from this task would likely cause mistakes, this probably largely affected overall mean performance. Performances on the high-attentional task during the interactions with the light pointer would therefore likely have been higher and the difference with the central high-attentional task smaller if fewer errors had occurred.
Second, another indicator to determine whether one of two activities could be taking place in the periphery of attention is the amount of visual attention directed towards each interaction. When visual attention is focused toward one of two activities taking place, this could indicate that the other activity is being performed in the periphery of attention. The results of our video analysis showed that during the majority of all interactions with the light pointer, participants focused visual attention away from the light pointer (e.g., toward the screen at which the high-attentional task was displayed). The interactions with the light pointer were performed without the need for focused visual attention and were thus potentially performed in the periphery of attention. This was also the case when turning the lamp on, and no light was visible in the room that could have offered an additional cue in the participants' visual periphery. This indicates that the (gestural) interaction with the light pointer in itself likely aided the peripheral interaction.
Although participants focused visual attention away from the light pointer during the majority of their interactions, they were still able to keep performing the interactions with the light pointer and were not just neglecting it. Since the performance on the high-attentional task decreased, other forms of attention (e.g., cognitive attention) were likely divided between the two tasks. However, based on the performance rate, it is unlikely that all (cognitive) attention was diverted away from the high-attentional task. Instead, participants seemed to focus the majority of their attentional resources to the high-attentional task, while directing some resources toward the interaction with the light pointer. Despite this, interactions with the light pointer in various measurements were still performed well.
These results together thus show that (1) attention was indeed divided between the two tasks, based on performance measures and visual attention directed toward performing each task, and (2) the interaction with the light pointer required less visual attention compared to the highattentional task, while performance only decreased in some of the interactions with the light pointer. This leads us to believe that out of the two tasks performed at the same time, the light task was indeed performed in the periphery of attention most of the time (while the high-attentional task was thus performed in the center of attention most of the time). The implemented type of designed gestural interaction seemed to be beneficial for peripheral interaction, in line with [14] . It is important to note that the indicators of peripheral interaction that we focused on cannot provide conclusive evidence for the feasibility of peripheral interaction; they should merely be seen as indicators. Still, results of several of these measurements pointed in the same direction and together accumulate evidence, indicating that many of the interactions our participants had with the light pointer indeed took place in the periphery of attention.
Multimodal feedback
When comparing performance and the division of visual attention in the various feedback styles (visual, auditory, haptic, and a combination of the three), several indications of the beneficial effect of multimodal feedback were found. Firstly, observations showed that when participants were presented with a combination of feedback styles (visual, auditory, and haptic), focusing visual attention away from the light pointer was supported more than when feedback was presented in only the auditory or visual modality. Secondly, several performance measurements related to selecting the lamp were significantly higher for the combined feedback than for the visual feedback only. Even though participants looked at the interactions least when feedback was combined, performance when selecting the lamp significantly increased when feedback was combined. This offers some indications that, in agreement with the multimodality theory described in [12] , multimodal feedback can be beneficial in increasing both speed and accuracy while allowing interactions to reside in the periphery more easily and thus supporting peripheral interaction. Still, the haptic feedback style seemed to also offer beneficial effects for guiding visual attention away from the secondary task, and it is worth exploring the potential of this feedback modality further.
Performance related to setting the brightness of the lamp did however not significantly increase when offering multimodal feedback. When setting the lamp, participants could likely rely on their own bodily movements in space more easily (wrist tilting), as stated in [14] to be beneficial for eyes-free interactions. Therefore, offering additional feedback might be less necessary to complete this part of the light task. In comparison, when more precision was required such as when selecting the lamp, providing multimodal feedback might be more relevant. Another possibility is that participants made use of other information during this part of the interaction, such as the light of the lamp which was clearly visible in the room, making it less necessary to rely on the designed feedback.
Last, differently from our experiment, people can encounter various distractions in real-life contexts (e.g., auditory feedback is less convenient in a crowded social event). Also, while the content of the information remains constant, people move around in real-life environments, which can result in, e.g., auditory feedback being perceived differently depending on the distance between the user and the sound source in their home. In order to truly design for peripheral interaction for everyday activities, it is important to understand the context of use, e.g., by evaluating different types of (social) situations and how these would affect the necessary feedback [5] . However, especially because of the diversity of (social) situations, applying multimodal feedback (including visual feedback) can be even more convenient.
Methodology
In the study presented in this paper, we measured in various ways whether interactions with the light pointer were conducted in the periphery of attention. Only limited research known to the authors has focused on finding evidence for physical peripheral interaction, and no validated measurements are known to formally evaluate peripheral interaction. By translating some general indicators for peripheral interaction into specific measurements, we set up a novel method aimed at quantitatively measuring the extent to which attention is divided. We were able to consider not only visual attention and qualitative data (as is the case in most related peripheral interaction research), e.g. [4, 6, 16, 22, 25] , but also performance measurements on two different tasks and combined results of both measurements in a more extensive review of the interaction. Because of this, we were not only able to indicate that the interaction was likely performed in the periphery of attention (based on the division of visual attention), but we were also able to give some indication of how well participants were able to perform these interactions. Although not all measurements led to conclusive results, these types of measurements do offer more extensive insights into how tasks are performed and whether they are indeed performed in the periphery of attention (instead of merely discarded). This contributes to the existing research about peripheral interaction and offers more possibilities of investigating this type of interaction.
In order to more accurately indicate the possibility of interactions with the light pointer taking place in the periphery of attention, we also compared the performance on the high-attentional task while performing the interactions with the light pointer with the performance on the high-attentional task while performing a known peripheral task (drinking from a water bottle). This was done because even truly peripheral interactions require some mental resources and could thus lead to small performance decrements on a central task. Our results however showed that drinking from a water bottle was more easily done simultaneously with a high-attentional task than interacting with the light pointer was. This might be explained by the fact that the two tasks presented to participants differed too much with regard to skill level [42, 43] . While drinking from a bottle is a familiar and highly automated task, termed a skill-based task (which was the reason it was chosen to represent a known peripheral task), the interactions with the light pointer might have been too new and required explicit attention throughout this experiment (knowledgebased task). When gesture-based interactions may become more present in future applications, the tasks with a system like the light pointer might be learned more easily (rulebased task) and eventually mastered in the same way as other, more familiar tasks, are now. It might therefore be useful in future experiments to have participants gain more experience with the new system before conducting any measurements, since this could lead to a more fair comparison with other tasks. In a study by Li et al. [31] , participants were able to ''practice'' a central and a peripheral task for about 10 h to coordinate their motor responses, after which performance on a similar dual task was comparable with the same tasks performed alone. Moreover, this peripheral task was conducted in an experimental setup. In such a laboratory environment, an everyday task such as drinking from a water bottle might not be conducted on a routine basis and therefore become more focused and less fluent. Comparing the light pointer interactions with more truly everyday tasks, perhaps by slightly adjusting the environment, or with tasks that require different amounts of mental resources (e.g., having a conversation, tying one's shoe laces) might lead to a more ''fair'' comparison between the light pointer interaction and another peripheral task and might offer more insights into the mental resources needed for the light pointer interaction.
In our experiment, all participants performed the interactions with the light pointer in all the feedback modalities (visual, auditory, haptic, and the three combined) leading to a comparison of 24 performance measures for each condition. When reviewing the statistical data, some outliers were removed in order to not take into account participants who performed significantly better or worse than the average. This was only the case for some measures, and in most cases, only 1-2 outliers were removed. For this study, this left us with a large enough and averagely performing group of participants to explore the general indications of peripheral interaction with our light pointer.
However, and outside the scope of this particular study, in real-life people will vary in their abilities to learn new routine activities and unlearn existing routines, and peripheral interaction will be more easily facilitated for some people than for others [5] . For example, we found some indications that three people in our study who were above the age of 40 performed some tasks differently from the rest of the group. It could be that some of the required gestural interactions might have been more difficult for people of higher age groups, e.g., because of restrictions of some muscle movements as one of the older participants suggested. In future research, it would be interesting to recruit for and compare between a larger variety of age groups in order to design for systems that can be implemented in real-world situations and be used by various unique users.
Lastly, to our knowledge, only one recent study has investigated peripheral interaction styles in a laboratory study [23] . Whereas exploring peripheral interaction in situ offers insights into the interaction in real-life situations, it offers mostly qualitative data, and it is more time-consuming compared to laboratory experiments. By setting up an experimental paradigm that enabled us to investigate several elements of peripheral interaction via direct measurements, we show that it is possible to test for peripheral interaction in a laboratory setting, and that it is easier to investigate more performance indicators in this way, thereby providing stronger evidence for the feasibility of peripheral interaction. In order to specifically measure these performance indicators, researching these with specific tasks in the laboratory first was necessary. This approach also enables testing in earlier phases of the design process, when prototypes may not be robust enough for in situ testing [23] . In the future, more systems designed for peripheral interactions could be explored in this way to get a better understanding of the attentional demands of such systems.
Conclusions
In the study described in this paper, we employed a combination of techniques to evaluate the attentional capacities needed for interacting with an interactive light system in order to find out whether this gestural interaction could take place in the periphery of attention.
Firstly, we wanted to find out whether the gestural interaction styles supported by our light pointer would allow people to interact with the light pointer in the periphery of attention. Participants therefore interacted with the light pointer while performing another, high-attentional, task. Performance on the high-attentional task, and on some measurements of the interactions with the light pointer, decreased when both tasks were performed simultaneously, compared to when they were performed separately. However, in general, participants could still perform both tasks quite well; some parts of the light pointer interactions did not decrease in performance when the tasks were performed simultaneously and participants did not completely stop performing one of the tasks. This indicates that both tasks could, to some extent, be performed at the same time. Moreover, throughout the experiment, participants were found to focus most of their visual attention toward the high-attentional task instead of the interaction with the light pointer. This might indicate that the majority of mental resources was directed toward the high-attentional task most of the time, offering an indication that the interaction with the light pointer indeed took place in the periphery of attention.
Secondly, we were interested in the role of different types of feedback styles, offered in different modalities, on the interaction with the light pointer. More specifically, we were interested to find out whether feedback combined over different modalities (visual, auditory, and haptic in this case) would allow for an easier transition of the interaction to the periphery of attention. Results showed that performance with the light pointer, while performing the high-attentional task simultaneously, was best on several measurements when feedback combined multiple modalities. For several of these performance measurements in the combined feedback style, there was no significant difference between only performing interactions with the light pointer and performance in combination with the high-attentional task. This indicates that offering multimodal feedback styles increases performance on speed and accuracy when performing two tasks simultaneously, offering benefits for peripheral interaction. Also, some differences were found between the different feedback styles. Again, the combination of the different feedback styles seemed to be most efficient in guiding the peripheral interaction style. When provided with this feedback, participants needed to focus less visual attention on the light pointer compared to both the auditory and visual feedback styles, and performance on the light pointer interaction for some measurements was significantly better than when only provided with visual feedback.
Overall, these results indicate that participants were able to interact with the light pointer in the periphery of attention, and that providing multimodal feedback during different steps in the interaction largely supported this peripheral interaction. Moreover, this way of evaluating peripheral interaction might offer more ways of categorizing interactions as being ''peripheral.'' Combining different measurements (visual attention and performance) allowed for a detailed assessment of the extent to which interactions with our light pointer took place in the periphery of attention than what has previously been addressed in the related literature [4, 6, 16, 22, 25] and offered more insights as to whether a task was indeed still being performed in the periphery instead of being ignored. We propose that this way of assessing of interactions leads to a more extensive review and better understanding of peripheral interactions and how they should be designed.
