Abstract. We give sufficient conditions on planar domains Ω i , i ∈ I, where I is an arbitrary set, so that polynomials are dense in A( i∈I Ω i ) as well as in A ∞ ( i∈I Ω i ), endowed with their natural topologies. We also characterize the uniform limits, with respect to the chordal metric, of polynomials on i∈I Ω i .
Introduction
In [10] and [7] the space A ∞ (Ω) was used in order to establish universality of Taylor series in the sense of Luh [8] and Chui and Parnes [2] . This universality has been proven to be generic, in the closure of polynomials X ∞ (Ω) in A ∞ (Ω), with its natural topology. It is an open question whether X ∞ (Ω) = A ∞ (Ω) always holds for every planar domain Ω, such that Ω o = Ω and [C \ Ω] ∪ {∞} is connected. In [13] a sufficient condition of geometric nature is given assuring X ∞ (Ω) = A ∞ (Ω). The condition is the existence of an M < +∞, such that every two points in Ω can be joined in Ω by a path of length at most M.
In Section 3 we extend the previous result to arbitrary products Ω = {Ω i : i ∈ I}, where Ω i ⊂ C is a bounded domain such that (Ω i ) o = Ω i , Ω c is connected and there exist M i < +∞, with the property that every two points in Ω i may be joined by a path in Ω i of length at most M i . We shall denote the products {Ω i : i ∈ I} and {Ω i : i ∈ I respectively by Ω and Ω. Under the above assumptions, a function f : Ω → C belongs to the class A(Ω), if it is continuous on Ω endowed with the product topology and separately holomorphic in Ω. We endow A(Ω) with the supremum norm and we show that, under the above assumptions, the polynomials are dense in A(Ω). We notice that, even in the case where I is infinite, each polynomial depends on only finitely many variables.
Further, for every function f ∈ A(Ω), the function Df is well-defined and separately holomorphic on Ω, for every differential operator D of the form
, where i 1 , · · · , i n ∈ I, 0 ≤ α i < +∞, α i ∈ N, for all i = 1, · · · , n and n ∈ N. Definition. Under the above assumptions and notations, we define A ∞ (Ω) to be the class of functions f ∈ A(Ω) such that Df ∈ A(Ω), for every differential operator D satisfying (*). We endow A ∞ (Ω) with the topology of uniform convergence of every mixed derivative given by an operator D of the form (*). The main theorem proven in Section 3 is the following.
Theorem 1.
Under the above assumptions and notations, the polynomials are dense in A ∞ (Ω).
In Section 4, we consider an arbitrary family of Jordan domains G i ⊂ C, i ∈ I, where I is an arbitrary set. Let G = {G i : i ∈ I} and G = {G : i ∈ I} be endowed with the product topology. We investigate the class A(G) of uniform limits of polynomials on G, with respect to the chordal distance χ. We prove the following.
Theorem 2. Under the above assumptions and notations, A(G) contains exactly the constant function equal to ∞ and all continuous functions f : G → C ∪ {∞}, where G is endowed with the product topology, such that f (G) ⊂ C and f | G is separately holomorphic.
For an example of an Ω satisfying the hypotheses of Theorem 1 but not those of Theorem 2, it is sufficient to give domains Ω i 's for Theorem 1 which are not Jordan domains. Consider the domain {x + iy : 0 < x < 1, −5 < y < sin(1/x)} Setting each Ω i equal to this domain, we have that the Ω i satisfy the assumptions of Theorem 1, but they are not Jordan domains.
Theorem 2 extends results from [1] , [11] , [12] , [3] and [9] .
Preliminaries
Proof. If m = 1, there is nothing to prove. Suppose m > 1. The last corollary in [4] states that if X is a compact subset of C such that R(X) = A(X), and if Y is a compact subset of 
After finitely many steps we arrive at the desired conclusion.
and so by Lemma 1, there is a rational function R whose singularities lie outside K such that |R − f | < ε/2 on K. Since the singularities form a closed set, they are at a positive distance from K and so R is holomorphic on K. Since K is polynomially convex, it follows from the Oka-Weil Theorem that there is a polynomial P such that |P − f | < ε on K, which concludes the proof in one direction.
The other direction is obvious by considering functions depending on only one variable and seeing them as elements of A(K).
Proof of Theorem 1
Let Ω i ⊂ C, i = 1, · · · , m be bounded domains such that Ω c i are connected and
Suppose there is an M < +∞, such that for all i = 1, · · · , m and for all z, w ∈ Ω i , there exists a path γ joining z and w in Ω i , whose length is at most M. We shall prove that the polynomials are dense in
Without loss of generality, we may suppose that 0
, by integrating with respect to each variable n times, each time starting at 0, while keeping the other variables fixed. The integrals are along paths starting at 0 and of length less than 1. It follows that (2) |T
Then, from (1) and (2), we have
For example, for n = m = 2, we have
and, in particular,
The function A(z 1 , · · · , z m ) is a polynomial, since Q is a polynomial. The function B(z 1 , · · · , z m ) is a finite sum, where one term is f (z 1 , · · · , z m ). The remaining terms are products of polynomials and mixed derivatives of f evaluated at points (w 1 , · · · , w m ), where w i = 0 or w i = z i , but there is at least one i where w i = 0. Thus, each of these remaining terms is the product of a polynomial and an element of A ∞ ( i∈S Ω i ), where S ⊂ {1, · · · , m} contains less than m elements. Relation (3) can be written as
Remark. Since each term of F is the product of a polynomial and an A ∞ -function depending on strictly less than m of the variables z 1 , · · · , z m , it follows by induction that F and any finite set of its partial derivatives can be uniformly approximated by a polynomial and respectively its corresponding partial derivatives on Ω 1 ×· · ·×Ω m . See [13] for the case m = 1, although it is not really needed. Hence, it is sufficient to show that, for all 0 ≤ α 1 ≤ n, i = 1, · · · , m, we have
which is equivalent to
, where
Thus, we find that the left member of (5) is a multiple integral of Γ, where we integrate Γ n − α i times with respect to each variable z i . Since the paths of integration are of length at most M ≤ 1 and |Γ| < ε, we have the estimate (5). This concludes the proof. Now, we shall extend the latter result to an arbitrary (not necessarily countable) number of complex variables.
Let I be an infinite set and let Ω i , i ∈ I, be a family of bounded domains in C, such that ( {Ω i : i ∈ I} → C continuous in the product topology, such that if we fix all of the variables but one, f is a holomorphic function of that variable in the corresponding Ω i . For such a function f and for an arbitrary ε, one can find a finite subset F ⊂ I, such that for every ζ = (ζ i ) i∈I ∈ i∈I Ω i , if we put w(F, ζ, z) = (w i ) i∈I , with
by [9] , we have |f (z) − f (w(F, ζ, z)| < ε/2. For F and ζ fixed, the function z → f (w(F, ζ, z) is essentially a function depending on a finite number of variables.
Invoking the preceding results, we find a polynomial P, depending on a finite number of variables, such that |f (w(F, ζ, z) − P (z)| < ε/2, whence |f − P | < ε. We thus see that the polynomials are dense in A(Ω), for the topology of uniform convergence on i∈I Ω i . One sees immediately that the reciprocal is also true. Thus, A(Ω) is precisely the set of uniform limits on i∈I Ω of polynomials. We notice that each polynomial depends on a finite set (depending on the polynomial) of variables.
Consider a function f : Ω → C, which is holomorphic with respect to each variable separately. Then, the mixed partial derivatives, with respect to a finite set of indices F ⊂ I are well-defined on Ω. Such a function belongs to A ∞ (Ω) if all mixed partial derivatives extend to i∈I Ω i continuously with respect to the product topology; in other words, f ∈ A ∞ (Ω) if and only if all mixed partial derivatives of f belong to A(Ω). The natural topology on A ∞ (Ω) is that of uniform convergence on i∈I Ω of all mixed partial derivatives (of finite order). We shall show that the polynomials are dense in A ∞ (Ω). Let f ∈ A ∞ (Ω), ε > 0, n ∈ N and a finite set F ⊂ I be given. We must find a polynomial P, such that |Df − DP | < ε on i∈I Ω i , for each mixed partial derivative, for the variables z i , i ∈ F , where the derivation with respect to each of the variables is of order α i , 0 ≤ α i ≤ n. Since each function in A(Ω) can be approximated by its "restriction" to a finite product of Ω i , as we have already mentioned, there exists a finite set F with F ⊂ F ⊂ I and a point ζ = (ζ i ) i∈I in i∈I Ω i , such that |Df − DΦ| < ε/2 on i∈I Ω i , where Φ(z i ) i∈I = f (w i ) i∈I , where w i = z i for i ∈ F and w i = ζ i for i ∈ I \ F and this for each mixed partial derivative D, where the derivatives with respect to the variables z i , i ∈ F are of order α i , 0 ≤ α i ≤ n. Since F is a finite set, the function Φ depends on finitely many variables. By the preceding results, there is a polynomial P, such that |DP − DΦ| < ε/2 on i∈F Ω i for each such mixed partial derivative D. Thus, we find that |DP − Df | < ε on i∈I Ω i for the preceding finite set of partial differential operators. This concludes the proof.
It is also worth noting that, even if I is uncountable, every function in A ∞ (Ω) depends on only a countable set of variables, because it is continuous with respect to the product topology [9] .
We present an example. The function
belongs to A ∞ of the polydisc n and does not stay bounded, if we choose z m,n = 1 − 1/m, n = 1, 2, · · · , m. Thus, the directional derivative does not extend continuously to the closed polydisc of infinitely many variables, for it would be bounded since the product is compact. This is in contrast with the situation in finitely many variables.
Proof of Theorem 2
Suppose sup
where P n (z) are polynomials (each one depending on a finite number of variables), f : G → C is a function and z = (z i ) i∈I ∈ G, z i ∈ G i and C = C ∪ {∞}. If f (z) = ∞ for some point z = (z i ) i∈I in G, then according to [11] , it follows from the Hurwitz theorem in one complex variable that f is identically equal to ∞ on every complex line passing through the point z. It follows easily that f ≡ ∞ on G. Assume f (G) ⊂ C. Then, according to [1] and [11] , the function f is holomorphic on each complex line in G. Finally, since every polynomial is continuous on G, endowed with the product topology, the χ-uniform limit f is also continuous on G. This completes the proof of one direction of Theorem 2.
The constant function equal to ∞ is the χ-uniform limit of the constant polynomials P n ≡ n, n = 1, 2, · · · . Let f : G → C be continuous, f (G) ⊂ C and f | G separately holomorphic. We consider a conformal mapping φ i : G i → D of G i onto the open unit disc D = {w ∈ C : |w| < 1}. According to the OsgoodCarathéodory Theorem (see [6] ), φ i extends to a homeomorphism φ i : G i → D. Let φ = (φ i ) i∈I : G → D I be defined by φ(z) = (φ i (z i )) i∈I . Then, φ is a homeomorphism, φ −1 = (φ −1 i ) i∈I , φ i is holomorphic on G i and φ
−1 i
is holomorphic on D. The function f •φ −1 is the χ-uniform limit of polynomials Q n on D I (see [9] ). Therefore,
we have the χ-uniform convergence of Q n • φ to f on G. But Q n • φ ∈ A(G). In fact, Q n • φ depends on a finite number of variables. According to Lemma 2, there is a polynomial P n such that sup z∈G |P n (z) − (Q n • φ)(z)| < 1/n.
Since χ(a, b) ≤ |a− b| for all a, b ∈ C, it follows that sup χ(P n (z), (Q n • φ)(z)) < 1/n on G. Since, sup z∈G χ((Q n • φ)(z), f (z)) → 0, as n → ∞, the triangle inequality implies that P n → f χ-uniformly on G. This completes the proof.
