Using special Iterated Function systems (IFS) Fredricks et al. (2005) constructed two-dimensional copulas with fractal supports and showed that for every s ∈ (1, 2) there exists a copula A whose support has Hausdorff dimension s. In the current paper we present a stronger version and prove that the same result holds for the subclass of idempotent copulas. Additionally we show that every doubly stochastic idempotent matrix N (neither having minimum nor maximum rank) induces a family of idempotent copulas such that, firstly, the corresponding Markov kernels transform according to N and, secondly, the set of Hausdorff dimensions of the supports of elements of the family covers (1, 2). Furthermore we generalize the IFS approach to arbitrary dimensions d ≥ 2 and show that for every s ∈ (1, d) we can find a d-dimensional copula whose support has Hausdorff dimension s.
Introduction
Hausdorff dimensions of the supports of A r is (1, 2) .
44
The rest of the paper is organized as follows: Section 2 gathers some pre-45 liminaries and notations that will be used throughout the paper. Section 3 46 contains the d-dimensional IFS construction of copulas with fractal support and an example of a three-dimensional copula whose support is a Menger- 
Notation and preliminaries

52
As already mentioned before C will denote the family of all two-dimensional 53 copulas, C d will denote the class of all d-dimensional copulas for d ≥ 3, Π the 54 product copula (in every dimension). For properties of copulas see [10] , [20] , A ,2 (x, t)f (t)dλ(t), we have (T A 1 [0,y] )(x) = A ,1 (x, y) λ-a.s. According to [27] the first equality in
98
(4) can be simplified to
Expressing copulas in terms of their corresponding regular conditional dis-
100
tributions the metric D 1 on C can be defined as follows: 
i.e. D 1 is a metrization of the strong operator topology on M (see [27] ).
107
Given A, B ∈ C the star product A * B ∈ C is defined by (see [4] , [9] )
and fulfills
so the mapping Φ in (4) actually is an isomorphism (see [21] 
It can be shown (see [1] ) that H is a contraction on the compact metric space (K(Ω), δ H ), so Banach's Fixed Point theorem implies the existence of a unique, globally attractive fixed point Z ⋆ of H, i.e. for every R ∈ K(Ω) we have lim
On the other hand every IFSP also induces an operator V :
The so- 
whereby Lip 1 (X, R) is the class of all non-expanding functions f : Ω → R, i.e. functions fulfilling |f
, that h is a metrization of the topology of weak convergence on P(Ω) and that (P(Ω), h) is a compact metric space (see [1] , [8] , [26] ). Consequently, again by Banach's Fixed Point theorem, it follows that there is a unique, globally attractive fixed point µ ⋆ ∈ P(Ω) of V, i.e. for every ν ∈ P(Ω) we have
Furthermore Z ⋆ is the support of µ ⋆ (again see [1] ). Before generalizing the IFS construction given in [15] to arbitrary dimen-129 sion d ≥ 2 we start with a small lemma that will be helpful afterwards:
Proof: has all entries 0.
146
In other words, a transformation matrix is a probability distribution τ on
149
Therefore it seems natural to extend the definition to arbitrary dimensions
We will denote elements in 
is empty or consists of exactly one point whenever empty or a set of λ d -measure zero whenever i 1 ̸ = i 2 .
161
To complete the construction of the IFSP induced by τ ∈ T d define affine
Since the j-th coordinate of w i (x 1 , . . . , x d ) only depends on i j and x j we will 164 also denote it by w
165
It follows directly from the construction that
is an IFSP. The only thing left to show before directly applying the results
167
about IFSPs is that the operator
We only need to show that V τ (µ) has uniform 170 one-dimensional marginals, which can be done as follows:
and therefore
This completes the proof.
As a consequence we will also write V τ (A) for every A ∈ C d . Applying
177
the results on IFSPs mentioned in the introduction yields the following:
, consider the corresponding IFSP (13) , and let the Hutchinson operator H and the operator V τ be defined according to (9) and (10) 
holds.
179
Remark 6. Analogously to the two-dimensional case in [15] it is straight- 
Idempotent copulas with fractal support
209
We will start with two useful small lemmas and then construct a first 210 idempotent copula whose support has Hausdorff dimension log(5)/ log(3).
211
Lemma 8. The family C ip of idempotent copulas is closed in (C, D 1 ). 
is a regular conditional distribution of A * B.
224
Proof: It is well known that the right hand side of (16) 
Since the class of simple functions is dense in Finally, if E ∈ B([0, 1]) , then, using 228 (4) and (5), for λ-almost every x ∈ [0, 1] it follows that
which completes the proof. 
The densities of the first four iterates of the corresponding operator V M ap-plied to the product copula Π are depicted in Figure 2 .
Step 
for every x ∈ [0, 1]. Consequently, since the family of simple functions is
and every x ∈ [0, 1] the following transformation formula holds:
Step 2: We show that for every B ∈ C ip the copula V M (B) is idempotent we have
The crucial point in proving that the limit A ⋆ in Example 2 is idempotent 265 was that the doubly stochastic matrix N in equation (18) 
Then, according to [27] there exists a unique copula A ⋆ such that for every starting copula B ∈ C we have lim n→∞ D 1 (V n Mr B, A ⋆ ) = 0. Furthermore, according to Theorem 7 the support of A ⋆ has Hausdorff dimension s r whereby s r is the unique solution of the equation
then it is straightforward to verify that equation (18) also holds for V Mr with 269 the same matrix N , i.e. we have
for every x ∈ [0, 1] and every B ∈ C. From this the corresponding version 271 of (19) and Step 2 and Step 3 follow in completely the same manner, hence
272
A ⋆ ∈ C ip and we have constructed an idempotent copula whose support has
273
Hausdorff dimension s r . Since r ∈ (0, 1/2) was arbitrary, using Theorem 7 
277
Remark 12. An alternative way to prove Theorem 11 would be the following: One could consider the so-called lifting (see [9] ) : C × C → C 3 , defined by
for all A, B ∈ C and x, z ∈ [0, 1], and verify that the copulas (14) in the proofAs final step we will take a closer look to more general matrices N describing the interrelation (21) between the kernel K VB and the original kernel K B for every B ∈ C and use these matrices to prove a generalization of Theorem 11. We will consider the classT 2 ⊆ T 2 consisting of transformation matrices M = (t ij ) ∈ T 2 fulfilling that for each non-zero entry t ij > 0 the row and column sums through that entry are equal. It is straightforward to see that each M ∈T 2 is quadratic and that, using the notation of the previous section,
. . , m} and, for every (i, j) with t ij > 0, R ij is a square and w ij is a similarity (also see [15] ). Define affine expansions h i :
for all i, j ∈ {1, . . . , m}. Then N M is stochastic and 
. . .
. . . 
For the following φ we will denote the function assigning each M ∈T 2 its 
296
Proof: (i) Suppose that N is idempotent. If B ∈ C ip then it follows completely analogous to Step 2 in Example 2 that
Consequently, using every x ∈ [0, 1], using (23) and (24), we get
. . . Using the fact that ∂f (r,s) ∂s < 0 for every s ∈ (1, 2) this implies the existence 328 of a unique s r ∈ (1, 2) such that f (r, s r ) = 1.
329
Example 3. Figure 3 depicts the densities of the first four iterates of another is 4M ) and the Hausdorff dimension of its support is ln(10)/ ln(4).
334
Remark 15. Figure 2 and Figure 3 
