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1. Introduction and main result
It is well known that classical solutions to quasilinear hyperbolic equations generically blow up in a ﬁnite time even
for smooth and small initial data (see [4,5,16]). However, when the quadratic nonlinear terms on the right-hand side of
equations satisfy some kind of nonresonance conditions, namely, some kind of so-called null conditions, the problem admits
a global smooth solution for small initial data. There have been many results on this topic for nonlinear wave equations (see
[2,6,8,11,15,17]). T.C. Sideris and R. Agemi discussed, respectively, the Cauchy problem for nonlinear elastodynamic system
with the nonlinearity which satisﬁes the null conditions and showed independently the global existence of the solution (see
[1] and [13]).
Generally speaking, the nonlinear terms only involving derivatives of the unknown functions can be easily handled by
using the energy method, however, the nonlinear terms depending on the unknown function, are very diﬃcult to be dealt
with. There are some works in this direction. In the case of single wave equation, in order to deal with the nonlinear
terms independent of the derivatives of the unknown functions, D. Christodoulou [2] and S. Klainerman [8] adopted an
adapted energy inequality which resembles the work of C.S. Morawetz [12]. This approach essentially relies on the Lorentz
invariance of the wave operator. In the case of multiple-speed wave equations, J. Metcalfe et al. [11] established a lower
regularity decay of solution by means of a pointwise estimate which is similar to the one established by K. Kubota and
K. Yokoyama [9], combined with the pointwise estimates of Keel et al. [7] and Huygens’ principle. These improved estimates
allow them to handle the cubic terms without derivatives.
In this paper, we consider the global existence of classical solutions to a kind of second order quasilinear hyperbolic
system subject to a null condition, with the linear elastodynamic system as its principal part and the nonlinear terms in
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diﬃculty in this case comes from the terms involving the product of u2 and the derivatives of u. In order to estimate u,
noting that the nonlinear terms are of divergence form, we will use the operators |D|, |D|−1, the corresponding nonlocal
energy E(u(t)) (introduced by Sideris [14]) and the weighted L2-norm Jk(u(t)) (introduced by Y. Du and Y. Zhou [3]). Using
the generalized energy estimations, we establish a series of differential inequalities, and then we show the global existence
of classical solutions to the problem for small initial data.
We consider the Cauchy problem for the following quasilinear hyperbolic systems{
Lu = F (u,du,d2u),
u(0, ·) = f , ∂tu(0, ·) = g,
(1.1)
where u = (u1,u2,u3)T , Lu = ∂2t u − c22u − (c21 − c22)∇ ⊗ ∇u with wave speeds 0< c2 < c1 and
F
(
u,du,d2u
)= N(u,u) + G(u,u,u) + P (u,u,u) + Q (u,u,u) + H(u,u,u), (1.2)
where
Ni(u,u) =
∑
1 j,k3
1l,m,n3
Bijklmn∂l
(
∂mu
j∂nu
k) (i = 1,2,3), (1.3)
Gi(u,u,u) =
∑
1 j,k,l,m3
0α,β,γ3
Gijkmlαβγ ∂l
(
∂αu
j∂βu
k∂γ u
m) (i = 1,2,3), (1.4)
P i(u,u,u) =
∑
1 j,k,l,m3
0β,γ3
P ijkmlβγ ∂l
(
u j∂βu
k∂γ u
m) (i = 1,2,3), (1.5)
Q i(u,u,u) =
∑
1 j,k,l,m3
0γ3
Q ijkmlγ ∂l
(
u juk∂γ u
m) (i = 1,2,3), (1.6)
Hi(u,u,u) =
3∑
l=1
∂lM
i
l (u,u,u) (i = 1,2,3) (1.7)
with Mil (u,u,u) = O (|u|3). Here and hereafter, we use the notation x0 = t and ∂0 = ∂t for convenience, and du = u′ =∇t,xu stands for the space–time gradient. Moreover, the constant coeﬃcients in (1.3)–(1.6) satisfy the following symmetry
conditions
Bijklmn = Bikjlnm = B jikmln, (1.8)
Gijkmlαβq = Gmjkiqαβl, Gijkmlαβ0 = Gmjkilαβ0, (1.9)
Gijkmlnβγ = G jikmnlβγ , Gijkml0βγ = G jikml0βγ , (1.10)
Gijkmlαpγ = Gkjimpαlγ , Gijkmlα0γ = Gkjimlα0γ , (1.11)
P ijkmlβq = Pmjkiqβl , P ijkmlβ0 = Pmjkilβ0 , (1.12)
P ijkmlpγ = Pkjimplγ , P ijkml0γ = Pkjiml0γ , (1.13)
Q ijkmlq = Q mjkiql , Q ijkml0 = Q mjkil0 . (1.14)
In order to establish the global existence, we require that the quadratic terms satisfy the following null condition:
Bijklmnξiξ jξkξlξmξn = 0, ∀ξ ∈ S2. (1.15)
1.1. Notations
Let
∂0 = ∂
∂t
, ∂i = ∂
∂xi
, (1.16)
∂ = (∂0,∇) = (∂0, ∂1, ∂2, ∂3), ∇ = (∂1, ∂2, ∂3). (1.17)
The angular momentum operators will be written as
Ω = (Ω1,Ω2,Ω3) = x∧ ∇, (1.18)
572 Y. Guan / J. Math. Anal. Appl. 359 (2009) 570–580where ∧ is the usual vector cross product. The spatial derivatives can be decomposed into radial and angular components
as follows:
∇ = x
r
∂r − x
r
∧ Ω, (1.19)
in which r = |x|, ∂r = xr · ∇ .
As in [13], we introduce the vectorial modiﬁcation of the angular momentum operators
Ω˜l = Ωl I + Ul (l = 1,2,3) (1.20)
with
U1 =
(0 0 0
0 0 1
0 −1 0
)
, U2 =
(0 0 −1
0 0 0
1 0 0
)
, U3 =
( 0 1 0
−1 0 0
0 0 0
)
, (1.21)
which will play an important role in this paper. The scaling operator
S = t∂t + r∂r (1.22)
is also important, but, in what follows, we will use
S˜ = S − 1. (1.23)
Let Γ = (Γ0, . . . ,Γ7) = (∂, Ω˜, S˜). It is easy to see that the commutator of any two operators in Γ is either 0 or is in the
span of Γ , and, in particular, the commutator of ∇ and Γ in the span of ∇ , denoted by
[∇,Γ ] = ∇. (1.24)
Moreover, Γ a , a = (a1, . . . ,ak), will denote an ordered product of k = |a| vector ﬁelds: Γ a = Γa1 · · ·Γak .
We will also have to use the operators D = √− and |D|−1 which are easily deﬁned by their symbols: |ξ | and |ξ |−1.
Let
Λ = (Λ1, . . . ,Λ7) = (∇, Ω˜, r∂r − 1), (1.25)
which is the time-independent analog of Γ . Then Λ has the same commutation properties as Γ . Moreover, D = √− and
|D|−1 commute with Λ1, . . . ,Λ6, while[
Λ7, |D|
]= |D| and [Λ7, |D|−1]= |D|−1, (1.26)
which can be checked by using the Fourier transform. Deﬁne
HkΛ =
{
f ∈ L2(R3)3: Λa f ∈ (L2(R3))3, |a| k} (1.27)
with the norm
‖ f ‖2
HkΛ
=
∑
|a|k
∥∥Λa f ∥∥2L2(R3). (1.28)
By the commutation relation (1.26), it follows that
|D| : HkΛ → Hk−1Λ . (1.29)
The energy associated to the linear elastodynamic operator is
E1
(
u(t)
)= 1
2
∫
R3
[∣∣∂tu(t)∣∣2 + c22∣∣∇u(t)∣∣2 + (c21 − c22)∣∣∇ · u(t)∣∣2]dx, (1.30)
and higher energies are deﬁned by
Ek
(
u(t)
)= ∑
|a|k−1
E1
(
Γ a
(
u(t)
))
(k 2). (1.31)
In order to control the remaining derivatives of u up to order k, we also introduce nonlocal energies
E0
(
u(t)
)= E1(|D|−1u(t)) and Ek(u(t))= ∑
|a|k
E0
(
Γ au(t)
)
. (1.32)
Thus, we have
Ek
(
u(t)
)
 CEk
(
u(t)
)
, Ek−1
(∇(u(t))) C Ek(u(t)), (1.33)∑∥∥Γ au∥∥2L2  CEk(u(t)) and ∑ ∥∥∂Γ au(t)∥∥2L2  C Ek(u(t)). (1.34)
|a|k |a|k−1
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Xk(T ) =
{
u(t, x): u ∈
k⋂
j=0
C j
([0, T ); Hk− j∧ ), ∂tu ∈ k⋂
j=0
C j
([0, T ); |D|Hk− j∧ )
}
. (1.35)
For u ∈ Xk(T ), the norms Ek(u(t)) and Ek(u(t)) are ﬁnite for 0 t < T .
We will use the following weighted L2-norms
Mk
(
u(t)
)= 2∑
α=1
∑
|a|k−2
∥∥〈cαtt − r〉Pα∂∇Γ au(t)∥∥L2 , (1.36)
Jk
(
u(t)
)= ∑
|a|k−1
∥∥〈cαt − r〉∂Γ au(t)∥∥L2 (1.37)
with cα (α = 1,2) denote wave speeds, here and hereafter we will use the notation
〈ρ〉 = (1+ |ρ|2) 12 (1.38)
for a scalar or a vector ρ . P1 and P2 are deﬁned by the orthogonal projections onto radial and transverse directions
respectively, namely
P1u(x) = x
r
⊗ x
r
u(x) = x
r
〈
x
r
,u(x)
〉
(1.39)
and
P2u(x) = [I − P1]u(x) = − x
r
∧
(
x
r
∧ u(x)
)
(1.40)
in which 〈,〉 denotes the inner product in R3.
1.2. Main result
The main result in this paper is
Theorem 1.1. Suppose that the symmetry conditions (1.8)–(1.14) as well as the null condition (1.15) are satisﬁed and k 9. Then there
exists a positive constant ε so small that if the initial data f ∈ HkΛ and g ∈ Hk−1Λ (k 6) satisfy
‖ f ‖HkΛ + ‖ f ‖Hk−1Λ +
∥∥|D|−1g∥∥HkΛ < ε, (1.41)
then the Cauchy problem (1.1) admits a unique global solution u = u(t, x) satisfying
sup
0t<∞
[
Ek
(
u(t)
)+ (1+ t)−δ0 Ek(u(t))] 2ε (1.42)
for some δ0 > 0.
This paper is organized as follows: in the next section we give some preliminaries which will be used later. Section 3
will be devoted to weighted L2 estimates. Making use of the estimates from Sections 2 and 3, we will give the proof of
Theorem 1.1 in Section 4.
2. Preliminaries
In this section we collect several lemmas concerning some commutation relations, some estimates of the null forms, and
some Sobolev-type inequalities.
We begin with the commutation relations of the vector ﬁelds Γ with respect to the operator L:
[L, ∂] = [L, Ω˜] = 0, [L, S] = 2L. (2.1)
In order to establish the energy estimates, we will use the commutation properties of the vector ﬁelds Γ with nonlinear
terms. For this purpose, we need to verify that the null structure is preserved under differentiation.
Lemma 2.1. Let u be a smooth solution of (1.1). Then, for any Γ a, the following equality holds:
LΓ au(t) = Γ aLu +
∑
|b||a|−1
Γ bLu. (2.2)
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The next lemma which will play a key role for estimating the energies, gains an additional decay for the nonlinearities
with the null structure (1.15).
Lemma 2.2. Suppose that u, v,w ∈ H2∧ . Suppose furthermore that nonlinear form N satisﬁes the null condition (1.15). Let N ={(α,β,γ ) = (1,1,1), (2,2,2)} be the set of nonresonant indices. Then∣∣〈u(x),N(v(x),w(x))〉∣∣ C
r
∣∣u(x)∣∣ ∑
|a|1
[∣∣∇Ω˜av(x)∣∣∣∣∇w(x)∣∣+ ∣∣∇Ω˜aw(x)∣∣∣∣∇v(x)∣∣
+ ∣∣∇2v(x)∣∣∣∣Ω˜aw(x)∣∣+ ∣∣∇2w(x)Ω˜av(x)∣∣]
+ C
∑
N
∣∣Pαu(x)∣∣[∣∣Pβ∇2v(x)∣∣∣∣Pγ ∇w(x)∣∣+ ∣∣Pβ∇2w(x)∣∣∣∣Pγ ∇v(x)∣∣], (2.3)
here and hereafter α,β,γ = 1,2, C denotes a positive constant.
Proof. The proof of (2.3) can be found in T.C. Sideris [13]. 
Lemma 2.3. For any given u ∈ C∞c (R3), a 0 we have
〈r〉 12 ∣∣Γ au(t)∣∣ C E 12|a|+2(u(t)), (2.4a)
〈r〉∣∣Γ a(u(t))∣∣ C E 12|a|+2(u(t))+ CE 12|a|+2(u(t)), (2.4b)
〈r〉∣∣∂Γ a(u(t))∣∣ C E 12|a|+3(u(t)), (2.4c)
〈r〉〈cαt − r〉
∣∣∂Γ au∣∣ CM|a|+3(u(t))+ C J |a|+3(u(t)), (2.4d)
〈r〉〈cαt − r〉
∣∣Pα∂∇Γ a(u(t, x))∣∣ CM|a|+4(u(t)), (2.4e)
〈r〉 12 〈cαt − r〉
∣∣Γ au∣∣ CM|a|+2(u(t))+ CE 12|a|+1(u(t))+ C J |a|+3(u(t)), (2.4f)
〈r〉 12 〈cαt − r〉
∣∣∂Γ au∣∣ C E 12|a|+2(u(t))+ CM|a|+3(u(t)), (2.4g)
provided that the norms on the right-hand side are ﬁnite.
Proof. (2.4a), (2.4c) and (2.4e) can be found in Proposition 3.3 of T.C. Sideris [13]. The proof of (2.4g) is given by Lemma 4.3
in K. Hidano [6]. We need only to prove (2.4b), (2.4d) and (2.4f).
When r > 1, we can get (2.4b) from
r
∣∣Γ a(u(t))∣∣ C ∑
|b|1
∥∥∂rΩ˜bΓ a(u(t))∥∥L2 + C ∑
|b|2
∥∥Ω˜bΓ au∥∥L2(|y|r)
 C E
1
2|a|+2
(
u(t)
)+ CE 12|a|+2(u(t)).
Moreover, by Sobolev embedding theorem, (2.4b) also holds for r < 1:
∣∣Γ au(t)∣∣ 2∑
|b|=1
∥∥∇bΓ au(t)∥∥L2  C E 12|a|+2(u(t)).
For r > 1, we have
r〈cαt − r〉
∣∣∂Γ au(x)∣∣ ∑
|b|1
∥∥〈cαt − ρ〉∂rΩ˜b∂Γ au∥∥L2(|y|r) + C ∑
|b|2
∥∥〈cαt − ρ〉Ω˜b∂Γ au∥∥L2(|y|r)
 C
∑
α
∑
|b|1
∥∥〈cαt − ρ〉Pα∂rΩ˜b∂Γ au∥∥L2(|y|r) + C ∑
|b|2
∥∥〈cαt − ρ〉Ω˜b∂Γ au∥∥L2(|y|r)
 CM|a|+3
(
u(t)
)+ C J |a|+3(u(t)).
On the other hand, for r  1, let Φ be a smooth, compactly supported function such that
Φ(x) =
{
1, for |x| 1,
0, for |x| 2.
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 C(1+ t)
2∑
|b|=1
∥∥∇b(Φ∂Γ au)∥∥L2
 C(1+ t)
2∑
|b|=1
∥∥∇b∂Γ au∥∥L2(|x|2) + C(1+ t) sup
1<|x|<2
∣∣∂Γ au∣∣
 CM|a|+3
(
u(t)
)+ C J |a|+3(u(t)).
The proof of (2.4f) starts with the following radius-angular mixed-norm inequality:
r
1
2
(∫
S2
∣∣v(rω∣∣4 dω) 14  C‖∇v‖L2 . (2.5)
For r > 1, it follows from (2.5) and the Sobolev embedding theorem on S2 that
r
1
2
∣∣〈cαt − r〉Γ au∣∣ C ∑
|b|1
(∫
S2
Ω˜b〈cαt − r〉
∣∣Γ au∣∣4 dω) 14
 C
∑
|b|1
∥∥〈cαt − r〉Ω˜bΓ au∥∥H1
 C
∑
|b||a|+1
∥∥Γ bu∥∥L2 + C ∑
|b||a|+1
∥∥〈cαt − r〉∇Γ bu∥∥L2
 CE
1
2|a|+1
(
u(t)
)+ C J |a|+2(u(t)).
Moreover, for r < 1. We have
∣∣〈cαt − r〉Γ au∣∣ C(1+ t)∣∣ΦΓ au∣∣ C(1+ t) 2∑
|b|=1
∥∥∇b(ΦΓ au)∥∥L2
 C(1+ t)
2∑
|b|=1
∥∥∇bΓ au∥∥L2(|x|2) + C sup
1<|x|<2
(1+ t)∣∣Γ au∣∣+ C sup
1<|x|<2
∣∣〈cαt − r〉Γ au∣∣
 C
[
M|a|+2
(
u(t)
)+ E 12|a|+1(u(t))+ J |a|+2(u(t))]. 
3. Weighted L2-estimates
It is necessary to control the weighted L2-norm Mk(u(t)) and Jk(u(t)) by E
1
2
k (u(t)) and E
1
2
k (u(t)) respectively for the
completion of the energy integral argument.
Lemma 3.1. Let u ∈ Xk(T ) be a solution of (1.1). Then
∑
|a|k−2
2∑
α=1
∥∥〈cαt − r〉Pα∂∇Γ au(t, ·)∥∥L2  C E 12k (u(t))+ Ct ∑
|a|k−2
∥∥LΓ au∥∥L2 , (3.1)
∑
|a|k−1
∥∥〈cαt − r〉∂Γ au∥∥L2  C[E 12k (u(t))+ t ∑
|a|k−1
∥∥|D|−1LΓ au∥∥L2]. (3.2)
Proof. By Lemma 3.4 in T.C. Sideris [13], we get (3.1). On the other hand, (3.2) can be obtained as follows:∥∥〈cαt − r〉∂Γ au∥∥L2 = ∥∥〈cαt − r〉∂(−)(−)−1Γ au∥∥L2
= ∥∥〈cαt − r〉∂∂p(∂p|D|−1)|D|−1Γ au∥∥L2  C E1(|D|−1Γ au)+ t∥∥|D|−1LΓ au∥∥L2
 E
1
2
k
(
u(t)
)+ t∥∥|D|−1LΓ au∥∥L2 . 
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t
∥∥LΓ au∥∥L2  C[E 12k (u(t))Mk(u(t))+ E 32k (u(t))+ Ek(u(t))Mk(u(t))] (3.3)
and for any a with |a| k − 1, we have
t
∥∥|D|−1LΓ au∥∥L2  C[E 12k (u(t)) Jk(u(t))+ Ek(u(t)) Jk(u(t))+ E 32k (u(t))
+ Ek
(
u(t)
)
Mk
(
u(t)
)+ Ek(u(t))E 12k (u(t))]. (3.4)
Proof. From Lemma 2.1 we get
t
∥∥LΓ au∥∥L2  Ct{∥∥∇2Γ bu∇Γ cu∥∥L2 + ∥∥Γ buΓ cu∇Γ du∥∥L2 + ∥∥Γ bu∇Γ cu∂Γ du∥∥L2
+ ∥∥Γ buΓ cu∂∇Γ du∥∥L2 + ∥∥∇Γ bu∂Γ cu∂Γ du∥∥L2
+ ∥∥Γ bu∂Γ cu∂∇Γ du∥∥L2 + ∥∥∂Γ bu∂Γ cu∂∇Γ du∥∥L2}. (3.5)
For the estimates of the ﬁrst group on the right-hand side of (3.5), see Lemma 3.5 in T.C. Sideris [13]. We need only to
prove other groups. Since b + c + d k − 2, using (2.4a) and Hardy inequality, we have∥∥Γ buΓ cu∇Γ du∥∥L2
 C〈t〉−1[∥∥〈r〉Γ buΓ cu∇Γ du∥∥
L2(r 〈c2t〉2 )
+ ∥∥〈cαt − r〉Γ buΓ cu∇Γ du∥∥L2(r< 〈c2t〉2 )]
 C〈t〉−1
[∥∥〈r〉 12 Γ bu∥∥L∞∥∥〈r〉 12 Γ cu∥∥L∞∥∥∇Γ du∥∥L2 + ∥∥〈r〉 12 Γ bu∥∥L∞∥∥〈r〉 12 Γ cu∥∥L∞∥∥∥∥1r 〈cαt − r〉∇Γ du
∥∥∥∥
L2
]
 C〈t〉−1Ek
(
u(t)
)[
E
1
2
k
(
u(t)
)+ Mk(u(t))].
Similarly we get∥∥Γ bu∇Γ cu∂Γ du∥∥L2  C〈t〉−1Ek(u(t))[E 12k (u(t))+ Mk(u(t))],∥∥Γ buΓ cu∂∇Γ du∥∥L2  C〈t〉−1Ek(u(t))[E 12k (u(t))+ Mk(u(t))],∥∥∇Γ bu∂Γ cu∂Γ du∥∥L2  C〈t〉−1Ek(u(t))[E 12k (u(t))+ Mk(u(t))],∥∥Γ bu∂Γ cu∂∇Γ du∥∥L2  C〈t〉−1Ek(u(t))Mk(u(t))
and ∥∥∂Γ bu∂Γ cu∂∇Γ du∥∥L2  C〈t〉−1Ek(u(t))Mk(u(t)).
This completes the proof of the (3.3).
By Lemma 2.1, we know
t
∥∥|D|−1LΓ au∥∥L2  Ct{∥∥∇Γ bu∇Γ cu∥∥L2 + ∥∥Γ buΓ cuΓ du∥∥L2 + ∥∥Γ buΓ cu∂Γ du∥∥L2
+ ∥∥Γ bu∂Γ cu∂Γ du∥∥L2 + ∥∥∂Γ bu∂Γ cu∂Γ du∥∥L2}. (3.6)
For the ﬁrst group on the right-hand side of (3.6), by (2.4c) and the deﬁnition of Jk(u(t)), we have∥∥∇Γ bu∇Γ cu∥∥L2  C〈t〉−1∥∥〈r〉〈cαt − r〉∇Γ bu∇Γ cu∥∥L2
 C〈t〉−1∥∥〈r〉∇Γ bu∥∥L∞∥∥〈cαt − r〉∇Γ cu∥∥L2 (b + 3 k)
 C〈t〉−1E
1
2
k
(
u(t)
)
Jk
(
u(t)
)
.
Since b + c + d  k − 1, without loss of generality, we may assume that b + 2  k and c + 2  k. By (2.4a) and Hardy
inequality, we have∥∥Γ buΓ cuΓ du∥∥L2  C〈t〉−1[∥∥〈r〉Γ buΓ cuΓ du∥∥L2(r 〈c2t〉2 ) + ∥∥〈cαt − r〉Γ buΓ cuΓ du∥∥L2(r< 〈c2t〉2 )]
 C〈t〉−1
[∥∥〈r〉 12 Γ bu∥∥L∞∥∥〈r〉 12 Γ cu∥∥L∞∥∥Γ du∥∥L2 + ∥∥〈r〉 12 Γ bu∥∥L∞∥∥〈r〉 12 Γ cu∥∥L∞∥∥∥∥1r 〈cαt − r〉Γ du
∥∥∥∥
L2
]
 C〈t〉−1[Ek(u(t))E 12k (u(t))+ Ek(u(t))(E 12k (u(t))+ ∥∥〈cαt − r〉∇Γ du∥∥L2)]
 〈t〉−1Ek
(
u(t)
)[E 12 (u(t))+ Jk(u(t))].k
Y. Guan / J. Math. Anal. Appl. 359 (2009) 570–580 577Similarly, we have∥∥Γ buΓ cu∂Γ du∥∥L2  C〈t〉−1Ek(u(t)) Jk(u(t)),∥∥Γ bu∂Γ cu∂Γ du∥∥L2  C〈t〉−1Ek(u(t))[E 12k (u(t))+ Mk(u(t))]
and ∥∥∂Γ bu∂Γ cu∂Γ du∥∥L2  C〈t〉−1Ek(u(t)) Jk(u(t)). 
Lemma 3.3. Let u ∈ Xk(T ) be a solution of (1.1). Suppose that k 5 and sup0t<T E
1
2
k (u(t)) < ε0 , where ε0 > 0 is suﬃciently small.
Then
Mk
(
u(t)
)
 C E
1
2
k
(
u(t)
)
, (3.7)
Jk
(
u(t)
)
 CE
1
2
k
(
u(t)
)
. (3.8)
Proof. By Lemmas 3.1 and 3.2, when ε0 > 0 is small enough, we have
Mk
(
u(t)
)
 C
[
E
1
2
k
(
u(t)
)+ E 12k (u(t))Mk(u(t))+ E 32k (u(t))+ Ek(u(t))Mk(u(t))]
 C
[
E
1
2
k
(
u(t)
)+ ε0Mk(u(t))+ ε 320 + ε20Mk(u(t))]
 C E
1
2
k
(
u(t)
)
and
Jk
(
u(t)
)
 C
[E 12k (u(t))+ E 12k (u(t)) Jk(u(t))+ Ek(u(t)) Jk(u(t))+ E 32k (u(t))
+ Ek
(
u(t)
)E 12k (u(t))+ Ek(u(t))Mk(u(t))]
 C
[E 12k (u(t))+ ε0 Jk(u(t))+ ε20 Jk(u(t))+ ε 320 + ε20E 12k (u(t))]
 CE
1
2
k
(
u(t)
)
(1+ ε0)
 CE
1
2
k . 
4. Energy estimates
We now come to the main part of the proof, the derivation of a priori energy estimates for small solutions. Let u ∈ Xk(T ),
k 6, have small initial data. The strategy is to show that⎧⎪⎪⎨⎪⎪⎩
d
dt
Ek
(
u(t)
)
 C〈t〉− 32 Ek
(
u(t)
)(E 12k (u(t))+ Ek(u(t))),
d
dt
Ek
(
u(t)
)
 C〈t〉−1Ek
(
u(t)
)(
E
1
2
k
(
u(t)
)+ Ek(u(t))). (4.1)
Thus, for suﬃciently small initial values Ek(u(0)) and Ek(u(0)), there exists a δ > 0 such that
Ek
(
u(t)
)+ (1+ t)−δEk(u(t)) 2[Ek(u(0))+ Ek(u(0))]
for all t  0.
To obtain the ﬁrst inequality of (4.1), the nonlinearity will be estimated in a different way for r  〈C2t〉2 and r 
〈C2t〉
2
respectively. In the ﬁrst zone, the 〈t〉− 32 decaying factor comes from the weighted L2 and L∞ estimates. While for large r,
the weighted L∞ estimate and the null condition are used. The inequality for the nonlocal energy depends on the divergence
form of the nonlinearity and the weighted L2 estimate.
For any given a with |a| k − 1, taking the product of LΓ au with ∂tΓ au, integrating on R3, and then summing up with
respect to a, we get
E ′k
(
u(t)
)= ∑
|a|k−1
∫
R3
〈
∂tΓ
au, LΓ au
〉
dx
=
∑
|a|k−1
∫
3
〈
∂tΓ
au,Γ aLu
〉
dx+
∑
|a|k−1
∫
3
〈
∂tΓ
au,
[
L,Γ a
]
u
〉
dxR R
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∑
|a|=k−1
∫
R3
∂tΓ
aui Bi jklmn∂l
(
∂mΓ
au j∂nu
k)dx
+
∑
|a|=k−1
∫
R3
∂tΓ
auiGijkmlαβγ ∂l
(
∂αu
j∂βu
k∂γ Γ
aum
)
dx
+
∑
|a|=k−1
∫
R3
∂tΓ
aui P i jkmlβγ ∂l
(
u j∂βu
k∂γ Γ
aum
)
dx
+
∑
|a|=k−1
∫
R3
∂tΓ
aui Q ijkmlγ ∂l
(
u juk∂γ Γ
aum
)
dx
+
∑
|a|k−1
b+c=a,b =a
∫
R3
∂tΓ
aui Bi jklmn∂l
(
∂mΓ
bu j∂nΓ
cuk
)
dx
+
∑
|a|k−1
b+c+d=a,d =a
∫
R3
∂tΓ
auiGijkmlαβγ ∂l
(
∂αΓ
bu j∂βΓ
cuk∂γ Γ
dum
)
dx
+
∑
|a|k−1
b+c+d=a,d =a
∫
R3
∂tΓ
aui P i jkmlβγ ∂l
(
Γ bu j∂βΓ
cuk∂γ Γ
dum
)
dx
+
∑
|a|k−1
b+c+d=a,d =a
∫
R3
∂tΓ
aui Q ijkmlγ ∂l
(
Γ bu jΓ cuk∂γ Γ
dum
)
dx
+
∑
|a|k−1
∫
R3
∂tΓ
auΓ aH(u,u,u)dx+
∑
|a|k−1
∫
R3
〈
∂tΓ
au,
[
L,Γ a
]
u]〉dx. (4.2)
Integrating by parts and using the symmetry conditions (1.8)–(1.14), the modiﬁed energy can be expressed as
E˜k
(
u(t)
)= Ek(u(t))+ ∫
R3
Bijklmn∂lΓ
aui∂mΓ
au j∂nu
k dx
+ 1
2
d
dt
∫
R3
Gijkmlαβq∂αu
j∂βu
k∂lΓ
aui∂qΓ
aum dx+ 1
2
d
dt
∫
R3
Gijkmlnβγ ∂lΓ
aui∂nΓ
au j∂βu
k∂γ u
m dx
+ 1
2
d
dt
∫
R3
Gijkmlαpγ ∂lΓ
aui∂pΓ
auk∂αu
j∂γ u
m dx+ 1
2
d
dt
∫
R3
P ijkmlβq u
j∂βu
k∂lΓ
aui∂qΓ
aum dx
+ 1
2
d
dt
∫
R3
P ijkmlpγ u
j∂pΓ
auk∂lΓ
aui∂γ u
m dx+ 1
2
d
dt
∫
R3
Q ijkmlq u
juk∂lΓ
aui∂qΓ
aum dx. (4.3)
Noting that for small solution, we have
cEk
(
u(t)
)
 E˜k
(
u(t)
)
 C Ek
(
u(t)
)
, (4.4)
it is easy to see that
d
dt
E˜k
(
u(t)
)
 C
∑
|a|k−1
∑
b+c=a
b =a
∥∥∂tΓ au∥∥L2∥∥∇2Γ bu∇Γ cu∥∥L2
+ C
∑
|a|k−1
∑
b+c+d=a
d =a
{∥∥∂tΓ au∥∥L2[∥∥Γ buΓ cu∂∇Γ du∥∥L2 + ∥∥Γ bu∂Γ cu∂∇Γ du∥∥L2 + ∥∥∂Γ bu∂Γ cu∂∇Γ du∥∥L2]}
+ C
∑
|a|k−1
∑
b+c+d=a
{∥∥∂tΓ au∥∥L2[∥∥Γ buΓ cu∂Γ du∥∥L2 + ∥∥Γ bu∂Γ cu∂Γ du∥∥L2 + ∥∥∂Γ bu∂Γ cu∂Γ du∥∥L2]}.
(4.5)
Treating (4.5) in the same manner as in Lemma 3.2, when r  〈C2t〉2 , by Lemma 3.3 we get
d
E˜k
(
u(t)
)
 C〈t〉− 32 E˜k
(
u(t)
)(E˜ 12k (u(t))+ E˜k(u(t))). (4.6)dt
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R3
〈
∂tΓ
au,N
(
Γ bu,Γ cu
)〉
dx C
∥∥∂Γ au∥∥L2[∥∥∥∥1r ∇Γ b+1u∇Γ cu
∥∥∥∥
L2
+
∥∥∥∥1r ∇2Γ buΓ c+1u
∥∥∥∥
L2
]
+
∑
N
∫
R3
∣∣Pα∂tΓ au∥∥Pβ∇2Γ bu∥∥Pγ ∇Γ cu∣∣dx. (4.7)
Similarly to the method in Lemma 3.2, we obtain∥∥∥∥1r ∇Γ b+1u∇Γ cu
∥∥∥∥
L2
+
∥∥∥∥1r ∇2Γ buΓ c+1u
∥∥∥∥
L2
 C〈t〉−2E
1
2
k
(
u(t)
)E 12k (u(t)).
As to the second term on the right-hand side of (4.7), without loss of generality, we may assume β = γ , then the inequality
1 C〈t〉− 32 〈r〉〈cβt − r〉〈cγ t − r〉 12 holds, thus we get∑
N
∫
R3
∣∣Pα∂tΓ au∥∥Pβ∇2Γ bu∥∥Pγ ∇Γ cu∣∣dx
 C〈t〉− 32 ∥∥〈r〉〈cβt − r〉〈cγ t − r〉 12 Pα∂tΓ auPβ∇2Γ buPγ ∇Γ cu∥∥L1
 C〈t〉− 32
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
2∑
β=1
∥∥∂tΓ au∥∥L2∥∥〈r〉〈cβt − r〉Pβ∇2Γ bu∥∥L∞∥∥〈cγ t − r〉Pγ ∇Γ cu∥∥L2 , b + 4 k,
2∑
β=1
∥∥∂tΓ au∥∥L2∥∥〈cβt − r〉Pβ∇2Γ bu∥∥L2∥∥〈r〉〈cγ t − r〉Pγ ∇Γ cu∥∥L∞ , c + 3 k
 C〈t〉− 32 E
1
2
k
(
u(t)
)Ek(u(t)).
We may deal with other terms in (4.5) in the same way as in Lemma 3.2. Hence, we get
d
dt
E˜k
(
u(t)
)
 C〈t〉− 32 E˜k
(
u(t)
)(E˜ 12k (u(t))+ E˜k(u(t))). (4.8)
The ﬁnal step is to estimate the nonlocal energy. We apply |D|−1Γ au to Eq. (1.1), multiply ∂t |D|−1Γ au, integrate on R3,
and sum up over |a| k to get
d
dt
Ek
(
u(t)
)= ∑
|a|k
∫
R3
〈
∂t |D|−1Γ au, |D|−1LΓ au
〉
dx
 C
∥∥∂t |D|−1Γ au∥∥L2∥∥|D|−1LΓ au∥∥L2 . (4.9)
In a similar way to that for Ek(u(t)), we get
E˜k
(
u(t)
)= Ek(u(t))− ∫
R3
Bijklmn∂l∂p(−)−1Γ aui(t)∂m∂p(−)−1Γ au j∂nuk dx
− 1
2
∫
R3
∂l∂r(−)−1Γ aui(t)Gijkmlαβq∂αu j∂βuk∂q∂r(−)−1Γ aum dx
− 1
2
∫
R3
Gijkmlnβγ ∂l∂r(−)−1Γ aui∂n∂r(−)−1Γ au j∂βuk∂γ um dx
− 1
2
∫
R3
Gijkmlαpγ ∂l∂r(−)−1Γ aui∂p∂r(−)−1Γ auk∂αu j∂γ um dx
− 1
2
∫
R3
P ijkmlβq ∂l∂r(−)−1Γaui∂q∂r(−)−1Γaumu j∂βuk dx
− 1
2
∫
R3
P ijkmlpγ ∂l∂r(−)−1Γaui∂p∂r(−)−1Γauku j∂γ um dx
− 1
2
∫
3
Q ijkmlq ∂l∂r(−)−1Γ aui∂q∂r(−)−1Γ aumu juk dx
R
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d
dt
E˜k
(
u(t)
)
 C〈t〉−1E˜k
(
u(t)
)(
E˜
1
2
k
(
u(t)
)+ E˜k(u(t))).
For the small solution, we also have
cEk
(
u(t)
)
 E˜k
(
u(t)
)
 CEk
(
u(t)
)
. (4.10)
Combining all the estimates in this section, we ﬁnally obtain (4.1).
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