In Brief Sheffield et al. reveal microscopic plasticity-related events occurring in hippocampal neurons that likely underlie spatial memory formation when animals encounter new environments.
INTRODUCTION
The hippocampus is critical for the formation and storage of spatial memories (Morris et al., 1982; Teng and Squire, 1999) . Hippocampal place cells not only fire when animals move through a particular location (place field) (O'Keefe and Dostrovsky, 1971 ), but during sleep and rest subsequent to the experience they can reactivate in the same (or reverse) sequence as during the experience (Carr et al., 2011; Foster and Wilson, 2006; Sadowski et al., 2016; van de Ven et al., 2016; Wilson and McNaughton, 1994) . This has led to the idea that place cell ensembles represent a cognitive map of space and a memory of places. Hippocampal pyramidal neurons, which are the cells that form place fields during spatial navigation, are capable of engaging activity-dependent Hebbian synaptic plasticity (Bliss and Collingridge, 1993 ), a potential mechanism by which spatial information can be encoded and stored. Indeed, disruption of components of the molecular pathways involved in synaptic plasticity, such as NMDA receptors or CaMKII, is correlated with behavioral deficits in memory or spatial navigation tasks (Morris et al., 1986; Silva et al., 1992; Tsien et al., 1996) . Given that ensembles of place fields are thought to represent spatial memories and are likely used for spatial navigation, these findings have led to the hypothesis that place fields may form de novo through activity-dependent synaptic plasticity (Takeuchi et al., 2013) , with some evidence supporting this view (Bittner et al., 2015; Monaco et al., 2014) . However, there is significant evidence supporting an alternative view, that synaptic plasticity may not be required for place field formation (Cacucci et al., 2007; Tonegawa, 2011, 2013a; Frank et al., 2004; Hill, 1978; Kentros et al., 1998; McHugh et al., 1996) . For example, after hippocampal synaptic plasticity is perturbed or blocked, place fields are typically less precise (Cacucci et al., 2007; Kentros et al., 1998; McHugh et al., 1996; Rotenberg et al., 1996) , less stable (Kentros et al., 1998; Rotenberg et al., 1996) , and fail to shift backward (Ekstrom et al., 2001 ), but nonetheless place fields still form. Additionally, many place fields are immediately present upon the animal's first traversal across a novel environment (Frank et al., 2004; Hill, 1978) . Such a rapidly appearing cognitive map suggests that hippocampal representations could arise through the novel stimulus-dependent selection of pre-strengthened neuronal ensembles (Deguchi et al., 2011; Dragoi and Tonegawa, 2011 , 2013a , 2013b Lee et al., 2012) . These results call into question the idea that place fields form de novo through synaptic plasticity during experience of a novel environment.
It has been difficult to assess directly the involvement of synaptic plasticity in awake animals engaged in navigation tasks. One step toward this goal would be to investigate dendritic regenerative events (back propagating action potentials or dendritically generated spikes, here collectively referred to as branch spikes [Sheffield and Dombeck, 2015] ), which are thought to provide the post-synaptic depolarization necessary for Hebbian potentiation when paired with presynaptic input (Golding et al., 2002; Magee and Johnston, 1997; Schiller et al., 1998) . Measuring the occurrence of branch spikes during place field formation would therefore indicate periods in which Hebbian synaptic potentiation could be occurring. A recent study used somatically recorded plateau potentials to infer the existence of branch spiking events throughout the arbor and found that such events may underlie the formation of both artificially induced and spontaneously appearing place fields in familiar environments (Bittner et al., 2015) . The technology now exists to record branch spiking directly in behaving mice and, in fact, these events have recently been detected in hippocampal place cells, though again these observations were made during navigation in familiar environments (Sheffield and Dombeck, 2015) . This previous research (Sheffield and Dombeck, 2015) demonstrated that branch spiking and somatic firing are often dissociated in place cells, meaning that somatic firing does not provide a direct read out of branch spiking across the arbor. Thus, while there is now evidence to support the idea that branch spiking occurs in place cells and is likely capable of inducing plasticity that can lead to place field firing in familiar environments, it remains unclear whether branch spiking events occur during, or lead to, natural place field formation in novel environments.
Here we used virtual reality (VR) combined with two-photon functional imaging to monitor large populations of hippocampal CA1 neuron somata, co-record CA1 neuron dendrites and somata, or record CA1 interneuron axons while mice were rapidly exposed to novel virtual environments. Global remapping occurred during this paradigm and was similar to that described in real-world environments (Bostock et al., 1991; Fyhn et al., 2007; Leutgeb et al., 2004 Leutgeb et al., , 2005 Muller and Kubie, 1987) , allowing us to continuously monitor the remapping process from the first moments of novel environment exposure. We found that regenerative dendritic events occur during the first appearance of somatic place field firing and during the first several novel environment traversals the prevalence of these events was increased across the arbor compared to familiar environments or later traversals in the novel environment. For some place fields, localized regenerative dendritic events preceded the appearance of detectable somatic place field firing and predicted the location of the later forming somatic place field. Additionally, we found a transient reduction in the magnitude of calcium transients in the axons of dendrite targeting interneurons on the first few laps in novel environments, while a brief increase in the magnitude of calcium transients in the axons of somatic targeting interneurons was found during a similar period. Finally, we found that when functional NMDA receptors are knocked out in CA1 neurons, the number of place fields that form across the population is reduced by $50%. These results suggest that exposure to a novel environment is accompanied by a short time window of reduced dendritic inhibition in CA1, which leads to increased branch spiking, which may potentiate synapses in a subset of neurons to form new place fields. Together these results support the idea that hippocampal activity-dependent synaptic plasticity underlies the formation of a subset of CA1 place fields in the hippocampus during novel environment exposure.
RESULTS

Novel Virtual Environment Exposure Leads to Global Remapping in the Hippocampus in Head Restrained Mice
We used VR to implement an environment switch paradigm to induce hippocampal global remapping in head-restrained mice ( Figure 1 , Figure S1 ). Mice were trained once a day for 7 days on a 1D treadmill to traverse a 3 m virtual visual linear track (Figure 1A, Figures S1A and S1B) for water rewards (Heys et al., 2014) . Subsequently, on experimental day 1, mice traversed this familiar environment (F) for at least 15 laps before F was rapidly ($30 ms) switched to a novel environment (N; Figure 1A , Figures S1A and S1B). Mice then experienced N for at least 20 laps, before being placed back in their home cage. The following day (experimental day 2) the mice were re-exposed to N where they traversed the track for at least 20 laps. An F-to-N switch was implemented twice for each mouse, with different environments for each switch (Figures S1A and S1B). To quantify behavior before, during, and after the switch, we measured mean lap velocity ( Figure 1B2 ), stopping probability ( Figure S1D ) and mean stopping time ( Figure S1E ) on each lap. We found that the first lap in N was traversed slower (15.6 ± 1.5 cm Às SEM on first lap in N versus 27.7 ± 0.5 cm Às SEM in F, p < 0.001, paired t test, n = 32 sessions, n = 16 mice) and with more stops (0.8 ± 0.1 SEM on first lap in N versus 0.19 ± 0.02 SEM in F, p < 0.01) that lasted longer (5.4 ± 2.1 s SEM on first lap in N versus 0.63 ± 0.13 s SEM in F, p < 0.001) compared to F, but behavior quickly stabilized such that on all subsequent laps in N, mean lap velocity and mean stopping time were not different compared to F (mean lap velocity from all laps and excluding lap 1 in N: 27.7 ± 0.5 cm Às in F versus 27.7 ± 0.5 cm Às in N, p > 0.05, paired t test; mean lap stopping time from all laps following lap 1: 0.63 ± 0.13 s SEM in F versus 1.04 ± 0.25 s SEM in N, p > 0.05), and mean stopping probability was only slightly increased (mean lap stopping probability from all laps following lap 1: 0.19 ± 0.02 in F versus 0.30 ± 0.02 SEM in N, p < 0.001, paired t test). Therefore, our VR paradigm allows for rapid switching from familiar to novel environments with relatively little change in behavior after the first traversal.
We then asked whether the switch from F to N caused global remapping in the hippocampus, a phenomenon that occurs in the real world when animals are placed in novel environments (Bostock et al., 1991; Fyhn et al., 2007; Leutgeb et al., 2004 Leutgeb et al., , 2005 Muller and Kubie, 1987) . We used our previously described methods to optically record somatic calcium transients (a measure of action potential firing; GCaMP6f) in populations of CA1 pyramidal neurons and defined the place firing field(s) of neurons within the population (Dombeck et al., 2010; Sheffield and Dombeck, 2015) . Over all traversals in F, we found all neurons with significant mean place fields. From eight sessions in F (n = 4 mice), we identified 347 place cells. Some place cells expressed two place fields, and we treated each place field independently (382 place fields total). A typical CA1 field of view contained place cells ( Figure 1C , bottom left) expressing place fields tiling the track ( Figure 1C , top left). We then switched from F to N and measured the firing patterns of the same neurons (the place cells that had place fields in F; Figure 1C , bottom middle) over all traversals in N on experimental day 1 ( Figure 1C , top middle). We found that, across all mice, many cells identified as having place fields in F did not have place fields in N (301/382 place fields). For the cells that did have place fields in both F and N, the location of the fields were not correlated (see STAR Methods, Figure S1F ) and showed significantly less spatial correlation compared to fields examined within F ( Figure 1D , spatial correlation within first half to second half of F = 0.87 ± 0.01 SEM, n = 382 place fields versus across F to N = 0.06 ± 0.04 SEM, n = 81 place fields, p < 0.001, unpaired t test). However, additional place cells appeared in N (n = 263 total place cells; n = 279 total place fields across all mice; Figure 1C , bottom right) and their place fields tiled the novel track ( Figure 1C , top right). These data are consistent with global remapping in real-world environments (Bostock et al., 1991; Fyhn et al., 2007; Leutgeb et al., 2004 Leutgeb et al., , 2005 Muller and Kubie, 1987) and in VR in body-tethered rats (Aronov and Tank, 2014) and indicate that global remapping occurs in the hippocampus of head-restrained mice following a rapid switch from a familiar to a novel VR environment.
Next we tracked somatic calcium transients of the place fields that appeared in N on each lap starting from the very first lap in N ( Figure 1E ). We noticed that place fields abruptly appeared on a range of laps during the initial exposure to N ( Figure 1E ), an observation also consistent with remapping in real-world novel environments (Frank et al., 2004; Hill, 1978) . To quantify this, for each place field detected in N, we identified the lap in which transients first began to robustly occur within the place field (place field onset lap; Figure 1E , red arrows; see STAR Methods). Pooling the place fields from all mice (n = 4 mice, n = 8 sessions in N), we found that 116/279 place fields appeared on the first lap in N, 35/279 had a place field onset lap of 2, and 128/279 had a place field onset lap greater than lap 2 ( Figure 1F1 ; a different distribution compared to the same measurements in F, see Figures 1F2 and 1F3) . Overall, the vast majority of place fields appeared within the first several laps of N (224/279 (80%) within 8 laps and 261/279 (94%) within 16 laps; 92.3 ± 2.4 s SEM and 179.5 ± 3.2 s SEM was required to complete 8 and 16 laps respectively). These results demonstrate that exposure to novel environments leads to the appearance of place fields over the first few traversals and minutes.
Prevalence of Dendritic Branch Spikes Is Increased in Place Cells during Initial Exposure to Novel Environments and Predicts Final Place Field Location To test whether synaptic plasticity could occur during the initial exposure to N, when the majority of place fields first appear, we asked whether branch spiking (Sheffield and Dombeck, 2015) , which can provide the post-synaptic depolarization necessary for Hebbian synaptic potentiation (Golding et al., 2002; Magee and Johnston, 1997; Schiller et al., 1998) , occurred or varied during this period. We sparsely labeled CA1 neurons with GCaMP6f ( Figure 2A ) and used multi-plane two-photon imaging to co-acquire time series datasets from CA1 basal dendrites and their parent somata (n = 9 mice, n = 18 sessions in N; n = 13 place cells; n = 17 place fields; number of dendrites imaged per cell: range = 9-36, mean = 17 ± 2; distance of dendritic imaging plane from somatic imaging plane: range = 61-103 mm, mean = 83 ± 8 mm [distal tips located in a plane $120 mm from somata]) (Sheffield and Dombeck, 2015) . Individual dendrites were assigned to their parent somata offline using dendrite tracing from a z series image stack (Sheffield and Dombeck, 2015 ; STAR Methods). To quantify the prevalence of branch spiking over traversals in N, we calculated the branch spike prevalence (BSP) as the fraction of recorded branches from each cell with branch spikes during each traversal across the place field when somatic firing was detected ( Figure 2B ) (Sheffield and Dombeck, 2015) . We first observed that branch spiking was always associated with place field formation: branch spiking in the basal dendrites always occurred and was typically widespread during the first detectable somatic firing events in the place field (n = 17 place fields with branch spikes, mean BSP = 0.80 ± 0.07 SEM, range: 0.20-1.00 during first somatic firing in field; n = 11 place fields with BSP > 0.96 and n = 4 with BSP < 0.45; Figures 2A and 2B ). During this first traversal and the following traversals across the place field in which somatic firing was detected, we observed variations in BSP from traversal to traversal (Figures 2A and 2B ). For individual place cells, we noticed that the average BSP (binned over 4 laps) was nearly always elevated when the somatic place field first appeared during the initial exposure to N and decreased with lap number during the session ( Figure 2B , right). This effect was significant on average across all place cells from all mice exposed to N ( Figure 2C ) and importantly did not occur at the beginning of sessions when mice were first exposed to F ( Figures S2I  and S2J ). We measured average BSP from place cells in F (mean BSP = 0.43 ± 0.03 SEM), which was significantly lower than the average BSP that occurred during laps 1-4 in N (mean BSP = 0.75 ± 0.08 SEM, p < 0.01, unpaired t test), laps 5-8 in N (mean BSP = 0.65 ± 0.07 SEM, p < 0.05, unpaired t test; Figure 2C ) and the first 4 laps from place field onset (mean BSP = 0.66 ± 0.05 SEM, p < 0.01, unpaired t test; Figure 2F) . We also compared average BSP during the first 8 (Figure 2D ) or 16 laps ( Figure 2E ) in N to later laps in N (>lap 16) in Since dendritic branch spiking and somatic firing can be dissociated in CA1 place cells (Sheffield and Dombeck, 2015) , we next asked whether the location of branch spiking on the track during initial exposure to N was an indicator of where the mean place field would be located at the end of the session. We determined the track location of the mean somatic place field calculated from laps in the last half of the session in N. We then measured the average BSP that occurred within this location and compared it to the average BSP outside this location (fraction of branches with branch spikes during somatic firing detected outside of place field) during the first eight laps of the session in N. We found that average BSP in the first eight laps was significantly higher within the final place field location versus outside of this location, predicting the final field location ( Figure 2G , average BSP inside = 0.67 ± 0.07 SEM, outside = 0.25 ± 0.07 SEM, paired t test, p < 0.001). Together, the above findings demonstrate that branch spiking in basal dendrites is elevated during somatic place field firing in the first several traversals of a novel environment and is most prevalent at the track location of the final place field. These results support the idea that CA1 synaptic plasticity is taking place during a window in which place fields first appear in novel environments.
Dendrite-Localized Calcium Transients Predict the Track Location of Subsequent Delayed Onset Place Fields As described above ( Figures 1E and 1F1 ), some place cells in N had a delay period before their place fields first appeared. If synaptic plasticity is occurring in these cells during this delay period to contribute to the formation of new place fields, it appears to occur in the absence of somatic action potential firing and back-propagation into the dendrites. We therefore looked for dendrite-localized calcium transients that might result from local clustered synaptic input (possibly generating local regenerative events) capable of inducing synaptic potentiation in the absence of somatic firing (Brandalise et al., 2016; Losonczy and Magee, 2006; Major et al., 2008; Milojkovic et al., 2007; Oakley et al., 2001; Palmer et al., 2014; Schiller et al., 2000; Weber et al., 2016; Wei et al., 2001) .
Across 17 delayed onset place fields in N, we detected 33 calcium transients that occurred in the basal dendrites in the absence of detectable somatic calcium transients ( Figure S3B ) during the delay period (these occurred across n = 8 place fields from n = 7 mice). Most of these dendrite-localized transients occurred in single branches (24/33; Figure 2B , bottom, Figure 3A ) with no detectable transients in the other imaged branches (mean number of branches imaged per cell was 17, range: 9-36). Interestingly, the other 9 dendritic transients occurred simultaneously in 9 different branches of the same cell (12 branches were imaged in total), again without a detectable somatic transient ( Figure S3A ). The majority (30/33) of these dendrite localized transients appeared to invade an area encompassing both shaft and spines across the imaged section of the local branch (Figures 3B and 3C ; dendritic area of significant DF/F increases greater than single spines 5.58-26.11 mm 2 , n = 30) and therefore spread further across the branch than a separate class of calcium transients that were restricted to single spines (dendritic area of significant DF/F increases in spines 0.36-2.51 mm 2 , n = 63, data not shown) (Sheffield and Dombeck, 2015) . The spatial spread for the 30 dendrite localized transients represents a lower bound of the actual extent of the transients, since our imaging plane transected only a small region of each branch. We then identified the track locations where these 30 dendrite localized transients occurred and found that 22/30 occurred within the boundaries of the somatic place field that would soon form (occurring 9.1 ± 4.6 laps SD and 183.2 ± 96.6 s SD before place field onset), occurred more frequently at the beginning of these boundaries (19 occurred earlier on the track and 3 occurred later on the track relative to the mean somatic place field center of mass; chi-square test for proportional difference, p < 0.001), and occurred more within these boundaries than in other track locations (Figures 3A and 3D; chi-square test for proportional difference, p < 0.001).
We next turned to an ex vivo brain slice preparation to investigate possible mechanisms for the generation of dendrite localized calcium transients. We used established glutamate uncaging techniques to mimic synaptic inputs at selected spines along a single basal dendrite of a CA1 neuron expressing GCaMP6f (Bloodgood and Sabatini, 2007; Losonczy and Magee, 2006; Losonczy et al., 2008) . Using a two-photon microscope to image dendrites during spine stimulation, we found that simultaneous (within 5 ms) clustered input within 5-15 mm onto multiple spines (3 or more) often generated dendritic calcium transients that spread beyond the stimulated spines and into the nearby shaft ( Figure S3D ), a signature suggesting local dendritic spike generation (Brandalise et al., 2016; Losonczy and Magee, 2006; Major et al., 2008; Milojkovic et al., 2007; Oakley et al., 2001; Palmer et al., 2014; Schiller et al., 2000; Weber et al., 2016; Wei et al., 2001 ). These dendrite-localized calcium transients stimulated in slice had transient amplitudes and durations similar to the dendrite-localized transients recorded during the delay period of delayed onset place fields in behaving mice ( Figure S3 ).
Based on the observations that the 30 dendrite-localized calcium transients (1) occur in the absence of detectable somatic calcium transients, (2) invade an area larger than a single spine and encompass local spines and shaft in the imaging plane, and (3) have amplitudes and durations similar to transients stimulated with clustered synaptic input in slice, we conclude that these dendrite-localized calcium transients are caused by clustered input onto single basal branches, presumably generating local dendritic spikes, during the delay period in delayed onset place cells. Some of these 30 dendrite-localized calcium transients may represent nonlinear amplification of spine calcium signals by clustered synaptic input that does not reach full dendritic spike status (Weber et al., 2016) , and therefore we refer to these 30 events as ''putative'' local dendritic spikes. Importantly, both full dendritic spikes and clustered inputs that just fall short of generating local dendritic spikes are capable of triggering synaptic potentiation (Weber et al., 2016) . To approximate the frequency of these putative local dendritic spikes across the whole basal dendritic arbor of each delayed forming place cell (n = 17) on each lap during the delay period, it was first necessary to estimate the spatial spread of the putative local dendritic spikes in vivo. We made a separate set of high-resolution time series movies from long stretches of basal dendritic branches of place cells (not during delay periods, n = 3 mice). We identified four putative local dendritic spikes from three different branches that closely resembled those observed in slice ( Figures S3C and S3D ). The total length of dendrite invaded by these transients could be measured since they were contained within the imaged branch: range of 5.9-8.5 um, mean of 7.5 um, similar to other reports (Brandalise et al., 2016; Lavzin et al., 2012; Major et al., 2008; Palmer et al., 2014; Schiller et al., 2000; Weber et al., 2016) . We first assumed that the spread of these 4 putative local dendritic spikes represents an estimate of the spread of the 30 putative local dendritic spikes observed during the delay period (the two classes of putative spikes, 4 and 30, had similar amplitude and kinetics as well). Then, based on this spread, the total length of the basal arbor in each cell and the fraction of the arbor imaged in each cell, and further assuming that putative local dendritic spikes occur at random locations in the arbor, we estimate that $2 putative local dendritic spikes occur across the basal arbor on each lap during the delay period in each cell. Taken together, these results suggest that the first step in the formation of many delayed onset place fields may be the occurrence of clustered synaptic input leading to sparse local dendritic spiking and local synaptic potentiation.
Dendritic Inhibition Is Transiently Reduced during Exposure to Novel Environments
Due to the observations that most place fields appear during the first 8 laps in N, dendritic branch spiking in place fields is increased during this period and putative local dendritic spikes are occurring in dendrites prior to the formation of many delayed onset place fields, we asked whether changes in dendritic inhibition might influence these processes. Inhibition levels in the hippocampus are altered during exposure to novel environments (Wilson and McNaughton, 1993) , although the specific interneuron subtypes involved remain unknown. We utilized somatostatin-Cre (SOM+) mice to obtain expression of GCaMP6f in a sub-population of interneurons (Lovett-Barron et al., 2014) , which includes cells targeting the basal dendrites of CA1 pyramidal cells in the stratum oriens region (bistratified interneurons [Goldberg and Coulter, 2013] ), and imaged their axons in the stratum oriens, using the change in fluorescence across the axon population as a bulk measure of inhibition to the pyramidal cell dendritic region ( Figure 4A) .
Axonal DF/F increased when mice transitioned from resting to running in F ( Figure 4B ; n = 3 mice, n = 6 sessions; mean resting DF/F = 43.8% ± 0.1%, mean running DF/F = 118.3% ± 0.1%; p < 0.01, paired Student's t test), although their absolute velocity was not correlated to DF/F ( Figure 4C ; slope not significant with 95% confidence bounds). We found that switching from F to N was associated with an abrupt decrease in mean axonal DF/F during running ( Figure 4F ; mean DF/F in the first eight laps in N = 0.69 ± 0.05 SEM; each lap normalized to mean DF/F in F in each case; p < 0.001, repeated-measures ANOVA with Tukey's post-test) that gradually returned to F levels (Figures 4D-4F ; 0.94 ± 0.05 SEM in the last eight laps in N; p > 0.05 compared to F, repeated-measures ANOVA with Tukey's post-test). Importantly, these changes were not observed at the beginning of sessions when mice were first exposed to F ( Figure S2G ). These data demonstrate that the level of pyramidal neuron basal dendritic inhibition from SOM+ interneurons transiently decreases during initial exposure to a novel environment. Such a reduction could create a time window in which branch spikes and localized dendritic spikes induce synaptic potentiation, allowing specific sets of (potentiated) synapses to drive somatic firing in the place field once inhibition returns to F levels.
We next measured the level of somatic inhibition to CA1 pyramidal neurons during exposure to N. Parvalbumin-Cre mice were utilized to gain expression of GCaMP6f in basket cell axons using the same strategy as above for SOM+ axons. Axons from these interneurons form basket-like structures around CA1 pyramidal cell somata ( Figure 4G ). We measured mean changes in fluorescence of these axon structures as a bulk measure of somatic inhibition. As with SOM+ axons in the stratum oriens, basket cell axonal DF/F increased when mice transitioned from resting to running in F ( Figure 4H ; n = 5 mice, n = 9 sessions; mean resting DF/F = 38.9% ± 4.1%, mean running DF/F = 121.8% ± 10.2%; p < 0.001, paired t test), and their absolute velocity was also not correlated to DF/F ( Figure 4I ; slope not significant with 95% confidence bounds). Basket cell axons surrounding pyramidal cell somata showed an abrupt increase in mean axonal DF/F during running when the environment was switched from F to N (Figures 4J-4L post-test) that gradually returned to F levels (Figures 4J-4L ; 0.94 ± 0.07 SEM; p > 0.05 compared to F, repeated-measures ANOVA with Tukey's post-test). Importantly, these changes were not observed at the beginning of sessions when mice were first exposed to F ( Figure S2E ). These data demonstrate that the level of pyramidal neuron somatic inhibition from PV+ interneurons transiently increases during initial exposure to a novel environment.
NMDA Receptors in CA1 Pyramidal Neurons Are Required for the Formation of a Subset of Place Fields
To test the involvement of NMDA receptors in branch spiking, remapping, and place field formation during novel environment exposure, we used an inducible NMDA knockdown strategy. The gene encoding the NR1 subunit that is necessary for functional NMDA receptors can be knocked down in Grin1 lox/lox mice (referred to here as NR1 mice) in a Cre-dependent manner (McHugh et al., 1996; Tsien et al., 1996) . We therefore injected AAV-CaMKII-Cre along with AAV-Syn-flexed-GCaMP6f into the dorsal CA1 region of these mice to obtain Cre-dependent expression of GCaMP6f and Cre-dependent knockdown of NR1 exclusively in the same neurons ( Figure S4A ). We found that the fraction of place fields that formed in N was significantly reduced in populations of CA1 neurons with NR1 knocked down ( Figures 5A-5C ) compared to wild-type (WT) controls (fraction of place fields that formed from the active cell population in N: 0.24 ± 0.04 SEM in WT controls versus 0.11 ± 0.05 SEM in NR1 knockdown, chi-squared proportionality test, p < 0.05), consistent with previous findings in which other components of the plasticity pathway were knocked out (Rotenberg et al., 1996) . We found that transient durations were not different between the NR1 knockdown and WT populations and the maximum standard deviation of transients above the noise were slightly higher in the NR1 knockdown population ( Figures  S5A and S5B) . Therefore, the reduction in place fields in the NR1 knockdown population could not be explained by a reduced ability to detect somatic transients compared to WT. We did observe a few differences in NR1 mouse behavior (decrease in running velocity and increase in stopping probability, Figures  S4H-S4J ) and a reduction in branch spiking in NR1 knockdown (sparse NR1 knockdown and GCaMP6f expression) compared to WT place cells ( Figures S4E-S4G ), but spatial correlations and place field onset lap (for the reduced number of place cells) appeared similar to WT (Figures S4B-S4D) . Further, putative local dendritic spikes were not observed in NR1 knockdown place cells (sparse NR1 knockdown and GCaMP6f expression) during the delay period before somatic place fields formed; though $8-fold fewer place cell dendrite recordings were available for analysis from the NR1 (fewer place cells with fewer dendrites) versus WT mice. Based on the frequency of putative local dendritic spikes observed in WT place cells, $4 putative local dendritic spikes were expected from the NR1 knockdown recordings.
Interestingly, some of the place fields that formed in the NR1 knockdown population in N displayed a reduction in somatic firing frequency throughout the session (somatic calcium transients decreased in frequency throughout the session; Figure 5E ), more so than in the WT population ( Figure 5D ). This suggests that although place fields can form in CA1 pyramidal neurons in the absence of functional NMDA receptors, their ability to maintain place field firing over time is diminished. One possible explanation for this finding is that a lack of synaptic potentiation occurs in the dendrites of the NR1 knockdown population during the window of lowered inhibition upon initial exposure to N, which leads to an effective reduction in synaptic drive when inhibition returns to baseline levels. To further explore this hypothesis, we measured the number of detectable somatic transients during the first 8 laps in N and compared these numbers to the last 8 laps in N in all active neurons in both the NR1 knockdown and WT populations (n = 1,882 neurons from n = 4 WT mice; n = 835 neurons from n = 3 NR1 mice; estimated fraction of active cells in the field of view in WT = 0.46 ± 0.02 SEM versus 0.46 ± 0.04 SEM in NR1). We found that in both populations the number of transients was significantly higher during the first eight laps versus the last eight laps ( Figure 5F ; first eight laps WT = 11.5 ± 0.1 SEM versus last eight laps WT = 8.8 ± 0.1 SEM, p < 0.01, paired t test; first eight laps NR1 = 11.1 ± 0.2 SEM versus last eight laps NR1 = 6.6 ± 0.2 SEM, p < 0.05, paired t test; t tests with Bonferroni correction). Also, the number of transients during the first 8 laps was not different between the NR1 knock down and WT populations ( Figure 5F ; first eight laps WT = 11.5 ± 0.1 SEM versus first eight laps NR1 = 11.1 ± 0.2 SEM, p > 0.05, unpaired t test). However, there was a greater reduction in transient number in the last eight laps in the NR1 knockdown versus WT populations ( Figure 5F , last eight laps WT = 8.8 ± 0.1 SEM versus last eight laps NR1 = 6.6 ± 0.2 SEM, p < 0.001, unpaired t test; t tests with Bonferroni correction). At the same time, no differences in transient amplitude or duration were observed between the NR1 knockdown and WT populations ( Figures S5D  and S5E ). These results suggest that somatic firing is largely not dependent on functional NMDA receptors (Ekstrom et al., 2001; Kentros et al., 1998; McHugh et al., 1996) during the initial exposure to a novel environment. Instead, NMDA receptors may act to potentiate synapses during this period so that when dendritic inhibition returns to baseline levels these synapses become strong enough to drive somatic firing. This process may be necessary for the formation of a firing field in a subset of CA1 place fields, although in other cells across the CA1 population place fields can still form without NMDA-dependent synaptic potentiation ( Figure S6 ).
DISCUSSION
We propose the existence of two pathways that can lead to place field formation during exposure to novel environments. In the first, the sum of all synaptic inputs is large enough upon initial exposure to drive action potential firing at a particular location (the new place field; Figure S6 , left). The other pathway is one in which the sum of all synaptic inputs is initially too small to drive somatic firing, but after a subset of inputs that are active at a particular location are potentiated, they become strong enough to drive somatic place field firing in the new place field ( Figure S6 , right). Supporting the idea that some place fields do not require synaptic plasticity to form, we found many place fields with somatic firing on the first lap in a novel environment. Although this somatic firing co-occurred with high levels of branch spiking, Bars, mean across all fields (n = 8 fields from WT n = 5 from NR1; from n = 4 WT, n = 3 NR1 mice). *, chi-squared proportionality test, p < 0.05. (D and E) Somatic place field transients shown lap by lap in N in WT mice (four in D) and NR1 mice with functional NMDA receptors knocked out of GCaMP6f-expressing cells (four in E); first row represents first traversal mouse ever made across N. Somatic place field calcium transients have higher dF/F amplitudes during initial laps and for cells lacking NMDA receptors, fields tend to disappear toward session end (E).
(F) Mean number of significant calcium transients detected from all active cells in WT mice (n = 4 mice, n = 1,882 transients; blue) and NR1 mice with functional NMDA receptors knocked out of GCaMP6f-expressing cells (n = 3 mice; n = 835 transients; red). Blue to red, unpaired t test, ***p < 0.001; N.S., p > 0.05; within color, paired t test, **p < 0.01, *p < 0.05; all t tests with Bonferroni correction. Bars, mean from all transients across all mice. Open circles, means from each field of view.
any potentiation produced by these dendritic events could not have been required for the coincident firing in the new place field; instead, potentiation produced by these dendritic events may act to refine the fields further (see below). Supporting the case that synaptic plasticity is required to form many other place fields, we found localized putative dendritic spikes (likely NMDA spikes [Brandalise et al., 2016; Schiller et al., 2000] ) occurring before detectable somatic firing on the first few laps of novel environment exposure. These putative local dendritic spikes likely potentiate small clusters of synapses, which over many minutes become strong enough to drive somatic firing and increased levels of branch spiking in a new place field. In further support of the idea that two different pathways can lead to new place fields, we found that knocking out NMDA receptors in a population of CA1 neurons reduced the number of place fields that formed across the population by $50%. This suggests that approximately half of CA1 place fields require synaptic plasticity to form, and half do not. In both of the proposed pathways for place field formation, nearly all place fields displayed high BSP when somatic firing first appeared. One possible purpose of this high BSP may be to refine place fields by strengthening co-occurring inputs throughout the arbor so that somatic firing becomes more spatially precise and place fields more temporally stable (Cacucci et al., 2007; Kentros et al., 1998; McHugh et al., 1996; Rotenberg et al., 1996; Sheffield and Dombeck, 2015) . This is supported by NMDA-dependent plasticity perturbation experiments (Cacucci et al., 2007; Kentros et al., 1998; McHugh et al., 1996) in which the place fields that formed were less precise and less stable. Therefore, synaptic plasticity likely plays a fundamental role in the normal development of all place fields (Dragoi et al., 2003; Lever et al., 2002; Wilson and McNaughton, 1993) , by stabilizing and refining them, but is additionally required for the formation of a subset of place fields (through local dendritic spike-induced potentiation). In both cases, these processes are likely influenced by the initial decrease in dendritic inhibition. The subsequent return of dendritic inhibition likely increases the amount of input required to drive any further synaptic changes, therefore closing the window for large amounts of synaptic plasticity to occur and stabilizing the synaptic changes that took place to encode the new environment.
Burst firing in CA1 pyramidal neurons, likely driven by coincident CA3 (onto CA1 basal, oblique, and proximal apical dendrites) and EC3 input (onto CA1 distal apical tuft dendrites), is associated with the formation of new place fields in familiar environments (Bittner et al., 2015) . Synapses from multiple input pathways may become potentiated during burst events, leading to the binding of information across multiple input streams and allowing these synapses to drive firing on subsequent traversals in a new place field. Our data showing high levels of branch spike prevalence (BSP) when place fields first appear in novel environments support this idea. Indeed, high BSP in basal dendrites appears to be a dendritic measure indicating the occurrence of somatic burst firing in CA1 pyramidal neurons (Grienberger et al., 2014) . It is therefore likely that somatic burst firing and high levels of BSP co-occur when somatic firing first appears in many place fields. However, we also found that the first appearance of a small percentage of place fields was associated with low levels of BSP, suggesting that bursting, high levels of BSP and further binding of information across CA3 and EC3 are not necessary for the formation of all place fields. Furthermore, our observation of putative local dendritic spikes prior to the formation of detectable place field firing suggests that additional steps may be required to form place fields in many cells, with localized dendritic spikes starting the process by potentiating a small subset of synapses from one input stream or the other (CA3 or EC3). Once potentiated, these inputs can then drive place field firing, higher levels of BSP, and burst firing to recruit more inputs (possibly over behavior timescales [Bittner et al., 2017] ) to make the fields more precise, stable, and possibly represent bound information across EC3 and CA3.
Local dendritic spikes have been shown to play functionally important roles in vivo (Cichon and Gan, 2015; Lavzin et al., 2012; Palmer et al., 2014; Sheffield and Dombeck, 2015; Smith et al., 2013) , and in brain slices are capable of inducing synaptic potentiation (Brandalise et al., 2016; Golding et al., 2002; Gordon et al., 2006; Hardie and Spruston, 2009; Magee and Johnston, 1997; Weber et al., 2016) . We estimate that $2 putative local dendritic spikes occur across the basal dendritic arbor on each lap during the delay period prior to somatic place field appearance. It has been proposed that network information storage capacity is maximized when very few synapses are modified to store each new input pattern through localized dendritic spikes (Wu and Mel, 2009) . This model also predicts that single branches that have undergone synaptic potentiation can then cause somatic firing. Our observations are consistent with these predictions, and part of the delay period that we observed in some place fields could be due to the time required for long-term potentiation to fully take effect (Hardie and Spruston, 2009; Murakoshi et al., 2011; Tigaret et al., 2016 ). This idea is partly supported by a recent somatic intracellular place cell recording study that found increasing subthreshold responses in novel virtual environments before somatic place field firing began (Cohen et al., 2017) .
Our previous work fits with the idea that NMDA receptors are involved in refining place fields as we found that place fields with the highest BSP were more precise and stable in familiar environments (Sheffield and Dombeck, 2015) , likely through their effect on alleviating Mg 2+ block of NMDA receptors in the presence of presynaptic input. This suggests that once a cognitive map has been established through the initial steps described above (Figure S6 ), the synapses that drive firing in individual place fields are maintained in strength by branch spikes each time the animal experiences the same environment (and also possibly offline through replay events). However, in addition to this role in refining fields, here we found that NMDA receptors are likely required for the formation of $50% of place fields in novel environments. NMDA receptors in CA1 therefore likely serve many roles: forming place fields in novel environments through synaptic potentiation, refining place fields and making them more precise and stable, and maintaining the precision and stability of place fields over time in familiar environments by maintaining synaptic strength.
One possible explanation for how some place fields can form without synaptic potentiation is that some synapses are prestrengthened prior to novel environment exposure and are activated during the experience to drive somatic place field firing.
Certain cells can be predicted to express place fields prior to exposure to a novel environment based on their participation in pre-play (Dragoi and Tonegawa, 2011 , 2013a , 2013b , suggesting that experience-dependent synaptic plasticity plays little to no role in the appearance of these fields since their inputs are already able to drive firing prior to the experience. Place fields that engage pre-strengthened inputs could appear immediately upon exposure to novel environments, or even following a delayed period, as changes in attention could later activate these pathways (Monaco et al., 2014) . It is also possible that NMDAdependent synaptic plasticity occurs in presynaptic regions to drive some CA1 place field formation (Marr, 1971) .
Similar to the findings here, differential inhibitory dynamics (differential changes in PV+ and SOM+ axonal boutons) have been observed in the motor cortex of mice during motor learning (Chen et al., 2015) . Differential changes in inhibition across the somato-dendritic compartment during learning may be a general mechanism that supports the formation of new representations in the brain. Further, different interneuron subtypes may be involved in extracting different components of the learned representation (Lovett-Barron et al., 2014) and may be involved in routing information flow from CA3 and EC3 pathways during place field firing (Ferná ndez-Ruiz et al., 2017).
Interestingly, significant differences were observed here between the F to N transitions compared to the F to F transitions (Figures 2, 4 , and S2), suggesting that increased attention or environmental saliency may play a role in changing the functional state of circuits in CA1. Neuromodulatory pathways may control this process, with likely candidates including cholinergic (Hasselmo and McGaughy, 2004; Teles-Grilo Ruivo et al., 2017) and/or dopaminergic (Kentros et al., 2004) inputs.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Animals 10 to 12 weeks old male C57BL/6 (WT), B6;129P2-Pvalb tm1(cre)Arbr /J (PV-Cre), Sst tm2.1(cre)Zjh /J (SOM-cre) and B6.129S4-Grin1 tm2Stl /J (NR1) mice (20-30 g) were individually housed under a reverse 12 hr light / dark cycle. All experiments were approved by the Northwestern University Animal Care and Use Committee. Behavioral experiments were conducted during the animal's dark cycle.
METHOD DETAILS Mouse surgery and virus injections
Mice were anesthetized ($1%-2% Isoflurane) and a small ($0.5À1.0 mm) craniotomy was made over the hippocampus (1.8 mm lateral, 2.3 mm caudal of Bregma). For single cell dendritic imaging a low titer Cre -virus (AAV1-CamkII-Cre, 1.5x10 8 GC/mL, all virus from University of Pennsylvania Vector Core) was injected (1 injection of $30 nL at a depth of $1250 mm below the dural surface using a beveled glass micropipette: $1-2 MU after beveling) in combination with a high titer of flexed-GCaMP6 virus ( (Chen et al., 2013) AAV1-Syn-flex-GCaMP6f or s, 1.4x10 13 GC/mL) leading to expression of GCaMP-6 in a sparse CA1 pyramidal neuron population.
For population imaging, dense labeling was performed the same as sparse except only AAV1-Syn-GCaMP6f (1.5x10 13 GC/mL) was injected. For interneuron SOM+ or PV+ axon imaging, we injected a high titer of flexed-GCaMP6f virus (AAV1-Syn-flexGCaMP6f, 1.4x10
13 GC/mL, $30 nL) into the hippocampus of SOM+ or PV+ cre mice. Mouse water scheduling began the day after virus injections (0.8-1.0 mL/day, and continued through all training and experiments) followed $7 days later by a hippocampal window and head-plate implantation surgery (as described in ( (Dombeck et al., 2010) ). For live slice imaging and glutamate uncaging experiments, mice were injected following the same sparse labeling protocol and allowed to recover for 3 to 4 weeks prior to hippocampal slice preparation.
Behavior and virtual reality switching We used the same virtual reality and treadmill set-up as previously described (Heys et al., 2014) , consisting of a 1D treadmill and a view angle within the virtual environment straight down the track. Training in a 3 m virtual linear track (F1; Figure S1 ; one $40-60 minute session per mouse per day) began $7 days after window implantation and continued until mice routinely ran along F1 to achieve a high reward rate (> $2 rewards/minute); rewards in F1 consisted of water (4 ml) delivered as described previously (Dombeck et al., 2010) . Mice were teleported back to the beginning of the track after each reward and after a short (1.5 s) delay. Once this criterion was reached ($5-7 days of virtual reality training in F1), imaging commenced the following day (experimental day 1). Figure S1A shows the experimental timeline that each mouse underwent. Experimental day 1 consisted of mice running at least 15 laps in F1, at which point the virtual environment was switched to a novel environment (N1). This VR switch occurred rapidly ($33ms) and was triggered while mice were at the start of the F1 track. Rewards in N1 were delivered at the end of the track as in F1, but consisted of 8 ml instead of 4 ml water rewards. Mice were then allowed to traverse the track for at least 20 laps before being placed back into their home cage. 24 hours later, on experimental day 2, mice were placed back into the same environment, N1, and allowed to traverse the track for at least 20 laps. This environment was now considered familiar, F2, at which point the environment was switched to a second novel environment, N2. Water rewards in N2 were 8 ml, and mice completed at least 20 laps before being placed in their home cage. 24 hours later, on experimental day 3, mice were placed back in N2 and completed at least 15 laps, at which point N2 was considered familiar, F3. Data from the two familiar environments prior to VR switch, F1 and F2, were grouped together and referred to as F throughout the main text and figures. Data from the two novel environments following VR switch, N1 and N2, were grouped together and referred to as either N throughout the main text and figures. No differences in the results reported here were observed between the first switch (F1 to N1) and the second switch (F2 to N2), justifying their grouping.
Two-photon imaging
A Moveable Objective Microscope (Sutter Instruments) was customized for our imaging experiments. The microscope consisted of a resonant scanning module (Thorlabs), a 40 3 /0.80 NA water immersion objective (LUCPlanFL N, Olympus) and enhanced collection optics. Green GCaMP6 fluorescence was routed to a GaAsP PMT (H10770PA-40) using a series of dichroic mirrors and band-pass filters (in order after leaving the back aperture; Semrock): FF665-Di02 long pass dichroic, FF01-680/sp short pass filter, FF560-Di01 long pass dichroic, FF01-510/84 band-pass filter. Stray light from the virtual reality monitor was blocked using a custom box surrounding the top of the microscope objective and the overlying dichroic mirror (not including the tube lens, scan lens, galvos or routing mirrors). This box had one hole on top, for entry of the excitation beam, which was covered with a color glass filter (FGL780, Thorlabs) and one hole on bottom for the microscope objective. This bottom hole was sealed using the same loose black rubber tube and tight fitting metal rings described previously (Dombeck et al., 2010) . ScanImage 4 was used for microscope control and acquisition (Pologruto et al., 2003) . Ti:Sapphire laser (Chameleon Ultra II, Coherent) light at 890 (for GCaMP6s) or 920 (for GCaMP6f) nm was used as the excitation source. Laser average power at the sample (after the objective) was 70-100 mW. A pockels cell (350-80-LA-BK-02, 302RM driver, Conoptics) was used to blank laser excitation at the edges of the field of view. Time-series movies (1024 or 512x256 pixels) were acquired at 50 Hz for single plane (population and interneuron axon imaging), 25 Hz for 2 plane and 12.5 Hz for 4 plane (dendrite imaging using an electric lens, see (Sheffield and Dombeck, 2015) ) acquisitions. A Digidata1440A (Molecular Devices) data acquisition system was used to record (Clampex 10.3) and synchronize position in the linear track, reward timing, and two-photon image frame timing.
Image processing
Time-series movies for multi-plane recording were acquired using interleaved frames (i.e., every other frame was from the same plane for 2-plane imaging). The electric lens settling time of $5 ms sometimes created distortions in the first few lines of each frame of the movie; these lines were therefore removed before subsequent analysis. Each multi-plane time-series was then split into separate time-series movies, one for each acquired plane. Each single-plane time-series, including those from population imaging, was then independently motion corrected using whole frame cross-correlation, as described previously (Dombeck et al., 2010; Miri et al., 2011; Sheffield and Dombeck, 2015) . To decrease the motion correction time and increase the stability of the motion corrected movie, all time series movies from multiplane and single plane acquisitions were cropped in the x and y dimensions around an area containing structures with high baseline fluorescence that changed little throughout the movie. The x and y shifts for each frame calculated from the cropped movie was then applied to the original non-cropped movie. These motion corrected movies were then used for subsequent analysis. After time-series imaging, z series were acquired from each field of view from the external capsule fiber surface through the proximal apical dendrite.
ROI selection and calcium transient analysis
For single cell imaging (sparse labeling) ROIs were selected by hand on the mean soma or dendrite images (mean time projection of all frames in the motion corrected time-series at each plane). ROIs were drawn to closely follow the outline of the structure of interest (soma or dendrite). Dendrites belonging to the co-imaged parent soma were identified offline by tracing them to the soma in the z series; additional verification was provided by their often co-occurring significant calcium transients with the soma. For interneuron axon imaging in the Stratum Oriens (SOM+ mice) and pyramidal cell layer (PV+ mice), ROIs were selected by hand around an area containing a high density of axons in the image, avoiding somata and dendrites and minimizing areas with an absence of structure.
For population imaging, ROIs were defined as previously described (Mukamel et al., 2009 ) (mu = 0.6, 150 principal components, 150 independent components, s.d. threshold = 2.5, s.d. smoothing width = 1, area limits = 100-1200 pixels). As seen previously (Dombeck et al., 2010) , ROIs nearly always defined single cell regions. To calculate the average population DF/F ( Figures S2A  and S2B ), we selected a single ROI encompassing the entire FOV.
From dendrite and population time-series, DF/F versus time traces were generated for each ROI as previously described (Dombeck et al., 2010) . Briefly, slow changes in the fluorescence traces were removed by examining the distribution of fluorescence in a $6 s interval around each sample in the trace and normalized by the 8th percentile value. These baseline corrected soma and dendrite fluorescence traces were then subjected to the analysis of the ratio of positive to negative going transients of various amplitudes and durations described previously (Dombeck et al., 2007) . We used this analysis to identify significant transients with < 0.01% (< 0.001% for dendrites) false positive error rates; these identified significant transients were used in the subsequent analysis.
The somatic DF/F traces consisted of a baseline interrupted periodically by calcium transients of varying amplitude, consistent with a difference in the number of underlying APs, and varied in duration, consistent with the summation of multiple transients (Dombeck et al., 2010; Sheffield and Dombeck, 2015) . Dendritic calcium transients were consistent with those observed previously (Sheffield and Dombeck, 2015) .
To avoid subtracting any slow changes in the fluorescence traces from interneuron axons, which have a baseline firing rate that could slowly vary with behavior and cause slow changes in fluorescence, time-series DF/F traces were generated for each ROI by examining the distribution of fluorescence from the entire trace and normalizing each sample in the trace by the 8 th percentile value (i.e., no removal of slow baseline variations). Measurements of DF/F in Figure 4 are calculated from these baseline corrected traces.
Behavior analysis
To calculate mean lap virtual velocity ( Figure 1B ; Figures 4C and 4I ) for each lap, we divided the track length (3 m) by the time taken to traverse the track. Stopping periods or slow moving periods were included in this measure. To calculate stopping probability on each lap, we used an instantaneous virtual velocity threshold of 1 cm -s . If instantaneous virtual velocity fell below this threshold for at least 100 ms, we considered this a stopping period, and the probability of stopping on that lap was given a value of 1, regardless of whether additional stopping periods occurred on that lap. The lap stopping time was calculated from these stopping periods, and if mice stopped multiple times on a single lap, the total time stopped was summed together from each stopping period on that lap. We used the same virtual velocity threshold to classify running versus resting behavior ( Figures 4B and 4H ).
Defining place fields
Place fields were identified and defined as described previously (Dombeck et al., 2010) with minor changes outlined below. Place fields were defined solely based on somatic calcium transients. First, long running periods were defined in which mouse movement along the virtual track consisted of virtual velocity > $7 cm -s and run length > 40 cm without hitting the end of the track. The mean somatic DF/F was calculated as a function of virtual track position for 150 position bins and this mean fluorescence versus position plot was then averaged over 3 adjacent points. Potential place fields were first identified as contiguous regions of this plot in which all of the points were greater than 25% of the difference between the peak somatic DF/F value (for all 150 bins) and the baseline value (mean of the lowest 20 out of 150 somatic DF/F values). These potential place field regions then had to satisfy the following criteria: 1. The field must be > 20 cm in width, 2. The field must have one value of at least 10% mean DF/F, 3. The mean in field DF/F value must be > 4 times the mean out of field DF/F value and 4. Significant calcium transients must be present > 40% of the time the mouse spent in the place field. Potential place field regions that met these criteria were then defined as place fields if their p value from boot strapping was < 0.05, as described previously (Dombeck et al., 2010 ). These place fields were then treated independently, and transients that occurred outside of the defined place field region were removed for analysis of each specific field. The resultant place field was then used in all subsequent analysis. Place cells with multiple potential place field regions were treated in the same way, with each potential place field region treated independently and subjected to the same tests as above, except the mean out of field DF/F value excluded DF/F values from other potential place field regions. We only included place fields in which neither edge of the identified field was at the track start or track end.
Place field spatial correlation
To measure place field spatial correlation across environments, we found place cells that had place fields in both environments and compared their mean place fields. Each place field pair to be compared was split into 150 position bins (2cm/bin) from which we calculated a Pearson's correlation coefficient, our measure of spatial correlation between 2 place fields. To measure place field spatial correlation within environments, we first divided the session up into two halves based on the total number of laps completed within the session. We calculated a mean place field from transients that occurred within the first half of all the laps in that session, and a second mean place field from transients that occurred within the second half of that session. These two place fields then underwent the same spatial correlation test as above.
Place field onset lap
To determine place field onset lap ( Figures 1E and 1F, 2F) , starting on lap 1 we searched for a significant somatic DF/F calcium transient present within the boundaries of the previously determined mean place field calculated from all the laps in the session. If one were found we would then search for somatic DF/F calcium transients on each of the next 5 laps. If 4 of the 6 laps had somatic DF/F calcium transients within the mean place field boundaries, lap 1 would be considered the place field onset lap. If either lap 1 had no somatic DF/F calcium transient or less than 4 of the 6 laps had somatic DF/F calcium transients, we would move to lap 2 and repeat the search.
To determine place field onset lap in F ( Figure 1F2 ), we trained a separate set mice as described above. In these mice, on experimental day 1, we began imaging the CA1 population prior to the first traversal of F on that day (this imaging procedure was repeated for the data acquired in Figures S2C-S2J) .
In vivo dendrite analysis Identification of branch spikes, definition of branch spike prevalence ( Figure 2 ) and analysis of dendritic area of significant DF/F increase ( Figure 3 and Figure S3 ) was the same as previously described (Sheffield and Dombeck, 2015) . Additionally, significant dendrite localized calcium transients had to consist of at least 2 contiguous samples in the trace to be included. To prevent calcium transients from dendrites belonging to other cells in the FOV from potentially contaminating our dendrite DF/F traces, we excluded from analysis periods when other cells in the FOV had significant somatic calcium transients. This step likely leads to missing some dendrite localized calcium transients, but eliminates false positives caused by calcium transients from other neurons.
Track location of dendrite localized transients ( Figure 3D ) was determined by finding the track location where the peak of the dendritic transient occurred. We then calculated the track distance between this location and the location of the mean somatic place field's weighted center of mass (see (Sheffield and Dombeck, 2015) ). This distance was then normalized by the mean somatic place field width in each case.
We imaged both GCaMP6f-expressing (n = 12 place fields) and GCaMP6s-expressing dendrites (n = 6 place fields). Imaging at 920 nm, we found the baseline fluorescence signal in the GCaMP6s-expressing dendrites was oftentimes undetectable. Since unbound GCaMP6s emission is larger when excited by shorter wavelengths, we used 890 nm for all imaging experiments using GCaMP6s. This increased the signal from dendrites at rest, but resulted in reduced DF/F transient amplitudes. Dendrite localized calcium transient max amplitudes during the delay period were therefore smaller in GCaMP6s-expressing dendrites compared to GCaMP6f-expressing dendrites (GCaMP6s amplitudes: 114.6 ± 25.6% DF/F versus GC6f amplitudes: 224.2 ± 25.1% DF/F, t test, p = 0.0002). However, the number of dendrite localized calcium transients detected during the delay period was similar (GCaMP6s: n = 14; GCaMP6f: n = 16), and the transient durations (defined by the full width half max of the significant transients) were also not significantly different (GCaMP6s duration: 230.8 ± 8.1 SEM ms versus GCaMP6f duration: 186.4 ± 13.7 SEM ms, t test, p > 0.05). The branch spike prevalence numbers and the dendrite-localized transients reported consisted of recordings from both GCaMP6s and GCaMP6f-expressing dendrites.
To calculate the spatial extent of dendrite localized calcium transients from the high-resolution movies of single dendritic branches in vivo and in vitro ( Figures S3C and S3D ), we measured along the length of the dendrite from one edge to the other of the region containing contiguous significant pixels.
NMDA receptor knockdown
Grin1
lox/lox (B6.129S4-Grin1 tm2Stl /J) mice were injected with a high titer Cre -virus (AAV1-CamkII-Cre, 1.5x10 8 GC/ mL) in combination with a high titer of flexed-GCaMP6 virus (AAV1-Syn-flex-GCaMP6f) leading to expression of GCaMP-6f in a dense CA1 pyramidal neuron population and knockdown of functional NMDA receptors in the same cells expressing GCaMP6f. Imaging of these neurons began $3 weeks later to ensure sufficient knockdown of NMDA receptors (Chu et al., 2015) . For sparse labeling of CA1 pyramidal neurons in Grin1 mice we replicated the method used to obtain sparse labeling in wild-type mice: a low titer Cre -virus (AAV2/1-CamkII-Cre, 1.5x10 8 GC/mL) injected in combination with a high titer of flexed-GCaMP6f virus (AAV1-Syn-flex-GCaMP6f, 1.4x10 13 GC/mL) leading to sparse expression of GCaMP-6f and knockdown of functional NMDA receptors in the same cells expressing GCaMP6f. We also waited at least 3 weeks before imaging these neurons to ensure NMDA receptor knockdown. The Grin1 mice required $1 week more training in F1 to reach behavior criterion (> $2 rewards/minute) compared to wild-type mice.
NMDA receptor knockdown immunohistochemistry
Grin1
lox/lox mice expressing GCaMP6f and Cre in dorsal hippocampal pyramidal neurons were anaesthetized with isoflurane and perfused with phosphate buffered saline (PBS, pH = 7.4) followed by fixation with 4% paraformaldehyde in PBS. Brains were removed and post-fixed in the same fixative at 4 C overnight, then stored at 4 C in 30% sucrose/PBS solution. Coronal sections (40 mm) were prepared using a freezing microtome, washed three times with tris-buffered saline (TBS; pH = 7.6) for 10 minutes and then incubated with blocking solution (5% normal goat serum, 0.3% Triton X-100 in 1x TBS) for 2 hours at room temperature. The primary antibody (rabbit polyclonal anti-GluN1 IgG, abcam, ab17345; 1:200) was diluted in blocking solution and slices were treated overnight at 4 C. The next day, slices were washed with TBS buffer three times and incubated with diluted secondary antibody (Alexa 594 goat anti-rabbit IgG, 1:500) for 2 hours at room temperature. Slices were washed with TBS buffer three times and then mounted on glass slides in VECTASHIELD (Vector labs, H-1000). Fluorescence images were acquired using an automated slider scanner (VS120 virtual Slide, Olympus).
Hippocampal slice preparation
Transverse hippocampal slices ($300 mm) were prepared from virus injected male C57BL/6 mice (see Mouse surgery and stereotaxic virus injections) using a vibrating microtome (VT1200S; Leica Systems, Germany). Animals were anaesthetized with isoflurane and perfused with ice-cold sucrose artificial cerebrospinal fluid (ACSF) solution containing (in mM) 85 NaCl, 2.5 KCl, 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 25 glucose, 75 sucrose, 0.5 CaCl 2 , and 4 MgCl 2 , saturated with 95% O 2 and 5% CO 2 . After slices were made they were transferred to a warmed (32 C) incubation chamber with bubbled ACSF consisting of 125 mM NaCl, 2.5 mM KCl, 25 mM NaHCO 3 , 1.25 mM NaH 2 PO 4 , 1 mM MgCl 2 , 2 mM CaCl 2 and 25 mM glucose for 25 min, after which they were allowed to recover at room temperature in oxygenated ACSF for 1 hour before imaging.
In vitro imaging and glutamate uncaging Glutamate uncaging and imaging of hippocampal CA1 basal dendrites in vitro were performed on an Ultima two-photon laser scanning microscope (Bruker, former Prairie Technologies, Middleton, WI) equipped with duel galvanometers driving two Ti:Sapphire lasers (Chameleon, Coherent). The lasers were tuned to the wavelength of 920 nm and 720 nm for imaging and uncaging, respectively, and the intensity of each laser was independently controlled with electro-optical modulators (Conoptics). Images were acquired with an upright Zeiss Axiovert microscope using a 40x, 1.0 numerical aperture water immersion objective. During imaging and uncaging, slices were maintained at a constant temperature ranging from 30-34 C (mean 32.1 C and bathed in recirculating bubbled ACSF containing 3 mM MNI-caged L glutamate (4-methoxy-7-nitroindolinyl-caged L-glutamate, Tocris), 1 mM TTX (Tocris Bioscience) and 2 mM of GABA A receptor antagonist SR-95531 (Tocris Bioscience). MNI-glutamate was uncaged using 500 ms pulses (28-64 mW after the objective) onto varying sequences of 1 to 8 spines with a 120 ms interstimulus interval (all inputs within 5 ms) to evoke local dendritic calcium transients. Uncaging power was adjusted, based on the depth of the dendritic branch, to be in the range of powers previous research has demonstrated generate a post synaptic potential mimicking presynaptic activation with bath applied MNI-glutamate (Bloodgood et al., 2009; Seong et al., 2014) . Time-series movies were acquired at $30 Hz for the duration of uncaging events and were analyzed with MATLAB (MathWorks) and ImageJ following motion correction (see ROI selection and calcium transient analysis). Multiple ROIs were selected for each dendrite by hand and consisted of a ROI encompassing all the pixels with a significant DF/F increase at the peak of the transient (Sheffield and Dombeck, 2015) as well as a small ROI drawn on the shaft ($1 um) that was a least 2 spine widths away from the closest uncaging site and another similar sized ROI drawn at the center of each dendritic area of significant DF/F increase. These various ROIs were intended to approximate the various sampling cross sections of the dendritic regions that would be expected from the in vivo imaging geometry. DF/F versus time traces were generated for each ROI as previously described (Dombeck et al., 2010) .
QUANTIFICATION AND STATISTICAL ANALYSIS
Data was analyzed on a Dell Power Edge 720 Server using ImageJ (Version 1.47) and custom software written in MATLAB (Version R2012a and Version R2013b). No statistical methods were used to predetermine sample sizes. Data collection and analysis were not performed blind to the conditions of the experiments. Paired and Unpaired t tests, repeated-measures ANOVA with Tukey's post-test, Bonferroni correction, Wilcoxon rank test and Chi squared test for proportional difference were used to test for statistical significance when appropriate. Statistical parameters including the exact value of n, precision measures (mean ± SEM) and statistical significance are reported in the text and in the figure legends (see individual sections). The significance threshold was placed at p < 0.05.
DATA AND SOFTWARE AVAILABILITY
Raw data and statistical analysis software can be provided on request. Contact d-dombeck@northwestern.edu.
