Let L = L 1 × · · · × L n be the product of n lattices, each of which has a bounded width. Given a subset A ⊆ L, we show that the problem of extending a given partial list of maximal independent elements of A in L can be solved in quasi-polynomial time.
Introduction
Let L def = L 1 × · · · × L n be the product of n partially ordered sets (posets). We assume that each poset L i is a lattice, i.e., for every pair of elements x, y ∈ L i , there exists a unique minimum element called the meet and a unique maximum element called the join. Throughout we shall denote by the precedence relation in L (and also in L 1 , . . . , L n , i.e. if p = (p 1 , . . . , p n ) ∈ L and q = (q 1 , . . . , q n ) ∈ L, then p q in L if and only if p 1 q 1 in L 1 , . . . , p n q n in L n ) and use, as customary, ∨ and ∧ to denote the join and meet operators over L. For A ⊆ L, denote by A + = {x ∈ L | x a, for some a ∈ A} and A − = {x ∈ L | x a, for some a ∈ A}, the ideal and filter generated by A. Any element in L \ A + is called independent of A. Let I(A) be the set of all maximal independent elements for A (also referred to as the dual of A):
+ and (q ∈ L, q p, q = p ⇒ q ∈ A + )}.
Then for any A ⊆ L, we have the following decomposition of L:
Call a subset A ⊆ L an antichain if no two elements are comparable in A. Given A ⊆ L, we consider the problem of incrementally generating all elements of I(A):
DUAL(L, A, B):
Given an antichain A ⊆ L in a lattice L and a partial list of maximal independent elements B ⊆ I(A), either find a new maximal independent element x ∈ I(A) \ B, or prove that A and B form a dual pair: B = I(A).
Clearly, the entire set I(A) can be generated by initializing B = ∅ and iteratively solving the above problem |I(A)| + 1 times. If L is the Boolean cube, i.e., L i = {0, 1} for all i = 1, . . . , n, the above dualization problem reduces to the well known hypergraph transversal problem, which calls for enumerating all minimal subsets that intersect all edges of a given hypergraph. The complexity of the hypergraph transversal problem is still an important open question. The best known algorithm runs in quasi-polynomial time poly(n, m) + m o(log m) , where m = |A| + |B| (see [9] ), providing partial evidence that the problem is not NPhard. In this note, we will extend this result by showing that the problem is still unlikely to be NP-hard when each L i is a lattice with bounded width. Specifically, for x ∈ L i , denote by x ⊥ the set of immediate predecessors of x, i.e., x ⊥ = {y ∈ L i | y ≺ x, ∄z ∈ L i : y ≺ z ≺ x}, and let in-deg(
the set of immediate successors of x, and let out-deg(
e. the maximum size of an antichain in L i and let W def = max i∈[n] {W (L i )} be the maximum width of the n lattices. The main result of this paper is the following. Let us remark that the special case of Theorem 1 (with a slightly stronger bound) for integer lattices L i = {0, 1, 2, . . . } (where W = 1) appears in [3] , and implies that the set of minimal integer solutions for a monotone system of linear inequalities can be incrementally generated in quasi-polynomial time.
Let us also note that the result of Theorem 1 can be immediately extended to products of join semi-lattices, i.e. under the relaxed requirement that each two elements of L i have only a unique maximum element. Indeed, for each join semi-lattice L i , let us add a minimum element l i that precedes every element in L i . Then it is easy to see that the resulting poset L ′ i def = L i ∪ {l i } is a lattice with minimum element l = (l 1 , . . . , l n ) and maximum element u = (u 1 , . . . , u n ). Given subsets A ⊆ L and B ⊆ I(A), let us obtain a new set
n by extending B as follows. For each added minimum element l i , we define a new element b ∈ B ′ by setting b i = l i , and b j = u j for j = i. It is easy to check that B ′ ⊆ I(A) (or otherwise B ′ can be easily extended by a new element of I(A)), and that
2 Preliminaries
where each L i is a lattice with minimum element l i and maximum element u i . Given two antichains A ⊆ L, and B ⊆ I(A), we say that B is dual to A if B = I(A), i.e., if B contains all the maximal elements of L \ A + . Let us remark that, by (1), the latter condition is equivalent to
the subsets of A, B whose ideal and filter respectively intersect Q. A simple but important observation, which will be used frequently in the algorithms below, is that
Note that, for a ∈ A and
. Thus, the sets A(Q) and B(Q) can be found in O(nmµ) time.
To solve problem DUAL(L, A, B), we shall use the same general approach used in [9] to solve the hypergraph transversal problem, by decomposing it into a number of smaller subproblems which are solved recursively. In each such subproblem, we start with a sub-
, and two subsets A(Q) ⊆ A and B(Q) ⊆ B, and we want to check whether A(Q) and B(Q) are dual in Q. As mentioned before, the latter condition is equivalent to checking whether Q ⊆ A(Q) + ∪ B(Q) − . To estimate the reduction in problem size from one level of the recursion to the next, we measure the change in the "volume" of the problem defined as v = v(A, B) def = |A||B|. Since B ⊆ I(A) is assumed, the following condition holds, by (1) for the original problem and all subsequent subproblems:
In Section 4.1, we develop several rules for decomposing a given dualization problem into smaller subproblems. The algorithm will select between these rules in such a way that the total volume is reduced from one iteration to the next. The base case for recursion is when one of the sets A or B becomes sufficiently small, in which case the problem is easily seen to be polynomially solvable.
Proposition 1 Suppose min{|A|, |B|} ≤ const, then problem DUAL(L, A, B) can be solved in poly(n, m, µ(L)) time for any lattice product L.
Proof. Let us assume without loss of generality that
Then it follows that
To see this, assume first that
This shows that q must be in A + . On the other hand, if we assume that Q x ⊆ A + for all x ∈ [n] k and consider any q ∈ Q \ B − , then there must exist, for every j
, implying that q is in Q x and therefore, in A + . This proves (4). Next we consider the problem DUAL(
) is the set of minimal elements of Q x i . Now the latter problem is easily seen to be polynomially solvable as follows. Let Min(Q
. . , l}, for some l ≤ k, then our problem reduces to finding whether {q
+ is trivially solvable in polynomial time, the required result follows.
Note that, after performing decomposition, we may end up with a subproblem DUAL(L ′ ,
then this element a (respectively, b) can be eliminated from the subproblem by (2) . On the other hand, if a ∈ L ′ but a + ∩ L ′ = ∅, then a cannot be eliminated. In such a case, it is necessary to project the element a to the poset L ′ , by replacing it with the set of minimal elements in a + ∩ L ′ . In general this minimal set may be large, causing the number of elements of A or B to increase exponentially after a succession of decompositions. However, if the sub-poset L ′ is a lattice, then each element in A ′ or B ′ projects only to a single element in L ′ . Thus, as we will see below, we shall always maintain the property that each new subproblem is defined over lattices.
Before we prove Theorem 1, we show that the first algorithm of [9] can also be generalized for lattices to get a weaker bound than that of Theorem 1.
Algorithm A
Assume that A, B satisfy (3), and let us denote, respectively, by l i , u i , the minimum and maximum elements of lattice L i . Define the support of a ∈ A (b ∈ B) to be the set of all non-minimal coordinates of a (the set of all non-maximal coordinates of b):
Elements of Supp(x) will be said to be essential for x ∈ A ∪ B. The following lemma generalizes a known fact for dual Boolean functions (cf. [9] ). Proof. Let z ∈ L be the vector obtained by picking each coordinate z i randomly from {l i , u i }, i = 1, . . . , n, and consider the random variable N(z) def = |{a ∈ A | z a}| +|{b ∈ B | z b}|. Then the expected value of N(z) is given by
Clearly if E[N(z)] < 1, we can find an x ∈ L \ (A + ∪ B − ) in polynomial time as follows: for i = 1, . . . , n, use (5) to compute the expectations of N(x 1 , . . . ,
, and select the value of x i ∈ {l i , u i } so as to minimize the corresponding expectation.
Let us therefore assume that E[N(z)] ≥ 1, and let r = min{| Supp(z)| : z ∈ A ∪ B}, then (5) implies that
The lemma follows.
Next we show that, for any dual pair (A, B), an essential coordinate with high frequency exists for either A or B.
Lemma 2 Let A, B be a pair of dual subsets of L with |A||B| ≥ 1. Then there exists a coordinate i ∈ [n] and a point z ∈ L i , such that either:
Proof. By Lemma 1, A ∪ B contains an element x with a logarithmically small number of essential coordinates. Suppose without loss of generality that x ∈ A. From condition (3), we know that for every b ∈ B, there is an i ∈ Supp(b)
and therefore there is an i ∈ [n] which is essential for at least |B|/| Supp(x)| ≥ |B|/ log m elements of B.
Let us now consider the set Y def = I({x i }) of maximal independent elements in L i \ {x i } + , and observe that
where i ∈ [n] is a frequent essential coordinate for B. Noting that |Y| ≤ W (L i ), we conclude, by (6) , that (i) holds. If x actually was a member of b, then by a similar argument we obtain (ii).
We are now ready to state the first dualization algorithm for lattices.
Step 1. If min{|A|, |B|} < δ(W ) def = (W + 3) log(W + 2), then the dualization problem can be solved in O(n δ(W ) W δ(W ) mµ) time using Proposition 1.
Step 2.
Thus we may assume that A, B ⊆ L.
Step 3. Check if there is an x ∈ A ∪ B with | Supp(x)| ≤ log m essential coordinates. If no such x can be found, a new point in L \ (A + ∪ B − ) can be obtained as described in the proof of Lemma 1. Otherwise, assume without loss of generality, that x = a o ∈ A and find an i ∈ Supp(a o ), and a z ∈ L i , for which condition (i) of Lemma 2 is satisfied. Let us suppose, again without any loss of generality, that i = 1 and set L
and observe that |A 
. . × L n the sub-lattices of L induced by the above decomposition, then A and B are dual in L if and only if
and
each of which is a dualization problem over lattices. Thus by applying the algorithm recursively to these subproblems, we reduce the computation on a problem of volume v = |A||B| to computing the solutions for a set of |X | ≤ W subproblems (7) of volume
each, and another subproblem (8) of volume
where ǫ = 1/(W log m) and δ = δ(W ). This leads to the recurrence
To evaluate this recurrence, we first iterate k times to get 
for all W ≥ 1, by our selection of δ(W ). Since v ≤ m 2 , we get C(v) ≤ v log v/ǫ by (9), implying that the running time of the algorithm is O(m 4W log
Algorithm B
In this section we prove Theorem 1.
Decomposition rules
In general, the algorithm to be described below, will decompose a given problem by selecting an i ∈ [n] and decomposing L i into a number of sub-lattices, defining accordingly a number of lattice products. Specifically, let a o ∈ A, b o ∈ B be arbitrary. By (3), there exists 
+ .) For brevity, we shall denote by L the product L 2 ×· · ·×L n , and accordingly by q the vector (q 2 , . . . , q n ), for an element q = (q 1 , q 2 , . . . , q n ) ∈ L.
Let X be the set of minimal elements in L Figure 1-a) . Let further
sub-lattices of L induced by the above decomposition, we conclude by (2) that A and B are dual in L if and only if
each of which is a dualization problem on lattices. Thus we obtain our first decomposition rule:
Rule (i) Solve |X | subproblems (10) together with subproblem (11).
Clearly, subproblems (10) and (11) are not independent. Once we know that (11) is satisfied, we gain some information about the solution of subproblem (10) . The following lemma shows how to utilize such dependence to further decompose (10) . a) (z, q) (y, q) (b 1 , b) , which contradicts the assumed duality condition (3). This shows that (
In particular, we have (z, q) (a 1 , a) for some (a 1 , a) ∈ A ′ ∪ A ′′ . But this implies that a ∈ A and hence that (
By considering the dual lattice of L (that is, the lattice L * with the same set of elements as L, but such that x ≺ y in L * whenever x ≻ y in L), and exchanging the roles of A and B, we get the following symmetric version of Lemma 3.
′ be defined as in Lemma 3, and let
To use Lemma 4, suppose that subproblem (11) has no solution (i.e. there is no
We proceed in this case as follows. For
and assume, without loss of generality, that they are topologically sorted in this order, that is, x j ≺ x h implies j < h (see Figure 1-a) . Let us decompose (10) (which is equivalent to checking whether L
The following lemma will allow us to eliminate the contribution of the set A ′′ 1 in subproblems (12) at the expense of possibly introducing at most |B| d additional subproblems.
for all collections {b(y) ∈ B(y) | y ∈ (
Proof. We prove by induction on |Y |, where
for all collections {b(y) ∈ B(y) | y ∈ Y }. This trivially holds for Y = ∅ and will prove the lemma for Y = (x j ) ⊥ . To show (14) , assume that it holds for some Y ⊂ (x j ) ⊥ and let
for some collection {b(y) ∈ B(y) | y ∈ Y }. Now we apply Lemma 4 with z ← x, L
, and B ← B(x) to get the required result.
Informally, Lemma 5 says that, given x j ∈ L ′ 1 , if the dualization subproblems for all sub-lattices that lie below x j have been already verified to have no solution, then we can replace the solution to subproblem (12) by solving at most y∈(x j ) ⊥ | B(y)| subproblems of the form (13) . Observe that it is important to check subproblems (12) in the topological order j = 1, . . . , k in order to be able to use Lemma 5. Thus we get Rule (ii) Solve subproblem (11) . If it has a solution then we get a point q ∈ L \ (A + ∪ B − ). Otherwise, we solve subproblems (13) , for all collections {b(y) ∈ B(y) | y ∈ (x j ) ⊥ }, for j = 1, . . . , k (in the topological order).
Suppose finally that we decompose L 1 by selecting an element z ∈ L 1 , letting R 
By exchanging the roles of A and B and replacing L by its dual lattice L * in rules (i), (ii) above, we can also derive the following symmetric versions of these rules:
and the |Y| subproblems
Rule (ii ′ ) Solve subproblem (15) , and if it does not have a solution, then solve the subproblems
for all collections {a(x) ∈ A(x) | x ∈ (y j ) ⊤ }, for j = 1, . . . , h, where y 1 , . . . , y h denote the elements of R Finally it remains to remark that all the decomposition rules described above result, indeed, in dualization subproblems over lattices.
The algorithm
Given antichains A, B ⊆ L = L 1 × · · · × L n that satisfy the necessary duality condition (3), we proceed as follows:
Note that the duality condition (3) continues to hold after such replacements.
Thus we may assume for next steps that A, B ⊆ L.
Step 2. If min{|A|, |B|} < δ = 2, then dualization can be solved in poly(n, m, µ) time. 
1 , and B be as defined in the previous subsection, and let
Observe that ǫ 
and observe that ǫ(v) 
Step 5. If ǫ
, we apply rule (ii) and get the recurrence
where the second inequality follows from the fact that |(x j ) ⊥ | ≤ d, the third inequality follows from 
symmetric to (19).
Proof of Theorem 1
Since for min{|A|, |B|} ≤ δ, Step 2 of the algorithm implies that C(v) = 1, we may assume that min{|A|, |B|} ≥ δ, i.e. v ≥ δ 2 = 4. Following [9] , we shall show by induction on v = v(A, B) ≥ 4 that recurrences (18)-(21) imply that
Let us consider first recurrence (20). Using the induction hypothesis and the monotonicity of X (v), we obtain Note that, for δ ≥ 2, d ≥ 1 and W ≥ 1, we have (χ/ρ(W )) χ < 3 (v/δ) d , and thus, χ(v) < d log(v/δ) + log 3 log(χ/ρ(W )) ∼ dρ(W ) log v log d + log log v .
As v(A, B) < m 2 , we get χ(v) = dρ(W ) · o(log m). This establishes the bound stated in Theorem 1.
