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 Abstrakt 
Tato práce se zabývá detekcí tváře ve statickém obraze. Teoretická část práce je zaměřena 
na barevné modely využívané pro detekci kůže v obraze (RGB, HSI, YCbCr) metodami 
využívajícími barevnou složku obrázků k detekci kůže (explicitní, parametrické či 
neparametrické metody), metriku obrazu, detekci hran, matematickou morfologii, metody pro 
klasifikaci tváře (příznakové metody, invariantní metody, znalostní metody, metody založené 
na porovnávání šablon). Praktická část obsahuje konkrétní návrh a realizaci dvou algoritmů 
detekujících barvu kůže v obraze (jednoduchá metoda založená na Cr chrominační složce a 
statistická metoda). Praktická část také obsahuje návrh a realizaci dvou klasifikátorů tváře 
(příznaková metoda a metoda porovnávání šablon).  
 
 
 
Klíčová slova 
detekce kůže, segmentace, detekce tváře, hranový detektor, příznaková metoda, klasifikátor, 
porovnávání šablon, šablona 
 
 
 
 
 
 
 
 
 
Abstract 
This thesis is focused on face detection in static picture. Theoretical part contains color 
spaces (RGB, HSI, YCbCr), methods for skin detection (explicit, parametric or non-
parametric methods), image metric, edge detection, mathematical morphology, methods for 
classification faces (appearance-based methods, feature invariant approaches, knowledge-
based methods, template matching methods). Practical part of this thesis contains concept and 
realization two algorithms for segmentation skin in static image (simple method based on Cr 
chroma components and statistical method). Practical part contains concept and  realization 
two algorithms for classification face (appearance-based method and template matching 
method) too. 
 
 
 
Keywords 
skin detection, segmentation, face detection, edge detector, knowledge-based method, 
classifier, template matching, template 
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Úvod 
Lidský zrak nám dovoluje vnímat a porozumět věcem kolem nás. Počítačové vidění se 
snaží napodobit lidské vidění snímáním obrazu elektronickými prostředky a porozuměním 
jejich obsahu počítačovým zpracováním.  
Způsob zpracování počítačovým systémem můžeme dělit na vyšší a nižší úroveň 
z hlediska využívané znalosti. V nižší úrovni se obrazová data neinterpretují, tj. nevyužívá  se 
jejich sémantiky. U vyšší úrovně se používá interpretace s využitím znalostí o konkrétní 
aplikační oblasti. Vyšší úroveň je složitá, musí se využívat zpětná vazba a techniky umělé 
inteligence.  
V dnešní době je mnoho oborů, kde se využívá identifikace objektů a kde si bez 
počítačového zpracování fotografických snímků umíme jen těžko představit zpracování 
leteckých a družicových snímků, automatickou identifikaci podle otisků prstů, zpracování 
snímků z rentgenové či izotopové defektoskopie, čtení identifikačních údajů atd. 
Jedním z oborů využívající identifikace objektů v obraze je detekce tváří. Hlavním 
smyslem detekování tváří je v obraze oddělit tvář od nevýznamných dat. Použití může být 
např. pro uložení tváře procházející přes hlídaný vstup budovy, či pro další zpracování 
(normalizace tváře pro rozpoznání tváře, určení mimiky...). Samotná detekce tváře ve 
fotografii vyžaduje porozumění některých obrazových principů a algoritmů, např. dilatace, 
eroze, hranový detektor ...  
Úkolem této diplomové práce bylo seznámit se s problematikou detekcí tváří. Zjistit, jaké 
se používají a na jakých principech pracují. Prakticky realizovat v prostředí Matlab dva 
zvolené detektory. Vzájemně tyto detektory porovnat  z hlediska účinnosti detekce a srovnat 
jejich vlastnosti. 
Při návrhu detektorů jsem postupoval podle dvou pravidel - aby metody byly schopny 
detekovat tvář v komplexním prostředí a nebyly příliš časově náročné pro výpočet. 
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1 Digitální obraz  
1.1 Digitalizace  
Obraz je vícerozměrný signál, u kterého můžeme sledovat velikost, polohu nebo průměrný 
jas. V počítači se používají digitalizované obrazy, které jsou prezentovány maticí. Jednoduché 
prvky matice jsou obrazové elementy (též pixely, z angl. picture element), jejichž hodnota je 
úměrná množství světelné energie. 
Obraz v počítači budeme mít ve tvaru M × N. Pomocí kvantování získáme celočíselné 
hodnoty jasové funkce pro každý pixel. Čím větší bude matice M × N (vzorkování) a čím více 
úrovní bude mít kvantování, tím věrohodněji bude obraz podán. Při vzorkování spojité 
obrazové funkce je nutno sledovat několik vlastností: 
 
a) interval vzorkování 
- vzdálenost mezi nejbližšími vzorkovacími body v obraze 
  
b) výběr vzorkovací mřížky 
- plošné uspořádání bodů při vzorkování 
- v praxi je nejvíce používaná čtvercová mřížka, ale existuje také mřížka 
rovnostranných trojúhelníků a mřížka pravidelných mnohoúhelníků 
 
c) kvantování obrazové funkce 
- digitalizace jasové složky v obraze 
- počet kvantovacích úrovní musí být dostatečně velký, aby nebyly v obraze 
zkresleny jemné detaily  
1.2 Kvalita digitálního obrazu 
Kvalitu digitálního obrazu zajišťuje několik parametrů: 
  
a) plošné rozlišení 
  Definice: vzdálenost vzorkovacích bodů 
  Pokud se vytvoří Fourierovo spektrum, pak vzniká spektrální rozlišení 
 
b) radiometrické rozlišení 
  Definice: vyjadřuje počet kvantizačních úrovní (počet hodnot jasu) 
 
c) časové rozlišení 
  Definice: interval mezi sejmutím následujících dvou obrazů 
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1.3 Barevný model využitý pro detekci kůže 
Kolorimetrie, počítačová grafika, televizní a video signály byly důvodem k vytvoření 
mnoha barevných modelů s různými vlastnostmi. Tyto odlišné vlastnosti se dají využít pro 
detekci kůže a její následné zpracování.  
1.3.1 RGB 
Barevný model RGB je použit ve většině CRT monitorech a je popsán jako kombinace tří 
barevných paprsků (red – červený, green – zelený, blue – modrý). Tento model je 
nejpoužívanějším barevným systémem pro zpracování a ukládání digitálních obrazových 
záznamů. Bohužel vysoká korelace mezi kanály, velké zastoupení nerovnoměrnosti, 
neoddělená jasová a barevná složka dělají RGB model nevhodný pro zpracování a analýzu 
obrazu pro detekci kůže v obraze [01]. 
1.3.2 Normalizovaný RGB model 
Normalizovaný RGB model je reprezentován normalizační rovnicí (1.1) z RGB modelu 
jako součet tří normalizovaných složek (r + g + b = 1). Z definice lze usoudit, že jednu 
z těchto tří složek (většinou třetí) lze vypustit a redukovat tak barevný prostor. Zbývající 
složky se často nazývají čisté barvy.  
 
BGR
Bb
BGR
Gg
BGR
R
r
++
=
++
=
++
=       . (1.1) 
1.3.3 HSV, HSL, HSI - Hue Saturation Intensity 
HSV, HSL, HSI je barevný prostor založený na lidském intuitivním vnímáním barev (Hue 
- odstínu, Saturation - nasycení, Intensity - jasu). Odstín (Hue) je definován jako hlavní 
barevná složka (např. červená, zelená, žlutá...) oblasti. Velikost nasycení (saturation) 
představuje množství šedi v poměru k odstínu. Hodnota jasu (intensity, value) je množství 
bílého světla (relativní světlost nebo tmavost barvy). Systém podobný lidskému vnímání 
barev a rozdílné vlastnosti mezi jasovou a barevnou složkou řadí tento barevný model mezi 
často využívané modely pro detekci objektů v obraze. Jeden z možných způsobů určení 
odstínu (1.2), nasycení (1.3) a jasu (1.4) lze vypočítat podle vztahů: 
 
( ) ( )( )
( ) ( )( )( )BGBRGR
BRGR
H
−−+−
−+−
=
2
2
1
arcos , (1.2) 
 
( )
BGR
BGRS
++
−=
,,min31 , (1.3) 
 ( )BGRV ++=
3
1
. (1.4) 
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1.3.4 YCrCb 
YCrCb je nekódovaný nelineární RGB model používaný v televizním standardu PAL i 
v obrazovém kompresním algorytmu JPEG. Y reprezentuje jasovou složku, Cb modrou 
chrominační složku a  Cr červenou chrominační složku. Převodní vztah (1.5) mezi RGB a 
YCrCb je následující: 
 

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

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

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. (1.5) 
1.4 Detekce kůže v obraze 
Důležitým úkolem v detekci kůže za pomocí barevného modelu je vytvořit pravidla 
(klasifikátoru), která rozliší, zda jde o obrazový bod patřící ke kůži či barevná složka barvě 
kůže neodpovídá.  Tato pravidla jsou většinou vytvořena na základě velikosti barevného tónu 
obrazového bodu. Podle způsobu měření a zjišťování barevného tónu se liší metody pro 
detekci. 
1.4.1 Explicitní metody  
Jedním ze způsobů, jak vytvořit klasifikátor, je definovat jednoznačné rozmezí hodnot 
barevných složek v obraze na základě určitého barevného modelu.  
Příkladem může být klasifikátor na základě barevného RGB modelu [02]. Jde o 
jednoduchou metodu, která dokáže velmi rychle klasifikovat obrazový bod. Ten bude 
klasifikován jako „část“ kůže, za podmínek (1.6-1.9) a to za předpokladu nasvícení slunečním 
světlem. Budou-li snímky osvětleny slabším světlem, musí se zákonitě změnit i podmínky 
(1.10-1.12).  
 ( ) ( ) ( )20  B 40 G 95  R >∧>∧> , (1.6) 
 { } { } 15BG,R,min-BG,R,max > , (1.7) 
 15G-R > , (1.8) 
 ( ) ( ) BRGR >∧> . (1.9) 
Z podmínky v (1.7) můžeme vysledovat, že RGB složky nemohou být příliš shodné –
jedná se o barevný obraz. Podmínka (1.8) dokazuje neshodné hodnoty složek R a G a 
zajišťuje komplexní obraz a v neposlední řadě podmínka (1.9) představuje pravidlo, kdy 
červená složka musí být největší (kůže obsahuje nejvíce červené složky).  
13 
 ( ) ( ) ( )170210220 >∧>∧> BGR . (1.10) 
 15≤− GR . (1.11) 
 ( ) ( )BGBR >∧> . (1.12) 
1.4.2 Neparametrické modely 
Klíčovou myšlenkou neparametrického modelu je zjistit rozložení barvy kůže z trénovací 
množiny bez jednoznačně daných pravidel (hodnot). Výsledkem bývá tzv. pravděpodobnostní 
mapa – jednotlivým bodům barevného prostoru je přiřazena pravděpodobnost, s jakou má 
daný bod barvu kůže [03]. 
1.4.2.1 Normalizovaná vyhledávací tabulka (LUT) 
Normalizovaná vyhledávací tabulka využívá histogramu pro detekci kůže. Barevný model 
(obvykle se využívá pouze jasová složka) je kvantizována do košů, kde každý odpovídá 
partikulárnímu rozsahu barevné složky v párech (v případě 2D obrazu). Tyto koše jsou 
vloženy do vyhledávací tabulky (lookup table). Každý koš pak obsahuje část barevných 
složek vyskytujících se v „trénovacích“ obrázcích kůže. Po „vytrénování“ se histogram musí 
normalizovat změnou hodnot histogramu na základě diskrétního pravděpodobnostního 
rozložení: 
 ( ) [ ]
Norm
cskin
cPskin = , (1.13) 
kde skin[c]  je hodnota histogramu odpovídající barevnému vektoru (tzv. měnič barvy). Norm 
je normalizační koeficient (součet všech hodnot histogramů nebo maximální hodnota 
histogramu). Tyto normalizované hodnoty vložené do vyhledávací tabulky jsou barevně 
shodné s kůží. 
1.4.2.2 Bayesův klasifikátor 
Hodnota Pskin(c) vyjádřena v (1.13) je doopravdy pravděpodobnostní podmínkou 
P(c|skin). Udává pravděpodobnost, kdy hledaná barevná hodnota c obrazového bodu se 
shoduje s barevnou hodnotou kůže. Mnohem vhodnější by bylo použít pravděpodobnost 
P(skin|c) Bayesova klasifikátoru, kdy se hledaná barva kůže shoduje s c barevnou hodnotou 
obrazového bodu. Pro vypočítání pravděpodobnosti Bayesova klasifikátoru lze využít vztahu: 
 ( ) ( ) ( )( ) ( ) ( ) ( )skinPskincPskinPskincP
skinPskincP
cskinP
−−+
= ||
|| , (1.14) 
P(c|skin) a P(c|-skin) jsou přímo vypočítány z barevných histogramů kůže a ostatních částí 
obrazů dle vzorce (1.13). 
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1.4.3 Parametrické modely 
Mnoho využívaných neparametrických modelů potřebuje velký paměťový prostor a jejich 
výkonnost je dána vhodnými „trénovacími“ daty. Neparametrické modely nejsou schopny 
interpolovat chybějící data. Tyto podmínky vedly k vytvoření vhodnějšího modelu pro 
reprezentaci kůže v obraze. 
1.4.3.1 Single Gaussian 
Rozložení barevné složky kůže může být namodelováno na Gaussianovu pravděpodobnost 
[04] definovánu jako: 
 
( ) ( ) ( )∑⋅= −
−
−−
∑
s
T
s c
s
c
e
s
skincp
µµ
pi
1
2
1
2
1
2
1|
, (1.15) 
kde c je vektor barevné složky a µs a ∑s jsou parametry rozložení. Parametry modelu jsou 
vypočítány (1.16) z „trénovacích“ dat podle vzorce: 
 ∑
=
=
n
j
js c
n 1
1µ ;    ( )( )Tsjsjs cc∑ −− µµ , (1.16) 
kde n je celkový počet „trénovacích“ dat vzorků kůže cj. Pravděpodobnost p(c|skin) udává, 
jak moc „zapadá“ testovaný vzorek do hledané barvy kůže. 
1.5 Metrika obrazů 
 
Digitální obraz se skládá z pixelů konečných rozměrů uspořádaných do matice o 
rozměrech M×N, ve většině případů ve čtvercové mřížce. U digitálních obrazů platí stejné 
parametry jako v analogovém prostoru, pouze jejich určení se musí řešit jiným způsobem. 
Příkladem může být vzdálenost mezi dvěma obrazovými body. Aby mohla být funkce 
nazvaná vzdáleností (metrikou), musí platit následující vlastnosti:  
Nechť p,q,r jsou tři body (například v rovině). Funkce D je vzdáleností právě, když: 
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )nerovnost kovátrojúhelní     DDD
symetrie                  DD
identita  0D speciální                          ,D
q,rp,qp,r
q,pp,q
p,p0p,q
+≤
=
=≥
 (1.17) 
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V digitálním zpracování obrazů se používá několik definic vzdálenosti. Mějme dva 
obrazové body se souřadnicemi (x,y), (h,k). Euklidovská vzdálenost DE je známá 
z elementární geometrie. 
 
( ) ( )( ) ( ) ( ) .,D 22E kyhxh,kx,y −+−=  (1.18) 
 Nevýhodou této definice je složitější výpočet kvůli odmocnině a skutečnost, že 
výsledkem není celočíselná hodnota, což neodpovídá kvantovaným hodnotám v digitálních 
obrazech. 
Vzdálenost mezi dvěma body si lze představit jako nejmenší počet kroků jednotkové 
vzdálenosti nutných pro přesun z výchozího do cílového bodu v pravoúhlé diskretizační 
mřížce. Budou-li povoleny pouze kroky o jedno pole v mřížce buď ve vodorovném nebo 
svislém směru, získáme vzdálenost D4, které se říká vzdálenost v městských blocích  
(analogie města s pravoúhlou sítí ulic), 
 
( ) ( )( ) .,D 4 kyhxh,kx,y −+−=  (1.19) 
Pokud využijeme i jednotkové kroky v diagonálním směru, analogicky získáme 
vzdálenost D8, které se také říká šachovnicová vzdálenost (odpovídá minimálnímu počtu 
kroků krále na šachovnici), 
 
( ) ( )( ) { }.,max,D8 kyhxh,kx,y −−= . (1.20) 
U digitálních obrazů neurčujeme pouze vlastnost vzdálenosti, ale dalším důležitým 
pojmem je sousednost pixelů. Například dva pixely jsou 4-sousedy, pokud je jejich vzdálenost 
D4=1. Podobně jsou dva pixely 8-soused, když bude vzdálenost D8=1, viz obr. 1. 
 
 
 (a) (b) 
 
Obr.1: Bezprostřední okolí pixelu: (a) 4-okolí, (b) 8-okolí 
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Protože se při určování objektů používají množiny pixelů navzájem vázaných relací 
sousedství, kterým se říká oblast, je pojem sousednosti pixelů velmi důležitým. Pokud 
bychom chtěli vysvětlit pojem oblasti, definovali bychom cestu z pixelu P do pixelu Q jako 
posloupnost pixelů A1, A2,…, An, kde A1=P, An=Q, přičemž Ai+1 je sousedem Ai, i=1,…, n-
1. Oblast je tedy množinou pixelů, kde mezi každými dvěma body této množiny existuje 
cesta, která celá patří do oblasti. 
Najdeme-li v obraze dva pixely, mezi nimiž existuje cesta, pak se tyto nazývají souvislé 
pixely. Předpokládejme, že Ri jsou nesouvislé oblasti, které byly vytvořeny rozkladem na 
oblasti (třídy ekvivalence) vzniklé díky některým nesouvislým relacím. Abychom se vyhnuli 
singulárním případům, předpokládáme, že se oblasti nedotýkají okrajů obrazu, kterými jsou 
řádky a sloupce s nejvyššími či nejnižšími indexy matice. Nechť vznikne oblast R jako 
sjednocení oblastí Ri. Zavedeme množinu RC, která je množinovým doplňkem oblasti R 
vzhledem k obrazu. Podmnožina množiny RC, která je souvislá s okraji obrazu, se obvykle 
nazývá pozadí a zbytek komplementu RC se nazývá děrami. Pokud oblast neobsahuje díry, 
potom se nazývá jednoduše souvislou. Oblasti s děrami se říká vícenásobně souvislá.  
Některé oblasti obrazu obvykle nazýváme objekty. Způsob, kterým udáváme, která oblast 
bude chápana jako objekt, se nazývá segmentace obrazu. K oblasti lze připojit vlastnosti 
(příznaky), jejichž hodnoty mají původ v interpretaci obrazu. Například pokud bychom 
určovali v digitálním obraze pouze kruhy, byla by jedním z příznaků právě kruhovitost, která 
by vyloučila ostatní objekty, které by kruhovité nebyly. Popř. do objektu by patřil bod, který 
by byl v přesně daném rozsahu jasu. 
Bohužel sousednost a souvislost definované na diskrétní čtvercové mřížce 4-okolí vede 
k paradoxům. Nechť máme úsečku p v digitálním obraze se sklonem 45˚ a nechť máme jiné 
dvě úsečky s, t, které vedou pod úhlem -45˚ a protínají první ve dvou různých bodech, viz 
obr.2. Může nastat situace, že buď mají průsečík (vpravo nahoře) nebo nemají průsečík (vlevo 
dole). Příkladů na paradoxy je možno vytvořit mnoho, ale budou platit pouze v použití 4-
okolí. Využijeme-li 8-okolí, lze tyto paradoxy odstranit, ale toto řešení je nepřirozené a někdy 
dosti nepraktické. Protože tyto paradoxy vycházejí z čtvercové mřížky, bylo by nejlepším 
řešením využít jiný typ mřížky, např. hexagonální mřížku. Využití hexagonální mřížky se zdá 
jako nejlepší východisko, ale dodnes se ve většině případů používá mřížka čtvercová a to 
minimálně ze dvou důvodů: Za prvé většina digitalizačních zařízení preferuje čtvercovou 
mřížku a za druhé se hexagonální mřížka příliš nehodí pro některé operace jako např. 
Fourierovu frekvenční filtraci.  
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Obr.2: Paradox diskrétní úsečky 
 
 
1.6 Ostatní pojmy 
Důležitým pojmem v analýze je hranice oblasti. Hranice oblasti R je množina všech 
obrazových elementů oblasti, z nichž každý má alespoň jednoho souseda, který nepatří do 
oblasti R. V matematice je hranice považována za nekonečně tenkou, avšak zde, v digitálním 
obraze, nemůže být zanedbána. Je složená z pixelů a je tudíž třeba rozlišit vnitřní a vnější 
hranici, viz obr.3. Vnitřní hranice odpovídá předchozí definici hranice. Vnější hranice by byla 
hranicí pozadí. 
 
 
 
Obr.3: Vnitřní (kroužky) a vnější (tečky) hranice v digitálním obraze 
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Další z pojmů, který se používá k popisu tvaru objektu, je konvexní obal. Konvexní obal 
objektu je nejmenší oblast obsahující objekt takový, že každé dva body oblasti mohou být 
spojeny úsečkou. Nejlepší je představit si jej na příkladu, viz obr. 1.4. Lze si také představit, 
že na tento objekt natáhneme gumičku, která nám přesně určí konvexní obal. 
 
 (a) (b) (c)  
 
Obr.4: (a) Výchozí obrázek, (b) Konvexní obal výchozího obrázku, (c) Jezero (modrá 
barva), zálivy (zelená barva) 
 
Množině bodů uvnitř konvexního obalu, které objektu nepatří, se říká deficit konvexnosti 
objektu. Existují dva druhy deficitu konvexnosti. První, tzv. jezera, jsou plně ohraničena 
objektem. Druhý, tzv. zálivy, leží mezi konvexním obalem a objektem, viz obr. 4.  
Objekty, které bychom chtěli určovat v obraze, nikdy nebudou velikostně stejně velké, 
musíme sledovat vlastnosti, které se neopírají o pojem vzdálenosti. Jinak řečeno jsou 
invariantní k homeomorfní transformaci, kterou pro případ obrazů můžeme připodobnit 
k transformaci „gumové plochy“. 
 Nejdůležitějším prvkem při určování objektů jsou hrany, které udávají, jak se lokálně 
mění obrazové funkce.V matematice o funkci vypovídá jeho první derivace (gradient). Hrana 
je tedy vlastností obrazového elementu a jeho bezprostředního okolí. 
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2  Detekce hran 
 2.1 Filtrace šumu 
Při detekci hran nesmí být obraz zašuměn, protože by tím byla určena spousta 
neexistujících hran. Obraz proto musí být nejprve zbaven šumu a to lze několika způsoby. 
2.1.1 Lokální filtrace 
Některé metody filtrace (předzpracování) využívají k výpočtu nové hodnoty pixelu malé 
okolí O vybraného pixelu (ve smyslu právě zpracovaného). Přístup je založen na představě, že 
celý obraz systematicky (např. po řádcích) procházíme. Kolem reprezentativního bodu je 
zkoumáno malé okolí O, často malý obdélník. Výsledek analýzy je zapsán do výstupního 
obrazu jako hodnota vybraného pixelu. 
Podle účelu se metody lokálního předzpracování rozdělují do dvou skupin. První skupina, 
vyhlazování, usiluje o potlačení šumu a osamocených fluktuací hodnot obrazové funkce 
(myšlenkově příbuzné s dolnofrekvenční propustí). Druhá skupina, detekce hran, též 
gradientní operátory, se snaží z hodnot v okolí vybraného pixelu odhadnout derivaci obrazové 
funkce (myšlenkově příbuzné v hornofrekvenční propustí). Proto jsou navrhovány nelineární 
metody, které např. vyhlazují a přitom jsou šetrné k hranám a detailům v obraze.  
Příspěvek jednotlivých pixelů v okolí O  je vážen koeficienty h podle: 
 
 
( ) ( ) ( )
( )
∑∑
∈
−−=
nm O
m,nfnm,yxhx,yg
,
. (2.1) 
 
Rovnice (2.1) popisuje diskrétní konvoluci s jádrem h, kterému se také říká konvoluční 
maska. Často se používá obdélníkové okolí O s lichým počtem řádků a sloupců, a tak může 
vybraný pixel ležet uprostřed konvoluční masky. 
 
2.1.2 Lokální vyhlazování obrazu 
Nejjednodušší je způsob vyhlazení náhodného šumu, když máme k dispozici několik 
obrazů téže předlohy, které se liší právě šumem (například umístíme fotoaparát na stativ a 
vyfotíme v co nejkratším intervalu co nejvíce snímků). Pak se nabízí hodnoty pixelů na 
stejných souřadnicích průměrovat. Máme-li k dispozici jen jediný obraz téže předlohy, potom 
nezbývá než se spolehnout na obvykle značnou nadbytečnost údajů v obraze. Sousední pixely 
mají převážně tutéž nebo blízkou hodnotu jasu. Hodnotu obrazových elementů zkreslených 
šumem potom můžeme opravit na základě analýzy hodnot jasu v jeho vybraném okolí. 
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2.1.3 Lineární metody vyhlazování 
Lineární metody vyhlazování vypočítávají novou hodnotu určeného pixelu jako lineární 
kombinaci hodnot ve zkoumaném okolí. Ve zpracování obrazu se používá zvláštní třída 
lineárních filtrů. Říká se jim prostorově invariantní filtry (někdy také homogenní filtry), 
protože funkce filtru se nemění při změně polohy obrazu.  
Základní metodou vyhlazování obrazu je obyčejné průměrování, kdy každému bodu 
přiřadíme nový jas, který je aritmetickým průměrem původních jasů ve zvoleném okolí. 
Odpovídající maska h pro okolí 3 × 3 je: 
 .
111
111
111
9
1










=h  (2.2) 
Někdy se zvětšuje váha středového bodu masky nebo jeho 4-sousedů. Následující vztahy 
ukazují tyto masky pro okolí 3×3. Větší masky jsou vytvářeny analogicky: 
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Základní nevýhodou praktického použití obyčejného průměrování je rozmazávání hran 
v obraze. Protože rozmazávání je nežádoucí, používá se většinou průměrování pouze jako 
pomocná metoda pro výpočet střední hodnoty jasu. Tento mezivýsledek je potom použit 
v důmyslnějších nelineárních vyhlazovacích metodách. 
 2.2 Pojem hrany 
Člověk vnímá hrany jako místa, kde se náhle mění hodnota jasu, proto hrana v obraze 
bude dána jak vlastnostmi obrazového elementu, tak i jeho okolím. Matematickým nástrojem 
pro studium změn funkce dvou proměnných jsou parciální derivace. Změnu funkce udává její 
gradient, vektorová veličina ∇ , určující směr největšího růstu funkce (směr gradientu) a 
strmost tohoto růstu (velikost, modul gradientu). Pixely s velkým modulem gradientu 
( )yxf ,⋅∇  a směr gradientu ψ jsou dány vztahy: 
 ( ) ,
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kde arg(x,y) je úhel mezi souřadnou osou x a radiusvektorem k bodu (x,y). 
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Obr.5: Směr hrany Ф je kolmý na směr gradientu Ψ. 
 
 
Hrany nalezené v obraze lokálními operátory se někdy používají pro hledání hranic 
objektů. Za předpokladu, že objektu odpovídá oblast homogenního jasu, jsou hranicemi právě 
pixely s vysokou hodnotou gradientu. Hranové pixely se spojují do hranic, a proto se směr 
hrany Ф někdy definuje jako kolmý na směr gradientu Ψ, viz obr. 5.  
Hrany lze třídit podle jednorozměrného jasového profilu ve směru gradientu v daném 
pixelu. Typické příklady můžeme vidět na obr. 6. První tři profily jsou idealizované. Poslední 
profil odpovídá zašuměné hraně, kterou lze najít v reálném obrázku. 
 
 
 
Obr.6: jasové profily nejběžnějších hran 
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2.3 Jednoduché konvoluční masky aproximující derivace 
obrazové funkce 
Zde máme na mysli operátory, které lze vyjádřit jako masky pro konvoluci podle vztahu 
(2.1). Jednotlivé operátory budeme uvádět pomocí příslušného konvolučního jádra h. U 
směrových operátorů je tolik jader h, kolik směrů operátor rozlišuje. 
2.3.1 Robertsův operátor 
Nejstarší a velmi jednoduchý je Robertsův operátor, který používá jen okolí 2×2 
vybraného pixelu. Jeho konvoluční masky jsou: 
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velikost gradientu se počítá podle: 
 
( ) ( ) ( ) ( ).,1111, yxgx,yg,yxgyxg +−++++− . (2.7) 
Hlavní nevýhodou Robertsova operátoru je velká citlivost na šum, protože okolí použité 
pro aproximaci je malé. 
2.3.2 Laplaceův operátor 
Laplaceův operátor udává velikost hrany, ale ne její směr. Dvě používaná konvoluční 
jádra (pro 4-sousedství a 8-sousedství) v okolí 3×3 jsou: 
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Někdy se používá Laplacián s větší vahou pixelů blíže reprezentativnímu bodu masky. 
V tomto ztrácí invariantnost vůči otočení: 
 
 ,
212
141
212










−
−−−
−
=h  .
121
242
121










−−
−
−−
=h  (2.9) 
 
Hlavní nevýhodou Laplaciánu je velká citlivost na šum, což je při snaze aproximovat 
druhou derivaci primitivními prostředky přirozené. Další nevýhodou jsou dvojité odezvy na 
hrany odpovídající tenkým liniím v obraze. 
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2.3.3 Operátor Prewittové 
Operátor Prewittové aproximuje první derivaci. Gradient je odhadován v okolí 3×3 pro 
osm směrů. Vybraná je jedna maska z osmi, a to ta, které odpovídá největší modul gradientu. 
Je přirozené vytvářet větší masky s podobnějším směrovým rozlišením. 
2.3.4 Sobelův operátor  
Sobelův operátor aproximuje první derivaci. Často se používá pro detekci vodorovných a 
svislých hran a na to samozřejmě postačí masky h1, h3 
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2.3.5 Cannyho hranový detektor 
Cannyho hranový detektor [11] patří mezi nejlepší hranové detektory a tudíž i 
nejpoužívanější. Jeho hlavní výhodou je možnost použít různá rozlišení.  
Detektor je optimální pro skokové hrany vzhledem ke třem kritériím: 
Detekční kritérium požaduje, aby významné hrany nebyly přehlédnuty a aby na jednu 
hranu nebyly vícenásobné odezvy. 
Lokační kritérium požaduje, aby rozdíl mezi skutečnou a nalezenou polohou hrany byl 
minimální. 
Požadavek jedné odezvy zajišťuje, aby detektor nereagoval na jednu hranu v obraze 
vícenásobně (platí pro zašuměné a nehladké hrany). 
J. Canny při návrhu hranového detektoru navrhl způsob syntézy z odezev detektoru 
v různých měřítcích. Nejprve jsou označeny odezvy detektoru pro nejmenší měřítko a hrany 
pro větší měřítka hypotetického detektoru se syntetizují z nich. Syntetizovaná odezva se 
porovná se skutečnou odezvou pro příslušné měřítko σ. Hrany se navíc proti syntetizovanému 
odhadu zavedou jen tehdy, jsou-li silnější než předpokládala syntéza. 
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(a) 
 
  
 (b) (c) 
 
Obr. 6: Cannyho detektor: (a) Výchozí obrázek. (b) threshold = 0,5; σ = 3.   
(c) threshold = 0,5; σ = 0,5. 
 
 Na obrázku 6 můžeme vidět detekované hrany v různých měřítcích. Výchozím obrazem 
je integrovaný objekt 6a Na obrázku 6b jsou díky velké hodnotě σ (měřítko) patrné pouze 
významnější hrany. Z obrázku 6c  jsou vidět i méně významnější hrany. 
 
2.3.6 Praktická ukázka použití konvoluční masky 
 
Protože pochopení je vždy jednodušší na příkladu, je na obr. 6 a 7 zobrazena detekce hran 
operátorem Prewittové. Výsledek při použití jiného operátoru by vypadal podobně. 
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(a) 
 
(b) 
 
Obr.7 Detekce hran operátorem Prewittové: (a) Hrany ve východním 
(horizontálním) směru. (b) Hrany v jižním (vertikálním) směru. (c) Spojení 
hran v jižním (vertikálním) a východním (horizontálním) směru  
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3 Matematická morfologie 
Matematická morfologie začala vznikat v šedesátých letech a svým matematickým 
aparátem, vycházejícím z algebry nelineárních operací, do značné míry předstihuje při 
zpracování signálů či obrazů tradiční lineární přístup, který využívá lineární kombinaci 
(konvoluci) bodových zdrojů představovaných Diracovými impulsy. 
Operátory matematické morfologie se obvykle používají tam, kde je požadavek na krátký 
čas zpracování. Je využitelný v mnoha oblastech: biologie, materiálový výzkum, geologie, 
kriminalistika, obrazová inspekce v průmyslu, rozpoznávání znaků a dokumentů, aj. 
Matematická morfologie nemusí být použita pouze pro 2D, ale lze ji  aplikovat i na 3D. Více 
o matematické morfologii lze získat z publikace [17]. 
 3.1 Binární matematická morfologie 
3.1.1 Dilatace 
 
Dilatace ⊕  skládá body množin pomocí vektorového součtu. Dilatace A ⊕  B je bodovou 
množinou všech možných vektorových součtů pro dvojice pixelů, vždy pro jeden z množiny 
A a jeden z množiny B. 
Dilatace je komutativní operací: 
 
ABBA ⊕=⊕
 
Je také asociativní operací: 
 
( ) ( ) CBACBA ⊕⊕=⊕⊕
 
Dilataci můžeme vyjádřit jako sjednocení posunutých bodových množin: 
 
U
Bk
kABA
∈
=⊕
 
Dilatace je invariantní vůči posunu: 
 
( )kk BABA ⊕=⊕
 
Dilatace se používá samostatně k zaplnění malých děr, úzkých zálivů a jako základ 
složitějších operací. Dilatace zvětšuje objekty. Má-li se zachovat jejich původní rozměr, 
kombinuje se dilatace s erozí. 
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3.1.2 Eroze 
Eroze je duální operací k dilataci. Ani dilatace ani eroze nejsou invertovatelné. Eroze 
skládá dvě množiny tak, že pro každý bod obrazu p se ověřuje, zda pro všechna možná p + b 
leží výsledek v X. Pokud ano, zapíše se v reprezentativním bodě do výsledného obrázku 1 a 
v opačném případě 0.  
3.1.3 Otevření a uzavření 
Eroze a dilatace nejsou navzájem inverzní zobrazení. Jejich kombinace jsou dalšími 
významnými morfologickými transformacemi – otevřením  a uzavřením. Výsledkem obou je 
zjednodušený obraz, který obsahuje méně detailů. Eroze následovaná dilatací vytváří novou 
transformaci zvanou otevření. Otevření množiny A strukturním elementem B se označuje A 
○B.  
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4 Rozeznání obličeje 
Posledním krokem při zpracování obrazu je klasifikace objektů. Jedná se většinou o 
zařazení objektů nalezených v obraze do skupiny předem známých tříd. Zde je známou třídou 
právě lidská tvář. Samotná detekce lidské tváře se dělí na několik podskupin, kdy je tvář 
hledána za různých podmínek (černobílý model, barevný model, jeden snímek, video).  
Metody klasifikace tváře se dělí do několika skupin, které se v některých ohledech 
navzájem prolínají. Jedno z možných rozdělení lze vidět na obr. 8. 
 
 
Obr.8: Rozdělení možných metod detekce tváře 
 
Nejpoužívanější metody pro rozpoznávání jsou následující čtyři:  
Příznakové metody [12] jsou velmi obecné a málo závislé na aplikační oblasti. Zde jsou 
hledané objekty popisovány souborem číselně vyjádřených charakterických vlastností, 
obvykle metrické povahy. Způsob rozpoznávání příznakovou metodou je zobrazen na obr. 9 
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Obr.9: Způsob rozpoznávání příznakovou metodou 
 
Znalostní metody [13] - hledaný objekt je nalezen na základě definovaných pravidel, která 
popisují typický hledaný objekt. Tato definovaná pravidla (znalosti) jsou reprezentována 
šablonami (vyhledávání pomocí šablon se zabývá [14]) či modely objektů. Vytvořená šablona 
či model je porovnán s novým obrazem a hledají se případné shody. 
Invariantní metody - objekt se detekuje na základě obecně platných rysů hledaného 
objektu, které nepodléhají změnám okolních podmínek (osvětlení, natočení objektu, 
deformace, které jsou pro hledaný objekt typické). 
Srovnávání šablon - u této metody se většinou využívá korelace obrazu s přednastavenými 
šablonami celého objektu nebo jeho významné části. Bohužel se u této metody musí ručně 
vytvořit a mít neustále k dispozici v paměti jednotlivé šablony. Vytvoření šablon pro hledání 
určitého objektu je proto velmi pracné a časově náročné. 
4.1 Příznakové metody  
Příznakové metody používají k popisu objektu hodnoty, které slouží k vyjádření velikostí 
vlastností a nazývají se příznaky. Objekt je většinou popisován několika druhy příznaků 
nazývaný vektor příznaků. Seskupení všech vektorů příznaků nazýváme příznakový prostor. 
Klasifikátor tedy udává, který příznakový prostor patří určité množině tříd. 
K nastavení klasifikátoru je vhodné využít „trénovacích“ množin (množina vektorů 
příznaků se známou klasifikací). Nechť existuje nekonečně velká trénovací množina. Potom 
lze objektivně vyhodnotit chybu klasifikace, optimálně nastavit klasifikátor atd. V reálném 
světě existuje pouze konečně velká trénovací množina, pro kterou lze zajistit správnost 
klasifikace pouze v konečném počtu případů. Potřebu nekonečně velkých „trénovacích“ 
množin můžeme nahradit použitím pravděpodobnostního popisu obrazů i tříd (třídy jsou 
charakterizovány podmíněnými hustotami pravděpodobnosti výskytu obrazů a apriorními 
pravděpodobnostmi tříd [18, 19]. 
Nechť existuje R klasifikačních tříd, kde symboly ω1, ω2, ... ωR značí indikátory tříd, ωn je 
indikátor přiřazený n třídě. Funkci f, která popisuje přiřazení indikátoru k třídě, nazveme 
rozhodovacím pravidlem, které nabývá hodnot z množiny indikátorů tříd: 
 ( ) ω=xf ,    { }nωωωω ,..., 21∈ . (4.1)
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Rozhodovací pravidlo vymezuje v příznakovém prostoru Ω celkem R disjunktivních 
množin definovaných: 
 ( ){ }nd ω==Ω xx : . (4.2) 
Množinu vektorů x∈Ω, které jsou hraničními body dvou různých  množin Ωr a Ωs, 
nazýváme rozdělující nadplochou mezi množinami ΩR a ΩS. Pro prvky rozdělující nadplochy 
není rozhodovací pravidlo definováno. Rozdělující nadplochy lze definovat pomocí R 
skalárních funkcí vektorového argumentu gi(x),i=1,…,R, které nazýváme diskriminační 
funkce. Diskriminační funkcí i-té třídy může být libovolná funkce gi(x) splňující nerovnost: 
 
( ) ( )xx ji gg > , (4.3) 
pro každý vektor x∈Ωi, kde   j = 1,2,…,R, ∧ ij ≠ . Diskriminační funkce i-té třídy nabývá pro 
všechny vektory x∈Ωi větší hodnoty než diskriminační funkce ostatních tříd. Rovnice 
rozdělující nadplochy mezi sousedními množinami ji ℜℜ a     mají tvar 
 
( ) ( )xx ji gg = . (4.4) 
 
Leží-li vektor na rozdělující ploše, nelze o jeho zařazení rozhodnout. 
4.1.1 Nastavení klasifikátoru 
Teoretické nastavení klasifikátoru je možné pouze u nejjednodušších úloh, proto se 
v praxi využívá tzv. trénování. Trénovací procedura je speciálním typem učení, kdy 
klasifikátoru postupně předkládáme (i opakovaně) jednotlivé prvky z množiny trénovacích 
obrazů, někdy nazvané vzorové obrazy, a současně zadáváme, do které klasifikační třídy 
trénovací obraz přísluší. Budeme-li mít dostatečný počet trénovacích obrazců a algoritmus 
učení bude efektivní, docílíme natrénováním přibližně optimálního nastavení klasifikátoru. 
Můžeme tedy říci, že přesnost nastavení klasifikátoru je závislá na velikosti trénovací 
množiny, a to: čím větší bude trénovací množina, tím lépe bude klasifikátor nastaven.  
Pokud bychom znali statistické vlastnosti obrazů, dokázali bychom velikost trénovací 
množiny odhadnout. Problémem je, že v praxi tyto statistické vlastnosti neznáme (právě 
trénovací množina vzorových obrazů chybějící informaci nahrazuje). Proto také musíme 
počítat s možností, že trénovací množina bude dodatečně rozšiřována, a to i mnohokrát, 
dokud nebude klasifikátor dostatečně přesný. 
Může ovšem nastat situace, kdy máme k dispozici pouze obrazy, které obsahují vektory 
bez dalších údajů o správné klasifikaci. Do této doby byla vysvětlována metoda určení 
klasifikátoru pomocí trénovacích obrazů, která je označována jako učení s učitelem [6] (angl. 
supervised learning). A právě metoda učení se bez učitele [6] (angl. unsupervised learning) se 
zabývá nastavením klasifikátoru nejen bez údajů o správné klasifikaci, ale v krajním případě i 
bez znalosti počtu tříd. Učení se bez učitele využívá metoda shlukové analýzy. 
Shluková analýza také pracuje s vektory příznaků, ale zde je úkolem nalézt shluky vektoru 
v obrazovém prostoru, tj. skupiny vektorů, jejichž prvky jsou si navzájem geometricky 
„blízké“. Geometrická vzdálenost mezi dvěma vektory příznaků je samozřejmě dána metrikou 
definovanou v obrazovém prostoru. Pokud vektory příznaků uvnitř shluku mají mezi sebou 
malou vzdálenost, jsou si podobné. Toto pravidlo platí i opačně: pokud vektory patřící do 
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různých shluků leží daleko od sebe, jsou si nepodobné. Na tomto základě lze ztotožnit shluky 
s třídami a dostaneme výsledný rozklad na jednotlivé klasifikační třídy. 
4.1.1.1 Metoda nejbližšího souseda 
Metoda nejbližšího souseda je jednoduchá metoda založená na podmínce minimální 
vzdálenosti jednotlivých vektorů. V praxi se většinou používá jako referenční metoda, na 
které se ověřuje kvalita přípravy dat pro jejich rozpoznání. Je také často používána pro 
srovnání výsledků ze sofistikovanějších metod (neuronové sítě, support vector machines, …). 
Nechť je dána množina s trénovacími prvky a jejich správnou příslušností k třídě 
 ( ) ( ) ( ){ }RRT ωωω ,,,,,, 2211 xxx K= , (4.5) 
kde ix  je trénovací prvek a iω  je identifikátor třídy, do které patří, a R je počet prvků 
v trénovací množině.  
Pro neznámý testovací prvek x  se hledá prvek z trénovací množiny rx′ , pro který platí: 
 xxxx −′=−′
=
iRir ,,1
min
K
, (4.6) 
kde a  označuje normu vektoru a . Tato norma může být např. běžnou Euklidovskou 
vzdáleností. Potom platí: 
 ∑
=
==
n
i
i
T a
1
2aaa , (4.7) 
kde n  je počet prvků vektoru a  (dimenze příznakového prostoru).  
4.1.1.2 Metoda minimální chyby 
Metoda minimální chyby řeší problém, kdy vektor příznaků jednoznačně neurčuje přesnou 
třídu. Smyslem je tedy nastavit klasifikátor tak, aby bylo špatných zařazení co nejméně. 
Nechť máme R tříd, jejichž indikátory označíme Rωωω ,...,, 21 . Indikátor třídy, do které patří 
vektor x, označíme ω . Protože o hodnotě ω  neumíme rozhodnout, pokládáme ji za náhodnou 
proměnnou s možnými hodnotami Rωωω ,...,, 21  a s danými pravděpodobnostmi 
( ) ( ) ( )RPPP ωωω ,...,, 21 , pro které platí: 
 ( )∑
=
=
R
i
iP
1
1ω . (4.8) 
Hodnota ( )iP ω  je apriorní pravděpodobnost výskytu vektorů příznaků z třídy 
s indikátorem iω . Předpokládejme dále, že známe všechny podmíněné hustoty 
pravděpodobnosti ( )ixp ω/ . Tyto hustoty vyjadřují rozložení hodnot x uvnitř jednotlivých 
tříd. Pravděpodobnost, že vektor příznaků x patří do třídy s indikátorem iω , je dána vztahem: 
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( ) ( ) ( )( )xp
Pp
P ii
ωω
ω i
x
x
|| = , (4.9) 
kde  
 ( ) ( ) ( )∑
=
=
R
i
ii Pxpxp
1
| ωω . (4.10) 
je hustota rozložení vektorů příznaků x v příznakovém prostoru Ω bez ohledu na třídu.  
Pravděpodobnost ( )x/iP ω  se nazývá aposteriorní pravděpodobnost a vztah (4.10) je 
známý Bayesův vztah. Vektor x tedy zařadíme do takové třídy j, pro kterou platí: 
 
 
( ) ( )xx |max| jij PP ωω = . (4.11) 
4.1.2 Výběr příznaků 
Se vzrůstajícím počtem příznaků rostou náklady na měření i čas klasifikace. Je však 
obvyklé, že vzrůstající počet příznaků nemusí vést k vyšší úspěšnosti klasifikace. Dokonce se 
většinou můžeme přesvědčit o opaku. Příznaky musí člověk volit na základě zkušeností, 
důkladné analýzy problému a mnohdy i intuice. 
Přesto však existují metody dovolující vybrat pouze ty příznaky, které mají největší 
informační přínos do úlohy rozpoznávání. Při tomto výběru se důsledně rozlišuje extrakce  
příznaků od selekce.  
Při extrakci dochází ke změně nových příznaků, tj. na původní příznaky je aplikována 
funkce závislá na všech těchto příznacích, která vrací menší počet jiných příznaků se stejným 
(předpokládáme, že větším) informačním přínosem. 
Selekce je pouze vhodný výběr určitých příznaků z původních. Selekce může snížit cenu 
měření příznaků. Při extrakci obvykle dosáhneme lepších výsledků než při selekci. Selekce je 
speciální případ extrakce. Chceme-li použít extrakci, nevyhneme se měření všech příznaků.  
4.2 Srovnávání šablon  
Srovnání šablon (template matching) se využívá k lokalizování určitého objektu (v našem 
případě tváře) v obraze na základě určitého vzoru. Jiným pojetím by se dala metoda popsat 
jako hledání daného vzoru v obraze. Aby byla metoda přínosná, musí být hledaný vzor 
násobně menší než prohledávaný obraz. Se vzorem se posouvá po obraze a hledají se místa, 
kde je nejlepší shoda obrazu se vzorem (šablonou). Tato metoda segmentace se využívá 
v dynamických obrazech.  
Algoritmus by měl následující podobu: Vypočítá se míra podobnosti pro každou polohu a 
rotaci vzoru v obraze. Pokud lokální maximum překračuje zadaný práh, pak nalezená poloha 
reprezentuje hledaný vzor. 
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4.2.1 Míra pravděpodobnosti 
Míra podobnosti určuje velikost shody šablony s prohledávaným místem v obraze. Nechť 
existuje vstupní obraz O, hledaná šablona š a množina obrazových bodů ve zpracovaném 
obraze. Míru pravděpodobnosti C(i,j) pak můžeme určit například vztahy: 
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kde i,j jsou souřadnice právě prohledávaného místa, u,v jsou velikosti šablony.  
4.2.2 Korelace 
Korelace [20]  je algoritmem umožňujícím vzájemně porovnávat dva digitalizované 
signály (posloupnosti vzorků). Výsledkem porovnání je opět posloupnost čísel vyjadřující 
podobnost dvou porovnávaných signálů a některé původně skryté vlastnosti signálů. Tímto 
způsobem lze zjistit perioda neznámého signálu, nalézt konkrétní hledaný signál ve 
znehodnoceném signálu (šum) či určit velikost zpoždění dvou stejných nebo podobných 
signálů. Tyto definice platí pro jednorozměrné signály, pro použití v obrazových datech se 
využívá 2D korelace, např. lineární či cross-correlation. 
4.2.2.1 Lineární korelace 
 Lineární korelace je normalizovanou vzájemnou korelací (angl. normalized cross-
correlation). Faktorem určujícím, jak jsou hodnoty xi a yi spojeny lineární funkcí, je lineární 
korelační koeficient r(x,y). Hodnota tohoto koeficientu se pohybuje v rozsahu -1 ≤ r(x,y) ≤ 1. 
Při výpočtu korelačního faktoru se využívá i rozptyl: 
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Výpočet korelačního faktoru je prováděn následovně: 
1. Nalezneme nulovou střední hodnotu čísel x a y posunutím a tato čísla nově označíme: 
 xxx ii −=
′
,  kde ni ,...,2,1= , (4.17) 
 yyy ii −=
′
,  kde ni ,...,2,1= . (4.18) 
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2. Posunutá čísla vydělíme, abychom získali jednotkovou variaci 
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3. Protože čísla ″ix a
″
iy jsou normalizovaná, je korelační koeficient dán vztahem: 
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4.2.2.2 Cross-correlation 
Cross-correlation využívá pro výpočet vzájemné normalizované korelace ncc(x,y) (4.26) 
energii signálu E(x) (4.22), v případě 1D signálu je určen vektorem (2D maticí). 
 
( ) 22221 ... nxxxxE +++= . (4.22) 
Budeme-li počítat koeficient korelace, musíme vyjít ze vzájemné energie: 
 ( ) nn yxyxyxyxE +++= ..., 2211 . (4.23) 
Je potřeba vypočítat normu signálu: 
 
( )xxEx ,= . (4.25) 
Normalizovaná vzájemná korelace je dána vztahem: 
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4.2.3 SSD  
Pro výpočet podobnosti dvou obrazových částí lze také použít tzv. SSD míra (sum 
squared differences). Nechť máme výchozí obraz O a porovnávaný vzor h, míra SSD se 
vypočítá: 
 
( ) ( ) ( )( )
( )
∑
∈
−++=
Nvu
vuhvyuxOyxssd
,
2
,,, , (4.27) 
kde N je dané okolí, u, v jsou rozměry porovnávaných obrazů. Obrazy budou podobné 
(stejné), pokud se bude hodnota ssd(x,y) blížit nule. 
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5 Vlastní realizace 
Úkolem diplomové práce bylo: prakticky realizovat v prostředí Matlab dva zvolené 
detektory tváře a vzájemně tyto detektory porovnat z hlediska účinnosti detekce a srovnat 
jejich vlastnosti. 
Při rozhodování, jaké dva detektory tváře realizovat, jsem vycházel ze dvou podmínek, 
detektory by měly být: 
a) schopné detekovat obličej v obrazu s komplexním pozadím 
b) časově nenáročné na výpočet 
Jako vhodné se zdálo použití příznakové metody a metody srovnávání šablon. Před 
využitím těchto metod se nejprve obraz musí „zjednodušit“, aby se zmenšila časová náročnost 
výpočtu (snížením porovnávaných částí). 
Komplexní pozadí je největším problémem při detekci objektů obecně. Při detekci tváře se 
využívá poznatku, že barva kůže sdílí určitý kompaktní prostor v barevném prostoru. 
Vytvořeným modelem tohoto prostoru lze klasifikovat barvu jednotlivých pixelů v obraze a 
určit, které náleží kůži. Nalezený prostor v obraze se poté musí klasifikovat a rozhodnout, zda 
nalezená kůže patří obličeji. Jako nejvhodnější je použití barevného modelu YCrCb (1.3.4). 
Získané obrazové body označující kůži v obraze se musí upravit za pomocí matematické 
morfologie. 
Obrazové body upravené matematickou morfologií se klasifikují metodami detekce tváří. 
Aby to bylo možné, musí se nejprve klasifikátory vhodně nastavit. U příznakové metody je 
vhodné pracovat s metodou učení s učitelem (angl. supervised learning). U metody 
srovnávaní šablon se musí vybrat vhodná šablona. 
Pro samotnou realizaci programu bylo zapotřebí použít vhodná obrazová data (nastavení 
barevného modelu kůže, matematické morfologie, klasifikátorů). Pro otestování určení rtů 
v obraze jsem využil dostupnou databázi tváří s nestejnoměrným pozadím na Face 
Recognition Data, University of Essex, UK. Použil jsem databázovou složku faces96 [21]. 
Ukázku obrázku z databáze lze vidět na obr. 10.  
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Obr.10: Vybrané fotografie z databáze University of  Essex 
5.1 Barevný model 
Původní obraz se musí převést na barevný model YCbCr. Abychom mohli vytvořit model 
kůže, musíme vytvořit vhodná testovací data s barvou kůže. Příklad testovacích dat lze vidět 
na obr. 11 
 
Obr.11: Příklad testovacích dat modelu kůže 
 
Je několik přístupů  k vytvoření klasifikátoru, který bude za pomoci modelu kůže 
„rozlišovat“, zda se jedná o obrazový bod vhodný pro další zpracování či vypuštění. Využil 
jsem dvě metody: 
5.1.1 Využití Cr chrominační složky 
Model YCbCr jsem zvolil pro první metodu rozpoznání z důvodu velmi vhodné Cr –
červené chrominační složky. Kůže je totiž z větší části složena z červené barvy a právě Cr 
složka YCbCr modelu je vhodná pro rozeznání barvy kůže. Tento způsob je velmi 
jednoduchý a v některých případech i účinný. 
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5.1.2 Metoda statistické analýzy 
Metoda statistické analýzy je složitějším přístupem k vytvoření modelu kůže za pomoci 
několika vzorků kůže a spočítání statistické analýzy. Nejdříve se musí načíst vzorky kůže, 
které se převedou na YCbCr barevný model. Složky tohoto modelu Cr a Cb se podrobí 2D 
FIR filtru s dolní propustí. Vypočítá se střední hodnota Cr a Cb složky a jejich vzájemná 
kovariance cov(x1,x2) podle vztahu: 
  ( ) ( )( )[ ]221121 ,cov µµ −−= xxExx , (5.1) 
kde ii Ex=µ . Získaný histogram složek Cr a Cb lze vidět na obr. 12  
 
Obr.12: Histogram složek Cr a Cb získaný z testovacích dat kůže 
 
Ze získaných hodnot histogramu se vytvoří spojité Gaussovo rozložení, které se vypočítá dle 
vztahu: 
 ( ) ( ) ( ) ( ) ( )
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1
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kde ∑ je kovarianční matice, x je rozložení Cr a Cb složky, µ je střední hodnota Cr a Cb 
složky. Toto Gaussovo rozložení lze vidět na obr. 13. 
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Obr.13: Gaussovo rozložení – model kůže 
5.2 Klasifikace obrazových bodů 
Protože pro klasifikaci jsem vytvořil dva modely kůže, musí se v úkolu rozpoznat, který 
obrazový bod náleží kůži a který ne. 
Klasifikace obrazových bodů červenou chrominační složkou je velmi jednoduchá. Provádí 
se tak, že se vždy porovná, zda daný obrazový bod má hodnotu Cr chrominační složky 
shodnou s daným rozmezím. Pokud se Cr složka shoduje s nastaveným rozsahem hodnot, 
předpokládá se, že jde o kůži. Výsledek této metody je na obr. 14a. 
V druhém případě využití statistického přístupu jsem vytvořil model kůže z hodnot Cr a 
Cb složek, ale na tyto složky jsem nejprve použil filtr s dolní propustí, aby se odstranily 
nevhodné hodnoty ve vzorcích. Proto po načtení obrazu s hledanou kůži a jeho převedení do 
barevného modelu YCbCr se musí hodnoty normovat střední hodnotou Cr a Cb složek 
získaných z testovacích dat kůže. Vytvoří se Gaussovo rozložení, které se musí vyfiltrovat 
dolní propustí kvůli vysokým frekvencím v obraze. Rozložení se normalizuje a porovnává 
s původním modelem. Tím se určí, který obrazový bod je bodem našeho zájmu (kůže) a který 
není, viz. obr. 14b. 
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 (a) (b) 
Obr.14: Výsledek segmentace kůže: (a) metoda pomocí Cr složky, (b) Statistická metoda 
5.3 Úprava před klasifikací tváře 
Na první pohled lze vidět, že se výstupní data na obr. 14 pro segmentaci kůže od pozadí 
obou metod liší. Z tohoto důvodů se musí „normalizovat“, aby měla před klasifikací shodnou 
strukturu. Na obr. 14 je možné zpozorovat, že určité části kůže jsou nevyplněné a to z nepříliš 
přesného nastavení modelu kůže. Tyto nezakryté části také musíme vyplnit. 
5.3.1 Hranový detektor 
První úpravou se zdá vhodný průchod obrazů hranovým detektorem (v našem případě 
Cannyho hranovým detektorem – obr. 15). Úmyslem tohoto kroku je vytvořit hranice mezi 
námi zpracovávanými daty (zájmové okolí - ROI) a „nezajímavými“ daty. Obr. 15 potvrzuje, 
že hranový detektor již srovnává „strukturu“ obrazu, bohužel jsou v obraze ještě nevhodně 
vykreslené hrany uvnitř detekované hrany. 
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 (a) (b) 
Obr.15: Výsledek průchodu hranovým detektorem: (a) metoda pomocí Cr složky,  
(b) Statistická metoda 
5.3.2 Dilatace hran 
Při bližším pohledu na detekované hrany obr. 16a pozorujeme, že je zde nespojitost, která 
je pro další zpracování nevhodná, proto se musí hrany spojit, resp. dilatovat. Výsledek 
dilatace viz. obr. 16. 
   
 (a) (b) 
Obr.16: (a) Příklad nespojitých hran, (b) Po dilataci hran 
5.3.3 Vyplnění uzavřených objektů 
Po dilataci hran je další problematickou věcí pozůstatek hran po průchodu hranovým 
detektorem i vně detekovaných obrazových bodů pro kůži. Proto se musí provést vyplnění 
uzavřených objektů v obraze. Z výsledného obr. 17 lze vidět, že obraz má podobnou strukturu 
a lze tato data podrobit klasifikaci tváře. 
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 (a) (b) 
Obr.17: Vyplnění uzavřených objektů (a) metoda pomocí Cr složky, (b) Statistická metoda 
5.4 Klasifikace tváře 
Pro klasifikace tváře jsem zvolil dvě metody a to příznakovou metodu a metodu 
srovnávání šablon.  
5.4.1 Příznaková metoda 
Příznaková metoda je založena na popisu objektu hodnotami, které slouží k vyjádření 
velikostí vlastností, tyto hodnoty se nazývají příznaky. Velmi důležitým faktorem je zde 
výběr příznaků, které správně klasifikují objekt. Existuje mnoho příznaků, nejpoužívanějšími 
jsou: kruhovitost, obvod, obsah, velikost (v pixelech) hlavní a vedlejší poloosy, výstřednost 
(excentricita), orientace, atd. 
5.4.1.2 Výběr příznaků 
Při vybírání příznaků musí být dbáno na všechny vlastnosti tváře, které mohou nastat, a 
předpokládat vlastnosti příznaků netečné na změnu velikosti, natočení tváře. Proto je krajně 
nevhodné použití příznaku založeném na velikosti obvodu, obsahu hledaného objektu (obvod 
může být u každé tváře různý, stejně jako obsah) či orientace (tvář může být vždy určitým 
směrem nakloněna, nehledě na špatně určenou orientaci). 
Jeden z předpokladů, který splňuje hledaný obličej, je určitá velikost tváře v obraze. Proto 
je  nasnadě vybrat prvním příznakem právě velikost obsahu klasifikované oblasti zájmu. Zdá-
li se čtenáři, že velikost obsahu vylučuje předchozí napsaný odstavec, je zde příznak obsahu 
použit jako záporné kritérium. Tudíž všechny detekované objekty, které jsou příliš malé než 
určená mez, jsou „diskvalifikovány“ (vyřazeny z dalšího testování).  
Druhý předpoklad, který je ihned zřejmý při pohledu na lidskou tvář, je její zakulacený 
tvar, proto je vhodné využít jako druhé kritérium právě kruhovitost, jehož vztah je dán: 
 2
22
O
S
tkruhovitos pi⋅⋅= , (5.3) 
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 kde S je obsahem, O je obvodem klasifikovaného objektu.  
Protože tento parametr není v některých případech vhodný (příliš malý objekt, nevhodný 
tvar objektu,...), zvolil jsem další příznak také založený na rozlišení kruhovitého tvaru a to 
výstřednost. Pro zvýšení přesnosti jsem zavedl navíc příznak poměrHaV, jenž představuje 
poměr délky hlavní a vedlejší poloosy objektu.  
5.4.1.3 Nastavení kritérií kasifikátoru příznaku 
K nalezení správných hodnot kritérií příznaků se musí vytvořit testovací data a metodou 
učení s učitelem (angl. supervised learning) rozmezí nastavit. Při nastavování kritérií se musí 
rozhodovat mezi počtem správně určených tváří a tzv. fantomy. Vždy při větších rozsazích 
vzniká větší pravděpodobnost, že při klasifikaci se označí za tvář objekt, který není tváří, ale 
tzv. fantomem. Opačným případem je příliš malé rozmezí hodnot klasifikátoru, kde vzniká 
problém s detekováním mírně deformovaných tváří, tváří pootočených či částečně zakrytých. 
Proto při nastavování klasifikátoru se musí určit, zda je důležité označit všechny tváře 
v obraze a přitom detekovat i fantomové tváře nebo detekovaná tvář musí být vždy pravá za 
cenu neidentifikování možné tváře.  
Výsledek detekování je zobrazen na obr. 18, kde objekt, který vyhovuje kritériím, je 
ohraničen bílou linkou a hodnoty příznaků jsou vidět uprostřed detekovaného objektu. 
Na první pohled by se mohlo zdát, že zobrazování hodnot, které odpovídají nastaveným 
kritériím, postrádá logiku. Nicméně při nastavování je nejlépe postupovat tak, že se kritéria 
nastaví do krajních pozic a podle hodnot zobrazených pro všechny detekované objekty se 
postupně rozsah kriterií klasifikátoru zmenšuje. 
 
Obr.18: Výsledek detekce příznakovou metodou s hodnotami klasifikátorů (K-kruhovitost,  
V-výstřednost, P-poměrHaV) 
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5.4.2 Metoda srovnávání šablon 
Metoda srovnávání šablon vychází z porovnávání nalezených objektů v obraze (kůže) 
s šablonou. Šablonu tvoří průměrná fotografie mužské tváře obr. 19a [07] z důvodu nejlepšího 
výsledku srovnávání. 
Celý proces metody srovnávání má následující postup. Nejprve se každá oblast zájmu 
v obraze označí a určí se její střed, jeho výška a šířka. Načte se šablona, jejíž velikost se musí 
podle získaných hodnot změnit. Aby se dosáhlo správného zasazení šablony do testované 
oblasti, musí se zjistit orientace oblasti zájmu a podle toho šablonu také natočit. Pro přesnější 
určení polohy se převede šablona na pouhý obrazový obrys viz. obr. 19b.  
Bohužel s některým typem šablon se stávalo, že nezůstala pouze jedna část obrysu, ale 
objevily se i malé obrazové body mimo celek a ten poté znehodnocoval srovnávání. Proto se 
musí natočený obrys obr. 19b zkontrolovat, zda je pouze jedna část. Musí se vyplnit případné 
neplné části v obrysu šablony obr. 19c. Podle „normalizovaného“ obrysu se původní natočená 
šablona zmenší, resp. zvětší obr. 19d.  
 
     
 (a) (b) (c) (d) 
Obr.19: (a) Šablona tváře, (b) Upravený obrazový obrys šablony, (c) Vyplněné 
neúplné části upraveného obrazového obrysu šablony, (d) Upravená  
šablona 
 
V tomto kroku je zapotřebí umístit upravenou šablonu přesně na oblast zájmu. 
Z velikostně správně upravené šablony se zjistí souřadnice středu. Abychom mohli zjistit 
souřadnice horního levého rohu šablony, vyjdeme z předpokladu: souřadnice středu šablony 
se odečte od souřadnic objektu zájmu. Pro získání pravého dolního rohu se postupuje 
například: k získané souřadnici levého horního rohu přičteme rozměry šablony. Výpočet musí 
být ošetřen o mezní hodnoty, protože by mohla nastat situace, kdy by byl horní levý roh 
oblasti zájmu umístěn také v levém horním rohu obrazu a došlo by k tomu, že by souřadnice 
pro umístění šablony byly (0,0). Bohužel Matlab neumožňuje indexování od nuly, proto se 
musí tento stav ošetřit. Získané souřadnice rohů poslouží k umístění šablony do prázdného 
obrazu o stejných rozměrech jako u oblasti zájmu obr.  20. 
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 (a) (b) 
Obr.20: (a) Obraz s správně umístěnou šablonou, (b) Porovnávaná oblast zájmu 
 
Protože šablona i oblast zájmu jsou ve stejném měřítku, stejně natočené i ve stejném 
místě, může se vypočítat korelační koeficient podle vztahu: 
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, (5.4) 
kde A je obraz s klasifikovanou oblastí zájmu, B je obraz se šablonou, A je střední hodnota 
obrazu s klasifikovanou oblastí zájmu, B střední hodnota obrazu se šablonou. 
Výsledkem korelace je jednorozměrné číslo, které značí podobnost. Bude-li obraz shodný 
s šablonou, bude korelační koeficient rovný jedné. Naopak nebudou-li se obrazy v čemkoli 
shodovat, bude koeficient roven mínus jedné. 
Problémy při nastavování klasifikátoru jsou shodné jako u příznakové metody, viz. kap. 
5.4.1.3.  
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5.5. Zobrazení výsledku detekce 
Za nejvhodnější se jevilo výsledek detekce obrazů prezentovat rámečkem ohraničujícím 
detekovanou kůži klasifikovanou jako tvář, viz. obr. 21. 
 
Obr.21: Označení detekovaných obličejů 
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6 Ověření funkčnosti 
Při ověřování funkčnosti detekce tváře jsem zjistil, že databáze [06] Face Recognition 
Data, University of Essex pro jednoduché metody určení barvy kůže je příliš složitá, protože 
účinnost detektoru byla přibližně 20%. Problém detektoru byl ve špatném rozeznání barvy 
kůže, protože každá sada fotografií je vytvořena s jiným osvětlením a i její barevné spektrum 
je odlišné. Nicméně nastaví-li se vzorky kůže či klasifikátor Cr složky správně, lze detekovat 
tváře s větší pravděpodobností. Názorná detekce, viz obr. 22. 
 
Obr.22: Příklad detekce tváře v různých polohách v obrazu 
 
Abych mohl vhodněji otestovat účinnost detekce tváře v obraze, musel jsem normalizovat 
detekované fotografie. Vytvořil jsem tak přibližně 50 fotografií, které měly vhodné podmínky 
pro detekci tváře. Metoda založená na příznacích měla účinnost 84% (8 fotografií nebylo 
správně rozeznáno). Metoda založená na porovnávání šablon měla 76% (12 fotografií nebylo 
správně rozeznáno). Jako nejméně výhodné se zdá porovnávání šablon a to díky detekované 
kůži, která přesně nekopírovala tvář. Výběr typu detekce kůže měl na účinnost minimální 
vliv. 
Podmínkou při vytváření tohoto detektoru bylo splnění podmínky jeho časové 
nenáročnosti, měřil jsem i čas zpracování fotografie ve všech čtyřech možných kombinacích. 
Detekování kůže metodou podle chrominační složky a klasifikace podle příznaků trvalo 
přesně: 2,5259 sek. Pokud se změní typ detekce kůže na metodu založenou na vzorcích kůže, 
prodlouží se určení na 20,6147 sek. Vrátime-li se k metodě detekce kůže dle Cr složky, ale 
pro klasifikaci tváře použijeme metodu porovnávaní šablon, bude doba potřebná k určení tváří 
ve fotografii rovna 7,307 sek. Lze tedy usoudit, že výhodnější pro časovou náročnost je 
metoda příznaků a metoda dle Cr složky barevného modelu. 
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6.1 Ověření detekce kůže 
Pro detekci kůže jsem vytvořil dvě metody. Určení kůže pouze podle Cr složky má 
několik vlastností. Protože se nastavuje pouze jedním klasifikátorem, lze poměrně rychlým 
způsobem nastavit klasifikátor a ten případně otestovat. Nevýhodou je v prostředích, která 
jsou příliš zatížena červenou barvou (špatné odlišení kůže a okolí). Nepřekonatelným 
problémem bylo detekování tváře se světlými vlasy, kdy tento detektor nebyl schopen rozlišit 
mezi barvou kůže a vlasy. Stejný následek mělo i červené oblečení. 
Detekce kůže podle vzorů statistickou metodou lze považovat za metodu přesnější. 
Protože pracuje se složkami Cb i Cr, neprojevoval se u této metody problém se světlými 
vlasy. Bohužel nastavení pro jiné světelné podmínky či jiné záznamové zařízení potřebuje 
změnit vzorky v databázi vzorků, což je časově náročnější a nepříliš efektivní. Také výpočet 
modelu ze vzorků je příliš časově náročný. 
Obě metody jsou ale nezávislé k rozmazání obrazu. Také nepříliš zašuměná fotografie 
není problémem. Největším problémem je barevná úprava snímku (barevná změna kůže).   
6.2 Ověření kvalifikátorů tváře 
Metoda dle příznaků tváře byla výhodná pro její rychlost a podstatně jednoduchou 
konstrukci. Největší slabinou nebylo určování tváře, ale vyhledání fantomových tváří. 
Označení jako tvář objektu, který měl pouze barvu kůže, bylo zapříčiněno tvarem podobným 
tváři (většinou zakulacený – ruce v pěst). Nevýhoda také spočívala v přílišném „necitlivě“ 
nastaveném kritériu příznaků. Při detekci kůže nevzniká pouze obrys tváře, ale u některých 
pootočených tváří i přidružené části okolí, které se pro lepší účinnost musí zahrnout do 
kritéria příznaku. 
Metoda porovnávání šablon se zdá být v účinnosti vhodnější. Bohužel měření účinnosti 
kap. 6 ukázalo, že tato metoda je horší v účinnosti a to z nevhodné šablony. Při návrhu jsem 
počítal s odhaleným krkem, a proto má šablona zobrazený i krk. Samozřejmě ne všechny 
osoby na fotografiích mají odhalený krk. Pokud však je odhalený a zároveň špatně osvětlený, 
pak detektory kůže neoznačí obrazové body za krk a šablona je nevhodně porovnávána. 
Nicméně pokud je použita správná šablona na správný typ fotografií, je účinnost detekce lepší 
než u příznakové metody. 
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7 Závěr 
Úkolem této diplomové práce bylo seznámit se s problematikou detekcí tváří. Zjistit, které 
se používají a na jakých principech pracují. Prakticky realizovat v prostředí Matlab dva 
zvolené detektory. Vzájemně tyto detektory porovnat  z hlediska účinnosti detekce a srovnat 
jejich vlastnosti. 
Vytvořil jsem dva detektory kůže, jeden založený pouze na Cr chrominační složce, druhý 
na statistickém modelu kůže a dva klasifikátory obličeje, kde jeden pracuje za pomocí 
příznakové metody a druhý je založen na metodě porovnávání šablon.  
Pro realizaci byl zvolen program Matlab, ve kterém jsem vytvořil grafické prostředí. 
Prioritním úkolem tohoto programu je předvést možnosti jednotlivých metod při různých 
nastaveních a zobrazení jednotlivých fází detekce tváře ve fotografii. Ukázka grafického 
rozhraní na obr. 23. 
 
 
Obr.23: Ukázka grafického rozhraní 
 
Účinnost testovaná na databázi Face Recognition Data, University of Essex [21] byla 
velmi malá a to z důvodu jednoduchých algoritmů a příliš složité databázi. Když se vybraly 
fotografie se stejnými barevnými vlastnostmi, byla účinnost detekce tváří kolem 80%. Pro 
zvýšení účinnosti by se musela použít vhodnější metoda detekce kůže v obraze, protože právě 
tato část detektoru tváří je největší nevýhodou těchto algoritmů. 
Oba algoritmy dokáží detekovat tvář, která je znehodnocena zašuměním, rozmazáním a 
částečnou deformací obrazu. Největším problémem klasifikátorů tváře je u příznakové 
metody poměrně velký počet detekovaných fantomových tváří (označí objekt jako tvář, i když 
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se o tvář nejedná). Výhodou klasifikátoru je poměrně malá časová náročnost výpočtu. Metoda 
porovnávání šablon měla největší slabinu právě ve výběru šablony, kdy jsem používal 
šablonu tváře spolu s částí krku. Samozřejmě některé fotografie obsahují zakrytý krk, a 
z tohoto důvodu se šablona špatně „zarovná“ s porovnávaným objektem zájmů a klasifikátor 
vyhodnotí nepodobnost šablony a oblasti zájmu a tvář správně neklasifikuje. Vylepšením 
těchto klasifikátorů by mohlo být jejich zkombinování, popřípadě se správným nastavením 
kritérií by mohl sloužit jako předfiltr obrazu pro detekci výrazu či rozpoznávání tváří. 
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Příloha 1: Fotografie s vyznačenými detekovanými 
tvářemi 
 
Obr.1: Velmi jednoduchý obraz pro detekci obličeje (v obrazu se nenachází barevný předmět  
podobný kůži) 
 
 
Obr.2: Obraz detekován za pomocí příznakové metody (tato metoda označila za tvář i objekt 
zobrazený v pravém horním okně) 
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Obr.3: Obraz detekován pomocí metody template matching 
 
 
Obr.4: Obraz detekován pomocí přínakové metody (zde lze vidět základní nedostatky 
segmentace pomocí Cr složky, která špatně 
 
