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Abstract
Coupled cluster theory provides hierarchical many-particle models and is presently considered
as the ultimate benchmark in quantum chemistry. Despite is practical significance, a rigorous
mathematical analysis of its properties is still in its infancy. The present work focuses on nonlinear
models within the random phase approximation (RPA). Solutions of these models are commonly
represented by series of a particular class of Goldstone diagrams so-called RPA diagrams. We
present a detailed asymptotic analysis of these RPA diagrams using techniques from singular
analysis and discuss their computational complexity within adaptive approximation schemes.
In particular, we provide a connection between RPA diagrams and classical pseudo-differential
operators which enables an efficient treatment of the linear and nonlinear interactions in these
models. Finally, we discuss a best N -term approximation scheme for RPA-diagrams and provide
the corresponding convergence rates.
1 Introduction
Coupled cluster (CC) theory, cf. [2, 3, 32, 33, 41] and references therein, provides an hierarchical
but intrinsically nonlinear approach to many-particle systems which enables systematic truncation
schemes reflecting both, the physics of the problem under consideration as well as the computational
complexity of the resultant equations. Unfortunately rigorous insights concerning the correspond-
ing errors of approximation are hard to achieve and a detailed understanding of the properties of
solutions is still missing, see however recent progress on the subject by Schneider,Rohwedder, Kwaal
and Laestadius [42, 43, 44, 34]. Within the present work, we want to tackle the asymtotic behaviour
of solutions near coaslescence points of electrons. The corresponding asymptotic analysis for eigen-
functions of the many-particle Schro¨dinger equation has a long tradition [22, 23, 28, 29, 30, 31],
starting with the seminal work of Kato [31] and culminated in the analyticity result of M. and
T. Hoffmann-Ostenhof, Fournais and Sørensen [23]. Although CC theory orginates from the many-
particle Schro¨dinger equation it is not simply possible to transfer the results to solutions of specific
CC models. because these models represent higly nonlinear approximations to Schro¨dinger’s equa-
tion. The peculiar structure of linear and nonlinear interactions in CC models requires a new
approach based on pseudo-differential operator algebras which is introduced in the present work.
We consider these operator algebras in the framework of a commonly employed series expansion of
solutions in terms of so-called Goldstone diagrams, cf. [35] for further details. Our main result for
a popular CC model, presented in Section 2, affords the classification of these Goldstone diagrams
in terms of symbol classes of classical pseudo-differential operators and provides their asymptotic
expansions near coalescence points of electrons.
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1.1 Nonlinear models of electron correlation
In the following we want to focus on the SUB-2 approximation [3] and discuss the properties of
simplified models which contain the leading contributions to electron correlation. The quantities of
interest are so called pair-amplitudes
τij :
(
R3 ⊗ s)⊗ (R3 ⊗ s) → R, (x1,x2) → τij(x1,x2),
where indices i, j, k, l refer to the occupied orbitals 1, 2, . . . N with respect to an underlying mean-
field theory like Hartree-Fock, and s := {α, β} denotes spin degrees of freedom. The most general
model we want to consider in the present work is given by a system of nonlinear equations for
pair-amplitudes, cf. [36], which is of the form
Q (f1 + f2 − i − j) τij(x1,x2) = −QV (2)[i,j](x1,x2) (1.1)
−QV (2)(x1,x2)τij(x1,x2)− 14Q
∑
k,l
τkl(x1,x2)〈V (2)[k,l],Ψ
(1)
ij 〉 (1.2)
+P (12/ij)Q
∑
k
τi,k(x1,x2)V
(1)
kj (x2) (1.3)
−P (12/ij)Q
∑
k
∫
τi,k(x1,x3)V
(2)
kj (x3,x2) dx3 (1.4)
−12P (12/ij)Q
∑
k,l
∫∫
τi,k(x1,x3)V
(2)
[k,l](x3,x4)τl,j(x4,x2) dx3dx4. (1.5)
In the following, we will frequently refer to the equation numbers (1.1) to (1.5), however, depending
on the context with different meanings. Either we refer to the individual term on the right hand
side or to the whole equation which includes on the right hand side all terms up to the specified
number. In order to simplify our discussion, let us assume in the following smooth electron-nuclear
potentials, originating e.g. from finite nucleus models.
Before we enter into a brief discussion of the underlying physics of the equations let us start with
some technical issues. In order to keep formulas short we use in (1.3),(1.4)and (1.5) the permutation
operator
P (12/ij) := 1 + (21)(ji)− (12)(ji)− (21)(ij).
Equations for pair-amplitudes are formulated on a subspace of the underlying two-particle Hilbert
space which is characterized by the projection operator
Q := (1− q1)(1− q2) with q :=
N∑
i=1
|φi〉〈φi|, (1.6)
where φi, with i = 1, 2, . . . , N , represent occupied orbitals. The operator Q is commonly known as
strong orthogonality operator [49]. Due to the presence of this operator, pair-amplitudes rely on
the constraint
Qτij(x1,x2) = τij(x1,x2). (1.7)
The physical reason behind Q is Pauli’s principle which excludes the subspace assigned to the
remaining N−2 particles from the Hilbert space of the pair and an orthogonality constraint between
the mean field part
Ψ
(1)
ij (x1,x2) := φi(x1)φj(x2)− φj(x1)φi(x2)
and the corresponding pair-amplitude τij .
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In order to set the equations for pair-amplitudes into context let us first consider the case of
Eq. (1.1), where the parts (1.2), (1.3), (1.4) and (1.5) have been neglected. What remains in this case
is first-order Møller-Plesset perturbation theory which provides second- and third-order corrections
to the energy. Going further to Eq. (1.2) one recovers the dominant contributions to short-range
correlation, so-call particle ladder diagrams. Neglecting interactions between different electron pairs
altogether in (1.2) to (1.5), one recovers the Bethe-Goldstone equation
Q (f1 + f2 − i − j) τij(x1,x2) = −QV (2)[i,j](x1,x2)−QV
(ij)
fluc (x1,x2)τij(x1,x2),
here the fluctuation potential is given by
V
(ij)
fluc (x1,x2) :=
1
|x1 − x2| − v
(i,j)
Hx (x1)− v(i,j)Hx (x2) + 12〈V
(2)
[i,j],Ψ
(1)
ij 〉 (1.8)
where
v
(i,j)
Hx := v
(i)
H + v
(j)
H + v
(i)
x + v
(j)
x (1.9)
represents the contribution of orbitals i, j to the Hartree and exchange potential, respectively. The
asymptotic behaviour of solutions for both models can be directly derived from the structure of
asymptotic parametrices of Hamiltonian operators and has been already discussed in Ref. [19] in
some detail.
The three remaining terms (1.3), (1.4) and (1.5) of the effective pair-equation take part in
the so called random phase approximation (RPA) which is essential for the correct description of
long-range correlations. In the following we want to consider also some simplified versions of RPA
where exchange contributions are neglected. Such models are of particular significance with respect
to applications of RPA as a post DFT model, cf. [24]. It has been shown that these models are
equivalent to solving particular variants of CC-RPA equations, cf. [47]. The terms (1.1), (1.2), (1.3),
(1.4) and (1.5) contain various effective interaction potentials
V
(1)
kj (x2) :=
∫
1
|x2 − x3|φk(x3)φj(x3) dx3, (1.10)
V (2)(x1,x2) :=
1
|x1 − x2| , (1.11)
V
(2)
ij (x1,x2) := φi(x1)V
(2)(x1 − x2)φj(x2), (1.12)
V
(2)
[i,j](x1,x2) := V
(2)
ij (x1,x2)− V (2)ji (x1,x2). (1.13)
The RPA model considered in the present work is still incomplete in the sense that various terms
present in the full SUB-2 model are still missing. These missing nonlinear terms, however, do
not contribute anything new from the point of view of the following asymptotic singular analysis.
Taking them into account would only render our presentation unnecessarily complicated. Therefore
our RPA model represents a good choice in order to study the properties of pair-amplitudes in some
detail and in particular the effect of non linearity which enters into our model via the coupling term
(1.5). The nonlinear character of our model is not quite of the form familiar from the theory of
nonlinear partial differential equations, cf. [25], and we will therefore consider an unconventional
approach to tackle the problem. Our approach reflects not only the particular character of the various
coupling terms but also the singular structure of the interactions and pair-amplitudes. The RPA
terms (1.4) and (1.5) resemble to compositions of kernels of integral operators and it is tempting to
consider these terms in the wider context of an appropriate operator algebra. It will be shown in the
following, that the algebra of classical pseudo-differential operators provides a convenient setting.
As complementary approach let us study pair-amplitudes in the framework of weighted Sobolev
spaces with asymptotics which we have already considered in the context of singular analysis in
order to determine the asymptotic behaviour near coalescence points of electrons, cf. Ref. [19]. Both
seemingly disparate approaches complement one another in the asymptotic singular analysis of RPA
models.
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1.2 Iteration schemes and their diagrammatic counter parts
The Bethe-Goldstone equation and various nonlinear RPA models, discussed above, are commonly
solved in an iterative manner. Before we delve into the technicalities of our approach let us briefly
discuss iteration schemes and their physical interpretation in a rather simple and informal manner
in order to outline certain essential features of the present work. To simplify our notation, occupied
orbital indices i, j, k, l and spin degrees of freedom which appear in pair-amplitudes and interaction
potentials have been dropped because they are not relevant in the following discussion. The focus
is in particular on linear terms like
fV (2)τ (x1,x2) := V
(2)(x1,x2) τ(x1,x2), (1.14)
fV (1)τ (x1,x2) := V
(1)(x1) τ(x1,x2), (1.15)
fV (2)◦τ (x1,x2) :=
∫
V (2)(x1,x3) τ(x3,x2) dx3 (1.16)
and nonlinear terms of the form
fτ◦V (2)◦τ (x1,x2) :=
∫
τ(x1,x3)V
(2)(x3,x4)τ(x4,x2) dx3dx4 (1.17)
for a certain asymptotic type of the pair-amplitude τ . With these definitions at hand, let us briefly
outline a suitable fixed point iteration scheme which illustrates some main issues of our approach.
Actually, this ansatz for the solution of nonlinear CC type equations represents a canonical choice
in numerical simulations. The basic structure of our problem can be represented by the greatly
simplified nonlinear equation
Aτ = −V (2) − fV (2)τ + fV (1)τ − fV (2)◦τ − fτ◦V (2)◦τ , (1.18)
where A is an elliptic second order partial differential operator. A simple iteration scheme for this
equation may consist of the following steps. First solve the equation Aτ0 = −V (2) with fixed right
hand side. Calculate fV (2)τ0 , fV (1)τ0 , fV (2)◦τ0 and fτ0◦V (2)◦τ0 and solve in the next iteration step
Aτ1 = −V (2) − fV (2)τ0 + fV (1)τ0 − fV (2)◦τ0 − fτ0◦V (2)◦τ0 . (1.19)
The last two steps can be repeated generating a iterative sequence of linear equations
Aτn+1 = −V (2) − fV (2)τn + fV (1)τn − fV (2)◦τn − fτn◦V (2)◦τn . (1.20)
which can be solved in a consecutive manner until convergence of the sequence τ1, τ2, τ3 . . . has been
achieved. Such an iteration scheme is rather convenient for an asymptotic analysis of the solutions,
see e.g. [21] where such an analysis has been actually performed for the nonlinear Hartree-Fock
model. Apparently, the basic problem of such kind of iteration scheme is to state necessary and
sufficient conditions for its convergence. Whereas in the case of the Hartree-Fock model convergence
has been proven for certain iteration schemes, the situation is actually less satisfactory in CC theory,
cf. [43, 44]. In concrete physical and chemical applications, non-convergence of an iteration scheme
can be usually addressed to specific properties of the system under consideration. Therefore let us
simply assume in the following that our iteration scheme is actually convergent and we focus on the
asymptotic properties of solutions of intermediate steps.
Within the present work, we are mainly interested in the asymptotic behaviour of iterated
pair-amplitudes τi, i = 0, 1, . . ., near coalescence points of electrons. In order to extract these
properties we apply methods from singular analysis [20] and solve (1.20) via an explicitly constructed
asymptotic parametrix and corresponding Green operator, cf. [15] for further details. Le us briefly
outline the basic idea and and some mathematical techniques from singular analysis involved. We do
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this in a rather informal manner by just mentioning the essential properties of the applied calculus
and refer to the monographs [27, 45] for a detailed exposition. In a nutshell, a parametrix P of
a differential operator A is a pseudo-differential operator which can be considered as a generalized
inverse, i.e., when applied from the left or right side it yields
PA = I +Gl AP = I +Gr,
where the remainders Gl and Gr are left and right Green operators, respectively. In contrast to
the standard calculus of pseudo-differential operators on smooth manifolds, our calculus applies
to singular spaces with conical, edge and corner type singularities as well. In the smooth case,
remainders correspond to compact operators with smooth kernel function, whereas in the singular
calculus Green operators encode important asymptotic information which we want to extract. Acting
on (1.20) with the parametrix from the left yields
τn+1 = −PV (2) − PfV (2)τn + PfV (1)τn − PfV (2)◦τn − Pfτn◦V (2)◦τn −Glτn+1. (1.21)
The parametrix P maps in a controlled manner between functions with certain asymptotic behaviour
which means that we can derive from the asymptotic properties of the terms on the right hand side
of (1.20) its effect on the asymptotic behaviour of τn+1. Furthermore it is an essential property of
Gl that the operator maps onto a space with specific asymptotic type. Therefore the asymptotic
type of Glτn+1 is fixed and does not depend on τn+1. Thus we have full control on the asymptotic
properties of the right hand side of (1.21) and consequently on the asymptotic type of the iterated
pair-amplitude τn+1.
At this point of our discussion, it is convenient to introduce a diagrammatic notation indis-
pensable in quantum many-particle theory. The following considerations are based on Goldstone
diagrams, cf. [35, 39] for a comprehensive discussion from a physical point of view. For the mathe-
matically inclined reader let us briefly outline the basic idea. The iteration scheme discussed in the
previous paragraphs can be further decomposed by taking into account the linearity of the differen-
tial operator A. Instead of solving the first iterated equation (1.19) as a whole, let us consider the
decomposition
Aτ1,1 = −fV (2)τ0 , Aτ1,2 = fV (1)τ0 , Aτ1,3 = −fV (2)◦τ0 , Aτ1,4 = −fτ0◦V (2)◦τ0 ,
from which one recovers the first iterated solution via the sum
τ1 = τ0 + τ1,1 + τ1,2 + τ1,3 + τ1,4, (1.22)
where each term actually corresponds to an individual Goldstone diagram. In the next iteration
step, one can further use the decomposition (1.22) to construct the interaction terms on the right
hand side. For each new term on the right hand side obtained in such a manner one can again solve
the corresponding equation which leads to the decomposition of the second iterated solution into
Goldstone diagrams
τ2 = τ0 + τ1,1 + τ1,2 + τ1,3 + τ1,4 + τ2,1 + τ2,2 + · · · .
This process can be continued through any number of successive iteration steps. Therefore from
a diagrammatic point of view iteration schemes correspond to the summation of an infinite series
of Goldstone diagrams which represents a pair-amplitude. Therefore, if we restrict ourselves in
the following to study intermediate solutions τn, n ∈ N, within the iteration scheme, we actually
consider asymptotic properties of certain finite sums of Goldstone diagrams. In particular it is
possible to consider specific diagrams or appropriate subtotals. A possible choice for such a subtotal
of Goldstone diagrams is e.g. the finite sum of diagrams which represents the progression of an
iteration process, i.e.,
Pn := τn − τn−1 with n > 0. (1.23)
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The regularity and multi-scale features of these subtotals are especially interesting with respect to
the numerical analysis of CC theory. It is e.g. possible to study their approximation properties with
respect to systematic basis sets in appropriate function spaces.
2 Asymptotic properties of RPA diagrams
This section contains a summary of our results concerning the asymptotic properties of iterated
pair-amplitudes and certain classes of RPA diagrams. For the sake of a reader not interested in
the mathematical details of the present work it can be read independently from the rest of the
paper. The iterated pair-amplitudes can be decomposed into a finite number of Goldstone diagrams
each of them has a characteristic asymptotic behaviour near coalescence points of electrons. In the
following, let us denote by τRPA an arbitrary Goldstone diagram which contributes to an iterated
pair-amplitude τ (n). It is convenient to study iterated pair-amplitudes and Goldstone diagrams with
respect to the alternative Cartesian coordinates
x := x1, z := x1 − x2, (2.1)
which become our standard Cartesian coordinates in the remaining part of the paper. By abuse of
notation, we refer to iterated pair-amplitudes τ (n) and Goldstone diagrams τRPA either with respect
to (x1,x2) or (x, z) variables, i.e., τRPA(x1,x2) ≡ τRPA(x, z). As already mentioned before, the
focus of the present work is on asymptotic expansions of iterated pair-amplitudes and Goldstone
diagrams near coalescence points of electrons. i.e., z → 0. This will be achieved by identifying these
quantities with kernel functions of classical pseudo-differential operators. These operators provide
an algebra which enables an efficient treatment of interaction terms, in particular the nonlinear ones
as will be demonstrated below. Let the corresponding symbol of a Goldstone diagram τRPA be given
by
σRPA(x,η) :=
∫
e−izητRPA(x, z) dz.
The symbol belongs to the standard Ho¨rmander class Sp(R3×R3) if it belongs to C∞(R3×R3) and
satisfies the estimate ∣∣∣∂αx∂βησRPA(x,η)∣∣∣ . (1 + |η|)p−|β| for all x,η ∈ R3.
Here and in the following a . b means that a ≤ Cb for some constant C which is independent
of variables or parameters on which a, b may depend on. Furthermore, it belongs to the class
Spcl(R
3 × R3), p ∈ Z, of classical symbols if a decomposition
σRPA(x,η) =
N−1∑
j=0
σp−j(x,η) + σp−N (x,η) (2.2)
into symbols σp−j ∈ Sp−j(R3 × R3) and remainder σp−N ∈ Sp−N (R3 × R3) for any N ∈ N exits,
such that for λ ≥ 1 and η greater some constant, we have σp−j(x, λη) = λp−jσp−j(x,η). The
asymptotic expansion of a classical Goldstone symbol in Fourier space is related to a corresponding
asymptotic expansion of its kernel function. In the following theorem we establish the connection
between Goldstone diagrams and classical pseudo-differential operators and give a simple rule to
determine the symbol class Spcl(R
3 × R3) to which they belong. Furthermore, the theorem provides
the asymptotic expansion of a Goldstone diagram near coalescence points of electrons. Let us
distinguish in the following between smooth and singular contributions to an asymptotic expansion.
Here smooth refers to asymptotic terms which belong to C∞(R3×R3). Such terms do not cause any
difficulties for approximation schemes applied in numerical simulations. Actually, the asymptotic
6
analysis discussed below, does not provide much information concerning smooth terms, instead
it focuses on singular contributions which determine the computational complexity of numerical
methods for solving CC equations.
Theorem 1. Goldstone diagrams of RPA-CC pair-amplitudes can be considered as kernel functions
of classical pseudo-differential operators without logarithmic terms in their asymptotic expansion.
Classical symbols (2.2) corresponding to Goldstone diagrams belong to the symbol classes Spcl with
p ≤ −4. The asymptotic expansion of a Goldstone diagram τRPA with symbol σRPA ∈ Spcl, expressed
in spherical coordinates (z, θ, φ), is given by
τRPA(x, z) ∼
∑
0≤j
τp−j(x, z, θ, φ) modulo C∞(R3 × R3), (2.3)
with
τp−j(x, z, θ, φ) = zj−p−3
j−p−3∑
l=0
j−p−l even
l∑
m=−l
gj,lm(x)Ylm(θ, φ),
where functions gj,lm belong to C
∞(R3). In the following, we refer to (2.3) as the singular part of
the asymptotic expansion of a Goldstone diagram.
The symbol class of a diagram τRPA can be determined in the following manner
i) Remove all ladder insertions in the diagram.
ii) Count the number of remaining interaction lines n.
Then the corresponding symbol of the diagram τRPA belongs to the symbol class S
−4n
cl , cf. Fig. 2.
An appropriate measure of the singular behaviour of Goldstone diagrams is the so-called asymp-
totic smoothness property discussed in the following corollary, to which we refer in Section 6 where
we discuss approximation properties of these diagrams.
Corollary 1. A Goldstone diagram τRPA, with corresponding symbol in the symbol class S
p
cl, belongs
to C∞(R3 × R3 \ {0}) and satisfies the asymptotic smoothness property∣∣∣∂βx∂αz τRPA∣∣∣ . |z|−3−p−|α|−N for − 3− p− |α| −N < 0, and any N ∈ N0, (2.4)
where for |α| ≤ −3− p it has bounded partial derivatives.
According to Theorem 1, the ladder diagrams b), c) and d) in Figure 1 do not alter symbol
classes within the standard iteration scheme outlined in Section 1.2. In the standard RPA models
usually considered in the literature, cf. [47], these diagrams are neglected altogether. What remains
are the RPA diagrams e), f) and g) in Figure 1, which represent the driving terms of the iteration
scheme.
Corollary 2. The symbols of Goldstone diagrams representing the progression Pn, cf. (1.23), of the
n’th iteration step of standard RPA models, i.e. no ladder insertions, can be classified according to
the descending filtration of symbol classes
S
−4(n+1)
cl ⊃ S−4(n+2)cl ⊃ S−4(n+3)cl ⊃ · · · ⊃ S−4(2
n+1−1)
cl .
The following three sections provide the individual building blocks required for the proof of
Theorem 2.3 and its corollaries. These building blocks are finally put together in Section 5.3 for the
proof of the theorem.
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τττ
τ
a) b) c) d)
e) f) g)
Figure 1: Goldstone diagrams of the SUB-2 terms taken into account by our model. a) Coulomb
interaction (1.1). b) - d) Particle, hole and particle-hole ladder diagrams which contribute to (1.2)
and (1.3). e) Linear RPA diagram which contributes to (1.4). f), g) Nonlinear RPA diagrams,
corresponding to (1.5), direct and exchange contributions, respectively.
3 Pair wavefunctions, classical pseudo-differential operators and
wedge Sobolev spaces
It is the purpose of this section to develop some technical tools in order to deal with the asymptotic
behaviour of certain linear and nonlinear terms, cf. Section 1.2, within the RPA-CC model. Once
again, indices referring to occupied orbitals and spin degrees of freedom have been omitted.
3.1 Kernel functions and wedge Sobolev spaces
In the present work, we follow a dual approach where we either consider iterates of pair-amplitudes
as functions in so-called wedge Sobolev spaces with asymptotics, to be defined below, or as kernel
functions of classical pseudo-differential operators. At first it must be shown that the initial iterate
τ0 actually fits into this setting. Thereafter all linear and nonlinear interaction terms, cf. (1.14),
(1.15), (1.16) and (1.17), are studied and their consistency with our setting has to be proven. Under
the hypothesis that such kind of approach is actually feasible let us outline the underlying concept
in some detail.
From the point of view of singular analysis it is convenient to consider the configuration space
R6 of two electrons as a stratified manifold with embedded edge and corner singularities, cf. [19].
For this purpose let us introduce hyperspherical coordinates in R6 with radial variable
t :=
√
x21 + x
2
2 + x
2
3 + x
2
4 + x
2
5 + x
2
6. (3.1)
In these coordinates, R6 can be formally considered as a conical manifold with compact base B,
homeomorphic to S5, and embedded conical singularity at the origin, i.e.,
R6 ≡ (S5)∆ := (R+ × S5)/({0} × S5).
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... ... ... ...
Figure 2: Stripping of ladder contributions from RPA Goldstone diagrams. Upper part: cutting-out
of particle, hole and particle-hole ladder insertions. Lower part: example of a RPA diagram with
multiple ladder insertions. The symbol of the resulting forth-order RPA diagram belongs to the
symbol class S−16cl as well as the symbol corresponding to the original diagram.
Here, the origin formally represents a higher order corner singularity, cf. [11] for further details
concerning manifolds with singularities. Due to the absence of singular electron-nuclear interactions,
however, there is no corresponding physical higher order singularity at the origin, instead it belongs
to the edge corresponding to coalescence points of electrons. Removal of this “singular” point defines
an open stretched cone
(S5)∧ := R+ × S5.
In order to avoid possible complications, let us represent the configuration space of two electrons
in the following by a “hyperspherical atlas” of at least two open sets with local hyperspherical
coordinates such that t > c, for an appropriate constant c > 0, is guaranteed with respect to any
local chart. Let us briefly discuss the singular structure on the base of the cone S5 and refer to
[19] for further details. On the base of the cone, we have a closed embedded submanifold Y which
represents the singular edge of coalescence points of electrons. The submanifold Y is homeomorphic
to S2 and there exists a local neighbourhood U on S5 which is homeomorphic to a wedge
W = X∆ × Y with X∆ := (R+ ×X)/({0} ×X),
where the base X of the wedge is again homeomorphic to S2. The corresponding open stretched
wedge is
W = X∧ × Y with X∧ := R+ ×X.
The hyperspherical coordinates associated to a wedge are defined with respect to center of mass
coordinates z1 := (z1, z2, z3) and z2 := (z4, z5, z6) with
z1 =
1√
2
(x1 − x4), z2 = 1√
2
(x2 − x5), z3 = 1√
2
(x3 − x6),
z4 =
1√
2
(x1 + x4), z5 =
1√
2
(x2 + x5), z6 =
1√
2
(x3 + x6)
and explicitly given by
z1 = t sin r sin θ1 cosφ1, z2 = t sin r sin θ1 sinφ1, z3 = t sin r cos θ1,
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z4 = t cos r sin θ2 cosφ2, z5 = t cos r sin θ2 sinφ2, z6 = t cos r cos θ2,
with t ∈ (0,∞), r ∈ (0, pi2 ], θ1, θ2 ∈ (0, pi), φ1, φ2 ∈ [0, 2pi), cf. [15] for further details. The center of
mass coordinates are related to our standard Cartesian coordinates via
x := 1√
2
(
z1 + z2
)
, z :=
√
2z1. (3.2)
According to our previous discussion, the hyperspherical radius t does not belong to the edge
variables. Instead it should be assigned to the corner singularity as a distance variable and it
is possible to specify, within the corner degenerate pseudo-differential calculus, the t-asymptotic
behaviour of solutions near t = 0. Due to the absence of a physical corner singularity at this point,
we are actually not interested in the t-asymptotic behaviour of solutions. Therefore it is reasonable
to treat t simply as yet another edge variable which makes perfectly sense if we want to study the
r-asymptotic behaviour of solutions locally near coalescence points of electrons, cf. [15] for further
details. However within the present work we also have to take care of the exit behaviour of solutions
for t → ∞. The latter is a natural consequence of the corner degenerate calculus, cf. [6]. In the
following let us apply the corner degenerate calculus in a rather formal manner to keep control of
the exit behaviour and stick to the simpler edge-degenerate calculus for actual calculations of the r-
asymptotic behaviour of solutions. In order to avoid possible confusion let us denote in the following
the edge by Y (Y ) in the corner (edge) degenerate case. With respect to hyperspherical coordinates
the edges Y and Y are represented by the coordinates (θ2, φ2) and (t, θ2, φ2), respectively.
It is a consequence of ellipticity theory in the corner degenerate case [6, 17] and of the discussion
of nonlinear interaction terms below, that iterated pair-amplitudes belong to a Schwartz-type corner
space, cf. [6],
Sγ2(R+, H∞,γ1(B)) := ω2H∞,γ2(R+, H∞,γ1(B))+ (1− ω2)S(R, H∞,γ1(B))∣∣R+ ,
where ω2 ∈ C∞0 (R+) corresponds to a cut-off function which equals 1 on a given interval [0, ),
 > 0. The range of weights γ1, γ2 appropriate for our application have been studied in [14, ?]. In
the present work, we do not consider the corner singularity, and by an appropriate choice of charts
within the atlas, pair-amplitudes belong to
S(R+, H∞,γ1(B)) := (1− ω2)S(R, H∞,γ1(B))∣∣R+ . (3.3)
Therefore, the remaining part of the Schwartz-type corner space does not enter into our discussion
and we refer to [6] for its definition and properties. The Schwartz space S(R, H∞,γ1(B)) consists of
all functions u ∈ C∞(R, H∞,γ1(B)) such that
sup
t∈R
‖P (t)Q(∂t)u‖Hs,γ1 <∞, ∀ s ∈ R,
for any polynomials P,Q, cf. [46]. The bound is given with respect to the system of norms of the
Fre´chet space H∞,γ1(B) := ∩sHs,γ1(B), where the intersection is taken with respect to the edge
Sobolev spaces
Hs,γ1(B) := ω1Wsloc
(Y,Ks,γ1P1 (X∧))+ (1− ω1)Hsloc(S0(B)),
defined on the compact base B of the cone which carries the edge-type singularity. Here ω1 is
another cut-off function, S0(B) denotes the smooth interior of the base B and Wsloc
(Y,Ks,γ1P1 ) is a
weighted wedge Sobolev space with asymptotics. For the ease of the reader, we have summarized
in Appendix A some basic definitions and properties of these spaces.
Let us consider an atlas on the configuration space of the electrons where individual charts
represent the electron pair in hyperspherical coordinates. For a given chart let us represent the
pair-amplitude in hyperspherical coordinates and define
τ˜(r, θ1, φ1, t, θ2, φ2) := ϕ(θ2, φ2)τ(r, θ1, φ1, t, θ2, φ2),
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where ϕ ∈ C∞0 (Y) belongs to an appropriate partition of unity on the edge Y ∼ S2. The pair-
amplitude can be decomposed via a cut-off function ω into a singular edge and smooth inner part
in the following way
τ˜(r, θ1, φ1, t, θ2, φ2) = ω(r)τ˜(r, θ1, φ1, t, θ2, φ2) +
(
1− ω(r))τ˜(r, θ1, φ1, t, θ2, φ2). (3.4)
Let us suppose, that the pair-amplitude near an edge
ω(r)τ˜(r, θ1, φ1, t, θ2, φ2), (3.5)
belongs to S(R+, ωW∞comp(Y,K∞,γP (X∧))) ⊂ S(R+, H∞,γ(B)) for weight data g = (γ,Θ) with
explicit asymptotic expansion
ωτ˜ ∼ ω(r)
NΘ∑
j=0
mj∑
k=0
r−pj logk r cjk(θ1, φ1)vjk(t, θ2, φ2) + hΘ(r, θ1, φ1, t, θ2, φ2) (3.6)
where cjk ∈ C∞(X), vjk ∈ S
(
R+, H∞comp(Y)
)
and hΘ ∈ S
(
R+, ωW∞comp
(Y,K∞,γΘ (X∧)))), cf. (A.2) in
Appendix A. Furthermore let us specify the weight data according to 12 < γ <
3
2 , cf. [14] with
3
2 − γ + ϑ < <pj < 32 − γ
where in particular the Taylor asymptotic type −pj = 0, 1, 2, · · · with mj = 0 (j odd) and mj = 0, 1
(j even) will be assumed. In the following we refer to this case when we mention generic weight
data or generic asymptotic type. According to our assumptions, the complementary part of the
pair-amplitude (
1− ω(r))τ˜(r, θ1, φ1, t, θ2, φ2), (3.7)
belongs to a Schwartz-type corner space S(R+, H∞,γ1(B)). For an appropriate choice of ω, we can
further restrict (3.7) to the inner part (1− ω1)H∞loc
(
S0(B)
)
.
As already mentioned before, we consider a dual approach where the pair-amplitude also repre-
sents a kernel function of a classical pseudo-differential operator. In order to express this duality let
us first define partial derivatives with respect to hyperspherical coordinates
∂X∧ :=
−r∂r∂θ1
∂φ1
 ∂Y :=
 ∂t∂θ2
∂φ2

and appropriate Cartesian coordinates, cf. (2.1),
∂x :=
∂x1∂x2
∂x3
 ∂z :=
∂z1∂z2
∂z3
 .
These derivatives are related via the linear transformation(
∂x
∂z
)
= T
(
∂X∧
∂Y
)
given by the matrix
T =

...
−
√
2
r ∂z2r
...
...
0
...
...
0
...
...√
2∂z2t
...
...√
2∂z2θ2
...
...√
2∂z2φ2
...
...
1√
2r
(
∂z2r − ∂z1r
)
...
...
1√
2
∂z1θ1
...
...
1√
2
∂z1φ1
...
...
1√
2
(
∂z1t− ∂z2t
)
...
...
− 1√
2
∂z2θ2
...
...
− 1√
2
∂z2φ2
...

,
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with
∂z1r =
|z2|
|z1|
(|z1|2 + |z2|2)
z1z2
z3
 ∂z2r = − |z1||z2|(|z1|2 + |z2|2)
z4z5
z6

∂z1θ1 = −
1
|z1|2
√
z21 + z
2
2
 −z1z3−z2z3
z21 + z
2
2
 ∂z1φ1 = 1z21 + z22
−z2z1
0

∂z1t =
1√|z1|2 + |z2|2
z1z2
z3
 ∂z2t = 1√|z1|2 + |z2|2
z4z5
z6

∂z2θ2 = −
1
|z2|2
√
z24 + z
2
5
 −z4z6−z5z6
z24 + z
2
5
 ∂z2φ2 = 1z24 + z25
−z5z4
0

Let us recall the following well known relation between kernel functions and symbols of pseudo-
differential operators, cf. [48].
Proposition 1. Given a pseudo-differential operator T with symbol σ ∈ Sm(R3 × R3) for m < 0.
The kernel function k(x, z) ∈ C∞(R3 ×R3 \ {0}) of the corresponding integral operator satisfies the
estimate
|∂βx∂αz k(x, z)| ≤ Cα,β,N |z|−3−m−|α|−N , (3.8)
for all multi indices α, β and N ≥ 0 such that 3 +m+ |α|+N > 0.
Vice versa, there exists a pseudo-differential operator T with symbol σ ∈ Sm(R3 × R3) for each
kernel function k(x, z) ∈ C∞(Rn × Rn/{0}), which satisfy the estimate (3.8) for m < 0, such that
Tf(x) =
∫
k(x,x− y) f(y) dz, for all f ∈ S. (3.9)
Remark 1. In order to determine the asymptotic type of iterative solutions and Goldstone diagrams,
we have to show that kernel functions locally correspond to functions in an edge degenerate Sobolev
space with asymptotics W∞loc(Y,K∞,γP (X∧)) and globally to functions in a corner degenerate Sobolev
space S(R+, H∞,γ1(B)) which characterizes the exit behaviour. The latter property is not part of
the standard pseudo-differential calculus and has to be imposed as an additional property, i.e., we
consider in the following kernel functions satisfying the stronger estimate
|xγ∂βx∂αz k(x, z)| ≤ Cα,β,N |z|−3−m−|α|−N , (3.10)
for all multi indices α, β, γ and N ≥ 0 such that 3 +m+ |α|+N > 0. Pseudo-differential operators
whose kernels satisfy (3.10) actually form a subalgebra within the pseudo-differential algebra.
In the following, we apply Proposition 1 to wedge Sobolev spaces with asymptotics.
Proposition 2. Given a bounded kernel function k(x, z) ∈ C∞(Rn × Rn/{0}). Let us assume
its representative in hyperspherical coordinates k˜ belongs to S(R+, ωW∞comp(Y,K∞,γP (X∧))) and is of
generic asymptotic type. There exists a pseudo-differential operator T with symbol σ ∈ S−3(R3×R3)
for the kernel function k such that (3.9) is satisfied.
Proof. Expressing derivatives with respect to hyperspherical coordinates, we get the estimates∣∣∣∂βx∂αz k(x, z)∣∣∣ . ∑
|α1|+|α2|=|α|
∑
|β1|+|β2|=|β|
|z|−|α1|
∣∣∣∂α1+β1X∧ ∂α2+β2Y k˜(r, θ1, φ1, t, θ2, φ2)∣∣∣
. |z|−|α|
∑
|α1|+|α2|=|α|
∑
|β1|+|β2|=|β|
∣∣∣∂α1+β1X∧ ∂α2+β2Y k˜(r, θ1, φ1, t, θ2, φ2)∣∣∣ ,
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where (x, z) and (r, θ1, φ1, t, θ2, φ2) are related via (3.2).
According to Proposition 1, the integral operator with kernel function k corresponds to a
pseudo-differential operator T with symbol σ ∈ S−3(R3 × R3) provided ∂αX∧∂βY k˜ for any α and
β belongs to L∞(X∧ × Y ). Let us consider for k˜ the asymptotic expansion (3.6). It is obvi-
ous from the definition that every term in the asymptotic part has bounded partial derivatives
∂αX∧∂
β
Y for any α and β. Therefore it is sufficient to consider the remainder k˜Θ which belongs to
S(R+, ωW∞comp(Y,K∞,γΘ (X∧))) with Θ = (ϑ, 0]. It follows from a standard Sobolev embedding the-
orem that ∂αX∧∂
β
Y k˜ ∈ L∞(X∧ × Y ) if it belongs to the Sobolev space H4(X∧ × Y ). Therefore it is
sufficient to show that ∂kr ∂
α
X∧∂
β
Y k˜, for k = 0, 1, . . . , 4, is square integrable for any multi indices α
and β. Let us assume w.l.o.g. ϑ < −172 , it follows
4∑
k=0
∫
X∧
∫
Y
∣∣∣∂kr ∂αX∧∂βY k˜∣∣∣2 drdxdy . 4∑
k=0
∫
X∧
∫
Y
r2−2γ˜
∣∣∣(−r∂r)k∂αX∧∂βY k˜∣∣∣2 drdxdy
< ∞
because according to our assumptions we can take γ˜ > 9 and k˜Θ belongs to S
(
R+, ωW∞comp
(
Y,K∞,γ˜(X∧))).
Remark 2. Let us further assume c00 = const. in the leading order term of the asymptotic expansion
(3.6). Hence its corresponding symbol belongs to S−∞(R3 × R3) and σ belongs to S−4(R3 × R3).
Actually if we restrict the asymptotic expansion (3.6) to j ≥ j0 > 0 with j0 odd, one gets
k˜ ∼ ω(r)
NΘ∑
j≥j0
mj∑
k=0
r−pj logk r cjk(θ1, φ1)vjk(t, θ2, φ2) + k˜Θ(r, θ1, φ1, t, θ2, φ2) =
rj0−1
ω(r) NΘ∑
j≥j0
mj∑
k=0
r−pj−j0+1 logk r cjk(θ1, φ1)vjk(t, θ2, φ2) + r−j0+1k˜Θ(r, θ1, φ1, t, θ2, φ2)
 ,
where it follows, using the same arguments as before, that the restricted kernel function corresponds
to a symbol in S−3−j0(R3 × R3).
With respect to our particular application, Proposition 2 refers to kernel functions which actually
correspond to the part of a pair-amplitude located in a neigbourhood of the edge, cf. (3.5). Linear
and nonlinear interaction terms, cf. (1.14), (1.15), (1.16) and (1.17), however, depend on the whole
pair-amplitude τ(x1,x2), x1,x2 ∈ R3. Therefore, let us also consider the complementary part (3.7)
which according to our assumptions belongs to a Schwartz-type corner space.
Proposition 3. The corresponding symbol of the kernel function (3.7) which represents the com-
plementary part of a pair-amplitude belongs to S−∞(R3 × R3).
Proof. From our previous considerations, we can derive the following estimate∣∣∣∂αX∧∂βY (1− ω)τ˜ ∣∣∣ . |z|−N ∣∣∣tN∂β1t ∂αX∧∂β2θ2,φ2(1− ω)τ˜ ∣∣∣
. |z|−N sup
t>c
∥∥∥tN∂β1t (∂αX∧∂β2θ2,φ2(1− ω)τ˜)∥∥∥Hmloc(S0(B)) (m > 52)
. |z|−N sup
t>c
∥∥∥tN∂β1t (∂αX∧∂β2θ2,φ2(1− ω)τ˜)∥∥∥Hm,γ1 (B)
. |z|−N ,
where we have used (1− ω)τ˜ ∈ S(R+, H∞,γ1(B)) and the standard Sobolev embedding Hm → L∞
for m > 52 . The estimate is valid for all N ∈ N0, and therefore the corresponding symbol of the
kernel function (3.7) belongs to S−∞(R3 × R3).
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Likewise, we can decompose the effective interaction potential (1.12)
V (2)(x1,x2) = ω(|x1 − x2|)V (2)(x1,x2) +
(
1− ω(|x1 − x2|)
)
V (2)(x1,x2),
which contributes to linear and nonlinear terms (1.14), (1.16) and (1.17). According to our assump-
tion, the second part belongs to the Schwartz class S(R3 × R3) and therefore represents a kernel
function with corresponding symbol in S−∞(R3 × R3). This can be seen from the following simple
argument. Let us first express the effective interaction potential in the canonical variables (2.1), i.e.,
V˜ (2)(x, z) ≡ V (2)(x1,x2).
and obtain the estimate
sup
x,z
{
〈z〉N
∣∣∣∂αz ∂βx(1− ω˜(|z|))V˜ (2)kl (x, z)∣∣∣} .
sup
x1,x2
β1+β2=β
{
〈x1,x2〉N
∣∣∣∂α+β1x2 ∂β2x1(1− ω˜(|x1 − x2|))V (2)kl (x1,x2)∣∣∣} <∞,
for any value of the multi indices α, β and N ∈ N0, which shows, cf. Proposition 1, that the
corresponding symbol of the effective interaction potential (1.12) belongs to S−∞(R3 × R3).
3.2 Asymptotic expansions and classical pseudo-differential operators
In order to control the asymptotic behaviour of nonlinear terms, it is necessary to stick to classical
pseudo-differential operators with symbol classes Spcl, p ∈ Z. It is convenient to rearrange the
asymptotic expansion (3.6) in order to make the transition to classical symbols more transparent.
Introducing new coordinates s1 = t sin r, s2 = t cos r and performing a Taylor expansion of the edge
function
vjk(t, θ2, φ2) =
N−1∑
i=0
1
j!s
j
1 ∂
j
s1vjk
(√
s21 + s
2
2, θ2, φ2
)∣∣∣∣
s1=0
+ sN1 gN (s1, s2, θ2, φ2),
with gN smooth in s1, s2, we arrive at an equivalent asymptotic expansion of the form
ω˜(s1)
NΘ∑
j=0
mj∑
k=0
sj1 log
k s1 cjk(θ1, φ1)v˜jk(s2, θ2, φ2) + h˜Θ(s1, s2, θ1, φ1, θ2, φ2) (3.11)
In the following, we have to represent the pair-amplitude with respect to x, z-variables. Accord-
ing to our assumption, v˜jk ∈ S
(
R+, H∞comp(Y )
)
depends only on z2. Let
v˜jk(s2, θ2, φ2) =: vˆjk(z2) = vˆjk
(√
2x− 1√
2
z
)
and perform another Taylor expansion at z = 0, i.e.,
vˆjk(z2) =
∑
|α|<n
(−1)|α|
α!2|α|/2
zα
(
∂αz2 vˆjk
)(√
2x
)
+
∑
|α|=n
zαgα(x, z),
with gα smooth in x and z. With this, we obtain another equivalent asymptotic expansion of the
form
ω˜(s1)
NΘ∑
j=0
mj∑
k=0
sj1 log
k s1 cjk(θ1, φ1)vˇjk(x) + hˇΘ(x, z) (3.12)
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Proposition 4. Given a term of the asymptotic expansion (3.12) of the pair-amplitude
τj0(x, z) := ω˜(s1)s
j
1 cj0(θ1, φ1)vˇj0(x)
Let us assume the orthogonality constraint∫ 2pi
0
∫ pi
0
cj0(θ1, φ1)Ylm(θ1, φ1) sin θ1 dθ1dφ1 = 0 for l > j. (3.13)
with respect to spherical harmonics Ylm defined on the base X of the cone. Now let the corresponding
symbol be given by
σ−3−j,0(x,η) :=
∫
e−izητj0(x, z) dz.
The symbol σ−3,0 belongs S−∞cl (R
3×R3) and σ−3−j,0, j > 0, belongs to the symbol class S−3−jcl (R3×
R3) of classical pseudo-differential operators. Furthermore, let η be represented in spherical coordi-
nates, i.e., σ−3−j,0(x,η) ≡ σ˜−3−j,0(x, η,Θ1,Φ1), these symbols satisfy the orthogonality constraints∫ 2pi
0
∫ pi
0
σ˜−3−j,0(x, η,Θ1,Φ1)Ylm(Θ1,Φ1) sin Θ1 dΘ1dΦ1 = 0 for j − l even or l > j. (3.14)
Proof. Let us introduce spherical coordinates for the covariable η, denoted by (η,Θ,Φ), and perform
an expansion of the phase factor in terms of spherical harmonics, i.e.,
e−izη = 4pi
∞∑
l=0
l∑
m=−l
(−i)ljl(ηs1)Y¯lm(θ1, φ1)Ylm(Θ,Φ),
where jl denote spherical Bessel functions. Inserting the expansion into the oscillatory integral for
the symbol and taking into account the orthogonality constraint (3.13), we get
σ−3−j,0(x,η) =
∫
e−izητj0(x, z) dz
=
j∑
l=0
(−i)lCl,j(Θ,Φ)vˇj0(x)
∫ ∞
0
jl(ηs1)ω˜(s1)s
j+2
1 ds1,
with
Cl,j(Θ,Φ) := 4pi
l∑
m=−l
Ylm(Θ,Φ)
∫ 2pi
0
∫ pi
0
cj0(θ1, φ1) Y¯lm(θ1, φ1) sin θ1 dθ1dφ1.
First let us consider the trivial case j = 0, with j0(ηs1) =
sin(ηs1)
ηs1
, we get
σ−3,0(x,η) = C0,0vˇ00(x)
1
η
∫ ∞
0
sin(ηs1)ω˜(s1)s1ds1.
For f ∈ C∞0 (R) one gets in the limit η →∞, the asymptotic expansion, cf. [7].∫ ∞
0
sin(ηs1)f(s1) ds1 ∼
∑
n≥0
even
in
ηn+1
f (n)(0). (3.15)
Obviously, one can easily extend ω˜(s1)s1 to a function f ∈ C∞0 (R) such that f (n)(0) = 0 for
n = 0, 2, . . . and therefore σ−3 belongs to S−∞cl .
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In order to treat the cases j > 0, let us apply to spherical Bessel functions, with l > 0, the
recurrence relation, cf. [1],
jl(ηs1) = −1
η
d
ds1
jl−1(ηs1) +
l − 1
ηs1
jl−1(ηs1), (3.16)
which yields∫ ∞
0
jl(ηs1)ω˜(s1)s
j+2
1 ds1 =
1
η
∫ ∞
0
(
− d
ds1
jl−1(ηs1) +
l − 1
s1
jl−1(ηs1)
)
ω˜(s1)s
j+2
1 ds1
∼ 1
η
∫ ∞
0
ω˜(s1)jl−1(ηs1)
(
l + j + 1
)
sj+11 ds1,
where we bear in mind that terms depending on derivatives of the cut-off function ω˜ only contribute
to S−∞cl . Here and in the following ∼ denotes equality modulo terms which belong to S−∞cl . After
successive application of (3.16), we get
σ−3−j,0(x,η) ∼
j∑
l=0
(−i)lCl,j(Θ,Φ)vˇj0(x) alj
ηl+1
∫ ∞
0
sin(ηs1)ω˜(s1)s
j−l+1
1 ds1
with
a0j = 1 and alj =
l−1∏
n=0
(
j + l + 1− 2n) for l > 0. (3.17)
For j − l + 1 even, ω˜(s1)sj−l+11 can be extended to a function f ∈ C∞0 (R) such that for even
n 6= j − l+ 1 we get f (n)(0) = 0 and only f (j−l+1)(0) = (j − l+ 1)! does not vanish. It then follows
from (3.15), that for j > 0, we get
σ−3−j,0(x,η) ∼ 1
ηj+3
vˇj0(x)
j−1∑
l=0
even
(−1) j−l+12 (j − l + 1)! alj Cl,j(Θ,Φ) (j odd),
and
σ−3−j,0(x,η) ∼ 1
ηj+3
vˇj0(x)
j−1∑
l=1
odd
(−1) j−l+12 (j − l + 1)! alj Cl,j(Θ,Φ) (j even),
respectively. The orthogonality constraints (3.14) are an immediate consequence of these asymptotic
relations.
Proposition 5. Given a logarithmic term of the asymptotic expansion (3.12)
τj1(x, z) := ω˜(s1)s
j
1 log s1 cj1(θ1, φ1)vˇj1(x) (j > 0),
where we assume the orthogonality constraint∫ 2pi
0
∫ pi
0
cj1(θ1, φ1)Ylm(θ1, φ1) sin θ1 dθ1dφ1 = 0 for j − l odd or l > j.
with respect to spherical harmonics Ylm defined on the base X of the cone. Now let the corresponding
symbol be given by
σ−3−j,1(x,η) :=
∫
e−izητj1(x, z) dz.
The symbol σ−3−j,1 belongs to the symbol class S
−3−j
cl of classical pseudo-differential operators.
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Proof. We literally repeat the first steps of the proof of Prop. 4, The recurrence relation (3.16) yields∫ ∞
0
jl(ηs1)ω˜(s1)s
j+2
1 log s1 ds1 =
1
η
∫ ∞
0
(
− d
ds1
jl−1(ηs1) +
l − 1
s1
jl−1(ηs1)
)
ω˜(s1)s
j+2
1 log s1 ds1
∼ 1
η
∫ ∞
0
ω˜(s1)jl−1(ηs1)
[(
l + j + 1
)
sj+11 log s1 + s
j+1
1
]
ds1
∼ 1
η
∫ ∞
0
ω˜(s1)jl−1(ηs1)
(
l + j + 1
)
sj+11 log s1 ds1.
In the last step we have used the fact that according to our orthogonality constraint only terms with
j − l even have to be taken into account and therefore any term without logarithm contributes to
S−∞cl . After successive application of (3.16) and further partial integrations, we get
σ−3−j,1(x,η) ∼
j∑
l=0
ilCl,j1(Θ,Φ)vˇj1(x)
alj
ηl+1
∫ ∞
0
sin(ηs1)ω˜(s1)s
j−l+1
1 log s1 ds1
∼ i
j
ηj+2
[ j∑
l=0
Cl,j1(Θ,Φ)vˇj1(x)alj(j − l + 1)!
] ∫ ∞
0
cos(ηs1)ω˜(s1) log s1 ds1
∼ − i
j
ηj+3
[ j∑
l=0
Cl,j1(Θ,Φ)vˇj1(x)alj(j − l + 1)!
] ∫ ∞
0
sin(ηs1)ω˜(s1)s
−1
1 ds1
∼ − i
j
ηj+3
[ j∑
l=0
Cl,j1(Θ,Φ)vˇj1(x)alj(j − l + 1)!
]
pi
2
,
with constant alj given by (3.17).
Once we have established the correspondence between pair-amplitudes and classical pseudo-
differential operators, it remains to demonstrate a similar correspondence for the effective interaction
potential V (2)(x1,x2) which is conveniently expressed in x, z-coordinates, cf. (2.1), via V˜
(2)(x, z)
Introducing canonical variables, let us perform a Taylor expansion of the orbital, i.e.,
φ(x2) = φ(x− z) =
∑
|α|≤n
(−1)|α|
α! z
α
(
∂αx1φ
)(
x
)
+Rn(x, z),
which yields the asymptotic expansion
ω(|z|)V˜ (2)(x, z) = ω(|z|) 1|z|
∑
|α|≤n
(−1)|α|
α! z
αφ′(x)
(
∂αx1φ
)(
x
)
+ R˜n(x, z)
= ω(|z|)
n∑
j=0
|z|j−1
∑
l≤j
j−l even
l∑
m=−l
Ylm(θ1, φ1)vlm(x) + R˜n(x, z), (3.18)
for later purpose expressed in spherical coordinates, where vlm belongs to the Schwartz class S(R3).
Proposition 6. The short range part of the effective interaction potential ω(|z|)V˜ (2)(x, z) represents
the kernel function of a classical pseudo-differential operator with corresponding symbol in S−2cl .
Given a term of the asymptotic expansion (3.18) of the effective interaction potential
Vj(x, z) := ω(s1)s
j−1
1
∑
l≤j
j−l even
l∑
m=−l
Ylm(θ1, φ1)vlm(x).
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The corresponding symbol is given by
ρ−2−j(x,η) :=
∫
e−izηVj(x, z) dz
∼ 1
ηj+2
Dj(Θ,Φ,x) (3.19)
with
Dj(Θ,Φ,x) := 4piij
∑
l≤j
j−l even
l∑
m=−l
Ylm(Θ,Φ)vlm(x)alj(j − l)!.
The symbol ρ−2−j belongs to the symbol class S
−2−j
cl of classical pseudo-differential operators.
Proof. Let us first establish the properties of the asymptotic terms. The following proof is essentially
a literal copy of the proof of Prop. 4. Inserting the expansion of the phase factor in terms of spherical
harmonics, we get
ρ−2−j(x,η) = 4pi
∑
l≤j
j−l even
il
[
l∑
m=−l
Y¯lm(Θ,Φ)(−1)mvl−m(x)
]∫ ∞
0
jl(ηs1)ω(s1)s
j+1
1 ds1,
where we assume the phase convention Y¯lm = (−1)mYl−m. Application of the recurrence relation
(3.16) yields ∫ ∞
0
jl(ηs1)ω(s1)s
j+1
1 ds1 ∼
alj
ηl+1
∫ ∞
0
sin(ηs1)ω(s1)s
j−l
1 ds1,
with constant alj given by (3.17). For j− l even, ω(s1)sj−l1 can be extended to a function f ∈ C∞0 (R)
such that for even n 6= j − l we get f (n)(0) = 0 and only f (j−l)(0) = (j − l)! does not vanish. From
(3.15), we finally get
ρ−2−j(x,η) ∼ 4pii
j
ηj+2
∑
l≤j
j−l even
l∑
m=−l
Y¯lm(Θ,Φ)(−1)mvl−m(x)alj(j − l)!.
It remains to show that the corresponding symbol of the remainder R˜n(x, z) of the asymptotic
expansion (3.18) actually belongs to the symbol class S−3−ncl . For this let us consider another
asymptotic expansion with n˜ > n of the orbital φ(x). It can be shown, cf. Prop. 4.3.2 [4], that its
remainder satisfies the estimate
‖Rn˜(x, ·)‖L∞(B) . dn˜−
1
2 ‖φ(x, ·)‖Hn˜+1(B),
where B represents a ball with radius d and center at the origin. The corresponding remainder
R˜n˜(x, z) of the asymptotic expansion (3.18) therefore satisfies the estimates∣∣∣∂βx∂αz R˜n˜(x, z)∣∣∣ . |z|− 32 +n˜−|α|
which according to Proposition (1) corresponds to the fact that its symbol belongs to the symbol
class S
− 3
2
−n˜
cl . This is sufficient for our purposes, let us just take n˜ = n + 2 and observe that the
symbol of R˜n˜(x, z)− R˜n(x, z) belongs to the symbol class S−3−ncl .
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3.3 Kernel functions of classical pseudo-differential operators
The iterative solution of the RPA-CC equation requires the solution of Eq. 1.20 in each iteration
step, where the RPA terms on the right hand side will be identified with kernel functions of classical
pseudo-differential operators. Concerning the general properties of classical pseudo-differential op-
erators we refer to [11], and to [26] for a discussion of asymptotic properties of their kernel functions.
The asymptotic expansion of the kernel functions corresponds to the decomposition of the symbols
into homogeneous parts. In order to obtain a kernel function from a homogeneous symbol it is
necessary to apply an appropriate regularization technique at η → 0, cf. [5, 12, 13], which gives rise
to logarithmic terms in t their asymptotic expansions. Let us briefly recall where the logarithmic
terms in the kernel functions come from.
Proposition 7. Given a homogeneous symbol σp−j from the asymptotic expansion (2.2) of a classical
symbol σp ∈ Spcl(R3,R3), with p < −3. Let us assume that for η greater some constant it has the
form
σp−j(x,η) =
1
ηp+j
j∑
l=0
l∑
m=−l
wj,lm(x)Ylm(Θ,Φ).
Now let the corresponding kernel function be given by the oscillatory integral
kp−j(x, z) :=
∫
eizησp−j(x,η)d¯z,
which, by assumption, is absolutely convergent. The singular part of the kernel function is then
given by
kp−j(x, z) ∼ ω˜(s1)sj−p−31
j−p−3∑
l=0
(j−p−l even)
l∑
m=−l
w˜j,lm(x)Ylm(θ, φ),
kp−j(x, z) ∼ ω˜(s1)sj−p−31 log s1
j∑
l=0
(j−p−lodd)
l∑
m=−l
w˜j,lm(x)Ylm(θ, φ),
where ∼ denotes equality modulo terms which belong to C∞(R3,R3).
Proof. The proof is a simple consequence of Props. (4) and (5), where we have to replace j by
j − p − 3. The homogeneous symbols considered in these Propositions equal the present symbol
modulo symbols in S−∞cl (R
3,R3) which correspond to C∞(R3,R3) kernel functions. By taking
multiplicative constants, it is therefore straightforeward to adjust w˜j,lm(x) such that the calculations
in the proofs of Props. (4) and (5) lead to our homogeneous symbol σp−j(x,η) modulo symbols in
S−∞cl (R
3,R3).
Proposition 8. The kernel function kp−N corresponding to the remaining symbol σp−N of the
asymptotic expansion (2.2) belongs modulo a smooth part to all wedge Sobolev spacesW∞loc(Y,K∞,γ˜(X∧))
with weight γ˜ < −32 +N − p. If kp−N furthermore satisfies (3.10) it belongs modulo a smooth part
to the corresponding Schwartz spaces S(R+, H∞,γ˜(B)).
Proof. Before studying regularity in weighted wedge Sobolev spaces, it is necessary to adjust the
kernel function such that it vanishes to certain order at z→ 0. This can be achieved by subtracting
a smooth kernel function, i.e. a polynomial times a cut-off function from it. In order to achieve a
fairly optimal behaviour, we make use of polynomial approximation in Sobolev spaces, cf. [4]. On a
ball B˜ of radius d centered at the origin one gets the decomposition
kp−N (x, z) = Qp−N (x, z) +Rmp−N (x, z), (3.20)
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with Qp−N a polynomial of degree less than m in z with coefficients which are smooth functions in
x. It can be shown, cf. Prop. 4.3.2 [4], that the remainder satisfies the following estimate
‖Rmp−N (x, ·)‖L∞(B˜) . dm−
3
2 ‖kp−N (x, ·)‖Hm(B˜).
In order to estimate the Sobolev regularity of the kernel function let us consider the estimate
‖kp−N (x, ·)‖Hs(B˜) = .
∫ R3
|〈η〉sσp−N (x,η)|2 dη
.
∫ R3
〈η〉2s〈η〉2p−2Nη2dη
< ∞ for s < −12 − p+N,
which means that kp−N (x, ·) belongs to Hs(B˜) for s < −12 − p+N . In the following, we will need
the Sobolev regularity of the remainder and of its mixed partial derivatives. The latter also follows
from the previous estimate by a slight modification of the arguments, which shows that ∂βx∂
α
zRp−N
belongs to Hs(B˜) for s < −12 − |α| − p+N and we can take m = −1− |α| − p+N .
According to our previous discussion, let us consider in the following a modified kernel function
k˜p−N (x, z) := Rmp−N (x, z),
which satisfies the estimates∣∣∣∂βx∂αz k˜p−N (x, z)∣∣∣ .
{
|z|− 52−|α|−p+N for |α| ≤ −3− p+N
|z|−3−|α|−p+N for |α| > −3− p+N . (3.21)
In order to show that it belongs to the wedge Sobolev space W∞loc(Y,K∞,γ˜(X∧)) with weight γ˜, we
have to consider the system of weighted local semi norms
‖k˜p−N‖α,β :=
∫
X∧
∫
Y
r2−2γ˜
∣∣∣σ(r)φ(y)∂αX∧∂βY k˜p−N ∣∣∣2 drdxdy.
Partial derivatives in hyperspherical coordinates can be estimated by partial derivatives in Cartesian
coordinates via the estimate∣∣∣∂αX∧∂βY k˜p−N ∣∣∣ . sup
α=α1+α2
β=β1+β2
r|α|+|β2|
∣∣∣∂α1+β1x ∂α2+β2z kp−N ∣∣∣
. sup
α=α1+α2
r|α1|−3−p+N
. r−3−p+N ,
where we used (3.21) and
∂X∧x = O(r), ∂Y x = O(1), ∂X∧z = O(r), ∂Y z = O(r).
Now we can easily estimate the wedge Sobolev norm
‖k˜p−N‖α,β .
∫
suppσ
r2−2γ˜r−6−2p+2Ndr
< ∞ for γ˜ < −32 +N − p.
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Let us finally show that it also belongs to the corresponding Schwartz spaces S(R+, H∞,γ˜(B))
if it satisfies (3.10). Here we have to consider the system of weighted local semi norms
‖k˜p−N‖α,β,n := sup
t>c>0
∫
X∧
∫
Y
r2−2γ˜
∣∣∣σ(r)φ(y)tn∂αX∧∂βY k˜p−N ∣∣∣2 drdxdy.
The previous estimate of partial derivatives in hyperspherical coordinates can be modified according
to
sup
t>c>0
∣∣∣tn∂αX∧∂βY k˜p−N ∣∣∣ . sup
α=α1+α2
β=β1+β2
r|α|+|β2|
∣∣∣[max{|x|, |z|}]n+|α|+|β|∂α1+β1x ∂α2+β2z k˜p−N ∣∣∣
. sup
α=α1+α2
r|α1|−3−p+N
. r−3−p+N ,
from which we obtain as before
‖k˜p−N‖α,β,n <∞ for γ˜ < −32 +N − p.
Corollary 3. If a kernel function kp which corresponds to a symbol in S
p
cl(R
3×R3) satisfies (3.10)
it belongs modulo a smooth part to the Schwartz spaces S(R+, H∞,γ˜(B)) with γ˜ < −32 − p.
4 Asymptotic properties of RPA type interactions
Based on the results of the previous section for individual building blocks of the RPA interaction
terms, we can now classify these terms either as kernel functions of classical pseudo-differential
operators or in the framework of singular analysis. Since we are now considering a real physical
model, we reintroduce indices of occupied orbitals in our formulas. However, we still ignore spin
degrees of freedom.
Lemma 1. Given a pair-amplitude τkl which belongs to the Schwartz space S
(
R+, H∞,γP (B)
)
,
cf. (3.3). Let the corresponding symbol be given by
σik(x,η) :=
∫
e−izητik(x, z) dz.
The symbol σik belongs to the symbol class S
−4
cl (R
3 × R3) of classical pseudo-differential operators
and can be asymptotically represented by “homogeneous” symbols
σik(x,η) ∼
∑
0≤j
σik,−4−j(x,η),
which means that for λ ≥ 1 and η greater some constant, we have
σik,−4−j(x, λη) = λ−4−jσik,−4−j(x,η).
Furthermore, let η be represented in spherical coordinates, i.e., σik,−4−j(x,η) ≡ σ˜ik,−4−j(x, η,Θ1,Φ1),
these symbols satisfy the orthogonality constraints∫ 2pi
0
∫ pi
0
σ˜ik,−4−j(x, η,Θ1,Φ1)Ylm(Θ1,Φ1) sin Θ1 dΘ1dΦ1 = 0 for j − l odd or l > j. (4.1)
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Proof. This is an immediate consequence of the asymptotic expansion (3.11) and Propositions 3 and
4.
Lemma 2. Let the corresponding symbols of an effective interaction potential V
(2)
kj (x1,x2) ≡ V˜ (2)kj (x, z)
be given by
ρkj(x,η) :=
∫
e−izηV˜ (2)kj (x, z) dz.
The symbol ρkj belongs to the symbol class S
−2
cl (R
3 × R3) of classical pseudo-differential operators
and can be asymptotically represented by “homogeneous” symbols
ρkj(x,η) ∼
∑
n≥0
ρkj,−2−n(x,η),
which means that for λ ≥ 1 and η greater some constant, we have
ρkj,−2−n(x, λη) = λ−2−jσkj,−2−n(x,η).
Furthermore, let η be represented in spherical coordinates, i.e., V
(2)
kj (x,η) ≡ V˜ (2)kl,j(x, η,Θ1,Φ1), the
asymptotic symbols satisfy the orthogonality constraints∫ 2pi
0
∫ pi
0
ρ˜kl,−2−n(x, η,Θ1,Φ1)Ylm(Θ1,Φ1) sin Θ1 dΘ1dΦ1 = 0 for n− l odd or l > n. (4.2)
Proof. This is an immediate consequence of the asymptotic expansion (3.18), Proposition 6 and the
discussion following Proposition 3.
With this, the RPA term (1.4) becomes∫
τik(x1,x3)V
(2)
kj (x3,x2) dx3 =
∫ (∫
ei(x1−x3)ησik(x1,η)d¯η
)(∫
ei(x3−x2)η˜ρkj(x3, η˜)d¯η˜
)
dx3
=
∫
ei(x1−x2)ησik ◦ ρkj(x1,η)d¯η,
where the composite symbol
σik ◦ ρkj(x1,η) :=
∫∫
ei(x1−x3)(η˜−η)σik(x1, η˜)ρkj(x3,η)d¯η˜ dx3
can be represented by the asymptotic Leibniz product
σik ◦ ρkj(x1,η) ∼
∑
α
1
(2pii)|α|α!
(
∂αησik
)
(x1,η)
(
∂αx1ρkj
)
(x1,η), (4.3)
which means that the difference
σik ◦ ρkj(x1,η)−
∑
|α|>N
1
(2pii)|α|α!
(
∂αησik
)
(x1,η)
(
∂αx1ρkj
)
(x1,η),
belongs to the Symbol class S−6−Ncl (R
3 × R3). Finally, let us consider the RPA term (1.5), which
becomes ∫∫
τik(x1,x3)V
(2)
[k,l](x3,x4)τlj(x4,x2) dx3dx4
=
∫ (∫
ei(x1−x4)ησik ◦ ρ[k,l](x1,η)d¯η
)(∫
ei(x4−x2)η˜σlj(x4, η˜)d¯η˜
)
dx4
=
∫
ei(x1−x2)ησik ◦ ρ[k,l] ◦ σlj(x1,η)d¯η,
22
with ρ[k,l] := ρkl− ρkl, where the associativity of the Leibniz product has been used in the last step.
To simplify our notation let us define
σRPAij,−6 :=
∑
k
σik ◦ ρkj , σRPAij,−10 :=
∑
k,l
σik ◦ ρ[k,l] ◦ σlj , (4.4)
both symbols represent classical pseudo-differential operators with “homogeneous” symbols which
satisfy certain orthogonality constraints stated in the following lemma.
Lemma 3. The composite symbols σRPAij,−6 and σ
RPA
ij,−10 belong to S
−6
cl and S
−10
cl , respectively. They
have asymptotic expansions
σRPAij,p (x1,η) ∼
∑
0≤n
σRPAij,p−n(x1,η), p = −6,−10
with “homogeneous” symbols which satisfy
σRPAij,p−n(x1, λη) = λ
p−nσRPAij,p−n(x1,η), p = −6,−10
for λ ≥ 1 and η greater some constant. Furthermore, let η be represented in spherical coordi-
nates, i.e., σ˜RPAp−n (x1, η,Θ1,Φ1) ≡ σRPAp−n (x1,η), p = −6,−10, these symbols satisfy the orthogonality
constraints∫ 2pi
0
∫ pi
0
σ˜RPAij,p−n(x, η,Θ1,Φ1)Ylm(Θ1,Φ1) sin Θ1 dΘ1dΦ1 = 0 for n− l odd or l > n. (4.5)
Proof. The proof is given for the symbol σRPAij,−6 and is completely analogous for σ
RPA
ij,−12. According
to our orthogonality constraints (4.1), (4.2), we get the asymptotic decompositions
σik,−4−j(x,η) ∼
∑
l≤j
j−l even
l∑
m=−l
1
ηj+l+4
vj,lm(x)Zlm(η),
ρik,−2−j(x,η) ∼
∑
l≤j
j−l even
l∑
m=−l
1
ηj+l+2
wj,lm(x)Zlm(η),
where Zlm denotes the homogeneous polynomial associated to a spherical harmonic function, i.e.,
Zlm(η) ≡ ηlYlm(Θ1,Φ1). To get a better understanding of the asymptotic behaviour of the Leibniz
product, let us consider the effect of η derivatives on the “homogeneous” symbols σik,−4−j(x,η) a
little closer. Taking partial derivatives ∂a, a = 1, 2, 3, one gets
∂ηaσik,−4−j(x,η) ∼
∑
l≤j
j−l even
l∑
m=−l
(
−j + l + 4
ηj+l+6
vj,lm(x)ηaZlm(η) +
1
ηj+l+4
vj,lm(x)∂aZlm(η)
)
,
and by taking into account the following decompositions
ηaZlm(η) =
∑
l′≤l+1
l+1−l′ even
l′∑
m′=−l′
cl′m′η
l+1−l′Zl′m′(η),
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∂aZlm(η) =
∑
l′≤l−1
l−1−l′ even
l′∑
m′=−l′
c˜l′m′η
l−1−l′Zl′m′(η),
it can be written as
∂ηaσik,−4−j(x,η) ∼
∑
l≤j+1
j+1−l even
l∑
m=−l
1
ηj+l+5
v˜j,lm(x)Zlm(η)
∼ 1
ηj+5
∑
l≤j+1
j+1−l even
l∑
m=−l
v˜j,lm(x)Ylm(Θ1,Φ1).
Therefore, taking a partial derivative decreases the degree of homogeneity by one but preserves the
orthogonality constraints. By induction, we get
∂αη σik,−4−j(x,η) ∼
1
ηj+4+|α|
∑
l≤j+|α|
j+|α|−l even
l∑
m=−l
v˜j,lm(x)Ylm(Θ1,Φ1).
Let us consider the product
∂αη σin,−4−j(x,η)∂
α
xσnk,−2−j′(x,η)
∼ 1
ηj+j′+6+|α|
∑
l≤j+|α|
j+|α|−l even
∑
l′≤j′
j′−l′ even
l∑
m=−l
l′∑
m′=−l′
v˜j,lm(x)∂
α
x w˜j′,l′m′(x)Ylm(Θ1,Φ1)Yl′m′(Θ1,Φ1)
∼ 1
ηj+j′+6+|α|
∑
L≤j+j′+|α|
j+j′+|α|−L even
L∑
M=−L
u˜jj′α,LM (x)YLM (Θ1,Φ1),
where we used the product formula
Ylm(Θ1,Φ1)Yl′m′(Θ1,Φ1) =
∑
L≤l+l′
l+l′−L even
L∑
M=−L
Clm,l′m′,LMYLM (Θ1,Φ1)
together with the orthogonality constraints (4.1) where all possible combinations are listed in Table
4. The orthogonality constraints (4.5) are an immediate consequence of the Leibniz product formula
(4.3).
5 Application of singular analysis to CC theory
In Section 4 we have studied the asymptotic type of the right hand side of Eq. (1.20) provided
τn belongs to a certain generic asymptotic type which has been specified before, cf. Section 3.1.
What remains is the actual solution step which can be studied via an asymptotic parametrix and
corresponding Green operator according to the general scheme outlined in Section 1.2. Concerning
a general presentation of the underlying theory of pseudo-differential operators on manifolds with
singularities, we refer to the monographs [11, 27, 45].
24
Table 1: Orthogonality constraints for spherical harmonics of the Leibniz product (4.3).
j + |α| j′ l l′ j + j′ + |α| L
odd odd odd odd even even
odd even odd even odd odd
even odd even odd odd odd
even even even even even even
In the following, we want to consider an asymptotic parametrix for shifted edge degenerate
Hamiltonian operators
Aedge := Hedge − λ, λ ∈ R (5.1)
representing a (non) interacting electron pair. In ordinary Cartesian coordinates such Hamiltonians
are of the form
Hedge = −12
(
∆1 + ∆2
)
+ V (x1,x2)
where the potential term V includes one and possibly two particle interactions to be specified below.
Expressed in our hyperspherical coordinates the Hamiltonian becomes
Hedge = r
−2
[
− 1
2t2
(−r∂r)2 − h(r)
2t2
(−r∂r)− 1
2
(r∂t)
2 − 5r
2t
(r∂t)
− 1
2t2 cos2 r
(r∂θ2)
2 − rctan θ2
2t2 cos2 r
(r∂θ2)−
1
2t2 sin2 θ2 cos2 r
(r∂φ2)
2
− r
2
2t2 sin2 r
∆X1 +
r
t
vedge
]
(5.2)
with
h(r) := 1 + 2r tan r − 2r ctan r,
which means that the hyperradius t is actually treated as yet another edge variable. It should
be mentioned, that the potential part vedge is smooth with respect to r up to r = 0. The latter
assumption is crucial for the singular pseudo-differential calculus to be applicable. It has been shown
in Ref. [15] that this is actually the case for common Coulomb potentials.
5.1 Asymptotic parametrices for edge degenerate Hamiltonians
In Ref. [15], we have derived an asymptotic parametrix for the Hamiltonian (5.2) modulo Green
operators in L0G(M, g). This actually represents the penultimate step in the asymptotic parametrix
construction discussed in Ref. [20], cf. Corollary 2.24 and Theorem 2.26 therein. For our purposes
it is sufficient to stop at this point because it already provides us with the desired insight into the
asymptotic behaviour of iterated pair-amplitudes near coalescence points of electrons. Furthermore
we want to mention that the construction of the parametrix involves a regularization step, cf. Ap-
pendix A in Ref. [15] for further details. This is justified because we apply the parametrix and Green
operator to functions which belong to W∞loc
(
Y,K∞,γ((S2)∧)). For the right hand side of (1.20) this
follows from our discussion in Section 4 and according to standard regularity theory, cf. [11, 45],
this also follows for the iterated pair-amplitude τn+1.
A parametrix P of a shifted edge degenerate Hamiltonian operator (5.1) belongs to a class of
singular pseudo-differential operators which can be written in the general form
P =
∑
i
σ′ϕi Opy(p)ϕ
′
iσ˜
′ + (1− σ′)Pint(1− σˆ′), (5.3)
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with p ∈ R−2(Y×R3,g) and given cut-off functions σˆ′ ≺ σ′ ≺ σ˜′. In order to calculate the parametrix
it is convenient to make the following ansatz for the parameter dependent Mellin pseudo-differential
operator
p(y, η) = ω′1,ηr
2pM (y, η)ω
′
0,η + (1− ω′1,η)r2pψ(y, η)(1− ω′2,η), (5.4)
with cut-off functions ω′2, ω′1, ω′0 satisfying ω′2 ≺ ω′1 ≺ ω′0 where we write ωη(r) := ω([η]r); here [η] is
any fixed strictly positive function in C∞(R3) such that [η] = |η| for η ≥  for some  > 0. For the
parameter dependent Mellin part pM let us assume an asymptotic Mellin expansion
pM (y, η) := op
γ−3
M (a
(−1)
0 )(y, η) + r op
γ−3
M (a
(−1)
1 )(y, η) + r
2 opγ−3M (a
(−1)
2 )(y, η) + . . . ,
where the Mellin pseudo-differential operators are of the form
opγ−3M (a
(−1)
i )(y, η)u(r) =
∫
R
∫ ∞
0
(r/r′)−(7/2−γ+iρ)a(−1)i (r, r
′, 7/2− γ + iρ, y, η)u(r′)dr′/r′d¯ρ,
d¯ρ = (2pi)−1dρ, with Mellin amplitude function a(−1)i (r, r
′, z, y, η), i = 0, 1, 2, . . . , taking values in
L−2cl (X; Γ1/2−γ × R6). This expression has to be interpreted as a Mellin oscillatory integral and
representing a family of operators
C∞0 (R+, C∞(X))→ C∞(R+, C∞(X)).
in L−2cl (X
∧;R6). According to Remark 3 in [15], we ignore the second term of (5.4) in the fol-
lowing considerations. By a slight modification of the standard notation we incorporate into pM
contributions from R−2M+G(Y × R3,g) as well.
The operator valued meromorphic symbols of the parametrix have asymptotic expansions
a
(−1)
0 ∼ −2t2
(
1
h0
+
r2C0
h0
(
h0 − 2(2w − 7)
) − rP1,1
h0
(
h0 − 2(2w − 7)
) − r2 2
h0
(
h0 − 2(2w − 7)
) + · · ·)
a
(−1)
1 ∼ −2t2
(
2tZ1
h0
(
h0 − (2w − 6)
) + irC1
h0
(
h0 − 2(2w − 7)
) − r 10
h0
(
h0 − 2(2w − 7)
) + · · ·)
a
(−1)
2 ∼ −2t2
(
(2tZ1)
2(
h0 − 2(2w − 7)
)(
h0 − (2w − 6)
)
h0
− 1
3
8(w − 2) + ∆S2 − 6tZ2(
h0 − 2(2w − 7)
)
h0
+ · · ·
)
with operator valued holomorphic symbol
h0 = (w − 2)2 − (w − 2) + ∆S2 (5.5)
and C0 := t
2τ2 + Θ22 +
Φ22
sin2 θ2
, C1 := −5tτ − cot θ2Θ2 and P1,1 := 4it(rτ), cf. [15]. The potential
V enters into the asymptotic parametrix via the parameters Z1, Z2, which can be derived from its
representation in hyperspherical coordinates
V =
1
tr
vedge(r, θ1, φ1, θ2, φ2)
where vedge is smooth with respect to r up to r = 0. With this, the coefficients are given by
Z1 := vedge(0, θ1, φ1, θ2, φ2), Z2 := −tE + ∂rvedge(0, θ1, φ1, θ2, φ2).
Within the present work, we consider a non interacting Hamiltonian, cf. (1.1), i.e.
Aedge := f1 + f2 − i − j
and assume a potential of the form
V (x1,x2) = v1(x1) + v2(x2) := vC(x1) + vH(x1) + vx(x1) + vC(x2) + vH(x2) + vx(x2),
which consists of a Coulomb, Hartree and local exchange part. In this case Z1 becomes zero.
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5.2 Asymptotic properties of iterated pair-amplitudes
Let us first consider the asymptotic behaviour of first-order Møller-Plesset pair-amplitudes near the
electron-electron cusp. Applying the asymptotic parametrix to the left of Eq. (1.1) yields
τij = −G(ij)l τij − P (ij)Q
1
|x1 − x2|Ψ
(1)
ij . (5.6)
The asymptotic expansion of the Green operator has been given in Ref. [15]. For the sake of the
reader, we recapitulate the main result.
Theorem 2. The Green operator g ∈ R0G(Y × R3, g), for weight 12 < γ < 32 , has a leading order
asymptotic expansion of the form
guˆ(y, η) = σ′2t2
[(
1 + rtZ1 + r
2
(−2 + 13(tZ1)2 + 13 tZ2))P0Q0,1(uˆ)(y, η)
+16r
2P0Q0,2(uˆ)(y, η) +
(
1
3r +
1
6 tZ1r
2
)P1Q1,1(uˆ)(y, η)
+ 15r
2P2Q2,1(uˆ)(y, η)− 130r2P2Q2,2(uˆ)(y, η)
]
+O(r3) (5.7)
where ϕu ∈ W∞comp
(
Y,K∞,γ((S2)∧)) and uˆ(r, φ1, θ1, η) := Fy→ηφiu(r, φ1, θ1, y). Here, Pl, l = 0, 1, 2, . . . ,
denote projection operators on subspaces which belong to eigenvalues −l(l+1) of the Laplace-Beltrami
operator on S2.
For explicit expressions of the terms Qn,m(uˆ)(y, η) depending on edge variables and covariables,
we refer to Ref. [15]. Let us first consider the case of relative angular momentum l = 0, where we
have the asymptotic expansion
P0G(ij)l τij(r, y) =
∫
eiyηP0gij(y, η)τˆij(η)d¯η
= σ′2t2
∫
eiyηP0Q0,1(τˆij)(y, η)d¯η +O(r2),
with∫
eiyηQ0,1(τˆij)d¯η =
∫
eiyηM
(
opγ−1M (h
(0)
1 )σ˜τˆij
)
(0)d¯η +
∫
eiyηM
(
σ˜′σ opγ−1M (aMP1)σ˜τˆij
)
(0)d¯η,
depending on the Mellin symbols h
(0)
1 (ω) :=
1
2t2
(w2−w) and aMP1(ω), the latter denotes the symbol
of the Hamiltonian in first-order Møller-Plesset perturbation theory. We note that∫
eiyηM
(
σ˜′σ opγ−1M (aMP1)σ˜τˆij
)
(0)d¯η = M
(
σ˜′σr2(−12∆1 + v1 − 12∆2 + v2 − εi − εj)σ˜τij
)
(0)
= −M(σ˜′σr2Q 1|x1 − x2|Ψ(1)ij )(0)
= −M(σ˜′σQ 1|x1 − x2|Ψ(1)ij )(2),
which is due to the fact that the Mellin operator can be expressed as a local differential operator,
with cut-off functions σ˜′σ ≺ σ˜, such that
(−12∆1 + v1 − 12∆2 + v2 − εi − εj)τij = Q 1|x1 − x2|Ψ(1)ij ,
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is satisfied on the support of σ˜′σ. The remaining term becomes∫
eiyηM
(
opγ−1M (h
(0)
1 )σ˜τˆij
)
(0)d¯η = M
(
opγ−1M (
1
2t2
(w2 − w))σ˜τij
)
(0)
= 1
2t2
(w2 − w)M(σ˜τij)
∣∣
w=0
= 1
2t2
∫ ∞
0
rw−1
[
(−r∂r)2(σ˜τij)− (−r∂r)(σ˜τij)
]∣∣∣∣
w=0
dr
= 1
2t2
∫ ∞
0
[
∂r
(
r∂r(σ˜τij)
)
+ ∂r(σ˜τij)
]
dr
= − 1
2t2
τij |r=0 .
It remains to calculate the action of the parametrix on the right hand side, i.e.,
−P (ij)Q 1|x1 − x2|Ψ
(1)
ij ∼ −σOpy(pM )σ′Q
1
|x1 − x2|Ψ
(1)
ij
∼ −σr2 opγ−3M (−2t2h−10 )σ′Q
1
|x1 − x2|Ψ
(1)
ij
∼ σr22t2M−1Γ
1
(w − 2)(w − 3)M
(
σ′Q
1
|x1 − x2|Ψ
(1)
ij
)
(w).
Since 12 < γ <
3
2 , the integration has to performed along a line Γ, parallel to the complex axis, with
2 < <Γ < 3. The right hand side satisfies
Q
1
|x1 − x2|Ψ
(1)
ij =
1√
2rt
Ψ
(1)
ij
∣∣∣
r=0
+O(r0),
which means that the poles of its Mellin transform
M
(
σ˜′Q
1
|x1 − x2|Ψ
(1)
ij
)
(w) (5.8)
are located at integer values w0 ≤ 1. Therefore it is convenient to choose integration contours,
depicted in Fig. 3, such that the whole expression splits into
−P (ij)Q 1|x1 − x2|Ψ
(1)
ij ∼ σ′r22t2
∮
Γ1
r−w
(w − 2)(w − 3)M
(
σ˜′Q
1
|x1 − x2|Ψ
(1)
ij
)
(w) d¯w (5.9)
+σ′r22t2
∮
Γ2
r−w
(w − 2)(w − 3)M
(
σ˜′Q
1
|x1 − x2|Ψ
(1)
ij
)
(w) d¯w
∼ 12σ′(
√
2rt) Ψ
(1)
ij
∣∣∣
r=0
− 2t2σ′M
(
σ˜′Q
1
|x1 − x2|Ψ
(1)
ij
)
(2).
The last term cancels with the corresponding term from the Green operator, yielding the asymptotic
expansion
P0τij ∼ τij |r=0 + 12(
√
2rt) Ψ
(1)
ij
∣∣∣
r=0
+O(r2).
In the same manner it is possible to calculate higher order contributions. With increasing order in
r, the poles of the parametrix are shifted to the right. Again no overlap appears between the poles
of the parametrix and the poles of (5.8), cf. [15] for further details. Therefore no logarithmic terms
enter into the asymptotic expansion of the pair-amplitude.
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Γ2Γ1 Γ
Figure 3: Contours of integration used in Eq. (5.9). Dots and crosses indicate poles of the mero-
morphic function (5.8) and (5.5), respectively.
Similar calculations can be performed for higher angular momentum values l as well. Generally,
poles of the parametrix are at 3 +m+ l and 2 +m− l, with m = 0, 1, 2, . . ., The second one moves
to the left, however there is no coalescence with poles of (5.8) because of
PlQ 1|x1 − x2|Ψ
(1)
ij = O(rl−1),
which means that the poles are located at 1 − l − n, with n = 0, 1, 2, . . . Inclusion of the ladder
terms (1.2) and (1.3) on the right hand side does not substantially alter the previous discussion,
cf. Propositions 7, 8 and Lemma 3, leading to similar conclusions. Even so if we add the remaining
RPA terms to the right hand side these conclusions remain true. Let us summarize our considerations
in the following lemmas concerning iterated pair-amplitudes.
Lemma 4. The iterated pair-amplitudes τn, n = 0, 1, 2, . . . of the RPA-CC equation or any other
related model, represented in hyperspherical coordinates τ˜n belong to S
(
R+, H∞,γ1P (B)
)
and are of
the generic asymptotic type without logarithmic terms.
Lemma 5. Acting with the parameterix P (ij) on the RPA interactions (1.4) and (1.5) corresponds
to a mapping of the symbols σRPAij,−6 and σ
RPA
ij,−10, cf. (4.4), from the symbol classes S
−6
cl and S
−10
cl
into S−8cl and S
−12
cl , respectively. This mapping preserves the orthogonality constraint (4.5) with
p = −8,−12.
5.3 Proof of the main theorem
The proof of Theorem 1 and its Corollaries 1 and 2 is a simple consequence of Lemmas 1, 2, 3, 4 and
5. The statements of the theorem follow from these lemmas by resolving the iterated pair-amplitudes
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into Goldstone diagrams and taking into account well known properties of the calculus of classical
pseudo-differential operators.
6 Besov regularity of RPA diagrams
In Section 2 we have shown that RPA diagrams can be considered within the algebra of classical
pseudo-differential operators. The correspondence between classical symbols and kernel functions,
cf. Proposition 1, enables us to study the asymptotic behaviour of RPA diagrams near coalescence
points of electrons and to study adaptive approximation schemes like best N -term approximation in
hierarchical wavelet bases. Previous results, presented in Ref. [18], on the best N-term approximation
of two-particle correlation functions of Jastrow factors can be literally transfered to pair-amplitudes.
What remains is a corresponding discussion for general RPA diagrams related to their symbol class.
This is of potential interest with respect to the numerical simulation of RPA models. Let us just
mention Corollary 2, where it has been shown how the symbol classes of RPA diagrams in iterative
remainders vary with respect to the number of iteration steps.
The concept of best N -term approximation belongs to the realm of nonlinear approximation
theory. For a detailed exposition of this subject we refer to Ref. [10]. Loosely speaking, we consider
for a given basis {ζi : i ∈ Λ} the best possible approximation of a function f in the nonlinear subset
ΣN which consists of all possible linear combinations of at most N basis functions, i.e.,
ΣN :=
{∑
i∈∆
ci ζi : ∆ ⊂ Λ,#∆ ≤ N, ci ∈ R
}
. (6.1)
Here, the approximation error
σN (f) := inf
fN∈ΣN
‖f − fN‖H (6.2)
is given with respect to the norm of an appropriate Hilbert space H. Best N -term approximation
spaces Aαq (H) for a Hilbert space H can be defined according to
Aαq (H) := {f ∈ H : |f |Aαq (H) <∞} with |f |Aαq (H) :=
(∑
N∈N
(
NασN (f)
)q
N−1
) 1
q
. (6.3)
It follows from the definition that a convergence rate σN (f) ∼ N−α with respect to the number of
basis functions can be achieved.
In our application, we consider anisotropic tensor product wavelets of the form
χ
(s1,s2)
j1,j2,a1,a2
(x1,x2) = γ
(s1)
j1,a1
(x1) γ
(s2)
j2,a2
(x2). (6.4)
These so called hyperbolic wavelets [9] do not loose their efficiency in higher dimensions. Each
multivariate wavelet corresponds to an isotropic tensor product of orthogonal univariate wavelets
ψ
(1)
j,a (x) := 2
j/2ψ(2jx − a) and scaling functions ψ(0)j,a (x) := 2j/2ϕ(2jx − a) on the same level of
refinement j, i.e.,
γ
(s)
j,a(x) = ψ
(s1)
j,a1
(x1)ψ
(s2)
j,a2
(x2)ψ
(s3)
j,a3
(x3) with s := (s1, s2, s3), a := (a1, a2, a3), (6.5)
Pure scaling function tensor products γ
(0)
j0,a
are included on the coarsest level j0 only. For further
details concerning wavelets, we refer to the monographs [8, 37].
Following Nitsche [40], we consider tensor product Besov spaces
B˜αq (Ω× Ω) =
{
Bα+1q (Lq(Ω))
⊗
Bαq (Lq(Ω))
}⋂{
Bαq (Lq(Ω))
⊗
Bα+1q (Lq(Ω))
}
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for bounded domains Ω ⊂ R3. These spaces are norm equivalent to weighted `q norms for anisotropic
wavelet coefficients
‖f‖qB˜αq =
∑
j1,j2≥j0
2max{j1,j2}q
(∑
s1,s2
∑
a1,a2
∣∣∣〈χ(s1,s2)j1,j2,a1,a2 , f〉∣∣∣q
)
, if α = 3q − 32 (6.6)
with 〈χ(s1,s2)j1,j2,a1,a2 , f〉 :=
∫
R3×R3
γ
(s1)
j1,a1
(x) f(x,y) γ
(s2)
j2,a2
(y) dxdy.
The norm equivalence requires a univariate wavelet ψ with p > α + 1 vanishing moments and
ψ,ϕ ∈ Bβq (Lq) for some β > α+ 1. The corresponding relation between best N -term approximation
spaces and Besov spaces is given by
Aα/3q (H
1(Ω× Ω)) = B˜αq (Ω× Ω), if α = 3q − 32 . (6.7)
The following lemma provides the Besov regularity of RPA diagrams depending on their symbol
class, and according to (6.7), anticipated convergence rates of adaptive approximation schemes. It
should be mentioned that the following bounds concerning Besov regularities are sharp and cannot
be improved. This follows from a simple argument, cf. Ref. [18, Corollary 2.4], which can be easily
adapted to the present case.
Lemma 6. Let τRPA represent a RPA Goldstone diagram with corresponding symbol in S
p
cl(R
3×R3),
p ≤ −4. Then τRPA belongs to B˜αq (Ω× Ω) for q > − 31+p and α = 3q − 32 .
Proof. The following proof is closely related to the proof of Lemma 2.1 in Ref. [18], For each
isotropic 3d-wavelet γ
(s)
j,a , we define a cube 2j,a centred at 2
−ja with edge length 2−jL, such that
supp γ
(s)
j,a ⊂ 2j,a. In order to estimate the norm (6.6) for a RPA diagram, we restrict ourselves
to wavelet coefficients with j1 ≥ j2 and |s1| = |s2| = 1. This combination of 3d-wavelet types
corresponds to the worst case where vanishing moments can act in one direction only.
We first consider the case dist(2j1,a1 ,2j2,a2) ≤ 2−j2L. In order to apply the asymptotic smooth-
ness property, c.f. Proposition 1, ∣∣∣∂βx∂αz τRPA∣∣∣ . 1 for |α| ≤ −3− p, (6.8)∣∣∣∂βx∂αz τRPA∣∣∣ . |z|−3−p−|α| for |α| > −3− p, (6.9)
let us decompose the cube 2j2,a2 into non overlapping subcubes 2i (i ∈ ∆) with edge length 2−j1L.
The subcubes 2i with i ∈ ∆0 := {i ∈ ∆ : dist(2j1,a1 ,2i) ≤ 2−j1L} are considered separately.
Their number is #∆0 = O(1) independent of the wavelet levels j1, j2. For the remaining subcubes
2i (i ∈ ∆ \∆0) it becomes necessary to control their contributions with respect to dist(2j1,a1 ,2i)
because #(∆ \ ∆0) = O(23(j1−j2)) depends on the wavelet levels. The wavelet coefficients can be
estimated by the separate sums
∣∣∣〈χ(s1,s2)j1,j2,a1,a2 , τRPA〉∣∣∣ ≤ ∑
i∈∆0
∣∣∣∣∣
∫
2j1,a1×2i
γ
(s1)
j1,a1
(x) τRPA(x,x− y) γ(s2)j2,a2(y)dxdy
∣∣∣∣∣
+
∑
i∈∆\∆0
∣∣∣∣∣
∫
2j1,a1×2i
γ
(s1)
j1,a1
(x) τRPA(x,x− y) γ(s2)j2,a2(y)dxdy
∣∣∣∣∣ . (6.10)
For the first sum we can use the following proposition
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Proposition 9. The RPA diagram τRPA satisfies the estimate∣∣∣∣∫
R3
τRPA(x,x− y)γ(s)j,a(y)dy
∣∣∣∣ . 2−j(m−3)‖τRPA(x, ·)‖Hm(R3),
for dist(x,2j,a) ≤ 2−jL and any integer m such that m < min{−12 − p, q}.
Proof. It is an immediate consequence of the symbol estimate, see e.g. [48],∣∣∣∂βx∂αησRPA(x,η)∣∣∣ . (1 + |η|)p−|α|,
that τRPA(x, ·) belongs to the Sobolev space Hs(R3) for s < −12 − p. Similar to the proof of
Proposition 8, let us decompose the pair-amplitude into a polynomial and a singular remainder
τRPA(x, z) = Qp(x, z) +R
m
p (x, z),
with Qp a polynomial of degree less than m in z := x−y with coefficients which are smooth functions
in x. For the remainder we can achieve the following estimate, cf. Prop. 4.3.2 [4],
‖Rmp (x,x− ·)‖L∞(2j,a) . 2−(m−
3
2
)j‖Rmp (x,x− ·)‖Hm(B),
where B is a ball centered at x with radius 2−j+3L. Taking into account the normalization of the
wavelet, we obtain the desired estimate.
Suppose s1,1 = 1 for the wavelet γ
(s1)
j1,a1
, cf. (6.5), we obtain from Proposition 9 the estimate
∑
i∈∆0
∣∣∣∣∣
∫
2j1,a1×2i
γ
(s1)
j1,a1
(y) τRPA(x,x− y) γ(s2)j2,a2(x)dxdy
∣∣∣∣∣
. 2−(m+3)j12 32 j2‖τRPA(x, ·)‖Hm(R3)
.
{
2−(q+3)j12
3
2
j2 , if q < −12 − p
2(p−2)j12
3
2
j2 , if q > −12 − p
. (6.11)
The second sum can be estimated using the next proposition (see, e.g., Ref. [18] for details).
Proposition 10. Suppose the function f(x) with x ∈ R3 is smooth on the support of an isotropic
3d-wavelet γ
(s)
j,a . Then the following estimate holds∣∣∣∣∫
R3
f(x) γ
(s)
j,a(x)dx
∣∣∣∣ . 2−(p|s|+3/2)j‖∂s1px1 ∂s2px2 ∂s3px3 f‖L∞(supp γ(s)j,a) with |s| := s1 + s2 + s3.
With this and the estimates (6.8) and (6.9) for wavelets γ
(s1)
j1,a1
with q vanishing moments (i.e.,
|s1| = 1), we obtain∑
i∈∆\∆0
∣∣∣∣∣
∫
2j1,a1×2i
γ
(s1)
j1,a1
(y) τRPA(x,x− y) γ(s2)j2,a2(x)dxdy
∣∣∣∣∣
.
∑
i∈∆\∆0
2−(q+
3
2
)j12−3j12
3
2
j2‖∂qy1τRPA‖L∞(2j1,a1×2i)
. 2−(q+ 32 )j12 32 j2
∫ 2−j2+2L
2−j1L
r2−k dr .

2−(q+
3
2
)j12−(
3
2
−k)j2 , if k ≤ 2
(j1 − j2 + 1)2−( 32−p)j12 32 j2 , if k = 3
2−(
3
2
−p)j12
3
2
j2 , if k > 3
, (6.12)
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where the parameter k = 0 if q ≤ −3− p and k = 3 + p+ q otherwise.
Once we have obtained the estimates (6.11) and (6.12), it is straightforward to get an upper
bound for the contribution of anisotropic tensor products with translation parameters (a1,a2) ∈
Aj1,j2 := {(a1,a2) : dist(2j1,a1 ,2j2,a2) ≤ 2−j2L} to the norm (6.6)
∑
j1≥j2≥j0
2q˜j1
∑
(a1,a2)∈Aj1,j2
∣∣∣〈χ(s1,s2)j1,j2,a1,a2 , τRPA〉∣∣∣q˜ . ∑
j1≥j2≥j0

2−(qq˜+
q˜
2
−3)j12−(
3
2
−k)qj2 , if k ≤ 2
(j1 − j2 + 1)2−( 12 q˜−pq˜−3)j12 32 q˜j2 , if k = 3
2−(
1
2
q˜−pq˜−3)j12
3
2
q˜j2 , if k > 3
< ∞, if
{
q˜ > 3
q+ 1
2
, for k ≤ 1
q˜ > − 31+p , for k ≥ 2
, (6.13)
where we have used #Aj1,j2 = O(2
3j1).
In order to get an upper bound for the norm (6.6) it remains to estimate the contributions of
anisotropic wavelet coefficients where the supports of the corresponding 3d-wavelets are well sepa-
rated. For this we have to consider the parameter setBj1,j2 := {(a1,a2) : 2−j2L < dist(2j1,a1 ,2j2,a2)}.
Let us assume q > −p− 3, i.e. k = 3 + p+ q, using estimates (6.11) and (6.12) and Proposition 10,
the contributions can be estimated by∑
(a1,a2)∈Bj1,j2
∣∣∣〈χ(s1,s2)j1,j2,a1,a2 , τRPA〉∣∣∣q˜ . ∑
(a1,a2)∈Bj1,j2
2−(q+
3
2
)q˜(j1+j2)‖∂px1∂py1τRPA‖q˜L∞(2j1,a1×2j2,a2 )
. 2−(qq˜+ 32 q˜−3)j12−(qq˜+ 32 q˜−3)j2
∫ diam Ω
2−j2L
r2−q˜(3+p+2q) dr
. 2−(qq˜+ 32 q˜−3)j12(q+p+ 32 )q˜j2 ,
where we have used p > α+ 1 and α = 3q − 32 , hence
2− 2qq˜ − 3q˜ − pq˜ < −1− q˜
(
q + p+ 52
)
< −1 since p+ q > −3, p, q ∈ Z,
follows for the exponent of the integrand. The remaining sum with respect to the wavelet levels
yields ∑
j1≥j2≥j0
2q˜j1
∑
(a1,a2)∈Bj1,j2
∣∣∣〈χ(s1,s2)j1,j2,a1,a2 , τRPA〉∣∣∣q˜ . ∑
j1≥j2≥j0
2−(qq˜+
1
2
q˜−3)j12(q+p+
3
2
)q˜j2
.
∑
j1≥j0
{
2−(qq˜+
1
2
q˜−3)j1 , if p+ q = −2
2(3+q˜p+q˜)j1 , if p+ q ≥ −1 <∞, if
{
q˜ > 3
q+ 1
2
, for p+ q = −2
q˜ > − 31+p , for p+ q ≥ −1
,
from which we obtain, together with our previous estimate (6.13), the lower bound on the Besov
space parameter q.
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A Weighted edge Sobolev spaces with asymptotics
In order to incorporate asymptotics into Sobolev spaces one has to proceed in a recursive manner.
Let us first consider weighted Sobolev spaces Ks,γ(X∧) on an open stretched cone with base X,
which are defined with respect to the corresponding polar coordinates x˜→ (r, x) via
Ks,γ(X∧) := ωHs,γ(X∧) + (1− ω)Hs(R3),
for a cut-off function ω, i.e., ω ∈ C∞0 (R+) such that ω(r) = 1 near r = 0. Here Hs,γ(X∧) =
rγHs,0(X∧), and Hs,0(X∧) for s ∈ N0 is defined to be the set of all u(r, x) ∈ r−1L2(R+ ×X) such
that (r∂r)
jDu ∈ r−1L2(R+ × X) for all D ∈ Diffs−j(X), 0 ≤ j ≤ s. The definition for s ∈ R in
general follows by duality and complex interpolation. Weighted Sobolev spaces with asymptotics
are subspaces of Ks,γ spaces which are defined as direct sums
Ks,γQ (X∧) := EγQ(X∧) +Ks,γΘ (X∧) (A.1)
of flattened weighted cone Sobolev spaces
Ks,γΘ (X∧) :=
⋂
>0
Ks,γ−ϑ−(X∧)
with Θ = (ϑ, 0], −∞ ≤ ϑ < 0, and asymptotic spaces
EγQ(X∧) :=
{
ω(r)
∑
j
mj∑
k=0
cjk(x)r
−qj lnk r
}
.
The asymptotic space EγQ(X∧) is characterized by a sequence qj ∈ C which is taken from a strip of
the complex plane, i.e.,
qj ∈
{
z :
3
2
− γ + ϑ < <z < 3
2
− γ
}
,
where the width and location of this strip are determined by its weight data (γ,Θ) with Θ = (ϑ, 0]
and −∞ ≤ ϑ < 0. Each substrip of finite width contains only a finite number of qj . Furthermore, the
coefficients cjk belong to finite dimensional subspaces Lj ⊂ C∞(X). The asymptotics of EγQ(X∧) is
therefore completely characterized by the asymptotic type Q := {(qj ,mj , Lj)}j∈Z+ . In the following,
we employ the asymptotic subspaces
SγQ(X∧) :=
{
u ∈ K∞,γQ (X∧) : (1− ω)u ∈ S(R, C∞(X))|R+
}
with Schwartz type behaviour for exit r →∞. The spaces Ks,γQ (X∧) and SγQ(X∧) are Fre´chet spaces
equipped with natural semi-norms according to the decomposition (A.1); we refer to [11, 27, 45] for
further details.
Weighted wedge Sobolev spaces on W := X∧ × Y can be defined as functions Y → Ks,γ(Q)(X∧),
where a subscript Q optionally denotes cone spaces with asymptotics. Let us first consider the case
Y = Rq and corresponding wedge Sobolev spaces
Ws(Rq,Ks,γ(Q)(X∧)) := {u : Rq → Ks,γ(Q)(X∧) |u ∈ S(Rq,Ks,γ(Q)(X∧)}
with s, γ ∈ R and norm closure w.r.t. the norm
‖u‖2Ws(Rq ,Ks,γ
(Q)
(X∧)) :=
∫
[η]2s‖κ−1[η] (Fy→ηu)(η)‖2Ks,γ(Q)(X∧)dη.
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Here Fy→η denotes the Fourier transform in Rq and {κλ}λ∈R+ a strongly continuous group of iso-
morphisms κλ : Ks,γ(Q)(X∧)→ Ks,γ(Q)(X∧) defined by
κλu(r, x, y) := λ
3
2u(λr, x, y).
The function [η] involved in the norm is given by a strictly positive C∞(R3) function of the covari-
ables η such that [η] = |η| for |η| ≥  > 0. The motivation behind this group action is the twisted
homogeneity of principal edge symbols, cf. [45] for further details. For Y ⊂ Rq an open subset, we
define
Wscomp(Y,Ks,γ(Q)(X∧)) := {u ∈ Ws(Rq,Ks,γ(Q)(X∧)) : suppu ⊂ Y compact},
and
Wsloc(Y,Ks,γ(Q)(X∧)) := {u ∈ D′(Y,Ks,γ(Q)(X∧)) : ϕu ∈ Wscomp(Rq,Ks,γ(Q)(X∧)) for each ϕ ∈ C∞0 (Y )}.
The weighted Sobolev spaces W∞comp(Y,K∞,γ(Q) (X∧)), which are of particular interest in our applica-
tion, have a nice tensor product representation for their asymptotic expansion given by
ω(r)
∑
j
mj∑
k=0
r−pj logk r cjk(x)vjk(y) + hΘ(r, x, y) (A.2)
where (r, x, y) denote appropriate coordinates on the wedge X∧ × Y . Tensor components cjk ∈
C∞(X), vjk ∈ H∞comp(Y ) correspond to functions on the base of the cone X and the edge Y ,
respectively. This tensor product decomposition represents an essential part of our approach and
has been frequently applied in the present work.
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