Abstract. The motion of vortices in an anisotropic superconductor is considered. For a system of well-separated vortices, each vortex is found to obey a law of motion analogous to the local induction approximation, in which velocity of the vortex depends upon the local curvature and orientation. A system of closely packed vortices is then considered, and a mean field model is formulated in which the individual vortex lines are replaced by a vortex density.
Doniach model approaches the anisotropic Ginzburg-Landau model as the separation between the planes tends to zero.
The aim of the present work is to extend the analysis in [6] and [4] to the case of an anisotropic superconductor. In section 2 we introduce the anisotropic time-dependent Ginzburg-Landau equations written down by Genkin and Mel'nikov [10] . In section 3 we perform an asymptotic analysis of a system of well-separated vortices and derive the law of motion as an anisotropic version of the local induction approximation. In section 4 we consider a system of densely packed vortices and formulate a mean-field model in which the law of motion of vortices is derived from an asymptotic analysis of each vortex core. In section 5 we consider some examples of vortex motion under the law derived in section 3. Finally, in section 6 we present our conclusions.
The anisotropic time-dependent Ginzburg-Landau model.
The anisotropic time-dependent Ginzburg-Landau equations written down by Genkin and Mel'nikov [10] are
Here, ψ is the complex order parameter (such that |ψ| = |a| b represents wholly superconducting material, ψ = 0 represents wholly normal material), A = (A 1 , A 2 , A 3 ) is the real magnetic vector potential, Φ is the electric scalar potential, j is the electric current density, e is the charge on an electron, is Planck's constant, and σ k represents the conductivities of the ohmic component of the current in the principal directions; γ, a, b, and m i are phenomenological parameters: γ is a relaxation parameter for the superconducting electrons, a and b occur as the coefficients in the expansion of the free energy in powers of |ψ| 2 (below the critical temperature a < 0, b > 0), and the m i are the parameters which represent the anisotropy of the material. These equations must be coupled to the Maxwell equation
where H is the magnetic field, given by µH = ∇ ∧ A.
We nondimensionalize by introducing new variables as follows:
where m and δ are chosen so that m 1 m 2 m 3 = 1 and σ 1 σ 2 σ 3 = 1. These are the standard nondimensionalizations of the Ginzburg-Landau model; the lengthscale is the magnetic decay length, or penetration depth, and the scale for the magnetic field is the thermodynamic critical field. On dropping the primes, the nondimensional equations are
where
Equations (5)- (8) reduce to the standard nondimensional Ginzburg-Landau equations when m i = σ i = 1 for i = 1, 2, 3, where κ is the Ginzburg-Landau parameter.
Equations (5)- (8) are gauge invariant in the sense that they are invariant under transformations of the form
We may take advantage of this invariance to write the equations in terms of real variables by introducing appropriately scaled gauge-invariant potentials
where ψ = fe iχ . We find
where = 1/κ. Here represents the ratio of the vortex core thickness to the magnetic decay length. Many of the high-temperature superconducting materials have values of κ around 50. We will be considering the limit κ → ∞, → 0, in which the vortices appear as line singularities.
Anisotropic scalings.
It is convenient to introduce the following scalings (see [14] , [2] ) of the dependent and independent variables:
which have the useful property that the equations
and the phase of the order parameter, χ, remain invariant (χ =χ). We introduce the following tensors for ease of notation:
The following identities also prove useful:
and similarly for the inverses D −1 and P −1 . With the scalings of (14)- (16) , the anisotropic gauge-invariant time-dependent Ginzburg-Landau equations become
Taking the divergence of (26) yields
which on combination with (25) gives
Both of these results prove useful later.
Self-induced vortex motion.
Before we begin our analysis of vortex solutions of (24)-(26) we make two further assumptions concerning the remaining parameters. First we will consider only the case where m 1 = m 2 . This is a fairly realistic assumption for many layered crystal superconductors, such as YBCuO and BiSCuO, where properties within a layer are isotropic. Second we take 1/α to be small. In the derivation of the isotropic time-dependent Ginzburg-Landau equations, from the Bordeen-Cooper-Schreiffer (BCS) theory, for the case of alloys with paramagnetic impurities, given by Gor'kov and Eliashburg [12] this parameter turns out to be 2 
.
Gor'kov and Kopnin [13] in their analysis of the motion of a vortex in these alloys take this parameter to be o( 2 ). In [6] , the scaling
2 ) was used, and this was found simply to modify the mobility coefficient of the vortices. In the anisotropic case the extra complication of having
2 ) is great, and we consider only the simpler limit in which 
Inner region. We consider an inner region in the vicinity of one of the vortex cores. Let the vortex lie along the curve Γ k , given byx = (x,ỹ,z) =q(s, t). We define a local coordinate system (s,ρ,θ, T ) bỹ
wheres is arclength,ñ(s, t) is the unit normal, andb(s, t) is the unit binormal to the curve Γ k . We define the inner coordinates by introducing the stretched variableR given byρ = R . The coordinate system so defined is not orthogonal away from the vortex line when the torsion of the vortex is nonzero. However, it is approximately orthogonal, and the following expressions for∇ · B,∇ 2 g,∇ ∧ B, and
whereC is the curvature andτ is the torsion of the vortex line.
We denote the solution in the inner region by the subscript i. The presence of a vortex is defined by the following boundary conditions:
We note that although the angleθ is not equivalent to the angle θ, both increase by 2π in a whole anticlockwise turn about the origin and hence leave ψ, the order parameter, single valued. The boundary condition forχ implies
where N k is the vortex winding number. In light of (39)-(40) we make the following ansatz for the leading order behavior in the inner region:
When we substitute (41)- (42) into (17), (24), (26), and (27) and use the expressions obtained for the operators in the inner region, we find that
Thus the leading order solution for f i andQ i (in the scaled coordinates) is exactly the same as that for the isotropic vortices [6] . The existence of a unique solution to (44)-(46) has been shown recently by Chen, Elliott, and Tang [7] .
Far field. Matching (43) with the leading order far field solution gives the boundary conditionQ
This asymptotic behavior means that (32) may now be conveniently expressed in the form∇
In order to find the velocity of the vortex it is necessary to find an expression forQ
as the vortex is approached and then to match this with first two terms of Q i . In the isotropic case examined in [6] we were able to solve (48) by means of a Green's function to obtain an integral expression forH
(equivalent to the Biot-Savart law in inviscid hydrodynamics). In the present case, however, such a solution is not available (in particular, the presence of the tensor P means that there is coupling between the components of H (0) o ). However we can still go some way toward determining the behavior ofQ
o as the vortex is approached. In light of (17) we define a vector potential forQ
Substitution of G into (32) gives the following equation and boundary condition for
We aim to find the next term in the expansion of G asρ → 0. Since
, this term will not contribute to the asymptotic behavior of G until O(ρ 2 logρ). Hence we can obtain the asymptotic behavior of G up to this order by solving the system∇
The solution to (53) and (54) given in Batchelor [1] is
where Z = |x −x |. Expanding F asρ → 0 we find [16] 
Inner region. It is now apparent how to proceed with the inner expansion,
The scaling of Θ i here is worth further discussion. The scaling given is the only consistent balance of terms in (28), corresponding to a balance between the first and second terms. However, Θ i must satisfy the the boundary condition
seemingly a contradiction since the right-hand side here is O( log ) and corresponds to a balance between the second and third terms in (28). In fact, to satisfy (63) we need to introduce an inner-inner region defined bỹ
in which
In this region all three terms in (28) balance, and the boundary condition (63) can be satisfied. Asr → ∞ in this inner-inner region we find
matching into the scaling given in (61).
It is now possible to exactly parallel the analysis in [6] , and we refer the reader to that reference for the details.
It is necessary forṽ (0) to be in the normal direction ifQ
is to match toQ
o ; hence we writeṽ
Proceeding to the next order in (24)-(28) we obtain a system of inhomogeneous linear partial differential equations. There are nontrivial solutions to the homogeneous versions of these equations, and therefore, by the Fredholm alternative, there is a solution to the first order equations if and only if a certain solvability condition is satisfied. After some calculation this condition is found to be
(69) (It should be noted that this form of β differs from that in [6] because we have been able to neglect the contribution to β from the scalar potential Θ i since δ = o(1).)
Matching. We complete this part of the analysis by matchingQ
o using (68) and (57), and following the matching principle of Van Dyke [17] . By inspection we seeṽ
Hence, the self-induced velocity of a curved vortex line in the anisotropic GinzburgLandau model is proportional to curvature and in the normal direction, exactly as in the isotropic case, but in the scaled coordinates (14)- (16) . Let us now return to the physical variables to see the effect that the anisotropy has on the motion.
Unscaled coordinates. We start by noting that the choice of the x-axis is arbitrary provided it remains in the plane of isotropy. Hence, we can choose a set of axes such that the tangent to the vortex curve lies in the x − z plane at the point on its length x = q(s 0 , t), where q(s, t) gives the position of the vortex line. We may expand q(s, t) about the point given by s = s 0 ,
Since t(s 0 , t), the unit tangent vector, lies in the x − z plane, it can be expressed as The unit normal at this point n(s 0 , t) is orthogonal to the tangent and so without loss of generality can be written as 
From (75) 
Referring back to (70) it is now possible to write downṽ (0) in terms of the vortex curvature and orientation in the unscaled frame using the value ofCñ in (81)-(83). It is clear that velocity should scale in the same way as position and hence we use (14) to write down the velocity in the unscaled frame,
We note that a line is unaffected by a velocity tangential to itself, and so we require only the components of velocity in the normal and binormal directions to fully specify its movement. The effective velocity of the vortex line, given on calculation of these two components, is
Thus we see that the vortex still moves only in the normal direction and is still proportional to the curvature, but the constant of proportionality is a function of the angle the tangent to the vortex line makes with the c-axis. 2 ) due to the increased density of vortices.
We consider the case in which N i = 1, for all i, since vortices with higher vortex numbers are thought to be unstable. We define an averaged vorticity, as in [4] , bỹ
and consider the limit as η → 0 with η ζ so that there are many vortices enclosed within the region of integration. Sinceω η will also be O(1/ζ 2 ), we definẽ
Assumingω to vary on an order one scale, it is not difficult to show formally that
the leading order behavior is governed bỹ
Once the individual vortices have been averaged to form a vorticity, it is necessary to add an equation describing the conservation of vorticity. Such an equation can be derived exactly as in the isotropic case, and is given by
whereṽ is the velocity of the vortex lines. To close the model it is necessary to derive an expression for this velocity, which will again require the consideration of an inner region in the vicinity of each vortex. In fact, to be systematic, we should also consider the intermediate region in which lengths are scaled with ζ and the vortices again appear as discrete lines.
Intermediate region. We rescale lengths with ζ in the vicinity of an arbitrary pointx 0 so thatx −x 0 = ζX. Thus, on this scale the vortices are O(1) distances apart. In order to match with the outer expansion, the fieldsH andQ are expanded asH = −eθ/ R , is matched into this region, we find that it is O( 1 ζ ). Thus, the individual vortices can be distinguished in this region only at first order, and the leading orderH int andQ int are simply constant, being the average "background" value generated by the ensemble of vortices. Matching with the outer region,
Inner region. In the inner region the expansions given previously are modified since they must match with the large "background"H andQ fields in the outer region:
The calculation now proceeds exactly as in the isotropic case [6] . Again there is a solvability condition for the first order equations, which after some manipulation yields the following law for the velocity of the vortex:
with β given by (69).
Thus we arrive at the following anisotropic mean-field model, in scaled coordinates:∇ 
We can rewrite this as
An anisotropic London equation can be derived from (48) by rescaling. It is fairly easy to show that
by appealing to (22) and (23). The scaled tangent vector maybe written as
On substitution of (113) and (115) 
it is found that the unscaled London equation takes the form
The unscaled vorticity is therefore defined by The homogeneous model is arrived at in the same manner as for the scaled case, and is
with v given by (112). It is a straightforward matter to show the definitions of ω and ω imply that
It then follows that the two models (120)- (123) and (107)- (92) and (109) are equivalent.
Externally driven vortex motion. For completeness we now consider a system of individual vortices lying along curves Γ i , where the dominant component of velocity of any vortex is not self-induced but results from other vortices. Whether such a situation arises depends on the relative sizes of the current ∇ ∧ H and the curvature C. In particular, when C i log κ |∇ ∧ H| the motion of the ith vortex is externally driven. Where this is the case a derivation of the velocity law for the ith vortex can be made in a manner almost exactly identical to the previous section. Indeed it is found that
and
5. Examples.
A planar vortex curve moving under curvature.
In this section we consider the motion of a vortex moving under curvature and lying along a closed planar curve. Consider the normal to the plane of the curve to make an angle θ with the z-axis. Performing a rotation of coordinates such that thez-axis is now perpendicular to the plane of the vortex (see Figure 1) we may in general parameterize the position of the vortex line by
Thus the angle α that the vortex makes with the z-axis is given by Inserting the parameterization of the vortex line (129) into the velocity law for motion under curvature (87) and scaling time suitably, we obtain the following coupled degenerate partial differential equations:
Exact solutions. In the scaled frame the equation of motion of a vortex moving under curvature is, with the same scaling of time as above,
Thus an initially circular ring in the scaled frame, radiusr 0 , will contract according to the lawr 2 =r It is worth remarking here that θ is the angle made by the normal to the plane of the ellipse to the z-axis. Numerical solution. Following Decklenick and Dziuk [9] , who consider motion under curvature in an isotropic medium, we multiply by a test function φ(u) and integrate over the length of the curve to arrive at the weak formulation φ bX
φ bX
We now restrict our attention to piecewise linear continuous functions on a grid s j = jh (j = 1, 2, . . . , n) such that
where φ j (u) is the standard "hat-function" which takes the value 1 at u = jh and decreases linearly to zero at u = (j − 1)h and u = (j + 1)h. Substituting this form for the solution into the weak formulation (130)-(131) we arrive at the following difference scheme:q i−1
This difference scheme is then solved using a semi-implicit method based on the backward-Euler scheme; taking g i and d i at the old time step but taking q i where it appears on the right-hand side at the new time step. Results for the contraction of a vortex ring in a plane at various angles θ to the z-axis are shown in Figure 2 .
Parallel rectilinear vortices.
The simplest intervortex interaction that is possible to study is that between two parallel rectilinear vortices. However, even in this simple case, the orientation of the vortices with respect to the z-axis will be significant. Consider then a rotation of axes such that thez-axis makes an angle α with the z-axis (see Figure 1) , and furthermore let the vortices lie parallel to this 
In the absence of boundaries it is clear that the magnetic field should decay as x 2 + y 2 → ∞, and so we impose the boundary data
The velocity of another similarly aligned vortex parallel to thez-axis but at (x, y) = (q 1 , q 2 ) is calculated from (125) and found to be, after scaling time with β/2,
.
We now proceed to calculate the velocity field of a vortex.
Exact solutions. Exact solutions to (135) and (136) can easily be obtained only when c = 0 and these equations decouple, that is, in the cases α = 0 and α = π/2. When α = 0 the solution is almost identical to that of the isotropic vortex. In fact we find
whereas in the case α = π/2 we find
Numerical solution. Numerical solution of equations (135) and (136) is most easily made using a finite element method, since writing (135) in weak form means that only a convolution of the distribution, on the right-hand side of this equation, with a test function need be considered. Furthermore as the two equations are relatively weakly coupled we chose to consider them independently, taking the derivative of ψ where it occurs in (135) and the derivative of H 3 where it occurs in (136) to the right-hand side of these equations. We then use a successive overrelaxation method to solve the resulting finite difference scheme, updating the values of ψ and H 3 where they appear on the right-hand side of the finite difference version of these equations after each step of the iteration with the new values. Although there is no guarantee that this procedure will converge, the calculation of a residue, enables us to determine if it is indeed doing so, and in fact we could find no case where it did not.
The results of these calculations for the particular case m 1 = 1/2 and various angles α are displayed in Figure 3 , in which a plot of the direction of the velocity field and its magnitude are made. We simulated the boundary conditions (137) by imposing zero boundary data on the edge of a square, with sides of length 10 and the vortex at its middle.
Conclusion.
We have considered the behavior of a system of vortices in a high-T c superconductor described by anisotropic Ginzburg-Landau equations. We began by analyzing a system of well-separated vortices and were able to derive a law of motion analogous to the local induction approximation, in which the vortex moves in the normal direction with a speed proportional to its curvature, where the constant of proportionality depends upon the angle the tangent to the vortex line makes with the c-axis. We then considered a system of densely packed vortices and were able to derive a mean-field model, in which the individual vortices are replaced by a vortex density. These results generalized the recent work in [4] and [6] to anisotropic superconductors. Next we looked at a system of sparsely packed vortices with sufficiently small curvature such that their motion is principally externally driven, a particular important example of this scenario being a group of parallel rectilinear vortices. Finally we looked at examples of the self-induced motion of a planar vortex loop and of the velocity field induced by a rectilinear vortex at various angles to the axes of anisotropy. We found an exact solution to the law of motion given by the local induction approximation corresponding to an elliptical vortex shrinking to a point in finite time. Numerical solutions of initially circular vortices showed the vortex to become elongated, with the portions of the vortex closest to being aligned with the z-axis (the axis of principal anisotropy) moving more slowly. When we examined the velocity of repulsion of a pair of rectilinear vortices aligned at an angle to the z-axis, we found that the effects of the anisotropy were felt most strongly when the vortices were perpendicular to this axis. In this case the vortices repel most strongly if the line of centers is also perpendicular to the z-axis (so that they lie in the xy-plane) and only weakly if the line of centers is along the z-axis (so that the vortices lie in the xz-plane).
