This paper deals with the problem of applying electromagnetic devices of the motional type to improve the dynamic stability of a pipe conveying air. When the flow velocity reaches a critical value, the steady equilibrium position becomes unstable, and self-excited lateral vibrations arise. In contrast, electromagnetic devices of the transformer type have been demonstrated to be highly effective in the passive stabilization of such a system, as well as the active stabilization of similar non-conservative systems with a follower force. In the present paper, we apply a pair of motional devices made of a conducting plate which is attached to the pipe and moves together with it within the perpendicular magnetic field generated by the controlled electromagnets. This motion generates eddy currents in the plates and a drag force of a viscous character. In this setting, we first investigate the possibility of designing a stabilizing control within the region of the magnetic field where every passive solution results in an unstable or conservative state. For that purpose, we determine a practical condition justifying the existence of a stabilizing control for a given set of system parameters. Later we pose and solve an optimal control problem aiming at stabilizing the system with the optimal rate of decrease of the system's energy. The solution is examined by means of numerical simulations performed within the three regions of the flow velocity: low subcritical, where the Coriolis acceleration of the conveyed fluid generates the predominate damping force; high subcritical, where the inertia of the fluid begins to dominate the dynamics of the system; and low supercritical, where unstable flutter vibrations start to arise. The effectiveness of the designed optimal controller is validated by comparisons with the corresponding passive solutions.
Introduction
Since the first half of the twentieth century, pipes conveying fluid have attracted much the subject of much research [1] . The reasons for this include not only the practical importance of the problem itself, but also gathering knowledge useful in other areas of fluid-structure interactions [2] . Moreover, cantilever pipes with flow are one of the few examples in engineering applications of a non-conservative elastic system subjected to a follower force, i.e., a force that always remains tangential to the deflected axis of the slender structure [3] . When the flow velocity becomes sufficiently high, self-excited flutter vibrations arise, unlike the case of pipes supported at both ends, which are prone to a buckling type of instability [4] . This can be easily observed when a strong stream of water starts flowing inside a garden hose: its free end begins a snake-like motion on the grass. Such systems are extremely susceptible to changes in the physical parameters and to the introduction of new effects. Even the simple effect of a viscous-type damping or an additional lumped mass can decrease the critical flow velocity or stabilize the system, depending on the values of its parameters [5, 6] .
The aforementioned article of Imbrahim [1] lists over 30 research papers related to the control of fluid-conveying pipes. Almost all of them describe the concept of generating transverse forces or bending moments acting on the system in an active way, depending on the system's state, within a closed feedback loop. For this various actuators have been used. Examples include servomotors connected to a pipe via tendons or springs [7] [8] [9] , gyroscopic mechanisms [10] , and piezoelectric elements mounted on a pipe [11, 12] or embedded in its material [13] . In some of these papers, the type of actuator is not defined, aiming at more general results, for example the simultaneous optimization of the pipe's shape and the actuators' position [14] or exploring the possibility of applying a reduced model for active nodal vibration control [15] .
A drawback of active methods is the possibility of destabilizing the system if a failure happens, because the action of external forces or moments can introduce additional energy into the system (here, the system refers to the pipe and the fluid volume enclosed within it). In the present paper, we propose the use of a semi-active method based on an electromechanical eddycurrent damper of the motional (Lorentz) type. In various structural control applications, the employment of the semi-active devices verified a favorable balance between the performance and robustness [16] [17] [18] [19] [20] while reducing the amount of consumed energy compared to the active actuators. Electromechanical dampers of the motional type are reported to be usually more effective than the dampers of the other widely used category, namely, the transformer devices [21, 22] , which exhibited mediocre performance when used for passive stabilization of a fluid-conveying pipe [23] . In its simplest form, the motional damper consists of a conducting plate which moves within a perpendicular and constant magnetic field, as for example in an analogue electricity meter. This motion generates eddy currents in the plate and a drag force, which is a consequence of the Lenz law. Due to the constant value of the magnetic flux, the damping force depends linearly on the plate's velocity, and thus these dampers act as viscous ones, with a damping coefficient depending on the geometry of the plate and the magnetic flux [24] .
Motional dampers were considered for use in vehicle suspension systems [25] as well as for reducing the lateral vibrations of a rotating shaft [26] . Such actuators are contact-free, so they do not disturb the pipe, apart from introducing an additional mass. Moreover, they allow an easy implementation of a control strategy by appropriate changes of the magnetic field.
Another key feature of our approach is an open-loop scheme. In the majority of the literature referred to above, closed-loop control schemes are employed. An observation of the system's state is necessary if it undergoes a complicated motion, such as, the chaotic vibrations which may occur if a pipe is subjected to non-linear constraints [27] . It is also known that pipes with flow and added mass or even plain pipes may lose the stability with a rich variety of bifurcations, including a 3-d chaotic motion or jump phenomena [28] [29] [30] [31] [32] , depending on the system's parameters. However, in our case, we deal with periodic, thus predictable, both free and self-excited vibrations, which is guaranteed by the relevant selection of the parameters (see Section 2.2).
In the control design, we shall focus on stabilizing the vibrations of the pipe while respecting the constraints imposed by the physical properties of the electromechanical damper employed. First, we will examine the existence of stabilizing controls operating within the input range where any passive solution results in conservative or unstable dynamics. Then, we will propose a controller relying on the solution to a constrained bilinear optimal control problem. The numerical algorithm for solving the optimization problem will be given and examined for convergence. The performance of the designed control will be validated by means of numerical simulations. We will investigate several scenarios for a range of flow velocity and different placements of the actuator.
The remainder of this paper is structured as follows. Section 2 introduces the mathematical model of the fluid-conveying pipe actuated by the electromechanical damper. In Section 3, we derive a discrete representation of the investigated system. The fundamental dynamical properties of the examined structure are studied in Section 4. In Section 5, the optimal stabilization problem is formulated and the method of solution is presented. In Section 6, the performance of the designed control method is validated by means of numerical simulations. Some conclusions and avenues for future research are provided in Section 7.
The examined system

The equations of motion
We are going to study the dynamics of a standing cantilevered pipe conveying a fluid, with motional-type electromagnetic devices attached to it, see Fig. 1 . The pipe is slender, and small transverse vibrations in the plane of symmetry − w are considered, so the linear Bernoulli-Euler theory can be applied. The horizontal deflection of the pipe is denoted by w = w( , t).
A viscous-type internal damping is present. Gravity is taken into account and acts vertically downwards. The mass of the conducting plates that are part of the actuators is incorporated in a lumped form, but their rotatory inertia is neglected. We employ the plug flow model, i.e., we assume that the flow velocity is constant across every cross-section perpendicular to the pipe's longitudinal axis.
Under the above assumptions, the governing equation of the pipe's motion takes the form where L denotes the length of the pipe, EI and E * I the bending stiffness and damping of the pipe, m and m f the masses of the pipe and the fluid per unit length, M a the mass of the actuators attached to the pipe at the position a , v the flow velocity, C the constant of the viscous damping force generated by the electromagnetic actuators of motional type, B 1 and B 2 the magnetic inductions in the circuits of the actuators, g the acceleration due to gravity, a is Dirac's delta function concentrated at a , and
The boundary conditions correspond to the clamped support
Equation (1) is similar to the one validated in Ref. [33] . The only difference is an incorporation of internal dissipation in the pipe, which significantly affects the dynamics of the system and, obviously, the mass of the electromagnetic actuators and the drag force, whose influence is going to be studied. Note that the flutter can be described by four terms in this equation. Two of them are classical terms of a Bernoulli-Euler beam: the elastic restoring force and the inertia of the combined masses of the pipe and fluid. The other two are two opposite effects generated by the flow: the centrifugal force of the moving fluid m f v 2 2 w∕ 2 , which destabilizes the system and may generate flutter vibrations, and the Coriolis force 2m f v 2 w∕ t, which exerts a damping effect.
The constant of viscous drag that appears in the term related to the electromagnetic devices was calculated by Bae et al. and
, where is the electric conductivity of the plate, h is the thickness of the plate, S is the cross-sectional area of the magnetic flux that passes perpendicularly through the plate (it is assumed that the flux remains within the area of the plate for the entire time of the vibrations), and 1 , 2 are constants that depend on the geometry of the plate and the cross-section of the magnetic flux [24] .
The proposed linear model of the system is valid providing that the real system exhibits periodic planar oscillations. This requires appropriate selection of the parameters, see Subsection 2.2. 
Physical and geometrical parameters
We employ the parameters of the system taken from our preliminary experimental results on a test stand, which is currently under construction, see Table 1 .
The pipe is made of ABS styrene, whose Young's modulus E and internal damping coefficient E * were determined by us in a free-vibration test using typical commercially available tubes. The external and internal diameters are 0.009 and 0.008 m, respectively. We consider air as the moving fluid. An external damping exerts a stabilizing effect only if the mass density of the fluid m f is sufficiently lower than the mass density of the pipe m; otherwise damping would decrease the critical flow velocity [5] .
As for the electromagnetic devices, we assume each of the two plates attached to the pipe to be made of aluminum and to The selection of parameters is a compromise imposed by numerous limitations. It is well-known that pipes with flow may present a complex non-periodic or non-planar motion for flows beyond the critical value. Designing an optimal control for such systems is difficult. Thus we had to ensure that the flow velocity, mass of the of the fluid, pipe and actuators, and length of the pipe are such that the system exhibits periodic planar oscillations that can be captured by the linear model (1).
1. The considered flow velocities are below the critical value or slightly above it. If the flow velocity is sufficiently high then even a small mass attached at the end of the pipe brings a complex pattern of vibrations [30] 2. The mass ratio of the fluid and the pipe = m f ∕(m f + m) is appropriate. In certain ranges of this parameter the external damping actually destabilizes the pipe [5] , whereas in other ranges the resultant post-critical vibrations are threedimensional or non-periodic, even if the effect of an additional mass can be neglected [28, 32] .
The mass ratio of the actuators and the pipe
The tip mass is known to yield a complex motion of the pipe, however for certain ranges of Γ and flows slightly exceeding the critical value the resultant bifurcation is planar and periodic [29, 31] .
Moreover, our idea was to obtain results that can be verified on the test stand. Designing and manufacturing such stand is a demanding engineering task imposing other limitations.
Discretization of the problem
For the sake of the control design we shall now discretize system (1), so that it will be represented by a set of ordinary differential equations. For the sake of the control design we distinguish the terms associated with the control variable u, which is assumed to be equal to the sum of the squares of the inductions u = B . The set of admissible controls will be denoted by
, where the maximum admissible control u max = 0.1 T 2 , which follows from the assumed maximum inductions.
Consider an approximate solution to the partial equation of the pipe's motion in the form of a linear combination of cantilever beam eigenfunctions
where the j are consecutive roots of the characteristic equation cos cosh = −1, and the C j are constants which normalize the shapes of the modes with respect to the norm induced by the scalar product
obtains a set of n second-order ordinary differential equations for the vector of unknown generalized coordinates
where
n×n is the mass matrix,
is the structural damping matrix,
is the matrix that characterizes the damping generated by the Coriolis force,
n×n is a matrix describing the influence of the actuators,
is the structural stiffness matrix,
is a matrix characterizing the inertia of the moving fluid, i.e., the effect that generates the flutter vibrations,
, and ij is Kronecker's delta.
Now reduce the order of the problem by the substitution
. The dynamics of the control system is governed by the first-order bilinear differential equatioṅ
where the following matrices allow separating the effects of the moving fluid and of the electromagnetic forces:
The initial condition x 0 is selected in the form of a deflection of the first cantilever's mode, more specifically,
We have found, by examination, that n = 10 base functions are sufficient to describe the dynamics of the considered structure while keeping the size of the system eligible for efficient optimization. The criterion was the distance in the 2 norm between the (normalized) consecutive solutions over some period of time,
. This distance decreases with the growing number of base functions. Moreover, the number of 10 base functions turned out to be sufficient when analyzing similar, yet more complex, system of a pipe conveying fluid and the Beck column with electromagnetic devices of the transformer type [23, 34] 4. Dynamical properties
The transition to flutter and the influence of the actuators
Assume for the time being that electromagnetic actuators are absent. The initial condition is in the form of the first eigenfunction of the cantilever beam, with the tip deflected by 5 mm and zero initial velocity. Fig. 2 illustrates the phenomena that occur when one increases the flow velocity. If v = 0, the system behaves like a simple vertical cantilever beam ( Fig. 2(a) ). For v > 0, two opposite effects take place: the Coriolis force that impedes the motion and the centrifugal force destabilizing the system. Since the former is linearly dependent on the flow velocity, it is more pronounced for its lower values (b). For higher values of the flow velocity, the inertial force, proportional to v 2 , begins to dominate, which results in a greater frequency of the oscillations and weaker vibration suppression (c). When v reaches a critical value, which in this case amounts to 227.27 m s −1 (with two decimal points of precision), the system oscillates at a constant amplitude (d). Increasing the flow velocity beyond v cr brings about an instability of the straight equilibrium position and exponentially growing vibrations (e).
Note that the effect of Coriolis damping was exploited by Sugiyama et al., who actively controlled the flow velocity to obtain efficient damping of the pipe, which in such a case could be used as a damper for elastic cantilever slender structures [35] .
In subsequent sections we are going to study the performance of the proposed control method in all of the regimes except for the case v = 0, as it is the effect of the flow that we would like to focus on.
We now move on to the dynamics of the system with electromagnetic actuators. The influence of their position on the pipe a ∕L and control value u = B . In fact, for low flow velocities it has turned out that the combined effect of the electromagnetic and Coriolis forces may result in overcritical damping. 
The energy of the pipe
] T . The following formula defines the elastic (strain) energy of the pipe:
Here, the energy matrix
is symmetric and positive semidefinite. In order to obtain a stable case with a decrease of the energy's amplitudes, we need to exceed the admissible control value
A complete description of the mechanical energy of the system is complicated, since it involves not only the kinetic energy of the pipe and additional mass, but also components related to the flow (our system is a part of the space limited by the pipe, not just the pipe), see for example [4] . Nevertheless, it has turned out that a control design based solely on the pipe's potential energy works fine. The potential energy can be fairly used to justify both the system's stability and the performance of the optimal controller. This is because the system exhibits periodic pattern of vibrations in the entire range of considered flow velocities. Thus the average value of the potential energy of the pipe over a period of time [0, T] reflects how strongly the pipe is suppressed, providing that T is greater than the period of oscillations. Obviously we do not know if the control changes the energy of the moving fluid.
Stabilizability
Let Ep(u(t)) stand for the pipe's elastic energy (10) computed for the control function u(t) and integrated over the time
In the previous section, it was demonstrated that for the maximum admissible control u max and the corresponding critical flow v cr u max , the system exhibits a conservative behavior with the total energy Ep(u max ). It was also seen that for a fixed control input u ∈ [0, u max ), the system exhibits an instability that can be identified as an increase of the energy Ep(u) > Ep(u max ). Now we are interested in whether there exists a control function u(t) ∈ [0, u max ] describing a variable magnetic field that results in a reduction of the system's energy compared to the conservative case Ep(u(t)) < Ep(u max ). The existence of such a control can be considered as the ability of the controller to dissipate some portion of the energy Ep(u max ), and thus to stabilize the system's vibration. For system (6), we introduce the adjoint state dynamics represented bẏ
The following proposition gives a sufficient condition for the existence of a control providing Ep(u(t)) < Ep(u max ). Proof. Assuming u * (t) = u max + u, where u stands for an infinitesimal change of the control, the differential of the system's energy can be represented by
Here Ep(u max )( u) is the first variation of Ep(u max ) and r Ep (u max , u)∕‖ u∥ → 0 as ∥ u‖ → 0. For a sufficiently small u the sign of the right hand side of (14) is determined by the sign of the variation. Thus, we need to demonstrate that the condition
Using the state dynamics equation (6) we can rewrite (12):
By introducing the Hamiltonian
the energy (15) can be represented by
An infinitesimal change u causes variations of the functions x,̇, p which result in the following variation of the system's energy:
The last term in (18) vanishes, since we havė
Under the assumptioṅ
an integration by parts yields
From (13) we observe thaṫ
Moreover, the initial condition in (6) implies x(0) = 0. Therefore, the two last terms in (21) vanish, and eventually we obtain
Now, let the variation of the control be given by For a sufficiently small (23) and (24) we conclude that the condition
which completes the proof.
In order to illustrate the result of Proposition 1, we shall now investigate the system considering the following parameters: Fig. 7 . Observe that the control variable is switched twice per cycle, namely, in the time instants of the extreme deflections of the pipe, when its velocity is close to zero.
In Fig. 6 , we compare the deflection w( a , t) generated by the control function u * (t) with that generated by the fixed control u max . By applying the control u * (t), the total energy Ep is reduced by 24%.
Optimal control
In the previous section, we considered the feasibility of designing a function u(t) that results in a lower value of the mea- . In practical control design, one should take into account not only the stabilizing performance but also the possibility of reducing the energy consumed by the actuators. (t) = u(t). Therefore, for the total electric energy consumed by the actuators, we shall use The remainder of this paper is devoted to the design and quantitative analysis of controls providing optimal performance, as measured by Ep and Ee.
The optimal control problem
We consider the following optimal control problem.
. (27) For the objective J to be minimized, we select the pipe's elastic energy Ep weighted by the square of the electric energy Ee 2 (for the weighting factor, we assume > 0). In this selection, we opt for the quadratic term u 2 (t), aiming at ensuring the convexity of the functional J with respect to the decision parameter u(t). This will allow us to solve the problem efficiently by using a gradient-based method. Due to the middle term in the right hand side of the state equation (6), the system is classified as bilinear [36] . The existence of a solution to the bilinear optimal control problem (27) follows from Filippov's theorem and the continuity of the objective functional (for details, see Ref. [37] ).
The method of solution
In order to solve problem (27), we shall develop an iterative algorithm based on the method of steepest descent. First, we need to estimate the relevant derivatives corresponding to the directions of the descent of the objective functional for the decision parameter. By introducing the Hamiltonian
and the adjoint state dynamicṡ
the objective functional can be represented by
Performing the analogous steps to (18)- (23), we conclude that the derivative of the objective functional J with respect to the control function u is
Now we can extract from (31) the derivative of J with respect to the control value at a specific time instant t ∈ [0, T]: (
Here, (·) stands for the Dirac delta function. Using the sifting property of the Dirac delta function we conclude that (
Having at our disposal the formulas for the derivative of the objective functional, we are ready to build an iterative algorithm for finding the optimal control function u opt (t). In order to fulfill the constraints defined by the admissible control set [0, u max ],
we introduce the projection
For the time instant t the value of the control function will be updated by using the following sequence:
For the initial iteration, l = 0, we will assume the control u l opt
In the iterative algorithm, we will introduce the maximal admissible number of iterations, denoted by l max . Its value is selected to guarantee that the control update is terminated in the required time. The parameter > 0 is assumed to be suitably small, and is supposed to be determined based on trial runs. In order to guarantee a monotonic decrease of the value of the objective functional J(u l (t)) at each iteration l, we will perform a backtracking line-search by modifying the step size by = · , ∈ (0, 1). The optimization algorithm is composed of the following steps:
Step 1.
Set l = 0 and the initial control u l (t) = u max for all t ∈ [0, T].
Assume and are small positive numbers.
Assume the maximal number of iterations l max . Select ∈ (0, 1).
Step 2.
Solve the state equation (6) by substituting u(t) = u l (t).
Step 3. By backward integration solve the adjoint state equation (29) by substituting the solution into the state equation ( Step 2) and u(t) = u l (t).
Step 4. Evaluate the derivative (33) by substituting the solution into the state equation ( Step 2), the solution to the adjoint state equation (Step 3) and u(t) = u l (t).
Step 5. Update the control u l+1 (t) using (35).
Step 6.
Compute the value of the objective function J(u(t)) for u l+1 (t).
, then set l = l + 1 and go to Step 7. Otherwise, modify the step-size by = · , and go to Step 4.
Step 7.
Check if any of the terminal conditions is fulfilled:
If not, then go to
Step 2.Otherwise, set u opt (t) = u l (t) and STOP.
For the convenience of the reader the schematic representation of the algorithm is presented in Appendix in Fig. 16 .
Numerical study
In this section, relying on the proposed algorithm, we will examine the performance of the optimal control of (6). The simula- In each scenario, we will compare the dynamics generated by the optimal solution u opt (t) with that generated by the passive control u pass , which we define as a constant control consuming the same amount of electric energy as the optimal solution:
Ee(u pass ) = Ee(u opt (t)). From (26) we obtain
For the simulation horizon, we assume T = 2 s. The time interval [0, T] is represented by 2 · 10 5 samples. This setting provides stable solutions to the state and the adjoint state equations acquired by using the Runge-Kutta 4th order scheme.
For the optimization algorithm, we assume the following parameters (see Step 1):
= 10 −1 , = 10 −4 , l max = 10 3 , = 0.75. In the selection of the weighting parameter (see 27), we prioritize the reduction of the elastic energy Ep. The parameter is assumed constant over the whole optimization process, and is computed to fulfill the equality Ep = 10 2 · Ee 2 at the initial iteration of the algorithm. . In order to examine the convergence of the optimization algorithm, Fig. 8 presents the evolution of the objective functional J during the iteration process (the values of the objective functional are normalized to that computed for the initial iteration l = 0). Performing the steepest gradient procedure, we can observe a rapid, monotonic decrease of J. Similarly, we examine a monotonic decrease of the relative value of the pipe's elastic energy Ep(u opt )∕Ep(u pass ), as shown in Fig. 9 . The procedure was terminated at iteration l = 61 (after 215 s using a standard PC with Intel Xeon, 3.00 GHz), where the terminal condition |J(u l (t)) − J(u l−1 (t))|∕J(u l−1 (t) < was satisfied. As a result of the optimization, we obtain a 33.8% reduction of the elastic energy compared to the passive solution (for a detailed comparison of the elastic energies, see Table 2 ). The observed results of the convergence of the optimization algorithm remain intact for the rest of the considered scenarios. . At the first stage of the simulation, one can see a periodic switching pattern of the optimal control's trajectory. Recall from Ref. [38] that the solution to a bilinear optimal control problem such as (27) is of the bang-bang structure if the objective functional does not explicitly depend on the control, e.g., in our case for = 0. Since we assume > 0, the optimal control function exhibits a tendency to decrease its value, providing a lower consumption of electric energy. In the considered case, a gradual decrease of the control value is observed for t > 0.7 s, where the amplitudes iof the pipe's vibration remain at a Table 2 Comparison of the performance of the optimal control for the considered flow velocities and the positions of the electromagnets. For each case the value represents the pipe's potential energy normalized to the corresponding passive strategy, i.e., Ep(u opt (t))∕Ep(u pass ). modest level (see Fig. 13 ). Further analysis on the trajectory w( a , t) confirms the high performance of the optimal control in stabilizing the pipe's vibration. Compared to the passive control, the first two peak deflections at t = 0.14 s and t = 0. . For comparison of the optimal control and the corresponding passive control u pass = 0.0870 T 2 the reader is referred to Fig. 11 . Unlike in the previous case, the periodic switching control pattern is preserved for the whole simulation. This results from the significantly higher deflections of the pipe (see Fig. 14) and the assumed weighting parameter, which prioritizes the reduction of the elastic energy over the decrease of the consumed electric energy. The optimal deflection trajectory is stable and its rate of decrease allows for a reduction of 81.2% of the peak amplitude for the assumed simulation time. In terms of the elastic energy metric, the optimal control outperforms the unstable passive one by 84.9%. , we examine the unstable optimal solution depicted in Fig. 15 . Compared to the passive strategy u pass = 0.0894 T 2 , the optimal control notably reduces the state's rate of divergence. As a result, the ending peak amplitude of the deflection trajectory is cut by 85.4% and the elastic energy metric is decreased by 84.9%. From Fig. 12 one can see that, as in the previous case, the optimal control function relies on a periodically switching structure.
The cases a = 0.10 L and a = 1.00 L
In this section, we briefly summarize the performance of the optimal control for the alternative locations of the electromagnetic actuator. All the qualitative observations on the optimal control structures and the resulting system dynamics presented in the cases of a = 0.46 L are also valid for a = 0.10 L and a = 1.00 L. We limit our attention to the quantitative analysis.
Based on the analysis of the energy function (see Table 2 ) we immediately see a marginal influence of the control for all the cases of a = 0.10 L. The minor 0.2%-1.2% improvement of the optimal control when compared to the passive solution results from the low transverse velocities of the pipe at the point a , and thus the low damping forces generated by the electromagnets. The authors also validated the comparable optimal control performance when increasing/decreasing the weighting parameter .
Eventually, we examined the cases with the actuator located at the end of the pipe a = 1.00 L. For the low subcritical flow v = 0.50 v cr 0.1 , we observed a rapid convergence of the optimal deflection trajectory, resulting in a 22.7% reduction of the elastic energy metric. In the case of the high subcritical flow v = 0.99 v cr 0.1 , the optimally controlled system exhibited a stable deflection trajectory with a lower rate of decrease than for a = 0.46 L. The associated energy was decreased by 39.3% compared to the unstable solution generated by the passive control. For the low supercritical flow v = 1.01 v cr 0.1 , we observe a moderately unstable optimal deflection trajectory resulting in a 59.5% improvement of elastic energy compared to the highly unstable passive solution.
Conclusions
The combined effects of the additional mass and the viscous-type electromagnetic force generated by the devices of the motional type can remarkably affect dynamical properties of the cantilever pipe discharging fluid. The passive action of the actuators attached near the half of the length of the pipe increases the critical flow velocity by ∼50% comparing to the pipe without the actuators. This improvement was obtained for moderate values of the magnetic flux densities in electromagnetic circuits, which can be easily obtained in practice (∼0.22 T). The proposed method of stabilization is based on contact-less devices, thus its application may be especially advisable for slender structures, whose stability could be affected by the use of force actuators directly attached to the structure.
The actuators can be controlled by varying the supplied voltage, which enables the implementation of control strategies. First, we have proved the existence of a control strategy that is able to stabilize the system in a range of control values for which all passive methods cannot do this. Then we developed an algorithm to solve the optimal control problem of minimizing the average potential energy of the pipe combined with the electrical energy of the actuators. The performance of the method was assessed for the pipe systems with various actuators' positions and flow velocities. It turned out that the controlled strategy can stabilize the system better than the passive method, while consuming the same amount of electrical energy.
The periodic pattern of the optimal control for the system with near-critical values of the flow velocity allows its statefeedback parametrization and design of a practical and robust closed-loop control system. This design as well as an experimental validation of the method on the already built test-stand of a pipe conveying air are going to be the next steps of the research.
