Abstract. NextClosure algorithm is a fast and good algorithm in formal concept analysis. With the assistance of NextClosure algorithm, this article provides a characterization of antimatroids. Additionally, this article introduces a characterization of ktruncated antimatroids. The characterization can be realized by an algorithm which works with polynomial time delay.
Introduction
Since 1940 (cf. [3] ), when the antimatroiods were introduced, people have continuously searched for other characterizations of antimatroids (cf. [1] , [2] , [6] , [8] , [9] , [11] , [12] ). According to our knowledge, we add up the following points.
(α) Kempner and Levit point out in [8] that there are many equivalent axiomatizations of antimatroids that may be separated into two categories: antimatroids defined as set systems and antimatroids defined as languages. They introduce in [8] an algorithmic characterization of antimatroids based on the idea of optimization using set functions defined as minimum values of linkages between a set and the elements from the set complement.
(β) There is an algorithmic characterization of antimatroids based on the language definition in algorithmic idea in [2] .
(γ) There is one-to-one correspondence between antimatroids and convex geometries (cf. [1] and [9] ). Even in infinite antimatroids, convex geometries play an important role, too (cf. [11] ).
(δ) Using the correspondence between antimatroids and convex geometries, Jamison and Pfaltz in [6] introduce some properties of antimatroid closure spaces with some knowledge of formal concept analysis.
From the points above, we may state that it is good and successive to find out characterizations of antimatroids in algorithmic ways. In addition, we may find axioms of antimatroids using algorithms relative to convex geometry and formal concept analysis. The one-to-one correspondence between antimatroids and convex geometries implies that a characterization of convex geometries is equivalent to a characterization of antimatroids. Thus, this paper will present a characterization of convex geometries with algorithmic way. The way is realized with the assistance of Ganter's NextClosure algorithm. Actually, NextClosure algorithm is famous because it is simple, fast and good in formal concept analysis (cf. [4] ).
Additionally, the construction of antimatroids has been generated in many ways (cf. [9] ) since the antimatroid was born. One of the ways is the k-truncated antimatroid. It is a directly perceived and accepted notation. In [8] , it presents a characterization of an accessible set system of rank k to be a k-truncated antimatroid. This paper will characterize a set system to be a k-truncated antimatroid and will also present an algorithm for the realization of this characterization.
Since the results in this paper are two characterizations relative to antimatroids, one is with assistance of NextClosure algorithm and the other is easily realized with an algorithm. Therefore, we may express that the two characterizations in this paper are algorithmic, though they are different from that in [2] and [8] .
The paper is organized as follows. Section 2 presents some basic information about antimatroids as set systems and the relationships between antimatroids and convex geometries, and in addition, reviews some knowledge relative to truncated antimatroids. Ganter's NextClosure algorithm is recalled back, too. In Section 3, a characterization of antimatroids relative to NextClosure algorithm are considered. A characterization of k-truncated antimatroids are provided. In the same section, it expresses that the characterization of k-truncated antimatroids is to be realized by an algorithm. Section 4 sums up this paper and leaves room for more study in the fields relative to the consequences of this paper.
Preliminaries
Let E be a finite set throughout this paper. A set system over E is a pair (E, F), where F ⊆ 2 E is a family of subsets of E (cf. [9, p.5] ). We will use X ∪ x for X ∪ {x}, and X − x for X − {x}. All the knowledge about poset theory and lattice theory are referred to [5] .
First of all, let us recall what is an antimatroid.
Definition 2.1 ([1, 9])
. A greedoid is a pair (E, F), where F ⊆ 2 E is a set system satisfying the following conditions.
(G1) For every non-empty X∈F, there is an x∈X such that There is a definition relative to antimatroids. It is k-truncated antimatroid. Second, we will recall back some knowledge with k-truncated antimatroids.
Definition 2.2 ([8]
). The k-truncation of a set system (E, F) is a set system defined by
Let (E, F) be a set system, 0 ≤ k be an integer and F k = {X ∈ F : |X| ≤ k}. Obviously, (E, F k ) is a set system according to the definition of set system at the beginning of this section. By Definition 2.2, we may see that the definition of a k-truncated antimatroid can be expressed as follows. The set system (E, F k ) is called a k-truncated antimatroid if (E, F) is an antimatroid. There are the following views and a definition in [8] relative to k-truncated antimatroids:
(1.2) A k-truncated antimatroid (E, F) may not satisfy the interval property without upper bounds, but it does satisfy the following condition:
A set system (E, F) has the k-truncated interval property without upper bounds if it satisfies the above condition.
(1.1) and (1.2) describe that the definition of k-truncated antimatroid is a generalization of that of antimatroids. Hence, if we determine (E, F) with ρ(F) = k to be an antimatroid, we may use a characterization of k-truncated antimatroids to complete this determination. Therefore, it is valuable to characterize a set system to be a k-truncated antimatroid. Kempner and Levit give a characterization of k-truncated antimatroids as follows.
Lemma 2.1 ([8]). An accessible set system (E, F) of rank k is a ktruncated antimatroid if and only if it satisfies the k-truncated interval property without upper bounds.
Lemma 2.1 is really valuable to study on k-truncated antimatroids theoretically. However, if we hope to use an algorithm directly to realize the determination of Lemma 2.1, we may guess that Lemma 2.1 appears a little redundant because there are many repeated points in the generating process. In Section 3.2, using Lemma 2.1 for reference, we will characterize k-truncated antimatroids with an algorithm.
There is a way to discuss an antimatroid with an operator. It is relative to convex geometry. Third, some of the knowledge of convex geometries are repeated as follows.
A convex geometry is a pair (E, τ ) where τ is a closure operator on E satisfying the anti-exchange condition
Then the following conditions are equivalent.
(i) (E, τ ) is a convex geometry.
is an antimatroid if and only if F C = {E − X : X ∈ F} is the family of closed sets of a convex geometry. Hence, there is a one-to-one correspondence F ↔ F C between antimatroids and convex geometries on E.
Björner and Ziegler indicate in [1] that the duality with convex geometries is very useful and illuminating for the study of antimatroids. This view is confirmed again in Section 3.1. Fourth, we repeat NextClosure algorithm which is a famous and faster algorithm for generating all extents (or intents) for a given formal context (see [4] ). This algorithm is used and improved in the sequel. Actually, NextClosure algorithm is true for a closure operator. This fact is easy to be proved. Hence, we review NextClosure algorithm for a closure operator τ in the following analogously to that done in [4] .
(1.3) First of all, we consider the set of all subsets of E to be "in lexicographical order". For the sake of simplicity, we assume that E = {1, 2, . . . , n}. A subset A ⊆ E is called lexically smaller than a subset B ̸ = A if the smallest element which distinguishes A and B belongs to B. Formally:
This defines a linear strict order on the power-set 2 E . (1.4) Let τ : 2 E → 2 E be a closure operator. The lexically smallest closed set is τ τ (∅). In the end, we obtain the lexically largest closed set, namely E. To make this precise, we define for
(1.5) The smallest closed set larger than a given set A ⊂ E (with respect to the lexical order) is A⊕i, i being the largest element of E with A < i A⊕i.
(1.6) Algorithm for generating all closed sets of a given E and closure operator τ : 2 E → 2 E .
The lexically smallest closed set is τ τ (∅). For a given set A ⊂ E, we find the lexically next closed set by checking all elements i of E − A, starting from the largest one and continuing in a descending order until for the first time A < i A ⊕ i. A ⊕ i then is the "next" closed set we have been looking for.
Characterizations
There are many characterizations of antimatroids (cf. [1] , [2] , [6] , [8] , [9] , [11] , [12] ), even with algorithms (see [2] , [8] , [12] ), but, according to our knowledge, we have not discovered a characterization of antimatroids with the assistance of NextClosure algorithm. Section 3.1 will give a characterization of antimatroids with the assistance of NextClosure algorithm. We will characterize a set system to be a k-truncated antimatroid in Section 3.2, and the characterization can be realized by an algorithm.
Characterization by the assistance of NextClosure algorithm
There are two prescriptions before we begin the main discussion in this section.
(pr1) Let τ : 2 E → 2 E be an operator. We may explore that N := {A ⊆ E : A = τ (A)} and C := {A ⊆ E : A = τ τ (A)} satisfy N ⊆ C. We may also easily reveal whether τ satisfies (co1) and (co2) directly from the definition of τ . Thus, in virtue of Definition 2.3, if τ is not a closure operator but satisfies (co1) and (co2), then there is a X ⊆ E satisfying τ τ (X) ̸ = τ (X). That is, there is N ⊂ C. If τ is a closure operator, then N = C = {τ τ (A) : A ⊆ E}. Conversely, if τ satisfies (co1), (co2) and N = C, then τ is a closure operator. To determine (E, τ ) to be a convex geometry, the first step is to determine τ to be a closure operator. The above discussion informs us that if we use Definition 2.3 to determine τ to be a closure operator, then there are perhaps many repeated points output according to the definition of τ .
How can we use an algorithm to express the above determination with no repeated points output, and further, how to determine (E, τ ) to be a convex geometry by an algorithm? This will be done in this section.
(pr2) The definition of lexical order "<" in (1.3) informs us that the relation "<" defines a linear strict order on 2 E . Furthermore, we may easily reveal that the relation "< i " defines a linear strict order on 2 E . We may prescribe that if τ : 2 E → 2 E is an operator satisfying (co1) and (co2), then τ τ (∅) is the lexically smallest element in S = {B ⊕ i : B ⊆ E}, where B ⊆ E and B ⊕ i is defined as τ τ ((B ∩ {1, 2, . . . , i − 1}) ∪ {i}) and contains no elements < i, and further, B < i B ⊕ i. Additionally, S is output in lexically order similarly to (1.6). As (1.6), this searching for S is completed with no repeated points output. (1) in Lemma 2.2, it follows that (E, τ ) is a convex geometry.
In fact, for an operator τ on 2 E , (3.1.1) is (co1), and (3.1.2) is (co2). It is only for convenient to describe Theorem 3.1 to write (co1) and (co2) as (3.1.1) and (3.1.2) respectively. From the NextClosure algorithm, Ganter assures in [4] that if τ : 2 E → 2 E is a closure operator, then S = N = P. Furthermore, from Theorem 3.1, we infer that if τ : 2 E → 2 E is not a closure operator but satisfies (co1) and (co2), then S ̸ = N or S ̸ = P. The following is the sketch of an algorithm to realize Theorem 3.1. Namely, an algorithm determines (E, τ ) to be a convex geometry.
Step 1. By the definition of τ , determine whether τ satisfies (3.1.1) and (3.1.2). If yes, go to Step 2. Otherwise, (E, τ ) is not a convex geometry. Stop.
Step 2. From the definition of τ , obtain N = {A ⊆ E : A = τ (A)} and P = {τ (A) : A ⊆ E}.
Step 3. Using the algorithm presented in (pr2) to obtain S = {B ⊕ i :
is not a convex geometry, stop. Otherwise, go to Step 4.
Step 4. Draw the Hasse diagram of (S, ⊆). Simultaneously, all the maximal chains between τ τ (∅) and E are easily obtained from the Hasse diagram of (S, ⊆).
If there are two maximal chains between τ τ (∅) and E such that they have different lengths, then (E, τ ) is not a convex geometry. Stop. Otherwise, (E, τ ) is a convex geometry with S as its family of closed sets. Stop.
We may indicate the following analysis for the algorithm above: It is well known that NextClosure algorithm to compute the fixed points of τ works with polynomial time delay provided that τ (A) (A ⊆ E) can be computed with a polynomial time complexity. Hence, we may believe that Step 3 will work with polynomial time delay if τ (A) (A ⊆ E) can be done with a polynomial time complexity.
(3.1.8) For the poset (S, ⊆), we may use one of drawing methods in [7] and [10] . Any of the methods work with polynomial time delay. In fact, there are many free drawing methods to draw its Hasse diagram for a poset. Many of them work with polynomial time delay.
(3.1.9) By Definition 2.3, if we consider τ : 2 E → 2 E to be a closure operator, we need to determine N = C where N = {A ⊆ E : A = τ (A)} and C = {A ⊆ E : A = τ τ (A)}. If τ satisfies (co1) and (co2), then using Theorem 3.1 and (pr2), we may state that it does not need to consider all of τ τ (A) and determine A = τ τ (A) for all A ⊆ E. The only need is to obtain S from the algorithm provided in (pr2).
For a given operator τ : 2 E → 2 E , both P and N are directly from the definition of τ , and both of them are obtained with polynomial time complexity if τ (A) is, for every A ⊆ E. After receiving S, N and P, it works with polynomial time delay to determine S = N and S = P.
Summing up (3.1.5)-(3.1.9), we may believe that in the above algorithm, Step 1-Step 3 are completed with no repeated points output. If we choose a way in [7] and [10] to draw the Hasse diagram of (S, ⊆), then Step 1-Step 4 will work with polynomial time complexity if τ (A) is for any A ⊆ E.
According to (2) in Lemma 2.2, when we determine a set system (E, F) to be an antimatroid, we may determine (E, τ C ) to be a convex geometry, where F C = {X : E − X ∈ F} and τ C (A) = ∩ A⊆X∈F C X for A ⊆ E. We may easily observe that the determination of F C from F is worked with polynomial time delay. Hence, with the assistance of NextClosure algorithm, if we use Theorem 3.1 to determine (E, F) to be an antimatroid, then it works with polynomial time delay if τ C (A) (A ⊆ E) can be done with polynomial time delay.
The following examples describe how to use the above algorithm to determine (E, τ ) to be a convex geometry.
We may easily find out that τ satisfies (co1) and (co2). In addition, there is N = {∅, {i}, (i = 1, 2, 3, 4), {1, 2}, {2, 3}, {3, 4}, {1, 2, 3}, {2, 3, 4},  {1, 2, 3, 4}} and P = {∅, {i}, (i = 1, 2, 3, 4), {1, 2}, {2, 3}, {3, 4}, {1, 2, 3},  {2, 3, 4}, {1, 2, 3, 4}} .
Next with the algorithm provided in (pr2), we search out S = {A ⊕ i : A ⊆ E}. The process of searching is described as 2, 3, 4) ; {1, 2, 3, 4} → {1, 2, 3, 4}. We may easily obtain that τ satisfies (co1) and (co2). In addition, we may reveal P = {∅, {1}, {4}, {1, 2}, {2, 3}, {1, 2, 3}, {1, 2, 4}, {2, 3, 4}, {1, 2, 3, 4}}.
Next we use (pr2) to yield out S = {B ⊕ i : B ⊆ E} as Table 3 .2.
Step i New element Set of elements provided by (pr2) Therefore, we receive S = {∅, {4}, {1}, {1, 2}, {1, 2, 3, 4}}. However, there is S ̸ = P, though S = N holds. Hence, by Theorem 3.1, (E, τ ) is not a convex geometry.
Characterization for k-truncated antimatroids
Theorem 3.2. Let (E, F) be a set system and X = {X j ∈ F : X j covers X in (F, ⊆)} for X ∈ F. (E, F) is a k-truncated antimatroid if and only if the following are true. Step 1 works with polynomial time delay if (F, ⊆) is drawn using a method from one of [7] and [10] .
(3.2.7) Because every case in
Step 2 is only to compare the elements and s ≤ ρ(F) < ∞. It follows that Step 2 works with polynomial time delay.
Summing up (3.2.6) and (3.2.7), it concludes that the algorithm above works with polynomial time delay.
The following examples will express how to use the above algorithm to determine (E, F) to be a k-truncated antimatroid. 
Step 2 indicates that (E, F) is not a k-truncated antimatroid.
Let k = 3. {2, 3} ∈ F (1) but |{2, 3}| = 2 ̸ = 1. Namely, for F (1) , (3.2.4) is not true. Therefore, Step 2 assures that (E, F) is not a 3-truncated antimatroid. Step 2 informs us that if k ̸ = 2, then (E, F) is not a k-truncated antimatroid.
Let k = 2. Using the algorithm, it follows that (E, F) is a 2-truncated antimatroid.
Example 3.4 illustrates that even E / ∈ F, (E, F) may be a k-truncated antimatroid where k = ρ(F).
Conclusions
In this article, with the assistance of NextClosure algorithm, we present a characterization of antimatroids by convex geometry theory. We may hope that this characterization will be useful for the applications of antimatroids in formal concept analysis. Additionally, we provide a characterization of a set system to be a k-truncated antimatroid. The characterization can be realized by an algorithm.
Actually, there are some more important subclasses of greedoids also enjoying with the assistance of natural algorithmic characterizations, or realizing its characterization with natural algorithm. We may infer hopefully that the study way in this article may provide a reference for new algorithmic frameworks and frameworks with new algorithmic assistance for additional types of greedoids. In addition, we may hope that the results here are useful to the discussion of formal concept analysis or some other fields.
