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Abstract 
In contexts where fragmentation of information systems is a problem, data warehouse (DW) has brought disparate 
sources of information together. While bringing data together from multiple health programs and patient record systems, 
how does one make sense of huge amounts of integrated information? Recent research and industry uses the term, 
“Operational BI” for decision making tools used in operational activities. In this paper, we highlight the use of DHIS 2, a 
large-scale, open-source, Health Management Information System (HMIS) that acts as a DW. Firstly, we present the 
results of a survey done in 13 countries to assess how Operational BI Tools are used. We then show 3 generations of BI 
Tools in DHIS 2 that have evolved from action-research done over 18 years in more than 30 countries. Secondly, we 
develop the Overview-Overwhelm (O-O) analytical framework for large-scale systems that need to work with Big Data. 
The O-O framework combines lessons from DHIS 2 BI Tools design and implementation survey results. 
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1. Introduction
It is evident from the literature that health information systems (HIS) in developing countries are fragmented [1] [2] [3]. 
This fragmentation causes problems of incomplete and inaccurate information [4] [5]. Yet, this fragmentation of 
systems is also commonly found in large enterprises, where different departments gather data in separate transactional 
systems that do not communicate with one another. Although our tools and embedded experiences are from the 
developing-country contexts, you’ll find reminisces of enterprises across the world and thus, the lessons learnt by us 
over the last 18 years should be valuable to many practitioners who design or implement Business Intelligence (BI) 
tools. At the outset, we will like to inform our reader about the practitioner focus of this paper. Thus, we have concise 
description of our research design and methodology. The paper focuses more on findings and historical evolution of our 
action-research. We also believe that it is not co-incidence that evolution of our BI tools has gone similar to what Chen 
et al. [6] describe as BI&A 1.0, 2.0 and 3.0. Our field-level requirements have directed us in the same direction, where 
we classify our generation of BI tools in a similar fashion. 
Recent research points to the use of BI for managing the daily business operations [7]. This has been referred to as 
Operational BI as it is used to manage and optimize operational activities. Although most literature characterizes 
Operational BI as real-time and low-latency availability of data, there is also acknowledgment that “Operational BI puts 
reporting and analytics application into the hands of users who can leverage information for their own operational 
activities” [8]. Others have referred to this as “real-time”, but we prefer to use the term “right-time” and highlight 
operational availability to be the main difference, when referring to Operational BI in comparison to Real-time BI.  
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Similarly, “use of information for local action” has been advocated by numerous researchers working with health 
information systems [9]. Through this paper’s discussion section, we will see that it is not a co-incidence that public 
health researchers and operational science researchers have both pointed to the same need, but rarely shared the 
knowledge between the two domains.  We look at a popular and arguably the largest [10] open-source Health 
Management Information System called DHIS 2 (its full-form: “District Health Information Software version 2” 
suggesting a health-only domain is irrelevant and is more of a backronym these days) and how its Operational BI tools 
are used in developing countries to manage country-wide or state-wide health systems. 
The paper is organized as follows. In the following section we present the current conceptualization of Big Data and 
Operational BI. Here we also add the literature on Organizational Capabilities that is central to our survey of health data 
managers and implementers of DHIS 2. We briefly mention our research approach in Section 3. The findings of the 
survey are presented and discussed in Section 4 of the paper. In Section 5, we highlight the Operational BI Tools in 
DHIS2 and how these tools have evolved over time. Here we present a specific experience of integrating mobile data 
capture and the challenge posed by visibility of work due to data. In Section 6, we highlight the lessons learnt in the 
design of BI and Analytics (BI&A) tools for Big Data. In Section 7, we present the Overview-Overwhelm (O-O) 
analytical framework for understanding and managing Big Data and articulating the “bigness” of data through 
organizational capability perspective. We conclude the paper and highlight future work in the last section. 
2. Conceptual Framing 
2.1. Conceptualization of Big Data 
Big Data is a term widely used in popular media. Words like “Petabyte Age”, “Industrial revolution of data” are 
common, yet haven’t we had huge datasets of petabytes running on super computers for bioinformatics, space research 
or other high-performance computing domains for at least the last 20 years? What makes the current times unique is that 
never before have the “masses” been involved in data creation exercise at this scale, nor has so much general computing 
power become available. Academic definition for the term is particularly hard to find, but industry reports have defined 
Big Data with wordings such as: 
 
“Big Data is data that exceeds processing capacity of conventional database systems” (O’Reilly Media) 
“Any amount of data that's too big to be handled by one computer” (Amazon) 
“Big Data is data with attributes of high volume, high velocity, high variety and low veracity” (IBM) 
“Big Data refers to datasets whose size is beyond the ability of typical database software tools to capture, store, 
manage and analyze” (McKinsey) 
 
With the integration of multiple sources of data into a DW, we face the challenge of increased Volumes, increased 
Velocity and increased Variety of data. This has been commonly referred to as the “Three V” of Big Data [11]. Other 
researchers have also added the challenge of Veracity of data as the fourth Big Data challenge [12]. Weiss and 
Indurkhya [13] in computer science and Diebold [14] in econometrics were one of the first to suggest practical 
principles of data mining for Big Data. Still, it is difficult to apply these principles in the context of low-resource 
settings, where the constraints in themselves add to the “bigness” of incoming data. The nature of data in health systems 
is obvious to the “Four Vs”, because with population increase, the medical observations, health indicators and health 
facilities are always on the increase. When any current incoming data point has to be analyzed with the vast snapshot of 
existing historical data, the exponential increase in complexity poses problems of processing, storage and analytics. 
From these reports and related literature, we see that Big Data is not only large volumes of data, but also contains 
complex interconnections [15]. So the term in itself is somewhat poorly descriptive [16]. Should it be called large, 
quickly changing, complex datasets for people who dislike or find incorrect use of the term “Big Data”? We do not 
attempt to demystify Big Data here. We simply claim that national health DW contains data of similar attributes that 
needs to become meaningful information, through analytics so that it can improve health services and save lives. 
2.2. Conceptualization of Operational BI 
Over the last 50 years, BI has been expected to change the way in which information is used by organizations to make 
business decisions. These have been over the years re-invented as Decision Support Systems (DSS), Expert Systems and 
Executive Information Systems (EIS) [17]. Much effort has been tied to automation or support of human decision 
making. Still, systems that provide process-based information for decision making have only become top priority for 




Chief Information Officers (CIOs) in the last 10 years [18]. Even the creation of job profile for CIO started in the early 
90s with the implementation of ERP systems and ensuring the potentials of these systems are met [19]. This long hiatus 
can be attributed to the complexity of business processes and lack of availability of data from all parts of the 
organization that can enable making a holistic decision. BI provides insights to managers and information officers to 
make more informed decisions [20]. 
White [7] classifies BI into 3 main parts, namely strategic, tactical and operational. These are mainly classified based 
on Business Focus, Primary users, Time-frame and metrics of data. The basic premise in classifying the different forms 
of BI comes from the level at which information is used and when the information is used. In the health sector, 
information needs to be made available to people at all levels. This information is required for operational activities 
such as what diseases are more prevalent, where additional drugs and workforce is required, how to make them 
available given the available resources. As mentioned earlier, this has been referred to as “use of health information for 
local action” [21], where local practitioners can make use of information and adjust their work practices. With this 
conceptualization we see that Operational BI is used for the day-to-day activities of the users, who are information 
generators as well as information consumers at the same time. 
Keny and Chemburkar [8] provide a slightly different conceptualization of Operational BI. They present the idea of 
granularity of information as the characteristic separating Operational BI from traditional BI. They suggest that while 
traditional BI relies on Key Performance Indicators (KPIs) to derive a holistic perspective on corporate performance, 
operational BI provides much more granularity to address the needs of operational functions. This characteristic of 
Operational BI is similar to the concept of “hierarchy of standards” [22], where it is advocated that each level of the 
health system should be able to manage their own set of indicators, with increasing granularity as we go to the lower 
levels. The higher levels only need the aggregate view of indicators from the lower levels. 
Traditional BI has been complex to implement because it tries to capture all processes and business complexities. Thus, 
traditional BI implementations involve tricky data modelling and require highly experienced BI developers and data 
modellers. On the other hand, Kobielus [23] suggests that Operational BI tools can be used as “Do-It-Yourself” business 
intelligence, where users themselves can configure analytical instruments like indicators, metadata, data sources and 
create “mashups” (a view of data from different sources) using graphical tools. In IS research, it has been identified that 
mashups will become the basis for Web 3.0, where user-driven programming of the web [24] happens, as users 
themselves connect the different pages of information on the internet and create new information. This common 
conceptualization of Operational BI and Web 3.0 through similar approaches is interesting for future research and 
direction of Operational BI. 
2.3. Organizational Capabilities 
Most industry definition for Big Data deals with only technical artefacts such as database systems, but does not 
highlight the role of organizational capabilities in determining “bigness” of data. IS Researchers have discussed about 
Organizational Capabilities [25] perspective in Knowledge Management that we have found useful to understand how 
an organization looks at Big Data. This perspective is useful to define Big Data for an organization and manage Big 
Data to the best of available capabilities and how these capabilities can be put to best use. 
A purely technical definition of Big Data talks about single computer or standard database systems that cannot meet 
computational demands of analytics. We argue that this term has to be more than technical alone and should encompass 
organization capabilities. Volume, Velocity, Variety and Veracity of data are relative terms. Just as the superlative 
network speeds of the 1990s are unacceptable today, we cannot measure computational capabilities available today by 
the standards of the fastest supercomputer in the world. Not everywhere is such computational power accessible. Hence, 
the term Big Data should be contextual and be defined by the socio-technical capabilities or Organizational Capabilities. 
Our research model stems from the seminal study by Watson and Wixom [26] that studied implementation success of 
DW. Instead of implementation success, we postulate a model of comparing implementation factors (further classified 
as organizational capabilities) and the use of Operational BI tools – both of which help model the organizational 
effectiveness in terms of delivery of planned vision and effective use of data at different levels in the organization. 





Figure 1. Our research model based on Knowledge management capabilities & organizational effectiveness – Gold, 
Malhotra & Segars (2001) and Implementation Factors on Warehousing Success – Wixom and Watson (2001) 
In Figure 1, our research model is shown with Knowledge Infrastructure Capabilities being the formative factors on 
the left and Knowledge Process Capabilities being the reflexive factors on the right. Although, we classify these as 
factors at the start of the implementation, we realize that during the implementation process, these formative capabilities 
continue to evolve due to the reflexive factors. Other researchers have described this transition has been highlighted as 
Architectural Maturity [27] and we’ve seen similar changes during the adoption of DHIS2 systems, where technology, 
structure and culture evolve during the different stages of implementation. Under Technology capabilities, we list 
Standardization (metadata, user access, vocabulary) and Infrastructure availability. By infrastructure, we mean hardware 
(servers, networks, power supply) and software (OS, database systems) infrastructure that can allow installation, running 
and maintenance of the DW. Under Structure capabilities, we list Resources (amount of finance available, no. of people 
available), Management Support (memos, work orders) and Resistance to Change. Under Culture Capabilities, we list 
Team skills (competence), Information Champion (role) and User-independence (self-learning, training, decision 
making powers). These are also formative factors in defining Big Data for the organization. In Knowledge Process 
capabilities, we list Data sources (types, velocity), Application (BI Tools used – we describe this in detail in Section 5) 
and Protection (security, data integrity). 
3. Research Approach 
Our research has been conducted as part of a long term engagement in the field, doing actions and understanding the 
effects of our action. This empirical investigation can be broadly placed in Scandinavian Action Research tradition [28], 
which elsewhere has also been described as Networks of Action [29]. The Networks of Action approach is specifically 
designed for the resource limited conditions in the Global South. Our network, called HISP comprises of researchers, 
developers, implementers, representatives from ministry of health, all of whom share learnings between the nodes of the 
network. The 18 years time-span of the research project exceeds traditional ‘projects’ and is more akin to social 
movements [30]. One of the authors is the originator of the project in the mid-1990’s and has participated in the design, 
development and implementation of HIS in many countries in Africa and Asia. The other author has been part of this 
network for the last 4 years, primarily engaged in Asia and is part of the core developer team for the DHIS2 software. 
The survey respondents were implementers, who we define as “developers/consultants/customizers or local 
administrators; those who are involved in setting up the system”. This includes international HIS researchers, public 
health consultants, in-country health bureaucrats. For the survey we defined Users as “end-users, people who enter data, 
look at reports or use reporting tools and perform day-to-day operations; those who are using the system”. This survey 
did not include Users as respondents. We use PLS method to derive the associations between the different reflexive and 
formative organizational capabilities. The survey was modelled on [26], with a 5-point likert scale and similar technique 
of analysis. 
4.  Survey results and discussion 
From our survey findings, we can see that some organizational capabilities have more direct co-relation with others, 
while others that we thought also had co-relation are not supported by the findings. We see that although most of the 
organizational capabilities are co-related to the use of Operational BI Tools, we see some factors not co-related, while 




others are more significant. We see from our study that structural and cultural organizational capabilities are more 
relevant in use of Operational BI tools than Technology factors. 
 
Table 1: Hypothesis evaluations 
Organizational Capability Co-relation Hypothesis 
Support 
Technology Moderate co-relation 
Higher Standardization efforts will be associated with higher use of BI Tools Supported 
Higher Infrastructure availability will be associated with higher use of BI Tools Not supported 
  
Structure High co-relation 
Higher resources (finance, people, time) will be associated with higher use of BI Tools Supported 
Higher management support will be associated with higher use of BI Tools Supported 
Lower resistance to change will be associated with higher use of BI Tools Supported 
  
Culture High co-relation 
Higher team skills will be associated with higher use of BI Tools Supported 
Information Champions at more levels will be associated with higher use of BI Tools Supported 
Higher user-independence will be associated with higher use of BI Tools Supported 
  
Acquisition No co-relation 
Higher disparity of data sources will be associated with higher use of BI Tools Not supported 
  
Application (Use of BI Tools) Moderate co-relation 
Higher use of BI Tools will be associated with meeting organizational impl. success Supported 
Higher use of BI Tools will be associated with meeting impl. success Supported 
  
Data Protection No co-relation 
Higher data protection will be associated with meeting organizational impl. success Not supported 
Higher data protection will be associated with meeting impl. success Not supported 
 
Technology factors - Even though more infrastructural technology might be available, it does not necessarily mean 
that users would make use of Operational BI tools. This is an important learning because we often understand that since 
we have the technology and available data; it will not necessarily mean that these will be useful in meeting the 
organizational implementation success or envisioned functionality of the data warehouse. This seems to be another 
observation in the “Build It and They will Come” debate around Information Systems [31] [32] [33]. When there has 
been higher standardization effort, i.e. harmonization of datasets, formats we see that there is more likelihood that users 
will make use of the data. This was our hypothesis and is supported by the survey results. 
Structural factors - We see resources within the organization as part of the structure. When more resources, better 
management support and lower resistance to change within the organization, we see better use of Operational BI tools 
and in turn better implementation and use of data. 
Cultural factors - Team skills include implementer’s inter-personal skills as well as the user skills in using the tools. 
Our hypothesis was that with higher skills there would be higher use of Operational BI tools. We also believed that with 
more Information Champions at all the levels of the organization, there would be better use of BI. Information 
Champions are people who are proactive in collection, reporting and use of data. Our results that support the view that 
more Information Champions mean better use of tools, is in some sense contrary to the findings from Wixom & Watson 
[26]. We find that this might be because there are other cultural and structural factors, similar to Beath [34] that are in 
support in the organizations that have been part of our survey. 
Data Acquisition - To our surprise, data when coming from more disparate sources does not necessarily mean that 
users would want to co-relate them and view them. Thus, although the nature of Big Data might be co-relation between 
the data points, users will not want to make use of the co-relations just by default. We also thought that there may be a 
reverse co-relation (lower disparate data sources, meant use of BI tools) instead, but even that is not supported by our 




analysis. So, it may be concluded that even if data came from one department or from many departments (or health 
programs in our case), use of data is not affected by it.  
Data Protection - We also found that data protection has no direct impact at least from our survey respondents on 
the use of BI tools or the organizational effectiveness in dealing with data. This may be so, because in the developing 
country context, there is little or no a law or structures around electronic data protection. Some countries in Africa and 
Asia are moving towards such legislations, but these are far from implementation. 
From the survey of the countries, we see that Organizational Capabilities are vital in understanding use of 
Operational BI and in turn manage Big Data. Along with this understanding, in the next section we describe the 
evolution of the Operational BI tools in DHIS 2, that are inscribed [35] with the lessons that we have learnt in managing 
data for health systems. 
5. Operational BI Tools in DHIS 2 
The DHIS 2 is a tool for collection, validation, analysis, and presentation of aggregate statistical data, tailored (but not 
limited) to integrated health information management activities. It is a generic tool rather than a pre-configured database 
application, with an open meta-data model and a flexible user interface that allows the user to design the contents of a 
specific information system without the need for programming. 
DHIS 2 has been implemented in more than 30 countries in Africa, Asia, Latin America and the South Pacific, and 
countries that have adopted DHIS 2 as their nation-wide HIS software include Kenya, Tanzania, Uganda, Rwanda, 
Ghana, Liberia, and Bangladesh. The software is developed through open-source collaboration and has been iteratively 
developed through application in “real world” through bottom-up, participatory software development. The software has 
its roots in Scandinavian Action Research tradition in IS development where user participation, evolutionary 
approaches, and prototyping are emphasized [36]. Its development started with the reforms in health sector in post-
apartheid South Africa and has evolved into a large-scale web system that is now used for country-wide management of 
health information systems. Over this period, lot of BI tools have become part of the application, but its core agenda has 
been the use of information for local action through the use of flexible standards [22].  
5.1. The first generation of Operational BI Tools 
From Offline Pivot tables to Downloadable Pivots to Stuck with Big Data 
The first generation of Operational BI tools in DHIS 2 included tools which allowed users to modify data attributes and 
observe their effects on indicators. These tools allowed data managers to introspect on the effect of changes to certain 
data points with respect to a set of existing longitudinal data points. In Microsoft Excel™ spreadsheet, such a tool is 
Pivot tables which allow creating unweighted cross tabulations. Pivot tables are commonly used for row-column 
interpolation and interchanging rows with columns and vice versa. Pivot tables have been used widely in understanding 
and analyzing information [37]. These have been important tools for integrated decision support systems based on data 
warehouses [38]. From early 1996 to early 2006, these tools have been used widely by users of DHIS v1. The pivot 
tables perfectly supported operational activities of health staff at facilities. As other researchers have reported, some 
effort was required to train users to work with pivot tables, but later it became one of the most used features in DHIS 
[39] [40] [41]. New incoming data points are fairly easy to add to existing pivot tables, but only till such data is limited 
in size. When we moved to DHIS 2, we decided to completely rewrite it as a web application. In such networked data 
collection and web application world, when we first tried to implement pivot tables, it proved to be extremely slow. 
Web browsers were not able to support pivoting even large, static dataset. High velocity data was impossible to 
accommodate through pivot tables. In 2011, Google provide a plugin for web-based pivot table interface through their 
Google Docs™ service. But the plugin has since been deprecated because large datasets are impossible to work with. To 
deal with the issue of large datasets, we decided to partition the data mart based on the facilities, user data and 
geographical locations. We also allowed users to select indicator dimensions, period, and location, so that pivoted 
outputs are manageable in size. In addition, we allowed users to connect to a web service and download data mart 
locally using a Java desktop mydatamart application. This desktop-based, downloadable pivot solution was better than 
the browser-based pivoting solution, but still could not handle 100s of Megabytes, nor high-velocity data as the offline 
data mart would become stale in a matter of minutes. So, although mydatamart is a recipe for flexible Operational BI 
and used in some implementations of DHIS2, yet it cannot deal with Big Data. 
 
From Data mart Service to Nightly data marts to Caching proxies 




The Data mart service is Extract-Transform-Load (ETL) process in DHIS 2. This backend process provides information 
for reports based on aggregations and disaggregations of transactional data. The reports are generated from the data 
mart, a common practice in DW tools. In the early days of moving to a web application, DHIS 2 would run the data mart 
service as soon as new reports were requested. This caused the same information to appear in the reports, even if data 
values had changed due to high velocity, while the latest data mart generation was not completed. This is a common 
problem with high velocity data. Over time, there were a few optimizations like having a separate reporting server, 
algorithm optimizations etc. Yet, we observed that data mart creation became more and more time consuming as data 
became high-velocity and high-variety. To be able to deal with this challenge of growing computational capacity, we 
decided to build a feature by which the data mart service would only be executed every night at a scheduled time. This 
meant that users would be able to store data, but the analytics could be run only on the previous day’s data. This nightly 
data mart reduces the load on the infrastructure and makes the reports accessible to users, but reduces the operational 
nature of information. For e.g. in Ghana where 10 yr legacy data was imported, there were close to 33 million data 
points that needed rebuilding by the data mart service every night. This process is extremely technology intensive and 
even though using cloud hosted servers have alleviated some computational challenges, it still takes about 6 hours every 
night for completion. As more and more data is collected over the next few years, we are expecting even with “elastic 
computing”, which provides on-demand computational resources, we will need more time (more than a night) to 
complete the data mart. To deal with this problem of correlating large amounts of data and still make information 
operationally available, one suggested technique which we have started to apply is using caching proxies. These are 
servers which will partition the requested data and remember it for a user/group of users. So users within a district or 
county will always request data from their proxies and these proxies will only deal with information that is generated, 
stored and processed for their geographies. These proxies refresh themselves based on their own caching rules that are 
written on an organizational unit’s operational needs. This partitioning helps reduce the load and time for the data mart 
process. This feature is experimental and we are evolving new paradigms for partitioning based on operational needs. 
5.2. The second generation of Operational BI Tools 
 
Figure 2. Dashboards with Live Views 
From cross-tabulations to Dashboards 
From the early days of DHIS 2, graphs and charts have been useful visualization tools. The challenge with multi-
dimensional data that has n-number of co-relations is finding a useful visualization for it. Health data is considered in 
essence to be longitudinal in nature and hence plotting values over time has been the standard approach to visualize it. 
Still, when co-relating data points, tables have often played a more significant role in such analysis. As the DHIS 2 
community of users moved away from pivoting, it was realized that visualizing data through charts and placing them 
next to each other made it possible to do multi-dimensional visualizing of data. Thus, the DHIS 2 dashboards were born, 
where co-related data points would be placed next to each other, even overlapping if one wishes to and view data points 
longitudinally. This allowed users to create their own operational “mashups” and view co-related multi-dimensional 
data beside one-another. This has been extremely powerful for analytics even in low-level facilities, as it provided easy 




overview of status of operations. Each user has their own dashboard according to their operational needs. The dashboard 
is live view of maps, charts and tables. It uses data from the previously mentioned data mart service. 
 
Data mashups on Maps 
 
Figure 3. Data mashups on Maps 
While the Dashboard provides useful overview, often the contextualization of permanent or semi-permanent data like 
population estimates, staffing, equipment, survey, geographical topography etc. can better visualized on a map. DHIS 2 
learnt that as users wanted to co-relate live incoming data with permanent or semi-permanent data, geographical 
boundaries of facilities, districts, provinces etc. provided interesting ways in which users can visualize. Users create 
indicators from data points and use the values from different regions to plot legends onto a map. These are especially 
useful to compare geographically close locations for similar kinds of information. These maps allow contextualizing the 
incoming data with existing data and allow users to create their own “mashups” of data. Although this has been referred 
to a Geographic Information System (GIS) by other researchers [22], it is more along the lines of mash-ups ideology, 
where maps are used as a surface to represent data extracted from the system. The tool does not allow complex layering, 
manipulating geo-spatial data or CAD/CAM features that are expected of GIS systems. Instead the tool in DHIS2 allows 
thematic mapping, while letting the user define custom legend sets and save favourite map views. The tool also allows 
users to drill-down to the internal organization boundaries and look at the data represented by them. Source of data 
(organization unit) is automatically matched with the labels on the map/shape files. Users can also manually link data to 
geographic co-ordinates or polygons. Users are given the flexibility to represent any information from datasets onto any 
map. The indicators are then seen as different colour representations based on the range of data values. 
5.3. The third generation of Operational BI Tools 
Validation Rules 
Validation rules are expressions to evaluate incoming data values with existing data values. These expressions are 
mathematical models that can be created by users based on existing data points. Validation rules are used to match data 
elements and find those that are different from the normal values. These include min/max ranges as well as comparison 
with the values of other data elements. Failing validation rules from a business logic perspective are outliers, but from 
our experience in the use of mathematical models, these outliers should not be considered as mistakes in the data, but 
instead should mean we need to question the reasons for the outlier. New insights can often be drawn from these outliers 
and hence DHIS 2 allows users to add unstructured comments that can be mined for further understanding the reasons 
for such outliers. The process of executing validation rules cannot be thought of as a simple data cleaning (in DW often 
part of ETL process) because it involves analysis of what data exists in the system and what is not being entered into the 
system. An important part of data that violates the validation rules is to look at the comments on such instances. DHIS 2 
allows for adding comments, when data is beyond the min/max values or has problems with validation. For e.g. 
Validation rules are often created to verify outbreak alerts. Here, standard deviation is used to verify if the number of 
patients diagnosed with a disease is within the previous min-max range. Similarly, stock outs or buffer levels for 




inventory is managed through validation rules. So, we see that validation rules help in the local action because 
operational activities are better managed through the use of such rules. We also have a better understanding of data 
through these validation rules and comments entered on data that is failing validation rules. 
 
Social network of Interpretations 
While we have evolved through the different generations of Operational BI tools, we realize the strength of data 
analytics lies in the hands of users of these tools, rather than in the tools by themselves. Hence we have recently allowed 
users to share their interpretation of data, using all of the above mentioned tools. Users can annotate charts, graphs, 
tables and maps while sharing it with a group of users in DHIS 2. The sharing of these interpretations creates a sort of 
social network of health system analysts, where users comment and annotate each other’s interpretations of data. We 
find that in many places newer insights have been created by leveraging the interpretations of different skilled analysts 
in this process. The interpretations are particularly useful when health staff make operational decisions based on 
interpretations of health staff located in another facility, which would otherwise be disconnected from each other’s 
activities. These social networks allow making sense of the Big Data, but in fact also create more data for each other. 
Yet, this much more nuanced and extracted information is of greater value to the users, who feel excited and empowered 
to share their interpretations with peers and superiors. There are structural, cultural challenges that also arise in such 
social networks, but interpretation tools have indeed provided better extraction of information from large amounts of 
data. The interpretation tools in DHIS 2 are fairly new and only few countries are widely using it at the moment. 
5.4. Case of Integrated mobile phone based data capture 
HISP India is involved in the implementation of a large-scale mobile-based health information system in a northern state 
in India [42]. As part of the implementation, more than 5000 health workers have been given mobile phones that are 
used for reporting aggregate of health activities performed by field-level health workers. The health workers use a 
mobile application that captures data and sends this information as an SMS to the state health office. At about the same 
timeframe, clinicians working in outpatient ward of government health facilities were asked to report their activities on a 
daily basis through the use of similar SMS-based services. The clinicians started sending daily updates to the state office 
and a lot of data was being captured. On the other hand, since health workers were being given mobile phones, the state 
added 10 new data points on which health workers were also asked to report daily to the state. The primary aim for 
doing this from the state’s perspective was to try and strengthen control over the health worker’s activities; to know 
what the health worker was doing on a daily basis. Since, clinicians were already doing this, the state health department 
officials assumed that health workers would have no problems doing the same. However, as the implementation started, 
it was observed that health workers were resistant to daily reporting and voiced protests as part of the health worker 
union. On exploring the reasons for the resistance, it was found that the health workers only performed some of the 
duties on a daily basis on which they were asked to report. On the other hand, other activities that they performed on a 
daily basis were not being captured. Beyond that, they had fears that if they reported ‘zeros’, authorities would assume 
that they have not worked for the day, whereas in fact they provided other services. In protest to the daily reporting on 
new datasets, the health workers completely stopped using the mobile-based reporting system.  Since the effectiveness 
of the full project was getting jeopardized, the state agreed that the health workers would rather report weekly on the 
same activities and the clinicians would continue to report their daily activities. This seemed to go well with all the 
parties involved and helped collect ‘adequate’ data about the workings of the health system. 
6. Lessons learnt - How to design BI Tools for Big Data 
Our experience is that organizational capabilities are most important when designing and implementing BI tools. Using 
Operational BI tools simplifies management of large datasets and users grow into data use with such tools. Since, our 
lessons come from experience in participating in a long drawn action-research project involving many different health 
systems/organizations, the evolution of the tools embed in them the lessons that we have learnt. We summarize some of 
the wisdom that has been embedded in the tools. This can be used by designers or implementers of other BI tools.  
 
Lessons #1 – Organizational capabilities are difficult to change, evolve processes of data acquisition and 
analytics 
Organizational capabilities have inertia that makes it hard to change. Since people have become accustomed to certain 
tools or have been trained to use a certain type of BI&A tool, it is extremely hard to get them to change. The Pivot tables 




was known to be a dead-end for large datasets, yet for users to be able to continue with their existing practices, we had 
to develop a transitional tool that allowed similar analysis. Similarly, we also see that certain users or organizational 
departments have capabilities that would allow them to generate data, while other users are not likely to be able to 
generate the same amounts of data. Organizational culture as seen from the case in India (see Section 5.4) plays a major 
role in response to acquisition of Big Data, not just processing or analyzing data. Particular care needs to be taken in 
cases which use ubiquitous technologies like mobile phones that technologically suited to generate Big Data 
 
Lesson #2 – Data partitioning based on operational needs is the key to scalability 
Partitioning data has been a common practice for managing data. But when it comes to Big Data, it becomes an essential 
task. Partitioning can be based on one or combination of the following constructs: 
Time - as we did using nightly access to data 
Space - as we did on geographical limiting 
Activities - as we did using the hierarchy of standards notion 
Lesson #3 – Outliers are not unclean data, but points of innovation 
Outliers that have been created by a model are often considered to be unclean data or wrong data. In Big Data world, 
annotating such data and trying to find co-relations is very useful practice. It evolves the use of data, but also provides 
new insights into organizational practices. As we saw from sharing of interpretations and discussing finding in an 
enterprise social network creates more useful analysis within the organization about these outliers or different 
interpretations of data. Being able to extract further information from these discussions is expected to provide better 
insights into improving practices. 
7. Towards Overview-Overwhelm Framework - Discussion 
The conceptual view of transforming Big Data to meaningful and actionable information can be understood through the 
lens of the Overview-Overwhelm (O-O) analytical framework. Our starting point is the postulation that Organizational 
capabilities are constraining and enabling factors towards use of Big Data. We define the Overview space as optimal 
understanding of data, such that organizations can easily assimilate the information that is conveyed by such data. On 
the opposite end, we define the Overwhelm space, where there is wasteful use of resources to make sense of data or the 
information conveyed by the data is hard to grasp. In this regard, we refer to the work of Sandiford et. al. [43], which 
distinguishes approaches of IS in health systems, where one uses either an “action-led” approach or a “data-led” 
approach. When we bring Big Data into the picture, we see data-led approach resulting in Overwhelm space because 
often in countries, health reporting is done for the sake of reporting [44]. This creates large amounts of data that is rarely 
used [45]. Here we see upcoming technologies of mobile phone, ubiquitous sensors and wireless technologies contribute 
to generating Big Data. On the other hand, the Overview space can be created and maintained within health systems 
through an action-led approach. An action-led approach to Big Data is to process raw data into indicators; but go beyond 
creating indicators and further matching them with targets. Millennium Development Goals are such targets that 
countries implementing DHIS2 want to achieve. The Operational BI Tools in DHIS2 helps achieve this transition of 
data-led to action-led efforts or from Overwhelm to Overview information space. Organizations have large spaces in 
terms of information view in between the areas of overview and overwhelm. This space is often filled with data and no 
information or there is no scalable way in which data can be moved from Overwhelm areas to Overview areas. CIOs are 
individuals who need to take initiative to allow users to move data across this space. CIOs will find it hard to make this 
move for the whole organization. But with an army of users with operational needs for information, data can be moved 
as we have shown from our cases, from overwhelm to overview space. By the very nature of health data acquisition, we 
see that data has the inertia to move towards the Overwhelm space. We claim that Technology, Structure and Culture 
are formative factors towards changing this inertia and move information into the Overview space. 
 





Figure 4. Overview-Overwhelm (O-O) Framework - A looking glass at organizational data management 
The O-O framework can be understood as a looking glass to view Organizational capabilities. O-O helps define what 
Big Data is and how it can be managed. Each of the formative factors of Technology, Structure and Culture of the 
organization determine whether the acquired data is Big Data or not. Depending whether the data can be provided as an 
overview or whether it overwhelms the organization determines if it is Big enough or Not for the organization. Starting 
with the DHIS 2 first generation of BI tools, they moved from an Overview boundary to Overwhelm boundary and 
efforts were made to reverse that direction. But, the data became overwhelming for the technology, organizational 
structure and culture as time went on. That strand of BI tools did not adequately move back to Overview and hence is 
not a suitable toolset to manage Big Data. The second generation of BI tools through the use of visualizations provides 
overview of data. Still there are limitations to visualization and it does not completely cover the sharing of gained 
knowledge through the organization. The use of social networks through interpretation of data is much wider overview 
of the data. 
8. Conclusion 
We conclude the paper by realizing that Big Data should not be defined only through technical factors. It should also be 
described by organizational factors such as Structure and Culture. We highlight some of the lessons that have been 
learnt in design, development and implementation of 3 generations of Operational BI Tools in DHIS2. We specifically 
show that instead of Analytics in the broad sense, Operational BI tools will help transform organizations to be able to 
work with Big Data. In healthcare, our experience has been to move from data-led to action-led approach using 
Operational BI Tools. The O-O framework can help act as a looking glass through which we can define and manage Big 
Data in healthcare 
Our further research points to how cloud computing can aid in sharing computing resources for processing Big Data. 
We have been working with countries to use IaaS, PaaS, and SaaS models for their data warehouses. It will be 
interesting to see what are the opportunities and challenges for countries to use Cloud computing for health data 
analytics. 
Notes 
1. DHIS 2 In Use – http://dhis2.org/inaction 
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