Abstract. Recently feature extraction methods have commonly been used as a principled approach to understand the intrinsic structure hidden in high-dimensional data. In this paper, a novel supervised learning method, called Supervised Sparsity Preserving Projections (SSPP), is proposed. SSPP attempts to preserve the sparse representation structure of the data when identifying an efficient discriminant subspace. First, SSPP creates a concatenated dictionary by class-wise PCA decompositions and learns the sparse representation structure of each sample under the constructed dictionary using the least squares method. Second, by maximizing the ratio of non-local scatter to local scatter, a Laplacian discriminant function is 816 Y. Ren, Y. Chen, X. Yue defined to characterize the separability of the samples in the different sub-manifolds. Then, to achieve improved recognition results, SSPP integrates the learned sparse representation structure as a regular term into the Laplacian discriminant function. Finally, the proposed method is converted into a generalized eigenvalue problem. The extensive and promising experimental results on several popular face databases validate the feasibility and effectiveness of the proposed approach.
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INTRODUCTION
In many application domains, such as speech recognition [1, 2] , protein function prediction [3, 4] , and time series analysis [5, 6] , data are typically provided in a highdimensional form because of which they are difficult to describe, interpret, and classify. In practice, feature extraction has become a widely used approach to handle the aforementioned problem [7, 8] . Thus far, a variety of feature extraction methods have been designed. Based on the data structure these methods utilize they are divided into three categories: global structure-based methods, local neighborhoodbased methods, and sparse representation-based methods.
Principal Component Analysis (PCA) [9] , Linear Discriminant Analysis (LDA) [10] , and their kernelized versions are typical global structure-based methods [11, 12] . Owing to its simplicity and effectiveness, PCA, which aims to maximize the variance of the projected data, has extensive applications in the fields of science and engineering. Although PCA is an effective feature extraction method, it does not employ the label information of the samples, and this leads to an inefficient classification. Unlike PCA, LDA is a supervised method that attempts to identify an optimal projection by maximizing the between-class scatter while minimizing the within-class scatter. Because the label information is fully exploited in LDA, it has been proven more efficient than PCA with regards to classification [13] . However, LDA is limited in that it can extract K − 1 features at best (K is the number of categories), what is unacceptable in many situations. Furthermore, LDA often encounters the small sample size (SSS) problem when high-dimensional data are involved. Baudat et al. proposed the Regularized LDA to address these problem [14, 15] ; however, all the methods mentioned above are based on the hypothesis that samples from each class lie on a linear subspace [16, 17] , and thus neither of them can identify the local sub-manifold structure hidden in high-dimensional data.
Recently, manifold learning methods, which are especially useful for the analysis of the data that lie on a sub-manifold of the original space, have been proposed [18, 19, 20, 21, 22] . Representative manifold learning methods include Lapla-cian Eigenmaps (LE) [19] , Locally Linear Embedding (LLE) [20] , Locality Preserving Projections (LPP) [21] , and Neighborhood Preserving Embedding (NPE) [22] . All of the above manifold learning methods can determine the optimal feature subspace by solving an optimization problem based on the weight graph question; however, all of them consider only the local structure of the data, ignoring the non-local property of the samples: they do not consider the projected relationship of two distant samples in the original space. Furthermore, they are not supervised and do not utilize the label information when training data.
Sparse representation, a new state-of-the-art technique for signal representation, has been successfully applied to object identification [23, 24, 25, 26] , medical image segmentation [27, 28, 29] , visual tracking [30, 31] , and image super-resolution reconstruction [32, 33, 34] . It models a signal as a sparse linear combination of the elementary signals from a dictionary and attempts to preserve the sparse representation structure of the samples in a low-dimensional embedding subspace. The representative feature extraction algorithms based on sparse representation include Sparsity Preserving Projections (SPP) [35] , Sparsity Regularization Discriminant Analysis (SRDA) [36] , Sparse Tensor Discriminant Analysis (STDA) [37] , and Sparse Nonnegative Matrix Factorization [38] . It is noteworthy that a sparse model also depends on the subspace assumption that each sample can be linearly expressed by other samples from the same class, i.e., each sample can be sparsely recovered by samples from all classes. In general, these sparse learning algorithms provide a superior recognition accuracy compared with the conditional methods. However, all the feature extraction methods based on sparse coding mentioned earlier must solve the 1 -norm minimization problem to construct the sparse weight matrix. Therefore, they are computationally prohibitive for large-scale problems. For example, SPP attempts to preserve the sparse reconstructive relationship of the data [35] , which is an effective and powerful technique for feature extraction. However, the computational complexity of SPP is excessively high; hence it cannot be used extensively for large-scale data processing (in fact, the time cost for constructing the sparse weight graph is O(n 4 ), where n indicates the total number of training samples). Moreover, SPP does not utilize the label information. Thus, the algorithm is unsupervised. Recently, Lu et al. and Zang et al. proposed Discriminant Sparsity Neighborhood Preserving Embedding (DSNPE) [39] and Discriminative Learning by Sparse Representation Projections (DLSP) [40] , respectively, to improve the classification performance of SPP and applied them to face recognition. Experimental results show that DSNPE and DLSP are more suitable for recognition tasks than SPP. However, DSNPE and DLSP also require resolving the time-consuming 1 -norm minimization problems to obtain the sparse weight graph; consequently, the computational costs of learning the sparse representation structure for DSNPE and DLSP are still very high.
Motivated by the above works, a novel supervised learning method, called Supervised Sparsity Preserving Projections (SSPP), is proposed in this paper. By integrating SPP with local discriminant information for dimensionality reduction, SSPP can be regarded as a combination of sparse representation and manifold learn-ing. More specifically, SSPP first creates a concatenated dictionary using class-wise PCA decompositions and learns the sparse representation structure of each sample under the constructed dictionary using the least squares method. Then, by maximizing the ratio of non-local scatter to local scatter, a Laplacian discriminant function is defined to characterize the separability of the samples in the different sub-manifolds. Subsequently, by integrating the sparse representation information as a regular term into the Laplacian discriminant function, SSPP attempts to preserve the sparse representation structure of the data and maximize the the separability of the different manifolds simultaneously. Finally, the proposed method is transformed into a generalized eigenvalue problem.
It is worth emphasizing some merits of SSPP and the main contributions of this paper:
1. SSPP is a supervised feature extraction method that aims to identify a discriminating subspace where the sparse representation structure of the data and the label information are maintained. Meanwhile, the separability of different submanifolds is maximized and the separability of each sub-manifold is minimized; consequently, samples belonging to different classes can be distinguished more clearly.
2. The time required for extracting discriminant vectors in SSPP is significantly less than that in the SPP algorithm. Therefore, the proposed method can be applied to solve large-scale problems more time-efficiently.
3. Label information is employed twice in SSPP. First, it is adopted to construct the dictionary for sparse representation and to calculate the sparse coefficient vector, which may contribute to a more discriminating sparse representation structure. Second, it is utilized in computing the local scatter and non-local scatter, which is more conducive for classification.
4. The small sample size problem is effectively avoided in SSPP because the singular problem of the local scatter matrix is circumvented owing to the sparse representation and the Tikhonov [41] regularized term in the SSPP formulation.
The rest of this paper is organized as follows: Section 2 briefly reviews the existing SPP algorithm. The SSPP algorithm is introduced in detail in Section 3. The experimental results and analysis are presented in Section 4 and lastly, the concluding remarks are given in Section 5.
BRIEF REVIEW OF SPARSITY PRESERVING PROJECTIONS (SPP)
SPP aims to preserve the sparse reconstruction relationship of the samples [35] . Given a set of training samples {x i } n i=1 where x i ∈ R m and n is the number of training samples. Let X = [x 1 , x 2 , . . . , x n ] ∈ R m×n be the data matrix consisting of all the training samples. SPP first seeks the sparse reconstruction coefficient vector s i for each sample x i through the following modified 1 -minimization problem: min
where
T is a n-dimensional column vector in which the i th element is equal to zero, implying the x i is removed from X, and the element s ij , j = i denotes the contribution of x j for reconstructing x i . Then, the sparse reconstructive weight matrix S is given as follows:
where s i is the optimal solution of Equation (1). The final optimal projection vector w is obtained through the following maximization problem:
with S β = S + S T − S T S. This problem transforms to a generalized eigenvalue problem.
It follows that SPP need resolve n time-consuming 1 -norm minimization problems to obtain the sparse weight matrix S. Thus, the computational complexity of SPP is excessively high and therefore not widely applicable to large-scale data processing. Moreover, SPP does not exploit the prior knowledge of class information, which is valuable for classification and recognition problems such as face recognition.
SUPERVISED SPARSITY PRESERVING PROJECTIONS
In order to minimize the disadvantage caused in the case of SPP because of the requirement of resolving n time-consuming 1 -norm minimization problems to obtain the sparse weight matrix S, SSPP first constructs a concatenated dictionary through class-wise PCA decompositions and learns the sparse representation structure of each sample under the constructed dictionary quickly using the least squares method. To enhance the classification performance, it defines a non-local scatter matrix and local scatter matrix to characterize the separability of the samples in the sub-manifolds and then constructs a Laplacian discriminant function by maximizing the ratio of non-local scatter to local scatter. Subsequently, by integrating the sparse representation information into the Laplacian discriminant function, SSPP aims to maximize the separation between the sub-manifolds (or intrinsic clusters) without destroying localities while preserving the sparse representation structure of the data. Hence, the proposed algorithm is expected to not only preserve the intrinsic geometry structure, but also to have superior discriminant abilities.
Constructing the Concatenated Dictionary
For convenience, we first provide some notations used in this paper. Assume that X = {x 1 , x 2 , . . . , x n } is a set of training samples, where x i ∈ R m . We can categorize the training samples as
. . , K) consists of samples from class i. Suppose that samples from a single class lie on a linear subspace. Thus, each sample can be sparse linearly represented by samples from all classes [36] . The subspace model is a powerful tool to capture the underlying information in real data sets [42, 43] . For the convenience of PCA decomposition and relevant calculations, we first center the samples from each class at the origin,
, where µ i denotes the mean of class i; that is, µ i = n i i=1 x i /n i . Therefore, the training sample can be recast asX = [X 1 ,X 2 , . . . ,X K ]. Afterwards, PCA decomposition is conducted for everyX i (i = 1, 2, . . . , K), whose objective function is:
where i is the sample covariance matrix ofX i . For every class i, the first l i principal components are selected to construct
automatically selected by the value of the PCA ratio from the system). Thus, a sample x from class i can be simply represented as:
T . D i is the dictionary of class i by the PCA decomposition above, D is the concatenated dictionary composed of all D i (i = 1, 2, . . . , K). s is the sparse representation of a sample x under the concatenated dictionary D ands i is the coefficient vector under the dictionary D i . In fact,s i can be quickly computed from the least square method as:s
The orthogonality of each principal component of PCA decomposition of the same class is utilized in the reduction of the above formula. The process of constructing the concatenated dictionary is presented in Figure 1 .
According to the preceding procedure, each training sample corresponds to a sparse representation under the concatenated dictionary D and the sparse coefficient vector s of any training sample from class i can be quickly computed from the least squares method (in fact, it is the primary reason that the proposed approach is significantly faster than SPP, which will be explained in detail in Section 4.4) because the computational process of s involves only D i , which is column orthogonal in view of Equations (5) and (6) . 
Preserving Sparse Representation Structure
As can be seen in Section 3.1, to some extent, the dictionary D describes the intrinsic geometric properties of the data and the sparse coefficient vectors explicitly encode the discriminant information of the training samples. Thus, it is hoped that this valued property in the original high-dimensional space can be preserved in the lowdimensional embedding subspace. Therefore, the objective function is expected to look for an optimal projection that can best preserve the sparse representation structure:
where s i is the sparse reconstruction vector corresponding to x i . Using algebraic operations, Equation (7) can be arranged as:
where S = [s 1 , s 2 , . . . , s n ] and therefore, Equation (7) can be simply recast as:
Characterization of the Laplacian Discriminant Function
To effectively discover the discriminant structure embedded in high-dimensional data and improve the classification performance, we construct a Laplacian discriminant function. Because data belonging to the same class lie on one or more sub-manifolds and data belonging to different classes are distributed on different sub-manifolds, it is important for classification problems to distinguish one sub-manifold from another. Therefore, a non-local scatter matrix and a local scatter matrix are defined to characterize the separability of the samples in the sub-manifolds. The aim of SSPP is to distinguish between different sub-manifolds more clearly after they are projected; hence, the non-local scatter of different sub-manifolds should be maximized and the local scatter of the data belonging to the same manifold should be minimized simultaneously. Thus, we can construct the similarity matrix Ω = [Ω ij ] and diversity matrix B = [B ij ], to describe the local and non-local relationships, respectively of each point as follows: 
where x i − x j 2 2 denotes the geodesic distance between points x i and x j , σ is a parameter, which is often set as the standard deviation value of the samples. As it is evident in the above definition, if two close points x i and x j belong to the same manifold, the similarity between them is considerable and in contrast, if two distant points x i and x j belong to different sub-manifolds, the diversity between them is considerable. In summary, the points belonging to the same sub-manifold should be located closer while the points belonging to different submanifolds should be farther apart after projection. Therefore, the local scatter and non-local scatter (or separability) can be characterized by Equations (12) and (13), respectively:
where y i = w T x i (i = 1, 2, . . . , n) is the low-dimensional representation of the original data, which can be obtained by projecting each x i onto the direction vector w ∈ R m . With algebraic simplifications, Equation (12) can be rewritten as:
where L Ω is the intra-class Laplacian matrix with definition L Ω = D − Ω and D is a diagonal matrix [44] , i.e., D ii = j Ω ij . Equation (14) characterizes the separability of the data set in the same sub-manifold. Similarly, the non-local scatter (or separability) can be expressed as:
where L B is the inter-class Laplacian matrix with definition L B = D −B and D is a diagonal matrix, i.e., D ii = j B ij . Equation (17) characterizes the diversity (or scatter) of the data set in the different sub-manifolds. Therefore, each manifold can be separated clearly, as long as the optimal projection w * is adopted. To ensure that the projected samples of different sub-manifolds remain distant from each other while samples from the same sub-manifold remain close, we can construct the Laplacian discriminant function as follows:
Algorithm of Supervised Sparsity Preserving Projections
To achieve improved recognition results, we explicitly integrate the sparsity preserving constraint as indicated in Equation (7) into the Laplacian discriminant function, as illustrated in Equation (18) . According to Section 3.2, minimizing the sparsity preserving regular term can preserve the intrinsic sparse structure; therefore, the novel supervised algorithm SSPP, which not only identifies an efficient discriminating subspace but also preserves the sparse representation structure, is defined as:
where λ 1 and λ 2 are two parameters that control the tradeoff among the three terms in the denominator; J n (w) and J l (w) are the non-local scatter and local scatter in Section 3.3, respectively; J s (w) is the sparsity preserving term in Section 3.2. To avoid the small sample size problem, the Tikhonov regular term w T w is employed. Substituting Equation (8) into (19) and making some simple algebraic manipulations, we obtain J n (w)
T and I is an identity matrix. In fact, M corresponds to the sparsity preserving regular term and I is associated with the Tikhonov regular term. Therefore, it can be deduced that the projecting matrix W = [w 1 , w 2 , . . . , w d ] is composed of eigenvectors associated with the largest d eigenvalues of the following generalized eigenvalue problem:
Based on the above discussion, the proposed SSPP is summarized in Algorithm 1.
EXPERIMENTS
In this section, the proposed SSPP algorithm is tested on three publicly available face databases (Yale [13] , ORL [45] , and Extended Yale B [46] ) and compared with seven popular dimensionality reduction methods-PCA, LDA, LPP, NPE, SPP, DLSP, and DSNPE. Furthermore, for PCA, the only model parameter is the subspace dimension and for LDA, the performance is directly influenced by the energy of the eigenvalues kept in the PCA preprocessing phase. For LPP and NPE, the supervised
Algorithm 1 Supervised Sparsity Preserving Projections (SSPP)
Step 1: Execute PCA decomposition for each X i (i = 1, 2, . . . , K) using Equation (4) to obtain the concatenated dictionary D;
Step 2: Calculate the coefficient vectors i under the dictionary D i for each sample based on Equation (6) to obtain the sparse coefficient vector s and then calculate S;
Step 3: Calculate L Ω and L B by Equations (14) and (15), respectively;
Step 4: Calculate the projecting vectors by the generalized eigenvalue problem in Equation (19) .
versions are adopted. In particular, the neighbor mode in LPP and NPE is set to be "supervised"; the weight mode in LPP is set to be "Cosine". ε in SPP is set to be 0.05 as indicated in [35] and µ in DSNPE is empirically set to be 10 as shown in [39] . The trade-off parameter α in DLSP is set to be 0.01 as indicated in [40] . σ in SSPP is set as the standard deviation value of the samples and the trade-off parameters (λ 1 , λ 2 ) are set to be (0.94, 0.25), (0.72, 0.36), and (0.90, 0.20) for Yale, ORL, and Extended Yale B, respectively, by the tenfold cross-validation where λ 1 and λ 2 are selected from {0.01, 0.02, . . . , 0.99}. Since the dimensionality of the face vector space is considerably larger than the number of training samples, LPP, NPE, SPP, DLSP, and DSNPE all include a PCA preprocessing phase; that is, projecting the training set X onto a PCA subspace spanned by the leading eigenvectors. For Yale and ORL, which are relatively small databases, 100 % energy is kept in the PCA preprocessing phase; for Extended Yale B, which are relatively large-scale databases, to obtain the experimental results in a reasonable time, 98 % energy is maintained in the PCA preprocessing phase. The nearest neighbor classifier (1−N N ) is employed to predict the classes of the test data. All experiments are accomplished with Matlab R2013a on a personal computer with Intel R Core TM i7-4770K 3.50 GHz CPU, 16.0 GB main memory, and the Windows 7 operating system.
Experiment on Yale Face Database
The Yale face database contains 165 face images of 15 individuals. There are 11 images per individual. These images were collected under different facial expressions (normal, happy, sad, surprised, sleepy, and winky); configurations (left-right, centerlight, and right-light); and with or without glasses. All the images are cropped to a size of 32 × 32 and then normalized to have a unit norm. Samples from this database are presented in Figure 2 . For each person, k (k varies from 2 to 8) images are randomly selected as the training samples and the remaining 11 − k for the test. For each k, the results are averaged over 50 random splits. Table 1 presents the best recognition rate and the associated standard deviation of the eight algorithms under the different sizes of the training set. Figure 3 a) presents the best recognition rate versus the variation of the size of the training set. Figure 3 b) shows the variation rules of the recognition rates of the eight algorithms under different reduced dimensions when the size of the training samples from each class is fixed as six. It deserves to be noted that the upper bound for the dimensionality of LDA is K − 1 (K is the number of categories) because there are at most K − 1 generalized non-zero eigenvalues [13] ; similar situations will occur in other experiments in this paper. Figures 3 c) and 3 d) describe the relationship of the classification accuracy versus the trade-off parameters λ 1 and λ 2 corresponding to Figure 3 b) . Hence, one can see that the SSPP algorithm significantly outperforms the other methods and it is robust to the parameters λ 1 and λ 2 ; that is to say, SSPP is not sensitive to the facial expression and configuration changes. Table 1 . The best recognition rate and the corresponding standard deviation of the eight algorithms under the different size of the training set on Yale (k is the training sample size)
Experiment on ORL Face Database
There are 400 images of 40 people in the ORL face data set, where each one has 10 different pictures. The images were collected at different time points, under different lighting conditions, varying facial expressions. In our experiment, each image is cropped to a resolution of 32 × 32 as show in Figure 4 . We randomly select k (k varies from 2 to 8) pictures from each person for training; the remaining ones are used for testing. We repeat these splits 50 times and report the average results. Table 2 displays the best classification accuracy of the eight algorithms under the different sizes of the training set; the number in parentheses is the corresponding standard deviation. Figure 5 a) presents the best recognition rate versus the variation of the size of the training set. Table 2 . The best recognition rate and the corresponding standard deviation of the eight algorithms under the different size of the training set on ORL (k is the training sample size)
Experiment on Extended Yale B Face Database
The Extended Yale B consists of over 2 414 front-view face images of 38 subjects, with approximately 64 pictures under various laboratory-controlled lighting conditions for each subject. We crop the images to 32×32; Figure 6 presents some pictures of one subject. A random subset with k (= 10, 20, 30, 40, 50) pictures per subject is selected with labels to form the training set; the remaining pictures are used for testing. For each given k, we average the classification accuracies over 50 random splits. Table 3 presents the best recognition rate and the associated standard deviation in brackets of the eight algorithms under the different size of the training set. Figure 7 a) presents the best recognition rate versus the variation of the size of the training set. In this subsection, the time cost for acquiring the discriminant vectors of SSPP is compared with that of SPP. Table 4, Table 5 , and Table 6 list the average time costs The critical factor of the above phenomenon is that the approaches of SPP and SSPP to obtain the sparse representation structure are entirely different. In SPP, n time consuming 1 norm minimization problems are required to be solved to construct the sparse weight matrix, whose computational cost is O(n 4 ) [47] ; whereas, SSPP can achieve this significantly faster through only K PCA decompositions and n least square methods. Because K PCA decompositions can be completed in O(m 2 K i=1 l i ) according to the more efficient algorithm [48] , the time cost for learning the sparse coefficient vector of each sample, which only involves the least square method, is O(ml i ) and the sparse weight matrix S can be calculated with O(m K i=1 n i l i ) , the computational complexity of SSPP to learn the sparse representation structure is O(m
In general, n i n, l i n, and K n; hence, SSPP performs considerably faster than SPP as indicated in Tables 4, 5 and 6.
Overall Observations and Discussions
Several observations and analysis can be concluded from the above experimental results. Tables 1, 2, 3 and Figures 3 a) , 5 a), and 7 a), we can draw a conclusion that the proposed algorithm consistently outperforms the other compared methods, especially when the number of the training data is particularly small. The reason is that SSPP simultaneously considers both the sparse representation structure and the separability of the different sub-manifolds. Further, this indicates that SSPP can capture more inherent information that is hidden in the data compared to the other compared methods.
From
2. From Figures 3 b) , 5 b), and 7 b), it can be observed that the reduction dimensions for SSPP to achieve the best recognition rate are less than those of the other compared algorithms. This saves a considerable amount of time and storage space after obtaining the optimal embedding functions. Tables 4, 5 , and 6, it is indicated that SSPP is considerably faster than SPP in obtaining the discriminant vectors. This is because the method SSPP uses to learn the sparse representation structure is more effective than that of SPP as analyzed in Section 4.4. Figures 3 c) d) , 5 c) d), and 7 c) d), the performance of SSPP does not fluctuate significantly based on the variation of λ 1 and λ 2 on all three tested data sets; therefore, it is robust to the regular parameters λ 1 and λ 2 .

According to the experimental results in
This paper proposed a new supervised learning method called SSPP, by combining manifold learning and sparse representation. First, SSPP constructs a concatenated dictionary using class-wise PCA decompositions and learns the sparse representation structure of each sample under the constructed dictionary quickly using the least squares method. Then, it defines a Laplacian discriminant function to characterize the separability of the samples in different sub-manifolds. Subsequently, SSPP integrates the sparse representation information into the Laplacian discriminant function. Thus, SSPP preserves the sparse representation structure of the data and simultaneously maximizes the separability of different sub-manifolds. Finally, the proposed method is transformed into a generalized eigenvalue problem. Extensive experiments on three publicly available face data sets confirmed the promising performance of the proposed SSPP approach.
