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Abstract 
Radial Basis Functions (RBFs) have proven to be successful interpolants to scattered data. 
However, the perceived high computational costs for fitting and evaluating the RBFs associ-
ated with large data sets have hindered their application to many real world problems. This 
thesis is concerned with the "fast" evaluation ofRBFs: the O(N2) process of evaluation at all 
centres is reduced to O(Nlog N) or even O(N). The required theory is developed for poly-
harmonic RBFs in 4-dimensions and for multiquadric RBFs in arbitrary dimensions. These 
methods are applied to fit surfaces to scattered data containing many tens of thousands of 
points. 
ii 
Chapter 1 presents background material on the established theory of radial basis function in-
terpolation and describes the how the Fast Multipole Method may used for the fast evaluation 
of radial basis functions. 
Chapter 2 contains work published in the paper "Fast Evaluation of Radial Basis Func-
tions: Methods for Four-Dimensional Polyharmonic Splines," co-authored by R. K. Beatson 
and D. L. Ragozin. 
Chapter 3 contains work published in the paper "Fast Evaluation of Radial Basis Func-
tions: Methods for Generalised Multiquadrics in ]R.n ," co-authored by R. K. Beatson and 
G. N. Newsam. 
Chapter 4 contains work that has been done in conjunction with Applied Research Asso-
ciates NZ Ltd. 
Jon Cherrie, 29 May 2000. 
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Chapter 1 
Introduction 
This introduction is a review of the theory of radial basis functions. Its purpose is to give 
statements, and often proofs, of the most fundamental known results. It also provides the 
necessary background for the original work of the later chapters. 
A radial basis function (RBF) is a function of the form 
N 
s = P + 2: ,\¢(I . -Xii), 
i=l 
where p is a polynomial of low degree and the basic function ¢ is a real valued function on 
[0, (0) usually unbounded and of non-compact support (see, e.g., Powell [54]). The points Xi 
are usually referred to as the centres of the RBF. 
In a large scale comparison of methods for interpolating scattered data in two dimen-
sions, Franke [27] identified radial basis functions as "often giving the most accurate results 
of all tested methods" and producing surfaces that are "usually pleasing and very smooth." 
Hardy [33] lists a large number of areas where RBFs have been employed, usually with better 
results than competing techniques. These applications include geodesy, geophysics, signal 
processing, and hydrology. RBFs have also been successfully employed for medical imag-
ing [18] and morphing of surfaces in three dimensions [66]. However, despite their advantages 
perceived high computational costs for fitting and evaluating the RBFs associated with large 
data sets have hindered their application to many real world problems. 
The global interpolation methods with Duchon's "thin plate splines" and Hardy's 
multiquadrics are considered to be of high quality; however, their application is 
limited, due to computational difficulties, to r-.J 150 data points. Dyn, Levin fj 
Rippa, 1986 [24]. 
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Practical problems often arise with many more than 10,000 data sites; for example, 
in aeromagnetic survey work it is common to have 50,000 to 100,000 observations 
in a single data set. We believe that such problems will indefinitely remain beyond 
the scope of thin-plate splines. Sibson &J Stone, 1991 [62]. 
The most accurate results of registration of images with local distortions were 
obtained by using the surface spline mapping functions. As shown below, their 
direct use has extreme computing complexity and is not suitable for practical 
applications. Flusser, 1992 [26]. 
This thesis discusses how the computational difficulties of evaluating RBFs may be over-
come by the use of "fast" evaluation techniques. It is shown that the O(N2 ) process of 
evaluation at all centres is reduced to O(Nlog N) or even O(N). Evaluation at all centres is 
an integral part an iterative fitting process and thus fast fitting requires fast evaluation. 
Fast evaluation of RBFs is achieved via the Fast Multipole Method of Greengard & 
Rokhlin [29]. However, to implement this method for a given RBF a considerable amount of 
theoretical knowledge of the corresponding basic function must be known. 
The remainder of this chapter backgrounds the interpolation problem and its solution 
via RBFs. It also describes the fast multipole method (FMM) and its application to the 
evaluation of RBFs. 
1.1 Interpolation 
The solution to a great many problems in a variety of areas depends on solving an interpolation 
problem. 
Problem 1.1. Given a set of distinct nodes X = {xd~l C lRd and a set of function values 
{Ii}~l C lR, find an interpolant s : lRd -+ lR such that 
i = O, ... ,N. (1.1) 
While this is not the most general form of the interpolation problem, it will suffice for 
needs of this dissertation. Throughout the rest of this thesis whenever a set of points in ~d 
is referred to as a set of nodes it is to be understood that these nodes are distinct. Note that 
d will used as the dimension of the Euclidean space that the nodes are sampled from. 
Depending on the application, there may be further requirements placed on the inter-
polant. For example, it would be usual to require that the interpolant is at least continuous 
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and often that the derivatives of the interpolant are also continuous up to some prescribed 
order. 
One of the easiest ways to interpolate is to choose a set of basis functions {gj }S';:" I and 
write the interpolant as a linear combination of them, i.e., 
N 
s(x) = L Ajgj(x). (1.2) 
j=O 
As most applications require a continuous interpolant, it will be assumed that the functions 
gj are continuous. Assume that s is as given by Equation (1.2). Substitution of this form 
for s into Equation (1.1) leads to the linear system A>" = f to solve for the coefficients 
>.. = (AI"'" AN)T, where 
(1.3) 
and f = (II, ... , f N) T. Note that the matrix-vector product A>" corresponds to evaluation of 
the spline s at all of the nodes. One consequence of this that will be of importance later is 
that this particular matrix-vector product may be calculated without forming or storing the 
matrix A, and possibly more quickly than by the na'ive direct approach which requires O(N2 ) 
flops. 
The interpolant will be uniquely defined if det A =1= O. This gives a test for the suitability 
of the basis functions given the node set X, but it does not give a means for choosing the 
functions. Although we might hope to choose a set of basis functions to give a unique 
interpolant for any node set, this is not possible when d ~ 2. As explained below, when 
d ~ 2, the functions gj in Equation (1.2) must depend on the nodes otherwise the positions 
of those nodes will be restricted by the functions. 
Let G = span {gJo }.f=l and let the functions gj be defined on some prescribed domain 
n ~]R.d, i.e., G c C(n). Properties such as existence and uniqueness of an interpolant of the 
form of that in Equation (1.2) are properties of the space G, not of the particular basis for 
G. 
Definition 1.2. An N-dimensional vector space G of continuous functions on a domain n is 
a Haar system if zero is the only function in G with more than N - 1 zeros in n. 
This is equivalent to the condition det A =1= 0 for all choices of N distinct points {Xd~l C 
n, where the matrix A is defined by Equation (1.3) and the functions {gj }f=1 form a basis 
for G. Some authors use the term Chebyshev system instead of Haar System. 
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Xl X2 X2 X2 Xl 
\ ( \ X2 ( Xl Xl 
X3 X3 X3 X3 
t=O t - I 
-3 t - 2 -3 t=l 
Figure 1.1: Standard example to show the ability to swap nodes in a "Y" shaped domain. 
Assume that a set of basis functions, and thus a space G, have been chosen. If G c C(O) 
is to be a Haar system then there are very restricted choices for the domain O. Mairhu-
ber [45] and McCullough & Wulbert [46], among others, showed that if d ?:: 2 and any finite 
dimensional subspace of C(O) is to be a Haar system, then 0 must be homeomorphic to a 
subset of the unit circle. If 0 does not satisfy this condition then it is easily seen that G, as 
a subspace of C(O), cannot satisfy the Haar condition. For example, assume that 0 has a 
subset homeomorphic to a "Y" shape and consider the determinant of 
[
91(XI(t)) g2(XI(t)) 
A(t) = gl (X2(t)) gdX2(t)) 
gl(X3(t)) g2(X3(t)) 
93(XI(t))] 
g3 (X2(t)) , 
93 (X3(t)) 
where the positions of the nodes Xl, x2 and X3 are continuous functions of some parameter 
t. Figure 1.1 shows that as t increases from 0 to 1 the nodes Xl and X2 may be moved 
in a continuous manner without ever being coincident (thus maintaining the distinctness 
condition) and thereby have their positions swapped. This process has the effect of swapping 
the first two rows of A and thus negating the determinant of A, i.e., det A(O) = - det A(l). As 
A, and thus det A, is a continuous function of t, the Intermediate Value Theorem shows that 
there is a t* E [0,1] such det A(t*) = O. That is, for some configuration of Xl, x2 and X3, the 
corresponding interpolation system is non-invertible. This in turn implies that the restriction 
of G to this set of nodes has dimension less than 3. Hence G c C(O) cannot be a Haar 
system. A similar argument shows that 0 cannot contain a proper subset homeomorphic to 
the circle. 
Another example of this dimension instability with respect to geometry is shown in Fig-
ure 1.2. Consider the dimension of the space X of bivariate continuously differentiable piece-
wise quadratics on a simple mesh defined by the triangulation of five knots. The knots are 
1.1. INTERPOLATION 
(a) The fifth node X5 lies on one of the 
diagonals but not the other. 
(b) The fifth node x 5 is at the intersection 
of the two diagonals. 
Figure 1.2: Sensitivity of dimension to node location. 
5 
arranged so that four of the knots are at the corners of a proper quadrilateral and the fifth is 
in the interior of quadrilateral. If the fifth knot lies on the intersection of the two diagonals 
of the quadrilateral then the dimension of X is 8. However, if the fifth knot lies anywhere 
else in the interior then the dimension of X is 7 [34, 60]. 
It follows from these arguments that it is not always possible to the solve the Interpolation 
Problem 1.1 for an arbitrary node set {Xi}~l by considering linear combinations of fixed set of 
functions {9dkl' Thus to develop a method for interpolating on such node sets, the functions 
gi must depend on the nodes. One of the simplest ways to achieve this dependence is to 
consider translates of a single function g, i.e., the interpolant is chosen from span{gi = g(. -
Xi) }~l' The following subsections present some possibilities for 9 such that the corresponding 
interpolation problem has a solution. 
1.1.1 Multiquadrics 
Multiquadrics were first introduced by Hardy [32, 33] as the result of a trial and error process 
which attempted to deal with "the frustrations of trying to use various harmonic and polyno-
mial series to represent topography from relatively few data points." His solution was to use 
the basis functions 
where c is some real constant. These were later generalized to 
( 1
2 2)m/2 gj(X)= IX-Xj +c , 
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4 / 4 
2 2 
0 0 
-2 -2 
-4 -2 0 2 4 -4 -2 0 2 4 
(a) ¢(r) = Irl, i.e., c = O. 
4 4 
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o o 
-2 -2 
-4 -2 o 2 4 -4 -2 o 2 4 
(c) ¢(r) = Jr 2 + (0.2)2. 
2 
-2 -2 
-4 -2 o 2 4 -4 -2 o 2 4 
(e) ¢(r) = Jr 2 + (1.0)2. 
Figure 1.3: Multiquadric basic functions (left) and splines (right) that interpolate the data 
in Table 1.1. 
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(c) The ordinary IDultiquadric, 
¢(r) = (r2 + 1.0)1/2. 
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(e) A generalized IDultiquadric, 
¢(r) = (r2 + 1.0)3/2. 
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Figure 1.4: Generalised multiquadric basic functions (left) and splines (right) that interpolate 
the data in Table 1.1. The constant in each example is c = 1.0. 
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where m is an odd integer. If m is even and positive then this reduces the interpolant to a 
polynomial. The example of Figure 1.1 does not apply to the space spanned by these functions 
since the basis functions change with the movement of the nodes. 
Notice that a particular basis function gj is rotation invariant for rotations about Xj, i. e., 
gj is of the form 
where ¢ is a function defined on [0,(0). This will prove to be very important in ensuring that 
the corresponding interpolation system is invertible for a large class of node sets. 
Figures 1.3 and 1.4 show some examples of the multiquadric function used to interpolate 
a simple 1D data set [19, p. 1]. The graphs on the left show a single basis function, while 
those on the right show a linear combination of five basis functions used to interpolate some 
data. The data used for each interpolation is given in the following table. 
x -3.8 -1.4 -0.7 1.1 2.8 
Y 1.2 3.1 -1.3 2.7 1.4 
Table 1.1: Data for example interpolations. 
1.1.2 Quadratic penalties and thin-plate splines 
This subsection concerns interpolants that minimize some suitable energy semi-norm. This 
problem was first solved by Duchon [22] and Meinguet [47, 48]. However, the presentation 
here is based on the approach of Golomb & Weinberger [28] and Light [43]. 
Firstly, a few definitions will be required. For the multi-index a = (aI, ... ,ad), the ath 
derivative is defined as 
where lal = lall + ... + ladl and where 6, ... ,ed are the components of vectors in jRd. The 
binomial symbol is generalized to give the multinomial symbol 
(m) m! a - al!··· ad!· 
Let D(jRd) be the space of test functions, i.e., the space of infinitely differentiable, com-
I 
pactly supported functions defined on jRd. The interpolant will be chosen from a subspace of 
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D'(jRd), the space of distributions or functionals on D(jRd). Specifically, the interpolant will 
be chosen from the Beppo-Levi type space, 
As will be shown below, to ensure that X consists of functions, it will be necessary to impose 
the restriction m > d/2. On this new space, define the semi-inner product 
(1.5) 
and denote the semi-norm it induces on X by I . 1m. Note that this semi-norm is rotation 
invariant in the sense that it is invariant under rotation of the underlying coordinate sys-
tem. The kernel or null space of this semi-norm is 7rm -l = 7rm _l(jRd), which is the space of 
polynomials on jRd of degree at most m - 1. 
There is now enough machinery to state the problem that is the subject of this subsection. 
Problem 1.3. Given a set of nodes X = {Xi}{~:l C jRd and a set of function values {Ii}~l C 
jR, find s* E S such that 
(1.6a) 
where S is the affine space of interpolants to data {Ii} on the node set X, i.e., 
S={SEX:S(Xi)=!i, i=l, ... ,N}. (1.6b) 
The solution, s*, to this problem is referred to as the minimal norm interpolant to the data 
{(Xi, Ii)}~l. This problem is easily adapted to interpolation on spheres. See, for example, 
Levesley, et al. [42] or Wahba [68]. 
A useful way to think of the semi-norm I . 1m is as a measure of energy. For example, 
the classic thin-plate spline interpolant on jR2 is the interpolating surface that minimizes the 
bending energy of a thin metal plate of infinite extent (see, Harder & Desmarais [31]). 
The following theorem is very important in allowing a number of results to be brought to 
bear on Problem 1.3. 
Theorem 1.4. (Meinguet [47, Theorem 1]) Suppose m > d/2. Then the semi-normed space 
X, defined by Equations (1.4) and (1.5), is a semi-Hilbert function space of continuous func-
tions on jRd. Furthermore, all of the evaluation linear functionals on X with finite support in 
jRd that annihilate 7rm -l are bounded. 
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For there to be a unique solution to Problem 1.3 there will need to be a mild condition 
on the location of the interpolation nodes. 
Definition 1.5. A finite set X C ]Rd is a 7rm_l-unisolvent set ifthe only polynomialp E 7rm -l 
that satisfies 
for all Xi EX 
is the zero polynomial. 
Example 1.6. If X is non-empty, then X is 7ro-unisolvent. If all the points in X do not lie 
on a single hyperplane in ]Rd then X is 7rl-unisolvent. 
Let em = dim(7rm -l) and order the nodes so that {xi}1~1 is a 7rm _l-unisolvent set. Define 
an inner product on X, 
lm 
(s, t)m = (s, t)m + L S(Xi)t(Xi). (1. 7) 
i=l 
and denote the norm associated with this inner product by II· 11m. Using the fact that X with 
(', .) is a semi-Hilbert space, it is easy to show that X with (', .) is a Hilbert space. Note that 
s* E S minimizes I . 1m over S if and only if it minimizes II . 11m over S. 
Theorem 1.8, which in some sense solves Problem 1.3, is a direct consequence of the 
following classical result and the fact that X is a Hilbert space. 
Lemma 1.7. Let H be an inner product space and G be a subspace of H. If f E H then g* 
is a best approximation to f from G if and only if 
U - g*, g) = 0, for all g E G. 
Let G be an affine space in H. Now take an arbitrary but fixed element 9 E G and shift G 
by -g so that G = G - 9 is a subspace of H (see Figure 1.5). Consider the best approximation 
- -
g* to f = f - 9 from G. Lemma 1.7 tells us that 
(i-g*,h) =0, for all hE G. 
- -For any g E G there is an h E G such that g = h + g. Furthermore, since g* E G, there is a 
unique g* E G such that g* = g* + g. It now follows that g* is the best approximation to f 
from G if and only if 
U - g*,g - 9) = 0, for all g, 9 E G. 
An interpretation of this is that the 'error' f - g* is orthogonal to any feasible 'correction' 
that might be made to g*. 
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9 
G 
o 
G 
Figure 1.5: Best approximation from an affine space. 
Since X is a Hilbert space of functions on ]Rd, the Riesz representation theorem implies 
that for each x E ]Rd there is a representer x* E X such that 
s(X) = (x*, s), for all sEX. 
Theorem 1.8. (Light [43, Theorem 1.1]) Let X be a 1rm-l-unisolvent set in ]Rd. Let s* be 
the element of minimal norm in the set of interpolants 
s = {v EX: (xi,v)m = Ii, i = 1, ... ,N} 
to the data {(Xi, Ii)}. Then 
N 
s* = LVjX; 
j=1 
where the coefficients Vi are determined by the equations 
N 
S*(Xi) = (xi, s*)m = L Vj (xi, x;)m = Ii, 
j=1 
i = 1, ... ,N. (1.8) 
Proof. First the existence of such an s* will be proved. Let v = (VI, ... , VN) T be an arbitrary 
vector of coefficients. Then 
N N 
0:::; LVjX; L VWj \xi,x;)m' 
j=1 i,j=1 
and, because of the linear independence of the evaluation functionals, there is equality if and 
only if v = O. Hence the matrix Ai,j = (xi, X;)m is positive definite and existence of s* is 
proved. 
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The problem of minimizing the norm over S can be thought of as finding the best approx-
imation to ° from S. Thus the 'error' s* - ° is orthogonal to s* - s for all s E S. That is, s* 
is orthogonal to 
N 
{s EX: (xi, S)m = 0, i = 1, ... ,N} = n xiJ..., 
i=l 
where .J... denotes the orthogonal complement in X with respect to the inner product (1.7). 
Since (n XiJ...) J... = span{xi, i = 1, ... ,N}, 
~=l 
it now follows that s* is of the form s* = I::f=llJixj and the requirement that s* E S leads 
to equations (1.8). I 
The theorem is only of practical importance if we can find an explicit form for the repre-
senters x* E X for points x E ~d. Because of the form of the inner product (1.7), the points 
{ Xi} f~l have particularly simple and nice representers in X. 
Lemma 1.9. (Light [43, Theorem 2.1]) Let {xi}f~l C ~d be a 7T"m_1-unisolvent set and let 
{Pi}f~l be the Lagrange basis for 7T"m-l with respect to {xi}f~l' i.e., Pj(Xi) = bi,j. Then Pi is 
the representer in X for Xi. 
Proof. Since 7T"m-1 is the kernel for (-, ')m, 
It now follows that 
(s,P)m = 0, for all sEX and all P E 7T"m-l. 
em 
(S,Pi)m = (S,Pi)m + L S(Xj)Pi(Xj) = S(Xi), 
}=1 
for i = 1, ... ,N and for any sEX. I 
Again, the special form of the inner product (1.7) can be used to find the representers in 
X for x E ~d \ {Xi} f~l' Let f 0 be the orthogonal complement of 7T" m-l in X with respect to 
the inner product (1. 7). Then, 
fo = {s EX: S(Xi) = 0, i = 1, ... ,im }. 
Since fo is a subspace of H it is a Hilbert space in its own right and thus for each x E ~d there 
is a representer gx E fo. Assume for the moment the representer gx E fo for x E ~d\{xd1~1 
is known, i.e., gx E fo is known such that 
for all, E fo. 
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This representer and those of Lemma 1. 9 can be used to calculate x* for x E ]Rd \ { Xi} f~l' Let 
P : X -+ 1fm -l be the orthogonal projection 
em 
Ps = L S(Xi)Pi, (1.9) 
i=l 
where {Pi}f~l is the Lagrange basis for 1fm -l with respect to {xi}f~l' Note that (p f) (Xi) = 
f (Xi) and so P f is actually the interpolating polynomial on {Xi} f~l' The significance of this 
fact is that (1 - P)s Era for all sEX. Thus, for any SEX, 
em 
(s, gx)m = ((1 - P)s, gX)m + (Ps, gx)m = ((1 - P)s) (x) = s(x) - L S(Xi)pi(X). (1.10) 
i=l 
By Lemma 1.9 S(Xi) = (S,Pi)m, so that rearranging Equation (1.10) gives 
em / em ) 
s(x) = (s,gx)m+ tt(s,Pi)mPi(X) = \S,gx+ ttPi(X)Pi m' 
and it follows that 
em 
x* = gx + LPi(X)Pi. (1.11) 
i=l 
Therefore, to use Theorem 1.8 to solve Problem 1.3, all that is required is to find the repre-
senter gx' 
For any, Era and any sEX, 
em 
(r, s)m = (r, s)m + L ,(Xi)S(Xi) = (r, s)m, 
i=l 
since ,(Xi) = 0 for i = 1, ... ,em' Using [1, ¢l to denote the action of a distribution f E V' on 
a test function ¢ E V allows us to use the distributional definition of the derivative. Thus, 
for any, Era, 
[5(· - x), ,l = ,(x) = (r, gx)m = (r, gx)m 
= kd L (:)Dagx(Y)Da,(Y)dY 
lal=m 
= L (:) [Dagx, Da,l 
lal=m 
(1.12) 
= [(_I)m L (:)D 2agX"] 
lal=m 
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Now let sEX and let P be the orthogonal projection (1.9). Because of the interpolatory 
nature of P, (I - P)s E fa and replacing I' in Equation 1.12 by (I - P)s gives 
for all sEX. This implies that gx satisfies the distributional equation 
em 
(-l)m,6,mgx = 0(- - x) - LPi(X)O(' - Xi). ( 1.13) 
i=l 
Let E E 1)' be the fundamental solution of the iterated Laplacian, i. e., 
,6,mE = L (:)D2aE = 0, 
jaj=m 
where 0 is the Dirac measure. Then [61, p. 288], 
if 2m 2': d and d is even, 
(1.14) 
otherwise, 
where 
! 
(_1)d/2+1 
c = 22m- 11fd/2(m - l)!(m _ d/2)!' if 2m 2': d and d is even, 
m,d (-1)mf(d/2 _ m) . 
22m1fd/2(m _ I)! ' otherwIse. 
Hence it follows that a solution, gx, to Equation (1.13) is 
.9x ~ (-W (E(. - x) - t,Pi(X)E(. - Xi)) . 
However, ix t/:. fa· Since ,6,mp = 0 for any P E 1fm-l, ix + p is another solution to Equa-
tion (1.13). Thus gx = ix - Pix is a solution to Equation (1.13) and, because of the interpo-
latory properties of P, is a member of fa. That is, 
g, ~ (-I)"'(J - P) (EC - x) - t,Pi(X)E(. - X;)) 
( ~ ~ ~ ) = (_1)m E(· - x)- t;Pi(X)E(' - Xi) - t; E(Xi - X)pi + i~l E(xj - Xi)Pi(X)Pj 
(1.15) 
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is the representer in r 0 'for x E ffi.d. In an attempt to make the symmetry in gx as clear as 
possible, the symbols E and 9 will be overloaded so that E(x, y) = E(x - y) and g(x, y) = 
gx(Y). Thus 
( 
fm 
g(x, y) = (_I)m E(y - x) - t{ E(y - Xi)Pi(X) 
~ ~ ) 
- t{E(Xi - X)pi(Y) + ij;1 E(xj - Xi)Pi(X)Pj(y) . 
Now that the representers in X are known for all x E ffi.d Theorem 1.8 may be used to 
solve Problem 1.3. Special note should be taken of the simple form of s* in Theorem 1.10; it 
contains no function more complicated than the logarithm and each term is radially symmetric 
about the corresponding node Xi. 
Theorem 1.10. If m > d/2 and X is a 7rm _I-unisolvent set, then the solution to Problem 1.3 
has the form 
N 
s* = P + L AiE>:t) (- - Xi) (1.16) 
i=O 
where P is a polynomial of degree m - 1 or less and the coefficients {Ai};:1 satisfy the orthog-
onality conditions 
for all q E 7r m-I . (1.17) 
i=1 
Proof. By Theorem 1.8, the solution to Problem 1.3 is given by 
N fm N 
s* = LVjX; = LVjpj + L VjgXj' 
j=1 j=1 j=fm+1 
where the coefficients v = (VI, ... ,VN) T are given by Equation (1.8). As can be seen from 
Equation (1.15), the representer gx is composed of a sum of shifts of E plus a polynomial of 
degree not exceeding m - 1. Hence it follows that s* may be similarly decomposed, i. e., 
N 
s* = P + L AiE>:t) (. - Xi), 
i=O 
where P is a polynomial of degree m - 1 or less. However, there are some conditions on the 
coefficients Ai. From Equation (1.15), the non-polynomial part of s* is given by 
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Hence 
1 
(_l)m+l t VjPi(Xj) , 
Ai = j=Cm+l 
( -l)mVi' 
or, if 
-PI (XCm+l) -Pl(XCm+2) -Pl(XN) 
-P2(XCm+l) -P2(XCm+2) -P2(XN) 
Q=(_l)m -PCm (XCm+l) -PCm (X£m+2) -pem(XN) 
1 0 0 
0 1 0 
o o 1 
then A = Qv gives the coefficients A = (AI"'" AN)T in terms of the coefficients v = 
(vem+l,"" VN)T. In other words, A must be in the column space of Q. This condition 
is equivalent to the condition that A be in the null space of pT where P is any N x fm (real 
valued) matrix whose rows span the null space of Q. Since {Pj};;;:'l is a Lagrange basis for 
1l"m_l(lRd) with respect to the points {xd1~u one such matrix is given by Pi,j = Pj(Xi). The 
condition pTA = 0 is equivalent to Equation (1.17). I 
It should be noted that a general function of the form (1.16), i.e., one without the con-
ditions (1.17) imposed on the coefficients, is not a member of X as the mth derivative is not 
guaranteed to be integrable. 
Example 1.11. The semi-norm 
(100 ) 1/2 Isl2 = -00 (SIl(y))2dy 
corresponds to the natural cubic spline of one variable (m = 2, d = 1). The minimum norm 
interpolant is given by 
N 
s* =p+ LAil' -xiI 3 , 
i=l 
where P is a linear polynomial. Consider the natural cubic spline s* and Gaussian spline, 
SG, interpolants to the data in Table 1.1. The natural spline interpolant to this data has 
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(a) Natural cubic spline. (b) Gaussian spline. 
Figure 1.6: Natural spline versus Gaussian spline. 
a semi-norm of Is*12 = 192.757, while the Gaussian spline interpolant has a semi-norm of 
ISGI2 = 269.565. These two interpolants are shown in Figure 1.6. 
Example 1.12. The classic thin-plate spline is the case when d - 2 and m 
x = (~, 'Tf) E ]R2. Then the semi-norm is given by 
( r (82 ) 2 (82 ) 2 (82 ) 2 ) 1/2 Isl2 = Jw,,2 8~2 s(X) + 2 8e8'Tf s(x) + 8'Tf2 s(x) dx 
and the corresponding solution to Problem 1.3 is 
n 
s*(x) = p(x) + L Ailx - xil2log Ix - xii, 
i=O 
2. Let 
where p is a linear polynomial. This thin plate spline has proven a very useful general purpose 
interpolator for two dimensional data. 
We conclude this subsection with a simple calculation of the semi-norm Is*lm. Writing 
the semi-inner product in distributional form and using the distributional definition of the 
derivative, 
Is*l~ = L (:)[DaS*,DaS*] = (_l)m [L (:)D 2a S*,S*] 
lal=m lal=m 
N 
= (_l)m LAd(\'(' - Xi), s*] 
i=1 
N 
= (_l)m L AiS*(Xi) 
i=1 
N N 
= (_l)m L AiAjE(Xj - Xi) + L AiP(Xi) 
i,j=1 i=1 
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N 
= (_l)m L AiAjE(Xj - Xi), 
i,j=l 
since 2:~1 Aip(Xi) = ° for all polynomials p of degree m - 1 or less. 
1.1.3 Radial basis functions and conditional positive definiteness 
Both the thin-plate splines of Duchon and the multiquadrics of Hardy are examples of radial 
basis functions. 
Definition 1.13. A radial basis function (RBF) is a function of the form 
N 
s = P + L Ai¢(1 . -xii), (1.18) 
i=l 
where p is a polynomial of low degree and ¢ is a real valued function on [0,(0). 
This subsection concerns the simple conditions that ensure that the existence and unique-
ness of an RBF interpolant. These conditions will be obtained using the theory of condition-
ally positive definite functions. 
See Table 1.2 for a list of common choices for the basic function ¢. Of the basic functions 
in this table, this thesis is principally concerned with the polyharmonic (including the linear, 
cubic, and thin-plate spline) and multiquadric basic funCtions. 
The definition of an RBF may be generalized by saying that a radial basis function has 
the form 
N 
s = P + L Ai1>(· - Xi), 
i=l 
where 1> is any even function mapping JRd to JR. Schaback [58, 59] gives related results for 
this more general setting. However, the definition as given will be sufficient for the purposes 
of this dissertation. Because of this form of the RBF, the interpolation nodes will often be 
referred to as centres of the RBF. 
Recall that because of the Mairhuber example (Figure 1.1), the space the interpolant is 
to be chosen from should be dependent on the locations of the nodes. This fundamental 
property is directly built into RBFs. The question that naturally arises now is which choices 
of ¢, with what degree of polynomial, lead to an invertible interpolation system. 
Consider solving the Interpolation Problem 1.1 via an RBF with basic function ¢ aug-
mented with a polynomial of degree m - 1. That is, consider finding a function s of the 
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Name 
linear 
cubic 
thin-plate spline 
polyharmonic 
multiquadric 
inverse multiquadric 
generalised multiquadric 
Gaussian 
compactly supported 
a,b 
Formula 
¢(r) = -r 
¢(r) = r3 
¢(r)=r2lnr 
{
(-1)mr2mlnr, or 
¢(r) = 
( _1)m+1r2m+1 
¢(r) = -Vr2 + c2, c> 0 
¢(r) = (r2 + c2) -1/2, c> 0 
C ¢(r) = (_l)k (r2 + c2)m/2, c> 0 
and m is odd 
¢(r) = exp (-cr2) , c> 0 
d ¢(r) = (1 _ r)~/2J+1 
a A polyharmonic spline is a function s : ]Rd -+ JR of the form (1.18) where 
{
r 2m - d In r, if 2m 2: d and d is even, 
¢(r) = . 
r 2m - d , otherwise, 
SCPD 
SCPD1(lRd) 
SCPD 2 (lRd) 
SCPD2 (lRd) 
SCPD1(lRd) 
SCPDo(lRd) 
(see note C) 
SCPDO(lRd) 
SCPDo(lRd) 
19 
p is a polynomial of degree m - 1 or less and the conditions (1.19b) are imposed on the coefficients. For such 
a function, 6. m s = 0 (a.e.). 
bThe positive definiteness is stated for m 2: o. In the case that m < 0, the functions given by ¢(r) = r2m lnr 
and ¢(r) = r2m+l are not defined at zero and hence cannot be (S)CPD. 
eIf m > 0 then k = (m - 1)/2 and ¢ is SCPD(m+l)/2(JRd ). If m < 0 then k = 0 and ¢ is SCPD. 
dThere are a number of piecewise polynomials that are 2k times continuously differentiable, compactly 
supported and suitable for use as RBF basic functions (see ·Wendland [69,70] and Wu [72]). Those of minimal 
degree are given by 
and are constructed so that ¢d,k E SCPDo (JRd) n C 2k (JRd). 
Table 1.2: Some popular choices of basic functions for RBFs. The third column indicates the 
order of conditional positive definiteness (see Definition 1.14 to come). 
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form (1.18) that satisfies 
i = 1, ... ,N, (1.19a) 
N L Aiq(Xi) = 0, (1.19b) 
i=l 
In the case of the polyharmonic splines that come from solving Problem 1.3, the justification 
of the orthogonality conditions (1.19b) is clear. The orthogonality conditions can also have 
the effect of controlling the growth of the RBF away from the centres. This can often be 
seen via a far field expansion. Beatson, Cherrie & Mouat [7] use this technique to control the 
growth of approximate cardinal functions. Another interpretation is that the orthogonality 
conditions take away the extra degrees of freedom (dimensionality) added by the polynomial 
part. 
The approach in the next few paragraphs is based on that of Sibson & Stone [62]. For 
the given nodes X = {Xi}{~:ll define the N x N matrix cJ? by cJ?i,j = ¢(IXi - xjl). Choose a 
basis {Pj};~l for the polynomial space 7rm -1 and define the N x em matrix P by Pi,j = pj(Xi). 
Finding the interpolating RBF corresponds to finding the two vectors of coefficients: the 
coefficients A = (A1, ... , AN) T of the radial part and the coefficients c of the polynomial part 
with respect to the basis {Pj};~l' Equations (1.19) may now be written in the matrix form 
(1.20) 
where f = (h, ... , f N) T is the vector of given values to interpolate to. If there is no polyno-
mial part, only the smaller system cJ?A = f need be solved. 
Let Q be any (real valued) N x (N - em) matrix such that the columns of Q span the null 
space of pT. Note that {Pj};~l is not necessarily a Lagrange basis for 7rm _1(JRd) and so P 
and Q may be different from those in the proof of Theorem 1.10, although, their roles are the 
same. The coefficients A E JRN satisfy the orthogonality conditions of Equation (1.19b) if and 
only if there exists a p, E JRN-€m such that A = Qp,. Equation (1.20) may now be rewritten 
as 
cJ?Qp, + Pc = f. 
Left multiplication of this expression by Q T gives the reduced system 
(1.21) 
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since QTp = O. If the matrix QT cpQ is a definite matrix, either positive or negative, then Equa-
tion (1.21) always has a unique solution J-L. Setting A = QJ-L and rewriting Equation (1.21) 
as 
it follows that f - CPA is in the column space of P and hence there is a unique solution c to 
the system 
Pc = f - CPA. 
There thus exists a unique solution {A, c} to Equation (1.20) if the matrix Q T cpQ is a definite 
matrix, i. e., there is a unique solution if 
for alIA E ]RN\{O} such that pTA = 0 . 
Equivalently '< 0' could be used rather than '> 0.' Definition 1.14 implies that if ¢ is strictly 
conditionally positive definite of order m on ]Rd then Equation (1.20) has a unique solution 
for any choice of the node set X = {xd~l C ]Rd that is 7rm-l-unisolvent. 
Definition 1.14. A continuous function cp, defined on [0,00), is said to be conditionally 
positive definite (CPD) of order m on ]Rd if for any distinct points Xl, ... , X N E ]Rd and for 
any A = (>'1, ... , AN) T E ]RN such that 
N L Aip(Xi) = 0, (1.22) 
i=l 
the quadratic form 
N L AiAj¢(lxi - Xjl) (1.23) 
i,j=l 
is non-negative. If the given quadratic form is positive for all non-zero choices of A that 
satisfy Equation (1.22) then ¢ is said to be strictly conditionally positive definite (SCPD) of 
order m on ]Rd. 
Note that this definition may disagree with that of some authors. For example, Mic-
chelli [49] uses the quadratic form I:~j=l AiAj¢(lxi - Xj12) instead of Equation (1.23). Thus 
if :f is (S)CPD by Micchelli's definition, then cp(-) = :fe) is (S)CPD by the above definition. 
The class of conditionally positive definite functions of order m is denoted by CPDm (]Rd). 
Since 7r m-l (]Rd) C 7r m (]Rd) , it follows that CPDm+l (]Rd) ~ CPDm (]Rd). Similarly for the 
strictly conditionally positive definite functions SCPDm (]Rd). 
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Example 1.15. If ¢ and'I/J are both members of SCPDm(lRd) then so is ¢ + 'I/J. Furthermore, 
for any scalar a > 0, the function a¢ is also in SCPDm(lRd). 
Example 1.16. The function ¢(r) = r2 is CPD of order 1 on ]Rd for any d. However, it is 
not SCPD. This means there is a data set {Xi, fi}~l such that the Interpolation Problem 1.1 
cannot be solved by an RBF with this basic function. This should come as no surprise as 
span{l· -xil 2 : Xi E X} is at most just the space of quadratics on]Rd and hence has dimension 
at most (d+2)(d+1)/2. Equivalent statements may be made for other choices of ¢(r) = r2m , 
where m is a non-negative integer. 
Example 1.17. For any c > 0, the Gaussian ¢(r) = e-c,2 is strictly positive definite. This 
. is an immediate consequence of Bochner's Theorem (see [19, p. 82] or [63, p. 413]). 
The following example of a strictly conditionally positive definite function will prove to 
be very important in showing that a number of other functions are also strictly conditionally 
positive definite. 
Lemma 1.18. (Powell [54, Theorem 3.3]) Let w be a non-negative function such that 
¢(r) = 100 e-,2t w(t)dt (1.24) 
is well defined for all r ;::: 0 and 100 w(t)dt > O. (1.25) 
Then ¢ is strictly conditionally positive definite of order 0 on ]Rd for all d. 
Proof. Since ¢(O) = Jooo w(t)dt is well defined, w is absolutely integrable on (0, (0). Direct 
calculation of the quadratic form (1.23) gives 
The expression in the parenthesis is positive for all positive values of t by Example 1.17 and 
for t = 0 is equal to (L:i:l Ai) 2, and is therefore non-negative. Since w is non-negative 
and not identically zero, it follows that the integral, and thus the quadratic form (1.23), is 
positive. I 
Example 1.19. Since 
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(Powell [54, pp. 121]), Lemma 1.18 implies that the inverse multiquadric is strictly positive 
definite. 
Definition 1.20. A function f is said to be completely monotonic on (0,00) provided that 
it is in COO(O, 00) and 
x E (0,00), £=0,1,2, .... 
Example 1.21. If p is a polynomial and p is completely monotonic on (0,00), then p is 
constant. 
This is easily shown by induction on the degree on p. For the induction basis, consider 
the case when p is linear. Specifically, assume that p(x) = ax + b. Since pl(X) ~ ° on (0,00) 
it follows that a ~ 0. Now, p(x) ~ ° implies that ax ~ - b for all x ~ 0, i.e., a = 0. Thus, if 
p is both a linear function and completely monotonic, then p is constant. 
For the induction step, notice that if f is completely monotonic then so is - fl. Hence, the 
inductive hypothesis and the complete monotonicity of a polynomial p imply that the deriva-
tive p' is a constant and thus p is linear. However, if p is linear and completely monotonic, 
then, by the induction basis, p is constant. 
Completely monotonic functions may be characterised by the following theorem of Bern-
stein [71, Theorem 12b]. 
Theorem 1.22. A necessary and sufficient condition that f be completely monotonic on 
(0,00) is that 
f(t) = 100 e-to" dp,(cr) 
where p, is non-decreasing and the integral converges for all t E (0,00). 
Micchelli [49] proved the following result. 
Theorem 1.23. Let '¢ E Cm[O, 00) be such that (_l)m'¢(m) is completely monotonic on (0,00) 
but not constant. Then ¢(.) = '¢e) is strictly conditionally positive definite of order m on 
JRd for all d. 
Since this result is so important to RBF theory, we give an expanded version of Micchelli's 
argument below. The proof of this will require Taylor's theorem with integral remainder. 
Theorem 1.24. Let f E Cm[a, b] and let to E [a, b]. Then for all a ~ t ~ b 
f(t) = L f to (t - to)£ + f(m)(r)(t - r)m-1dr. m-l (£)( ) 1 it 
£=0 £! (m - 1)! to 
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Lemma 1.25. (Micchelli [49]). Let d and N be a positive integers and Xl, ... , XN E ]Rd 
be any distinct points. Furthermore, let A = (AI, ... ,An)T E]RN satisfy the orthogonality 
conditions (1.22). Then 
N 
L AiAjlxi - Xj12£ = 0, 
i,j==l 
Proof. Using the binomial theorem twice, 
O::;£::;m-1. 
IXi - Xj12£ = t t (!) (;) (2(Xi, Xj) )£-al xi I2j3l x jI2(a-j3) 
a==Oj3==O 
£ a 
= L LPa,/3(Xi,Xj). 
a==Oj3==O 
Since Pa,j3(', Xj) E 1l"£-(a-2/3) (]Rd) the orthogonality conditions on A imply 
N 
LAiPa,j3(Xi,Xj) = 0, for a - 2(3 ~ ° and all Xj E ]Rd. 
i==l 
Similarly, since Pa,j3 (Xi, .) E 1l" H( a-2j3) (]Rd), 
N 
LAjPa,j3(Xi,Xj) = 0, 
j==l 
for a - 2(3 ::; ° and all Xi E ]Rd. 
Together, Equations (1.27) and (1.28) imply that 
N 
L Ai AjPa,j3(Xi,Xj) = 0, 
i,j==l 
° ::; (3 ::; a, 0::; a ::; £. 
(1.26) 
(1.27) 
(1.28) 
Thus, multiplying both sides of Equation (1.26) by AiAj and summing over i and j gives 
N £ a N 
L AiAjlXi - Xj12£ = L L L Ai AjPa,j3 (Xi, Xj) = 0. 
i,j==l a==O 13=0 i,j=l 
I 
Proof of Theorem 1.23. By the complete monotonicity of (_l)m;pm) there is a Borel measure 
dp, such that 
(1.29) 
For E > 0, define ¢€ = ¢(- + E). Then ¢€ E Cm[O,oo) and Taylor's Theorem 1.24 may be 
applied to ¢€ with to = 0. Thus 
~ ( ) _ ~ ¢~£) (0) £ _ 1 t ~(m) ( _ )m-l 
¢€ t Lt £! t - (m -1)! 10 ¢€ r)(t r dr. 
£==0 
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Substituting Equation (1.29) into this expression and interchanging the order of integration 
gives 
(1.30) 
Using integration by parts a number of times, the inner integral is easily evaluated: 
Substituting this expression back into Equation (1.30) gives 
(1.31) 
Let d and N be a positive integers and choose any distinct points Xl, ... ,XN E ]Rd. Fur-
thermore, choose any oX = (Ai, ... ,An) T E ]RN that satisfies the orthogonality condition (1.22). 
In Equation (1.31), set t = IXi - Xj12, multiply both sides by AiAj and sum over i and j, i.e., 
consider 
(1.32) 
By considering the Taylor expansion of the exponential function, it is easily seen that the 
orthogonality of the coefficients oX to polynomials implies that 
N L AiAje-0"Ixi-xjI2 = O(O"m), as 0" -7 0, 
i,j=l 
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and so the integral in Equation (1.32) is well defined. 
Since ;pm) is non-constant, the measure f-L must have weight away from zero. That is, 
there exists an a > ° such that 12a df-L(cr) :> ° 
Let E be so small that E < 10g(2)/2a. Then exp( -Ecr) > 1/2 for all cr E [a,2a]. Furthermore, 
by Example 1.17, the quadratic form under the integral in Equation (1.32) is strictly greater 
than zero on the interval [a,2a]. By the continuity of that quadratic as a function of cr, it is 
bounded away from ° on [a,2a]. Thus, for all E in the range ° < E < 10g(2)/2a, 
roo -EO" N 1 12a N io e m L .\Aje-0"Ixi-Xj I2 dp,(cr) ~ '2 cr-m L AiAje-0"Ixi-XjI2 df-L(cr) = 8 > 0. 
o cr i,j=l a i,j=l 
Substituting this expression into Equation (1.32) gives 
i,j=l 
° < E < 10g(2) . 
2a 
Since '¢ is continuous at 0, taking the limit as E --t 0+ and substituting ¢ = '¢(-2) gives 
N L AiAj¢(lxi - Xjl) > 0. 
i,j=l 
I 
Example 1.26. The function given by ¢(r) = r is SCPD1(IRd ) for all positive integers d. 
The derivatives of '¢ = ¢(..J) are given by 
¢(k)(r) = 2 11 k = 1, _ {~r-l/2, 
(_l)k+1 (2k - 3) .. (2k-l)/2 . 2k r ,k = 2,3, ... , 
where (2k-3)!! = (2k-3)(2k-5) ... (3)(1). Hence it follows that '¢' is completely monotonic 
on (0, (0) and thus, by Theorem 1.23, ¢ is SCPD1(lRd ) for all d. 
The following theorem is the converse to Theorem 1.23. 
Theorem 1.27. (Guo, Hu and Sun [30, Theorem 2.1]) Let '¢ be a continuous function on 
[0, (0), and let ¢(.) = '¢(-2). The following two statements are equivalent. 
(a) The function ¢ is conditionally positive definite of order m on lR.d for all positive integers 
d. 
(b) The derivative '¢U) (t) exists for all positive integers j and for all t E (0,00), and fur-
thermore, (_l)m'¢(m) is completely monotonic on (0,00). 
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The non-unisolvent case 
Theorem 1.23 ensures invertibility of the RBF interpolation system (1.20) in the case that the 
node set X is unisolvent with respect to 7rm_l(jRd). However, when techniques such as the 
domain decomposition method of Beatson, Light & Billings [11] are used, it is not uncommon 
to find that the node set is not unisolvent. We will now briefly describe one way in which 
this potentially troublesome case may be overcome. 
Formally, given any subset X c jRd we define 7rm-l(X) as a space of equivalence classes 
of polynomials from 7r m-l (jRd), with the equivalence relation == being equality on X. Then a 
basis for 7r m-l (X) is a spanning set of representatives linearly independent over X. 
Given X not unisolvent for 7rm-l (jRd) choose a basis {qj }j=l for 7rm-l (X). Define P 
7rm_l(jRd) -+ 7rm-l(X) by 
and Pq(x) = q(x) for all x EX. 
The operator P is a projection from 7rm_l(jRd) onto Qk = span{qj}j=l' Hence (1 - P) is a 
projection from 7rm-l (jRd) onto the space of polynomials that are identically zero on X. This 
space has dimension £m - k. Choose {qj};~k+1 a basis for (1 - P)7rm _l(jRd). Now 
N L Aiq(Xi) = 0 
i=l 
if and only if 
k L Aiq(Xi) = 0 for all q E Qk. (1.33) 
i=l 
Hence the orthogonality conditions (1.1gb) may be replaced by new conditions (1.33) and the 
correspondingly modified matrix P in Equation (1.20) is full rank even in the non-unisolvent 
case. 
1.2 Fast evaluation via the Fast Multipole Method 
This section gives an introduction to the hierarchical and fast multipole methods that are the 
basis of fast evaluators. The specifics of these methods are the focus of Chapters 2 and 3 of 
this thesis. 
As was shown in the previous section, radial basis functions provide a good way to solve 
the interpolation problem (Problem 1.1). The main reason for this is that existence and 
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uniqueness of an interpolant is guaranteed under mild conditions on the locations of the 
interpolation nodes. For example, unisolvency of the interpolation nodes with respect to low 
degree polynomials is sufficient. Furthermore, if desired, an RBF can be chosen to satisfy 
certain energy minimization conditions (such as those of Problem 1.3). 
However, there are clear computational difficulties if an RBF is to be used to solve the 
interpolation problems of Chapter 4 where there may be in excess of 70,000 interpolation 
nodes. Recall that if the RBF of Equation (1.18) is to solve an interpolation problem the 
coefficients Ai are found by solving the linear system of Equation (1.20). If N is large, i. e., in 
the tens or hundreds of thousands, then direct solution of this system is out of the question. 
Moreover, if an iterative method, such as GMRES [7,57], is used then a matrix-vector product 
is required at each iteration step. The particular product that is required is equivalent to 
evaluation of an RBF at all of its centres. In view of Equation (1.18), this process would seem 
to require O(N2) flops. Using the Fast Multipole Method (FMM) the cost of evaluating an 
RBF with N centres can be reduced to O(NlogN) flops. 
Once the coefficients of the RBF have been determined, it is generally required to evaluate 
it at some large number of points. For example, once an interpolating surface has been found, 
it may need to be evaluated enough times to produce a plot of the surface. Once again, the 
naIve estimate for a single evaluation of an N centre RBF is O(N) flops. With the FMM the 
cost of one extra evaluation can be reduced to 0(1) flops with an initial setup of O(NlogN) 
flops. 
The FMM was developed by Greengard & Rokhlin [29] for the evaluation of potentials 
in two and three dimensions. Since the potential due to a single source is rotation invariant, 
the potential function they wished to evaluate is in fact an RBF. Furthermore, their method 
extends to more general cases of RBFs. For instance, the FMM may be applied to poly-
harmonic RBFs in two [10, 12], three [13, 25], or four dimensions [8], and to the generalised 
multiquadric in arbitrary dimensions [20]. 
1.2.1 An hierarchical evaluator 
When computations are performed on real data, infinite precision is neither expected nor 
required. What is expected is that a given level of precision is achieved. The FMM exploits 
this fact; once it is decided what level of precision is required the FMM constructs an ap-
proximation to the RBF that can be evaluated comparatively quickly and that gives a result 
within this precision. 
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The first step in a hierarchical evaluator or FMM is to construct an approximation to a 
single basic function. What is desired is an approximation such that the sum of many basic 
functions can be evaluated at cost that depends only on the accuracy of the approximation 
not the number of basic functions in the sum. This can be achieved by a truncated far field 
expansion, which is an expansion that is valid far away from the centre of expansion. It is a 
Laurent-like expansion; it is valid outside a certain ball. 
The FMM will be demonstrated using the ordinary multiquadric RBF of one variable as 
an example. From Lemma 3.6 and Example 3.7, the far field expansion for the multiquadric 
basic function is given by 
00 
<I>(x - t) = J(x - t)2 + c2 = sign(x) L Pc(t2 + c2, -2t, 1)/xC- 1 , 
c=o 
where the polynomials Pc = pP) are given by Equation (3.4). The approximation to <I>(- - t) 
will be constructed by truncating the given series, dropping all terms that are O(lxl-P- 1) as 
x ----t 00, i.e., 
p+1 
gp(x) = sign(x) L Pc(t2 + c2, -2t, 1)/xC- 1 
c=o 
is the truncated far field approximation to <I> (. - t). Lemma 3.6 provides a bound on the error 
due to approximating <I>(- - t) with gpo Specifically, 
Ixl > vt2 + c2 . (1.34) 
By choosing p sufficiently large any level of accuracy may be obtained for the approximation 
Assume that the source point t is inside the unit sphere and that the evaluation point is 
far away from the origin, Ixl > 3, say. Using c = 0.1 for the multiquadric constant, if the 
condition 
is to hold then it is required that p ~ 15. Clearly it will be more expensive to evaluate g15 
than <I> (. - t). However, to compute the sum 
N L Ai<I>(X - Xi) 
i=l 
for large N it is more efficient to compute the approximation 
p+1 
sign(x) L Ce/x£-l, 
£=0 
(1.35) 
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Figure 1.7: Binary tree structure induced by a uniform subdivision of the unit interval. 
provided that the coefficients 
N 
Ce = L AiPg(X; + c2 , -2Xi, 1), .e=0, ... ,p+1, 
i=l 
have been precalculated. Note that the cost of evaluating (1.35) does not increase when the 
number of source points increases; it only increases when the desired accuracy increases. 
Unfortunately, in most cases the entire RBF cannot be replaced with an approximation 
such as (1.35). This approximation is only valid when the evaluation point is sufficiently far 
from the source points. However, by grouping the source points into clusters and using a 
careful combination of the direct and approximate forms, the desired reduction in the cost 
of evaluation can be achieved. The clustering of source points is easily and suitably achieved 
with an hierarchical division of space. 
In an hierarchical division of space, each region of space, referred to as a panel, is sub-
divided into child panels. The union of the child panels should equal the parent panel. The 
largest and coarsest panel should be the whole domain and have no parents. As with the 
accuracy of computation, an infinitely deep tree of panels is neither required, nor possible. 
Thus some suitable stoping criteria is used to decide when a panel is too small to be divided 
into child panels. "Smallness" may be based on the actual size of the panel or some other 
criteria such as the number of source points in a panel. Figure 1. 7 shows a simple hierarchical 
division of the unit interval. In this example, [0, i) has two children, [0, ~) and [~, i), and its 
parent is [0, ~). 
Associated with each panel in the hierarchical division is the part of the RBF due to centres 
inside that panel and also an approximation to that part ofthe RBF. That is, associated with 
panel T will be the RBF 
ST(X) = L Ai¢(!X - Xi!), 
i:XiET 
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and an approximation to ST, denoted rT. For a panel T centred on the origin, the approxi-
mation to ST is given by 
pH 
rT(x) = sign(x) L CT,e/x£-l, 
£=0 
CT,£ = L AiP£(xt + c2 , -2Xi' 1), 
i:XiET 
(1.36) 
where p has been chosen so that IST(X) - rT(x)1 is sufficiently small outside some ball that 
contains T and is centred at the origin. If T is centred, not at the origin but at some other 
point, u say, then x and Xi may be replaced by x - u and Xi - u respectively in Equation (1.36) 
and the region of validity for the approximation, i. e., where IST(X) -rT(x)1 is sufficiently small, 
is now the exterior of some ball centred on u. Note that the choice of p is dependent both 
on the required precision and on the chosen radius (with respect to the size of T) of the ball 
outside of which the approximation is valid. 
In an implementation of this hierarchical evaluator, the following will be associated with 
each panel: 
• part of the RBF, ST(X) = L Ad)(lx - Xii), 
i:xiET 
• a far field approximation to ST, rT, 
• a ball BT such that IST(X) - rT(x)1 is sufficiently small for all x rf- BT. 
Note that the details of exactly how this information is stored is dependent upon the im-
plementation and thus may take many different forms. This is especially true of the third 
point, which really refers to associating a region of validity with each panel, or more correctly 
with a given approximation rT. For example, in an hierarchical division of space, it is com-
putationally more efficient to have the boundaries of the various regions of validity lie along 
the boundaries of the panels. In this way checking to see if rT(x) is a good approximation 
to ST (x) can be done using the tree topology and without unnecessary distance calculations. 
With this type of strategy in place, if an evaluation panel Tl does not intersect BT2 for some 
source panel T2 then rT2 (x) is a good approximation to ST2 (x) for all x E T1 . 
If 7 is a collection of pairwise disjoint panels which cover all of the centres in the RBF 
then 
S(x) = p(x) + L ST(X). (1.37) 
TET 
Furthermore, if {1i, 72} is a partition of 7 then 
p(x) + L ST(X) + L rT(x), ( 1.38) 
TETi TE12 
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can approximate s(x) to any desired precision for all x outside of UTE'72 BT. 
We now return to the example problem of evaluating a ordinary multiquadric RBF of one 
variable with centres in the unit interval. Let the unit interval be divided up as in Figure 1. 7. 
For each panel T = [a, a + h) the ball BT will be centred at a + h/2 and have radius 3h/2. Let 
Tl and T2 be two panels at the same level. Furthermore, let the evaluation point x be in Tl 
and the source points Xi be in T2 . Then, rT2 (x) is a sufficiently good approximation to ST2 (x) 
if Tl and T2 are separated by a third panel at the same level. If Tl and T2 are separated in 
this way, they are said to be well separated. The advantage of using this criteria is that, as 
mentioned above, it may be easily checked from the tree topology without reference to the 
actual layout of the panels and without distance computation. 
For example, if x E [0, i) then 
S(X) ~ S[O l)(X) + S[ll)(X) + r[ll)(x) + r[l l)(X) + r[ll)(x) + r[ll](X)' 
'8 8'4 4'8 8'2 2'4 4' 
Obviously, [0, i) is not well separated from itself; neither is its neighbour [i, ±). Thus, 
the approximates r[O,~)(x) and r[~,i)(x) are not valid. However, both [±, i) and [i,~) are 
well separated from [0, i)-the panel [i, ±) is between each of these source panels and the 
evaluation panel [0, i)-and hence the approximations r[ll)(x) and r[l l)(X) may be used. 
4' 8 8' 2 
Finally, there are the panels that cover [~, 1]. This is where the computational savings have 
the most effect. Rather than using the panels at the finest level (Level 3), the panels at the 
next coarsest level may used since both [~,~) and [~, 1] are separated from [0, t) by [±, ~). 
Notice that the cost of evaluating rT is independent of the panel size or the number of centres 
in T and depends only on the required level of precision. Thus it is cheaper to evaluate 
r[ll)(x) than to evaluate r[l 2.)(x) + r[2. l)(X), Similarly, if x E [~, i) then 
2'4 2'8 8'4 
S(X) ~ S[ll)(X) + S[l 2.)(x) + S[2. l)(X) + r[ll)(x) + r[ll)(x) + r[ll](x) + r[O l)(X). 
8'2 2'8 8'4 4'8 4'8 8' '4 
A division of any space along the lines of Figure 1. 7 is suitable when the centres of the 
RBF are uniformly distributed. A more general stopping criteria for the tree construction 
is to only split a panel if it contains more than some threshold number of centres. In the 
given case of uniformly distributed data, there would be O(log N) levels in the tree. With 
the separation criteria used above for deciding between direct (ST) and approximate (rT) 
evaluation, there are at most three direct evaluations at the lowest level and at most three 
approximate evaluations on all levels, except Levels ° and 1 where there is no evaluation. As 
the tree of panels has been constructed so that there are 0(1) centres in each panel at the 
lowest level, the cost of evaluating ST for T at this level is 0(1). The cost of evaluating rT 
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is O(p), independent of the level of T. Thus, the cost of evaluation at a single point by this 
hierarchical evaluator is 0 (p log N). 
This hierarchical evaluator may be written in pseudo-code as in Algorithm 1.1. 
Input: An evaluation point x and a panel T containing source points. 
Output: The value of that part of the RBF due to the source points in T 
evaluated at x. 
HIERARCHEvAL(X, T) 
if x rt BT 
return rT(x) 
else if T is at the lowest level 
return ST(X) 
else 
return HIERARCHEvAL(X, TI) + ... + HIERARCHEvAL(X, Tn) 
where TI,'" ,Tn are the children of T. 
Algorithm 1.1: Pseduo-code for a hierarchical evaluator. 
A similar strategy may used for evaluating an RBF of two variables. An example of how 
a square might be divided up into a quad-tree of panels, each panel in turn being a square, is 
shown in Figure 1.8. Once again this is suitable for uniformly distributed data. The panels 
in Figure 1.8 are hatched to indicated how that part of the RBF corresponding to each panel 
would be evaluated in the case that the evaluation point is located as indicated. As with 
the one dimensional example, the idea of well separated panels has been used to determine 
whether approximation or direct evaluation is to be used in any particular case. In general, 
the cost of a single evaluation of an RBF of d variables can be reduced by this hierarchical 
evaluator from O(N) to O(pd log N) flops. 
From examination of Equation (1.34), it can be seen that the error in approximating 
ST by rT is 0 (( r / R)p+l) as p -+ 00, where r is the radius of the panel T and R is the 
radius of the associated ball BT. This is the case in general, not just in the specific example 
of the one-dimensional ordinary multiquadric (see, e.g., Theorem 2.24, Theorem 2.32, or 
Theorem 3.9.) If a uniform division of space is to be used along with the given notion of well 
separateness, then there is a, perhaps surprising, dimensional limit to using the hierarchical 
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~ Approximate evaluation 
~ at a higher level 
~ Approximate evaluation 
~ at this level 
~ Defer to lower level 
o Evaluation point 
Figure 1.8: Evaluation of an RBF of two variables using the FMM based on a uniform quad-
tree division of space. Each square is hatched based on how the part of the RBF due to 
sources in a given square is to be evaluated. The varying thickness of the lines that form the 
grid indicate the boundaries of the (square shaped) panels at various levels; the thicker the 
line the higher the level of the panel. In the case that there is no lower level, evaluation of 
that part of the RBF due to sources in the panels hatched ::s8 must be done directly, i. e., using 
the standard form of the RBF. 
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Figure 1.9: Ratio of distances of diagonal of cube to nearest interaction list member. 
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evaluator as described. Let the panels at a given level be cubes with sides of length h. Then 
r = Vd(h/2)2 = .Jdh/2 and R = 3h/2 (see Figure 1.9). Thus r/R = .Jd/3. It now follows 
that if d ~ 9 then for a given level of precision it can not be guaranteed that there is a choice 
of p, and thus a corresponding truncated far field approximation rT, such that 1ST (x) - rT (x) I 
is sufficiently small. In these higher dimensional cases a different strategy for dividing space 
must be used, or, at the very least, a different method for determining the suitability of 
approximate evaluation of a given source panel. 
1.2.2 Improving setup cost for the hierarchical evaluator 
The setup cost for this hierarchical evaluator is mainly in the computation of the coefficients 
N 
CT,e = L AiPe(XZ + c2 , -2Xi, 1), f=0, ... ,p+1, 
i=l 
(or their equivalent). The cost of calculating these coefficients can be reduced by using 
recurrence relations and by translating child expansions to the parental panel. 
Direct computation of these coefficients using Equation (3.4) would require O(p2) flops to 
calculate Pe, £ = 0, ... ,p + 1. However, the polynomials Pe may be defined in an equivalent 
recursive manner (see Lemma 3.5). Using this recurrence, the polynomials Pe, f = 0, ... ,p+1, 
may be calculated at a cost of O(p) flops. The inner and outer functions that play an 
equivalent role to the polynomials pjk) in the far field expansions for the polyharmonic splines 
in]R4 also have a recursive definition (see Lemma 2.13 and Lemma 2.14). 
Direct computation of the coefficients CT,e is only required at the finest level. At any 
other level in the tree, the coefficients for a particular panel T may be calculated indirectly 
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and, in general, more efficiently from the coefficients of the children of T. This process is 
called translation of the far field expansion. 
The name translation is used because of the way this indirect computation is done. Con-
sider a panel T with two children, Tl and T2, say. Associated with each of these child panels 
is a truncated far field approximation (rTl and rT2 respectively) to the appropriate parts of 
the RBF (STl and ST2)' Since Tl U T2 covers all of the source points in T, 
Furthermore, if BTl U BT2 ~ BT, then rTl (x) +rT2 (x) is an approximation to ST(X) that can be 
designed to be within any desired accuracy for any x outside of BT. However, rT =F rTl + rT2 
since rT is a truncated far field expansion centred on the centre point of T while rTl and rT2 
are not; they are far field expansions but they are expanded about centre of T1 , T2 . 
This leads to the idea of translating a far field expansion. Given a far field expansion g with 
centre 'Ul, find the far field expansion of g centred on 'U2. Without loss of generality, it may be 
assumed that 'U2 is in fact the origin and in this case the subscript on 'Ul will be dropped. For 
the multiquadric, a far field expansion based around the polynomials pjk) may be translated 
by a convolutional approach described in Section 3.6. For the ordinary multiquadric of one 
variable if the technique described in that section is used, a far field expansion truncated to 
order p may be translated in O(p2) flops. Similarly, a far field expansion for the polyharmonic 
RBF on ]R4 may be translated using Theorem 2.35. 
The uniqueness results of Section 2.4 and Section 3.3 imply that two far field series, the 
one calculated directly from the source points and the one calculated indirectly from the 
expansions of the child panels, are actually identical. The immediate corollary of this is that 
no accuracy is lost by forming a far field series indirectly rather than directly. 
1.2.3 The Fast Multipole Method 
The Fast Multipole Method is an extension of the hierarchical evaluator described above; it 
reduces the cost of a single extra evaluation to 0(1) flops. This is achieved by approximating 
all of the far field expansions for a given evaluation panel with a polynomial. This polynomial 
is based on truncated Taylor series approximations (centred on the centre of the evaluation 
panel) to each of the far field series. This polynomial is referred to as the local expansion. 
Like the far field series, the cost of evaluating a local expansion is dependent only on the 
accuracy required, not on the number of underlying source points or centres. 
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Calculating the Taylor series of a far field expansion, and thus the local expansion, is 
very similar to translating a far field series. For the multiquadric RBFs, the local series can 
be calculated via convolution in much the same way that the far field series was translated 
(see Section 3.7). Furthermore, in the 4D polyharmonic case exactly the same theorem, 
Theorem 2.35 is used to calculate the local series as is used to translate the far field series. 
In much the same way that the far field series for the parent panels can be calculated from 
the far field series of the child panels, the local series of the parent panels may be inherited 
by the child panels. Once again, this is done by translating the centre of expansion from the 
centre of one panel to the centre of the other. Since the local series is just a polynomial, this 
is an exact recentering. Since the local series for the 4D polyharmonic RBFs are in terms of 
a special basis, the inner functions, Theorem 2.36 and related results are used to translate 
the local expansion and keep the nice basis. The local expansions for the multiquadric are in 
terms of the monomial basis and thus need no special algorithm. 
With the FMM, for a particular evaluation panel Tx , the RBF is approximated by 
s(x) ~ 
T: xEBT 
T is childless 
ST(X) + polynomial, (1.39) 
where the polynomial is the local expansion for Tx. For uniformly distributed data there will 
be 0(1) terms in the sum in Equation 1.39 and thus the cost of a single evaluation by the 
FMM is 0(1) flops, with an order constant that depends on the required accuracy. The cost 
of setup for the FMM is more than that for the hierarchical evaluator described above, but is 
still O(log N) flops. Thus a matrix-vector product corresponding to evaluation at all centres 
can be computed in O(N log N) flops using the FMM. For uniformly distributed data the only 
part of the FMM that is of O(N log N) complexity is the sorting of centres into panels. The 
forming of all the series expansions and the evaluation has a total complexity of O(N). In 
contrast the evaluation part of any hierarchical method has complexity 0 (N log N). Hence, in 
general, when N is large the FMM will be much faster than competing hierarchical methods. 
1.2.4 Requirements of the Fast Multipole Method 
There are two main aspects to the Fast Multipole Method: geometric and analytic. The 
geometric aspects involve how to decompose the domain into panels and conditions such as 
whether two panels are well separated. These implementation dependent geometric aspects 
are not the focus of this disertation and will not be considered any further. However, for a 
38 CHAPTER 1. INTRODUCTION 
particular choice of basis function, there are a number of analytical results required that are 
independent of implementation. These required results are listed below. 
• a far field expansion, with truncation error bound, for the basic function separating 
the influence of a source and evaluation point, e.g., Theorem 2.24 for the potential in 
ffi.4, Theorem 2.32 for a general polyharmonic spline in ffi.4, and Theorem 3.9 for the 
generalised multiquadric in ffi.n . 
• an efficient means of calculating the coefficients in the far field expansion, e. g., recursion 
relations such as those in Lemma 2.13, Lemma 2.14, and Lemma 3.5. 
• a uniqueness theorem which shows that the truncated far field expansion is independent 
ofthe way in which it is calculated, e.g., Lemma 2.33 and Lemma 2.34 for polyharmonic 
splines in ffi.4, and Lemma 3.10 for the generalised multiquadric in ffi.n . 
• a means of translating a far field expansion to a different centre of expansion, e.g., 
Theorem 2.35, Section 3.6.2. 
• for the full FMM, a means for converting the far field expansion to a local Taylor or 
local series expansion, e.g., Section 3.7. 
• if the local Taylor series is in a special form, then a means of translating these series is 
also required, e.g., Theorem 2.36. 
1.3 "Theory and Application"? 
The analytical results of Subsection 1.2.4 constitute the "theory" of fast evaluation of radial 
basis functions. Chapter 2 covers this theory for polyharmonic radial basis functions in 
four dimensions and Chapter 3 covers this theory for multiquadric radial basis functions in 
arbitrary dimensions. An application of the fast evaluation scheme for radial basis functions is 
the subject of Chapter 4. In this chapter RBFs are applied to the problem of fitting a surface 
to a cloud of points. This requires a subtle change in the apparent interpolation problem, 
but the interpolation problem that is finally solved is Problem 1.1. However, this is only one 
step in a two or three step process. The ability of an RBF to interpolate scattered data and 
the ability of the fast multipole method to efficiently evaluate large RBFs is what motivated 
the application of RBF to this particular surface fitting problem. 
Chapter 2 
Polyharmonic splines in JR4 
Polyharmonic splines in ]R4 are radial basis functions of the form 
N 
s = p + 2: dk¢(1 . -Xkl), (2.1) 
k=l 
where the basic function ¢ is a member of the list 
{ 
-2 r , 
¢(r) = 
r2n In(r), n = 0,1, ... , 
(2.2) 
and p is a low degree polynomial. A spline of this form is a solution to an iterated Laplace's 
equation, i. e., 
(a.e.) . 
These splines are the solutions in four dimensions to Problem 1.3. That is, interpolatory 
splines of this type minimize suitable energy semi-norms. For example, the functional 
is minimized over all suitably smooth functions, satisfying the interpolation conditions 
k= 1, ... ,N, (2.3) 
if and only if s is the triharmonic spline 
N 
s = P2 + 2: dkl· -xkl2ln I· -xkl, 
k=l 
39 
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where P2 E 71"2 (]R4), and the coefficients {dk}, and those of the polynomial P2, are determined 
by the interpolation conditions (2.3) along with the orthogonality conditions 
N L dkq(Xk) = 0, for all q E 71"2 (]R4 ) . 
k=l 
Thus polyharmonic splines in ]R4 can be expected to be highly successful approximators 
and interpolators, as experience has shown the polyharmonic splines in lower dimensions to 
be. However, meaningful data sets in ]R4 can be expected to have many points. Hence, 
the development of fast evaluation and fitting methods is almost a prerequisite to the use of 
polyharmonic splines in]R4. Motivated by this we will develop the analytic underpinnings (see 
page 38) of a fast hierarchical and a fast multipole like method for polyharmonic splines in]R4. 
There are many potential applications of these fast methods. One possible application to data 
mining is estimating the probability of some attribute, such as early death due to heart attack 
or the filing of a fraudulent tax return, by a regression spline depending on four predictor 
variables. An application to environmental engineering is modelling the concentration of 
some chemical, or pollutant, as a function of position and time. Turk & O'Brien [66] suggest 
using polyharmonic splines in ]R4 for shape transformation, or morphing, of implicitly defined 
surfaces in 3D. 
A significant technique in our development in this chapter is the use of a group action 
perspective. In particular, the use of arguments based on the action of the group of non-zero 
quaternions, realized as 2 x 2 complex matrices 
acting on ([2 = ]R4. We develop almost all the (simple) details needed for these arguments 
without relying on other presentations of the possibly unfamiliar group representation theory. 
Use of this perspective allows us to give a relatively efficient development of the relevant 
spherical harmonics and their properties. See [55, 56] for related analyses of spherical har-
monics and their approximation properties. Our work has also been influenced by the elegant 
and concise treatment by Epton & Dembart [25] of the analogous expansions for the three-
dimensional fast multipole method. 
This chapter is organised as follows. Section 2.1 concerns some of the properties of poly-
harmonic functions on ]R4-including realisations of]R4 and representations of IHr6. It also 
introduces the inner and outer functions (spherical harmonics) that form the basis of our far 
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field expansions. Section 2.2 develops a number of properties of these functions that can be 
applied to far field expansions. These include recurrence formulae, derivative formulae and 
symmetries. Section 2.3 contains the main results on the far field expansions themselves and 
the associated error bounds. Section 2.4 developes the uniqueness results that allow the far 
field expansions to be computed indirectly and economically via the translation theory of Sec-
tion 2.5. Section 2.5 also contains the outer-to-inner and inner-to-inner translation formulae 
needed to approximate far field series by local Taylor series. 
2.1 Polyharmonic functions on JR4 
We will represent a non-zero x E IR4 in three different ways: 
X= or [z, wi or [:'v : l 
where z = Xl + iX2, W = X3 + iX4 and Xl, ... ,X4 E llt The first realization is as an element of 
JR.4, the second is as an element of (;2 and the last as an element of the punctured quaternion 
(Hamiltonian) space 
(2.4) 
Note that for elements of IHr6 the classical adjoint or adjugate and the Hermitian adjoint 
coincide and 
X-l = x* / det(x). 
We are primarily interested in JR.4 with the usual inner product, 
where t . t is the 2-norm for IR4. In terms of the (;2 realisation of JR.4 this becomes 
and, in terms of the matrix realisation IHr6 , 
(2.5) 
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where Tr is the trace. Note that this inner product gives the norm 
Ixl 2 = xi + x§ + x~ + x~ = zz + ww = det(x). 
We also require an inner product for functions on the unit ball B = {x E ]R4 : Ix I ::; 1}. For 
I, 9 E L2(B) we define their inner product by 
(f, g) = r I(e)g(e)de. JI~19 (2.6) 
We will also use this pairing for other functions 1 and 9 on B with 19 E Ll(B). Furthermore, 
we will also require the subspaces of C(]R4) defined by 
Hm = {p([Zl' Z2]) : p is a homogeneous polynomial of degree m in Zl, Z2}, m ENo, 
where No is the non-negative integers. 
Definition 2.1. A polyharmonic function 1 is a solution to the iterated Laplace's Equation 
where k is a positive integer. To emphasize the order of polyharmonicity, 1 is also refered to 
as a k-harmonic function. For k = 1,2,3 the terms harmonic, biharmonic, and triharmonic, 
respectivily, are used. 
2.1.1 Irreducible representations of IHr6-spherical harmonics 
In this section we will develop irreducible representations of IHr6 in Hm. Our purpose for doing 
so is that the coefficient functions of these representations will eventually be seen to form a 
very computationally convenient basis for the harmonic polynomials in ]R4. In fact when 
these coefficient functions are multiplied by IxI 2C , £ = 0, ... , k they yield a basis for all (k + 1)-
harmonic polynomials in ]R4. We note in particular the simple form of the addition formulae 
(Lemma 2.10), the recurrence relation (Lemma 2.13), and the dual basis (Lemma 2.22), to 
come. 
Most of the relevant representation theory and mathematical physics literature is focused 
on rotations of S2 or S3 and therefore considers representations of 
SU(2) = {x E IHI6 : det(x) = Ixl 2 = 1} = S3. 
However, in the context of far field expansions it is convenient to work instead with all of lHI6 
to take into account both the scaling by Ixl and rotation by elements of SU(2). This leads to 
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some differences, most importantly the character functions now depend on the norm of x as 
well as the angle () between x and the north pole [1,0]. Other differences include the formula 
for the product of two character functions and the addition formulae. 
Definition 2.2. Given a group G, a representation T : G -+ GL(V) of G on V is an operator 
valued map that satisfies T(g· h) = T(g)T(h). A representation T of G on V is irreducible if 
the only subspaces of V that are invariant under T(g) for all g E G are {O} and V. 
We define representations Tm(x) of JHI6 in the spaces Jim given by 
Tm(x) p([Zl' Z2]) = p([zI, Z2]X) (2.7) 
= p([ZlZ - Z2W, ZlW + Z2Z]). 
Note that since Jim is embedded in the space of functions on JH[1 (or even on JHI6), this 
representation is just the restriction of the right action defined by 
If we put a (Hilbert space) norm on these functions via (2.6), i.e., 
then the rotation invariance of Lebesgue measure implies that Ilx'!11 = II!II, whenever Ixl = 1, 
i. e., whenever x E S3. Thus 
for all functions! E L2(B), and Tm(x), as an operator, is unitary if Ixl = l. The reader is 
cautioned that the matrix realisation of Tm(x) to come is not unitary, but can be scaled to 
be so (see Lemma 2.6). 
Lemma 2.3. The representations (2.7) are irreducible. 
Proof. Assume there is a subspace V C Jim that is invariant under Tm(x) for all x E JHI6. 
Then V is invariant under T m (x) if we restrict attention to x E SU (2) c JHI6. Since the 
representations Tm of SU(2) are irreducible [53, pp. 208-211], it follows that either V = {O} 
or V = Jim and hence that the representations Tm are irreducible. III 
The monomials 
o ::; k ::; m, 
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form a basis for Hm. The operators Tm(x) have a matrix realisation once this basis for Hm 
is chosen. The elements of these matrices will be denoted t"iJ and are given by 
t'f!!· (x) = tm. (z w) 2,J 2,J' 
= coefficient of er in Tm(x)ej 
= coefficient of zr- i z~ in (ZlZ - Z2W )m-j (Zl W + Z2Z)j. 
Equivalently, 
m I:>ij (z, w )zr-i z~ = (ZlZ - Z2W )m-j (Zl W + Z2Z)j. 
i=O 
For m = 0, t~ o(x) = 1, while for m = 1, from (2.8) , 
or in matrix terms 
t6,o(Z, w) = z, 
ti o(z, w) = -w, , 
t6 1 (z, w) = w, , 
ti l(Z, w) = Z, , 
An immediate consequence of this choice of basis is the following lemma. 
(2.8) 
(2.9) 
Lemma 2.4. Treated as matrices, Tm(z,O) is a diagonal matrix and Tm(O, w) 2S an anti-
diagonal matrix. Specifically these matrices have entries 
{
O, 
tm.(z 0) = 2,J ' 
zm-izi , 
i =1= j, 
i = j, 
and 
{ 
0, i =1= m - j, 
tm·(O w) = 2J ' .. 
wm -!( -w)\ i = m - j. 
Proof. Taking Equation (2.8) as the definition of the inner functions, tij(z, 0) is given by 
m L tij(z, O)zr- i z~ = (ZlZ)m- j (Z2Z)j. 
i=O 
Equating coefficients of zr-i z~ gives the first part of the lemma. Similary, ti,j (0, w) is given 
by 
m 
Ltij(O,w)zr-iz~ = (-Z2W)m-j(ZlW)j 
i=O 
and equating coefficients of zr-iz~ gives the second result. II1II 
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The basis elements er for tim are orthogonal with respect to the inner product (2.6). In 
fact the exact norms for the basis elements er and thus the row and column scalings to get 
unitary matrices are easily computed. 
Lemma 2.5. The basis functions er are orthogonal with inner products given by 
( m m') 1 m(t:) m'(t:)dt: ' , 2k!(m - k)! ek ,ek' = ek '" ek, '" '" = Um,m'Uk,k'7f ( )1 . !';-!9 m+2. 
Prooj. Introduce polar coordinates (r1,81) and (r2,82) in the Zl and Z2 planes (where ~ = 
[Zl' Z2]). 
(er,ep') = r er(~)ep'(~)d~ 
i!';-!<;;l 
= fo1 fo-/1-rr fo27r fo27r rr-kei(m-k)Blr~eikB2 
X rr'-k' e-i(m'-k')Blr~' e-ik'ih d82d81r2dr2r1dr1 
2 t r-/1-rt 2(m-k)+1 2k+1 
= (27f) Ok,k,Om,m'io io r 1 r2 dr2dr1 
_ (2 )2, , 11 2(m-k)+1 (1 - rr)k+1 d 
- 7f Uk k,um m' r1 r1 
, , 0 2k + 2 
= 7f20k,k,Om,m,B(m - k + 1, k + 2)/(k + 1) 
= 7f20 ,0 , (m - k)!(k + 1)! 
k,k m,m (m + 2)!(k + 1) , 
where B is the Beta function B(n, m) = f(n)f(m)/f(n + m), see [1, § 6.2J. I 
Since Tm restricted to S3 acts in a norm preserving way on tim, we easily obtain the 
following matrix representation for Tm(x- 1). 
Lemma 2.6. There exist row and column scalings that make the matrices Tm(x) unitary for 
Ixl = 1. Specifically 
(i) The inverse of Tm(x) is given by 
or equivalently via 
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(ii) For all x i= 0, the inverses of the matrices 
are given by Um(x)-l = Ixl-2m um(x)* and thus are unitary when Ixl = 1. 
Proof. The definition of tJ:i and the orthogonality of {er : k = 0, ... ,m} implies 
(ej, Tm(x)er) = (ej, tJ:i(x)ej) = tJ:i(X) (ej, ej). (2.10) 
Since Tm ((x/lxl)-l) preserves the inner product (2.6) and since Tm is homogeneous of degree 
m, 
(ej, Tm(x)er) = (Tm ((x/lxl)-l )ej, Tm ((x/lxl)-l )Tm(x)er) 
= (lxlmTm(x-1)ej, Ixlmer) = Ix I2mti,j(x-1)(er, er). (2.11) 
Equating (2.10) to (2.11) and solving, we obtain 
t~.(x-l) = Ixl-2mtm.(x) (ej, ej). 
2,J J,2 (em e~) 
2 , 2 
Using Lemma 2.5 to simplify (ej, ej)/(er, er) gives part (i). 
For part (ii) define the diagonal matrix 
Since Dm is an invert able diagonal matrix, its inverse Dm -1 is easily found and thus we may 
write 
It now follows that 
Tm(x)-l = lxi-2m Dm2Tm(X)* Dm -2, 
Um(x) = Dm -lTm(x)Dm. 
Ixl- 2m u m(x)*Um(x) = lxi-2m Dm -1 DmUm(x)*Um(X) 
= Ixl-2mDm -lDm2Tm(x)*Dm - 2Tm(x)Dm 
= Dm-1Tm(x)-lTm(x)Dm 
= Dm-1Dm = I. 
Thus Um(x)-l = IxI2mum(x)* and furthermore Um(x) is unitary when Ixl = 1. 
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Since it is easy to use the definitions to show the first row of each Tm(x) is given by 
part of Lemma 2.5 shows that {tr,j} is orthogonal with respect to the inner product (2.6). In 
fact much more general (bi-)orthogonality facts are true for ti,j(x) and tj,Jx-l). These are 
related to the orthogonality properties of the irreducible unitary matrix representations of 
any compact group, such as S3, as in [35, (27.19)]. But we prefer to present them in a slightly 
more general form which is closely related to the coordinate free proofs in [2, Chapter 3], 
particularly Proposition 3.15, Schur's Lemma, 3.22, and its corollary, 3.23. 
Lemma 2.7. 
(i) (Schur's Lemma) For any (m + 1) x (m + 1) matrix A 
c = vol{lxl ::; 1} Tr(A) = 7r2 /2 Tr(A). 
m+1 m+1 
(ii) The set 
{ 
(m + 1) (m) (m) -11 I-2m m ( ) _ m + 1 m ( -1) . . _ } (7r2/2) j i . ti,j' - 7r2/2 tj,i' ,~,J -O, ... ,m 
is biorthogonally dual to {ti,j (.), i, j = 0, ... , m} with respect to the pairing (2.6). That 
~s, 
1 m + 1 m ( ) m (-1) . r ~/ til,jl x tj,i X dx = Ui,i'Oj,j" O<lxl9 7r 2 
(iii) The first two parts are also true when {O < Ixl ::; 1} is replaced by S3 and <lvol" is 
replaced by ((surface area" (so 7r2/2 is replaced by 27r2). 
Proof. For (i), let Y E S3 be arbitrary. Then 
ATm(Y) = r Tm(x-1)ATm(xy)dx = r Tm(yx-1)ATm(x)dx = Tm(Y)A, (2.12) JO<lxl~1 JO<lxl~1 
since x H xy-l leaves Lebesgue measure invariant. Let c be any eigenvalue for A with v an 
associated eigenvector. From (2.12) Tm(Y)v is also an eigenvector for the same eigenvalue c. 
By the irreducibility of Tm, span {Tm(Y)v : y E S3} = Hm. Thus Av = cv for all vectors v 
and it follows that A = cf. 
To get the formula for c, take the trace of all terms. Then move the linear functional Tr 
inside the integral and use Tr(Tm(x-1)ATm(x)) = Tr(A) to obtain 
Tr(cI) = (m + l)c = r Tr(A)dx = vol{O < Ixl ::; 1} Tr(A). JO<lxl~1 
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For (ii) substitute A = Ei,il into (i), where Ei,il is the matrix with 6i,j6j',i' in the (j,j') 
position. Then 
Since Tr Ei,i
' 
= 6i,i', (i) yields 
For (iii) repeat the proofs with the ball replaced by the sphere. Or, more simply, just 
note that if dO. denotes the standard "surface" measure on S3, then integration in spherical 
coordinates is with respect to \x\3do.(x/\x\)d\x\. Then, due to the homogeneity of Tm, (i) 
becomes 
l1 Ix,=1 53 Ixl=O Tm ((x/\x\) -l)ATm(x/\x\) \x\3d\x\do.(x/\x\) 
= ~ h3 Tm((x/\x\)-l)ATm(x/\x\)do.(x/\xi) 
= 1f2/2 Tr(A). 
m+1 
Clearing the denominator of 4 leads to the desired formula for (i) on S3. Now (ii) on S3 
follows by exactly the same reasoning. Since \x\-2m = 1 on S3, the orthogonality of trJ on 
S3 follows, as does their independence since none of these functions are zero (or have norm 
zero on S3). I 
Lemma 2.7(iii) implies that the coefficient functions are linearly independent in both 
L2 (S3) and C (jR4 ). Indeed, they form a basis for homogeneous harmonic polynomials on jR4 
and for the spherical harmonics of degree m on S3 (see Equation (2.33)). Hence, for any 
pEN, {trJ : 0 ~ i, j ~ m, 0 ~ m ~ p} is linearly independent both on S3 and on ]R4. 
Given the north pole [1,0] and some general vector x = [z, w], we can find a rotation 
that leaves the north pole fixed and rotates x to a vector in the direction [eie, 0] where 
cose = ~(z)/\x\. Note that e is just the angle between x and the north pole. We could 
equivalently rotate to a vector in the direction [e- ie , 0]. Hence any function independent of 
rotation about the north pole must be a function of \x\ and e and furthermore must be even 
in e, i. e., is a function of cos e: It is known that all rotations leaving the north pole fixed 
can be achieved by conjugation, x r--t vxv-l, with elements of SU(2). See [41, pp. 277-279] 
or [3, pp. 214-217] for a geometric proof. The same result may be obtained algebraically 
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by considering the diagonalizability of x (see, e.g., [53, pp. 209-210]). Therefore there is a 
v E 8U(2) such that 
where 
Note that conjugation with -v achieves the same rotation as conjugation with v, but this is 
the only nonuniqueness in identifying conjugations with rotations of the equatorial 52. 
These conjugation facts lead to explicit formulae for the traces of these representations. 
Specifically, 
'IT (Tm(x)) = 'IT (Tm(VI'V-l)) = 'IT (Tm(v)Tm(!')Tm(v- 1 )) 
= 'IT (Tm (v)Tm(!')Tm (v)-l ) = 'IT (Tm(!')) 
Using Lemma 2.4, 
i = j, 
i -# j. 
Hence 
m 
'IT (Tm(x)) = 'IT (Tm(!')) = L trj(!') 
j=o 
m 
if B -# 0, 
and interpreting sin( m + 1)e / sin B in the conventional fashion (as m + 1) at B = 0, the 
expression is also valid there. As usual the character of the representation is defined to be 
the function Xm : lHI5 -+ IR given by the trace 
(2.13) 
In particular Xo(x) = 1 and xdx) = 'IT(x) = 21xl cos B. These Xm are homogeneous polyno-
mials of degree m in z, w, wand z since the entries in Tm(x) are. We extend the definition 
of Xm to x = 0 by continuity and define X-l = O. Note that these Xm are multiples of the 
Chebyshev polynomials of the second kind as functions of t = cos B. 
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Lemma 2.8. For x E IEJI1 and m E No) 
Proof. The result is trivially true when m = 0 or x = O. For m > 0 and x =1= 0 
X1(X)Xm(x) = 1~1~+1 {sin(2e) sin ((m + 1)8)} 
sm e 
= Ix.I~+1 {2sin(e) cos(e) sin ((m + 1)8)} 
sm e 
= 1:1::1 {sin((m+2)8) +sin(me)} 
= Xm+1(x) + Ix I2Xm-1(X). 
2.1.2 Inner and outer functions 
(2.14) 
II 
We will refer to the functions tiJ of the previous subsection as the inner functions as they will 
be shown to be homogeneous of non-negative degree and harmonic in ffi.4. The purpose of this 
subsection is to introduce the outer functions oiJ which will be shown to be homogeneous of 
negative degree and harmonic in ffi.4 \ {O}. The subsection also contains the addition formula 
connecting the inner and outer functions with the character functions. 
The representations Tm may be used to construct anti-representations, Om of ~, defined 
by 
(2.15) 
or, in terms of the coefficient functions, 
oiJ(Z, w) = Ixl-2tiJ(x-1) = (zz + ww)-lti,j(z/lxI2, -w/lxI2) 
= Ixl-(2m+2)tiJ(z, -w) (2.16) 
= Ix l-2(m+1)tj,i(Z,W) (7) (7)-1 
Since f'b is homogeneous of degree m, the coefficient functions for Om are homogeneous 
of degree -(m + 2). Together, (2.8) and (2.16) give the equivalent definition of the outer 
functions 
m 
IxI 2(m+1) LoiJ(z,w)zr-iz~ = (ZlZ + Z2W)m-j (Zl(-W) +Z2Z)j. (2.17) 
i=O 
See appendix A for tables of low degree inner and outer functions. The operators Om are 
anti-representations as 
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Remark 2.9. When we prove harmonicity of the inner functions, or of the outer functions, the 
harmonicity of the other set will follow. Indeed definition (2.16) corresponds to an inversion 
ofthe functions ffJ in the unit sphere followed by scaling by Ixl-2 , along with reflection in the 
~(z) axis. This reflection (z, w) --+ (z, -w) corresponds to quaternionic conjugation. Both 
this scaled inversion, sometimes called the Kelvin transformation, and the reflection preserve 
harmonicity. 
Associated with the spherical harmonics in Sd-l for any integer d ;:: 2 is an addition 
formula [51, pp. 3-10]. These addition formulae express the character function (sometimes 
called the Gengenbauer polynomial or the Legendre function) at the inner product of two 
points u and v on Sd-l as a sum of products, in each of which the influence of u and v is 
separated. Perhaps the best known example of this phenomena is the addition formula for 
the ordinary Legendre polynomial, Pn (cos 'Y), which is exploited in the multipole expansion of 
the 3D potential, (see, e.g., [9, 13,25]). With our definition of the inner and outer functions, 
the addition formula for ~4 takes the forms 
Lemma 2.10 (Addition formulae for Xm). 
(i) If x, x< E JH[1, x =I- 0 then 
m 
Xm(x-1xd = Ixl2 Tr (Om(x)Tm(xd) = Ixl2 L tj}(xd dJ(x). 
i,j=O 
(ii) If x, x< E JH[1 then 
m 
Xm(x*xd = Tr (Tm(x/)Tm(x)) = L tJ:i(X<*) tiJ(x). 
i,j=O 
Proof. From the definition of the character functions Xm, 
which proves part (i). 
m 
= L tiJ(X-1)tJ:i(xd 
i,j=O 
m 
= Ixl2 L Ix l- 2tiJ(X-1)tJ:i(xd 
i,j=O 
m 
= Ix l2 L oiJ(xW;:i(xd, 
i,j=O 
(2.18) 
(2.19) 
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Since the mapping x e-+ x* corresponds to reflection across the axis of the north pole, 
the angle between x and the north pole is equal to the angle between x* and the north pole. 
Thus, Equation (2.13) implies Xm(x*) = Xm(x) and therefore 
m 
Xm(x*xd = Xm(x<*x) = Tr (Tm(x<*)Tm(x)) = L tj,i(X<*) ti,j(x) 
i,j=O 
I 
The addition formula (2.18) essentially displays the fact that 
m+1 -1 
Jr2/2 Xm(x xd 
is a reproducing kernel for span{ ti,j, i, j = 0, ... ,m}, the space of homogeneous harmonic 
polynomials of degree m. In fact the biorthogonality in Lemma 2.7(ii) immediately shows 
that for any 
m 
f m = L ai,jti,j 
i,j=O 
in this span, 
2.2 Properties of the inner and outer functions 
Some fundamental properties of the inner and outer functions will be developed in this section. 
These properties are needed for the development of a fast multipole like method, but are also 
of interest in their own right. Properties which are considered below include symmetries, 
recurrence relations, derivative formulae and harmonicity. 
2.2.1 Symmetries 
In this subsection we will develop some symmetry properties of the inner and outer functions. 
We have already seen an example of a symmetry relation in Lemma 2.6. One application of 
these symmetry properties is an approximate halving of the costs of forming and evaluating 
the truncated far field expansions to be developed in Section 2.3. 
We will use the symbols i, j and k for the fundamental quaternionic units and i for the 
imaginary number A. It will be convenient to use the 2 x 2 matrix realisation of the 
quaternions. In this realisation the quaternion 1 is the 2 x 2 identity matrix and 
i = [i 0.] , j = [0 1] , 
o -1 -1 0 [
0 i] 
k = -i 0 . 
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The basic relations between the quaternionic units are 
'2 ·2 k2 1 I=J= =-, 
ij = k, jk = i, ki = j. 
Further properties of the quaternions may be found in, e.g., [3,41]. 
Now consider conjugation of an element in JHIl by i. 
[i 0.] [~ :] [-i~] [~-_w]. o -1 -w Z 0 1 W Z 
Applying Tm 
By Lemma 2.4 Tm(i, 0) and Tm( -i, 0) are diagonal with 
We conclude that 
for 0:::; i,j :::; m. That is 
tm·(z w) = (-l)i- jtm.(z -w) ~,J ' ~,J ' (2.20) 
for 0 :::; i, j :::; m. 
Similar results can be obtain in the same way by conjugation with j and k. These results 
are summarised in the following lemma. 
Lemma 2.11. The inner functions tfJ defined by (2.8) satisfy 
for all x = [z,w] E (:2. 
tfJ(z, w) = (-l)i-jtfJ(z, -w), 
tfJ(z, w) = (-l)i+J't~_i,m_j(z, w), 
tfJ(z,w) = t~_i,m_j(Z, -w), 
Because each t7:J.(z, w) is a polynomial with real coefficients in z, w, Z and w, 
Hence (2.21b) may be written 
(2.21a) 
(2.21b) 
(2.21c) 
(2.22) 
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Using the expression (2.16) for the outer functions in terms of the inner functions each sym-
metry of Tm implies a symmetry of Om. In particular, symmetry (2.22) implies 
o"!'.(z w) = Ixl-(2m+2)t"!'.(z -w) t,) , t,) , 
= Ixl-(2m+2) (-l)i+j tm . .(z -w) m-t,m-) , 
- (_l)i+ j m () 
- 0m-i,m-j Z, W . (2.23) 
From symmetries (2.22) and (2.23) 
for 0 ::; i,j ::; m. Hence the terms in the addition formula expression (2.18) for Xm(x-1xd 
are conjugate symmetric with respect to reflection in the middle index (r;:, r;:). Thus the 
addition formula can be rewritten to involve a real part and approximately half the number 
of terms. For example, one such recasting is 
m 
Xm(x-1xd = Ixl2 L oiJ(x)tj,i(xd 
i,j=O 
(2.24) 
where i(k) = k mod (m+1) andj(k) = lk/(m+1)J. This observation can and should be used 
to halve the storage requirements and flop counts of fast evaluators built upon the analysis 
of this chapter. For example, the recast expression (2.24) can be substituted almost directly 
into the truncated far field expansion, gp, for a sum of shifts of the potential of Theorem 2.24. 
This will then approximately halve the marginal operation count for evaluating gp(x) at a 
single extra x. 
A further symmetry will be useful to recast products of powers of Ixl with outer functions 
as inner functions. 
Lemma 2.12. For mEN and 0 ::; i, j ::; m 
Proof. Substitution of (2.22) into (2.16) gives the result. I 
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2.2.2 Recurrence relationships 
In this subsection we develop recurrence relations which provide efficient methods for calcu-
lating the inner and outer functions. For a given x they allow calculation of { ti,j, 0 :s; i, j :s; 
m, 0 :s; m :s; p} or {oi,j, 0 :s; i, j :s; m, 0 :s; m :s; p} in O(p3) operations, which is the same 
magnitude as the number of terms to be calculated. 
It is convenient to extend the definitions of ti,j and oi,j by defining ti,j = 0 = oi,j for i or 
j rf. [O,m]. 
Lemma 2.13. The inner functions ti,j defined by (2.8), satisfy the overlapping recurrence 
relations: 
{
z ti,j(z,w) - w t~l,j(Z,W), 
t1!l:+1(z w) = t,] , 
W ti,j_1(Z,W) +Zt~1,j_1(z,W), 
o :s; j :s; m, 
for 0 :s; i :s; m + 1, and also satisfy the backward recurrence relations: 
IxI2ti,j(z, w) = Z t7,j+1(z, w) + w t7,j"t\ (z, w) 
= -w t~1~·(z, w) + z t~1J+1 (z, w) 
for 0 :s; i, j :s; m. 
Proof. From (2.8), for 1 :s; j :s; m + 1, we obtain 
m+1 2.:: tr.;+1(z, w) z~+1-iz~ = (ZZl - WZ2)m+1-j (WZ1 + ZZ2)j 
i=O 
= {(ZZl - WZ2)m-(j-l) (WZl + ZZ2)j-l} (WZl + ZZ2) 
= {f>iJ-1(Z,W) z~-iz~} (WZl +ZZ2) 
~=O 
m 
= "'"'tm. (z w) {wzm+1-izi +zzm-i zi+1} L... ~,] -1' 1 2 1 2 
i=O 
m m 
(2.25) 
(2.26) 
= "'"' tr.n. (z w)Wzm+1-i zi + "'"' tl!'· (z w)zz(m+1)-(i+l) zi+1 L... t,]-l' 1 2 L... t,]-l' 1 2 
i=O i=O 
m m+l 
"'"' tm ( ) m+l-i i + "'"' - tm ( ) m+l-i i 
= L... W i,j-l Z, W zl Z2 L... Z i-l,j-1 Z, W Zl z2 
i=O i=l 
m+l 
= 2.:: {w tij_l(Z,W) +Zt~l,j_l(Z,W)} zr+1-iz~. 
i=O 
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Equating coefficients of z~+l-i z~ gives the second part of (2.25). The first part may be 
obtained in a similar manner, or more directly by application ofthe symmetry relation (2.21b) 
to both sides of the part just proved. 
The backward recursion may be obtained directly from the forward recursion. Multiplying 
the first right-hand side of (2.25) by z and the second right-hand side (with j replaced by 
j + 1) by wand summing gives the first right-hand side of (2.26). The second right-hand side 
is obtained similarly. I 
These formulae are analogous to the addition formulae which express cos(m ± l)e and 
sin( m ± l)e in terms of cos e, sin e, sin me and cos me. 
Lemma 2.14. The outer functions 07J defined by (2.16), satisfy the overlapping recurrence 
relations: 
1 1~2 07J(z, w) + 1~2 0~1,j(Z, w), om+1(z w) = t,) , ~~ 07J-1 (z, w) + 1~2 0~1,j-1 (z, w), o ~ j ~ m, (2.27) 1 ~ j ~ m + 1, 
for 0 ~ i ~ m + 1, and also satisfy the backward recurrence relations: 
m ( ) _ m+ 1 ( ) - m+ 1 ( ) 0i,j z, w - z 0i,j z, w - W 0i,j+1 Z, W 
_ m+ 1 ( ) + - m+ 1 ( ) 
- W 0i+1,j Z, W Z 0i+1,j+1 Z, W 
(2.28) 
for 0 ~ i, j ~ m. 
Proof. This follows easily by substituting the expression (2.16) for 07J into the relations (2.25) 
and (2.26) for the inner functions t7J. I 
2.2.3 Derivatives and harmonicity 
In this subsection we develop derivative formulae for the inner and outer functions. Applica-
tions include proofs of harmonicity, a dual basis for the inner functions, and an expression for 
the outer functions as an appropriate derivatives of 1/lxI2. Analogous formulae in the three 
dimensional case are given in Epton & Dembart [25]. 
We start by recalling the definitions for the complex derivative operators: 
81(8.8) 
--- --1-
8z - 2 8X1 8X2' 81(8.8) 
8w = 2" 8X3 - 1 8X4 ' 
(2.29) 
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By considering z, z, wand w as functions of Xl, X2, X3 and X4, these operators may be 
applied to functions defined on ((:2 in the natural way. Indeed, immediate consequences of 
these definitions are the relations 
and 8 8zz = 1, 
their conjugates and the similar relations with w, w. More generally, if f(x) = h(z,z,w,w) 
is complex analytic in z, i.e., independent of z in the sense that 8h/8z = 0, then 8f /8z is 
given by all the usual rules for differentiation. Furthermore, armed with these operators the 
ordinary Laplacian may be expressed as 
(2.30) 
Lemma 2.15. Any of the first partial derivatives map the inner functions of degree m to 
(multiples of) inner functions of degree m - 1. Specifically, for 0 :::; i, j :::; m + 1, 
8 m+l ( ) _ ( 1 .) m ( ) 8zti,j Z,w - m+ -Jti,jZ,W, 
8~ t7,j+l(z, w) = -(m + 1 - j)ti-l,j(Z, w), 
8 m+l ( ) _ . m ( ) 8w ti,j Z, w - Jti,j-l Z, w , 
8 m+l ( ) _ . m ( ) 8zti,j Z, w - Jti-l,j-l Z, w , 
Proof. Differentiating (2.8) with respect to Z gives 
m+l 
L :Z t7,j+l(z, w)zr;+l-i z~ = (m + 1 - j)Zl (ZlZ - Z2W)m-j (Zl W + Z2Z)j 
i=O 
m 
= (m + 1- j)Zl Lti,j(z,w)zr;-iz~ 
i=O 
m 
= (m + 1 - J') '" tm, (z w)zm+l-i zi D ~,J' 1 2' 
i=O 
(2.31a) 
(2.31b) 
(2.31c) 
(2.31d) 
Equating coefficients gives (2.31a). In a similar manner, by differentiating (2.8) with respect 
to w, wand z we may obtain (2.31b), (2.31c) and (2.31d) respectively. II 
Lemma 2.16. Any of the first partial derivatives map the outer functions of degree -m - 2 
to (multiples of) outer functions of degree -m - 3. Specifically, for m :2: 0 and 0 :::; j :::; m, 
:z oi,j(z, w) = -(m + 1- i) o7,j+l(z, w), 
8~ oi,j(z, w) = (m + 1- i) o7,j~\ (z, w), 
0:::; i :::; m + 1, 
0:::; i :::; m + 1, 
(2.32a) 
(2.32b) 
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a: of,j(z, w) = -(i + 1) 0~1J(z, w), 
:z0f,j(z, w) = -(i + 1) 0~1J+1 (z, w), 
Proof of (2.32a). The proof is by induction on m. 
Induction basis. Since 
an Equation (2.27) shows that 
O ( ) _ [06,O(Z, w) I Z,W -
of o(z, w) , 
-1 ::; i ::; m, 
-1 ::; i ::; m. 
(2.32c) 
(2.32d) 
Direct differentiation of 08 0 by z, w, w, and z gives 06 0' 06 I' Of 0 and of I' respectivily, and 
, , " , 
hence Equations (2.32) are true for m = O. 
Induction step. Assume that (2.32a) is true for 0 :::; m ::; M. By the first part of (2.27), 
M+I( ) _ z M( ) W M ( ) 0i,f z, w - [x[2 0i,j Z, W + [x[20i-l,j Z, W , 
for 0 ::; i ::; M + 1 and 0 ::; j ::; M. Using the inductive hypothesis to differentiate the outer 
functions, 
a M+1 z(-z) M Z a M w( -z) M w a M 
az °i,j (x) =Tx14 0i,j(X) + [x[2 az °i,j(X) + [x[4 °i_l,j(X) + [x[2 az °i-l,j(X) 
_ -z (z M() W M ()) '( ') z M+I 
-[x[2 [x[2 0i ,j x + [x[20i-l,j X - M + 1 - ~ [x[20i,j (x) 
(M 2 ') w iH+I() 
- + - ~ [x[20i-l,j X , 
Two applications of the first part of (2.27) give the result, 
However, if j = M + 1 the above does not hold. By the second part of (2.27), 
M+I( ) _ -w M ( ) z M ( 0i,j Z, W - [x[2 0i,j-1 Z, W + [x[20i-l,j-1 z, w), 
for 0 ::; i ::; M + 1 and 1 ::; j ::; M + 1. Once again the inductive hypothesis will be used to 
differentiate this expression. This gives 
a M +1 _ ( -w)( - z) M (-w) a M 
az °i,j (x) - [x[4 °i,j-I (x) + W az 0i,j-I (x) 
z( -z) M z a M 1 M 
+ Tx14 0i-l,j-1 (x) + [x[2 az °i-l,j-1 (x) + [x[2 0i-l,j-1 (x) 
= (-w)(-Z)oJ:.1 (x)_(M+1_i)(-w)0~+l() [x[4 2,)-1 [x[2 2,)-1 x 
z( -z) M (( ') z M+I ZZ + ww M 
+ Tx140i-l,j-1 x) - M + 2 - ~ [x[20i- l ,j-l(X) + [x[4 0i-l,j-1(X) 
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_ ( .)(-w) M+1() (M .) z M+1 () 
- - M + 1 - ~ WOi,j-l X - + 2 - ~ IxI20i-1,j-l X 
(-w) (Z M w M ) 
- W Ixl 2 °i,j-l (x) + Ixl2 0i-l,j-l (x) . 
By the first part of (2.27), the term in the brackets is equal to ot,;~i (z, w) and thus the second 
part of (2.27) gives the required result. This proves (2.32a) by induction on m. The other 
three relations in (2.32) may be proven in a similar way. III 
Given the above expressions for the derivatives of the inner and outer functions it is easy 
to show that they are harmonic functions. Since (2.30) may be used for the Laplacian, it 
follows that 
l.6.oi,j = (- (m + 1- i))( - (i + 1))0~1~+1 + (m + 1- i)( - (i + 1))0~1~+1 = 0, (2.33) 
and 
1 A m+2 '( 2 ')tm '( 2 ') m 0 4uti ,j = J m + - J i-l,j-l - J m + - J ti-1,j-l = . 
Each of (2,33) and (2,34) can be inferred from the other as indicated in Remark 2.9. 
(2,34) 
We now wish to show that 1 . 12£ti,j and 1 . 12£0i,j are polyharmonic functions. To do this 
we will need two general results. 
Lemma 2.17 (Euler's Homogeneous Function Theorem). If f : IRd -+ IR is an homo-
geneous function of order m, i.e., f(ax) = am f(x), then 
x' ('\1 f) (x) = mf(x). 
Proof. Differentiating am f(x) = f(ax) with respect to a gives 
d of 
mam -
1 f(x) = LXi ox' (ax) = x ' (\1 f) (ax), 
i=l t 
Setting a = 1 gives the result. 
(2.35) 
III 
Lemma 2.18. Let 1 ' 1 be the 2-norm on IRd . If f : IRd -+ IR is a harmonic function that is 
homogeneous of degree m then 
Furthermore, for d even, 1 ' 12£ f is polyharmonic of order 
{
£ + 1, for £ 2:: 0 and m > -d/2 or m < 1 - £ - d/2, 
£ + m + d/2, for £ < 0 and m 2:: 1 - £ - d/2. 
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Proof. From the product rule for the Laplacian, 
6.(fg) = (6.f)g + 2(\1f) . (\1g) + f(6.g), 
and the Euler relation (2.35), we obtain 
6.(lxI2£f(x)) = IXI 2£6.f(x) + 2\1lxI2£. \If(x) + f(x)6.lxI 2£ 
~ 4£lxl2(£-1) x . 'V f (x) + f (x) (2&IXI2(£-1) + 4£(£ - 1) IxI2(£-2) t xl) 
= 4£mlxI 2(£-1) f(x) + (2d£ + 4£(£ -1)) IxI 2(£-1) f(x) 
= 4£(d/2 + £ + m - 1)lxI2(£-1) f(x), 
which shows the first part of the lemma. Observing the number of applications of 6. that are 
required to reduce one of the multipliers to zero gives the second part. I 
Since the outer functions oiJ : JEt4 -+ lEt are harmonic and homogeneous of degree -m - 2 
and the inner functions tiJ : m;.4 -+ m;. are harmonic and homogeneous of degree m, Lemma 2.18 
implies the following result. 
Corollary 2.19. The functions 1 . 12£tiJ and 1 . 12£oiJ are polyharmonic of order £ + 1 for 
£ = 0,1, ... ,m. Furthermore, 
6.(1·12£oiJ) = 4£(£ - m - 1)1 '12(£-1)oiJ, 
6.(1 '1 2£tiJ) = 4£(£ + m + 1)1 ·12(£-1)t~ .. 
All of the outer functions oiJ(x) may be written as (multiples of) derivatives of 1/lx12 as 
in the following. 
Lemma 2.20. Define 
1 
(_l)m-j+i 8m 
m i!(m - i)! 8wj - i8zm-j8-zi ' 
R· .= 
Z,J (-l)m 8m 
i!(m - i)! 8wi-j8zm-i8zj' 
i :::; j, 
i '2. j, 
0:::; i,j :::; m, mE No. Then for x E m;.4\{0}, 
oiJ(x) = RiJ 1:1 2 ' 
Furthermore, for harmonic functions f, 
RmRm' f ( I.) Rm+m ' f i,j i' ,j' = e m, m ,2 i' ,i' i+i' ,j+}, , 
(2.36) 
(2.37) 
(2.38) 
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where 
( ,.) (i + i') (m + m' - (i + i')) e m, m ,Z i' ,i' =. .  
Z m - Z 
(2.39) 
Proof. The definition of the outer functions in terms of the inner functions, (2.16), and the 
fact that t8 0 = 1, imply , 
Then (2.37) follows by repeated use of Lemma 2.16. 
Consider now (2.38). If i ~ j and i' ~ j' or i ~ j and i' ~ j', then (2.38) follows 
easily from (2.36). Turning to the slightly more difficult mixed case assume, without loss of 
generality, i ~ j and i' ~ j'. Using Definition (2.36), 
m m' (_l)m- j+i+m' am+m' 
Ri,jRi',j' f = i!(m - i)!i'!(m' - i')! awj-iawi'-j' azm-j+m'-i' azi+j' j. (2.40) 
Let 9 be harmonic. Then from the form (2.30) for the Laplacian 
a2 a2 
azaz
g 
= - awaw
g
· 
Hence, if i' - j' ~ j - i, then 
ai'-j'+j-i , ' ai'-j'+j-i 
a1Jjj-iawi'-j' f = (_1)J-2 awi+i'-(j+j')azj-iazj-i j. 
Substituting this into (2.40) gives 
(_l)m+m' am+m' 
m m' f 'f 
Ri,jRi"j' = i!(m - i)!i'!(m' - i')! awi+i'-(j+j')azm+m'-(i+i')azj+j' 
( , ') R m +m ' f = e m, m ,Z i' ,i' i+i' ,j+j' , 
since i' - j' ~ j - i implies i + i' ~ j + j'. The case when i' - j' ~ j - i is similar. II 
Definition 2.21. If V is an n-dimensional vector space and X = {Xl"'" xn} is a basis for 
V, then there is a uniquely determined basis X' = {YI,' .. ,Yn} for V' with the property that 
1 ~ i,j ~ n, 
where [', .J denotes the action of an element of V' on an element of V. This basis is called the 
(bi-orthogonal) dual of the basis X. 
Motivated by the operators RrJ we are led to define operators 
(2.41) 
i ~ j. 
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These operators can be used to specify a dual basis for the inner functions. Repeated use of 
Lemma 2.15 leads to the following lemma. 
Lemma 2 .. 22 (Dual basis for the inner functions). The operators L21 satisfy 
L7!l·tm. = toO 0 
t,) t,) , ' 
and also have the more general property 
m' m (j) ( m - j) m-m' 
Li',j'ti,j = j' m' _ j' ti-i',j_j" 
Thus the functionals 
(2.42) 
o ::; i, J' ::; m, 0 ::; m ::; p, form a dual basis for {t21, 0 ::; i, j ::; m, 0 ::; m ::; p}. 
2.3 Expansions of polyharmonic basic functions 
In this section we develop far field expansions of the functions I . -x<l-2, and I . -x< 12n In(1 . 
-x<I), n = 0,1,.... These functions lead to polyharmonic splines of order 1 and n + 2 
respectively. We also find bounds on the error in approximating the associated polyharmonic 
radial basis functions by truncating these far field expansions. We will truncate by dropping 
all terms of sufficiently negative homogeneity. 
We will find it useful in this section to make use of the cosine formula in the form 
Ix - x<12 = Ixl 2 + Ix<12 - 2(x, xd 
= Ixl 2 + Ix<12 -lxl 2 Tr(x-lxd 
= Ixl 2 + Ix<l2 -lxI2xl(X-1xd 
= Ixl 2 + Ix<12 - xl(x*xd 
= Ixl 2 + Ix<12 - Xl(X<*X), 
(2.43a) 
(2.43b) 
where the second line follows from the first when we recall the defintion of the inner product 
from Equation (2.5). 
2.3.1 Expansion of the potential 
We start with a far field expansion of the potential function Ix - x<l-2. This is an expansion 
in the character functions, which are products of powers of Ix<l/lxl and the appropriate 
Gengenbauer polynomials-the Chebyshev polynomials of the second kind. 
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Lemma 2.23. For x, x< E ffi.4 with Ix<1 < lxi, 
1 1 00 
I 12 = -I 12 I: Xm(x-1xd· 
x - x< X m=O 
(2.44) 
Proof. The result is trivially true when x< = O. Hence in what follows we assume that 
0< Ix<1 < Ixl. Then from the definition of the character function, (2.13), 
( -1 ) _ (IX<l)m sin(m + 1)e Xm x x< - I I . e ' x sm 
where e is the angle between x and x<. As is well known, 
I
Sin(m+1)e1 < 1 
. e I- m +, SIn 
Therefore the series on the right of (2.44) converges absolutely. 
We will prove the lemma by showing the product of the right hand side of (2.44) with 
Ix - x<l2 is 1. Let Y = x-1x<, then 
00 00 
2 1 "" {2 12 2 } 1 "" Ix - x<l Ixl 2 ~o Xm(Y) = Ixl + Ix< - Ixl XdY) Ixl 2 f:;:a Xm(Y) 
00 
m=O 
00 
m=O 
00 
m=O 
= 1, 
where we have used Lemma 2.8 to expand the product X1(Y)xm(Y) and the fact that X-I = O. 
Note that the telescoping argument is valid because Xm --+ 0 as m --+ 00. I 
We now wish to obtain a bound on the error in approximating <I>x<(-) = 1/1· _x<1 2 by 
the truncated series 
1 p 
gp(x) = Ixl21; Xm(x-Ixd· 
From the explicit formula for the character function, (2.13), IXm(Y)1 :s; (m + l)lylm for all 
Y E JH[I and therefore the error in approximating <I>x< (-) by gp is bounded by 
1 00 
i<I>x«x) - gp(x)i:S;W I: iXm(x-1xdi 
m=p+1 
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where y = x-1x<. If Ix<1 < Ixl then Iyl < 1 and the well known identities 
~ hm = _1_ 
~ 1-h 
m=O 
for Ihl < 1, may be applied. This gives 
and 
CX) 1 
~ (m + l)hm = (1 _ h)2' 
lylP+1 { p + 1 1} 
J<I>x< (x) - gp(x)J ~ W 1-lyl + (l-IYI)2 (2.45) 
Denote the bound on the right of (2.45) by ep(IYI). For Ixl fixed, since each term on the right 
in (2.45) is obviously strictly increasing in Iyl for 0 < Iyl < 1, so is ep(lyl). Considering now 
the sum 
N dk 
s(x) = L I 12 ' k=l X - xk 
we apply the bound above to each term and sum. The monotonicity of the bound enables us 
to estimate ep(lxkl/lxl) by ep(d) where 
d = max IXkl. 
l-:;'k-:;'N Ixl 
In combination with Lemma 2.23 and (2.18), this gives 
Theorem 2.24. Suppose Xk E JR4, IXkl ~ rand dk E JR for each 1 ~ k ~ N. Let 
N dk 
s(x) = L I 12' k=l X - Xk 
and let Cm be the (m + 1) x (m + 1) matrix 
N 
[CD] = Ldk(Tm(Xk)). 
k=l 
For p E No, set 
p m P 
gp(x) = L L CD oi,j(x) = L Tr (CmOm(x)) , 
m=O i,j=O m=O 
x E JR4\{O}. Then for all x with Ixl > r 
Is(x) - gp(x)1 ~ ~ (lP-+1~C + (1_11/C)2) (~)P+3 
where NI = ~r:=l Idkl and c = Ixl/r. 
(2.46) 
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2.3.2 Expansion of a polyharmonic function 
In this subsection our aim is to develop far field expansions for the functions I . -x< 12n In I . 
-x<i, which are polyharmonic of order n + 2. This will be done by induction on n with the 
biharmonic case In I . -x<i being used as the induction basis. 
The polyharmonic functions f of order n + 2 that occur will be written in the form 
where fo, ... ,fn+! are harmonic. In this sum, 1·1 2j fj is actually a (j + l)-harmonic term. As 
a consequence the terms of a specified homogeneous order k in our expansions will no longer 
involve a single Xm as in the harmonic case of Lemma 2.23. Rather they will be a weighted sum 
of Xm(Y), lyI2Xm-2(Y),··" lyI2n+2Xm_2n_2(Y), consistent with the polyharmonicity orders of 
Lemma 2.18. For this reason we need to know how pairs of character functions combine. 
Lemma 2.25. For mEN, m 2:: 2 and Ix<1 < Ixl 
( -1 ) Ix< 12 (-1) Ix< 1
m 
( ) Xm X X< - W Xm- 2 X X< = 2~cos me, (2.47) 
where e is the angle between X and x<. 
Proof. The Lemma is trivially true when x< = O. For 0 < Ix<1 < lxi, the explicit formula for 
the character function implies 
( -1 ) _ Ix<12 (-1) _ Ix<i
m (sin(m + 1)() _ sin(m - 1)()) 
Xm x x< Ixl 2 Xm-2 X x< - Ixlm sine sine 
= Ix<lm (sin(m + l)e - sin(m - l)e) 
Ixlm sine 
= 2lx<lm sin(e) cos (me) 
Ixlm sine 
Ix<lm 
= 2~ cos(me). 
I 
We now proceed to obtain a far field expansion for the biharmonic function In I . -x<l. 
While this expansion is useful in and of itself, we will also use it as the induction basis for the 
expansion of the more general function I . -x< 12n In I . -x< I, which is polyharmonic of order 
n+2. 
Lemma 2.26. For x, x< E]R.4 and Ix<1 < lxi, 
I I 12 I 12 ~ 1 { (-1 ) Ix< 12 (-I)} n x - x< = In x - m Xm X x< - W Xm- 2 X x< . (2.48) 
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Proof. The case x< = ° is trivially true. Hence we assume ° < Ix<l < Ixl. 
We will use In(·) for the real logarithm and log(·) for the principal branch of the com-
plex logarithm. Thus ~(log z) = In Izl away from the branch cut. We will represent x = 
(Xl, X2, x3, x4f E ]R4 by X = [Xl + iX2, X3 + iX4] E ([2 and similarly for x<. There exists a 
rotation Rl such that 
By the argument that precedes the introduction of the character function Xm in (2.13), there 
is a rotation R2 that fixes the north pole [1,0] and rotates RIX< to the direction [e ili , 0] where 
e is the angle between RIX< and the north pole. Since rotations preserve angles e is also the 
angle between X and x<, R = R2Rl is a rotation such that 
Thus 
Now 
Rx = [lxl,O], 
In Ix - x<1 = ~ {log (Ixl (1 - Iyleili)) } = ~ {log(lxl) + log (1 -Iyleili ) } 
= lnlxl + ~ {log (1-lyleili )}. 
Taking the real part of this expression, 
where we have used Lemma 2.25 to express (Ix<lm Ilxlm) cos(me) in terms of the character 
functions Xm. I 
We now wish to obtain an expansion for the polyharmonic function 
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To simplify this procedure, we observe that 
(2.49) 
where I is the 2 x 2 identity in lHIlJ or the element [1,0] in ([:2. This splits the function into 
a term containing the logarithmic singularity and a term amenable to "Laurent" expansion. 
We shall handle the two parts of the right hand side of (2.49) separately. 
The coefficient of In Ix I in the expansion 
We first consider the polynomial that multiplies the In Ixl term in (2.49). We will give an 
expression for this polynomial in terms of the inner functions and discuss some symmetry 
properties. 
Lemma 2.27. For x, x< E ]R4, 
n n-m 
Ix - x<12n = L Ixl 2m L b~,elx<l2eXn_m_e(x< *x) 
m=O e=o 
n n-mn-m-e 
= L Ixl 2m L L Dj,/(xdt~jm-e(x) (2.50) 
m=O e=o i,j=O 
where the coefficients b~ e are given recursively by 
, 
bn+1 bn + bn bn bn m,e = m-l,e m,e-l - m,e - m-l,e-l (2.51a) 
along with the initial conditions 
o {1 bm,e = 0 m = £ = 0, (2.51b) 
otherwise, 
if m + £ > n, or m, £ It' [0, n], (2.51c) 
and the coefficients Dj,/(xd are given by 
Dm,e( ) _ bn I 12etn-m-e( *) j,i x< - m,e x< j,i x<. (2.52) 
Proof. The proof of the first equality in Equation (2.50) is by induction on n 
Induction basis. Since xo = 1, in the case n = 0 the first equality in Equation (2.50) IS 
just 1 = bg 0' and hence the lemma is true for n = O. , 
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Induction step. Assume the lemma is true for n = N. Using the cosine formula in the 
form of Equation (2.43b) and the product rule (2.14) for character functions 
[x - x<l2(N+1) = [x - x<[2[x - x<l2N 
= (!~!2 + !x<!' - XIX<'X) (to %n b,':';,l!x!2m!x<!"XN_m_l(X< 'Xl) 
N N-m 
= L L b;;:,e[x[2(m+1)[x<[2eXN _m_e(x<*x) 
m=O e=o 
+ b;;:,e[x[2m[x<[2(Hl)XN_m_e(x<*x) 
- b;;:,e[x[2m[x<[2eXN_m_Hl(X<*X) 
- b;;:,e[x[2(m+1) [x<[2(Hl)XN_m_e_l (x< *x) 
N+IN+l-m 
= L L b~y[x[2m[x<l2CXN+1_m_e(x<*x), 
m=O e=o 
where 
bN+1 - bN bN bN bN m,e - m-l,e + m,e-l - m,e - m-l,e-l 
as long as b;;: e is taken to be zero when m + e > N or m, e 5t [0, N]. This proves the first 
, 
equality in Equation (2.50) by induction. The second equality in Equation (2.50) follows 
immediately from the first by substituting expression (2.19) for Xn-m-C(x<*x). I 
Remark 2.28. Since b":/n,e is real and 
{T,:-:m-e(x *) = (_l)i+J'tn-m-e , .(x *) J,~ < n-m-e-J,n-m-e-~ < 
by symmetry (2.22) we see that 
Dm,e ( ) _ (_l)i+j Dm,e ( ) j,i x< - n-m-e-j,n-m-e-i x< 
for all 0 ::; m ::; n, 0 ::; e ::; n - m, 0 ::; i, j ::; n - m - e. Provided the weights dk are real, this 
symmetry is inherited by the coefficients of polynomials 
n n n-mn-m-e 
q(x) = L dk[X - Xk[2n = L [x[2m L L fl;:/t~jm-e(x) (2.53) 
k=O m=O £=0 i,j=O 
occurring as the coefficient of the In [x[2 in the truncated far field expansion of Theorem 2.32 
to come. 
One use ofthis property would be to recast the polynomial q(x) as the weighted sum of ap-
proximately half as many t~jm-e(x)'s, thereby reducing the operation count for approximate 
evaluation. 
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The non-logarithmic part in the expansion 
We now consider the infinite or far field part of (2.49). We find an explicit form for the 
expansion and give bounds on the error in approximation by truncation for this series. 
Lemma 2.29. For n E No and Y E ffi.4, Iyl < 1, 
n+I CXl 
II - yl2n InlI - Yl2 = L (2.54) 
e=o m=max{1,2e} 
where the series (2.54) converges absolutely. The coefficients c~ e are given by the formulae 
, 
and the recurrence 
-11m, 
11m, 
£ = 0, m ~ 1, 
£ = 1, m - 2£ ~ 0, 
0, otherwise, 
n+I _ n n n + n 
cm " - cme - Cm-Ie - Cm-Ie-I Cm-2e-I' ,..(. , , , , 
Proof. The proof is by induction on n. 
(2.55a) 
(2.55b) 
Induction Basis: The case n = 0 offormulae (2.54) and (2.55a) is contained in Lemma 2.26. 
Induction Step: Assume (2.54) has been established for n = K. Then using the cosine 
formula (2.43a) and the product formula (2.14) we find 
K+I CXl 
= L L c~,eIYI2e{ Xm-2e(Y) - Xm+I-U(Y) - lyI2 Xm- 1-2e(Y) + IYI 2Xm-2e(y)}. 
£=0 m=max{1,2e} 
Rearranging by collecting terms of the same homogeneity we find a series 
K+2 CXl 
II - y1 2K+21n II - YI2 = L L c~YIYI2eXm_2£(Y) 
£=0 m=max{1,2£} 
converging absolutely for lyl < 1 and with coefficients given by (2.55b). Thus (2.54) holds for 
n = K + 1. The result follows by induction. I 
Lemma 2.30. For m > 2n ~ 0 and 0 :::; £ :::; n + 1, the coefficients c~ £ defined recursively in 
, 
Lemma 2.29 have the explicit form 
(2.56) 
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Proof. The proof is by induction on n. 
Induction Basis: The formula for n = 0 is formula (2.55a) of Lemma 2.29. 
Induction Step: Assume that the formula holds for n = K and m > 2K. Then for 
n=K+1 
K+1 KKK K 
Cm n = Cm £ - Cm-1 £ - Cm-1 £-1 + Cm-2 £-1' ,.(. , , , , 
Assume now that m > 2(K + 1) and 1 ~ £ ~ K + 1. Using the induction hypothesis, 
C~r =(_l)K+1+£K!{ (K; 1) {(m - £ - (K + l))(m - 2£+ 1) 
- (m - £ + 1) (m - U) } + (~~ 11) { (m - £ - K - 1) (m - 2£ + 2) 
}/ 
m-£+l 
- (m - £ + 1) (m - 2£ + 1) } II k 
k=m-£-(K+1) 
=(_l)K+1H £!~~(!; ~)~)! {(K + 2 - £){ (m - £ - K -l)(m - 2£ + 1) 
- (m - £ - l)(m - 2£)} + £{ (m - £ - K -l)(m - 2£ + 2) 
}/ 
m-£+l 
- (m - £ + l)(m - U + 1)} II k 
k=m-£-(K+1) 
KI(K 1)1 / m-e+1 
=( _1)K+2+£ . + . (K + 2)(K + l)(m - 2£ + 1) II k 
£!(K+2-£)! . k=m-£-(K+1) 
agreeing with (2.56). The proof of the induction step when £ = 0 or £ = K + 2 is similar. 
Hence the result follows by induction. I 
Lemma 2.31. Let n E No and y E ffi.4! IYI < 1. For pEN let 
p minHm/2J ,n+1} 
gp(Y) = L L c~,eIYI2eXm_2£(Y)' (2.57) 
m=l £=0 
If p > 2n then 
Proof. By Lemma 2.29, 
00 n+1 L L c~,eIYI2£Xm-2£(Y) (2.58) 
m=p+1 £=0 
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Then using Lemma 2.30 the magnitude of all the terms of order Iylm can be estimated by 
where 
qn(m) = (m + 1)2 
(m-n)(m- (n+1)) ... (m- (2n+1))' (2.59) 
The function qn (m) is positive and decreasing in m for m > 2n + 1. Hence the right hand 
side of (2.58) can be estimated as 
00 n+l 00 n+l L L c~,gIYI2gXm_2g(y) < L L c~,gIYI2£Xm_2£(Y) 
The full expansion and error bound 
m=p+l £=0 
00 
s L n!2n+1lylmqn (m) 
m=p+l 
I IP+1 < 2n+1 n I q (p + 1) ...:..::Y--,---:---:-
- . n . 1-IYI' 
Combining the results in (2.49), Lemma 2.27 and Lemma 2.29, the function 
may be approximated by the truncated series 
n n-m 
gp(x) = In Ixl 2 L Ixl2m L b~,£lx<i2£Xn-m-g(x*xd + IxI2ngp(x-lxd, 
m=O £=0 
where gp is defined in (2.57). Then from Lemma 2.31 we obtain the error bound 
I 
2n 2n+1n!(p + 2)2 Ix-1x<IP+1 
Iq?x< (x) - gp(x) s Ixl (p + 1 _ n) ... (p _ 2n) 1 -lx-1x<i' 
II 
for Ixl > Ix<l. Since p > 2n this bound is increasing in IYI = Ix<l/lxl. We can apply the 
bound to each centre Xk in turn and sum. This gives 
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Theorem 2.32. Suppose Xk E ~4, IXkl ~ rand dk E ~ for each 1 ~ k ~ N. Let s be the 
(n + 2)-harmonic spline 
N 
s(x) = L dkl x - xkl 2n In Ix - xkl2. 
k=l 
Furthermore, let Bm,£ be the (n - m - £ + 1) x (n - m - £ + 1) matrix 
and Cm,£ be the (m - 2£ + 1) x (m - 2£ + 1) matrix 
where the coefficients b~,£ and c~,£ are given recursively by (2.51) and (2.55) respectively. Let 
PEN, p> 2n, and set 
n n-mn-m-£ 
9 (x) = In Ixl 2 "'" "'" "'" Bm/lxI2mtn-:-m-£(x) p L..-t L..-t L..-t J, I I,) 
m=O £=0 i,j=O 
n+l p m-2£ 
+ L L L CD'£l x I2(n+1-£)o7,j-2£(x) 
£=0 m=max{1,2£} i,j=O 
n n-m 
= Inlxl 2 L Ixl 2m L Tr (Bm,eTn-m-£(X)) 
m=O 
n+l 
+L 
£=0 
p L Ix I2(n+1-£) Tr (Cm,£Om-2£(X)) , 
£=0 m=max{1,2£} 
x E ~4\{0}. Then for all x with Ixl > r 
2n (p + 2)22n+1nl (1) p-2n+l 1 
Is (x) - gp (x) I ~ IvI r (p + 1 _ n) ... (p _ 2n) -; 1 _ 1/ c ' 
where M = I:~=lldkl and c = Ixl/r. 
2.4 Uniqueness 
(2.60) 
In this section we will prove that the truncated expansions, gp, appearing in (2.46) and (2.60) 
are the only functions of these forms achieving the stated asymptotic accuracy in approxi-
mating s as Ixl ~ 00. These uniqueness results will allow us to form far field expansions in an 
inexpensive indirect manner, knowing that the expansions so obtained are identical with, and 
enjoy the same error estimates as, the computationally expensive directly formed expansions. 
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Lemma 2.33. Let p E No. Suppose a function gp defined for x E ]R4\{O} can be written in 
the form 
n n-mn-m-£ 
9 (x) = In JxJ2 "" "" "" B"?1/JxJ2mtn~m-£(x) P D D D J,2 2,J 
m==O £==0 i,j==O 
n+l P m-2£ (2.61) 
+ ~ ~ ~ CD'£ JxJ2(n+l-£)0r,r2£ (x) , 
£=:0 m==max{1,2£} i,j==O 
where the various coefficients are complex numbers. Then 
(i) The coefficients {B~'£} and {C~,£} are uniquely determined by the function gpo 
(ii) If p > 2n and 
as JxJ -700, 
then gp is identically zero. 
Proof. We will need to use the fundamental properties of the inner and outer functions devel-
oped in Section 2.2. Recall that tfJ is homogeneous of order m and {tfJ : 0::;; i, j ::;; m, 0 ::;; 
m ::;; q} is an orthogonal set of non-trivial spherical harmonics on the unit sphere 53. The 
definition of the outer functions (2.16) 
om.(z w) = JxJ-(2m+2)tm.(z -w) 
2,J ' 2,J ' 
then implies that ofJ is homogeneous of order - (m + 2) and {ofJ : 0 ::;; i, j ::;; m, 0 ::;; m ::;; q} 
is linearly independent on 53. 
N ow fix p E No and consider a function of the form (2.61). Rearrange the finite sum gp 
by grouping together terms of the same growth at infinity, and arranging the groups in order 
of decreasing growth at infinity. The order of magnitude of gp as JxJ -7 00 will be the same 
as that of the first non-zero group of terms. 
Fix an integer k and denote the sum of the group of terms of growth JxJk In JxJ by Lk. 
Thus 
n n-mn-m-£ 
Lk(X) = In JxJ2 ~ ~ ~ Ok,n+m_£B~'£JxJ2mtr,jm-£(x). 
m==O £==0 i,j==O 
Restricting attention to those terms for which the delta function is non-zero we see that 
among these a particular inner function t~',j' can arise only when k' = k - 2m and thus can 
arise at most once. Hence by the linear independence of {tfJ : 0::;; i, j ::;; m, 0 ::;; m ::;; n} on 
S3, L k (x) is identically zero for all x i= 0 if and only if 
, B-m ,£ 0 Uk,n+m-£ j,i = , 
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for all m = 0, ... , n; .e = 0, ... , n - m; i,j = 0, ... , n - m -.e. Similarly, the sum of the group 
of terms of growth Ixl k at infinity is 
n+l P m-2£ 
Gk(x) = '" '" '" 15 CT}1/lxI2(n+l-£)o~.--2£ L...... L...... L...... k,2n-m ),2 2,) • 
£=0 m=max{1,2£} i,j=O 
Fix k and restrict attention to those terms for which the delta function is non zero. A 
particular outer function o"F,> can arise only when m' = 2n - k - 2£. Since k and n are 
fixed this happens for at most one value of .e, and hence at most once. Thus by the linear 
independence of {o"F,> : ° ~ i',j' ~ m', ° ~ m' ~ q} on S3, Gk(x) is identically zero for all 
x i= ° if and only if 
J: C-m ,£ - ° Uk,2n-m j,i - , 
for all.e = 0, ... ,n + 1; m = max{1,2.e}, ... ,Pi i,j = 0, ... ,m. 
For (ii) just note that if p > 2n then o(lxI 2n- p ) --+ ° so no terms can appear in the 
In Ixl2 summand, as each of those terms do not decay. Each term in the second summand is 
homogeneous of order 2n - m 2:: 2n - p. But the decay rate o(lxI2n- p ) precludes these terms 
from occurring, i. e., gp = 0. II 
A simpler argument based on the same ideas shows 
Lemma 2.34. Let p E No. Suppose a function gp defined for x E ]R4\{0} can be written in 
the form 
p m 
gp(x) = L L CD 02j(x). 
m=O i,j=O 
Then 
(i) The coefficients {CD} are uniquely determined by the function gpo 
(ii) If 
as Ixl --+ 00, 
then gp is identically zero. 
2.5 Translation of expansions 
In this section we develop formulae which enable us to obtain a truncated expansion about 
one centre indirectly from a truncated expansion about another. The operation count for 
this translation operation depends only on the order of the original expansion, not upon the 
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number of centres Xk underlying it. In contrast, the operation count for direct expansion of 
a cluster, is O(N(n + 1)p3) where N is the number of centres in the cluster. Thus indirect 
formation of expansions can be more efficient than direct expansion when the number of 
centres in a particular cluster is large and truncated expansions of sub-clusters are available. 
For any matrix A = (ai',j'), denote by AliJ the (m + 1) x (m + 1) sub-matrix of A which 
begins at the (i, j) position, i. e., 
·1'1 0 2,J = , ... ,m. 
Theorem 2.35 (Outer to outer or inner translation). Let x, x< E IHJ6 be such that 
o < Ix<l < Ixl. Then 
oiJ(x - xd = f Tr (E(m,m' , i)Om+m' (x) Im:Tm, (x d ) , 
m'=O 2,) 
(2.62) 
where E(m,m',i) is the (ml + 1) x (ml + 1) diagonal matrix with entries 
( I.) .. _ (i+i/)(m+m'-(i+i
/)) 
e m, m ,2 2' 2' -. .' 
, 2 m - 2 
Proof. Using Lemma 2.23, Lemma 2.10 and the relationship (2.37) between the outer func-
tions and the operators RiJ, 
CXJ m' 
= R'T!'· """ """ or:r;'., (x)trr:'., (x<) 2,) ~ ~ 2,) ) ,2 
m'=Oi',j'=O 
CXJ m' 
_ Rm """ """ m' ( ) m' 1 
- i,j ~ ~ tj',i' x< Ri',j' Ixl 2 
m'=O i' ,j'=O 
CXJ m' 
""" """ m' ( ) m m' 1 ~ ~ tj',i' x< Ri,jRi',j'lxI 2 
m'=O i' ,j'=O 
CXJ m' 
_ """ """ m' (. ) ( I.) m+m' 1 
- ~ ~ tj',i' x< e m,m ,2 i',i,Ri+i',j+j' Ixl 2 
m' =0 i' ,j' =0 
CXJ m' 
= L L e(m,m',ik,i'02t-tJ~j,(x)tf:i,(xd 
m'=Oi',j'=O 
= f Tr (E(m,m"i)Om+m'(x)I~:Tm'(xd) , 
m'=O 2,) 
where the differentiation term by term is justified by the real analyticity. 
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This Theorem is sufficient to translate a far field expansion of the type in (2.46). In 
particular consider an expansion like (2.46) but centred on x< f. O. Then 
p m 
gp.(x - xd = L L Cj}oi,j(x - xd (2.63) 
m==O i,j==O 
p m 00 m' 
= L L Cj} L L e(m,ml,i)i"i'O*tJ~j'(X)tj<i,(xd 
m==O i,j==O m'==O i' ,j'==O 
p m 
= L L Dj} oi,j(x) + O(lxl-(P+3)) 
m==O i,j==O 
where the coefficients Dj} are defined. by the "convolution" 
(2.64) 
Thus 
p m 
hp(x) = L L DD oi,j(x) 
m==O i,j==O 
approximates gp(x) with error of order O(lxl-(P+3)) as Ixl -r 00. But by Theorem 2.24 the 
series formed directly, uP' is of the same form and shares the same order of approximation. 
Hence the difference up(x)-hp(x) is O(lxl-(P+3)) as Ixl -roo, and by the Uniqueness Theorem, 
Lemma 2.34, up and hp are identical. 
Furthermore, Theorem 2.35 is sufficient to translate an expansion of the form (2.63) into a 
Taylor series about 0 (a Maclaurin series). Since the functions oi,j are homogenous of degree 
m, 
o'l!'·(x - x<) = (-l)mom.(x< - x). IJ IJ 
This simple observation allows the roles of x and x< to be switched in the application of 
Theorem 2.35. Starting with gp defined by (2.63) and proceeding in this manner, we obtain 
p m' 
gp(x - xd = L L Cj,'i,(-l)m' o::;'>(x< - x) 
m'==O i' ,f'==o 
p m' 00 m 
= L L (-l)m' Cj,'i' L L e(ml,m,i/)i,iO*tJ~f'(xdtri(X) 
m'==O i' ,j'==O m==O i,j==O 
p m 
= L L FD t2j(x) + O(lxIP+1), as Ixl-r 0, 
m=Oi,j=O 
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where the coefficients F}J are given by the "correlation" 
(m)-l m ~ (m +m/) ~ (m +m/)-l m+m' ( ) ( )m' (m/) m' . Fj,i = D m D . + '1 °j+j',i+i' x< -1 '1 Gi',j" 
J m'=O i' ,j'=o J J J 
(2.65) 
Then by the characterisation of the Maclaurin polynomial q of degree p for a function f as 
the only polynomial of total degree p with 
If(x) - q(x)1 = olxlP, as Ixl -+ 0, 
it follows that 
P m 
q(.) = L L F}J ti,j(.). (2.66) 
m=O i,j=O 
Theorem 2.36 (Inner-to-inner translation formula). For all x, x< E ]R4, m E No and 
o :;, i, j :;, m, 
i'=min{i,m'} 
m j'=min{j,m'} . . 
m ( )" " ()m-m' (m -J ) (J) m-m' ( ) m' ( ) ti,j x - x< = D D -1 m
' 
_ j' j' ti-i',j-j' x< ti',j' x . 
m'=O i'=max{O,i-(m-m')} 
j'=max{O,j-(m-m')} 
Proof. Because the functions {tf/,> : 0 :;, i', j' :;, m', 0 :;, m
' 
:;, m} form a basis for harmonic 
homogenous polynomials of degree at most m, and since tiJ(· - xd is such a polynomial, 
m m' 
ti,j(x - xd = L L a2/:L,tf/,> (x), 
m'=O i' ,j'=o 
for some coefficients am.;m'., that depend on x<. Applying the functionals >.rr,(." of Lemma 2.22 
~,2 ,],] 2 ,] 
to this expression gives 
( j ) ( m - j ) m-m" ( ) m m" j" m"-j" ti_i",j_j" -x< =ai,i;',j,j'" 
Since (_l)m-m" factors out by the homogeneity oftr:---;,r::;~j'" the result follows once we recall 
that the left hand side is zero unless j" :;, j, j - j" :;, m - mil, i" :;, i and i-i" :;, m - mil. II 
This theorem may be used to translate a polynomial expansion such as (2.66). For exam-
ple, if 
P m' 
q(x) = L L m' m' ( ) F·, ., t., " x - x< ],~ 2,] , (2.67) 
m'=O i' ,j'=O 
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then by Theorem 2.36, we get 
where the coefficients Gj,i are given by the "convolution" 
( )
-1 P ( f) m' ( f) -1 (f) m m m m m' m'-m m - m m'-m 
. Gj,i = L m L 'f Fj',i' (-1) 'f _. ti'_i,j'_j(xd· 
J m'=O i' ,j'=o J J J 
(2.68) 
It should be noted that this is an exact recentering of the polynomial q. 
Just as we were able to translate expansions of the form (2.63), we want to be able to 
translate expansions like (2.60). One of our tools will be formulae for the products of z, w, Z 
or w with a single inner or single outer function. These multiplication rules are contained in 
Lemmas 2.37 and 2.38 below. 
Lemma 2.37. For m ~ 0 and 0 ~ i, j ~ m) 
m ( ) _ i + 1 1 12 m+l ( ) m - j m-l( ) Z 0iJ' Z,W - --1 X 0i+lJ'+l Z,W + -- OjJ' z,w, 
, m+ ' m+1 ' 
(2.69a) 
m ( ) _ m + 1 - i 1 12 m+ 1 ( ) m - j m-l ( ) 
w 0iJ' Z,W - - 1 X 0iJ'+l Z,W + --1 0i-lJ' z,w , 
, m+ ' ,m+ ' 
(2.69b) 
_ m ( ) _ m + 1 - i 1 12 m+l( ) j m-l ( ) Z 0iJ' Z,W - 1 X 0iJ' Z,W + --1 0i-lJ'-l z,w , 
, m+ ' m+' 
(2.69c) 
_ m ( ) i + 1 1 12 m+l ( ) j m-l ( ) W 0iJ' z,W = --1 X 0i+lJ' Z,W - --1 0iJ'-l Z,W . 
, m+ ' m+' 
(2,69d) 
Proof. First assume m > O. Differentiate (2.17) with respect to Z, For the right hand side we 
obtain 
m-l 
(m - j)Zl (ZlZ + Z2W)m-l-j (Zl( -w) + Z2Z)j = (m - j)zllxl2m L z~-l-iz~o7,j-l(z, w) 
i=O 
m-l 
= (m - j)lxl 2m L z~-iz~o7,j-l(z, w), (2,70) 
i=O 
Since Ixl 2 = ZZ + WW, for the left hand side we have 
z(m + 1)lxl2m ~ zm-iziom,(z w) + IxI 2(m+1) ~ zm-izi~o'0,(z w) L..J 1 2 2,J ' ~ 1 28z 2,J ' 
i=O i=O 
m m 
= z(m + 1)lxl2m L z~-iz~oi,j(z, w) _lxI 2(m+1) L z~-iz~(i + 1)oz:..1~+1 (z, w) (2.71) 
i=O i=O 
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where we have used (2.32d) to evaluate tzo"i} By considering the coefficient of zr- i z~ in 
(2.70) and (2.71) we see that 
(m - j)or;:;I(z,w) = z(m + l)oi,j(z,w) -lxI2 (i + 1)0~1~+l(z,w) 
for 0 ::; i, j ::; m, which proves (2.69a) 
By differentiating (2.17) with respect to w, z and w, in a similar manner we obtain 
(2.69b), (2.69c) and (2.69d) respectively, for m > O. The special case of m = 0 for (2.69) 
follows directly from 080 = Ixl-2 and the recurrence relations (2.27). I 
, 
Substituting (2.16) into (2.69) leads to a similar result for the inner functions. Specifically, 
Lemma 2.38. For m 2: 0 and 0 ::; i, j ::; m, 
m( ) m+1-i m+l( ) j 1 12m-1 ( ) Z t iJ· Z,W = 1 tiJ' Z,W + --1 x ti-IJ'-I z,w , 
, m+' m+ ' 
(2.72a) 
m ( ) _ m + 1 - i m+l ( ) m - j 1 12 m-I ( ) 
W tiJ' Z,W - 1 tiJ'+1 Z,W - --1 x ti- IJ, z,w , 
, m+' m+ ' 
(2. 72b) 
_ m ( ) _ i + 1 m+l ( ) m - j 1 12 m-I ( ) 
z tiJ z, w - m + 1 ti+l,j+1 z, w + m + 1 x ti,j z, w , (2.72c) 
_ m ( ) _ i + 1 tm+1 ( ) j 1 12tm-1 ( ) w tiJ' Z,W - ---1 i+IJ' z,w + --1 X iJ'-1 Z,W . 
, m+' m+ ' 
(2.72d) 
Since ti,j = 0 and oi,j = 0 if m < 0, multiple applications of Lemma 2.37 and Lemma 2.38 
may be used to obtain 
Corollary 2.39. Let p be a given homogenous polynomial of degree m' in z, Z, wand w. 
Then to each inner function ti,j there correspond constants {Ft,j'} and to each outer function 
oi,j there correspond constants {Gf; ,j'} such that 
min{m',L(m+m')/2J} m+m'-2£ 
p(z, Z, w, w) ti,j(x) = I: Ix 12e' I: Ft,j,{r;,j,m'-2e' (x), 
£'=0 i',j'=O 
min{m', L(m+m')/2J} m+m' -2e' 
( - - m ( ) _ ~ 1 12 (m'-e') ~ p z,z,w,w) 0i,j x - D x D £' m+m' -2e' ( ) G" "0,, " x . 2,J 2,J 
£'=0 i',j'=O 
vVe now demonstrate how these results may be used to translate truncated a far field 
series, such as (2.60), due to a polyharmonic spline. Let gp be such a series with centre of 
expansion at x <, i. e., 
(2.73) 
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The translations of objects such as those in the two sets of curly braces has been discussed 
already. The terms in the first set may be translated via Theorem 2.36 in much the same 
way as (2.67) was translated. The terms in the second set of braces may be translated 
using Theorem 2.35 in a similar manner to (2.63). Let {i3J:;'} and {C;;;'} be the translated 
coefficients. Then 
(2.74) 
Recall that 
Thus we may use Lemma 2.38 to "translate" any product of the form Ix - x<l2t~>(x) into 
a sum of at most ten terms of the form IxI2£lItr,;:~II(x), where the coefficients of those terms 
depend on x<. An analogous procedure employing Lemma 2.37 translates a product of the 
form Ix - x<l2o~> (x) into a sum of at most ten terms of the form Ix1 2£11 Or,;',~11 (x). Applying 
this procedure repeatedly to (2.74) viewed as a nested product 
brings gp to the form 
n n-£ n-f-m f 
gp(x) = In Ix - x<12 L Ix1 2£ L L Bj:~tf,jf.-m(x) 
f=O m=O i,j=O 
n+l P m-2£ ~f m 
+ L Ix I2(n+l-f) L L Cj:i or;J-2f(x) + O(lx l-(p+l-2n)), (2.75) 
f=O m=max{1,2f.} i,j=O 
with only the In Ix - x< 12 term left untranslated. This particular step in the translation costs 
O((n + 1)2(p + 1)3) operations. This is acceptable since n is small, typically n :s; 2, and the 
number of terms in the series to be translated is 0 ( (n + 1) (p + 1) 3) . 
By Theorem 2.32, 
1 p' m'-2t 
2 2 "\' 2 2f' "\' "\' f.' m' m'-2f' (-(P'+l)) In Ix - x<l = In Ixl + L...lxl - L... L... Dj<i' (xdoi',j' (x) + 0 Ixl . 
£'=0 m'=max{1,2f'} i' ,j'=O 
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Substituting this into (2.75) gives 
n n-e n-e-m e 
gp(x) =In Ixl2 L Ixl2e L L Bj:~ tf,je-m(x) 
e=o m=O i,j=O 
n+l P m-2e -e m 
+ Fx< (x) + L IxI 2(n+l-e) L L Cj:i 07,'j-2e(x) + O(l x l-(p+l-2n)), (2.76) 
e=o m=max{1,2e} i,j=O 
where Fx< (x) is given by the product 
(2.77) 
after it has been truncated by removing terms that are O(lxl-(P+l-2n)) as Ixl --+ co. From 
Corollary 2.39, (2.77) can be written in the form 
n+l P m-2e 
""' IxI 2(n+l-e) ""' ""' i5£,m :n.-2e ( ) L..,; L..,; L..,; J,2 0Z,J X. 
£=0 m=max{1,2£} i,j=O 
This completes the translation. 
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Chapter 3 
Generalised multiquadrics in }Rn 
Multiquadrics are a popular choice of radial basis function for interpolating scattered data in 
one or more dimensions. Many applications are described in the literature including geodesy, 
image processing and natural resource modelling (see, for example, Hardy [33]). 
This chapter provides appropriate results for the application of the Fast Multipole Method 
to generalised multiquadric radial basis functions in ffi.n . That is for functions of the form 
N 
s(x) = L di<I>(X - ti; k, r), (3.1) 
i=l 
where 
(3.2) 
k is an odd integer, r ~ 0 and x E ffi.n . Note we will usually use the notation <I>(x) which 
hides the dependence of <I> on k and r. The derived series and the analysis also apply when 
r varies, that is, when the multiquadric parameter r changes with the centre ti. 
This chapter is laid out as follows. First Sections 3.1 and 3.2 derive far field expansions 
of the following form 
00 
<I>(x - t; k, r) = L Pjkl (It12 + r2, -2(t, x), IxI2)/lxI2e-k (3.3) 
£=0 
where the Pe(k l are the polynomials 
( (kl ( ) ~ (k/2) ( j ) b2j - e( )£_j Pc a, b, c) = Pe a, b, c = L.,; . £. _ . ac, 
'-L e+1 J J J J- 2 
£. ~ 0, (3.4) 
and Pjkl is the zero function for negative £. Section 3.2 also gives error bounds on approxi-
mations formed by truncating the series. Section 3.3 proves the uniqueness of the expansions 
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that allows for parental expansions to be calculated by translating the child expansions as 
described in Section 1.2.2. Section 3.4 discusses recurrence relations for the efficient direct 
calculation of the far field coefficients. It shows that the terms of the first p + k + 1 ho-
mogeneous orders in the series for an m centre cluster can be calculated in O(mn(p + k)n) 
flops. Section 3.5 sets up some machinery which is used in Section 3.6 to establish methods 
for indirectly translating far field expansions. Section 3.7 shows how to efficiently convert a 
far field expansion into a local polynomial approximation. The chapter concludes with some 
numerical results showing that multiquadric radial basis functions can indeed be evaluated 
using this approach at a cost that grows as 0 (N log N) in the number N of centres. 
We will use lower case ¢ for the basic function as a function of one variable and upper 
case I;[> for the function of n variables, i.e., I;[> = ¢(I . I). It is common for the constant in 
the multiquadric basic function to be represented by c. However, we will use T for this 
purpose, i.e., the ordinary multiquadric basic function will be ¢(r) = vr2 + T2. In the far 
field expansions, x is the evaluation point and u is the centre of expansion, although often 
we may take u = O. This centre of expansion should not be confused with the centres {ti} 
which are the centres of the radially symmetric components in the RBF. In applications these 
centres will often be the nodes of interpolation or point sources of some potential field. 
3.1 A generating function 
In this section we develop some important properties of the functions 
k E Z is odd. (3.5) 
These functions will turn out to be the generating functions for the polynomials p?) that 
occur in the far and near field expansions of the generalised multiquadric function. 
To fully explore the expansions of ik we will need to use Gauss's hypergeometric function. 
Lemma 3.1. The hypergeometric function, 
.. _ ..._ r(c) ~ r(a + n)r(b + n) zn 
F(a, b, c, z) - F(b, a, c, z) .- r(a)r(b) ~ r(c + n) n! ' 
satisfies 
F(a, b; c; z) = (1 - z)c-a-b F(c - a, c - b; c; z), 
d ab 
-d F(a, b; c; z) = -F(a + 1, b + 1; c + 1; z). 
z c 
(3.6a) 
(3.6b) 
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Furthermore, if a or b is equal to -m, m a non-negative integer, then F(a, b; c; z) reduces to 
a polynomial of degree m in z. 
Proof. See [1, Ch. 15]. I 
Lemma 3.2. Let m,p E No and Ihl < 1. Then 
~ (n + m) n hP (p + m)! ~ m h = (1 _ h)m+l p! m! F( -m,p;p + 1; h). 
Proof· 
~ (n+m)hn =(p+m)! p! hP~ (n+p+m)!n!hn 
~ m p! m! (p+m)! ~ (n+p)! n! 
n=p n=O 
_(p+m)! p ( .. 
- , , h F m+p+1,1,p+1,h) 
p.m. 
= (pp7 ;)! hP(l - h)-(m+l) F( -m,p;p + 1; h), 
where the last equality follows from (3.6a). I 
Lemma 3.3. (Churchill & Brown [21, pp. 127-128]) Let C = {w E C : Iwl = p}. If f is 
analytic inside and on C then for Izl < p, 
If(z) - (Tvf) (z)1 :::; maxlf(w)1 (El)V+l 1 ~ II ' 
wEe p - z p 
where Tvf is the Maclaurin polynomial of f of degree v. 
We now present the major result of this section which gives a series expansion for fk and 
a bound for the error in approximating fk by a truncation of this series. 
Lemma 3.4. Let k E Z be odd and let a, b, c E ffi., with a, c > 0 and b2 :::; 4ac. Then for all 
z E C such that Izl < .;;;ra, 
fk(z) = (y' az2 + bz + c)k = ck/ 2 f (~) £ p?) (a, b, c) 
£=0 
(3.7) 
where the P£(k) are the polynomials defined in Equation (3.4). Moreover, for all z such that 
Izl < .;;;ra and v E N, 
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(az2 + bz + c)k/2 - ck/2 t (~r p£(k) (a, b, c) 
£==0 
if k > 0 
< 
if k < O. 
Proof. Let .,;: denote the principal branch of the complex square root. Then fk is analytic 
whenever q(z) = az2 + bz + c is away from the branch cut, i.e., whenever q(z) is not a 
non-positive real. Completing the square, 
{ (
b) 2 4ac _ b2 } 
q(z) = a z + 2a + 4a2 ' 
and since b2 :::; 4ac, it is easily seen that Jk is analytic away from 
{ b. ~ac-b2} z = -- + ly : y E lR and Iyl ;::: . 2 . 2a 4a 
Hence Jk is analytic on the disc 
D = DE = {z E C: Izl :::; p = (1- E)VcTa} , O<E<l. 
For all sufficiently small Izl, two applications of the Binomial Theorem and some reordering 
gives 
Jk(z) = ck/2 (1 + bZ: az2) k/2 
~ ck/2~ e;2) CZ :az'r 
= ck/2 f (k(2) t (j) (bz)j-c:(az2)q 
j==O J q==O q 
= ck/2 f t (k(2) (£ ~ .) (bz)2 j -:;az2)£-j 
£==0 j==l ttl J J J 
= c
k/2 f (~r t ej2) (£ ~ j) b2j-£(ac)C-j 
£==0 j== l ttl J 
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Since the reordering of the double sum is valid for Izl suffciently small, for such z this is 
the MacLaurin series for h. This now relation extends to all of D by the uniqueness of the 
MacLaurin series of h, proving the first part of the Lemma. 
We will prove the second part separately for k > 0 and k < O. For k > 0 we will apply the 
well known bound for the error in Taylor polynomial approximation given in Lemma 3.3. Fix 
z with Izl < JC7G, and choose E with 0 < E < 1 so small that z E DE. We apply the bound 
with C = aDE• Firstly, note that 
-b± Jb2 - 4ac ~± = , 2a 
and that both roots of q are outside D. Since h(z) = q(z)k/2, 
( ) 
k/2 
maxlfk(w)1 = maxlq(w)1 
wEC wEC 
For wE aD, 
Iw - ~±I :::; Iwl + I~±I = p+ ~ < 2Vcfa" 
and thus 
max Iq(w)1 = lal max{lw - ~+llw - ~-I}:::; lal(2Vcfa,)2 = 4c. 
wE8D wE8D 
Now applying Lemma 3.3, 
(az 2 + bz + c)k/2 - ck/2 t (~) £ F£(k) (a, b, c) 
£=0 
( 
Izl) v+l 1 
:::; max Ih(w)1 - I II 
wE8D p 1 - z P 
< (4c)k/2 Izl (1 - E)V cia . 
( )
V+l ~ 
- (1 - E)vcra (1 - E)JC7G, -Izl 
Taking the limit as E goes to zero from above gives the result for k > O. 
For the case k < 0, write the polynomial q in the form 
q(z) =az' Hz+c= c {1+ Ju (k;a) + (k;a)'} 
=c(l- 2x~ + e), 
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where 
1 b 
x=---
2 y'aC and 
e=_Z_ 
~. 
Now recall [64, (4.7.23)] that (1 - 2xe + e2) -.\ is the generating function for the Gegenbauer 
(or ultraspherical) polynomials CY) (x), i. e., 
00 
LCY)(x)eC = (1-2xe+e2)-'\. 
c=o 
Letting 1.= -k/2, we see that 
00 
fk(Z) = ck/2 L CY) (x)ec, 
c=o 
and thus equating coefficients 
.e E No. (3.8) 
For -1:::; x :::; 1, 
Ic~.\)(x)l:::; (n+~A-1), 1.>0, 
[1, 22.14.2]. By the statement of the lemma, b2 :::; 4ac and Izi < ~. This means that 
-1 :::; x :::; 1 and lei < 1 and thus 
h(z) - ck/2 t (~)C PC(k) (a, b, c) 
c=o 
v 
fk(Z)- Ck/2 L C~-k/2)(x)e 
c=o 
:::; ck / 2 f C -~ -1) lelc 
£=v+l 
(3.9) 
By Lemma 3.2, 
~ (.e - k - 1) e (v - k) lelv+l ~ .e lei = v+1 (1_lel)_k F (k+1,v+1;v+2;lel). 
C=v+l 
Using this in (3.9) we have 
fk(Z) - ck/2 t (~) e p}k) (a, b, c) 
£=0 
k/2 (v - k) ( Izi ) v+l ( ~ ) -k 
:::;c v+1 ~ ~-Izi 
x F (k + 1, v + 1; v + 2; a) . 
I 
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In the case k = -1, the polynomial F (k + 1, v + 1; v + 2; z / VCfO,) that appears in the error 
bound of Lemma 3.4 is constant and has value 1. For all other negative values of k consider 
the function F(k + l,p + l;p + 2;·) where p E No. Rephrasing Lemma 3.2 as 
F(k l' 1') = p! (-k - I)! (1 - z)-k ~ (n - k - 1) n 
+ ,p,p + ,z (p _ k _ I)! zP L...t -k _ 1 z, 
n=p 
it is easily seen that F(k+l,p+l;p+2;·) is non-negative on [0,1). Using (3.6b) to differentiate 
F, we see that for z E [0,1) 
d
d F(k + l,p;p + 1; z) = (k + ~p F(k + 2,p + l;p + 2; z) :::; 0, 
z p+ 
since k < -1. Since F(·,·;·; 0) = 1, it follows that 
F(k + 1, v + 1; v + 2; z/ vfrTa") ::; 1, (3.10) 
As was observed in the proof of Lemma 3.4 and particularly in Equation (3.8), for k < 
° the polynomials Pg(k) are closely related to the Gegenbauer polynomials CY) with A = 
-k/2. However, many properties of the Gegenbauer polynomials are derived using their 
orthogonality with respect to the weight function w(x) = (1 - x2f,-1/2. This function is 
not integrable over the interval [-1,1] when A ::; -1/2, and thus we are unable to exploit 
properties of the Gegenbauer polynomials derived from orthogonality when k ~ 1. The 
following lemma can be identified as a well known recurrence for the Gegenbauer polynomials 
with parameter A = -k/2 > -1/2. Our proof here is based on the characterisation (3.7) and 
hence holds for all odd integers k. 
Lemma 3.5. Let k E Z be odd. Then the polynomials p?) defined in (3.4), satisfy the 
following recurrence relation for all a, b, c E lR, and £ EN,' 
(k) _ (k ) (k) ( ) (k) (£ + I)PH1 (a, b, c) - 2" - £ bFg (a, b, c) + k - (£ - 1) acFg_ 1 (a, b, c). (3.11) 
Proof. We will first prove the identity under the additional assumptions a, c > 0, and b2 ::; 4ac. 
Making these assumptions and differentiating the right hand side of (3.7) term by term gives 
00 g 
fHz) = c(k-2)/2 L (~) (£ + I)Pg(!i (a, b, c), 
£=0 
(3.12) 
the term by term differentiation being valid for Izl < yCJa. 
On the other hand differentiating the expression fk (z) = (V az2 + bz + c) k then expanding 
gives 
f~(z) = ~(az2 + bz + c)(k-2)/2(2az + b) 
2 
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(3.13) 
Equating (3.12) and (3.13), then comparing coefficients gives 
(k) _ k (k-2) (k-2) (£ + l)P£+1 (a, b, c) - 2bP£ (a, b, c) + kacP£_l (a, b, c), £ E N. (3.14) 
Using the obvious recurrence on !k and then expanding gives 
fk(Z) = (az2 + bz + C)fk-2(Z) 
_ k/2 {~(Z)£ (k-2) ~ (Z)e (k-2) 
- c ~ -; aCPe_2 (a, b, c) + ~ -; bPe_1 (a, b, c) 
~ (Z) e (k-2) } +~ -; P£ (a,b,c). (3.15) 
Equating (3.7) and (3.15), then comparing coefficients gives 
(k) (k-2) (k-2) ( (k-2) PH1 (a, b, c) = PH1 (a, b, c) + bPe a, b, c) + aCPe_1 (a, b, c), £ E No (3.16) 
To obtain (3.11), multiply (3.16) by (£+1) and equate to (3.14). Solving for Pe~~2)(a,b,c) 
and making the index change (k - 2) f--t k gives (3.11). 
This completes the proof when a, c > 0 and b2 :::; 4ac. This set in R3 contains a non-trivial 
open ball and polynomials in n variables are determined everywhere by their behaviour on 
any non-trivial open ball in Rn. Hence (3.11) holds for all a, b, c E R since the right and left 
hand sides of (3.11) are polynomial. II 
3.2 Multivariate expansions. 
Let 1>(x) = (x2+r2)k/2, where r 2:: 0 and k E Z is odd and where we have used the notational 
convenience x2 = (x, x) = Ixl 2 for x E Rn. The following result gives a far field expansion 
for 1>(x - t) considered as a function of x, together with an error estimate for approximation 
with truncations ofthis expansion. The numerator polynomials Pe(k) (t2 +r2, -2(t, x), x2 ) that 
feature in the expansion are homogeneous of degree £ in x. Correspondingly, the £th term in 
the expansion is homogeneous of degree k - £ in x. 
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Lemma 3.6. Let k E Z be odd, t E]Rn and T ~ O. For all x E]Rn with Ixl > vt2 + T2, 
00 
<J?(x - t) = ((x - t)2 + T2)k/2 = L p?) (t2 + T2, -2(t, x), x2) /lxI 2£-k 
£=0 
where the polynomials p£(k) are defined in Equation (3.4). Moreover, for all x such that 
Ixl '> vt2 + T2, and for all pEN such that p + k > 0, 
p+k 
<J?(x - t) - LP£(k)(t2 + T2, -2(t,x),x2)/lxI2£-k 
£=0 
if k > 0 
< 
if k < O. 
Proof. Consider firstly the case when T > O. Let a = t2 + T2, b = -2(t, x) and c = x2. Then 
where !k is the function defined in (3.5). Since a, c > 0, b2 :::; 4ac, and 1 = Izl < vcr;, = 
I x I / V t2 + T2, Lemma 3.4 may be applied with v = p + k to yield the desired results when we 
recall the bound on F given by Equation (3.10). 
This completes the proof when T > O. For the remaining case fix x with Ixl > Itl. Note 
that 0 < 7 < Jlxl 2 -ltl2 implies Ixl > vt2 + 72. Hence the previous case can be applied to 
the expansion of 
for all sufficiently small positive 7. Taking the limit as 7 goes to zero from above, and using 
the continuity of all the relevant quantities as functions of 7, gives the result for T = O. III 
Example 3.7. In the I-dimensional case it is convenient to rewrite the series in the simpler 
form 
co 
<J?(x - t) = sign(x) L p£(k) (t2 + T2, -2t, 1)/x£-k, 
£=0 
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Figure 3.1: Region of validity of the far field expansion of a cluster. 
which becomes, in the important special case (k = 1) of the ordinary multiquadric, 
J(x - t)2 + T2 = sign(x){ x - t + tT2x-1 + ttT2X-2 
1 1 
+ -(4t2T2 - T4 )X-3 + -(4t3T2 - 3tT4 )X-4 
8 8 
1 2 (8 4 12 2 2 4) -5 () 1-£ } + 16 T t - t T + T X + ... + q£ t, T X + . .. . 
Example 3.8. To display the componentwise form of the expansion in two dimensions we 
will temporarily adopt the notation x = (Xl, X2) and t = (t1' t2)' The far field expansion 
about zero of a single ordinary multiquadric basic function centred at t is then 
Jlx - tl 2 + T2 
_ I 1- t1 x1 + t2 x2 ~ (t§ + T2)xI + (tI + T2)x§ - 2t1t2X1X2 
- x Ixl + 2 Ixl 3 
1 (t1x1 + t2X2) {(t~ + T2)xI + (tI + T2)x§ - 2t1t2x1X2} 
+"2 Ixl5 + .... 
Since the bound of Lemma 3.6 is increasing in It I we can apply it to each centre in 
a cluster and sum obtaining the following expansion of the generalised multiquadric radial 
basis function associated with a cluster of centres. The geometry of the source cluster and 
the evaluation region is shown in Figure 3.1 above. 
Theorem 3.9. Suppose ti E ]Rn, Itil :::; rand di E ]R for each 1 :::; i :::; N. Let k be odd, r ~ 0, 
and s be the generalised multiquadric spline 
N N k 
s(x) = ~dj<I>(x -ti) = ~di (J(x -ti)2 +T2)'. 
i=l i=l 
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If p?)! .e E No! are the polynomials defined by Equation (3.4)! then the polynomials 
N 
Qg(x) = L diP?) (t~ + 7 2 , -2(til x), x2) .e E No, 
i=l 
have the following property: Let p E No and set 
p+k 
sp(x) = L Q£(x)/lxI 2£-k, (3.17) 
£=0 
x E ]Rn\{o}. Then for all x with Ixl > R = vr2 + 7 2 
{ 
2k M Rk (~ ) pH 1 
Is(x)-sp(x)l.::: ( p e)MR~(-;)/~:l( 1 )-k 
\p+k+1 e I-lie 
if k > 0 
if k < 0, 
where M = 2:~lldil and e = Ixll R. 
3.3 The uniqueness of expansions 
The uniqueness of far field expansions is important for two reasons. First, redundant co-
efficients could mean that a small value is represented as the difference of two large val-
ues leading to numerical instability. Second, if the far field expansion of a fixed function, 
s (x) = 2:~1 <D (x - ti), is uniq~e then it is often possible to shift the centre of a truncated 
expansion indirectly without using any knowledge of the underlying centres and weights. The 
advantage of such indirect shifting over direct series formation is a flop count which depends 
only on the number of terms in the expansion, and not on the number of centres in the clus-
ter. This can result in significantly faster code. Furthermore, since the uniqueness implies 
the indirectly obtained series is identical with that which would have been obtained directly, 
the indirectly obtained series enjoys the same error bound as the directly obtained one. 
We will now prove a general uniqueness lemma from which uniqueness of series expansions 
of the form (3.17) follows as a special case. Recall that a function g defined for all x in some 
subset D c ]Rn is said to be homogeneous of degree 'Y on D if 
g(Ax) = xY g(x) 
for all A > 0 and x E ]Rn such that both x and AX E D. (Some authors use the term positively 
homogeneous of degree 'Y for this property). 
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Lemma 3.10. Suppose" R E ITt and that a function f : D c ITtn -+ ITt can be expanded in 
two ways 
00 00 I: Ue(x) = f(x) = I: ve(x), 
e=o e=o 
both series converging absolutely and uniformly to f (x) for all I x I ;::: R, where for each R , Ue 
and ve are continuous homogeneous functions of degree ,- R. Then for each R, Ue(x) = ve(x) 
for alllxl ;::: R. 
Proof. Since the absolute series converge uniformly on Ixl = R there exists an M < 00 such 
that 
max {max{IUe(x) I, lve(x) I}} ::; M, 
Ixl=R 
for all RENo. Hence, using the homogeneity, 
for all x such that I x I ;::: R, and all RENo. 
(3.18) 
Now suppose Ue and ve differ for some R's. Let j be the first index for which they differ. 
Then for alllxl ;::: R 
0= C~I)j-'Y {j(x) - f(x)} 
= C~I)j-'Y {Uj(x) - Vj(x)} + I: C~I)j-'Y {Ue(x) - ve(x)}. (3.19) 
e>] 
But from (3.18) 
= 0(1) as Ixl -+ 00. 
Hence from (3.19) 
Since Uj - Vj is homogeneous of degree, - j on D this implies that it is identically zero on 
D. I 
3.4 Efficient formation of the far field series 
In the previous sections we have developed far field expansions with the intention of using 
them for fast evaluation of generalised multiquadric RBF's. In order that these expansions 
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be suitable for this task they must be inexpensive both to form and to evaluate. The purpose 
of this section is to show that the expansions can be formed in an efficient recursive manner. 
Given a single centre t E lR.n , with unit weight, the corresponding truncated expansion of 
Section 3.2 is 
00 
<l?(x - t) = ((x - t)2 + 72)k/2 = ~ F£(k) (t2 + 7 2 , -2(t, x), x2)/lxI2e- k (3.20) 
e=o 
Writing Ge(x) = pjk)(t2 + 72,-2(t,x),x2), Ge is a homogeneous polynomial of degree f 
in x, with coefficients depending on k, 7 and t. The expansion for a single centre, with 
corresponding weight d, then becomes 
p+k 
~ dGe(x)/l x I2£-k. (3.21) 
e=o 
The expansion of a cluster is formed by summing the expansions (3.21) corresponding to each 
centre, and has the form 
p+k 
~ Qe(x)/lxI 2e- k, (3.22) 
e=o 
where each Qe is a homogeneous polynomial of degree f. Lemma 3.5 implies that the poly-
nomials Ge satisfy the three term recurrence 
1, 
Ge(x) = -k(x, t), 
where 
A =_2 k / 2 - f + 1 
e f' 
f-k-2 
B£ = ---f--
f = 0, 
f = 1, (3.23) 
The recurrence is very simple to implement as is demonstrated by the code fragment in 
Algorithm 3.1 on page 107 for the special case of 2-dimensions. The code fragment employs 
the notation of Example 3.8. 
Recall that the (H~-l) monomials of exact degree f, {x oo : lal = f}, form a basis for the 
homogeneous polynomials of degree f on lR.n . Represent the polynomials G£ in terms of these 
monomials, i.e., let 
Ge(x) = ~ a;xOO, 
1001=£ 
for some coefficients a~. Then, from the recurrence (3.23), each coefficient of G£ can be 
calculated using at most n coefficients of Ge- 1 and at most n coefficients of Ge-2' Specifically, 
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if ei is the multiindex with 1 in the ith position and 0 elsewhere then the recurrence (3.23) 
implies, 
n n 
a; = Ae L tia;-=-~i + Be(t2 + r2) L(a~-=-~eJ2, 
~1 ~1 
where a~ is taken to be zero if any component of a is negative. It follows that all the 
numerator polynomials {Qe}~!; in the truncated expansion (3.22) of an m centre cluster 
can be formed (that is their (n;!tk) coefficients calculated) in 0 (mn (n;!tk)) floating point 
operations. This quantity is o (mn(p + k)n) when the dimension n is less than the degree 
p+k. 
3.5 A subspace of polynomials 
In this section we will investigate a subspace of polynomials in n variables. This space will 
arise in Section 3.6 and the aim of that section will be to translate a member of this subspace. 
It will shown that, modulo a low degree polynomial, this subspace is closed under translation 
of the underlying Cartesian coordinate system. 
Throughout this section and the next n will be fixed and any complexity estimates will 
be expressed as a function of polynomial degree only. Thus a typical estimate might take the 
form O((p + k)n). In such expressions multiplicative order constants depending on n have 
been suppressed, and we will be interested in the estimate only when the argument p + k is 
bigger than n. 
The following standard spaces will be used . 
.. 7rj Polynomials of total degree not exceeding j in n variables . 
.. 1-lj homogeneous polynomials of degree j in n variables. 
Also, for given function spaces Sand T, define new spaces as follows. 
ST={s(·)t(·) : sES, tET}, 
SEBT={sC}+t(·) : sES, tET}, 
sT={s(·)t(·) : tET}, 
S nT = {O}, 
s E S. 
The subspaces of polynomials that are the subject of this section are defined by 
(3.24) 
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Apart from 0, the polynomials of Sj have total degree no greater than 2j and no less than 
j. It follows from Lemma 3.10 that q E S~ is uniquely determined by the homogeneous 
polynomials {qe}~==o and thus by the coefficients of those polynomials with respect to some 
appropriate basis. Hence 
j 
dimSj = LdimHg. (3.25) 
e==o 
Theorem 3.11. Sj in invariant under orthogonal transformation of the underlying coordinate 
system, i.e., if q E Sf then q( Q .) E Sf for orthogonal Q. 
Proof. For each i, the component function fi (x) = (QX)i is homogeneous in x of exact degree 
1 since x r--+ Qx is a linear operation. Thus 
is homogeneous of exact degree lal. It follows that qe(Q·) is homogeneous of degree f if qe is. 
Finally, since Q is orthogonal, 
IQ·I =1,1, 
and the result follows. I 
Before we prove translation invariance of Sj we will make a few simple observations 
regarding these spaces. 
Lemma 3.12. The spaces Sj satisfy the following relations. 
(iii). Sj C Sj+1 EB H-j. 
'+1 Proof. Let q E Sj+1 and let {qe}~==o be the polynomials such that 
],+1 
q = L I· 1 2(j+1-e)qe, 
e==o 
The observation that 
where 
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proves part (i). 
Now let p E 1ir. Then for each g, 0 S g S j, the product qH1 = pq£ E 1ig+1' Thus 
j j+1 
pq = L I· 12(j-£)qHl = L I· 12(j+1- k)qk E Sj+1' 
£=0 k=l 
which shows part(ii). 
Part (iii) follows from part (i) with j replace by j - 1. II 
Theorem 3.13. 5j is translation invariant modulo polynomials of degree j - 1, i.e., for any 
q E 5j and u E]Rn, q(- - u) E Sj tf! 1rj_1' 
Proo]. The proof is by induction on j. The result is trivially true in the case j = 0 since S~ 
is the space of constants and 1r::l is the singleton {a}. 
Now assume the result for k = 0,1,2, ... , j, let q E 5j+1 and let u E ]Rn. Then by 
Lemma 3.12, part (i), 
(3.26) 
where h E Sj and qj+1 E 1ij+1' By the induction hypothesis, h(· - u) E Sj tf! 1rj_1' Thus 
(3.27) 
(3.28) 
where qdx) E 1rj. Expand (3.26) to get 
q(x - u) = (lxl2 - 2 (x, u) + lul2) (hj(x) + hj-1 + h<) + qj+1(x) + qdx). (3.29) 
Consider each term of in the expansion of this product: 
2- n 
1·1 hj E 5 j+1 
-2 (', u) hj E Sj+1 
lul2 hj E Sj C 5j+1 tf! 1ij 
2- n I . I hj - 1 E Sj+1 
-2 (', u) hj- 1 E 1ij 
2- 2-lui hj-1 + I . -ul h< E 1rj. 
by Lemma 3.12, part (i) 
by Lemma 3.12, part (ii) 
by Lemma 3.12, part (iii) 
by definition of Sj+1 
Thus it follows that q(. - u) E Sj+l tf! 1rj. The result follows by induction. II 
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In computations, a polynomial P E Sj may be known in terms of the monomial basis, but 
what is actually required are the polynomials {qc}to such that 
j 
p(x) = Lq£(x)!x!2u-e). (3.30) 
£=0 
Since the polynomials {qc} are homogeneous, for a given .e, q£ must be determined entirely 
by those terms of P that are homogeneous of degree 2j -.e. Thus the problem of determining 
{qc} may be broken down into homogeneous parts. Hence, without loss of generality, assume 
that p is a given homogeneous polynomial of degree .e + 2k such that 
(3.31) 
with q unknown and to be determined from p. Since 
if q can be determined in the case where k = 1, the more general problem may be solved in 
an inductive manner. 
Let {pj} ;!'~ and {qi} ;=0 be homogeneous polynomials in X2, ... ,Xn such that 
£+2 £ 
() '""'" £+2-j (-) p x = L... Xl Pj X , q(x) = L xi-iqi(X), and p(x) = !x!2q(x), 
j=O i=O 
where, if X = (Xl, ... ,xn) then x = (X2, . .. , xn). Using this same notation, 
and hence 
£+2 £ 
L xi+2- jpj(x) = (xi + !x!2) L xi-iqi(X) 
j=o i=O 
= x;+2 qo (xl + xi+! ql (xl + {t, xi+2-i (qi (xl + Ixl2 qH (xl) } 
+ XI!x!2 q£_1(X) + !x!2qe(x). 
Equating coefficients the polynomials qi may now be written in terms of the polynomials Pj. 
qO(X) = Po (x), 
ql(X) = PI(X), 
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q2(X) = P2(X) -lxI2qo(x), 
q3(X) = P3(X) -lxI2ql(X), 
qe-l(X) = pe-l(X) -lxI2qe_3(X), 
qc(x) = pc(x) -lxI 2qc_2(X), 
Multiplication of a polynomial by a monomial corresponds to a relabelling of coefficients 
and computationally corresponds to assignment or addition. Since, 
is just the sum of n - 1 monomials, for fixed i the product I . 12qiC) may calculated with 
O(nCi) additions, where Ci = dim H?-l. It is well known that 
. n-l (i+n-2) (i+n-2)! 1 ((. ) (' )) O('n-2) dlmH i = n-2 = i!(n-2)! = (n-2)! ~+n-2 .. · ~+1 = ~ , 
and hence I . 12qiC) may be calculated in 0(in-2) operations. It now follows that all of the 
polynomials {qdf=o may be calculated in o(£n-l) operations. 
Since the more general problem of (3.31) may be solved by k applications of this simpler 
case, q(x) = p(x)/lxI 2k may be calculated in 
k-l I: 0((£ + 2i)n-l) = 0((£ + 2k)n) 
i=O 
operations. Applying this to each homogeneous part of (3.30) gives the following lemma. 
Lemma 3.14. Let n E N. There exists a constant C depending only on n with the following 
property. Given any polynomial P E Bj the polynomials {qd~=o such that qe E He and 
j 
P = I: I· 12(j-£)q£ , 
£=0 
may be determined in no more than Cjn+l operations. 
3.6 Translation of a far field expansion 
The uniqueness of the far field expansions makes it is possible to shift the centre of a truncated 
expansion knowing only its coefficients, and without any direct knowledge of the underlying 
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centres and weights. As the operation count for indirect translation depends on the length 
of the series, not the number of centres, indirect translation can be significantly faster than 
direct formation of series for clusters with many centres. 
The precise problem we address is the following. Let 
p+k 
Sp(X) = L Q£(y)/lyI2£-k, y = x - u i= 0, (3.32) 
£=0 
where Q£ are homogeneous polynomials of degree £, be an expansion similar to (3.17) or 
(3.22), but centred at u i= 0 rather than O. We wish to shift the centre of expansion to the 
origin. That is we seek homogenous polynomials {Qe}, Q£ being of degree £, so that 
p+k 
sp(x) = L Q£(x)/lxI2£-k + O(1/lx IP+1), (3.33) 
£=0 
as Ixl --+ 00. We will show that translations of truncated expansions of the form (3.32) into 
expansions of the form (3.33) may be performed in 0 UP + k)n+1) operations using simple 
polynomial manipulations. 
3.6.1 The cost of multiplication 
In this subsection it will be shown that the product of two homogeneous polynomials of degree 
£ in n variables may be computed in o(£n-llog£) operations. 
Let p be a homogeneous polynomial of degree £. Since p is homogeneous, 
) £ (Xl x2 xn- l ) p(x) = p(Xl,X2, ... ,xn = xnP -, -, ... , --, 1 , Xn Xn Xn Xn i= O. 
Furthermore given x~p( ... ) for all x with Xn i= 0, p(x) can be recovered on the hyperplane 
Xn = 0 by continuity. Thus for the purposes of the multiplication and division that are the 
subject of this section, we may consider multiplication and division of general, that is prob-
ably inhomogeneous, polynomials of degree £ in n - 1 variables rather than of homogeneous 
polynomials of degree £ in n variables. 
Let p and q be two polynomials of degree £ in n - 1 variables. Then their product is 
p(x)q(x) = (L aaxa ) (L bf3X(3) = L ( L af3 ba- (3 ) xa , 
lal~£ 1f31~£ lal9£ O~f3~a 
the Cauchy product. The convolution producing the coefficients of the product can be com-
puted in o(£n-llog £) operations by FFTs. It now follows that the homogeneous polynomial 
multiplication above can also be carried out in o(£n-llog £) operations. 
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3.6.2 Translation by convolution 
In this subsection it will be shown that translation of the far field series may be performed 
by convolution. 
Throughout this subsection when we speak of forming a polynomial we mean finding its 
coefficients with respect to a basis, usually the monomial basis. When we speak of forming 
a truncated expansion of the type (3.22), we mean finding the coefficients of all the relevant 
numerator polynomials. 
First we set p+k 
Q(y) = L Qc(y)lyI2(p+k-C). (3.34) 
c=o 
Then 
y = x - u i= O. (3.35) 
Since we already have all of the QCl all we need to do to form Q is form the polynomials 
1'12(p+k-C) and then form the products QcUI·12(p+k-C). Form 1·12j, j = 0, ... ,p+ k once and 
store. Each 1·12j-2 is homogeneous of degree 2j - 2 and therefore involves O(jn-l) coefficients. 
The polynomial 1 . 12j may be obtained from 1 . 12j- 2 with n additions for each coefficient in 
1·12j-2. Hence the cost offorming the 1·12j,s is O((p + k)n) operations. Each of the products 
QcU 1 . 12(P+k-C) is the product of two homogeneous polynomials and is of degree no greater 
than 2(p+ k). Hence we can calculate each product in 0 ((p+ k)n-1log(p+k)) operations. As 
there are p + k + 1 ofthese products in Q, forming Q takes 0 ( (p + k) n log(p + k)) operations. 
We proceed to shift the centre of expansion of Q by setting 
Q(x) = Q(x - u), (3.36) 
A translation of this sort can be done simply and quickly by convolution. For example, using 
the scaled monomial basis VaJx) = xCXja! (a a multi-index), we have 
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= '""" xf3 '""" (_u)(a- f3 ) 
L.t f31 L.t aa ( - (3)1 . 
1131 <k . a<f3 a . 
Thus an n-dimensional convolution of {aa} and {( -u)a I a!} gives the coefficients of the trans-
lated polynomial. Again this can be computed in 0 ((p + k)n log(p + k)) operations by an 
FFT method. This gives us Q in terms of the monomial or scaled monomial basis. 
The next task is to recast Q into a sum of products of powers of Ixl and homogeneous 
polynomials. By Theorem 3.13 we know that 
p+k 
Q(x) = Lqc(x)lxI2(P+k-C) + qlow(X) (3.37) 
c=o 
where the qc are homogeneous of degree g and qlow is some polynomial of degree p + k - 1 
or less. By Lemma 3.14, these homogeneous polynomials qc can be calculated from Q in 
O((p + k)n+1) operations. 
Combining equations (3.35) and (3.36) and appealing to Lemma 3.6 gives 
sp(x) = Q(x -u)/lx - u1 2P+k 
= Q(x)/lx - u1 2P+k 
00 
m=O 
~ (~q,(X)IXI2(P+k-'1 + mow (x) ) 
x (f, p,\,-2,-k l (u', - 2(x, u), x') Ilxl,p+'+'m ) 
p+k 00 
= L L QC(X)pj;:2P-k) (u2, -2(x,u),x2)/lxI2(mH)-k + O(l/lxIP+1) 
c=o m=O 
~ ~ (~qj(X)Pt]'-'\u" -2(x, u), X2)) IlxI2'-k + O(l/lxl'+1) 
p+k 
= L Qc(x)/lxI 2C- k + O(l/lxIP+1). 
c=o 
The sums of products 
e 
~() '""" () (-2P-k)( 2 ( ) 2) Qe x = L.t qj x PC- j u ,-2 x, u ,x , o ::; g ::; p + k, 
j=O 
(3.38) 
(3.39) 
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can be computed simultaneously as homogeneous parts of the product 
[~qj()] [,% p,;;,,>+k (u', -2(, u), (. )')]. 
Hence they can be computed by a single FFT convolution in 0 ((p + k)n log(p + k)) opera-
tions. 
3.7 Conversion to a near field series 
The final step in the process of forming expansions for the FMM is to convert the far field 
series into a near field, or Taylor, series. At the implementation level, this step is almost 
identical to the first part of the translation of the far field series. 
Define two non-intersecting discs: 
Deval = {x : Ixl :::; r}, 
Dsrc = {x : Ix - ul :::; J(Br)2 - 7 2 }, 
Let p+k 
sp(x) = L Q£(y)/lyI2£-k, y = x - u =1= 0, 
£=0 
be a far field series, such as (3.17) or (3.32), of s(x) = I:t:l di cI> (x - ti) due to a cluster of 
centres {ti} located inside Dsrc . Then by Theorem 3.9, sp approximates s well on Deval. We 
wish find to a near field series that approximates sp, and thus s, on Deval. 
Proceeding in an identical fashion to Section 3.6.2, we see that we may calculate the 
polynomial Q such that 
in 0 ((p + k)n log(p + k)) operations. When translating the far field expansion to another far 
field expansion, we essentially convolved Q with the far field series for I . _ul-(2P+k). To get 
the near field, all we need do is convolve Q with the near field series for I . _ul-(2P+k). 
The next result gives an explicit expression for the Maclaurin series of cI> (. - u) = ((. -
u)2 + 7 2) k/2 together with an estimate of the error in approximation by truncating this series. 
Specialising to the case 7 = 0 in this lemma gives the Maclaurin series for I . _ul k . 
Lemma 3.15. Let k E Z be odd, and u E ffi11 \ {O} and 7 2:: O. For all x E ffi.n with 
Ixl < v'u2 + 7 2, 
00 
cI>(x - u) = ((x - u)2 + 72)k/2 = L p?) (x2, -2(u, x), u2 + 7 2)/ (J u2 + 72)U-k (3.40) 
£=0 
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where the polynomials p?) are defined in Equation (3.4). Moreover, 
q 
Tq (<1>(. - u)) (x) := L p?) (x2, -2(u, x), u2 + r2)f (vu2 + r 2)2£-k, (3.41) 
£=0 
is the Maclaurin polynomial of degree q of <1>(. - u). When Ixl < vu2 + r2 and q EN, 
if k > 0, 
(3.42) 
if k < o. 
Proof. Assume firstly that x i= O. Let a = x 2, b = -2(u, x) and c = u 2 + r2. Then 
where ik is the function that is defined in (3.5). Since a, c > 0, b2 ::; 4ac, and 1 = Izl < 
~ = v'u2 + r2 flxl, Lemma 3.4 may be applied with 1/ = q to yield Equations (3.40) and 
(3.42) when x i= o. The results for x = 0 follow by continuity. 
It remains to show that Tq (<1> (. - u)) is the Maclaurin polynomial of <1> (. - u). Observe 
from (3.4) that 
is either a homogeneous polynomial of exact degree £ in x, or is trivial. Hence, by Equation 
(3.42), Tq (<1>(- - u)) is a polynomial of total degree q in x such that 
The result follows since the only such polynomial is the Maclaurin polynomial. I 
3.8 Numerical results 
In this section we present numerical results generated by an initial, non-optimised, implemen-
tation of a hierarchical evaluator for generalised multiquadrics. Note that local expansions 
were not used in this code. 
The current implementation is based on a hierarchical subdivision of an initial box con-
taining all the centres using a binary tree of panels. Associated with a panel are the centres 
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N Direct Algorithm Ratio 
time time 
1,000 3.20 (-1) 1.30 (-1) 2.46 
2,000 1.312 (0) 3.30 (-1) 3.98 
4,000 5.358 (0) 7.91 ( -1) 6.77 
8,000 2.745 (1) 1.762 (0) 15.58 
16,000 1.098 (2) 3.665 (0) 29.96 
32,000 4.394 (2) 8.382 (0) 52.42 
Table 3.1: Results of numerical experiments with a generalised multiquadric fast evaluator. 
lying within it, a far field expansion, and a distance from the panel's midpoint at which the 
far field expansion approximates the influence of the panel to sufficient accuracy. Panels are 
divided generating children if they contain more than a critical number of centres. 
Pseudo code for recursive and non-recursive evaluators appropriate for use with such a 
binary tree evaluation structure is sketched in [9, pp. 8-11J. Nominally the discussion there 
is limited to an ]Rl, rather than ]Rn, setting but the generalisation is immediate. 
Table 3.1 above gives times in seconds on an Intel Celeron based machine for various 
evaluation tasks in ]R2. An entry of the form do.dld2d3(e) in the table with do, dl, d2, d3 
decimal digits represents the number do.d1d2d3 X lOe . In the numerical experiments the 
centres are uniformly distributed on [0, IF, the multiquadric parameter T is taken as l/VN, 
where N is the number of centres, and ¢ is the ordinary multiquadric ¢(r) = vr2 + T2. All 
the coefficients di were taken as 1 and the task was to evaluate the spline at the centres to 
with an infinity norm relative accuracy of 10-6 . The code used was structured as a general 
evaluator and the symmetry inherent in this matrix-vector product test problem was not 
exploited. 
It can be seen from the table that even this initial, non-optimised, implementation is 
substantially faster than direct evaluation. Thus the methods described here will allow use 
of multiquadric RBF's in much bigger problems than previously possible. We would expect 
even better performance as the code is developed to incorporate such features as conversion 
of far field to local expansions. 
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Input: A centre t E ]R2, the corresponding weight d, the generalised mul-
tiquadric parameters k and T, and the desired order of expansion p. 
Output: The coefficients G(.e, j) of the homogeneous numerator polynomi-
als in the expansion of this single centre. On output G(.e, j) is the coefficient 
of xi- j x~ in the homogeneous polynomial dGe of Equation (3.21). 
POLYNOMIALGENERATOR(t, d, k, T, p) 
G(O,O) = d, G(l,O) = -d * k * h, G(l, 1) = -d * k * t2 
for .e = 2 to p + k 
end 
a = Ae, b = Be * (It12 + T2) 
tmp = a * G(.e - 1,0) 
G(.e,O) = tmp * tl 
G(.e,l) = tmp * t2 
for j = 0 to .e - 2 
end 
tmp = b * G(.e - 2,j) 
G(.e,j) = G(.e,j) + tmp 
G(.e,j + 2) = tmp 
tmp = a * G(.e - 1, j + 1) 
G(.e,j + 1) = G(.e,j + 1) + tmp * tl 
G(.e,j + 2) = G(.e,j + 2) + tmp * t2 
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Algorithm 3.1: Code fragment to generate the numerator polynomial coefficients in the ex-
pansion of a generalised multiquadric in 2-dimensions. 
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Chapter 4 
Fitting a surface to a cloud of points 
In this chapter we outline an implicit surface approach to the problem of fitting a surface to 
a cloud of points. Our approach is based on interpolation with a polyharmonic radial basis 
function, followed by isosurface extraction. We demonstrate that the method is successful 
on objects of varying geometry, and that it can handle large clouds with in excess of 70,000 
points. The function used to implicitly define the surface is a Radial Basis Function (RBF) 
with at least one centre for each point in the input cloud. As was demonstrated in Chapter 1, 
techniques such as the Fast Multipole Method (FMM) are absolutely essential if problems of 
this size are to be tackled with RBFs. Some of the material in this chapter is also discussed 
in [6]. That paper contains a more comprehensive discussion of some of the computational 
issues. 
The problem considered in this chapter is 
Problem 4.1. Given n distinct points {(Xi,Yi,Zi)}f=l on a surface Min jRa, find a surface 
M' that is a reasonable approximation to M. 
What is "reasonable"? This has been left deliberately vague as there are many possible 
ways in which the solution to this problem may be used and each may define its own meaning 
of "reasonable." Furthermore the set of data points {(Xi, Yi, zi)}f=l controls how well M may 
be approximated. If all the data points come from the intersection of a sphere and the surface 
of a head, say, it may be perfectly valid to produce either surface as a solution. 
Problem 4.1 is motivated by the need to process the data that comes from any of the many 
3D range scanners that are currently available. They are capable of measuring the locations 
of tens or hundreds of thousands of points on the surface of an object. An example of one, the 
Polhemus FastS CA N, is shown in Figure 4.1. Problem 4.1 is neatly summarized in Figure 4.2: 
109 
110 CHAPTER 4. FITTING A SURFACE TO A CLOUD OF POINTS 
Figure 4.1: A Polhemus FastSCAN laser scanner is used to measure the locations ofthousands 
of points on the surface of an object. The computer is displaying a preview surface to show 
the operator what parts of the surface have been scanned. This preview surface can be used 
to estimate surface normals. (Picture courtesy. The Press.) 
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(a) Input: A cloud of points. (b) Output: A fitted surface. 
Figure 4.2: Graphical representation of Problem 4.1: From the cloud of points (Figure 4.2(a)) 
reproduce a resonable approximation to the orginal surface (Figure 4.2(b)). Images repro-
duced courtesy of Applied Research Associates NZ Ltd (see http://www.aranz.co.nz/) . 
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Figure 4.2(a) is a typical example of the input to the problem under consideration and the 
required output corresponding to this particular input data set is shown in Figure 4.2(b). 
The minimal output from these 3D scanners is a cloud of points. That is, a list of points 
in IR3 each of which is on the surface of interest. However, as shown in Figure 4.1, the output 
from the FastSCAN displayed on screen is quite clearly more than just a cloud of points; 
there is a reasonable representation of a surface. This particular surface is just a preview 
surface and is generated by using information from the order in which points are scanned. 
However, this preview surface has many deficiencies. In particular it is usually in several 
distinct overlapping pieces and that each of these pieces may be self intersecting in a non-
manifold way. So, while this preview surface is a reasonable approximation to the original 
surface for previewing the scanned data, it is not a reasonable approximation for many other 
applications. Despite this, there is still useful information to be obtained from this preview 
surface, in particular for each data point an estimate of the surface normal can be obtained. 
As shown below, these surface normals allow much better calculation of the surface. 
Because not all scanners give this normal information, we look to solve this surface fitting 
problem with and without the normal information. As will be seen, these two cases make 
very little difference to the bulk of the algorithm. 
4.1 Surface representation 
As the solution to Problem 4.1 is to be used by a computer, e.g., in an animation or with a 
CAD / CAM package, some consideration needs to be taken as to the form this surface should 
take. In computer graphics, there are two standard ways of representing a surface: implicit 
surfaces and parametric surfaces. 
Implicit surfaces 
An implicit surface is the zero set of a function of three variables, i. e., it is the solution set 
to an equation like 
f(x, y, z) = O. 
The function f that implicitly defines a surface is sometimes called an implicit function. 
A closed surface divides IR3 into three regions: the surface itself, a bounded region, called 
the inside or the interior, and an unbounded region called the outside or the exterior [23, 
XVII.2.4]. Thus a natural way to define a closed surface is in terms of its exterior and 
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interior. A function that does this is sometimes called a inside-outside function and takes 
one sign inside the surface and the other sign outside the surface. 
A particularly good choice for f is a signed distance function. If f is a signed distance 
function then the magnitude of f(x, y, z) is the distance from the point (x, y, z) to the nearest 
point on the surface. The sign of f(x, y, z) determines whether the point (x, y, z) is in the 
interior or the exterior of the surface. Note that the distance need not be Euclidean distance. 
The RBF interpolants that are computed below are approximations to a signed distance 
function. 
While it is possible, and in fact quite common, to ray trace an implicit surface (to obtain 
a picture of the surface) [16, Chp. 5], we have not yet investigated this possibility for the large 
RBF functions used below to implicity define surfaces. 
Parametric surfaces 
For an implicit function, it is easy to determine if a given point is on the surface. However, 
in general it is difficult to generate points on the surface. With parametric surfaces this is 
reversed: generating points on the surface is easy but determining if a given point is on the 
surface is, in general, difficult. 
Parametric surfaces in]R3 are given by three bivariate functions. Given a domain D S;;; ]R2, 
a parametric surface is 
{(x(s, t), y(s, t), z(s, t)) : (s, t) ED} . ( 4.1) 
As it is difficult to parameterize a general surface, a parametric surface is normally made up 
of patches, with each patch given by an expression of the form (4.1). 
A subset of parametric surfaces that are particular easy to render are the faceted surfaces. 
For a faceted surface each patch has a polygonal, often triangular or quadrilateral, boundary 
with linear or piecewise linear functions on each patch. When there are only triangular patches 
and linear functions then this is a triangulation of the surface. 
Isosurfacing: conversion from implicit to parametric 
An alternative to ray tracing for the display of implicit surfaces is to convert the surface 
into parametric form, particularly a faceted approximation to the surface. This is sometimes 
called isosurfacing since on the surface that is found the function that implicitly defines 
the surface is constant. The most popular technique for doing this conversion is probably 
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Marching Cubes [15, 44, 50]. Marching Tetrahedra [65] and Marching Triangles [36, 37, 38] 
are two other algorithms which perform this conversion. 
Marching Cubes 
Marching cubes was first introduced for isosurfacing medical data such as computed tomog-
raphy (CT), magnetic resonance (MR), and single photon emission computed tomography 
(SPECT) [44]. This data is in the form of a grid of scalar values and Marching Cubes is thus 
based on gridded representation of ffi.3. The surface intersects any voxel in the grid that has 
vertices that are differently signed. As there are only finitely many ways to triangulate a sur-
face based on how it intersects a cube, Marching Cubes exploits a lookup table to triangulate 
the surface and thus produce a faceted approximation to the isosurface. 
Marching cubes is easily applied to general implicit surfaces by evaluating the correspond-
ing function on ffi.3 at the points of an appropriate grid. A surface following algorithm can be 
used to ensure the function is only evaluated at the corners of voxels that intersect the surface. 
It should be clear that using a surface following technique is, in general, computationally more 
efficient than evaluating the function on the whole grid. However, if the function defines two 
or more separate surfaces then only one piece may be found by the surfacing following version 
while whole grid evaluation will find all surface pieces (to within the resolution ofthe grid). 
A variant on Marching Cubes is Marching Tetrahedra [65]. As the name suggests, the 
principal difference between the two is that each of the voxels in the Marching Tetrahedra 
is a tetrahedron. A tetrahedron has nicer triangulation properties than a cube as there are 
only two ways to triangulate an intersecting surface rather than 14. However the useability 
of Marching Tetrahedra is limited to those functions that can be evaluated on the tetrahedral 
mesh. Since a cube may be decomposed into a tetrahedra, Marching Tetrahedra may be used 
on density data such as that from a CT scan. However, this implementation is essentially 
the same as Marching Cubes as the tetrahedral decomposistion of the cube just allows for a 
way to triangulate a surface intersecting a cube. Since RBFs may be evaluated at arbitary 
locations, Marching Tetrahedra is well suited to finding the isosurface of an RBF. 
One pitfall of the Marching Cubes algorithm is the tendency it has to produce undesirable 
long skinny triangles. This is a result of how the voxels are triangulated. Marching Tetrahedra 
tends to produce a better surface in this respect than Marching Cubes does. 
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Marching Triangles 
Marching Triangles [37] is a very different isosurfacing method from the two described above. 
It is not at all voxel based but instead attempts to successively add triangles to the boundary 
of the current faceted approximation. The boundary of a faceted surface is the set of all the 
edges that are incident on only one face. 
Starting with an edge e, with vertices VI and V2, Marching Triangles attempts to find 
a new vertex Vnew such that the triangle (VI, V2, vnew ) is a "good" addition to the surface. 
"Good" means that the triangle is close to equilateral and that the integrity of the surface is 
maintained, e.g., each edge is incident on at most two faces and if any two faces intersect, it 
is only along an edge (these are the standard sort of conditions required by a triangulation of 
the plane). 
How is the Vnew found? First a projected vertex Vproj is chosen. This vertex is a fixed 
distance from the centre of e and in the same plane as the triangle incident on e. The new 
vertex, Vnew , is then the closest point on the surface to Vproj. Before (VI, V2, vnew ) is added to 
the surface, a check is made to ensure that it is a "good" triangle. If it is not, it is rejected. 
If (VI, V2, vnew ) is rej ected, Marching Triangles tries to add a new triangle by considering 
the three vertices that belong to two consecutive edges on the boundary of the surface. 
Once again a check is made to ensure that any triangle that is added to the surface doesn't 
compromise the integrity of the surface. 
Marching Triangles stops when there are no edges on the boundary (i. e., the surface is 
closed) or some other user defined stopping criteria has been reached, e.g., the boundary of 
the surface coincides with a user defined bounding box. Marching Triangles may also stop if 
it cannot add a triangle to any of the edges on the boundary. 
4.2 Solution via RBFs 
Our solution to Problem 4.1 is based on finding an RBF approximation to a signed distance 
function for the surface in question. Using a signed distance function to implicitly define a 
surface that interpolates a cloud of points is not a new idea. Hoppe et al. [40,39] use a distance 
function based on tangent plane estimation while Bajaj et al. [4, 5] use a piecewise polynomial 
for this function. Muraki [52] attempts to minimize a norm that measures how well a "Blobby 
Model" (zero set of a sum of Gaussians) approximates the point cloud. This method does not 
necessarily produce a surface that interpolates all of the data points. Bernardini et at. [14] and 
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Bolle & Vemuri [17] review a number of techniques for solving the surface fitting Problem 4.l. 
Turk & O'Brien [67] use a technique which is essentially the same as ours but for surface 
design rather than reconstruction. Another difference from Turk & O'Brien is our emphasis 
on handling large data sets. Fast evaluation and fitting methods for RBFs are prerequisites 
if an RBF based approach is to handle data sets of the size generated by laser scanners. Turk 
& O'Brien also extend the idea of using a implicit description of a surface via an RBF to 
morphing one surface into another [66]. 
The following is an outline of our basic algorithm . 
• Fit an RBF s to the data so that it in some sense represents the signed distance from 
the surface . 
• Obtain a faceted approximation of the surface {x E ]Rd : s(x) = O} by using an isosur-
facing technique 
For the second of these two tasks, standard isosurfacing techniques such as marching cubes 
and marching triangles, discussed above, are sufficient. It is preferable that the signed distance 
function produced in step one have negative sign inside the surface. This makes the gradient 
of the RBF point in the same direction as the surface normals rather than being anti-parallel 
to them. 
4.2.1 Implicit RBF interpolation 
As mentioned above, we wish to find an RBF which implicitly defines the surface of interest. 
Because the corresponding linear system is invertible, solving the interpolation problem to 
the data 
i = 1, ... ,n, 
where {(Xi, Yi, Zi)}i=l are the points in the input cloud, leads to the useless solution s = O. To 
avoid this problem, off-surface points are appended to the input data and are given non-zero 
values to interpolate to. This gives a more useful interpolation problem: Find s such that 
i = 1, ... ,n 
i = n+1, ... ,N 
(points on the surface), 
(points off the surface). 
This still leaves the problem of determining the off-surface points {(Xi, Yi, Zi)}~n+1 and the 
corresponding interpolation values di. 
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(a) Single interior point. (b) Bounding box points. 
(c) Using normal information. ( d) Effect of changing a normal. 
Figure 4.3: Different strategies for off-surface or off-curve points. In the top two figures, 
both the on-curve points (0) and the off-curve points (+) are used as centres for the RBF. 
In the lower two, only the off-curve points (+) are used as centres. In Figure 4.3(d), the 
normal corresponding to the left most point has been rotated through 900 from its position 
in Figure 4.3(c). 
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To demonstrate the various ways these off-surface points and interpolation values may be 
chosen, we lower the dimensions of the problem and look to fit a curve to a cloud of points 
in 2D. Three techniques for determining off-surface points are illustrated in Figure 4.3. In 
these examples the circles (0) designate the points in the original cloud and the crosses (+) 
designate the off-curve points that have been added. In each case it is just the off-curve points 
that have been changed. 
Interior off-surface points 
If points are known to be in the interior of the surface then they can be used as off-surface 
points with negative interpolation values. This is demonstrated in Figure 4.3(a) with a single 
off-surface interior point, (+). In general, for an arbitrary cloud of points we do not know 
where the interior of the surface is, making it difficult to find interior points. Choosing off-
surface points in this way points is more appropriate to surface design rather than surface 
reconstruction [67]. 
Bounding box points 
Exterior points are much easier to find than interior points. This is because the exterior of 
a surface is unbounded. If a simple surface such as a sphere or a rectangular box (cartesian 
product of intervals) encloses the cloud of points, then it is reasonable to expect that the 
exterior of the bounding surface is in the exterior of the surface defined by the cloud of points. 
Since a bounding box is easily calculated from the minimum and maximum coordinate values 
of the cloud of points, we normally use this bounding box to generate off-surface exterior 
points. Figure 4.3(b) illustrates this technique of our example 2D cloud of points. In this 
example eight points on the edges of a rectangle that bounds the cloud are used as off-
curve points. The interpolation values di are determined by measuring the distance from the 
particular off-surface point to a closest point in the cloud, i. e., 
di=min{dist(xi,Xj): j=l, ... ,n}, i = n+ 1, ... ,N, 
where dist(-,·) is some appropriate measure of distance, usually Euclidean distance. 
Exploiting surface normals 
The last two figures, Figures 4.3(c) and 4.3(d), are examples of using normal information 
to determine the off-surface points. Since the surface normals point away from the surface, 
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Figure 4.4: Projecting too far along a normal. 
moving in this direction from the data point leads to an off-surface point. In other words, 
if ni is the surface normal at a data point Pi = (Xi, Yi, Zi), then P + Wi can be used as 
an off-surface point. As the interpolant is to approximate a signed distance function, the 
corresponding interpolation value di is chosen as a multiple of E. The value of E is normally 
left as a user defined parameter. It must be large enough to overcome any noise in the data 
and small enough not to cross to the other side of the surface in concave regions, as illustrated 
in Figure 4.4. 
Experience has shown that it is better to replace a data point Pi with two off-surface 
points, one outside the surface P + Eni and one inside P -:- Wi. The interpolation values 
are then chosen to reflect whether the off-surface points are interior or exterior: di = E for 
exterior and di = -E for interior. This has been done in Figures 4.3(c) and 4.3(d). Note that 
no original data points (0) were used in the interpolation problem. Figure 4.3( d) shows the 
effect on the curve of rotating one of the estimated surface normals. 
4.3 Examples 
In this section we present some examples of how well this technique works on various data 
sets, Table 4.1. These examples are divided into two categories: synthetic surfaces and real 
world surfaces. The synthetic surfaces are various mathematically generated surfaces. and 
are designed to show specific aspects of the technique. The real world examples used range 
scanner data from actual objects. 
All data sets were fitted using biharmonic radial basis functions i.e., ¢(r) = r was used 
as the basic function. The fitting was done using an extension of the Domain Decomposition 
method of Beatson, Light & Billings [11]. Three isosurfacing programs were used to produce 
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(a) Marching Cubes output. (b) Marching Triangles output 
Figure 4.5: Marching Cubes versus Marching Triangles 
the faceted surfaces in this chapter 
• MCubes is an implementation of Marching Cubes. MCubes uses normal information to 
ensure the correct local convexity of the surface is obtained. One consequence of this 
is that as finer grids are taken, the surface area of the faceted surface tends to the true 
area of surface. 
• Saunter is an implementation of Marching Triangles. 
• FastSurf is an implementation of Marching Tetrahedra. 
4.3.1 Synthetic surfaces 
The first example is the sphere in Figure 4.5. In this example, as with the next couple of 
examples, a bounding box has been used to generate the off-surface points. This technique 
has no difficulty with simple shapes such as this. As with most of the examples in this chapter, 
the surfaces are displayed with the triangles and quadrilaterals which make up the faceted 
surface. This example clearly shows the difference between Marching Cubes and Marching 
Triangles. The sphere in Figure 4.5(a) has been faceted by Marching Cubes and the long 
skinny triangles typical of this method are quite evident. The triangles in Figure 4.5(b), 
produced by Marching Triangles, are, by contrast, more regular in shape. 
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(a) Torus (b) A nice join between two 
cylinders 
Figure 4.6: Aspects of implicit surfaces of RBFs. 
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Figure 4.7: A eSG object made up of two cylinders and a cube with a sphere removed from 
its centre. 
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(a) Using a bounding box. (b) Using surface normals. 
Figure 4.8: Bounding box versus normals 
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More complicated surfaces are shown in Figure 4.6. The torus in Figure 4.6(a) shows the 
ability of our technique to handle objects with holes. Figure 4.6(b) shows a surface produced 
by two cylinders intersecting at right angles. There is clearly a smooth transition from one 
cylinder to the other. As evidenced by Figure 4.7, complicated surfaces are handled with 
ease, showing no difficulty in the transition between fiat and curved parts of the surface. 
While the bounding box technique works quite well for releativily simple objects, it fails 
on more complicated objects. Figure 4.8(a) shows a typical situation where bounding box 
points fail to produce a satisfactory surface. The blob in the centre of the helix is an artefact 
of the method; all of the data points lie on the surface of the helix. This sort of artefact tends 
to occur when there are large regions exterior to the surface but inside the cloud of data 
points and hence the bounding box. Figure 4.8(b) shows the corresponding surface produced 
using normals to generate off surface points. 
4.3.2 Real world surfaces 
This subsection presents a number of surfaces generated from range scanning of real world 
objects. In the first two examples, Figure 4.9 and 4.10, the scan information is incomplete. 
Data is missing from the inside of the fingers in Figure 4.9(a) and from parts of the handle 
in Figure 4.1O(a). These two figures show the preview surfaces produced by the FastSCAN 
after some post-processing. While the fingers in Figure 4.9(b) have been reproduced quite 
well despite the absence of data, the handle in Figure 4.10(b) has a protrusion that is not 
part of the original surface. Both of these examples were fitted using bounding box off-surface 
points. 
The remaining examples, Figures 4.11-4.17 show that the technique works well for a 
variety of surfaces, both biological and artificial. Note that sharp edges tend to be rounded 
off, especially in the distributor cap, Figure 4.12 and the engine part Figure 4.15. 
The final example of a dragon, Figure 4.17, shows the result of applying the method to a 
very large data set of 437,645 points. To process this data every third point was replaced by 
a pair of normal based off-surface points, i.e., there were 568,938 nodes in the interpolation 
problem. An RBF was fitted to this data using a reduction technique resulting in an RBF 
with 72,461 centres. Fitting and evaluating such a function is computationally very expensive. 
It is not possible on any but the most well-endowed computers without using the fast methods 
that have been described in this thesis. 
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( a) Original scan of a hand. (b) Fitted surface. 
Figure 4.9: Filling in gaps: Hand. 
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(a) Original scan of a cup. 
(b) Fitted surface. 
Figure 4.10: Filling in gaps: Cup. 
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(a) Marching Cubes output 
(b) Marching Triangles output. 
Figure 4.11: Femur 
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Figure 4.12: Distributor cap 
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Figure 4.13: Golf club 
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Figure Original Isosurfacera Final Surface Sourceb 
Data Points I Facets 
Hand 4.9 13,340 MCubes 2,456 3,035 ARA 
Cup 4.10 7,193 MCubes 15,550 19,234 ARA 
Femur 4.11(a) 2,385 MCubes 1,848 2,266 ARA 
4.11(b) 2,385 Saunter 1,563 3,121 ARA 
Distributor cap 4.12 12,745 MCubes 6,667 7,370 UWash 
Golf club 4.13 16,864 MCubes 6,022 7,303 UWash 
Teapot 4.14 26,103 Saunter 8,753 17,497 UWash 
Engine part 4.15 30,937 MCubes 22,612 24,709 UWash 
Scapula 4.16 25,183 FastSurf 4,928 9,852 ARA 
Dragon 4.17 437,645 FastSurf Stanford 
aMCubes = Marching Cubes, Saunter = Marching Triangles, FastSurf = Marching Tetrahedra. 
b ARA = Applied Research Associates NZ Ltd., http://www.aranz.co.nz/. 
UWash = Computer Graphics Group, University of Washington, 
http://www.cs.washington.edu/research/graphics/, 
Stanford = Stanford University Computer Graphics Laboratory, 
http://www-graphics.stanford.edu/data/3Dscanrep/. 
Table 4.1: Summary of scanned data 
Figure 4.14: Teapot 
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Chapter 5 
Summary and further work 
Radial Basis Functions are well suited to solving interpolation problems to scattered data. 
However, for real world applications, data sets can be expected to be very large, e.g., the 
dragon example in Chapter 4 has in excess of 70,000 data points. With one term for every data 
point, the RBF solutions to these problems are correspondingly large, making direct fitting 
and evaluation of such RBFs computationally intensive. However, the Fast Multipole Method 
may be applied to reduce this cost. Before the FMM may be applied, a range of analytical 
results are required for the corresponding basic function. These results have been developed 
for polyharmonic RBFs in 4 dimensions (Chp. 2) and multiquadrics in arbitrary dimensions 
(Chp. 3). It is possible that tighter error bounds may be achieved for the multiquadric by 
using a basis which is more appropriate than the monomial basis for the expansions, e.g., the 
inner functions used for the polyharmonic expansions. 
The technique discussed in Chapter 4 for fitting surfaces to point clouds has been shown 
by example to work well, even on large data sets. Biharmonic RBFs were used in these 
examples because they have proven to be good interpolants for other applications. The 
"niceness" of biharmonic interpolation is due in part to their characterization as minimum 
energy interpolants. However, the semi-inner product used in this characterization is probably 
less than optimal and even better results may be possible with a more appropriate norm. 
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Appendix A 
A table of inner and outer functions 
To = [ 1 ] 
T
j 
= [ :w : 1 
zw 
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w2 -wz Z2 
Z3 Z2 W ZW 2 W 3 
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