Introduction
The theory of fractional differential equations has been emerging as an important area of investigation in recent years. Let us mention that this theory has many applications in describing numerous events and problems of the real world. For example, fractional differential equations are often applicable in engineering, physics, chemistry, and biology. See Applied problems require definitions of fractional derivatives allowing the utilization of physically interpretable initial conditions, which contain y 0 , y 0 , and so forth. the same requirements of boundary conditions. Caputo's fractional derivative satisfies these demands. For more details on the geometric and physical interpretation for fractional derivatives of both the Riemann-Liouville and Caputo types, see 18, 19 . In this paper we investigate the existence of solutions for boundary value problems with fractional order differential equations and nonlinear integral conditions of the form where c D r , 1 < r ≤ 2 is the Caputo fractional derivative, f, g, and h : J × E → E are given functions satisfying some assumptions that will be specified later, and E is a Banach space with norm · .
Boundary value problems with integral boundary conditions constitute a very interesting and important class of problems. They include two, three, multipoint, and nonlocal boundary value problems as special cases. Integral boundary conditions are often encountered in various applications; it is worthwhile mentioning the applications of those conditions in the study of population dynamics 20 and cellular systems 21 .
Moreover, boundary value problems with integral boundary conditions have been studied by a number of authors such as, for instance, Arara 
Preliminaries
In this section, we present some definitions and auxiliary results which will be needed in the sequel.
Denote by C J, E the Banach space of continuous functions J → E, with the usual supremum norm
2.1
Let L 1 J, E be the Banach space of measurable functions y : J → E which are Bochner integrable, equipped with the norm
Let L ∞ J, E be the Banach space of measurable functions y : J → E which are bounded, equipped with the norm
2.3
Let AC 1 J, E be the space of functions y : J → E, whose first derivative is absolutely continuous.
Moreover, for a given set V of functions v : J → E let us denote by
Now let us recall some fundamental facts of the notion of Kuratowski measure of noncompactness.
Definition 2.1 see 27 . Let E be a Banach space and Ω E the bounded subsets of E. The Kuratowski measure of noncompactness is the map α :
Properties
The Kuratowski measure of noncompactness satisfies some properties for more details see 27 .
e α cB |c|α B ; c ∈ R.
Here B and coB denote the closure and the convex hull of the bounded set B, respectively. For completeness we recall the definition of Caputo derivative of fractional order. 
Here δ is the delta function. 
2.8
Here n r 1 and r denotes the integer part of r.
Definition 2.4. A map f : J × E → E is said to be Carathéodory if i t → f t, u is measurable for each u ∈ E;
ii u → f t, u is continuous for almost each t ∈ J.
For our purpose we will only need the following fixed point theorem and the important Lemma.
Theorem 2.5 see 31, 33 . Let D be a bounded, closed and convex subset of a Banach space such that 0 ∈ D, and let N be a continuous mapping of D into itself. If the implication
holds for every subset V of D, then N has a fixed point. 
Lemma 2.6 see 32 . Let D be a bounded, closed, and convex subset of the Banach space C J, E , G a continuous function on J × J, and a function f : J × E → E satisfies the Carathéodory conditions, and there exists p ∈ L 1 J, R such that for each t ∈ J and each bounded set B ⊂ E one has
lim k → 0 α f J t,k × B ≤ p t α B ;with P t T 1 − t T 2 T 0 ρ 1 s ds t 1 T 2 T 0 ρ 2 s ds, 3.3 G t, s ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ t − s r−1 Γ r − 1 t T − s r−1 T 2 Γ r − 1 t T − s r−2 T 2 Γ r − 1 , 0 ≤ s ≤ t, − 1 t T − s r−1 T 2 Γ r − 1 t T − s r−2 T 2 Γ r − 1 , t≤ s ≤ T,
3.4
if and only if y is a solution of the fractional boundary value problem 3.1 .
Remark 3.3. It is clear that the function t →
T 0 |G t, s |ds is continuous on J, and hence is bounded. Let
3.5
Boundary Value Problems
For the forthcoming analysis, we introduce the following assumptions H1 The functions f, g, h : J × E → E satisfy the Carathéodory conditions. H2 There exist p f , p g , p h ∈ L ∞ J, R , such that f t, y ≤ p f t y for a.e. t ∈ J and each y ∈ E, g t, y ≤ p g t y , for a.e. t ∈ J and each y ∈ E, h t, y ≤ p h t y , for a.e. t ∈ J and each y ∈ E.
3.6
H3 For almost each t ∈ J and each bounded set B ⊂ E we have
3.7
Theorem 3.4. Assume that assumptions H1 -H3 hold. If
then the boundary value problem 1.1 has at least one solution.
Proof. We transform the problem 1.1 into a fixed point problem by defining an operator N : C J, E → C J, E as
where
and the function G t, s is given by 3.4 . Clearly, the fixed points of the operator N are solution of the problem 1.1 . Let R > 0 and consider the set
Clearly, the subset D R is closed, bounded, and convex. We will show that N satisfies the assumptions of Theorem 2.5. The proof will be given in three steps.
Step 1. N is continuous. Let {y n } be a sequence such that y n → y in C J, E . Then, for each t ∈ J, 
3.12
Let ρ > 0 be such that
By H2 we have
3.14
Since f, g, and h are Carathéodory functions, the Lebesgue dominated convergence theorem implies that N y n − N y ∞ −→ 0 as n −→ ∞.
3.15
Step 2. N maps D R into itself. For each y ∈ D R , by H2 and 3.8 we have for each t ∈ J
3.16
Step 3. N D R is bounded and equicontinuous. By
Step 2, it is obvious that N D R ⊂ C J, E is bounded. Condition 3.8 is satisfied with T 1. Indeed
which is satisfied for each r ∈ 1, 2 . Then by Theorem 3.4 the problem 4.1 has a solution on 0, 1 .
