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Desde el principio de los tiempos, la humanidad ha estado tratando de encontrar una 
manera fiable de saber dónde estaban y de cómo ir a los sitios. Los marineros 
determinaban la latitud en el polo norte usando la estrella polar, pero su problemática 
surgió a la hora de conocer la latitud en el polo sur y la longitud. Fue entonces cuando 
optaron por guiarse a través de los astros con el uso del astrolabio y posteriormente 
sextante (ver Figura 1 y 2), pero esto les obligaba a tener conocimiento de la hora que 
era en el momento de la observación. Hasta finales del siglo XVIII no se desarrolló el 
cronómetro marino que permitió una medida temporal de precisión en la navegación 
marítima.  
Con el tiempo surgieron sistemas más avanzados hasta llegar al que hoy en día 
empleamos: el GPS (Global Positioning System). El GPS fue fruto de la unión del avance 
de los dispositivos extremadamente precisos para medir el tiempo y del progreso en la 
tecnología espacial. 
La medida del tiempo con precisión es importante, ya que, el GPS depende del tiempo 
que toman las señales de los satélites en llegar a los receptores en la Tierra para 
determinar la posición, y éste debe de ser extremadamente pequeño. El primer reloj 
atómico fiable fue construido en 1955 en Gran Bretaña. 













La navegación por satélite se desarrolló al mismo tiempo que los inicios de la era 
espacial. Los soviéticos lanzaron en 1957 el Sputnik, el primer satélite en órbita 
terrestre. En Baltimore (EE.UU.) se dieron cuenta de que gracias a ellos sabían su 
posición exacta, pero también podían conocer la posición exacta del satélite midiendo 
el corrimiento en la señal (efecto Doppler) de radio transmitida por el Sputnik. Poco 
tiempo después descubrieron que si se puede saber con certeza la posición del satélite 
en la órbita también se puede saber con certeza la posición de los observadores en la 
superficie terrestre. 
El sistema “Transit” fue desarrollado por la Marina Estadounidense en el 1965 para 
tener un sistema de navegación fiable para los submarinos, que podían mantenerse 
sumergidos durante largos periodos de tiempo. Este primer sistema estaba constituido 
por seis satélites en órbitas polares. Con este sistema la posición era determinada en 
dos dimensiones, con una precisión de 25 metros y en un tiempo de 6 a 10 minutos. 
Varias ramas de las fuerzas armadas trabajaban es sus propias versiones de navegación 
por satélite durante la década de los 60. El Departamento de Defensa ordenó a las 
diferentes ramas en el 1973 que cooperaran en el desarrollo de un sistema unificado. 
De aquí resultó el Sistema de Posicionamiento Global “Navstar”, que dependía de 
Figura 2: Sextante. Imagen obtenida de [2] 
 
Figura 1: Astrolabio. Imagen obtenida de [1] 




satélites que llevaban relojes atómicos a bordo. 
En 1978 fue lanzado el primer satélite GPS. En el 1989 una segunda generación de 
satélites, los del bloque II, fue puesta en servicio. Sin embargo no fue hasta 1995 
cuando el sistema alcanzó una capacidad de plena operatividad. 
En 1983, un avión de pasajeros coreano que debido a errores de navegación había 
entrado en espacio aéreo ruso fue derribado por los soviéticos. Después de este 
suceso el presidente Ronald Reagan declaró el sistema GPS disponible para usos 
civiles, pero limitando la precisión de posicionamiento para usos no militares con 
errores de cronometraje. Durante la guerra del Golfo Pérsico (1991) los militares 
tuvieron que usar sistemas de posicionamiento civiles porque no tenían suficiente con 
los sistemas de posicionamiento receptores de uso militar, por lo que tuvieron que 
eliminar temporalmente el error de cronometraje introducido para el uso civil, y no fue 
hasta el año 2000 que no fue eliminado permanentemente. De todas formas todavía 
se pueden introducir errores en algunas extensiones geográficas limitadas. 
En diciembre del 2010 había 30 satélites en órbita. En los últimos años se han estado 
sustituyendo los antiguos satélites de primera generación por nuevos satélites de 
tercera generación, y ampliando la cobertura para mejorar la precisión del servicio.  
En la actualidad los sistemas de posicionamiento por GPS son muy comunes y están 
muy extendidos. Muchos Smartphones disponen de navegación GPS y los navegadores 
para automóvil son baratos y sencillos de utilizar. Todos estos dispositivos hacen uso 
de un mapa sobre el cual muestran la ruta que el usuario debe seguir, usualmente 
dibujando una línea coloreada por las calles que comprenden la ruta. 
El Campus Nord de la Universitat Politècnica de Catalunya está dispuesto 
ortogonalmente, en una cuadrícula donde todas las calles son paralelas y los cruces 
perpendiculares. Estas calles no figuran en el trazado urbano, no tienen nombres ni 
números y tampoco figuran como calles en ningún mapa, por lo tanto ningún 
navegador sabe dar indicaciones dentro del Campus. Esta es la problemática que 
ARNavigator pretende solucionar. 
ARNavigator se presenta como una aplicación para iPhone con iOS 3.0 o superior. 




Utiliza la cámara trasera para capturar imagen de vídeo que muestra por pantalla, y 
superpuesta a este vídeo, la aplicación muestra toda la información de navegación. 
Contiene información de todo el campus y sus puntos de interés para poder guiar de la 
manera más cómoda y eficiente posible. Además, gracias al sistema de 
posicionamiento de iOS si se pierde la señal GPS la aplicación puede hacer uso del 
posicionamiento mediante celdas de red 3G y redes WiFi, de una precisión menor. 
 
1.1. Breve historia de los Smartphones 
 
Smartphone es un término que se emplea para denominar a los teléfonos móviles que 
incorporan características propias de un ordenador personal. 
Fue a partir de que Apple lanzara su primer iPhone en 2007, que los smartphones se 
popularizaron. Sin embargo desde mucho antes ya había terminales de este tipo. A 
continuación nombraremos los más importantes. 
El primero de ellos fue comercializado a partir del 1993 por IBM, el llamado Simon (ver 
Figura 3). Este teléfono incorporaba servicios de voz y datos. Contaba con una pantalla 
táctil para marcar los números y un teclado QWERTY. Su precio era de 900 dólares en 
1993, pese a ser caro, éste no era el único inconveniente, sino que también era muy 
grande y pesado. 
En 1996 salió al mercado la Palm Pilot (ver Figura 4), que no era propiamente un 
Smartphone pero ayudó a popularizar el uso de los dispositivos portátiles gracias a que 
permitía que los datos se pudieran llevar de un lugar a otro.  
Nokia sacó el 9110 Communicator (ver Figura 5) en 1998, con un diseño más similar a 
los de hoy en día. Su pantalla no era en color y tampoco se podía navegar por Internet, 
pero tenía un teclado QWERTY deslizable. 
En el 2002 el mundo de los Smatphones dio un avance bastante importante con la 
llegada de la BlackBerry 5810 (ver Figura 6) por su capacidad de revisar correos  













electrónicos y navegar por Internet. El gran fallo de este dispositivo era el tener que 
hacer uso de unos auriculares para hablar por teléfono debido a que no tenía 
altavoces. En el 2004 con la BlackBerry 6210 ya no era necesario utilizar auriculares. 
Un año más tarde salió la Palm Treo 600 (ver Figura 7). Su particularidad fue que era  
capaz de soportar redes GSM y CDMA. 
El Smartphone que revolucionó el mercado fue el iPhone (ver Figura 8) de Apple que 
salió al mercado en 2007 con su revolucionario sistema iOS1 que ofrecía la mejor 
experiencia en internet hasta el momento, gracias a su pantalla táctil de gran precisión 
y sensibilidad incluyendo el reconocimiento de gestos multitáctiles. Apple ha ido 
sacando versiones posteriores a ésta, mejorando su sistema operativo y su terminal, 
como el iPhone 3G, más rápido con conectividad 3G. A su vez, lanzó iOS 2.0 que ofrecía 
la tienda de aplicaciones App Store, una calculadora científica y un soporte para 
aplicaciones externas. Después con el iPhone 3GS añadieron un receptor GPS, brújula, 
mejoraron la cámara, también fue lanzado iOS 3.0 con las siguientes mejoras: 
mensajería multimedia (MMS), grabadora de voz y notificaciones de correo por push2. 
                                                     
1
  iOS es el Sistema Operativo para dispositivos móviles de Apple. 
2
 Tecnología Push, o servidor push, describe un estilo de comunicaciones sobre Internet donde la 
petición de una transacción se origina en el servidor. Por el contrario, con la Tecnología Pull la petición 
es originada en el cliente. [11]
 
Figura 3: Simon. Imagen 
obtenida de [3] 
Figura 4: Palm Pilot. 
Imagen obtenida de [4] 
Figura 5: 9110 Comunicator. 
Imagen obtenida de [5] 
Figura 6: BlackBerry 
5810. Imagen obtenida 
de [6] 
Figura 7: Palm Treo 600. 
Imagen obtenida de [7] 
Figura 8: iPhone. 
Imagen obtenida de 
[8] 
Figura 9: Motorola Droid. 
Imagen obtenida de [9] 
Figura 10: HTC EVO 
4G. Imagen obtenida 
de [10] 




En 2010 salió el iPhone 4 con un cambio radical de diseño, mucho más potente, incluía 
Wi-Fi N, una revolucionaria pantalla llamada Retina Display con una resolución 
insólitamente alta e incorporando una cámara frontal para vídeo llamadas. Como de 
costumbre, fue lanzada una nueva versión de iOS, iOS 4.0. Esta nueva versión 
incorpora FaceTime, que mediante Internet permite realizar una vídeo llamada 
gratuita a otro iPhone 4 o un ordenador con Mac OS X, también se convierte en un 
sistema multitarea y permite crear carpetas para organizar las aplicaciones. 
Con el Droid (ver Figura 9) de Motorola en 2009, la plataforma Android, que aunque ya 
existía, recibió un gran empujón llegando al gran público. 
En 2010 se lanzó el EVO 4G (ver Figura 10), de HTC, que permitía conectarse a una red 
inalámbrica de datos más rápida (WiMAX). Este equipo busca el máximo potencial en 
este tipo de conectividad. 
 
1.2. Realidad aumentada 
 
La realidad aumentada (RA) es una técnica  que combina a  la vez el tiempo real con los 
datos generados virtualmente, cosa que lo diferencia de la realidad virtual, que aísla la 
realidad y es solamente virtual. 
La realidad aumentada se basa en la inclusión de información virtual sobre el mundo 
real. Con esta técnica somos capaces de percibir una realidad “aumentada”, en el 
sentido de que somos capaces de percibir mucho más de lo que veríamos si lo 
mirásemos simplemente a ojo desnudo. Este aumento en la percepción de la realidad 
no tiene porqué ser sólo visual, a pesar de que todos los avances en este campo están 
dirigidos al sentido de la vista por ser nuestro principal sentido perceptivo. Un 
aumento en la percepción podría ser auditivo, olfativo o táctil. 
 
 










         
 
Los orígenes de la realidad aumentada tienen relación con las lecturas de códigos de 
barras. Un código de barras contiene una cierta cantidad de información determinada 
por el número de barras que contiene, la información está contenida en el grosor de 
cada barra. Cuando este formato resultó insuficiente, se crearon los códigos 
bidimensionales (ver Figura 11). Al pasar de un método de codificación lineal (1d) a 
uno con dos dimensiones, se puede almacenar mucha más información que un código 
de barras, en un espacio más reducido. 
La realidad aumentada nace mostrando esta información adicional leída de un código 
bidimensional sobre una grabación de vídeo. Desde este origen la realidad aumentada 
ha crecido enormemente en usos y aplicaciones, siendo su función original una más 
entre las muchísimas opciones que ofrece. 
La historia de la realidad aumentada ha ido de la mano de la realidad virtual. A 
continuación mencionamos los hechos más importantes que han marcado el 
desarrollo de esta tecnología. 
1950: Morton Heilig, director de fotografía, escribió sobre cómo el cine podría ir 
acompañado de manera efectiva de los sentidos. Lo llamó “Cine de Experiencia”. 
1962: Morton Heilig creó un prototipo llamado Sensorama que aumentaba la 
experiencia del espectador a través de sus sentidos (vista, olfato, tacto y oído). 
Figura 12: Logo de Realidad Aumentada. 
Imagen obtenida de [13] 
Figura 11: Código Bidimensional. Imagen 
obtenida de [12] 




1968: Ivan Sutherland construyó el primer visor montado en la cabeza o Head 
Mounted Display  (HMD). En cuanto a términos de interfaz de usuario y realismo era 
un sistema muy primitivo. El HMD que se utilizaba era tan grande que debía colgarse 
del techo, y los gráficos que hacían del ambiente virtual eran simples “modelos de 
alambres”. 
1975: Myron Krueger creó Vídeoplace que permitió a los usuarios por primera vez 
interactuar con los objetos virtuales. 
1989: Jaron Lanier popularizó el término realidad virtual, y su compañía creó los 
primeros guantes y anteojos de realidad virtual. 
1992: Tom Caudell introdujo el término de realidad aumentada. 
1992: Steven Feiner, Blair Maclntyre y Doree Seligmann crean el prototipo KARMA que 
es la primera utilización importante de un sistema de realidad aumentada. 
1999: Hirokazu Kato desarrolla ARToolKit en el HitLab. 
2000: Bruce H. Thomas desarrolla ARQuake, que fue el primer juego con dispositivos 
móviles de realidad aumentada que se jugaba al aire libre. 
2008: AR Wikitude Guía sale a la venta con el teléfono Android G1. 
2009: AR Toolkit es portado a Adobe Flash (FLARToolkit) por Saqoosha, esto fue lo que 
llevó al navegador Web la realidad aumentada. 
2009: Se crea el logo oficial de la realidad aumentada, para poder estandarizar la 
identificación de la tecnología aplicada en cualquier soporte (ver Figura 12). 
              
El funcionamiento de la realidad aumentada se basa en la interacción de tres 
componentes. 
1. Un objeto real con alguna marca de referencia, que haga posible la 
interpretación y la creación del objeto virtual. 
2. Dispositivo o cámara capaz de transmitir la imagen  del objeto real. 




3. Un software capaz de interpretar la señal transmitida por el dispositivo o la 
cámara. 
El software interpreta las marcas de referencia grabadas junto a la imagen real y 
muestra la información adicional sobreimpresa en la captura de la imagen real. 
 
1.2.1. Ejemplos de otras aplicaciones 
 
El campo de la realidad aumentada ofrece la posibilidad de implantarlo en infinidad de 
aplicaciones, que se pueden usar en el día a día. 
 
Entretenimiento 
La realidad aumentada está presente en el mundo de los videojuegos. Por ejemplo, los 
juegos FPS3 muestran indicadores como pueden ser la munición restante o la salud. Se 
podría considerar un tipo de “realidad aumentada” que muestra al personaje algo que 
no está viendo realmente.  
También existe la posibilidad de jugar con elementos virtuales dentro del mundo real. 
Uno de los primeros ejemplos es el ARQuake Project, que es un prototipo de proyecto 
en el que es posible jugar al videojuego Quake4 en exteriores, luchando contra tus 
enemigos virtualmente. No existe un escenario predefinido, el juego se desarrolla 
utilizando las imágenes captadas del mundo real. 
Un ejemplo de proyecto español en este sentido es el juego Invizimals para Sony PSP y 
Nintendo DS. Es un juego de éxito a nivel mundial que utiliza unas tarjetas que la 
cámara de la videoconsola interpreta para mostrar criaturas fantásticas con las que 
poder interactuar (ver Figura 13). 
                                                     
3
 FPS son las siglas de First Person Shooter, que designa una categoría de juegos donde la vista de juego 
es en primera persona, normalmente de ambientación bélica y ambientada en cualquier época que 
pueda disponer de armas de proyectiles. 
4
 Quake fue el primer juego FPS en 3D, creado por IDSoftware. Fue un gran éxito y sentó las bases de los 
FPS actuales. 










Turismo y Arquitectura 
Empleando la cámara del teléfono móvil y enfocando hacia un punto de la ciudad, 
podemos conseguir información sobre los restaurantes, comercios, transporte... 
También podemos ver el escenario tal como era hace tiempo o como será un edificio 
que se construirá dentro de poco. 
 
Prospección 
La realidad aumentada se emplea en el campo de la geología e hidrología para mostrar 
las características del terreno. Se obtiene una imagen del terreno y se sobreimprime 
toda la información sobre las características del terreno obteniendo una imagen 
mucho más completa. 
 
Cirugía 
En las operaciones, por ejemplo, permite superponer datos visuales que no se 
perciben a simple vista, como son las termografías, y así poder facilitar el trabajo de los 
médicos y reducir el impacto de la cirugía (ver Figura 14). 
 
 
Figura 13: Captura del juego Invizimals. 
Imagen obtenida de [14] 











Dispositivos de navegación 
La eficacia de los dispositivos de navegación se puede complementar con la realidad 
aumentada. Los proyectos actuales sobreimprimen en la luna delantera del vehículo 
una ruta que coincide sobre la carretera desde el punto de vista del conductor, 
haciendo que éste vea la carretera que debe seguir resaltada (ver Figura 15).  También 
se están empezando a integrar de forma comercial (Audi y Mercedes Benz) 
proyectores que muestran sobre la luna todos los datos del cuadro de instrumentos.  
 
1.3. Patrones de diseño 
 
Un patrón de diseño es una solución a un problema de diseño. Para que una solución 
sea considerada un patrón, debe poseer ciertas características. Una de ellas es que 
debe haber comprobado su efectividad resolviendo problemas similares en ocasiones 
anteriores. Otra es que debe ser reutilizable, lo que significa que es aplicable a 
diferentes problemas de diseño en distintas circunstancias. 
En el desarrollo de aplicaciones para iOS existe un patrón que determina la forma de 
programar. La determina hasta tal punto que las herramientas de trabajo están 
desarrolladas especialmente para utilizar dicho patrón. Este patrón es MVC y ha 
influenciado de manera tan profunda el desarrollo del proyecto que hemos creído 
Figura 14: Cirugía asistida por AR. Imagen obtenida de 
[15] 
Figura 15: Navegación asistida por AR. 
Imagen obtenida de [16] 










necesario realizar una breve introducción a este patrón y sus características. 
Modelo Vista Controlador (MVC) es uno de los patrones de diseño más antiguo y 
utilizado satisfactoriamente en el diseño de software. Fue introducido por primera vez 
con el lenguaje de programación Smalltalk en la década de 1970. Es un patrón de alto 
nivel para la organización de grandes grupos de objetos cooperantes en distintos 
subsistemas: el Modelo, la Vista y el Controlador (ver Figura 16). En particular, MVC 
define la estructura general de los frameworks de Cocoa. 
Para entender el papel que juegan los subsistemas en el patrón MVC, es útil analizar 
las capacidades y el comportamiento de las aplicaciones más comunes. La mayoría de 
aplicaciones almacenan información, obtienen información, presentan la información 
al usuario, y permiten al usuario editar o manipular dicha información. En una 
aplicación creada en un lenguaje orientado a objetos, la información no son sólo bytes; 
la información se encapsula en objetos, junto con los métodos para el uso de esta 
información. Cada objeto dentro de su aplicación debe ajustarse exactamente a uno 
de los siguientes subsistemas: 
 Modelo. El subsistema de modelo se compone de los objetos que proporcionan 
las capacidades de representación (y a veces almacenamiento) de la 
información de una aplicación. El modelo contiene todas las reglas para el 
procesamiento de datos de la aplicación. Es muy importante que el subsistema 
modelo sea capaz de mantenerse independiente sin mantener dependencias ni 
relaciones demasiado fuertes con los subsistemas vista y controlador. 
 
Figura 16: Esquema MVC Figura 17: El subsistema Controlador desacopla la 
Vista y el Modelo. Imagen basada en [18] 




 Vista. El subsistema vista presenta la información obtenida del modelo y 
proporciona una forma para que los usuarios puedan interactuar con ella. La 
clave para entender las vistas es comprender que hay siempre una multitud de 
vistas. Por ejemplo, puede haber una vista interfaz gráfica de usuario, una vista 
de impresión, una vista de línea de comandos y una vista basada en la Web que 
interactúan con el mismo modelo. 
 
 Controlador. El propósito del controlador es separar el modelo de las vistas. La 
interacción del usuario con la vista tiene como resultado una serie de 
peticiones realizadas al subsistema controlador, que a su vez puede solicitar 
cambios en la información almacenada en el modelo. El controlador también se 
encarga de la conversión de datos y el formato para la presentación al usuario. 
Por ejemplo, un modelo puede almacenar datos en metros, pero en base a las 
preferencias del usuario, el controlador puede convertir los datos a cualquier 
unidad de medida necesaria. Un modelo puede almacenar objetos en una 
colección desordenada, pero el controlador de clase puede ordenar los objetos 
antes de proporcionárselos a una vista para la presentación a un usuario.  
El propósito principal de MVC es desacoplar el subsistema modelo de las vistas para 
que cada uno pueda ser modificado de forma independiente. El subsistema 
controlador permite esta disociación (ver Figura 17). En una secuencia típica de 
operaciones, el usuario interactúa con un control deslizante o algún objeto de otra 
interfaz. El control deslizante envía un mensaje para alertar a un objeto de controlador 
sobre el cambio en el valor del deslizador como se indica en el paso 1 en la Figura 17. 
En el paso 2, el controlador identifica los objetos del modelo que deben ser 
actualizados en base al nuevo valor. El controlador envía mensajes a los objetos del 
modelo para solicitar las actualizaciones. En el paso 3, los objetos del modelo 
reaccionan a los mensajes y se actualizan.  
Los objetos del modelo podrían limitar los valores actualizados para mantenerse 
dentro de los límites definidos por la aplicación o realizar otras validaciones. La lógica 
de la aplicación se aplica a los valores actualizados. Además, otros objetos del modelo 
pueden ser actualizados como un efecto secundario. Una vez completado, el modelo 




notifica al controlador que ha cambiado. Por último, en el paso 4, el controlador envía 
mensajes a los objetos de la vista de modo que reflejen los cambios que han sido 
efectuados en el modelo. Hay que tener en cuenta que puede haber muchas partes de 
la vista que deban actualizarse. 
Se puede tener la tentación de obviar el subsistema controlador, ya que a menudo es 
difícil de diseñar y parece que agrega una complejidad innecesaria. Después de todo, el 
flujo de información es en última instancia, entre el modelo y las vistas, ¿por qué 
introducir otro nivel? La respuesta es que las vistas tienden a cambiar con mucha más 
frecuencia que los modelos. No sólo hay potencialmente muchas vistas, sino que está 
en la naturaleza de las interfaces de usuario que cambien constantemente según las 
opiniones de los consumidores y la evolución de los estándares que definen las 
interfaces. También es importante poder cambiar el modelo sin que esto afecte a 
todas las vistas. El subsistema controlador proporciona un aislamiento entre el modelo 
y las vistas. 
Las líneas discontinuas en la Figura 17 hacen hincapié en la importancia de utilizar 
métodos de mensajería que minimizan los acoples. Lo ideal sería que ni el modelo ni la 
vista tuvieran dependencias con el controlador. Por ejemplo, los objetos de las vistas 
usualmente utilizan el patrón Target Action (ver 3.1.3 Patrones utilizados) para evitar 
necesitar cualquier tipo de información de los objetos del controlador que reciben los 
mensajes cuando el usuario interacciona con la interfaz gráfica. 
 
Consideraciones generales 
El patrón MVC reduce el acoplamiento dentro de las aplicaciones, pero también 
aumenta la complejidad en algunos casos. Una clara separación de los subsistemas 
vale la pena a largo plazo gracias a la reducción de los costes de mantenimiento y a 
que permite mejoras incrementales. El patrón de diseño MVC se asume mejor si se 
piensa en una posible versión 2.0 de la aplicación en desarrollo. Además, cuanto más 
grande es la aplicación, mayores son las ventajas que aporta la utilización de MVC. 
Otra consideración es que por lo general es más fácil probar un modelo directamente 




en lugar de a través de una interfaz de usuario. Cuando se prueba a través de una 
interfaz de usuario, se requiere un esfuerzo adicional para determinar si un fallo en la 
prueba es el resultado de un error en la lógica de la aplicación o un error en la interfaz 
de usuario o ambos. Además, el modelo es a menudo desarrollado por un equipo y las 
interfaces de usuario por otro. Las habilidades necesarias para desarrollar el modelo 
pueden ser muy diferentes a las necesarias para producir una excelente experiencia de 
usuario. 
Incluso con todas las ventajas del diseño MVC, no es la mejor opción para cada 
proyecto de software. En un extremo, una aplicación Web que se ejecuta en un 
servidor y muestra la información en una página web es el candidato ideal para un 
diseño MVC. Ya existe una clara separación entre la vista ejecutada por un navegador 
web y el modelo implementado en el servidor. En el otro extremo están los drivers del 
sistema operativo del dispositivo y los programas de cálculo intensivo de larga 
duración. La aplicación utilizada para configurar los controladores de dispositivo puede 
adoptar el diseño MVC, pero los propios drivers deben cumplir las especificaciones del 
sistema operativo y no suelen presentar la información directamente a los usuarios. 
Las aplicaciones de cálculo intensivo trabajan normalmente con lotes de datos y no 
acostumbran a ofrecer interfaces gráficas. 
 
1.4. Objetivos del proyecto 
 
El principal objetivo del proyecto es crear una aplicación de navegación que permita el 
guiado dentro del Campus Nord, teniendo en cuenta todas sus características 
orográficas y de trazado. Visualizarlo como una aplicación de realidad aumentada y 
mostrar información adicional que puede resultar útil durante el recorrido: puntos de 
interés, distancia restante y coordenadas actuales. 
Otros objetivos del proyecto, incluidos los personales, que forman parte del anterior y 
lo complementan, son los descritos a continuación. 





 Aprender el funcionamiento de iOS, el framework que utiliza (Cocoa), su 
entorno de desarrollo (Xcode5), y el lenguaje de programación Objective-C.  
 
 Aprender los principios de la creación de aplicaciones de navegación.  
 
 Aprender los principios de la Realidad Aumentada. Tener que tratar una 
imagen de vídeo en tiempo real y conseguir que la reproducción sea fluida y no 
sature el flujo de proceso de la aplicación es complejo. Además, buscar la 
manera de mostrar información adicional, que no moleste y sea agradable a la 
vista, además de clara y fácil de entender. 
 
 Crear una aplicación completa basada en un motor de Realidad Aumentada. 
Una aplicación de navegación y una aplicación de AR son complejas por sí solas. 
Pero unirlos en una sola aplicación es muy diferente. La complejidad se 
multiplica y conseguir que los dos sistemas funcionen de forma simultánea e 
interactúen entre ellos supone un reto.  
 
 Crear una aplicación que sirva de ayuda para encontrar los puntos más 
importantes del Campus Nord, especialmente orientada a gente que no 
conozca la distribución del Campus. Al no figurar las calles del Campus como 
vías públicas un navegador no mostrará ni rutas ni puntos internos del campus. 
Son muchas las ocasiones en que personas preguntan la localización de cierto 
edificio, no tienen forma de saber hacia dónde ir, todas las calles son muy 
similares y puede llegar a despistar. 
 
                                                     
5 Xcode es un IDE gráfico de gran potencia que incluye un gran número de herramientas para dar 
soporte al desarrollo. 




 Crear una aplicación que pueda guiar de forma fácil a personas con movilidad 
reducida. El campus tiene muchas escaleras y pendientes que se deben tener 
en cuenta para poder trazar rutas aptas para personas que no puedan utilizar 
escaleras o les suponga un gran esfuerzo tener que ascender una pendiente. 
 
 Mostrar información de interés al usuario además de la guía al destino 
integrada con el motor de Realidad Aumentada. Además de la navegación, si un 
usuario desconoce el campus es muy útil saber qué puntos interesantes hay en 
su camino.  
 
Se ha decidido dividir el trabajo del proyecto en dos grandes bloques. El primer bloque 
es una fase de aprendizaje de todo el sistema de desarrollo y del lenguaje de 
programación para iOS. Para este propósito se ha realizado una implementación 
propia de CoverFlow que se explica en el Capítulo 2. Es una aplicación completa pero 
en la aplicación final queda integrado como un componente más. El segundo bloque es 
la implementación de ARNavigator que se explica en el Capítulo 3. 
  










































Una de las formas más sencillas de mostrar una lista de imágenes es hacerlo 
gráficamente. Se muestran las imágenes y se permite navegar por ellas. Para cada 
imagen, se utiliza una vista preliminar y algún tipo de información adicional. Un 
ejemplo es Windows Flip 3D (ver Figura 19) que se utiliza en Microsoft Windows Vista 
y Microsoft Windows 7 para mostrar las aplicaciones en ejecución. Otro ejemplo es el 
sistema CoverFlow de Apple, que se detalla a continuación. 
 
2.1. CoverFlow de Apple 
 
Apple dispone de un sistema de navegación entre fotos propietario llamado 
CoverFlow. Este sistema se caracteriza por un fondo negro, imágenes en el centro, 
reflejos simulando un suelo brillante (ver Figura 18). Lamentablemente CoverFlow es 
un componente privado de Apple y no puede utilizarse de forma similar a la que se 
utilizaría una tabla o un listado desplegable. El objetivo de este capítulo es describir 
cómo se puede diseñar una interfaz similar que se pueda utilizar de forma genérica en 
aplicaciones iOS. Como se verá, el sistema resultante es muy similar al utilizado en las 
aplicaciones oficiales de Apple. 


























Figura 19: Windows Flip 3D 
Figura 18: iTunes CoverFlow 
Figura 20: Implementación propia de CoverFlow 















2.2. Fundamentos de la implementación 
 
El pilar básico de CoverFlow es la vista donde se muestran las imágenes. Para esta 
implementación se ha querido conseguir un aspecto similar a la implementación de 
Apple; una imagen central que es la selección actual y unas imágenes laterales que 
representan el resto de imágenes.  
Como puede verse en las Figuras 18 y 20 esta implementación es estéticamente muy 
similar a la oficial de Apple, la imagen central está ampliada respecto a las imágenes 
laterales, las imágenes laterales están ladeadas y muy juntas para que se puedan 
visualizar algunas más en pantalla. Cuando la imagen central se desplaza hacia un lado 
reduce su tamaño hasta ser igual que las demás y va girando en su eje Y, a la vez que 
se acerca a las demás imágenes, hasta ser una más de la lista de imágenes. De forma 
similar pero invirtiendo la animación, ocurre con la nueva imagen que va a ocupar el 
centro de la pantalla, ampliándose conforme se acerca a la posición central. 
Figura 21: Diagrama UML de CoverFlow 




2.2.1. Patrones usados 
 
Para CoverFlow se han utilizado dos patrones de diseño distintos: MVC y Delegate. 
El patrón que da forma a toda la implementación es MVC. Como vemos en la Figura 
21, la Vista contiene una serie de elementos del Modelo, pero es el Controlador con las 
operaciones numberOfElements, getElements y getElement quien proporciona a la 
vista estos datos del modelo. 
El controlador es la clase que recibe todos los eventos y es quien determina que clase 
debe hacerse cargo. En CoverFlow la clase controlador sólo tiene dos funciones: 
delegar responsabilidades y cargar el modelo. Éste es uno de esos casos en que el 
controlador es una clase únicamente intermediaria. 
Cuando CoverFlow arranca el controlador lee un archivo XML y carga toda la 
información que va a necesitar durante la ejecución, almacenándola en la memoria del 
programa. Este proceso se explica con más detalle en el siguiente apartado. 
El modelo está compuesto por una clase llamada ScrollElement. Esta clase contiene 
toda la información relacionada con el elemento mostrado por pantalla como 
podemos apreciar en el apartado 2.2.2 Implementación.  
La parte más importante es la vista. En ella se realizan todas las funciones gráficas 
como la rotación, el autocentrado o la gestión de la inercia. También se tratan los 
eventos táctiles y las animaciones. 
Delegate 
El patrón Delegate se encarga de distribuir eventos entre las clases que lo componen. 
En CoverFlow se ha utilizado para los eventos táctiles, la carga del XML inicial y la carga 
y descarga dinámica de imágenes. El patrón Delegate ofrece una serie de declaraciones 
de funciones. Aquella clase que desee adoptar un Delegate deberá implementar las 
funciones correspondientes. De este modo una clase puede comunicarse con otra por 
medio de estas cabeceras, que al ser independientes desacoplan en gran medida las 
dos clases que se comunican. 




Cuando sucede un evento táctil la aplicación busca aquellas clases que pueden 
responder al evento. En este caso pueden responder el controlador y las dos subclases 
de UIImage creadas expresamente para esto. El orden de prioridad es que primero 
responda el botón de Información, que rotará la imagen central. Después responderá 
la imagen en sí, que realizará una animación. Por lo tanto si un usuario aprieta el botón 
de Información, será éste el que envíe el evento a pesar de ser un elemento dentro de 
la clase principal. Si se pulsa la imagen, será esta la que responda. Si se pulsa el fondo 
será directamente el controlador el que tome el control. 
La vista implementa dos delegates relacionados con los eventos táctiles. Cuando el 
dispositivo recibe un evento táctil busca qué posible objeto en pantalla puede haberlo 
recibido. Para realizar esta búsqueda comprueba dentro del área de la pulsación cuales 
de las clases afectadas son capaces de responder al evento. Como necesitamos 
distintos comportamientos si pulsamos sobre una imagen que si pulsamos sobre el 
icono de información, necesitamos que estos dos elementos sean capaces de 
responder al evento táctil. Estos dos elementos se comunican con la vista principal 
utilizando dos delegates implementados dentro de la vista. Una vez la vista ejecuta la 
operación pertinente es ésta la que se encarga de comprobar si el evento es una 
pulsación, activando las animaciones y funciones pertinentes, o si es un 
desplazamiento, pasando a realizar las operaciones de desplazamiento de imágenes. 
Otro delegate es el “DataSource” u origen de datos. Este se encarga de ofrecer al 
controlador las imágenes que necesite al cargar las imágenes que entran en pantalla 
durante el desplazamiento. De esta manera la operación de carga lo único que debe 
hacer es pedir la siguiente imagen, siendo la operación del delegate la que se encarga 
de proporcionársela de cualquier forma que sea necesaria. En este caso accediendo a 
la memoria del programa y creando un elemento ScrollElement nuevo. 
El último delegate viene dado dentro del framework de iOS y lo único que hay que 
hacer es implementar su funcionalidad. Las operaciones que son llamadas de forma 
automática por parte de la aplicación son la carga del archivo a leer, el momento en 
que se encuentra un nuevo elemento dentro del XML, el momento en que se llega al 
final del elemento y cuando se encuentra un conjunto de caracteres interpretables. 


















ScrollElement, la imagen 
Cada elemento de la lista de visualización no es una simple imagen, es una clase que 
contiene una gran cantidad de información (ver Figura 21). La vista que contiene la 
imagen es el doble de alta en su eje Y que la imagen en sí, en la mitad superior va 
situada la imagen propiamente dicha, en la mitad inferior va situado el reflejo con una 
máscara de color gris claro y un gradiente.  
El resto de la información contenida es la descripción del elemento y sus coordenadas 
GPS en valor decimal. La imagen dispone de un botón redondo y azul, con una “i” en el 
centro. Al pulsar este botón se gira la imagen y nos muestra su parte trasera donde 
podemos leer esta información adicional (ver Figuras 23 y 24).  
Figura 22: Fases de una imagen dentro de CoverFlow 
Figura 24: Terminando animación de rotación de la 
imagen al pulsar el botón de información 
Figura 23: Comenzando animación de rotación de la 
imagen al pulsar el botón de información 












Al desplazar el CoverFlow a izquierda o derecha la imagen rota de nuevo 
automáticamente para mostrarnos la foto en la lista de imágenes laterales. 
Si el usuario realiza un movimiento veloz sobre la pantalla, la aplicación guardará la 
velocidad final aplicada y automáticamente creará una deceleración en la velocidad 
lateral de desplazamiento de la lista de imágenes. 
 
Visualización 
Una imagen puede estar en dos estados diferenciados: Imagen lateral o Imagen 
central. La porción de pantalla que ocupan las imágenes laterales es de una sexta parte 
cada una aproximadamente. El resto de la pantalla muestra la imagen central 
ampliada (ver Figura 20). 
Cuando una imagen lateral sobrepasa este límite comienza a transformarse. Durante el 
primer tramo la imagen rota en su eje Y hasta quedar completamente plana en la 
pantalla. Una vez la imagen está completamente plana se encuentra situada muy 
próxima al centro de la pantalla. En este punto la imagen comienza el proceso de 
ampliación. La imagen crece en un factor polinómico muy pequeño como puede verse 
en la Figura 25 hasta alcanzar su máximo tamaño en la posición central de la pantalla. 
Figura 25: Cálculo del escalado de una imagen de CoverFlow 












Cuando la imagen está centrada y en su máxima ampliación los eventos táctiles 
comienzan a funcionar. El escalado en el eje X de la imagen viene dado por la 
operación:  ancho + distancia1,15. El valor de la distancia es la separación que hay entre 
el centro de la imagen y el punto donde comienza la fase de escalado. El escalado en el 
eje Y se calcula de la misma manera pero dividiendo entre el cociente ancho/alto de los 
valores iniciales de la imagen para mantener la escala. Durante esta fase el centro de la 
imagen se mueve en el eje X la misma distancia que el trazado del dedo por pantalla. 
Todas las transformaciones que sufre la imagen están establecidas por la posición que 
ocupa su centro en el eje X. En la fase de rotación (ver Figura 22) su movimiento lateral 
respecto al desplazamiento del dedo sobre la pantalla se mantiene igual que en la fase 
de escalado. El ángulo de rotación (ver Figura 26) se calcula con la siguiente operación: 
ángulo = mínimo (100, distancia). De la misma forma que en la fase de escalado el 
valor de la distancia es la separación que hay entre el centro de la imagen y el punto 
donde comienza la fase de rotación. 
Una vez pasado el centro de la pantalla este proceso se invierte con los mismos valores 
y proporciones. 
Si el usuario deja de pulsar la pantalla cuando la imagen aún no está completamente 
centrada CoverFlow automáticamente calculará cual es la imagen más cercana al 
centro y la moverá, con las consecuentes transformaciones automáticas, hasta ocupar 
Figura 26: Esquema de la rotación de una imagen en CoverFlow 




la posición central.  
La imagen lateral aparece en una perspectiva muy pronunciada y muy cercana a sus 
imágenes vecinas como puede apreciarse en los laterales de las Figuras 20, 23 y 24. 
Durante esta fase la imagen mantiene el tamaño mínimo de la fase de escalado y el 
ángulo máximo de la fase de rotación (ver Figura 22).  
 Las imágenes laterales tienen una velocidad de desplazamiento proporcionalmente 
inferior a la velocidad de desplazamiento del dedo sobre la pantalla del dispositivo. 
Como son mucho más pequeñas y están rotadas en un ángulo muy pronunciado la idea 
es dar la sensación de que se desplazan como si se tratase de una cola, esperando a 
ser escogidas para pasar a ser imágenes centrales. La velocidad en el eje X se calcula 
con la siguiente operación: desplazamiento = (offset*15)/175. El valor offset es la 
distancia que se desplaza el dedo sobre la pantalla del dispositivo. 
 
Carga/Descarga de imágenes 
CoverFlow está pensado para mostrar un listado de imágenes que puede ser más o 
menos grande. Tener todas las imágenes cargadas constantemente sería en extremo 
ineficiente y consumiría una enorme cantidad de memoria. Para evitar esto las 
imágenes se cargan y descargan según se necesiten.  
Cuando una imagen sale de pantalla la aplicación la destruye automáticamente, no 
necesita realizar ninguna operación adicional. Cuando una nueva imagen va a entrar 
dentro de la pantalla la aplicación busca automáticamente la imagen que corresponde 
(ver 2.2.1 Patrones usados) y la coloca en el lado izquierdo o derecho según 
corresponda. 
De esta manera el número de imágenes cargadas es prácticamente constante, salvo en 
los extremos donde se cargan menos, y se mantiene dentro del margen que el 
dispositivo puede manejar sin percibir mermas en el rendimiento. 


















El resultado final de nuestra implementación de CoverFlow es muy minimalista y 
vistoso. No hay más información en la pantalla que las imágenes y sus reflejos, y el 
único texto que se puede apreciar es el que se nos muestra cuando pulsamos el botón 
de información como vemos en la Figura 30.  
Podemos ver en la Figura 27 que cuando la última imagen es la imagen central no 
existe ninguna imagen lateral a su derecha. En este punto el movimiento lateral se 
bloquea para que no podamos desplazar las imágenes hacia la izquierda más allá de 
este punto. 
Se aprecia en la Figura 28 el efecto de la fase de rotación de las imágenes. Esta fase de 
rotación siempre tendrá lugar simultáneamente en dos imágenes, la que deja de ser 
Figura 30: Vista de información Figura 29: Animación de pulsación sobre la imagen 
Figura 28: Transición entre imágenes Figura 27: Última imagen de la lista 




imagen central y la que pasa a ser imagen central. 
Cuando el usuario pulsa sobre una imagen se produce una animación de rebote. Esta 
animación se aplica a la imagen y a su reflejo para dar la sensación de que la imagen 






































ARNavigator es la aplicación principal del proyecto. Es una aplicación grande con 
diversas pantallas y mucha información a mostrar. A la hora de diseñar la aplicación 
hemos querido prescindir de un sistema de navegación basado en mapas y hemos 
optado por mostrar las indicaciones utilizando una flecha que señala el punto al que 
debemos dirigirnos. La flecha nos guiará por unos puntos de ruta hasta que lleguemos 
a nuestro destino. En los siguientes apartados veremos como se ha llevado a cabo en 
profundidad. 
 
3.1. Fundamentos de la implementación 
 
La aplicación se basa en el uso de tres componentes de iOS: el sistema de localización, 
los sensores de movimiento y la grabación de vídeo. Mediante el sistema de 
localización podemos saber dónde nos encontramos y a dónde queremos ir. Utilizando 
el sistema de sensores de movimiento podemos saber hacia dónde miramos y en qué 
posición sujetamos el terminal. Finalmente gracias a la grabación de vídeo podemos 
añadir toda la información adicional sobre la reproducción de vídeo. 




iOS nos proporciona dos útiles y extensos frameworks llamados CoreLocation y 
CoreMotion
6. El primero de ellos se encarga de la localización geográfica y utiliza tres 
sistemas para obtener su posición. El primero y más fiable es la localización por GPS. 
Da una precisión muy alta en espacios abiertos (varios centímetros), pero muy baja 
dentro de edificios, o en zonas con edificaciones altas y calles estrechas. El segundo 
sistema utiliza la propia señal 3G del dispositivo para situar la posición. Utiliza las 
antenas de telefonía y su señal repetidora para triangular una posición aproximada del 
terminal. Este sistema tiene un margen de error que puede ser de más de 100 metros, 
pero sirve para dar una idea aproximada. El tercer sistema es la localización usando 
redes WiFi. Este sistema es más fiable que la localización 3G, pero requiere el acceso a 
la WiFi en concreto. Puede darnos un margen de error de unos pocos metros, pero su 
radio de acción está limitado al alcance de las redes WiFi a las que estemos 
conectados. 
Estos tres sistemas acostumbran a trabajar de forma excluyente, y automáticamente el 
terminal utiliza el que más precisión pueda aportar de los que estén disponibles7. 
Teniendo en cuenta el ámbito de la aplicación y las distancias con las que va a trabajar 
los sistemas alternativos al GPS no tienen la precisión suficiente requerida, por lo tanto 
el guiado en interiores puede ser errático8. El sistema GPS tiene una precisión muy alta 
y es más que suficiente para el trazado de rutas de muy corta distancia que se 
utilizarán en la aplicación. Este sistema tiene el inconveniente de tener un alto 
consumo de batería, reduciendo su duración a unas pocas horas. 
CoreLocation nos proporciona una clase llamada CLLocation y otra llamada 
CLHeading. La primera gestiona todos los eventos de localización, puede ser 
gestionada automática o manualmente. Se gestiona automáticamente cuando 
solicitamos al sistema que registre su posición. En este modo el sistema llama un 
evento cada vez que se reciben datos de una nueva posición. CLLocation se gestiona  
                                                     
6
 CoreLocation y CoreMotion son frameworks integrados dentro de iOS que se encargan de gestionar 
eventos de geolocalización y movimiento respectivamente. 
7
 Se puede forzar a que el sistema de localización utilice uno de los métodos citados de forma manual 
pero en este caso no es aplicable. 
8
 Utilizando los sistemas alternativos es común observar como el dispositivo actualiza de forma errática 
su posición, llegando a mostrar nuestra posición a cientos de metros de donde nos encontramos y en 
cualquier dirección. Esto puede provocar que un sistema de navegación nos indique rutas carentes de 
sentido o nos guie erróneamente. 













como una clase cualquiera, pero se nos ofrecen una serie de herramientas muy útiles 
como pueden ser el cálculo de la velocidad o ruta actual, o el cálculo de distancias 
entre dos puntos. 
CLHeading controla la brújula electrónica del terminal y funciona de forma muy similar 
a CLLocation, actualizándose de forma automática si se le ha solicitado al sistema de 
localización. De la misma forma un evento salta cada vez que la brújula cambia su 
orientación. 
CoreMotion es el sistema que gestiona el acelerómetro y el giroscopio del terminal. 
Utiliza un sistema de eventos similar a los anteriores que salta de dos formas posibles: 
cada vez que se produce una aceleración o cada determinado tiempo. La primera es la 
más precisa, pero en una aplicación diseñada para usarse caminando con el terminal 
en la mano la cantidad de eventos que se producen es excesiva y ralentizaría todo el 
sistema. La segunda forma ofrece la posibilidad de definir la frecuencia entre eventos 
del sistema. 
En el caso que nos concierne hemos optado por el segundo sistema. Hemos definido el 
margen de actualización a 1/25 segundos. Este número no es aleatorio ni arbitrario, el 
sistema de dibujado de la aplicación está conectado a este evento, y 1/25 segundos, es 
Figura 31: Ejes de los acelerómetros 




decir 25 imágenes por segundo, es el tiempo de refresco necesario para que el ojo 
humano interprete una serie de imágenes fijas como continuas. 
CoreMotion nos ofrece varias clases, una de ellas es CMAttitude, esta clase es la que 
contiene la información relativa al giroscopio. Nos da información sobre el cabeceo, el 
balanceo o guiñada y el alabeo.  
La clase principal para el proyecto dentro de CoreMotion es CMDeviceMotion. Esta 
clase controla el acelerómetro y el giroscopio como un conjunto para ofrecer datos 
absolutos sobre la posición del teléfono. Dentro de todas estas opciones la más 
interesante para nosotros es Gravity, que ofrece la cantidad de aceleración 
gravitacional que afecta a cada uno de los ejes del dispositivo (ver Figura 31). La 
peculiaridad de estos parámetros es que nos ofrecen estos datos habiendo filtrado 
todas las aceleraciones ajenas a la atracción gravitacional como pudieran ser sacudidas 
o similares. 
Utilizando este dato sabemos con exactitud la posición del terminal y podemos 
mostrar la información en pantalla acorde a esta posición. 
 
3.1.1. Fundamentos matemáticos 
 
El indicador principal de ARNavigator es una flecha animada que nos indica hacia 
dónde se encuentra nuestro siguiente punto de ruta. Esta flecha tiene dos posibles 
movimientos: la dirección en la que apunta y su posición respecto al usuario. 
Utilizando los datos que nos aporta CoreMotion sabemos las aceleraciones que sufren 
los ejes del terminal. Si tratamos los valores de estas aceleraciones podemos saber la 
posición del dispositivo. Esta información nos es dada en un valor de 0 a 1, siendo 1 la 
máxima aceleración. Por ejemplo, estando el teléfono plano en una mesa con la 
pantalla hacia arriba la aceleración en el eje Z será de 1, si está bocabajo será de -1 y si 
el teléfono esta exactamente vertical será 0. 
 















Para este fin sólo necesitamos la aceleración en Z y en X.9 Para poder tratar estos 
valores -1..1, los trasladaremos proporcionalmente al intervalo [-90º, 90º], donde 0º 
representa el dispositivo en posición vertical. Posteriormente se convierte el valor a 
radianes y se aplica la rotación al eje correspondiente de la flecha. 
Estas operaciones harán que independientemente de la posición en que tengamos el 
dispositivo la flecha siempre se dibuje plana respeto al eje horizontal, dando el efecto 
de que aunque el terminal se mueve, la flecha no. 
Una vez hecho esto se calcula la dirección hacia la que debe apuntar la flecha. 
Podemos ver en la Figura 32 que el cálculo se realiza tratando el problema como un 
triángulo. Conocemos nuestra posición actual y nuestro destino, y por lo tanto 
conocemos la longitud de dos de los lados de nuestro triángulo. Usando el teorema de 
Pitágoras   distancia = √(         )  (           ) 
      conocemos la distancia 
diagonal entre nuestra posición y el destino. Teniendo la distancia podemos utilizar la 
                                                     
9
 Aceleración en pantalla y laterales del terminal respectivamente. 
Figura 32: Ángulo entre la posición actual y el destino 




función arco coseno  ángulo = arcocoseno ((lat2-lat1)/distancia)  para obtener el 
ángulo.  
Ya tenemos el ángulo requerido, pero ha sido calculado suponiendo que estamos 
mirando hacia el norte. Ahora lo único que hay que hacer es añadir a este ángulo el 
ángulo que nos ofrece la brújula del dispositivo y obtendremos el ángulo definitivo que 
debemos aplicar a la flecha. Una vez calculado esto se aplica el ángulo resultante a la 
flecha mediante una trasformación geométrica de rotación. 
   (
                
               
   
) 
 
Para poder ofrecer un guiado más preciso que el que puede ofrecer una flecha 
apuntando al destino decidimos utilizar un sistema de cálculo de rutas. Para ello 
necesitamos un mapa de nodos del Campus Nord. Creamos una clase llamada 
MapNode que contiene las coordenadas del nodo y tres vectores: nodos adyacentes, 
distancia hasta los nodos adyacentes y tipo de camino que enlaza con los nodos 
adyacentes10. 
Para el cálculo de la ruta hemos utilizado el algoritmo de Dijkstra con dos 
modificaciones. La primera es para el cálculo del camino más corto, que ahora se 
realiza con pesos. Los nodos disponen de la distancia hasta sus adyacentes y también 
disponen del tipo de camino. Los tipos de camino tienen un valor que bonifica o 
penaliza un camino, de esta forma el camino más corto en distancia no siempre será el 
escogido. Esta modificación también permite poder filtrar recorridos para personas 
con movilidad reducida impidiendo que se tracen rutas que contengan escaleras e 
incrementando la penalización en caminos con pendientes. 
Dijkstra calcula el camino mínimo, pero no lo guarda de ninguna manera así que se ha 
tenido que añadir al algoritmo un vector que guarda para cada nodo su nodo anterior 
a través del cual se puede llegar. De esta manera una vez completado el algoritmo se 
puede recorrer este vector desde el destino navegando por los nodos enlazados y 
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 Llano, pendiente ascendente, pendiente descendente, escaleras ascendentes y escaleras 
descendentes. 




guardándolos, obteniendo así una lista de nodos que componen la ruta del camino 
calculado. A continuación podemos ver el pseudocódigo de la implementación de 
Dijkstra modificada que hemos utilizado. 
función Dijkstra (Grafo G, nodo_salida s, nodo_destino d) 
  //Usaremos un vector para guardar las distancias del nodo salida al 
resto 
  entero distancia[n] //Inicializamos el vector con distancias 
iniciales 
  booleano visto[n] //vector de boleanos para controlar los vértices 
de los que ya tenemos la distancia mínima 
  entero viene_de[n] //vector de enteros que guarda para pada posición 
el índice del nodo a través del cual se llega por el camino más corto 
  entero ruta[variable] //vector de tamaño variable que almacena los 
índices de la ruta más corta 
  real multiplicador_de_ruta //variable que almacena el valor que 
modifica una ruta dependiendo del tipo de recorrido (escaleras, 
pendientes,...) 
  para cada w ∈ V[G] hacer 
     Si (no existe arista entre s y w) entonces 
         distancia[w] = Infinito //se marca la posición con un -1 
     Si_no 
 Si (ruta_movilidad_reducida) 
      Si (escaleras_ascendentes || escaleras_descendentes) 
  multiplicador_de_ruta = Infinito //valor numérico lo 
                suficientemente grande como para que nunca  
         se utilice esta ruta 
      Si_no Si (pendiente_ascendente) 
  multiplicador_de_ruta = 30 
      Si_no 
  multiplicador_de_ruta = 10 
 Si_no 
      multiplicador_de_ruta = 10 
 peso_ruta = peso (s, w) * (tipo_de_ruta/multiplicador_de_ruta) 
        distancia[w] = peso_ruta 
 viene_de[w] = índice_de_s 
     fin si  
  fin para 
  distancia[s] = 0 
  visto[s] = cierto 
  //n es el número de vertices que tiene el Grafo 
 
  mientras (no_esten_vistos_todos) hacer  




     vertice = coger_el_minimo_del_vector distancia y que no esté 
               visto; 
     visto[vertice] = cierto; 
     para cada w ∈ sucesores (G, vertice) hacer 
  Si (ruta_movilidad_reducida) 
       Si (escaleras_ascendentes || escaleras_descendentes) 
   multiplicador_de_ruta = Infinito //valor numérico lo 
                 suficientemente grande como para que nunca  
          se utilice esta ruta 
       Si_no Si (pendiente_ascendente) 
   multiplicador_de_ruta = 30 
       Si_no 
   multiplicador_de_ruta = 10 
  Si_no 
       multiplicador_de_ruta = 10 
  peso_ruta = peso (vertice, w) * 
                    (tipo_de_ruta/multiplicador_de_ruta) 
         si distancia[w]>distancia[vertice]+peso_ruta entonces 
            distancia[w] = distancia[vertice]+peso_ruta 
      viene_de[w] = índice_de_vertice 
         fin si 
     fin para 
  fin mientras 
   
  entero i = índice_de_d 
  mientras ( i ¡= índice_de_s) hacer 
 ruta.insertar_al_principio(vértice_con_índice(G,i)) 
 i = viene_de[vértice_con_índice(G,i)] 
  fin mientras 
fin función 
 
Fragmento de pseudocódigo basado en el fragmento “Otra versión de pseudocódigo sin cola de prioridad” [17] 
 
El mapa de nodos del Campus esta predefinido, pero tanto los destinos como la 
posición actual del usuario no, por lo tanto hemos tenido que añadir un sistema que 
incluya estos nodos de forma temporal al algoritmo. Para cada uno de los nodos, 
actual y destino, se buscan sus tres nodos más próximos y se añaden como nodos 
accesibles en ambos sentidos y se fija el tipo de camino como llano ya que no podemos 
conocer realmente el tipo de camino que hay desde los nuevos nodos hasta los nodos 





Como resultado tenemos un vector ordenado de nodos que deberemos recorrer para 
llegar al destino. Un simple contador nos indicará que nodo es nuestro destino parcial 
actual. La flecha de navegación indicará a este destino parcial hasta que lleguemos a 
un radio de 5 metros de las coordenadas fijadas. En este punto la aplicación 
comprobará si hay más camino que recorrer o hemos llegado al destino. Si queda 
camino el contador se actualizará al siguiente nodo y la flecha cambiará su objetivo. Si 
hemos llegado a nuestro destino la ruta se borrará (ver 3.4 Controladores). 
Los puntos de interés que se muestran en la aplicación aparecen en forma de carteles 
semitransparentes rectangulares en la pantalla. Estos carteles se mueven según se 
mueve el terminal, lateral o verticalmente. 
La posición de los carteles se basa en el ángulo que hay entre una línea recta 
imaginaria que parte del dispositivo en la dirección en la que apunta la cámara y la 
línea que une el dispositivo y el punto de interés (ver Figura 33). El cálculo de este 
ángulo se realiza de la misma forma que el cálculo del ángulo necesario para la flecha 
de navegación, utilizando las coordenadas de la posición actual y las del punto de 
interés. Una vez tenemos el ángulo utilizamos su seno para saber el desplazamiento 
que tiene que tener el cartel respecto al centro de la pantalla. El cartel también sufre 
un escalado proporcional a la distancia a la que se encuentra, siendo de tamaño 
completo si está a menos de 100 metros, llegando a un tamaño del 60% si se 
encuentra a más de 3 kilómetros. 
La última modificación que recibe el cartel es el desplazamiento vertical 
correspondiente a la inclinación del dispositivo. Si tenemos el dispositivo 
completamente horizontal el cartel debería mostrarse centrado en la pantalla, si 
inclinamos el terminal adelante o atrás el cartel debería subir o bajar respectivamente 
en la pantalla para dar la sensación de que es un objeto fijo y real en la grabación de 
vídeo. 
 













Siguiendo esos principios y utilizando la información que nos aportan los 
acelerómetros podemos calcular el desplazamiento vertical que aplicar al cartel. Como 
la información de los acelerómetros nos llega en el intervalo -1..1 podemos definir que 
-1 es tener el terminal bocabajo y 1 el terminal bocarriba. Podemos utilizar este valor 
como multiplicador añadido a la distancia que existe entre nuestra posición actual y el 
punto de interés además del modificador necesario para ajustar el desplazamiento 
vertical para largas distancias. Una vez tenemos este valor tenemos el desplazamiento 
vertical necesario para mostrar los carteles de forma realista sea cual sea la posición 
del terminal. 
 
3.1.2. Patrones utilizados 
 
El patrón principal de la aplicación es MVC y su uso se explica en los tres siguientes 
apartados: 3.2 Modelo, 3.3 Vistas y 3.4 Controladores. El segundo patrón que aparece 
con más alta frecuencia en la aplicación es el patrón Delegate (ver 2.3 patrones 
Usados).  
Uno de los delegate usados es CoreLocationControllerDelegate, que gestiona la 
Figura 33: Angulo entre el rumbo actual y el punto de interés a mostrar 




transmisión de eventos de CoreLocationController. Esta clase es un protocolo que 
implementa las llamadas de eventos del sistema de localización de iOS. 
El patrón delegate se usa en el DataSource de los puntos de interés y funciona de la 
misma forma que la explicada en CoverFlow. También se ha usado para definir los 
eventos de carga y descarga de vistas modales, o la barra de búsqueda de las tablas de 
destino y puntos de interés. 
Otro patrón importante es Outlets, Targets and Actions. Este patrón gestiona la 
conexión entre objetos de las vistas y objetos del controlador. Con la ayuda de este 
patrón se consigue independizar totalmente la vista del controlador. En el controlador 
se definen los elementos que se desean controlar de la vista de la misma manera que 
se definirían variables de clase. En el editor de interfaces Interface Builder se crea una 
vista gráficamente con los elementos que deseemos. Gracias al uso de este patrón los 
elementos de la vista y del controlador quedan relacionados automáticamente. 
Cuando se crea una clase controlador se pueden crear todos los objetos que van a 
tener relación con las vistas. Estos objetos usan el prefijo IBOutlet (Interface Builder 
Outlet). De la misma forma cuando se declara la cabecera de una función que debe 
responder a un evento de una vista se utiliza el prefijo IBAction (Interface Builder 
Action). 
Cuando se ha terminado de crear la clase controlador y se está creando alguna de las 
vistas asociadas se debe explicitar cuál será su clase controlador. Una vez hecho esto 
Interface Builder carga automáticamente todas las IBActions e IBOutlets en una lista de 
elementos utilizables. Cuando añadimos los componentes a la vista podemos 
relacionar estos componentes con los IBOutlets declarados. De la misma forma si los 
objetos añadidos son capaces de provocar eventos, como un botón o una barra 
deslizante, estos se conectan a las IBActions. Una vez realizadas estas conexiones el 
proceso de comunicación entre la vista y el controlador se automatiza. No debemos 
preocuparnos de que elementos de la vista se están modificando ni como tenemos 
que tratarlos, todo se hace automáticamente por nosotros. Lo único que debemos 
hacer es tratar los eventos que automáticamente recibe el controlador. 




3.2. Modelo de datos 
 
El modelo de datos ha sido creado de dos maneras distintas. Una es utilizando 
CoreData, la otra es utilizando archivos XML y variables internas. 
CoreData es el framework de Apple que gestiona los modelos de datos de las 
aplicaciones que lo utilizan. Una aplicación iOS puede utilizar también SQLite, pero la 
herramienta que más versatilidad y facilidad de uso ofrece en este entorno es 
CoreData.  
Podríamos entenderlo como un gestor de bases de datos muy sencillo. No nos permite 
acceder a la información que contiene durante la ejecución, no podemos acceder a la 
información almacenada a largo plazo y no podemos realizar consultas directamente, 
como por ejemplo haríamos con Microsoft SQL Server. En lugar de esto, CoreData es 
una herramienta que ayuda en gran medida a la creación e integración del modelo de 
datos en la aplicación donde lo deseemos usar. 
CoreData nos permite crear Entities (Clases) que contienen Atributos, Relaciones y 
Propiedades. Utilizando las herramientas de Xcode podemos crear una clase del mismo 
nombre que la entity y ambas se relacionarán automáticamente, pudiendo acceder a 
la entity directamente desde la clase como si fuese un objeto más y no un elemento de 
base de datos. 
CoreData debe inicializarse manualmente al arrancar la aplicación y por ello el 
controlador que vaya a hacer uso del modelo debe implementar una serie de 
funciones y guardar una serie de variables que deben ser usadas a la hora de acceder 
al modelo de datos. Dos de estas variables son managedObjectContext, que almacena 
la información de acceso a toda la base de datos, y managedObjectModel, que 
almacena la estructura del modelo de datos. 
Para ARNavigator se ha utilizado un esquema muy sencillo de dos clases: Poi y Node. 
(ver Figura 34). La clase Node contiene información sobre los Nodos del mapa de  
 












navegación utilizado para el cálculo de ruta. Info es el identificador de la clase, Latitude 
y Longitude contienen las coordenadas en las que está situado el nodo. 
La clase Poi contiene toda la información necesaria de los puntos de interés además de 
algunos campos utilizados durante la ejecución de la aplicación. Info contiene el 
identificador de la clase, es un String que contiene el nombre que se muestra en la 
aplicación. Latitude y Longitude contienen las coordenadas donde se encuentra 
situado el punto de interés. pType contiene el grupo dentro del que se encuentra el 
punto de interés, como podrían ser “Aulas” o “Restauración”. pTypeCat y pTypeEng 
contienen la traducción del campo pType al Catalán y al Inglés. Image contiene el 
nombre de la imagen que se muestra en CoverFlow. 
Los campos checked, destination y distance se utilizan durante la ejecución de la 
aplicación. Checked y destination son campos booleanos que identifican el Poi como 
Punto relevante o Punto Destino respectivamente. Un punto relevante es aquel punto 
de interés que ha sido señalado desde la tabla Pois para ser mostrado durante la 
navegación (ver 3.3 Vistas y 3.4 Controladores). Distance almacena la distancia entre el 
usuario y los puntos de interés. Esta distancia se actualiza constantemente durante la 
ejecución de la aplicación. 
 
Figura 34: Modelo de datos CoreData 




Estas clases Node y Poi tienen su equivalente en clases Objective-C. Además de estas, 
hay otras clases que no están reflejadas en CoreData pero también forman parte del 
modelo de datos.  
La clase MapNode es una extensión de la clase Node. Contiene toda la información de 
Node y además contiene toda la información de navegación con sus nodos accesibles 
(ver 3.1.1 Fundamentos matemáticos). 
La clase ARNavigatorSign es una extensión de la clase Poi. Contiene parte de la 
información de Poi como Info, Latitude, Longitude y Distance; pero también contiene 
información sobre la presentación de puntos de interés por pantalla como pueden ser 
la posición, si el punto aparece en pantalla o el texto que se debe mostrar (ver 3.3 
Vistas y 3.4 Controladores). 
Para la obtención de los datos de los puntos de interés hemos utilizado el dispositivo y 
nos hemos desplazado hasta los puntos que hemos añadido, tomando las coordenadas 
de una posición adecuada para definir como punto y al mismo tiempo tomábamos las 
imágenes para CoverFlow. 
La toma de datos para los nodos del mapa de navegación es considerablemente más 
compleja. Nos hemos desplazado a todas las intersecciones de calles del campus, y 
hemos tomado las coordenadas. Utilizando un mapa del campus hemos trazado todas 
las rutas posibles y los tipos de recorrido para cada ruta.  
A continuación hemos creado la estructura de datos para almacenar los nodos del 
mapa. Esta estructura es la que está representada en el modelo. Para la extensión de 
la información necesaria para las rutas hemos utilizado la clase MapNode. Esta clase 
contiene la información de la clase Node, además contiene la información de las rutas 
con sus nodos vecinos. Cada elemento de MapNode contiene tres vectores: el primero 
almacena los identificadores de los nodos accesibles, el segundo almacena el tipo de 
recorrido de la ruta que une los dos nodos, el tercero almacena la distancia entre el 
nodo y sus nodos accesibles.   
 


















Seis Vistas componen el conjunto de la aplicación: la Vista Principal, la vista Destinos, 
la vista Puntos de interés, la vista Settings, la vista CoverFlow y la vista Navegación. La 
Vista Principal es una vista parcial que contiene un control llamado TabBar que 
permite movernos entre sus tres vistas asociadas. Desde la vista Destinos podemos 
acceder tanto a la vista CoverFlow como a la vista Navegación. Desde la vista Puntos 
de interés podemos acceder a la vista Navegación  (ver Figura 35). 
La Vista Principal no contiene más que la mencionada TabBar, abajo de la pantalla. 
Contiene tres botones que servirán para desplazarse por las tres vistas asociadas a este 
TabBar. En el centro de la pantalla, donde aparece el cartel View es donde se 
mostrarán las Vistas que corresponden a los botones inferiores (ver Figura 36). 
Figura 35: Mapa navegacional 


























Figura 36: Vista Principal 
Figura 37: Vista de selección de Destino 




La primera vista que nos muestra la aplicación tras la pantalla de carga es la vista de 
selección de destino (ver Figura 37). Esta vista es una tabla que nos muestra todos los 
destinos posibles. Todos los componentes importantes en esta y en todas las demás 
vistas están numerados. Podemos ver como la zona Destino de la barra TabBar está 
activa. 
Esta vista tiene una peculiaridad. Si estando esta vista activa colocamos el dispositivo 
lateralmente se cambia automáticamente a la vista CoverFlow. 
1: Botón Start Navigation. Este botón carga la Vista de Navegación. 
2: Cabecera de sección. Esta cabecera define una categoría de puntos de interés. 
3: Contenido de sección. Es el conjunto de celdas de una sección. Todas son del mismo 
tipo. 
4: Celda. Es una celda básica de la TableView. Está compuesta por un título (5) y por un 
subtítulo (6). La zona de la derecha de toda celda (7) es la zona de “accesorios”. En 
esta zona es donde podemos ver si una celda está marcada como destino actual. 
La segunda vista a la que podemos acceder es la vista de selección de puntos de 
interés (ver Figura 38) que es muy similar a la anterior. La primera diferencia es que 
esta vista no tiene acceso a CoverFlow. Otra diferencia es la celda Seleccionar todos 
(1). Esta celda no es realmente ningún punto de interés, sino más bien un medio para 
facilitar la selección de puntos de interés. Podemos ver en el lateral como hay diversos 
puntos marcados (2), sin embargo como no están marcados todos los puntos, la celda 
Seleccionar Todos (1) no aparece como marcada. Si activamos esta celda se marcarán 
todos los puntos de la sección siempre y cuando haya como mínimo uno sin marcar. Si 
estuvieran todos ya marcados al pulsar esta celda se desmarcarían todos los puntos de 
la sección. De la misma forma, si se han marcado todos los puntos de interés de la 
sección esta celda se marcará automáticamente. 
 
 

















Las dos vistas de selección tienen una característica común: el Buscador (ver Figuras 39 
y 40). Podemos ver que en la parte superior de la tabla aparece la barra del buscador. 
En cuanto marcamos la barra para escribir la pantalla se oscurece. Vemos que hay un 
nuevo botón Cancelar (2) que aborta la búsqueda. También vemos como ha aparecido 
un teclado QWERTY mediante el cual realizaremos la búsqueda. La búsqueda que 
realicemos se efectuará de forma dinámica, sin necesidad de pulsar el botón Buscar 
que aparece en la parte inferior derecha de la vista. En la zona central oscurecida (3) 
aparecerán directamente los resultados de la búsqueda. 
Si habiendo realizado una búsqueda apretamos el botón Cancelar (2) volveremos a la 
vista de la tabla original sin filtrado. Si volvemos a marcar la barra del buscador 
accederemos directamente a la última búsqueda realizada. 
Figura 38: Vista de selección de Puntos de interés 


























Figura 40: Pantalla de Búsqueda Figura 39: Barra del Buscador 
Figura 41: Vista de Ajustes 




La última vista a la que podemos acceder mediante la TabBar es la Vista de Ajustes (ver 
Figura 41). En esta vista podremos modificar varios aspectos de la aplicación. 
Podremos decidir si mostrar nuestra latitud y longitud actual, si queremos ver la 
distancia hasta el objetivo o si preferimos ver las categorías de los puntos de interés en 
otro idioma. También podremos activar la opción de Cálculo de Ruta para usuarios con 
movilidad reducida. 
Cuando estamos en la Vista de selección de destino y ladeamos el dispositivo entramos 
en CoverFlow (ver Figura 42). En esta vista podemos seleccionar nuestro destino 
navegando a través de la lista de imágenes de los posibles destinos. En la imagen 
central (1) podemos ver la imagen del que sería el destino marcado. Para seleccionar el 
destino basta con realizar una pulsación encima de la imagen. 
En la esquina superior izquierda podemos ver el icono Información (2). Si pulsamos en 
la imagen, se dará la vuelta y podremos ver el nombre del destino y sus coordenadas. 
También podemos ver el resto de las imágenes en las colas laterales (3) y (4). 
La última vista de la aplicación es la Vista de Navegación (ver Figura 43). Esta vista es 
en la que pasaremos más tiempo mientras utilicemos la aplicación y es la que nos 
guiará hasta nuestro destino. 
Podemos ver la gran zona central (1) que es donde se situarán los carteles de los 
puntos de interés (5). Estos carteles se moverán libremente por toda la zona 
dependiendo de nuestra posición, orientación y posición del dispositivo. En la parte 
central inferior podemos ver la flecha de navegación (4). Esta flecha solo será visible si 
hay un destino seleccionado, y si lo hay nos marcará la dirección que debemos seguir 
para llegar a él. La flecha se girará según movamos el terminal de forma que siempre la 
veamos completamente plana independientemente de en qué posición se encuentre 
el dispositivo. 
En la parte superior derecha de la zona central podemos ver la zona de información 
(3). Aquí aparecerá la información que queramos que se nos muestre según hayamos 
configurado la aplicación en la pantalla de Ajustes. 


























Figura 42: CoverFlow 
Figura 43: Vista de Navegación 




Cuando un cartel de punto de interés sale de la pantalla por uno de sus lados 
podremos ver como aparece su nombre en uno de los dos banners (6) y (7). Estos 
banners muestran un texto azul con el nombre de los puntos de interés que se 
encuentran fuera de la pantalla desplazándose hacia la dirección en la que se 
encuentran como si fuera una marquesina. El banner superior muestra los puntos de 
interés que se encuentran hacia nuestra derecha mostrando un desplazamiento hacia 
esa dirección, el banner inferior hace lo propio con los puntos de interés que quedan 
fuera de la pantalla del dispositivo por la izquierda. 
Por último en la parte superior izquierda tenemos el botón Atrás (2) que nos permite 





La aplicación tiene una gran carga de trabajo a la hora de tratar información y por lo 
tanto los controladores son los pilares fundamentales, contrariamente a como pasa en 
CoverFlow donde el controlador es un mero intermediario entre la vista y los datos. 
A pesar de que la aplicación no tenga un orden concreto en el que aparecen las vistas, 
existe un flujo lógico de ejecución: se inicia la aplicación, se escoge destino, se escogen 
los puntos de interés a mostrar y se inicia la navegación. Seguiremos este flujo para 




El appDelegate no es un controlador propiamente dicho, al menos en el sentido más 
estricto de la palabra, aunque su función sea similar. En lugar de enlazar vista y modelo 
el appDelegate enlaza los eventos del sistema con la aplicación. Algunos de los 
principales eventos son la carga inicial, el paso a segundo plano, el cierre de la 




aplicación, los eventos táctiles y el cambio de orientación del dispositivo. 
El AppDelegate es la clase que guarda todas las variables globales de la aplicación y es 
la clase encargada de realizar las llamadas al cálculo de ruta, como veremos más 
adelante. 
Cuando la aplicación arranca y después de la inicialización de las variables pertinentes 
y la creación de la base de datos, si no existe previamente11, AppDelegate carga todos 
los datos sobre el modelo. Se abre el archivo .plist12 y se realiza su lectura, volcándolo 
en memoria completamente. Una vez en memoria, se hace una pasada por todo el 
archivo y se introduce toda la información leída dentro de la base de datos de la 
aplicación. Primero se cargan los puntos de interés, este proceso es sencillo pues es 
automático, tal y como se procesa el .plist se almacena en CoreData. 
Mucho más complejo es el proceso de carga de los nodos del mapa de rutas. Primero 
leemos el archivo y lo cargamos en memoria, después lo procesamos y lo introducimos 
en CoreData. Una vez hecho trabajaremos directamente desde el modelo. En la lectura 
del .plist no se crean las relaciones de accesibilidad entre los nodos. Tenemos que 
hacer una segunda pasada para poder crear todas las relaciones de cada nodo con 
todos sus adyacentes para cada uno de los tres campos de adyacencia. 
AppDelegate es la única clase de toda la aplicación que tiene acceso al cálculo de rutas. 
Esto es debido a que al ser un cálculo complejo y muy costoso es preferible tener su 
acceso completamente controlado. De la misma manera, sólo la clase 
ARNavigatorViewController accede a AppDelegate para solicitar un cálculo de ruta. La 
función de cálculo de ruta no prepara las variables necesarias para el proceso ni 
elimina la posible ruta existente, por tanto es responsabilidad de los controladores que 
lo usan realizar estas tareas. AppDelegate también se encarga de tratar los valores 
modificados de la vista Ajustes.  
 
                                                     
11
 iOS crea la base de datos la primera vez que se ejecuta una aplicación en el terminal, o si se reinstala 
después de haberla borrado. Una vez instalada la base de datos no se borra al cerrar la aplicación y si se 
intenta crear de nuevo se producirá un error de ejecución. 
12
 Plist es una extensión de archivos de propiedades de Apple en XML que significa Properties List. 




3.4.2. POIViewController/DestinationView Controller 
 
Estos dos controladores son muy similares y solo contienen algunas diferencias que 
remarcaremos más adelante. Son los encargados de cargar toda la información que se 
mostrará en las tablas que contienen las vistas relacionadas a estos controladores. 
Estos controladores también son los encargados de la gestión de la selección del 
destino y los puntos de interés a mostrar durante la navegación, al realizar el 
tratamiento de datos actualizan el modelo con la nueva información.  
Estos dos controladores gestionan las vistas de selección de destino y puntos de 
interés, generan la vista programáticamente y por lo tanto no existe archivo .XIB13 
para ellos. Estos controladores son subclase de UITableViewController. 
UITableViewController es el controlador predefinido para gestionar vistas consistentes 
en tablas, contiene todas las llamadas y parámetros necesarios para facilitar el trabajo 
en vistas de este estilo. 
Estos controladores se basan principalmente en un componente llamado 
FetchedResultsController, cuya función principal es proveer los datos necesarios a la 
tabla de forma dinámica para evitar que la tabla tenga que tener todos sus datos 
cargados constantemente en memoria. Sin este elemento una tabla mantiene todas 
sus celdas cargadas. Cuando se utiliza, las celdas de la tabla se van creando a medida 
que se necesitan. Este componente necesita ser inicializado manualmente y funciona 
de forma muy similar a CoreData (ver 3.2 Modelo de Datos). Inicialmente hay que 
cargar los datos haciendo un FetchedRequest14, pero a diferencia de lo explicado 
anteriormente, en este caso hay que dar datos específicos sobre índices y secciones. 
Este request será llamado cuando el controlador necesite mostrar datos no cargados e 
irá generando las celdas de la tabla de forma dinámica. Esto es enormemente útil para 
tablas muy grandes porque mantiene el uso de memoria constante y para un 
dispositivo móvil con memoria limitada es de gran importancia, pero tiene la 
desventaja que complica en gran medida el tratamiento de la tabla de forma posterior. 
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 Los archivos .XIB son archivos del Interface Builder que contienen toda la información de una vista o 
un componente de una vista. 
14
 FetchRequest es una función que realiza la consulta a CoreData de forma equivalente a un SELECT en 
SQL. 




TableViewController nos ofrece una serie de funciones específicas para la definición 
de las tablas. La primera es la definición de secciones, nos indica que definamos qué 
campo del origen de datos contiene la información para crear las secciones. 
Paralelamente hay otras dos funciones que nos piden que indiquemos cuantos campos 
tiene cada sección y qué nombre debe tener dicha sección. Al cargar el 
FetchedRequest inicial se define qué campo identificará las secciones, una vez hecho 
esto se puede consultar directamente qué secciones hay o cuantos campos contiene 
con una sola instrucción, como si se estuviese accediendo a los elementos de una 
clase. De la misma forma las secciones son almacenadas como un vector que puede 
recorrerse normalmente, y dentro de las secciones las celdas son guardadas de la 
misma forma. 
La función principal del TableViewController es la llamada CellForRowAtIndexPath. 
Esta función se llama automáticamente para cada celda que debe dibujar por pantalla. 
Tiene como parámetro de entrada el IndexPath, que no es más que el índice que 
ocupa la celda actual dentro del registro de datos del controlador. En esta función es 
donde se define el aspecto y la información que contendrá la celda. Para nuestro caso 
utilizamos uno de los estilos predefinidos que nos ofrece iOS: 
UITableViewCellStyleSubtitle, que contiene un campo para un texto principal y debajo 
un campo para texto subíndice. Es también en esta función donde se dibujan los 
accesorios para la celda, que indican si están marcadas o no. 
En esta función hay una ligera divergencia entre los controladores de destino y puntos 
de interés. En el controlador de POI se añade manualmente una celda nueva de 
formato estándar con sombreado gris al principio de cada sección que sirve para 
marcar todos los puntos de interés dentro de una sección. 
Con las funciones descritas anteriormente las tablas quedan completas, pero no 
ofrecen ningún tipo de interacción más que moverse por en scroll vertical. Para que 
esto no sea así se añade una nueva función llamada didSelectRowAtIndexPath. Esta 
función se llama automáticamente cuando el usuario pulsa una celda de la tabla y nos 
da como parámetro el índice de la celda seleccionada. Es en esta función donde radica 
la principal diferencia entre los controladores de destino y puntos de interés, y por lo 




tanto las explicaremos por separado. 
Estos controladores disponen de un buscador creado utilizando el componente 
UISearchBar que automatiza la mayor parte de los eventos. Cuando se escribe algo en 
la barra del buscador se crea un segundo FetchedResultsController usando un filtrado 
que contiene las letras escritas en la barra del buscador que se sobreimprime por 
encima de la tabla original dibujando una nueva tabla temporal. Esta nueva tabla 
funciona exactamente igual que la original, la única diferencia es que los campos que 
muestra están filtrados. El filtrado se realiza con un componente llamado NSPredicate 
que permite añadir sentencias en la búsqueda a la base de datos. Estas sentencias 
pueden ser sencillas como el caso que nos ocupa, que es un simple “CONTAINS”, hasta 
complejas expresiones regulares. 
 
DestinationController, selección de celda 
Cuando se marca un destino es necesario comprobar que no haya ya un destino 
marcado, y si lo hay, quitarlo. La selección de destino es excluyente y el hecho de tener 
dos puntos marcados como destino haría que el programa no funcionase 
correctamente. Por lo tanto cuando se marca una celda para destino primero se mira 
en la base de datos que no haya ningún punto ya marcado como tal, y en caso de 
haberlo será desmarcado. A continuación se procede a marcar el nuevo destino. Si se 
marca una celda que contiene un destino actual, este deja de ser marcado como 
destino. 
 
POIController, selección de celda 
En esta función se accede al modelo de datos directamente. Si marcamos una celda, 
ésta quedará señalada como punto de interés a mostrar, si marcamos una celda ya 
señalada esta marca se borrará.  
Si seleccionamos la casilla “Seleccionar todos” se marcarán y desmarcarán según 
convenga todas las celdas dentro de la sección. Igualmente si todas las celdas de una 




sección se marcan manualmente esta celda todos se marcará de forma automática una 
vez la última celda haya sido marcada. De la misma forma si alguna de las celdas se 
desmarca la celda todos dejará de estar marcada. 
Esta celda todos no tiene un valor en el modelo de datos, solo es una referencia visual 
para ayudar a la selección de un gran número de POIs. 
 
DestinationController, selector de imágenes 
Existe una peculiaridad que contiene el controlador de destinos que no tiene el de 
puntos de interés: la capacidad de seleccionar el destino de una forma totalmente 
distinta. 
El controlador es el encargado de realizar las acciones pertinentes ante los eventos de 
cambio de orientación del dispositivo. En este caso, y sólo en este caso, cuando 
ponemos el terminal en forma apaisada el evento correspondiente crea un 
ModalView. Las ModalView son vistas completas que se superponen a la vista actual. 
En este caso el controlador de destino crea una ModalView que contiene nuestra 
implementación de CoverFlow, que ha sido integrada dentro de ARNavigator. Como el 
ModalView es capaz de contener una vista completa, también es capaz de cargar su 
controlador y todas las subclases que utilice. Cuando se marca una imagen del 
CoverFlow un delegate manda un evento a la clase DestinationController que realiza 
las mismas operaciones que el evento de marcar una celda de la tabla obteniendo 
como resultado la selección o deselección de un destino. 
Si el controlador del CoverFlow recibe el evento correspondiente a que el terminal ha 










Esta es la clase principal de la aplicación, es la que controla todos los eventos de la 
navegación. Aquí realizaremos el control de la posición actual, el control de la posición 
y dirección de la flecha de navegación, el tratamiento de los datos de los 
acelerómetros, sistemas de posicionamiento y brújula. También realizaremos el 
tratamiento de nuestra posición dentro de la ruta calculada para la navegación. 
Como hemos visto en la vista de Navegación (3.3 Vistas) la navegación se abre en un 
ModalView, de la misma manera que CoverFlow. Esto hace que cada vez que se abra 
esta vista se cree una nueva instancia, y cada vez que se cierre se destruya. Esto nos 
garantiza que cada navegación será nueva y única. 
Al arrancar el navegador lo primero que se hace es crear todas las vistas que contendrá 
la pantalla, se inicializa la navegación como vacía y se activa la recepción de eventos de 
los acelerómetros, giroscopio y localizador. Es entonces cuando se inicia la captura de 
vídeo. 
Es necesario ajustar muchos parámetros pues la captura de vídeo puede llegar a 
consumir más del 60% de la CPU del dispositivo si se configura erróneamente. Es 
necesario crear una AVCaptureSession que contendrá todos estos ajustes. Definimos la 
calidad de grabación a resolución media con UICaptureSessionPresetMedium, no 
inicializamos grabación de audio por ser innecesaria y costosa. Hay que definir un 
marco donde se reproducirá la imagen capturada, que en este caso ya hemos visto que 
es la totalidad de la pantalla excepto la barra superior.  
Tenemos que añadir un dispositivo de captura a la sesión, para ello usamos 
AVCaptureDevice. Aquí tenemos que indicar que utilizaremos la cámara trasera del 
dispositivo y que el formato de grabación será de vídeo. Es importante desactivar el 
autofocus con el parámetro AVCaptureFocusModeLocked ya que el autofocus es otra 
de las funcionalidades con gran consumo de recursos. De esta forma tenemos una 
captura de imagen de vídeo que apenas utiliza el 5-10% de la capacidad de procesado 
del dispositivo. 




Una vez definido esto añadimos el dispositivo de grabación a la sesión, iniciamos la 
grabación y añadimos la vista a la pantalla principal. Esta vista será la primera en ser 
dibujada y por ello todas las demás quedarán superpuestas por encima. 
Uno de los eventos automáticos para un controlador es viewWillAppear. Este evento 
salta cuando una vista ya está cargada, pero justo antes de ser presentada en el 
dispositivo. Durante este evento definimos nuestra posición geográfica actual, si no 
está definida ya, y aseguramos que la reproducción de vídeo está activada. 
Una vez se inicializan los acelerómetros, localizador y brújula, estos comenzarán a 
enviar eventos automáticamente. El evento de brújula será utilizado únicamente para 
almacenar el valor devuelto en una variable. El evento de localización es muy amplio. 
Su primera función es actualizar nuestra posición actual y actualizar la información de 
posición que aparece por pantalla. Este evento contempla durate su ejecución dos 
estados: la primera ejecución y la ejecución recurrente. 
Durante la primera ejecución se inicializa el cálculo de ruta15 y se fuerza una 
actualización de las distancias para los puntos de interés (ver ARNavSignsView más 
adelante). La segunda vez que salta este evento y posteriores realiza operaciones 
relacionadas con la ruta, si hay una trazada. 
Una de las operaciones es comprobar si el usuario va en dirección contraria. Cuando se 
llega a un punto de destino parcial la aplicación guarda la distancia hasta el siguiente 
punto del recorrido. Si el usuario por cualquier motivo llega a un punto cuya distancia 
hasta el objetivo es 1.5 veces mayor que la distancia inicial, la ruta se recalculará 
automáticamente intentando encontrar un camino más óptimo desde la nueva 
posición. 
La otra operación es la comprobación de situación. Si el punto actual está a 5 metros o 
menos de un punto de destino comprobará si se trata de un destino intermedio o el 
objetivo de la ruta. Si se trata de un objetivo intermedio hará que la flecha de guiado 
apunte hacia el siguiente objetivo de la ruta. Si se trata del destino final aparecerá un 
popup avisándonos de la llegada al destino y se cancelará el recorrido. 
                                                     
15
 El cálculo de ruta está programado para que si no hay un destino y un origen definidos no se realice el 
cálculo, por tanto iniciar la navegación sin haber definido un destino implicará que no aparezca la flecha 
de guiado.  




El evento del acelerómetro es el que más a menudo se repite y al cual están ligadas 
todas las operaciones de dibujado por pantalla. En cada ejecución actualizamos las 
variables que guardan los valores de aceleración actuales, llamamos al cálculo de 
dirección de la flecha de guiado y llamamos al cálculo de posición de los carteles de los 
puntos de interés. 
La operación de actualización de la dirección de la flecha de guiado es la encargada de 
calcular el ángulo necesario para que la flecha indique al destino. Esta operación 
actualiza la información del texto que muestra la distancia hasta el destino y le da un 
formato más legible. 
El cálculo del ángulo se realiza tal y como se ha explicado en el apartado de 
Fundamentos matemáticos, de la misma manera que también se calculan los ángulos 
para el ajuste de la posición del dispositivo. Estos ángulos se aplican a la flecha usando 
transformaciones geométricas de rotación en los ejes Y y Z de la flecha. Si no hay una 
ruta establecida todo este proceso se ignora y la flecha no se dibuja por pantalla. 
 
3.4.4. ARNavSignsView, visor de Puntos de interés 
 
Este controlador añade muchas funcionalidades a la navegación además de mostrar los 




El cartel es una señal rectangular que aparece en la pantalla. Contiene información 
sobre el punto de interés y sus coordenadas. A efectos de rendimiento su número está 
limitado a cinco carteles simultáneos por pantalla. 
Los carteles tienen su propia clase llamada ARNavigatorSign que está directamente 
relacionada con la clase Poi del modelo de datos. Esta clase contiene el nombre del 
punto de interés, sus coordenadas, su distancia actual hasta nuestra posición y el 




cuadro que decora el cartel. 
Esta clase contiene las funciones de pintado y una función de actualización de 
información. Esta última función actualiza la distancia y actualiza la variable que 
almacena si el punto de interés está siendo mostrado por pantalla o ha salido de la 
pantalla por los bordes superior o inferior. 
Si la señal está dentro de pantalla se pintará el cartel con la información de 
coordenadas y nombre y se le aplicará el escalado correspondiente como se ha 
explicado en Fundamentos matemáticos. Si la señal ha salido por arriba o abajo de la 
pantalla debido al desplazamiento vertical derivado de la inclinación el dispositivo, se 
dibujará una pequeña flecha señalando la dirección en la que se encuentra el punto de 
interés, arriba o abajo. 
 
Banners 
Los Banners son dos barras gris oscuro por las que se desplaza un texto azul claro. La 
barra superior se desplaza a la derecha y la inferior a la izquierda. En estas barras 
aparece el nombre de aquellos puntos de interés que están fuera de la pantalla 
indicándonos hacia qué lado se encuentran. 
Cada banner está compuesto por la vista de la barra propiamente dicha y dos vectores. 
Uno contiene los puntos de interés que están siendo mostrados en el banner, el otro 
contiene la cola de puntos de interés que están esperando a ser mostrados. Cuando un 
punto de interés acaba su pasada por el banner y sale fuera de pantalla se elimina del 
vector interno y se añade en la cola. Cuando la última señal que ha aparecido en el 
banner ha dejado el espacio suficiente se añade el primer punto de interés que está en 
la cola y se elimina de la cola. 
 
Funciones específicas de Banners 
Por la complejidad de los banners se han añadido una serie de funciones que facilitan 
el trabajo de estos. Cada ArNavigatorSign contiene un UILabel con el nombre del 




punto de interés. Cuando un punto de interés debe añadirse al banner lo que 
realmente se añade es este label. 
La función addLabelToBanner se encarga de mover un punto de interés de la cola al 
banner. Le da el formato adecuado al texto y fija una posición para el centro de la 
UILabel. Los puntos de interés de los banners siempre están separados por una 
distancia mínima. Si un punto de interés anterior aún no está en la distancia adecuada 
el nuevo punto se añade con margen suficiente para que esta distancia mínima se 
mantenga. Si el punto de interés anterior ya se encuentra a más de la distancia mínima 
el nuevo punto de interés se añadirá justo al principio del banner. 
La función updateBanner es una función controlada por un NSTimer16 que la ejecuta 
cada 0.025 segundos, es decir 25 veces por segundo. Esta función desplaza 
automáticamente todos los puntos de interés dentro de los banners  y gestiona las 
entradas y salidas. Cuando un punto de interés queda fuera del banner se mueve a la 
cola de espera. Si es pertinente que entre un nuevo punto de interés se llama a la 
función addLabelToBanner. 
El controlador mantiene los banners en posición horizontal constantemente. Cuando 
se llama a las funciones asociadas del control de puntos de interés se envían los datos 
de los acelerómetros para poder controlar la posición de los carteles de los puntos de 
interés. Estos datos se aprovechan para determinar la posición del terminal y rotar las 
barras de los banners y la vista de puntos de interés en caso de ser necesario. Esto se 
realiza mediante una animación de la vista. Las animaciones son funcionalidades 
añadidas dentro de los frameworks CoreGraphics y QuartzCore que son los 
encargados principales de todas las tareas de dibujado y renderizado de iOS. 
La función de actualización se llama cada vez que ARNavigatorViewController recibe un 
evento del acelerómetro. Cada vez que esta función se llama se realiza el cálculo del 
ángulo de desviación que separa cada uno de los puntos de interés cargados con 
respecto de nuestra posición actual. Usando los datos que nos aportan los 
acelerómetros y las posiciones de los puntos de interés y la actual podemos 
determinar los ángulos de la forma que se ha explicado en Fundamentos matemáticos. 
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 NSTimer es una función que crea un proceso repetitivo que se ejecuta automáticamente cada periodo 
de tiempo determinado. 




Con estos ángulos calculamos el desplazamiento respecto al centro de la pantalla que 
se aplica a los puntos de interés.  
La función drawSign calcula el escalado de los carteles de los puntos de interés y su 
posición y la almacena en las variables de la clase ARNavigatorSigns para ser usados 
en la función de pintado de la clase. Utilizando los datos de posición para el hipotético 
centro del cartel esta función determina si el cartel del punto de interés está dentro de 
la pantalla o fuera. Si el cartel está dentro de la pantalla o fuera por arriba o abajo se 
llama a la función de pintado de la clase ARNavigatorSigns. Si los carteles están fuera 
de la pantalla por uno de los laterales se considera que los carteles están fuera, no se 
pintan y sus UILabels asociadas se añaden a las colas de los banners izquierdo o 
derecho según corresponda. 
 
ARNavSignsView DataSource 
Como se ha explicado en el apartado 3.1.3 Otros patrones utilizados, todos los puntos 
de interés cargados en este controlador están gestionados por un DataSource. A parte 
de las dos funciones de obtención de datos tenemos dos funciones específicas: 
updateDistance y reloadSigns. 
UpdateDistance es llamada cada vez que ArNavigatorViewController detecta que se 
han avanzado 25 metros. Cuando esto pasa se actualiza la distancia que separa nuestra 
ubicación actual con todos los puntos de interés directamente en la base de datos. 
Siempre que esta función se ejecuta se llama a la función reloadSigns. 
ReloadSigns es la función que proporciona los puntos de interés con los que trabajará 
ARNavSignsView. Esta función borra toda la información sobre puntos de interés y la 
deja en blanco, incluyendo banners y carteles. Accediendo directamente a los datos 
del modelo se comprueba si existen puntos de interés marcados desde la tabla puntos 
de interés. Si los hay serán estos los que esta función cargue. Si no los hay esta función 
cargará automáticamente los cinco puntos de interés más cercanos a la ubicación 
actual del dispositivo. 




Hemos comentado anteriormente que solo pueden aparecer cinco carteles de puntos 
de interés simultáneamente como máximo por pantalla. Para garantizar que estos 
carteles son los más adecuados los puntos de interés guardados por esta función son 




Una vez terminada la aplicación, mostraremos y explicaremos algunas capturas 
realizadas. 
Podemos ver en la Figura 44 la tabla de búsqueda de destino y el resultado de realizar 
la búsqueda de las letras “Ba” en la Figura 45. Esta búsqueda se realiza dinámicamente 
a medida que escribimos en la barra de texto y el resultado es idéntico a la tabla de 
destinos original. 
En la Figura 46 vemos la tabla de puntos de interés, hemos pulsado el botón todos y 
vemos como todas las celdas de la sección Aulas Ordenadores aparecen marcadas 
como puntos de interés a mostrar. Si pulsamos sobre una de las celdas se desmarcará 
y el botón todos dejará de mostrarse como marcado como podemos ver en la Figura 
47. 
En la Figura 48 vemos nuestra implementación de CoverFlow integrada en la 
aplicación. Podemos ver la imagen ampliada del edificio Nexus y en la Figura 49 la 
información que nos ofrece CoverFlow cuando pulsamos sobre el botón información. 
Se puede apreciar en la Figura 50 los diversos carteles de puntos de interés que se 
muestran sobre la pantalla, situados sobre los edificios correspondientes. También se 
aprecian los puntos de interés que aparecen en los banners indicando hacia donde se 
encuentran dichos puntos. 
En la Figura 51 vemos la información adicional que muestra la aplicación, vemos 
nuestras coordenadas y la distancia desde nuestra posición hasta nuestro destino. 
También vemos la flecha de navegación, señalando hacia nuestro siguiente punto de 





En la Figura 52 podemos apreciar como dependiendo del idioma que esté marcado en 
la pantalla de ajustes, la aplicación se mostrará en un idioma o en otro. 
 





Figura 44: Tabla de selección de Destino Figura 45: Funcionamiento del Buscador 
Figura 46: Todos los Puntos de una sección 
marcados 
Figura 47: Desmarcado uno de los Puntos de la 
sección 







Figura 48: Imagen ampliada 
Figura 49: Información sobre el Destino 






























Figura 50: Carteles de puntos de interés y puntos de interés en los banners 
Figura 51: Información adicional y flecha de navegación 





Figura 52: Pantalla de ajustes y varias opciones de idioma 





















ARNavigator queda terminado como una aplicación perfectamente utilizable y 
completa, pero algo alejada de una aplicación comercial. La falta de un sistema para 
gestionar la base de datos de puntos de interés y destinos es la principal ausencia. 
Sería un buen añadido futuro incluir los elementos necesarios para crear nuevos 
puntos de interés o poder eliminar los antiguos. También sería muy de agradecer el 
toque de un diseñador gráfico para acabar de pulir el aspecto estético de la aplicación. 
Todos los objetivos mencionados en el Capítulo 1 han sido conseguidos. He 
desarrollado una aplicación de navegación utilizando realidad aumentada para mostrar 
al usuario toda la información necesaria, guiando de forma eficiente por el Campus y 
dando la posibilidad de calcular rutas aptas para personas con problemas de 
movilidad. 
Realizar esta aplicación me ha servido para aprender y profundizar mucho sobre 
Objective-C, Cocoa y la programación para iOS, y ahora veo que la aplicación 
resultante podría ser la base para aplicaciones mucho más avanzadas que ahora sí que 
veo posibles.  
La falta de conocimiento sobre el tema ha condicionado mucho el desarrollo y una 
gran cantidad de las horas dedicadas en implementar han sido empleadas en aprender 




como funciona Cocoa, sus subsistemas y porqué las cosas funcionan así. Ha sido muy 
motivador el hecho de acabar prácticamente a diario habiendo aprendido algo, y al 
final el cúmulo de conocimientos es realmente grande. Cabe decir que he tenido ayuda 
que ha facilitado mucho la asimilación de los conceptos más complejos y técnicos de 
Cocoa y Objective-C. 
Uno de los problemas que he encontrado a lo largo del desarrollo ha sido la precisión 
del sistema de localización en espacios cerrados o en algunos puntos del Campus Nord. 
Realmente consiguen que la aplicación guie de forma errática en determinadas zonas 
del Campus donde la cobertura GPS es menor, aunque a medida que mejore la 
tecnología de recepción de GPS estos problemas irán desapareciendo. 
Otro inconveniente a destacar es la limitación de hardware de un dispositivo de este 
tipo. El iPhone 4 es un smartphone enormemente potente, pero no tiene la potencia 
de un ordenador personal medianamente actual. Esto ha influido mucho a la hora de 




Se puede apreciar claramente en la descomposición de horas la gran cantidad de 
trabajo empleado en la fase de implementación. Esto no es debido a que el código sea 
especialmente extenso, es debido a la constante fase de aprendizaje. Si se tratase de 
un proyecto comercial todas las horas de implementación no serian facturables y, por 
lo tanto, el coste de desarrollo acabaría siendo considerablemente menor. 
También en Estudio Previo una parte considerable de las horas han sido dedicadas al 
estudio y lectura de numerosa documentación relacionada con todo el sistema de iOS 
y sus patrones. (ver Figura 53) 
 
 





Concepto Cantidad horas Precio / Hora Total 
    
Análisis    
Estudio previo 50 67,00€ 3.350,00€ 
Análisis 150 67,00€ 10.050,00€ 
    
Desarrollo    
Diseño 50 40,00€ 2.000,00€ 
Implementación 500 49,00€ 24.550,00€ 
Testeo 80 40,00€ 3.200,00€ 
    
Documentación    
Esquemas y diagramas 15 49,00€ 735,00€ 
Documento 85 49,00€ 4.165,00€ 
    
TOTAL 920  48.050,00€ 
Figura 53: Tabla de Costes 




Como puede verse en la Figura 54 el calendario no difiere prácticamente del 
presentado en el Informe Previo. Esto es debido a que el informe fue realizado en una 
fase tardía del proyecto, donde solo faltaba incluir CoverFlow, realizar los últimos 
testeos y recoger toda la documentación creada hasta la fecha en una memoria única y 
coherente. 
Se puede apreciar también que el testeo ha sido constante y se ha dedicado mucho 
tiempo a él. Al ser una aplicación de navegación hay que probarla directamente “en la 




calle”, y esto requiere mucho tiempo. Además, este hecho también ralentiza la 
detección y corrección de errores por la imposibilidad de depurar la aplicación durante 
las pruebas de campo. Algunos de los errores han sido detectados y corregidos 
forzando las situaciones reales donde la aplicación no respondía debidamente. 
Otro punto interesante es el solapamiento de diversas fases de la implementación. Al 
ser una aplicación en la que todas sus partes interaccionan en un todo común el 
desarrollo de sus partes más comunes debía ser paralelo. 




      
Figura 54: Calendario del proyecto 
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