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Abstract 
We consider the inverse scattering problem of determining the shape of an orthotropic homogeneous medium from a 
knowledge of the far field pattern corresponding to incident time harmonic plane waves. We solve the direct problem 
by potential theory, show the uniqueness of the inverse problem and then use a ‘simple’ method recently developed by 
Colton and Kirsch (1996) and Colton and Monk (1997) to solve the inverse problem. Numerical examples are given 
showing the practicality of our method for solving the inverse problem. 
Keywords: Inverse scattering; Orthotropic medium 
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1. Introduction 
Although in recent years there have been many papers written on the electromagnetic inverse 
scattering problem for an isotropic medium (cf. [4]), to our knowledge essentially nothing is known 
for the corresponding problem for an anisotropic medium. This is in spite of the fact that in both 
medical imagining and nondestructive testing the material being interrogated is often anisotropic. Part 
of the reason for this gap in our knowledge is probably due to the fact that integral equation methods 
for the direct problem are not as well developed as in the case of an isotropic medium. However, 
this has recently been remedied by Potthast [ 13, 141 and, for the special case of an orthotropic 
medium, qualitative estimates of the index of refraction from a knowledge of the spectrum of the 
far field operator have been obtained by Colton and Erbe [ 11. Hence it seems appropriate to us 
to consider the simplest case of an anisotropic medium and study in depth the associated inverse 
scattering problem. 
The inverse scattering problem we have in mind is to determine the shape of an orthotropic 
dielectric with a constant permittivity matrix from a knowledge of the far field pattern corresponding 
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to incident plane waves at fixed frequency but arbitrary direction of incidence (the direct scattering 
problem will be formulated more precisely below). We begin by developing a potential theory for 
the direct problem and then use this theory to establish the well-posedness of the direct scattering 
problem. We will then modify the ideas of [7,8] to show the uniqueness of a solution to the inverse 
problem. Finally, we will give a method for the numerical solution of the inverse problem. The 
approach we use is based on extending a method recently developed by Colton and Kirsch [2] 
and Colton and Monk [5] for isotropic media to the orthotropic case. This method is based on 
mathematically placing a grid on the unknown domain, solving a linear integral equation of the first 
kind for each point on the grid, and then determining the shape of the domain from a knowledge of 
the solutions to this set of integral equations. We note that although the integral equation is linear, 
this is an exact method, i.e., no approximations have been made nor any assumptions on whether 
or not the frequency is high or low. 
We close this section by formulating the direct scattering problem for an orthotropic medium. 
Consider the scattering of time-harmonic electromagnetic waves from an infinitely long cylindrical 
anisotropic dielectric. We denote by so > 0 and ,u~ > 0 the constant electric permittivity and magnetic 
permeability outside the dielectric and assume that for the dielectric the electric permittivity E is a 
constant symmetric matrix whereas we assume /J = ,u~ for the magnetic permeability. Then for a 
time-harmonic electromagnetic wave with frequency o the electric field E and the magnetic field H 
in the dielectric satisfy 
curl E - ikH = 0, 
where k2 = ~~,u~co~ and 
1 
n=-8. 
co 
the 
the 
Assuming that the matrix 
equivalent to 
time-harmonic Maxwell equations (cf. [4, p. 2391) 
curl H + iknE = 0, 
refractive index is given by the constant matrix 
(1.1) 
y1 is invertible, via ikE = n-’ curl H the Maxwell equations (1.1) are 
curl n-l curl H - k2H = 0. (1.2) 
In the exterior of the scatterer the electric field E. and the magnetic field Ho satisfy the isotropic 
Maxwell equations 
curl E. - ikHo = 0, curl Ho + ikE0 = 0 (1.3) 
and across the boundary the tangential component of both the electric and the magnetic field are 
continuous. 
We assume that the cross section of the cylindrical dielectric is given by a simply connected 
bounded domain D c R2 with C2 boundary dD. By v we denote the outward unit normal vector to 
dD. We assume that the dielectric is orthotropic, i.e. n is of the form 
n11 1212 0 
tZ= ( 1221 1122 0 0 0 n33 i 
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and assume that the electromagnetic wave is H polarized, i.e., 
Ho = (O,O,uo), H = (O,O,u), 
where the scalars u. and u are independent of x3. Then, by elementary vector analysis it can be seen 
that (1.2) is equivalent to 
divM grad u + k2u = 0 in D, (1.4) 
where 
nil n12 
A4 := 
1 
IzllR2 - n12n21 ( )* n21 1222 
Analogously, (1.3) is equivalent to the Helmholtz equation 
duo + k2uo = 0 in R2\D. (1.5) 
Finally, the continuity of the tangential components vxHo = vxH and vxEo = vxE across the 
boundary is equivalent to 
u. = u on dD (1.6) 
and 
v.graduo=v.Mgradu on i?D. (1.7) 
The derivation of (1.7) is analogous to the derivation of (1.4) through formal replacement of the 
Nabla operator P by the normal vector v since div =V. and curl = Vx. 
Hence, for plane wave incidence with H polarization the direct scattering from an orthotropic 
cylindrical dielectric is modeled by the differential equations 
duo + k2uo = 0 in R’\o, divMgradu+k2u=0 in D (1.8) 
subject to the transmission condition 
ug + u1 = u, v+(graduo+gradu’)=v.Mgradu on dD (1.9) 
and the radiation condition 
lim fi($! -ikuo) =O, r=IxI, 
i-103 
(1.10) 
uniformly for all directions. Here, ui(x) = eikx,d describes the incident plane wave with incident 
direction d. 
2. Single- and double-layer potentials 
Despite the fact that the jump and regularity properties for single- and double-layer potentials for 
Eq. (1.4) are well established in the literature (cf. [6,12]), we shall give a short and concise outline 
of their derivation via reducing them to the corresponding properties for Eq. (1.5). 
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In the sequel we assume that the real constant matrix A4 is symmetric and positive definite. Then 
there exists a unique symmetric and positive definite square root M1j2 of M. 
Lemma 2.1. Let u. be a solution to the Helmholtz equation 
duo + k2Uo = 0. 
Then 
u(x) := uo(M-1’2x) 
is a solution of 
divMgradu+k2u=0. 
(2.1) 
(2.2) 
(2.3) 
Proof. By elementary analysis based on 
grad u(x) = M-1’2 grad uo(M-1’2x) (2.4) 
it can be seen that divM grad u(x) = div grad u~(M-~/~x). From this the statement is obvious. ??
By Qjo we denote the fundamental solution to the Helmholtz equation 
i (1) 
@o(x,Y) = -H 4 O &lx - ul>, X#Y, 
in R2 where Hf ’ is the Hankel function of order zero and of the first kind. Then, in view of 
Lemma 2.1, the fundamental solution @ for the Eq. (2.2) is given by 
@(x, y) = h(“;~t2;;-1’2Y) = 4 de;Ml,2 H;1)(kIM-1’2(x - y)l), x # y. (2.5) 
That the normalization by detM1i2 is appropriate and convenient will be clear in the sequel. 
As already indicated, we wish to reduce the jump and regularity properties of single- and double- 
layer potentials with the orthotropic fundamental solution (2.5) to the corresponding potentials for 
the isotropic case. For this end define 
r := M-“2(dD) 
and choose r = {z(t) : t E [0,27c]} a regular 2rc-periodic parametric representation with counter- 
clockwise orientation 
r = {z(t) : t E [O, 24). 
The regularity is equivalent to z’(t) # 0, t E [0,27c]. Then 30 = {M1/2z(t) : t E [0,2x]} and for the arc 
length on r and 80 we have the relation 
dsr(z(t)) = Iz’(t)l dt, dsa&V1’2z( t)) = lM1’2z’( t)l dt, t E [0,27c]. 
Hence, if we define /? : r --f R by 
Iz’(t)l /G(t)> = lM’,2z,(t>l 7 t E PY 2x1, 
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we have 
dsr(r) = B(r) dsao(M”*rO, r E r. (2.6) 
We also need relations between the unit tangent vectors rao and rr and the unit normal vectors 
vaD and vr to dD and r. The unit tangent vectors are given by 
zr(z(t>> = ,z,ft), z’(t), ~aD(@*z(t>> = ,M,,;z,(t), M”2z’(t), t E [0>2~1~ 
whence the relation 
rao(M1’2y) = B(r)@2rr(rl), r E r, 
follows. Let 
0 1 
B= 
( ) -10 * 
Then vr = Bzr, vaD = BQ and, since elementary algebra shows that 
B&fI/*B-i = detM’/2M-1/* , 
from (2.7) we deduce that 
v&M”~~) = p(q) det M1’2 M-“*Vr(q), q E r. 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
In the jump relations of the following two Lemmata, as usual, by the subscripts + or - we denote 
the limiting values on the boundary 8D as approached from the exterior domain R2\D or the interior 
domain D, respectively. 
Lemma 2.2. The orthotropic single-layer potential 
u(x) = 
J’ 
@(x7 y)cp(v) ds(y), x E R*\dD, (2.11) 
dD 
with continuous density q is a solution of (2.3) in R2\dD and it satisjies the jump relations 
u+ = u- on aD (2.12) 
v(x) . M grad u*(x) = 
s v(x) . M grad, @(x3 u> cpb9 d4y) T i d4, 
x E 31). (2.13) 
aD 
Proof. Define the isotropic single-layer potential 
uo(5) = J @o(4, q)$(vl) ds(r), t E R*\C r 
where 
$(y) = cpwfi2v) 
P(r) * 
(2.14) 
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Then, substituting 5 = M-‘/*x, q = M-‘/*y and using (2.5), (2.6) and (2.14), it follows that 
u(x) = 
1 
det AU2 uo(M 
-“CC). (2.15) 
Now Lemma 2.1 implies that u solves (2.3). The continuity (2.12) of u across aD follows from the 
continuity of u. across r. 
From (2.4) and (2.15) we have that 
1 
grad U(x) = det MI/2 M-‘I* grad uo(M-“*x). 
From this, using (2.10) we obtain 
v&x) . A4 grad u(x) = ~(M-“*x)v~(M-~~~x) . grad UO(M-1/2x), x E aD. 
With the aid of (2.6) and (2.14) the last equation now reduces the jump relation (2.13) to the 
classical jump relation for the isotropic single-layer potential. 
Lemma 2.3. The orthotropic double-layer potential 
c 
u(x) = J V(Y) . M grad, @(x9 Y)CP(Y> d4.d x E R*\aD, (2.16) dD 
with continuous density cp is a solution of (2.3) in R2\dD and it satisjes the jump relation 
U*(X) = J V(Y) +QP$ @(~,~)(~(y)ds(y) f &4x), XEdD. (2.17) 8D 
For densities q E C’~‘(8D) the orthotropic double-layer potential v satisJies 
a 
v(x).Mgradu(x)=detM- J aa as(x) aD @(x’ ‘) as(Y) ds(y) 
+ k2V(X) .
J 
@(x> u> dy)Mv(y) WY)> x E 80. 
a0 
Proof. Define the isotropic double-layer potential 
(2.18) 
where 
rl/(r) = cpw’2v). 
Then, substituting 5 = M-‘/*x, q = M-‘/*y and using (1.3), (2.6) and (2.10) we find that 
v(x) = vo(M-“*x). 
Now the differential equation for v follows from Lemma 2.1, and the jump relations for the isotropic 
double-layer potential imply (2.17). 
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For densities $ E C’,“(T) we have the identity 
~(5) . grad wd0 = & 1 
l- 
@0(5> Y) g ddvl) 
,. 
+ k2v(5>. / @o(t>v) t&v> v(v) d4y)> 4: E r, (2.19) 
r 
which is due to Maue [ll]. For a derivation of (2.19) we refer to [3, p. 571, for the three-dimensional 
case and to [9, p. 1021, for the two-dimensional case with k=O. Substituting t=M-1/2~, q=M-‘i2y 
in (2.19) and using (2.4)-(2.10) yields the Maue formula (2.18) for the orthotropic double-layer 
potential. 0 
By the same procedure, from the Green’s representation formula for solutions to the Helmholtz 
equation one can deduce that 
u(x)= ~~{~(n.~)v(~).Mgradu(y)-u(~)v(~).Mgrad,~(x,~)}~(~), x@, .I 
(2.20) 
for any solution u E C*(D) n C’(b) to 
divM grad u + k*u = 0 in D. 
From the above analysis relating the orthotropic single- and double-layer potentials to the isotropic 
single- and double-layer potentials it is obvious that the regularity properties remain unaltered. In 
particular, [4, Theorem 3.31 giving the regularity properties of these potentials as mappings from i3D 
to D and R*\D remains valid (see [9] for a proof in the two-dimensional case with k = 0). For the 
same reason the mapping properties of the following boundary integral operators from dD to 30 
can be extended from the isotropic case. We define the operators 
6%)(X) := 2 lD @(x, Y)cp(Y) ds(Y), X E do, 
(WC4 := 2 iD V(Y) . M grad, @(x7 hWW4 x E aQ 
W’cp)(x) := 2 lD 4x1. M grad, @(x, YMY) ds(y), x E W 
(Tq)(x) := 2v(x) . M grad 
s 
4~ > . M grad, @(x, Y MY 1 ddy), x E aD. 
JD 
(2.21) 
By So,Ko,KA, To we denote the corresponding operators for the isotropic case M =I. Analogous to 
[4, Theorem 3.41 (see [9] for the two-dimensional case) we have that 
S, K, K’ : C(aD) --+ C”,‘(aD) 
and 
S, K : Co2’(aD) -+ C13x(aD) 
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and 
T: C13”(aD) + C”“(aD) 
are bounded operators provided aD is of class C2. 
In addition we introduce the operator 
G%)(x) := 7c de:Ml,2 4-d . M grad / 
f?D 
v(y) . A4 grad, In ,M-l!“;x _ y>, dy) ds(y)> x E aD> 
and the corresponding operator To for the isotropic case A4 = I. Analogous to (2.18) we have that 
(fq)(x) := det & / In ,M_i,2ix _ y), E ds(y), x E aD. 
n: sx dD s 
(2.22) 
Since 
det M”= @(x, y) = @o(M-“*x, M-“= y) 
,M_,,2(lx _ y), + ; - & ln ; - ; + 0 Ix - Y12 ln Ix J y,2 
> 
’ 
(2.23) 
in view of (2.18) this implies that the difference operator T-F is bounded from C(aD) into C’+(aD) 
and also bounded from C”,a(aD) into C’,“(aD). 
Furthermore, writing 
1 
det @P)(x) - (~04m) = ; -& iD ln ,,!:,” y), gg WY), XEaD, 
with the help of Taylor’s formula 
.I 
1 
z(t) - z(s) = (t - s) z’(s + A(t - s)) d;Z, 
0 
and partial integration it can be verified that 
1 
det MrJ* @P)(x) - (~oocp)(x)= ~D4x,Y)&Y)d4Y) 
with a Co,” kernel a provided aD is of class C 3,x. In particular, this implies that 
1 
det T - cl : c(aD) --+ CO,“(dD), x E dD, 
is bounded if aD is of class C3+. 
We conclude this section by noting that the operators S, K, K’, det M-‘/2 F - To are bounded oper- 
ators from L2(aD) into C(aD) since their kernels are either continuous or only have a logarithmic 
singularity. 
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3. Existence and uniqueness for the direct scattering problem 
The direct scattering problem (1.8)-( 1.10) can be considered as a special case of the fol- 
lowing transmission problem: For given functions f E C’,“(dD) and g E CO,“(dD) find solutions 
u. E C2(rW2\~) n C’(R*\D) and u E C2(D) n C’(D) to the differential equations 
duo + k2uo = 0 in [w*\D, divkfgradu + k2u=0 in D (3.1) 
subject to the transmission condition 
240 - u = f, v.graduo-v.Mgradu=g on dD (3.2) 
and the radiation condition 
lim J;(? -ikuo) =O, r=IxI, 
T’cc (3.3) 
uniformly for all directions. 
Theorem 3.1. The transmission problem (3.1)-(3.3) has at most one solution. 
Proof. Let uo, u be a solution to the homogeneous transmission problem, that is, assume f = g = 0. 
Then, using the transmission conditions (3.2) and the differential Eq. (3.1) for u, by the Gauss 
divergence theorem, we obtain 
.I aiio u. -ds= aD av I uv.Mgradtids= aD .I {IV-‘/~ grad u . M-11* grad ii - k* lul*}dx. D 
Hence, 
Im s u duo&=0 a0 0 av 
and [4, Theorem 2.121, i.e., Rellich’s Lemma implies u. = 0 in [w*\fi. 
From the homogeneous transmission condition (3.2) we now have u = v . A4 grad u = 0 on dD and 
the Green’s representation formula (2.20) implies that u = 0 in D. 0 
Following the analysis in [lo], we now try to find a solution to the transmission problem in the 
form 
det M’/*+(y) “a$;) X E R!*\dD, 
44 = s aD{ti(~b(~) . M gra$ @(x9 Y> + rp(~>@(x, Y>> d4.d x E R*\aD. 
We note that det M’/’ # - 1 for the positive definite matrix M112. 
(3.4) 
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Theorem 3.2. The restrictions of u. on (w2\fi and u on D given by (3.4) solve the exterior 
mission problem provided the densities $, ~0 E C(8D) solve the system of integral equations 
(detM’12 + l)$ + (detMli2 K. - K)$ + (So - S)cp = Zf, 
-(detAIli To - T)$ + 24~ - (KA - K’)cp = - 29. 
trans- 
(3.5) 
Proof. The mapping properties of the single- and double-layer boundary integral operators described 
in the previous section ensure that for any solution $, cp E C(aD) of (3.5) we automatically have 
that $ E C’,“(dD) and cp E Cog’ provided f E C’,‘(aD) and g E C”,‘(8D). Then, by the regularity 
properties of single- and double-layer potentials we have that u. E C2(rW2\o) II C’~“(R2\D) and 
u E C2(D) fl C’,@(D). Clearly u. and u satisfy the differential equations (3.1). By the Lemmata 2.2 
and 2.3 the integral equations (3.5) ensure that the transmission conditions (3.2) are satisfied. Finally 
u. also fulfills the radiation condition (3.3). 0 
From our analysis of the mapping properties of the boundary integral operators in the previous 
section it follows that the operator A : C( 8D) x C( 8D) -+ C( 80) x C( 80) defined through the matrix 
( 
detM’12 K. - K so - s 
A := 
- detM’j2 To + T -Ki + K’ ) 
is compact provided dD is of class C 3,a. Since the operator E : C(8D) x (80) + C(8D) x C( 80) 
given by the matrix 
(detMli2 + 1)I 0 
0 21 
clearly has a bounded inverse, by the Riesz theory it suffices to show that E + A is injective in 
to ensure that (E + A)-’ exists and is bounded. 
Let $, cp be a solution to the homogeneous form of (3.5). Then u. and u defined by (3.4) 
the homogeneous transmission problem and therefore u. = 0 in [w2\D and u = 0 in D. 
From the jump relations of the Lemmata 2.2 and 2.3 we have 
uo+ - uo_ = detM’12$, duo+ 
duo_ 
- - -= - cp on 80 
av av 
and 
U +- u_= I), v.Mgradu, - v.Mgradu_= - cp on i3D. 
Taking into account that u. = 0 in [w2\D and u = 0 in D this implies that 
uo- + detMli2 u+ = 0, v.graduo_ +v.Mgradu+=O on 80. 
From these transmission conditions, by the Gauss divergence theorem, we obtain 
order 
solve 
det M112 J u,v.Mgradii,ds= dD J dD UO_ ?&ds= SD(~graduo~2dr-k2~uo~2}dr. 
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Hence, 
Im 
s 
u+v . M grad ii+ ds = 0. 
aD 
Recalling r = M-‘i2(8D) and the analysis of the previous section, from the last equation we deduce 
that 
Im 
s 
21 %ds=O 
r Oav 
for the solution to the Helmholtz equation uo(x) = u(M112x) which satisfies the radiation condition in 
the exterior of the closed curve r. Now we can proceed as in the proof of Theorem 3.1 to conclude 
that u. = 0 in D and u = 0 in [w2\fi. This and the jump relations now ensures that $ = cp = 0. 
The boundedness of (E + A)-’ now implies the existence of a constant c = c(aD) such that 
From this, by the mapping properties of the operators involved in A (see the proof of Theorem 3.2) 
it follows that 
for some constant E = E(X)). Now the previously referred to Theorem 3.3 in [4] and the correspond- 
ing result for the orthotropic potentials imply the well-posedness 
II”b(D) + IIuOIlc~-7(~2\6)~ <C{llfkl.YaD) + lkdb'~~(aD))- (3.7) 
for some constant C = C(aD). We can summarize our results in the following theorem on existence 
and well-posedness. 
Theorem 3.3. Provided i?D is of class C3+, then there exists a unique solution to the transmission 
problem (3.1)-(3.3) and the solution depends continuously on the data in the sense of (3.7). 
We conclude this section by describing a modified well-posedness result which we shall employ 
in our uniqueness proof for the inverse scattering problem. Since the operators occurring in the 
matrix A all map L2(aD) into C(aD), our analysis for proving Theorem 3.3 also implies that E + 
A :L2(aD) x L2(aD) has a bounded inverse. i.e., there exists a constant c = c(aD) such that 
(3.8) 
for the solution of (3.5). 
Now let x* E aD be a fixed arbitrary point and define B, := {x E Iw2 : Ix - x* I <r} for r ~0. 
Assume that 0 <RI < R2 is such that i3D\BR, # 0. We choose a function x E C2(rW2) having support 
within BR where R = (RI + R2)/2. Then we decompose $ = x$ + (1 - x)$ and cp = x(p + (1 - x)cp 
and treat the corresponding terms in the potential (3.4) separately. 
From the well-posedness (3.8) and the Schwarz inequality it follows that the potentials correspond- 
ing to x$ and ~40 can be bounded in C1+(fi\BR2) by the L2 norms of f and g. Proceeding as above 
in the derivation of (3.7) it can be seen that the potentials corresponding to (1 - x)$ and (1 - x)cp 
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can be bounded in C*,‘(D) by the sum of Ilfl]c~.TcaD,BR,j and ]]gjjc~.~(~o\B~, ). Hence, there exists a 
constant C = C( dD, RI, R2) such that for the solution to the transmission problem we have that 
(3.9) 
4. Uniqueness for the inverse problem 
The Sommerfeld radiation condition ( 1.10) implies that u. has an asymptotic behavior of the form 
(4.1) 
The function uoo, defined on the unit circle Sz := {X E R* : /xl= l}, is known as the far field pattern 
of the scattered wave uo. 
The inverse problem we are concerned within the present paper is, given the far-field pattern 
U, of the scattered wave u. for several incoming plane waves U’(X) = eikx,d with different incident 
directions d and one single wave number, to determine the shape of the scatterer D. In this section, 
we want to address the question of uniqueness for this inverse scattering problem as described in the 
following theorem. In particular, by proving the following theorem we will extend the analysis of the 
uniqueness proofs by Isakov [7] and by Kirsch and Kress [8] from the case of a three-dimensional 
isotropic dielectric to a two-dimensional orthotropic dielectric. 
Theorem 4.1. Assume that D1 and D2 are two orthotropic dielectrics such that the far$eldpatterns 
coincide for all incident directions and one jixed wave number k. Then D1 = D2 provided detM # 1. 
Proof. The first part of the proof is completely analogous to the proof of Theorem 4.1 in [S] (see 
also [4, Theorem 5.61) for the isotropic transmission problem. Since the far field pattern uniquely 
determines the scattered field, for each incident wave u’(x) = eiFa.d the scattered wave uo,r for the 
dielectric D, and the scattered wave uoL2 for the dielectric D2 coincide uo,l = uo,* in the unbounded 
component G of the complement of D1 U fi2 for all incident directions d. From this, using the 
well-posedness of the transmission problem given in Theorem 3.3 and approximating in Holder 
norms the point sources 
f = - @O(‘,XO)> g=-- 
a@,(. Jo). 
av ’ xc, E G 
restricted to the boundaries dD, and dD2 by a linear combination of the corresponding boundary 
data for plane waves, it can be deduced that the scattered waves u. = uo(. ;xo) for both dielectrics 
coincide in G for all point sources ui = u’(. ;xo) = Qo(. ,x0) as incident fields. 
Now assume that D, # D2. Then, without loss of generality, there exists x* E dG such that xx E aD1 
and x* @b,. We can choose R > 0 such that the sequence 
%I :=x* + ; v(x*), n=1,2,..., (4.3) 
is contained in G and that for the disk BR = {X E 1w2 : Ix - x* ) <R} we have BR II D2 = 0. 
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Consider the solutions u~,~,~, Un,j for the scattering problems for the two dielectrics Dj, j = 1,2, 
with the point sources u; = Go(. ,x,) at the points x, as incident fields. Then, as explained above, 
we have UO,~,I = UO,,Q = ~0,~ in G. For the inhomogeneities 
fn = - @o(. Al), &l = - 
d@o(. AI) 
av 
on 80, 
we obviously have uniform bounds 
llfnIIC’J.(a&) + lIg&~.cao2,~c”, 72= 1,2,..., 
for some constant E since BR n 02 = 0. Therefore from Theorem 3.3 we conclude that 
IIUo,nIIC’.~(GnBR)~C, n = 1 2,..., 
for some constant c. Consider the points 
R 
&I := x* + det M-‘/* ; Mv(x”), n=1,2 ).... 
(4.4) 
(4.5) 
Then, by the following Lemma 4.2, the estimate (4.4) implies that the sequence 
@(x*,z,) - @()(x*,x,), n= 1,2 )...) 
is bounded. 
On the other hand, from the asymptotic behavior (2.23) of the fundamental solution we have that 
~@(x*,z,)-@o(x*,x,)~~Clnn]l -detM’i2(, n=1,2,..., 
for some constant C. This is a contradiction and therefore we must have DI = D2. 
Lemma 4.2. Let u o,,,,u, be the sequence of solutions to the transmission problem (3.1)-(3.3) with 
boundary conditions 
uo,n - u, = - @o(. Y&z), v . grad uO,n - v.Mgradu,= - 
aQo(. ,x,) 
av 
on aD, (4.6) 
where the x, are given by (4.3) f or x* E 80 and sufJiciently small R. Further let the z,, be given 
by (4.5). Then there exists a constant C = C(aD,x*,R) such that 
II@C 9%) - @o(. ,&)llc(aD) ~C(IIUO,n(IC’.‘(dD) + 11, II= I,&.... (4.7) 
Proof. Because v(x*) . Mv(x*) > 0 for the positive definite matrix M, by choosing R small enough, 
we can ensure that z, E R2\fi for n= 1,2,.... From (2.10) we have 
detM-‘12 M[v&*)] = j?(M-“2(~*))M112[vr(M-112x*)], 
where we recall r = M-‘i2(dD). Hence 
z n =Iw2 
[ 
hw2(X*) + j3(M-“2(X*)) ; vy, (M-“2x*) 1 ) 
that is, the z,, are image points z, = M”*[, of points in located on the exterior normal to the image 
curve r at the point AI-“~(x*). 
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Consider 
22; := u, - @(.,z,) in D. 
The functions uO,n and ~7, solve the transmission problem with the boundary data 
* 
UO,n - u”, = f,, v. graduo,, - v.Mgradi&,=g”, on i?D, 
where 
(4.8) 
J1,=W,zn)- @0(.,&z>, fi,=v.Mgrad@(.,z,)- a@o(“x’) av on dD. 
Because of the logarithmic singularity of the fundamental solution it can be seen that we have a 
uniform bound on fn in the L* norm 
lI~IIL2(X&i, n= 1,2,..., 
for some constant cl. In the second part of our proof we will establish that we also have a uniform 
bound on g,, in the sup norms 
llS”nIlc(aD)~C2, n=1,2,..., (4.9) 
for some constant c2. Using the fact that the Holder norms of 1 and 6, are uniformly bounded on 
dD\BR12 we now can conclude from the well-posedness result (3.9) that 
II~~IIC’.‘(dD\BR)~C3, n=1,2,..., (4.10) 
for some constant c3. 
From [8, Lemma 4.41, via mapping D onto the interior of r, it can be deduced that there exists 
a constant C = C(D,R) such that 
IIVII m,~~dW41m,~~\~R + Ilv~~grad41m,d (4.11) 
for all solutions v E C*(D) fl C’(D) to 
divMgradv+k*v=O in D. 
Therefore, applying this estimate to iz, and combining (4.9) and (4.10) we can conclude that 
IIzlnIlC@D)~% n= 1,2,..., (4.12) 
for some constant c4. This, in view of (4.8), implies the statement of the lemma. 
To complete the proof it remains to establish the uniform bound (4.9). This will be done by first 
establishing a uniform bound for the sequence @,, on the tangent line to 80 at the point x* and then 
obtaining the bounds on aD itself by approximation. 
For x E R* and h > 0 consider the functions 
1 
w(x,k) := det ln 
1 
IM-i/*[X -x* - h detM-1~2Mv(x*)]] 
and 
wo(x, h):= In 
IX - x* ‘- /zv(x*)l. 
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After recalling the definition (2.8) of B and setting e := Bv(x*) we first show that 
v(x*) . M grad W(X* + te, h) = v(x*) . grad wO(x* + te, h), t E R, (4.13) 
which in view of (2.23) establishes the uniform bound for the sequence Lj,, on the tangent line. 
Using (2.4), we have 
1 
v(x*) . A4 grad w(x, h) = ~ 
v(x*) . [x* + h det M-‘j2 Mv(x*) - x] 
detM1i2 JM-rj2[x -x* - hdetM-1/2Mv(x*)]]2 
and with the help of (2.9) we obtain 
v(x* ) . A4 grad w(x* + te, h) 
1 h det M-1/2 v(x* ) . Mv(x* ) XI- h 
detM1i2 It detM-1/2 BiW2v(x*) - hdetM-1/2M1/2v(x*)12 =m+ 
On the other hand, trivially, we have 
v(x*) . grad wo(x, h) = 
v(x*) . [x* + hv(x*) -xl 
Jx -x* - hv(x*)l* * 
and therefore 
h 
v(x*) . grad wO(x, h) = v(x*) . grad wO(x* + te, h) = ___ 
t* + h2 
which establishes (4.13). 
In a neighborhood U of x*, using the two orthonormal vectors e and v(x*) = B-‘e, we can 
represent the boundary curve ~30 by the graph of a function, in particular, 
CDnu = {z(t) = x* + te + a(t) v(x*): - to < t < to} 
where a:[-to, to] -+ R* is a twice continuously differentiable function with the property 
la(t)] <c t* (4.14) 
for -to d t < to and some positive constant c. Then we have 
[z(t) - x* - hv(x*)l* = t* + h2 - 2ha(t) + [a(t)]* 2 ; [t* + h2] 
for 0 < h <R when we assure that R < 1/2c. Therefore, with the aid of the arithmetic-geometric mean 
inequality we can estimate 
Iz(t) - x* “- h v(x*)12 
h _~ 
t* + h* 
(2h2a(t) - h[a(t)121 
=[t2 + h2 - 2ha(t) + [a( [t2 + h2] ’ 
4ct2h2 + 2c2 t4h < 2c 
[t2 + h2]* ’ 
for O<h<R, -to<t<to. 
(4.15) 
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From Taylor’s formula and (4.14) we find that 
[v@(t)) . [x* + hv(x”) - z(t)] - hJ 
=Iv(xX) . [x* -z(t)] + [v(z(t)) - v(x*)] . [xX + hv(x”) - z(t)]1 
< l4)l + Ibw)) - +*)I1 [ItI + Kt>l + hl at2 + ltl hl 
for h > 0, -to <t < to and some constant c”. From this we conclude 
Iv(z(t)) . [x* + hv(x*) -z(t)] - h( ~ X[t2 + ItI h] < 3 c ”  
Iz(t) - x* - h v(x*)p t2 + h2 ’ 
for 0 <h 6 R, -to <t < to. By combining the inequalities (4.15) and (4.16) we see that 
v(z(t)) . [x* + hv(x*) - z(t)] h 
Iz(t) - x* - h v(x*)12 
<c 
-m+ 
(4.16) 
(4.17) 
for O<hdR;, -to < t < to and some constant C. This implies that the functions 
t H v(x(t)) e grad wo(x(t), h) - v(x*) . grad wo(x* + te, h) 
are uniformly bounded for 0 < h <R, -to < t < to. Similarly, by mapping dD onto r it can be seen 
that also the functions 
t H v(x(t)) . A4 grad w(x(t), h) - v(x*) . A4 grad w(x* + te, h) 
are uniformly bounded for -to < t d to and sufficiently small h. 
Using the identity (4.13) we now can conclude that the functions 
x H v(x) + A4 grad w(x, h) - v(x) e grad wo(x, h) 
are uniformly bounded on 80 for all sufficiently small h. In view of the asymptotics (2.23) of the 
fundamental solutions this implies (4.9) and our proof is finished. 
5. The numerical solution of the inverse scattering problem 
We begin by considering the following interior transmission problem: For given functions f E Cl,8 
(80) and g E C’,‘(LD) find solutions u. , u E C’(D) n C’(D) to the differential equations 
duo + k2Uo = 0, divMgradu+k2u=0 in D (5.1) 
subject to the transmission condition 
ug - u = f, v.graduo - v.Mgradu=g on dD. (5.2) 
We say that k is an interior transmission eigenvalue if the homogeneous interior transmission prob- 
lem admits a nontrivial solution. 
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proof of Theorem 3.3, we try to find a solution to the interior transmission 
detMli2 I&) a@o(x, y) a,,(y) + CP(Y)@O(X, Y) ds(y), x E R*\dD, 
(5.3) 
u(x) = lD {$(u) V(Y) . M grad, @(x9 u) - CP(Y)% Y)} ds(y), x E R*\aD. 
Note that as compared to (3.4) there is only a change of the sign in the single-layer potential part 
of u. Then analogous to Theorem 3.2 we have 
Theorem 5.1. The restrictions of u. on R2\D and u on D given by (5.3) solve the interior trans- 
mission problem provided the densities $, cp E C(aD) solve the system of integral equations 
(1 - detM”*)+ + (detM”* KO - K)$ + (SO + S)q = 2f, 
(5.4) 
-(det Ml/* To - T)$ + 2q - (KA + K’) = -2g. 
As in the existence proof for the exterior transmission problem, the Riesz theory is applicable 
to (5.4). We assume that k is not an interior transmission eigenvalue. Let I/J cp be a solution to 
the homogeneous form of (3.5). Then ug and u defined by (5.3) solve the homogeneous interior 
transmission problem and therefore u. = u = 0 in D by our assumption on k. 
From the jump relations of the Lemmata 2.2 and 2.3 we have 
uo+ - uo- = detMri2 + duo+ 
duo_ 
7 - av -=-cp ondD 
and 
u+ - u- = h v.Mgradu, - v.Mgradu_ = q on 8D. 
Taking into account that u. = u = 0 in D this implies that 
u O+ - det Ml/* u+ = 0, v.graduo++v.Mgradu+=O on dD. 
From these transmission conditions we obtain 
Im 
s 
auo+ 
dD 
uo+ av ds = - detMii2 Im 
s 
u+v.MgradC+ds, 
aD 
i.e., one of the two integrals must be nonnegative. Therefore, Theorem 2.12 of [4], i.e., Rellich’s 
lemma implies that either u or u. must vanish in [w*\D. But then the transmission conditions and 
again Rellich’s Lemma show that the other function also vanishes in [w*\D. The jump relations now 
tell us that \1/ = cp = 0. Therefore we can state the following theorem. 
Theorem 5.2. Assume that k is not an interior transmission eigenvalue and dD is of class C3yu. 
Then there exists a unique solution to the interior transmission problem (5.1), (5.2) and the solution 
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depends continuously on the data, that is, 
IIullc~.~c~, + Il4.?~yD, dwfllc’~‘~dD~ + IIsllcwD)~ 
for some constant C = C(8D). 
The following theorem will be needed shortly in order to establish the validity of our method for 
solving the inverse scattering problem. 
Theorem 5.3. Assume that k is not an interior transmission eigenvalue and let u~,~,u,, be the 
sequence of solutions to the interior transmission problem (5.1),(5.2) with boundary conditions 
uo,n - u, = -@o(. J,), v . grad uO,n - v.Mgradu, = - 
a@,(* ,&I) 
av on i3D (5.5) 
where the x, are given by 
X ‘-X 
* R 
n .- - n v(x*), n = 1,2,. . . , 
for x* E aD and sufj’iciently small R. Then the sequence IIu~,~ llc~(aoj is not bounded 
Proof. Assume on the contrary that 
II~O,nIlcyaD)~~l~ n= 1,2,..., 
for some constant cl. Similar to the proof of Lemma 4.2 we consider the functions 
&:=un + @(.,z,,) in D 
where the z, are given by (4.5). We note that x, ED whereas z, E R2\D. Then we have 
* 
&I = u0.n - f,, v.Mgradii,=v.graduo,, -& on dD, 
where 
J = @(. ,z,) + @o(. ,&I), &,=v.Mgrad@(.,z,)+ a@oiv’x’) on 80. 
(5.6) 
(5.7) 
As in the proof of Lemma 4.2 it can be seen that 
IIBnIlc@D)G2, n= 1,2,..., 
for some constant c2. Note that the change of signs in the boundary data x and &, is caused by the 
change of sign occurring in (4.13) when WO(X, h) is replaced by wo(x, -h). Since we clearly have 
I~~JJc(~D\B~)<C~, n= 1,2,..., 
for some constant c3, from the assumption (5.6) and the estimate (4.11) we find that 
IIfinIlc(aD)G% n= 1,2,..., 
for some constant c4. This, using again (5.6), now implies that the sequence 
@(x*,z,)+@o(x*,x,), n= 1,2 ,..., 
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is bounded. As in the proof of Theorem 4.1 we now obtain a contradiction since we have det M1j2 # 
-1. 
We now want to use the above analysis to present a method for solving the inverse scattering 
problem of determining 8D from a knowledge of the far field pattern u,($ d) where .? = x/lx] and 
d are on the unit circle Sz. In particular, our purpose is to extend the method of Colton, Kirsch and 
Monk for isotropic media [2,5] to the present case of orthotropic media. To this end, we recall ([4]) 
that a Herglotz wave function is a solution of the Helmholtz equation of the form 
v(x) = 
s 
eikx’d g(d) ds(d), 
Q 
where g E L2(L?) is called the kernel of u. For x, defined by 
E> 0 there exists a function g = g(.,xn) E L2(Q) such that 
I// 
ein/4 
~&,dMd) Wd) - - 
R 
me-ik’.41 
il 
~2(a) -cc, 
where the norm is with respect to i and that furthermore 
(5.6), our aim is to show that for every 
(5.8) 
Hence, 8D is characterized by those points where Ilg(.,xn)ll Q(R) becomes unbounded. This condition 
will only be meaningful if the far field operator 
(J’g)G_) = l uc&> dM4 ds(d) (5.9) 
has a trivial nullspace and it can be assumed that g has no highly oscillatory components. We 
will ensure these conditions by assuming k is not a transmission eigenvalue and showing that the 
Herglotz wave function with kernel g(.,xn) also becomes unbounded as n tends to infinity. 
We first ask when is the far field equation 
(am) = ge-ik,+x,, (5.10) 
uniquely solvable? To answer this question, we note that from Rellich’s lemma (5.10) is valid if 
and only if 
J uo(x,d>g(d>Wd) = @oWn), 
xgR2\fi. 
a 
Hence if we define 
U,(x) := 
J 
u(x, d)g(d) ds(d) 
D 
and let U,,, be the Herglotz wave function with kernel g then from (1.8~( 1.10) we have that 
U, and U,,, satisfy the interior transmission problem (5.1), (5.2) with boundary data (5.5). Since 
a Herglotz wave function is uniquely determined by its kernel, Theorem 5.2 shows that (5.10) is 
uniquely solvable if and only if the solution u. of the interior transmission problem (5.1), (5.2) is 
a Herglotz wave function with kernel g. 
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We now want to show that, whether or not the far field equation is uniquely solvable, for every 
E > 0 we can always find a g E L2(&?) such that (5.8) is valid provided that k2 is not a transmission 
eigenvalue. To this end, let u,, uo,n be the unique solution of (5.1), (5.2) with boundary data (5.5). 
Note that in general u O,n is not a Herglotz wave function. However, from the regularity results 
of Section 3, Walsh’s theorem on the approximation of analytic functions and the representation 
theorem given in [ 15, p. 2841, it follows that u O,n can be approximated in C’+(D) by a Herglotz 
wave function Uo,, with kernel g. We will now establish the desired result by using the reciprocity 
principle (since M is symmetric, this is proved in exactly the same way as the isotropic case - cf. 
[41) 
u,(i,d)=u,(-d,-2) 
and the representation formula [4] 
u&, d) = g aD I[ a iki.y uo,,(.dg duO n - --g-(y)epiki’y I ds(y). (5.11) 
Let g be the Herglotz kernel of U O,n and let uo,Jy, -2) = u&(y), u(y, -i) = u*(y). Then, using 
Green’s theorem and the radiation condition, we have from (5.11) that if UO,, M ~0,~ in C’~‘(~) then 
J~uU(r,d)g(d)ds(d)=J~u,(-d,-i)g(d)ds(d) 
eir/4 a * 
== aD 
J[ 
~;~Uo,n - t$Jo,n 1 ds 
eia/4 
7zz a0 u * I[ ( aGo v.Mgradu, - - av ) - v.Mgradu*(u, - Qo) I ds 
eirr/4 aQio -- = &a dD I[ Use - v.Mgradu*Qo 1 ds 
eirr/4 
=iEiz a0 I[ @o(Y,xn)$e-ixi’ _ e-ikf.y a -@o(Y,A) MyI w4 1 
ei7[/4 
-iki.x,, 
=zze * 
Hence, we have established the existence of a g E L2(sZ) such that (5.8) is valid. We are now in a 
position to prove our theorem. 
Theorem 5.4. Assume that k is not a transmission eigenvalue and let x,, be dejined by (5.6). Then 
for every E>O there exists a function g(. , x,,) E L2(sZ) such that (5.8) is satis$ed, 
;imm IId-, x~)IILv~) = 00 
and if v(. , x,,) is the Herglotz wave function with kernel g then 
J&m Ilv(-, xn)bx(D) = CCL 
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Proof. Suppose 11 U,,, ](c~.X(Dj is bounded where UO,, is as defined above. Then ]]uo,~]]C~.~(D) is bounded 
which contradicts Theorem 5.3. Hence I( UQ((~I.~(~) is unbounded and this implies that Ilg(. , x,,)IJLzc~) 
is unbounded. 
The above theorem suggest the following method for the numerical reconstruction of dD from 
the far field data u, (assuming k is not a transmission eigenvalue). Find a solution of the far field 
equation (5.10) for x, on some partition P of a rectangle known a priori to contain D. Having found 
g=g(., A), ao is determined by those points x,, E P where l\g]] ac h ieves its maximum (approaching 
80 from inside 0). We note that the far field equation requires regularization in order to arrive 
at a stable solution. This must be done with respect to 1) g’ 11 not llg]]. In particular, we are looking 
for an unbounded solution of the far field equation, i.e. we are making a very explicit use of the 
fact that the inverse scattering problem is improperly posed [4]. Numerical examples following this 
procedure will be given in the next section. 
6. Numerical examples 
Here we present some examples computed using an algorithm based on the theory outlined previ- 
ously. In each case we use synthetic data computed using a finite element method. This data, usually 
with extra noise added, is then used by the inverse solver on a completely different Cartesian grid 
to solve the shape reconstruction problem. 
6.1. Algorithm 
Let ~~(0, ol) be the far field pattern for measurement angle 8 and incoming wave angle a. For 
each point y. to be probed we must compute the function g(a , yo) that satisfies 
where i = (cos(Q, sin(@). Using reciprocity (6.1) can be rewritten as 
J 
R 
u,(a + 7c, 8 + n)g(a , yo> da = 
ein/4 
-e -ikf.yo 
--x lhz . 
Now suppose the fair field patterns are given approximately by 
N 
u,(c(,~) M C un(@einer 
n=-N 
and the function g is approximated by 
(6-l) 
(6.2) 
(6.3) 
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for some N > 0. Using these approximations in the integral equation (6.2) and requiring exact equality 
of the approximate expression we obtain 
27r 2 u_,(@ + n)e-i”Xgn(Yo) = e-ikpcos(O-@) 
n=-N 
where yo = p(cos($), sin(4)). Hence 
2n: 5 u_n(e)e-inngn(uo) = e-ikpcOS(Q-~-#). (6.4) 
n=-N 
In practice, data is available for a discrete set of incident angles. Thus we assume that data is 
available for incident plane waves with direction angles {$}j”_, (in our computations, these points 
are uniformly distributed in [-n, n)). Given the far field data for these incident fields, we require 
(6.4) to hold for each of these angles. We thus obtain a linear system of A4 equations in 2N + 1 
unknowns (we always choose A4 > 2N + 1) as follows: Let A be the A4 x (2N + 1) matrix with 
entries 
&,I = 2~u-/(~k), 
let g=(g-N,g-N+l,...,gN-l,gN)T and 
f=uG2Y.mT 
where the superscript T denotes transposition and 
fm =e- ikpcos(l),,,-n-4) 
Then (6.4) can be written as Ag=f. This equation is severely ill-conditioned (indeed this is necessary 
for the method to work). Our experience is that it is necessary to regularize the solution of this 
equation which we do by Tikhonov regularization using the derivative of g as the regularizing term. 
Thus we actually solve the equation in the regularized least squares sense by minimizing 
m? (II& -fllS + ~211s’ll~~tr-n,~lJ 3 (6.5) 
where y is the regularization parameter and l2 is the discrete L2 space on CM. The minimization is 
done using the QR algorithm. 
In most cases we add extra 
n=-N 
noise onto the synthetic data by using as data the function 
(6.6) 
where E is a fixed parameter and 5 is a uniformly distributed random number in [- 1, 11. We choose 
either E = 0 (no extra noise) or E = 0.01 which corresponds to an extra relative l2 error in the data 
of between 0.7 and 0.9%. 
In all the examples we choose N = 16 and M = 64. We choose the regularization parameter to be 
y = 1 x 10P4. The points y. are chosen on a Cartesian grid over a region containing the scatterer. 
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Fig. 1. Here we show the boundary of the kite shaped scatterer. 
The wave number is k = 27t so that the wavelength of the incident field is unity. We performed 
some numerical experiments at longer wavelengths and, as is to be expected, the fidelity of the 
reconstruction is diminished in this case. 
6.2. Kite 
The scatterer is the kite shaped region shown in Fig. 1 with boundary given by 
x(t) = cos(t) + 0.65 cos(2t) - 0.65, y(t) = 1.5 sin(t). 
Outside the kite, A4 is given by the identity matrix. We shall make a veriety of choices for M inside 
the kite. 
62.1. Isotropic dielectric kite 
This is intended as a reference example. Outside the kite, M is the identity matrix, whereas inside 
the kite 
M= 10 0 ( 1 0 10 . 
The reconstruction obtained by our algorithm when k = 27~ and E = 0.01 is shown in Fig. 2. Of course 
the detailed structure inside the scatterer is meaningless since our algorithm only reconstructs the 
outer boundary of the scatterer. 
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Fig. 2. Here we show the results of reconstructing the isotropic dielectric scatterer for k = 271 and with added noise using 
E = 0.01. In the top frame (a) we give a surface plot l/jlg(yo)ll a g ainst yo, while in the bottom frame (b) we show a 
density plot with the outline of the kite superimposed. 
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6.2.2. Anisotropic dielectric kite 
Outside the kite, A4 is again the identity matrix, whereas inside the kite 
M= 10 1 ( > 1 10 . 
This example fits into the theoretical framework of the paper. 
reconstructing this example when k = 27t and E = 0.01. 
6.2.3. Absorbing anisotropic kite 
In this case we choose A4 to be complex 
ML- 
72-i64 32-i24 
11 32-i24 52-i24 
inside the kite. In this case, the matrix n appearing in (1.1) is 
The matrix M satisfies the coercivity condition 
Im(a .Ma)3Yla12 
with y = 1. Of course this example is not covered by the theory 
Results for k = 27~ are shown in Fig. 4. The reconstruction is 
6.3. Anisotropic rods 
In Fig. 3 we show the result of 
in this paper. 
very similar to the dielectric case. 
We end this section with an example that shows how the method can handle disconnected scat- 
terers. We define 
M= 10 1 ( > 1 10 
in the domain for (x - f )’ + y2 < & and x2 + (y + i )’ < &. The reconstruction of this scatterer is 
shown in Fig. 5 using k = 271, E = 0 and y = 10P6, and in Fig. 6 using k = 2n, E = 0.01 and y = 10P4. 
With this choice of wavenumber, both obstacles are 0.4 wavelengths in diameter. This example is 
sensitive to the choice of the regularization parameter y. To create the figure we evaluated jlg(yO)]] 
at 3600 points in the square [- 1, 112. This computation took 10 s on a 250 MHz R4400 Silicon 
Graphics workstation. 
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@I 
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Fig. 3. Here we show the results of reconstructing the anisotropic dielectric scatterer for k = 2rc and with added noise 
using E = 0.01. As in Fig. 2 we plot l/llg(yo)ll against yo using (a) surface and (b) density plots. 
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(4 
min: 0.05551 
(b) 
max: 1.433 
Fig. 4. Here we show the results of reconstructing the anisotropic conducting scatterer for k = 2~t with added noise using 
E = 0.01. (a) Surface plot; (b) Density plot. 
296 D. Colton et al. I Journal of Computational and Applied Mathematics 81 (1997) 269-298 
0.2 
1 
min: 3.62!%-05 
@I 
max: 0.1 
Fig. 5. Here we show the results of reconstructing the disconnected scatterer for k = 2~ and no added noise. (a) Surface 
plot; (b) Density plot. In this case the two scatterers (the exact shape is outlined on the density plot) are f of a wavelength 
in diameter. 
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0.1 
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1 
1 
-1 --1 
(4 
min: 0.003824 max: 0.3 
(b) 
Fig. 6. Here we show the results of reconstructing the disconnected scatterer for k = 27~ and added noise using E = 0.01. 
(a) Surface plot; (b) Density plot. In this case the two scatterers (the exact shape is outlined on the density plot) are $ 
of a wavelength in diameter. 
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