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Abstract
In this paper, we consider the dynamical behavior of a second order strongly damped lattice system where
the coupled operator is nonnegative definite symmetric. Firstly, we prove the existence of a global attractor,
and give an upper bound of Hausdorff dimension of the global attractor, which keeps bounded for large
strongly damping. Then we show that when the damping term is linear and the damping is suitable large,
the system has an unbounded one-dimensional global attractor, which is a restricted horizontal curve.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following second order lattice dynamical system:
u¨i + k(Au˙)i + (Au)i + h(u˙i)+ f (ui) = gi, (1.1)
with the initial value conditions:
ui(0) = ui0, u˙i(0) = ui,10, (1.2)
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H. Li, S. Zhou / J. Math. Anal. Appl. 330 (2007) 1426–1446 1427where i = (i1, i2, . . . , in) ∈ Znm = Zn ∩ {1  i1, i2, . . . , in  m}, k  0, h,f ∈ C1(R,R), gi ∈
R(i ∈ Znm) are given. u = (ui)i∈Znm is a vector with the components ui and can be ordered as the
following form of 1-dimensional vector in Rmn :
u = (u(1,1,...,1), u(2,1,...,1), . . . , u(m,1,...,1), . . . , u(1,m,...,m), u(2,m,...,m), . . . , u(m,m,...,m))T
= (u1, u2, . . . , uν, . . . , umn)T ∈ Rmn,
where ν = i1 +m(i2 − 1)+ · · · +mn−1(in − 1), 1 i1, i2, . . . , in m, u˙ = (u˙i)i∈Znm .
A is a nonnegative definite symmetric matrix on Rmn with eigenvalues λs (0  s 
mn − 1), and 0 is the simple and minimal eigenvalue with corresponding eigenvector e =
(1, . . . ,1)T ∈ Rmn . (Au˙)i , (Au)i denote the ith component of Au˙ and Au, respectively. An
example of A is A = −, the negative discrete Laplace operator is defined by follows: ∀i =
(i1, i2, . . . , in) ∈ Znm, ui = u(i1,i2,...,in) ∈ Rmn,
(Au)i = 2nu(i1,i2,...,in) − u(i1−1,i2,...,in) − u(i1,i2−1,...,in) − · · · − u(i1,i2,...,in−1)
− u(i1+1,i2,...,in) − u(i1,i2+1,...,in) − · · · − u(i1,i2,...,in+1), (1.3)
which is subject to Neumann boundary condition (NB):{u(i1,...,ij−1,0,ij+1,...,in) = u(i1,...,ij−1,1,ij+1,...,in),
u(i1,...,ij−1,m+1,ij+1,...,in) = u(i1,...,ij−1,m,ij+1,...,in), (1.4)
1 j  n, 1 i1, . . . , ij−1, ij+1, . . . , in m or periodic boundary condition (PB):{u(i1,...,ij−1,0,ij+1,...,in) = u(i1,...,ij−1,m,ij+1,...,in),
u(i1,...,ij−1,m+1,ij+1,...,in) = u(i1,...,ij−1,1,ij+1,...,in), (1.5)
1 j  n, 1 i1, . . . , ij−1, ij+1, . . . , in m.
For some special cases, Eq. (1.1) can be regarded as a discrete analogue of the initial-boundary
value problem of the following continuous strongly damped wave equation:
utt − kut −u+ h(ut )+ f (u) = g(x), (1.6)
which arises in wave phenomena in various areas in mathematical physics (see [1,4,6,7] and
references therein).
Equation (1.1) can be rewritten as{
u¨+ kAu˙+Au+H(u˙)+ F(u) = g,
u(0) = (ui0)i∈Znm = u0, u˙(0) = (ui,10)i∈Znm = u10,
(1.7)
where u = (ui)i∈Znm , u˙ = (u˙i)i∈Znm , k  0, H(u˙) = (h(u˙i))i∈Znm , F(u) = (f (ui))i∈Znm ,
g = (gi)i∈Znm.
For the functions h,f ∈ C1(R,R), we make the following assumptions:∣∣f (τ)∣∣0  c, f (τ +ω0) = f (τ), ω0 > 0, ∣∣f ′(τ )∣∣0  β (constant), (1.8)
h(0) = 0, 0 < β ′1  h′(τ ) β ′2 < +∞, ∀τ ∈ R, (1.9)
where c,β  0, | · |0 denotes the absolute value of number in R, and β ′1, β ′2 are two positive
constants.
An example of system (1.6) is the damped sine-Gordon equation, which can be regarded as
a model of Josephson junctions (where f (u) = r0 sinu). Of those, Zhou in [7] discussed the ex-
istence and Hausdorff dimension of the global attractor for discretization of the damped wave
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dimension; Wang and Zhu in [6] obtained a more precise estimate on the dimension of the global
attractor for spatially discretized damped sine-Gordon equation with periodic boundary condi-
tion. In [4], Qian and Wang showed that when the damping α > 10, the discretized damped
sine-Gordon equation under Neumann boundary condition has a one-dimensional global attrac-
tor, which is a restricted horizontal curve consisting of a running periodic solution.
In this paper, we consider the second order strongly damped lattice system (1.1). Firstly, we
prove the existence of a global attractor and obtain an upper bound of the Hausdorff dimension of
the global attractor for the system (1.1), which keeps bounded for large strongly damping. Sec-
ondly, by introducing a new norm in the phase space (which is equivalent to the usual norm), we
show that when the damping term is linear, that is, H(u˙) = αu˙ in (1.7), if kα = 1, λ1 > 8β and
k > 1
λ1
(
√
λ1 + 8β+√λ1 − 8β−α), then the global attractor of the system (1.1) is an unbounded
one-dimensional running periodic horizontal curve. Here the idea of using the horizontal curve
originates from Qian et al. [3].
2. Global attractor and its Hausdorff dimension
2.1. Preliminaries
Let E = Rmn × Rmn , then system (1.7) is equivalent to the following initial value problem
in E, {
y˙ = C0y +G(y), t > 0,
y(0) = y0 = (u0, u10)T ∈ E, (2.1)
where y = (u, u˙)T , G(y) = (0,−H(u˙)− F(u)+ g)T ,
C0 =
(
0 I
−A −kA
)
.
By the assumptions (1.8) and (1.9), it is easy to check that the function G(y) :E → E is con-
tinuous differentiable and globally Lipschitz continuous with respect to y. By the classical theory
concerning the existence and uniqueness of the solutions of ordinary differential equations, we
obtain the existence and uniqueness of solution y(t) for initial value problem (2.1) in R.
For any t  0, we can introduce a map
S(t) : y0 = (u0, u10) →
(
u(t), u˙(t)
)= y(t, y0), E → E, ∀t  0,
where y(t, y0) is the solution of (2.1), then {S(t) | t  0} is a semigroup on E.
Let E˜ = e⊥, the orthogonal complement of span{e} in Rmn, which is an invariant subspace of
the linear operator A. Introducing an orthogonal projector P˜ :Rmn → E˜.
Let u,u(1), u(2) ∈ Rmn with their components ui , u(1)i , u(2)i for i = (i1, i2, . . . , in) ∈ Znm, we
define the weighted inner products and norms as(
u(1), u(2)
)= 1
mn
∑
i∈Znm
u
(1)
i u
(2)
i ,
|u| = (u,u)1/2 =
(
1
mn
∑
i∈Znm
u2i
)1/2
,
‖u‖ = (Au,u)1/2.
It is easy to see that | · | is a norm in Rmn , ‖ · ‖ is a norm in E˜.
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E0 =
(
E˜, | · |), E1 = (E˜,‖ · ‖),
and
V0 =
(
E1 × Γ 1
)× (E0 ×R), V1 = E1 ×E0,
where Γ 1 = R/ω0Z is the one-dimensional torus.
For any u = (ui)i∈Znm ∈ Rm
n
, write u¯ = P˜ u, then
u = u−
(
1
mn
∑
i∈Znm
ui
)
e,
we can see that
(u, e) = (u, e)−
(
1
mn
∑
i∈Znm
ui
)
(e, e) = 0. (2.2)
Then any solution (u(t), u˙(t)) of system (2.1) can be decomposed into
u(t) = u(t)+m(t)e, u˙(t) = u˙(t)+ m˙(t)e,
where m(t) = 1
mn
∑
i∈Znm ui and
u(t) = P˜ u(t) = u(t)−m(t)e ∈ E˜, u˙(t) = P˜ u˙(t) = u˙(t)− m˙(t)e ∈ E˜,
we deduce from (1.7) that{
u¨+ kAu˙+Au+H(u˙)+ F(u) = g,
u(0) = u0, u˙(0) = u10, (2.3)
where
H(u˙) = H(u˙)−
(
1
mn
∑
i∈Znm
h(u˙i)
)
e,
F (u) = F(u)−
(
1
mn
∑
i∈Znm
f (ui)
)
e,
g = g −
(
1
mn
∑
i∈Znm
gi
)
e
and
u(0) = u(0)−
(
1
mn
∑
i∈Znm
ui(0)
)
e, u˙(0) = u˙(0)−
(
1
mn
∑
i∈Znm
u˙i(0)
)
e.
2.2. Global attractor
Let ϕ = (u, v)T , v = u˙+ εu, where ε is chosen as
ε = kλ1 + β
′
1
4 + 2(kλ + β ′ )k + β ′2/λ , (2.4)1 1 2 1
1430 H. Li, S. Zhou / J. Math. Anal. Appl. 330 (2007) 1426–1446and then the system (2.3) can be written as
ϕt +H1(ϕ) = F1(ϕ), ϕ(0) = (u0, u10 + εu0)T , t  0, (2.5)
where
F1(ϕ) =
(
0
g − F(u)
)
,
H1(ϕ) =
(
εu− v
Au− ε(kA− ε)u+ (kA− ε)v
)
+
(
0
H(u˙)
)
. (2.6)
We define a new weighted inner product and norm in V1 as
(ϕ1, ϕ2)V1 = r(Au1, u2)+ (v1, v2), |ϕ|V1 = (ϕ,ϕ)1/2V1 , (2.7)
for any ϕ1 = (u1, v1)T , ϕ2 = (u2, v2)T ∈ V1, where r is chosen as
r = 4 + (kλ1 + β
′
1)k + β ′22 /λ1
4 + 2(kλ1 + β ′1)k + β ′22 /λ1
∈
(
1
2
,1
)
. (2.8)
Obviously, the norm | · |V1 in (2.7) is equivalent to the usual norm ‖ · ‖ in V1.
Lemma 2.1. If (1.9) holds, for any ϕ = (u, v)T ∈ V1, we have(
H1(ϕ),ϕ
)
V1
 σ |ϕ|2V1 +
k
2
‖v‖2 + β
′
1
2
|v|2  σ |ϕ|2V1 +
kλ1 + β ′1
2
|v|2, (2.9)
where
σ = kλ1 + β
′
1
γ1 + √γ1γ2 , γ1 =4+
(
kλ1 +β ′1
)
k+ β
′2
2
λ1
, γ2 =
(
kλ1 +β ′1
)
k+ β
′2
2
λ1
. (2.10)
Proof. It is easy to check that
(Au,v) = (u,Av), ‖u‖2 = (Au,u) λ1|u|2.
By (2.6) and (2.7),(
H1(ϕ),ϕ
)
V1
= rε‖u‖2 + k‖v‖2 − ε|v|2 + ε2(u, v)+ (H(v − εu), v),
and by (1.9),
ε2(u, v)+ (H(v − εu), v) β ′1|v|2 − ε(β ′2 − ε)|u| · |v|
 β ′1|v|2 − εβ ′2|u| · |v|
then (
H1(ϕ),ϕ
)
V1
− σ |ϕ|2V1 −
k
2
‖v‖2 − β
′
2
2
|v|2
 (ε − σ)r‖u‖2 +
(
kλ1 + β ′1
2
− ε − σ
)
|v|2 − εβ
′
2√
λ1r
· √r‖u‖ · |v|.
By (2.4) and (2.10), we have
4(ε − σ)
(
kλ1 + β ′1
2
− ε − σ
)

ε2β ′22
rλ1
.
Thus, the proof is completed. 
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we have
1
2
d
dt
|ϕ|2V1 = −
(
H1(ϕ),ϕ
)
V1
+ (F1(ϕ),ϕ)V1 . (2.11)
By (2.6) and (2.9),
−2(H1(ϕ),ϕ)V1 −2σ |ϕ|2V1 − (kλ1 + β ′1)|v|2, (2.12)
2
(
F1(ϕ),ϕ
)
V1
= −2
(
F(u)−
(
1
mn
∑
i∈Znm
f (ui)
)
e, v
)
+ 2(g, v)
= 2(g, v)− 2
(
F(u)−
(
1
mn
∑
i∈Znm
f (ui)
)
e, v
)
 2|g||v| + 2|v|
(
1
mn
∑
j∈Znm
(
f (uj )− 1
mn
∑
i∈Znm
f (ui)
)2)1/2
 2
(|g| + 2c)|v|

(
kλ1 + β ′1
)|v|2 + (|g| + 2c)2
kλ1 + β ′1
, (2.13)
where c is defined by (1.8), thus by (2.11)–(2.13), we have
d
dt
|ϕ|2V1 −2σ |ϕ|2V1 +
(|g| + 2c)2
kλ1 + β ′1
. (2.14)
By Gronwall inequality, we obtain the following absorbing inequality in the space V1:∣∣ϕ(t)∣∣2
V1

∣∣ϕ(0)∣∣2
V1
e−2σ t + (|g| + 2c)
2
2σ(kλ1 + β ′1)
(
1 − e−2σ t),
i.e.
lim sup
t→+∞
∣∣ϕ(t)∣∣2
V1
 (|g| + 2c)
2
2σ(kλ1 + β ′1)
= ρ20 . (2.15)
If u = u(t) is the solution of (1.7), then u = P˜ u, the orthogonal projection of u ∈ Rmn into
u ∈ E˜ satisfies (2.15). Then we have u(t) = u(t)+m(t)e, and
d2m
dt2
(t)+ 1
mn
∑
i∈Znm
h(u˙i)+ 1
mn
∑
i∈Znm
f (ui) = 1
mn
∑
i∈Znm
gi .
By the assumptions of (1.8) and (1.9), integrating this equality,∣∣∣∣dmdt (t)
∣∣∣∣ ∣∣∣∣dmdt (0)
∣∣∣∣e−β ′1t + 1mn
∣∣∣∣∣
t∫
0
∑
i∈Znm
(
gi − f (ui)
)
e−β ′1(t−τ) dτ
∣∣∣∣∣

∣∣∣∣dmdt (0)
∣∣∣∣e−β ′1t + |g| + cβ ′1 (1 − e−β ′1t),
i.e.
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t→+∞
∣∣∣∣dmdt (u(t))
∣∣∣∣ |g| + cβ ′1 = a0. (2.16)
By (2.15) and (2.16), we obtain a partial result concerning the existence of an absorbing set. We
note that the projection P˜ :Rmn → E˜ induces a projection on V0, denoted by P˜ again:
P˜ : ψ = {u = u+m(u),w = w +m(w)}→ P˜ψ = {u,w = w +m(w)},
V0 → V0, (2.17)
and we select in P˜ V0 a bounded set B0 defined by∥∥{u,w + εu}∥∥
V0
 ρ′0,
∣∣m(w)∣∣ a′0,
where ρ′0 > ρ0, a′0 > a0 are defined by (2.15) and (2.16), respectively. Then we have
Lemma 2.2. Assume that B ⊂ V0 is such that P˜B is bounded in V0 and that {u0,w(0) = u10}
is given in B. Then there exists t0 = t0(B,B0) depending on B and B0 such that for t  t0,
P˜ {u(t), du
dt
(t)} belongs to B0.
We observe that the change of u into u + ω0 leaves Eq. (1.7) unchanged and it is natural to
consider the function u modulo ω0. For that purpose, we write
Vi = P˜ Vi ×R (i = 0,1),
so that if ψ = {u = u + m(u), w = w + m(w)} ∈ Vi(i = 0,1), then ψ ≡ {P˜ψ,m(u)}, P˜ψ as
in (2.17). Then we consider
V˜i = P˜ Vi × Γ 1 (i = 0,1),
where Γ 1 = R/ω0Z is the one-dimensional torus. We observe that the semigroup {S(t)}t0
induces a semigroup {S˜(t)}t0 on V˜i ,{
u0, u10,m(u0)(mod ω0)
}→ {u(t), u˙(t),m(u(t))(mod ω0)}.
Then Lemma 2.2 implies.
Lemma 2.3. The sets B0 × Γ 1 and B × Γ 1 are absorbing sets for the semigroup {S˜(t)}t0 in
V0 and V1, respectively.
Theorem 2.1. The strongly damped lattice system (1.1) associated with a semigroup {S˜(t)}t0
which operates in
V˜0 = Rmn−1 ×Rmn × Γ 1
possesses a global attractor A which attracts the bounded set of V˜0.
2.3. Dimension of the global attractor
For obtaining an upper bound of Hausdorff dimension of the global attractor, we introduce a
parameter λ > 0, let
A1 = A+ λI,
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definite, and has mn eigenvalues μj , j = 0,1, . . . ,mn − 1 with
μj = λj + λ,
so we have the following inequality:
(A1u,u) λ|u|2, ∀u ∈ Rmn.
Let h1(u˙) = H(u˙)− kλu˙, then the system (1.7) can be written to the equivalent form
u¨+ kA1u˙+A1u+ h1(u˙)− λu+ F(u) = g, (2.18)
and by (1.9), h1(u˙) satisfies
h1(0) = 0, −kλ < β1  h′1(θ) β2 < +∞, ∀θ ∈ R, (2.19)
where β1 = β ′1 − kλ, β2 = β ′2 − kλ are two constants.
Let v = u˙+ εu, where ε is the same as (2.4). Let φ = (u, v)T , Eq. (2.18) can be written as
φt +H2(φ) = F2(φ), φ(0) = (u0, u10 + εu0)T , t  0, (2.20)
where
F2(φ) =
(
0
λu− F(u)+ g
)
,
H2(φ) =
(
εu− v
A1u− ε(kA1 − ε)u+ (kA1 − ε)v
)
+
(
0
h1(v − εu)
)
.
We consider the first variational equation
Φ ′ = −(H ′2(φ)− F ′2(φ))Φ = F ′3(φ)Φ, (2.21)
with the initial condition
Φ(0) = η, η = (ξ, ζ )T ∈ E, (2.22)
where φ = (u, v)T is the solution of (2.20).
Lemma 2.4. For any orthonormal family of elements of E, (ξj , ζj )T , j = 1, . . . , l (l mn), we
have
l∑
j=1
|ξj |2 
l∑
j=1
μ−1j .
For the proof, see [5, Lemma VI.6.3].
One of our main results in this paper is as follows.
Theorem 2.2. The Hausdorff dimension of the attractor for the strongly damped lattice sys-
tem (1.1) satisfies
dH  (β + 1)2 4 + (k + β1)k + β
2
2
(k + β1)2
(
1 +
l−1∑
j=1
1
λj
)
+ 1. (2.23)
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let Ql(τ) be the orthogonal projector in E onto the space spanned by Φ0(τ ), . . . ,Φl−1(τ ).
Let Φj(τ) = {ξj (τ ), ζj (τ )}, j = 0, . . . , l − 1, denote an orthogonal basis of Ql(τ)E =
span{Φ0(τ ), . . . ,Φl−1(τ )}. Now, we consider
TrF ′3
(
φ(τ)
) ◦Ql(τ) = l−1∑
j=0
(
F ′3
(
φ(τ)
)
Φj(τ),Φj (τ )
)
V1
= −
l−1∑
j=0
(
H ′2(φ)Φj ,Φj
)
V1
+
l−1∑
j=0
(
F ′2(φ)Φj ,Φj
)
V1
. (2.24)
Similar to the proof of Lemma 2.1, we have
−(H ′2(φ)Φj ,Φj )V1 −σ1|Φj |2V1 − kλ+ β12 |ζj |2,
where
σ1 = kλ+ β1
γ1 + √γ1γ2 , γ1 = 4 + (kλ+ β1)k +
β22
λ
, γ2 = (kλ+ β1)k + β
2
2
λ
, (2.25)
and by (1.8),(
F ′2(φ)Φj ,Φj
)
V1
 (β + λ)|ξj ||ζj |.
We observe that |Φj |V1 = 1 since the family Φj is orthonormal in V1 and hence
l−1∑
j=0
(
F ′3(φ)Φj ,Φj
)
V1

l−1∑
j=0
(
−σ1 − kλ+ β12 |ζj |
2
)
+
l−1∑
j=0
(β + λ)|ξj ||ζj |

l−1∑
j=0
(
−σ1 + (β + λ)
2
2(kλ+ β1) |ξj |
2
)
−lσ1 + (β + λ)
2
2(kλ+ β1)
l−1∑
j=0
1
λ+ λj
−lσ1 + (β + λ)
2
2(kλ+ β1)
(
1
λ
+
l−1∑
j=1
1
λj
)
. (2.26)
And by (2.25),
σ1 = kλ+ β1
γ1 + √γ1γ2 
kλ+ β1
2
(
4 + k(kλ+ β1)+ β
2
2
λ
) . (2.27)
From (2.24), (2.26), (2.27), we have
TrF ′3
(
φ(τ)
) ◦Ql(τ)
−l kλ+ β1
2
(
4 + k(kλ+ β )+ β22 ) +
(β + λ)2
2(kλ+ β1)
(
1
λ
+
l−1∑
j=1
1
λj
)
 0, (2.28)1 λ
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l  pl(λ) ≡
(
4 + k(kλ+ β1)+ β
2
2
λ
)
(β + λ)2
(kλ+ β1)2
(
1
λ
+
l−1∑
j=1
1
λj
)
. (2.29)
By [5, Theorem V.3.3], for any λ > 0,
dH 
[
pl(λ)
]+ 1 pl(λ)+ 1, (2.30)
thus,
dH  min
λ∈(0,∞) pl(λ)+ 1. (2.31)
Let
∑l−1
j=1
1
λj
= b0, then
pl(λ) =
(
4 + (kλ+ β1)k + β
2
2
λ
)
(β + λ)2
(kλ+ β1)2
(
1
λ
+ b0
)
= b0λ+ k
2 + 4b0 − β1kb0 + 2k2βb0
k2
+ C1
λ
+ C2 +C3/λ
k2λ2 + β21 + 2β1kλ
, (2.32)
where C1, C2, C3 only depends on k, β1, β2, β and b0, and are independent of λ.
Obviously, there exists one point λ∗ ∈ (0,∞) such that pl(λ∗) = minλ∈(0,∞) pl(λ), i.e.,
pl(λ) pl(λ∗) = min
λ∈(0,∞) pl(λ), ∀λ ∈ (0,∞).
Thus,
dH  pl(λ∗)+ 1 pl(1)+ 1

(4 + k2 + β1k + β22 )(β + 1)2
(k + β1)2
(
1 +
l−1∑
j=1
1
λj
)
+ 1
= (β + 1)2 4 + (k + β1)k + β
2
2
(k + β1)2
(
1 +
l−1∑
j=1
1
λj
)
+ 1.
The proof of the theorem is completed. 
Remark 2.1. A more accurate estimate can be obtained from (2.26), i.e.
1
l
l−1∑
j=1
1
λ+ λj 
2σ1(kλ+ β1)
(β + λ)2 .
We find
lim
k→∞
2σ1(kλ+ β1)
(β + λ)2 =
λ
(β + λ)2 ,
therefore, dH keeps bounded for large strongly damping.
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dH  (β + 1)2 4 + (kλ+ β1)k + β
2
2
(kλ+ β1)2
(
1 +
l−1∑
j=1
1
λj
)
+ 1.
And in particular, when k = 0, h(u˙) = αu˙, and f (u) = r0 sinu, we have
dH 
5
4
(|r0|0 + 1)2(1 + 4
α2
)
+ 1,
which coincides with the result of the discretized damped sine-Gordon equation in [6].
3. Unbounded one-dimensional global attractor
In the following, we will study the one-dimensional global attractor for the strongly damped
lattice system. For convenience, we assume H(u˙) = αu˙ in (1.7).
3.1. New norm
Now, let H(u˙) = αu˙, the system (1.7) can be written as{
Y˙ = CY +G1(Y ), x ∈ Ω, t > 0,
Y (0) = Y0 = (u0, u10)T ∈ E,
(3.1)
where G1(Y ) = (0, g − F(u))T , and
C =
(
0 I
−A −kA− αI
)
.
From Section 2.1, we know that the eigenvector of A associated to the first eigenvalue λ0 = 0
is (1, . . . ,1)T ∈ Rmn. Some elementary computations show that when kα = 1, the spectral set
of C is
μ±i =
−(kλi + α)±
√
(kλi + α)2 − 4λi
2
, i = 0,1,2, . . . ,mn − 1.
The first two eigenvalues of C are μ+0 = 0,μ−0 = −α and the corresponding eigenvectors are
η+0 = (1, . . . ,1,0, . . . ,0)T and η−0 = (1, . . . ,1,−α, . . . ,−α)T ∈ Rm
n ×Rmn .
In the sense of standard inner product in Rmn ×Rmn, we set
E1 = span
{
η+0
}
, E′1 = span
{
η−0
}
,
E11 = E1 +E′1, E12 = E⊥11.
Now we define a new inner product on E = Rmn ×Rmn, and for any Yi = (ui, vi)T ∈ E11
(i = 1,2),
〈Y1, Y2〉E11 =
α2
4
(u1, u2)+
(
α
2
u1 + v1, α2 u2 + v2
)
, (3.2)
and for any Yi = (ui, vi)T ∈ E12 (i = 1,2),
〈Y1, Y2〉E12 = (Au1, u2)+ γ (u1, u2)+
(
kλ1 + α
2
u1 + v1, kλ1 + α2 u2 + v2
)
. (3.3)
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respectively, and the corresponding norms denoted by ‖ · ‖E11 and ‖ · ‖E12 , are equivalent to the
usual norms ‖ · ‖.
Proof. It is easy to check that (3.3) is positive-definite by virtue of the inequality
(Au,u) λ1|u|2, ∀Y =
(
u
v
)
∈ E12. (3.4)
For the inner product on E = Rmn ×Rmn, we have
〈X,Y 〉 = 〈X1, Y1〉 + 〈X2, Y2〉,
where X,Y ∈ E, X = X1 + X2, Y = Y1 + Y2, X1, Y1 ∈ E11, X2, Y2 ∈ E12. The corresponding
norm is denoted by ‖ · ‖E, i.e., ‖Y‖2E = ‖Y1‖2E11 + ‖Y2‖2E12 .
Lemma 3.2. In terms of the new norm ‖ · ‖E , the Lipschitz constant of G1(Y ) in (3.1) is
LipG1(Y ) = β/√γ + λ1.
Proof. For any Yi = (ui, vi) ∈ E (i = 1,2),∥∥G1(Y1)−G1(Y2)∥∥E = ∣∣−F(u1)+ F(u2)∣∣ ∣∣∣∣ β√γ + λ1 ·√γ + λ1(u1 − u2)
∣∣∣∣
 β√
γ + λ1 ‖Y1 − Y2‖E. 
Let E2 = E′1 + E12, then E2 is orthogonal to E1, and thus E = E1 + E2. We denote the
projections from E into E1 and from E into E2 by P and Q, respectively. Now let
b = kλ1 + α
2
−
∣∣γ + (kλ1+α)24 ∣∣0
2
√
γ + λ1 > 0.
It is easy to verify the existence of γ such that
(kλ1 + α)2
4
− (kλ1 + α)
√
λ1 < γ <
(kλ1 + α)2
4
+ (kλ1 + α)
√
λ1. (3.5)
Obviously, we have
γ + λ1 > (kλ1 + α)
2
4
+ λ1 − (kλ1 + α)
√
λ1 =
(
kλ1 + α
2
−√λ1)2  0.
Lemma 3.3. For any Y ∈ D(C)∩E2,
〈CY,Y 〉E −b‖Y‖2E. (3.6)
Proof. When Y ∈ E′1, it is easy to prove that 〈CY,Y 〉E −b‖Y‖2E. Now let Y = (u, v)T ∈ E12.
In view of (3.3), we have
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(
(kλ1 + α)2
4
+ γ
)〈
u,
kλ1 + α
2
u+ v
〉

∣∣γ + (kλ1+α)24 ∣∣0
2
√
γ + λ1
(
2
√
γ + λ1|u| ·
∣∣∣∣kλ1 + α2 u+ v
∣∣∣∣)

∣∣γ + (kλ1+α)24 ∣∣0
2
√
γ + λ1 ‖Y‖
2
E,
hence 〈CY,Y 〉E −b‖Y‖2E . 
Corollary 3.4.∥∥eCtQ∥∥ e−bt , ∀t  0.
In the following sections, we always assume that there is an b > 0 such that Lemma 3.3 holds.
3.2. Absorbing set
If Y(t) is a solution of system (3.1), then the map
S(t) :E → E, S(t)Y0 = Y(t, Y0), t  0
is a semigroup on E. In this subsection, we will show that the semigroup {S(t) | t  0} has a
one-dimensional invariant restricted horizontal curve.
The space D(C) = {u,v ∈ Rmn,u + kv ∈ D(A)} can be endowed with the graph norm: for
any Y ∈ D(C),
‖Y‖E = ‖Y‖E + ‖CY‖E.
Then D(C) is a Banach space under the graph norm, we denote (D(C),‖·‖E ) by E . Let E1 = E∩
E1, and E2 = E ∩E2. We consider the absorbing property of {S(t)}t0 on E2 and E2. Since G1 is
uniformly bounded in E, there exists a constant d0 > 0, such that for any Y ∈ E, ‖G1(Y )‖E  d0.
Definition 3.1. A pseudoball in E with radius r1 is a set of the form:
C = {p + q ∈ E | p ∈ E1, q ∈ E2, ‖q‖E  r1}.
A pseudoball in E with radius r1 is a set of the form:
C˜ = {p + q ∈ E | p ∈ E1, q ∈ E2, ‖q‖E  r1}.
Theorem 3.1. There exists a pseudoball C0 in E with radius R0 = 2d0/b, such that, for any
bounded set B in E, there is a constant t0 = t0(B) > 0, for all t > t0, S(t)B ⊂ C0. Moreover,
C0 itself is positive invariant, i.e., S(t)C0 ⊂ C0, ∀t > 0.
Proof. For any Y0 ∈ E, let Y(t) = S(t)Y0 is a solution of (3.1), then
Y(t) = Y0eCt +
t∫
0
eC(t−τ)G1
(
Y(τ)
)
dτ,
therefore,
H. Li, S. Zhou / J. Math. Anal. Appl. 330 (2007) 1426–1446 1439QY(t) = eCtQY0 +
t∫
0
eC(t−τ)QG1
(
Y(τ)
)
dτ, (3.7)
hence,
∥∥QY(t)∥∥
E

∥∥eCtQ∥∥ · ‖QY0‖E + t∫
0
∥∥eC(t−τ)Q∥∥ · ∥∥G1(Y(τ))∥∥E dτ
 e−bt‖QY0‖E + d0
b
(
1 − e−bt).
For t  t0 = − 1b ln(d0/bR), when ‖QY0‖E R, which concludes the proof of Theorem 3.1. 
Theorem 3.2. There is a pseudoball C˜0 in E with radius R1 > 0, such that, for any bounded set
B in E, there is a t1 = t1(B) > 0, if t > t1, then S(t)B ⊂ C˜0.
Proof. For any Y0 ∈ B, let Y(t) = S(t)Y0 be the solutions of (3.1); hence we have (3.7) and
CQY(t) = eC(t−t0)CQY(t0)+
t∫
t0
eC(t−τ)CQG1
(
Y(τ)
)
dτ. (3.8)
Then, for any t0 > 0, and all t > t0,
∥∥CQY(t)∥∥
E
 e−b(t−t0)
∥∥CQY(t0)∥∥E +
t∫
t0
∥∥eC(t−τ)Q∥∥ · ∥∥CQG1(Y(τ))∥∥E dτ. (3.9)
Consider ‖CQG1(Y (τ ))‖E , here Y = (u(t), v(t))T , G1(Y (t)) = (0,−F(u)+ g)T , and
CG1
(
Y(t)
)= ( −F(u)+ g−kA(−F(u)+ g)− α(−F(u)+ g)
)
.
By (1.8),(
A
(−F(u)+ g),−F(u)+ g) β2(Au,u)+ (Ag,g),
and from (3.3),
(Au,u) c1‖QY‖2E,
where c1 = λ1/(γ + λ1). As B is bounded in E, there exists t0 = t0(B) > 0, such that(
Au(t), u(t)
)
 c1
∥∥QY(t)∥∥2
E

4d20c1
b2
, ∀t > t0.
Hence, there exists a constant d2 > 0, such that∥∥CG1(Y(t))∥∥E  d2, ∀t > t0.
Consequently, there exists a constant d1 > 0, such that∥∥CQG1(Y(t))∥∥  d1, ∀t > t0.E
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E
 e−b(t−t0)
∥∥CQY(t0)∥∥E + d1b (1 − e−b(t−t0)),
together with (3.7), we obtain∥∥QY(t)∥∥E = ∥∥QY(t)∥∥E + ∥∥CQY(t)∥∥E
 e−bt‖QY0‖E + e−b(t−t0)
∥∥CQY(t0)∥∥E + d0 + d1b ,
for t  t1 = t1(B), taking R1 = 2(d0 + d1)/b, we can obtain the result of the theorem. 
Remark 3.1. For the pseudoball C˜0, there exists t1 = t1(C˜0), such that if t > t1, then S(t)C˜0 ⊂ C˜0.
Definition 3.2. A cone is a set in E defined as
Z = {p + q ∈ E | p ∈ E1, q ∈ E2, ‖q‖E  ‖p‖E}.
In the following, we prove that the semigroup {S(t)}t0 has the cone property.
Theorem 3.3. Suppose b > 4β/
√
γ + λ1. For any X0, Y0 ∈ E, we have
(1) if Y0 −X0 ∈ Z, then S(t)Y0 − S(t)X0 ∈ Z, ∀t > 0;
(2) if there exists t0 > 0, such that S(t0)Y0 − S(t0)X0 /∈ Z, then∥∥QS(t)Y0 −QS(t)X0∥∥E  e− b2 t∥∥Q(Y0 −X0)∥∥E, 0 t  t0.
Proof. Since D(C) is dense in E, we only prove the theorem for X0, Y0 ∈ D(C). Suppose X(t)
and Y(t) are two solutions to (3.1) with X(0) = X0 and Y(0) = Y0. Let p(t) = P(Y (t)−X(t)),
and q(t) = Q(Y(t)−X(t)), where P,Q are defined as in Section 3.1, then p(t) and q(t) satisfy,
respectively,{
p˙ = P(G1(Y (t))−G1(X(t))),
p(0) = P(Y0 −X0) (3.10)
and {
q˙ = Cq +Q(G1(Y (t))−G1(X(t))),
q(0) = Q(Y0 −X0). (3.11)
(3.10) implies
d
dt
∥∥p(t)∥∥2
E
= 2〈P (G1(Y(t))−G1(X(t))),p〉E
−2∥∥G1(Y(t))−G1(X(t))∥∥E · ‖p‖E
−2 LipG1‖p + q‖E‖p‖E
−2 LipG1
(∥∥p(t)∥∥2
E
+ ∥∥p(t)∥∥
E
∥∥q(t)∥∥
E
)
.
Similarly, (3.11) implies
d ∥∥q(t)∥∥2
E
−2b∥∥q(t)∥∥2
E
+ 2 LipG1
(∥∥q(t)∥∥2
E
+ ∥∥p(t)∥∥
E
∥∥q(t)∥∥
E
)
. (3.12)dt
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d
dt
(‖q‖2E − ‖p‖2E)−2b‖q‖2E + 2 LipG1(‖p‖2E + ‖q‖2E)+ 4 LipG1(‖p‖E‖q‖E).
If ‖q‖E = ‖p‖E , from the fact b > 4 LipG1, then
d
dt
(‖q‖2E − ‖p‖2E) (−2b + 8 LipG1)‖q‖2E  0.
This shows if Y0 −X0 ∈ Z, then Y(t)−X(t) ∈ Z, ∀t  0.
If there exists t0 > 0 such that Y(t0)−X(t0) /∈ Z, then by the above proof, we have
Y(t)−X(t) /∈ Z, ∀0 t  t0,
i.e. ∥∥q(t)∥∥
E
>
∥∥p(t)∥∥
E
, ∀0 t  t0.
From (3.12), then
d
dt
∥∥q(t)∥∥2
E
 (−2b + 4 LipG1)
∥∥q(t)∥∥2
E
−b∥∥q(t)∥∥2
E
,
hence∥∥q(t)∥∥
E
 e− b2 t
∥∥q(0)∥∥
E
, ∀0 t  t0.
This completes the proof. 
Let W0 = w0η+0 = (w0, . . . ,w0,0, . . . ,0)T ∈ E1.
Definition 3.3. Suppose φ1 is a Lipschitz map from E1 to E2, the Lipschitz constant is 1, i.e. for
any p1,p2 ∈ E1, we have∥∥φ1(p1)− φ1(p2)∥∥E  ‖p1 − p2‖E.
The graph  = {(p,φ1(p)) | p ∈ E1} is said to be a horizontal curve in E.
Moreover, we call  a restricted horizontal curve if φ1 also satisfies
φ1(p +W0) = φ1(p), ∀p ∈ E1.
As a corollary of Theorem 3.3, we have
Theorem 3.4. Suppose  is a horizontal curve in E, then ∀t > 0, S(t) is still a horizontal curve.
If  is a restricted horizontal curve, then ∀t > 0, S(t) is also a restricted horizontal curve.
Let J = {(s, . . . , s,0, . . . ,0)T | 0 s w0}, then J is a bounded closed subset in E1. Define
H= {φ1 | φ1 is a continuous map from J to E2, φ1(0) = φ1(W0)}.
The linear operations on H are defined as usual, and the norm is defined as
|φ1| = max
p∈J
∥∥φ1(p)∥∥E, ∀φ1 ∈H.
Then H can be regarded as a Banach space.
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Σ = { |  is a restricted horizontal curve in E}.
Naturally, there is a map π from Σ to H, such that π() ∈H, i.e., π() is the restriction of  in
one period.
For φ1 ∈H, if the graph  of φ1 is in E , then we can define ‖φ1‖ = maxp∈J ‖φ1(p)‖E . Let
h¯ = { |  ∈ Σ, ∥∥π()∥∥R1},
where R1 is the radius of the pseudoball C˜0 as in Theorem 3.2.
Consequently, Ĥ= π(h¯) is precompact in H (see [2, Lemma 6.2] for the detail). Obviously,
Ĥ is compact convex subset of H, here Ĥ is the closure of Ĥ in H.
From Theorems 3.2 and 3.4, it follows when t0 > t1(C˜0), S(t0)h¯ ⊂ h¯. A natural map Ŝ(t0) on
Ĥ is induced from S(t0) such that
Ŝ(t0) = π ◦ S(t0) ◦ π−1.
Hence Ŝ(t0)Ĥ⊂ Ĥ. Since S(t0) and π is continuous, Ŝ(t0) is continuous.
By Schauder’s fixed point theorem, the map Ŝ(t0) has at least one fixed point, which leads to
the following theorem.
Theorem 3.5. For sufficiently large t0 > 0, the map S(t0) has an invariant restricted horizontal
curve , i.e., S(t0) = .
3.3. Rotation number
Lemma 3.5. There is no periodic solution to the system (3.1).
Proof. Construct a real function L :E = Rmn ×Rmn → R. For any Y = (u, v)T ∈ E, let F4(u) =∫ u
0 F(r) dr, and L(Y ) = 12 (Au,u) + 12 (v, v) −
∫
Ω
(g + F4(u)) dx. If Y(t) = (u(t), v(t))T is a
solution of (3.1), then
d
dt
L
(
Y(t)
)= −k(Av(t), v(t))− α|v|2  0.
Hence, if Y(t) is not an equilibrium point, L is monotonely decreasing along orbit Y(t), then
system (3.1) has no periodic solutions. 
Corollary 3.6. The semigroup {S(t)}t0 has no periodic trajectories.
Now, for any Y0 ∈ E, we denote Y(t) = S(t)Y0, and
QY(t) = q(t), PY (t) = p(t) = pˆ(t)η+0 ,
where pˆ(t) ∈ R, and η+0 = (1, . . . ,1,0, . . . ,0)T .
Definition 3.4. For some T > 0 and N ∈ N. If Y(t) = S(t)Y0, satisfies
Y(t + T ) = Y(t)+w0Nη+0 = Y(t)+NW0, ∀t ∈ R,
where T is the smallest number such that the identity holds, then Y(t) is called a running periodic
solution of (T ,N)-type of (3.1).
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pˆ(t + T ) = pˆ(t)+w0N , ∀t ∈ R.
From the proof of Theorem 3.5, for any t0 > t1 (C˜0) (see Remark 3.1), S(t0) has an invariant
restricted horizontal curve  = {p + φ1(p) | p ∈ E1}. Define a map ψ from E1 to :
ψ(p) = p + φ1(p), ∀p ∈ E1.
For any a ∈ R, let Θ be an operator from R into E1 which is defined by Θ(a) = aη+0 ∈ E1.
Then the operator S(t0) induces a map F :
F(a) = Θ−1 ◦ψ−1 ◦ S(t0) ◦ψ ◦Θ(a), R → R.
Note that S(t0) is an orientation-preserving map on , for a1 < a2, we have F(a1) <F(a2), i.e.,
(1) F is strictly monotone.
In addition, by Theorem 3.4, since S(t)(Y0 + W0) = S(t)Y0 + W0, which results from the
uniqueness of the solution and from the fact, if Y(t) is a solution of (3.1), then Y(t) + W0 is a
solution of (3.1), too. So,
(2) F(a +w0) =F(a)+w0.
From the properties of orientation-preserving maps on a circle, we have the limit
limn→∞Fn(a)/n exists and the limit value is independent of a ∈ R. For any a ∈ R, there is
a unique point Y0 = ψ ◦ Θ(a) = aη+0 + φ1(aη+0 ) on  corresponding to it. As indicated earlier,
pˆ(t)η+0 = PS(t)Y0, pˆ(0) = a, and F(a) = pˆ(t0), then the limit limn→∞ pˆ(nt0)/nt0 exists. In
fact, we have limt→∞ pˆ(t)/t exists, and the limit value is independent of Y0 ∈ .
Theorem 3.6. For any Y0 ∈ C0 (the pseudoball with radius 2d0/b), the limit limt→∞ pˆ(t)/t
exists, and the limit value is independent of Y0 ∈ C0.
Definition 3.5. The limit
V = lim
t→∞
pˆ(t)
t
is called the rotation number of system (3.1).
By the previous theorem, V is independent of the initial value of Y(t). Therefore, V is an
invariant of the system.
Lemma 3.7. V = 0 if and only if (3.1) has equilibrium points. V = 0 if and only if (3.1) has a
running periodic solutions.
For the proof, see [2, Lemma 7.3].
Theorem 3.7. If b > 4 LipG1, V = 0 and  is an invariant restricted horizontal curve of S(t0),
then S(t) = , ∀t  0.
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 is either an equilibrium point or on the unstable manifold of some equilibrium point on .
Let N = ⋃0tt0 S(t), then S(t)N = N . Since b > 4β/√γ + λ1, the unstable manifold of
any equilibrium point is at most one-dimensional. Consequently,  = N and hence S(t) = ,
∀t  0. 
Theorem 3.8. Suppose V = 0, and T = w0N/V, where N is large enough such that T > t1(C˜0).
If  is an invariant restricted horizontal curve of S(T ), then S(t) = , ∀t  0.
Proof. According to the proof of Lemma 3.7, there exists a point Y0 ∈  such that S(T )Y0 =
Y0 +NW0 is a running periodic solution of (T ,N)-type. Let ′ = {S(t)Y0 | t ∈ R}, we will prove
 = ′. Let ψT :E → E,
ψT Y = S(T )Y −NW0.
Obviously, Y0 and Y0 +NW0 are fixed points for ψT on .
If  = ′, then we can choose a point Y1 ∈  ∩ ′ such that (Y0,Y1) ∩ ′ = {Y0, Y1}, where
(Y0,Y1) denotes the segment between Y0 and Y1 on .
Clearly, ψT (Y0,Y1) = (Y0,Y1), and the proof of Theorem 3.3 implies that for any Y ∈
(Y0,Y1), Y = Y0, Y1, Y is not a fixed point of ψT ; we may suppose limn→∞ ψnT Y = Y1. For any
Y˜ ∈ ′, limn→∞ ψnT Y˜ = Y˜ . Consequently, we can choose Y˜ ∈ ′(Y0,Y1) close to Y0 and Y ∈ (Y0,Y1)
close to Y1, and Y − Y˜ ∈ Z. But for some large n,
ψnT Y −ψnT Y˜ /∈ Z,
i.e.
S(nT )Y − S(nT )Y˜ /∈ Z.
This is in contradiction with Theorem 3.3. Therefore, S(t) = , ∀t > 0. 
Theorems 3.7 and 3.8 show when b > 4β/
√
γ + λ1, the semigroup {S(t)}t0 has a one-
dimensional invariant manifold which is actually a restricted horizontal curve in E.
3.4. Global attracting property
Assume  is an invariant restricted horizontal curve for {S(t)}t0.
Lemma 3.8. Suppose U is an ε-neighborhood of . Then there exists a constant T0 > 0, such
that for any Y0 ∈ C0, when t > T0, we have S(t)Y0 ∈ U .
Proof. For any t∗2 > 0 and any Y0 ∈ C0, we can choose a point Y1 on  such that PY1 =
PS(t∗2 )Y0. From Theorems 3.7 and 3.8, there exists a point Y ∗ ∈  such that S(t∗2 )Y ∗ = Y1;
then, S(t∗2 )Y ∗ − S(t∗2 )Y0 /∈ Z. Consequently, from Theorem 3.3, it follows that∥∥QS(t)Y ∗ −QS(t)Y0∥∥E  e− b2 t‖QY ∗ −QY0‖E  e− b2 t 4d0b , 0 t  t∗2 ,
hence∥∥QS(t∗2 )Y ∗ −QS(t∗2 )Y0∥∥E  e− b2 t∗2 4d0 .b
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d
(
S
(
t∗2
)
Y0, 
)
 e− b2 t∗2 4d0
b
< ε, ∀t∗2  0.
Taking T0 = − 2b ln bε4d0 , we complete the proof. 
Another main result of this paper is the following theorem.
Theorem 3.9. When kα = 1, λ1 > 8β and k > 1λ1 (
√
λ1 + 8β + √λ1 − 8β − α), the semigroup
{S(t)}t0 associated with the system (3.1) has an unbounded one-dimensional global attractor ,
which is a restricted horizontal curve in E.
Proof. It is easy to verify the existence of γ such that
max
{
(kλ1 + α)2
4
− 8β − (kλ1 + α)
√
λ1 − 8β,− (kλ1 + α)
2
4
}
< γ <
(kλ1 + α)2
4
− 8β + (kλ1 + α)
√
λ1 − 8β. (3.13)
Obviously, we obtain
γ + λ1 > (kλ1 + α)
2
4
+ λ1 − 8β − (kλ1 + α)
√
λ1 − 8β
=
(
(kλ1 + α)
2
−√λ1 − 8β)2  0.
From (3.13), we have
λ1 > 8β, k >
1
λ1
(√
λ1 + 8β +
√
λ1 − 8β − α
)
.
In this case,
b = (kλ1 + α)
2
−
∣∣γ + (kλ1+α)24 ∣∣0
2
√
γ + λ1 >
4β√
γ + λ1 = 4 LipG
′.
Therefore, the semigroup {S(t)}t0 has an unbounded one-dimensional global attractor , which
consists of a restricted horizontal curve in E. 
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