Abstract. This is a short survey of the progress on the congruence subgroup problem since the sixties when the first major results on the integral unimodular groups appeared. It is aimed at the non-specialists and avoids technical details.
A subgroup ⊂ SL(n, Z) (n integer ≥ 2) is a congruence subgroup iff there is a proper non-zero ideal I ⊂ Z such that ⊃ SL(n, I ) = {g ∈ SL(n, Z)|g ≡ 1(mod I )}.
Are there subgroups of finite index (note that SL(n, I ) has finite index in SL(n, Z)) which are not congruence subgroups ? We saw above that the answer is 'yes' when n = 2. In 1962, Bass-Lazard-Serre and independently Mennicke discovered that SL(2, Z) is exceptional. They proved the following theorem.
Theorem. If n > 2, every subgroup of finite index in SL(n, Z) is a congruence subgroup.
The problem can be generalized. One can pose it for other groups of integral matrices such as symplectic ones or orthogonal ones (for a quadratic form over Z). One may also replace Z by integers in a number field or S-integers for a set S of primes including all the archimedean primes.
We will now give a very general formulation. Apart from the fact that many naturally arising examples fall within the ambit of this formulation, the formulation suggests techniques for the attack that the special cases may not suggest that readily. For the general formulation we introduce the following notations: k will be a number field; V , a complete set of mutually inequivalent valuations of k; ∞, the set of archimedean valuations; S, a subset of V containing ∞.
Next we recall the definition of a linear algebraic group defined over k. We regard k as a subfield of C. A linear algebraic group G (defined) over k is a subgroup of GL(n, C) which is also the set of zeros of a (finite) collection of functions on GL(n, C) of the form P (g ij , det g −1 ) where g = (g ij ) 1≤i,j ≤n ∈ GL(n, C) and P is a polynomial in (n 2 + 1) variables with coefficients in k. We will call G a k-algebraic group or simply a k-group. We denote by G(k) the group G ∩ GL(n, k).
Examples.

GL(n, C) is evidently one (over any
4. The group of upper triangular matrices in GL(n). 5. The group of upper triangular matrices with all diagonal entries equal to 1. 6. Let F be a symmetric non-singular n × n matrix over k and
The orthogonal group of F is a k-group.
8. In Example 6, if one takes n = 2 and F = 0 1 1 0 , then a → a 0 0 a −1 gives an isomorphism of D(1) on SO(F ). 9. Note that the algebraic group
is isomorphic to C n−1 -again a group over any k. 
Let
This is an algebraic group over k.
We now make the definition. A
. Note that these are polynomials in (g ij − δ ij ) and (det g −1 − 1) as well.
Lemma. The inverse image in
Let
be the collection of all the (non-zero) coefficients of Q ij and D . Let J be a proper nonzero ideal in O S and J = ( i∈I c i ) · J . Then one sees immediately that
Hence the lemma.
Consequence. The notions of S-arithmetic and S-congruence subgroups of G(k) depend only on the k-isomorphism class of G (not on the realisation of G as a k-subgroup of GL(n, C)). Then the congruence subgroup problem is:
Question. Is every S-arithmetic subgroup of G a S-congruence subgroup?
The case k = Q and S = ∞ is itself sufficiently challenging; so if you are not comfortable with the more general situation, you can make the assumption k = Q, S = ∞. In this case O S = Z. In the other extreme case when
Very substantial progress has been made on this general question. To describe the progress, we first describe a way of measuring the failure of an affirmative answer to the above question formulated by Serre. We make the group G(k) into a topological group in two different ways. Let A S (resp. C S ) be the collection of all S-arithmetic (resp. Scongruence) subgroups in G(k) and J a,S (resp. J c,s ) the topology of the unique structure of a topological group on G(k) for which A S (resp. C S ) is a fundamental system of neighbourhoods of the identity. Let G a,S (resp. G c,S ) be the completion of G(k) with respect to the natural (left-invariant) uniform structure. Since J c,S is weaker than J a,S , the identity map as a map of G(k) is uniformly continuous from the topology J a,S to the topology J c,S . Consequently the identity map extends to a continuous homomorphism of G a,S on G c,S . We have a commutative diagram
It turns out that π is surjective and kernel π := C(S, G) is compact and totally disconnected. Evidently C(S, G) provides a measure of the failure of the family of S-arithmetic groups coinciding with the family of S-congruence subgroups. From the definitions it is not difficult to see that
. Because of this one is able to conclude that C(S, G) is totally disconnected and compact: G a (O S ) is the profinite completion of G(O S ). We now pose the congruence subgroup problem:
for a given G and S.
Observe that C(S, G) is trivial iff every S-arithmetic subgroup is a S-congruence subgroup. Consider the extreme case S = V . Here O S = k; and k has no proper non-zero ideals. So O S = {G(k)}. Thus C(S, G) is trivial if and only if G(k) has no proper (normal) subgroups of finite index. It is not difficult to see that G = GL(1) has lots of subgroups of finite index; so C(V , G) in general is non-trivial. However C(V , G) has been conjectured to be trivial under some natural restrictions on G (Platonov-Margulis conjecture).
The problem for general G can be reduced to G of a special kind using the elaborate structure theory of linear algebraic k-groups.
Observe that G → C(S, G) is a functor from the category of k-groups into the category of compact totally disconnected (≡ profinite) groups.
Lemma 1. If G o is the connected component of the identity in G, G o is a k-group and the map C(S, G o ) → C(S, G) is an isomorphism.
Lemma 2 . If a k-group G is a semidirect product (B ·N) with B and N k-subgroups and N 
normal in G and C(S, N) is trivial, then the map C(S, B) → C(S, G) is an isomorphism.
Lemma 2 combined with the structure theory of k-groups enables one to reduce the problem to the case of reductive groups. A (connected) k-group G is reductive if it has no connected normal subgroups consisting entirely of unipotent elements (unipotent ≡ all eigenvalues are 1). It is a basic theorem that any k-group G is the semidirect product of a reductive k-group B and the maximum normal unipotent subgroup R u G (called the unipotent radical of G) which is a k-group.
A unipotent k-group U is a semidirect product B · U where dim U = dim U − 1 and
Now C(S, Add) is trivial (an easy exercise). An induction on dimension shows that C(S, G) is trivial if G is unipotent (i.e. consists entirely of unipotent matrices). Lemma 2 thus reduces our problem to the case of reductive G.
A k-group T is a torus if it is connected and can be conjugated into diagonal matrices in GL(n, C).
It is again a basic result that if G is a reductive k-group, G contains a central k-torus T such that G/T has no connected abelian normal subgroups. Information on T and G/T
separately can be pieced together to obtain results on G: this is somewhat delicate though. We will now deal with k-tori. These are abelain but they need much more subtle handling than unipotent groups. One has the following:
Theorem (Chevalley). C(S, G) = {1} if S is finite and G is a torus.
This is false if S is infinite. However one knows the structure of T in sufficient detail to get considerable information on C(S, G) in this case too. Chevalley's theorem as also other information on C(S, G) for S infinite needs some class field theory.
I will now say something on the most important case: G semisimple, i.e. G has no nontrivial connected abelian normal subgroups. We will make two more assumptions viz. that G is simply connected and that G is absolutely almost simple -the latter means that G has no proper connected normal subgroups. This last assumption is not really restrictive but simple connectivity is. However information in the simply connected case can be effectively used to handle the general case. To explain what is expected to be true, I need to introduce some other concepts.
A k-split torus T is k-torus k-isomorphic to the group D(n) of all diagonal matrices in GL(n) for some n.
It is a theorem of Borel-Tits that all maximal k-split tori in a k-group G are mutual conjugates under G(k) and their common dimension is called the k-rank of G. It is again a theorem of Borel-Tits that k-rank G ≥ 1 iff G(k) has non-trivial unipotent elements.
The S-rank of G is the number v∈S k v -rank G.
One expects the following: Assume S is such that k v -rank G > 0 for all v ∈ S\∞ and S-rank G ≥ 2. Then C(S, G) is trivial or isomorphic to the group µ k of roots of unity in k.
Note that k v -rank and S-rank SL(n) ≥ 2 for any v and any S for n ≥ 3. It is now known that the expectation is indeed true for any G with k-rank G ≥ 1 (Bass, Lazard, Milnor, Serre, Mennicke, Matsumoto, Deodhar, Vaserstein, Bak, Rehman, Prasad and Raghunathan) . The strategy in all this work has been to break the proof into two parts.
(1) Show that
This has the consequence that C(S, G) is the Pontrjagin dual of the kernel of the map
The first group is the cohomology group based on continuous co-chains, the second is the usual group cohomology.
(2) Show that the above kernel is µ k or trivial.
The latter programme has in fact been carried out for all G (Moore, Matsumoto, Deodhar, Prasad, Raghunathan and Rapinchuk).
The centrality of the sequence in (1) above has also been settled in many cases of krank 0 (groups of type B n , C n , D n and some exceptional groups) (Kneser, Rapinchuk and Tomanov) . The case S = V for anisotropic G is much more delicate than for isotropic The cohomology computations were carried out in classical cases by using the work of Moore. The general situation needs some more refined machinery -the Bruhat-Tits theory of buildings associated to groups over local fields.
If one knows the expectation to hold for an S, it will hold for larger S. So the aim would be to handle finite S.
The techniques used to handle the case S = V can be used to handle some kinds of S: for example if K is a finite extension and S = {v ∈ V |K does not split completely in v}, then C(S, G) = 1 if G is of inner type A n (and k-rank G = 0).
When S-rank G = 0, any S-arithmetic group is finite and C(S, G) is trivial.
In the case of S-rank G = 1 some partial results are known. One expects that C(S, G) in this case is infinite. And this has been shown to hold in many (classical) cases. One method is to use the following result: if C(S, G) is finite then ab is finite for any S-arithmetic . One exhibits then S-arithmetic in certain G with ab infinite thereby showing C(S, G) is not finite.
Going back to cohomology computations, one has a good understanding of the group Evidently this gets too technical to interest a general audience.
