Ab initio molecular dynamics simulations with hybrid density functionals have so far found little application due to their computational cost. In this work, an implementation of the Hartree-Fock exchange is presented that is specifically targeted at ab initio molecular dynamics simulations of medium sized systems. We demonstrate that our implementation, which is available as part of the CP2K/Quickstep program, is robust and efficient. Several prescreening techniques lead to a linear scaling cost for integral evaluation and storage. Integral compression techniques allow for in-core calculations on systems containing several thousand basis functions. The massively parallel implementation respects integral symmetry and scales up to hundreds of CPUs using a dynamic load balancing scheme. A time-reversible multiple time step scheme, exploiting the difference in computational efficiency between hybrid and local functionals, brings further time savings. With extensive simulations of liquid water, we demonstrate the ability to perform, for several tens of picoseconds, ab initio molecular dynamics based on hybrid functionals of systems in the condensed phase containing a few thousand Gaussian basis functions.
I. INTRODUCTION
Density functional theory (DFT) has become an established method for computing the electronic structure and properties of molecules, solids and liquids. The success of DFT can be attributed to the quality of the approximate exchange and correlation (XC) functionals that have been developed. Since the introduction of the generalized gradient approximation (GGA), such as for example Becke's exchange functional 1 , DFT provides in many cases a respectable accuracy at a relatively low computational cost. GGAs depend only on the electronic density and gradient, and this dependency is local in space, i.e. the XC potential in a given point can be obtained directly from the electron density and its gradients in that point. The low computational cost of DFT can to a large extend be attributed to the local nature of the XC functionals. Nowadays it is possible to compute the electronic structure of systems containing thousands of atoms and to perform ab initio molecular dynamics (MD) simulations of systems containing hundreds of atoms for tens of picoseconds.
Several simulation packages are available that focus on DFT in the GGA approximation, and that specifically target large systems and/or molecular dynamics simulations. Most linear scaling DFT implementations and plane wave based approaches fall in this category.
In this work, we will focus on one such code, namely CP2K/Quickstep 2,3 . CP2K is a freely available implementation of the Gaussian and plane waves (GPW) method 4 that is specifically designed to deal accurately and efficiently with systems containing a few thousand atoms and is able to perform high quality molecular dynamics simulations in gas and condensed phases. The GPW method employs a dual representation of the electron density, in Gaussians and plane waves, to compute all terms of the Kohn-Sham equations, and in particular the Hartree energy and potential, in linear scaling time.
A significant fraction of the XC functionals that have been developed in the last twenty years are non-local in nature. The non-locality results from Hartree-Fock exchange (HFX) terms that are part of these functionals. Since these functionals do not only depend on the electronic density, but also on the Kohn-Sham orbitals (in a non-local way), these are considered 'hybrid' functionals, as opposed to the 'pure' or (semi-)local functionals that only depend on the density and its gradients. Such hybrid functionals are almost always more accurate than their pure counterparts, and are therefore commonly employed for typical quantum chemical calculations on (small) molecules. Furthermore, it is now generally ac-2 cepted that non-locality is key to address some of the more embarrassing failures of GGAs, in particular those related to the self-interaction error. New developments (see e.g. Ref.
[5]) suggest that significant progress has been made in this area. We can safely conclude that hybrid functionals are here to stay. However, the computational cost of non-local functionals is, almost unavoidably, larger than that of local functionals. Despite the fact that also hybrid functionals have been implemented in a linear scaling fashion, the pre-factor is normally significantly larger for hybrid than for local functionals. However, the increase in computational cost is not prohibitive, depending on implementation details, basis set and system, a hybrid is typically less than 100 times more expensive than a local functional.
Nevertheless, the significant computational cost is the main reason why hybrid functionals have so far found little application for extensive ab initio MD simulations. In this work, we seek to close this gap, and report on our implementation of HFX that is specifically targeted at MD simulations of gas and condensed phase systems.
Ab initio molecular dynamics simulations are only practical if a full electronic optimization, including the calculation of the forces, takes less than a couple of minutes, ideally a couple of seconds. We therefore focus on medium sized systems, typically up to 5000 basis functions or a few hundred atoms, and a massively parallel implementation. In the following sections, we will discuss how this choice allows us to make certain design decisions, for example for the in-core and parallelization schemes, that yield a highly efficient implementation. As many interesting chemical systems are in condensed phases or on surfaces, periodic boundary conditions, in addition to cluster (free) boundary conditions, have been implemented. Clearly, the implementation must be accurate and robust, since noise, inconsistencies or instabilities could quickly invalidate the MD procedure, which requires thousands of successive electronic structure calculations. The outline of this paper is as follows: Basic HFX theory is reviewed in section II, in section III all techniques that we have incorporated in our implementation are discussed in detail, in section IV benchmark results demonstrating the applicability of the tool are presented, in section V we study radical cations dimers with some recent functionals, and in section VI we present extensive molecular dynamics simulations of liquid water based on hybrid functionals.
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II. THEORY
Hybrid functionals have in common that they incorporate a certain amount of HartreeFock exchange (HFX) with a generalized interaction potential g(r):
E HF x = − 1 2 k,l dr 1 dr 2 ψ * k (r 1 )ψ * l (r 2 )g(r 12 )ψ k (r 2 )ψ l (r 1 )
In an atomic orbital basis this is conveniently expressed as
where P µλ denotes the density-matrix element corresponding to an atomic orbital basis and (µν|λσ) g = dr 1 dr 2 µ(r 1 )ν(r 1 )g(r 12 )λ(r 2 )σ(r 2 ),
are the four-center electron repulsion integrals (ERIs) arising from an interaction potential g(r). Plane wave based approaches will naturally base their implementation on the first expression (Eq. 1) while Gaussian based codes typically start from the second expression (Eq. 2). HFX calculations in CP2K are based on Eq. 2.
The interaction potential g(r) takes different forms for different hybrid functionals. The most common choice is the standard Coulomb potential g(r) = 1 r
and this form is employed in well established hybrid functionals such as B3LYP 6-8 or PBE0 [9] [10] [11] . Currently, there is great interest in functionals that split the Coulomb operator in a short and a long-range part
There is no fundamental reason to prefer the error function in the above equation, but it is a convenient choice, which allows for tuning the range of the respective parts with the parameter ω. 
have been employed as well, for example in MCY3 15 . All the above integrals can be evaluated analytically when Cartesian Gaussian-type orbitals are employed
in which A = (A x , A y , A z ) refers to the orbital center, α i to the exponent, c i to the contraction coefficient and l, m, n to the angular momenta.
The computational cost of HFX increases with the size of the system and/or the basis employed. A brute force implementation of Eq. 2 would require O(N 4 ) operations, where N is the number of basis functions. Actual implementations employ the Schwarz inequality:
to obtain an upper bound for the ERIs. With this upper bound, which is non-negligible only if µ is close to ν and λ close to σ, a large number of tiny contributions to the energy can be ignored, so that the cost of HFX reduces to O(N 2 ) with increasing system size.
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Linear scaling, i.e. O(N ), calculation of the HFX energy can be obtained by exploiting the fact that individual terms in Eq. 2 become smaller as the distance between the atomic centers of µ and λ or ν and σ increases. There are two possible reasons for this decrease.
Firstly, for some choices of the operator g(r), for example the short-range Coulomb operator in Eq. 5, the matrix elements (µν|λσ) g decay rapidly. Secondly, the density matrix elements P µλ become smaller as the distance increases 17, 18 . These features can be employed to obtain improved efficiency and ultimately linear scaling HFX algorithms. [19] [20] [21] [22] It is important to point out that the reduction from O(N 4 ) to O(N ) with increasing system size does not hold for increasing the basis set size at fixed system size. In the latter case, for a typical atomic orbital implementation, the scaling remains O(N 4 ).
III. METHODS
In this section, we will describe all the techniques we have employed to compute the Finally, we exploit the large difference in computational cost between GGA and hybrid calculations by performing multiple time step MD, which requires hybrid calculations only every Nth time step, where N can be 5 or more, depending on the system.
A. Calculation of the ERIs
For the calculation of the ERIs and their analytic derivatives with respect to the corresponding atomic centers, we rely on the external library LIBINT 23 . This library encapsulates an implementation of the recursive Obara-Saika (OS) method 24 and Head-Gordon and Pople's variation thereof. 25 The advantage of this recursive approach is the simple way the algorithm can be enhanced to handle various interaction potentials. 26 Indeed, the OS scheme only needs the (ss|ss) g integral, i.e. the lowest angular momentum interaction, as a starting point for the recursion, and can thus be straightforwardly extended to g(r)'s other than the usual 1/r. This makes our implementation flexible enough to include all kind of hybrid functionals mentioned in the introduction.
In order to speed up the calculation, and to reduce the total amount of memory needed for integral storage, we take the full permutational symmetry of the ERIs into account, i.e.
While this symmetry is commonly employed in serial codes, we also use this symmetry in the parallel version of the algorithm. In this way, we save a factor of approximately 8 in the number of integrals that have to be considered.
B. Integral screening
Screening methods improve the efficiency of the Fock-matrix construction by providing an easily computable upper bound for the value of an ERI or a set of ERIs. In this way, one can avoid calculating interactions whose contributions are smaller than a given threshold .
One well-known upper bound is the already introduced Schwarz inequality Eq. 8. In our scheme, before starting the calculation of the ERIs we precompute all the two-index quantities (µν|µν) g and utilize the maximum value in a given set as an estimate for its contribution to the Fock-matrix. This screening reduces the total number of ERIs to be considered from
. 16 The Schwarz procedure takes advantage of the exponential decay of the charge distributions µν with respect to the distance between the Gaussian centers µ and ν.
If a rapidly decaying interaction potential such as the short-range potential erfc(ωr)/r is employed, also the distance of two Gaussian product distributions µν and λσ decay rapidly with respect to the distance between their centers. Following the approach proposed by Izmaylov et al. 27 , we therefore introduce a far-field box screening, which yields significant savings in computational cost if short-range exchange is used in large systems. This technique groups charge distributions in real space boxes for the purpose of screening and is based on the following integral-estimate:
Here, B i and B j denote boxes in real space to which pairs of charge distributions µν are assigned. To perform the screening, the following descriptors are required:
where R(Ω µν , B i ) is the distance between the centers of Box B i and the charge distribution µν = Ω µν , R B i is the box range, α µν is the exponent of the charge distribution, and Ω µν and R(B i , B j ) is the distance between the centers of the boxes.
However, the right-hand side in the above estimate is not a strict upper bound, but only valid in the far field. In numerical tests we observed that the largest error in total energy due to this distance screening never exceeded the applied threshold by more than two orders of magnitude. Therefore, in order to achieve consistently accurate results, two thresholds Schwarz and Box have been introduced, and the latter is normally set 10 to 100 times smaller than the first.
C. Density matrix screening
As mentioned previously, it is possible to exploit the decay of the density matrix and screen on density matrix elements P µν . Indeed, it can be shown 17, 18 that the density matrix of insulators decays exponentially as
where E gap is the energy difference between the highest occupied (HOMO) and the lowest unoccupied (LUMO) molecular orbital. For metallic systems, the decay is algebraic at zero temperature, and only becomes exponential at a finite electronic temperature. 18 The basic modification to obtain a more efficient, and even linear scaling HFX calculation is to introduce the density matrix elements in the Schwarz screening procedure as
where P max is given by
Note that several density matrix elements are required for P max , which is related to the fact that ERI symmetry is exploited in the implementation.
Screening on the density matrix is slightly tricky during the SCF procedure, because the density matrix is not yet known, or at least, only partially converged. Commonly, the density matrix from the previous SCF iteration is used for the screening in the next iteration, and this procedure is typically stable. 19 However, we prefer, for two reasons, a procedure in which the density matrix used for screening is fixed at the first SCF iteration.
Firstly, this simplifies an in-core scheme, because for each SCF iteration, exactly the same We have two recipes to obtain a density matrix for screening. A first choice is to employ a density matrix that is obtained from a converged GGA calculation. As we will show in the following section, GGA calculations are typically much faster than hybrid calculations, so this is a very effective strategy. This is also a rather reliable estimate of the density matrix, indeed, it is well known that non-self-consistent 'post-GGA' calculations already provide relatively accurate total energies for hybrid functionals, and such a 'post-GGA' strategy is often employed in functional development. Nevertheless, we would like to point out that using a GGA density matrix is likely to be a conservative choice for screening.
Indeed, Eq. 16 shows that the decay of the density matrix is proportional to the electronic gap. Since it is well known that GGAs tend to underestimate the gap, we can infer that GGA density matrices decay slower than the corresponding hybrid ones, and hence are a conservative choice for the screening procedure. A second, and even more accurate scheme is available only during MD simulations. During an ab initio molecular dynamics simulation in CP2K, an initial density matrix is obtained from an extrapolation of the density matrix of previous time steps 28 . We find that the density matrix generated in such a way is very accurate, typically the total energy at the first SCF step is within a few micro-Hartrees of the converged result. As this is more accurate than a density matrix from a GGA calculation, we prefer this option during MD.
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D. ERI compression
As mentioned previously, in-core calculations are significantly faster than 'direct' calculations (which recompute integrals at every SCF step). Of course, the available main memory (RAM) is potentially a limiting factor. However, in a massively parallel environment, it is not uncommon to have several hundreds of Gigabytes of RAM available, so that this is less of an issue than a couple of years ago. Nevertheless, RAM remains a valuable resource. In order to treat really large systems, and to gain efficiency on systems with limited RAM, we have implemented an in-core compression scheme. In this scheme ERIs are stored with just enough bits, as required by the screening tolerance. Similar techniques have previously been implemented for approaches based on disk storage 29, 30 . We find that an in-core compression scheme can be implemented very efficiently, i.e. without significant slow-down of the in-core SCF steps, and that it allows for a five-to tenfold increase in the number of ERIs stored in-core. This is a very significant saving, and we expect this method to find application in other codes and approaches where in-core performance is beneficial.
All integrals that pass the screening procedures mentioned above must be compressed during the first SCF step, and decompressed at all steps. Integrals are compressed one set at the time. For a given set of integrals we compute the corresponding maximum absolute value b max and the maximum corresponding contraction coefficient c max and store this in a persistent array for future use. If the condition
holds, we have to compress the corresponding integrals, otherwise there is even no need to contract that set. If the set has to be compressed, P max × b max × c max is compared with the given threshold that defines the required accuracy of the compression. In particular, the number of bits required to store these integrals is given by
where EXPONENT(x) returns the exponent of x in the base 2. The compression algorithm then proceeds in three steps:
• Convert the double precision values (r) of the integrals in the current batch to integer values (i) so thatr = ANINT(r/ ) × becomes a properly rounded approximation to r. In particular, it holds that |r −r| ≤ /2, since the rounding error of the intrinsic integer-truncation routine ANINT(x) is ±1/2.
• Store the integer values to an array that has the function of a cache. For each value of N bits there is a different cache.
• As soon as a cache is full, flush the cache to a storage-container in an actual compression step. In doing so, all integers are converted to a stream of bits by truncating these integers to the significant number of bits, and 'pasting' these bits in a contiguous stream.
In Obtain these integrals from an integer cache, which is refilled by decompressing a bit stream as needed.
Three further details are important as well. Firstly, even at the first SCF iteration, the decompressed integrals are employed for the assembly of the Fock matrix. This guarantees consistency throughout the SCF procedure. Secondly, an additional memory reduction is obtained by compressing the exponents of the b max values with a fixed bit-number. Finally, via an input parameter, the user can define the maximal amount of memory that should be reserved for the storage of ERIs. If this limit is reached, all integrals are recomputed every step using a direct approach. Of course, this event coincides with a massive slow down of the method.
E. Calculation of HFX forces
The calculation of the ionic forces resulting from the HFX terms is relatively straightforward. As mentioned previously, derivatives of the ERIs are directly obtained from LIBINT, and there is no reason to store or compress these integrals. We employ the same screening matrices for the near-and far-field estimates as in the construction of the Fock-matrix, but screen differently on the density matrix. In particular, we employ the converged density matrix for the screening. Furthermore, because the contributions of the density-matrix elements enter quadratically into the HFX forces, the Schwarz criterion can be adapted to
As a result of this improved screening, the calculation of the forces is computationally less expensive than the first SCF step, despite the fact that higher order angular momentum ERIs are needed.
F. Periodic boundary conditions
The proper implementation of HFX in periodic boundary conditions (PBC) is non-trivial.
An interaction energy in PBC is given by an infinite sum over image cells. It is well known that the electrostatic energy of a periodic system is the result of a conditionally convergent sum. The value thus depends on the exact order that is employed to perform this sum, and on the boundary conditions that are employed. 31 The same holds for standard HFX, which is Coulombic in nature. [32] [33] [34] As soon as the interaction potential decays rapidly enough, the sum is unconditionally convergent, and these issues are absent. This is one reason why screened exchange was introduced in early implementations of periodic exact exchange 12, 35 and recent hybrid functionals for the condensed phase.
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We have decided to base our periodic implementation on a scheme recently proposed by Tymczak et al. 36 In this scheme, PBC are obtained by applying the minimum image convention (MIC) at the level of primitives in a Γ-point approximation. In this context the periodic Fock-matrix reads as follows:
where M and N denote the summation over lattice vectors. In practice, for fairly large unit cells it is sufficient to retain the largest integral in the sum. The latter we obtain by applying the MIC to the interaction vector PQ, where P and Q are defined as the centers of the product distributions µν and λσ respectively, for that choice of M and N that yield maximum overlap of µν M and λσ N . The advantage of the MIC scheme is its simplicity. Furthermore, in case the unit cell is sufficiently large, it is basically exact for short-range operators such as screened exchange. However, if unit cells are smaller, or if unscreened exchange is being employed, the MIC scheme is an approximation. In Ref.
[36] it is shown that this approximation can be very good, converging exponentially to an asymptotic value with respect to the size of the unit cell, even if unscreened exchange is employed. Unfortunately, we find that the MIC can be an unstable approximation if the range of the operator is not sufficiently small. This instability introduces a spurious minimum in the energy functional, which yields an unphysical wavefunction, with an energy that can be several Hartrees beyond the stable solution. Whether or not this minimum is present appears to depend on the atomic configuration, and on the basis set. The more flexible the basis set, the more likely it appears to minimize towards this unphysical solution. In the condensed phase and for applications such as MD, where a wide range of configurations is explored, and stability is important, we have to recommend the use of screened exchange in combination with the MIC.
G. Parallelization strategy
The parallelization of CP2K is mainly based on the message passing interface (MPI), but also a hybrid mode based on MPI/OpenMP is possible. A central choice in our HFX parallelization strategy is that we replicate the density and Fock matrix on each MPI process.
This scheme has a trivial communication pattern. It involves no other significant communication than replicating the density matrix before the Fock assembly, and distributing the Fock matrix after assembly. A significant advantage is that one can easily make use of the full ERI symmetry, saving typically a factor of four over codes that ignore the symmetry.
Furthermore, since any element of the Fock matrix can be computed by any process, it simplifies the load balancing procedure. The downside of this approach is that it limits both system size and ultimately parallel scalability. The limit in system size arises from the RAM required to store the matrices on each process. For example, with 1Gb per process, 4000 basis functions is approximately the limit. This roughly coincides with the expected typical size of the systems for which hybrid MD will be performed. On multi-core or shared memory systems, it can be beneficial to use the hybrid MPI/OpenMP implementation. In this implementation, only one MPI process is needed per node, while a variable number of threads can be employed. The threads share the matrices, so that the full memory of the node can be employed for a single copy of these matrices. Nowadays, it is common to have 4-64 Gb of memory per node, thus allowing for significantly larger systems. The replication 13 of the density matrix, and the distribution of the Fock matrix is an operation with a cost that does not scale with the number of processes. We find that this step ultimately limits the parallel scalability of our approach.
What remains to be specified is how we distribute the workload among the processes. For this, we have developed a load balance optimization based on simulated annealing, and a binning procedure to coarse grain the load balancing problem. Once the screening matrices have been computed, bins are created that group the successive sets of ERIs that pass the screening procedure. Such a bin just records the starting and ending indices of the four-center loop, and approximately 10 to 100 bins are created per CPU. Each bin is constructed such that the corresponding integrals will approximately require the same amount of memory.
The above steps are executed fully in parallel, based on a distribution of the two outer most loop indices. To make the load balance of this step insensitive to the order of the atoms, we first convert these two loop indices into a hash value before modulo distributing it. Subsequently, all bins are redistributed to improve the load balance. This redistribution is based on an estimated cost of each bin, and a simulated annealing procedure to minimize the maximum estimated cost over all processes. The simulated annealing procedure is based on Monte Carlo (MC), in which bins can be swapped between two processors or moved from one processor to another. After a few MC steps, in which the temperature is gradually reduced, we end up with a quasi optimal distribution of the bins, according to which we schedule now the workload on each CPU.
Since the MC procedure schedules the bins quasi optimally, the remaining load-imbalance should be attributed to the inaccuracy of modeling the cost of each bin. Initially, the cost of a bin is estimated from the number of integrals that pass the screening procedure. This is not necessarily optimal, because a given integral might take longer to compute, or might actually be skipped for the in core steps. During MD, a better, dynamic strategy is available. Indeed, we can simply measure the time it takes to process a given bin, and use this as the cost for the load balance procedure in the next MD step. Since bins typically contain thousands of integrals, the measurement is accurate without the need to resort to high resolution timers. As the cost of the bins varies slowly during the MD, this leads to a particularly well load-balanced scheme.
H. Multiple time step MD
In this section, we describe how the computational cost of a hybrid molecular simulation can be reduced by a multiple time step scheme. In such a scheme, the calculation is split in an inexpensive part and an expensive part that can be evaluated with different frequencies,
i.e. with time steps of different length. Using a carefully constructed integration scheme, the time evolution remains reversible, and the molecular dynamics simulation remains accurate and energy conserving. Here, we describe how to use the reversible reference system propagator algorithm (r-RESPA) 37 to achieve this in the context of hybrid molecular dynamics simulations. In our scheme, the difference in computational cost between a hybrid and a local functional is exploited, by performing a hybrid calculation only after several pure DFT calculations. A similar approach, although not within a time reversible framework, has been demonstrated with local functionals.
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r-RESPA is derived from the Liouville operator representation of Hamilton mechanics
where L denotes the Liouville operator for the system containing f degrees of freedom. This operator is then used to create the classical propagator U (t) for the system:
Decomposing the Liouville operator into two parts
and applying a 2nd-order Trotter-decomposition to the corresponding propagator yields
with δt = ∆t/n. For this propagator several integrator schemes can be derived. 39 The extension for multiple time step (MTS) MD is obtained by a decomposition of the force in the Liouville operator into two or more separate forces
This allows to treat F 1 and F 2 with different time steps, while the whole propagator still remains time reversible. We will refer to an inner and an outer loop to describe the procedure for F 1 and F 2 , respectively.
In our approach, we split the forces in the following way analytically the high-frequency part, so the theoretical upper limit for the time step of the outer loop remains half the period of the fastest vibration. 40 What we gain is an increased accuracy and stability for larger time steps in the outer loop integration. Even using an outer loop time step close to the theoretical limit, a stable and accurate MD is obtained.
In particular, contrary to the single time step case, there is no shift to higher frequencies as the (outer loop) time step is increased. In section IV E, we will show that at least a five-fold increase in time step is possible for a system as delicate as liquid water.
IV. BENCHMARKS AND VALIDATION
In the following, results are provided that illustrate the performance of the code, and that validate the implemented methods. We note that in the GPW scheme, family basis sets are inexpensive, while this is not the case for the hybrid implementation. Furthermore, screening is on a set by set basis. It is therefore necessary that the basis sets have optimized contractions and are properly split in sets, also for the pseudopotential calculations.
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Particularly striking is the difference in scaling behavior with respect to the basis set quality between the hybrid and the local functional. While the cost appears to scale roughly linearly with the size of the basis for the GGA calculations, the scaling is at least cubic for the hybrid functional. In the limit of very large basis sets, scaling is expected to be quadratic and quartic respectively. Furthermore, the cost of adding diffuse functions is much more pronounced in the hybrid case, e.g. going from 6-311G** to 6-311++G** increases the cost of the first SCF step by 30% and 720% for local and hybrid functionals respectively. However, for small basis sets, the difference between hybrid and local calculations is relatively small.
This holds in particular if not only the first SCF step is being considered, but the full SCF run. Indeed, the benefit of the in-core scheme can be appreciated by comparing the cost of the first and second SCF step. We note that there is a small difference for local functionals as well, which is unrelated to the in-core procedure, and results from the OT procedure, in which conjugate gradient and line search steps alternate. 3 For this system and for only moderately contracted basis sets, the in-core steps are faster by approximately a factor of 5-7, but the speedup can exceed a factor of a hundred for heavily contracted basis sets. The in-core scheme can thus close somewhat the large gap in efficiency between local and hybrid functionals.
B. System size
In Fig. 1 , we show timings for performing total energy calculations on systems of increasing size. Samples of liquid water, containing 32-256 water molecules, have been described using a 6-31G** basis, the PBE and HSE06(ω = 0.15) functionals, and periodic boundary conditions. The data shown is the time for a full SCF, minus the time spent in wavefunction optimization ('diagonalization') routines. Wavefunction optimization scales cubically with the system size, but the pre-factor is such that, for the systems studied here, this time accounts for only a small fraction of the total time. As expected, the remaining cost increases perfectly and nearly linearly for PBE and HSE06 respectively. The pre-factor for PBE is about 8 times smaller than the pre-factor for HSE06. The small deviation from linearity in the HSE06 case can be attributed to the integral screening, which has not been linearized yet. As shown in table II, the memory used to store the ERIs and the number of computed ERIs scale perfectly linearly with system size.
C. Parallel efficiency
In Fig. 2 , the parallel efficiency of the code is illustrated for two systems. The first system is a small water cluster with a small basis set (32 water molecules and 6-31G** basis, 768 basis functions), while the second system is a larger condensed phase system described with a better basis set (64 water molecules and a TZV2P basis, 2560 basis functions).
Furthermore, for the first system only an energy calculation is performed, while for the second system the time for one MD step (standard Born-Oppenheimer MD, no multiple time step scheme) is measured. The dynamic load balancing described previously is thus only used for the second system. Both systems scale nearly perfectly up to one molecule per CPU and with approximately 80% efficiency till one atom per CPU. For even larger number of CPUs, the communication steps required for distributing/replicating the matrices become significant and reduce the parallel efficiency. It is expected that in the hybrid MPI/OpenMP implementation, which we did not yet benchmark, this step will be more efficient. We also wish to emphasize that we have assumed the parallel efficiency to be 100% for the smallest parallel run that lead to a full in-core evaluation of the energy (8 and 16 CPUs respectively).
If we would have referenced with respect to a serial run, for which in-core calculations were not possible, parallel efficiency would be significantly larger than 100% for all runs. On 512
CPUs, one MD step takes 62 seconds for the larger system.
D. Screening
In Tab As to be expected, since the Schwarz-inequality yields an analytic upper bound for the ERIs, the error arising from a finite Schwarz can efficiently be controlled by this threshold (a).
The same observation holds for the far-field box screening (b), though, due to the moderate size of this system, it does not significantly improve the performance as can be seen from the marginal reduction in memory usage and CPU-time. We find a ten-fold speed-up for in-core calculations. In (c) we present the impact of the post-GGA screening: For this particular system we gain a factor of 2, both in CPU-time and the amount of RAM consumed. For larger systems and basis-sets the gain from the post-GGA screening is typically even more significant. The last entries in the 
E. Validation of MTS-scheme
In order to validate the correctness of the MTS-scheme, several MD simulations on a water cluster containing 6 water molecules have been performed. In the inner loop we have employed the PBE functional and a 0.5fs time step, for the outer loop we have employed HSE06, with various time steps. We refer to these as MTS-n, where n refers to the length of the outer loop time step (n × 0.5fs). Shown in Fig. 3 2 ) are one class of systems for which the self-interaction error (SIE) leads to particularly large errors in binding energies and geometries. In particular, local functionals overbind very strongly, yet predict much too large bond lengths. Using BLYP 1,7 as an example, Ne + 2 is overbinding by more than 40 kcal/mol, while the bond is too long by ≈0.2Å. Intuitively, adding HFX exchange reduces the SIE and so hybrid functionals should perform better for these systems.
However, the effect is not particularly large. B3LYP, for example, still overbinds Ne + 2 by 30 kcal/mol. As part of the effort to implement HFX in CP2K, we have also implemented two recent hybrid functionals (MCY3 and rCAM-B3LYP) that have been specifically designed to reduce the SIE. 15 Here, we test these and another recent hybrid functionals (HSE06) on five radical cation dimers. We consider the CCSD(T) calculations from Ref. 45 as reference results, and also compare to the results we have obtained with our proposed scaled selfinteraction correction (SIC). 46 The latter scaled SIC (SS) has two empirical parameters, and we refer here to the SS(a=0.2, b=0.0) choice. The advantage of the SS scheme is that it is computationally not more expensive than a local functional. It is currently available only for doublet radicals, and is normally employed within a restricted open shell scheme.
The results are shown in Table IV and Table V for binding energies and geometries respectively. It can be seen that all hybrid functionals perform approximately equally poor for the binding energies, with a mean absolute error (MAE) in the range 13-17 kcal/mol, only slightly better than BLYP (MAE 25 kcal/mol). The SS scheme has, with a MAE of 5 kcal/mol, the best performance of all density functionals tested. Given the specific design goal of the the MCY3 and rCAM-B3LYP, we consider it surprising that they do not outperform the other functionals for the energetics of these reactions. However, the geometries of these radical cation dimers suggest that these two functionals represent nevertheless a fundamental improvement over more traditional hybrids. Indeed, the bond lengths obtained with these functionals are in much better agreement with the reference results, and the errors are 2-6 times smaller than those obtained with other hybrid, or local functionals. 61, 63 . This sensitivity is ultimately due to the very nature of liquid water, for which, at ambient pressure, the freezing and boiling point are just 100K apart. This implies that very small changes in the energetics, much smaller than the usually quoted chemical accuracy (1 kcal/mol), can have the dramatic effect of being in a different phase.
Because of the importance of water, we need to be able to deal with the challenge of simulating this liquid. Not only to understand the neat liquid, but even more importantly, to study, for example, reactive events in solution. From a practical point of view, it might be necessary to just find a computational model that just happens to perform better for this system. However, as improved computational models become accessible, liquid water should be considered a benchmark system that cannot be ignored. we define the deformation density (ρ(r) deformation ) as the difference between the density of the full system and the density of the individual molecules computed in isolation, i.e.
To avoid basis set effects, the individual molecules have been computed in the presence of the basis functions of the full system. The deformation density thus represents the change in the molecular electron density due to interactions with other molecules. In liquid water, this mostly shows the effect of hydrogen bonding. Molecular dipoles in the condensed phase have been computed using the centers of the maximally localized Wannier functions. 54 In the condensed phase, molecular dipoles converge quickly with respect to the basis.
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C. Results and discussion
The structure of the liquid is most easily described using pair correlation functions. These results are shown in Fig. 5 and Fig. 6 for the oxygen-oxygen and oxygen-hydrogen pair correlation functions, respectively. Clearly, within the statistical uncertainty, the curves as obtained with the different functionals superimpose almost perfectly. The height of the first peak in the oxygen-oxygen pair correlation function is approximately 3.4 in all cases, which is significantly above the experimental estimates. 47, 48 The self diffusion constant cannot be obtained with good statistical accuracy from these relatively short simulations, but our estimates all lie in the range 0.013-0.055Å 2 /ps. This is roughly ten times smaller than the experimental number. We must therefore conclude that hybrids do not necessarily improve the agreement with the experimental results. In particular, at the selected density and temperature, the system remains in a glass-like state. With the PBE0 simulation initiated from a liquid-like TIP5P configuration, this glass-like state is also found quickly, implying that this result is independent from the initial configuration used for the simulation.
At first sight, this result is at variance with the conclusions of an earlier simulation of liquid water based on hybrid functionals. 68 In these simulations, hybrids yield consistently softer pair correlation functions than their non-hybrid counterparts, by 0.3-0.5 units. We believe, however, that this could be due to difference in thermodynamic state employed in the simulations. The simulations in Ref. 68 are at higher temperature (350K) and lower density (2.5%), which yields a much more liquid-like system. It could therefore be that in these different phases (glass-or liquid-like) the system reacts differently on the change of functional; an observation which merits further investigation. These results have also a somewhat disappointing practical consequence: for the temperature and density conditions employed here, simulations based on hybrid functionals will face similar difficulties as simulations based on local functionals. In particular, long MD simulations might be required to perform sufficient sampling of solvent configurations around solutes. Nevertheless, since the description of the liquid does not become worse, hybrid functionals will remain the functionals of choice if solutes or properties of solutes need to be described for which local functionals are known to be inaccurate.
Despite the similarity in liquid structure, it is interesting to investigate if differences between hybrid and local functionals can be found at the level of the electronic structure. We perform this analysis on a single configuration extracted from an HSE06 simulation. By using a fixed configuration, electronic effects can be disentangled from differences in structure. As explained in Sec. VI B, the deformation density shows the effect of intermolecular interactions on the electron density. The difference in deformation density is shown in Fig. 7 for PBE and HSE06. This figure illustrates clearly that a local functional, such as PBE, has a larger charge transfer in the hydrogen bond than the corresponding non-hybrid functional. An alternative and complementary way to investigate this effect is through the molecular dipoles. In Fig. 8 , a comparison is shown between the molecular dipoles as obtained with PBE and HSE06. It can be seen that the PBE dipoles are almost always larger than the corresponding HSE06
dipoles. This is consistent with the previously mentioned tendency for charge transfer in the hydrogen bond. Furthermore, we see that the effect is larger for molecules having a larger dipole, i.e. for molecules that are likely to be in a more polarizing environment. Indeed, the charge transfer effect we observe in the liquid is present, but less pronounced, in the water dimer system (results not shown). This tendency of local functional to delocalize charges, is to some extend a self-interaction problem, and might ultimately be related to the band gap 25 problem. 71 As expected, a hybrid functional opens the gap, and computed HOMO-LUMO gaps for this configuration are 5.0eV and 6.6eV for PBE and HSE06, respectively. Charge delocalization around charged species in solution is an active topic of current research, and it might be interesting to investigate what hybrids functionals predict. 
VII. CONCLUSIONS
In this work, we have presented the implementation of HFX in CP2K. Several techniques have been combined to increase the efficiency of hybrid molecular dynamics simulations, while accuracy and robustness is retained. As expected, the cost of simulations based on hybrid functionals exceeds the cost of simulations based on local functionals significantly.
Depending on the basis set, system and implementation, one can expect hybrid MD to be up to 100 times more expensive than simulations based on local functionals. This increase in cost is not prohibitive, and we thus expect hybrid functionals to be used to verify results obtained with local functionals, or to study systems where the inclusion of HFX is necessary to obtain qualitative correct results. As a first challenging benchmark for our implementation, we have performed extensive molecular dynamics simulations of liquid water. and simulation protocols presented here, it will be possible to perform ab initio molecular dynamics simulations based on hybrid functionals on a more or less routine basis.
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