Uncertainty quantification (UQ) is an important component of any investigation of the behavior of a complex, multi-physics system. UQ is the complete study of the accuracy, reliability, and errors in deriving scientific inferences. UQ impacts both the experimental and modeling (analytical theory and numerical simulation) approaches to studying the behavior of complex systems. UQ is essential in quantifying the nature of model and code verification and validation. Although UQ is an evolving and expanding research area, there is much experience and many mature tools already in existence.
INTRODUCTION
Uncertainty quantification (UQ) is intended to be the comprehensive study of the accuracy, reliability, and errors in making scientific inferences. UQ applies quite generally to both experiment and analysis of all kinds, including simulation. The roots of UQ for simulations can be found in the science of experimental design. In experimental design, one wishes to quantify the dependencies and correlations of experimental measurements on various measurable attributes, including attributes that the experimentalist can control and vary. Sensitivity and error analyses are part of quantitatively understanding the results of experiments. When the number of independent, controllable attributes becomes large, then the experimentalist is confronted with the significant challenge of how to sample the complete multi-dimensional parameter space efficiently so as to capture all of the correlations and cross-correlations.
Brute-force random sampling of the parameter space scales geometrically with the number of parameters that are varied. Trying to undertake UQ in simulations shares many of the same challenges as UQ in experiments, and some of the challenges are exacerbated because there can be many more parameters in the simulation models and the approximations inherent in the physical model may be difficult to quantify. In complex, multi-physics plasma simulations, there can be a large number of parameters that can lead to a computationally prohibitive large set of simulations if random sampling methodologies are employed.
In this overview, we define UQ in the context of the Fusion Simulation Project.
UQ enters through both verification and validation of the physics models and the computations, as well as in the analysis of experimental data independent of the simulation effort. Because there has been a great deal of effort in UQ for both experiment and simulation and a significant increase in the development of UQ methods for simulations in recent years, there is a large and expanding literature, including good review articles. We do not attempt to review the field of UQ, nor do we attempt to define best practices because UQ methodologies are application dependent and are evolving.
Instead we provide an overview with pointers to some of the literature that we deem useful and describe some examples of use to furnish guidance on successful practices.
The context of the Fusion Simulation Project (FSP) involves the development of a suite of simulations that embody the various physics models needed to model tokamak plasmas in a comprehensive fashion. The physics models will be coupled to one another through a common framework in varying degrees. Some of the existing simulation codes already couple a suite of physics models fairly tightly, while other calculations are very narrowly focused on a single physics component. To assess whether the FSP is successful in improving our understanding and modeling of plasma behavior in tokamak plasmas accurately, we must define quantitative metrics. Making quantitative comparisons of physics models and simulations to experimental data, i.e., validation efforts, obligates one to understand the accuracy and the errors in the measurements and the computations in a systematic way and to assess the correlations and cross-correlations of the physical quantities and parameters. UQ provides the tools and methodologies for the general validation effort.
Verification and validation are necessarily a multi-step process. We seek to compare the inferences of a physics model to experimental measurements, but there is the intervening numerical implementation of the physics model whose contributions to accuracy and error must be understood in a systematic and rigorous verification effort. In Sec. 2 of this overview we describe the basics of UQ in the context of verification and validation in general terms. This discussion includes some of the types of error to be investigated, strategies for sampling parameter space and reducing dimensionality, and methodologies for error and sensitivity analysis. We present some discussion of and references to UQ experience and examples of use in Sec. 3. A brief summary and recommendations on process are given in Sec. 4. References and a list of publications, presentations, and reports acquired follow.
UNCERTAINTY QUANTIFICATION BASICS

Definitions
We begin with several definitions. Uncertainty Quantification is the quantification of all sources of uncertainty that may affect an inference. A UQ analysis will produce a quantification of the confidence in a result or in some instances, a bounding of the error associated with a result. Closely related to UQ is Sensitivity Analysis (SA), which is the quantification of the sensitivity of a result to specific input data, e.g., initial conditions and model parameters. Typically, sensitivity analysis is a first step in developing a formal uncertainty estimate.
In the context of the FSP, we specialize to scientific inference based on physical models. We are fundamentally concerned with the comparison of physical models to experimental data, that is, Validation. Both UQ and SA apply equally well to the scientific results of both experiments and simulations. To validate simulation results with experimental data rigorously, UQ for both should be determined; both types of data require "error bars" to evaluate properly the degree of agreement. SA results can then be used to identify those data for which better knowledge would the most leverage in affecting the comparison to experiment. Of course, if disagreement between experimental and simulation results is beyond the quantified uncertainty, it implies a deficiency in the assumed physical model for the intended purpose or a deficiency in the experimental data that is not well quantified, or both. The distinction is frequently difficult to unravel. Note that validation occurs within a use context; thus, to speak of a "validated model" or "validated code" without this context is meaningless. -accuracy of the data used in physical models -accuracy of computation and approximation, including both deterministic and stochastic approximation errors, iteration errors, and finite-precision arithmetic errors;
-random phenomena (aleatoric uncertainty).
Of these, one set is distinguished for UQ of numerical simulations: errors resulting from discrete approximation. As shown in Figure 1 , a simulation code is the embodiment of a discrete, finite-precision approximation to a physical model. The physical model is typically a set of ordinary or partial differential equations that themselves are an approximation of physical reality. Ideally, we would like to compare experimental results directly with our physical models, but instead we compare with the surrogate numerical model. Thus, we must carefully include the uncertainty due to numerical approximation in an UQ estimate based on simulation data. well documented. Code verification should be done before any UQ analysis is done and is typically integrated into the software development process.
Calculation Verification, in contrast, is the estimation of the numerical approximation errors in the results of a simulation for which no exact solution exists.
Thus, this type of verification is a quantification of the uncertainty in the results due to discretization. A key component of calculation verification is the application of techniques for a posteriori error estimation.
Benchmarking, that is, running two or more independent codes on the same problem and comparing the results, is a common confidence-building activity in scientific software, but it is not as rigorous or useful as formal verification techniques.
Fundamentally, both codes may converge to the same answer, but it is not necessary that this answer is a good approximation to a solution of the governing equations.
When one of the codes involved in benchmarking has undergone extensive verification, this increases the utility of the benchmarking results. However, benchmarking cannot in general provide demonstrations of correct rates of convergence; and when discrepancies occur, it may be ambiguous as to which code needs improvement. Code verification is thus preferred over benchmarking.
For more detailed discussions of these ideas, many sources exist. Two references that we have found particularly useful in providing technical detail on methods and experience in UQ and SA are the two review articles authored by J. C. Helton and coworkers [1, 2] . These two reviews contain over 500 references in total. The text by Roach [3] on Verification and Validation is also a venerable source on these basic concepts as well as techniques.
Process
Prior to conducting a UQ analysis of a simulation, a systematic code verification study should be done. The uncertainty quantification process is then broadly comprised of following steps:
1. Identification, definition, and documentation of quantities of interest from the computation that are measurables 2. Definition and documentation of the UQ study, which includes the identification of all parameters within a simulation code and reasonable bounds over which these parameters can be varied 3. Execution of the UQ study
Analysis and documentation of the results
It is often the case that steps 2-4 are iterated. The primary goal by the end of step four is to produce uncertainty estimates in the quantities of interest. An additional product will be sensitivity analysis results that can inform decisions on model and data improvement.
Code Verification
Code verification is generally conducted as part of the testing phase of software development. The goal is to demonstrate that the numerical method is coded as intended and that its solutions converge to solutions of the governing continuous model at the expected rate. Consider a linear model of numerical error suitable when errors are small:
This model decomposes numerical error into error from discretization, error remaining from incomplete convergence of iterative algorithms, error from finite-precision arithmetic, and finally errors due to programming mistakes (bugs). Code verification relies on known analytically-derived solutions to compute the total numerical error (lefthand side), and because these solutions often are the result of model simplifications, it is seldom the case that code verification of physical simulation codes is exhaustive. The method of manufactured solutions [3] provides a less restrictive set of reference solutions, but application to coupled multi-physics codes requires substantial effort.
Most frequently, code verification is accomplished using convergence studies (Richardson Extrapolation) for each of the discretization parameters (mesh size, number of modes, order of interpolation, the time step, the statistical resolution or sample size, etc.), in the code. The sensitivity of results to changes in other numerical parameters, such as iteration tolerances, is also identified; and these parameter values are reduced so as not to mask the effects of discretization error. When completed, code verification identifies that the discretization error dominates the numerical error and that the discretization error converges at the a priori estimated rate. It is preferable that problems similar to those for the intended code use are used, although there may not be test problems suitably comprehensive for this. The governing equations, the numerical algorithm, the expected error behavior (i.e., a priori error estimates) and the code verification test problems, procedures, and results should be well documented. Often, completed code verification test cases are incorporated into (automated) tests suites for regression testing.
Determination of the Quantities of Interest
The first step in UQ analysis of a specific problem is to define and document one or more quantities of interest (QOI) or metrics. Simulations are run in order to compute specific quantities that are typically functionals of the solution. Quantifications of uncertainty only make sense in reference to these desired metrics. Examples of quantities of interest include point-wise values, such as the thermodynamic state at some location and at some time in a device; integrated quantities, such as the energy flux through a surface; and other derived quantities, such as the frequency of a driven response. Precise definitions of these metrics are required and must be documented.
Definition of the UQ Study
Once QOI are identified, an effective UQ study is defined. The inputs and parameters in the discrete model must be identified and valid ranges for these parameters are obtained. The common practice is to segregate the numerical and physical (or model)
parameters. Numerical parameters are those associated with the discretization such as mesh resolution, time step, the order of the finite elements or interpolation, the statistical resolution if Monte Carlo methods are employed, the convergence tolerance of iterative methods, the effects numerical viscosity, etc. Physical parameters are frequently experimentally-derived inputs, such as transport coefficients, parameters in experimentally-fit constitutive relations, initial conditions, boundary conditions, etc.
Physical parameters typically have some experimental uncertainty associated with them.
We note the distinction between numerical and physical model parameters.
Numerical parameters (e.g., the number of cells, an iteration tolerance, the maximum CFL, etc.) possess no uncertainty but generate uncertainty in the discrete solution in the form of numerical approximation errors. Physical model parameters (e.g., transport coefficients, parameters for equations of state, initial conditions, etc.) have inherent uncertainty, and it is the sensitivity of the discrete solution to these physical parameters, combined with their uncertainties, that leads to their contribution in the overall uncertainty of the simulation result. In some sense, the numerical parameters lead to an "approximation" uncertainty while the physical model parameters have uncertainty that is "transferred" to uncertainty in the end result.
With parameters identified, the next step in study definition is to identify appropriate sensitivity analysis techniques. For numerical parameters, and in particular indicate that the sensitivity of some of the parameters is quite non-uniform, which dictates that the sampling should be adjusted to be non-uniform. Sometimes these properties are not well understood until one is in the midst of the matrix of calculations, and one then adapts the sampling to take advantage of knowledge acquired from the evolving data set of computations.
For statistical approaches to sensitivity analysis, some random sampling of the space of inputs is required that covers the space of inputs in some fashion that does not corrupt or bias the determination of the relation of the outputs to the inputs. If a numerical approach is to be taken to determine the error or sensitivity analysis for a simulation of a complex physical system with more than a few physical and numerical parameters, then one needs to efficiently sample the parameter space of the control variables (physical and numerical). Some of the popular sampling choices are as follows:
random sampling, stratified sampling, and Latin hypercube. Further examples of the sampling strategies are given in [1] and references therein.
When using uniform sampling, each parameter in the set of inputs is sampled to cover a specified range with a defined resolution. To explore all possible combinations of input parameters, the number of simulations grows rapidly with the dimensionality of the total parameter space. [1, 2] An alternative to this is to consider the total parameter space as a whole and sample it randomly depending on the approximate uniformity of a random number generator used in the sampling, which uniformity improves as the inverse of the square root of the sample size. A variation of random sampling is stratified sampling [1] in which subdomains of the multi-dimensional parameter space are identified for a random sampling with higher average sampling densities than in other parts of the parameter space.
A more efficient sampling strategy than simple random sampling is the Latin Finally, prior to conducting a sensitivity analysis study, it is good practice to identify the necessary diagnostics and develop appropriate post-processing tools. The post-processing of simulation results often involves a large ensemble of parallel tasks, and the difficulties of large data set manipulation may necessitate direct integration of post-processing within the simulation. In addition, consideration of the experimental diagnostics may dictate the development and inclusion of synthetic diagnostics in the simulations. A proper accounting of all of the data necessary for analysis must be made in order to ensure that it is appropriately collected and archived.
Study Execution
As mentioned previously, the execution of a UQ study on a multi-physics code generally involves the execution of many simulations. This in turn generates tremendous amounts of data. It can be very difficult to complete such an undertaking manually without error. Thus, it is important to use tools (scripts, test harnesses, pipelines, etc.) that can manage the study execution efficiently and with as much automation as possible.
Results must be appropriately documented and stored for future reference.
We note that studies cannot be conducted without human intervention for multiphysics codes. It often is the case, particularly with large, coupled code packages, that some simulations will not return results. Human intervention is required to determine if these results are due to human error, hardware error, violation of model applicability, coding errors, etc.
Analysis
Once the data is generated, the appropriate set of analysis tools can be applied to determine from the data, the sensitivities with respect to the numerical and physical parameters and ultimately the uncertainties associated with each of the uncertain inputs to the simulation. We discuss in more specificity such techniques in the next section. A simulation result with well-characterized uncertainties can then be compared with experimental data for validation.
Error and sensitivity analysis methodologies, statistical comparisons, regression and correlation analysis
Some of the many methodologies for analyzing error and parameter sensitivities are presented in [1, 2] . In [1] , the following methods are defined along with references:
Monte Carlo analysis (statistically based methods for constructing probability distribution In regards to techniques for verification, differential analysis tools are often employed; and in some sense, these all represent a form of a posteriori error estimation.
The simplest, and most common, is Richardson extrapolation [3] , which can be formulated in terms of mesh or order adaptation. In terms of the former, this is the basis of grid convergence studies and can be used for calculation verification provided three (or preferably more) resolutions are used to estimate the numerical error. Adjoint techniques for sensitivity analysis can also be formulated to determine the error in a specified quantity of interest [7] . These adjoint techniques can be applied either in terms of the discrete or continuous adjoint, although there are more theoretical gaps with the former formulation. Direct error evolution, also known as error transport methods, discretize and evolve equations for the error concurrently with the discrete solution [8, 9] .
Other techniques, such as residual and recovery methods [10] , are particular to certain types of finite element discretizations. With the exception of Richardson extrapolation, all of these methods are active areas of research; all have been applied to non-trivial physical simulations, but the mathematical theory necessary to ensure reliability of these estimators in many cases is still under development
LLNL UQ EXPERIENCE AND EXAMPLES OF USE
There are many years of experience in uncertainty quantification in physical systems, e.g., experiments and experimental design. There is less experience in UQ in large-scale simulations, and UQ in large-scale simulations is a rapidly growing research area. UQ must become an essential element in producing science from simulations and in undertaking verification and validation tasks. Here we report some experience in UQ in The UQ pipeline is currently being used to explore uncertainties in the model predictions of the performance of the ignition capsules for NIC, the quantification of uncertainty in defense programs systems performance, and uncertainty in climate prediction. The UQ pipeline is being used to define the strategy for conducting the NIC experiments and to optimize the target design and laser pulse requirements for ignition.
Under lessons learned at LLNL in using the UQ pipeline, it is important that the simulation application is robust over the input parameter domain; this can be the single most difficult task. Also, the data produced by the pipeline is voluminous, and retrieval of data from a storage archive tedious and slow. Thus, immediate comprehensive postprocessing of the ensemble of simulations in the pipeline is important.
The UQ pipeline is inheriting some functionality from the PSUADE software 
SUMMARY AND RECOMMENDATIONS
To understand the results of the computations quantitatively and efficiently, and to quantify comparisons of simulations to experiment, the Fusion Simulation Program must adopt a careful UQ strategy. Based on our experience and assessment of UQ activities at LLNL, we make the following recommendations: techniques to complex, multi-physics codes, and these will be exacerbated by the component integration goals of the FSP. It is reasonable to assume that the FSP will face some unique challenges in the application of UQ that will be best addressed by a research effort on these issues within the FSP. In addition, we propose the following preliminary prescription for undertaking a vigorous UQ campaign for a given computational application. We assume that the code has undergone a thorough code verification process:
i. For the given application, identify and document all relevant quantities of interest.
Define appropriate diagnostics for the results of the computations.
ii. Identify all the relevant physics and numerical parameters, and any other potential sources of error.
iii. Apply calculation verification methods to the numerical solution of the model equations. Adjust numerical parameters as necessary to ensure suitably accurate and converged results.
iv. Define the parameter space to be explored for the computational sensitivity and error analysis. Use analysis, e.g., scaling analysis, and a priori knowledge to reduce the dimensionality of the parameter space to be explored as much as possible.
v. Select an appropriate sensitivity analysis technique given the problem and available tools. This process reflects the current state-of-the-art for studies conducted a LLNL; however, it is to be seen only as a recommendation for starting point. There are still improvements to be made in the process. For instance, as outlined, the process implicitly assumes that numerical errors can be minimized by a suitable choice of numerical parameters and thus eliminated from consideration in the subsequent quantification of uncertainty.
Unfortunately, for coupled multi-physics codes, this is seldom the case; and numerical errors can potentially introduce sensitivity in the results comparable to the sensitivity with respect to the dominant physical parameters. Care must be taken to include numerical error estimates in such uncertainty quantifications, although precisely how to We are grateful to Scott Brandon and Brian Spears for assistance.
