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Abstract 
This paper summarizes the arguments and counter arguments within the scientific discussion on the issue of 
IT adoption and its turnover impact on Small family Businesses. The main purpose of the research is to deter-
mine and analyze the information technology (IT) factors that impact different annual turnover outcome of 
small family businesses (SFBs) in Nepal.  
There are many literary sources found in relationship between technology adoption from developed countries. 
Also, there are literary sources and approaches from developing countries. But the scientific problem is that 
literature on adoption studies lack to suggest IT adoption positively affects SFBs’ annual turnover perfor-
mance. Therefore, investigation of the topic Impact of IT factors in Nepali small family business turnover in 
the paper is carried out in the following logical sequence: introduction, literature review and hypothesis devel-
opment, methodology, logit model analysis and finally conclusion. Methodological tools of the research meth-
ods were two and half years of research. The total population of the research covered SFBs owners/managers 
only from selected four districts of Lumbini zone, Nepal. The paper presents the results of an empirical analysis 
using binominal logistic regression model. This research uses the results from a survey of 210 SFBs 
owner/manager. Instrument reliability was measured by Cronbach’s alpha. The research result empirically 
confirms and theoretically proves that SFBs having good infrastructures in the form of Internet, telephone and 
people are more likely to positively influence performance and have positive impact on annual turnover. It was 
also found that estimated probability that the turnover of SFBs increases with respect to age. The results of the 
research can be useful for government policy makers, researchers and small family business owner/managers.  
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Introduction 
IN the past, small family businesses (SFBs) have lagged behind large firms in adoption of information tech-
nology (IT).  However in the last two decades small family businesses (SFBs) have invested heavily in infor-
mation and technologies (IT). The reason may be the rapid economic and technological development in the 
global business makes the strategic use of IT essential. According to Knol and Stroeken (2001), small busi-
nesses are running behind the application of IT and therefore it is necessary to stimulate the diffusion and 
adoption of this technology within this group. Some studies suggest that the IT has allowed small businesses 
to compete effectively and efficiently in both domestic and international markets (Thong, Yap, and Raman 
1996). Further, Thong and Yap (1996) suggests that with the decreasing cost and ever more powerful user-
friendly micro-computers and standard software packages, today the benefits are accessible even to the small-
est businesses.  
On the other hand the benefit of the use of Information Technology (IT) and firm performance has widely 
researched (Alpar and Kim, 1990; Harris and Katz, 1991; Rai, et al., 1997; Newman and Kozar, 1994; Mukho-
padhyay et al., 1995). However, specific to small family businesses (SFBs) is yet to be researched. Therefore, 
this study seeks to identify and analyze the factors that impact different annual turnover outcome of SFBs in 
the Lumbini zone of Nepal. 
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Literature review 
A literature review conducted by Lesjak (1998), revealed that IT has been described as facilitating organiza-
tional transformation, increasing market share, and heightening customer services because it provides infor-
mation and communication channels among various participants in a way that has altered the basis for industry 
competition. There are many reported cases in literature of positive contribution of IT to SFBs in developed 
countries. 
According to Ogbonna and Harris (2005), in an international context, IT has been long recognized by modern 
organizations as an  important operational and strategic business tool for: improving productivity, quality, and 
effectiveness, creating or maintaining competitive advantage, and redesigning business processes to better 
support company strategy. Referring Abouzeedan and Busler (2006), to the potential benefits that business can 
obtain when it utilizes IT are extensive and include efficiency gains (e.g. the automation of clerical procedures), 
increased management effectiveness (e.g., in decision-making) and improved business performance (e.g., by 
entering into strategic alliances with other firms). Further, author suggests that the falling costs of computer 
software, hardware and telecommunications and associated performance improvements have and can enable 
SFBs to re-examine the way that they conduct business and come up with more cost effective practices.  
Other scholars have noted that SFBs can minimize their usual size disadvantage over many competitor organ-
izations (Ogbonna and Harris, 2005), geographical borders and new business start-ups can enjoy particularly 
in closing the gap between them and their more established competitors (Oviatt et al., 1995), superior perfor-
mance and competitive advantage over local and international rivals (Hymer, 1976; Dosi, 1982), international 
activities (Gallo and Pont, 1996; Davis and Harveston, 2000) reduce operational problems, increase profit, 
improve client attendance, improve service and products, decrease stock and personnel reduction, (Zwicker et 
al., 2006) are some examples.  
However, while the developed countries SFBs forged ahead with more advance IT use, developing countries 
struggled to keep pace with emerging technologies (Kandel, 2012). According to Baard (2003), the developing 
countries SFBs owner/managers fail to adopt IT as effectively for various reasons: first, they are unable to 
analyze processes or systems that make a  business work; second, a lack of general knowledge of IT; third, a 
lack of expertise to computerize the SFB; fourth, a limited access to and ownership of financial resources; 
fifth, a reliance on outside sources to assist in the SFBs computerization process and lack of a formal, afford-
able means to assist in the decision-making process as to what IT to use where, when and how within the SFB 
environment. Also, it is generally assumed that SFBs in developing countries have poor human and financial 
resources (Caldeira and Ward, 2003; Kandel, 2012) therefore SFBs in developing countries are less capable, 
less prepare and less able to change then SFBs in developed countries of accessing and using IT to gain its 
benefits.  
These factors certainly applies to the adoption of IT in Nepalese SFBs as well; as Nepalese SFBs have such 
an important position in the national economy and the level of application of IT in SFBs is relatively lower 
than in international counterparts. Growing number of Nepalese SFBs are under pressure from their interna-
tional counterparts to change their traditional management style, both operationally and organizationally, re-
placing with integrated system that can help them to increase the speed and fluidity of physical and information 
flows. In order to reach this kind of integration Nepalese SFBs are investing on IT.  
Identifying IT factors of SFBs is fundamental for ensuring a successful adoption process (Bruque and Moyano, 
2007). Researcher has identified variables that can explain why SFBs adopt IT with different intensities and 
speeds in developing countries (Baard, 2003; Zwicker et al., 2006). According to Kapurubandara and Lawson 
(2007), there are special variables based on the socio-economic as well as the wider socio-political context, 
such as sustainability, afford ability, socio-economic justification and community should be taken into consid-
eration in developing countries like Nepal. However, to date there is no research in terms of identifying IT 
factors influencing SFBs performance.  
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Figure 1. Socio-economic factors 
Therefore, the main aim of this study is to identify and analyze the IT users performance in small family 
businesses (SFBs) in districts in Lumbini Zone of Nepal (see Figure 2). Also, identity the factors those are 
huddle for SFBs in terms of adopting IT and removing the gap between SFBs and government which is be-
lieved to be the principal cause of government failure in the management of SFBs and build a social awareness 
in order to help SFBs by increasing their annual turnover. In following sections we briefly discuss factors those 
are listed in literatures and develop hypothesis for this study. 
A. Hypotheses development 
There are many studies found in relationship between technology adoption from developed countries (Harrison 
and Huntington 2001; Stedham& Yamamura, 2004; Chouderia& Lee 2004; Evens and Yen, 2005). Also, there 
are studies from developing countries (Kasckende, Oshikoya, ondoege and Dasah, 2006).  Extant literature on 
adoption studies have not considered lack to suggests that IT adoption positively affects SFBs’ annual turnover 
performance. Therefore, here for this study we developed seven hypotheses to determine the factors that influ-
ence SFBs' annual turnover. Seven interrelated variables were identified as annual turnover performance de-
terminants and seven hypotheses were formulated. Our aim here is to test the hypothesis and determine the 
strength of the relationships. In the literature, the prior research on medium small enterprises (SMEs) has 
focused on developed countries and small business comparatively little work has been done to see how the 
SFBs IT adoption in developing countries and their annual turnover performance. 
1. Having/using IT  
The first factor considered for hypothesis is having/using technology.  SFB’s those have adopted IT previously 
or already using are more likely to have interest to posses more IT in future (Thong, 2001; Thong & Yap, 
1995). Study by Caldeira and Ward (2003) found that the positive result in relative success of IT in manufac-
turing industry. On the other hand literature provided evidence that higher level of success and satisfaction 
with IT adoption and use in SMEs (Premkumar, 2003; Thong, 2001; Fink, 1998; Ghobakhloo et al., 2011). In 
the US economy during 1986 to 1991, the rapid use of IT during this period, overall growth in productivity 
slowed due to the largest investment in IT (Landauer, 1995). The literature in particular to SMEs suggests that 
IT use is another trait affecting IT adoption (Drew, 2003; Lybaert, 1998; Ghobakhloo et al., 2001; Chuang et 
al., 2015). In particular, Premkumar and Roberts (2003) suggests that user’s awareness of the benefits of IT 
will also positively influence the process of adopting IT. 
H1. In an attempt to understand this puzzle; we hypothesize that there is a positive relationship between hav-
ing/using IT and SFB annual turnover performance. 
SocioEconomic Challenges, Volume 2, Issue 4, 2018   
90 
2. Infrastructure 
Early studies suggests that small businesses lack infrastructure (Berry and Wood, 1998; Bajwa et al., 2005; 
Adhikari and Pradhan, 2002; Tan and Macaulay, 2007; Thapa and Paudel, 2006; Bhattarai and Gupta, 2008; 
Gautam, 2012; McCauley et al., 2006). Particularly;  Andersen et al. (2005) model for analyzing environmental 
factors focuses on drivers such as” telecommunication, internet infrastructure and wireless.  
a) Telephone infrastructure  
Based on Bruque and Moyano (2007); and Bajwa et al. (2005), the telephone infrastructure should be consid-
ered as one influence factor for IT adoption. The poor telephone infrastructure is considered in developing 
countries as a barrier factor as a stumbling block to the necessary IT adoption. Another problem is the very 
low quality and reliability of the public telephone network Salampasis (2001). In the literature about telephone 
(Hardy 1980); Hardy’s supports the idea that the greater availability of telephones has a positive effect on 
financial outcome of business and the GDP of the country. Also, Norton (1992); paper investigates the effects 
of telephone infrastructure on growth rates of income. 
H2. In this study we hypothesize that there is a positive relationship between telephone infrastructure and SFB 
annual turnover performance. 
b) Internet infrastructure  
The third factors considered for this study is internet infrastructure.  In SMEs; researchers talk about lack of 
access to internet (Mukti 2000; Kraemer, Gibbs, and Dedrick 2005; Ochara, Van Belle, and Brown 2008; 
Brown and Thompson 2011) as IT adoption barrier. Additionally, it should be pointed out the absence of any 
Internet Service Provider (ISP) and the lack of any kind of widely used data network can be barriers for IT 
adoption in small businesses in developing countries.   
H3. Here we hypothesize that there is a positive relationship between Internet infrastructure and SFB annual 
turnover performance 
3. Gender  
Article by Gillard, Howcroft, Miter & Richardson (2008); suggests gender does not only refers to the biological 
traits (i.e. men or/and women) but, rather it explains the notion of feminist and masculinity. Studies by Heil-
brun, (1976) and Hofstede, (1991) have acknowledged that gender can determine human behaviour and man-
agement decision-making processes. Indeed, gender can have an influential role in determining how 
owner/manager respond to and use technology (Gefen and Straub 1997). Authors Jimmie and Somnath (2010) 
in examining the relationship between gender and IT adoption found that females had fewer computers at home 
compared to men. Gefen and Straub (1997) in extending Davis' technology acceptance model to investigate 
perceptual differences and use of E-mail, found that men and women differ in their perceptions of E-mail. This 
was linked to the tendency of men to feel more comfortable using technology than women. Furthermore, in 
technology-driven markets, often early adopters of new technological innovations are primarily young male 
executives (Lu, Plataniotis, and Venetsanopoulos 2003). One possible reason is that females are less inclined 
and motivated to adopt and use technology than males (Qureshi and Hoppel 1995). SME and small business 
literature suggest that the gender of the owner/manager may influence the IT adoption (Culkin and Smith 2000; 
MacGregor and Vrazalic 2007; Martin and Halstead 2003). Literature suggests that women are usually slow 
in adopting IT, than males (Cao and Mokhtarian 2005; Chang, Cheung, and Lai 2005). According to Mac-
gregor and Vrazalic (2007); male owner/managers may be more open to IT adoption since they are more 
willing to use IT. 
H4.  Hence, we hypotheses that there is a positive relationship between gender and SFB annual turnover 
performance 
4. Age  
The age of the owner/manager can affect the way decision are made within the business (Culkin and Smith 
2000; Palvia and Palvia 1999; Baakeel and Alrashidi 2012). Older owner/managers can be less attractive to-
wards IT as they are more conservative and have less willingness to take risk than the young owner\managers. 
Also, old owner/managers may also lack the necessary knowledge or/and skills to manage IT since they have 
not grown up with this technology (Brock 2000; Palvia and Palvia 1999).  
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The study by Al-Ghantani et al (2007) indicates that age is a significant negative correlation with the ac-
ceptance of IT. On the other hand, some researchers argue that young owner/managers are more open to change 
(Huber, Herrmann, and Morgan 2001), therefore they do not hesitate to try available technology. 
A number of studies (Hambrick and Mason 1984; Czaja and Sharit 1998; Venkatesh and Davis 2000; Dwivedi 
et al. 2009) have found that the age of the managers can significantly influence the extent of IT adoption within 
SMEs. IT adoption, for example, may be more profound in business managed by younger executives than 
those managed by older ones. Child (1974) in studying the managerial factors influencing company perfor-
mance illustrated that younger executives are more driven by risk-taking, innovation and achievement com-
pared to their senior counterparts. This may be explained by the apparent conservative stance of older execu-
tives (Chown 1960; Child 1974) or older executives avoiding any risky action capable of disrupting their social 
norms or infringing on his or her retirement benefits (Carlsson and Karlsson 1970). 
H5. This leads us to hypothesis that there is a positive relationship between age and SFB annual turnover 
performance 
5. Education  
A number of studies (Bruque and Moyano 2007; Chuang, Nakatani, and Chen 2015) suggests that education 
level of owners/managers have can influence the IT adoption.  Akkeren and Harker (2003), for example, found 
that the computer literacy of the business owner can also influence technology adoption. According to Kirby 
and Turner (1993); Thong et al. (1996) if the owners don't have basic literacy; they are unaware or do not 
understand the technologies available, they are unlikely to adopt them into their own businesses. Highly edu-
cated manager/owner has a greater tendency to learn technology and diffuse its benefits to the rest of the 
organizational workforce (Bruque and Moyano 2007). Education is thought to improve the SFBs ability to 
better process the information provided about new technologies and to increase their locative and technical 
efficiency (Jamison, Lau, and others 1982).  Furthermore, literature also suggests owner/manager with weak 
education often exhibit high levels of risk aversion because they feel threatened by change and only invest 
after first-mover advantages have been lost to other executives who, perhaps, have better education back-
grounds. Rogers (1995) recognized that highly innovative owner/manager aggressively thrives.  
H6. We hypothesize that there is a positive relationship between education of SFB owner/manager and SFB 
annual turnover performance. 
6. People  
According to Thong and Yap (1995), small business suffers from a special condition commonly referred to as 
resource poverty.  Businesses that have more employees tend to adopt IT (Thong and Yap 1995; Hartono 2012; 
Link and Bozeman 1991). Adapting IT in business can depend on attitudes of the working people in business, 
their qualifications and, people performance and the extent of their knowledge of information technology. Teo 
and Tan (1998) suggest that the main reasons for not adopting the IT is lack of internal expertise of the working 
people. Lack of expertise can delay adoption process (Thong 1999). If people in business already have some 
knowledge of information technology, in that case the business may be more disposed to adopt IT (Huy and 
Filiatrault 2006; Looi 2005; Molla and Licker 2005). Laforet Tann, (2006); Thong (1999); mention that larger 
businesses have more resources and infrastructure to facilitate IT adoption, and  small business suffer from 
lack of people (Thong and Yap 1995) and IT expertise (Welsh and White 1981). Locke (2004) study in terms 
of turnover of employees found that there were no significant difference in ICT investment relating to turnover 
and number of people working in a business. Number of people working can be indicator for future success 
(Attewell 1992).  
H7. We hypothesize that there is a positive relationship between people in SFB and SFB annual turnover 
performance 
It is hypothesized that the all seven constructs are all related positively to the SFBs annual turnover perfor-
mance. Furthermore, it is hypothesized that the seven constructs are all related positively. The next section 
will discuss the methodology that is being used to conduct this investigation. 
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Methodology 
A. Quantitative Research Method 
The choice between the qualitative and quantitative research methods has been discussed by a number of au-
thors (Hausman 2005; Hasnu and Amjad 2007; Levenburg 2005). Here, to fully understand the forces affecting 
IT adoption and  impact on performance of  Nepalese SFBs, the quantitative method is used to describe the 
demographic characteristics of the owners/managers and SFBs, explore the level of interest of the SFBs, and 
to identify the factors determining the IT adoption and impact on their annual performance. The quantitative 
method uses the numerical data sampled from a large population and aims to generalize the findings to the 
population. The representativeness of the sample to the population, sampling methods, the operation of the 
variables, measurement of the constructs, the pretext of the instruments, the reliability of the constructs or 
scales, the kinds of the instruments of data collection, and the techniques of data management and analysis are 
very important in the quantitative methods to draw valid conclusions from the study. These are briefly de-
scribed below. 
B. Survey research approach 
Survey research approach was found to be suitable for identifying the frequency of certain characteristics 
amongst population or groups. It allows a researcher to relate various characteristics to explain a phenomenon. 
The aim is often to generalize the data to the whole group but this can be very difficult to prove with confi-
dence. Recent studies conducted by Mingers (2001); Choudrie and Dwivedi (2005); suggests that case study 
and survey are presently dominant research methods used by researchers investigating technology adoption. 
According to Choudrie and Dwivedi (2005); about 74% of the researches employed the survey approach and 
26% of the research employed the case study methods and no other methods were employed to investigate use 
or adoption of technology. 
1) Population, Sample Size, and Sampling Frame 
As the study aims to identify the factors determining the IT adoption of the SFBs, the total population of the 
study covered SFBs owner/manager only from selected districts of Lumbini zone, Nepal. 
 
Figure 2. Districts of Lumbini 
Review of statistics from Nepal government Centre of Bureau of Statistics (CBS) old figures from 2001 was 
found reporting total 12,228 SFBs operating in Palpa and Gulmi district. However, country wide study con-
ducted by Sharma (2012) suggests that up to 1990/91 total registered cottage industries under Department of 
Cottage and Small Industries were 47,426 which reached 216,663 in 2009/10 of which only 60.3 percent of 
small enterprises were found to be registered. They estimate that about 600,000 micro enterprises are operating 
in rural and urban area both registered and unregistered. 
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However, author also suggests that most of the micro-enterprises established so far are either agro-based, for-
est-based, or livestock-based and rest of them are metal based, weaving, and restaurant. All these mentioned 
categories are excluded in this research. Therefore, after excluding 65% this research estimated population is 
34,153 SFBs in Gulmi, Palpa, Rupandhai and Kapilvastu; Nepal. 
A. Sample Size 
The population of the study covered four districts owners only from Gulmi, Kapilvastu, Rupandhai and Palpa. 
Sample size indicates the generalization of the findings to the population of the study. 
It also depends on the nature of the study. Different scholars have provided different methods of determining 
sample size. Some scholars emphasize representing the population, and others the method of the analysis and 
variables used in the study. For instance, Krejcie and Morgan (1970) provided a table that helps researchers to 
determine the appropriate sample size representing the population at a short glance. According to their table, 
if the total population of the study is 50,000, the required sample size is 381 and 382 for a population of 75,000. 
On the other hand, Cooper, Schindler, et al. (2003) argued that if the calculated sample size exceeds five 
percent of the population, the sample might be reduced without sacrificing precision. Meanwhile, Roscoe 
(1975) emphasized the types of research methods to determine the sample size. Roscoe stated a rule of thumb 
for determining the sample size for multivariate research, including multiple regression analysis where the 
sample size should be preferably 10 times or larger than the number of variables in the study (Roscoe 1975; 
Krejcie and Morgan 1970; Cooper, Schindler, and others 2003) quoted in Pant (2009). Based on the criterion 
specified in Krejcie & Morgan's (1970), the adequate sample size for this level is 380 participants. However, 
while this research aims to achieve the optimum number of 380 readable responses, a sample size of 200 or 
over will be considered sufficient according to Table [1], which was based on the summary of several hundred 
studies representing a very broad sample size (Aaker et al. 2004; Hallal 2010). 
Table 1. Seymour Sudman recommended guidelines of the sample size 
Details Institutions 
Number of subgroup analyses National Regional or special 
None or few 200-500 50-200 
Average 500-1000 200-500 
Many 1000+ 500+ 
Source: adopted from Aaker et al. (2004). 
According to Hair (2010), factor analysis is an interdependence technique used to define the underlying struc-
ture among variables in the analysis, which are the building blocks of relationships. The authors recommend 
that the sample size should not be fewer than 50 but preferably 100 or larger. The suggested sample size (100 
or larger) complies with Roscoe (1975) proposal that sample size larger than 30 and/or less than 500 are ap-
propriate for most research projects (Sekaran 2000). Taking this into account, this study recognizes the possible 
limitations of the minimum sample sizes (insensitive) and very large sample sizes (overly sensitive) (Hair 
2010) and, obtain more than the minimum recommended sample size i.e. two hundred ten (210). 
3. Sampling procedure 
This research used a rigorous simple random sampling procedure to collect data because randomization ensures 
that each member of the population has an equal chance of being selected (Creswell 2013; Iacovou, Benbasat, 
and Dexter 1995; Churchill and Iacobucci 2009). Randomization reduces sampling error to a minimum and 
improves the meaningfulness of gathered data (Bryman 2008). This research aim was to generalize the findings 
from employed sample to the population so a single-stage simple randomized sampling procedure was carried 
out to pursue this objective. Also, it was possible to access each unit of the population and sample the potential 
respondents directly (Creswell 2013). 
C. Research Instruments 
The study used mainly primary data collected using structured questionnaires. The questionnaires were admin-
istered to SFB Owners/managers. For ease of filling, the questions in the survey tool were mainly closed ended, 
but for the purposes of allowing respondents to provide data not captured in the questions, some open-ended 
questions were also included. 
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1. Data Collection 
This section describes the actual data collection stage and analysis process. It will discuss the participant se-
lection in which participants were selected, invited and interviewed. The field study took place between end 
of July - September, 2015. Data collection methods for qualitative research usually consist of interview, ob-
servation, documents and audio visual materials (Creswell 2013). 
The main purpose of this research is to be helpful to the SFBs by virtue of observing the system. Some of the 
observations and intervention are made in the formal and informal settings of meetings and interviews. The 
survey method was used to collect primary data for the study. This method was used because of the wide area 
or the research study covered in the universe. Primary data was collected through the use of interview schedule. 
The questions covered personal, socioeconomic, institutional and other relevant variables too. 
2. Questionnaire & Scale 
The questionnaire covered questions about the factors identified in the preliminary empirical study, which 
influence the SFB's willingness to adopt IT. The main nine sections in this questionnaire were: 
Section one: this part of the questionnaire was related to basic personal questions about the participant, such 
as the gender, marital status, age group and education were included. 
Section two: this was the longest section overall. It contained the close ended questions about SFB /structural 
factors such as SFB type, location, establishment, employees, turnover, type of IT technology items used, 
reason for first IT factors/ measures, importance of IT, and rate of infrastructure available. Factors were as-
sessed by one to four box provided, yes/no and five Likert-type items, most of which were adopted from 
previous similar studies in the research field. 
Section three: this section contained the questions used for studying the need for technology factors/ measures, 
assessed by five Likert-type items. 
Section four: this section contained the questions used for studying the contextual factors / measures, assessed 
by five Likert-type items. 
Section five: this section contained the questions used for studying the acquiring knowledge of technology 
factors/ measures, assessed by five Likert-type items. 
Section six: this section contained the questions used for studying the sharing knowledge of technology factors/ 
measures, assessed by five Likert-type items. 
Section seven: this section contained the questions used for studying the evaluating knowledge of technology 
factors/ measures, assessed by five Likert-type items. 
Section eight: this section contained the questions used for studying the trust in technology factors/ measures, 
assessed by five Likert-type items. 
Section nine: the last section mainly focused on viewing the using knowledge of technology factors/ measures, 
assessed by five Likert-type items. 
D. Reliability of the study instrument 
A reliability test was conducted to check for internal bias of the survey responses. First, 119 respondent results 
were used on a for reliability test. The first section was excluded as it was about personal details of the re-
spondent age, sex, education and marital status. For others sections (B, C, D, E, F, G, H) the Cronbach Alpha 
was observed. The Cronbach Alpha was observed to be 0.8143 for section B (number of items 10); 0.8521 for 
section C (number of items 10); 0.7557 for section D (number of items 10); .7435 for section E (number of 
items 6); 0.7390 for section F (number of items 4); 0.7399 for section G (number of items 6); 0.7825 for section 
H (number of items 4). Three qualitative questions were excluded in the test. Finally, .9022 for section I (num-
ber of items 5). According to Santos and Haubrich (1999) the Cronbach Alpha coefficient must be more than 
0.73 to be reliable. Above presented results are above .7390 therefore the data was justified to be used for 
further analysis. 
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4. Logit model analysis 
A. Bi-nominal logistic distribution 
Before the variables were analyzed, from some factors accompanying each variable were combined and aver-
aged. Binary logit regression model was considered for analysis due to the nature of the study because the 
situation would have to occur or otherwise. The outcome was to be either 0 or 1, where 1 indicates that the 
outcome of interest is present, and 0 indicates the outcome is absent. 
1. Dependent variable (Binary) 
Annual Turnover is the dependent variable. The dependent variable is binary and describes the SFBs annual 
turnover. It was measured with value of one (1) meant positive annual turnover performance while zero (0) 
indicated negative annual turnover performance. 
2. Independent variable for the study 
Following (Hosmer Jr, Lemeshow, and Sturdivant 1989) this model building starts with binominal logistic 
regressions for each independent variable. There are seven independent variables.  They are: having/using 
technology, telephone infrastructure, internet infrastructure, gender, age, education level and working people 
(employees).  
B. Performance Testing 
Table 2. Turnover as performance indicator 
 B S.E Sig. Exp(B) 
Having Technology .701*** .390 .073 2.016 
Telephone .666** .333 .045 1.946 
Internet .764** .316 .015 2.147 
Gender .310 .407 .447 1.363 
Age .762** .378 .044 2.143 
Education -.018 .591 .976 .982 
People .536*** .317 .090 1.709 
Constant -3.013* .761 .000 .049 
Hosmer&Lemeshow Test Chi-square df Sig.  
1 6.843 8 .554 .049 
Source: own compilation.  
Note: *, ** and *** denotes level of significance at 1%, 5% and 10% respectively. 
Most of the variables such as (having technology, telephone infrastructure, Internet infrastructure, gender, age, 
people) in the logistic regression model [Table: 2] are found to be positive and significant determinants in 
influencing the performance of SFBs. The estimated coefficient of using/having IT is 0.70 and its correspond-
ing odds ratio is 2.016. 
The probability that the turnover of SFBs improves with respect to having technology is 67 percent. It means 
that SFBs adopting IT are more likely to positively influence turnover. 
The SFBs having good infrastructures in the form of Internet, telephone and people are more likely to posi-
tively influence their performance. As shown above in the Table [2]; the estimated probability of turnover ratio 
with respect to telephone and Internet were 66 and 68 percent respectively. Also, for the people the probability 
that turnover ratio increases with respect to people is 63 percent. The coefficient of the personal factor men-
tioned in the model i.e. age was found to be .76 and its corresponding odds ratio is 2.143. The estimated 
probability that the turnover of SFBs can increase with respect to age is 68 percent. 
C. Hypothesis Testing 
The seven hypotheses that the study sought to test are addressed in this section.  
The variables and their measurement can be summarized in Table [3] below. 
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Table 3. Variables, Description, Estimated Hypothesis and Logit Test Result  
Variables Description Predicted Sign Logit Test Result 
Annual Turnover   SFBs Annual Turnover Constant Constant 
Telephone Telephone infrastructure + + 
Internet Internet infrastructure + + 
Gender SFBs participants gender + + 
Age SFBs participants age + + 
People SFBs employees + + 
Education SFBs participants level of Education + - 
Having/Using IT SFBs using/having IT + + 
Source: own compilation. 
As shown in Table 3 most of the variables such as (having technology, telephone infrastructure, Internet infra-
structure, gender, age, people) in the logistic regression model [Table: 2] are found to be positive and signifi-
cant determinants in influencing the performance of SFBs. However, education of the SFBs owner/manager is 
found to be negative. 
Conclusion 
This research study has met the objective of identifying IT factors that influence the annual performance of 
small family businesses (SFBs) in the Lumbini zone Nepal. This research has identified the factors those are 
huddle for SFBs in terms of adopting IT. This may remove the gap between SFBs and government which is 
believed to be the principal cause of government failure in the management of SFBs and build a social aware-
ness in order to help SFBs by increasing their annual turnover. 
The Logistic regression technique was used to test the research hypotheses. The result of statistical analysis on 
the data revealed that out of the seven hypotheses developed; six hypothesis ( having technology, telephone 
infrastructure, Internet infrastructure, gender, age, people influence in SFBs annual turnover) found to be pos-
itive factors but one hypothesis ‘education’ was negative factor. It was also found that estimated probability 
that the turnover of SFBs increase with respect to age. 
So, based on this study we can firm different policies are needed for SFBs to gear towards IT adoption and 
improve their annual performance. For an example; SFBs should be prioritized in programs promoting IT 
adoption by providing trainings; reading materials about information technologies. Districts related constraints 
also have to be considered as it was found not having telephone and internet can discourage SFBs owner/man-
agers from adopting IT. Although all other factors are positive; if policy makers consider a need to sensitize 
SFBs to adopt IT providing education, improving infrastructure to increase IT adoption which would in turn 
positively influence the annual overhead of SFBs.  
Research Contributions 
Despite the large number of studies having addressed the concept of IT in SMEs (Small and Medium Enter-
prises’), limited research has focused on the impact of IT in a SFBs (Small Family Businesses). Moreover; to 
the best of the knowledge of the author, such research investigations have not touched the IT impact factors 
and their annual turnover performance. 
Therefore; this research offers significant contributions to the existing body of knowledge in the research field 
of IT in small family business (SFBs), more specifically in IT impact in annual turnover performance. Such 
contribution is in the form of a theoretically based and empirically tested IT adoption, consisting of seven 
variables. Also, this study contributes in development of literature regarding the use of IT for the growth of 
SFBs.  
Limitations and Further Research 
Further studies and empirical research may be done in this area by using its recommendations in the future. 
Some of the research limitation and future research directions are listed below: 
First: In this research study the geographical coverage of the sample is relatively small to represent whole 
country. A sample of SFBs were taken from the western part of Nepal. Further study may be done in order to 
yield more credible result to represent the country. For this purpose one may increase sample size and cover 
larger area not covered by this research. 
  SocioEconomic Challenges, Volume 2, Issue 4, 2018 
97 
 
Second: This research study includes different important factors. But the cultural part was not tested as a factor. 
Further study may include the possible influence of cultural factors as there is an on-going debate about the 
differences in the use of IT across different countries because largely, IT adoption is related to many issues 
regarding security to regulatory issues to cultural beliefs about technology. This means that each country may 
have a slightly different point of view about specific technology adoption from their cultural perspective. 
Finally, replication of this research on different industries may provide data for comparative study. 
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