Abstract: We present a general procedure to describe slow dynamics in parabolic-hyperbolic systems, under suitable assumptions on the terms appearing in the equations. In particular, our strategy relies in semigroup estimates for the evolution system associated to the family of time-dependent linearized operators around an interfaced configuration. We finally apply the general strategy to the explicit example of an hyperbolic system with relaxation.
Introduction
In this paper we develop a general theory to describe slow dynamics in parabolic-hyperbolic systems; precisely, we are concerned with initial boundary value problems of the form We are interested in describing the phenomenon of slow motion that can appear when considering the time dependent evolution of solutions to (1.1), a behavior that can be summarized as follows. Starting from an initial datum u , in an O( ) time interval the solution develops a layered structure; at this point of the dynamics the solution is far from any stable configuration for the system but, even if such a configuration is unstable, it persists for an exponentially long time interval that can be longer as the parameter ε goes to zero. In particular, in this second time phase of the dynamics, one can see the convergence of the solutions towards is asymptotic limit, whatever it is, but this motion can be extremely slow, being the speed rate proportional to at least any power ε.
As a consequence, we can distinguish two different time phases in the dynamics; a first transient phase of order one where this pattern of internal interfaces is quickly formed over initial data, followed by a long time phase where the layers interact until the solution reaches a stable configuration of the system.
Example of systems belonging to the general class described in (1.1) where a metastable behavior appears are given, among others, by systems of viscous scalar conservation laws [13, 18] , or systems of reaction diffusion equations and Cahn Hilliard equations describing phase transitions problems (see, for instance, [15] ). Being aware of the fact that the number of references is too vast to mention everyone, we also recall the paper [2] , where the authors consider the Saint-Venant equations for shallow waters, [29] taking into account the Gierer-Meinhardt and Gray-Scott systems, the Keller-Segel chemotaxis system described in [9, 22] , or the analysis carried out in [5, 20] for general gradient flows systems.
In the case d = , slow motion of solutions to parabolic equations has been studied extensively in the last past years, especially in the one-dimensional setting: we recall here some fundamental contributions in phase transition problems [1, 6, 11] , as well as the works on viscous shock problems [3, 4, 17, 23, 28] and, more recently, [19, 25] . For hyperbolic equation, we mention the recent contribution [10] .
Given the large attention that has been devoted to this problem, our aim here is to describe a strategy as general as it is possible to give an easy task to prove that a metastable behavior for the solution to (1.1) occurs, once the nonlinear differential operator N ε [u] is explicitly given. Precisely, our main result (given by Theorem 3.4 in Section 3) states that, under suitable assumptions on the terms of (1.1) (and, especially, under appropriate hypotheses on the structure of the spectrum of the linearized operator around a layered configuration), it is possible to perform an estimate for the solution of the linearized problem throughout an estimate on the associated time-dependent semigroup; this will translate, at the nonlinear level, into an estimate for the solution u, showing its metastable behavior.
Going deeper in details, the strategy we mean to use can be summarized as follows: at first we built up a one-parameter family of approximate steady states {U ξ (x)} ξ , in the sense that each element of this family satisfies the stationary equation N ε [u] = up to a small error. Here the parameter ξ belongs to a bounded set Ω ⊂ ℝ N for some N ≥ , and describes the reduced dynamics along the family; in particular, such a family can be seen as an approximately invariant (or quasi-invariant) N-dimensional manifold for the flow determined by (1.1). As we will see in more details later on in the paper, each element of the family is an approximation of a solution with a pattern of N internal interfaces and, as stressed before, it represents an unstable configuration for the system.
In order to study the dynamics of solutions still located far from their asymptotic equilibrium configuration, we thus linearize the original equation around an element of this family, by writing the solution to (1.1) as
being v the perturbative term. In particular, v can be visualized on the normal bundle of the approximate manifold, and the problem is thus recast in a sort of fast-slow dynamics (being v the fast variable and ξ the slow one). Indeed, since our aim is to describe the dynamics of the solutions from the very beginning, that is up to the formation of the pattern of internal interfaces, and then to follow their motion towards the asymptotic limit, with the decomposition of u as in (1.2) we look at solutions that are located in a neighborhood of U ξ ; the goal is to prove that, up to small errors, the flow determined by (1.1) is well described by U ξ or, in other words, that the slow dynamics of (1.1) takes place in a neighborhood of {U ξ (x)} ξ . Last step of the strategy is to determine a system of equations of motion for the components of ξ , showing their slow motion: in particular, the main idea beyond this strategy is to reduce the dynamics of a PDE (i.e. an infinite dynamics) to a one-dimensional dynamics for the slow variable ξ .
As stressed before, the key point is the study of the spectral properties of the linearized operator around an element of the family of approximate steady states: as we will see in Section 3 (in particular, see Assumption A0), we take advantage of the existence of exactly N distinct eigenvalues for the linearized operator which are small with respect to ε, being N the number of the layers of the unstable configuration we are approximating with U ξ . Thanks to the existence of N small eigenspaces (each of them generated by one of the small eigenvalues) we thus obtain N ordinary differential equations for the variables ξ i , i = , . . . , N, and we are able to describe the dynamics of the solutions to (1.1) throughout the motion of the internal interfaces: in particular, we show that {U ξ } correctly determine the dynamics of slowly varying states.
The main tools we are going to use are to one side the theory of "quasi-invariant" manifold, firstly developed in [6] to study the slow dynamics of solutions to the Allen-Cahn equation. On the other side, when studying the partial differential equation for the perturbation v obtained after the linearization, we use the theory of stable family of generators, developed by Pazy in [21] in 1983 and reviewed here to fit our purposes.
The general procedure and the equations of motion
In order to describe the metastable dynamics of a solution to (1.1), the idea here is to use the theory of invariant manifolds (see, for instance, [6] ). Precisely, given a configuration of N > internal interfaces ξ = (ξ , . . . , ξ N ), we define {U ξ (x; ε)} ξ a family of functions that depends on the parameter ξ = ξ(t) ∈ Ω ⊂ ℝ N for every t > and that approximates a configuration with N internal interfaces; an element of the family is constructed so that N ε [U ξ ] is small with respect to the parameter ε (for more details, see Assumption A2 in Section 3). With such a construction, the set of possible states U ξ forms an N-dimensional manifold M, and the family {U ξ ( ⋅ ; ε)} will be referred to as an approximate invariant manifold with respect to the flow determined by (1.1).
As the parameter ξ depends on time, its motion describes the reduced dynamics along the approximate manifold throughout the dynamics of the internal interfaces; as a consequence, the evolution of ξ characterizes the evolution of the time dependent solution towards its asymptotic configuration. As an example, the variables ξ i (t), i = , . . . , N, can be chosen as the N internal layers positions (see [6] ).
Linearization and projection method
Once the family U ξ is given, in order to separate the two distinct phases of the dynamics, the idea is to represent the solution to (1.1) as the sum of an element U ξ (x), moving along the manifold M, plus a small perturbative term v.
The goal is on the one side to prove that the perturbation v is small, meaning that, up to an error, the dynamics near M is well described by U ξ ; on the other side, we mean to derive a system of N ordinary differential equations for the parameters ξ i (t), so that to describe the dynamics of the original solution to (1.1) throughout the evolution of U ξ .
To this end, we substitute the ansatz u(
where
is the linearized operator obtained from the linearization around the configuration U ξ , dξ/dt ∈ ℝ N and Q ε , defined as 
. . .
In order to couple the equation for v with a systems of ODE for ξ(t), we take advantage of the well-known property that a metastable behavior is the consequence of the presence of exactly N small eigenvalues of the linearized operator around a layered configuration, being N the number of the interfaces (see, e.g., [7] ).
In particular, we make the following assumption on the structure of the spectrum of L More precisely, with Assumption A0, we require that there exists a finite number of small eigenvalues (which is equal to the number of the interfaces), while all the other eigenvalues have a negative real part which is bounded away from zero. This property will translate into the fact that all the components of the perturbation except the first N ones have a very fast decay in time; in particular, the slow motion for the internal interfaces is only a consequence of the size of the first N eigenvalues. Indeed, heuristically, the long time dynamics is described by terms like e λt so that λ characterizes the speed rate of convergence of the time dependent solution towards its equilibrium configuration. Hence, the smaller is λ, the slower is the speed and the longer is the time of convergence, as expected.
An important consequence of Assumption A0 is that we can decompose the space [L (I)] d as a direct sum of eigenspaces. In order to prove such an important property, we here recall some preliminary notions; for further readings, we refer to [12] .
From now on, let us set
Definition 2.2 (Resolvent and spectrum). The resolvent set of the operator L is defined as
The spectrum of L is the complement of the resolvent set,
Definition 2.3 (Eigenvalues and eigenspaces). A complex number
is called the eigenspace associated to the eigenvalue λ, and any element w ∈ Ker(λ − L) \ { } is an eigenvector associated to λ.
Definition 2.4 (Multiplicities of an eigenvalue). For any eigenvalue
If λ is an isolated eigenvalue, the dimension of the largest subspace H L ⊂ D(L) which is invariant under the action of L and such that σ(L| H L ) = λ is called the algebraic multiplicity of λ.
An eigenvalue is called semi-simple if its algebraic and geometric multiplicities are the same.
Let us now go back to our framework; if the linearized operator L ε ξ is self-adjoint, then the eigenvalues are semi-simple by definition and Assumption A0 assures that we can write the solution v as a series using the eigenfunctions of the linearized operator L ε ξ and its adjoint; indeed, let us consider a linear operator L with discrete spectrum and such that L = L * . From the theory of linear self-adjoint operators [16] , we have the
where {λ k } k∈ℕ ⊆ ℝ are the eigenvalues of L and the eigenprojections P k satisfy
The last two properties mean that we have a resolution of the identity and that P k are mutually orthogonal.
In particular, if we define {V k } k∈ℕ , the subspaces associated to each P k (that is, P k denotes the orthogonal projection onto V k ), we can define the eigenfunctions {ψ k,j } g k j= ⊆ V k , being g k the geometric multiplicity of the corresponding eigenvalue λ k (which is equal to its algebraic multiplicity, since L is self-adjoint).
Given v ∈ H we thus have
In particular, this implies that each element of the space H can be written as
Again, we underline that the assumption of having a discrete spectrum is here crucial in order to have a sum (and not an integral coming from the continuous spectrum). For more details, see [16, Chapter V, Section 3]). However, the linearized operator L ε ξ is not necessarily self-adjoint, but it can been proven that it has a compact resolvent. We recall here the definition for the reader's convenience.
An important property, consequence of having a compact resolvent, is the following (see [16, Chapter III, Section 6.8])
Proposition 2.6. The spectrum of an operator with compact resolvent is a countable set of isolated eigenvalues with finite algebraic multiplicities, with no accumulation point in ℂ.
Let us now show that L ε ξ has a compact resolvent. To this end, let us set
For the precise proof of this statement, we refer in particular to [16, .
To conclude, we show that if L ε ξ has a compact resolvent, then it has a spectral resolution. We consider the operator
2) which belongs to B ∞ (H) by assumption. As a consequence, there exist {φ k } k∈ℕ and {ψ k } k∈ℕ such that
where {λ k } k∈ℕ are the eigenvalues of L ε ξ . By applying to the previous identity the operator (L ε ξ − z ), we get
For further details, we refer the reader to [16, We now use the assumption that the spectrum of L ε ξ is composed only by semi-simple eigenvalues; it implies that for each eigenvalue λ k , the geometric and the algebraic multiplicities are the same and we can thus write
Let us finally underline that, as already stated in Proposition 2.6, since the operator L ε ξ has a compact resolvent, its spectrum is discrete (with no accumulation point different from ∞), and Assumption A0 actually reduces to the request of having semi-simple eigenvalues. Moreover, when L ε ξ is self-adjoint, then the eigenvalues are semi-simple by definition, and Assumption A0 is then trivially satisfied.
Denoted by ψ ε k ( ⋅ ; ξ) the eigenfunctions of the adjoint operator L ε, * ξ , we take advantage of the precise distribution of the eigenvalues described in Assumption A0, and by using the degree of freedom we still have in the choice of the couple (ξ, v), we choose the parameter ξ(t) in such a way that all the growing components of the perturbation v (the ones corresponding to the first N eigenvalues), are canceled out. Precisely, if
where, for fixed i ∈ { , . . . , N},
Essentially, we project the equation into the N small eigenspaces (generated by the N small eigenvalues) in order to obtain exactly N equations of motion for ξ i (t), i = , . . . , N. By using (2.1) and by taking advantage of the property
where, again, we recall that ψ i , v and U ξ have d components. By exploiting all the computations, we obtain a system of N ordinary differential equations for the parameters ξ (t), . . . , ξ N (t), that reads
where the matrix A ∈ M N×N (ℝ) and the vector of the coefficients C ∈ ℝ N are defined as
We here used the notation u k to indicate the k-th component of the function u; also, when u( 
and the system for ξ = (ξ , . . . , ξ N ) takes the form
Let us now set
We state the following preliminary hypothesis concerning the construction of the family {U ξ }.
Assumption A1. The family {U ξ (x; ε)} ξ is built up in such a way that
Remark 2.7. In order to fix the ideas, in the case N = we have
and Assumption A1 states that the approximate manifold is never transversal to the first eigenfunction of the corresponding linearized operator; hence, such an assumption gives only a weak restriction on the choice of the members of the family {U ξ }. In the general case N > , the validity of Assumption A1 is of course related to the precise construction of the family {U ξ } (for an explicit computation, see the example given in Section 4).
In particular, without loss of generality (and not to overload the notation), we can renormalize the first N eigenfunctions in such a way that det{g ij } i,j= ,...,N = .
Going further, because of Assumption A1 the matrix A is invertible and we may rewrite system (2.3) in terms
In particular, setting B = A − , in the regime of small v, we may expand the coefficients of B so that to state that a generic element of the inverse matrix has the form
for some coefficients a ij and c ij given by sums of ∂ ξ k ψ l for k, l = , . . . , N.
As an example, if N = , we have
and similarly for the other coefficients of B.
In view of (2.4), system (2.3) can be rewritten as
where the coefficients a ij and c ij depend on g kl and ∂ ξ k ψ l for all k, l = , . . . , N. System (2.5) is a system of equations of motion for the parameters ξ i , describing their dynamics along the approximate manifold; since an element of the family {U ξ } ξ ∈Ω is an unstable configuration for (1.1), the dynamics walks away from U ξ with a speed dictated by (2.5). In particular, by taking advantage of the existence of N small eigenspaces, we reduced the original PDE to a system ODE for the interfaces configurations ξ i . Let us also observe that in the equations for ξ i , for each i = , . . . , N the leading order term has the form
By construction, each component of the term N ε [U ξ ] is small in ε; hence, heuristically, for small perturbations v, the speeds of the internal interfaces, characterizing the speed rate of convergence of the solution during its motion towards its equilibrium configuration, are small in ε, leading to a phenomenon of slow motion.
Estimates for the perturbation v and slow motion of the solution
In order to show that the dynamics of (1.1) is well described by a configuration belonging to the approximate invariant manifold M, we need to prove that, in the regime of small ε, the perturbation v is small, so that to make rigorous the heuristic discussion at the end of the previous section. 
Moreover, there exists an elementξ ∈ Ω such that N ε [Uξ ] = ; we will refer toξ as the final equilibrium configuration for the variable ξ , since when ξ =ξ the solution u reaches its asymptotic configuration.
The functions Λ i measures in a weak sense how far is an element of the approximate family from being an exact solution to N ε [u] = and their dependence on ε plays a relevant rôle, since they drive the departure from the approximate invariant manifold. Let us consider the equation of motion for v obtained by disregarding quadratic terms in v and by keeping the nonlinear dependence on ξ , in order to keep track of the nonlinear evolution along the manifold. Precisely, we state that the higher order terms in v, collected in Q ε , are negligible, and we erase them both in (2.1) and (2.5). By plugging (2.5) into (2.1), we get
where F(x, ξ) is of order zero in v and reads
where the coefficients a ij have been introduced in (2.4). In particular, we thus have
Going further, the operator M ε is a multiplication operator acting on v as
with c ij as in (2.4). Since both v and U ξ have d components, (3.3) reads
In particular, if we define the two vectors of
where f ⋅ g now denotes the usual scalar product in ℝ N .
Evolution systems and stable families of generators
The key point of our analysis is that, for t > , both L ε ξ and M ε ξ are indeed families of linear operators, since they depend on time through the function ξ(t). Hence, to obtain estimates for v starting from (3.1) we need to adapt to our purpose the theory of stable families of generators (firstly developed by Pazy in [21] as a natural generalization of the theory of semigroups for evolution systems of the form ∂ t u = Lu + f ).
Let us thus start with some basic definitions. For ≤ s ≤ t ≤ T, we consider the initial value problem
Definition 3.1. The solution operator associated to (3.4) is the two-parameter family of operators U(s, t) defined as U(t, s)u − u(t) for ≤ s ≤ t ≤ T, where u(t) is the solution to (3.4). When L(t) ≡ L is independent of t, then U(s, t) = U(s − t) is the usual one-parameter semigroup generated by L; in particular, we can see U(s, t) as the natural generalization in the non-autonomous case (i.e. when L depends on time) of the well-known one-parameter semigroup U(t) in the autonomous case. From now on we will refer to U(s, t) as the evolution system associated to L(t) if the following holds: • Let v ∈ D(T), U(t, s)v ∈ D(T) and let U(t, s) be differentiable both in t and s. Then -∂ t U(s, t)v = L(t)U(t, s)v, -∂ s U(s, t)v = −U(t, s)L(s)v. Going further, let us consider the inhomogeneous problem
If U(s, t) is the evolution system associated with (3.5), then the solution to (3.5) is given by
Let us now turn how attention on how to explicitly construct an evolution system for the initial value problem (3.4).
Definition 3.2. Let X be a Banach space and let {A(t)} t∈[ ,T] a family of linear operators such that, for t ∈ [ , T], A(t)
is the infinitesimal generator of a C semigroup S t (s) in X, s ≥ . If there exists ω > such that ‖S t (s)‖ ≤ e ωs for all s ≥ , then we say that the family is ω-stable. The constant ω is called the stability constant of the family {A(t)}.
The previous definition states that the family {A(t)} t∈[ ,T] is stable if, for every fixed t ∈ [ , T], the operator A(t) generates a C semigroup S t (s) and we can find an estimate for ‖S t (s)‖ that is independent of t.
Moreover, given B(t) a bounded linear operator in X such that ‖B(t)‖ ≤ K for all ≤ t ≤ T and for some K > , it is easy to check that the family {A(t) + B(t)} t∈ [ ,T] is stable in the sense of Definition 3.2 with stability constant ω + K.
We now state the following proposition concerning the existence and uniqueness of the evolution system associated to the family of linear operators {A(t)}. The proof of this statement is a straightforward application of [21, Theorem 3.1] and the subsequent discussion (see [21, Section 5.3 
])

Proposition 3.3. Let {A(t)} t∈[ ,T] be ω-stable. If the domain of A is independent of t and if, for u ∈ D, A(t)u is continuously differentiable in X, then there exists a unique evolution system U(t, s) such that, for ≤ s ≤ t ≤ T,
‖U(t, s)‖ ≤ Me ω(t−s) .
Moreover, if f ∈ C([s, T], X), then, for every u ∈ D and ≤ s ≤ t ≤ T, the initial value problem
Semigroup estimates
Our aim here is to apply Theorem 3.3 to the family
that depends on time through the function ξ(t); in particular, we mean to define the evolution system associated to the linear equation
where C k are positive constants depending on |ψ k | L ∞ ; indeed, because of Assumption A2, for j = , . . . , N, each term of the form ⟨ψ j , N ε,i [U ξ ]⟩ is bounded (in a weak sense) by |Λ ε i ||ψ j |, so that since
we end up with (3.6). We also observe that, by construction,
Concerning the linear operator L ε ξ , in view of Assumption A0 we can define
and we can state that L ε ξ is the infinitesimal generator of a C semigroup S ξ(t) (s), s > , such that
meaning that the family {L ε ξ(t) } ξ(t)∈Ω is Γ ε -stable; going further, according to Definition 3.2 and the subsequent discussion, the family {L ε ξ(t) + M ε ξ(t) } is stable with stability constant
By applying Theorem 3.3, we can define the evolution system U(t, s) associated to L ε ξ + M ε ξ , so that to write the solution to (3.1) as
and it holds
We are now ready to state and prove the following theorem, providing an estimate for the perturbation v. 
This estimate shows that, in the small viscosity limit, the perturbation is small and can be neglected, providing to start from an initial datum that is small in ε; this last constraint on v means that we are studying the dynamics of solutions belonging to an O(ε)-tubular neighborhood of the family {U ξ }.
Proof of Theorem 3.4. We use (3.7) and (3.8), and we observe that, by construction, ν ε → as ε → . Moreover, from Assumption A2 and because of the expression of Θ(ξ) given in (3.2), we can bound
and the proof is completed.
We observe that ν ε can be either positive or negative, depending on the sign of the first N small eigenvalues (i.e. depending on the stability properties of the steady state we are approximating with U ξ ); indeed, if λ ε k < for all k = , . . . , N, then we have Γ ε < , meaning that ν ε can be negative, depending on the relation between Γ ε and Λ ε i . In particular, if ν ε < , estimate (3.9) even more assures the convergence to zero of the perturbation when ε is small and t is large; we notice that in this case we no longer need any smallness assumption on the initial datum v .
As a consequence of Theorem 3.4, we can state the following corollary, describing the slow motion of the solutions to (1.1) through the dynamics of ξ(t). Theorem 3.4 and Corollary 3.5 provide a straightforward method to describe the slow motion of solutions to (1.1), once Assumptions A0-A2 are satisfied; in particular, the key of such a result relies on a spectral analysis of the linearized operator around an element of the approximate manifold. This is in general not an easy task: in principle, once the family U ξ is appropriate constructed (that is, in particular, Assumptions A1-A2 are satisfied), one could produce numerical evidence of the distribution of the eigenvalues for the linearized operator.
Semigroup estimates for the system with higher order terms
We recall that in the final equation for the perturbation v given in (3.1) the higher order terms in v has been neglected; in this subsection we mean to give an additional result in the case where also these nonlinear terms are taken into account, focusing on the case where they depends quadratically on the solution v itself (and not only on its space derivatives).
Indeed, by giving an estimate for the solution to the complete system for the perturbation v, of course we better suite the behavior of the solutions to the original system (1.1).
To this end, by performing similar computations to the ones given in Section 2.1, the system for the variable ξ can be written as
We now plug (3.10) into the complete equation for v, where also the quadratic term Q ε has to be considered, that is
We thus end up with the following equation for the variable v:
where M ε ξ and F are defined as before, while the term R ε collects all the higher order terms and it is given by
.
In order to give an estimate for the solution to (3.11), we need the following additional assumption, characterizing the dependence of the nonlinear terms on the variable v.
Assumption A3. Let us suppose that the term Q ε (collecting higher order terms in v) depends only on the function v. As a consequence, there exists a constant C > such that
Remark 3.6. Assumption A3 is satisfied, for example, when considering systems of reaction diffusion equations of the form
Indeed, a straightforward computation shows that in this case Q ε takes the form 
for some positive constant c and ν ε as in (3.8).
Proof. As before, by applying Theorem 3.3, we can define the evolution system U(t, s) associated to L ε ξ + M ε ξ , so that to write the solution to (3.1) as
where again
Because of Assumption A3, we infer
As before, because of Assumption A2 on the term
where c and c are positive constants. Hence, setting N(t) := |v| L ∞ (t), we can rewrite the previous inequality as
N(t) ≤ AN (t) + B with
A := c t,
The condition AB < is a condition on the final time t that reads c te
If we consider the function
On the other side, if ν ε is positive, then the leading term for large t is given by e ν ε t |v | L ∞ ; again, since both ν ε and |v | L ∞ go to zero for small ε, condition (3.12) is satisfied up to a certain time T ε that goes to +∞ as ε → . Under this condition, the final estimate for v reads
Remark 3.8. As in Theorem 3.4, depending on the sign of ν ε we may no longer need any smallness assumption on |v | L ∞ . We also note that in this case we need to ask the initial datum v to have a stronger regularity with respect to before; this small deterioration of the result is due to the necessity of estimating also the higher order terms in v.
Remark 3.9. Two well-known examples where this general theory can be successfully applied are the cases of viscous conservation laws (studied, for example, in [3, 17, 19] ) and reaction diffusion equations (the pioneering paper being [6] ). Indeed, in both cases, the spectral analysis performed shows that Assumption A0 is satisfied; for the construction of an appropriate family U ξ satisfying Assumptions A1-A2 we refer the reader to [19, Section 3] and [6, Section 2].
We underline that, while in the case of reaction diffusion equations we can also apply Theorem 3.7 (since Assumption A3 is satisfied, as shown in Remark 3.6, see for instance [27] ), this is no longer true when considering viscous scalar conservation laws; indeed, the higher order terms will be of the form ∂ x (v ), hence also depending on the first order derivative of the solution.
It is however worth underlining how the strategy proposed here produces a fairly easier proof of the metastable dynamics for these systems of equations. Another successful application to the case of parabolic systems can be found in [24] .
Hyperbolic relaxation systems: An application
In this last part of the paper we give an explicit example where the method described in the previous sections can be applied successfully. Given x ∈ [−ℓ, ℓ], we consider the following hyperbolic system with relaxation:
complemented with initial data and boundary conditions
for some u ± ∈ ℝ. The functions ϕ and f satisfy the following assumptions:
and
System (4.1) was firstly introduced in [14] as a numerical scheme approximating solutions of the hyperbolic conservation law ∂ t u + ∂ x f(u) = ; it is strictly hyperbolic, with the spectrum of the Jacobian composed by the two distinct real eigenvalues ± ϕ ὔ (u) (this being the reason why of the positivity assumption on the function ϕ ὔ ). The linear case ϕ(u) ≡ u has been studied in [26] , where the author proved the metastable behavior of solutions to Jin-Xin system, corresponding to (4.1) in the case f(u) ≡ u / . We here want to do a little step forward, by considering the fully nonlinear problem. The main difficulty to overcome in order to apply the theory described in Section 2 will be the spectral analysis of the linearized operator around a "quasi-equilibrium" solution; indeed, because of the nonlinear term ϕ(u), we will face up with a linearized operator with a quasilinear second order term, as we will see in more details in the following.
The stationary problem
To start with, we prove the existence of a unique stationary solution to (4.1). If we differentiate with respect to x the second equation of (4.1), we obtain
together with the additional assumption ∂ x v = . Solutions to (4.4) can be found implicitly by integration; we have
Since the left-hand side above is negative (we recall we are looking for decreasing connections between the values u − > u + ), it has to be f(u) + C < implying, because of (4.2), that C = −κ, κ > .
By separation of variables we thus have
Assumptions ( where κ is implicitly defined by imposing the boundary conditions. Moreover,V(x) is a constant given byV = f(κ).
In the general nonlinear case, the expression of the steady stateŪ will of course depend on the specific choice of ϕ and f ; nonetheless, we stress that once the boundary conditions for the function u are chosen, the boundary conditions for the function v are univocally determined, leading to the explicit expression for the component of the steady stateV.
The approximated family and the linearized operator
Once a stationary solution to (4.1) is given, the second step is the construction of the approximate family U ξ (x); in particular, we are here in the case d = and N = (that is, a system with two equations and one internal layer for the solution), so that U ξ (x) := (U ε (x; ξ), V ε (x; ξ)), ξ ∈ (−ℓ, ℓ).
An explicit construction for the family U ξ in the linear case ϕ(u) = u can be found in [26, Example 2.1]. In the general case, the idea is the same, that is we fix ξ ∈ (−ℓ, ℓ) and we match two exact steady states in the interval (−ℓ, ξ) and (ξ, ℓ) (obtained by solving (4.5)) satisfying the left and the right boundary conditions respectively. In the formulas 8) and Assumption A1 is satisfied. Hence, we can apply Theorem 3.4 and Corollary 3.5, proving the slow motion of solutions to (4.1). We underline again that the validity of assumptions (i)-(ii) are strictly related to the precise construction of U ε .
To conclude the analysis, in Figures 1-2 we show some numerical computations for the dynamics of the shock layer (i.e. the dynamics of the component u of the solution to (4.1)) in the linear case ϕ(u) = u.
In Figure 1 , we plot the solution for the choices ε = . , . , . , . respectively, and for a flux function given by f(u) = u / . In this case, as enlightened in the previous discussion, the stable steady state is given by the hyperbolic tangent centered in zero (4.6); as a consequence, the equilibrium configuration for the interface location ξ(t) isξ = . Figure 1 enlightens the interplay between the size of the parameter ε and the slow motion of the interface; indeed, independently of the choice of ε, we observe a first time phase of order O( ) of the dynamics where an internal interface is formed over the initial datum; once this interface is formed, we see that, as the parameter ε becomes smaller, it moves slower as it is approaching its equilibrium configuration. We also notice that the internal layer becomes steeper as ε → . Table 1 shows a numerical computation for the location of the shock layer for different values of the parameter ε. The initial datum for the function u is u (x) = x − x − . We here used a Newton's method to keep track of the location of the interface (i.e. the zero of the solution), at each time step. 
