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Abstract
Elastic/Acoustic metamaterials have exhibited a rapid increase of interest due to their surprising dynamic
properties, such as subwavelength bandgaps and negative effective elastic constant and/or density. The
design and optimization of these novel architectures call for an enhanced understanding of the
microstructure-properties relations including micro-inertia effects. However, similarly to regular
composites, their direct numerical simulation is often prohibitively time consuming, and multiscale
strategies that can consider the effect of the local microstructure under dynamic conditions and, at the
same time, save computational time, are in need.
We start by revisiting some fundamental theories in homogenization, such as Hill's averaging relations
and Hill-Mandel condition, initially derived under static loading. We first prove that these fundamental
relations hold exactly under finite element discretization, (i.e.~no numerical error is introduced by the
finite element discretization during the scale transition in the multiscale analyses) and further discuss
their extension to the dynamic setting. Then, we present a variational coarse-graining framework for
heterogeneous media under dynamic loading conditions, which is applicable to general material behavior
as well as to discrete or continuous representations of the material and its deformation, e.g., finite
element discretization or atomistic system. The proposed theoretical framework can be used to perform
multiscale numerical simulations in the spirit of multilevel finite element method (FE^2), which has been
implemented with the help of an open-source finite element library deal.II. Various time integration
algorithms, i.e. explicit and implicit Newmark methods, have been employed, and implementation in
series and in parallel have been developed. The resulting multiscale strategy has been tested for different
applications, namely layered materials and locally resonant structures with space/time modulation. In all
cases, comparisons with single scale finite element simulations showcase the efficiency and accuracy of
the method.
Finally, we also report a material architecture design based on locally resonant hierarchical structures to
deliver metamaterial structures with enhanced bandwidth. The theoretical analyses based on lattice
systems are then certified using continuum models and finite element simulations.
The text and results in this thesis closely follow the articles by the author Liu & Reina (2016, 2017, 2018a)
and Liu & Reina (2018b).
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ABSTRACT
DYNAMIC BEHAVIOR OF ELASTIC METAMATERIALS: MULTISCALE
MODELING, SIMULATION, AND DESIGN
Chenchen Liu
Celia Reina

Elastic/Acoustic metamaterials have exhibited a rapid increase of interest due to
their surprising dynamic properties, such as subwavelength bandgaps and negative
effective elastic constant and/or density. The design and optimization of these novel
architectures call for an enhanced understanding of the microstructure-properties
relations including micro-inertia effects. However, similarly to regular composites,
their direct numerical simulation is often prohibitively time consuming, and multiscale
strategies that can consider the effect of the local microstructure under dynamic
conditions and, at the same time, save computational time, are in need.
We start by revisiting some fundamental theories in homogenization, such as Hill’s
averaging relations and Hill-Mandel condition, initially derived under static loading.
We first prove that these fundamental relations hold exactly under finite element discretization, (i.e. no numerical error is introduced by the finite element discretization
during the scale transition in the multiscale analyses) and further discuss their extension to the dynamic setting. Then, we present a variational coarse-graining framework for heterogeneous media under dynamic loading conditions, which is applicable
to general material behavior as well as to discrete or continuous representations of the
material and its deformation, e.g., finite element discretization or atomistic system.
The proposed theoretical framework can be used to perform multiscale numerical
simulations in the spirit of multilevel finite element method (FE2 ), which has been
implemented with the help of an open-source finite element library deal.II. Various
time integration algorithms, i.e. explicit and implicit Newmark methods, have been
employed, and implementation in series and in parallel have been developed. The revi

sulting multiscale strategy has been tested for different applications, namely layered
materials and locally resonant structures with space/time modulation. In all cases,
comparisons with single scale finite element simulations showcase the efficiency and
accuracy of the method.
Finally, we also report a material architecture design based on locally resonant
hierarchical structures to deliver metamaterial structures with enhanced bandwidth.
The theoretical analyses based on lattice systems are then certified using continuum
models and finite element simulations.
The text and results in this thesis closely follow the articles by the author Liu &
Reina (2016, 2017, 2018a) and Liu & Reina (2018b).

vii

Contents
Contents

viii

List of Tables

x

List of Figures

xi

1 Introduction

1

2 Fundamental averaging relations for computational homogenization
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.2 Problem setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.2.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . .
2.2.2 Finite element discretization and equilibrium equations . . . .
2.3 Discrete averaging results in the static case with no body forces . . . .
2.3.1 Linear displacement boundary condition . . . . . . . . . . . . .
2.3.2 Periodic boundary condition . . . . . . . . . . . . . . . . . . . . .
2.3.3 Uniform traction boundary condition . . . . . . . . . . . . . . .
2.4 Discrete averaging results in the presence of body forces or inertia . .
2.4.1 Periodic boundary condition . . . . . . . . . . . . . . . . . . . . .
2.4.2 Uniform traction boundary condition . . . . . . . . . . . . . . .
2.5 Numerical examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.5.1 Affine and periodic displacement boundary condition . . . . . .
2.5.2 Uniform traction boundary condition . . . . . . . . . . . . . . .
2.5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.6 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7
7
9
10
11
13
14
16
17
19
19
21
24
25
27
28
29

3 Dynamic homogenization of elastic metamaterials
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2 Problem setting . . . . . . . . . . . . . . . . . . . . . . . .
3.3 Variational coarse-graining procedure . . . . . . . . . . .
3.3.1 Rationale towards a variational coarse-graining
dynamic homogenization. . . . . . . . . . . . . .
3.3.2 RVE problem with Newmark method . . . . . .
3.3.3 Macroscopic problem . . . . . . . . . . . . . . . .
3.4 Numerical results of layered structures . . . . . . . . . .

30
30
32
33

viii

. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
procedure for
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .

35
37
39
43

3.4.1
3.4.2
3.4.3
3.4.4

Description of the case study and numerical discretization . . .
Convergence analyses and self-consistency . . . . . . . . . . . .
Dynamic response and consistency with standard solver solution
Effect of the microstructure on the dynamic response of the
material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.4.5 Choice of the representative volume element . . . . . . . . . . .
3.4.6 Static and dynamic part of the stress tensor . . . . . . . . . . .
Numerical results of locally resonant structures . . . . . . . . . . . . . .
3.5.1 Computational cost: single versus multiscale solver . . . . . . .
3.5.2 Dynamic response for uniform microstructures . . . . . . . . . .
3.5.3 Dynamic response for spatially non-uniform microstructures .
3.5.4 Dynamic response for temporally non-uniform microstructures
3.5.5 Identification of bandgap structures . . . . . . . . . . . . . . . .
Dynamic coarse-graining on atomistic systems. The Virial stress formula.
Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48
50
51
54
56
57
63
66
68
70
73

4 Design of locally resonant metamaterials with hierarchical architecture
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2 Theoretical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2.1 Lattice model . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2.2 Effect of relevant parameters . . . . . . . . . . . . . . . . . . . .
4.3 Graded design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.1 Lattice model . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.2 Continuum model and finite element simulation . . . . . . . . .
4.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

75
75
77
77
79
83
84
86
92
93

5 Closure

94

Appendix

98

A Appendix of Chapter 2

98

3.5

3.6
3.7

44
46
47

B Appendix of Chapter 3
103
B.1 Hessian for explicit Newmark method . . . . . . . . . . . . . . . . . . . 103
B.2 Hessian for implicit Newmark method . . . . . . . . . . . . . . . . . . . 106

Bibliography

108

ix

List of Tables
2.1

Materials properties for Al, Cu, and Ni from COMSOL material library. 25

3.1

Material properties of locally resonant microstructure. . . . . . . . . .

55

4.1
4.2

Materials properties of mass-spring model. . . . . . . . . . . . . . . . .
Materials properties of continuum model. . . . . . . . . . . . . . . . . .

88
88

A.1a Components of stress tensor for simple extension mode under linear
displacement boundary condition. . . . . . . . . . . . . . . . . . . . . . .
A.1b Components of deformation gradient for simple extension mode under
linear displacement boundary condition. . . . . . . . . . . . . . . . . . .
A.2a Components of stress tensor for simple extension mode under periodic
boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A.2b Components of deformation gradient for simple extension mode under
periodic boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . .
A.3a Components of stress tensor for simple shear mode under linear displacement boundary condition. . . . . . . . . . . . . . . . . . . . . . . .
A.3b Components of deformation gradient for simple shear mode under linear displacement boundary condition. . . . . . . . . . . . . . . . . . . .
A.4a Components of stress tensor for simple shear mode under periodic
boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A.4b Components of deformation gradient for simple shear mode under periodic boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . .
A.5a Components of stress tensor for simple extension mode under uniform
traction boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . .
A.5b Components of deformation gradient for simple extension mode under
uniform traction boundary condition. . . . . . . . . . . . . . . . . . . . .
A.6a Components of stress tensor for simple shear mode under uniform traction boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . . .
A.6b Components of deformation gradient for simple shear mode under uniform traction boundary condition. . . . . . . . . . . . . . . . . . . . . . .

x

98
98
99
99
99
100
100
100
101
101
101
102

List of Figures
1.1

2.2
2.3
2.4
2.5
3.5

3.6

3.7

(a) Mass-spring system with internal resonator. (b) Effective mass of
the mass-spring system normalized by the total mass (M + m) with
respect to frequency ω. In particular, assuming a harmonic motion
for M , i.e. X(t) = X̂e−iωt , the motion of the inner mass m can be
obtained via its equation of motion mẍ + k(x − X) = 0 as x(t) = x̂e−iωt ,
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Chapter 1
Introduction
Acoustic/elastic metamaterials are engineered heterogeneous structures with extraordinary dynamic properties (Craster & Guenneau 2012, Deymier 2013, Hussein et al.
2014). Promising applications include invisibility cloaks (Alù & Engheta 2005, Cummer & Schurig 2007, Chen & Chan 2007), active and non-reciprocal wave control
(Popa & Cummer 2014, Nassar, Chen, Norris, Haberman & Huang 2017), superlens
and super-resolution imaging (Ambati et al. 2007, Zhang et al. 2009, Lu & Liu 2012),
or seismic protection (Krödel et al. 2015). One of the many interesting properties of
metamaterials is their capability to stop the propagation of waves in certain frequency
ranges, called stop or band gaps. This may be achieved via interference of the wave
with the spatial periodicity of the structure (Bragg bandgaps), or via excitation of
the vibrational modes of internal resonant units in the structure (resonant bandgaps).
The design of the bandgap structure of these materials is an active research field,
where many approaches are pursued. These include without being comprehensive,
graded (Krödel et al. 2015) and/or hierarchical designs (Zhang & To 2013, Liu &
Reina 2018a), damping engineering (Manimala & Sun 2014), electromechanical coupling (Liu et al. 2014), or optimization procedures (Sigmund 2009, Bacigalupo et al.
2016).
The dispersive nature of metamaterials can often be compactly described by means
of the band structure diagram, which depicts the combination of frequencies and
wavenumbers of the Bloch waves that can propagate through the media. However,
1

classical band structure calculations are restricted to unit-cell analyses, and are thus
built under the assumption of material periodicity, and are often limited to simple
time-invariant constitutive relations. Yet, recent progress in acoustic metamaterials
shows that spatiotemporal modulation of material properties may lead to interesting dynamic behavior such as one-way acoustic signal isolation (Zanjani et al. 2014,
2015), non-reciprocal wave propagation (Popa & Cummer 2014, Nassar, Chen, Norris,
Haberman & Huang 2017) or bandgap broadening (Krödel et al. 2015, Liu & Reina
2018a). Damping, nonlinearities and disordered patterns are also important avenues
to increase the design space and obtain novel dynamic behavior (see, for instance,
Hussein & Frazier (2013) for metadamping, Popa & Cummer (2014) for nonlinear
and non-reciprocal metamaterials, and Celli et al. (2018) for the effect of disorder in
resonant metamaterials). Although exciting developments are taking place to compactly represent the dispersion properties of these materials (e.g. Hussein & Frazier
(2010) to account for damping, Khajehtourian & Hussein (2014) for non-linear material response, or Vila et al. (2017) for time-varying properties), the dynamic response
of complex modulated metamaterial structures cannot, in general, be reduced to a
band diagram that span the frequency domain, and real time calculations become
essential. Also, even for simple microstructures, the understanding of the transient
response and finite size effects can be important for many applications.
The direct numerical simulation of metamaterials, alike regular composites, is often prohibitively expensive, and homogenization strategies capable of capturing their
dispersive nature are thus actively sought after to reduce the computational cost.
However, homogenization procedures under dynamic loading are still at their infancy
compared to classical static homogenization techniques. Among the many difficulties,
we can highlight the fact that macroscopic dynamic equilibrium equations do not necessarily follow the Newtonian laws for deformable bodies with a macroscopic density
that corresponds to the weighted average of the density of the micro-constituents.
For instance, the effective dynamic mass of a simple dynamical system containing internal resonators can be tensor-valued, frequency dependent and negative above the
resonant frequency of the internal structures (Milton & Willis 2007), see Fig. 1.1 for
2

an illustration of this phenomenon. This is in strong contrast to the quasi-static scenario, where the balance laws are completely independent of the mechanical response
of the individual phases or the precise architecture (Cioranescu & Donato 1999).

k

m
x

Meff /(M+m)

M

X
!0

(a)

(b)

Figure 1.1: (a) Mass-spring system with internal resonator. (b) Effective mass of the
mass-spring system normalized by the total mass (M + m) with respect to frequency
ω. In particular, assuming a harmonic motion for M , i.e. X(t) = X̂e−iωt , the motion
of the inner mass m can be obtained via its equation of motion mẍ + k(x − X) = 0
as x(t) = x̂e−iωt , with x̂ = [k/(k − mω 2 )]X̂. Then, the momentum of the system in
terms of the velocity of the observable mass M can be written as P̂ = M√
V̂ + mv̂ =
2
2
2
[M + (km)/(k − mω )]V̂ = M̂eff V̂ , with M̂eff = M + k/(ω0 − ω ) and ω0 = k/m the
local resonance frequency of mass m.

There currently exist a wide variety of techniques for dynamic homogenization,
and their classification strongly varies between authors, see for instance Charalambakis (2010), Banerjee (2011), Srivastava (2015) or Fafalis & Fish (2015). An important family of methods are based on the method of asymptotic expansions (Bensoussan et al. 1978, Fish et al. 2002, Nolde et al. 2011, Auriault & Boutin 2012,
Andrianov et al. 2013, Hui & Oskay 2014), which applies to periodic media with
linear or non-linear elastic behavior. These strategies are based on the definition
of a small parameter  characterizing the separation of scales to deliver a cascade
of equations associated to the various orders of . Parallel to these efforts, Willis
developed a homogenization theory for elastic media with periodic or random microstructure that is exact and that does not rely on any scale separation (Milton &
Willis 2007, Willis 2009, 2011). Although Willis results and related developments by
3

other authors (Shuvalov et al. 2011, Nemat-Nasser & Srivastava 2011, Srivastava &
Nemat-Nasser 2012, Norris et al. 2012) have been performed almost independently
from the asymptotic methods, the relation between those two strategies have been recently
clarified by Nassar
et al. (2015). Further upscaling
techniques include, without
Computa(onal
Homogeniza(on
FE2 method
being comprehensive, computational continua formulations (Fish et al. 2015), heterogeneous multiscale methods (Abdulle et al. 2014) and variational methods for linear
elastodynamics (Willis 1981).

RVE

≈

Figure 1.2: Schematic representation of a standard single-scale finite element discretization (left) of a particle-reinforced composite, as compared to the FE2 method
(right). For the latter, every quadrature point of the macroscopic domain has a Representative Volume Element (RVE) associated to it, although only one of those is
shown in the figure, for simplicity.

In this thesis we present a coarse-graining strategy that is amenable to multiscale
numerical simulations in the spirit of FE2 method or multilevel finite element method
(Schröder & Hackl 2014), cf. Fig. 1.2. This procedure is based on the existence of a
separation of scales and has enjoyed a strong popularity in the quasi-static regime due
to its versatility. It is capable of dealing with general initial boundary value problems
with complex microstructures and constitutive relations described within a linearized
or finite kinematics description (Smit et al. 1998, Miehe et al. 1999, Feyel & Chaboche
2000, Terada et al. 2000, Miehe, Schotte & Lambrecht 2002, Reina et al. 2013).
The fundamental idea behind FE2 strategies lies in the use of representative volume
elements (RVEs) to characterize the material response locally, at each quadrature
point of the macroscopic finite element discretization, cf. Fig. 1.2. This is done by
4

means of suitable boundary conditions on the RVE that depend on the macroscopic
fields, and micro-to-macro relations that satisfy energy consistency between the scales
(the so-called macro-homogeneity condition or Hill-Mandel condition). Extensions of
these ideas to the dynamic setting have been pursued in the past by several strategies,
which include the principle of virtual work, Hamilton’s principle or Irving-Kirkwood
theory, and by making use of various kinematic assumptions (Molinari & Mercier 2001,
Wang & Sun 2002, Ricker et al. 2009, Reina 2011, Pham et al. 2013, De Souza Neto
et al. 2015, Liu & Reina 2016, Mercer et al. 2016). In Chapter 2, we first revisit
Hill’s averaging relations and Hill-Mandel condition, and show that these relations,
typically derived within a continuum formulation, hold exactly under finite element
discretization. We further extend this micro-to-macro relations to account for microinertia effects, and present in Chapter 3 a variational coarse-graining strategy that
allows for a seamless transition from the traditional static scenario to dynamic loading
conditions, while being applicable to general material behavior as well as to discrete
or continuous representations of the material and its deformation, e.g., finite element
discretization or atomistic systems. The new strategy is applied to a wide range of
heterogeneous structures, including layered materials, resonant metamaterials with
or without spatiotemporal modulation, and atomistic structures.
Additionally, in Chapter 4, we devote some attention to the design of metamaterial structures. While, the design of general composite structures has been influenced
by the remarkable mechanical properties of natural materials (e.g. wood, nacre or
bone), the impact of hierarchical architectures on wave propagation is much less
studied. Yet, emerging results in this area reveal their capability to broaden the overall bandwidth of the structure. For instance, Zhang & To (2013) demonstrated an
increase of one or two orders of magnitude for the total bandwidth induced by Bragg
scattering in hierarchical layered composites. In this Chapter, we study the effect of
hierarchy on resonant structures by means of lattice systems with inner resonators.
A detailed parameter study reveals various interesting features of structures with two
levels of hierarchy as compared to one level systems with identical static mass. In particular: (i) their overall bandwidth is approximately equal, yet bounded above by the
5

bandwidth of the single-resonator system, (ii) the number of bandgaps increases with
the level of hierarchy; and (iii) the spectrum of bandgap frequencies is also enlarged.
Taking advantage of these features, we propose graded hierarchical structures with
ultra-broadband properties. These designs are validated over analogous continuum
models via finite element simulations, demonstrating their capability to overcome the
bandwidth narrowness that is typical of resonant metamaterials.
Finally, Chapter 5 concludes the thesis by summarizing and discussing the results
obtained and pointing to future research directions.
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Chapter 2
Fundamental averaging relations
for computational homogenization
In this chapter, we focus on some fundamental theories of homogenization, such as
Hill’s averaging relations and Hill-Mandel condition. In particular, this chapter is
dedicated to answering one question, that is, whether finite element approximations
will introduce error during the scale transition. Theoretical proofs will be provided
to show the exact satisfaction of these fundamental coarse-graining relations, and
numerical simulations will further support such results.

2.1

Introduction

The coupling and energetic consistency between the two levels of representation in FE2
methods are based on the seminal papers of Hill (1963, 1967, 1972) and subsequent developments by other authors (Mandel 1972, Willis 1981, Suquet 1987, Nemat-Nasser
1999). In particular, Hill’s averaging relations and Hill-Mandel principle establish, in
their original form, that the average strain and stress over the RVE are appropriate
macroscopic quantities with which to describe the homogenized constitutive behavior, both in the linear and finite kinematic setting (Zohdi & Wriggers 2008, Hori &
Nemat-Nasser 1999). These average quantities depend exclusively on the value of
the corresponding microscopic object at the boundary of the RVE; and they thus en7

able the formulation of a boundary value problem (with affine displacement, periodic,
or uniform traction boundary conditions) from which the effective behavior may be
obtained.
However, to the best of the author’s knowledge, the above micro to macro relations
and variational reformulations (Miehe, Schotte & Lambrecht 2002) and extensions to
account for surfaces of discontinuities ((Nemat-Nasser & Hori 2013), Section 2.4),
or body forces or inertial terms (Molinari & Mercier 2001, Ricker et al. 2009, Reina
2011, Pham et al. 2013, De Souza Neto et al. 2015), all rely on the strong form
of the equilibrium equation and successive application of the divergence theorem.
However, these averaging relations are commonly used in finite element schemes,
where the stress field may no longer be continuous, for instance, for piecewise linear
shape functions, and the balance equations are only satisfied in a weak sense. It is
therefore, a priori, unclear whether Hill’s relations hold exactly, or only approximately,
in a discrete setting. This is an important issue for error estimations in multiscale
finite element methods.
In this chapter, three fundamental averaging statements are shown to hold exactly
for the standard finite element discretization: (i) the volume-averaged deformation
gradient relation; (ii) the volume-averaged stress relation; and (iii) the energy average relation (Hill-Mandel principle). The proofs are conducted initially in the static
setting with no body forces, and then extended to more general case where body
forces and/or inertial effects are present. In each case, the three classical types of
boundary conditions are considered: affine displacement, periodic, and uniform traction boundary conditions. The statements are derived from the properties of the
shape functions and the weak form of the momentum balance equations, and the use
of the divergence theorem is limited to continuous fields such as the displacement
field. In the interest of generality, the proofs are conducted in the finite kinematic
setting. In addition, it is worth mentioning that the proofs in the present chapter require no further assumptions in the micro-macro coupling than those dictated by the
boundary conditions (i.e., no constraints are required on the location of the centroid
of the RVE or the volume average of micro-scale displacement field). Finally, a finite
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element simulation over a highly heterogeneous RVE with an extremely coarse mesh
is employed to numerically verify the discrete averaging relations. Simple extension
and simple shear deformation modes are considered using displacement, tractions or
periodic boundary conditions.

2.2

Problem setting

Conventional Lagrangian formulation of continuum mechanics will be employed for
the following derivations. For example, the deformation of a material point X in the
reference configuration Ω0 ⊂ R3 at time t is characterized by the deformation mapping
x = ϕ(X, t). This mapping satisfies the momentum balance equations,
∇ ⋅ P + B = 0,

in Ω0 ,

(2.1)

ϕ = ϕ̄,

on ∂Ω0,1 ,

(2.2)

PN = T̄,

on ∂Ω0,2 ,

(2.3)

where P is the first Piola-Kirchhoff stress tensor, ϕ̄ and T̄ are the prescribed deformation mapping and traction respectively, and N is the outward unit normal
to the domain in the undeformed configuration. For static loading, B = B0 represents the body forces, whereas B also includes the inertial forces in the dynamic
setting, i.e. B = B0 − ρ0 ϕ̈. Furthermore, the deformation gradient will be denoted
as F = ∇ϕ, where ∇ represents the material gradient. As usual, it is required that
∂Ω0 = ∂Ω0,1 ∪ ∂Ω0,2 , and ∂Ω0,1 ∩ ∂Ω0,2 = ∅. In addition, the superscript M will be employed in order to distinguish between the micro- and macro-variables. For instance,
variables with superscript M stand for macroscopic variables, whereas no superscript
will be used for the microscopic quantities.
Some derivations in the following sections will make use of standard indicial notation and Einstein summation convention. Lower case indices will then be used to refer
to the deformed configuration and upper case indices for the reference configuration.
Furthermore, the macroscopic fields will often result as the average of the corre9

sponding microscopic objects. This averaging operation will be written as
⟨⋅⟩ =

1
⋅ dV,
∣Ω0 ∣ ∫Ω0

(2.4)

where ∣Ω0 ∣ denotes the volume associated to Ω0 and dV is the volume differential.
Where needed, the surface differential will be denoted as dS.

2.2.1

Boundary conditions

The FE2 method relies on solving a boundary value problem for each RVE at the
quadrature points of every macroscopic element. There are different types of boundary conditions that can be applied to the RVE in order to couple the micro- and
macro-solutions: affine displacement, periodic displacement, and traction boundary
conditions.
The affine displacement boundary conditions read
ϕ(X) = ϕM + FM X,

on ∂Ω0 ,

(2.5)

where the macroscopic displacement field ϕM is often obviated in classical static
analyses with divergence-free stresses, as a rigid body translation leaves the results
unaltered, cf. Nemat-Nasser & Hori (2013) Chapter 1. However, in the presence of
body or inertial forces, it is both, physically and mathematically meaningful to inform
the RVE of the macroscopic translations, the rotations already being included in the
deformation gradient (Ricker et al. 2009, Reina 2011, De Souza Neto et al. 2015).
Another boundary condition which is frequently employed is uniform traction
boundary condition,
T = PM N,

on ∂Ω0 .

(2.6)

Affine displacement boundary conditions typically result in stiffer solutions (Suquet 1987, Perić et al. 2011), whereas uniform traction boundary conditions are the
most compliant. An intermediate behavior can be achieved with periodic boundary

10

conditions
ϕ(X) = ϕM + FM X + ϕ̃,

on ∂Ω0 ,

(2.7)

where ϕ̃ stands for the fluctuation field, which is periodic along each pair of parallel
sides (faces in three dimensions). Similar to the case with affine boundary conditions,
the macroscopic translation is unnecessary for static problems with no body forces.

2.2.2

Finite element discretization and equilibrium equations

We consider conventional C 0 finite element discretization schemes (Hughes 2012) for
the RVE of the form
ϕh (X) = ∑ ϕa Na (X),

(2.8)

a

in which {a} represents the set of nodes, with associated degrees of freedom ϕa ,
and Na are the corresponding shape functions, smooth within each element. These
shape functions are required to have local support (each Na vanishes over any element
not containing the node a) and to have the Kronecker delta property, Na (Xb ) = δab .
Furthermore, they shall satisfy the properties of partition of unity and linear field
reproduction, i.e.,
∑ Na = 1

→

a

∑ XaQ Na = XQ

∑ Na,J = 0
a

(2.9)

→

a

∑ XaQ Na,J = δQJ ,
a

which allow an exact representation of arbitrary rigid body motions and uniform
deformations. These requirements for the shape functions will be essential for the
derivations in Sections 2.3 and 2.4.
We first separate the node set {a} into interior nodes (body nodes) {b} and boundary nodes (at the contour of the domain) {c}, cf. Fig. 2.1, and make use of the fact
that the shape functions Nb have a zero value at the boundary of the domain ∂Ω0
(by the local support property of the shape functions). Then, the weak form of the
11

{c} boundary nodes
{b} interior nodes
{a} = {b} + {c}

Figure 2.1: Schematic representation of a finite element discretization, where the
nodes are colored according to their location, in the interior or at the boundary of
the domain.

balance equations reads
∑ δϕai ∫
a

Ω0

(PiJ Na,J − Bi Na ) dV − ∑ δϕci ∫
c

∂Ω0,2

T̄i Nc dS = 0.

(2.10)

This weak form shall be satisfied for any admissible variation of the nodal positions
δϕa , and, in particular, for the variation of any specific interior node b, while setting
a null value for the variation of all the other nodes. Equivalently,
∫Ω (PiJ Nb,J − Bi Nb ) dV = 0,

for all the interior nodes b.

(2.11)

0

The variations of the nodes {c} depend on the boundary conditions used. For affine
displacement boundary conditions, cf. Eq. (2.5), δϕc =0, and therefore no additional
equations follow. For periodic boundary conditions, cf. Eq. (2.7), δϕc = δ ϕ̃c and the
equilibrium equations for the boundary nodes read
∑ δ ϕ̃ci ∫
c

Ω0

(PiJ Nc,J − Bi Nc ) dV = 0

for all δ ϕ̃c periodic.

(2.12)

In the absence of inertial and body forces, this equation is equivalent to anti-periodic
boundary surface traction.
Finally, for uniform traction boundary conditions, cf. Eq. (2.6), the weak form of
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the balance law for the boundary nodes is
M
∫Ω (PiJ Nc,J − Bi Nc ) dV − ∫∂Ω PiJ NJ Nc dS = 0.
0

(2.13)

0

These equations may be readily simplified for the case with no body forces or inertia
(B = 0), which is studied first.

2.3

Discrete averaging results in the static case
with no body forces

In this section, without considering inertial or body forces, the following three averaging statements for RVEs will be proved under C 0 continuous displacement field,
where no strong discontinuity such as cracks will be taken into account.
● Averaging theorem for the deformation gradient: for any F compatible (i.e. F = ∇ϕ)
and ϕ = FM X + ϕ̃ on ∂Ω0 , with ϕ̃ periodic or null, the macroscopic deformation
gradient FM is equal to the average of its microscopic counterpart: FM = ⟨F⟩.
● Averaging theorem for the first Piola-Kirchhoff stress tensor: for any P in
equilibrium (i.e. ∇ ⋅ P = 0) and T = PM N on ∂Ω0 , the macroscopic stress tensor
PM is equal to the average of the microscopic analog: PM = ⟨P⟩.
● Hill-Mandel condition: for any F compatible and any P in equilibrium, not
necessarily related to each other, and for any of the three standard types of
boundary conditions (affine displacements, periodic or stress boundary conditions), the following equality holds: ⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩. In view of the previous
two relations, this principle establishes the energy rate consistency between the
micro and macro scale.
Next, we show that these averaging statements hold exactly under a finite element
discretization. This implies that only the nodes at the boundary are required to satisfy
the displacement boundary conditions, and the equilibrium equations, both, in the
13

body and with the external tractions, are only satisfied weakly, cf. Eqs. (2.11)–(2.13).
Furthermore, for the Hill-Mandel principle, the deformation gradient F and the stress
tensor P will not be required to be related to each other, but they shall result from
an identical finite element discretization (same set of nodes and associated shape
functions). The proofs are shown below for the three types of boundary conditions.

2.3.1

Linear displacement boundary condition

The first case considered here is that of affine displacement boundary conditions, in
which the boundary nodes {c} are required to satisfy
M
ϕci = FiQ
XcQ ,

(2.14)

where FM is the macroscopic deformation gradient.
Averaging statement for the deformation gradient
Because of the C 0 continuity of the discretized displacement field and its smoothness
over each element of the mesh, the divergence theorem can be directly applied to ∇ϕh
over Ω0 , resulting in classical formula,
FM = ⟨F⟩ =

1
F dV.
∣Ω0 ∣ ∫Ω0

(2.15)

It is well-known that the above equality is purely kinematical in nature, and it is
independent of the microscopic equilibrium equations.
Hill-Mandel condition
We proceed to prove the Hill-Mandel principle for a compatible rate of deformation
gradient Ḟ = ∇ϕ̇h , and a stress tensor P in equilibrium, i.e. satisfying Eq. (2.11) with
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Bi = 0. The average microscopic (virtual) power can be written as
h
∫Ω PiJ ϕ̇i,J dV = ∫Ω PiJ ∑ ϕ̇ai Na,J dV
0

a

0

= ∑ ϕ̇bi [∫
b

Ω0

(2.16)

PiJ Nb,J dV ] + ∫

Ω0

PiJ ∑ ϕ̇ci Nc,J dV,
c

where the sum over all nodes {a} has been divided into the sum over the interior
nodes {b} and the boundary nodes {c}. The sum over {b} vanishes due to the weak
form of the equilibrium equations, cf. Eq. (2.11) with Bi = 0; and the sum over {c}
can be rewritten with the boundary conditions given by Eq. (2.14), as
M
M
h
∫Ω PiJ ϕ̇i,J dV = ∫Ω PiJ ∑ ḞiQ XcQ Nc,J dV = [ ∑ XcQ ∫Ω PiJ Nc,J dV ]ḞiQ .
0

0

c

c

(2.17)

0

The sum can then be extended to the set of all nodes by the equilibrium equations
of the interior nodes, cf. Eq. (2.11) with Bi = 0, from which it follows that
M
∫Ω PiJ ḞiJ dV = [ ∫Ω PiJ ∑ XaQ Na,J dV ]ḞiQ .
0

(2.18)

a

0

Additionally, from the properties of the shape functions, cf. Eq. (2.9), it is readily
obtained that
∑ XaQ Na,J = XQ,J = δQJ ,

(2.19)

M
∫Ω PiJ ḞiJ dV = [∫Ω PiJ dV ] ḞiJ .

(2.20)

a

and therefore

0

0

By making use of the averaging relation for the deformation gradient, i.e. FiJM = ⟨FiJ ⟩,
we have
⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩.

(2.21)

This completes the proof of Hill-Mandel principle under a finite element discretization
with linear displacement boundary condition.
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2.3.2

Periodic boundary condition

The second admissible boundary condition considered is periodic boundary condition, through which the stiff affine displacement boundary condition considered in
the previous section may be relaxed by allowing a periodic fluctuation field ϕ̃. Correspondingly, the boundary nodes are required to satisfy the following relationship,
M
ϕci = FiQ
XcQ + ϕ̃ci ,

with ϕ̃ci periodic.

(2.22)

Averaging statement for the deformation gradient
Similar to the case with Dirichlet boundary conditions, the divergence theorem can be
directly applied, delivering the the classical averaging statement of the macroscopic
deformation tensor, FM = ⟨F⟩.
Hill-Mandel condition
We then proceed to prove Hill’s energy consistency relation for a deformation rate
Ḟ compatible and deriving from a periodic mapping ϕh , and for a stress tensor P
satisfying the weak equilibrium equations given by Eqs. (2.11) and (2.12) with Bi = 0.
Similar to Eq. (2.16), the average of the microscopic energy rate obtained from the
finite element solution is given by
h
∫Ω PiJ ϕ̇i,J dV = ∑ [∫Ω PiJ Nb,J dV ] ϕ̇ib + ∫Ω PiJ ∑ ϕ̇ci Nc,J dV.
0

b

0

0

(2.23)

c

The first term associated to the inner nodes {b} vanished by the equilibrium equations.
Then, by making use of the periodic boundary conditions, cf. Eq. (2.22), and the anti-
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periodicity of PiJ Nc,J , cf. Eq. (2.12), one obtains
h
∫Ω PiJ ϕ̇i,J dV = ∫Ω PiJ ∑ ϕ̇ci Nc,J dV
0

c

0

=∫

Ω0

= [∫
= [∫

M
PiJ ∑ (ḞiQ
XcQ + ϕ̃˙ ci ) Nc,J dV

Ω0

Ω0

c

M
PiJ ∑ XcQ Nc,J dV ]ḞiQ
+ ∑ ϕ̃˙ ci [∫
c

c

Ω0

PiJ Nc,J dV ]

(2.24)

M
PiJ ∑ XcQ Nc,J dV ]ḞiQ
.
c

Then, an identical manner to the case with affine boundary conditions can be
applied, see derivations after Eq. (2.17), leading as well to ⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩.
This completes the proof of Hill-Mandel condition in discrete setting with periodic
boundary conditions.

2.3.3

Uniform traction boundary condition

The third and last case considered is that of uniform traction boundary conditions,
given by the macroscopic stress tensor PM ,
T = PM N.

(2.25)

Averaging statement for the first Piola-Kirchhoff stress tensor
The volume integral of the microscopic stress over the RVE domain reads
∫Ω PiJ dV = ∫Ω PiQ δQJ dV = ∫Ω PiQ ∑ XaJ Na,Q dV
0

0

= ∑ XcJ ∫
c

0

Ω0

a

(2.26)

PiQ Nc,Q dV,

where we have used the property of the shape functions given by Eq. (2.19) and the
equilibrium equations for interior nodes {b}, cf. Eq. (2.11) with Bi = 0. Then, by
substituting the weak form of the traction boundary condition, cf. Eq. (2.13) with
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Bi = 0, one obtains
M
M
∫Ω PiJ dV = ∑ XcJ ∫∂Ω PiQ NQ Nc dS = PiQ ∑ XcJ ∫∂Ω NQ Nc dS.
c

0

c

0

(2.27)

0

Then, the sum may be extended to all nodes {a}, as the shape functions associated
to nodes {b} are zero at ∂Ω0 . This results in
M
M
M
∫Ω PiJ dV = PiQ ∑ XaJ ∫∂Ω NQ Na dS = PiQ ∫∂Ω NQ XJ = PiQ ∫Ω δJQ dV
a

0

=

0

0

0

(2.28)

PiJM ∣Ω0 ∣

where we have further used the exact linear representation property of the shape functions, cf. Eq. (2.9), and applied the divergence theorem. The well-known averaging
theorem is then recovered exactly as
PM = ⟨P⟩ =

1
P dV.
∣Ω0 ∣ ∫Ω0

(2.29)

Hill-Mandel condition
Finally, we derive the Hill-Mandel condition for the finite element problem with stress
boundary conditions. Similar to the previous section, we make use of the governing
equations corresponding to the node sets {b} and {c}, cf. Eqs. (2.11) and (2.13) with
Bi = 0, respectively, and obtain
h
∫Ω PiJ ϕ̇i,J dV = ∫Ω PiJ ∑ ϕ̇ai Na,J dV = ∑ ϕ̇bi ∫Ω PiJ Nb,J dV + ∑ ϕ̇ci ∫Ω PiJ Nc,J dV
0

0

= ∑ ϕ̇ci ∫
c

a

∂Ω0

c

0

b

PiJM NJ Nc dS = PiJM ∑ ϕ̇ci ∫
c

∂Ω0

0

NJ Nc dS.
(2.30)
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As the shape functions associated to nodes {b} are zero at ∂Ω0 , the last sum of the
above equation can be extended to the full set of nodes {a}, leading to
h
M
M
M
h
∫Ω PiJ ϕ̇i,J dV = PiJ ∑ ϕ̇ai ∫∂Ω NJ Na dS = PiJ ∑ ϕ̇ai ∫Ω Na,J dV = PiJ ∫Ω ϕ̇i,J dV,
a

0

a

0

0

0

(2.31)
where the divergence theorem has been applied. By substituting the previously derived relation PiJM = ⟨PiJ ⟩, the sought-after result can be obtained,
⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩.

2.4

(2.32)

Discrete averaging results in the presence of
body forces or inertia

In this section, the previous results are generalized to account for the body forces
or inertial terms, which are both considered in the term B. The boundary value
problem for the RVE with periodic displacement boundary conditions and traction
boundary conditions are considered separately, as well. The case with affine Dirichlet
boundary conditions is omitted here, as its derivation is analogous to that of the
periodic scenario.

2.4.1

Periodic boundary condition

The boundary conditions on the RVE read, for the parodic case, as
M
ϕci = ϕM
i + FiQ XcQ + ϕ̃ci .

where ϕM informs the RVE of the macroscopic translation.

19

(2.33)

Averaging statement for the deformation gradient
As the averaging results for the deformation gradient are purely kinematical in nature
and independent of the equilibrium equations. They thus hold as well in the presence
of body forces or inertial terms. Note that the term ϕM is constant for the RVE and
it therefore does not affect the solution.
Hill-Mandel condition
A micro to macro relation analogous to the classical Hill-Mandel condition has been
shown with the consideration of the body forces or inertia effects (Pham et al. 2013,
De Souza Neto et al. 2015). It reads
⟨P ∶ Ḟ − B ⋅ ϕ̇⟩ = ⟨P − B ⊗ X⟩ ∶ ⟨Ḟ⟩ − ⟨B⟩ ⋅ ϕ̇M ,

(2.34)

and when the body forces and inertial terms vanish are neglected, it reduces to the
standard relation, ⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩.
In the following, we proceed to prove, rather than postulate, that this relation
holds exactly under a finite element discretization without requiring any additional
kinematic assumption. The left hand side of the equation reads
h
h
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = ∫Ω PiJ ∑ ϕ̇ai Na,J dV − ∫Ω Bi ∑ ϕ̇ai Na dV
0

0

a

= ∑ ϕ̇bi [∫
b

0

(PiJ Nb,J − Bi Nb ) dV ]

Ω0

(2.35)

+ ∑ ϕ̇ci [∫

Ω0

c

= ∑ ϕ̇ci [∫
c

Ω0

a

(PiJ Nc,J − Bi Nc ) dV ]

(PiJ Nc,J − Bi Nc ) dV ] ,

where we have applied the equilibrium equation for the interior nodes only, cf. Eq. (2.11).
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Next, with the boundary conditions given by Eq. (2.33), we obtain
h
h
M
∫Ω (PiJ ϕ̇i,J dV − Bi ϕ̇i ) dV = ∑ ϕ̇i [∫Ω (PiJ Nc,J − Bi Nc ) dV ]
c

0

0

M
+ ∑ ḞiQ
XQc [∫

Ω0

c

+ ∑ ϕ̃˙ ci [∫

Ω0

c

(PiJ Nc,J − Bi Nc ) dV ]

(2.36)

(PiJ Nc,J − Bi Nc ) dV ] ,

in which the last term on the right hand side vanishes due to the periodicity of ϕ̃˙ ci
and anti-periodicity of the term in brackets, cf. Eq.(2.12). Then, by using Eq. (2.11)
and extending the remaining sums to the full set of nodes {a}, one obtains
h
h
∫Ω (PiJ ϕ̇i,J dV − Bi ϕ̇i ) dV
0

= ∑ ϕ̇M
i [∫
a

= ϕ̇M
i [∫

Ω0

Ω0

M
XQa [∫
(PiJ Na,J − Bi Na ) dV ] + ∑ ḞiQ
a

M
(PiJ ∑ Na,J − Bi ∑ Na ) dV ] + ḞiQ
[∫
a

a

Ω0

Ω0

(PiJ Na,J − Bi Na ) dV ]

(PiJ ∑ Na,J XQa − Bi ∑ Na XQa ) dV ].
a

a

(2.37)
Finally, the use of properties of the shape functions, cf. Eqs. (2.9), delivers
M
M
h
h
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = [∫Ω (PiJ − Bi XJ ) dV ] ḞiJ − [∫Ω Bi dV ] ϕ̇i .

(2.38)

0

0

0

This above result, together with the already derived expression FM = ⟨F⟩, completes
the desired proof.

2.4.2

Uniform traction boundary condition

When inertial or body forces are considered, a modified averaging statement for the
the first Piola-Kirchhoff stress tensor has been obtained in the smooth case (Molinari
& Mercier 2001, Ricker et al. 2009, Reina 2011, Pham et al. 2013, De Souza Neto
et al. 2015). It reads
PM = ⟨P − B ⊗ X⟩.

21

(2.39)

We show below that this equivalence holds exactly under a finite element discretization.
Averaging statement for the first Piola-Kirchhoff stress tensor
Using the properties of the shape functions, cf. Eqs. (2.9) and (2.19), and the equilibrium equations for interior nodes {b}, cf. Eq. (2.11), the right hand side of Eq. (2.39)
reads
∫Ω (PiJ − Bi XJ ) dV = ∫Ω (PiQ δQJ − Bi XJ ) dV
0

=∫

0

Ω0

(PiQ ∑ XaJ Na,Q − Bi ∑ Na XaJ )dV
a

= ∑ XaJ ∫
a

= ∑ XcJ ∫
c

Ω0

Ω0

a

(2.40)

(PiQ Na,Q − Bi Na ) dV
(PiQ Nc,Q − Bi Nc ) dV.

By substituting the governing equations of boundary nodes {c}, cf. Eq. (2.13), we
have
M
∫Ω (PiJ − Bi XJ ) dV = PiQ ∑ XcJ ∫∂Ω NQ Nc dS.
c

0

(2.41)

0

Note, the sum in the last term of the above equation may be extended over all nodes
as the shape functions associated to nodes {b} are zero at ∂Ω0 . Then, by the linear
representation of the shape functions, cf. Eq. (2.9), and application of the divergence
theorem, the sought-after result is obtained
M
M
∫Ω (PiJ − Bi XJ ) dV = PiQ ∑ XaJ ∫∂Ω NQ Na dS = PiQ ∫∂Ω NQ XJ dS
a

0

=

0

0

(2.42)

PiJM ∣Ω0 ∣.

Hill-Mandel condition
We proceed to derive Eq. (2.34) for an RVE with uniform traction boundary condition.
In this case, the finite element solution may be non-unique due to the undetermined
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value of the translations for the static problem, among other possible sources of nonuniqueness. Yet, these translations are important in the presence of body forces,
as they contribute to the work these forces perform. It then results convenient to
separate the nodal deformation mapping ϕa into the macroscopic translation, and the
fluctuation around that value. Equivalently, ϕh = ϕM +ϕ̂h , which satisfies ∇ϕh = ∇ϕ̂h .
Then, using the weak form of the equilibrium equations associated to nodes {b},
cf. Eq. (2.11), it follows that

h
h
M
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = ∫Ω PiJ ∑ ϕ̂˙ ai Na,J dV − ∫Ω Bi ( ∑ ϕ̂˙ ai Na + ϕ̇i )dV
0

a

0

= ∑ ϕ̂˙ ai ∫
a

= ∑ ϕ̂˙ ci ∫
c

0

Ω0

Ω0

a

(PiJ Na,J dV − Bi Na ) dV − ∫

Ω0

Bi ϕ̇M
i dV

(PiJ Nc,J dV − Bi Nc ) dV − ϕ̇M
i ∫

Ω0

(2.43)

Bi dV.

Then, by substituting the governing equations of boundary nodes {c}, cf. Eq. (2.13),
we obtain
h
h
M
M
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = ∑ ϕ̂˙ ci ∫∂Ω PiQ NQ Nc dS − ϕ̇i ∫Ω Bi dV
c

0

=

0

0

M
PiQ
∑ ϕ̂˙ ci ∫
∂Ω0
c

NQ Nc dS

− ϕ̇M
i ∫
Ω0

(2.44)

Bi dV.

The shape functions associated to nodes {b} are zero at ∂Ω0 . As a consequence,
h
h
M
M
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = PiQ ∑ ϕ̂˙ ai ∫∂Ω NQ Na dS − ϕ̇i ∫Ω Bi dV.
a

0

0

(2.45)

0

Further application of divergence theorem results in,
h
h
M
h
M
∫Ω (PiJ ϕ̇i,J − Bi ϕ̇i ) dV = PiJ ∫∂Ω ϕ̂i NJ dS − ϕ̇i ∫Ω Bi dV
0

0

=

PiJM ∫

Ω0

ϕ̇hi,J

0

dV

− ϕ̇M
i ∫

Ω0

(2.46)

Bi dV.

Finally, substituting the previously obtained relation PM = ⟨P − B ⊗ X⟩, we obtain
the desired relation
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⟨P ∶ Ḟ − B ⋅ ϕ̇⟩ = ⟨P − B ⊗ X⟩ ∶ ⟨Ḟ⟩ − ⟨B⟩ ⋅ ϕ̇M .

2.5

(2.47)

Numerical examples

In the following, the volume-averaged relations are verified numerically over an RVE
for the three types of boundary conditions considered (affine, periodic, and traction
boundary conditions), and two modes of deformation (simple extension and simple
shear). Figure 2.2(a) shows the domain of the RVE, which is a unit square composed
of three materials: Al, Cu and Ni. These materials are arranged with no geometric
symmetries, resulting in a general and irregular form of RVE. Furthermore, an extremely coarse mesh is intentionally employed to highlight the validity of the results.
In particular, the microscopic domain is divided into 8 identical linear triangular elements, as shown in Fig. 2.2(b), and linear shape functions are used for the finite
element discretization. Simulations are performed using COMSOL multiphysics software, where hyperelastic constitutive relations (neo-Hookean) are used for the three
materials, whose properties are listed in Table 2.5. The details of the simulations are
provided below along the text.

(a) RVE model

(b) Mesh distribution

Figure 2.2: Geometry of RVE and undeformed mesh distribution.
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Density ρ (kg/m3 )
Lamé constant λ (GPa)
Lamé constant µ (GPa)

Al
2700
60.49
25.93

Cu
8960
95.15
44.78

Ni
8900
136.4
80.15

Table 2.1: Materials properties for Al, Cu, and Ni from COMSOL material library.

2.5.1

Affine and periodic displacement boundary condition

We begin with considering the plane-strain extension of the the RVE previously deM
M
M
M
scribed, with a macroscopic deformation gradient FM = [F11
, F12
; F21
, F22
] = [1.2, 0; 0, 1].

Computationally, this macroscopic deformation is applied in 20 uniform steps, and at
each of these steps, the stress and deformation gradient of each element is computed.
Tables A.1 and A.2 in the Appendix show the values of each component of F and P
for each element in the final configuration, represented in Fig. 2.3(a) and (b), for the
affine and the periodic boundary conditions, respectively.

(a) Affine displacement b.c.

(b) Periodic b.c.

Figure 2.3: Deformed meshes for simple extension mode under affine and periodic
boundary conditions (b.c.).

As the results of Tables A.1(b) and A.2(b) indicate, the average relation FM = ⟨F⟩
is satisfied exactly, up to the machine precision, for both affine and periodic boundary
conditions. That is,
⎡1 8
⎢ ∑e=1 (F11 )e
1
⎢8
⎢
F
dV
=
⎢1 8
∣Ω0 ∣ ∫Ω0
⎢ 8 ∑e=1 (F21 )e
⎣
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⎤ ⎡
⎤
8
∑e=1 (F12 )e ⎥⎥ ⎢⎢ 1.2 0⎥⎥
⎥=⎢
⎥,
⎥ ⎢
⎥
8
1
(F
)
0
1
⎥
⎢
⎥
22 e
8 ∑e=1
⎦ ⎣
⎦
1
8

(2.48)

where the sum is performed over the elements of the triangular mesh. A similar
calculation can be carried out at each time step for the deformation gradient and
the stress tensor, allowing us to verify the Hill-Mandel condition. For the linear
displacement boundary conditions, the volumetric average of the strain energy stored
during the deformation process is
t

t
1
⟨P
∶
Ḟ⟩dt
=
∫t
∫t ( ∣Ω ∣ ∫Ω P ∶ ḞdV )dt = 3.758512926E9 Pa,
0
0
0
0

(2.49)

while the energy evaluated from the macroscopic (averaged) quantities leads to
t
t
t
1
M
M
∫t ⟨P⟩ ∶ ⟨Ḟ⟩ dt = ∫t ⟨P⟩ ∶ Ḟ dt = ∫t ( ∣Ω ∣ ∫Ω P ∶ Ḟ dV )dt = 3.758512926E9 Pa,
0
0
0
0
0
(2.50)

which has, as expected, an identical value. Similarly, for the periodic boundary
condition, the Hill-Mandel condition is verified exactly, with ⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩ =
3.638415107E9 Pa.
A similar verification analysis is performed for a simple shear mode according to
M
M
M
M
the macroscopic deformation gradient FM = [F11
, F12
; F21
, F22
] = [1, 0.2; 0, 1]. The

corresponding deformed meshes of RVE are shown in Fig. (2.4) for the affine and
periodic boundary conditions, respectively, and the components of the stress and
deformation gradient tensor for the final configuration are recorded in Tables A.3 and
A.4 of the Appendix for each element of the mesh. As indicated in the tables, the
average deformation gradient coincides for both types of boundary conditions with
the imposed macroscopic deformation, verifying the averaging relation FM = ⟨F⟩.
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(a) Affine displacement b.c.

(b) Periodic b.c.

Figure 2.4: Deformed meshes for simple shear mode under affine and periodic boundary conditions (b.c.).

Similarly, Hill-Mandel condition holds exactly under the finite element discretization. For linear displacement boundary condition,
t

t

∫t ⟨P ∶ Ḟ⟩ dt = ∫t ⟨P⟩ ∶ ⟨Ḟ⟩ dt = 9.569752719E8 Pa,
0

(2.51)

0

and for periodic boundary conditions,
t

t

∫t ⟨P ∶ Ḟ⟩ dt = ∫t ⟨P⟩ ∶ ⟨Ḟ⟩ dt = 8.395522388E8 Pa.
0

2.5.2

(2.52)

0

Uniform traction boundary condition

Next, we examine the averaging relations when the RVE is subjected to uniform traction boundary conditions. In particular, the following examples consider an applied
M
M
M
M
macroscopic traction of PM = [P11
, P12
; P21
, P22
]=[1, 0; 0, 0] GPa for a simple extenM
M
M
M
sion mode and PM =[P11
, P12
; P21
, P22
]=[0, 1; 1, 0] GPa for a simple shear mode.

The loading step size is set to 0.1GPa when the non-zero stress component is smaller
than 0.4 GPa, and to 0.01GPa in the following range. Figure 2.5(a) and (b) shows
the deformed meshes of RVE for both modes of deformation.
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(a) Simple extension mode

(b) Simple shear mode

Figure 2.5: Deformed meshes for simple extension mode and simple shear mode under
uniform traction boundary condition.

The components of the stress tensor and the deformation tensor at the last step
of deformation for all the elements have been listed in Tables A.5 and A.6 of the
Appendix for simple extension mode and simple shear mode, respectively. The results
indicate that the volume average of the stress tensor is exactly equal to PM , up to
the machine precision, verifying the discrete stress averaging result derived in Section
2.3.3.
Similarly, the Hill-Mandel condition is verified numerically. For simple extension
mode, the micro- and macro-work coincide and are equal to
t

t

∫t ⟨P ∶ Ḟ⟩ dt = ∫t ⟨P⟩ ∶ ⟨Ḟ⟩ dt = 3.726695734E6 Pa,
0

(2.53)

0

whereas for the simple shear mode,
t

t

∫t ⟨P ∶ Ḟ⟩ dt = ∫t ⟨P⟩ ∶ ⟨Ḟ⟩ dt = 1.192942091E7 Pa.
0

2.5.3

(2.54)

0

Discussion

The numerical examples above validate the satisfaction of the stress and strain averaging relations as well as Hill-Mandel condition under standard finite element discretization regardless of the size of the RVE or the mesh refinement. The energetic
consistency relation, i.e. ⟨P ∶ Ḟ⟩ = ⟨P⟩ ∶ ⟨Ḟ⟩, is demonstrated for stresses and strains
that belong to the same boundary value problem, as this is often its primary use. Yet,
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this relation only requires a compatible deformation gradient and a stress tensor in
equilibrium that share the same finite element discretization. They are not required
to be related to each other, as shown in the analytical derivations.

2.6

Concluding remarks

In summary, the averaging relations needed to establish the consistency between
the two levels of description in computational homogenization methods (FE2 ) are
shown to hold exactly under standard finite element discretizations. These are the
stress and strain averaging relations as well as Hill-Mandel condition of energetic
consistency. The proofs are performed in the finite kinematic setting, for generality,
and are shown to hold for the three standard types of boundary conditions (affine
displacement, uniform stress and periodic boundary conditions) for static or dynamic
loading without any further kinematic constraints. The analytical proofs are further
supported by numerical examples of a highly asymmetric RVE with a coarse finite
element discretization. This work provides a solid foundation to the applications
of Hill’s averaging theorems in RVE-based multiscale finite element methods with
conventional Dirichlet, Neumann or periodic boundary conditions.
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Chapter 3
Dynamic homogenization of elastic
metamaterials
This chapter will present a variational coarse-graining framework in the spirit of FE2
methods to study the dynamic behavior of heterogeneous structures. Applications will
include layered structures, resonant metamaterials with spatio/temporal modulation
as well as atomistic systems.

3.1

Introduction

In this chapter, we first propose a variational coarse-graining strategy that is capable
of considering micro-inertia effect. This is achieved via a unified treatment of the
homogenization problem that is applicable to static or dynamic loading conditions,
elastic or inelastic constitutive relations as well as continuous or discrete material
representations. The method delivers as an outcome the macroscopic balance laws
(i.e. these are not assumed a priori), which are in general not in closed form1 , together
with the generalization of Hill’s averaging relations to the dynamic setting. These
micro-macro relations include, in the dynamic case under consideration, both, the
expression of the macroscopic stresses and linear momentum as a function of the microscopic fields. The method further delivers a numerical strategy for the multiscale
1

Meaning, dependent exclusively on the macroscopic stresses and macroscopic displacement field.
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problem when exercised over the microscopic balance laws discretized in space and
time. We note that the only assumptions are a generalized version of the conservation
of energy through the scales and the choice of boundary conditions for the RVE as
a function of the macroscopic fields. To the best of the author’s knowledge, some of
the distinctive features of the proposed approach include its variational structure, its
seamless treatment of the static/dynamic loading and discrete/continuous systems
and its capability to automatically deliver the macroscopic balance laws for arbitrarily complex constitutive relations. The numerical strategy to tackle the multiscale
problem also appears to be novel.
The proposed theoretical framework is applied to three classes of examples: one
dimensional layered composites, resonant metamaterials with space/time modulation,
and atomistic systems. These examples are not meant to showcase the full capability
of the method, but rather to serve as proof of concept examples that demonstrate
that the proposed approach is computationally realizable, that it can capture dispersive effects and size dependencies associated to the dynamic behavior as well as its
capability to deal with continuous and discrete systems, and structures with strong
spatiotemporal modulation. Interestingly, the macroscopic stress formula derived for
the molecular dynamics example using the variational strategy coincides with the
well-known Virial stress when the system is in thermodynamic equilibrium.
We further use the computational homogenization strategy to understand the
frequency response of graded metamaterials. More specifically, our numerical results
indicate the maximum displacement after 3 periods of the excitations provides a
qualitative measure of the absorption properties of the material. The results are
compared with the bandgap structure of non-modulated microstructures showcasing
the suitability of the proposed strategy.
The outline of this Chapter is as follows. We begin by presenting the variational
coarse-graining framework for dynamic homogenization. Next, we analyze the convergence properties of the numerical scheme, its computational cost, and analyze the
real time response of various heterogeneous structures. In all cases, a one-to-one
comparison of the results with those obtained via single scale finite element simula31

tion are presented. Finally, the frequency response of various of these structures are
compactly presented and some conclusions are provided.

3.2

Problem setting

Similar to Chapter 2, the analyses in the following sections are presented in the large
deformation setting in the interest of generality, and cast in the standard Lagrangian
description of deformable bodies. Mathematically, the position at time t of every
material point X in the reference configuration Ω0 is given by x = ϕ(X, t) and the
deformation gradient F is locally defined as F = ∇ϕ. In the dynamic case (the static
case being an obvious particularization), the deformation mapping ϕ(X, t) is required
to satisfy the following initial boundary value problem
∇ ⋅ P = ρ0 ϕ̈,

in Ω0 ,

(3.1)

ϕ = ϕ̄,

on ∂Ω0,1 ,

(3.2)

PN = T̄,

on ∂Ω0,2 ,

(3.3)

ϕ(X, t = 0) = ϕ0 (X), ϕ̇(X, t = 0) = V0 (X),

in Ω0 ,

(3.4)

where ϕ̄ and T̄ are the prescribed deformation mapping and the prescribed traction, respectively, and ϕ0 (X) and V0 (X) are the initial position and velocity fields.
Additionally, P denotes the first Piola-Kirchhoff stress tensor, ρ0 is the density per
unit volume in the reference configuration, N is the outward unit normal to the domain Ω0 , and ϕ̇ and ϕ̈ denote the material velocity and acceleration respectively,
i.e. ϕ̇ =

∂ϕ
∂t (X, t)

and ϕ̈ =

∂2ϕ
∂t2 (X, t).

As usual, it is assumed for simplicity that the

boundary of the domain satisfies ∂Ω0 = ∂Ω0,1 ∪ ∂Ω0,2 , and ∂Ω0,1 ∩ ∂Ω0,2 = ∅.
In order to differentiate the two scales in the FE2 method, the superscript M will
be used to differentiate the variables at the two scales in the FE2 method, i.e. variables with superscript M stand for the macroscopic fields, whereas no superscript
will be used for the microscopic quantities, following the notation used in previous
Chapter. Consequently, ∇M will be used to denote the gradient with respect to the
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coordinates XM , and ΩM
0 will denote the macroscopic domain in the reference configuration. In addition, ⟨⋅⟩ =

1
∣Ω0 ∣

∫Ω0 ⋅ dV is defined as volumetric average operator, where

∣Ω0 ∣ represents the volume associated to Ω0 and dV is the volume differential. When
needed, the surface differential will be denoted by dS. Standard indicial notation will
be used in the derivations. Lower case indices will refer to the deformed configuration
and upper case indices for the reference configuration. When derivatives are present,
no distinction will be made in the indices with regard to the scale (macroscopic or
microscopic). It will be clear from the context whether the indices refer to ∇ or ∇M .

3.3

Variational coarse-graining procedure

FE2 methods have long be used to simulate the quasi-static behavior of heterogeneous media, such as polycrystalline metals (Miehe et al. 1999, Roters et al. 2010),
damage and failure analysis (Verhoosel et al. 2010, Reina et al. 2013), material and
structural instabilities (Miehe, Schröder & Becker 2002, Nezamabadi et al. 2009),
coupling to electric and/or magnetic fields (Javili et al. 2013, Schröder et al. 2016),
and thermomechanical problems (Özdemir et al. 2008). Under static conditions, the
homogenization procedure for hyperelastic materials enjoys a variational formulation:
the RVE solution follows the principle of minimum potential energy
ϕ(FM ) =

argmin
ϕ∶{ϕ=FM X+ϕ̃ on ∂Ω0 , ϕ̃ periodic}

∫Ω W (X, ∇ϕ) dV

→

∇⋅(

0

∂W
) = ∇ ⋅ P = 0,
∂F
(3.5)

where W is the strain energy density and periodic boundary conditions have been considered, while the macroscopic boundary value problem obeys the following minimum
principle
ϕM =

argmin
ϕM ∶{ϕM =ϕ̄M on∂ΩM
0,1 }

ΠM ,

ΠM = ∫

ΩM
0

W M (FM ) dV M − ∫

∂ΩM
0,2

t̄M ⋅ ϕM dS M (3.6)

with
W M (FM ) = ⟨W (X, F(FM ))⟩ .
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(3.7)

That is, PM satisfies the macroscopic equilibrium equations
⎧
M
⎪
⎪
δΠM
⎪ ∇M ⋅ PM = 0, in Ω0 ,
=
0
→
⎨
⎪
M
δϕM
M M
M
⎪
⎪
⎩ P N = t , on ∂Ω0,2 ,

with PM = ⟨P⟩,

and FM = ⟨F⟩. This last relation naturally follows from the RVE boundary conditions
and a simple application of the divergence theorem.
The homogenization procedure just presented has been extended to include a wide
range of non-hyperelastic constitutive relations like non-Newtonian viscosity, strain
rate sensitivity or arbitrary flow and hardening rules by means of variational constitutive updates (Ortiz & Stainier 1999, Miehe, Schotte & Lambrecht 2002). More precisely, upon temporal discretization (tn+1 = tn +∆t), the stresses in these materials may
n+1
n+1
be derived from a pseudo-elastic strain energy density Weff
= Weff
(Fn+1 ; Fn , Qn ),
n+1
i.e. Pn+1 = ∂Weff
/∂Fn+1 , where Qn are the values of the internal variables at time tn .

The homogenization strategy then proceeds as above with Weff in place of the regular
strain energy density.
Similarly, we further extended the above variational coarse-graining procedure to
include micro-inertia effects by casting the dynamic evolution equations, discretized
in time, as in incremental static problem. We here present the procedure for an
implicit Newmark’s scheme, while the analogous results for an explicit scheme can
be found in Liu & Reina (2017). But before doing so, we remark that the periodic
boundary conditions for the RVE shall read as (Ricker et al. 2009, Reina 2011)
ϕ = ϕM + FM X + ϕ̃,

on ∂Ω0 ,

(3.8)

where the term ϕM does not play any role in static homogenization and it is thus
obviated in general, but becomes important under dynamic conditions. It informs the
RVE of the time dependent macroscopic translation, while the rotation is included in
FM .
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3.3.1

Rationale towards a variational coarse-graining procedure for dynamic homogenization.

The rationale towards extending the variational homogenization procedure to the
dynamic setting strongly parallels that of non-hyperelastic materials discussed in the
previous section and it is summarized in Fig. 3.1. More precisely, the strategy will
first consist on recasting the microscopic incremental dynamic problem at every time
step tn+1 in a form that is fully analogous to that of a hyperelastic material under
static loading. This translates into identifying an incremental effective microscopic
strain energy density from which the dynamic microscopic equilibrium equations at
the RVE level can be obtained when subjected to Dirichlet or periodic boundary
conditions, i.e.
ϕn+1 = ϕM,n+1 + FM,n+1 X + ϕ̃n+1 , on ∂Ω0 , with ϕ̃n+1 zero or periodic, respectively.
(3.9)
n+1
However, the dependency of a strain energy density of the form Weff
(ϕn+1 , Fn+1 )

on both ϕn+1 and Fn+1 precludes a full analogy to a hyperelastic media. To circumvent
this problem, we recall that the classical variational homogenization scheme also
holds under a finite element discretization, for which the strain energy density of
hyperelastic materials is of the form W (ϕa ). It then suffices to spatially discretize
the dynamic problem using a finite element scheme, in addition to the temporal
discretization, to obtain an effective strain energy density of the same functional
n+1
form, i.e. Weff
(ϕn+1
a ).

Once the full analogy to a hyperelastic static problem has been established, the
homogenization procedure follows as described in the previous section. More precisely,
the macroscopic strain energy density becomes
M,n+1
n+1
(ϕ∗,n+1
(ϕM,n+1 , FM,n+1 ) , X) ⟩,
Weff
(ϕM,n+1 , FM,n+1 ) = ⟨Weff
a
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(3.10)

Variational formulation of the time-discretized
dynamic problem
(Radovitzky and Ortiz, 1999)
Z
n+1
n+1
n+1
min
⇧
['
]
=
We↵
('n+1 , Fn+1 ) dV
n+1
'

⌦0

!'

⇤,n+1

='

⇤,n+1

'M,n+1 , FM,n+1

Analogy to a discrete hyperelastic static
problem via FE discretization
Z
n+1
n+1
n+1
min
⇧
['
]
=
We↵
('n+1
) dV
a
a
n+1
'b

⌦0

! '⇤,n+1
= '⇤,n+1
'M,n+1 , FM,n+1
a
a

Assumption:
'M,n+1 satisfies principle of minimum potential
energy, with strain energy density of the form
n+1
W M,n+1 ('M,n+1 , FM,n+1 ) = hWe↵
'⇤,n+1 , F⇤,n+1 i

'⇤,n+1 = '⇤,n+1 ('M,n+1 , FM,n+1 )
F⇤,n+1 = r'⇤,n+1

Application of the variational static
(discrete) homogenization procedure
(Liu and Reina, 2016)
W

M,n+1

('M,n+1 , FM,n+1 ) =
n+1
hWe↵
'⇤,n+1
('M,n+1 , FM,n+1 ) i
a

Macroscopic evolution equations
Averaging relations in the dynamic setting

Figure 3.1: Schematic of the rationale for the variational coarse-graining procedure
under dynamic loading. The minimization operations indicated in the flow chart are
understood to be performed in the space of microscopic displacement fields satisfying
the boundary conditions ϕn+1 (X) = ϕM,n+1 + FM,n+1 X + ϕ̃n+1 , for X ∈ ∂Ω0 , with ϕ̃n+1
zero or periodic.

and the macroscopic equilibrium equations read
∇M ⋅

M,n+1
M,n+1
∂Weff
∂Weff
=
,
∂FM,n+1
∂ϕM,n+1

(3.11)

M,n+1
M,n+1
where ∂Weff
/∂ϕM,n+1 and ∂Weff
/∂FM,n+1 can be evaluated from the definition
M,n+1
of Weff
and the microscopic equilibrium equations.

Finally, we will assume that the coarse-graining scheme also holds in the spatially
n+1
continuous setting, i.e. with Weff
(ϕn+1 , Fn+1 ), and observe, that the results coincide,

after discretization, with the previously obtained one. This will therefore demonstrate
that the operations of averaging and discretization commute, as could be expected,
cf. Fig. 3.1.
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3.3.2

RVE problem with Newmark method

We consider a Newmark scheme for time discretization. The microscopic dynamic
equations of motion, cf. Eq. (3.1), then read (Newmark 1959, Belytschko & Hughes
1983)
1
ϕn+1 = ϕn + ∆tϕ̇n + ∆t2 [( − β) ϕ̈n + β ϕ̈n+1 ]
2
ϕ̇n+1 = ϕ̇n + ∆t [(1 − γ)ϕ̈n + γ ϕ̈n+1 ]

(3.12)

ρ0 ϕ̈n+1 = ∇ ⋅ Pn+1 ,
where β and γ are the Newmark’s parameters. The specific case β = 0 and γ = 0,
corresponds to a classical explicit time discretization scheme, while the method is
unconditionally stable if γ ≥ 0.5 and β ≥ (2γ + 1)2 /16. The parameter γ is usually
chosen as 0.5 to avoid damping introduced by numerical scheme (Hughes et al. 1979,
Subbaraj & Dokainish 1989). For β ≠ 0, which is the case of interest here, these
equations may be combined to deliver (Radovitzky & Ortiz 1999)
ρ0
ϕn+1 − ∇ ⋅ Pn+1 = ρ0 B̄n+1
β∆t2

(3.13)

with
B̄n+1 =

1
1
[ϕn + ∆tϕ̇n + ( − β) ∆t2 ϕ̈n ]
2
β∆t
2

(3.14)

an effective body force. This equation has a variational structure akin to the principle
of minimum of potential energy, with effective strain energy density (Radovitzky &
Ortiz 1999)
n+1
Weff
(ϕn+1 , Fn+1 ) =

1 ρ0
∣ϕn+1 ∣2 + W (∇ϕn+1 ) − ρ0 B̄n+1 ⋅ ϕn+1 .
2 β∆t2

(3.15)

We remark that an explicit Newmark scheme (β = 0 and γ = 0) also has a variational structure. In particular, the solution of the RVE problem at time tn+1 is given
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by the minimum of the following potential,
∣ϕn+1 − ϕn+1,pre ∣2
+ Pn ∶ ∇ϕn+1 ] dV,
∆t2
Ω0
ϕn+1 − ϕn+1,pre
= ∇ ⋅ Pn , for X ∈ Ω0 ,
→ 2ρ0
2
∆t

Π[ϕn+1 ] = ∫

[ρ0

(3.16)

where ϕn+1,pre ∶= ϕn + ∆t ϕ̇n . The effective strain energy density, can therefore be
readily identified as the integrand of the potential energy in Eq. (3.16),
n+1
Weff
(ϕn+1 , Fn+1 ) = ρ0

− ϕn+1,pre
∣2
∣ϕn+1
a
a
+ W (∇ϕn+1 ).
∆t2

(3.17)

n+1
In either the explicit or implicit Newmark scheme, Weff
depends on both ϕn+1 and
n+1
Fn+1 . Although the dependence of Weff
on ϕn+1 precludes a complete analogy with

a static problem, this may be circumvented by using a finite element discretization,
n+1 the
i.e. ϕn+1 (X) ≃ ∑a ϕn+1
a Na (X), where Na (X) are the shape functions and ϕa
n+1
n+1
associated coefficients. In this case, Weff
(ϕn+1 , Fn+1 ) ≃ Weff
(ϕn+1
a ), in complete

analogy to a discrete static problem, over which the homogenization procedure can
also be shown to hold exactly, see Chapter 2.
We consider in the following a classical C 0 finite element discretization for the
RVE problem, where the shape functions satisfy (Hughes 2012) the classical Kronecker delta property, Na (Xa′ ) = δaa′ , partition of unity, ∑a Na (X) = 1 and linear
field reproduction, ∑a Xa Na (X) = X. These relations further imply ∑a Na,J = 0, and
∑a XaQ Na,J = δQJ , which will be used in some of the later derivations. We will also
split the full set of nodes {a}, for convenience, into the nodes pertaining to the boundary of the domain {c} and those belonging to the interior {b}. With these definitions
in mind, the contour nodes {c} obey, cf. Eq. (3.9),
ϕn+1
= ϕM,n+1 + FM,n+1 Xc + ϕ̃c ,
c

with ϕ̃n+1
periodic,
c

(3.18)

and ϕ̃n+1
and ϕn+1
satisfy the weak form of the equilibrium equations, for implicit
c
b
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Newmark method, obtained as
ϕn+1
= argmin ∫
a
ϕn+1
a

Ω0

n+1
n+1
Weff
(∑ ϕn+1
a Na , ∑ ϕa ∇Na ) dV
a

a

→∫

[

ρ0
( ∑ ϕn+1 Na )Nb + PiJn+1 Nb,J − ρ0 B̄in+1 Nb ] dV = 0,
β∆t2 a ai

→∫

[

ρ0
( ∑ ϕn+1 Na )Nc + PiJn+1 Nc,J − ρ0 B̄in+1 Nc ]δ ϕ̃n+1
ci dV = 0,
β∆t2 a ai

Ω0

Ω0

(3.19)

and for explicit Newmark method, it reads
→∫
→∫

Ω0

Ω0

[

2ρ0
2ρ0
n+1
( ∑ ϕn+1
( ∑ ϕn+1,pre
Na )Nb ] dV = 0,
ai Na )Nb + PiJ Nb,J −
2
2
∆t a
∆t a ai

[

2ρ0
2ρ0
n+1
( ∑ ϕn+1
( ∑ ϕn+1,pre Na )Nc ]δ ϕ̃n+1
ai Na )Nc + PiJ Nc,J −
ci dV = 0,
2
∆t a
∆t2 a ai
(3.20)

with δ ϕ̃n+1
periodic. The equilibrium nodal values may thus be written as a function
c
of the macroscopic fields ϕM,n+1 and FM,n+1 , i.e. ϕan+1 = ϕn+1
(ϕM,n+1 , FM,n+1 ).
a

3.3.3

Macroscopic problem

Now that the incremental dynamic problem is cast as a hyperelastic static problem,
we proceed with the classical variational coarse-graining procedure. That is, the
(incremental) macroscopic problem follows
ϕM,n+1 =
M,n+1

Π

argmin

ΠM,n+1 ,

ϕM,n+1 ∶{ϕM,n+1 =ϕ̄M,n+1 on∂ΩM
01 }

=∫

ΩM
0

(3.21)

M,n+1
(ϕM,n+1 , FM,n+1 )
Weff

dV

M

−∫

∂ΩM
02

t̄

M,n+1

⋅ϕ

M,n+1

M

dS ,

where
M,n+1
n+1
(ϕn+1
(ϕM,n+1 , FM,n+1 ) , X) ⟩,
Weff
(ϕM,n+1 , FM,n+1 ) = ⟨Weff
a
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(3.22)

n+1
defined as in Eq. (3.15) or Eq. (3.17) depending on the time discretization
with Weff

used. The macroscopic equilibrium equations are then given by
M,n+1
M,n+1
∂Weff
∂Weff
M
−∇
⋅(
) = 0,
∂ϕM,n+1
∂FM,n+1

in ΩM
0

and

(

M,n+1
∂Weff
) NM = t̄M,n+1 ,
∂FM,n+1

on ∂ΩM
0,2 ,
(3.23)

M,n+1
M,n+1
M,n+1
,
/∂FM,n+1 follow from the definition of Weff
/∂ϕM,n+1 and ∂Weff
where ∂Weff

cf. Eq. (3.22) and the microscopic equilibrium equations and boundary conditions,
cf. Eqs. (3.18-3.20),
M,n+1
∂Weff
= ⟨ρ0 ϕ̈n+1 ⟩,
∂ϕM,n+1

PM,n+1 = ⟨Pn+1 + ρ0 ϕ̈n+1 ⊗ X⟩.

(3.24)

M,n+1
M,n+1
Next, we derive the above expressions for ∂Weff
/∂ϕM,n+1 and ∂Weff
/∂FM,n+1

for the implicit Newmark method as an example (the explicit scheme being analogous
and described in detail in Liu & Reina (2017)). We start by taking variations of
M,n+1
Weff
, cf. Eq. (3.22) and obtain

n+1
(ϕM,n+1 , FM,n+1 )) ⟩
(ϕn+1
δ⟨Weff ⟩ =∣Ω0 ∣δ⟨Weff
a

=∫
=∫

∑ δϕn+1
ai [

ρ0
n+1
n+1
Na ] dV
( ∑ ϕn+1
a′ i Na′ )Na + PiJ Na,J − ρ0 B̄i
2
β∆t a′

∑ δϕn+1
ci [

ρ0
n+1
Nc,J − ρ0 B̄in+1 Nc ] dV,
( ∑ ϕn+1
′ Na′ )Nc + PiJ
β∆t2 a′ a i

Ω0 a

Ω0 c

(3.25)

where the set of nodes {a} has been split between nodes at the boundary ({c}) and
interior nodes ({b}), and we have made use of Eqs. (3.19). Using next, the boundary
conditions, cf. Eq. (3.18), and again the the weak form of the microscopic equilibrium
equations, cf. Eq. (3.19), to expand the sum over the full set of nodes, we obtain
δ⟨Weff ⟩ = ∫

M,n+1

∑ δϕi

Ω0 a

+∫

[

ρ0
n+1
n+1
( ∑ ϕn+1
Na ] dV
a′ i Na′ )Na + PiJ Na,J − ρ0 B̄i
2
β∆t a′

M,n+1

∑ δFiQ

Ω0 a

XaQ [

ρ0
n+1
( ∑ ϕn+1
Na,J − ρ0 B̄in+1 Na ] dV.
′ Na′ )Na + PiJ
β∆t2 a′ a i
(3.26)
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Using the properties of the shape functions, discussed in Section 3.3.2, the expression
simplifies to
δ⟨Weff ⟩ =δϕM,n+1
∫
i

Ω0

[

M,n+1
+ δFiQ
∫

ρ0
n+1
( ∑ ϕn+1
] dV
′ Na′ ) − ρ0 B̄i
β∆t2 a′ a i

ρ0
n+1
n+1
( ∑ ϕn+1
XQ ] dV,
[
a′ i Na′ )XQ + PiQ − ρ0 B̄i
2
β∆t
Ω0
a′

(3.27)

from which we can identify the sought-after relations
M,n+1
∂Weff
ρ0
n+1
=
⟨
( ∑ ϕn+1
⟩
a Na ) − ρ0 B̄
M,n+1
2
∂ϕ
β∆t a

=⟨

ρ0
1
{ ∑ [ϕn+1
− ϕna − ∆tϕ̇na − ∆t2 ( − β)ϕ̈na ]Na }⟩
a
2
β∆t
2
a

(3.28)

= ⟨ρ0 ϕ̈n+1 ⟩
PM,n+1 =

M,n+1
∂Weff
ρ0
= ⟨Pn+1 + [
( ∑ ϕn+1 Na ) − ρ0 B̄n+1 ] ⊗ X⟩
M,n+1
∂F
β∆t2 a a

(3.29)

= ⟨Pn+1 + ρ0 ϕ̈n+1 ⊗ X⟩.
Similarly, for the explicit Newmark method, we have

P

M,n

M,n+1
∂Weff
ϕn+1 − ϕn+1,pre
=
⟨2ρ
⟩ = ⟨ρ0 ϕ̈n ⟩,
0
M,n+1
2
∂ϕ
∆t

(3.30)

M,n+1
∂Weff
ϕn+1 − ϕn+1,pre
n
=
=
⟨P
+
(2ρ
) ⊗ X⟩ = ⟨Pn + ρ0 ϕ̈n ⊗ X⟩,
0
∂FM,n+1
∆t2

(3.31)

which were the sought-after relations. The expression (3.29) and (3.31) obtained
for the macroscopic stress tensor coincides with that obtained by others (Molinari
& Mercier 2001, Ricker et al. 2009, Reina 2011, Pham et al. 2013, De Souza Neto
et al. 2015, Liu & Reina 2016) and differs from the classical static homogenization
results. It consists of the average of the microscopic stress tensor and an often-called
dynamic part (Molinari & Mercier 2001, Jacques et al. 2012), as it includes the effects
of micro-inertia. The meaning and importance of each of these two terms in their
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contributions to PM will be analyzed in Sections 3.4.6, 3.5.2 and 3.6, in the context
of the three types of examples analyzed (layered structures, resonant metamaterials
and atomistic systems).
M,n+1
M,n+1
After deriving the expressions of ∂Weff
/∂ϕM,n+1 and ∂Weff
/∂FM,n+1 , the

macroscopic problem may then be solved, as well, by means of a finite element discretization, i.e. ϕM,n+1 (XM ) ≃ ∑A ϕM,n+1
NAM (XM ), where NAM are the macroscopic
A
shape functions. Assuming Dirichlet boundary conditions for the macroscopic problem, the weak form of the equilibrium equations read
M,n+1

M,n+1
FBi

M,n+1

∂ΠM,n+1
M ∂Weff
M
M ∂Weff
=
=
N
dV
+
N
dV M = 0,
∫
∫
B
B,J
M,n+1
M,n+1
M,n+1
M
M
Ω0
Ω0
∂ϕBi
∂ϕi
∂FiJ

(3.32)

which may be solved by resorting to a Newton-Raphson iterative procedure. Namely,
the solution at time step tn+1 and iteration k reads

ϕM,n+1,k+1
Bi

The Hessian

M,n+1,k
∂FBi

∂ϕM,n+1
B′ j

=

=

ϕM,n+1,k
Bi

∂ 2 ΠM,n+1,k
∂ϕM,n+1
∂ϕM,n+1
Bi
B′ j

⎡ M,n+1,k ⎤−1
⎥
⎢ ∂F
.
− ⎢⎢ BiM,n+1 ⎥⎥ FBM,n+1,k
′j
⎢ ∂ϕB ′ j ⎥
⎦
⎣

(3.33)

can be computed explicitly, and such derivation

is carried out in Appendix B.1 and B.2 depending on the time discretization scheme
used. Particularly, it will be shown that for explicit Newmark method, as long as
the materials density is time independent, the Hessian is exclusively dependent on
the spatio-temporal discretization of the micro and macro problem, and therefore,
independent of k. This leads to a quasi-explicit computational procedure that simultaneously solves both the micro and the macro scale problems. For implicit Newmark
method, the Hessian depends on both the spatio-temporal discretization and the constitutive relations of the microstructure, but it would be still constant for linear elastic
structures with no time modulation, in which case it can be precomputed at the beginning of the simulation. The schematic figure of the multiscale solver is displayed
in Fig. 3.2.
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M
• Compute macro Hessian: CBiB
0j =

M
@FBi
@'M
B0 j

• Compute localization tensor for the nodal degrees of freedom: PbA
t0 = 0
• Initialization of micro and macro nodes

tn+1 = tn +

t

Newton-Raphson Method

• Apply increment to the macro boundary conditions

M,n
• Compute macro force FBi

• Update macro nodes 'M,n+1
= 'M,n
Bi
Bi
• Update micro nodes
'n+1
=
ci

X

M,n
CBiB 0 j FB
0j

'M,n+1
NAM +
Ai

A

X

M
'M,n+1
NA,J
XcJ
Ai

A

'n+1
= PbA 'M,n+1
Ai
bi

Figure 3.2: Flow chart of the multiscale scheme.

3.4

Numerical results of layered structures

In this section we exemplify the computational homogenization strategy previously
outlined over a one-dimensional layered composite with periodic excitation, as a proof
of concept example. This problem has been extensively studied in the literature
and is thus ideal to assess the reliability of the coarse-grained procedure to capture
dispersion effects and their relation to the microstructure. In all cases, the results will
be compared with those obtained via standard single-scale finite elements to assess
their accuracy. The convergence in space and time of the multiscale scheme will also
be quantified and the effect of the static and dynamic part of the stresses towards the
dispersive behavior will be carefully examined. For this simple example, an explicit
time discretization will be used.
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3.4.1

Description of the case study and numerical discretization

We study the dynamic behavior of a one-dimensional heterogeneous elastic bar with
periodic microstructure, as shown in Fig. 3.3. The periodic unit cell, of size l, is
composed of two sequential layers of distinct materials, with Young’s modulus E1 and
E2 , densities per unit length ρ1 and ρ2 , and volume fractions s and 1−s, respectively.
The total length of the bar is L and the period of the microstructure l is considered
to satisfy l ≪ L. The bar is initially unloaded with zero initial displacement and
velocity. The left boundary of the bar is fixed, while an external time-dependent
displacement boundary condition u(t)=U [1−cos(2πf t)] is applied on the right end,
where U is the displacement amplitude and f denotes the loading frequency.

Figure 3.3: (a) 1-D model for standard finite element analyses. (b) Macroscopic 1-D
model and RVE for multiscale simulations.

This problem will be analyzed with both, a standard finite element solver and
with the FE2 procedure, cf. Figs. 3.3(a) and (b) respectively. For the standard solver,
the bar is discretized into ns −1 elements of identical size Hs = L/(ns −1) and linear
shape functions are used to approximate the displacement field. Similarly, for the
FE2 method, the domain is divided at the macroscopic scale into N −1 elements of
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size H = L/(N −1); and linear shape functions are used as a basis for the discretization
of the macro-fields. Two quadrature points are then considered in each element to
obtain an exact integration of all the matrices participating in the numerical strategy
(Stroud 1974); and a representative volume element (RVE) is assigned to each of
them, cf. Fig. 3.3(b). Since the structure is periodic, the RVE can be appropriately
selected as a unit cell, i.e. HR = rH = l, where r = HR /H is the ratio between the size of
the RVE and the size of the macro element. Three RVEs will be considered and these
are shown in Fig. 3.3(b). RVE A of Fig. 3.4 will be the primary microstructure used,
whereas RVE A’ and B will be used in Sections 3.4.4 and 3.4.5 to analyze the effect
of the microstructure and the RVE choice, respectively, on the dynamic response of
the layered composite. These RVEs are discretized into n−1 elements, and the origin
of the local coordinate system is set in the center of mass of the RVE. Linear shape
functions are as well used for approximating the microscopic displacement field.

Figure 3.4: Representative volume elements used in the numerical analyses. They
consist of alternating layers of two materials, whose properties are depicted on the
right of the figure. RVE A and A’ are self-similar and only differ on a length scale.
RVE A and B represent identical microstructures and exclusively differ on the order of
the sublayers. All RVEs have identical static effective properties, with ρeff = 505 kg/m,
Eeff = 0.182 GPa and ceff = 600 m/s.

The specific numerical values for the geometric, material and loading parameters
for each simulation will be appropriately indicated in the caption of each figure. In
any case, comparisons between single and multiscale finite element simulations will
be performed using an identical time step and spatial discretization that guarantee
the same number of nodes at each layer of the composite or RVE.
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3.4.2

Convergence analyses and self-consistency

The numerical convergence of the multiscale scheme is explored for both the spatial
and temporal discretization. The results are represented in Fig. 3.5, where the L2
norm of the error in the displacement field is shown as a function of the number
of macroscopic nodes N and the time step ∆t, respectively. Note, The L2 norm of
1/2

the displacement error is defined as ∥ϕh − ϕexact ∥L2 = (∫Ω0 ∣ϕh − ϕexact ∣2 dV )

, where

ϕh represents the numerical solution and ϕexact the exact one. The results reveal
an approximately quadratic convergence rate in space, and a linear convergence in
time, analogously to what is expected for a single scale finite element simulation with
similar spatio-temporal discretization (Strang & Fix 1973, Wood 1990). Additionally,
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Figure 3.5: (a) Spatial and (b) temporal convergence analysis of the L2 norm of the
displacement error for the multiscale solver. The parameters for the simulation are
L = 6 m, RVE A, n = 5, f = 140 Hz and U = 0.2 m. For (a) the time step is fixed at
∆t = 1 × 10−7 s, while for (b) the number of macroscopic nodes is fixed at N = 16,
r = 0.6.

as a sanity check, the results of the quasi-explicit multiscale solver and the explicit
standard solver are compared for a homogeneous material, where any sensible spatial
coarse-graining procedure shall leave the results invariant up to numerical errors. The
effective material properties of the microstructure previously analyzed are chosen for
the homogeneous bar, and, for consistency, both solvers use an identical macroscopic
discretization. The displacement along the homogeneous bar at t = 1/f is plotted in
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Fig. 3.6(a) for the standard and the multiscale solver, showing an excellent agreement
between them. The difference between the two solutions is quantified and shown in
Fig. 3.6(b) as a function of the ratio r in the multiscale solver. As expected, the error
converges to zero as the ratio r is decreased.
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Figure 3.6: Consistency between the multiscale and the standard solver for a homogeneous bar: (a) comparison of the macroscopic displacement along the bar, with
r = 0.5; (b) L2 norm of the displacement difference as a function of r. The parameters
for the simulation are N = ns = 16, n = 5, E = 0.182 GPa, ρ = 505 kg/m, f = 105 Hz,
U = 0.2 m, ∆t = 1×10−7 s and t = 1/f .

3.4.3

Dynamic response and consistency with standard solver
solution

Heterogeneous periodic materials are known to have a frequency-dependent behavior
to wave propagation, and there may even be distinct frequency ranges in which no
wave can propagate (Kushwaha et al. 1993, Liu et al. 2000). For the microstructure
and the multiscale scheme associated to RVE A, the lower edge of the first of these
bandgaps (assuming an infinitely periodic microstructure) can be obtained with the
transfer matrix method (Camley et al. 1983) and results in f = 988.5 Hz. This frequency is out of the range of applicability of FE2 methods, which are constructed on
the premises of separation of length scales with respect to the primary wavelength2 .
2

This assumption is implicit in the boundary conditions of the RVE, whose behavior is considered
to depend on the local value of the macroscopic deformation mapping and deformation gradient,
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Yet, the dispersive nature of periodic materials is noticeable at lower frequencies, and
is here examined by plotting the maximum displacement envelope along the bar over
a given time interval. For these analyses, the external loading is set to last for one period and the decay of the amplitude of the impulse is examined. Figure 3.7(a) shows
these results in the entire heterogeneous structure during a time span t = 1/f for a
relatively low frequency. The final time is set to guarantee that the wave propagation
does not reach the fixed end. It can be seen that the amplitude of the displacement
remains the same as that of the input excitation, indicating that no dispersion occurs
during the wave propagation. Only at the left end of the bar, the amplitude of the bar
sharply decreases to zero to comply with the displacement boundary conditions at
that end. At a higher loading frequency, wave scattering takes place. Figure 3.7(b)
shows that there exists approximately 12.5% dispersion in the maximum displacement in the structure at time 4.5/f . As indicated by the figures, the results at both,
low and high frequency, are in excellent agreement with the standard solver solution.
The zigzag shape obtained for the single scale FE solution is due to the discontinuous distribution of Young’s modulus along the bar, while the response given by the
multiscale solver is smooth, as expected.

3.4.4

Effect of the microstructure on the dynamic response
of the material

It is well known that materials with an equivalent static behavior, but with distinct
microstructures, do not necessarily have an identical response under dynamic loading.
In this section we analyze such differences with both the standard and the multiscale
solver. In particular, we consider RVE A and A’, depicted in Fig. 3.4, which are selfsimilar and therefore have the same effective static properties, but they differ in size.
Figure 3.8(a) depicts the envelope of maximum displacement along the bar, when it is
excited at a low frequency. It can be seen that for both, single and multiscale solver,
the results using these two RVEs are indistinguishable, as expected. However, when
i.e. ϕM and FM .
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Figure 3.7: Envelope of maximum displacement along the heterogeneous bar by the
standard and the multiscale solver (a) at low frequency, f = 105 Hz, over a time
period of t = [0, 1/f ]; and (b) at high frequency, f = 480 Hz, over t = [0, 4.5/f ]. The
parameters for the simulations are U = 0.2 m, RVE A, N = 19, n = 5, ns = 121, r = 0.6,
∆t = 1×10−7 s.

the loading frequency is increased, the response of both microstructures significantly
differ, cf. Fig. 3.8(b). In particular, as the microstructure becomes finer (RVE A’)
the heterogeneous material gradually resembles more closely a homogeneous material
where no dispersion occurs.
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Figure 3.8: Size effect on the dynamic response of heterogeneous materials. The
envelope of maximum displacement along the bar for RVE A and A’ is compared
at (a) low frequency (f = 105 Hz) over a time period of t = [0, 1/f ]; and (b) high
frequency (f = 480 Hz) within time period of t = [0, 4.5/f ], These RVEs correspond
to self-similar microstructures, with a different length scale. The parameters for
the simulation associated to RVE A are U = 0.2 m, N = 19, r = 0.6, n = 5, ns = 121,
∆t = 1×10−7 s, and the parameters associated to RVE A’ are U = 0.2 m, N = 28,
r = 0.6, n = 5, ns = 181, ∆t = 1×10−7 s.

3.4.5

Choice of the representative volume element

The selection of a suitable representative volume element for complex microstructures
is generally a difficult problem by itself that, even in the static setting, and it may
involve a detailed optimization procedure, see for example Balzani et al. (2014). The
periodicity of the layered material studied here naturally simplifies the choice of the
RVE to a unit cell from which the periodic structure may be recovered. Yet, there
still exists multiple choices of such cells, actually, an infinite number of them. All of
these choices are equivalent in the classical setting (static with no body forces), but
they are a priori distinct for general loading conditions.
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Figure 3.9: Effect of the RVE choice on the envelope of maximum displacement for a
given microstructure. The parameters for the simulation are U = 0.2 m, f = 480 Hz,
N = 19, n = 5, ns = 121, t = 4.5/f , ∆t = 1×10−7 s.

From all the possible RVE choices, two are favored because of their symmetry and
they correspond to RVE A and B in Fig. 3.4. These RVEs only differ in the order of
the sublayers: RVE A has the stiffer and denser sublayer (represented in grey) in the
middle section of the RVE, while RVE B has the softer and lighter sublayer arranged
in the central region. The dynamic response of the multiscale solver with both RVEs
is shown in Fig. 3.9 for two frequencies, showing an excellent agreement between
themselves and with the standard solver solution. The small differences between the
RVE A and B with the single finite element scheme is due to the order of sublayers,
and they will coincide with each other after every unit cell. As for the multiscale
solver, the order of sublayers does not influence the dispersion results, validating the
robustness of the framework with respect to, a priori, indistinguishable RVE choices
for the same microstructure.

3.4.6

Static and dynamic part of the stress tensor

As shown in the general framework of the multiscale numerical scheme, the macroscopic stresses associated to an RVE can be computed as
PM = ⟨P⟩ + ⟨ρ0 ϕ̈ ⊗ X⟩ = PM,static + PM,dynamic .
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(3.34)

It is comprised of the classical microscopic stress average, often called the static part
of the stress, PM,static , and an term dependent on the microscopic inertia, usually denoted as the dynamic part, PM,dynamic (Molinari & Mercier 2001, Jacques et al. 2012).
At low frequencies, the stress tensor of the material can be rigorously shown to be
equal to the static stress tensor, cf. Proposition 12.9 Cioranescu & Donato (1999),
and thus the contribution of the dynamic part is negligible. For a higher loading
frequency, the dynamic part is however expected to become more important. Figure
3.10(a) shows the contribution of both stress terms by presenting the ratio between
their amplitudes as a function of the loading frequency. Although the dynamic stress
becomes increasingly more important at larger frequencies, it is important to emphasize that the static part of the stress is also intrinsically dependent on whether the
micro displacement field follows the static or the dynamic evolution equations. In
other words, the expression of the static part of the stress is identical to the total
stress in a static setting, but its numerical value will differ in both scenarios. We
further note that RVE B has a larger amplitude of PM,dynamic than RVE A and A’,
consistently with Eq. (3.34), which indicates that the layers with larger densities have
a predominant role in the amplitude of the dynamic stresses. It is however difficult to
infer from the information of the figure the overall response of the material and its dispersive nature, as constitutive relations are also expected to be sensitive to the density
distribution. We recall that RVE A and B correspond to an identical microstructure,
and have the same temporal response and dispersive behavior, cf. Fig. 3.9.
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Figure 3.10: (a) Ratio between the amplitude of dynamic and static part of stress with
varying external frequencies for the microstructures associated to RVE A, A’ and B.
(b) Envelope of amplitude of static and dynamic stress along the bar within the time
period t = 4.5/f for RVEs A, A’ and B. The results of RVE A and B correspond to
the first RVE in the 17th macro element in the multiscale solver, while the results of
RVE A’ correspond to the first RVE in the 25th macro element. The parameters for
the simulation associated to RVE A and B are N = 19, r = 0.6, n = 5, ∆t = 1×10−7 s,
and the parameters associated to RVE A’ are N = 28, r = 0.6, n = 5, ∆t = 1×10−7 s.

We next proceed to understand the role of PM,static and PM,dynamic in the dispersion
of the media. To do this, we note that for a perfect periodic excitation of a homogeneous bar with linear elastic materials, the amplitude of the stress is proportional
to the amplitude of the displacement. We can thus represent the maximum stress
envelope for both contributions to the stresses along the bar and correlate their decay
to the dispersive nature of the heterogeneous material. Figure 3.10(b) precisely shows
these results for RVE A, A’ and B, and, interestingly, the static stresses have a more
significant contribution to the decay of the total stresses along the bar. These results
thus indicate that the labeling of the two contributions to the stresses as ‘static’ and
‘dynamic’ could be potentially misleading, as the so-called ‘static’ part can play a
crucial role in the dispersive nature of heterogeneous media.
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(a)

(b)

Figure 3.11: (a) Unit cell of locally resonant structure. The length of the square
unit cell is 21mm, and the radius of the lead particle and rubber/epoxy interface are
rlead =5mm and rrubber =7.5mm. (b) Schematic figure of a bar consisting of n unit cells
as it would be simulated with single and multiscale finite elements.

3.5

Numerical results of locally resonant structures

Inspired by the first experimental realization of elastic resonant metamaterial (Liu
et al. 2000), we consider periodically repeated unit cells of the type shown in Fig. 3.11(a).
They consist of an epoxy matrix and a lead particle coated with soft rubber, which
acts as the internal resonator (see caption for the geometrical details). The default
material parameters for these three phases are indicated in Table 3.5, and the dispersion relations for this two-dimensional unit cell are shown in Fig. 3.12(a). In our
studies, we will consider uniform as well as spatially modulated materials, for which
we will also use analogous unit cells, with a five times stiffer rubber (we denote this
factor as α, i.e. α = 5 in this case). This results in an increase of the resonant frequency of the lead particle, shifting the first bandgap to higher frequency values,
cf. Fig. 3.12(b) for the dispersion curve of such unit cell. It is worth noting here that
even though the values of α = 1 and α = 5 for the rubber layer lead to a significant
difference in the dynamic behavior of the microstructure, their static response will
not differ much due to the large discrepancy of the magnitude of the Young’s modulus
between the rubber layer and the epoxy matrix.
In all subsequent analyses, we consider a bar of n unit cells, as shown in Fig. 3.11(b).
The structure is fixed at the left end and it is excited at the right end in longitudinal
direction with displacement boundary conditions of the form u(t) = U [1 − cos(2πf t)],
with U = 0.5 mm. In views of the quasi-one dimensional nature of the problem, the
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ρ (kg/m3 )
λ (Pa)
11600
42.3 ×109
1300
6.01 ×105
1180
4.43 ×109

Lead
Rubber
Epoxy

µ (Pa)
14.89 ×109
4.00 ×104
1.59 ×109

Table 3.1: Material properties of locally resonant microstructure.

system is modeled within the multiscale scheme as one-dimensional for the macroscopic description, and one RVE is attached to each quadrature point. Both the single
and multiscale problems are carried out in plane strain conditions using the finite element library deal.II, version 8.3 (Bangerth et al. 2007), using 9-node quadrilateral
elements with 102 elements in each RVE; while the macroscopic domain is discretized
using linear shape functions. In addition, we take advantage of the symmetry of the
problem with respect to the center line of the beam, to simulate exclusively upper
half of the bar and hence reduce the computational cost. Implicit Newmark scheme is
chosen with parameters β = 0.25 and γ = 0.5, and a constant time step ∆t = 5 × 10−8 s
is used in all simulations. For validation purposes some single scale simulations have
also been carried out in COMSOL Multiphysics (2017).
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Figure 3.12: Dispersion relations for unit cell shown in Fig. 3.11(a)(a) with rubber’s
Young modulus scaled by a factor (a) α = 1 and (b) α = 5. The figure highlights the
frequencies bounding the first and second bandgaps of these structures.

55

10-4

10

Normalized time cost

8

Displacement(m)

0.15

N=20, Multiscale
N=35, Multiscale
Single scale

6
4
2

0.1

0
-2

0

0.5

1

0.05

1.5

Position(m)

20

25

30

35

Number of macro elements

(a)

(b)

Figure 3.13: (a) Displacement along the bar after one period of excitation at f =
1300 Hz. (b) Normalized computational cost of the multiscale solver with respect to
the single scale finite element scheme.

3.5.1

Computational cost: single versus multiscale solver

The primary motivation of any spatial homogenization scheme is the computational
saving that results from its use as compared to simulating the entire domain with full
resolution. We therefore begin our numerical studies of these more realistic structures by comparing the computational cost of the classical single scale finite element
solution with that of the multiscale scheme with various levels of discretization of the
macroscopic domain. Specifically, we consider a bar of n = 70 unit cells discretized
with N elements at the macroscopic scale, with N = 20, 25, 30, and 35. We note
that the finest mesh (N = 35) corresponds to an identical total number of unit cells,
and thus of degrees of freedom, for both the single and multiscale solver.
The results are shown in Fig. 3.13 after one period of harmonic excitation at
f = 1300 Hz, which lies within a bandgap. Subfigure (a) depicts the displacement
along the bar with both simulation strategies, showcasing and excellent accuracy; and
subfigure (b) reveals the computational saving. It can be observed that the multiscale
framework provides a computational time saving of about an order of magnitude for
this toy model; even for the case N = 35, which corresponds to an equal number of
degrees of freedom (for this case a time saving of 87.4% is achieved). Additionally, the
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computational cost scales approximately linearly with N , as could be anticipated. We
remark that both the single and the multiscale schemes are implemented in series in
the same finite element library (deal.II) with the same spatial and temporal settings
as well as the convergence criterion.

3.5.2

Dynamic response for uniform microstructures

We then proceed to illustrate the capability of the multiscale solver to capture the
dynamic response of resonant metamaterials, even within the bandgap frequencies.
We consider bars with uniform unit cells, corresponding to factors α = 1 and α = 5
for the rubber’s Young’s modulus, and subject them to harmonic excitations with
frequencies f = 500, 1300, 2000 and 3000 Hz (see Fig. 3.12 for the dispersion relation of these periodic structures). In order to compare the response after 3 periods,
i.e. t = 3T, we consider bars whose length are inversely proportional to the period,
namely, n = 320, 220, 140, and 100 for each of the frequencies considered. In all cases,
he number of macroscopic elements in the multiscale scheme is chosen as N = 50 in
order to guarantee an approximately similar resolution per wavelength, regardless of
the excitation frequency.
Figures 3.14(a) and (b) show the response of the metamaterials with α = 1 and
α = 5, respectively, where we note that the bar lengths have been normalized to 1 to
ease the comparison. The results depict an excellent agreement between the multiscale
solver and the single scale scheme for all the frequencies simulated. Additionally, when
the excitation frequencies lie within a bandgap (f = 1300 Hz for α = 1, and f = 1300 Hz
and f = 3000 Hz for α = 5) the magnitude of the displacements is highly reduced, as
expected. From a microscopic perspective, it is known that such behavior is induced
by internal resonances. In particular, a modal analysis of the unit cells reveals that
the first bandgap of both of these structures corresponds to an oscillatory motion of
the lead particle, while the second bandgap primarily involves the deformation of the
rubber. We verify this micromechanical understanding by examining the displacement
of an RVE located at a normalized position X = 0.96422, when the bar is excited at
f = 1300 Hz. We note that this frequency lies within the second bandgap for α = 1
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Figure 3.14: Displacement along the bar at time t = 3T with different loading frequencies. (a) α = 1 (b) α = 5.

while it belongs to the first bandgap for α = 5. Figure 3.15 shows the horizontal
displacements of the chosen RVE at times t = 1T, t = 2T and t = 3T for both structures,
confirming the anticipated behavior.

(a)

(b)

Figure 3.15: Snapshots of the displacement distribution in the RVE located at the
normalized position X = 0.96422 with loading frequency f = 1300Hz. (a) α = 1 (b)
α = 5. The color scale is expressed in meters.

In addition, similar to the layered structure, there are multiple options of RVE
for the locally resonant microstructure as shown in Fig. 3.16.
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Figure 3.16: (a) Two options of RVE representing the same microstructure, RVE A
and RVE B. (b) Mesh generated by Gmsh corresponding to the two RVEs.

We next show in Fig. 3.17 and Fig. 3.18 and the displacement distribution along
the bar at different time point at f = 1300Hz with α = 1 and α = 5, respectively. It
can be see that both options RVE A and B can capture the dispersion of the wave
propagation equivalently and accurately.
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Figure 3.17: Displacement distribution along the bar with different options of RVE
A and B at f = 1300Hz with α = 1 (a) at t = 2T (b) t = 3T.
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Figure 3.18: Displacement distribution along the bar with different options of RVE
A and B at f = 1300Hz with α = 5 (a) at t = 2T (b) t = 3T.

To further gain insight on the dynamic material response, we examine the time
evolution of the elastic and kinetic energy of the system, defined as the space integral
of 21 σε and 12 ρv 2 over the whole bar, respectively. The contribution of the elastic and
kinetic energy for different frequencies is plotted in Fig. 3.19(a) and Fig. 3.20(a) for
α = 1 and α = 5, respectively. It can be observed that there is a pronounced oscillating exchange of elastic and kinetic energy when the frequency is within the bandgaps
(Fig. 3.19(a).i and ii for α = 1, and Fig. 3.20(a).ii and iv for α = 5), while this is not
the case in the pass bands. Additionally, we compute the total instantaneous energy
as the work done by the stresses, separating the static PM, static = ⟨P⟩ and dynamic
PM,dynamic = ⟨ρϕ̈ ⊗ X⟩ contributions, and the work done by the inertial forces ⟨ρϕ̈⟩.
The results, displayed in Fig. 3.19(b) and Fig. 3.20(b) for α = 1 and α = 5, respectively,
show that the inertial forces (depicted with red dots) play an important role, particularly within the bandgaps, while the work done by the dynamic stresses is practically
negligible. In all cases, the total energy computed in a accumulative way (black dots
in Fig. 3.19(b) and Fig. 3.20(b)) is in good agreement with the instantaneous value of
the sum of the elastic and kinetic energies (black dots in Fig. 3.19(a) and Fig. 3.20(a)).
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Figure 3.19: Energy evolution at different frequencies with α = 1.
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Figure 3.20: Energy evolution at different frequencies with α = 5.
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3.5.3

Dynamic response for spatially non-uniform microstructures

(a)

(b)

Figure 3.21: (a) Factor α for graded structure. (b) Factor α for layered structure.

An attractive feature of multi-level finite element techniques is their capability to
deal with non-uniform microstructures by using position-dependent RVEs that appropriately represent the local microstructure. We exploit here this capability to
examine the dynamic behavior of spatially modulated metamaterials. In particular,
we consider a beam composed of resonant unit cells, as shown in Fig. 3.11, where
the Young’s modulus of the rubber is modified by a factor α(X) that depends on
the macroscopic position of the corresponding RVE. Similarly to Section 3.5.2, we
consider harmonic excitations with frequencies f = 500, 1300, 2000 and 3000 Hz, for
bars that contain n = 320, 220, 140, and 100 unit cells, respectively. In this case,
though, the discretization of the macroscopic domain in the multiscale scheme will
depend on the specific function α(X) chosen, and this will be made precise for each
case.
We consider first graded microstructures, where α linearly increases or decreases
between 1 and 5 as shown in Fig. 3.21(a). More precisely, α is locally uniform in each
unit cell, but its value depends linearly on the position of its centroid. The results are
shown in Fig. 3.22(a) and (b) for α increasing and decreasing along the bar, respectively, using in both cases, a macroscopic discretization consisting of N = 50 elements.
A comparison of these results to those obtained with a uniform microstructure with
α = 1 and α = 5, cf. Fig. 3.14, reveals that the behavior of the graded structure is
primarily dominated by the value of α at the point of excitation (right end of the
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bar). Yet, the dynamic response may be highly non-trivial at certain frequencies, see,
for instance the displacement field at f = 2000 Hz in Fig. 3.22(b). In all cases though,
the results obtained with the multiscale solver are in excellent agreement with the
single scale finite element simulations.
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Figure 3.22: Displacement along a graded structure at time t = 3T for different loading
frequencies. (a) α increasing from 1 (left) to 5 (right) (b) α decreasing from 5 (left)
to 1 (right).

We next proceed to validate the multilevel finite element strategy over ‘layered’
resonant structures, in which α oscillates between two constant values (1 and 5) as
shown in Fig. 3.21 (b). To be precise, we consider structures containing 20, 5, and 2
unit cells per layer, which are discretized at the macroscopic scale so as to guarantee
that each layer is represented by an integer number of macroscopic elements. The
displacement profiles after 3 periods of excitation are depicted in Figs. 3.23, 3.24,
and 3.25, respectively, where the subfigures further explore the effect of the order
of the layers (see Fig. 3.21 (b) for a graphical representation). The results indicate
a significant layer order effect for the case of 20 unit cells per layer as expected,
cf. Fig. 3.23, while this effect disappears for the case of 5 or 2 unit cells per layer,
except at highest frequency simulated, where those differences prevail, cf. Fig. 3.24
and Fig. 3.25. It is worth noting that for the case with 2 unit cells per layer, it has
reached the limit of the multiscale solver, that is, each ‘layer’ is exactly discretized by
one macroscopic element, and adjacent macroscopic elements contain different RVEs
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with different values of α. Even under such extreme situation, again, all the results
show an excellent match with the single scale solver.
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Figure 3.23: Displacement along the bar at time t = 3T with different loading frequencies with layered structure (20 unit cells per layer). (a) right end with α = 1 (b)
right end with α = 5.
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Figure 3.24: Displacement along the bar at time t = 3T with different loading frequencies with layered structure (5 unit cells per layer). (a) end with α = 1 (b) end
with α = 5.

65

Multiscale,
Multiscale,
Multiscale,
Multiscale,

f=2000Hz,
f=3000Hz,

Single scale
Single scale
Single scale
Single scale

f=500Hz,

Normalized displacement

Normalized displacement

f=500Hz,

1.5 f=1300Hz,

1

0.5

0

-0.5

0

0.2

0.4

0.6

0.8

1.5 f=1300Hz,
f=2000Hz,
f=3000Hz,

Normalized position

Single scale
Single scale
Single scale
Single scale

1

0.5

0

-0.5

1

Multiscale,
Multiscale,
Multiscale,
Multiscale,

0

0.2

0.4

0.6

0.8

1

Normalized position

(a)

(b)

Figure 3.25: Displacement along the bar at time t = 3T with different loading frequencies with layered structure (2 unit cells per layer). (a) end with α = 1 (b) end
with α = 5.

3.5.4

Dynamic response for temporally non-uniform microstructures

The proposed computational homogenization strategy also enables the study of metamaterials with time-varying properties. As discussed in the introduction, this temporal modulation can induce non-reciprocal wave propagation (Nassar, Xu, Norris &
Huang 2017), with potential applications in sound isolation (Fleury et al. 2014) and
directional acoustic waveguides (Zanjani et al. 2014). Motivated by these phenomena,
we explore in this section the capability of the multiscale solver to appropriately reproduce the dynamic behavior of resonant metamaterial structures of the type shown in
Fig. 3.11 with a time-dependent value of the rubber’s Young modulus. In particular,
we consider a temporal evolution for α of the form α(t) = 3 ± 2cos(2πfE t), which harmonically oscillates between the values 1 and 5 at a frequency fE , while dynamically
exciting the structures at frequencies f = 500, 1300, 2000 and 3000 Hz. The results are
shown in Figs. 3.26 and 3.27 for fE = 1000 Hz and fE = 3000 Hz, respectively, where
subfigures (a) correspond to time modulations of the form α(t) = 3−2cos(2πfE t), and
subfigures (b) to α(t) = 3 + 2cos(2πfE t). In these studies, the multiscale simulations
were performed using a macroscopic discretization of N = 50 elements, except for
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the case f = 500 Hz and fE = 3000 Hz, which required N = 100 to accurately capture
the fine oscillations induced near the left end of the bar. As may be observed in the
figures, the interactions between the external excitation and the material properties’
temporal dependence is extremely complicated. Very distinct behaviors are observed
for identical frequencies f and fE depending on the initial material properties, namely
α = 1 (subfigures (a)) or 5 (subfigures (b)). Interestingly, appropriate choices of the
parameters can lead to large amplifications of the input displacement (i.e normalized
displacement ≫ 1), as observed in Fig. 3.26(b) for f = 500 Hz. In all cases, the agreement with the solutions obtained by single scale finite element solutions is excellent,
demonstrating once again the robustness of the multiscale strategy to simulate the
real time evolution of complex metamaterial structures.
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Figure 3.26: Displacement along the bar at time t = 3T with different loading
frequencies with temporally varying material properties, with fE = 1000 Hz. (a)
E(t) = E0 [3 − 2cos(2πfE t)] (b) E(t) = E0 [3 + 2cos(2πfE t)].
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Figure 3.27: Displacement along the bar at time t = 3T with different loading
frequencies with temporally varying material properties, with fE = 3000 Hz. (a)
E(t) = E0 [3 − 2cos(2πfE t)] (b) E(t) = E0 [3 + 2cos(2πfE t)].

3.5.5

Identification of bandgap structures

In this section we propose a qualitative method to identify the bandgaps of acoustic
metamaterials based on their real-time evolution over finite domains. Specifically,
the strategy consists on identifying the maximum displacement along the bar after
three periods, i.e. t = 3T, of a specific excitation frequency, and locating the frequency
ranges where such maximum displacement are comparatively small. The results for
the periodic structures studied in Section 3.5.2 are shown in Figs. 3.28(a) and (b) for
α = 1 and 5, respectively; and these are compared to the bandgap structure of the
unit cell, computed by COMSOL Multiphysics (2017). A great agreement is obtained
for both of these structures, whose full dispersion relations were previously shown in
Fig. 3.12. A similar analysis can be performed for the layered structures considered in
Section 3.5.3, with 20, 5 and 2 unit cells per layer, and the results, shown in Fig. 3.29,
further validate the suggested procedure.
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Figure 3.28: Bandgap structure of uniform structure. (a) α = 1 (b) α = 5.
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Figure 3.29: Bandgap structure of layered structure with α = 5 at the right end and
in which each layer contains (a) 20 unit cells, (b) 5 unit cells, and (c) 2 unit cells.

69

In contrast to frequency analysis that is often used to evaluate the transmission
loss over finite structures (Krödel et al. 2015, Liu & Reina 2018a), the real-time analysis just discussed, necessitates independent simulations for each frequency considered.
However, these calculations could be easily translated to more complex heterostructures (e.g. non-linear or time-dependent materials) for which conventional frequency
domain analysis may fail, and they also enable a more direct comparison with experimental results. Furthermore, the computational cost of these simulations can be
greatly reduced by means of the multiscale computational strategy presented in this
article (this was actually used to obtain the results of Figs. 3.28 and 3.29).

3.6

Dynamic coarse-graining on atomistic systems.
The Virial stress formula.

The definition of the macroscopic stresses obtained in Section 3.3.3, cf. Eq. (3.29),
is reminiscent of the definition of stress tensor for atomistic systems, cf. Admal &
Tadmor (2010), Zimmerman et al. (2010). This connection is here made precise
thanks to the discrete averaging results discussed in Section 3.3.1. In particular,
the atomistic equations of motion in an NVE ensemble follow Newton’s law, which
discretized in time with a forward Euler scheme read
1
ϕn+1
= ϕni + ϕ̇ni ∆t + ϕ̈ni ∆t2
i
2

with

mϕ̈ni = fin = −

∂V n
∣ ,
∂ϕi

(3.35)

where V is the interatomic potential. Equations (3.35) can be recast in a variational
form, with the following incremental minimum principle
Π[ϕn+1
ai ] = ∑ [ma
a

∣ϕn+1
− ϕn+1,pre
∣2
a
a
n n+1
− fai
ϕai ],
∆t2

(3.36)

where the subindex a now refers to the individual atoms, and ϕn+1,pre
= ϕnai + ϕ̇nai ∆t.
ai
For a large system of atoms with periodic boundary conditions, one may again differentiate between atoms at the boundary of the simulation box {c}, to which we apply
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periodic boundary conditions compatible with a given macroscopic displacement and
deformation, i.e.
M,n+1
ϕn+1
+ FiJM,n+1 XcJ + ϕ̃n+1
ci = ϕi
ci ,

∂Π
=0
∂ϕn+1
ci

→

∑ [2mc
c

n+1,pre
(ϕn+1
)
ci − ϕci
− fcin ]δ ϕ̃n+1
ci = 0
∆t2

(3.37)

and interior atoms {b}, that obey
∂Π
=0
∂ϕn+1
bi

→

n+1,pre
ϕn+1
bi − ϕbi
2mb
− fbin = 0.
∆t2

(3.38)

We may then define, as customary now, the macroscopic (incremental) effective
strain energy density as
M,n+1
∣Ω0 ∣Weff
= ∑ [ma
a

∣ϕn+1
− ϕan+1,pre ∣2
a
n n+1
− fai
ϕai ]
∆t2

(3.39)

and compute its variation with respect to the macroscopic fields ϕM and FM to
determine the macroscopic stress tensor. Towards that goal we start by separating
the set of all atoms into interior and boundary atoms, and make use of the equilibrium
equations for atoms {b}, cf. Eqs. (3.38) and the boundary conditions and equilibrium
equations given in Eqs. (3.37), i.e.
M,n+1
∣Ω0 ∣δWeff

n+1,pre
(ϕn+1
)
ai − ϕai
n
= ∑ [2ma
− fai
] δϕn+1
ai
2
∆t
a
n+1,pre
(ϕn+1
)
ci − ϕci
= ∑ [2mc
− fcin ] (δϕM,n+1
+ δFiJM,n+1 XcJ + δ ϕ̃n+1
ci ) (3.40)
i
2
∆t
c

= ∑ [2mc
c

n+1,pre
)
(ϕn+1
ci − ϕci
− fcin ] (δϕM,n+1
+ δFiJM,n+1 XcJ ) .
i
∆t2
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Then, using again the equilibrium equations, one obtains
M,n+1
δWeff
1
)
(ϕcn+1 − ϕn+1,pre
1
c
=
− fcn ] =
∑ [2mc
∑ (mc ϕ̈nc − fcn )
M,n+1
2
δϕ
∣Ω0 ∣ c
∆t
∣Ω0 ∣ c
1
=
∑ (ma ϕ̈na − fan ) ,
∣Ω0 ∣ a

P

where

M,n

M,n+1
δWeff
M,n+1
δϕ

M,n+1
δWeff
− ϕn+1,pre
)
1
(ϕn+1
a
a
=
=
[2m
− fan ] ⊗ Xa
∑
a
M,n+1
2
δF
∣Ω0 ∣ a
∆t
1
=
∑ (ma ϕ̈na − fan ) ⊗ Xa ,
∣Ω0 ∣ a

(3.41)

= 0 for self-equilibrated external forces, i.e. ∑a fa = 0, and fixed center of

mass, i.e. ∑a ma ϕ̈a = 0. Under these assumptions, standard in atomistic simulations,
one can then recover the Cauchy stress tensor from Eq. (3.41). Eliminating, for
easiness in the notation, the super index n attendant to the time step, and making
use of the equilibrium equations, one obtains
M;T
=
σijM = J M;−1 PiJM FJj

1
M;T
∑ (mc ϕ̈ci − fci ) XcJ FJj
∣Ω∣ c

1
∑ (mc ϕ̈ci − fci ) (ϕcj − ϕM
j − ϕ̃cj )
∣Ω∣ c
1
=
∑ (mc ϕ̈ci − fci ) (ϕcj − ϕM
j )
∣Ω∣ c
1
=
∑ (ma ϕ̈ai − fai ) (ϕaj − ϕM
j )
∣Ω∣ a
1
1
=
∑ ma ϕ̈ai (ϕaj − ϕM
∑ fai (ϕaj − ϕM
j )−
j ),
∣Ω∣ a
∣Ω∣ a
=

where ∣Ω∣ is the (deformed) volume and J M = det FM =

∣Ω∣
∣Ω0 ∣ .

(3.42)

By the equilibrium of the

external forces, ∑a fa = 0, the Cauchy stress reads
σ=

1
1
∑ ma ϕ̈a ⊗ (ϕa − ϕM ) −
∑ fa ⊗ ϕa .
∣Ω∣ a
∣Ω∣ a

(3.43)

Furthermore, if the system is large enough and in thermodynamic equilibrium, σ will
be constant in time and equal to its time average over an interval ∆T . Then, defining
ϕM ∑a ma = ∑a ma ϕa , averaging over time and integrating by parts, one obtains,
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using a similar strategy to that of Admal & Tadmor (2010) in their Appendix,
∆T
1
1
1
ma (ϕ̈a − ϕ̈M ) ⊗ (ϕa − ϕM ) dt −
∑
∑ f a ⊗ ϕa
∫
∣Ω∣ a ∆T 0
∣Ω∣ a
∆T
1
1
1
≃− ∑
ma (ϕ̇a − ϕ̇M ) ⊗ (ϕ̇a − ϕ̇M ) dt −
∑ fa ⊗ ϕa
∫
∣Ω∣ a ∆T 0
∣Ω∣ a
1
rel
= − ∑ (ma ϕ̇rel
a ⊗ ϕ̇a + fa ⊗ ϕa ),
∣Ω∣ a

σ=

(3.44)

rel
where ma ϕ̇rel
a ⊗ϕa is assumed bounded (to have vanishingly small boundary terms as

∆T increases in the integration by parts), and the bar in the last expression indicates
time average. The obtained result is precisely the well-known Virial stress formula.
In this example of an atomistic system, the dynamic part of the stresses results
essential at finite temperatures, and it actually becomes the only contribution to the
stresses for ideal gases, where the interatomic potential and forces may be neglected.
However, in the heterogeneous structures considered, such dynamic part of stresses
resulted negligible.

3.7

Concluding remarks

In this chapter we have presented a variational coarse-graining procedure that seamlessly applies to quasi-static and dynamic conditions as well as to continuous or discrete systems, where the latter could refer to discrete approximations (e.g., finite
element discretization) or discrete particle models (e.g., molecular dynamics). The
method delivers the macroscopic equilibrium equations, which are, in general, not
in closed form, together with the averaging relations that connect the macroscopic
stresses and linear momentum with the microscopic fields. We show that the framework can be used as it is, i.e. without closing the macroscopic balance laws, to perform
multiscale simulations in the spirit of FE2 methods for general material systems under
complex boundary conditions. In such simulations the coupling between the scales
proceeds via boundary conditions on the representative volume elements, which depend on the macroscopic displacement, ϕM , and the macroscopic deformation, FM ,
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and hence assumes a separation of scales. Besides this locality assumptions, no further
approximations on the micro-macro kinematics are required in the proposed homogenization procedure. In addition, various time integration algorithms have been used,
including explicit and implicit Newmark methods, although a similar strategy can be
applied to any time discretization scheme whose incremental equations of motion have
a variational characterization. We further remark that the efficiency of the method
could be further improved by choosing different time steps for the micro and macro
scales, using, for instance, sub-cycling techniques.
The multiscale strategy is exemplified over layered composites and locally resonant acoustic metamaterials with harmonic excitation, while the same boundary
value problems are solved with single-scale finite element simulations for validation
purposes. The results showcase the capability of the method to capture the dispersive
nature of the material as well as efficiency of the multiscale solver compared with direct numerical simulations. Furthermore, the numerical strategy is employed to study
spatially and temporally modulated microstructures, which are of great interest in
many applications and for which real time analyses are of particular relevance. Here, it
is worth noting that because locally resonant structures can reach the sub-wavelength
region, at least the first two bandgaps of the resonant metamaterials can be perfectly
captured by the multiscale solver. However, similar to other homogenization methods, the limitation lies in that the excitation frequency cannot be too high, i.e. the
multiscale solver only works well if the external wavelength is much longer than the
characteristic size of the microstructure. Lastly, we remark that although all of the
examples here analyzed are based on linear elastic microconstituents, the framework
is readily applicable to more complex constitutive relations, such as viscoelasticity or
plasticity, in a linearized or finite kinematic framework.
Finally, we note that the homogenization scheme has also been applied analytically over an atomistic system in an NVE ensemble, where the averaging relations
coincide with the well-known Virial stress formula when the system is in thermodynamic equilibrium. Such consistency with atomistic systems provides further possible
extensions of the framework to MD-FEM coupled multiscale strategies.
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Chapter 4
Design of locally resonant
metamaterials with hierarchical
architecture
Locally resonant acoustic metamaterials can have subwavelength bandgaps. However,
due to the nature of resonance, the bandwidth tends to be narrow. In order to
overcome this limitation, we here propose a design with hierarchical architecture
which is inspired by the microstructure of biological materials, such as bone, bamboo,
or nacre. A systematic study of mass-spring models with different levels of hierarchies
will be conducted, and a continuum model will be used to mimic the mass-spring
model. The theoretical predictions are then validated using finite element simulations.

4.1

Introduction

Recently, the design of general composite structures has been influenced by the remarkable mechanical properties of natural materials (e.g. wood, nacre or bone). These
often have a multi-level hierarchical design that delivers effective properties, such as
static strength or toughness, that far exceed the performance of the individual phases
(Mayer 2005, Fratzl & Weinkamer 2007, Meyers et al. 2008, Wegst et al. 2015). However, the impact of hierarchical architectures on wave propagation is much less stud75

ied. Yet, emerging results in this area reveal their capability to broaden the overall
bandwidth of the structure. For instance, Zhang & To (2013) demonstrated an increase of one or two orders of magnitude for the total bandwidth induced by Bragg
scattering in hierarchical layered composites.
The calculation of the bandgap structure of periodic materials, whether hierarchical or not, often necessitates a numerical treatment. Only simple models such as
mass-spring systems are amenable to analytic solutions. These discrete systems have
thus long been used to reveal the exotic effective properties of acoustic metamaterials
(Milton & Willis 2007, Huang et al. 2009), and are here considered as a blueprint
for understanding the effect of hierarchy on the wave filtering properties of resonant
systems. In particular, we use lattice models with mass-in-mass resonators to generate unit cells with multiple levels or hierarchy, see Fig. 4.1. Models of this sort have
been previously considered and their effective dynamic mass has been rigorously analyzed (Huang & Sun 2010, Chen et al. 2016, 2017). Yet, our interest in the bandgap
structures requires consideration of both the effective mass and stiffness (Liu et al.
2015). Furthermore, in light of bio-inspired materials, a rigorous analysis of hierarchical structures with different number of hierarchies but with consistent control
variables, e.g. identical static mass, is in need.
In this study we perform a systematic analysis of periodic lattice systems with
resonant unit cells 1 and 2 (single- and dual-resonators, respectively), as shown in
Fig. 4.1, as a function of the parameters involved in the hierarchical design. We will
show in Section 4.2 that, when the total mass of both unit cells coincide, the overall
bandwidth of Unit cell 2 is bounded above by that of Unit cell 1. Yet, more bandgaps
are created and the frequency spectrum of the stopbands can be greatly enlarged3 .
These results motivate the design of graded hierarchical structures as promising architectures to create ultra-broadband systems, in contrast with the usually narrow
bandgaps associated to resonant structures. The theoretical predictions based on the
band diagram of the individual unit cells are then verified in Section 4.3 by finite
3

Here, the bandgap spectrum refers to the frequency content of the finite stopbands, which spans
between the lower edge of the lowest bandgap and the upper edge of the upper most finite bandgap.
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Figure 4.1: Schematic representation of unit cells with different levels of hierarchies.

element simulations of continuum models that mimic the lattice designs. The results
indicate an increase of the overall bandwidth, thanks to the hierarchical design, that
can go well beyond 100%.

4.2
4.2.1

Theoretical model
Lattice model

We begin by describing the resonant periodic lattice models that will be used to
understand the effect of hierarchy on the bandgap structure. We construct these
by starting from a simple one-dimensional mass-spring chain, which will be the 0th
level of hierarchy. Next, each following level is constructed by replacing the most
inner mass with a resonant unit (mass-in-mass system). The resulting unit cells for
hierarchy levels zero, one and two, are depicted in Fig. 4.1, where the labels used for
the material parameters are also indicated.
The simplicity of these structures enables an analytical characterization of the
dispersion relations. For Unit cell 0, a straight-forward application of Floquet-Bloch
theorem to the equations of motion, leads to the following well-known result
ω2 =

2k1 (1 − cos qL)
,
m0

(4.1)

where ω is the angular frequency, q is the wave number, and L is the characteristic
length of the unit cell.
A similar strategy to the above described may be used to deliver the dispersion
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Figure 4.2: Dispersion curves for periodic one-dimensional lattice structures with: (a)
Unit cell 1, and (b) Unit cell 2; see Fig. 4.1 for a schematic description of the different
unit cells. The parameters
√ for the calculation are m1 = 1, m2 = 5, k1 = 4, k2 = 1, k3 =
1, m3 = m4 = 2.5 and ω0 = k2 /m2 .

relations associated to Unit cells 1 and 2. Alternatively, and in complete equivalence,
these may be obtained via a recurrence strategy. More precisely, the dispersion relation of Unit cell n can be obtained by replacing the value of the most inner static
mass in the expression for level n − 1, with the dynamic mass of the resonant unit it
replaces (recall the construction of the hierarchical structures). For Unit cells 1 and
2, we thus have, respectively,
ω2 =
ω2 =

where ω0 =

√

2k1 (1 − cos qL)
(1)
meff

2k1 (1 − cos qL)
m1 +

(2)
meff
1−(ω/ω0 )2

k2 /m2 , and ω1 =

√

(1)

m2
1 − (ω/ω0 )2

(4.2)

(2)

m4
,
1 − (ω/ω1 )2

(4.3)

,

with meff = m1 +

,

with meff = m3 +

k3 /m4 . As may have been observed, this recursive

strategy is highly effective, and it does not necessitate the construction of the system
of equations describing the motion of all degrees of freedom of the multiple-resonator
system, and subsequent condensation.
The dispersion relations given by Eqs. (4.2) and (4.3) are depicted in Fig. 4.2
within the first Brillouin zone for some specific values of the parameters (these may
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be found in the caption). Note that no units are assigned to these parameters for the
mass-spring models unless real materials are taken into consideration (Section 4.3.2),
and all the units are consistent in the following analyses. Qualitatively, it can be
observed that the number of bandgaps increases by one for each new level of hierarchy;
and that the lower edge of the first bandgap may be reduced. This therefore raises
important questions: (i) can the total width of the bandgaps be increased with the
help of hierarchical designs? (ii) May multiple unit cells be combined to deliver a
single broad bandgap? To answer the first question, we perform next a detailed
parameter study of the resonant structures characterized by Unit cells 1 and 2. The
second question will be the scope of Section 4.3.

4.2.2

Effect of relevant parameters

The periodic hierarchical structure given by Unit cell 2 is constructed by splitting
the mass m2 of Unit cell 1 into two parts (m3 and m4 ), which are connected by the
spring k3 ; cf. Fig. 4.1. With the goal of obtaining a better understanding of the
effect of hierarchy in the design, we keep the total mass constant in this splitting
process. In particular, we consider a non-dimensional parameter θ ∈ [0, 1] and define
the individual masses as m3 = θm2 and m4 = (1 − θ)m2 . We further define the ratio
η = k3 /k2 to quantify the strength of the new spring k3 .
The dispersion relation for Unit cell 2, given by Eq. (4.3), may be rewritten as a
function of θ and η, giving
ω2 =

with ω0 =

√

k2 /m2 and ω1 =

√

2k1 (1 − cos qL)
m2
1−θ
m1 + 1−(ω/ω
2 [θ + 1−(ω/ω )2 ]
0)
1

ηk2
m2 (1−θ) ;

,

(4.4)

while we note that Unit cell 1 is recovered for

θ = 1 or η → ∞. The corresponding band diagram is depicted in Fig. 4.3, where the
values of the lower and upper edges of the three bandgaps are shown as a function of
θ and η in subfigures (a) and (b), respectively. For the former, a fixed value of η = 1 is
chosen, whereas, for the latter, θ is considered to have the intermediate value of 0.5.
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Figure 4.3: Lower and upper edges of the bandgaps for Unit cell 2: (a) as a function of
θ, with η = 1, and (b) as a function of η, for√θ = 0.5. The remainder of the parameters
are m1 = 1, m2 = 5, k1 = 4, k2 = 1, and ω0 = k2 /m2 . The structures associated to the
limiting values of the parameters are shown in (c) for θ ∈ {0, 1} and (d) for η ∈ {0, +∞}.

The remainder of the parameters are specified in the caption. In these figures, each
bandgap is color-coded, with blue, red and black denoting the first, second and third
stopband, respectively. We note that for lattice systems, the upper most bandgap
extends to infinity theoretically, and, as such, only the lower bound of the third
stopband is represented in the figure.
The limiting cases θ ∈ {0, 1} and η ∈ {0, +∞}, all correspond to single-resonator
systems, and the three bandgaps degenerate into two stopbands. As previously remarked, both θ = 1 and η → ∞ correspond to Unit cell 1. For θ = 0, the intermediate
mass disappears and the springs k2 and k3 are connected in serial; whereas for η = 0,
the most inner mass is disconnected from the remainder of the unit cell, resulting in a
single-resonator with a lighter internal mass. All these limiting structures are shown
in Fig. 4.3 for completeness.
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For intermediate values of θ and η it can be observed from Fig. 4.3 that the lower
edge of the last stopband is approximately constant, with a slight increase at very
low values of θ. Similarly, the lower edge of the first bandgap does not exhibit much
variability, although a monotonic decrease is observed with decreasing values for θ
or η, the latter being more pronounced near η = 0. Such behaviors contrast with the
remainder of the bandgap edges, which depict a significant sensitivity with respect
to the control variables. Additionally, and more importantly, the upper edge of the
second bandgap can be much larger than the upper bound of the first bandgap for
Unit cell 1 (θ = 1 or η → ∞).
We are now ready to examine the effect of the parameters θ and η on the overall
bandwidth, here denoted as ωtot . We define such quantity as the sum of the three
bandgaps up to a cutoff frequency that is higher than the lower edge of the upper
most bandgap (we recall that the last stopband extends to infinity). The results are
shown in Fig. 4.4, where the dependency of ωtot on m2 and k2 is also presented for
the case of the single-resonator system in subfigure (c).
Examining first the dependence on θ, it can be observed from Fig. 4.4(a) that the
overall bandwidth increases smoothly from θ = 0 to θ = 1. Note that θ = 0 and θ = 1
correspond to single-resonator systems with the same mass for the inner resonator but
different stiffness for the inner spring (k2 k3 /(k2 + k3 ) < k2 for the former and k2 for the
latter). For such single mass-in-mass systems, the behavior is shown in Fig. 4.4(c),
where it is observed that a higher inner stiffness increases the bandwidth. This thus
explains why ωtot is lower at θ = 0 than θ = 1, and that at θ = 0, ωtot increases with
an increasing value of η.
A similar analysis can be performed to Fig. 4.4(b), where the dependence of the
overall bandwidth, ωtot , on η is depicted. We also observe here a smooth increase
of ωtot between the two limiting cases, η = 0 and η → ∞. These two extremes also
correspond to single-resonator systems, in this case, with identical inner stiffness and
different mass of the resonator (θm2 for η = 0 and m2 for η → ∞). According to
Fig. 4.4(c), a higher inner mass leads to a larger ωtot and, consequently, the overall
bandwidth is larger for increasing values of η.
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Figure 4.4: Total bandwidth of the multiple-resonator system (Unit cell 2) under a
cutoff frequency f = 20 as a function of (a) θ and (b) η. The other parameters not
represented in the figures are m1 = 1, k1 = 4 and k2 = 1. (c) Total bandwidth for the
single-resonator system under a cutoff frequency f = 20 as a function of m2 and k2 ,
for m1 = 1 and k1 = 4.

Summarizing, Fig. 4.4 indicates that, for specific values of θ and η, the total
bandwidth of a resonant system with hierarchy level 2, is bounded above by the
bandwidth of the structure with level 1 hierarchy. A more detailed analysis of the
derivatives in the (θ, η)-space, see Fig. 4.5, shows that this behavior actually extends
over the full parameter space. This implies that a higher bandwidth is not obtained
by increasing the level of hierarchy. However, the sensitivity on the parameters is
rather small, and thus, the multiple bandgaps generated by the hierarchical structure
can be seen as a split of the stopbands corresponding to the single-resonator unit.
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Even though the introduction of a hierarchical design cannot be used per se to
access a wider bandwidth, it is important to emphasize that multiple bandgaps arise
from the multiple-resonator system. Furthermore, as illustrated in Fig. 4.3, the lower
edge of the first bandgap for Unit cell 2 can be lower than that of Unit cell 1, and
the upper edge of the second bandgap for Unit cell 2 may also be higher than the
upper edge of the first bandgap for Unit cell 1. In other words, the range of the
bandgap frequencies is enlarged. This motivates the following section, where different
structural units are combined to deliver a large broadband system.

4.3

Graded design

The combination of different unit cells to form graded designs is a promising avenue for tuning the bandgap structure of acoustic/elastic metamaterials, and their
fabrication is becoming much more accessible thanks to recent advances in additive
manufacturing. Some interesting applications of graded designs include, without being comprehensive, rainbow trapping devices that spatially separate and filter the
frequency components of broadband acoustic waves (Zhu et al. 2013); low-frequency
bending waveguides (Wu & Chen 2011); graded grating phononic crystal slabs for
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asymmetric Lamb wave transmission (Chen et al. 2013, Jia et al. 2014, Xu & Peng
2015); or omnidirectional broadband filters capable of bending incoming waves towards an absorbing inner core. Additional designs that are closer to the ones of
interest in this study include graded resonant phononic crystals with multicoaxial
cylindrical inclusions (Larabi et al. 2007), which has potential applications in seismic
protection (Krödel et al. 2015). Finally, we note that graded designs have also been
investigated in other contexts, such as shock attenuation (Melo et al. 2006) or thermal
transport (Yang et al. 2007).
We explore here hierarchical graded systems in views of their potential to generate
structures with enhanced bandwidth. We first use lattice systems to describe the
design process under the assumption that each unit cell is infinitely periodic (Section
4.3.1). Finite continuous models are then generated to validate the approach in a
more realistic setting (Section 4.3.2).

4.3.1

Lattice model

We first propose two designs with graded values of θ or η while maintaining the
other variable fixed. These are constructed by combining various unit cells with
overlapping bandgaps. It is then expected that the overall stopband of the resulting
structures, assumed to contain various identical unit cells of each type, coincide with
the union of the individual bandgaps. Under these assumptions, graded structures
lying in the intervals θ ∈ [0.12, 1.0] (Fig. 4.3(a)) and η ∈ [0.4, 2.0] (Fig. 4.3(b)) would
have an overall bandwidth of 3.738 and 2.513, respectively, while the bandwidth
for the corresponding single-resonator system is 1.472. This represents an increase of
153.9% and 70.7% for the θ- and η-graded metastructures. Additionally, we note that
the lower edge of the resulting stopband is also lower than that of the non-graded
structure, which is often a desired feature.
The anticipated increase in bandwidth for the previous designs is quite remarkable.
Yet, it may be argued, at least qualitatively, that an improvement with respect to
a non-graded single-resonator structure is to be expected thanks to the additional
control variable (θ or η). To clarify this point and further highlight the effect of
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Figure 4.6: Lower and upper edges of the bandgaps for Unit cell 2 as a function of
(a) m2 and (b) k3 . The default parameters are m1 = 1, m2 = 5, k1 = 4, k2 = 1, k3 = 1,
and θ = 0.5.

hierarchy on graded designs, we also perform a comparison between identical graded
structures with Unit cells 1 and 2 (for a fixed value of θ and η), obtained by changing
the value of m2 ; see Fig. 4.6(a) for the bandgap structures of Unit cells 1 and 2 as a
function of m2 . In this case, if we consider mass values of ξm2 , with ξ ∈ [1, 4], the
expected bandwidth of the system with hierarchical design is 1.875, whereas for the
single-resonator system it is 0.933. This represents an increase of 100.9%, which is
also quite remarkable. Additionally, and similarly to the previous designs, the lower
edge of the bandgap is also reduced, which provides an additional attractive feature to
the hierarchical metastructures. Figure 4.6 (b) shows for completeness, the bandgap
structure of both unit cells as a function of k2 . In this case, the bandgap spectrum
for Unit cell 2 is also larger than that of Unit cell 1. However, there is a gap in
frequency space between the first and the second bandgap which precludes the design
of a graded architectures based on Unit cell 2 and different values of k2 , to deliver a
single broad stopband.
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4.3.2

Continuum model and finite element simulation

The results obtained in the previous section pertain to infinite periodic structures,
which is of course, unrealistic for practical applications; and it is actually incompatible with the notion of graded designs, where distinct unit cells are combined. It is
therefore important to test the approach of Section 4.3.1, with the transmission loss
(TL) in finite graded structures as a function of frequency. These studies are precisely
the focus of this section, for which we further consider more realistic unit cells. More
precisely, we use plane strain continuum models that mimic lattice designs, following
the approach used by Liu et al. (2015) for single-resonator systems; see Fig. 4.7(a)
and (b) for a schematic representation of the continuum version of Unit cells 1 and 2.

(a)

(b)

Figure 4.7: (a) Continuum structures that mimic the lattice models with hierarchy level 1 (left) and 2 (right). The highlighted dimensions are in millimeters. (b)
Schematic figure of the computational domain in finite element simulations, composed of N sections, matrix materials, and perfectly matched layers (PML) at the
boundaries of the domain. Each section contains identical unit cells, while the microstructure of different sections may vary.

We briefly summarize some important considerations needed to construct the continuum models so that they are equivalent to their lattice analogue. The elastic material used to represent the masses in the discrete system shall have a high density and
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large Young’s moduli. For their part, the springs shall be mimicked by light and soft
materials. In addition, the wavelength in the ‘mass’ part in the range of frequency
of interest should be much longer than the size of the unit cell. More precisely, Liu
et al. (2015) showed that λ/L should be larger than 10, where λ is the wavelength
corresponding to the highest frequency of the passing bands and L is the length of
the unit cell. Following these principles, we select the material properties for the
linear elastic materials corresponding to m1 , m2 and the springs, and these are listed
in Table 4.2. The precise values of k1 and k2 are obtained by changing the geometry of the connecting unit between two masses, and these are estimated by uniaxial
type of tests in the actual geometry via finite element simulations (Liu et al. 2015).
Finally, Unit cell 2 for different values of θ and η are constructed from the geometry
shown in Fig. 4.7(a), by varying the density and Young’s modulus of the elements
corresponding to m3 , m4 and k3 , respectively. To assess the capability of the suggested continuum designs to mimic the mass-in-mass discrete systems, we compare
in Fig. 4.8 their dispersion relations for various values of θ, obtaining an excellent
agreement. The curves depicted for the continuum model are obtained using the
finite element software COMSOL Multiphysics (2017), by applying Bloch boundary
condition on the boundaries of the unit cells, and imposing additional constraints to
only obtain the locally resonant modes in the longitudinal direction of the irreducible
Brillouin zone.
The transmission loss for finite structures are calculated in frequency domain using
COMSOL Multiphysics (2017). This is achieved by applying an input excitation
on one end of the sample, while the other end remains free. For computational
purposes, we will attach perfectly matched layers (PML) at the two ends of the
computational domain, to suppress undesired reflections; and further add additional
matrix material between the sample and the PML, where the excitation and receiving
signals are located, cf. Fig.4.7(b). Periodic boundary conditions are also applied on
top and bottom boundaries to avoid boundary effects. The transmission loss is then
obtained by measuring the ratio of the magnitudes of the output (Uout ) and input
(Uin ) displacements; more precisely TL=10 lg(Uout /Uin ). If the transmission loss is
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Density
(kg/m3 )
m1
2000
m2
7000
springs
930

Young’s modulus
( GPa)
290
400
1

Poisson’s ratio
0.30
0.30
0.46

Table 4.1: Materials properties of mass-spring model.

Lead
Rubber
Epoxy

ρ (kg/m3 )
11600
1300
1180

λ (Pa) µ (Pa)
42.3e9 14.89e9
6.01e5 4.00e4
4.43e9 1.59e9

Table 4.2: Materials properties of continuum model.

far below 0 in a certain range of frequencies, the input wave propagation will be
attenuated by the structure, and hence a bandgap can be identified.
Before we present the transmission loss for the graded designs, we first show the
results for non-graded structures composed of 100 Unit cell 2 with uniform θ along
the continuum model. Figure 4.9 (a)-(d) presents the TL of the non-graded structures
with θ = 0.25, 0.50, 0.75, and 1.0, respectively, where the case θ = 1.0 corresponds to
Unit cell 1. It can be seen that the transmission loss is in excellent agreement with
the bandgaps predicted by the mass-spring model, indicated by the shaded regions.

(a)

(b)

(c)

(d)

Figure 4.8: Dispersion curves of the continuum model and mass-spring model of Unit
cell 2. (a) θ = 0.25; (b) θ = 0.50; (c) θ = 0.75; (d) θ = 1.0 (Unit cell 1).

The full structure for the graded design is shown in Fig. 4.7(b). The central part
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Figure 4.9: Transmission loss for finite samples of non-graded Unit cell 2. (a) θ = 0.25;
(b) θ = 0.50; (c) θ = 0.75; (d) θ = 1.0 (Unit cell 1).
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Figure 4.10: (a) Lower and upper edges of the first two bandgaps of Unit cell 2 as a
function of θ, with the range θ ∈ [0.15, 1.0] highlighted to guide the comparison. (b)
Transmission loss for finite samples of non-graded Unit cell 1 and graded Unit cell
2 with θ ={0.15, 0.17, 0.20, 0.24, 0.30, 0.40, 0.50, 0.60, 1.0, 1.0}, both containing a
total of 100 unit cells.

of the bar is composed of uniform sections, denoted as S1 , S2 , and SN , each of which
contains identical unit cells. Geometrical and/or material parameters vary between
sections, leading to a graded structure.
The transmission loss for the graded designs based on Unit cells 2 with varying
values of θ or η are illustrated in Figs. 4.10(b) and 4.11(b), respectively; where the
results are compared to the transmission loss over an ungraded structure composed of
Unit cells 1. Recall that the total static mass of the resonators are equal in both unit
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Figure 4.11: (a) Lower and upper edges of the first two bandgaps of Unit cell 2 as
a function of η, with the range η ∈ [0.4, 2] highlighted to guide the comparison. (b)
Transmission loss for finite samples of non-graded Unit cell 1 and graded Unit cell 2
with η = {0.4, 1.2, 1.6, 1.8, 2.0}, both containing a total of 100 unit cells.
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Figure 4.12: (a) Lower and upper edges of the bandgaps for the system of Unit
cells 1 and 2 as a function of ξ, with the range ξ ∈ [0.55, 1.5] highlighted to guide
the comparison. (b) Transmission loss for finite samples of Unit cells 1 and 2, both
graded with ξ ={0.55, 0.65, 0.75, 1, 1.5}, both containing a total of 100 unit cells.

cells, and thus this comparison showcases the advantages of the additional degrees of
freedom induced by the hierarchical designs. In these graded structures the domain
is composed of 10 (θ) or 5 (η) sections, each of which contains 10 and 20 unit cells,
respectively; while the ungraded structures also contain a total of 100 unit cells. The
precise values of the parameters in each of the sections are θ ={0.15, 0.17, 0.20, 0.24,
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Figure 4.13: Critical value of m2 as a function to (a) k2 and (b) k3 . (c) Bandwidth
of the first bandgap as a function of m2 , beyond the critical value, for the θ−graded
architecture (i.e. its overall first bandwidth) and Unit cell 1. The default parameter
values are m1 = 1, k1 = 4, k2 = 1 and k3 = 1.

0.30, 0.40, 0.50, 0.60, 1.0, 1.0} and η ={0.4, 1.2, 1.6, 1.8, 2.0}. As may be observed
in the figures, the resulting overall bandgap is very well approximated by the union
of the bandgaps of the different sections composing the graded design, obtained as
if they were infinitely periodic lattice systems (see darken region in the Figs. 4.10(a)
and 4.11(a)). More precisely, for the θ-graded structure a 124.2% gain in the overall
bandwidth is achieved; while for the η-graded structure such gain is of 66.7%. Both
of these values are close to the lattice model predictions, which amount to 126.5%
and 70.4%, respectively.
Next, Fig. 4.12(b) depicts the transmission loss of metastructures with Unit cells
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1 and 2 and varying values of m2 . This is achieved by means of a factor ξ applied
in the 5 sections of the domain, each containing 20 unit cells, i.e. we consider ξm2 ,
where ξ={0.55, 0.65, 0.75, 1, 1.5}. In these simulations the values of θ and η are kept
constant in the sample to illustrate the effect of hierarchy on graded metastructures.
The results depict the superiority of the hierarchical design, with an overall bandwidth
that is 54.3% broader than the structure with Unit cell 1. Again, the obtained result
matches well the anticipated 50.0% gain from the lattice model, cf. Fig. 4.12(a). A
similar analysis could be done for sections with varying k2 , while maintaining m2
fixed. In this case, a broad bandgap spectrum is also expected. Yet, analogously to
the material system considered in Section 4.3.1, a gap exists between the first and
second bandgap of Unit cell 2, making it a less favorable design.

4.3.3

Discussion

It is important to mention that the proposed designs with graded ratio θ (and similarly
for η-graded structures) rely on the existence of overlapping bandgaps; that is, the
maximum frequency of the first stopband shall be larger than the minimum value of
the second bandgap, see Fig. 4.3(a) — here maximum and minimum is understood as
a function of θ and fixed value of the other parameters. This condition is satisfied for
large enough values of m2 as can be inferred from Fig. 4.6(a) for the material system
of Section 4.3.1. In particular, it is there observed for a fixed value of θ = 0.5, that the
passing band between the first and second bandgap of Unit cell 2 becomes narrower
with increasing m2 , and after a critical value, it is fully contained in the bandgap
of Unit cell 1, or equivalently, of Unit cell 2 with θ = 1. Considering the full range
of θ ∈ [0, 1], the critical value of m2 can be computed and is shown in Figs. 4.13(a)
and (b) as a function of k2 and k3 , respectively. The values of the remainder of the
parameters are indicated in the caption, and correspond to the system analyzed in
Section 4.3.1.
The trends of Figs. 4.13(a) and (b) can be explained as follows. With increasing
value of k2 , the upper edge of the first bandgap of the single-resonator (equivalent to
dual-resonator with θ = 1) increases faster than the lower edge of the second bandgap
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of the dual-resonator structure as shown in Fig. 4.6(b). As a result, the possibility of
getting overlapped bandgaps increases and the critical value of m2 decreases. As for
the effect of k3 , Fig. 4.3(b) shows that the passband between the first and the second
stopband enlarges with increasing η, and thus the value of m2 required to close the
gap is also increased.
Additionally, it is important to remark that the computed critical values for m2 are
also optimal for achieving the maximum bandwidth for the hierarchical architectures,
cf. Fig. 4.13(c). In other words, for m2 larger than the critical value, a hierarchical
design can be constructed with a continuous broadband filter. Yet, a further increase
of m2 beyond such critical point will not provide further benefits, but, on the contrary,
it will reduce the total bandwidth.
A similar analysis may of course be performed for η-graded microstructures. Yet,
we have here focused on the θ-graded metastructures in views of their superior performance in both models considered, cf. Section 4.3.1 and B.

4.4

Concluding remarks

This chapter presents a detailed analysis of the acoustic bandgap of resonant hierarchical lattice structures.

The results indicate that the overall bandwidth of

double-resonator systems is approximately equal, albeit bounded by that of the singleresonator unit with the same static mass; and this holds true for all possible values of
the parameters controlling the hierarchical design (θ and η). Yet, the lower (upper)
edges of the first bandgaps can decrease (increase) significantly, and these can strongly
vary with the hierarchical parameters. Based on these observations we combine multiple hierarchical units to deliver graded metastructures with ultra-broadband filtering
capabilities. This design strategy is validated over finite size continuum systems,
where the transmission loss is calculated by means of finite element simulations. The
results are in excellent agreement with the predictions made by the band diagram of
the individual cells computed for analogous lattice models.
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Chapter 5
Closure
This thesis aimed to tackle some theoretical and computational challenges in understanding and simulating the behavior of elastic/acoustic metamaterials with complex
microstructure under general loading and boundary conditions.
In Chapter 2, we began with one important issue for error estimation in multiscale finite element methods, that is, whether finite element discretizations will
introduce additional error during the scale transition. The reason why this is unclear
is that conventional averaging relations used in multiscale modeling are derived using
the divergence theorem and the strong form of the equilibrium equations, while only
the weak form is satisfied in FE methods. In order to answer this question, we avoided
the divergence theorem and used, instead, the properties of the shape function to successfully prove that Hill’s averaging relations and Hill-Mandel principle hold exactly
under finite element discretization. Then, finite element simulations of an RVE with
strong heterogeneity under finite deformation with all the admissible boundary conditions (linear, periodic, and traction boundary conditions) were performed to further
support the theoretical results.
Next, we discussed the extension of Hill’s averaging relations to the dynamic setting and its variational characterization. We recall that for dynamic problems the
stress is no longer divergence free (as assumed in the original micro-to-macro relations), and, additionally, there is no averaging relations for displacement field. To
overcome such complexities, we proposed in Chapter 3 a variational framework for
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dynamic homogenization, in which, the time-discretized equilibrium equations are
recast as an incremental static problem via an effective strain energy density. The
analogy between the static an dynamic problems allows us to derive the coarse-grained
equilibrium equations as well as the averaging relations for the stress and linear momenta. This variational coarse-graining framework is applicable to general discrete
systems such as molecular dynamic models and continuum systems discretized with
finite elements. In particular, as an example, the well-known Virial stress formula in
molecular dynamics can be recovered from the framework, indicating the importance
of dynamic stress in the coarse-grained equilibrium equations in certain settings. In
addition, a multilevel finite element method (FE2 ) was proposed and implemented.
Regarding the discretization in time, both explicit and implicit Newmark methods
have been employed. For the explicit Newmark method, the Hessian of the multiscale solver is constant for heterogeneous structures with no time modulation and it
is independent of the constitutive relations of the microstructure, indicating that the
multiscale solver is highly efficient. When an implicit Newmark method is employed,
unconditional stability can be guaranteed, and a constant Hessian is also obtained for
linear elastic materials with time-independent material properties. Numerical simulations of the multiscale solver are performed on layered structures and locally resonant
structures with space or time modulation. Excellent accuracy of the multiscale solver
has been achieved by comparing the results with direct numerical simulation, while
there is a major computational time saving by using the multiscale solver, even when
implemented in series. Further gains can be easily achieved by using parallel computing, since the boundary value problems of the RVEs are trivially parallelizable.
Besides the contribution in computational methods, additional works on the design of acoustic metamaterials have been done in Chapter 4. In the research field
of acoustic metamaterials, and particularly for applications in vibration isolation, the
manipulation and control of the bandgaps is an important topic. Locally resonant
structures are preferable for subwavelength applications, however, their bandwidth is
narrow due to the nature of resonance. Therefore, the goal is often to design acoustic
metamaterials with broad bandwidth at low frequencies. Inspired by biological ma95

terials like bamboo or bone, we consider microstructures composed of several levels
of hierarchies. Such materials have long been analyzed for their supreme mechanical properties (static), while their dynamic behavior have rarely been studied. To
gain physical insight, we first performed a systematic study of hierarchical massspring models. The results suggest that graded hierarchical designs can generate
ultra-broad bandgaps at lower frequencies, compared to analogous non-hierarchical
architectures (graded or not). The analytical study has been validated through finite
element simulations on finite size structures, and over 100% increase in bandwidth
has been achieved.
In summary, this dissertation has answered several questions related to computational homogenization and design of elastic/acoustic metamaterials. First, the exact
satisfaction of Hill’s averaging relations and Hill-Mandel principle under finite element
discretization has been proved. Second, a variational coarse-graining framework for
dynamic problems with the consideration of micro-inertia effect has been proposed.
The framework can be used to perform multiscale numerical simulations in the spirit
of FE2 method, and has been successfully applied to layered structures and locally
resonant structures with space/time modulation. Third and last, a material architecture design based on resonant hierarchical structures has been proposed to deliver
metamaterials with enhanced bandwidth.
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Appendix A
Appendix of Chapter 2

Number
1
2
3
4
5
6
7
8

P11 (Pa)
5.540445662129311E10
4.564975169177103E10
3.116295439474504E10
3.694029850600000E10
3.694029850600000E10
4.271764261725496E10
2.765210896757578E10
2.421352284198325E10

P12 (Pa)
-3.697775921110617E9
-2.311265268571417E9
7.745539252061372E8
0
0
-7.745539252061372E8
7.475944449735475E8
1.196070730162412E9

P21 (Pa)
-3.697775921110617E9
-2.311265268571417E9
7.745539252061372E8
0
0
-7.745539252061372E8
7.475944449735475E8
1.196070730162412E9

P22 (Pa)
1.872085738015028E10
2.098423482999226E10
1.996623282454363E10
1.902985074600000E10
1.902985074600000E10
1.809346866745638E10
1.488959713525095E10
1.533834135993035E10

Table A.1a: Components of stress tensor for simple extension mode under linear
displacement boundary condition.

Number
1
2
3
4
5
6
7
8
Average

F11
1.2
1.153865843272414
1.153865843272414
1.2
1.2
1.246134156727586
1.246134156727586
1.2
1.200000000000000

F12
-0.04613415672758626
0
0.04613415672758626
0
0
-0.04613415672758626
0
0.04613415672758626
0

F21
0
-0.028835785730162634
-0.028835785730162634
0
0
0.028835785730162634
0.028835785730162634
0
0

F22
0.9711642142698373
1
1.028835785730163
1
1
0.9711642142698373
1
1.028835785730163
1

Table A.1b: Components of deformation gradient for simple extension mode under
linear displacement boundary condition.
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Number
1
2
3
4
5
6
7
8

P11 (Pa)
4.272877655616882E10
4.272877655616881E10
3.003952559993056E10
3.003952559993057E10
4.384107141206944E10
4.384107141206944E10
2.892723074402995E10
2.892723074402994E10

P12 (Pa)
6.532528423931364E-7
2.780854427286705E-7
1.398135338753770E-6
1.297020385082037E-6
-5.423341730090870E-8
-1.242786967781129E-6
-8.994862469441367E-7
-3.140181817261574E-8

P21 (Pa)
6.532528423931364E-7
2.780854427286705E-7
1.398135338753770E-6
1.297020385082037E-6
-5.423341730090870E-8
-1.242786967781129E-6
-8.994862469441367E-7
-3.140181817261574E-8

P22 (Pa)
1.517259313986339E10
1.517259313986339E10
1.806628499750840E10
1.806628499750839E10
1.999341649449161E10
1.999341649449161E10
1.709972463684661E10
1.709972463684661E10

Table A.2a: Components of stress tensor for simple extension mode under periodic
boundary condition.

Number
1
2
3
4
5
6
7
8
Average

F11
1.152799641638063
1.152799641638063
1.152799641638063
1.152799641638063
1.247200358361937
1.247200358361937
1.247200358361937
1.247200358361937
1.200000000000000

F12
0
0
0
0
0
0
0
0
0

F21
0
0
0
0
0
0
0
0
0

F22
0.9809015450978975
0.9809015450978975
1.019098454902103
1.019098454902103
0.9809015450978975
0.9809015450978975
1.019098454902103
1.019098454902103
1

Table A.2b: Components of deformation gradient for simple extension mode under
periodic boundary condition.

Number
1
2
3
4
5
6
7
8

P11 (Pa)
-2.130595379666259E9
-4.634962905504009E9
-1.399028340492011E9
0
0
1.399028340492011E9
1.755118475952594E9
9.450637946716006E8

P12 (Pa)
1.477835058908113E10
1.477835058908113E10
8.955223880000000E9
8.955223880000000E9
8.955223880000000E9
8.955223880000000E9
5.590212526640496E9
5.590212526640497E9

P21 (Pa)
1.477835058908113E10
1.477835058908113E10
8.955223880000000E9
8.955223880000000E9
8.955223880000000E9
8.955223880000000E9
5.590212526640496E9
5.590212526640497E9

P22 (Pa)
-4.634962905504009E9
-2.130595379666260E9
1.399028340492011E9
0
0
-1.399028340492011E9
9.450637946716006E8
1.755118475952594E9

Table A.3a: Components of stress tensor for simple shear mode under linear displacement boundary condition.
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Number
1
2
3
4
5
6
7
8
Average

F11
1
0.9843775168634644
0.9843775168634644
1
1
1.015622483136536
1.015622483136536
1
1

F12
0.1843775168634644
0.2
0.2156224831365357
0.2
0.2
0.1843775168634644
0.2
0.2156224831365357
0.2000000000000000

F21
0
-0.01562248313653562
-0.01562248313653562
0
0
0.01562248313653562
0.01562248313653562
0
0

F22
0.9843775168634644
1
1.015622483136536
1
1
0.9843775168634644
1
1.015622483136536
1

Table A.3b: Components of deformation gradient for simple shear mode under linear
displacement boundary condition.

Number
1
2
3
4
5
6
7
8

P11 (Pa)
1.892653704593794E-6
7.064054015297273E-7
-6.602305766684191E-7
4.633653368252543E-6
4.928428739833904E-7
3.883709277785474E-8
-1.092893533105891E-6
-3.537979237633326E-6

P12 (Pa)
7.835820896554924E9
7.835820896554925E9
8.955223880000004E9
8.955223880000004E9
8.955223880000000E9
8.955223880000000E9
7.835820896554928E9
7.835820896554928E9

P21 (Pa)
7.835820896554924E9
7.835820896554925E9
8.955223880000004E9
8.955223880000004E9
8.955223880000000E9
8.955223880000000E9
7.835820896554928E9
7.835820896554928E9

P22 (Pa)
4.117337246423158E-6
1.536736099019807E-6
-1.281624060558984E-6
1.684227316024411E-6
9.566949906492653E-7
1.903017544449548E-6
-1.001675136507230E-6
-2.458595741300362E-6

Table A.4a: Components of stress tensor for simple shear mode under periodic boundary condition.

Number
1
2
3
4
5
6
7
8
Average

F11
1
1
1
1
1
1
1
1
1

F12
0.1488805970187594
0.1488805970187594
0.2511194029812406
0.2511194029812406
0.1488805970187594
0.1488805970187594
0.2511194029812406
0.2511194029812406
0.2000000000000000

F21
-0.05111940298124053
-0.05111940298124052
-0.05111940298124052
-0.05111940298124052
0.05111940298124053
0.05111940298124052
0.05111940298124052
0.05111940298124052
0

F22
1
1
1
1
1
1
1
1
1

Table A.4b: Components of deformation gradient for simple shear mode under periodic boundary condition.
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Number
1
2
3
4
5
6
7
8
Average

P11 (GPa)
1.039825026165646
1.320203739079774
0.6802710990595731
0.9597001356950392
1.034848686668402
1.300707598404531
0.7026611918618899
0.9617825230651917
1.000000000000006

P12 (GPa)
0.04820528954458368
-0.03982502616563410
0.02932516104756559
-0.04029986430498470
0.03484868666840837
-0.04322895004735811
0.03821747693482153
-0.02724277367740260
-0.00000000000000004

P21 (GPa)
0.04866128855931545
-0.03874395172276655
0.02946016137955194
-0.03937749821610080
0.03433176606052552
-0.04357035273468100
0.03716704160995366
-0.02792845493579822
0.000000000000000001

P22 (GPa)
-0.2416297163702212
-0.04866128855930084
-0.1912627316990225
-0.03937749821606967
0.03433176606052036
0.2559592388690298
0.02792845493580790
0.2027117749793306
0.0000000000000093

Table A.5a: Components of stress tensor for simple extension mode under uniform
traction boundary condition.

Number
1
2
3
4
5
6
7
8

F11
1.004937304707261
1.005765870068560
1.005765870068560
1.007269717597589
1.007549975212814
1.008691889025950
1.008691889025950
1.010812023294105

F12
-2.689342182920912E-4
-1.097499579591548E-3
5.280152905005938E-5
-1.451045999979014E-3
8.729795948439010E-4
-2.689342182920912E-4
2.172935797205065E-3
5.280152905005938E-5

F21
8.747038856957929E-4
6.054301474451633E-4
6.054301474451633E-4
5.567276539679379E-4
-9.583423724183159E-5
-7.087987283018901E-4
-7.087987283018901E-4
-1.128860140708145E-3

F22
0.9969235353724314
0.9971928091106821
0.9960071216113445
0.9960558241048217
0.9963105708813713
0.9969235353724314
0.9955870601989383
0.9960071216113445

Table A.5b: Components of deformation gradient for simple extension mode under
uniform traction boundary condition.

Number
1
2
3
4
5
6
7
8
Average

P11 (GPa)
0.04560639290814648
-0.01504707428965104
-0.06074680125388290
0.03018748263543562
0.02982057526613236
-0.06843425672007669
-6.77692342451637E-3
0.04539060487842260
0.0000000000000013

P12 (GPa)
0.9543878256031890
0.9543936070918378
1.060613153272475
1.030187482635433
1.029820575266177
1.061397992038797
0.9546093951216100
0.9545899689704804
1.000000000000000

P21 (GPa)
0.9543936070918476
0.9543878256031800
1.061397992038798
1.029820575266174
1.030187482635437
1.060613153272471
0.9545899689704889
0.9546093951216026
1.000000000000000

P22 (GPa)
-0.015047074289714631
0.045606392908200080
-0.068434256720068380
0.029820575266171635
0.030187482635397278
-0.060746801253881974
0.045390604878376570
-6.7769234244772734E-3
0.0000000000000004

Table A.6a: Components of stress tensor for simple shear mode under uniform traction
boundary condition.
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Number
1
2
3
4
5
6
7
8

F11
1.000242207581661
0.9998638094113029
0.9998638094113029
1.000156756804026
1.000152658298764
0.9997780280404227
0.9997780280404227
1.000784490733307

F12
5.764948592700328E-3
6.143346763057936E-3
0.01791376094498578
0.01762081355226269
5.390318334358900E-3
5.764948592700328E-3
0.01892022363786956
0.01791376094498578

F21
6.143346763082536E-3
5.764948592724816E-3
5.764948592724816E-3
5.390318334383442E-3
0.01762081355228730
0.01791376094501020
0.01791376094501020
0.01892022363789369

F22
0.9998638094113029
1.000242207581661
0.9997780280404228
1.000152658298764
1.000156756804026
0.9998638094113029
1.000784490733306
0.9997780280404228

Table A.6b: Components of deformation gradient for simple shear mode under uniform traction boundary condition.

102

Appendix B
Appendix of Chapter 3
B.1

Hessian for explicit Newmark method

M,n+1
We begin by taking variations of FBi
, given by Eq. (3.32),

M,n+1
δFBi
=∫

ΩM
0

NBM ⟨

2ρ0
2ρ0
M
M
M
(B.1)
∑ δϕn+1
∑ δϕn+1
ai Na ⟩ dV + ∫ M NB,J ⟨
ai Na XJ ⟩ dV
2
∆t a
∆t2 a
Ω0

and proceed to relate the variation of the microscopic degrees of freedom, δϕa , with
the macroscopic ones, δϕM
A . The microscopic boundary nodes {c} are directly related
via the boundary conditions, assumed here to be affine, i.e.
M,n+1 M
M
δϕn+1
NA + ∑ ϕM,n+1
NA,Q
XcQ ,
ci = ∑ δϕAi
Ai
A

(B.2)

A

and the consideration of periodic boundary conditions for the RVE will be shown in
the next section. Then, for the interior nodes {b}, such relation may be derived from
the variation of the microscopic equilibrium equations, i.e.
0=∫

Ω0

2ρ0
∑ δϕn+1
ai Na Nb′ dV,
∆t2 a
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(B.3)

where we have relabelled b as b′ for convenience. Separating again between interior and
boundary nodes, and applying the boundary conditions, cf. Eqs. (B.2), one obtains
0 = ∑ δϕn+1
bi [∫
b

Ω0

2ρ0
2ρ0
n+1
′ dV ] + ∑ δϕ
N
N
Nc Nb′ dV ]
[
b
b
∫
ci
∆t2
Ω0 ∆t2
c

2ρ0
2ρ0
Nb Nb′ dV ] + ∑ δϕM,n+1
NAM [ ∫
∑ Nc Nb′ dV ]
Ai
2
Ω0 ∆t2 c
Ω0 ∆t
A
b
2ρ0
M
Nc Nb′ dV ]
+ ∑ δϕM,n+1
NA,Q
∑ XcQ [∫
Ai
Ω0 ∆t2
c
A

= ∑ δϕn+1
bi [∫

(B.4)

M,n+1
M
= ∑ Mb′ b δϕn+1
,
bi + ∑ Mb′ A δϕAi
A

b

with
2ρ0
Nb Nb′ dV
Ω0 ∆t2
2ρ0
2ρ0
M
M
MM
Nc Nb′ dV ] ,
∑ Nc Nb′ dV ] + NA,Q
∑ XcQ [∫
b′ A = NA [ ∫
2
Ω0 ∆t
Ω0 ∆t2
c
c

Mb′ b = ∫

(B.5)
(B.6)

and therefore
M,n+1
M
−1
= ∑ PbA δϕM,n+1
,
δϕn+1
bi = − ∑ ∑ Mbb′ Mb′ A δϕAi
Ai
A b′

(B.7)

A

M
with PbA = − ∑b′ M−1
bb′ Mb′ A . This is equivalent to a condensation procedure for the

variation of the displacements.
Then, one can separate the microscopic nodes {a} in Eq. (B.1), into nodes {b}
and {c}, i.e.
2ρ0
2ρ0
M
M
M
+ ∫ M NB,J
⟨ 2 ∑ δϕn+1
∑ δϕn+1
bi Nb ⟩ dV
bi Nb XJ ⟩ dV
2
∆t b
∆t b
Ω0
Ω0
2ρ0
2ρ0
M
M
M
+ ∫ M NBM ⟨ 2 ∑ δϕn+1
+ ∫ M NB,J
⟨ 2 ∑ δϕn+1
ci Nc ⟩ dV
ci Nc XJ ⟩ dV ,
∆t c
∆t c
Ω0
Ω0

M,n+1
δFBi
=∫

NBM ⟨
M

(B.8)
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and apply Eqs. (B.2) and (B.7) to obtain
M,n+1
δFBi
=∫

M,n+1

ΩM
0

+∫

∑ NBM δϕAi

[ ∑ PbA ⟨

A

b
M,n+1

M
δϕAi
∑ NB,J
M

Ω0

2ρ0
Nb ⟩] dV M
2
∆t

[ ∑ PbA ⟨

A

b

2ρ0
Nb XJ ⟩] dV M
∆t2

2ρ0
N ⟩ dV M
2 ∑ c
∆t
Ω0
c
A
2ρ
0
M,n+1
M
+ ∫ M NB,J
∑ δϕAi NAM ⟨ 2 ∑ Nc XJ ⟩ dV M
∆t
Ω0
c
A
2ρ
0
M
+ ∫ M NBM ∑ δϕM,n+1
NA,Q
⟨ 2 ∑ XcQ Nc ⟩ dV M
Ai
∆t
Ω0
c
A
2ρ
0
M,n+1 M
M
+ ∫ M NB,J
⟨ 2 ∑ XcQ Nc XJ ⟩ dV M .
∑ δϕAi NA,Q
∆t
Ω0
c
A

+∫

NBM ∑ δϕM,n+1
NAM ⟨
Ai
M

(B.9)

The sough-after Hessian then reads
M,n+1
∂FBi

∂ϕM,n+1
B′p

= δip

1
{
NBM [ ∑ PbB ′ ⟨2ρ0 Nb ⟩] dV M
∆t2 ∫ΩM
0
b
+∫
+∫
+∫
+∫
+∫

ΩM
0

ΩM
0
ΩM
0
ΩM
0

ΩM
0

M
NB,J
[ ∑ PbB ′ ⟨2ρ0 Nb XJ ⟩] dV M
b

NBM NBM′ ⟨2ρ0 ∑ Nc ⟩ dV M
c

(B.10)

M
NBM′ ⟨2ρ0 ∑ Nc XJ ⟩ dV M
NB,J
c

NBM NBM′ ,Q ⟨2ρ0 ∑ XcQ Nc ⟩ dV M
c

M
NBM′ ,Q ⟨2ρ0 ∑ XcQ Nc XJ ⟩ dV M },
NB,J
c

which is constant for a fixed spatial discretization as long as the materials density of
the structure is time independent, and the Hessian may be easily adapted for changes
in the time step ∆t. We emphasize that the quasi-explicit nature of the method still
holds true for history-dependent non-linear materials, such as viscoelastoplastic materials, as the overall scheme results from homogenization of an explicit dynamics time
integration procedure. We further note that the proposed numerical method concurrently minimizes the micro and macro problem, rather than solving for the two scales
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in a sequential iterative manner. The concurrent versus two-stage minimization has
recently been explored in the context of quasi-continuum methods by Sorkin et al.
(2014), leading not only to a faster algorithm, but also to a more accurate characterization of the solution path. In particular, their results indicate that a staggered
two-stage minimization can artificially stabilize points that do not correspond to local
equilibrium positions.

B.2

Hessian for implicit Newmark method

In this section, we derive the Hessian when periodic boundary condition is applied
on the RVE. Especially, the mesh of the RVE is required to be identical on paralleled
boundaries. The boundary condition applied on the boundary nodes reads
M,n+1 M
M
δϕn+1
NA + ∑ δϕM,n+1
NA,Q
XcQ + δ ϕ̃n+1
cp = ∑ δϕAp
cp ,
Ap
A

(B.11)

A

where δ ϕ̃n+1
is a microscopic fluctuation term, which is identical for nodes on the
ci
paralleled boundaries, such that the shape of the two paralleled boundaries remains
identical during the deformation process. In particular, the c nodes need to be divided
into two parts, the corners nodes c0 and the other nodes on the boundary that are not
on the corners. Further, we denote those nodes lie on the interior of the boundaries
as c1 and c2, where c1 and c2 lies in the same position but on paralleled boundaries
(edges in 2D or surfaces in 3D), such that δϕc1 = δϕc2 , and δϕc0 = 0.
Similar procedure of derivation of the Hessian will be followed as in the section
of the linear boundary condition. Through taking variations of the weak form of
the microscopic equilibrium equations as shown in Eq. (3.19) and making use of the
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periodic boundary conditions, cf. Eq. (B.11), one could obtain,
0 =∫

Ω0

[

ρ0
n+1
Nb′ ( ∑ δϕn+1
ci Nc + ∑ δϕbi Nb )
2
β∆t
c
b

n+1
n+1
+ CiJjQ
Nb′ ,J ( ∑ δϕn+1
cj Nc,Q + ∑ δϕbj Nb,Q )] dV
c

b

= ∑ δϕM,n+1
[NAM ∫
Aj
A

∑(

Ω0 c

ρ0
n+1
δij Nb′ Nc + CiJjQ
Nb′ ,J Nc,Q )dV
β∆t2

ρ0
M
+ NA,R
∫Ω ∑ XcR ( β∆t2 δij Nb′ Nc
0 c

n+1
+ CiJjQ
Nb′ ,J Nc,Q )dV

+ ∑ δ ϕ̃n+1
cj ∫

(

ρ0
n+1
δij Nb′ Nc + CiJjQ
Nb′ ,J Nc,Q )dV
β∆t2

+ ∑ δϕn+1
bj ∫

(

ρ0
n+1
Nb′ ,J Nb,Q )dV
δij Nb′ Nb + CiJjQ
β∆t2

c

b

Ω0

Ω0

(B.12)

]

where b′ are interior nodes and C is the material’s tangent moduli. These equations
can be compactly written as
0 = ∑ Mb′ iAj δϕM,n+1
+
Aj
A

∑

Nb′ idq δϕn+1
dq

(B.13)

d=b+c1+c2

n+1
where δϕn+1
dq is to be understood as δ ϕ̃cq for d = c1, c2.

Additionally, variations of the equilibrium equations for the boundary nodes of
the RVE, i.e. (see Eq. (3.19))
RRR
ρ0
R
n+1
n+1
n+1
∫Ω [ β∆t2 ( ∑ ϕai Na )Nc + PiJ Nc,J − ρ0 B̄i Nc ] dV RRRR
RRR
0
a
c=c1
RRR
ρ0
n+1
n+1
n+1
= −∫ [
( ∑ ϕai Na )Nc + PiJ Nc,J − ρ0 B̄i Nc ] dV RRRRR
Ω0 β∆t2
RRR
a

(B.14)
c=c2

deliver
ρ0
n+1
n+1
∫Ω [ β∆t2 ( ∑ δϕai Na )Nc1 + CiJjQ ∑ δϕaj Na,Q Nc1,J ] dV
0
a
a
ρ0
n+1
= −∫ [
( ∑ δϕn+1
ai Na )Nc2 + CiJjQ ∑ δϕaj Na,Q Nc2,J ] dV,
Ω0 β∆t2
a
a
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(B.15)

or equivalently,
0 =∫

Ω0

[

ρ0
n+1
∑ δϕn+1
ai Na (Nc1 + Nc2 ) + CiJjQ ∑ δϕaj Na,Q (Nc1,J + Nc2,J )] dV
β∆t2 a
a
(B.16)

The sums over {a} in the resulting expression may again be separated between interior nodes b and boundary nodes c. Doing so and making use of the periodic
boundary conditions for nodes {c} results in equations identical to Eq. (B.12), with
b′ replaced by c1 + c2. Both systems of equations may then be combined to deliver b + c1 + c2 equations for b + c1 + c2 unknowns, which we compactly rewrite as
M,n+1
′
δϕn+1
.
dp = ∑A P dpAj δϕAj

The Hessian may now be computed, delivering
M,n+1
∂FBp

∂ϕM,n+1
B ′ p′

=∫

NBM
M

Ω0

+∫
+∫

d=b+c1+c2

M
NB,M
M

Ω0

ΩM
0

P ′ dpB ′ p′ ⟨

∑

M
NB,M

∑

ρ0
Nd ⟩ dV M
β∆t2

P ′ dpB ′ p′ ⟨

d=b+c1+c2

∑

ρ0
Nd XM ⟩ dV M
2
β∆t

M
n+1
P ′ dqB ′ p′ ⟨CpM
qN Nd,N ⟩ dV

d=b+c1+c2

(B.17)

ρ0
+ δpp′ ∫ M NBM ∑ (NBM′ + NBM′ ,Q XcQ )⟨
Nc ⟩ dV M
β∆t2
Ω0
c
+ δpp′ ∫

M
NB,M
∑ (NBM′ + NBM′ ,Q XcQ )⟨
M

Ω0

+ δqp′ ∫

ΩM
0

c

ρ0
Nc XM ⟩ dV M
β∆t2

M
n+1
M
NB,M
∑ (NBM′ + NBM′ ,Q XcQ )⟨CpM
qN Nc,N ⟩ dV .
c
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