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Introduction
Une courbe elliptique est un objet mathématique étudié particulièrement en géométrie algé-
brique. On peut en donner plusieurs déﬁnitions selon la personne à laquelle on s'adresse.
Certaines paraîtront trop complexes pour les uns, d'autres trop restreintes pour les autres.
La cryptographie est un domaine étudié depuis que l'homme a le besoin de communiquer des
informations secrètes à certains de ses congénères (et là tous les coups sont permis pour obtenir
ou sécuriser ces informations, cf [Sin99]). Des individus de divers horizons se sont intéressés
à cette discipline : linguistes, cruciverbistes, chimistes, inventeurs, mathématiciens, curieux,
informaticiens, ingénieurs, physiciens. De nos jours, la quasi-totalité des informations circule
par voie électronique.
Cryptographie et courbes elliptiques se sont rencontrées sans le savoir, il y a maintenant un
peu plus de trente ans, avec l'apparition du protocole d'échange de clés Diﬃe Hellman [DH76]
et du cryptosystème ElGamal [Elg85]. Ces protocoles cryptographiques utilisent la structure
de groupe de l'ensemble des éléments inversibles d'un corps ﬁni F∗p.
En appliquant, ces procédés aux groupes déﬁnis par des courbes elliptiques (cf. [Mil86] et
[Kob87]), une nouvelle spécialité voit le jour à la ﬁn des années 80 : ECC, Elliptic Curve
Cryptography.
Comme son nom l'indique, cette discipline caractérise les procédés cryptographiques utilisant
les courbes elliptiques. Depuis ce temps, ce domaine est exploré par de nombreux chercheurs
issus de la recherche mathématique, informatique, cryptographique et industrielle.
Aujourd'hui, le colloque ECC est dédié à ce type de recherche et avec la standardisation de
plusieurs protocoles comme ECDSA (Elliptic Curve Digital Signature Algorithm) ou ECIES
(Elliptic Curve Integrated Encryption System) l'utilité des courbes elliptiques en cryptogra-
phie n'est plus à démontrer. On en trouve notamment dans les dernières implémentations de
la librairie openssl.
Le sujet d'étude de ma thèse concerne l'utilisation dans le domaine de la cryptographie de
courbes elliptiques déﬁnies sur un anneau (Fp[ε] où ε2 = 0).
Le cas des courbes elliptiques déﬁnies sur un anneau a été étudié sous diﬀérents aspects.
En géométrie algébrique, l'étude de ces courbes dans le cas d'un anneau local est exposée dans
le livre de Silverman [Sil94].
En théorie des nombres, l'étude de ces courbes sur un anneauZp.q pour p et q nombres premiers
distincts dans l'article [Len86] de Lenstra a permis de factoriser de grands entiers en utilisant
les courbes elliptiques.
En cryptographie, la thèse de Sebastiá Martin [Mar98] étudie les courbes sur un anneau ZN
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avec N = p× q deux premiers distincts. Il construit alors un cryptosystème de type ElGamal
utilisant ces courbes. Il étudie également le nombre de points des courbes déﬁnies sur les an-
neaux de type Znp .
De notre coté, nous avons étudié les propriétés des courbes elliptiques déﬁnies sur un anneau
de type Fp[ε] d'un point de vue cryptographique.
Cette étude nous a permis dans un premier temps de construire une attaque du problème du
logarithme discret sur des courbes elliptiques déﬁnies sur un corps ﬁni et de trace nulle. Dans
un second temps, nous avons pu construire un cryptosystème basé sur ces courbes puis nous
en avons étudié certaines propriétés de sécurité.
L'attaque est exposée dans la section 4.1, la construction de nouveaux cryptosystèmes est
développée dans la section 4.2 et leur sécurité est étudiée dans la section 4.3. Le chapitre 4
est donc consacré aux applications cryptographiques de ces courbes.
Les trois premiers chapitres exposent les idées et les propriétés qui permettent d'aboutir à ces
résultats.
Tout d'abord, le chapitre 1 contient les prérequis nécessaires à la compréhension de ma thèse
dans les diﬀérents domaines concernés.
En eﬀet, dans ce rapport, objets mathématiques et concepts informatiques se rencontrent et
se croisent inlassablement. Avec l'étude de sécurité de système de chiﬀrement, les espaces
probabilisés et les ensembles de distributions entrent eux aussi dans la danse.
Le chapitre 1 expose donc ces diﬀérentes notions en plusieurs parties. Chacune d'entre elles
revient délibérément sur les notions de base. Le lecteur peut ainsi les retrouver directement
dans ce chapitre.
J'y ai également apporté ma contribution en développant dans la partie 1.3.2 le concept d'en-
semble eﬀectif. Il permet d'associer une taille à un ensemble (ou à une famille d'ensembles) et
de mesurer ensuite le temps de calcul et l'eﬃcacité d'un algorithme.
Le chapitre 1 se déroule de la façon suivante.
La première section 1.1 traite de géométrie algébrique. Le niveau reste élémentaire. Y sont
introduits l'anneau Fq[ε] et la notion de courbe elliptique la plus répandue en cryptographie.
La deuxième section 1.2 traite de probabilités. Même si les espaces probabilisés restent ﬁnis et
donc, somme toute, assez simples à cerner, cette partie revient en détail sur leur construction
et permet de comprendre les notations de probabilité largement usitées dans les preuves de
sécurité.
La troisième section 1.3 est plus conséquente ; elle rappelle diﬀérentes notions d'algorithmique.
Pour cela, je commence par décrire la modélisation d'un ordinateur (ou plus précisément d'un
programme) par une machine de Turing (1.3.1), puis je donne diﬀérentes déﬁnitions relatives
aux objets sous-jacents à la notion d'algorithme (1.3.2) ; en particulier j'y développe la notion
d'ensemble eﬀectif.
Ensuite, dans la partie 1.3.3 sont introduites les notions de temps de calcul et de polynomialité.
Le cas des algorithmes déterministes étant traité, nous généralisons toutes ces notions au cas
plus large des algorithmes probabilistes (1.3.4).
Enﬁn, dans les deux dernières sections de cette partie 1.3, nous abordons la notion de problèmes
(au sens de la théorie de la complexité) en introduisant dans chacune d'entre elles les exemples
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qui nous concernent. Plus précisément, les problèmes calculatoires sont traités dans la section
1.3.5, et les problèmes de logarithme discret et de problème CDH y sont introduits. Puis les
problèmes décisionnels sont traités dans la section 1.3.6 où le problème DDH est introduit.
Les deux dernières parties du chapitre 1 rappellent certaines notions de base de cryptographie.
La section 1.4 traite de système de chiﬀrement à clé publique et de diﬀérents types d'attaques
envisageables. Enﬁn la section 1.5 traite de preuves de sécurité.
Une fois ces diﬀérentes notions introduites, pour traiter de l'utilisation cryptographique des
courbes elliptiques déﬁnies sur l'anneau Fp[ε] où ε2 = 0, la première étape est alors de com-
prendre les objets mathématiques manipulés. Ainsi, le chapitre 2 traite de géométrie algébrique
et plus particulièrement de courbes elliptiques sur un anneau local. L'intérêt ﬁnal de ce cha-
pitre est de connaître explicitement les calculs à eﬀectuer pour obtenir la somme de deux
éléments de E(Fq[ε]) ; il s'agit de ma contribution principale dans cette partie.
Le chapitre 2 est composé de trois parties.
La première 2.1 regroupe des résultats généraux concernant les courbes elliptiques déﬁnies
sur un anneau local. Elle permet surtout de nous assurer que ces ensembles sont munis d'une
structure de groupe. Elle donne également des formules de calcul explicites.
La deuxième partie 2.2 traite plus spéciﬁquement de l'anneau local Fq[ε] et étudie la structure
des courbes elliptiques déﬁnies sur cet anneau. Ces résultats diﬀèrent selon la cardinalité de
la courbe et tous les cas y sont traités.
Enﬁn, la troisième et dernière partie 2.3 est consacrée à la loi d'addition. Il s'agit d'obtenir des
calculs simpliﬁés des formules plus générales rappelées dans la section 2.1. Celles-ci diﬀèrent
selon la situation des éléments à additionner, il s'agit donc de savoir explicitement que faire
et quand.
Les objets mathématiques cernés, nous devons alors les faire manipuler à un ordinateur. Le
chapitre 3 traite alors des considérations eﬀectives de ces nouveaux objets.
J'ai articulé le chapitre 3 de la façon suivante.
La première partie 3.1 traite du cas général : qu'attend-on d'un groupe pour pouvoir l'utiliser
dans un programme informatique ? D. Vergnaud traite de ces questions dans sa thèse [Ver06,
p.93] en introduisant la notion de représentation algorithmique d'un groupe. Pour ma part,
j'introduis une notion voisine de groupe eﬀectif. Elle aussi est munie d'une notion de taille
associée (tout comme l'est celle d'ensemble eﬀectif dans la section 1.3.3).
La deuxième partie 3.2 s'attarde alors sur les courbes elliptiques déﬁnies sur Fq[ε] aﬁn de
s'assurer qu'elles sont bien intéressantes d'un point de vue algorithmique ; qu'il n'y ait aucun
problème de codage des données ou de temps de calcul de la somme.
Enﬁn, la troisième partie 3.3 de ce chapitre s'intéresse à certains problèmes liés à cette struc-
ture de groupe. En particulier, dans la section 3.3.1, je montre que les problèmes calculatoires
du logarithme discret et de Diﬃe Hellman sont équivalents à leurs homologues sur des courbes
elliptiques classiques. Puis, dans la section 3.3.2, je traite le cas du problème décisionnel de
Diﬃe Hellman, en montrant que celui-ci est facile à résoudre.
Le dernier chapitre 4, enﬁn, traite de cryptographie et illustre l'utilisation que nous pouvons
faire des courbes elliptiques déﬁnies sur l'anneau Fq[ε].
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La première partie 4.1 expose une attaque du problème du logarithme discret sur des courbes
elliptiques déﬁnies sur un corps et vériﬁant la propriéte suivante : leur cardinal est égal au
cardinal du corps. Depuis une dizaine d'années, plusieurs attaques existent déjà sur ce type de
courbes (cf. [AS98], [Sem98] et [Sma99]). Il n'en reste pas moins que celle que j'expose ici est
particulièrement eﬃcace (les opérations eﬀectuées sont deux exponentiations et une division).
Après avoir utilisé les courbes elliptiques déﬁnies sur Fq[ε] à des ﬁns cryptanalystes, les deux
dernières parties s'attachent à leurs aspects cryptographiques. Je les utilise pour concevoir
un cryptosystème de type El Gamal. Ce dernier, comparé aux cryptosystèmes de type El
Gamal déﬁnis sur des courbes elliptiques classiques, fournit l'avantage de ne présenter aucun
problème de codage. Le prix à payer est alors de diviser la bande passante par deux. Les
solutions envisagées pour régler ce type de problème pour des courbes elliptiques classiques
la divisant au moins par deux, notre système en devient plus performant de ce point de vue
(cf. [Vir05]).
J'expose ce cryptosystème dans la partie 4.2 et enﬁn j'étudie certaines de ses propriétés de
sécurité dans la partie 4.3. J'obtiens alors, dans la section 4.3.1, que ce système de chiﬀrement
est OW CPA au même titre qu'une version El Gamal déﬁnie sur des courbes elliptiques
classiques ; c'est à dire sous l'hypothèse que le problème CDH soit diﬃcile pour ces courbes.
Enﬁn dans la section 4.3.2, je présente un attaquant IND-CPA de ce cryptosystème, puis je
précise son avantage. Cette faiblesse n'est pas surprenante dans la mesure où le cryptosystème
est similaire au système El Gamal. Mais, cette étude a nécessité une preuve appropriée dans
la mesure où notre cryptosystème n'est pas, à proprement parler, de type El Gamal même s'il
s'en approche beaucoup.
Chapitre 1
Notions de bases
1.1 Algèbre
Dans cette section, nous rappelons brièvement la notion de courbe elliptique sur un corps (en
particulier la loi d'addition), puis nous introduisons l'anneau Fq[ε] (et ses propriétés), enﬁn
nous introduisons la notion de courbe elliptique sur un anneau.
1.1.1 Courbe elliptique sur un corps
Dans cette section, K désigne un corps de caractéristique diﬀérente de 2 et 3.
Déﬁnition 1.1.1 Si K est un corps de caractéristique diﬀérente de 2 et 3, une courbe ellip-
tique sur K est déterminée par une équation du type Y 2Z = X3 + aXZ2 + bZ3 avec a et b
dans K tels que 4a3 + 27b2 6= 0.
On note alors Ea,b cette courbe.
Les points de cette courbe sont les éléments [X : Y : Z] de l'espace projectif P2 (K) vériﬁant
l'équation :
Y 2Z = X3 + aXZ2 + bZ3.
L'ensemble des points de Ea,b est noté Ea,b (K).
En s'intéressant aux points [X : Y : Z] de Ea,b (K) tels que Z soit nul, on ne trouve qu'un
seul point vériﬁant cette condition. Les points restants s'écrivent alors tous de façon unique
sous la forme [x : y : 1] et on obtient la proposition 1.1.1.
Proposition 1.1.1 L'ensemble des points sur K d'une courbe elliptique Ea,b vériﬁe :
Ea,b(K) =
{
[x : y : 1] : y2 = x3 + ax+ b
} ∪ {[0 : 1 : 0]} .
L'équation y2 = x3 + ax + b est appelée équation de Weierstrass de la courbe et le point
[0 : 1 : 0] appelé point à l'inﬁni, il est noté O.
Proposition 1.1.2 L'ensemble Ea,b (K) est muni d'une loi de groupe (notée additivement),
dont l'élément neutre est O.
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Construction géométrique réelle. Lorsque K est le corps des réels, on peut tracer la
courbe d'équation y2 = x3 + ax+ b dans un plan réel.
Les points de la courbe elliptique Ea,b (R) sont alors représentés par les points de cette courbe
hormis le point O que l'on peut imaginer à l'inﬁni, en haut ou en bas. La somme de deux
points distincts P et Q diﬀérents de O s'obtient alors géométriquement de la façon suivante :
 on considère la droite (PQ) ;
 si cette droite est parallèle à l'axe des ordonnées, la somme de P et Q est O ;
 sinon cette droite coupe la courbe elliptique en un unique troisième point R de coordonnées
(xR, yR) et la somme de P et Q est le point (xR,−yR) = −R.
Pour obtenir la somme des points P et Q quand P = Q (autrement dit pour obtenir le point
2P ), on procède de la même façon, en considérant la tangente à la courbe passant par le
point P .
Cette construction s'appelle méthode de la sécante-tangente. La ﬁgure 1.1 l'illustre dans R.
P
Q
y
R
x
P +Q
P
y
R
x
2P
Si P 6= Q, Si P = Q,
on trace la sécante (PQ). on trace la tangente en P .
Fig. 1.1  Méthode de la sécante-tangente
Cette construction permet d'obtenir des formules d'addition valables pour un corps de carac-
téristique diﬀérente de 2 et 3.
Les formules permettant de calculer la somme de deux points P = [xP : yP : 1] et
Q = [xQ : yQ : 1] sont données dans le tableau 1.1.
On peut remarquer également que :
 l'opposé du point P est −P = [xP : −yP : 1] ;
 si xP = xQ, alors P = Q ou P = −Q ;
 si yP = 0, alors P = −P .
Ces propriétés permettent de s'assurer qu'il n'y a pas de problème de déﬁnition lors des calculs
de la somme de deux points ; en eﬀet :
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Si P = −Q i.e. si xP = xQ et yP = −yQ alors on a : P +Q = O = [0 : 1 : 0]
Si P 6= −Q alors on a : P +Q = [xP+Q : yP+Q : 1]
avec xP+Q = λ2 − xP − xQ et yP+Q = −yP + λ (xP − xP+Q)
si, de plus, P = Q i.e. si xP = xQ et yP = yQ alors on a : λ =
3x2P + a
2yP
.
si, de plus, P 6= Q i.e. si xP 6= xQ alors on a : λ = yQ − yP
xQ − xP
Tab. 1.1  Formules d'addition de deux points d'une courbe elliptique déﬁnie sur un corps de
caractéristique diﬀérente de 2 et 3.
 si P 6= −Q et P 6= Q, alors xQ − xP 6= 0 ;
 si P 6= −Q et P = Q, alors yP 6= 0.
On retrouve tous ces résultats dans le livre de Silverman [Sil85], ils sont également exposés
avec un minimum de prérequis dans [Joy95].
Par la suite, nous étudions les courbes elliptiques déﬁnies sur un anneau. Dans ce cadre, les
formules d'addition de le tableau 1.1 ne peuvent pas être utilisées : à la diﬀérence d'un corps,
un anneau peut contenir des éléments non inversibles non nuls.
Cependant, un corps étant aussi un anneau, les formules valables pour un anneau doivent
l'être a fortiori pour un corps.
Nous verrons comment étendre les formules du tableau 1.1 dans le cadre d'un anneau dans le
chapitre 2.
En particulier, dans la partie 2.2, nous appliquerons ces résultats à l'anneau Fp[ε] introduit
dans la section suivante.
1.1.2 L'anneau Fq[ε]
Soit p un nombre premier, q une puissance de p. On considère le corps ﬁni de cardinal q, noté
Fq. Et on note Fq[ε] l'anneau
Fq[X]
X2
. Autrement dit, on a :
Fq[ε] = {a+ bε : a, b ∈ Fq, ε2 = 0}
Nous étudions, dans un premier temps, les éléments non inversibles de cet anneau puis nous
nous intéressons à sa structure algébrique.
Lemme 1.1.1 Les éléments non inversibles de Fq[ε] sont les kε avec k dans Fq, et pour a et
b dans Fq avec a 6= 0, on a :
(a+ bε)−1 = a−1 − ba−2ε.
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Preuve. Pour a et b dans Fq avec a 6= 0, on a :
(a+ bε)(a−1 − ba−2ε) = 1.
De plus, un élément de Fq[ε] écrit sous la forme a+ bε avec a et b dans Fq est inversible si et
seulement si a est non nul.
Lemme 1.1.2 L'anneau Fq[ε] admet (ε) = εFq pour idéal maximal.
Preuve. Pour a, b et k dans Fq, on a :
kε(a+ bε) = akε
Donc, on a : (ε)Fq[ε] ⊆ (ε) ; et (ε) est un idéal.
De plus, l'anneau quotient est un corps car pour a et b dans Fq, a + bε peut être représenté
par a et :
Fq[ε]
(ε)
= Fq.
Donc (ε) est un idéal maximal.
L'anneau Fq[ε] a donc la propriété d'être un anneau local, comme l'indique le lemme 1.1.3.
Lemme 1.1.3 L'anneau Fq[ε] est un anneau local de corps résiduel Fq.
Preuve. D'après les lemmes 1.1.1 et 1.1.2, l'ensemble des éléments non inversibles de Fq[ε]
est un idéal maximal de corps résiduel Fq. Donc l'anneau Fq[ε] est un anneau local.
Mais cet anneau est aussi muni d'une structure d'espace vectoriel et d'algèbre, comme le
précisent le lemme 1.1.4 et le corollaire 1.1.1.
Lemme 1.1.4 L'anneau Fq[ε] est un Fq-espace vectoriel de dimension 2 de base (1, ε) ; soit :
Fq[ε] = Fq + Fqε.
Preuve. Pour a, a′, b, b′ et k dans Fq, on a :
a+ bε+ a′ + b′ε = (a+ a′) + (b+ b′)ε
k(a+ bε) = ka+ kbε.
Corollaire 1.1.1 L'ensemble Fq[ε] est une Fq-algèbre locale.
Preuve. D'après les lemmes 1.1.3 et 1.1.4.
Nous utiliserons cette structure algébrique pour obtenir les formules d'addition établies dans
la section 2.3.
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1.2 Probabilités
Notations. Dans cette section, les espaces probabilisés seront ﬁnis. Pour un ensemble fonda-
mental ﬁni F , la tribu considérée sera toujours l'ensemble P(F ) des parties de F . Ainsi, quand
nous écrirons "l'espace probabilisé ﬁni (F, PF )", il s'agira de l'espace probabilisé (F,P(F ), PF )
où PF est la loi de probabilité déﬁnie sur l'ensemble F .
Toutes les mesures considérées ici sont des mesures de probabilité.
Pour étudier la sécurité d'un cryptosystème, nous allons considérer des expériences aléatoires
décomposées en expériences élémentaires. La notation que nous allons introduire à l'issue de
cette section permet de visualiser rapidement le déroulement de l'expérience aléatoire consi-
dérée.
Illustrons cette partie par l'exemple d'expérience aléatoire 1.2.1 :
Exemple 1.2.1 On lance un dé de six.
Si le résultat est impair, on lance un dé de dix ; sinon on lance un dé de quatre. Suite à cette
expérience aléatoire, on s'intéresse à la probabilité que la somme des deux lancers soit égale à
6.
On peut considérer que cette expérience est composée de deux (ou trois) expériences élémen-
taires :
1. le jet d'un dé de six. On note le résultat de cette expérience d1 ;
2. le jet d'un second dé (de dix ou de quatre). On note le résultat de cette expérience d2 ;
3. on peut ajouter, si on le souhaite, cette dernière expérience : le calcul de la somme de d1
et d2. On note le résultat somme. Cette variable est alors entièrement déterminée par
les résultats des expériences précédentes et on a : somme = d1 + d2.
On s'intéresse à la probabilité que la variable somme soit égale à 6.
Cet exemple illustre les trois types d'expériences élémentaires que nous allons considérer par
la suite :
1. l'exécution d'un algorithme probabiliste, que l'on peut illustrer par la deuxième expé-
rience de l'exemple 1.2.1 ou en cryptographie par le choix d'un couple de clés ;
2. l'exécution d'un algorithme déterministe, que l'on peut illustrer par la dernière expé-
rience de l'exemple 1.2.1 ou en cryptographie par le déchiﬀrement d'un cryptogramme ;
3. le tir uniforme dans un ensemble ﬁni, que l'on peut illustrer par la première expérience
de l'exemple 1.2.1 ou en cryptographie par le choix d'un clair dans l'ensemble des clairs
que l'on peut chiﬀrer à l'aide d'une clé donnée.
La déﬁnition 1.2.1 donne notre version d'une expérience élémentaire que nous avons restreint
aux cas d'un espace ﬁni :
Déﬁnition 1.2.1 Soit F un ensemble ﬁni. Une expérience élémentaire indexée par F est une
famille d'espaces probabilisés ﬁnis indexée par une variable appartenant à F . On la note par
exemple E = (E(x), PE,x)x∈F où pour tout x dans F , E(x) est un ensemble ﬁni muni d'une
loi de probabilité notée PE,x.
Dans l'exemple 1.2.1, on peut décrire la première expérience de cette façon.
Exemple 1.2.2 Il s'agit d'une famille contenant un seul espace probabilisé :
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E1 = (E1(x), PE1,x)x∈F où F = {?}, E1(?) = J1, 6K et PE1,? est déﬁnie par :
PE1,?(1) = PE1,?(2) = PE1,?(3) = PE1,?(4) = PE1,?(5) = PE1,?(6) =
1
6
.
Nous décrirons ultérieurement les autres expériences élémentaires de l'exemple 1.2.1.
La proposition 1.2.1 précise comment la réalisation d'une expérience élémentaire à partir
de données issues d'un espace probabilisé, fournit un autre espace probabilisé modélisant le
résultat de l'expérience élémentaire considérée.
Proposition 1.2.1 Soit (F, PF ) un espace probabilisé ﬁni et E = (E(x), PE,x)x∈F une expé-
rience élémentaire indexée par F .
Le symbole
⊔
représente ici l'union disjointe.
Notons EF =
⊔
x∈F E(x) = {(x, y) : x ∈ F, y ∈ E(x)} ; la fonction déﬁnie sur EF par :
∀(x, y) ∈ EF , PEF (x, y) = PF (x)PE,x(y)
déﬁnit une mesure sur P(EF ).
L'espace probabilisé ﬁni (EF , PEF ) est appelé l'espace probabilisé par F et E.
Illustrons la proposition 1.2.1 par la réalisation de la deuxième expérience élémentaire de
l'exemple 1.2.1.
Exemple 1.2.3 On pose ici pour (F, PF ) =
(
E1(?), PE1(?)
)
exposé dans l'exemple 1.2.2. La
deuxième expérience de l'exemple 1.2.1 peut être alors décrite ainsi :
E2 = (E2(x), PE2,x)x∈F où F = E1(?) = J1, 6K ;
pour d1 dans {1, 3, 5}, E2(d1) = J1, 4K et PE2,d1 est déﬁnie par :
PE2,d1(1) = ... = PE2,d1(4) =
1
4
;
pour d1 dans {2, 4, 6}, E2(d1) = J1, 10K et PE2,d1 est déﬁnie par :
PE2,d1(1) = ... = PE2,d1(10) =
1
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L'espace probabilisé par F et E2 est alors (E2F , PE2F ) où :
E2F = ({1, 3, 5} × J1, 4K)⋃ ({2, 4, 6} × J1, 10K) et PE2F est déﬁnie par :
pour d2 dans J1, 4K, PE2F (1, d2) = PE2F (3, d2) = PE2F (5, d2) = 16 × 14 = 124 ;
pour d2 dans J1, 10K, PE2F (2, d2) = PE2F (4, d2) = PE2F (6, d2) = 16 × 110 = 160 .
Les expériences élémentaires, que nous considérons par la suite, fournissent une famille d'es-
paces probabilisés ﬁnis paramétrée par le résultat des expériences précédentes :
1. dans le cas de l'exécution d'un algorithme probabiliste, cette famille est entièrement dé-
terminée par celui-ci. Nous détaillons ce procédé dans la section 1.3.4 et plus précisément
dans la proposition 1.3.1 ;
2. dans le cas de l'exécution d'un algorithme déterministe, chaque espace probabilisé est
réduit à un élément (la sortie de l'algorithme considéré, dont l'entrée peut dépendre du
résultat des expériences précédentes) ;
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3. dans le cas d'un tir uniforme, chaque espace probabilisé est muni d'une mesure uniforme.
Les expériences aléatoires que nous rencontrons sont décrites par une suite ﬁnie d'expériences
élémentaires de ce type. Nous modélisons alors, dans la déﬁnition 1.2.2, une expérience aléa-
toire par une suite ﬁnie d'expériences élémentaires indexées par les résultats des expériences
précédentes.
Déﬁnition 1.2.2 Notons F0 un espace probabilisé (?, P?) où ? est un ensemble fondamental
contenant exactement un élément.
Une expérience aléatoire E est la donnée d'une suite ﬁnie d'expériences élémentaires (Ei)i=1..n
telles que :
 E1 est indexée par F0 ;
 pour tout i entre 2 et n, Ei est indexée par Fi−1 l'espace probabilisé par Fi−2 et Ei−1.
On pose alors F = Fn = EnFn−1. C'est l'ensemble des sorties de l'expérience aléatoire E.
Une expérience aléatoire composée de n expériences élémentaires détermine alors un (n+ 1)-
uplet d'espaces probabilisés par le procédé suivant :
 (F0, PF0) ;
 pour i de 1 à n, (Fi, PFi) avec PFi = PEiFi−1 .
L'espace fondamental de chacun d'eux est composé des résultats de toutes les expériences
élémentaires précédentes. En particulier, le dernier de ces espaces probabilisés modélise tous
les résultats successifs obtenus lors de la réalisation de l'expérience aléatoire ainsi que la
probabilité d'obtenir un tel résultat.
Décomposition d'une sortie de E. Par récurrence sur i de 1 à n, on a :
pour tout i de 1 à n,
Fi = {(x0, x1, x2, ..., xi) : x0 ∈ F0, x1 ∈ E1(x0), ..., xi ∈ Ei(x0, x1, ..., xi−1)}.
Ainsi, l'ensemble des sorties de l'expérience aléatoire (Ei)i=1..n est de la forme :
{(x0, x1, x2, ..., xn) : x0 ∈ F0, x1 ∈ E1(x0), ..., xn ∈ En(x0, x1, ..., xn−1)}.
Remarquons que cet ensemble n'est pas nécessairement un produit direct.
Notation. Notons x0 l'unique élément de F0, la sortie de l'expérience E est notée :{
(x0, x1, ..., xn) : x1 PF1ﬀ F1, x2 PE2,x1ﬀ E2(x1), ..., xn
PEn,(x1,..,xn−1)ﬀ En(x1, .., xn−1)
}
.
Le formalisme de cette section permet de déﬁnir en 1.2.3 la probabilité d'un évènement lié
aux résultats d'une suite d'expériences élémentaires.
Déﬁnition 1.2.3 Soit E une expérience aléatoire de sorties F . Soit f une fonction de F dans
un ensemble S. Pour un élément a de S, la probabilité Pf (a) est appelée probabilité que f = a
suite à E.
On la note :
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P
(
f(x) = a : x PEﬀ E
)
=
P
(
f(x0, x1, ..., xn) = a : x1 PF1ﬀ F1, x2 PE2,x1ﬀ E2(x1), ..., xn
PEn,(x1,..,xn−1)ﬀ En(x1, .., xn−1)
)
.
De plus, pour une valeur ﬁxée i0,
1. si pour tout x dans Fi0−1, on a #Ei0(x) = 1, alors on note la probabilité que f = a
suite à E :
P (f(x0, x1, ..., xn) = a : x1 ...ﬀ F1, ..., xi0 = Ei0(x1, .., xi0−1) , ..., xn ...ﬀ En(x1, .., xn−1)) ;
2. si pour tout x dans Fi0−1, la mesure PEi0 ,x est une loi uniforme sur Ei0(x), alors on note
la probabilité que f = a suite à E :
P (f(x0, x1, ..., xn) = a : x1 ...ﬀ F1, ..., xi0 uﬀ Ei0(x1, .., xi0−1) , ..., xn ...ﬀ En(x1, .., xn−1)) .
En pratique, ces notations supplémentaires sont utilisées pour modéliser respectivement l'exé-
cution d'un algorithme déterministe et un tir uniforme.
Elles permettent d'écrire l'exemple 1.2.1 de la façon suivante :
Exemple 1.2.4 La probabilité que la somme des dés soit égale à 6 suite à l'expérience aléatoire
décrite dans l'exemple 1.2.1 est notée :
P
(
somme = 6 : d1 uﬀ J1, 6K, d2 PE2,d1ﬀ E2(d1), somme = d1 + d2) = 760 .
Les notations E2(d1) et PE2,d1 ont été introduites dans l'exemple 1.2.3.
Aussi, quand le contexte le permet, on omet de préciser la mesure dont est pourvu l'espace
considéré. Par exemple, nous verrons dans la proposition 1.3.1 que l'exécution d'un algorithme
probabiliste A sur une entrée x déﬁnit un espace probabilisé noté (A(x), PA,x). Cette famille
d'espaces probabilisés est déterminée uniquement par A et x et on ne précisera pas que l'on
munit l'ensemble fondamental A(x) de la mesure PA,x.
L'expérience élémentaire associée sera alors notée, y ﬀ A(x) au lieu de y PA,xﬀ A(x).
Nous utiliserons ces notations dans la section 4.3.
1.3 Algorithmique
Détaillons maintenant les objets liés à la notion d'algorithme.
Pour cela, nous allons commencer par décrire le fonctionnement d'une machine de Turing (sec-
tion 1.3.1), puis nous insistons sur l'importance du choix de codage des données (section 1.3.2).
Nous introduisons les notions relatives aux algorithmes, en particulier le temps d'exécution
(section 1.3.3).
Nous détaillons ensuite les notions plus spéciﬁques relatives aux algorithmes probabilistes
(section 1.3.4). Enﬁn, dans la dernière section 1.3.5, nous introduisons la notion de problème
liée à celle d'algorithme et nous illustrons ces relations par des exemples.
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1.3.1 Modélisation d'un algorithme : machine de Turing
Dans cette section, nous allons décrire le fonctionnement d'une machine de Turing qui, à
ce jour, modélise le plus soigneusement la notion d'algorithme. Cette description permet de
clariﬁer certains objets et d'en comprendre l'existence et l'intérêt.
Pour formaliser le déroulement d'un algorithme, on utilise la notion de machine de Turing (à
un ou plusieurs rubans).
Un ruban est une suite de caractères (appelé symboles) et d'un caractère supplémentaire appelé
le Vide. Cette suite (inﬁnie) est composée d'un nombre ﬁni de symboles, les termes restants
sont Vide.
On représente un ruban par une succession de cases pouvant être vide ou contenir un symbole.
Une machine de Turing dispose d'une (ou de plusieurs) tête(s) de lecture et d'une tête d'écri-
ture pouvant respectivement lire le contenu d'une case sur chaque ruban de lecture et écrire
un symbole (et éventuellement le Vide) contenu sur une case d'un ruban d'écriture.
Cette machine est capable d'agir sur ces rubans : elle peut les déplacer d'une case vers la
droite ou vers la gauche et écrire sur le ruban d'écriture avant de le déplacer d'une case pour
être en mesure d'inscrire un prochain caractère (dans la description usuelle, ce sont les têtes
de lecture et écriture qui se déplacent sur les rubans).
Initialement, cette machine se trouve dans un état particulier (appelé à ce titre état initial) ;
par la suite elle peut changer d'état (parmi une liste ﬁnie d'états déterminés).
Elle dispose alors d'un mode emploi (appelé fonction de transition) qui lui indique quelle
action faire selon l'état courant et ce qu'elle lit sur le (ou les) ruban(s) de lecture.
La machine de Turing modélise alors l'ordinateur, pouvant lire et écrire des symboles éven-
tuellement Vide et la fonction de transition correspond à la notion usuelle que nous avons
d'un algorithme, comme une suite d'instructions à suivre selon diﬀérents cas de ﬁgure.
Une entrée soumise à un algorithme est alors modélisée par une suite ﬁnie de symboles, c'est
à dire par un ruban dont les cases contiennent le Vide sauf sur un nombre ﬁni de cases. On
aura autant de rubans que d'entrées.
L'exécution d'un algorithme sur une entrée se modélise alors par une succession d'étapes
(appelées conﬁgurations) décrivant le calcul de la machine de Turing sur son entrée.
Plus précisément, la première case non Vide du (ou des) ruban(s) représentant l'entrée est
placée en face de la (ou des) tête(s) de lecture, un ruban vide est placé sur la tête d'écriture
et la machine se trouve dans l'état initial.
Cette description (état, ruban(s) de lecture, ruban d'écriture, positionnement des têtes de
lecture et écriture) déﬁnit la conﬁguration initiale.
Une suite de conﬁgurations est alors déﬁnie selon le processus suivant :
en fonction :
 de l'état de la machine ;
 du (ou des) symbole(s) lu(s) (éventuellement Vide) par la (ou les) têtes de lecture ;
la fonction de transition détermine la conﬁguration suivante :
 en donnant le nouvel état de la machine (qui peut être le même que précédemment) ;
 en écrivant (ou pas) un symbole éventuellement Vide sur le ruban d'écriture ;
 en déplaçant (ou pas) la (ou les) ruban(s) de lecture d'une case (vers la gauche ou vers la
droite).
Enﬁn, en plus de l'ensemble ﬁni d'états dans lesquels la machine peut se trouver, il existe un
état distingué (appelé état ﬁnal) à la suite duquel la machine arrête son calcul.
Lorsque la machine de Turing est dans cet état, la suite de conﬁgurations est ﬁnie (l'action de
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la machine est terminée) et on appelle sortie le ruban d'écriture.
Le cas de ﬁgure où la machine de Turing ne s'arrête pas ne nous intéresse pas. Donc, par la
suite, nous restreindrons l'ensemble des entrées d'un algorithme aux seules entrées telles que
la suite de conﬁgurations associée soit ﬁnie.
Pour conclure, nous pouvons donner une déﬁnition formelle d'une machine de Turing.
Déﬁnition 1.3.1 Soit n un entier naturel, une machine de Turing déterministe à n rubans
est la donnée d'un quadruplet (E, S, δ, e0) où :
 E est un ensemble ﬁni, dont les éléments sont appelés états ;
 e0 est un état de E, appelé état initial de la machine ;
 S est un ensemble ﬁni dont les éléments sont appelés symboles ;
 δ est une fonction de E× (S ∪ {Vide})n dans (E ∪ {Stop})× (S ∪ {Vide})n × {+1,−1, 0}n.
Elle est appelée fonction de transition de la machine.
Stop est appelé état d'arrêt de la machine de Turing.
Nous allons voir dans les sections 1.3.2, 1.3.3 et 1.3.4 les objets liés à la notion de machine de
Turing.
1.3.2 Le choix du codage : ensemble eﬀectif
La notion de machine de Turing décrite dans la section 1.3.1 (comme celle de tout algorithme)
pose un premier problème : celui du codage des éléments utilisés, à commencer par les objets
décrits par le (ou les) ruban(s) d'entrées.
En eﬀet, notons I l'ensemble des objets mathématiques que la machine doit pouvoir accepter
en entrée. Il peut s'agir, par exemple, d'entiers, de rationnels, de booléens, de matrices, de
points d'une courbe elliptique. La machine doit pouvoir manipuler ces objets, eﬀectuer les
opérations usuelles de calcul (addition, multiplication, division, calculs modulaires ou non,
tests booléens...) ainsi que les instructions algorithmiques (boucles for, if, while, return...).
Pour tout cela, il faut pouvoir dans un premier temps coder ces objets (pour les inscrire sur
les rubans).
Ce problème se pose de façon encore plus cruciale dans la réalité : pour fonctionner, l'ordinateur
dispose seulement des symboles 0 et 1 (appelés bits). Ainsi, tous ces objets doivent être codés
par une suite de bits.
Nous devons donc choisir un type de codage, c'est à dire une fonction de I dans {0, 1}∗ qui
soit injective pour permettre de construire une bijection entre l'ensemble I et l'ensemble des
images des éléments de I. Ainsi, à chaque élément correspond un unique codage et si une suite
de bits correspond au codage d'un élément, celui-ci est unique.
Usuellement pour coder un entier, la machine utilise son écriture en base 2 : n =
∑k
i=0 ni2
i
avec ni dans {0, 1} et k = blog2(n)c.
Ce choix de codage induit alors une taille pour les données du ruban. Pour chaque donnée,
elle est déﬁnie par le nombre de bits utilisés pour la coder. Par exemple dans le cas précédent,
un entier n est codé par une suite de k + 1 = blog2(n)c+ 1 bits.
Ainsi, dans cette section, dans un premier temps nous précisons ce que nous entendons par
codage (au travers de la notion d'ensemble eﬀectif) puis nous détaillons les diﬀérents ensembles
utilisés dans cette thèse ainsi que leur taille sous-jacente.
Commençons par déﬁnir la notion d'ensemble eﬀectif. Dans la déﬁnition 1.3.2, nous indiquons
qu'il s'agit d'un ensemble sur lequel a été choisi un type de codage. Celui-ci induit alors une
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notion de taille. Elle est primordiale dans le sens où, représentant la taille de paramètres des
problèmes considérés, elle est l'unité de mesure de la complexité.
Nous en mesurerons plus précisément l'intérêt dans la partie 1.3.5 puis au cours des diﬀérents
exemples exposés dans cette thèse.
Introduisons, sans plus tarder, cette notion d'ensemble muni d'un codage (déterminant une
taille associée) que nous appelons ensemble eﬀectif :
Déﬁnition 1.3.2 Notons l la fonction déﬁnie de {0, 1}∗ dans N∗ qui à une suite de bits
associe sa longueur.
On appelle ensemble eﬀectif tout couple (I, φ) où I est un ensemble et φ est une injection de
I dans {0, 1}∗ appelée codage de I. Soit t la fonction déﬁnie par le diagramme suivant :
I
φ
t
{0, 1}∗
l
N∗
La fonction t est alors appelée la taille sur l'ensemble eﬀectif (I, φ).
Un ensemble peut être muni de diﬀérents types de codage et le couple obtenu donne alors
diﬀérents ensembles eﬀectifs de même ensemble sous-jacent, de codages et éventuellement de
tailles diﬀérents.
En algorithmique, la notion de taille formalise le codage choisi pour enregistrer les données.
Elle devient en quelque sorte plus importante que le type de codage : elle permet de mesurer
le temps d'exécution d'un algorithme et le lecteur avisé peut retrouver rapidement un type
de codage sous-jacent naturel à une taille donnée (s'il est utilisé dans la communauté bien
évidemment).
Ainsi, dans les exemples suivants, nous exposons uniquement les ensembles sous-jacents et
leur taille associée au codage choisi.
Détaillons les diﬀérents ensembles utilisés dans cette thèse ainsi que leurs tailles sous-jacentes.
Voici pour commencer les tailles déﬁnies sur les ensembles N∗ et Z.
Ensembles eﬀectifs inﬁnis. Débutons par l'ensemble N∗. Dans cette thèse, l'ensemble des
entiers naturels est muni de tailles diﬀérentes t1 et t2 correspondant aux codages de base 1 et
2 respectivement. L'exemple 1.3.1 expose ces déﬁnitions dans le détail.
Exemple 1.3.1 Précisons ici les tailles qui nous servent par la suite.
L'ensemble N∗ : nous utilisons deux tailles diﬀérentes :
 t1 : N∗ −→ N∗
k 7→ k
Cette notion de taille correspond à un codage en base 1 : un entier k est alors codé
par une répétition de k fois le chiﬀre 1. Ainsi, on note 1∗ l'ensemble eﬀectif (N∗, φ1)
de taille t1 et 1k l'entier naturel de taille k correspondant. Cette taille est peu utilisée
pour mesurer la complexité d'un algorithme. Elle sert en cryptographie à déﬁnir le
paramètre de sécurité que nous introduisons dans la partie 1.4 ;
 t2 : N∗ −→ N∗
k 7→ blog2(k)c+ 1
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Cette notion de taille correspond à un codage en base 2. C'est la notion de taille
utilisée couramment en informatique. Ainsi, on note N∗ l'ensemble eﬀectif (N∗, φ2)
de taille t2.
Nous allons aussi parler de l'ensemble Z comme ensemble sous-jacent d'un ensemble eﬀectif
inﬁni. Nous n'utilisons sur cet ensemble qu'une seule taille correspondant au codage usuel des
entiers en base 2. Nous détaillons cet ensemble eﬀectif dans l'exemple 1.3.2.
Exemple 1.3.2 L'ensemble Z : Nous utilisons la taille suivante :
tZ : Z −→ N∗
k 7→
{ blog2(|k|)c+ 2 si k 6= 0
1 sinon
Cette taille formalise le fait qu'un entier relatif est un entier naturel auquel a été rajouté
un signe. Celui-ci est codé par un bit supplémentaire.
Traitons maintenant le cas des ensembles eﬀectifs ﬁnis.
Ensembles eﬀectifs ﬁnis. Nous allons déﬁnir une taille sur un ensemble ﬁni. Celle que
nous avons choisie est une taille constante. Elle correspond à un codage des éléments de cet
ensemble par des données toutes de même taille.
Par exemple, tout entier entre 0 et p − 1 sera codé sur blog2(p)c + 1 bits, même 0. Ce type
de codage de 0 suppose que l'on sache à l'avance que l'élément que l'on va lire appartient
à cet ensemble. Nous ne traiterons pas des méthodes pour en informer la machine et nous
assimilerons ce type de codage à un codage de taille constante exposé dans l'exemple 1.3.3 .
Exemple 1.3.3 Un ensemble ﬁni E peut être muni d'un codage φ tel que (E, φ) soit un
ensemble eﬀectif de taille constante. Soit tE une constante positive, la taille associée est
alors : E −→ N∗
x 7→ tE
Nous dirons alors des éléments de E qu' ils sont de taille tE et que E est de taille tE.
Cela ne signiﬁe pas que E est de cardinal tE et il ne faut alors pas confondre ces deux
notions.
Nous utilisons principalement ce type d'ensemble eﬀectif ﬁni pour représenter les éléments
d'un corps ﬁni.
Exemple 1.3.4 Le corps ﬁni Fp : il existe une bijection entre le corps ﬁni Fp et l'intervalle
d'entiers J0, p− 1K. Les entiers entre 0 et p− 1 sont codés en base 2 par des éléments de
taille inférieure ou égale à t2(p) = blog2(p)c+ 1.
Ainsi, on choisit pour p premier, tFp = t2(p) = blog2(p)c+ 1.
Les notions d'ensemble eﬀectif et de taille sous-jacente sont primordiales pour comprendre les
objets développés en théorie de la complexité. En eﬀet, le temps d'exécution d'un algorithme
s'exprime la plupart du temps en fonction de la taille des entrées, et elle permet ainsi d'en
apprécier l'eﬃcacité. Nous introduisons ces notions dans la section 1.3.3.
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1.3.3 Temps d'exécution : complexité
Dans cette section, nous abordons les notions de temps de calcul, de complexité et d'eﬃcacité
d'un algorithme.
Il s'agit en pratique de pouvoir évaluer la durée (en unités de temps) que va nécessiter l'exé-
cution d'un algorithme sur une entrée d'une certaine taille par un ordinateur d'une certaine
puissance de calcul et disposant d'une certaine capacité mémoire.
Nous ne traiterons pas ici de la capacité mémoire (ou complexité en espace) que peut nécessi-
ter un algorithme même si elle reste un paramètre important (cf par exemple l'algorithme de
Schoof et ses améliorations [Fou01]).
Quant au temps de calcul, la modélisation du fonctionnement d'un algorithme par une machine
de Turing nous en donne les interprétations suivantes :
1. il est lié au nombre de conﬁgurations nécessaires avant que la machine s'arrête ;
2. il dépend de la taille des entrées : par exemple le nombre de conﬁgurations nécessaires
pour lire un entier sur un ruban dépend de sa taille sur celui-ci ;
3. la taille de la sortie ne peut être plus grande que ce nombre de conﬁgurations puisqu'à
chacune d'entre elles la machine ne peut écrire qu'un seul symbole.
Ainsi pour la suite, nous donnons la déﬁnition 1.3.3 d'un algorithme.
Déﬁnition 1.3.3 Un algorithme A est une machine de Turing à laquelle on peut associer :
 un entier n ;
 n+ 1 ensembles eﬀectifs, notés, pour i de 1 à n, Inputi(A) = (IiA, φIiA) et
Output(A) = (OA, φOA) de tailles associées notées respectivement tI1 , ..., tIn et tO ;
 IA une partie de I1A × ...× InA ;
 une surjection fA de IA dans OA, représentant la fonction calculée par l'algorithme A, telle
que : pour tout x = (x1, ..., xn) dans IA :
 l'exécution de l'algorithme A sur l'entrée
(
φI1A
(x1), ..., φInA (xn)
)
s'arrête,
 φOA(fA(x1, ..., xn)) représente la sortie issue de cette exécution.
On note alors TA(x1, ..., xn) le nombre de conﬁgurations construites pour obtenir ce résultat.
Nous appelons :
 IA ⊆ I1A × ...× InA : l'ensemble des entrées de A ;
 x = (x1, ..., xn) dans IA : une entrée de A
 Input(A) =
(
IA,
(
φI1A
, ..., φInA
))
: l'ensemble des entrées eﬀectives de A ;
 fA(x) : la sortie de A sur x, notée par la suite A(x) ;
 OA est alors l'ensemble des sorties de A ;
 Output(A) : l'ensemble eﬀectif des sorties de A ;
 TA(x) : le temps d'exécution de A sur x ;
 la fonction TA déﬁnie sur N par :
TA(k) = max (TA(x1, .., xn) : (x1, ..., xn) ∈ IA, tI1(x1) 6 k, ..., tIn(xn) 6 k)
est appelée la complexité de A. Elle représente le plus long temps de calcul qui puisse être
obtenu lors de l'exécution de l'algorithme sur des entrées de taille k.
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Introduisons enﬁn la notion de polynomialité (en temps). La taille des entrées intervient dans
l'expression du temps d'exécution d'un algorithme. Cette notion permet ainsi d'en mesurer
l'eﬃcacité.
Dans ce cadre, la notation asymptotique O est utilisée pour donner un ordre de grandeur ou
une majoration du temps de calcul. Cette notion est adaptée au cadre des ensembles eﬀectifs.
Rappelons-en brièvement le sens général dans la déﬁnition 1.3.4.
Déﬁnition 1.3.4 Soit n un entier et
(
I1, φ1
)
... (In, φn) des ensembles eﬀectifs de taille res-
pective tI1 , ..., tIn. Soit f et g deux fonctions réelles positives déﬁnies sur I ⊆ I1× ...× In, on
dit que f est dominée par g si et seulement si :
∃C > 0, ∃N ∈ N,∀ (x1, ..., xn) ∈ I,
max (tI1(x1), ..., tIn(xn)) > N ⇒ f(x1, ..., xn) 6 Cg(x1, .., xn).
On note alors f = O(g).
Ainsi, on peut dire que le temps d'exécution d'un algorithme est en O(g) si asymptotiquement
(sur la taille des entrées) ce temps est majoré par la fonction réelle positive g. La déﬁnition
1.3.5 introduit cette notion.
Déﬁnition 1.3.5 Considérons un algorithme A. Gardons les notations de la déﬁnition 1.3.3.
Soit g une fonction réelle positive déﬁnie sur IA, on dit que le temps d'exécution de A est en
O (g(x1, ..., xn)) si et seulement si :
∃C > 0, ∃N ∈ N : ∀(x1, .., xn) ∈ IA,
max (tI1(x1), .., tIn(xn)) > N ⇒ TA(x1, ..., xn) 6 Cg (x1, ..., xn) .
Les algorithmes sont alors distingués par le fait que leur temps d'exécution est polynomial ou
non (en la taille des entrées). La notion de polynomialité est largement développée dans des
ouvrages comme [GJ79], [CLR94] ou [Pap94]. Voici, dans la déﬁnition 1.3.6, celle que nous
utilisons par la suite.
Déﬁnition 1.3.6 On dit que l'algorithme A est polynomial (en temps) si et seulement si :
∃α > 0,∃C > 0, ∃N ∈ N : ∀(x1, ..xn) ∈ IA,
max (tI1(x1), .., tIn(xn)) > N ⇒ TA(x1, ..., xn) 6 C [max (tIi(xi), i = 1..n)]α .
On peut alors montrer le lemme 1.3.1.
Lemme 1.3.1 Si l'algorithme A est polynomial (en temps), alors :
∃α > 0, ∃C > 0, ∃N ∈ N : ∀k > N ⇒ TA(k) 6 C.kα.
Preuve. Soit k un entier, la complexité de l'algorithme A est déﬁnie par :
TA(k) = max (TA(x1, .., xn) : (x1, .., xn) ∈ IA, tI1(x1) 6 k, ..., tIn(xn) 6 k) .
Considérons D(k) = {(x1, ..., xn) ∈ IA : tI1(x1) 6 k, ..., tIn(xn) 6 k}
= {(x1, ..., xn) ∈ IA : max (tI1(x1), ..., tIn(xn)) 6 k}.
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L'algorithme A est polynomial en temps, donc il existe α et C constantes strictement positives,
et un entier N tels que :
∀(x1, ..., xn) ∈ IA,
max (tI1(x1), .., tIn(xn)) > N ⇒ TA(x1, ..., xn) 6 C [max (tIi(xi), i = 1..n)]α .
On écrit alors l'ensemble D(k) sous la forme : D(k) = D<N (k)
⋃
D>N (k), où :
D<N (k) = {(x1, ..., xn) ∈ D(k) : max (tI1(x1), .., tIn(xn)) < N}
et
D>N (k) = {(x1, ..., xn) ∈ D(k) : max (tI1(x1), .., tIn(xn)) > N}
On considère alors le maximum du temps d'exécution sur chacun de ces deux ensembles :
M<N (k) = max (TA(x1, ..xn) : (x1, ..xn) ∈ D<N (k))
et
M>N (k) = max (TA(x1, ..xn) : (x1, ..xn) ∈ D>N (k)) .
L'algorithme A étant polynomial :
 il existe un réel strictement positif M tel que : M<N (k) < M ;
 il existe α et C constantes positives telles que :
∀ (x1, .., xn) ∈ D>N (k),TA(x1, ..., xn) 6 C [max (tIi(xi), i = 1..n)]α .
Ainsi, on a :
M>N (k) 6 C.kα
Or la complexité de A est :
TA(k) = max (M<N (k),M>N (k)) 6 max(M,C.kα).
Donc, quitte à choisir une constante C plus grande :
∃α > 0, ∃C > 0, ∃N ∈ N : ∀k > N ⇒ TA(k) 6 C · kα.
Un algorithme est dit alors polynomial en temps, si son temps d'exécution peut être majoré par
un polynôme (éventuellement multivarié) dont les variables représentent la taille des diﬀérentes
entrées.
Lemme 1.3.2 S'il existe un polynôme P dans R[X1, ..., Xn] tel que le temps d'exécution de
l'algorithme A soit en O(P (t1(x1), ..., tn(xn))) alors A est polynomial (en temps).
Preuve.
∃α > 0, ∃C > 0,∃N ∈ N : ∀(x1, ..., xn) ∈ I1 × ..× In,
max (tI1(x1), .., tIn(xn)) > N ⇒ P (t1(x1), ..., tn(xn)) 6 C · [max (ti(xi), i = 1..n)]α .
Traitons maintenant du cas des algorithmes probabilistes.
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1.3.4 Algorithme probabiliste polynomial
Au sens usuel, un algorithme probabiliste est un algorithme qui fait appel lors de son exécu-
tion à une suite de tirages aléatoires. La particularité de ce type d'algorithme est qu'il peut y
avoir plusieurs sorties associées à une même entrée ; on considèrera alors l'ensemble des sorties
possibles pour une entrée ﬁxée. Par exemple, à une question à caractère décisionnel (notion
que nous précisons dans la section 1.3.5), nous pouvons choisir de répondre aléatoirement par
oui ou non. Se pose alors la question de l'eﬃcacité d'un tel algorithme ou plus précisément
quelle est la probabilité qu'il renvoie le bon résultat ?
Cela dit, un algorithme probabiliste reste déterministe au sens où si les tirages aléatoires
renvoient les mêmes résultats, la sortie restera la même.
Ainsi, nous pouvons encore modéliser ce type d'algorithme par une machine de Turing à plu-
sieurs rubans. Il suﬃt pour cela de réserver un ruban aux tirages aléatoires que l'on peut
considérer alors comme partie intégrante des entrées.
Soit A un algorithme probabiliste. Notons r le ruban représentant les entrées aléatoires de A
et x les rubans représentant les entrées non aléatoires. Aﬁn de diﬀérencier ces deux types de
données, on note, s'il existe, A(x; r) le résultat du calcul de A sur les entrées x et de tirages
aléatoires r.
Le caractère aléatoire des algorithmes probabilistes nous incite à redéﬁnir les notions sous-
jacentes aux algorithmes exposées page 17, en tenant compte des réﬂexions suivantes :
1. On s'intéresse uniquement aux entrées x telles que l'algorithme s'arrête quels que soient
les tirages aléatoires r eﬀectués.
2. Pour des entrées x ﬁxées, A renvoie plusieurs sorties A(x; r). Celles-ci forment un en-
semble que l'on peut munir d'une loi de distribution mesurant la probabilité d'obtenir
telle sortie plutôt que telle autre.
3. Le temps d'exécution de A sur x est alors le maximum des temps d'exécution d'entrées
x sur tous les tirages aléatoires possibles.
Ainsi pour la suite, nous donnons la déﬁnition 1.3.7 d'un algorithme probabiliste.
Déﬁnition 1.3.7 Un algorithme probabiliste A est une machine de Turing à laquelle on peut
associer :
 un entier n ;
 n+ 2 ensembles eﬀectifs, notés pour i de 1 à n Inputi(A) = (IiA, φIiA),
Random(A) = (RA, φRA), et Output(A) = (OA, φOA). De plus, on a RA = {0, 1}∗ et φRA =
Id ;
 IA une partie de I1A × ...× InA ;
 une surjection fA de IA×RA dans OA tels que : pour tout x = (x1, ..., xn) dans IA et r dans
RA :
 l'exécution de l'algorithme A sur l'entrée
(
φI1A
(x1), ..., φInA (xn);φRA(r)
)
s'arrête,
 φOA(fA(x1, ..., xn; r)) représente la sortie issue de cette exécution.
On note alors TA(x1, ..., xn; r) le nombre de conﬁgurations construites pour obtenir ce résultat.
Nous appelons :
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 IA ⊆ I1A × ...× InA : l'ensemble des entrées de A ;
 x = (x1, ..., xn) dans IA : une entrée de A
 Input(A) =
(
IA,
(
φI1A
, ..., φInA
))
: l'ensemble des entrées eﬀectives de A ;
 r : un tirage aléatoire de A et par conséquent RA est l'ensemble des tirages aléatoires de A ;
 fA(x; r) : la sortie de A sur x et de tirage aléatoire r, notée par la suite A(x; r) ;
 A(x) = {A(x; r) : r ∈ RA} est l'ensemble des sorties de A d'entrée x.
Dans la proposition 1.3.1, on munira cet ensemble d'une loi de probabilité ;
 OA =
⋃
x∈IA A(x) est l'ensemble des sorties de A ;
 Output(A) : l'ensemble eﬀectif des sorties de A ;
 TA(x) = max (TA(x; r) : r ∈ RA) : le temps d'exécution de A sur x.
Cette notion mesure le plus long temps de calcul que l'on puisse obtenir lors de l'exécution
de l'algorithme A sur une entrée x. Dans le cas des algorithmes probabilistes, on l'appelle
aussi complexité probabiliste de A ;
 la fonction TA déﬁnie sur N par :
TA(k) = max (TA(x) : tI1(x1) 6 k, ..., tIn(xn) 6 k)
est appelée la complexité de A.
Là aussi, elle représente le plus long temps de calcul qui puisse être obtenu lors de l'exécution
de l'algorithme sur des entrées de taille k.
Nous déﬁnissons alors de la même façon la polynomialité (en temps) d'un algorithme proba-
biliste.
Déﬁnition 1.3.8 On dit que l'algorithme A est polynomial (en temps) si et seulement si :
∃α > 0,∃C > 0, ∃N ∈ N : ∀(x1, ..., xn) ∈ I1 × ...× In,
max (tI1(x1), ..., tIn(xn)) > N ⇒ TA(x1, ..., xn) 6 C [max (tIi(xi), i = 1...n)]α .
Dans ce contexte, un algorithme (déterministe) est un cas particulier d'algorithme probabiliste.
Il suﬃt de supposer que RA ne contienne qu'un seul élément pour indiquer qu'aucun tirage
aléatoire n'intervient dans le fonctionnement de l'algorithme.
Un algorithme probabiliste ne renvoie pas systématiquement le même résultat et on ne peut
pas l'assimiler aussi facilement à une fonction (dont l'image d'un point ne peut varier).
Lorsque l'on choisit une entrée, l'algorithme renvoie plusieurs sorties qui n'ont pas nécessai-
rement la même fréquence d'apparition. Si on voulait assimiler un algorithme probabiliste à
une fonction, celle-ci renverrait pour chaque entrée possible un espace probabilisé mesurant la
probabilité d'obtenir telle sortie plutôt que telle autre.
Précisons dans la proposition 1.3.1, comment un algorithme probabiliste et une entrée déﬁ-
nissent un espace probabilisé.
Proposition 1.3.1 Soit A un algorithme probabiliste polynomial et x une entrée de A, alors
A(x) = {A(x; r) : r ∈ {0, 1}TA(x)}.
La fonction déﬁnie sur A(x) par :
∀y ∈ A(x), PA,x(y) = #{r : r ∈ {0, 1}
TA(x),A(x; r) = y}
2TA(x)
déﬁnit une mesure sur P (A(x)). On appelle alors (A(x), PA,x) l'espace probabilisé par (l'exé-
cution de) A sur x.
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Preuve. Considérons une machine de Turing modélisant A. Nous lui avons choisi pour alpha-
bet l'ensemble {0, 1}. La notation TA(x) modélise un majorant du nombre de conﬁgurations
construites lors de l'exécution de A sur une entrée modélisant x. Elle majore le nombre de
tirages à pile ou face requis pour exécuter l'algorithme. Donc les tirages aléatoires r appar-
tiennent à l'ensemble {0, 1}TA(x). Ces remarques expliquent le choix de cet ensemble.
Montrons que PA,x est une mesure de probabilité sur A(x).
Il est évident que :
 pour tout y dans A(x), PA,x(y) positif,
 la somme Σy∈A(x)PA,x(y) vaut 1 et les ensembles {r : r ∈ {0, 1}TA(x),A(x; r) = y} où y
appartient à A(x) forment une partition de {0, 1}TA(x) de cardinal 2TA(x).
Cette loi de probabilité a pour support A(x), elle mesure la fréquence d'apparition de chaque
sortie sur tous les résultats de tirages aléatoires possibles.
Dès lors, nous pouvons appréhender le choix d'un élément dans un ensemble ﬁni de loi uniforme
comme l'exécution d'un algorithme probabiliste dont l'espace probabilisé est ﬁni uniforme.
Nous traitons de cet exemple dans la déﬁnition 1.3.9.
Déﬁnition 1.3.9 Soit E un ensemble eﬀectif ﬁni, considérons l'algorithme 1.
Algorithme 1 : TirE
Entrées :
Sortie : x ∈ E
1. x←− E
2. Return (x)
On pose :
 l'ensemble des sorties de TirE d'entrée vide est E, soit :
TirE = E ;
 la mesure PTirE , est une loi uniforme sur E, soit :
pour tout x dans E, PTirE ,(x) =
1
|E| ;
 le temps d'exécution de TirE sur une entrée vide est constant, soit :
TTirE () = O(1).
L'algorithme 1 de tir uniforme exposé ici est un algorithme idéalisé de par son temps de calcul
(ne dépendant pas de la taille de l'ensemble) et de par l'espace probabilisé qu'il renvoie. En
eﬀet, la construction d'algorithme de tir uniforme idéal reste un sujet de recherche à part
entière (cf [Lub96] ou [Vie03] par exemple).
Les algorithmes probabilistes interviennent en cryptographie, notamment en cryptanalyse pour
déﬁnir un adversaire (cf 1.4) ; et de manière plus générale en algorithmique pour résoudre des
problèmes de nature décisionnelle (cf 1.3.5). Nous les retrouvons dès la ﬁn de la prochaine
partie.
1.3.5 Les algorithmes pour résoudre un problème calculatoire
Dans cette section, nous formalisons la notion de problème en informatique. Il en existe de
plusieurs types, chacun donnant lieu à des hiérarchies de classes de complexité diﬀérentes (cf.
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par exemple [GJ79], [Joh90] ou [Pap94] pour les caractères calculatoire et décisionnel, [MR95]
pour les caractères probabilistes). Il ne s'agit pas pour nous de discuter de ces diﬀérentes
classes.
Nous pouvons préciser que par la suite, nous traitons de problèmes calculatoires et décisionnels.
Nous donnons dans une première partie la notion de problème que nous utilisons dans le
chapitre 3. Puis nous introduisons la notion d'équivalence entre deux problèmes paramétrés.
Enﬁn, dans une dernière partie, nous illustrons ces notions par des exemples connus.
Problèmes et réductions déterministes
De façon générale, un problème se déﬁnit au moyen d'une question. Celle-ci porte sur certains
objets qui déterminent les entrées acceptées par cette question ; on les appelle les instances
du problème. Par exemple, à la question  Soit n un entier naturel, n est-il premier ?  les
instances du problème sont les entiers naturels. La réponse à la question posée peut être du
type oui ou non, (comme pour la question précédente), ou plus complexe (comme la réponse
à la question Soit n un entier naturel, quelle est sa décomposition en facteurs premiers ?).
Dans cette partie, nous formalisons ce type de notions. Les déﬁnitions de problème et de
réduction exposées dans cette section sont inspirées du mémoire de thèse de K. Gjøsteen
[Gjø04, p.7-8]. On les retrouve également dans le livre de Garey et Jonhson [GJ79, p.4].
On distingue les problèmes de nature décisionnelle (pour lesquels la sortie est limitée aux
réponses oui ou non) des problèmes de nature calculatoire (pour lesquels la sortie est une
valeur numérique). La première formalise un problème de décision, la seconde un problème de
calcul.
Dans ma thèse, les algorithmes utilisés pour les diﬀérentes réductions sont déterministes et
portent sur des problèmes calculatoires admettant chacun une unique solution. Ainsi, nous
pouvons assimiler la notion de problème à résoudre à celle de fonction à calculer. De plus,
ces déﬁnitions ne tiennent pas compte de la distribution que l'on peut associer à un ensemble
d'instances d'un problème.
On obtient ainsi les déﬁnitions 1.3.10 et 1.3.11.
Déﬁnition 1.3.10 Un problème est la donnée d'un triplet P = (P, S, f) où P est un ensemble
appelé ensemble d'instances, S est un ensemble appelé ensemble des solutions, et f est une
application de P dans S appelée solution du problème.
Dans ce cadre, cette déﬁnition n'est rien d'autre que la déﬁnition d'une fonction appelée so-
lution, dont l'ensemble de déﬁnition est appelé ensemble des instances et l'ensemble d'arrivée
est appelé ensemble des solutions.
La solution formalise la question posée. Par exemple, si la solution est une application ren-
voyant la décomposition en produit de facteurs premiers d'un nombre, il s'agira bien d'un
problème de décomposition en produit de facteurs premiers. Résoudre le problème consiste
alors à savoir calculer eﬃcacement la solution.
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Dans ce contexte, l'ensemble des instances permet de savoir quel exemple de problème est
considéré. On peut choisir de restreindre le problème de décomposition en produit de facteurs
premiers aux entiers de la forme p× q où p et q sont deux nombres premiers distincts.
On peut aussi se concentrer sur une seule instance. Par exemple, le problème RSA-640 consiste
à calculer la décomposition en produit de facteurs premiers du nombre :
31074182404900437213507500358885679300373460228427275457201619488
23206440518081504556346829671723286782437916272838033415471073108
501919548529007337724822783525742386454014691736602477652346609.
Il a été résolu le 2 novembre 2005 par Bahr, Boehm, Franke et Kleinjung après 5 mois de
calculs (cf. [BBFK05]).
Par la suite, on assimile un problème à sa solution et on note P(x) la solution d'instance x
au lieu de f(x).
Un outil important dans la résolution de problème est la réduction (déﬁnition 1.3.11), elle
permet de classer les problèmes en aﬃrmant qu'un problème est au moins aussi diﬃcile à
résoudre qu'un autre problème. Nous introduisons cette notion dans la déﬁnition 1.3.11.
Déﬁnition 1.3.11 Soient P = (P, S, f) et P ′ = (P ′, S′, f ′) deux problèmes, soient A et B
deux algorithmes déterministes tels que :
 A prend en entrée un élément de P et renvoie un élément de P ′,
 B prend en entrée un élément de S′ et renvoie un élément de S.
On dit que (A,B) est une réduction de P vers P ′ si et seulement si :
pour tout x dans P , B(P ′(A(x))) = P(x).
Elle donne lieu au diagramme commutatif suivant :
P
S S ′
P ′
A
B
x
y
A(x)
y = P(x) = B (P ′ (A(x))) P ′P
P ′ (A(x))
Nous nous intéressons alors aux problèmes de tailles de plus en plus grandes : ce sont des
problèmes paramétrés.
Problème paramétré et équivalence
Pour nous, l'intérêt d'une réduction est qu'elle soit polynomiale ; c'est à dire que les deux
algorithmes qui la composent le soient. Cela suppose que la taille des instances puisse être de
plus en plus élevée et tendre vers l'inﬁni.
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Ainsi, nous introduisons la notion de réduction pour un problème paramétré par une variable
i appartenant à un ensemble eﬀectif inﬁni (I, φI) de taille tI (cf. déﬁnition 1.3.12).
Nous pourrons alors faire tendre tI(i) vers l'inﬁni et étudier le temps d'exécution asymptotique
des algorithmes composant la réduction dans ce contexte (cf. déﬁnition 1.3.14).
Nous pouvons remarquer que l'ensemble (I, φI) de taille tI n'a d'intérêt que s'il est du même
ordre que la taille des données du problème. On déﬁnit d'ailleurs par tI(i) la taille du problème
Pi (cf. déﬁnition 1.3.13).
Pour commencer, la déﬁnition 1.3.12 étend la notion de réduction entre deux problèmes (déﬁnie
en 1.3.11) à celle de réduction entre deux problèmes paramétrés. Il est à noter cependant que
dans la déﬁnition 1.3.12 les algorithmes de cette réduction doivent traiter tous les problèmes
indexés par la variable i. La voici :
Déﬁnition 1.3.12 Soit (I, φI) un ensemble eﬀectif inﬁni de taille tI , soient P = {Pi}i∈I et
P ′ = {P ′i}i∈I deux problèmes paramétrés par I avec Pi = (Pi, Si, fi) et P ′i = (P ′i , S′i, f ′i). Soient
A et B deux algorithmes déterministes :
 A prend en entrée un élément de l'union des Pi et renvoie un élément de l'union des P ′i ,
pour i dans I ;
 B prend en entrée un élément de l'union des S′i et renvoie un élément de l'union des Si,
pour i dans I.
On dit que (A,B) est une réduction de P vers P ′ si et seulement si :
pour tout i dans I, pour tout x dans Pi, B(P ′i(A(x))) = Pi(x).
qui donne lieu au diagramme commutatif suivant :
A
B
x
y
A(x)
Pi P
′
i
S ′iSi
Pi
y = Pi(x) = B (P ′i (A(x))) P ′i
P ′i (A(x))
La variable i permet de mesurer la taille des instances d'un problème. On introduit alors la
déﬁnition 1.3.13 :
Déﬁnition 1.3.13 Soit (I, φI) un ensemble eﬀectif inﬁni de taille tI , soit {Pi}i∈I un problème
paramétré par i, la taille du problème Pi est tI(i).
Ainsi, on dira qu'un problème paramétré se réduit à un autre problème paramétré s'il existe
une réduction polynomiale du premier vers le second.
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Déﬁnition 1.3.14 Soit (I, φI) un ensemble eﬀectif inﬁni de taille tI , soit P = {Pi}i∈I et
P ′ = {P ′i}i∈I deux problèmes paramétrés par i avec Pi = (Pi, Si, fi) et P ′i = (P ′i , S′i, f ′i). On
dit que P se réduit à P ′ si et seulement si :
il existe une réduction (A,B) de P vers P ′ telle que A et B soient polynomiaux en la taille des
problèmes Pi.
Enﬁn, on dit de deux problèmes paramétrés se réduisant l'un à l'autre qu'ils sont équivalents
comme le précise la déﬁnition 1.3.15.
Déﬁnition 1.3.15 Soit (I, φI) un ensemble eﬀectif inﬁni de taille tI , soient P et P ′ deux
problèmes paramétrés par i dans I. On dit que P et P ′ sont équivalents si et seulement si P
se réduit à P ′ et P ′ se réduit à P.
Exemples de problèmes paramétrés
Les problèmes exposés dans cette partie apparaissent naturellement lors de l'étude de la sé-
curité du cryptosystème ElGamal. Commençons par le plus diﬃcile d'entre eux : le problème
du logarithme discret. Ensuite nous présenterons le problème calculatoire puis décisionnel de
Diﬃe-Hellman.
Le problème du logarithme discret Exposons ce problème dans le cadre général d'un
groupe abélien ﬁni noté additivement. Grâce à la méthode de Pohlig-Hellman ([PH78]), la
décomposition d'un groupe ﬁni en produit de sous-groupes cycliques permet de restreindre
l'étude de ce problème aux groupes cycliques ﬁnis.
En ﬁxant un générateur P d'un groupe cyclique, nous pouvons donner une déﬁnition mathé-
matique du logarithme discret d'un élément Q en base P .
Déﬁnition 1.3.16 Soit G un groupe cyclique ﬁni de générateur P , soit Q un élément de G ;
le logarithme discret de Q en base P est l'unique entier m dans J0, |G| − 1K tel que Q = mP .
On note alors m = logP (Q).
Ainsi, le logarithme discret d'un élément dépend aussi du générateur choisi comme référence
de base. Voici dans ce cadre général, la déﬁnition 1.3.17 du problème du logarithme discret,
en reprenant les notations de la déﬁnition 1.3.10 :
Déﬁnition 1.3.17 Soit G un groupe cyclique ﬁni de générateur P , le problème du logarithme
discret dans (G,P ) est Log(G,P ) = (G, J0, |G| − 1K, logP ).
Le choix du groupe G, puis de la famille de groupes Gi sous-jacente, permet de déﬁnir des
problèmes de logarithme discret paramétrés sur des exemples plus concrets.
Dans un premier temps, le cryptosystème ElGamal a été présenté sur un groupe multiplicatif
de cardinal p− 1. La cryptographie s'est alors penchée sur le problème du logarithme discret
sur les groupes F∗p
Exemple 1.3.5 Problème du logarithme discret sur un groupe multiplicatif F∗p.
Pour p un nombre premier, soit x un générateur du groupe multiplicatif F∗p, le problème du
logarithme discret dans (F∗p, x) consiste à calculer pour tout y dans F∗p, l'unique entier n dansJ0, (p− 1)− 1K tel que y = xn.
On le note plus succinctement Log(F∗p, x) = (F∗p, J0, p− 2K, logx).
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Exemple 1.3.6 Problème du logarithme discret sur les groupes multiplicatifs F∗p.
Considérons I = {(p, x) : p premier, x ∈ F∗p, 〈x〉 = F∗p} et tI(p, x) = t2(p). On appelle
problème du logarithme discret dans les F∗p le problème de logarithme discret dans (F∗p, x)
paramétré par (p, x) dans I.
Brassard a montré dans [Bra79] que, plus largement, le problème décisionnel associé à Log(F∗p, x)
paramétré par (p, x) (pour p premier) est dans la classe de problèmes NP ∩ CoNP (voir par
exemple [Pap94] ou [vzGG99] pour l'introduction de ces notions).
Je ne connais à ce jour aucun algorithme polynomial (en t2(p)) résolvant ce problème paramétré
avec une probabilité non négligeable.
Je ne connais non plus aucune preuve de l'existence ou de l'absence d'un tel algorithme.
Exemple 1.3.7 Problème du logarithme discret sur une courbe elliptique sur Fp.
Considérons une courbe elliptique cyclique Ea,b(Fp) de cardinal N et P un générateur de
Ea,b(Fp), le problème du logarithme discret dans (Ea,b(Fp), P ) consiste à calculer pour tout
Q dans Ea,b(Fp), l'unique entier n dans J0,N− 1K tel que Q = nP .
On le note plus succinctement Log(Ea,b(Fp), P ) = (Ea,b(Fp), J0,N− 1K, logP ).
Exemple 1.3.8 Problème du logarithme discret sur les courbes elliptiques paramé-
trées par I. Considérons un ensemble eﬀectif inﬁni (I, φ) tel que :
I ⊂ {(p, a, b, P ) : p premier, (a, b) ∈ F2p, 4a3 + 27b2 6= 0, P ∈ Ea,b(Fp), 〈P 〉 = Ea,b(Fp)}.
On appelle problème du logarithme discret sur les courbes elliptiques paramétrées par I le
problème du logarithme discret dans (Ea,b(Fp), P ) paramétré par (p, a, b, P ) dans I.
Dans la section 3.3, nous allons montrer que le problème du logarithme discret sur les courbes
elliptiques sur Fp[ε] (un anneau de nombres duaux de grande caractéristique) dont la projection
sur Fp est cyclique et de cardinal non divisible par p, est équivalent au problème du logarithme
discret sur les courbes elliptiques sur un corps cyclique Fp de grande caractéristique et dont
le cardinal est non divisible par p.
Plus précisément, nous déﬁnirons un ensemble Iε tel que le problème de logarithme discret
sur les courbes elliptiques (Ea,b(Fp), P ) et (Ea,b(Fp[ε]), P ) paramétrées par (p, a, b, P ) dans Iε
sont équivalents.
Cette équivalence fait l'objet du corollaire 3.3.1 de la sous-section 3.3.1.
Le problème calculatoire de Diﬃe-Hellman Considérons encore une fois un groupe
cyclique de générateur P . Ce problème consiste à calculer le composé de Diﬃe-Hellman en
base P de deux éléments du groupe, dont la déﬁnition mathématique est exposée ci-dessous.
Déﬁnition 1.3.18 Soit G un groupe cyclique ﬁni de générateur P , soient A et B deux élé-
ments de G, le composé de A et B en base P dit de Diﬃe-Hellman est l'unique élément C
dans G tel que :
C = αβP avec A = αP et B = βP .
On note alors C = CDHP (A,B).
Là aussi, le composé de Diﬃe-Hellman de deux éléments dépend du générateur choisi comme
référence de base. Voici dans ce cadre général, la déﬁnition 1.3.19 du problème calculatoire de
Diﬃe-Hellman (noté par la suite CDH) :
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Déﬁnition 1.3.19 Soit G un groupe cyclique ﬁni de générateur P , le problème calculatoire
de Diﬃe-Hellman dans (G,P ) est noté CDH(G,P ) = (G2, G,CDHP ).
Illustrons ce problème dans le cadre des courbes elliptiques déﬁnies sur un corps ﬁni, en
commençant par une courbe ﬁxée puis en continuant par une famille de courbes paramétrées
par la caractéristique du corps et les coeﬃcients de l'équation de Weierstrass.
Exemple 1.3.9 Problème CDH sur une courbe elliptique sur Fp. Considérons une
courbe elliptique cyclique Ea,b(Fp) de cardinal N et P un générateur de Ea,b(Fp), le problème
calculatoire de Diﬃe-Hellman dans (Ea,b(Fp), P ) consiste à calculer pour tout couple (A,B)
de points de Ea,b(Fp), l'unique point C de G tel que C = αβP avec A = αP et B = βP .
On le note plus succinctement CDH(Ea,b(Fp), P ) = (Ea,b(Fp)2, Ea,b(Fp), CDHP ).
Exemple 1.3.10 Problème CDH sur les courbes elliptiques paramétrées par I.
Considérons un ensemble eﬀectif inﬁni (I, φ) tel que :
I ⊂ {(p, a, b, P ) : p premier, (a, b) ∈ F2p, P ∈ Ea,b(Fp), 〈P 〉 = Ea,b(Fp)}.
On appelle problème calculatoire de Diﬃe-Hellman sur les courbes elliptiques paramétrées
par I le problème calculatoire de Diﬃe-Hellman dans (Ea,b(Fp), P ) paramétré par (p, a, b, P )
dans I.
Un algorithme qui s'attaque au problème CDH prend donc en entrée un couple de points
d'une courbe elliptique (et un générateur de cette courbe), il renvoie un point de cette même
courbe. On mesure sa probabilité de succès à sa capacité de renvoyer le bon point c'est à dire
le composé de Diﬃe Hellman du couple d'entrée. Précisons ces idées avec la déﬁnition 1.3.20.
Déﬁnition 1.3.20 Considérons le problème calculatoire de Diﬃe-Hellman sur les courbes
elliptiques paramétrées par un ensemble eﬀectif inﬁni (I, φ) de taille t, un algorithme A qui
traite ce problème est un algorithme probabiliste prenant en entrées :
 une courbe elliptique Eai,bi(Fpi) de générateur Pi pour i dans I paramétrée par i ;
 deux points A et B de Eai,bi(Fpi) ;
et renvoyant un point de Eai,bi(Fpi).
Sa probabilité de succès est une fonction déﬁnie sur N par :
SuccCDHA (k) =
Pr
(
C = CDH(A,B) : i uﬀ t−1(k), (A,B) uﬀ Eai,bi(Fpi)
2, C ﬀ A(pi, ai, bi, Pi, A,B)
)
et
SuccCDHA (k) = 0 si t−1(k) = ∅.
Le problème restera diﬃcile si aucun algorithme ne parvient à le résoudre avec une probabilité
de succès non négligeable.
Rappelons ce que signiﬁe qu'une fonction est négligeable.
Déﬁnition 1.3.21 Une fonction f positive déﬁnie sur N est négligeable si et seulement si :
∀n ∈ N,∃kn ∈ N, k > kn ⇒ f(k) < 1
kn
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On obtient ainsi la notion de problème diﬃcile, en particulier pour le problème CDH.
Déﬁnition 1.3.22 Soit I un ensemble eﬀectif inﬁni. On dira que le problème CDH sur les
courbes elliptiques paramétré par I est diﬃcile à résoudre si et seulement si tout algorithme
probabiliste polynomial A traitant ce problème a une probabilité de succès négligeable, soit :
∀n ∈ N, ∃kn ∈ N, k > kn ⇒ SuccCDHA (k) <
1
kn
.
Le problème CDH, comme celui du logarithme discret, est un problème calculatoire. La nature
de ce problème nous permettra d'établir le même type d'équivalence entre les problèmes de
logarithme discret ; à savoir, l'équivalence des problèmes CDH :
 sur les courbes elliptiques sur les corps premiers Fp de grande caractéristique et dont le
cardinal est non divisible par p,
 et sur les courbes elliptiques sur Fp[ε] correspondantes.
Cette équivalence fait l'objet du corollaire 3.3.2 de la sous-section 3.3.1.
1.3.6 Les distingueurs pour résoudre un problème décisionnel
Les notions développées dans cette section sont inspirées des notes de cours de Katz [Kat04]
(ou du livre qu'il a co-écrit [KL07]) et proviennent des travaux présentés dans l'article [Gol99]
de Goldreich.
Nous traitons là de problèmes de décision.
Il ne s'agit plus ici de répondre à une question calculatoire mais de répondre par oui ou par
non. Un problème décisionnel est alors un problème dont les solutions sont repésentées par
exemple par 0 pour oui  et 1 pour non comme le formalise la déﬁnition 1.3.23.
Déﬁnition 1.3.23 Un problème décisionnel est un problème dont l'ensemble des solutions
est {0, 1}.
En exemple, nous déﬁnissons le problème décisionnel de Diﬃe Hellman (noté DDH par la suite).
Le problème décisionnel de Diﬃe-Hellman La question est la suivante :
 Voici un triplet (A,B,C) d'éléments d'un groupe G de générateur P ,
est ce que C est le composé de Diﬃe-Hellman de A et B en base P ? 
Voici présentée en 1.3.24, la déﬁnition formelle du problème DDH sur un groupe abélien ﬁni
cyclique.
Déﬁnition 1.3.24 Soit G un groupe cyclique ﬁni de générateur P , le problème décisionnel
de Diﬃe-Hellman dans (G,P ) est DDH(G,P ) = (G3, {0, 1}, DDHP ) où :
DDHP : G3 −→ {0, 1}
(A,B,C) 7→
{
1 si : ∃(α, β) ∈ N2 : A = αP,B = βP,C = αβP
0 sinon
Illustrons ce problème dans le cadre des courbes elliptiques déﬁnies sur un corps ﬁni, en
commençant par une courbe ﬁxée puis en continuant par une famille de courbes paramétrées
par la caractéristique du corps et les coeﬃcients de l'équation de Weierstrass.
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Exemple 1.3.11 Problème DDH sur une courbe elliptique sur Fp. Considérons une
courbe elliptique cyclique Ea,b(Fp) de cardinal N et P un générateur de Ea,b(Fp), le pro-
blème décisionnel de Diﬃe-Hellman dans (Ea,b(Fp), P ) consiste à déterminer pour tout triplet
(A,B,C) de points de Ea,b(Fp) s'il existe deux entiers α et β tels que A = αP , B = βP et
C = αβP . On le note plus succinctement DDH(Ea,b(Fp), P ) = (Ea,b(Fp)3, {0, 1}, DDHP ).
Un algorithme résolvant ce type de problème est un algorithme (pouvant être) probabiliste et
renvoyant 1 ou 0, représentant respectivement oui ou non. On appelle ce type d'algorithme
un distingueur introduit de façon plus générale par la déﬁnition 1.3.25.
Nous utilisons ensuite cette notion pour déﬁnir un distingueur du problème DDH.
Déﬁnition 1.3.25 Soit (X, p) et (X, p′) deux espaces probabilisés ﬁnis. Un distingueur des
distributions (X, p) et (X, p′) est un algorithme probabiliste :
 qui prend en entrée un élément de X ;
 qui renvoie 0 ou 1.
L'avantage de ce distingueur est alors le réel AdvD déﬁni par :
AdvD =
∣∣∣∣Pr(D(x) = 1 : x p←− X)− Pr(D(x) = 1 : x p′←− X)∣∣∣∣
L'avantage mesure la diﬀérence de probabilité que le distingueur renvoie 1 lorsque un élément
est issu de la première distribution plutôt que de la seconde.
Ainsi, s'il renvoie 1 avec la même probabilité lorsque un élément est issu de la première
distribution que de la seconde, cela signiﬁe bien qu'il ne diﬀérencie pas les deux espaces
probabilisés et son avantage est nul.
Par contre, s'il renvoie 1 avec une probabilité égale à 1 lorsqu'un élément est issu de la première
distribution et avec une probabilité nulle lorsqu'il est issu de la seconde, cela signiﬁe bien qu'il
diﬀérencie parfaitement ces deux espaces probabilisés et son avantage vaut 1.
On remarque que l'avantage d'un distingueur est nécessairement compris entre 0 et 1.
Illustrons cette notion sur un exemple simple :
Exemple 1.3.12 Soit X = J1, 6K où la première distribution u est uniforme sur X et où la
seconde p′ est nulle pour les nombre impairs et égale à 1
3
pour les nombres pairs.
Considérons le distingueur D renvoyant 1 pour un entier pair et 0 pour un entier impair, son
avantage est alors :
AdvD =
∣∣∣∣Pr(D(x) = 1 : x u←− J1, 6K)− Pr(D(x) = 1 : x p′←− J1, 6K)∣∣∣∣
= |0, 5− 1| = 0, 5
Son avantage est donc constant égal à 0, 5.
On peut remarquer qu'un distingueur de ces deux distributions ne peut pas avoir un avantage
supérieur à 0, 5 dans la mesure où exactement la moitié des éléments de X ont une probabilité
nulle de provenir de la seconde distribution.
Cette notion de distingueur de deux distributions permet de déﬁnir un distingueur d'un pro-
blème décisionnel en choisissant les espaces probabilisés adéquats.
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Concernant le problème décisionnel DDH sur un groupe G de générateur P , nous choisissons
les triplets d'éléments de ce groupe.
Il s'agit alors de distinguer parmi ces triplets ceux qui sont de la forme (A,B,C) avec C
composé de Diﬃe Hellman de A et B en base P des autres triplets. Ces triplets sont appelés
triplets de Diﬃe Hellman, comme l'indique la déﬁnition 1.3.26
Déﬁnition 1.3.26 Soit G un groupe cyclique de générateur P , un triplet (A,B,C) dans G3
est un triplet de Diﬃe Hellman de (G,P ) si et seulement s'il existe deux entiers α et β tels
que A = αP , B = βP et C = αβP .
La déﬁnition 1.3.27 précise alors ce qu'est un distingueur pour le problème DDH sur un groupe
G de générateur P . Son objectif sera de reconnaître un triplet de Diﬃe-Hellman d'un triplet
quelconque. On déﬁnit alors :
Déﬁnition 1.3.27 Soit G un groupe cyclique ﬁni de générateur P . Un distingueur D du
problème DDH sur G de base P est un algorithme probabiliste polynomial qui prend en entrée
un triplet (A,B,C) avec A,B,C trois éléments de G, et qui renvoie un bit.
On mesure alors son avantage à sa capacité à reconnaître un triplet de Diﬃe-Hellman d'un
triplet quelconque comme le précise la déﬁnition 1.3.28.
Déﬁnition 1.3.28 Soit G un groupe ﬁni cyclique de générateur P et D un distingueur du
problème DDH sur G de base P . Considérons les ensembles ﬁnis suivants :
 Rand(G,P ) = {(αP, βP, γP ) : (α, β, γ) ∈ [0, |G| − 1]3}
 DH(G,P ) = {(αP, βP, αβP ) : (α, β) ∈ [0, |G| − 1]2}.
L'avantage de D sur le problème DDH dans G de base P est
Adv
DDH(G,P )
D =
∣∣∣Pr(D(x) = 1 : x u←− Rand(G,P ))− Pr(D(x) = 1 : x u←− DH(G,P ))∣∣∣
Pour pouvoir eﬀectuer une étude asymptotique de la résolution d'un problème décisionnel par
un distingueur, nous devons considérer toutes ces notions pour des entrées de taille croisssante.
On considère alors qu'un distingueur (de famille de distributions) est eﬃcace si son avantage
n'est pas négligeable (en la taille des entrées).
Pour cela nous devons déﬁnir un distingueur d'une famille de distributions et déﬁnir son
avantage comme une fonction en la taille des données.
Déﬁnition 1.3.29 Soit ((Xk, pk))k∈N et ((Xk, p′k))k∈N deux suites d'espaces probabilisés ﬁnis.
Un distingueur des familles de distributions ((Xk, pk))k∈N et ((Xk, p′k))k∈N est un algorithme
probabiliste polynomial :
 qui prend en entrée un élément de l'union disjointe des Xk de taille associée t(x) = k pour
x dans Xk ;
 qui renvoie 0 ou 1.
L'avantage de ce distingueur est alors la fonction AdvD déﬁnie sur N par :
AdvD(k) =
∣∣∣∣Pr(D(x) = 1 : x pk←− Xk)− Pr(D(x) = 1 : x p′k←− Xk)∣∣∣∣
La notion d'avantage négligeable permet alors de déﬁnir des ensembles calculatoirement in-
discernables comme résistants à tout distingueur.
Ce type de propriété appliquée à un distingueur du problème DDH sur une famille de groupes
paramétrés est introduit dans la déﬁnition 1.3.30.
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Déﬁnition 1.3.30 Soit (I, φI) un ensemble eﬀectif inﬁni de taille t paramétrant une famille
((Gi, Pi))i∈I de groupes ﬁnis cycliques Gi de générateur Pi.
Notons (Randk)k∈N et (DDHk)k∈N les suites d'espaces probabilisés suivantes :
Randk =
{
(αPi, βPi, γPi) : i← t−1(k), (α, β, γ) u←− [0, |Gi| − 1]3
}
DDHk =
{
(αPi, βPi, αβPi) : i← t−1(k), (α, β) u←− [0, |Gi| − 1]2
}
.
Un distingueur du problème DDH paramétré par I est un distingueur dont l'ensemble des
entrées est l'union disjointe des couples (Gi, Pi) pour i dans I de taille associée t.
L'avantage de D sur ce problème est :
AdvDDHD (k) = |Pr(D(x) = 1 : x← Randk)− Pr(D(x) = 1 : x← DDHk)| .
On dit que ces suites sont calculatoirement indiscernables si et seulement si :
pour tout distingueur D du problème DDH paramétré par I, on a :
∀n ∈ N,∃kn ∈ N, k > kn ⇒
∣∣AdvDDHD (k)∣∣ < 1kn .
On dit alors que le problème DDH paramétré par I est diﬃcile à résoudre
Si aucun distingueur n'est eﬃcace pour déterminer avec une probabilité non négligeable si un
triplet est de Diﬃe-Hellman, nous dirons que le problème est diﬃcile.
On dit alors d'un problème DDH paramétré qu'il est facile à résoudre si et seulement s'il
n'est pas diﬃcile à résoudre. Autrement dit, s'il existe un distingueur qui discerne avec une
probabilité non négligeable un triplet de Diﬃe-Hellman d'un triplet quelconque.
Nous cherchons à montrer dans la section 3.3 que le problème DDH(Ea,b(Fp[ε]), P ) paramé-
tré par (p, a, b, P ) est facile à résoudre. Cette propriété est valable pour (p, a, b, P ) dans un
ensemble eﬀectif inﬁni que nous déﬁnirons le moment voulu (page 73). La preuve consiste
alors :
 à exhiber un distingueur de ce problème paramétré ;
 à vériﬁer qu'il s'exécute en temps polynomial ;
 à en étudier l'avantage pour (Ea,b(Fp[ε]), P ) ;
 et enﬁn à montrer que cet avantage est non négligeable.
1.4 Cryptographie
La cryptographie est la science du secret [Ste98]. Elle voit le jour de façon pragmatique, bien
avant Jésus Christ (cinq siècles avant [Sin99, p.20,p.25]), avec la transmission d'informations
militaires et la protection de secrets industriels. Il est alors question de communiquer entre
diﬀérents états-majors sur les stratégies à mettre en ÷uvre. Bien entendu, à cette époque les
moyens restent rudimentaires, mais certains problèmes se posent déjà :
 comment s'assurer que les informations ne tombent pas aux mains de l'ennemi ;
 comment s'assurer qu'elles arrivent à bon port ;
 comment s'assurer que les informations obtenues proviennent bien de son expéditeur ?
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La sécurité des données est donc déjà à l'ordre du jour. L'expéditeur doit trouver un moyen
de cacher l'information et se mettre d'accord au préalable avec les destinataires éventuels
sur le mode opératoire. Ensuite, il faut trouver un mode de transmission de l'information et
réﬂéchir à son intégrité et sa conﬁdentialité en cas d'interception. La sécurité de l'information
dépend alors des individus qui y ont accès : expéditeur, coursiers et destinataires. De plus,
si on souhaite garantir le secret d'une information à un seul destinataire, l'expéditeur doit
trouver autant de modes opératoires qu'il a de correspondants et en trouver de nouveaux s'il
soupçonne qu'un procédé (ou une clé) est divulgué(e).
Ainsi, la conﬁance accordée aux individus détenant l'information à un moment donné et la
quantité de correspondants et d'informations posent déjà un problème de protection du secret.
Ce second critère va bien évidemment prendre des proportions énormes avec les inventions suc-
cessives de l'ordinateur puis d'Internet.
Au ﬁl du temps des spécialistes vont se pencher sur ces questions et inventer des procédés
de plus en plus élaborés, qui ﬁniront par être révélés un jour ou l'autre. Cette histoire est
développée par exemple dans [Ste98] ou [Sin99] ([Dub00] pour une vision globale).
Face à ces contraintes, les scientiﬁques cherchent alors des chiﬀres diﬃciles à inverser même si
l'on connait le procédé permettant de cacher l'information (les prémisces [Ker83]). C'est ainsi
qu'apparaît, dans [DH76], l'idée de système de chiﬀrement à clé publique où :
 les modes de chiﬀrement et de déchiﬀrement dépendent d'un paramètre appelé la clé ;
 il est facile d'utiliser les processus de chiﬀrement et de déchiﬀrement lorsque l'on se donne
une clé ;
 par contre, on ne peut pas retrouver le processus de déchiﬀrement lorsque l'on connait seule-
ment celui de chiﬀrement ; en particulier il est diﬃcile de retrouver la clé.
Ce dernier critère va aussi permettre de rendre public le processus de chiﬀrement, chaque
utilisateur va disposer d'une clé publique et d'une clé secrète et privée : pour établir une
connexion sécurisée avec un autre utilisateur, il lui suﬃra de créer une clé partagée à l'aide de
sa clé privée et de la clé publique de son interlocuteur.
Pour rendre impossible une recherche exhaustive (qui consiste à tester toutes les clés), le
nombre de clés doit être suﬃsament grand pour assurer une sécurité calculatoire ; ce type de
cryptosystème va alors devenir, avec l'apparition d'Internet, un moyen infatiguable de créer
des canaux sécurisés entre les utilisateurs.
La cryptographie est tombée dans le domaine public : on la retrouve désormais dans tous
les foyers pour peu que l'on ait un téléphone portable, une carte bancaire, un ordinateur, un
décodeur...
La section 1.4 introduit dans la partie 1.4.1 cette notion de cryptosystème à clef publique ;
puis, dans la partie 1.4.2, expose diﬀérents scénarii d'attaques.
1.4.1 Cryptographie à clef publique
On trouve dans la littérature beaucoup de déﬁnitions voisines de système de chiﬀrement à clé
publique ou de cryptosystème à clé publique. Le principe y est toujours le même : utiliser une
paire d'algorithmes calculables en un temps polynomial dont l'un est tenu secret pour le seul
destinataire et l'autre est rendu public pour tous les expéditeurs potentiels. De plus, pour que
le système soit eﬃcace, il faut :
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 que l'algorithme secret inverse facilement l'algorithme public : cela permet de retrouver le
message d'origine ;
 qu'il soit (idéalement) impossible de trouver l'algorithme secret à partir de l'algorithme
public : cela permet d'assurer la conﬁdentialité de l'information. Si l'on considère que le
temps de recherche de cet algorithme est illimité, le caractère ﬁni des ensembles manipulés
par un ordinateur rend intraitable cette condition. Elle est alors remplacée par : il est très
diﬃcile de trouver l'algorithme secret à partir de l'algorithme public en temps limité.
Whitﬁeld Diﬃe et Martin E. Hellman sont les premiers à introduire cette idée auprès de la
communauté scientiﬁque en 1976 (cf. [DH76] et [Sin99]). Les paires d'algorithmes sont indexées
par des clés qui sont générées aléatoirement. Ainsi les algorithmes publics et secrets laissent
place aux couples de clés publique et privée. Dans [DH76], Diﬃe et Hellman proposent déjà
un exemple de système public de distribution de clés, bien connu aujourd'hui sous le nom de
protocole de Diﬃe-Hellman.
On retrouve ensuite des déﬁnitions diﬀérentes selon le point de vue de l'auteur, l'usage qu'il
veut en faire, le degré de précision qu'il donne de certains paramètres. Ainsi, par exemple un
système de chiﬀrement est déﬁni par l'intermédiaire tantôt d'algorithmes, tantôt de machines
de Turing (cf. [BSS05] et [Ver06]). Certains auteurs détaillent les dépendances entre certains
paramètres, comme par exemple dans [GM84] les clairs sont engendrés par une machine de
Turing probabiliste prenant pour entrée seulement le paramètre de sécurité.
La déﬁnition 1.4.1 formalise la notion que nous utiliserons par la suite ; elle précise tous les
termes sous-jacents à cette notion ainsi que les dépendances des paramètres. Pour chaque
algorithme, nous avons détaillé l'ensemble de ses entrées.
Déﬁnition 1.4.1 Un système de chiﬀrement à clé publique est la donnée de trois algorithmes
polynomiaux K,E,D tels que :
 K est un algorithme probabiliste :
 qui prend en entrée un entier k de taille k (cf. page 15), soit
Input (K) = 1∗ ;
 qui renvoie un couple (pk, sk), dont les éléments sont appelés respectivement clé publique
et clé privée de sécurité k.
L'algorithme K est appelé algorithme de génération de clés.
L'entrée k est appelée paramètre de sécurité.
On note alors PK et SK les algorithmes de génération de clés publiques et privées correspon-
dants.
Il s'agit des premières et secondes projections de l'algorithme de génération de clés K.
 E est un algorithme probabiliste ou déterministe :
 qui prend en entrée un paramètre de sécurité k, une clé publique pk de sécurité k et un
élément m, appelé clair. Pour pk clé publique de sécurité k, on note ME(k, pk) l'ensemble
des clairs que l'algorithme E peut chiﬀrer avec en entrée k pour paramètre de sécurité
et pk pour clé publique. Cet ensemble est appelé l'ensemble des clairs associés à la clé
publique pk de sécurité k. On a ainsi :
I (E) =
{
(k, pk,m) : k ∈ N∗, pk ∈ PK(1k),m ∈ME(k, pk)
}
.
 qui renvoie un élément appelé chiﬀré de m par la clé publique pk.
On note également :
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CE(k, pk) =
⋃
m∈ME(k,pk) E(1
k, pk,m).
Cet ensemble est appelé l'ensemble des chiﬀrés associés à la clé publique pk de sécurité k.
L'algorithme E est appelé algorithme de chiﬀrement.
 D est un algorithme déterministe :
 qui prend en entrée un paramètre de sécurité k, une clé privée sk de sécurité k de clé
publique associée pk et un chiﬀré c de CE(k, pk), soit :
I (D) =
{
(k, sk, c) : k ∈ N∗, ∃pk ∈ PK(1k) : (pk, sk) ∈ K(1k), c ∈ CE(k, pk)
}
;
 qui renvoie un clair m de ME(k, pk).
L'algorithme D est appelé algorithme de déchiﬀrement.
De plus, les algorithmes K,E et D doivent vériﬁer :
∀k ∈ N∗,∀(pk, sk) ∈ K(1k),∀m ∈ME(k, pk), ∀c ∈ E(1k, pk,m),D(1k, sk, c) = m.
La dernière propriété exprime le fait que l'algorithme de déchiﬀrement muni de la clé privée
sk inverse bien l'algorithme de chiﬀrement muni de la clé publique correspondante pk.
Par contre, cette déﬁnition ne tient aucun compte de la sécurité d'un tel cryptosystème. Par
exemple, elle ne spéciﬁe pas qu'il doit être diﬃcile de retrouver la clé privée à partir de la clé
publique en temps limité. Pourtant, un cryptosystème ne vériﬁant pas cette propriété devient
inutile. Il s'agit là d'une première condition nécessaire à l'obtention d'un bon système de
chiﬀrement ; il en existe d'autres plus précises et plus ﬁnes, comme la diﬃculté de retrouver
le clair à partir d'un chiﬀré ou d'en obtenir une quelconque information.
Nous développons ces diﬀérents critères de sécurité dans la section 1.4.2.
1.4.2 Critères de sécurité
En eﬀet, les objectifs d'un cryptanalyste lorqu'il s'attaque à un cryptosystème peuvent être
diﬀérents. Il peut, par exemple, :
 vouloir être capable de déchiﬀrer tous les messages chiﬀrés par ce système ;
 s'intéresser au déchiﬀrement des messages émis par un seul utilisateur ;
 ou aux messages reçus par cet utilisateur ;
 ou même uniquement à la correspondance de deux utilisateurs ;
 chercher à déchiﬀrer un seul message ;
 ou chercher une information quelconque sur un message donné. Par exemple,
- Y a-t-il des consonnes dans ce message ?
- Non !
- Alors, elle a dû répondre par oui ou par non et elle lui a sûrement répondu oui.
Les conditions dans lesquelles ce type d'attaque a lieu peuvent être diﬀérentes. Puisqu'il s'agit
de cryptosystème à clef publique, le cryptanalyste a accès au système de chiﬀrement et aux
clés publiques des utilisateurs. Ainsi, il peut par exemple engendrer des clés ou chiﬀrer des
messages destinés à un utilisateur. Mais on peut supposer qu'il peut aussi faire déchiﬀrer
un certain nombre de messages. C'est ce qui peut se produire par exemple si un utilisateur
s'absente de son écran lors d'une pause sans vérouiller sa session : un individu peut usurper
temporairement son identité.
Ainsi, on déﬁnit un type d'attaquant par :
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 l'objectif qu'il s'est ﬁxé ;
 les moyens dont il dispose pour l'atteindre.
Objectifs d'un adversaire
Pour déﬁnir l'objectif d'un adversaire, on décrit le scénario correspondant. Celui-ci ressemble
à une confrontation entre le concepteur du cryptosystème et l'attaquant où le premier soumet
un déﬁ  au second. Cette mise en scène est formalisée par une expérience aléatoire (déﬁnie
de manière générale dans la section 1.2). Selon le scénario, un calcul de probabilité permet
alors de mesurer l'eﬃcacité de l'adversaire à atteindre son objectif.
Dans cette partie, nous allons décrire deux types d'objectifs diﬀérents :
 l'inversion d'un message quelconque. Un cryptosystème résistant à ce type d'adversaire
est alors appelé One-Way (signiﬁant à sens unique en anglais, car l'adversaire s'attaque à
cette propriété du chiﬀrement) et l'on dit qu'un adversaire cherchant à inverser un message
quelconque est de type OW;
 la recherche d'une information quelconque sur le clair. Un cryptosystème résistant à ce type
d'adversaire vériﬁe la propriété d' Indistinguability (appelée indistiguabilité ou indiscerna-
bilité en français) et l'on dit qu'un adversaire cherchant une information quelconque sur le
clair est de type IND.
One-Wayness : Voici le déﬁ lancé par le concepteur du cryptosystème à tout attaquant :
" A partir d'une clé publique quelconque,
et d'un cryptogramme quelconque,
es-tu capable de me donner le clair correspondant ?"
Il s'agit bien là de l'objectif : inverser un message quelconque. Le scénario est alors le suivant :
pour un paramètre de sécurité k,
 le générateur de clés fournit un couple de clés de sécurité k ;
 un message est choisi uniformément dans l'ensemble des clairs chiﬀrables par ce couple de
clés ;
 ce message est chiﬀré par le cryptosystème avec la clé secrète obtenue précédemment ;
 le cryptogramme et la clé publique sont communiqués à l'adversaire qui renvoie un clair
correspondant.
L'adversaire est alors eﬃcace si le clair qu'il renvoie correspond avec une probabilité non né-
gligeable au clair choisi uniformément dans la deuxième étape.
La déﬁnition 1.4.2 donne alors une formalisation d'un adversaire OW.
Déﬁnition 1.4.2 Un adversaire OW A contre un système de chiﬀrement à clef publique PKC
est un algorithme probabiliste polynomial :
 qui prend en entrée un paramètre de sécurité k, une clé publique pk de sécurité k et un
chiﬀré associé à la clé publique pk ;
 qui renvoie un clair chiﬀrable avec cette clé publique, autrement dit un élément deME(k, pk).
Le scénario associé à ce type d'adversaire est formalisé dans la déﬁnition 1.4.3.
Déﬁnition 1.4.3 Soit PKC = (K,E,D) un cryptosystème à clé publique, soit A un adversaire
OW contre PKC, soit k un entier. L'expérience aléatoire OWAPKC(k) est :
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OWAPKC(k) : (pk, sk) ←− K(1k)
m? ←− ME(k, pk)
C ←− E(1k, pk,m?)
m? ←− A (1k, pk, C)
On peut remarquer que la clé secrète générée dans la première étape n'intervient pas dans la
suite de l'expérience. Nous pourrions alors remplacer la première ligne par :
pk←− PK(1k).
Mais nous garderons la première notation qui permet, par exemple, de ne pas redéﬁnir plus
loin la clé secrète sk correspondant à la clé publique pk ; et de garder à l'esprit la provenance
de la clé publique pk.
Ensuite, on mesure l'eﬃcacité d'un adversaire OW à inverser le système par sa probabilité de
succès déﬁnie en 1.4.4.
Déﬁnition 1.4.4 Soit A un adversaire OW contre un système de chiﬀrement à clé publique
PKC, sa probabilité de succès sur le système de chiﬀrement PKC est la fonction SuccOWA/PKC
déﬁnie sur N par :
SuccOWA/PKC(k) = Pr
(
m? = m? : ((pk, sk),m?, C,m?)← OWAPKC(k)
)
.
Indistinguability : Voici le déﬁ lancé par le concepteur du cryptosystème à tout attaquant :
"A partir d'une clé publique quelconque,
es-tu capable de me donner deux clairs
dont tu saurais déterminer
au vu du cryptogramme lequel des deux j'ai chiﬀré ?"
Le challenge pour l'adversaire est donc le suivant : il doit produire deux messages clairs (par
exemple les messages oui et non) dont il sait qu'il aura une chance (non négligeable) de
reconnaitre lequel a été chiﬀré.
Pour formaliser ce type d'attaque, on fait appel à deux algorithmes diﬀérents : le premier
produit les deux clairs au vu de la clé publique et le second détermine lequel des deux a été
chiﬀré au vu du cryptogramme, en renvoyant un bit indiquant sa réponse : par exemple si le
bit est 0 ; cela signiﬁe qu'à mon avis tu as chiﬀré le premier message ; si le bit est 1 ; c'est que
je pense que tu as chiﬀré le second. Pour prendre en compte le fait qu'il ne s'agisse que d'un
seul attaquant, le premier algorithme produit également une chaîne de bits (s) qui est une
entrée du second algorithme. Ainsi le premier algorithme "communique" des données (celles
de son choix) au second, comme par exemple les messages qu'il a choisis. On obtient ainsi la
déﬁnition 1.4.5 du type d'attaquant qui nous intéresse :
Déﬁnition 1.4.5 Un adversaire IND A contre un système de chiﬀrement à clé publique PKC
est un couple (A1,A2) d'algorithmes probabilistes polynomiaux, tels que :
 A1 prend en entrée un paramètre de sécurité k, une clé publique pk de sécurité k ;
 A1 renvoie deux clairs associés à la clé publique pk et une chaîne de bits s ;
 A2 prend en entrée la chaîne de bits s, un chiﬀré c associé à la clé publique pk ;
 A2 renvoie un bit :
 0 signiﬁant :  Mon choix est le premier clair ;
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 1 signiﬁant :  Mon choix est le second clair.
Le scénario d'attaque est alors le suivant : pour un paramètre de sécurité k,
 le cryptosystème génère un couple de clés ;
 la clé publique pk est transmise à l'adversaire par l'intermédiaire de l'algorithme no 1 ;
 celui-ci envoie deux clairs m0,m1 chiﬀrables par cette clé, ainsi qu'une chaîne de bits s qui
sera transmise à l'algorithme no 2 ;
 un bit δ∗ est choisi uniformément ;
 le clair mδ∗ est chiﬀré par le cryptosystème avec la clé publique pk ;
 le cryptogramme correspondant est transmis à l'algortihme no 2, ainsi que la chaîne de bits
s. Il en déduit un second bit δ∗.
Le but de l'adversaire est alors que δ∗ soit égal à δ∗.
Ce scénario est formalisé dans la déﬁnition 1.4.6.
Déﬁnition 1.4.6 Soit PKC = (K,E,D) un cryptosystème à clé publique, soit A = (A1,A2)
un adversaire IND contre PKC, soit k un entier non nul, l'expérience aléatoire INDAPKC(k)
est :
INDAPKC(k) : (pk, sk) ← K(1k)
(m0,m1, s) ← A1(1k, pk)
δ?
u← {0, 1}
C ← E(1k, pk,mδ?)
δ? ← A2(1k, C, s)
Dans le cas de l'indistinguabilité, la mesure de l'eﬃcacité de l'adversaire n'est pas si simple
que dans le cas de l'inversion. En eﬀet, le choix uniforme d'un bit donne lieu à un espace
équiprobable de cardinal 2 et en choisissant uniformément un second bit, il y a une chance sur
deux que l'on obtienne le même résultat que précédemment.
L'eﬃcacité d'un adversaire IND est alors mesurée par la diﬀérence entre la probabilité que
δ∗ = δ∗ et 0, 5, comme le précise la déﬁnition 1.4.7.
Déﬁnition 1.4.7 Soit A un IND-adversaire contre un système de chiﬀrement à clé publique
PKC, son avantage sur le cryptosystème PKC = (K,E,D) est la fonction AdvINDA/PKC déﬁnie sur
N par :
AdvINDA/PKC(k) =
∣∣2Pr (δ? = δ? : ((pk, sk), (m0,m1, s), δ?, C, δ?)← INDAPKC(k))− 1∣∣.
Cette déﬁnition de l'avantage mesure bien l'eﬃcacité de l'adversaire car si celui-ci renvoie
uniformément 0 ou 1 indépendamment des résultats précédents, son avantage sera nul.
Autrement dit, s'il n'a aucune idée du résultat, il n'a aucun avantage sur le système.
Cette propriété est établie dans le lemme 1.4.1.
Lemme 1.4.1 Soit A un IND-adversaire contre un système de chiﬀrement à clé publique
PKC, soit k un entier non nul et ((pk, sk), (m0,m1, s), δ?, C, δ?) sortie de l'expérience aléatoire
INDAPKC(k), on a :
AdvINDA/PKC(k) = |Pr (δ? = 0|δ? = 0)− Pr (δ? = 0|δ? = 1)| .
L'avantage d'un IND-adversaire A contre un cryptosystème PKC est nul si et seulement si les
variables aléatoires δ? et δ? issues de INDAPKC sont indépendantes.
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Preuve Soit k un entier non nul, tous les évènements suivants sont considérés suite à l'expé-
rience aléatoire INDAPKC(k). On a AdvINDA/PKC(k) = |2Pr (δ? = δ?)− 1| avec :
Pr (δ? = δ?) = Pr (δ? = 0 ∩ δ? = 0) + Pr (δ? = 1 ∩ δ? = 1)
= Pr (δ? = 0|δ? = 0)Pr (δ? = 0) + Pr (δ? = 1|δ? = 1)Pr (δ? = 1)
= Pr (δ? = 0|δ? = 0) 12 + (1− Pr (δ
? = 0|δ? = 1) 12
Ainsi on a :
AdvINDA/PKC(k)
=
∣∣∣∣2(Pr (δ? = 0|δ? = 0) 12 + (1− Pr (δ? = 0|δ? = 1) 12
)
− 1
∣∣∣∣
= |Pr (δ? = 0|δ? = 0)− Pr (δ? = 0|δ? = 1)|
Alors l'avantage de A est nul si et seulement si Pr (δ? = 0|δ? = 0) = Pr (δ? = 0|δ? = 1).
Or on a : Pr (δ? = 0) = 1
2
Pr (δ? = 0|δ? = 0) + 12Pr (δ
? = 0|δ? = 1).
Donc l'avantage de A est nul si et seulement si :
Pr (δ? = 0) = Pr (δ? = 0|δ? = 0) = Pr (δ? = 0|δ? = 1) .
Cela signiﬁe que les variables δ? et δ? sont indépendantes.
Cette notion d'indistinguabilité est bien reliée à l'idée d'obtenir de l'information sur le mes-
sage. Par exemple si un adversaire est capable de déceler à partir d'un cryptogramme si le clair
correspondant contient des consonnes, il saura distinguer un clair comportant des consonnes
d'un clair n'en contenant pas. L'algorithme no 1 renverra alors deux clairs (le premier conte-
nant des consonnes et le second n'en contenant pas) et une chaîne de bits s indiquant cette
information (par exemple le couple de clairs). Puis, au vu du cryptogramme, l'algorithme no
2 désignera quel clair a été chiﬀré.
La sécurité sémantique, qui traite de ces questions, a été introduite en 1984 dans [GM84].
Cet article établit déjà l'importance de la notion d'indistinguabilité. Elle donnera lieu à la
notion de sécurité prouvée introduite dans [Bel98], insistant sur l'importance des temps de
calcul algorithmiques (nous en parlerons dans la section 1.5). Des notions plus précises encore
donneront lieu aux sécurités exacte, concrète et pratique développées respectivement dans
[BR96], [Gal04] et [Poi02c].
Moyens d'un adversaire
Déﬁnissons maintenant les diﬀérents types de moyens pouvant être à la disposition de l'atta-
quant. Nous en distinguons deux :
 ceux qui peuvent faire déchiﬀrer les messages de leur choix (sauf bien entendu ceux qui leur
sont donnés dans le scénario d'attaque) ;
 ceux qui ne peuvent pas.
Par contre, l'un comme l'autre peuvent faire chiﬀrer les messages qu'ils souhaitent puisque le
système de chiﬀrement est public.
On parle alors d'attaque à chiﬀrés choisis (CCA : Chosen Ciphertext Attack) dans le premier
cas et d'attaque à clairs choisis (CPA : Chosen Plaintext Attack) dans le second cas.
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Il existe encore des distinctions plus précises : par exemple on détermine le nombre de déchif-
frements permis à l'attaquant, ou l'on permet à l'attaquant d'attendre le déchiﬀrement d'un
chiﬀré pour demander le déchiﬀrement du second. Nous n'aborderons pas ce type de précisions
que le lecteur pourra retrouver par exemple dans [PP04] ou [RS92].
On appelle alors :
 CPA : un attaquant qui ne peut faire déchiﬀrer un message. Il s'agit du type d'attaquant
le moins puissant. Il peut tout de même chiﬀrer les clairs de son choix par l'intermédiaire
de l'algorithme de chiﬀrement public E ;
 CCA : un attaquant qui peut faire déchiﬀrer les messages de son choix. Pour formaliser ce
type d'attaquant on peut supposer qu'il ait accès à un algorithme permettant de déchiﬀrer
un message (autre que ceux qui lui sont donnés) en temps constant. Il s'agit alors plus
précisément d'un attaquant CCA2 ; le type d'attaquant le plus puissant.
A partir de l'objectif et des moyens de l'adversaire, sont déﬁnis diﬀérents types d'attaquants
du plus puissant IND-CCA2 au moins puissant OW-CPA. D'autres types d'adversaire, une
synthèse de ces diﬀérentes notions et de leurs relations est exposée dans [BDPR98].
Dans la section 1.5, nous allons introduire la notion de preuves de sécurité qui permet de
montrer qu'un système de chiﬀrement est robuste (ou non) face à un adversaire de type ﬁxé.
1.5 Preuves de sécurité
La notion de sécurité sémantique a été introduite pour la première fois par Goldwasser et
Micali dans l'article [GM84] : elle exprime le fait qu'aucune information sur le clair ne doit
être décelable à partir du chiﬀré (hormis sa longueur).
Un tel critère impose, en particulier, que le système de chiﬀrement soit probabiliste : le chif-
frement d'un clair ne doit pas systématiquement donner le même résultat, bien que le déchif-
frement (à l'aide de la clé secrète appropriée) de tous les cryptogrammes correspondants doit
retourner toujours le même clair. Idéalement pour qu'aucune information ne transpire d'un
chiﬀré, il faudrait que tout message de l'ensemble des cryptogammes ait la même probabilité
de provenir d'un clair plutôt que d'un autre. C'est l'analogue de la condition du secret parfait
exprimée pour les chiﬀrés à clé secrète par C. E. Shannon dans [Sha49].
La sécurité prouvée (appelée aussi sécurité réductionniste) introduite dans [Bel98] a pour
principe de ramener l'attaque d'un cryptosystème à un problème sous-jacent supposé diﬃcile
à résoudre. En pratique, il s'agit de construire des réductions algorithmiques successives entre
le scénario d'attaque d'une part et la résolution de ce problème sous-jacent d'autre part. Le
caractère calculatoire ou décisionnel de ces réductions dépend de la nature de l'attaque : par
exemple, un scénario OW conduira à un problème calculatoire tandis qu'un scénario IND
conduira à un problème décisionnel. Ainsi les réductions seront de type calculatoire dans le
premier cas et décisionnel dans le second.
Pour qu'il soit possible de résoudre le problème en un temps raisonnable à partir du scénario
d'attaque, les coûts de ces réductions doivent être en temps polynomial et avec une probabilité
non négligeable de succès (dans le cas de réductions probabilistes).
Ainsi, si un adversaire est capable de mener une attaque contre un cryptosystème en temps
polynomial et avec une probabilité non négligeable, les réductions nous permettront de l'uti-
liser pour résoudre un problème a priori diﬃcile.
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Une preuve de sécurité consiste alors à construire une réduction entre le scénario d'attaque et
la résolution du problème sous-jacent. Ces preuves restent diﬃciles à formaliser et plusieurs
types de rédaction ont vu le jour. La technique de suite de jeux a été largement développée
ces dernières années, (voir par exemple [Poi02a], [Gal04],[Lag05]).
Plus précisément, elle consiste, dans un premier temps, à formaliser l'attaque de l'adversaire et
la résolution du problème sous-jacent par des jeux auxquels est associé à chacun une proba-
bilité de réussite. Ces jeux faisant appel à des algorithmes probabilistes, déterminant chacun
des espaces probabilisés et des variables aléatoires, nous les assimilerons à des expériences
aléatoires.
Il s'agit ensuite d'écrire une suite ﬁnie d'expériences aléatoires et d'évènements associés, dont
on peut comparer entre elles les probabilités de succès. De plus, la première expérience doit
formaliser l'attaque et la dernière la résolution du problème sous-jacent.
Toutefois, il est diﬃcile de s'assurer de la rigueur de telles preuves comme le souligne D. Ver-
gnaud dans [Ver06, p.91].
Pour obtenir plus de rigueur dans ce type de rédaction, dans [Sho06] V. Shoup détermine en
quelque sorte les règles du jeu. Il y introduit trois types de transitions possibles pour passer
d'une expérience aléatoire à une autre :
1. Transition de type 1 : la transition supposée indiscernable.
Le premier type de transition consiste à changer le mode d'obtention d'une variable :
par exemple, lors de l'expérience Expi la variable x s'obtient en exécutant l'algorithme
A, alors qu'au cours de l'expérience Expi+1, x s'obtient en exécutant l'algorithme B.
Il faut alors comparer la distribution de cette variable dans chacune des deux expériences.
Le cas idéal voudrait que ces distributions soient identiques. Dans ce cas, les probabilités
d'un évènement S suite à Expi et Expi+1 sont égales et il s'agit d'une transition de type 3.
Si ce n'est pas le cas, on peut construire un distingueur D de ces deux distributions :
il renvoie 1 si l'évènement S est vériﬁé et 0 sinon.
Ainsi, il renvoie 1 avec une probabilité P (S : Expi) si la variable x est issue de A et
P (S : Expi+1) si elle est issue de B (cf. notation page 11). Son avantage est donc
AdvD = |P (S : Expi)− P (S : Expi+1)| .
En supposant qu'il n'existe aucun algorithme probabiliste polynomial qui puisse dé-
terminer avec une probabilité non négligeable si un élément provient de la première
distribution plutôt que de la seconde, les probabilités P (S : Expi) et P (S : Expi+1) sont
quasi-identiques ou indiscernables : leur diﬀérence est négligeable ;
2. Transition de type 2 : la transition à défaillance exceptionnelle.
Le deuxième type de transition sert à ne pas tenir compte d'erreurs mineures. C'est
le cas lorsque l'on remplace le mode d'obtention d'une variable par un autre mode qui
peut être défaillant.
On considère F cet évènement, si l'évènement S que l'on étudie suite à chacune de ces
deux expériences Expi et Expi+1 est identique lorsque F ne se produit pas ; alors on a,
d'après le lemme de la diﬀérence (cf [Sho06, p.3]) :∣∣Pr(S : Expi)− Pr(S : Expi+1)∣∣ 6 Pr(F ).
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Ainsi pour que les probabilités de S suite à Expi et Expi+1 soient proches, il suﬃt que la
probabilité que l'évènement F se produise soit négligeable. Autrement dit, l'évènement
F ne doit arriver presque jamais ;
3. Transition de type 3 : la transition invisible.
Le dernier type de transition peut prendre plusieurs tournures. Il concerne toutes les
transitions ne modiﬁant pas les lois des variables aléatoires.
Il s'agit, par exemple, du changement de nom d'une variable, du changement de mode
d'obtention d'une variable par une méthode équivalente ou bien encore du déplacement
au cours d'une expérience aléatoire de l'aﬀectation d'une variable dont la loi est in-
dépendante des variables aléatoires déﬁnies précédemment. Ces modiﬁcations ont pour
but de faciliter la compréhension de la preuve. Pour ce type de transition, les variables
introduites au cours des deux expériences successives doivent être introduites de ma-
nière équivalente et suivre la même loi. Si l'on considère le même évènement suite à ces
expériences, les probabilités que celui-ci se réalise sont alors identiques.
Nous utiliserons des suites d'expériences aléatoires aﬁn d'établir les preuves de sécurité de
la section 4.3. Remarquons enﬁn que ce type de rédaction ne permet pas d'exposer certaines
preuves (cf. [Ver06, p.92]).
Chapitre 2
Géométrie Algébrique
L'objectif de cette section est d'introduire et étudier les courbes elliptiques déﬁnies par une
cubique de Weierstrass à coeﬃcients dans l'anneau Fq[ε].
Dans la partie 2.1, nous étudions ces courbes dans le cas d'un anneau local et nous montrons
qu'elles sont munies d'une structure de groupe dont nous donnons explicitement les lois d'ad-
dition.
Ensuite, dans la partie 2.2 nous en déduisons quelques résultats généraux concernant l'anneau
local Fq[ε] étudié en 1.1.2.
Enﬁn, dans la partie 2.3, nous établissons les formules d'addition sur une courbe elliptique sur
Fq[ε] qui nous serviront à calculer eﬀectivement la somme de deux points dans les sections
suivantes.
2.1 Courbes elliptiques dans le cas d'un anneau local
Proposition 2.1.1 Soit A un anneau dans lequel 6 est inversible, soient a et b deux éléments
de A tels que 4a3 + 27b2 soit inversible dans A ; la courbe elliptique E d'équation
y2z = x3 + axz2 + bz3
est munie d'une unique structure de schéma en groupes sur Spec(A) dont l'élément neutre est
O = [0 : 1 : 0].
Preuve. Les éléments 6 et 4a3 + 27b2 sont inversibles dans l'anneau A, donc l'équation
y2z = x3 + axz2 + bz3 déﬁnit une courbe elliptique E sur A. Le théorème 2.1.2 de Katz
et Mazur [KM85, p.63] assure que le choix d'une section permet de munir E|A d'une structure
de schéma en groupes et son unicité est assurée par le corollaire 6.6 de Mumford, Fogarty et
Kirwan [MFK94, p.117].
Notations. Dans cette section R désigne un anneau local de corps résiduel K de caracté-
ristique diﬀérente de 2 et 3. Notons pi la projection canonique de R dans K. Nous désignons
par a et b des éléments de R tels que pi(4a3 + 27b2) 6= 0 et nous noterons Ea,b le schéma en
groupes sur Spec(R) d'équation y2z = x3 + axz2 + bz3 et d'élément neutre O.
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Les R-schémas Spec(R) et Spec(K) sont déterminés par Id : R → R et pi : R → K respec-
tivement. Ainsi, Ea,b(R) et Ea,b(K) sont respectivement les ensembles des R-morphismes de
schémas de Spec(R) dans Ea,b et de Spec(K) dans Ea,b.
Ceux-ci sont déterminés par :
 la donnée d'un point [x : y : z] de P2(R) vériﬁant y2z−x3−axz2−bz3 = 0 pour les éléments
de Ea,b(R),
 la donnée d'un point [x : y : z] de P2(K) vériﬁant y2z− x3− pi(a)xz2− pi(b)z3 = 0 pour les
éléments de Ea,b(K).
Ainsi, pour a et b dans R, on a :
Ea,b(K) = Epi(a),pi(b)(K). (2.1)
Lemme 2.1.1 L'application
piEa,b(R) : Ea,b(R) → Ea,b(K)
[x : y : z] 7→ [pi(x) : pi(y) : pi(z)]
est un morphisme de groupes.
Preuve. On utilise le foncteur contravariant qui, à un R−schéma T , associe le groupe Ea,b(T ).
En particulier, celui-ci envoie le R−morphisme de schéma déterminé par pi sur l'application
piEa,b(R). Ainsi, piEa,b(R) est un morphisme de groupes.
L'objet de la proposition 2.1.2 est de donner des relations explicites permettant de calculer la
somme de deux éléments de Ea,b(R). Dans le cas particulier où R est le corps K ces relations
diﬀèrent selon les valeurs des deux éléments (cf. [Sil85]). Pour P et P ′ dans Ea,b(K) :
 si P = O ou P ′ = O : P + P ′ = P ′ ou P respectivement ;
 si P ′ = −P (soit P = [x : y : z] et P ′ = [x : −y : z]) : P + P ′ = O ;
 si P ′ = P : on utilise les relations obtenues par construction de la tangente ;
 si P ′ 6= P et P ′ 6= −P : on utilise les relations obtenues par construction de la corde.
La proposition 2.1.2 généralise ces relations dans le cas où l'anneau R de corps résiduel K est
une algèbre locale. De plus, elle restreint le nombre de cas à deux selon que les projections des
deux éléments dans Ea,b(K) sont égales ou pas.
Proposition 2.1.2 Si R est une algèbre locale, pour tout P = [x : y : z], P ′ = [x′ : y′ : z′]
dans Ea,b(R), on a :
1. si piEa,b(R)(P ) 6= piEa,b(R)(P ′), alors P + P ′ = [p1 : q1 : r1] avec
I. p1 = y2x′ z′ − z x y′ 2 − a (z x′ + x z′) (z x′ − x z′) + (2 y y′ − 3 bz z′) (z x′ − x z′)
q1 = y y′ (z′ y − z y′)− a
(
x y z′ 2 − z2x′ y′)+ (−2 az z′ − 3xx′) (x′ y − x y′)
−3 bz z′ (z′ y − z y′)
r1 = (z y′ + z′ y) (z′ y − z y′) + (3xx′ + az z′) (z x′ − x z′)
2. soit U le sous-ensemble de Ea,b(R) × Ea,b(R) déﬁni par (pi(p2), pi(q2), pi(r2)) 6= (0, 0, 0)
où
II. p2 = (y y′ − 6 bz z′) (x′ y + x y′) +
(
a2z z′ − 2 axx′) (z y′ + z′ y)− 3 b (x y z′ 2 + z2x′ y′)
−a (y z x′ 2 + x2y′ z′)
q2 = y2y′ 2 + 3 ax2x′ 2 +
(−a3 − 9 b2) z 2z′ 2 − a2 (z x′ + x z′)2 − 2 a2z x z′ x′
+(9 bx x′ − 3 abz z′) (z x′ + x z′)
r2 = (y y′ + 3 bz z′) (z y′ + z′ y) + (3xx′ + 2 az z′) (x′ y + x y′) + a
(
x y z′ 2 + z2x′ y′
)
.
L'ensemble U contient les couples (P, P ′) tels que piEa,b(R)(P ) = piEa,b(R)(P ′) ; et pour
tout (P, P ′) dans U , on a P + P ′ = [p2 : q2 : r2].
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Preuve. D'après la proposition 2.1.1, la courbe elliptique Ea,b est munie d'une structure de
schéma en groupes d'élément neutre O. L'anneau R est local, donc il vériﬁe les conditions
i.) et ii.) données dans l'article de Lenstra [Len86, p.104]. En particulier, la somme de deux
éléments de E(R) est donnée par les relations I, II, III données à la ﬁn de l'article de Lange
et Ruppert [LR85]. Les polynômes p1, q1, r1 et p2, q2, r2 sont obtenus à partir des relations I
et III respectivement.
1. Montrons que si piEa,b(R)(P ) 6= piEa,b(R)(P ′), alors pi(q1) 6= 0 ou pi(r1) 6= 0.
Nous devons distinguer les cas selon les valeurs de piEa,b(R)(P ) et piEa,b(R)(P ′) :
 Cas no 1 : si piEa,b(R)(P ) 6= piEa,b(R)(P ′) avec piEa,b(R)(P ) = O ou piEa,b(R)(P ′) = O.
Traitons le cas piEa,b(R)(P ) = O, alors on a
pi(x) = 0, pi(y) 6= 0, pi(z) = 0 et pi(z′) 6= 0.
Ainsi, on obtient le résultat attendu :
pi(r1) = (pi(z′)pi(y))2 6= 0.
L'autre cas s'obtient de la même manière ;
 Cas no 2 : si piEa,b(R)(P ) 6= piEa,b(R)(P ′) avec piEa,b(R)(P ) 6= O et piEa,b(R)(P ′) 6= O et :
piEa,b(R)(P
′) = −piEa,b(R)(P ).
Alors, on a :
pi(z) 6= 0 et pi(z′) 6= 0,
ainsi que les relations :
pi
(x
z
)
= pi
(
x′
z′
)
et pi
(y
z
)
= −pi
(
y′
z′
)
.
En les utilisant, on obtient :
pi(q1) = 8pi(y′)pi(z′)pi(y)2.
Or pi(y) et pi(y′) sont non nuls sinon la condition piEa,b(R)(P ) 6= piEa,b(R)(P ′) n'est plus
vériﬁée. Ainsi, on a :
pi(q1) 6= 0 ;
 Cas no 3 : si piEa,b(R)(P ) 6= piEa,b(R)(P ′) avec piEa,b(R)(P ) 6= O et piEa,b(R)(P ′) 6= O et :
piEa,b(R)(P
′) 6= −piEa,b(R)(P ),
on obtient alors pi(z) 6= 0,pi(z′) 6= 0 et :
pi(r1)pi(z)pi(z′) =
(
pi(z′)pi(x)− pi(x)pi(z′))3 .
Or pi
(x
z
)
6= pi
(
x′
z′
)
sinon piEa,b(R)(P ) = piEa,b(R)(P ′) ou piEa,b(R)(P ) = −piEa,b(R)(P ′).
Ainsi, on a :
pi(r1) 6= 0.
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2. Montrons que si piEa,b(R)(P ) = piEa,b(R)(P ′), alors pi(q2) 6= 0 ou pi(r2) 6= 0.
Nous devons distinguer les cas selon les valeurs de piEa,b(R)(P ) et pi(y) :
 Cas no 1 : si piEa,b(R)(P ) = piEa,b(R)(P ′) = O alors on a :
pi(x) = pi(x′) = pi(z) = pi(z′) = 0, pi(y) 6= 0 et pi(y′) 6= 0,
d'où
pi(q2) = pi(y)2pi(y′)2 6= 0 ;
 Cas no 2 : si piEa,b(R)(P ) = piEa,b(R)(P ′) 6= O avec pi(y) = 0, alors on a :
pi(y′) = 0, pi(z) 6= 0 et pi(z′) 6= 0.
En utilisant la relation pi(x)3 = −pi(a)pi(x)pi(z)2 − pi(b)pi(z)3, on obtient :
pi(q2) = pi(z)4
(
−9pi(a)2pi
(x
z
)2 − 27pi(a)pi(b)pi (x
z
)
− 27pi(b)2 − pi(a)3
)
.
Or le résultant suivant Z des polynômes
Z3 + pi(a)Z + pi(b)
et
9pi(a)2Z2 + 27pi(a)pi(b)Z + 27pi(b)2 + pi(a)3
est égal à pi(4a3 + 27b2)3. Donc il est non nul et l'élément
−9pi(a)2pi
(x
z
)2 − 27pi(a)pi(b)pi (x
z
)
− 27pi(b)2 − pi(a)3
est inversible dans K. Ainsi, on a :
pi(q2) 6= 0 ;
 Cas no 3 : si piEa,b(R)(P ) = piEa,b(R)(P ′) 6= O avec pi(y) 6= 0, alors on a :
pi(y′) 6= 0, pi(z) 6= 0 et pi(z′) 6= 0.
En utilisant la relation pi(x)3 = −pi(a)pi(x)pi(z)2 − pi(b)pi(z)3, on obtient :
pi(r2) = 8pi(y)3pi(z) 6= 0.
Ainsi, le sous-ensemble U contient les couples (P, P ′) tels que piEa,b(R)(P ) = piEa,b(R)(P ′)
et pour (P, P ′) dans U , on a P + P ′ = [p2 : q2 : r2].
2.2 Le cas de l'anneau local Fq[ε]
Dans cette partie, nous utilisons les résultats généraux énoncés dans la section 2.1 dans le
cas de l'algèbre locale Fq[ε] étudiée dans la sous-section 1.1.2 (cf. corollaire 1.1.1). Rappelons
que pour a et b éléments de Fq[ε], les ensembles Ea,b(Fq) et Epi(a),pi(b)(Fq) sont identiques (cf.
equation 2.1 page 44). Les éléments pi(a) et pi(b) appartenant à Fq, nous préfèrerons noter cet
ensemble Epi(a),pi(b)(Fq).
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2.2.1 Les applications fondamentales
Dorénavant, q représente une puissance d'un nombre premier p diﬀérent de 2 et 3.
Considérons l'anneau Fq[X]
X2
noté Fq[ε]. C'est un anneau local d'idéal maximal (ε) et de corps
résiduel Fq dans lequel 6 est inversible (cf. lemme 1.1.3).
La projection canonique pi de Fq[ε] dans Fq envoie 1 sur 1 et ε sur 0. Autrement dit, pour
tout a0, a1 dans Fq, on a pi(a0 + a1ε) = a0.
Dorénavant, sauf mention contraire, a et b représentent des éléments de Fq[ε] tels que
pi(4a3 + 27b2) 6= 0. On notera N le cardinal Card (Epi(a),pi(b)(Fq)).
Lemme 2.2.1 L'application
Θ : Fq → Ea,b(Fq[ε])
k 7→ [kε : 1 : 0]
est un morphisme de groupes injectif.
Les éléments de Θ(Fq) sont appelés points à l'inﬁni de Ea,b(Fq[ε]).
Preuve. On vériﬁe aisément que les points [kε : 1 : 0] avec k dans Fq satisfont l'équation
y2z = x3 + axz2 + bz3 quels que soient a et b. La somme de deux éléments [kε : 1 : 0]
et [k′ε : 1 : 0] pour k et k′ dans Fq est donnée par les relations II de la proposition 2.1.2
(l'utilisation des relations I ne conduit pas à un point de P2(R)).
Ainsi, on a bien Θ(k) + Θ(k′) = Θ(k + k′). L'injection est immédiate.
Notation. On note d.c la fonction réciproque de Θ déﬁnie sur Θ(Fq). Ainsi, pour tout point
à l'inﬁni P , dP c est l'unique élément de Fq tel que P = Θ(dP c).
Lemme 2.2.2 Le morphisme de groupes
piEa,b(Fq [ε]) : Ea,b(Fq[ε]) → Epi(a),pi(b)(Fq)
[X : Y : Z] 7→ [pi(X) : pi(Y ) : pi(Z)]
est surjectif.
Preuve. Cette application est un morphisme de groupes d'après le lemme 2.1.1.
Soit [X0 : Y0 : Z0] un élément de Epi(a),pi(b)(Fq). Cherchons X1, Y1 et Z1 dans Fq tels que le
point projectif [X0 +X1ε : Y0 + Y1ε : Z0 + Z1ε] appartienne à Ea,b(Fq[ε]).
Décomposons alors les coeﬃcients a et b sous la forme a = a0 + a1ε avec a0 et a1 dans Fq,
autrement dit a0 = pi(a) et a1ε = a− pi(a) (et b de manière identique).
Les valeurs X0, X1, Y0, Y1, Z0, Z1, a0, a1, b0, b1 vériﬁent alors :{
Y 20 Z0 = X
3
0 + a0X0Z
2
0 + b0Z
3
0
(3X20 + a0Z
2
0 )X1 − 2Y0Z0Y1 + (2a0X0Z0 + 3b0Z20 − Y 20 )Z1 + a1X0Z20 + b1Z30 = 0
(2.2)
La première équation signiﬁe que le point [X0 : Y0 : Z0] appartient à Ea0,b0(Fq), ce que nous
savons déjà. De plus, les coeﬃcients 3X20+a0Z20 , 2Y0Z0 et 2a0X0Z0+3b0Z20−Y 20 correspondant
aux dérivées partielles de l'équation y2z−x3−axz2−bz3 calculées en [X0 : Y0 : Z0] ne peuvent
être tous les trois nuls.
Alors, la seconde équation admet bien des solutions et l'application piEa,b(Fq [ε]) est surjective.
Remarque. Ce résultat est valable pour tout anneau local R, (cf. [Len86]).
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Déﬁnition 2.2.1 Avec les notations du lemme 2.2.2, soit P un point de Epi(a),pi(b)(Fq), les
éléments de pi−1Ea,b(Fq [ε])(P ) sont appelés relevés de P dans Ea,b(Fq[ε]).
Notations. Pour P dans Ea,b(Fq[ε]), on note P = piEa,b(Fq [ε])(P ).
Lemme 2.2.3 Avec les notations des lemmes 2.2.1 et 2.2.2, on a : Ker(piEa,b(Fq [ε])) = Θ(Fq).
Autrement dit, Θ(Fq) est l'ensemble des relevés de O dans Ea,b(Fq[ε])
Preuve. Il est évident que Θ(Fq) ⊂ Ker(piEa,b(Fq [ε])).
Soit P dans Ea,b(Fq[ε]) tel que : P = O. Il existe donc (X1, Y1, Z1) dans F3q tel que
P = [X1ε : 1 + Y1ε : Z1ε].
De plus, ce triplet doit vériﬁer −Z1 = 0 (d'après les relations 2.2). D'où
P = [X1ε : 1 + Y1ε : 0] = [X1ε : 1 : 0] = Θ(X1).
Le résultat suit.
2.2.2 Quand p ne divise pas le cardinal de Epi(a),pi(b)(Fq)
Notations. Pour m entier relatif, on note [m] le morphisme :
[m] : Ea,b(Fq[ε]) −→ Ea,b(Fq[ε])
P 7→ mP
Pour un entier relatif m, on note m la classe de m dans Fp où p est la caractéristique du
corps Fq.
Pour un élément k de Fp, on note JkK l'unique entier entre 0 et p− 1 tel que JkK = k.
Lemme 2.2.4 Si p ne divise pas N, alors le morphisme [p] se factorise de façon unique à
travers piEa,b(Fq [ε]). On note ν le morphisme obtenu :
Ea,b(Fq[ε])
[p]
piEa,b(Fq [ε])
Ea,b(Fq[ε])
Epi(a),pi(b)(Fq)
ν
Preuve. Soit P ∈ Θ(Fq), on a :
pP = pΘ(dP c) = Θ(pdP c) = Θ(0).
D'après le lemme 2.2.3, Ker(piEa,b(Fq [ε])) = Θ(Fq), donc on a Ker(piEa,b(Fq [ε])) ⊂ Ker([p]). Par
passage au quotient, il existe un unique morphisme de Epi(a),pi(b)(Fq) dans Ea,b(Fq[ε]) rendant
le diagramme précédent commutatif.
Rappelons maintenant queN représente le cardinal de Epi(a),pi(b)(Fq) ; on note alorsN′ l'unique
entier naturel inférieur à p tel que N′ = N−1 ; soit N′ = JN−1K.
Le lemme 2.2.4 permet de déﬁnir, de façon immédiate, l'application λ du corollaire 2.2.1.
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Corollaire 2.2.1 Si p ne divise pas N, alors le morphisme [1 −NN′] se factorise de façon
unique à travers piEa,b(Fq [ε]). On note λ le morphisme obtenu :
Ea,b(Fq[ε])
[1−NN′]
piEa,b(Fq [ε])
Ea,b(Fq[ε])
Epi(a),pi(b)(Fq)
λ
Preuve. On aN′ = JN−1K. Donc il existe c dans Z tel que 1−NN′ = cp. Ainsi les morphismes
[1 − NN′] et [c] ◦ [p] sont égaux. Et, il existe un unique morphisme de Epi(a),pi(b)(Fq) dans
Ea,b(Fq[ε]) rendant le diagramme précédent commutatif.
Lemme 2.2.5 Avec les notations du corollaire 2.2.1, on a :
piEa,b(Fq [ε]) ◦ λ = IdEpi(a),pi(b)(Fq).
Preuve. Soit P un point de Epi(a),pi(b)(Fq), d'après le corollaire 2.2.1, il existe un élément P ′
de Ea,b(Fq[ε]), tel que :
P ′ = P et λ(P ) = (1−NN′)P ′.
D'où la relation :
λ(P ) = P ′ −N′NP ′.
Or, d'après les lemmes 2.1.1 ou 2.2.2, NP ′ est un point à l'inﬁni, donc on a :
NP ′ = Θ(dNP ′c) et λ(P ) = P ′ −N′Θ(dNP ′c).
On obtient ainsi :
piEa,b(Fq [ε]) ◦ λ(P ) = P ′ −N′O = P .
Corollaire 2.2.2 Si p ne divise pas N, alors on a l'isomorphisme de groupes :
Ea,b(Fq[ε]) ∼= Epi(a),pi(b)(Fq)× Fq.
Preuve. Des lemmes 2.2.1, 2.2.2, 2.2.3 et 2.2.5, on obtient la suite exacte scindée :
0 Fq
Θ Ea,b(Fq[ε])
pi Epi(a),pi(b)(Fq)
λ
0
D'où l'isomorphisme annoncé.
Le lemme 2.2.6 donne explicitement un isomorphisme entre les groupes Ea,b(Fq[ε]) et
Epi(a),pi(b)(Fq)× Fq.
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Lemme 2.2.6 L'isomorphisme
Epi(a),pi(b)(Fq)× Fq → Ea,b(Fq[ε])
(P, k) 7→ λ(P ) + Θ(k)
admet pour application réciproque :
Λ : Ea,b(Fq[ε]) −→ Epi(a),pi(b)(Fq)× Fq
P 7→ (P , dNN′P c)
Preuve. Notons temporairement f la première application. D'après le corollaire 2.2.2, f est
un isomorphisme de groupes.
Soit P dans Ea,b(Fq[ε]), on a les relations suivantes d'après le lemme 2.2.1 et le corollaire 2.2.1 :
f ◦ Λ(P ) = f(P , dNN′P c) = λ(P ) + Θ(dNN′P c) = (1−NN′)P +NN′P = P
Soit (P, k) ∈ Epi(a),pi(b)(Fq)× Fq, on a les relations suivantes :
Λ ◦ f(P, k) = Λ(λ(P ) + Θ(k)) =
(
λ(P ) + Θ(k), dNN′(λ(P ) + Θ(k))c
)
.
D'après le lemme 2.2.5, on a λ(P ) = P . De plus, soit P ′ un relèvement de P et c l'entier tel
que : NN′ = 1 + cp, alors on a :
NN′λ(P ) = NN′(1−NN′)P ′ = N′cpNP ′.
Or l'élément est NP ′ est un point à l'inﬁni et, d'après le lemme 2.2.1 on a les relations
suivantes :
NN′λ(P ) = N′cpΘ(dNP ′c) = Θ(N′cpdNP ′c) = Θ(0).
On obtient ainsi :
Λ ◦ f(P, k) = (P +O, dΘ(0) + (1 + cp)Θ(k)c) = (P, dΘ((1 + cp)k)c) = (P, k).
Et f est bien l'application réciproque de Λ.
Ainsi, pour a et b paramétrant une courbe elliptique Ea,b sur Fq, on note Λ−1 le morphisme
de Epi(a),pi(b)(Fq)× Fq dans Ea,b(Fq[ε]) déﬁni par :
Λ−1(P, k) = λ(P ) + Θ(k)
et λ est déﬁni page 49.
Finissons cette section, en montrant le lemme 2.2.7 dont on se servira dans la section 4.3.
Lemme 2.2.7 Si p ne divise pas N, pour tout P dans Epi(a),pi(b)(Fq), on a :
Λ(pP ) =
(
pP , 0
)
et Λ ◦ ν(P ) = (pP, 0)
Preuve. Soit P dans Epi(a),pi(b)(Fq) et P ′ dans Ea,b(Fq[ε]) tel que P ′ = P , on a :
Λ ◦ ν(P ) = Λ(pP ′) = (pP ′, dNN′pP ′c) = (pP, pdNN′P ′c) = (pP, 0).
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2.2.3 Quand p ne divise pas le cardinal de Ea,b(Fq) avec a et b dans Fq
Dans cette section, nous donnons une autre expression de l'isomorphisme Λ dans le cas où les
coeﬃcients a et b de l'équation de Weierstrass déﬁnissant Ea,b(Fq[ε]) sont dans Fq. Ce résultat
(lemme 2.2.9) permet de calculer Λ sans utiliser les lois de groupe de Ea,b(Fq[ε]) et Ea,b(Fq).
Pour cela, commençons par montrer le lemme 2.2.8, qui donne une condition nécessaire et
suﬃsante pour qu'un élément de Ea,b(Fq[ε]) \Θ(Fq) soit dans Ea,b(Fq).
Lemme 2.2.8 Soit a et b dans Fq, pour tout P dans Ea,b(Fq[ε]) \Θ(Fq) avec
P = [x0 + x1ε : y0 + y1ε : 1]
et x0, x1, y0, y1 dans Fq, on a :
NP = Θ(0) si et seulement si x1 = y1 = 0.
Preuve Dans un premier temps, supposons x1 = y1 = 0 alors P = [x0 : y0 : 1] appartient à
Ea,b(Fq). Donc pour tout entier n, nP est dans Ea,b(Fq). Ainsi NP = Θ(k) avec Θ(k) dans
Ea,b(Fq). Donc on a k = 0 et NP = Θ(0).
Pour la réciproque, supposons que l'on ait : N[x0 + x1ε : y0 + y1ε : 1] = Θ(0). L'élément
[x0 : y0 : 1] appartient à Ea,b(Fq[ε]), donc on a N[x0 : y0 : 1] = Θ(0). Alors on a :
N[x0 + x1ε : y0 + y1ε : 1]−N[x0 : y0 : 1] = N ([x0 + x1ε : y0 + y1ε : 1]− [x0 : y0 : 1]) = Θ(0).
Or il existe k dans Fq tel que [x0 + x1ε : y0 + y1ε : 1]− [x0 : y0 : 1] = Θ(k) et Nk = 0. Or N
est premier avec p, donc on a k = 0, d'où [x0+x1ε : y0+ y1ε : 1] = [x0 : y0 : 1] et x1 = y1 = 0.
On en déduit le lemme 2.2.9.
Lemme 2.2.9 Soit P un élément de Ea,b(Fq[ε]), on a :
 si P = [x0 + x1ε : y0 + y1ε : 1] avec x0, x1, y0, y1 dans Fq, Λ(P ) =
(
[x0 : y0 : 1],− x12y0
)
;
 si P = Θ(k) avec k dans Fq, Λ(P ) = (O, k).
Preuve. Traitons séparément chacun des cas :
 si P = [x0 + x1ε : y0 + y1ε : 1] : il est clair que P = [x0 : y0 : 1].
Montrons que dNN′P c = − x1
2y0
. On a :
Θ
(dNN′P c) = NN′P = P + (NN′ − 1)P.
Or NN′ − 1 est un multiple de p, donc N (NN′ − 1)P = Θ(0). D'après le lemme 2.2.8,
(NN′ − 1)P est alors dans Ea,b(Fp). De plus, on a (NN′ − 1)P = −P et on trouve :
(NN′ − 1)P = [x0 : −y0 : 1].
On obtient alors l'égalité : Θ(dNN′P c) = P + [x0 : −y0 : 1] et d'après la loi de groupe
établie dans la section 2.3, on établit l'égalité :
dNN′P c = −x1
2y0
;
 si P = Θ(k), il est clair que Θ(k) = O. On a vu précédemment que NN′−1 est un multiple
de p, et on obtient NN′Θ(k) = Θ(k) + (NN′ − 1)Θ(k) = Θ(k).
Les égalités obtenues dans chaque cas achèvent la preuve.
52 CHAPITRE 2. GÉOMÉTRIE ALGÉBRIQUE
2.2.4 Quand p divise N
Quand la caractéristique du corps Fq divise le cardinal du groupe Epi(a),pi(b)(Fq), les groupes
Ea,b(Fq[ε]) et Epi(a),pi(b)(Fq)× Fq ne sont pas nécessairement isomorphes.
Exemple 2.2.1 E3+ε,2+ε(F5[ε]) est isomorphe à E3,2(F5)× F5.
Ces deux groupes sont d'ordre 25 et tous leurs éléments sont d'ordre 1 ou 5 (cf. Annexe B).
Donc ils sont tous deux isomorphes à Z
5Z
× Z
5Z
.
Exemple 2.2.2 E3+ε,2+2ε(F5[ε]) n'est pas isomorphe à E3,2(F5)× F5.
Ces deux groupes sont d'ordre 25. Le premier est cyclique (de générateur [1+ 4ε : 1+ ε : 1] cf.
Annexe B), le second ne l'est pas puisque tous ses éléments sont d'ordre 1 ou 5.
Dans ce cas, le lemme 2.2.10 permettra de résoudre le problème du logarithme discret sur ces
courbes elliptiques en section 4.1.
Lemme 2.2.10 Si p divise N, alors le morphisme d.c ◦ [N] se factorise de façon unique à
travers piEa,b(Fq [ε]). On note µ le morphisme obtenu :
Ea,b(Fq[ε])
d.c◦[N]
piEa,b(Fq [ε])
Fq
Epi(a),pi(b)(Fq)
µ
Preuve. Le groupe Epi(a),pi(b)(Fq) est d'ordre N, donc [N](Ea,b(Fq[ε])) ⊂ Θ(Fq) et l'applica-
tion suivante est bien déﬁnie :
d.c ◦ [N] : Ea,b(Fq[ε]) −→ Fq
P 7→ dNP c
Le nombre premier p divise N. Soit c l'entier naturel tel que N = cp, soit P un élément de
Θ(Fq), on obtient les relations suivantes :
dNP c = dcpP c = cpdP c = 0.
Donc, d'après le lemme 2.2.3, on a : Ker(piEa,b(Fq [ε])) ⊂ Ker(d.c ◦ [N]). Le résultat suit.
2.3 Loi d'addition sur Ea,b(Fq[ε])
D'après les lemmes 2.2.1 et 2.2.2, les éléments de Ea,b(Fq[ε]) admettent tous un unique repré-
sentant de la forme [kε : 1 : 0] ou [x0 + x1ε : y0 + y1ε : 1] avec k, x0, x1, y0, y1 dans Fq. La
somme de deux éléments est alors donnée par les relations de la proposition 2.1.2.
L'objectif de cette section est d'obtenir des relations qui, étant donnés deux éléments de
Ea,b(Fq[ε]) représentés sous une de ces deux formes, renvoient la somme de ces éléments sous
la forme adéquate.
Le lecteur pourra retrouver une synthèse de ces résultats à la ﬁn de cette section par la
table 2.1.
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On doit alors traiter diﬀérents cas selon que les éléments à additionner sont de la forme
[kε : 1 : 0] ou [x0 + x1ε : y0 + y1ε : 1]. Pour P et P ′ dans Ea,b(Fq[ε]), on obtient ainsi les cas :
 P = O et P ′ = O. Dans ce cas, on a P + P ′ = O d'après le lemme 2.1.1 et on obtient le
résultat en utilisant les relations II de la proposition 2.1.2 ;
 (P = O et P ′ 6= O) ou (P 6= O et P ′ = O). Dans ce cas, on a P + P ′ 6= O d'après le lemme
2.1.1 et on obtient le résultat en utilisant les relations I de la proposition 2.1.2 ;
 P 6= O et P ′ 6= O. Dans ce cas, la valeur de P + P ′ dépend de la condition P ′ = −P .
Ainsi, on obtient deux autres cas :
 P ′ = −P . Dans ce cas, on a P + P ′ = O d'après le lemme 2.1.1. Le résultat s'obtient en
utilisant les relations I ou II de la proposition 2.1.2 selon que P ′ égale P ou pas.
 P ′ 6= −P . Dans ce cas, on a P + P ′ 6= O d'après le lemme 2.1.1. Là encore nous devons
considérer si P ′ égale P ou pas pour utiliser les relations adéquates.
On obtient ainsi six diﬀérents cas selon que P = O, P ′ = O, P ′ = −P , P ′ = P :
1. P = O et P ′ = O, où P + P ′ = O : on utilise les relations II de la proposition 2.1.2 ;
2. P 6= O et P ′ = O, où P + P ′ 6= O : on utilise les relations I de la proposition 2.1.2 ;
3. P ′ = −P et P ′ = P , où P + P ′ = O : on utilise les relations II de la proposition 2.1.2 ;
4. P ′ = −P et P ′ 6= P , où P + P ′ = O : on utilise les relations I de la proposition 2.1.2 ;
5. P ′ 6= −P et P ′ = P , où P + P ′ 6= O : on utilise les relations II de la proposition 2.1.2 ;
6. P ′ 6= −P et P ′ 6= P , où P + P ′ 6= O : on utilise les relations I de la proposition 2.1.2.
Les lemmes 2.3.1 à 2.3.6 traitent de ces diﬀérents cas. La ﬁgure 2.1 en page 56 représente
chaque domaine de validité et les calculs nécessaires à chaque preuve sont en Annexe A.
Lemme 2.3.1 (Cas 1 : P = O et P ′ = O) Pour tout k et k′ dans Fq, on a :
Θ(k) + Θ(k′) = Θ(k + k′).
Preuve. Ce résultat a déjà été établi dans la preuve du lemme 2.2.1. Les calculs consistent à
remplacer x par k, x′ par k′, les variables y et y′ par 1 et z et z′ par 0 dans les relations II de
la proposition 2.1.2.
Remarque. Dans ce cas, les relations I ne sont pas valables car elles aboutissent à un triplet
d'éléments non inversibles.
Lemme 2.3.2 (Cas 2 : P 6= O et P ′ = O) Pour P = [x0+x1ε : y0+y1ε : 1] dans Ea,b(Fq[ε])
avec x0, x1, y0, y1 dans Fq et k dans Fq, on a :
P +Θ(k) = [x0 + (x1 − 2y0k)ε : y0 + (y1 − k(3x20 + a0))ε : 1].
Preuve. Ces calculs consistent à poser x = x0 + x1ε, y = y0 + y1ε, z = 1, x′ = k, y′ = 1 et
z′ = 0 dans les relations I de la proposition 2.1.2. Il suﬃt ensuite de multiplier le résultat par
-1 pour obtenir un élément du type [X : Y : 1].
Remarque. Dans ce cas, les relations II aboutissent au même résultat mais restent valables
seulement si y0 6= 0.
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Lemme 2.3.3 (Cas 3 : P ′ = −P et P ′ = P , soit (x′0, y′0) = (x0,−y0) = (x0, 0))
Pour P = [x0+x1ε : y1ε : 1] et P ′ = [x0+x′1ε : y′1ε : 1] dans Ea,b(Fq[ε]), avec x0, x1, x′1, y1, y′1
dans Fq on a :
P + P ′ = Θ
(
− y
′
1 + y1
3x20 + a0
)
où a0 = pi(a).
Preuve. Ces calculs consistent, dans un premier temps, à poser x = x0+x1ε, y = y1ε, z = 1,
x′ = x0 + x′1ε, y = y′1ε, z′ = 1, a = a0 + a1ε et b = b0 + b1ε dans les relations II de la
proposition 2.1.2. On utilise ensuite la relation x30 + a0x0 + b0 = 0.
On obtient alors un point du type [X1ε : Y0+Y1ε : 0] avec Y0 = 9a20x20+27a0b0x0+27b20+a30.
Or le résultant suivant Z des polynômes Z3+a0Z+b0 et 9a20Z2+27a0b0Z+27b20+a30 est égal
à (4a30+27b20)3 = pi(4a3+27b2)3. Donc il est non nul et l'élément 9a20x20+27a0b0x0+27b20+a30
est inversible dans Fq. Ainsi, on a :
[X1ε : Y0 + Y1ε : 0] =
[
X1
9a20x
2
0 + 27a0b0x0 + 27b
2
0 + a
3
0
ε : 1 : 0
]
.
On peut alors factoriser le numérateur et le dénominateur de la première variable par
−3a0x20 − 9b0x0 + a20. Or cet élément est inversible dans Fq car le résultant suivant Z des
polynômes Z3+ a0Z + b0 et −3a0Z2− 9b0Z + a20 est égal à pi(4a3+27b2)2 6= 0. En simpliﬁant
numérateur et dénominateur, on obtient le résultat énoncé.
Lemme 2.3.4 (Cas 4 : P ′ = −P et P ′ 6= P , soit (x′0, y′0) = (x0,−y0) et y0 6= 0)
Pour P = [x0 + x1ε : y0 + y1ε : 1] et P ′ = [x0 + x′1ε : −y0 + y′1ε : 1] dans Ea,b(Fq[ε]) avec
x0, x1, x
′
1, y0, y1, y
′
1 dans Fq tels que y0 6= 0, on a :
P + P ′ = Θ
(
x′1 − x1
2y0
)
.
Preuve. Ces calculs consistent, dans un premier temps, à poser x = x0 + x1ε, y = y0 + y1ε,
z = 1, x′ = x0 + x′1ε, y = −y0 + y′1ε, z′ = 1, a = a0 + a1ε et b = b0 + b1ε dans les relations I
de la proposition 2.1.2. Puis on utilise les relations issues du système 2.2 :
y20 = x
3
0 + a0x0 + b0
2y0y1 = (3x20 + a0)x1 + a1x0 + b1
−2y0y′1 = (3x20 + a0)x′1 + a1x0 + b1
(2.3)
On obtient alors un point du type [X1ε : Y0 + Y1ε : 0] avec Y0 = 8y30. De plus y0 est non nul,
ainsi on a : [X1ε : Y0 + Y1ε : 0] =
[
X1
8y30
ε : 1 : 0
]
. Cela nous donne le résultat recherché.
Lemme 2.3.5 (Cas 5 : P ′ 6= −P et P ′ = P , soit (x′0, y′0) = (x0, y0) et y0 6= 0)
Pour P = [x0 + x1ε : y0 + y1ε : 1] et P ′ = [x0 + x′1ε : y0 + y′1ε : 1] dans Ea,b(Fq[ε]) avec
x0, x1, x
′
1, y0, y1, y
′
1 dans Fq tels que y0 6= 0, on a :
P + P ′ = [X : Y : 1]
avec X = α2 − 2x0 − (x1 + x′1)ε, Y = α(x0 + x1ε−X)− y0 − y1ε
où α = 3x
2
0 + a0
2y0
+
1
2y0
(
a1 + 3x0(x1 + x′1)−
3x20 + a0
2y0
(y1 + y′1)
)
ε,
avec a0 = pi(a), a− pi(a) = a1ε.
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Preuve. Dans un premier temps, on utilise les relations II de la proposition 2.1.2 en posant
x = x0 + x1ε, x′ = x0 + x′1ε, y = y0 + y1ε, y′ = y0 + y′1ε, z′ = z = 1, a = a0 + a1ε et
b = b0 + b1ε. On multiplie le triplet par l'élément inversible 2y0 6= 0 et on utilise les relations
issues du système 2.2 : 
x30 = y
2
0 − a0x0 − b0
2y0y1 = (3x20 + a0)x1 + a1x0 + b1
2y0y′1 = (3x20 + a0)x′1 + a1x0 + b1
(2.4)
On obtient ainsi un triplet Res1 dont le dernier élément
c = 16y40 + 12y
2
0(2b1 + (3x
2
0 + a0)(x1 + x
′
1) + 2a1x0)ε
est inversible dans Fq[ε].
On considère ensuite le triplet c(X,Y, 1). On le développe et on utilise les relations{
2y0y1 = (3x20 + a0)x1 + a1x0 + b1
2y0y′1 = (3x20 + a0)x′1 + a1x0 + b1
(2.5)
On obtient ainsi un triplet Res2.
Enﬁn, on trouve que la diﬀérence entre Res1 et Res2 est nulle en utilisant la relation
y20 = x
3
0 + a0x0 + b0. Ainsi, les résultats de l'énoncé fournissent le même point projectif que
les relations de la proposition 2.1.1.
Lemme 2.3.6 (Cas 6 : P ′ 6= −P et P ′ 6= P , soit x′0 6= x0 )
Pour P = [x0 + x1ε : y0 + y1ε : 1] et P ′ = [x′0 + x′1ε : y′0 + y′1ε : 1] dans Ea,b(Fq[ε]) avec
x0, x1, x
′
0, x
′
1, y0, y1, y
′
0, y
′
1 dans Fq tels que x0 6= x′0 on a :
P + P ′ = [X : Y : 1]
avec X = α2 − x0 − x′0 − (x1 + x′1)ε, Y = α(x0 + x1ε−X)− y0 − y1ε
où α = y
′
0 − y0
x′0 − x0
+
(y′1 − y1)(x′0 − x0)− (y′0 − y0)(x′1 − x1)
(x′0 − x0)2
ε.
Preuve. Les relations de l'énoncé s'écrivent plus succinctement X = α2 − x− x′,
Y = α(x−X)− y et α = y
′ − y
x′ − x avec x = x0 + x1², y = y0 + y1ε et x
′ = x0 + x′1ε.
Elles sont obtenues par construction de la corde passant par les points P et P ′. Elles corres-
pondent également aux relations I de la proposition 2.1.2. On les retrouve en multipliant le
triplet (X,Y, 1) par l'élément inversible (x− x′)3 et en utilisant les relations y2 = x3 + ax+ b
et y′ 2 = x′ 3 + ax′ + b.
Etant donnés deux éléments de Ea,b(Fq[ε]) écrits sous une des formes [kε : 1 : 0] ou [X : Y : 1],
la somme de ces deux éléments est donnée par un des lemmes 2.3.1 à 2.3.6. Voici représen-
tés sur la ﬁgure 2.1, les domaines d'application de chacun de ces lemmes selon les valeurs
de P et P ′.
Ces résultats sont synthétisés dans la table 2.1, où x0, x1, y0, y1, x′0, x′1, y′0, y′1, k et k′ sont des
éléments de Fq et où a0, a1, b0, b1 sont les uniques éléments de Fq tels que a = a0 + a1ε et
b = b0 + b1ε.
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P ′ = P
P ′ = −P
P
P ′
D2
D5
D1
D6
D4
P ′ = O
P = O
O
O
D3 = {P ′ = P = −P 6= O}
Domaine d'application du lemme 2.3.1 D1 = {(P, P ′) ∈ Ea,b(Fq[ε])2 :
(
P , P ′
)
= (O,O)}
Domaine d'application du lemme 2.3.2 D2 = {(P, P ′) ∈ Ea,b(Fq[ε])2 : P = O ouP ′ = O} \D1
Domaine d'application du lemme 2.3.3 D3 = {(P, P ′) ∈ Ea,b(Fq[ε])2 : P ′ = P = −P} \D1
Domaine d'application du lemme 2.3.4 D4 = {(P, P ′) ∈ Ea,b(Fq[ε])2 : P ′ = −P} \ (D1
⋃
D3)
Domaine d'application du lemme 2.3.5 D5 = {(P, P ′) ∈ Ea,b(Fq[ε])2 : P ′ = P} \ (D1
⋃
D3)
Domaine d'application du lemme 2.3.6 D6 = Ea,b(Fq[ε])2 \ (D1
⋃
D2
⋃
D3
⋃
D4
⋃
D5)
Fig. 2.1  Domaines d'application des lemmes 2.3.1 à 2.3.6
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P P ′ P + P ′
1. Ok = [kε : 1 : 0] Ok′ = [k′ε : 1 : 0] Ok+k′ = [(k + k′)ε : 1 : 0]
[X : Y : 1]
2. [x0 + x1ε : y0 + y1ε : 1] Ok = [kε : 1 : 0] avec X = x0 + (x1 − 2y0k)ε
et Y = y0 + (y1 − k(3x20 + a0))ε
[x0 + x1ε : y0 + y1ε : 1] [x′0 + x
′
1ε : y
′
0 + y
′
1ε : 1] Ok = [kε : 1 : 0]
3. Si x′0 = x0 et y′0 = −y0 = 0 k = −
y1 + y′1
3x20 + a0
4. Si x′0 = x0 et y′0 = −y0 6= 0 k =
x′1 − x1
2y0
[X : Y : 1]
[x0 + x1ε : y0 + y1ε : 1] [x′0 + x
′
1ε : y
′
0 + y
′
1ε : 1] avec X = λ2 − (x0 + x′0)− (x1 + x′1)ε
et Y = λ(x0 + x1ε−X)− y0 − y1ε
5. Si x′0 = x0 et y′0 = y0 6= 0 λ =
3x20 + a0
2y0
+
1
2y0
(
a1 + 3x0(x1 + x′1)−
3x20 + a0
2y0
(y1 + y′1)
)
ε
6. Si x′0 6= x0 λ =
y′0 − y0
x′0 − x0
+
(y′1 − y1)(x′0 − x0)− (y′0 − y0)(x′1 − x1)
(x′0 − x0)2
ε
Tab. 2.1  Somme de deux éléments de Ea,b(Fq[ε]).
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Chapitre 3
Propriétés eﬀectives de Ea,b(Fp[ε])
Dans un premier temps, nous avons voulu identiﬁer les diﬀérents algorithmes qui permettent
d'utiliser un groupe (mathématique) dans un programme (informatique). Ce type de travail a
été eﬀectué dans la thèse de Damien Vergnaud [Ver06], avec l'introduction de représentation
algorithmique d'un groupe. Notre approche est un peu diﬀérente. Ainsi, nous introduisons la
notion de groupe eﬀectif que nous illustrons par des exemples.
Dans un second temps, nous exposons explicitement un groupe eﬀectif représentant
Ea,b(Fp[ε]) ainsi que d'autres algorithmes sous-jacents dont nous aurons l'utilité dans le cha-
pitre 4.
Enﬁn, nous considérons le problème du logarithme discret et les problèmes calculatoires et dé-
cisionnels de Diﬃe Hellman sur Ea,b(Fp[ε]) dont nous étudions les relations avec les problèmes
correspondants sur Epi(a),pi(b)(Fp).
3.1 Notion de groupes eﬀectifs
3.1.1 Groupe eﬀectif - Cas particuliers
Dans cette section, nous donnons une notion de groupe eﬀectif représentant un groupe (supposé
commutatif). Cette notion permet, par exemple, de préciser la façon dont sont représentés les
éléments du groupe ou de s'assurer que les algorithmes sous-jacents (notamment celui calculant
la somme de deux éléments) sont eﬃcaces.
Pour cela, commençons par rappeler la déﬁnition d'un groupe abélien.
Déﬁnition 3.1.1 Un groupe abélien (G,+,−, e) est un quadruplet composé d'un ensemble
G, d'une loi de composition interne +, d'une involution − de G et d'un élément e de G tels
que :
1. ∀(a, b, c) ∈ G3, (a+ b) + c = a+ (b+ c) ;
2. ∀a ∈ G, a+ e = a ;
3. ∀a ∈ G, a+ (−a) = e ;
4. ∀(a, b) ∈ G2, a+ b = b+ a.
Dans la suite, tous les groupes seront supposés abéliens.
Pour se servir d'un groupe dans une procédure informatique, nous devons pouvoir :
 déterminer si une chaîne de bits représente bien un élément du groupe ;
 déterminer si deux éléments sont égaux ;
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 identiﬁer quel élément est l'élément neutre (sans avoir à vériﬁer la propriété : pour tout a
dans G, a+ e = a) ;
 eﬀectuer tous les calculs liés à la structure de groupe : addition, opposé.
La déﬁnition 3.1.2 expose notre idée d'un groupe eﬀectif.
Déﬁnition 3.1.2 Un groupe eﬀectif est la donnée de cinq algorithmes polynomiaux
G = (App,Neut,Egal,Som,Opp)
vériﬁant les conditions suivantes :
 App (pour appartenance)
 prend en entrée une chaîne ﬁnie de bits, soit
∀k ∈ N, InputApp(k) = {0, 1}k ' J0, 2k − 1K ;
 renvoie 0 ou 1, soit Output = {0, 1}.
On note alors Ĝ l'ensemble des entrées de {0, 1}∗ pour lesquelles App renvoie 1 ;
 Neut (pour neutre)
 ne prend aucune donnée en entrée, soit
∀k ∈ N, InputNeut(k) = ∅ ;
 renvoie une chaîne de bits e de Ĝ, soit Output = {e} ⊂ Ĝ ;
 Egal (pour égalité)
 prend en entrée a et b dans Ĝ, soit
∀k ∈ N, InputEgal(k) =
(
Ĝ
⋂{0, 1}k)2 ;
 renvoie 0 ou 1, soit Output = {0, 1}.
Cet algorithme vériﬁe les propriétés suivantes :
1. ∀a ∈ Ĝ,Egal(a, a) = 1 ;
2. ∀(a, b) ∈ Ĝ2,Egal(a, b) = Egal(b, a) ;
3. ∀(a, b, c) ∈ Ĝ3,Egal(a, b) = Egal(b, c) = 1⇒ Egal(a, c) = 1 ;
 Som (pour somme)
 prend en entrée a et b dans Ĝ ;
 renvoie un élément de Ĝ, soit Output = Ĝ ;
 Opp (pour opposé)
 prend un élément a dans Ĝ ;
 renvoie un élément de Ĝ.
Ces algorithmes doivent vériﬁer les propriétés suivantes :
1. ∀(a, b, c) ∈ Ĝ3,Egal(Som(Som(a, b), c),Som(a,Som(b, c))) = 1 ;
2. ∀a ∈ Ĝ,Egal(Som(a,Neut()), a) = 1 ;
3. ∀a ∈ Ĝ,Egal(Som(a,Opp(a)),Neut()) = 1 ;
4. ∀(a, b) ∈ Ĝ2,Egal(Som(a, b), Som(b, a)) = 1.
Les propriétés 1. à 3. vériﬁées par les algorithmes Egal, Som, Opp et Neut sont similaires à
celles d'un groupe et la dernière propriété (4.) nous assure la commutativité de la loi +.
Ainsi la déﬁnition 3.1.2 est associée à celle de groupe abélien à partir de la déﬁnition 3.1.3.
Déﬁnition 3.1.3 Soit G = (App,Neut,Egal,Som,Opp) un groupe eﬀectif. Le groupe repré-
senté par G est déﬁni par (ρ (G) ,+,−, e) où :
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 l'ensemble ρ (G) est l'ensemble quotient de Ĝ par la relation d'équivalence R, déﬁnie sur Ĝ
par :
aRb⇔ Egal(a, b) = 1
Soit a dans Ĝ, notons ρ(a) la classe d'équivalence de a dans ρ (G) ;
 la loi de composition interne + est déﬁnie par : ρ(a) + ρ(b) = ρ (Som(a, b)) ;
 la bijection − de ρ (G) est déﬁnie par : −ρ(a) = ρ (Opp(a)) ;
 l'élément neutre ρ(e) est déﬁni par ρ(e) = ρ (Neut()).
Preuve. Les propriétés 1. à 3. veriﬁées par l'algorithme Egal impliquent que la relation R est
bien une relation d'équivalence sur Ĝ.
Ainsi, l'ensemble quotient ρ (G) est bien déﬁni.
De plus, les propriétés 1. à 4. de la déﬁnition 3.1.2 fournissent les propriétés 1. à 4. de la
déﬁnition 3.1.1 d'un groupe abélien.
Nous utiliserons essentiellement des groupes abéliens ﬁnis.
Néanmoins, cette déﬁnition permet de considérer des groupes eﬀectifs représentant des groupes
abéliens inﬁnis, comme par exemple Z.
Les groupes eﬀectivement ﬁnis
Nous souhaiterions pouvoir considérer aussi bien un groupe que sa représentation algorith-
mique. Mais un groupe peut être représenté par diﬀérents groupes eﬀectifs.
Ainsi, pour un groupe eﬀectif donné nous noterons de la même façon le groupe qu'il représente,
et nous dirons qu'il vériﬁe une propriété quand le groupe qu'il représente la vériﬁera.
Par exemple, nous dirons d'un groupe eﬀectif qu'il est ﬁni s'il représente un groupe ﬁni. Cette
terminologie ne nous assure pas que les représentants des éléments du groupe aient tous une
taille inférieure à une valeur ﬁxée, comme l'expose l'exemple 3.1.1.
Exemple 3.1.1 Soit n un entier naturel non nul, le groupe abélien ﬁni Z
nZ
admet plusieurs
représentations, par exemple :
 soit G1 avec Ĝ1 ' Z et aRb si et seulement si n divise a− b ;
 soit G2 avec Ĝ2 ' J0, n− 1K et aRb si et seulement si a = b ;
Le choix de la représentation donne alors des algorithmes d'égalité et de calculs diﬀérents.
Mais remarquons que, bien que le groupe Z
nZ
soit ﬁni, le groupe eﬀectif G1 lui associe des
représentants de taille non bornée.
Pour s'assurer que les représentants soient de taille bornée, nous introduisons la notion de
groupe eﬀectivement ﬁni dans la déﬁnition 3.1.4.
Déﬁnition 3.1.4 Un groupe eﬀectif G est un groupe eﬀectivement ﬁni si et seulement s'il
existe un entier n tel que Ĝ ⊂ {0, 1}n.
Il ne faut pas confondre cette notion avec celle de groupe eﬀectif ﬁni, comme l'expose l'exemple
3.1.2.
Exemple 3.1.2 Dans l'exemple 3.1.1, les groupes eﬀectifs G1 et G2 sont des groupes eﬀectifs
ﬁnis mais seul le groupe G2 est un groupe eﬀectivement ﬁni.
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Alors un groupe eﬀectivement ﬁni représente nécessairement un groupe ﬁni. Et cette notion
nous permet de déﬁnir la taille d'un groupe eﬀectivement ﬁni.
Déﬁnition 3.1.5 Soit G un groupe eﬀectivement ﬁni, la taille de G est alors :
T (G) = min{k ∈ N : Ĝ ⊂ {0, 1}k}.
On appelle cardinal de G le cardinal du groupe qu'il représente. On le note |G|.
Preuve. D'après la déﬁnition 3.1.4, il existe un entier n tel que Ĝ ⊂ {0, 1}n donc la taille
d'un groupe eﬀectivement ﬁni est bien déﬁnie.
Il ne faut pas confondre les notions de taille et de cardinal d'un groupe eﬀectif : la taille d'un
groupe eﬀectif correspond à la taille de ses éléments alors que son cardinal correspond au
nombre d'éléments du groupe qu'il représente.
Plus précisément, la taille d'un groupe eﬀectif permet de mesurer le nombre de bits nécessaires
pour coder les éléments du groupe qu'il représente et ces deux notions vériﬁent la propriéte
3.1.1 :
Proposition 3.1.1 Pour tout groupe eﬀectif ﬁni G, on a |G| 6 2T (G).
Les groupes eﬀectivement cycliques
Dans la suite, notre étude portera sur des groupes cycliques. Dans le cas de problèmes algo-
rithmiques comme le problème du logarithme discret ou les problèmes de Diﬃe-Hellman, les
résultats dépendent du choix du générateur.
Ainsi nous introduisons dans la déﬁnition 3.1.6 la notion de groupe eﬀectivement cyclique qui
précise le genérateur que l'on considère pour un groupe eﬀectif cyclique donné.
Déﬁnition 3.1.6 Un groupe eﬀectivement cyclique est un couple (G, P ) où G est un groupe
eﬀectif et P est un élément de Ĝ tel que ρ (P ) engendre ρ (G).
Comme pour la notion de groupe eﬀectivement ﬁni, il ne faut pas confondre les notions de
groupe eﬀectivement cyclique et groupe eﬀectif cyclique : un groupe eﬀectif cyclique est un
groupe eﬀectif représentant un groupe cyclique alors qu'un groupe eﬀectivement cyclique est
la donnée d'un groupe eﬀectif cyclique et d'un représentant d'un générateur du groupe associé.
Famille eﬀective de groupes
Déﬁnition 3.1.7 Soit (I, φI) un ensemble eﬀectif de taille tI et {Gi}i∈I une famille de groupes
eﬀectivement ﬁnis. Nous dirons que c'est une famille eﬀective de groupes si et seulement si :
 il existe un entier α tel que pour tout i dans I, T (Gi) < tI(i)α ;
 il existe un entier β tel que pour tout i dans I, les temps d'exécution des algorithmes
Appi,Neuti,Egali,Somi,Oppi composant le groupe eﬀectif Gi sont majorés par T (Gi)β.
La déﬁnition 3.1.7 permet de considérer une suite de groupes eﬀectifs de plus en plus grands,
comme par exemple les groupes eﬀectifs représentant Fp avec p nombre premier. Dans ce
contexte, elle précise :
 que les temps d'exécution des algorithmes considérés sont polynomiaux en la taille du groupe
(seconde condition) ;
 que la taille du groupe est polynomiale en la taille des paramètres (première condition) ;
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 que l'on peut trouver des polynômes majorant ces tailles et ces temps d'exécution dont le
degré est indépendant de i.
Le temps de calcul eﬀectif concernant la loi de groupe est alors polynomial en la taille du
paramètre i, comme l'indique le lemme 3.1.1.
Lemme 3.1.1 Soit (I, φI) un ensemble eﬀectif de taille tI , on considère une famille eﬀective
de groupes paramétrée par i dans I. Alors le temps d'execution des algorithmes composant
chaque groupe est majoré par un polynôme en tI(i).
Par exemple, il existe un entier C et un entier N tels que pour tout i dans I tel que tI(i) > N ,
et pour tout (a, b) dans Ĝi
2, on ait : TSomi(a, b) < tI(i)C .
Preuve. On peut choisir C égal à αβ. D'après la déﬁntion 3.1.7, il existera un entier N
vériﬁant la propriété demandée.
Ainsi, le paramètre i sert de référence pour mesurer la taille des éléments traités par les
algorithmes ainsi que leurs temps d'exécution.
Exemple 3.1.3 Soit p un nombre premier, les groupes (Fp,+) et (F∗p,×) sont représentés
par une famille eﬀective de groupe paramétrée par p de taille t2(p) (cf. page 15). Ces groupes
sont de taille blog2(p)c+ 1.
Ces algorithmes sont exposés par exemple dans [vzGG99]. En particulier, on y trouve en
quatrième page de couverture un récapitulatif des diﬀérentes méthodes utilisées et leurs temps
de calcul respectifs.
3.1.2 L'algorithme d'exponentiation rapide
La donnée d'un groupe eﬀectif représentant un groupe (G,+) permet de construire un algo-
rithme de multiplication d'un élément du groupe par un entier relatif ; il s'agit de
l'algorithme 2.
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Algorithme 2 : Mult
Entrées : G = (App,Neut,Egal, Som,Opp)
n ∈ Z
P ∈ Ĝ
Sortie : Q ∈ Ĝ tel que Q = nP
1. If n < 0
2. then Q := Mult(G,−n,Opp(P ))
3. Goto 17.
4. endif
5. Q := Neut()
6. If n = 0
7. then Goto 17.
8. endif
9. m := blog2(n)c
10. For i from m downto 0 do
11. ni := ieme bit représentant n = (am...a0)
12. Q := Som(Q,Q)
13. if ni = 1
14. then Q := Som(Q,P )
15. endif
16. endfor
17. Return Q
Proposition 3.1.2 L'algorithme Mult, déﬁni en 2, est polynomial (en temps). Plus précisé-
ment, soit (G, n, P ) une entrée de Mult avec G = (App,Neut,Egal, Som,Opp) ; si Som s'exécute
en temps TSom, le temps d'exécution de Mult sur (G, n, P ) est
TMult(G, n, P ) = O (log(n)TSom(X,Y ))) où X,Y sont des éléments quelconques de Ĝ.
Preuve : La notation O et la notion de polynomialité sont déﬁnies en 1.3.5 et 1.3.6. Les
notions de tailles utilisées sont déﬁnies dans les exemples 1.3.1, 1.3.2 et 1.3.4. En particulier,
la taille des éléments du type (G, P ) avec P élément de Ĝ est T (G).
Concernant le résultat, il s'agit d'une adaptation de l'algorithme d'exponentiation rapide. Le
calcul de son temps d'exécution se trouve par exemple dans le livre [CLR94, p.816].
Un intérêt de la notion de groupe eﬀectif est, par exemple, de préciser quel type de représenta-
tion est utilisé en pratique, ou bien encore de pouvoir comparer deux types de représentation.
Il est important dans la pratique de trouver un groupe eﬀectif performant (par la rapidité du
temps de calcul et/ou la taille des entrées).
Concernant les courbes elliptiques sur des corps ﬁnis, plusieurs candidats ont été étudiés :
les écritures aﬃnes et projectives mais aussi, par exemple, les représentations jacobiennes (cf.
[CC87] [CMO98]). On trouve une synthèse de ce type d'étude dans le chapitre IV du livre
[BSS99].
Nous concernant, nous choisirons une écriture aﬃne des points d'une courbe elliptique, exposée
plus précisément dans l'exemple 3.1.4 :
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Exemple 3.1.4 Soit p un nombre premier diﬀérent de 2 et 3, soit a et b dans Fp tels que
4a3 + 27b2 6= 0. Considérons l'ensemble J0, p − 1K⋃{∞} × J0, p − 1K. Les points du groupe
Ea,b(Fp) peuvent être représentées par :
 tout couple (∞, ?) où ? appartient à J0, p− 1K, pour le point à l'inﬁni [0 : 1 : 0],
 (x, y) dans J0, p− 1K2, pour [x : y : 1] dans Ea,b(Fp).
L'opposé d'un point, noté (x, y) est alors représenté par l'élément (x,−y) et les formules
usuelles, obtenues par la méthode de la corde et la tangente (cf par exemple [Joy95] page
51) permettent de construire un algorithme eﬃcace calculant la somme de deux points. De
cette façon, les groupes Ea,b(Fp) sont représentés par une famille eﬀective de groupes eﬀectifs
indexés par (p, a, b) de taille t2(p) (cf. page 15).
La taille de ces groupes peut être majorée par 2t2(p) + 1 = 2blog2(p)c+ 3.
Nous noterons alors ECp,a,b le groupe eﬀectif représentant Ea,b(Fp) avec ce type d'écriture.
3.2 Le groupe Ea,b(Fp[ε]) en pratique
Dans cette section, p désigne un nombre premier distinct de 2 et 3, et (a, b) deux éléments de
Fp[ε]2 tels que pi(4a3 + 27b2) 6= 0 et on note N le cardinal de Epi(a),pi(b)(Fp).
Nous avons vu dans la section 2.1 que Ea,b(Fp[ε]) est muni d'une structure de groupe. Dans
la section 3.2, nous montrons que ce groupe est utilisable en pratique. Plus précisément, dans
la partie 3.2.1 nous donnons explicitement les algorithmes permettant d'obtenir un groupe
eﬀectif représentant Ea,b(Fp[ε]), puis dans la partie 3.2.2 nous donnons d'autres algorithmes
utilisant ce groupe eﬀectif.
3.2.1 Un groupe eﬀectif représentant Ea,b(Fp[ε])
Dans cette partie, nous allons exhiber un groupe eﬀectif représentant Ea,b(Fp[ε]).
Pour commencer, nous devons choisir un mode de représentation de ses éléments. En eﬀet,
ils peuvent être représentés de diﬀérentes façons. Par exemple, l'écriture projective donne
plusieurs représentants à chaque élément de Ea,b(Fp[ε]) et tester l'égalité de deux éléments
nécessite alors quatre multiplications dans Fp[ε] (soit douze multiplications dans Fp).
Par ailleurs, d'après les lemmes 2.2.1 et 2.2.2 ces éléments peuvent s'écrire de façon unique
sous la forme [kε : 1 : 0] pour un point à l'inﬁni ou [x0 + x1ε : y0 + y1ε : 1] pour les autres
points avec k, x0, x1, y0, y1 dans Fp. Nous choisirons cette écriture unique pour représenter les
éléments de Ea,b(Fp[ε]) en distinguant le cas des points à l'inﬁni des autres points.
Plus précisément, concernant les points du type [x0+x1ε : y0+y1ε : 1] nous allons enregistrer
les quatre éléments de Fp, x0, x1, y0 et y1. Nous pourrions ne pas enregistrer y1 dans la mesure
où nous pouvons le calculer à partir des variables x0, x1 et y0 (quand cette dernière est non
nulle). Ce choix nous obligerait à recalculer la variable y1 lors du calcul de la somme de deux
éléments et notamment à eﬀectuer une division. Nous choisissons alors de représenter le point
[x0 + x1ε : y0 + y1ε : 1] par le couple [(x0, x1), (y0, y1)].
Concernant les points du type [kε : 1 : 0], une seule donnée dans Fp est à enregistrer : k.
Aﬁn de garder le même format de représentant que précédemment, nous allons représenter ces
points sous la forme [(∞, ∗), (k, ∗)] où ∞ est un caractère spécial et où ∗ désigne n'importe
quel caractère entre 0 et p− 1. Ainsi les points à l'inﬁni auront plusieurs représentants.
Voici les cinq algorithmes qui, à partir de ces choix, permettent de déﬁnir un groupe eﬀectif
repésentant Ea,b(Fp[ε]) :
66 CHAPITRE 3. PROPRIÉTÉS EFFECTIVES
1. l'algorithme Appp,a,b, (numéroté algorithme 3), détermine les choix de représentant :
 un point à l'inﬁni [kε : 1 : 0] sera représenté par tout élément de la forme [(∞, x1), (k, y1)]
avec x1, y1 dans Fp,
 un point du type [x0+x1ε : y0+y1ε : 1] sera représenté par le couple [(x0, x1), (y0, y1)] ;
Algorithme 3 : Appp,a,b
Entrées : [(x0, x1), (y0, y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
Sortie : 0 ou 1
1. output := 0
2. If x0 =∞
3. then output := 1
4. else r0 := y20 − x30 − a0x0 − b0 mod p
5. r1 := 2y0y1 − (3x20 + a0)x1 − a1x0 − b1 mod p
6. if (r0, r1) = (0, 0)
7. then output := 1
8. endif
9. endif
10. Return output
2. l'algorithme Egalp,a,b, (numéroté algorithme 4), détermine si deux couples représentent
le même élément de Ea,b(Fp[ε]).
Evidemment, si l'un des deux est du type [(∞, x1), (k, y1)] et si le second s'écrit
[(X0, X1), (Y0, Y1)], l'algorithme doit tester seulement si les égalités X0 = ∞ et Y0 = k
sont vériﬁées ;
Algorithme 4 : Egalp,a,b
Entrées : [(x0, x1), (y0, y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
[(X0, X1), (Y0, Y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
Sortie : 0 ou 1
1. output := 0
2. If x0 =∞ or X0 =∞
3. then if (x0, y0) = (X0, Y0)
4. then output := 1
5. endif
6. else if [(x0, x1), (y0, y1)] = [(X0, X1), (Y0, Y1)]
7. then output := 1
8. endif
9. endif
10. Return output
3. l'algorithme Neutp,a,b, (numéroté algorithme 5), renvoie un représentant de l'élément
neutre.
L'élément [0 : 1 : 0] admet pour représentant tout couple [(∞, x1), (0, y1)] et en parti-
culier [(∞, 0), (0, 0)] ;
Algorithme 5 : Neutp,a,b
Entrées :
Sortie : [(∞, 0), (0, 0)]
1. Return [(∞, 0), (0, 0)]
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4. l'algorithme Oppp,a,b, (numéroté algorithme 6), prend en entrée un représentant d'un
élement de Ea,b(Fp[ε]) et renvoie un représentant de l'opposé de cet élément.
Les éléments de Ea,b(Fp[ε]) vériﬁent :
−[kε : 1 : 0] = [−kε : 1 : 0] et −[x0 + x1ε : y0 + y1ε : 1] = [x0 + x1ε : −y0 − y1ε : 1].
Le mode de représentation choisi vériﬁe alors
− [(x0, x1), (y0, y1)] = [(x0, x1), (p− y0, p− y1)],
pour tout [(x0, x1), (y0, y1)] dans (J0, p− 1K⋃{∞})× J0, p− 1K3.
Ainsi, l'algorithme Oppp,a,b n'a pas besoin de tester si l'élément est à l'inﬁni ;
Algorithme 6 : Oppp,a,b
Entrées : P = [(x0, x1), (y0, y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
Sortie : −P
1. X0 := x0
2. X1 := x1
3. Y0 := p− y0
4. Y1 := p− y1
5. Return [(X0, X1), (Y0, Y1)]
5. l'algorithme Somp,a,b, (numéroté algorithme 7), renvoie la somme de deux éléments à
partir des relations établies dans la section 2.3 (lemmes 2.3.1, 2.3.2, 2.3.3, 2.3.4, 2.3.5 et
2.3.6) et synthétisées dans la table 2.1.
68 CHAPITRE 3. PROPRIÉTÉS EFFECTIVES
Algorithme 7 : Somp,a,b
Entrées : P = [(x0, x1), (y0, y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
Q = [(X0, X1), (Y0, Y1)] ∈ (J0, p− 1K⋃{∞})× J0, p− 1K3
Sortie : Som = P +Q
1. If x0 =∞
2. then if X0 =∞
3. then Som := [(∞, 0), (x1 +X1 mod p, 0)]
4. else Som := [(X0, X1 − 2Y0x1 mod p), (Y0, Y1 − (3X20 + a0)x1 mod p)]
5. endif
6. else if X0 =∞
7. then Som := Somp,a,b(Q,P )
8. else if X0 = x0
9. then if Y0 6= y0
10. then Som :=
[
(∞, 0) , ((x1 −X1)(2Y0)−1 mod p, 0)]
11. Goto 31.
12. else if Y0 = 0
13. then Som :=
[
(∞, 0) , (−(y1 + Y1)(3X20 + a0)−1 mod p, 0)
]
14. Goto 31.
15. else Int1 := (2Y0)−1 mod p
16. λ0 := Int1(3X20 + a0) mod p
17. λ1 := Int1 (a1 + 3X0(x1 +X1)− λ0(y1 + Y1)) mod p
18. endif
19. endif
20. else Int1 := (X0 − x0)−1 mod p
21. λ0 := Int1(Y0 − y0) mod p
22. λ1 := Int1 (Y1 − y1 + λ0(x1 −X1)) mod p
23. endif
24. X ′0 := λ20 − x0 −X0 mod p
25. X ′1 := 2λ0λ1 − x1 −X1 mod p
26. Y ′0 := λ0(x0 −X ′0)− y0 mod p
27. Y ′1 := λ1(x0 −X ′0) + λ0(x1 −X ′1)− y1 mod p
28. Som := [(X ′0, X ′1), (Y ′0 , Y ′1)]
29. endif
30. endif
31. Return Som
Nous venons de détailler les diﬀérents algorithmes qui nous serviront par la suite, étudions
maintenant le temps d'exécution de chacun d'eux.
Les entiers considérés sont compris entre 0 et p − 1 et nous notons I(p),M(p) et S(p) les
temps d'exécution de l'inversion, du produit et de l'élévation au carré dans Fp. Ces temps
d'exécution dépendent du groupe eﬀectif choisi pour représenter Fp et de la puissance des
machines utilisées. Par exemple, on peut raisonnablement estimer que S(p) = 0.8M(p) (cf.
[CJLM06, p.2-3]) et que I = αM avec α compris entre 3 et 10 (cf. [BSS99, p.72]).
On peut tout de même supposer qu'ils vériﬁent :
pour p nombre premier supérieur à 5, S(p) 6M(p) 6 I(p).
Nous supposons aussi que le test d'égalité et que le calcul de la somme de deux entiers ont un
temps d'exécution négligeable devant S(p).
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Total
Décompte des opérations M S
4. : S S M M A A A 2 2
5. : M A (S déjà eﬀectué en 4 ) A A A M M A A A 3 0
Tab. 3.1  Calcul de complexité de Appp,a,b.
Total
Décompte des opérations I M S
Si x0 = X0 =∞ 3. : A 0 0 0
Si x0 =∞ et X0 6=∞ 4. : M A A, S A A A M A 0 2 1
Si x0 = X0 et y0 6= Y0 10. : A I A M 1 1 0
Si x0 = X0 et y0 = Y0 = 0 13. : S A A A I A M 1 1 1
Si x0 = X0 et y0 = Y0 6= 0 15. : A I
16. : S A A A M 24. : S A A
17. : A M A M A A A A M 25. : M A A A 1 8 2
Si x0 6= X0 20. : A I 26. : A M A
21. : A M 27. : A M A M A A
22. : A M A A M 1 7 1
Tab. 3.2  Calcul de complexité de Somp,a,b
Concernant chacun des algorithmes 3 à 7, on obtient comme temps d'exécution, pour P et Q
représentants d'éléments de Ea,b(Fp[ε]) :
1. pour Appp,a,b : TAppp,a,b(P ) = O(5M(p) + 2S(p)).
Le détail des opérations eﬀectuées à chaque instruction est donné dans la table 3.1. Le
décompte des opérations s'eﬀectue de la gauche vers la droite avant d'additionner tous
les termes. De plus, les multiplications par de petits nombres ont été eﬀectuées à l'aide
d'additions : par exemple calculer 3x s'opère en deux additions. Enﬁn, dans la table
3.1 la lettre A représente l'addition modulaire et la dernière colonne rend compte du
nombre d'opérations S et M eﬀectuées à chaque instruction.
Remarque. On peut encore supprimer un calcul de carré, en enregistrant x20 que l'on
utilise deux fois (dans l'instruction 4. pour calculer x30 puis dans l'instruction 5.) ;
2. pour Egalp,a,b : TEgalp,a,b(P,Q) = O(1) ;
3. pour Neutp,a,b : TNeutp,a,b() = O(1) ;
4. pour Oppp,a,b : TOppp,a,b(P ) = O(1) ;
5. pour Somp,a,b : TSomp,a,b(P,Q) = O(I(p) + 8M(p) + 2S(p)).
La table 3.2 donne le détail des opérations eﬀectuées dans chaque boucle if et sa dernière
colonne rend compte du total des opérations S, M, I eﬀectuées selon les valeurs des
entrées.
Remarque. Les temps de calcul les plus longs s'eﬀectuent dans les deux derniers cas,
à savoir, par ordre croissant dans le cas général et dans le cas de la tangente  non
verticale.
Les groupes de type Fp sont représentés par une famille eﬀective de groupes indexée par p de
taille t2(p). Cela signiﬁe entre autre, que les temps de calcul S(p), M(p) et I(p) sont majorés
par des polynômes en log(p). Ainsi ces cinq algorithmes Appp,a,b,Egalp,a,b,Neutp,a,b,
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Oppp,a,b et Somp,a,b sont polynomiaux.
Il reste alors à montrer qu'ils déﬁnissent bien un groupe eﬀectif. Nous n'eﬀectuerons pas ce
travail et nous supposerons vraie l'assertion suivante :
Assertion.
Le quintuplet ECεp,a,b =
(
Appp,a,b,Egalp,a,b,Neutp,a,b,Oppp,a,bSomp,a,b
)
est un groupe eﬀectif
représentant le groupe Ea,b(Fp[ε]).
3.2.2 Autres algorithmes liés à Ea,b(Fp[ε])
Rappelons que N désigne le cardinal de Epi(a),pi(b)(Fp). Nous avons vu dans la section 2.2.2
que lorsque p ne divise pas N les groupes Ea,b(Fp[ε]) et Epi(a),pi(b)(Fp)× Fp sont isomorphes.
Dans cette section, nous étudions l'eﬀectivité de cet isomorphisme.
Pour cela, rappelons son expression :
Λ : Ea,b(Fp[ε]) −→ Epi(a),pi(b)(Fp)× Fp
P 7→ (P , dNN′P c)
et
Λ−1 : Epi(a),pi(b)(Fp)× Fp → Ea,b(Fp[ε])
(P, κ) 7→ (1−NN′)P ′ +Θ(κ)
où P ′ est un élément de Ea,b(Fp[ε]) vériﬁant P ′ = P .
Dans l'expression de Λ(P ), le calcul de la projection de P sur Epi(a),pi(b)(Fp) notée P ne pose
pas de diﬃculté.
De la même façon, dans l'expression de Λ−1(P, κ), le calcul d'un relèvement de P dans
Ea,b(Fp[ε]) nécessite peu de calculs. Le reste des opérations concerne des sommes et des mul-
tiplications qui restent eﬀectives et dont nous pouvons évaluer le temps de calcul.
La diﬃculté majeure reste le calcul du cardinal de Epi(a),pi(b)(Fp) noté N. Mais ce calcul ne
s'avère pas si diﬃcile. En eﬀet, ce problème a trouvé une amorce de solution à partir de
1985 grâce à R. Schoof qui donne dans [Sch85] un algorithme permettant de calculer cette
valeur en temps polynomial. Plus précisément, le temps d'exécution de cet algorithme est en
O(log8(p)). Cet algorithme restait néanmoins diﬃcile à implémenter. Depuis, il a été amélioré
aussi bien pour de petites que pour de grandes valeurs de p. En ce qui concerne les grandes
caractéristiques, les idées de A.O.L. Atkin et N.D. Elkies se développent à partir de 1988
au travers des manuscrits [Atk88] et [Elk92]. R. Schoof publie ces améliorations et donne
un algorithme eﬃcace dans [Sch95]. La même année, N.D. Elkies expose ces idées dans une
conférence donnée en l'honneur de A.O.L. Atkin qu'il publiera en 1998 dans [Elk98].
Aujourd'hui, l'algorithme SEA (du nom des ses trois auteurs) permet de calculer N avec un
temps d'exécution estimé à O
(
log4+²(p)
)
où ² < 1 (cf. [Gau04]).
Une synthèse de cet algorithme est exposé par exemple dans [Ler97] (de façon plus concise
dans [Fou01]).
Ainsi les morphismes Λ et Λ−1 sont calculables en temps polynomial.
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Voici en détail, les algorithmes polynomiaux Lambdap,a,b et Lambda−1p,a,b calculant les images
de Λ et Λ−1 dans Epi(a),pi(b)(Fp)×Fp et Ea,b(Fp[ε]). Ils sont numérotés respectivement 8 et 9.
Algorithme 8 : Lambdap,a,b
Entrées : P = [(x0, x1), (y0, y1)] ∈ ÊCεp,a,b
Sortie : Λ(P )
1. N := Card
(
Epi(a),pi(b)(Fp)
)
2. N′ := N−1 mod p
3. u := NN′
4. U := uP
5. κ := U [2][1] (i.e. κ = Y0 pour U := [(X0, X1), (Y0, Y1)])
6. Return ([x0, y0], κ)
Algorithme 9 : Lambda−1p,a,b
Entrées : P = [x0, y0] ∈ ÊCp,a,b
κ ∈ J0, p− 1K
Sortie : Λ−1(P, κ)
1. N := Card
(
Epi(a),pi(b)(Fp)
)
2. N′ := N−1 mod p
3. y1 := (a1x0 + b1)(2y0)−1 mod p
4. P ′ := [(x0, 0), (y0, y1)]
5. u := 1−NN′ mod Np
6. U := uP ′ + [(∞, 0), (κ, 0)]
7. Return U
Le lemme 3.2.1 précise leur temps d'exécution.
Lemme 3.2.1 Les isomorphismes Λ et Λ−1 déﬁnis entre Epi(a),pi(b)(Fp) × Fp et Ea,b(Fp[ε])
sont calculables en temps polynomial ; plus précisément leur complexité est en O
(
log4+²(p)
)
.
Preuve.
L'isomorphisme Λp,a,b est déﬁni dans le lemme 2.2.6 par :
Pour P dans Ea,b(Fp[ε]), Λ(P ) = (P , dNN′P c)
où N est le cardinal de Epi(a),pi(b)(Fp) et N′ = N−1 mod p.
En particulier, si P est représenté par [(x0, x1), (y0, y1)] de ECεp,a,b alors l'élément [x0, y0]
représente bien le point P de Epi(a),pi(b)(Fp). Aussi, en supposant que ECεp,a,b représente
bien le groupe Ea,b(Fp[ε]), l'élément NN′P est un point à l'inﬁni donc sa représentation
est du type [(∞, x1), (y0, y1)] (cf. Algorithme 1 : Appp,a,b) et il représente l'élement Θ(y0).
L'algorithme Lambdap,a,b renvoie bien un représentant de Λ(P ) dans Epi(a),pi(b)(Fp)×Fp.
L'isomorphisme Λ−1p,a,b est déﬁni dans le lemme 2.2.6, page 50, par :
Pour P dans Epi(a),pi(b)(Fp) et κ dans Fp, Λ−1(P, κ) = (1−NN′)P ′ +Θ(κ)
où P ′ est un élément quelconque de Ea,b(Fp[ε]) tel que P ′ = P .
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En particulier, si P est représenté par (x0, y0) alors l'élément
[
(x0, 0),
(
y0,
a1x0 + b1
2y0
)]
de ECεp,a,b représente bien un point P ′ de Ea,b(Fp[ε]) tel que P ′ = P :
 si x0 =∞ c'est immédiat ;
 sinon il suﬃt de vériﬁer les relations 2.2 (introduites page 47 avec Z0 = 1 et Z1 = 0).
L'algorithme Lambda−1p,a,b renvoie alors un représentant de (1−NN′)P ′ +Θ(κ) et donc
calcule bien Λ−1(P, κ) dans Ea,b(Fp[ε]).
Les tables 3.3 et 3.4 précisent la complexité de chacune des instructions des algorithmes
Lambdap,a,b et Lambda−1p,a,b. La notation SEA y représente l'algorithme SEA introduit page 70.
Instruction Algorithme(s) Nombre d'opérations dans Fp
2. 3. 5. Opérations élémentaires dans Fp O(1)
1. SEA O(log4+²(p))
4. Multp,a,b O (log (pN))
Tab. 3.3  Calcul de complexité de Lambdap,a,b.
Instruction Algorithme(s) Nombre d'opérations dans Fp
2. 3. 4. 5. Opérations élémentaires dans Fp O(1)
1. SEA O(log4+²(p))
6. Multp,a,b O (log (pN))
6. Somp,a,b O(1)
Tab. 3.4  Calcul de complexité de Lambda−1p,a,b.
D'après le théorème de Hasse (cf. [Sil85] page 131 ou [Joy95] page 55), N appartient à l'inter-
valle [p+1− 2√p, p+1+2√p]. Ainsi, l'expression O (log (pN)) est majorée par O (log(p)) et
on en déduit le résultat.
3.3 Equivalence des problèmes paramétrés
Dans cette section, nous allons étudier les relations entre les problèmes de logarithme discret
(DL), les problèmes calculatoires de Diﬃe-Hellman (CDH) et les problèmes décisionnels de
Diﬃe-Hellman (DDH) sur les groupes Epi(a),pi(b)(Fq) et Ea,b(Fq[ε]).
Dans la section 1.3.5, nous avons déﬁni ce type de problème uniquement pour des groupes
cyliques. Ainsi, nous souhaitons resteindre cette étude aux cas où les groupes Epi(a),pi(b)(Fq) et
Ea,b(Fq[ε]) sont cycliques.
Dans cet objectif, nous posons les conditions suivantes :
1. N le cardinal de Epi(a),pi(b)(Fq) est un nombre premier diﬀérent de p : ainsi le groupe
Epi(a),pi(b)(Fq) est bien cyclique (puisqu'il est de cardinal premier). Cette condition nous
assure également que Ea,b(Fq[ε]) est isomorphe à Epi(a),pi(b)(Fq)×Fq (d'après le corollaire
2.2.2, puisque p ne divise pas N),
2. q = p : cette condition est nécessaire pour qu'un groupe Ea,b(Fq[ε]) vériﬁant la condition
1. soit cyclique . En eﬀet :
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 Ea,b(Fq[ε]) est isomorphe à Epi(a),pi(b)(Fq)× Fq d'après la condition 1. ;
 Fq n'est pas cyclique si q n'est pas un nombre premier ;
Donc, un groupe Ea,b(Fq[ε]) vériﬁant la condition 1. ne peut être cyclique si q 6= p.
Les groupes Ea,b(Fp[ε]) vériﬁant les conditions 1. et 2. sont alors cycliques eux aussi puisqu'ils
sont isomorphes à Ea,b(Fp)× Fp avec Ea,b(Fp) cyclique et de cardinal premier avec p.
Précisons également que si p divise N, cette étude ne présente guère d'intérêt puisque, dans
ce cas, le problème du logarithme discret dans Ea,b(Fp) est résolu en temps polynomial (cf.
[AS98], [Sem98], [Sma99]). Nous y reviendrons aussi dans la section 4.1.
Ainsi, nous introduisons l'ensemble :
Iε = {(p, a, b, P ) : p premier, (a, b) ∈ F2p[ε],#Ea,b(Fp) = N, p - N, P ∈ Ea,b(Fp[ε]), 〈P 〉 = Ea,b(Fp[ε])}
muni de la taille tIε(p, a, b, P ) = t2(p).
L'étude qui suit porte sur les courbes elliptiques paramétrées par (p, a, b, P ) dans Iε. Elles sont
déﬁnies sur des anneaux de nombres duaux Fp[ε] de grande caractéristique et dont le cardinal
de la projection sur Fp est un nombre premier diﬀérent de p.
La partie 3.3.1 traite des problèmes calculatoires DL et CDH (déﬁnis dans la section 1.3.5). Elle
montre l'équivalence entre ces problèmes calculatoires sur les groupes Ea,b(Fp[ε]) et Ea,b(Fp)
paramétrés par Iε (c'est à dire vériﬁant les conditions 1. et 2.).
La partie 3.3.2 traite du problème décisionnel DDH (déﬁni dans la sous-section 1.3.5). Elle
montre que le problème DDH sur les groupes Ea,b(Fp[ε]) vériﬁant les conditions 1. et 2. sont
faciles à résoudre.
3.3.1 Problèmes calculatoires : DL et CDH
Cette section aborde uniquement les problèmes calculatoires entre les groupes Ea,b(Fp[ε]) et
Ea,b(Fp) vériﬁant les conditions 1. et 2..
Nous allons montrer que les problèmes DL et CDH entre ces deux types de groupes sont équi-
valents.
Ce résultat paraît naturel dans la mesure où nous savons :
 qu'il existe un isomorphisme entre Ea,b(Fp[ε]) et Ea,b(Fp)×Fp calculable en temps polyno-
mial (cf. section 3.2) ;
 que le problème du logarithme discret est trivial sur (Fp,+).
 que le caractère calculatoire de ces problème impose de résoudre les problèmes calculatoires
correspondants sur Ea,b(Fp) et Fp pour résoudre le problème sur Ea,b(Fp[ε]).
Commençons par étudier le cas du problème du logarithme discret.
Nous allons montrer que les problèmes Log(Ea,b(Fp[ε]), P ) et Log(Ea,b(Fp), P ) paramétrés
par (p, a, b, P ) dans Iε sont équivalents.
Equivalence des problèmes DL
Dans ce paragraphe, nous allons montrer que chacun de ces deux problèmes de logarithme
discret se réduit à l'autre. Pour chacune de ces réductions, nous allons suivre la méthode
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suivante :
 exprimer un logarithme en fonction de l'autre ;
 montrer que la relation établie permet de construire une réduction du premier problème
vers le second ;
 évaluer le temps de calcul arithmétique de cette réduction et montrer qu'il est polynomial
en t2(p).
Ainsi, nous montrerons que le premier problème paramétré se réduit au second.
Commençons par la réduction la moins évidente, celle de Log(Ea,b(Fp[ε]), P ) vers
Log(Ea,b(Fp), P ).
Dans ce cas, la diﬃculté consiste à calculer le logarithme discret de base P dans Ea,b(Fp[ε])
à partir du logarithme discret de base P dans Ea,b(Fp). Pour cela, nous allons utiliser l'iso-
morphisme Λ du lemme 2.2.6 pour établir une relation où apparaît un logarithme discret
dans Fp. Ce dernier étant facile à calculer, nous montrerons ensuite que cette relation, nous
permet de construire une réduction en temps polynomial en t2(p) de Log(Ea,b(Fp[ε]), P ) vers
Log(Ea,b(Fp), P ).
Cette relation est établie dans le lemme 3.3.1, puis les considérations eﬀectives sont étudiées
dans le lemme 3.3.2.
Lemme 3.3.1 Soit (p, a, b, P ) dans Iε, soit Q dans Ea,b(Fp[ε]), le logarithme discret de Q en
base P est l'unique entier compris entre 0 et Np− 1 représentant dans Z
NpZ
:(
1−NN′) logP (Q)+NN′ logdNP c (dNQc) .
Preuve. Soit Λ l'isomorphisme déﬁni dans le lemme 2.2.6 et c l'entier tel que NN′ = 1 + cp.
Les groupes Ea,b(Fp[ε]), Ea,b(Fp) et Fp sont, respectivement, d'ordre Np, N et p.
Pour tout entier k, on a les relations :(
(1−NN′) logP
(
Q
)
+NN′ logdNP c (dNQc) + kNp
)
Λ(P )
=
((
(1−NN′) logP
(
Q
)
+NN′ logdNP c (dNQc)
)
P ,(
(−cp) logP
(
Q
)
+ (1 + cp) logdNP c (dNQc)
)
dNN′P c
)
=
(
logP
(
Q
)
P , logdNP c (dNQc) dNN′P c
)
=
(
Q,N′ logdNP c (dNQc) dNP c
)
=
(
Q,N′dNQc) = Λ(Q)
Ainsi :
(
(1−NN′) logP
(
Q
)
+NN′ logdNP c (dNQc) + kNp
)
P = Q. Le résultat suit.
Le lemme 3.3.1 nous permet de calculer facilement le logarithme discret de Q en base P à
partir du logarithme discret de Q en base P . En eﬀet, les variables dNQc et dNP c sont dans le
groupe cyclique (Fp,+). Ainsi, le logarithme discret de dNQc en base dNP c n'est rien d'autre
que le quotient dans Fp de dNQc par dNP c. L'application du lemme 3.3.1 nous donne alors,
la réduction énoncée au lemme 3.3.2.
Lemme 3.3.2 Soit un ensemble eﬀectif inﬁni (Iε, φIε) muni de la taille t2(p), le problème
Log(Ea,b(Fp[ε]), P ) paramétré par (p, a, b, P ) dans Iε se réduit au problème paramétré
Log(Ea,b(Fp), P ).
Preuve. Soit (p, a, b, P ) dans Iε, commençons par donner la réduction (A1,B1) de
Log(Ea,b(Fp[ε]), P ) vers Log(Ea,b(Fp), P ). Les algorithmes A1 et B1 sont numérotés algo-
rithmes 10 et 11 respectivement.
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Algorithme 10 : A1
Entrées : (p, a, b, P ) dans Iε
Q = [(x0, x1), (y0, y1)] ∈ ÊCεp,a,b
Sortie : Q ∈ ÊCp,a,b
1. Q := [x0, y0]
2. RETURN (Q)
Pour une entrée ((p, a, b, P ), Q), l'algorithme A1 renvoie Q dans Ea,b(Fp).
Algorithme 11 : B1
Entrées : (p, a, b, P ) dans Iε
Q = [(x0, x1), (y0, y1)] ∈ ÊCεp,a,b
n ∈ Z
Sortie : n′ ∈ J0,Np− 1K
1. N := Card(Ea,b(Fp))
2. n := n mod N
3. c := dNP c
4. d := dNQc
5. r := dc−1 mod p
6. N′ := N−1 mod p
7. q := N′(r − n) mod p
8. n′ := n+Nq
9. RETURN (n′)
Pour une entrée ((p, a, b, P ), Q, n), l'algorithme 11 renvoie n +NN′(r − n) où r est le loga-
rithme discret de dNQc dans Fp de base dNP c.
Vériﬁons que ce couple d'algorithmes est bien une réduction des problèmes paramétrés
Log(Ea,b(Fp[ε]), P ) vers Log(Ea,b(Fp), P ).
Pour cela, le lemme 3.3.1, nous assure que pour Q dans Ea,b(Fp[ε]), on a
logP (Q) = B
1
(
(p, a, b, P ), Q, logP
(
A1 ((p, a, b, P )(Q))
))
.
Evaluons ensuite le temps de calcul arithmétique de cette réduction. L'algorithme A1 ne né-
cessite aucune opération dans Fp et l'algorithme B1 a un temps d'exécution polynomial en
log(p) d'après le décompte des opérations présenté dans la table 3.5 (I et M y représentent
les opérations d'inversion et de multiplication dans Fp i.e. modulo p).
La réduction (A1,B1) est donc polynomiale en t2(p) et résout le problème du logarithme dis-
cret dans (Ea,b(Fp[ε]), P ) à partir d'une solution du problème du logarithme discret dans
(Ea,b(Fp), P ). Le résultat suit.
Illustrons le fonctionnement de cette réduction par un exemple :
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Total
Décompte des opérations I M Complexité arithmétique
1 : Card O(log4+²(p))
2 : mod O(1) car N = O(p)
3 : Mult O(log(N)) = O(log(p))
4 : Mult O(log(N)) = O(log(p))
5 : I M 1 0 O(1)
6 : I 1 0 O(1)
7 : A M 0 1 O(1)
8 : M A 0 1 O(1)
Tab. 3.5  Calcul de complexité arithmétique de B1.
Exemple 3.3.1 Considérons la courbe d'équation y2 = x3 + (333 + 623ε)x+ 394 + 34ε dans
F701. Le groupe E333,394(F701) est d'ordre 733, qui est bien un nombre premier.
L'élément P = (42+137ε, 172+464ε) est un générateur du groupe E333+623ε,394+34ε(F701[ε]).
Considérons donc (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) dans Iε.
Soit Q = (161 + 11ε, 164 + 59ε). Calculons le logarithme discret de Q en base P sachant que
dans E333,394(F701), les points Q et P vériﬁent Q = 182P .
L'algorithme A1 renvoie : Q = (161, 164).
Puis l'algorithme B1 prend en entrée (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)),
Q = (161 + 11ε, 164 + 59ε) et n = 182. Son exécution donne :
1. N := 733
2. n := 182 mod 733 = 182
3. c := d733(42 + 137ε, 172 + 464ε)c = dO145c = 145
4. d := d733(161 + 11ε, 164 + 59ε)c = dO159c = 159
5. r := 159× 145−1 mod 701 = 296
6. N′ := 733−1 mod 701 = 241
7. q := 241(296− 182) mod 701 = 135
8. n′ := 182 + 733× 135 = 99137
9. RETURN (99137).
L'algorithme B1 renvoie 99137, dont nous pouvons vériﬁer qu'il est bien le logarithme discret
de Q en base P par l'égalité :
99137(42 + 137ε, 172 + 464ε) = (161 + 11ε, 164 + 59ε).
Etablissons maintenant la réduction inverse, à savoir de Log(Ea,b(Fp), P ) vers
Log(Ea,b(Fp[ε]), P ).
Dans ce cas, la diﬃculté consiste à reconstituer une entrée du problème du logarithme discret
dans Ea,b(Fp[ε]) à partir d'une entrée du problème du logarithme discret dans Ea,b(Fp). Pour
cela, le lemme 3.3.3 nous indique que, pour une entrée Q dans Ea,b(Fp), nous pouvons choisir
comme entrée dans Ea,b(Fp[ε]) un relevé quelconque Q′ de Q.
Cette propriété est établie dans le lemme 3.3.3, puis les considérations eﬀectives qui en dé-
coulent sont étudiées dans le lemme 3.3.4.
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Lemme 3.3.3 Soit (p, a, b, P ) dans Iε, soit Q dans Ea,b(Fp), on a :
 P est un générateur de Ea,b(Fp) ;
 le logarithme discret de Q en base P est l'unique entier entre 0 et N− 1 représentant :
logP (Q′) dans
Z
NZ
où Q′ est un relevé quelconque de Q dans Ea,b(Fp[ε]).
Preuve. Soit Q′ un relevé de Q, on a Q′ = logP (Q′)P et, par projection, Q′ = logP (Q′)P . De
plus, le groupe Ea,b(Fp) est d'ordreN, donc pour tout entier k, (logP (Q′) + kN)P = Q.
L'application du lemme 3.3.3 nous donne la réduction énoncée au lemme 3.3.4.
Lemme 3.3.4 Soit un ensemble eﬀectif inﬁni (Iε, φIε) muni de la taille t2(p), le problème
Log(Ea,b(Fp), P ) paramétré par (p, a, b, P ) dans Iε se réduit au problème paramétré
Log(Ea,b(Fp[ε]), P ).
Preuve. Soit (p, a, b, P ) dans Iε, commençons par donner la réduction (A2,B2) de
Log (Ea,b(Fp), P ) vers Log (Ea,b(Fp)[ε], P ). Les algorithmes A2 et B2 sont numérotés algo-
rithmes 12 et 13 respectivement.
Algorithme 12 : A2
Entrées : (p, a, b, P ) dans Iε
Q = [x0, y0] ∈ ÊCp,a,b
Sortie : Q′ ∈ ÊCεp,a,b tel que Q′ = Q.
1. If x0 =∞
2. then Q′ := [∞, 0]
3. else if y0 = 0
4. then Q′ :=
[(
x0,−a1x0 + b13x20 + a0
)
, (y0, 0)
]
5. else Q′ :=
[
(x0, 0) ,
(
y0,
a1x0 + b1
2y0
)]
6. endif
7. endif
8. RETURN (Q′)
Pour une entrée ((p, a, b, P ), Q), l'algorithme A2 renvoie un relevé de Q dans Ea,b(Fp[ε]).
En eﬀet, y0 et 3x20+a0 ne peuvent s'annuler en même temps, donc Q′ est bien déﬁni. De plus,
les diﬀérentes sorties possibles Q′ vériﬁent toutes l'équation déﬁnissant Ea,b.
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Algorithme 13 : B2
Entrées : (p, a, b, P ) ∈ Iε
n ∈ Z
Sortie : n′ ∈ Z
1. N := Card(Ea,b(Fp))
2. n′ := n mod N
3. RETURN (n′)
Pour une entrée ((p, a, b, P ), n), l'algorithme B2 renvoie le reste de la division Euclidienne de
n par Card (Ea,b(Fp)).
Le couple d'algorithmes (A2,B2) est bien une réduction du problème paramétré
Log(Ea,b(Fp[ε]), P ) vers Log(Ea,b(Fp), P ).
En eﬀet, le lemme 3.3.3, nous assure que pour Q dans Ea,b(Fp), on a
logP (Q) = B
2
(
(p, a, b, P ), (logP (A
2 ((p, a, b, P ), Q)))
)
.
Evaluons, enﬁn, la complexité arithmétique de cette réduction, en négligeant le temps de
calcul de l'addition (cf. page 68). L'algorithme A2 nécessite dans le pire des cas une inversion,
une multiplication et un calcul de carré dans Fp. L'algorithme B2 a un temps d'exécution
polynomial en log(p) car l'algorithme de calcul de cardinal a une complexité en O(log4+²(p))
avec ² < 1 (cf. table 3.5).
La réduction
(
A2,B2
)
est donc polynomiale en t2(p) et résout le problème du logarithme
discret dans (Ea,b(Fp[ε]), P ) à partir d'une solution au problème du logarithme discret dans
(Ea,b(Fp), P ). Le résultat suit.
Illustrons le fonctionnement de cette seconde réduction par un exemple :
Exemple 3.3.2 Considérons encore une fois
(701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε))
dans Iε.
Soit Q = (340, 315) dans E333,394(F701). Calculons le logarithme discret de Q en base (42, 172)
avec l'aide d'un algorithme résolvant le problème du logarithme discret dans
E333+623ε,394+34ε(F701[ε]).
L'algorithme A2 calcule :
5. Q′ :=
(
340, 315 + (623× 340 + 34)(2× 315)−1ε) mod 701 = (340, 315 + 610ε).
L'algorithme A2 renvoie (340, 315 + 610ε), dont le logarithme discret en base P dans
E333+623ε,394+34ε(F701[ε]) est 393916.
Puis l'algorithme B2 prend en entrée (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) et
n = 393916. Son exécution donne :
1. N := 733
2. n := 393916 mod 733
3. RETURN (295).
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L'algorithme B2 renvoie 295, dont nous pouvons vériﬁer qu'il est bien le logarithme discret de
Q en base P par l'égalité :
295(42, 172) = (340, 315).
Les réductions des lemmes 3.3.2 et 3.3.4 nous donnent, ainsi, l'équivalence des problèmes de
logarithmes discrets recherchée :
Corollaire 3.3.1 Soit (p, a, b, P ) tels que :
 p est un nombre premier,
 a et b sont dans Fp[ε],
 Ea,b(Fp) est de cardinal premier disctinct de p.
les problèmes Log(Ea,b(Fp[ε]), P ) et Log(Ea,b(Fp), P ) paramétrés par (p, a, b, P ) sont équiva-
lents.
Preuve. Ce résultat se déduit des lemmes 3.3.2 et 3.3.4.
Cette équivalence a pour conséquence que :
 le problème du logarithme discret restera aussi diﬃcile sur Ea,b(Fp[ε]) que sur Ea,b(Fp).
Ainsi, tant qu'on ne trouve pas d'attaque générique de ce problème sur Ea,b(Fp), le problème
reste diﬃcile à résoudre sur Ea,b(Fp[ε]) ;
 le problème du logarithme discret est aussi facile sur Ea,b(Fp[ε]) que sur Ea,b(Fp).
Ainsi, une méthode pour trouver une attaque de ce problème sur Ea,b(Fp) peut être d'en
chercher une sur Ea,b(Fp[ε]).
Comparons maintenant les problèmes Calculatoires de Diﬃe Hellman (introduits dans la sec-
tion 1.3.5) sur Ea,b(Fp) et Ea,b(Fp[ε]). S'agissant là encore de problèmes calculatoires, comme
dans le cas du problème du logarithme discret, on obtient une équivalence. Nous en précisons
les réductions dans le paragraphe suivant :
Equivalence des problèmes CDH
Commençons par la réduction la moins évidente, celle de CDH(Ea,b(Fp[ε]), P ) vers
CDH(Ea,b(Fp), P ).
Dans ce cas, la diﬃculté consiste à calculer le composé de Diﬃe-Hellman de base P dans
Ea,b(Fp[ε]) à partir du composé de Diﬃe-Hellman de base P dans Ea,b(Fp). Pour cela, nous
allons utiliser l'isomorphisme Λ du lemme 2.2.6 pour établir une relation entre les composés de
Diﬃe-Hellman dans Ea,b(Fp[ε]), Ea,b(Fp) et Fp. Le composé de Diﬃe-Hellman dans Fp étant
facile à calculer, nous montrerons ensuite que cette relation, nous permet de construire une
réduction en temps polynomial en t2(p) de CDH(Ea,b(Fp[ε]), P ) vers CDH(Ea,b(Fp), P ).
Cette relation est analogue au théorème chinois des restes. Elle est établie dans le lemme 3.3.5,
puis les considérations eﬀectives sont étudiées dans le lemme 3.3.6.
Lemme 3.3.5 Soit (p, a, b, P ) dans Iε, soit A et B dans Ea,b(Fp[ε]), le composé de Diﬃe-
Hellman de A et B en base P est :
λ
(
CDHP (A,B)
)
+Θ
(
N′
dNAcdNBc
dNP c
)
.
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Preuve. Notons C le composé de Diﬃe-Hellman de A et B en base P .
D'après l'isomorphisme déﬁni dans le lemme 2.2.6, on a :
C = Λ−1 (Λ(C))
= Λ−1
(
C, dNN′Cc)
= λ
(
C
)
+Θ
(dNN′Cc)
= λ
(
C
)
+Θ
(
N′dNCc) (3.1)
De plus, pour α et β tels que A = αP et B = βP , on a : C = αβP . Donc on trouve les
relations suivantes :
C = αβP avec A = αP et B = βP
et
dNCc = αβdNP c avec dNAc = αdNP c et dNBc = βdNP c.
Ainsi, on a :
C = CDHP (A,B) (3.2)
et
dNP cdNCc = αdNP cβdNP c
= dNAcdNBc. (3.3)
En utilisant les relations 3.1, 3.2 et 3.3, on obtient l'égalité recherchée.
Le lemme 3.3.5 nous permet de calculer facilement le composé de Diﬃe-Hellman de A et B
en base P à partir du composé de Diﬃe-Hellman de A et B en base P . En eﬀet, toutes les
expressions du type dNN′P c sont faciles à calculer.
L'application du lemme 3.3.5 nous donne alors la réduction énoncée au lemme 3.3.6
Lemme 3.3.6 Soit un ensemble eﬀectif inﬁni (Iε, φIε) muni de la taille t2(p), le problème
CDH(Ea,b(Fp[ε]), P ) paramétré par (p, a, b, P ) dans Iε se réduit au problème paramétré
CDH(Ea,b(Fp), P ).
Preuve. Soit (p, a, b, P ) dans Iε, commençons par donner la réduction (A3,B3) de
CDH(Ea,b(Fp[ε]), P ) vers CDH(Ea,b(Fp), P ).
Cette réduction est du même type que la réduction
(
A1,B1
)
. En eﬀet, le premier algorithme
renvoie les projections des entrées A et B et le second calcule le composé de Diﬃe-Hellman
de A et B à partir de la relation 3.3.5 enoncée dans le lemme 3.3.5.
Les algorithmes A3 et B3 sont numérotés algorithmes 14 et 15 respectivement.
Algorithme 14 : A3
Entrées : (p, a, b, P ) dans Iε
A ∈ ÊCεp,a,b
B ∈ ÊCεp,a,b
Sortie : Q ∈ ÊCp,a,b
1. A := A1(p, a, b, P,A)
1. B := A1(p, a, b, P,B)
2. RETURN (A,B)
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Total
Décompte des opérations I M Complexité arithmétique
1 : Card O(log4+²(p))
2 : I 1 0 O(1)
3, 4, 5 : Mult O(log(N)) = O(log(p))
6 : I M M 1 2 O(1)
7 : Lambda−1p,a,b O(log(N)) = O(log4+²(p))
Tab. 3.6  Calcul de complexité arithmétique de B3.
Pour une entrée ((p, a, b, P ), A,B), l'algorithme A3 renvoie A et B dans Ea,b(Fp).
Algorithme 15 : B3
Entrées : (p, a, b, P ) dans Iε
A ∈ ÊCεp,a,b
B ∈ ÊCεp,a,b
C ∈ ÊCp,a,b
Sortie : C ′ ∈ ÊCεp,a,b
1. N := Card(Ea,b(Fp))
2. N′ := N−1 mod p
3. kA := dNAc
4. kB := dNBc
5. kP := dNP c
6. k := N′kA × kB/kP mod p
7. C ′ := Lambda−1p,a,b(C, k)
8. RETURN (C ′)
Pour une entrée ((p, a, b, P ), A,B,C), l'algorithme B3 renvoie λ(C) + Θ(k) où k vaut
N′
dNAcdNBc
dNP c dans Fp.
Vériﬁons que ce couple d'algorithmes est bien une réduction des problèmes paramétrés
CDH(Ea,b(Fp[ε]), P ) vers CDH(Ea,b(Fp), P ).
Pour cela, le lemme 3.3.5, nous assure que pour Q dans Ea,b(Fp[ε]), on a
CDHP (A,B) = B3
(
(a, b, p, P ), CDHP
(
A3 ((a, b, p, P ), A,B)
))
.
Evaluons ensuite le temps de calcul arithmétique de cette réduction. L'algorithme A3 a la même
complexité que l'algorithme A1 et ne nécessite aucune opération dans Fp et l'algorithme B3
a un temps d'exécution polynomial en log(p) d'après le décompte des opérations présenté
dans la table 3.6 (I et M y représentent les opérations d'inversion et de multiplication dans
Fp i.e. modulo p). Les complexités arithmétiques des algorithmes Card, Mult et Lambda−1p,a,b
proviennent des résultats exposés pages 64 et 71.
La réduction (A3,B3) est donc polynomiale en t2(p) et résout le problème calculatoire de
Diﬃe-Hellman dans (Ea,b(Fp[ε]), P ) à partir d'une solution du problème calculatoire de Diﬃe-
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Hellman dans (Ea,b(Fp), P ). Le résultat suit.
Illustrons le fonctionnement de cette réduction par un exemple :
Exemple 3.3.3 Reprenons l'exemple de la courbe d'équation
y2 = x3 + (333 + 623ε)x+ 394 + 34ε
dans F701. Le groupe E333,394(F701) est toujours d'ordre 733.
L'élément P = (42+137ε, 172+464ε) est un générateur du groupe E333+623ε,394+34ε(F701[ε]).
Considérons donc (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) dans Iε.
Soit A = 385686P = (515 + 687ε, 276 + 88ε) et B = 449730P = (247 + 269ε, 126 + 319ε).
Calculons le composé de Diﬃe-Hellman de A et B en base P sachant que dans E333,394(F701),
le composé de Diﬃe-Hellman de A et B en base P est
C = 385686× 449730(42, 172) = (398, 60).
L'algorithme A3 renvoie : A = (515, 276) et B = (247, 126).
Puis l'algorithme B3 prend en entrée (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)),
A = (515 + 687ε, 276 + 88ε), B = (247 + 269ε, 126 + 319ε) et C = (398, 60).
Son exécution donne :
1. N := 733
2. N′ := 733−1 mod 701 = 241
3. kA := d733(515 + 687ε, 276 + 88ε)c = dO92c = 92
4. kB := d733(247 + 269ε, 126 + 319ε)c = dO325c = 325
5. kP := d733(42 + 137ε, 172 + 464ε)c = dO145c = 145
6. k := 241× 92× 325/145 mod 701 = 505
7. C ′ := Lambda((398, 60), 505) = (398 + 661ε, 60 + 412ε)
8. RETURN (398 + 661ε, 60 + 412ε).
L'algorithme B3 renvoie (398 + 661ε, 60 + 412ε), dont nous pouvons vériﬁer qu'il est bien le
composé de Diﬃe-Hellman de A et B en base P par l'égalité :
385686× 449730(42 + 137ε, 172 + 464ε) = (398 + 661ε, 60 + 412ε).
Etablissons maintenant la réduction inverse, à savoir de CDH(Ea,b(Fp), P ) vers
CDH(Ea,b(Fp[ε]), P ).
Dans ce cas, la diﬃculté consiste à reconstituer une entrée du problème CDH dans Ea,b(Fp[ε])
à partir d'une entrée du problème CDH dans Ea,b(Fp). Pour cela, le lemme 3.3.7 nous indique
que pour une entrée A,B dans Ea,b(Fp) nous pouvons choisir comme entrée dans Ea,b(Fp[ε])
deux relevés quelconques A′ et B′ de A et B.
Cette propriété est établie dans le lemme 3.3.7, puis les considérations eﬀectives, qui en dé-
coulent, sont étudiées dans le lemme 3.3.8.
Lemme 3.3.7 Soit (p, a, b, P ) dans Iε, soit A et B dans Ea,b(Fp), on a :
 P est un générateur de Ea,b(Fp) ;
 le composé de Diﬃe-Hellman de A et B en base P est la projection de CDHP (A′, B′)
dans Ea,b(Fp[ε]) ; où A′ et B′ sont des relevés quelconques de A et B respectivement dans
Ea,b(Fp[ε]). Soit :
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CDHP (A,B) = CDHP (A′, B′) avec A′ = A et B′ = B.
Preuve. Soit A′ et B′ deux relevés de A et B. Ils vériﬁent A′ = A et B′ = B. Posons
C ′ = CDHP (A′, B′). On a C ′ = αβP où A′ = αP et B′ = βP . Par projection, C ′ = αβP
avec A′ = αP et B′ = βP .
Donc, on a bien :
C ′ = αβP avec A = αP et B = βP .
Ce qui prouve le lemme.
L'application du lemme 3.3.7 nous donne la réduction énoncée au lemme 3.3.8.
Lemme 3.3.8 Soit un ensemble eﬀectif inﬁni (Iε, φIε) muni de la taille t2(p), le problème
CDH(Ea,b(Fp), P ) paramétré par (p, a, b, P ) dans Iε se réduit au problème paramétré
CDH(Ea,b(Fp[ε]), P ).
Preuve. Soit (p, a, b, P ) dans Iε, commençons par donner la réduction (A4,B4) de
CDH
(
Ea,b(Fp), P
)
vers CDH (Ea,b(Fp)[ε], P ). Cette réduction est du même type que la ré-
duction (A2,B2). En eﬀet, la première consiste à calculer des relevés de A et B et la seconde
à calculer le reste de la division euclidienne du résultat par N.
On trouve donc pour les algorithmes A4 et B4, numérotés algorithmes 16 et 17 respectivement.
Algorithme 16 : A4
Entrées : (a, b, p, P ) dans Iε
A ∈ ÊCp,a,b
B ∈ ÊCp,a,b
Sortie : A′ ∈ ÊCεp,a,b tel que A′ = A.
B′ ∈ ÊCεp,a,b tel que B′ = B.
1. A′ = A2((a, b, p, P ), A)
2. B′ = A2((a, b, p, P ), B)
3. RETURN (A′, B′)
Pour une entrée (A,B) l'algorithme A4 renvoie deux relevés A′ et B′ de A et B respectivement.
Algorithme 17 : B4
Entrées : (p, a, b, P ) ∈ Iε
C ′ ∈ ÊCεp,a,b
Sortie : C ∈ ÊCp,a,b
1. C = A1((p, a, b, P ), C ′)
2. RETURN (C)
L'algorithme B4 est identique à l'algorithme A1 ; il renvoie la projection sur Ea,b(Fp) de l'élé-
ment C ′.
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Le couple d'algorithmes (A4,B4) est bien une réduction des problèmes paramétrés
CDH(Ea,b(Fp[ε]), P ) vers CDH(Ea,b(Fp), P ).
En eﬀet, le lemme 3.3.7, nous assure que pour (A,B) dans Ea,b(Fp), on a
CDHP (A,B) = B
4
(
(a, b, p, P ), (CDHP (A4 ((a, b, p, P ), A,B)))
)
.
Comme la réduction
(
A2,B2
)
,
(
A4,B4
)
est polynomiale en t2(p) (cf. page 76). De plus, elle
résout le problème calculatoire de Diﬃe-Hellman dans (Ea,b(Fp[ε]), P ) à partir d'une solution
au problème calculatoire de Diﬃe-Hellman dans (Ea,b(Fp), P ). Le résultat suit.
Illustrons le fonctionnement de cette seconde réduction par un exemple :
Exemple 3.3.4 Soit (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) dans Iε.
Donc, le point (42, 172) est générateur de E333,394(F701). Soit A = (453, 36) et B = (294, 611)
dans E333,394(F701). Calculons le composé de Diﬃe-Hellman de A et B en base (42, 172) à
l'aide de la réduction (A4,B4).
L'algorithme A4 calcule :
1. A′ :=
(
453− (623× 453 + 34)(3× 4532 + 333)−1ε, 36) mod 701 = (453 + 495ε, 36).
2. B′ :=
(
294− (623× 294 + 34)(3× 2942 + 333)−1ε, 611) mod 701 = (294 + 25ε, 611).
L'algorithme A4 renvoie ((453 + 495ε, 611) , (294 + 25ε, 36)).
Le composé CDH de ce couple en base P dans E333+623ε,394+34ε(F701[ε]) est
C ′ = (247 + 175ε, 126 + 287ε) car :
 A′ = 237108(42 + 137ε, 172 + 464ε),
 B′ = 63413(42 + 137ε, 172 + 464ε),
 C ′ = 237108× 63413(42 + 137ε, 172 + 464ε).
Puis l'algorithme B4 prend en entrée (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) et
C ′ = (247 + 175ε, 126 + 287ε).
Son exécution donne :
1. C := (247, 126)
L'algorithme B4 renvoie (247, 126), dont nous pouvons vériﬁer qu'il est bien le composé de
Diﬃe-Hellman de A et B en base P par les égalités :
 349(42, 172) = (453, 36) = A,
 375(42, 172) = (294, 611) = B,
 349× 375(42, 172) = 130875(42, 172) = (247, 126) = C
Les réductions des lemmes 3.3.6 et 3.3.8 nous donnent, ainsi, l'équivalence des problèmes CDH
recherchée :
Corollaire 3.3.2 Soit (p, a, b, P ) tels que :
 p est un nombre premier ;
 a et b sont dans Fp[ε] ;
 Ea,b(Fp) est de cardinal premier disctinct de p.
Les problèmes CDH(Ea,b(Fp[ε]), P ) et CDH(Ea,b(Fp), P ) paramétrés par (p, a, b, P ) sont équi-
valentes.
Preuve. Ce résultat se déduit des lemmes 3.3.6 et 3.3.8.
Cette équivalence a pour conséquence que :
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 le problème CDH restera aussi diﬃcile sur Ea,b(Fp[ε]) que sur Ea,b(Fp).
Ainsi, tant qu'on ne trouve pas d'attaque générique de ce problème sur Ea,b(Fp), le problème
reste diﬃcile à résoudre sur Ea,b(Fp[ε]) ;
 le problème CDH est aussi facile sur Ea,b(Fp[ε]) que sur Ea,b(Fp).
Ainsi, une méthode pour trouver une attaque de ce problème sur Ea,b(Fp) peut être d'en
chercher une sur Ea,b(Fp[ε]).
Dans la prochaine section, nous étudions le problème Décisionnel de Diﬃe-Hellman (introduit
dans la section 1.3.5) sur Ea,b(Fp) et nous montrons que celui-ci est facile à résoudre.
3.3.2 Problèmes décisionnels : DDH
Cette section aborde le problème décisionnel de Diﬃe-Hellman sur les groupes Ea,b(Fq[ε])
vériﬁant les conditions 1. et 2. énoncées page 72 ; à savoir :
1. N le cardinal de Epi(a),pi(b)(Fq) est un nombre premier diﬀérent de p ;
2. q = p, soit q est un nombre premier.
Nous allons montrer que ce problème est facile à résoudre.
Ce résultat paraît naturel dans la mesure où nous savons :
 qu'il existe un isomorphisme entre Ea,b(Fp[ε]) et Ea,b(Fp)×Fp calculable en temps polyno-
mial (cf. section 3.2) ;
 que le problème Décisionnel de Diﬃe-Hellman est trivial sur (Fp,+).
 que la nature décisonnelle de ce problème permet de conclure à une information surEa,b(Fp[ε])
à partir d'une information sur Fp.
Nous allons construire un distingueur résolvant le problème DDH(Ea,b(Fp[ε]), P ) paramétré
par (p, a, b, P ) dans Iε, puis nous allons montrer que son avantage est non négligeable.
Pour commencer, établissons la relation qui nous permettra de résoudre le problème DDH sur
Ea,b(Fp[ε]). Elle ﬁgure dans la preuve du lemme 3.3.5. Nous précisons cette relation dans le
corollaire 3.3.3.
Corollaire 3.3.3 Soit (p, a, b, P ) dans Iε, soit A, B et C dans Ea,b(Fp[ε]). Si A = αP ,
B = βP et C = αβP , alors ces éléments vériﬁent :
dNP cdNCc = dNAcdNBc (3.4)
Preuve.
L'élément C est le composé de Diﬃe-Hellman de A et B en base P . Le résultat provient alors
de la relation 3.3 établie dans la preuve du lemme 3.3.5.
Nous pouvons maintenant considérer les aspects eﬀectifs de ce problème.
Commençons par construire un distingueur du problème DDH utilisant le corollaire 3.3.3.
L'idée est la suivante : si des éléments P ,A,B et C choisis au hasard dans un groupeEa,b(Fp[ε])
vériﬁent la relation 3.4, alors il est plus probable que C soit le composé de Diﬃe-Hellman de
A et B en base P que s'il ne la vériﬁe pas.
On obtient ainsi le distingueur DDDH , déﬁni par l'algorithme 18, dont nous calculons l'avan-
tage en fonction des paramètres (p, a, b, P ) et dont nous montrons qu'il s'exécute en temps
polynomial (en t2(p)).
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Algorithme 18 : DDDH
Entrées : (p, a, b, P ) ∈ Iε
P ∈ ÊCεp,a,b
A ∈ ÊCεp,a,b
B ∈ ÊCεp,a,b
C ∈ ÊCεp,a,b
Sortie : δ ∈ {0, 1}
1. N := Card(Ea,b(Fp))
2. N′ := N−1 mod p
3. kP := dNP c
4. kA := dNAc
5. kB := dNBc
6. kC := dNCc
7. k := kA × kB mod p
8. k′ := kC × kP mod p
9. If k = k′ mod p
10. then δ := 1
11. else δ := 0
12. endif
13. RETURN (δ)
Proposition 3.3.1 Soit (p0, a0, b0, P0) dans Iε. Soit DDDH le distingueur déﬁni par l'algo-
rithme 18. Notons :
Adv
DDH(p0,a0,b0,P0)
DDDH =∣∣∣Pr(DDDH(x) = 1 : x u←− Rand(p0, a0, b0, P0))− Pr(DDDH(x) = 1 : x u←− DH(p0, a0, b0, P0))∣∣∣
On a :
Adv
DDH(p0,a0,b0,P0)
DDDH = 1−
1
p0
.
Preuve.
Tout d'abord, il est évident que :
Pr
(
DDDH(x) = 1 : x u←− DH(p0, a0, b0, P0)
)
= 1. (3.5)
En eﬀet, si x = (p0, a0, b0, P0, A,B,C) est dans DH(p0, a0, b0, P0), alors A, B et C vériﬁent la
relation 3.4 et le distingueur DDDH renvoie 1 (étape 10 ).
Calculons, maintenant, la probabilité que le distingueur renvoie 1 lorsque
x = (p0, a0, b0, P0, A,B,C) est choisi uniformément dans Rand(p0, a0, b0, P0). On trouve :
Pr
(
DDDH(x) = 1 : x u←− Rand(p0, a0, b0, P0)
)
(3.6)
= Pr
(
dNP0cdNCc = dNAcdNBc : (p0, a0, b0, P0, A,B,C) u←− Rand(p0, a0, b0, P0)
)
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Les éléments A, B et C sont choisis uniformément dans Ea0,b0(Fp0). L'isomorphisme Λ déﬁni
dans le lemme 2.2.6 nous assure qu'alors les variables aléatoires dNAc , dNBc et dNCc sont
distribuées uniformément dans J0, p− 1K.
De plus, la valeur non nulle dNP0c dépend uniquement de (p0, a0, b0, P0) et la relation 3.6
devient :
Pr
(
DDDH(x) = 1 : x u←− Rand(p0, a0, b0, P0)
)
= Pr
(
z = xy : (x, y, z) u←− J0, p0 − 1K3) (3.7)
Considérons donc l'expérience aléatoire consistant à choisir uniformément trois entiers x, y et
z entre 0 et p0 − 1, on trouve :
Pr (z = xy) =
p0−1∑
i=0
Pr (xy = z|z = i)× Pr(z = i)
=
p0−1∑
i=0
(
Pr (xy = i)× 1
p0
)
=
1
p0
×
p0−1∑
i=0
Pr (xy = i)
=
1
p0
× 1 = 1
p0
. (3.8)
Ainsi, d'après les relations 3.5, 3.7 et 3.8, on obtient la relation souhaitée :
Adv
DDH(p0,a0,b0,P0)
DDDH = 1−
1
p0
.
Illustrons le fonctionnement et l'eﬃcacité de ce distingueur sur un exemple :
Exemple 3.3.5 Soit (701, 333 + 623ε, 394 + 34ε, (42 + 137ε, 172 + 464ε)) dans Iε.
Notons P = (42 + 137ε, 172 + 464ε). On choisit A = 177242P = (443 + 49ε, 17 + 279ε) et
B = 461254P = (691 + 576ε, 565 + 74ε).
Le distingueur DDH calcule :
1. N = 733
2. N′ = 733−1 mod 701 = 241
3. kP = d733(42 + 137ε, 172 + 464ε)c = dO145c = 145
4. kA = d733(443 + 49ε, 17 + 279ε)c = dO28c = 28
5. kB = d733(691 + 576ε, 565 + 74ε)c = dO121c = 121
6. kC = dNCc
7. k = 28× 121 mod 701 = 584
8. k′ = 145kC mod 701
Or 584/145 mod 701 = 589. Donc, on a :
 si kC = 589, le distingueur renvoie 1 ;
 sinon , le distingueur renvoie 0.
De plus, le cardinal de E333+623ε,394+34ε(F701) est premier distinct de 701, et d'après le co-
rollaire 2.2.2 les groupes E333+623ε,394+34ε(F701[ε]) et E333+623ε,394+34ε(F701)× F701 sont iso-
morphes. On remarque également, avec les notations du lemme 2.2.6 que Λ(C) =
(
C,N′kC
)
.
Or on calcule N′ = 733−1 mod 701 = 241 et N′kC = 241× 589 mod 701 = 347.
L'isomorphisme Λ nous assure qu'il existe exactement N éléments C parmi les Np éléments
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de E333+623ε,394+34ε(F701[ε]) tels que dNN′Cc = 347, (soit 733 sur 513833).
Donc le distingueur DDDH renvoie 1 dans environ 0.14% des cas et son avantage pour cette
courbe est d'environ :
Adv
DDH(701,333+623ε,394+34ε,(42+137ε,172+464ε))
DDDH
' 1− 0.0014
' 0.9986.
Nous en déduisons que le problème DDH est facile à résoudre sur les courbes elliptiques sur
des anneaux de nombres duaux dans le corollaire 3.3.4.
Corollaire 3.3.4 Soit (p, a, b, P ) tels que :
 p est un nombre premier ;
 a et b sont dans Fp[ε] ;
 Ea,b(Fp) est de cardinal premier disctinct de p.
Le problème DDH(Ea,b(Fp[ε]), P ) paramétré par (p, a, b, P ) est facile à résoudre.
Preuve. Nous devons montrer qu'il existe un distingueur de ce problème s'exécutant en temps
polynomial (en t2(p)) dont l'avantage est non négligeable.
La proposition 3.3.1 donne ce distingueur et calcule son avantage. Il reste alors à évaluer son
temps de calcul.
Le décompte des opérations est eﬀectué dans la table 3.7 et nous donne le résultat recherché.
Total
Décompte des opérations I M Complexité arithmétique
1 : Card O(log4+²(p))
2 : I 1 0 O(1)
3, 4, 5, 6 : Mult O(log(N)) = O(log(p))
7, 8 : M, M 0 2 O(1)
Tab. 3.7  Calcul de complexité arithmétique de DDDH .
Ce résultat peut s'étendre à toutes les courbes elliptiques déﬁnies sur des anneaux Fp[ε], car :
 si le cardinal de Ea,b(Fp) n'est pas premier mais reste premier avec p, le même distingueur
DDDH s'exécute toujours et garde les mêmes propriétés ;
 si le cardinal de Ea,b(Fp) est divisible par le nombre premier p, nous allons voir dans la
section suivante (partie 4.1) qu'alors le problème du logarithme discret est facile à résoudre.
Donc, a fortiori le problème Décisionnel de Diﬃe Hellman l'est.
Chapitre 4
Applications cryptographiques de
Ea,b(Fp[ε])
Dans ce chapitre, nous utilisons les courbes elliptiques sur des nombres duaux à des ﬁns cryp-
tographiques.
L'étude de ces courbes nous a permis de développer une attaque du problème du logarithme
discret sur des courbes elliptiques de cardinal p à coeﬃcients non nuls. Celle-ci est exposée
dans la section 4.1. De telles attaques existent déjà (cf. [AS98], [Sem98] et [Sma99]). Celle que
nous exposons est particulièrement performante et facile à programmer.
Ensuite, nous avons utilisé ces courbes pour construire de nouveaux cryptosystèmes. Ceux-ci
ressemblent aux cryptosystèmes de type El Gamal. Nous les avons exposés dans la section 4.2
puis nous en avons étudié certaines propriétés de sécurité dans la section 4.3. Nous obtenons
ainsi un cryptosystème basé sur les courbes elliptiques sur des nombres duaux. Celui-ci est
OW-CPA, sous l'hypothèse que le générateur de courbes elliptiques utilisé renvoie des courbes
sur lesquelles le problème CDH est diﬃcile ; mais il n'est malheureusement pas IND-CPA.
4.1 Résolution du problème du logarithme discret
quand p divise N
Dans cette section, nous présentons une attaque du problème du logarithme discret sur les
courbes elliptiques dans Fp, à coeﬃcients non nuls et de cardinal N égal à p.
Pour cela, nous utiliserons les outils développés dans la section 2.2.4. En particulier, la fonc-
tion µ y est déﬁnie quand p divise N. Rappelons que cette fonction est un morphisme de
Ea,b(Fp) dans Fp. Cela va nous permettre de ramener le problème du logarithme discret de
(Ea,b(Fp),+) dans (Fp,+) où ce dernier est trivial.
Comme dans la section 3.3, nous restreignons notre étude aux corps ﬁnis de cardinal premier
diﬀérent de 2 et 3. La condition p divise N se ramène alors, à une exception près, au cas où
N égale p.
En eﬀet, d'après le théorème de Hasse (cf. [Sil85, p.131] ou [Joy95, p.55]), N appartient à
l'intervalle [p+ 1− 2√p, p+ 1 + 2√p]. Il est alors facile de constater que, pour p strictement
supérieur à 5, cet intervalle ne contient qu'un seul entier divisible par p : p. L'étude du cas
p = 5 montre alors qu'il n'existe qu'une seule courbe elliptique dans F5 de cardinal divisible
89
90 CHAPITRE 4. APPLICATIONS CRYPTOGRAPHIQUES
par 5 mais diﬀérent de 5 : la courbe d'équation y2 = x3 + 3x (cf Annexe B.2).
Ainsi, dans cette section uniquement, p est un nombre premier distinct de 2, 3 et 5 ; de plus
a et b sont des éléments de F∗p tels que le cardinal N de Ea,b(Fp) soit égal à p.
Nous supposerons vraie la conjecture suivante dont nous n'avons trouvé aucun contre-exemple
parmi toutes les courbes concernées déﬁnies sur Fp avec p < 211 soit au total 8218 courbes.
Conjecture.
Soit p un nombre premier strictement supérieur à 5, soient a′ = a0 + a1ε et b′ = b0 + b1ε avec
a0, b0 dans F∗p et a1, b1 dans Fp tels que :
 Ea0,b0(Fp) soit de cardinal p,
 3b0a1 − 2a0b1 6= 0 (soit j non constant)
le groupe Ea′,b′(Fp[ε]) est cyclique.
Elle est nécessaire à la preuve du corollaire 4.1.1.
Corollaire 4.1.1 Considérons a et b non nuls dans Fp. Soit P et Q deux éléments non neutres
de Ea,b(Fp). Il existe a′ et b′ dans Fp[ε], tels que pour tout P ′ et Q′ relevés de P et Q dans
Ea′,b′(Fp[ε]), on ait :
dNP ′c 6= 0 et logP (Q) est le plus petit entier compris entre 1 et p− 1 représentant
dNQ′c
dNP ′c .
Preuve. En supposant vraie la conjecture précédente, il existe a′ et b′ tels que Ea′,b′(Fp[ε])
soit cyclique.
Considérons alors P ′ et Q′ relevés de P et Q dans Ea′,b′(Fp[ε]) et G un générateur de
Ea′,b′(Fp[ε]). On a P ′ = αG avec α dans J1, p2 − 1K.
Supposons que l'on ait dpP ′c = 0, alors on a pαG = Θ(0) et p2 divise pα, soit α = α′p.
Ainsi on a P = P ′ = α′pG = O car N = p. Cela est impossible car P est non neutre. Donc
dNP ′c 6= 0.
Tout élément non neutre d'un groupe d'ordre premier est générateur de ce groupe. Donc
P engendre Ea,b(Fp) et Q = logP (Q)P avec logP (Q) dans J1, p − 1K. On obtient, avec
les notations du lemme 2.2.10, µ(Q) = logP (Q)µ(P ). Ainsi, on a la relation dans Fp :
dNQ′c = logP (Q)dNP ′c. On en déduit le résultat.
Nous utilisons le corollaire 4.1.1 pour élaborer une attaque du problème du logarithme discret
sur les courbes elliptiques de cardinal premier p.
Nous procédons de la façon suivante. Soit P = [x0 : y0 : 1] et Q = [x′0 : y′0 : 1] deux points non
neutres dans Ea,b(Fp) :
 nous savons que la courbe Ea,b+ε(Fp[ε]) est cyclique ;
 on commence par calculer un relevé du point P sur Ea,b+ε(Fp[ε]) : on choisit le point P ′ de
coordonnées [x0 : y0 +
1
2y0
ε : 1].
 on calcule pP ′ ;
 si pP ′ = 0, alors la onjecture est fausse
 si pP ′ 6= O, alors la courbe Ea,b+ε(Fp[ε]) est cyclique.
 on choisit le relevé P ′ de P sur cette courbe ;
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 on choisit un relevé de Q sur cette courbe en posant Q′ = [x′0 : y′0 +
1
2y′0
ε : 1] ;
 les relevés choisis, on calcule pP ′ et pQ′ ;
 on obtient deux entiers κ et κ′ vériﬁant pP ′ = Θ(κ) et pQ′ = Θ(κ′) ;
 d'après le corollaire 4.1.1, le logarithme discret recherché est κ
′
κ
.
L'algorithme Attaquep,a,b (numéroté 19) accepte en entrée deux points P et Q de Ea,b(Fp) et
résout le problème du logarithme discret sur les courbes elliptiques de cardinal premier p. Il
procède de la façon décrite précédemment.
Algorithme 19 : Attaquep,a,b
Entrées : P = [x0, y0] ∈ Ea,b(Fp)
Q = [x′0, y′0] ∈ Ea,b(Fp)
Sortie : n tel que Q = nP .
1. r = (2y0)−1 mod p
2. r′ = (2y′0)−1 mod p
3. P ′ = [x0, y0 + rε]
4. κ = dpP ′c
5. If κ = 0
6. then print (La conjecture est fausse. Vériﬁer que a et b vériﬁent toutes les conditions.)
7. else Q′ = [x′0, y′0 + r′ε]
8. endif
9. κ′ = dpQ′c
10. n = κ′κ−1 mod p
11. RETURN n
Exemple.
Considérons la courbe E340,93(F701), et les points P = (68, 638) et Q = (357, 101).
1. r = (2× 638)−1 mod 701 = 395
2. r = (2× 101)−1 mod 701 = 59
3. P ′ = (68, 638 + 395ε) dans E340,93+ε(F701)
4. κ = d701(68, 638 + 395ε)c = dΘ(332)c = 332
5. On a κ 6= 0
7. donc Q′ = (357, 101 + 59ε) dans E340,93+ε(F701)
9. κ′ = d701(357, 101 + 59ε)c = dΘ(627)c = 627
10. n = 627× 332−1 mod 701 = 4
Nous pouvons vériﬁer l'égalité Q = 4P dans E340,93(F701). •
Nous avons testé cette attaque sur des courbes elliptiques de cardinal beaucoup plus élevé.
Nous avons pu constater que cette attaque est d'une grande eﬃcacité : à titre d'exemple, sur
une machine DELL 1950, 2×QuadCore, Intel, Intel(R), Xeon(R), CPUX5365, de 3.00 GHz
et 32 Gbytes de RAM, la programmation en langage maple de cette attaque sur la courbe
elliptique Ea,b(Fp) avec :
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a = 70707039812766414181560797856636965403898166889753060003649679
41639949400884267937687235100621595108808434905850229200709399
52337451879850992275608452368868008053091512469257595093748569
95275443872094466424131065245485448636989865403033446188149954
094296450482553264013990094654631105102467104063426090990424 ;
b = 72708182448976784394246480814843671971933020669651731513186934
49422212119777218917055741754412772328869050988091273423370986
30233794857582624132465295360439744130065800558010168539798057
78160597943946196605946095393942583975772597442741939948191933
927153897194323639410612455824101796756310512668994753942988 ;
p = 89884656743115795386465259539451236680898848947115328636715040
57886633790275048156635423866120376801056005693993569667882939
48844072083112464237153197704763812124095106653136423951722828
31258170394006880666525104168199662300324380783573178055218927
492513648137019361564954389195391900118466436533459110952453 ;
de taille 1024 (soit de l'ordre de 21024 ' 10308), de générateur :
P = (9435290852930286711773353877493783829844729421827428101311710
89445835941858990781349636103293766939850765337818306056923311
64748655241254938837157952951013692716737355712224187471605123
16076155527684409654570400238048201592216079014878388953289377
497192951799610058214534238513638832719506720989693260508872,
39762954454433767605185387100644982494645229455231103764604600
75680920434284467551983954159980261583596181563104869550061319
24795839145590024418749747738443955462526011221887359649184882
24721521937104522216932761684872947757965230219413687501533557
527470261660811213407582709433640147253517908312891882939350)
sur l'instance :
Q = (2512026111887290502845488203262209892050439585569374769741016
67949699097794293131930276978266381248183180862987975626608854
99308715393061920855375403800406809315052218800326285654854289
42593457685442089590085426572029313987521416061477395311994780
0487827999702289145144912323643819012105839623357542522693807,
85697654724924021715797265582700182877285739551963095610652558
88740211433479874066846721519731627161041892655381393742722529
99231251463619173252816201113331298799042984261519162584406187
53671899325676451150457223673527455207351036801294832478317009
704728780476170017922068147596957774263174574165244848647408)
nous a donné le logarithme discret recherché en 1, 21 secondes.
Il fallait trouver :
k = 44753980858354423535861646297540885362553562295198446713743391
94484178039089182579593972912638360985934176835145223233377333
02677346882406891304375147087752841459792695179933179726902092
52907654634574710447578676949707952759162934795108001824731806
372538281588905262449602032887557422124008717513348996003212.
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Total
Décompte des opérations I M Complexité arithmétique
1, 2, 10 : I, I, I M 3 1 O(1)
4, 9 : Mult O(log(p))
Tab. 4.1  Calcul de complexité arithmétique de Attaquep,a,b.
Nous avons eﬀectué dans la table 4.1 le décompte des opérations nécessaires à l'exécution de
l'algorithme Attaquep,a,b.
Nous constatons alors que cette attaque requiert un nombre de multiplications dans Fp majoré
par O(log(p)) ainsi que trois inversions dans Fp.
4.2 Nouveaux cryptosystèmes
Les courbes elliptiques sont prisées en cryptographie pour leur structure de groupe et pour
leur résistance aux attaques. En eﬀet, en l'an 2000, le problème du logarithme discret sur des
courbes elliptiques déﬁnies sur des corps de taille 160 bits était réputé aussi diﬃcile que le
problème RSA sur des clés de taille 1024 bits (cf. [LV00]).
Ceci dit, des attaques du logarithme discret sur certaines courbes elliptiques ont été menées à
bien : par exemple sur celles de cardinal N divisible par p, la caractéristique du corps de base
(cf. [Sem98], [AS98], [Sma99]), ou bien sur les courbes dites supersingulières (cf. [MOV91]).
D'autres attaques, applicables à un groupe quelconque, cassent la résistance de certaines
courbes : par exemple celles dont le cardinal N se décompose en facteurs premiers trop petits
sont vulnérables face à la méthode de Pohlig-Hellman (cf. [PH78]).
Engendrer des courbes elliptiques résistantes reste un problème d'actualité qui consiste, tant
qu'il n'a pas été prouvé quelles courbes sont sûres, à éviter les courbes dont on sait qu'elles ne
sont pas sûres. Dans le cadre de protocoles utilisant des courbes elliptiques (comme SSL), on
peut dire des courbes utilisées qu'elles sont bonnes, ce qui signiﬁe qu'on les suppose robustes
au problème DDH.
Notre propos ici n'est pas de donner une liste des courbes à éviter, ni de donner une déﬁnition
d'une bonne courbe.
Nous nous contenterons d'utiliser des courbes elliptiques dont le cardinal est un nombre pre-
mier distinct de p. Donnons la déﬁnition 4.2.1 d'un générateur de courbes elliptiques.
Déﬁnition 4.2.1 On appelle générateur de courbes elliptiques tout algorithme probabiliste
polynomial qui prend en entrée 1k dans 1∗ et qui renvoie un groupe eﬀectif représentant un
groupe du type Epi(a),pi(b)(Fp) et un élément P de Epi(a),pi(b)(Fp) tel que :
 p est un nombre premier vériﬁant t2(k) = blog2(p)c+ 1 = k ;
 a et b sont dans Fp ;
 #(Epi(a),pi(b)(Fp)) est un nombre premier distinct de p ;
 P est un générateur de Epi(a),pi(b)(Fp).
Remarque. Cette notion ne détermine pas si un générateur est un bon générateur, dans le
sens où l'on ne sait pas si les courbes qu'il fournit sont robustes ou non face aux problèmes
DL, CDH ou DDH.
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Nous allons nous servir d'un générateur de courbes elliptiques pour construire un générateur
de courbes elliptiques sur un anneau de type Fp[ε]. Nous l'appelons générateur de courbes
elliptiques sur un anneau de nombres duaux. Nous en donnons une déﬁnition en 4.2.2 qui ne
diﬀère de la déﬁnition 4.2.1 que par le type de groupe représenté et par la nature des éléments
a et b.
Déﬁnition 4.2.2 On appelle générateur de courbes elliptiques sur un anneau de nombres
duaux tout algorithme probabiliste polynomial qui prend en entrée 1k dans 1∗ et qui renvoie
un groupe eﬀectif représentant un groupe du type Ea,b(Fp[ε]) tel que :
 p est un nombre premier vériﬁant t2(k) = blog2(p)c+ 1 = k ;
 a et b sont dans Fp[ε] ;
 #(Epi(a),pi(b)(Fp)) est un nombre premier distinct de p ;
 P est un générateur de Ea,b(Fp[ε]).
A partir d'un générateur de courbes elliptiques, on peut construire un générateur de courbes
elliptiques sur un anneau de nombres duaux de diﬀérentes façons : les parties constantes des
coeﬃcients a et b peuvent être ﬁxées par le générateur de courbes elliptiques et les parties
inﬁnitésimales peuvent être choisies aléatoirement ou prendre une valeur particulière comme
0, a ou b. Il en est de même pour les coordonnées du point P engendrant le groupe.
Nous dirons alors d'un générateur de courbes elliptiques sur un anneau de nombres duaux
qu'il est issu d'un générateur de courbes elliptiques G si la courbe et le générateur de groupe
qu'il renvoie se projettent sur ceux renvoyés par le générateur G. C'est l'objet de la déﬁnition
4.2.3.
Déﬁnition 4.2.3 Soit G un générateur de courbes elliptiques, soit G′ un générateur de courbes
elliptiques sur un anneau de nombres duaux, on dit que G′ est issu de G s'il vériﬁe :
∀1k ∈ 1∗, ∀ρ ∈ {0, 1}∗, G′(1k; ρ) = (a, b, p,N, P )⇒ G(1k; ρ) = (pi(a), pi(b), p,N, P ).
Soit G un générateur de courbes elliptiques, nous retiendrons les constructions décrites par les
algorithmes 20 et 21.
Dans le cas de l'algorithme 20, les parties inﬁnitésimales des coeﬃcients a et b et de l'abscisse
du point P sont choisies aléatoirement (étapes 2. 4. et 6.). Nous noterons le cryptosystème
associé Wε.
Dans le cas de l'algorithme 21, seule la partie inﬁnitésimale de l'abscisse du point P est choisie
aléatoirement (étape 2.) ; les coeﬃcients de la courbe ont une partie inﬁnitésimale nulle. Nous
noterons le cryptosystème associé Wε0.
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Algorithme 20 : Gε
Entrée : 1k ∈ 1∗
Sortie : (p, a′, b′,N, P )
1. (p, a, b,N, (X0, Y0))←− G(1k)
2. a1 ←− J0, p− 1K
3. a′ := a+ a1ε
4. b1 ←− J0, p− 1K
5. b′ := b+ b1ε
6. X1 ←− J1, p− 1K
7. Y1 :=
(
(3X20 + a)X1 + a1X0 + b1
)
(2Y0)−1 mod p
8. P := (X0 +X1ε, Y0 + Y1ε)
9. RETURN (p, a′, b′,N, P )
Algorithme 21 : Gε0
Entrée : 1k ∈ 1∗
Sortie : (p, a, b,N, P )
1. (p, a, b,N, (X0, Y0))←− G(1k)
2. X1 ←− J1, p− 1K
3. Y1 := (3X20 + a)X1(2Y0)−1 mod p
4. P := (X0 +X1ε, Y0 + Y1ε)
5. RETURN (p, a, b,N, P )
Dans les deux cas, les parties constantes sont ﬁxées par le générateur de courbes elliptiques G
et les générateurs Gε et Gε0 sont issus de G.
Nous déﬁnissons alors les cryptosystèmesWε etWε0 sur un procédé de type El Gamal prenant
comme paramètres initiaux les courbes engendrées par Gε et Gε0 . Le texte clair est introduit
dans la partie inﬁnitésimale d'un point dont la projection dans Fp est choisie aléatoirement
(étape 2. de l'algorithme 23 pour EWε et de l'algorithme 26 pour EWε0).
Nous détaillons les trois algorithmes déﬁnissant le cryptosystème Wε dans la déﬁnition 4.2.4.
Déﬁnition 4.2.4 Soit G un générateur de courbes elliptiques, le cryptosystème
Wε =
(
KWε,EWε,DWε
)
déﬁni à partir de G est alors :
Algorithme 22 : KWε
Entrée : 1k ∈ 1∗
Sortie : ((p, a′, b′,N, P ),Pk, sk)
1. (p, a′, b′,N, P )←− Gε(1k)
2. sk←− J1,N− 1K
3. Pk := skpP
4. RETURN ((p, a′, b′,N, P ),Pk, sk)
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où Gε est déﬁni par l'algorithme 20.
Algorithme 23 : EWε
Entrées : 1k ∈ 1∗
((p, a′, b′,N, P ),Pk) ∈ PKWε(1k)
m ∈ J1, p− 1K
Sortie : (C1, C2)
1. r ←− J1,N− 1K
2. (x0, y0)←− Ea′,b′(Fp) \ {O}
3. y1 :=
(
m(3x20 + a
′
0) + a
′
1x0 + b
′
1
)
(2y0)−1 mod p
4. M := (x0 +mε, y0 + y1ε)
5. C2 := rPk+M
6. C1 := rpP
7. RETURN (C1, C2)
Algorithme 24 : DWε
Entrées : 1k ∈ 1∗
((p, a′, b′,N, P ), sk) ∈ SKWε(1k)
C = (C1, C2) ∈ Ea′,b′(Fp[ε])2
Sortie : m ∈ Fp
1. M := C2 − skC1 = (x0 +mε, y0 + y1ε)
2. RETURN m
Concernant le cryptosystème Wε0, seul le générateur de courbes elliptiques sur des nombres
duaux le diﬀérencie du cryptosystème Wε.
Nous détaillons les trois algorithmes déﬁnisssant le cryptosystèmeWε0 dans la déﬁnition 4.2.5,
dont les seules modiﬁcations avec le cryptosystème Wε se situent à l'étape 1. de l'algorithme
25 de génération de clés et à l'étape 3. de l'algorithme 26 de chiﬀrement ; les algorithmes 24
et 27 de déchiﬀrement restent identiques.
Déﬁnition 4.2.5 Soit G un générateur de courbes elliptiques, le cryptosystème
Wε0 =
(
KWε0 ,EWε0 ,DWε0
)
déﬁni à partir de G est alors :
Algorithme 25 : KWε0
Entrée : 1k ∈ 1∗
Sortie : ((p, a, b,N, P ),Pk, sk)
1. (p, a, b,N, P )←− Gε0(1k)
2. sk←− J1,N− 1K
3. Pk := skpP
4. RETURN ((p, a, b,N, P ),Pk, sk)
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où Gε0 est déﬁni par l'algorithme 21.
Algorithme 26 : EWε0
Entrées : 1k ∈ 1∗
((p, a, b,N, P ),Pk) ∈ PKWε0 (1k)
m ∈ J1, p− 1K
Sortie : (C1, C2)
1. r ←− J1,N− 1K
2. (x0, y0)←− Epi(a),pi(b)(Fp) \ {O}
3. y1 := m(3x20 + a)(2y0)−1 mod p
4. M := (x0 +mε, y0 + y1ε)
5. C2 := rPk+M
6. C1 := rpP
7. RETURN (C1, C2)
Algorithme 27 : DWε0
Entrées : 1k ∈ 1∗
((p, a, b,N, P ), sk) ∈ SKWε0 (1k)
C = (C1, C2) ∈ Ea′,b′(Fp[ε])2
Sortie : m ∈ Fp
1. M := C2 − skC1 = (x0 +mε, y0 + y1ε)
2. RETURN m
Les cryptosystèmes Wε et Wε0 ressemblent au système de chiﬀrement El Gamal déﬁni sur un
groupe de type Ea,b(Fp[ε]). Ce qui les en distingue est le procédé de codage du texte clair : s'il
s'agissait du chiﬀrement El Gamal, le texte clair serait constitué de la variable M introduite
dans les algorithmes de chiﬀrement 23 et 26. Or dans les cas des cryptosystèmes Wε et Wε0,
le texte clair ne constitue que la partie inﬁnitésimale de l'ordonnée de cette variable M .
Ainsi, nous ne pouvons utiliser les résultats généraux obtenus sur les propriétés de sécurité
des systèmes de chiﬀrement de type El Gamal (exposés dans [Poi02b, p.40-41]).
Dans la section 4.3, nous allons étudier minutieusement certaines propriétés de sécurité du
cryptosystème Wε0. Quant au cryptosystème Wε, il généralise le cryptosystème Wε0 dans la
mesure où les coeﬃcients de la courbe Ea,b(Fp[ε]) utilisée, sont dans Fp[ε] dans le premier cas
et restent dans Fp dans le second cas. Ainsi, l'étude du cryptosystème Wε0 nous donne une
étude du cryptosystème Wε sur une partie de ces instances.
4.3 Sécurité du cryptosystème Wε0 : étude et preuve
Dans cette section, nous étudions certaines propriétés de sécurité du cryptosystème Wε0. La
partie 4.3.1 traite de son unidirectionnalité puis la partie 4.3.2 traite de son indistinguabilité.
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Dans la sous-section 4.3.1, nous montrons que le cryptosystème Wε0 déﬁni à partir d'un gé-
nérateur de courbes elliptiques G est OW-CPA si l'on suppose que le problème CDH sur les
courbes qu'il renvoie est diﬃcile à résoudre. Dans un premier temps, nous expliquons briève-
ment pourquoi Wε0 vériﬁe cette propriété. Puis, nous montrons ce résultat dans la proposition
4.3.1.
Dans la sous-section 4.3.2, nous montrons que le cryptosystème Wε0 n'est pas IND-CPA quel
que soit le générateur de courbes elliptiques utilisé comme primitive.
Dans un premier temps, nous expliquons brièvement pourquoi le cryptosystème Wε0 ne peut
être IND-CPA. Puis, nous construisons un IND-CPA adversaire noté A0 contre Wε0, dont
nous évaluons dans la proposition 4.3.2 l'avantage sur une courbe elliptique ﬁxée. Enﬁn, nous
montrons dans le corollaire 4.3.1 qu'un générateur de courbes elliptiques ne peut renvoyer de
courbe sur laquelle cet avantage serait nul.
Autrement dit, nous exhibons un adversaire IND-CPA dont l'avantage sur le cryptosystème
Wε0 est non nul.
4.3.1 Unidirectionnalité : OW CPA
La sécurité des cryptosystèmes de type Wε et Wε0 repose sur le codage choisi. Pour expliquer
ce propos, utilisons les notations de la section 4.2 et rappelons succintement que m représente
le clair et M le codage de m en un point de la courbe.
En eﬀet, les résultats obtenus sur l'unidirectionnalité (OneWayness abrégé par OW) des cryp-
tosystèmes de type El Gamal (exposés dans [Poi02b, p.40]) montrent, dans le cas d'un groupe
Ea,b(Fp[ε]), qu'il est aussi diﬃcile de retrouver M à partir de Pk, C1 et C2 que de calculer le
CDH en base P de deux éléments de Ea,b(Fp[ε]).
Dans le cas des cryptosystèmes Wε et Wε0, le clair m constitue seulement la partie inﬁnitési-
male de l'abscisse de l'élément M écrit sous la forme M = [x : y : 1] (soit x = x0 +mε). La
question est donc : peut-on retrouver m à partir de Pk, C1 et C2 sans nécessairement calculer
M ? Autrement dit, est-il aussi diﬃcile de calculer M que m ? On sait que connaître M c'est
en particulier connaître m ; mais est-il possible de retrouver M à partir de m ?
Dans le cas du cryptosystème Wε0, l'étude eﬀectuée en section 2.2 nous permet de répondre
positivement à cette question : à partir du lemme 2.2.9, y0 est déterminé par Λ(C2) et m. Il
n'existe alors au plus que trois éléments M susceptibles de coder le clair m à C2 ﬁxé. Ainsi il
est possible de retrouver M à partir de m avec une probabilité supérieure à 1/3.
Dans le cadre de la preuve de sécurité de la proposition 4.3.1, on utilise cette remarque pour
calculer le CDH de deux points de Epi(a),pi(b)(Fp), à partir de Pk, C1, C2 et m. Ce résultat est
énoncé dans le lemme 4.3.1 dont les hypothèses correspondent au contexte rencontré plus tard
dans la preuve de sécurité de la proposition 4.3.1.
Lemme 4.3.1 Soit a et b deux éléments de Fp de taille k, P générateur de Epi(a),pi(b)(Fp), P ′
et C2 dans Ea,b(Fp[ε]) avec P ′ = P , soit α et β dans J1,N− 1K.
Posons C1 = Λ−1(pβP, 0) et m = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)), alors il existe au
triplet (x0, y0, y1) tel que :
αβP = κC2 − (x0 +mε, y0 + y1ε) où κ = p−1 mod N. (4.1)
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Ce triplet est solution du système
y0 =
−m
2dNN′C2c
x30 + ax0 + b = y
2
0
y1 =
m(3x02 + a)
2y0
(4.2)
qui admet au plus trois solutions.
Preuve. Commençons par remarquer que le système 4.2 d'équations d'inconnues (x0, y0, y1)
admet au plus trois solutions.
`
En eﬀet, la première équation d'inconnue y0 admet une unique solution. En remplaçant
y0 par cette solution dans la deuxième équation, on obtient un polynôme univarié de
degré 3. La deuxième équation d'inconnue x0 admet alors au plus 3 solutions. Enﬁn, en
remplaçant dans la dernière équation, y0 par l'unique solution de la première équation
et x0 par chacune des solutions de la deuxième équation, on obtient trois équations d'in-
connues y1 admettant chacune une solution.
a
Posons maintenant M = C2−αC1 et montrons qu'il existe (x0, y0, y1) vériﬁant la relation 4.1.`
On a m = DWε0 (1k, (p, a, b,N, P ′), α), (C1, C2)), donc il existe (x0, y0, y1) tels que :
M = (x0 +mε, y0 + y1ε) avec
{
x30 + ax0 + b− y20 = 0
2y0y1 = (3x20 + a)m.
De plus, on a C2 −M = αC1 = αΛ−1 (βpP, 0) = Λ−1 (αβpP, 0).
Donc, on a C2 −M = αβpP dans Epi(a),pi(b)(Fp), d'où αβP = κC2 −M avec κ = p−1
mod N.
a
Enﬁn, montrons que y0 = − m2dNN′C2c .`
Pour cela, remarquons que :
dNN′C2c = −m2y0 .
En eﬀet, on a les relations :
dNN′C2c = dNN′αC1c+ dNN′Mc = dNN′αΛ−1(βpP, 0)c+ dNN′Mc
= pdNN′αΛ−1(βP, 0)c+ dNN′Mc = dNN′Mc.
Or d'après le lemme 2.2.9, on a dNN′Mc = −m
2y0
. On montre ainsi la relation
y0 = − m2dNN′C2c .
a
On obtient alors le résultat recherché.
Exemple. Le point P = (649, 573) est un générateur du groupe E244,38(F701) d'ordre premier
N = 739.
On pose alors N′ = 739−1 mod 701 = 535 et κ = 701−1 mod 739 = 175.
Les éléments P ′ = (649 + 621ε, 573 + 333ε) et C2 = (280 + 234ε, 346 + 289ε) sont dans
E244,38(F701[ε]).
Pour α = 512 et β = 351, on a d'une part :
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 βpP = 351× 701(649, 573) = (569, 237) et C1 = Λ−1((569, 237), 0) = (569, 237) ;
 C2 − αC1 = (280 + 234ε, 346 + 289ε)− 512(569, 237) = (579 + 45ε, 444 + 570ε) et m = 45 ;
 αβP = 512× 351(649, 573) = (656, 41).
D'autre part, calculons les solutions du système
(4.3)
y0 =
−45
2d739× 535(280 + 234ε, 346 + 289ε)c =
−45
2dΘ(26)c =
−45
2× 26 = 444
x30 + 244x0 + 38− 4442 = 0
y1 =
45(3x02 + 244)
2× 444 .
Dans F701, le polynôme x30 + 244x0 + 38− 4442 admet trois racines 166, 657 et 579.
Le système 4.3 d'inconnue (x0, y0, y1) admet donc trois solutions en (x0, y0, y1) :
(166, 444, 564), (657, 444, 373) et (579, 444, 570).
Les points κC2 − (x0 +mε, y0 + y1ε) = 175(280 + 234ε, 346 + 289ε)− (x0 + 45ε, y0 + y1ε) cor-
respondants sont :
(444, 518), (21, 395) et (656, 41).
Ce dernier point est bien αβP . •
A partir du lemme 4.3.1, nous pouvons alors montrer que l'unidirectionnalité du cryptosystème
Wε0 est équivalente au problème CDH sur les courbes elliptiques du générateur de clés.
Nous dirons, pour cela, que le problème CDH est dur pour un générateur de courbes ellip-
tiques s'il est diﬃcile pour le problème CDH sur la famille de courbes issues du générateur
paramétrées par ses entrées, comme le précise la déﬁnition 4.3.1.
Déﬁnition 4.3.1 Soit G un générateur de courbes elliptiques, soit {G(k; r) : k ∈ N, r ∈ RG}
l'ensemble de ces sorties.
Le problème CDH est dur pour G si et seulement si le problème CDH sur G(k; r) paramétré
par (k, r) ∈ N×RG est diﬃcile à résoudre.
Nous montrons alors la proposition 4.3.1 assurant la sécurité OW-CPA du cryptosystème Wε0
si le problème CDH est dur pour le générateur de groupe utilisé par le cryptosystème.
Proposition 4.3.1 Soit G un générateur de courbes elliptiques, le cryptosystème Wε0 déﬁni
à partir de G est OW-CPA si le problème CDH est dur pour G.
Preuve. Soit A un adversaire OW-CPA contre le cryptosystème Wε0, et 1k un entier dans 1∗.
Dans un premier temps, nous allons considérer la succession d'expériences aléatoires
(Expi)i=0..7. La première, Exp0 formalise l'attaque du cryptosystème Wε0 par l'adversaire A ;
la dernière Exp7 formalise la résolution du problème CDH par un adversaire A′, explicité le
moment venu.
Les transitions eﬀectuées d'une expérience à l'autre sont essentiellement de type 3. (cf. section
1.5) ; cela signiﬁe que les changements sont mineurs et que l'évènement considéré garde la même
probabilité. Seul le passage des expériences aléatoires Exp5 à Exp6 n'est pas une transition de
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ce type. Il s'agit, dans ce cas, de montrer en quoi l'évènement considéré suite à Exp6 est lié de
façon quasi-déterministe à celui considéré suite à Exp5. C'est cette étape qui précise en quoi
l'attaque du cryptosystème Wε0 permet de résoudre le problème CDH.
Dans un second temps, nous étudions le temps de calcul de l'adversaire A′, aﬁn de s'assurer
qu'il reste polynomial si A l'est.
1. Commençons par étudier la succession d'expériences aléatoires (Expi)i=0..7 :
Exp0 : OWAPKC(k) : ((p, a, b,N, P ′),Pk, sk) ←− KWε0(1k)
m? ←− J1, p− 1K
(C1, C2) ←− EWε0(1k, ((p, a, b,N, P ′),Pk),m?)
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
Cette expérience aléatoire Exp0 correspond à l'attaque de l'adversaire OW-CPAA contre
le cryptosystème Wε0 : un couple de clés de paramètre de sécurité k est généré par Wε0,
puis un clair m? est choisi aléatoirement dans le domaine des clairs sous-jacent à ce
couple ; m? est chiﬀré par Wε0 ; enﬁn l'adversaire A prend en entrée la clé publique et
le cryptogramme issus de Wε0 et génère un clair m?.
On note δ la probabilité de succès de l'adversaire A, c'est à dire la probabilité que
les variables m? et m? vériﬁent m? = m? suite à l'expérience Exp0. On considère
P0 = Pr (m? = m? : Exp0). On a :
P0 = SuccOWA/PKC(k) = δ.
N.B. : à chaque nouvelle expérience, les modiﬁcations eﬀectuées par rapport à l'expé-
rience précédente sont encadrées puis expliquées.
Exp1 :
(p, a, b,N, P ′) ←− Gε0(1k)
sk ←− J1,N− 1K
Pk = skpP ′
m? ←− J1, p− 1K
r ←− J1,N− 1K
(x0, y0) ←− Epi(a),pi(b)(Fp) \ {O}
y1 = m?(3x20 + a)(2y0)
−1 mod p
M = (x0 +m?ε, y0 + y1ε)
C2 = rPk+M
C1 = rpP ′
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
La transition eﬀectuée entre les expériences Exp0 et Exp1 consiste à détailler le fonction-
nement des algorithmes publics KWε0 et EWε0 (c'est une transition de type 3).
Considérons P1 = Pr (m? = m? : Exp1). Les expériences Exp0 et Exp1 sont identiques
donc on a :
P1 = P0.
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Exp2 :
(p, a, b,N, (X0, Y0)) ←− G(1k)
X1 ←− J1, p− 1K
Y1 = X1(3X20 + a)(2Y0)
−1 mod p
P ′ = (X0 +X1ε, Y0 + Y1ε)
α ←− J1,N− 1K
Pk = αpP ′
m? ←− J1, p− 1K
β ←− J1,N− 1K
(x0, y0) ←− Epi(a),pi(b)(Fp) \ {O}
y1 = m?(3x20 + a)(2y0)
−1 mod p
M = (x0 +m?ε, y0 + y1ε)
C2 = βPk+M
C1 = βpP ′
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
La transition eﬀectuée entre les expériences Exp1 et Exp2 consiste à détailler le fonction-
nement de l'algorithme Gε0 et à renommer les variables sk et r par α et β respectivement
(c'est une transition de type 3).
Considérons P2 = Pr (m? = m? : Exp2). Les expériences Exp1 et Exp2 sont donc iden-
tiques et on a :
P2 = P1.
Exp3 : (p, a, b,N, (X0, Y0)) ←− G(1k)
α ←− J1,N− 1K
β ←− J1,N− 1K
X1 ←− J1, p− 1K
Y1 = X1(3X20 + a)(2Y0)
−1 mod p
P ′ = (X0 +X1ε, Y0 + Y1ε)
Pk = αpP ′
m? ←− J1, p− 1K
(x0, y0) ←− Epi(a),pi(b)(Fp) \ {O}
y1 = m?(3x20 + a)(2y0)
−1 mod p
M = (x0 +m?ε, y0 + y1ε)
C2 = βPk+M
C1 = βpP ′
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
La transition eﬀectuée entre les expériences aléatoires Exp2 et Exp3 consiste à déplacer
les expériences élémentaires α←− J1,N−1K et β ←− J1,N−1K (c'est une transition de
type 3). La variable aléatoire α est indépendante des variables X1, Y1, P ′ et la variable
aléatoire β est indépendante des variables X1, Y1, P ′, Pk, et m?. Donc les variables m?
et m? ont même loi lorsque elles font suite aux expériences aléatoires Exp2 et Exp3.
Considérons P3 = Pr (m? = m? : Exp3), on a :
P3 = P2.
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Exp4 : (p, a, b,N, (X0, Y0)) ←− G(1k)
α ←− J1,N− 1K
β ←− J1,N− 1K
P = (X0, Y0)
A = αP
B = βP
X1 ←− J1, p− 1K
Y1 = X1(3X20 + a)(2Y0)
−1 mod p
P ′ = (X0 +X1ε, Y0 + Y1ε)
Pk = Λ−1(pA, 0)
m? ←− J1, p− 1K
(x0, y0) ←− Epi(a),pi(b)(Fp) \ {O}
y1 = m?(3x20 + a)(2y0)
−1 mod p
M = (x0 +m?ε, y0 + y1ε)
C2 = βPk+M
C1 = Λ−1(pB, 0)
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
La transition entre les expériences aléatoires Exp3 et Exp4 consiste à remplacer les va-
riables Pk et C1 par Λ−1(pA, 0) et Λ−1(pB, 0) respectivement, où A = αP et B = βP .
Montrons que les modes d'obtention de ces variables sont équivalents d'une expérience
à l'autre (c'est une transition de type 3).
D'après le lemme 2.2.7, pour tout P dans Epi(a),pi(b)(Fp), on a
ν(αP ) = Λ−1(αpP, 0) et ν(βP ) = Λ−1(βpP, 0).
De plus, on a bien Pk = ν(αP ) et C1 = ν(βP ) car ν(P ) = pP ′ pour tout P ′ dans
Ea,b(Fp[ε]) tel que P ′ = P . Donc les variables Pk et C1 gardent la même loi suite aux
expériences aléatoires Exp3 et Exp4.
Considérons P4 = Pr (m? = m? : Exp4), on a :
P4 = P3.
Exp5 : (p, a, b,N, (X0, Y0)) ←− G(1k)
α ←− J1,N− 1K
β ←− J1,N− 1K
P = (X0, Y0)
A = αP
B = βP
X1 ←− J1, p− 1K
Y1 = X1(3X20 + a)(2Y0)
−1 mod p
P ′ = (X0 +X1ε, Y0 + Y1ε)
Pk = Λ−1(pA, 0)
R ←− Epi(a),pi(b)(Fp) \ {O}
R′ ←− Epi(a),pi(b)(Fp) \ {O}
r ←− J1, p− 1K
C2 = Λ−1 (R+R′, r)
C1 = Λ−1(pB, 0)
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
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Cette transition consiste à modiﬁer le mode d'obtention de la variable C2 par un mode
équivalent : C2 est choisie aléatoirement avec la même distribution que lors de l'expé-
rience précédente (c'est une transition de type 3).
Considérons les variables aléatoires βPk et M déﬁnies au cours de l'expérience Exp4. On
a :
Λ (βPk) = Λ
(
βΛ−1(pA, 0)
)
= (βpA, 0) = (βpαP, 0) ;
et Λ (M) = Λ ((x0 +m?ε, y0 + y1ε)) =
(
(x0, y0),
−m?
2y0
)
d'après le lemme 2.2.9.
De plus, P et (x0, y0) suivent une loi uniforme dans Epi(a),pi(b)(Fp) \ {O} et m? suit une
loi uniforme dans J1, p − 1K. Donc on a Λ(C2) = (βαpP + (x0, y0), −m?2y0
)
où βαpP
et (x0, y0) suivent tous deux une loi uniforme dans Epi(a),pi(b)(Fp) \ {O} et
−m?
2y0
suit
une loi uniforme dans J1, p − 1K. Donc C2 suit la même loi que la variable aléatoire
Λ−1 (R+R′, r) déﬁnie dans l'expérience Exp5.
Ainsi, les variables C2, suite aux expériences aléatoires Exp4 et Exp5, suivent la même loi.
De plus, la variablem? déﬁnie dans Exp4 est égale à DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)).
On considère alors
P5 = Pr
(
m? = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)) : Exp5
)
,
et on a :
P5 = P4.
L'expérience Exp6 précise comment on peut calculer (avec une probabilité de succès su-
périeure à 1/3) αβP à l'issue de l'expérience Exp5. Elle est donc composée de l'expérience
Exp5 à la suite de laquelle d'autres expériences élémentaires ont été rajoutées.
Exp6 : (p, a, b,N, (X0, Y0)) ←− G(1k)
α ←− J1,N− 1K
β ←− J1,N− 1K
P = (X0, Y0)
A = αP
B = βP
X1 ←− J1, p− 1K
Y1 = X1(3X20 + a)(2Y0)
−1 mod p
P ′ = (X0 +X1ε, Y0 + Y1ε)
Pk = Λ−1(pA, 0)
R ←− Epi(a),pi(b)(Fp) \ {O}
R′ ←− Epi(a),pi(b)(Fp) \ {O}
r ←− J1, p− 1K
C2 = Λ−1 (R+R′, r)
C1 = Λ−1(pB, 0)
m? ←− A (1k, ((p, a, b,N, P ′),Pk), (C1, C2))
y0 = −m?(2r)−1 mod p
x0 ←− RootOf(X3 + aX + b− y02)
y1 = m?(3x02 + a)(2y0)−1 mod p
C = C2 − (x0 +m∗ε, y0 + y1ε)
κ = p−1 mod N
C? = κC
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Considérons maintenant l'expérience aléatoire Exp6 où RootOf(Q(X)) est un algorithme
probabiliste qui renvoie une racine choisie uniformément dans l'ensemble des racines
d'un polynôme univarié Q. Soit P6 = Pr (C? = αβP : Exp6). On a :
P6 > Pr
(
C? = αβP
⋂
m? = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)) : Exp6
)
.
Or d'après le lemme 4.3.1 :
Pr
(
C? = αβP
∣∣∣m? = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)) : Exp6) = 13 .
Ainsi on trouve :
P6 >
1
3
Pr
(
m? = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)) : Exp6
)
.
Or les évènements m? = DWε0 (1k, ((p, a, b,N, P ′), α), (C1, C2)), suite aux expériences
aléatoires Exp5 et Exp6, sont identiques. D'où la relation :
P6 >
P5
3
.
Exp7 : (p, a, b,N, (X0, Y0)) ←− G(1k)
α ←− J1,N− 1K
β ←− J1,N− 1K
P = (X0, Y0)
A = αP
B = βP
C? ←− A′ (1k, (p, a, b, (X0, Y0)), A,B)
Cette dernière étape consiste à déduire de l'expérience Exp6 un algorithme probabilisteA′
qui, à l'aide de l'adversaire OW-CPA A contre le cryptosystème Wε0, traite le problème
calculatoire de Diﬃe Hellman sur les courbes elliptiques Ea,b générées par G (c'est une
transition de type 3).
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Algorithme 28 : A′
Entrées : 1k ∈ 1∗
(p, a, b,N, (X0, Y0)) ∈ G(1k)
A = αP ∈ Epi(a),pi(b)(Fp) avec P = (X0, Y0)
B = βP ∈ Epi(a),pi(b)(Fp)
Sortie : C? tel que C∗ = αβP .
1. A′ = pA
2. B′ = pB
3. X1 ←− J1, p− 1K
4. Y1 = X1(3X20 + a)(2Y0)−1 mod p
5. P ′ = (X0 +X1ε, Y0 + Y1ε)
6. Pk = Λ−1(A′, 0)
7. R←− Epi(a),pi(b)(Fp) \ {O}
8. R′ ←− Epi(a),pi(b)(Fp) \ {O}
9. r ←− J1, p− 1K
10. C2 = Λ−1 (R+R′, r)
11. C1 = Λ−1(B′, 0)
12. m? ←− A (((p, a, b,N, P ′),Pk), (C1, C2))
13. y0 = −m?(2r)−1 mod p
14. x0 ←− RootOf(X3 + aX + b− y02)
15. y1 = m?(3x02 + a)(2y0)−1 mod p
16. C = C2 − (x0 +m?ε, y0 + y1ε)
17. κ = p−1 mod N
18. C? = κC
19. RETURN C?
Considérons P7 = Pr (C? = αβP : Exp7), c'est la probabilité de succès de l'attaquant
A′ sur le problème calculatoire de Diﬃe Hellman. Notons-la δ′.
Les expériences aléatoires Exp6 et Exp7 sont identiques, donc P6 = P7 = δ′.
Cette succession d'expériences aléatoires nous donne l'inégalité suivante :
δ′ > δ
3
.
Ainsi, s'il existe un adversaire OW-CPA A contre le cryptosystème Wε0 de probabilité
de succès δ, alors il existe un attaquant A′ du problème calculatoire de Diﬃe Hellman
de probabilité de succès supérieure à δ/3.
2. Calculons maintenant le temps d'exécution de l'adversaire A′.
Voici, d'abord, quelques précisions sur l'évaluation du nombre d'opérations eﬀectuées
par les principaux algorithmes :
 d'après le résultat 5 obtenu page 69, l'algorithme Somp,a,b permettant d'additionner
deux éléments de Ea,b a un temps de calcul égal à I(p) + 7M(p) + 3S(p), soit une
complexité en nombre d'opérations dans Fp égale à O(1) ;
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Instruction Algorithme(s) Nombre d'opérations dans Fp
1. 2. 18. Mult O(log(p))
3. 4. 5. 7. 8. 9. 13. 15. 17. Algorithmes de faible complexité O(1)
6. 10. 11. Lambda−1 O(log(N)) = O(log(p))
12. A τ(p)
14. RootOf O(log(p))
16. Somp,a,b O(1)
Tab. 4.2  Calcul de complexité de A′
 d'après la proposition 3.1.2, l'algorithme Mult permettant de calculer kP dans
Ea,b(Fp[ε]) a une complexité en O (log(k)TSom(4 log(p))) où TSom représente le temps
de calcul de l'algorithme Somp,a,b ;
 l'algorithme Lambda−1 s'eﬀectue en O(log(Np)), soit O(log(p)) ;
 on peut choisir comme algorithme RootOf d'extraction de racines dans Fp l'algorithme
14.15, exposé dans l'ouvrage [vzGG99, p.368], dont la complexité pour un polynôme
de degré trois est en O(log(p)).
Notons τ(p) la complexité de l'algorithme A. On obtient alors le tableau 4.2 qui donne
l'algorithme utilisé pour chaque instruction de A′ ainsi que sa complexité.
En notant τ ′ la complexité de A′, on obtient :
τ ′(p) = τ(p) +O (log(p)) .
Donc A′ est en temps polynomial si A l'est. Ce qui achève la preuve.
Illustrons la capacité de l'adversaire A′ à résoudre le problème CDH sur une courbe elliptique
sur un exemple de petite taille.
Exemple. Considérons l'expérience Exp7 de la preuve de la proposition 4.3.1. Supposons
que les algorithmes aléatoires aient engendré pour le paramètre de sécurité 10 les résultats
suivants :
(p, a, b,N, (X0, Y0)) = (701, 244, 38, 739, (649, 573)), α = 512 et β = 351
Ainsi, on a
P = (649, 573), A = (168, 245) et B = (422, 1).
Alors l'algorithme A′ accepte ces données en entrée et eﬀectue les calculs suivants :
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1. A′ = 701(168, 245) = (430, 237)
2. B′ = 701(422, 1) = (569, 237)
3. supposons que X1 = 621
4. Y1 = 621(3× 6492 + 244)(2× 573)−1 mod 701 = 333
5. P ′ = (649 + 621ε, 573 + 333ε)
6. Pk = Λ−1((430, 237), 0) = (430, 237)
7. supposons que R = (619, 96)
8. supposons que R′ = (617, 407)
9. supposons que r = 26
10. C2 = Λ−1 ((619, 96) + (617, 407), 26) = Λ−1 ((280, 346), 26) = (280 + 234ε, 346 + 289ε)
11. C1 = Λ−1((569, 237), 0) = (569, 237)
12. supposons que A renvoie 45 avec une probabilité δ
13. y0 = −45(2× 26)−1 mod 701 = 444
14. supposons x0 = 579 avec une probabilité 1/3 (cf. Exemple p. 99)
15. y1 = 45(3× 5792 + 244)(2× 444)−1 mod 701 = 570
16. C = (280 + 234ε, 346 + 289ε)− (579 + 45ε, 444 + 570ε) = (15, 391)
17. κ = 701−1 mod 739 = 175
18. C? = 175(15, 391) = (656, 41)
19. RETURN (656, 41)
L'algorithme A′ renvoie le résultat recherché soit αβP = 512× 351(649, 573) = (656, 41) avec
une probabilité égale à δ/3 (cf étapes 12. et 14.). •
4.3.2 Indistinguabilité : IND CPA
Les résultats obtenus sur la sécurité sémantique des cryptosystèmes de type El Gamal (exposés
dans [Poi02b, p.41]) montrent que si les messages sont codés par des éléments de Ea,b(Fp[ε]),
il est aussi diﬃcile de tirer une information d'un cryptogramme que de déterminer si un triplet
de Ea,b(Fp[ε]) est de Diﬃe-Hellman.
Ce théorème ne s'applique pas aux cryptosystèmes Wε et Wε0, parce qu'un message clair ne
constitue que la partie inﬁnitésimale de l'abscisse d'un élément de Ea,b(Fp[ε]).
L'étude de sécurité du cryptosystème Wε0 montre malheureusement que ce cryptosystème
n'est pas sémantiquement sûr. Ce résultat provient du lemme 4.3.1 qui permet, à partir d'un
clair et d'un de ses cryptogrammes associé, de calculer la variable aléatoire y0 qui a servi au
chiﬀrement. Or la distribution de cette variable n'est pas uniforme dans F?p.
Pour savoir si un cryptogramme est associé au clair m0 plutôt qu'au clair m1, il suﬃt alors de
calculer cette variable pour chacun des deux candidats, et de choisir, parmi les deux valeurs
y0 trouvées, celle qui a la plus forte probabilité d'avoir été choisie lors du chiﬀrement.
Pour pouvoir réaliser ce type d'attaque il faut aussi être capable d'évaluer la distribution de
y0. Ce calcul ne pose pas de problème. Les détails de cette attaque sont explicités par les
algorithmes 29 et 30 qui déﬁnissent l'adversaire A0.
Nous allons montrer l'eﬃcacité de cet adversaire dans la proposition 4.3.2 et le corollaire 4.3.1,
en calculant l'avantage de l'adversaire pour une courbe elliptique ﬁxée puis en montrant qu'un
générateur de courbes elliptiques ne peut renvoyer de courbe annulant cet avantage.
Pour évaluer l'avantage de l'adversaire A0 sur une courbe donnée Epi(a),pi(b)(Fp), nous avons
besoin de connaître la distribution des ordonnées des points de la courbe. Plus précisément
nous considérons pour y dans Fp, le nombre ny de points de Epi(a),pi(b)(Fp) \ {O} d'ordonnée
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y c'est à dire le nombre de racines du polynôme x3 + ax + b − y2 de Fp[x]. L'entier ny varie
alors entre 0 et 3. Enﬁn pour i entre 0 et 3, on note Ni le nombre de valeurs y dans F?p telles
que le polynôme x3 + ax+ b− y2 admette exactement i racines.
Le lemme 4.3.2 précise ces notations et il nous permettra, dans notre contexte, d'évaluer
l'avantage de l'adversaire A0.
Lemme 4.3.2 Considérons une courbe elliptique Ea,b(Fp) de cardinal premier N.
Pour tout y dans Fp, notons ny = Card
({x ∈ Fp : x3 + ax+ b− y2 = 0}).
Pour i entier compris entre 0 et 3, posons Ni = Card
({y ∈ F?p : ny = i}). On a :
∀i ∈ J0, 3K, P r (ny = i : (x, y)← Ea,b(Fp) \ {O}) = i×NiN− 1
Preuve Dans Fp, un polynôme du troisième degré admet entre 0 et 3 racines distinctes. Ainsi
les valeurs ny varient entre 0 et 3 selon y dans F?p.
On suppose N premier, donc la courbe elliptique Epi(a),pi(b)(Fp) n'admet pas de points d'ordre
2. Or ces points (x, y) sont caractérisés par la condition y = 0 (cf. [Sil85]). Donc pour tout
(x, y) dans Epi(a),pi(b)(Fp) on a y 6= 0.
Maintenant, pour y dans F?p, l'ensemble Epi(a),pi(b)(Fp) \ {O} admet exactement ny points
(x0, y0) tels que y0 = y. Ainsi Epi(a),pi(b)(Fp)\{O} contient exactement N1+2N2+3N3 = N−1
et le nombre de points (x, y) vériﬁant ny = i est exactement de i×Ni pour i entre 1 et 3. On
en déduit alors la relation cherchée.
Considérons l'adversaire IND-CPA A0 = (A01,A02) contre le cryptosystème Wε0 déﬁni par les
algorithmes 29 et 30.
A la première étape (algorithme 29), l'adversaire choisit aléatoirement deux clairs distincts
dans l'ensemble des clairs possibles, à savoir F?p.
Algorithme 29 : A01
Entrées : 1k ∈ 1∗
((p, a, b,N, P ),Pk) ∈ PKWε0 (1k).
Sortie : (m0,m1, s) .
1. m0 ←− J1, p− 1K
2. m1 ←− J1, p− 1K \ {m0}
3. s = (m0,m1)
4. RETURN (m0,m1, s)
A la seconde étape (algorithme 30), l'adversaire calcule pour chacune des valeurs m0 et m1,
l'ordonnée y0 qui aurait servi à leur chiﬀrement (étapes 3. et 4.). Il calcule le nombre de
points de Epi(a),pi(b)(Fp) ayant ces valeurs trouvées pour ordonnée (étapes 5. et 6.), en utilisant
l'algorithme RootsOf qui renvoie toutes les racines d'un polynôme univarié. Puis, si les deux
nombres obtenus sont diﬀérents, il choisit le candidat le plus fréquent. Dans le meillleur des
cas (pour l'adversaire) il se peut qu'une des deux valeurs trouvées ne soit pas l'ordonnée d'un
point de Epi(a),pi(b)(Fp), l'adversaire est alors sûr du résultat. Au contraire dans le pire des cas,
ces deux nombres sont égaux et l'adversaire choisit aléatoirement un des deux candidats.
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Algorithme 30 : A02
Entrées : 1k ∈ 1∗
((p, a, b,N, P ),Pk) ∈ PKWε0 (1k)
(C1, C2) ∈ EWε0(1k)
s = (m0,m1) ∈ J0, p− 1K2 avec m0 6= m1
Sortie : δ?.
1. N′ = N−1 mod p
2. y = −(2dNN′C2c)−1 mod p
3. y0 = m0y mod p
4. y1 = m1y mod p
5. n0 = Card
(
RootsOf
(
X3 + aX + b− y20
))
6. n1 = Card
(
RootsOf
(
X3 + aX + b− y21
))
7. If n1 = n0
8. then δ? ←− {0, 1}
9. else if n1 < n0
10. then δ? = 0
11. else δ? = 1
12. endif
13. endif
14. RETURN (δ?)
L'avantage de l'adversaire A0 (déﬁni page 38) dépend alors de la distribution de la variable
y0 lorsque l'on choisit uniformément un point dans la courbe Epi(a),pi(b)(Fp) choisie par le
générateur. Ce résultat est détaillé dans la proposition 4.3.2.
Proposition 4.3.2 Soit G un générateur de courbe elliptique. Considérons un entier k et une
courbe elliptique Ea0,b0(Fp0) issue de G(1k).
Conservons les notations du lemme 4.3.2 concernant Ea0,b0(Fp0).
Soit A0 = (A01,A02) l'adversaire IND-CPA déﬁni par les algorithmes 29 et 30. Notons :
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0 = 2
∣∣∣Pr (δ? = δ? | (p, a, b) = (p0, a0, b0) : INDA0Wε0(k))− 1∣∣∣
On a :
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0 =
N0
p0 − 2 +
1
(N− 1)(p0 − 2) (N1N2 + 2N1N3 +N2N3)
Preuve.
Soit k un entier, soit Ea0,b0(Fp0) une courbe elliptique issue de G(1k). Considérons l'expérience
aléatoire INDA0Wε0(k), au cours de laquelle nous supposons que les variables (p, a, b) prennent
les valeurs (p0, a0, b0). Nous la notons :
Exp(k, p0, a0, b0) : ((p0, a0, b0,N, P ),Pk, sk) ← KWε0(1k)
(m0,m1, s) ← A01(1k, ((p0, a0, b0,N, P ),Pk))
δ?
u← {0, 1}
(C1, C2) ← EWε0(1k, ((p0, a0, b0,N, P ),Pk),mδ?)
δ? ← A02(1k, (C1, C2), s)
4.3. SÉCURITÉ : ÉTUDE ET PREUVE 111
En développant les expressions des algorithmes KWε0 (page 96) (qui fait lui-même appel à Gε0
(page 95)), A01 (page 109), EWε0 (page 97) et A02 (page 110), l'expérience devient alors :
Exp(k, p0, a0, b0) :
(p0, a0, b0,N, (X0, Y0)) ←− G(1k)
X1 ←− J1, p0 − 1K
Y1 =
(
(3X20 + a0)X1
)
(2Y0)−1 mod p0
P = (X0 +X1ε, Y0 + Y1ε)
sk ←− J1,N− 1K
Pk = skp0P
m0 ←− J1, p0 − 1K
m1 ←− J1, p0 − 1K \ {m0}
s = (m0,m1)
δ?
u← {0, 1}
r ←− J1,N− 1K
(x0, y0) ←− Ea0,b0(Fp0) \ {O}
y1 = mδ?(3x
2
0 + a0)(2y0)
−1 mod p0
M = (x0 +mδ?ε, y0 + y1ε)
C2 = rPk+M
C1 = rp0P
N′ = N−1 mod p0
y′ = −(2dNN′C2c)−1 mod p0
y′0 = m0y′ mod p0
y′1 = m1y′ mod p0
n′0 = Card
(
RootsOf
(
X3 + a0X + b0 − y′02
))
n′1 = Card
(
RootsOf
(
X3 + a0X + b0 − y′12
))
If n′1 = n′0 then δ? ←− {0, 1}
If n′1 < n′0 then δ? = 0
If n′1 > n′0 then δ? = 1
Tous les évènements de cette preuve sont considérés suite à cette expérience.
Pour évaluer l'avantage de A0, utilisons la relation obtenue dans le lemme 1.4.1 :
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0 = |Pr (δ
? = 0 | δ? = 0)− Pr (δ? = 0 | δ? = 1)| .
Calculons Pr(δ? = 0 | δ? = 0) et Pr(δ? = 0 | δ? = 1).
Calcul de Pr(δ? = 0 | δ? = 0)
La variable δ? peut prendre la valeur 0 seulement si n′1 = n′0 ou n′1 < n′0, donc on a
Pr(δ? = 0 | δ? = 0) = Pr
((
δ? = 0 ∩ n′1 = n′0
) | δ? = 0)
+Pr
((
δ? = 0 ∩ n′1 < n′0
) | δ? = 0)
= Pr
(
δ? = 0 | (n′1 = n′0 ∩ δ? = 0))× Pr (n′1 = n′0 | δ? = 0)(4.4)
+Pr
(
δ? = 0 | (n′1 < n′0 ∩ δ? = 0))× Pr (n′1 < n′0 | δ? = 0)
De plus, au vu de l'expérience aléatoire Exp(k, p0, a0, b0), on obtient les résultats sui-
vants :
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Pr (δ? = 0 | (n′1 = n′0 ∩ δ? = 0)) =
1
2
et Pr (δ? = 0 | (n′1 < n′0 ∩ δ? = 0)) = 1.
La relation 4.4 devient :
Pr(δ? = 0 | δ? = 0) = 12Pr
(
n′1 = n
′
0 | δ? = 0
)
+ Pr
(
n′1 < n
′
0 | δ? = 0
)
(4.5)
Au vu de l'expérience aléatoire Exp(k, p0, a0, b0), si δ? = 0, alors, (C1, C2) est le chiﬀré
de m0 et d'après le lemme 2.2.9, on a y0 = −m0 (dNN′C2c)−1 soit y0 = y′0. Avec les
notations du lemme 4.3.2, on trouve n′0 = ny0 où (x0, y0)←− Ea0,b0(Fp0)\{O}. Ainsi, la
variable aléatoire n′0 peut prendre seulement les valeurs 1, 2 et 3 ; elle est indépendante
de δ? et d'après le lemme 4.3.2, on a :
Pr
(
n′0 = 1 | δ? = 0
)
=
N1
N− 1 , Pr
(
n′0 = 2 | δ? = 0
)
=
2N2
N− 1 (4.6)
et Pr
(
n′0 = 3 | δ? = 0
)
=
3N3
N− 1 (4.7)
Nous allons décomposer le membre droit de l'égalité 4.5 comme la somme des termes
Pr
((
n′1 = k1 ∩ n′0 = k0
) | δ? = 0) = Pr (n′1 = k1 | (n′0 = k0 ∩ δ? = 0))×Pr (n′0 = k0 | δ? = 0)
pour k0 variant de 1 à 3 et k1 variant de 0 à k0 − 1.
Calculons alors les expressions Pr (n′1 = k1 | (n′0 = k0 ∩ δ? = 0)) pour k0 et k1 entiers
compris respectivement entre 1 et 3 et entre 0 et 3 et montrons que :
Pr
(
n′1 = k1 |
(
n′0 = k0 ∩ δ? = 0
))
=

Nk1
p− 2 si k1 6= k0
Nk0 − 1
p− 2 si k1 = k0
(4.8)
`
D'après l'expérience aléatoire Exp(k, p0, a0, b0), on a la relationm1y′0 = m0y′1.
De plus, si δ? = 0, on a vu que y′0 = y0 et on en déduit que y′1 =
m1
m0
y0 avec
m1 ←− J1, p0−1K\{m0}. La variable m1
m0
suit alors une loi uniforme dans J2, p0−1K
et y′1 suit une loi uniforme dans J1, p0 − 1K \ {y0}. Donc on obtient :
Pr
(
n′1 = k1 |
(
n′0 = k0 ∩ δ? = 0
))
= Pr
(
ny′1 = k1 | n′0 = k0 : y′1 ← J1, p0 − 1K \ {y0}, (x0, y0)← Ea0,b0(Fp0))
Supposons maintenant que n′0 = ny0 = k0, l'ensemble J1, p0 − 1K \ {y0} contient
exactement :
 Nk1 éléments y tels que ny = k1 pour k1 6= k0,
 Nk0 − 1 éléments y tels que ny = k0.
On obtient ainsi les équations 4.8.
a
En utilisant les égalités 4.6 et 4.8 pour k0 allant de 1 à 3 et k1 = k0, on obtient la relation
suivante :
Pr(n′1 = n
′
0 | δ? = 0) = Pr
(
n′1 = 1 |
(
n′0 = 1 ∩ δ? = 0
))× Pr (n′0 = 1 | δ? = 0) (4.9)
+Pr
(
n′1 = 2 |
(
n′0 = 2 ∩ δ? = 0
))× Pr (n′0 = 2 | δ? = 0)
+Pr
(
n′1 = 3 |
(
n′0 = 3 ∩ δ? = 0
))× Pr (n′0 = 3 | δ? = 0)
=
1
(N− 1)(p0 − 2) [N1(N1 − 1) + 2N2(N2 − 1) + 3N3(N3 − 1)]
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De la même façon, en utilisant les égalités 4.6 et 4.8 pour k0 allant de 1 à 3 et k1
strictement inférieur à k0, on obtient la relation suivante :
Pr(n′1 < n
′
0 | δ? = 0) = Pr
(
n′1 = 0 |
(
n′0 = 1 ∩ δ? = 0
))× Pr (n′0 = 1 | δ? = 0)
+Pr
(
n′1 = 0 |
(
n′0 = 2 ∩ δ? = 0
))× Pr (n′0 = 2 | δ? = 0)
+Pr
(
n′1 = 1 |
(
n′0 = 2 ∩ δ? = 0
))× Pr (n′0 = 2 | δ? = 0)
+Pr
(
n′1 = 0 |
(
n′0 = 3 ∩ δ? = 0
))× Pr (n′0 = 3 | δ? = 0)
+Pr
(
n′1 = 1 |
(
n′0 = 3 ∩ δ? = 0
))× Pr (n′0 = 3 | δ? = 0)
+Pr
(
n′1 = 2 |
(
n′0 = 3 ∩ δ? = 0
))× Pr (n′0 = 3 | δ? = 0) (4.10)
=
1
(N− 1)(p0 − 2) [N0N1 + 2N0N2 + 2N1N2 + 3N0N3 + 3N1N3 + 3N2N3]
A partir des relations 4.9 et 4.10, l'égalité 4.5 devient :
Pr(δ? = 0 | δ? = 0) = 12(N− 1)(p0 − 2) [N1(N1 − 1) + 2N2(N2 − 1) + 3N3(N3 − 1)] (4.11)
+
1
(N− 1)(p0 − 2) [N0N1 + 2N0N2 + 2N1N2 + 3N0N3 + 3N1N3 + 3N2N3]
Calcul de Pr(δ? = 0 | δ? = 1)
Avec le même raisonnement que précédemment, on obtient l'analogue de l'equation 4.5,
soit :
Pr(δ? = 0 | δ? = 1) = 12Pr
(
n′1 = n
′
0 | δ? = 1
)
+ Pr
(
n′1 < n
′
0 | δ? = 1
)
(4.12)
De le même façon que l'on a obtenu les relations 4.9 et 4.10, on trouve :
Pr(n′1 = n
′
0 | δ? = 1) = Pr
(
n′0 = 1 |
(
n′1 = 1 ∩ δ? = 1
))× Pr (n′1 = 1 | δ? = 1)
+Pr
(
n′0 = 2 |
(
n′1 = 2 ∩ δ? = 1
))× Pr (n′1 = 2 | δ? = 1)
+Pr
(
n′0 = 3 |
(
n′1 = 3 ∩ δ? = 1
))× Pr (n′1 = 3 | δ? = 1)
=
1
(N− 1)(p0 − 2) [(N1(N1 − 1) + 2N2(N2 − 1) + 3N3(N3 − 1)]
et
Pr(n′1 < n
′
0 | δ? = 1) = Pr
(
n′0 = 2 |
(
n′1 = 1 ∩ δ? = 1
))× Pr (n′1 = 1 | δ? = 1)
+Pr
(
n′0 = 3 |
(
n′1 = 1 ∩ δ? = 1
))× Pr (n′1 = 1 | δ? = 1)
+Pr
(
n′0 = 3 |
(
n′1 = 2 ∩ δ? = 1
))× Pr (n′1 = 2 | δ? = 1)
=
1
(N− 1)(p0 − 2) [N2N1 +N3N1 + 2N3N2]
La relation 4.12 devient alors :
Pr(δ? = 0 | δ? = 1) = 12(N− 1)(p0 − 2) [N1(N1 − 1) + 2N2(N2 − 1) + 3N3(N3 − 1)]
+
1
(N− 1)(p0 − 2) [N2N1 +N3N1 + 2N3N2] (4.13)
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Calcul de AdvIND|(p,a,b)=(p0,a0,b0)A0/Wε0
Les égalités 4.11 et 4.13 permettent de calculer
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0
= |Pr(δ? = 0 | δ? = 0 : Exp(k, p0, a0, b0))− Pr(δ? = 0 | δ? = 1 : Exp(k, p0, a0, b0))|
On obtient :
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0
=
1
(N− 1)(p0 − 2) |N0N1 + 2N0N2 + 2N1N2 + 3N0N3 + 3N1N3 + 3N2N3
−N2N1 −N3N1 − 2N3N2|
=
1
(N− 1)(p0 − 2) |N0(N1 + 2N2 + 3N3) +N1N2 + 2N1N3 +N2N3|
On remarque enﬁn que N1 + 2N2 + 3N3 = N − 1 (voir la preuve du lemme 4.3.2 page
109), et on obtient la relation cherchée.
L'exemple suivant illustre le déroulement d'une attaque IND-CPA de l'adversaire A0 sur le
cryptosystème Wε0 pour un paramètre de taille 10 puis calcule l'avantage de A0 dans ce cas.
Exemple.
Pour k = 10 considérons la courbe elliptique Ea0,b0(Fp0) avec a0 = 244, b0 = 38 et p0 = 701.
L'étude de cette courbe montre que :
 le cardinal de E244,38(F701) est le nombre premier 739 ;
 dans F?701, on trouve exactement :
 224 éléments y tels que le polynôme x3 + 244x+ 38− y2 n'ait pas de racines ;
 344 éléments y tels que le polynôme x3 + 244x+ 38− y2 ait exactement une racine ;
 2 éléments y tels que le polynôme x3 + 244x+ 38− y2 ait exactement deux racines ;
 130 éléments y tels que le polynôme x3 + 244x+ 38− y2 ait exactement trois racines ;
On a donc N = 739, N0 = 224, N1 = 344, N2 = 2 et N3 = 130 qui vériﬁent bien
N0 +N1 +N2 +N3 = 224 + 344 + 2 + 130 = 700 = p0 − 1
et
N1 + 2N2 + 3N3 = 344 + 2× 2 + 3× 130 = 738 = N− 1.
Considérons l'expérience Exp(10, 701, 244, 38) de la preuve de la proposition 4.3.2 présentée
page 110 :
L'algorithme KWε0 prend en entrée 110
 supposons que G(110) renvoie (701, 244, 38, 739, (649, 573))
 supposons que X1 = 621
 Y1 = 621
3× 6492 + 244
2× 573 mod 701 = 333
 P = (649 + 621ε, 573 + 333ε)
 supposons que sk = 512
 Pk = (430, 237)
Ainsi KWε0(110) renvoie ((701, 244, 38, 739, (649 + 621ε, 573 + 333ε)), (430, 237), 512)
L'adversaire A01 prend en entrée (110, (701, 244, 38, 739, (649, 573), (430, 237))) :
 supposons que m0 = 246
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 supposons que m1 = 45
 s = (246, 45)
AinsiA01(110, (701, 244, 38, 739, (649+621ε, 573+333ε), (430, 237))) renvoie (246, 45, (246, 45))
 supposons que δ? = 1
L'algorithme EWε0 prend en entrée (110, (701, 244, 38, 739, (649+621ε, 573+333ε)), (430, 237), 45)
 supposons que r = 351
 supposons que (x0, y0) = (172, 142)
 y1 = 45
3× 1722 + 244
2× 142 mod 701 = 664
 M = (172 + 45ε, 142 + 664ε)
 C2 = 351(430, 237) + (172 + 45ε, 142 + 664ε) = (486 + 488ε, 356 + 461ε)
 C1 = 351× 701× (649 + 621ε, 573 + 333ε) = (569, 237)
Ainsi EWε0(110, (701, 244, 38, 739, (649 + 621ε, 573 + 333ε)), (430, 237), 45) renvoie
((569, 237), (486 + 488ε, 356 + 461ε))
L'algorithmeA02 prend en entrée (110, (701, 244, 38, 739, (649+621ε, 573+333ε)), (430, 237), 45)
 N′ = 739−1 mod 701 = 535
 y′ = −(2d739× 535(486 + 488ε, 356 + 461ε)c)−1 mod 701 = −(2× 338)−1 mod 701
soit y′ = 673
 y′0 = 246× 673 mod 701 = 122
 y′1 = 45× 673 mod 701 = 142
 n′0 = Card
(
RootsOf
(
X3 + 244X + 38− 1222)) = 0
 n′1 = Card
(
RootsOf
(
X3 + 244X + 38− 1422)) = 2
 On a n′1 > n′0, donc δ? = 1
Ainsi A02 renvoie δ? = 1
De plus on évalue,
Adv
IND|(p,a,b)=(701,244,38)
A0/Wε0 =
224
699
+
1
738× 699 (344× 2 + 2× 344× 130 + 2× 130)
' 0.495438
Dans cet exemple, les calculs ont donné n′0 = 0, il n'existe donc aucun point de E244,38(F701)
d'ordonnée 122. L'adversaire est alors sûr que δ? = 1. •
Malheureusement, il n'existe pas de groupe eﬀectif Ea0,b0,p0 issu d'un générateur de courbes el-
liptiques qui annule AdvIND|(p,a,b)=(p0,a0,b0)A0/Wε0 (déﬁni dans la proposition 4.3.2). Cela nous permet
de montrer le corollaire 4.3.1.
Corollaire 4.3.1 Soit G un générateur de courbes elliptiques. L'avantage de A0 contre le
cryptosystème Wε0 déﬁni à partir de G est non nul.
Preuve. Conservons les notations du lemme 4.3.2 et montrons qu'il n'existe aucune courbe
elliptique Epi(a),pi(b)(Fp) de cardinal premier N distinct de p telle que N0 = 0 et pour laquelle
deux des trois coeﬃcients N1, N2, N3 s'annulent.
Etudions les trois cas de ﬁgure possibles :
 si on pose N0 = N1 = N2 = 0, alors on trouve N3 = p− 1 et N = 3N3 + 1 = 3p+ 2.
Or cette égalité est impossible d'après le théorème de Hasse (cf page 89) ;
 si on pose N0 = N1 = N3 = 0, alors on trouve N2 = p− 1 et N = 2N2 + 1 = 2p+ 1.
Or cette égalité est impossible d'après le théorème de Hasse (cf page 89) ;
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 si on pose N0 = N2 = N3 = 0, alors on trouve N1 = p− 1 et N = p. Or c'est impossible car
l'entier N est un nombre premier diﬀérent de p.
D'après la déﬁnition 4.2.1 de générateur de courbes elliptiques, les groupes eﬀectifs renvoyés
sont bien de cardinal premier distinct de p. Ainsi pour tout p0, a0, b0 tels que Ep0,a0,b0 soit
un groupe eﬀectif issu de G, on a : AdvIND|(p,a,b)=(p0,a0,b0)A0/Wε0 6= 0. Alors, on obtient le résultat
recherché : l'avantage de l'adversaire A0 contre le cryptosystème Wε0 est non nul.
Pour montrer que le système Wε0 n'est pas IND CPA, il reste à montrer que l'avantage
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0 n'est pas négligeable.
Conclusion
L'objet de notre étude était les applications cryptographiques des courbes elliptiques déﬁnies sur Fq[ε]
où ε2 = 0.
Nous avons montré que ces courbes présentaient une approche intéressante dans ce domaine.
1. Leurs implémentations nécessitent deux fois plus d'espace mais travaillent dans le même temps
que celles des courbes elliptiques classiques (cf. section 3.2.1) : elles restent ainsi (presque)
aussi faciles à implémenter.
2. Les problèmes calculatoires de Diﬃe Hellman et du logarithme discret sur ces courbes elliptiques
sont équivalents à leurs homologues déﬁnis sur des courbes elliptiques classiques (cf. section
3.3.1) : cette propriété est aussi intéressante pour un cryptographe que pour un cryptanalyste.
De ce point de vue, elles ont même forces et même faiblesses.
3. Elles ont permis d'attaquer le problème du logarithme discret sur les courbes elliptiques déﬁnies
sur un corps ﬁni de même cardinal que la courbe (cf.section 4.1) : même si ce type d'attaque
existe depuis une dizaine d'années, celle-ci, supplémentaire, reste fulgurante.
4. Elles ont permis de construire le cryptosystème Wε0 très proche du système ElGamal dont
le niveau de sécurité est équivalent (cf. sections 4.2 et 4.3) : ce système présente l'avantage
supplémentaire de ne poser aucun problème de codage.
Les courbes elliptiques déﬁnies sur Fq[ε] ont néanmoins montré quelques faiblesses.
1. Le problème décisionnel de Diﬃe Hellman sur ces courbes est facile à résoudre (cf. section 3.3.2) :
on peut craindre que ces courbes transportent trop d'informations redondantes ; elles laissent
peut être transpirer de l'information. Et on pourrait réussir à en retrouver (à leur insu).
2. Le cryptosystème Wε0 n'est certainement pas IND CPA (cf. section 4.3.2) : ce système de
chiﬀrement ne présente pas un niveau de sécurité élevé.
Il reste beaucoup de choses à étudier sur ce sujet et il ouvre d'autres voies d'étude.
Notamment, celle des courbes elliptiques déﬁnies sur l'anneau Fq[ε] où εn = 0 avec n un entier supé-
rieur à 2. Des constructions analogues de cryptosystème avec ce type de courbes pourraient présenter
l'avantage de réduire la bande passante d'un coeﬃcient multiplicateur égal à n− 1
n
.
L'étude des morphisme de type λ, ν, Λ ... déﬁnis dans la section 2.2 pourrait révéler d'autres relations
intéressantes du type de celle du lemme 2.2.9. Celle-ci nous a permis de construire l'adversaire IND
CPA de la section 4.3.2.
Enﬁn, d'autres cryptosystèmes, plus particulièrement des systèmes de signature, peuvent être construits
à partir de ces courbes et l'étude de celles-ci pourrait permettre d'en obtenir de plus solides.
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Annexe A
Détails des calculs du chapitre 2
A.1 Relations énoncées dans la proposition 2.1.2
Relations I
> P1:=y^2*X*Z-z*x*Y^2-a*(z*X+x*Z)*(z*X-Z*x)+(2*y*Y-3*b*z*Z)*(z*X-Z*x);
P1 := y2X Z − z x Y 2 − a (z X + xZ) (z X − xZ) + (2 y Y − 3 b z Z) (z X − xZ)
> Q1:=y*Y*(Z*y-z*Y)-a*(x*y*Z^2-z^2*X*Y)+(-2*a*z*Z-3*x*X)*(X*y-x*Y)-3*b*
> z*Z*(Z*y-z*Y);
Q1 := y Y (Z y − z Y )− a (x y Z2 − z2X Y ) + (−2 a z Z − 3xX) (X y − xY )
− 3 b z Z (Z y − z Y )
> R1:=(z*Y+Z*y)*(Z*y-z*Y)+(3*x*X+a*z*Z)*(z*X-x*Z);
R1 := (z Y + Z y) (Z y − z Y ) + (3xX + a z Z) (z X − xZ)
Relations II
> P2:=(y*Y-6*b*z*Z)*(x*Y+X*y)+(-2*a*x*X+a^2*z*Z)*(z*Y+Z*y)-3*b*(x*y*Z^2
> +z^2*X*Y)-a*(z*y*X^2+x^2*Z*Y);
P2 := (y Y − 6 b z Z) (X y + xY ) + (a2 z Z − 2 a xX) (z Y + Z y)− 3 b (x y Z2 + z2X Y )
− a (y z X2 + x2 Y Z)
> Q2:=y^2*Y^2+3*a*x^2*X^2+(-a^3-9*b^2)*z^2*Z^2-a^2*(z*X+x*Z)^2-2*a^2*z*
> x*Z*X+(9*b*x*X-3*a*b*z*Z)*(z*X+x*Z);
Q2 := y2 Y 2 + 3 a x2X2 + (−a3 − 9 b2) z2 Z2 − a2 (z X + xZ)2 − 2 a2 z xZ X
+ (9 b xX − 3 a b z Z) (z X + xZ)
> R2:=(y*Y+3*b*z*Z)*(Z*y+z*Y)+(3*x*X+2*a*z*Z)*(x*Y+X*y)+a*(x*y*Z^2+z^2*
> X*Y);
R2 := (y Y + 3 b z Z) (z Y + Z y) + (3xX + 2 a z Z) (X y + xY ) + a (x y Z2 + z2X Y )
A.2 Détails des calculs du lemme 2.3.1
> eval([P2,Q2,R2],x=k*epsilon):eval(%,y=1):eval(%,z=0):
> eval(%,X=K*epsilon):eval(%,Y=1):eval(%,Z=0):
> eval(%,a=a0+a1*epsilon):eval(%,b=b0+b1*epsilon);
[K ε+ k ε, 1 + 3 (a0 + a1 ε) k2 ε4K2, 3 k ε2K (K ε+ k ε)]
> eval(%,epsilon^2=0):eval(%,epsilon^4=0);
[K ε+ k ε, 1, 0]
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A.3 Détails des calculs du lemme 2.3.2
> eval([P1,Q1,R1],x=x0+x1*epsilon):eval(%,y=y0+y1*epsilon):
> eval(%,z=1):
> eval(%,X=k*epsilon):eval(%,Y=1):eval(%,Z=0):
> eval(%,a=a0+a1*epsilon):eval(%,b=b0+b1*epsilon);
[−x0 − x1 ε− (a0 + a1 ε) k2 ε2 + (2 y0 + 2 y1 ε) k ε,
−y0 − y1 ε+ (a0 + a1 ε) k ε− 3 (x0 + x1 ε) k ε (k ε (y0 + y1 ε)− x0 − x1 ε),
−1 + 3 (x0 + x1 ε) k2 ε2]
> expand(%):eval(%,epsilon^2=0):eval(%,epsilon^3=0):\
> eval(%,epsilon^4=0);
[−x0 − x1 ε+ 2 k ε y0 , −y0 − y1 ε+ k ε a0 + 3 k ε x0 2, −1]
> -%:collect(%,epsilon);
[(x1 − 2 k y0 ) ε+ x0 , (y1 − k a0 − 3 k x0 2) ε+ y0 , 1]
A.4 Détails des calculs du lemme 2.3.3
> eval([P2,Q2,R2],x=x0+x1*epsilon):eval(%,y=y1*epsilon):eval(%,z=1):
> eval(%,X=x0+X1*epsilon):eval(%,Y=Y1*epsilon):eval(%,Z=1):
> eval(%,a=a0+a1*epsilon):Res:=eval(%,b=b0+b1*epsilon);
Res := [(y1 ε2Y1 − 6 b0 − 6 b1 ε) ((x0 +X1 ε) y1 ε+ (x0 + x1 ε)Y1 ε)
+ ((a0 + a1 ε)2 − 2 (a0 + a1 ε) (x0 + x1 ε) (x0 +X1 ε)) (Y1 ε+ y1 ε)
− 3 (b0 + b1 ε) ((x0 + x1 ε) y1 ε+ (x0 +X1 ε)Y1 ε)
− (a0 + a1 ε) (y1 ε (x0 +X1 ε)2 + (x0 + x1 ε)2Y1 ε),
y1 2 ε4Y1 2 + 3 (a0 + a1 ε) (x0 + x1 ε)2 (x0 +X1 ε)2 − (a0 + a1 ε)3 − 9 (b0 + b1 ε)2
− (a0 + a1 ε)2 (2 x0 +X1 ε+ x1 ε)2 − 2 (a0 + a1 ε)2 (x0 + x1 ε) (x0 +X1 ε)
+(9 (b0 + b1 ε) (x0 + x1 ε) (x0 +X1 ε)− 3 (a0 + a1 ε) (b0 + b1 ε))
(2 x0 +X1 ε+ x1 ε),
(y1 ε2Y1 + 3 b0 + 3 b1 ε) (Y1 ε+ y1 ε)
+ (3 (x0 + x1 ε) (x0 +X1 ε) + 2 a0 + 2 a1 ε) ((x0 +X1 ε) y1 ε+ (x0 + x1 ε)Y1 ε)
+ (a0 + a1 ε) ((x0 + x1 ε) y1 ε+ (x0 +X1 ε)Y1 ε)]
> expand(Res):
> eval(%,epsilon^2=0):eval(%,epsilon^3=0):eval(%,epsilon^4=0):
> eval(%,epsilon^5=0):
> Res:=collect(%,epsilon);
Res := [(−9 b0 x0 y1 − 9 b0 x0 Y1 − 3 a0 x0 2Y1 − 3 a0 x0 2 y1 + a0 2Y1 + a0 2 y1 ) ε,
(6 a0 x0 3X1 − 3 a0 2 a1 − 6 a0 2 x0 X1 − 6 a0 2 x0 x1 − 12 a0 a1 x0 2 + 27 b0 x0 2X1
+ 27 b0 x0 2 x1 − 3 a0 b0 X1 − 3 a0 b0 x1 − 6 a0 b1 x0 − 6 a1 b0 x0 + 3 a1 x0 4
+ 18 b1 x0 3 − 18 b0 b1 + 6 a0 x0 3 x1 )ε− 6 a0 2 x0 2 − a0 3 + 3 a0 x0 4 − 9 b0 2
− 6 a0 b0 x0 + 18 b0 x0 3,
(3 x0 3 y1 + 3 x0 3Y1 + 3 a0 x0 y1 + 3 a0 x0 Y1 + 3 b0 y1 + 3 b0 Y1 ) ε]
> eval(Res,x0^3=-a0*x0-b0):eval(%,x0^4=-a0*x0^2-b0*x0):
> expand(%): Res:=collect(%,epsilon);
Res := [(−9 b0 x0 y1 − 9 b0 x0 Y1 − 3 a0 x0 2Y1 − 3 a0 x0 2 y1 + a0 2Y1 + a0 2 y1 ) ε,
(−12 a0 2 x0 X1 − 9 a0 b0 X1 − 3 a0 2 a1 − 12 a0 2 x0 x1 − 15 a0 a1 x0 2
+ 27 b0 x0 2X1 + 27 b0 x0 2 x1 − 9 a0 b0 x1 − 24 a0 b1 x0 − 9 a1 b0 x0
−36 b0 b1 )ε− 27 a0 b0 x0 − 27 b0 2 − 9 a0 2 x0 2 − a0 3, 0]
> resultant(9*a0^2*x0^2+27*b0^2+27*a0*b0*x0+a0^3,x0^3+a0*x0+b0,x0);
(4 a0 3 + 27 b0 2)3
> coef:=-1/(9*a0^2*x0^2+27*b0^2+27*a0*b0*x0+a0^3)+epsilon*(24*a0*b1*x0+
> 36*b0*b1+3*a0^2*a1+12*a0^2*x0*X1+9*a0*b0*X1+12*a0^2*x0*x1+9*a0*b0*x1+1
> 5*a0*a1*x0^2+9*a1*b0*x0-27*b0*x0^2*X1-27*b0*x0^2*x1)/(-9*a0^2*x0^2-27*
> b0^2-27*a0*b0*x0-a0^3)^2;
coef := − 1
9 a0 2 x0 2 + 27 b0 2 + 27 a0 b0 x0 + a0 3
+ ε(24 a0 b1 x0 + 36 b0 b1 + 3 a0 2 a1
+ 12 a0 2 x0 X1 + 9 a0 b0 X1 + 12 a0 2 x0 x1 + 9 a0 b0 x1 + 15 a0 a1 x0 2
+ 9 a1 b0 x0 − 27 b0 x0 2X1 − 27 b0 x0 2 x1 )/
(−27 a0 b0 x0 − 27 b0 2 − 9 a0 2 x0 2 − a0 3)2
> coef*Res:
> expand(%):eval(%,epsilon^2=0):
> normal(%):Res:=collect(%,epsilon);
Res := [−(−9 b0 x0 y1 − 9 b0 x0 Y1 − 3 a0 x0
2Y1 − 3 a0 x0 2 y1 + a0 2Y1 + a0 2 y1 ) ε
9 a0 2 x0 2 + 27 b0 2 + 27 a0 b0 x0 + a0 3
, 1, 0]
> resultant(a0^2-9*b0*x0-3*a0*x0^2,x0^3+a0*x0+b0,x0);
(4 a0 3 + 27 b0 2)2
> expand((a0^2-9*b0*x0-3*a0*x0^2)*(y1+Y1));
> expand((a0^2-9*b0*x0-3*a0*x0^2)*(3*x0^2+a0));
−9 b0 x0 y1 − 9 b0 x0 Y1 − 3 a0 x0 2Y1 − 3 a0 x0 2 y1 + a0 2Y1 + a0 2 y1
−27 b0 x0 3 − 9 a0 b0 x0 − 9 a0 x0 4 + a0 3
> eval(Res,a0^3+27*a0*b0*x0+27*b0^2+9*a0^2*x0^2=(a0^2-9*b0*x0-3*a0*x0^2
> )*(3*x0^2+a0)):
> Res:=eval(
> %,a0^2*y1+a0^2*Y1-9*b0*x0*y1-9*b0*x0*Y1-3*a0*x0^2*Y1-3*a0*x0^2*y1=(a0
> ^2-9*b0*x0-3*a0*x0^2)*(y1+Y1));
Res := [−(Y1 + y1 ) ε
3 x0 2 + a0
, 1, 0]
A.5 Détails des calculs du lemme 2.3.4
> eval([P1,Q1,R1],x=x0+x1*epsilon):eval(%,y=y0+y1*epsilon):
> eval(%,z=1):
> eval(%,X=x0+X1*epsilon):eval(%,Y=-y0+Y1*epsilon):eval(%,Z=1):
> eval(%,a=a0+a1*epsilon):Res:=eval(%,b=b0+b1*epsilon);
Res := [(y0 + y1 ε)2 (x0 +X1 ε)− (x0 + x1 ε) (−y0 +Y1 ε)2
− (a0 + a1 ε) (2 x0 +X1 ε+ x1 ε) (X1 ε− x1 ε)
+ (2 (y0 + y1 ε) (−y0 +Y1 ε)− 3 b0 − 3 b1 ε) (X1 ε− x1 ε),
(y0 + y1 ε) (−y0 +Y1 ε) (2 y0 + y1 ε−Y1 ε)
− (a0 + a1 ε) ((x0 + x1 ε) (y0 + y1 ε)− (x0 +X1 ε) (−y0 +Y1 ε))
+ (−2 a0 − 2 a1 ε− 3 (x0 + x1 ε) (x0 +X1 ε))
((x0 +X1 ε) (y0 + y1 ε)− (x0 + x1 ε) (−y0 +Y1 ε))
− 3 (b0 + b1 ε) (2 y0 + y1 ε−Y1 ε),
(Y1 ε+ y1 ε) (2 y0 + y1 ε−Y1 ε)
+ (3 (x0 + x1 ε) (x0 +X1 ε) + a0 + a1 ε) (X1 ε− x1 ε)]
> expand(Res):
> eval(%,epsilon^2=0):eval(%,epsilon^3=0):eval(%,epsilon^4=0):
> Res:=collect(%,epsilon);
Res := [(2 y0 y1 x0 + 2 x0 y0 Y1 − 2 a0 x0 X1 + 2 a0 x0 x1 − y0 2X1 + x1 y0 2
−3 b0 X1 + 3 b0 x1 )ε,
(3 y0 2Y1 − 3 x0 3 y1 − 6 a1 x0 y0 − 3 a0 x0 y1 − 3 a0 x1 y0
+ 3 x0 3Y1 − 3 a0 X1 y0 − 9 x0 2X1 y0 − 9 x0 2 x1 y0 + 3 a0 x0 Y1 − 3 y0 2 y1
− 3 b0 y1 + 3 b0 Y1 − 6 b1 y0 )ε− 2 y0 3 − 6 b0 y0 − 6 a0 x0 y0 − 6 x0 3 y0 ,
(2 y0 Y1 + 2 y0 y1 + 3 x0 2X1 − 3 x0 2 x1 + a0 X1 − a0 x1 ) ε]
> eval(Res,2*y0*y1=(3*x0^2+a0)*x1+a1*x0+b1):
> eval(%,2*y0*Y1=-((3*x0^2+a0)*X1+a1*x0+b1)):
> expand(%):Res:=collect(%,epsilon);
Res := [(2 y0 y1 x0 + 2 x0 y0 Y1 − 2 a0 x0 X1 + 2 a0 x0 x1 − y0 2X1 + x1 y0 2 − 3 b0 X1
+ 3 b0 x1 )ε, (3 y0 2Y1 − 3 x0 3 y1 − 6 a1 x0 y0 − 3 a0 x0 y1 − 3 a0 x1 y0
+ 3 x0 3Y1 − 3 a0 X1 y0 − 9 x0 2X1 y0 − 9 x0 2 x1 y0 + 3 a0 x0 Y1 − 3 y0 2 y1
− 3 b0 y1 + 3 b0 Y1 − 6 b1 y0 )ε− 2 y0 3 − 6 b0 y0 − 6 a0 x0 y0 − 6 x0 3 y0 , 0]
> eval(Res,x0^3=y0^2-a0*x0-b0):
> expand(%):Res:=collect(%,epsilon);
Res := [(2 y0 y1 x0 + 2 x0 y0 Y1 − 2 a0 x0 X1 + 2 a0 x0 x1 − y0 2X1 + x1 y0 2 − 3 b0 X1
+ 3 b0 x1 )ε, (6 y0 2Y1 − 6 y0 2 y1 − 6 a1 x0 y0 − 3 a0 x1 y0 − 3 a0 X1 y0
− 9 x0 2X1 y0 − 9 x0 2 x1 y0 − 6 b1 y0 )ε− 8 y0 3, 0]
> eval(Res,y1=((3*x0^2+a0)*x1+a1*x0+b1)/(2*y0)):
> eval(%,Y1=-((3*x0^2+a0)*X1+a1*x0+b1)/(2*y0)):
> expand(%):Res:=collect(%,epsilon);
Res := [(3 x0 3 x1 + 3 a0 x0 x1 − 3 x0 3X1 − 3 a0 x0 X1 − y0 2X1 + x1 y0 2 − 3 b0 X1
+ 3 b0 x1 )ε,
(−18 x0 2X1 y0 − 6 a0 X1 y0 − 12 a1 x0 y0 − 12 b1 y0 − 18 x0 2 x1 y0 − 6 a0 x1 y0 )
ε− 8 y0 3, 0]
> eval(Res,x0^3= y0^2-a0*x0-b0):
> expand(%):Res:=collect(%,epsilon);
Res := [(4 x1 y0 2 − 4 y0 2X1 ) ε,
(−18 x0 2X1 y0 − 6 a0 X1 y0 − 12 a1 x0 y0 − 12 b1 y0 − 18 x0 2 x1 y0 − 6 a0 x1 y0 )
ε− 8 y0 3, 0]
> coef:=(-1/(8*y0^3)-(-12*b1*y0-12*a1*y0*x0-6*a0*y0*x1-6*a0*X1*y0-18*x0
> ^2*y0*x1-18*x0^2*X1*y0)*epsilon/((8*y0^3)^2));
coef := − 1
8 y0 3
− (−18 x0
2X1 y0 − 6 a0 X1 y0 − 12 a1 x0 y0 − 12 b1 y0 − 18 x0 2 x1 y0 − 6 a0 x1 y0 ) ε
64 y0 6
> coef*Res:
> expand(%):eval(%,epsilon^2=0):
> normal(%):Res:=collect(%,epsilon);
Res := [−ε (x1 −X1 )
2 y0
, 1, 0]
A.6 Détails des calculs du lemme 2.3.5
> eval(2*y0*[P2,Q2,R2],x=x0+x1*epsilon):eval(%,y=y0+y1*epsilon):
> eval(%,z=1):
> eval(%,X=x0+X1*epsilon):eval(%,Y=y0+Y1*epsilon):eval(%,Z=1):
> eval(%,a=a0+a1*epsilon):Res1:=eval(%,b=b0+b1*epsilon);
Res1 := 2 y0 [((y0 + y1 ε) (y0 +Y1 ε)− 6 b0 − 6 b1 ε)
((x0 +X1 ε) (y0 + y1 ε) + (x0 + x1 ε) (y0 +Y1 ε))
+ ((a0 + a1 ε)2 − 2 (a0 + a1 ε) (x0 + x1 ε) (x0 +X1 ε)) (2 y0 +Y1 ε+ y1 ε)
− 3 (b0 + b1 ε) ((x0 + x1 ε) (y0 + y1 ε) + (x0 +X1 ε) (y0 +Y1 ε))
− (a0 + a1 ε) ((y0 + y1 ε) (x0 +X1 ε)2 + (x0 + x1 ε)2 (y0 +Y1 ε)),
(y0 + y1 ε)2 (y0 +Y1 ε)2 + 3 (a0 + a1 ε) (x0 + x1 ε)2 (x0 +X1 ε)2 − (a0 + a1 ε)3
− 9 (b0 + b1 ε)2 − (a0 + a1 ε)2 (2 x0 +X1 ε+ x1 ε)2
− 2 (a0 + a1 ε)2 (x0 + x1 ε) (x0 +X1 ε)
+ (9 (b0 + b1 ε) (x0 + x1 ε) (x0 +X1 ε)− 3 (a0 + a1 ε) (b0 + b1 ε))
(2 x0 +X1 ε+ x1 ε),
((y0 + y1 ε) (y0 +Y1 ε) + 3 b0 + 3 b1 ε) (2 y0 +Y1 ε+ y1 ε)
+ (3 (x0 + x1 ε) (x0 +X1 ε) + 2 a0 + 2 a1 ε)
((x0 +X1 ε) (y0 + y1 ε) + (x0 + x1 ε) (y0 +Y1 ε))
+ (a0 + a1 ε) ((x0 + x1 ε) (y0 + y1 ε) + (x0 +X1 ε) (y0 +Y1 ε))]
> expand(Res1):
> eval(%,epsilon^2=0):eval(%,epsilon^3=0):eval(%,epsilon^4=0):
> eval(%,epsilon^5=0):
> Res1:=collect(%,epsilon);
Res1 := [(6 y0 3 x0 y1 + 6 y0 3 x0 Y1 − 18 b0 X1 y0 2 − 18 b0 x1 y0 2 + 8 a0 a1 y0 2
− 36 b1 x0 y0 2 + 2 a0 2Y1 y0 + 2 a0 2 y1 y0 + 2 y0 4 x1 − 12 a1 x0 2 y0 2 + 2 y0 4X1
− 12 a0 x0 X1 y0 2 − 12 a0 x0 x1 y0 2 − 18 b0 x0 y1 y0 − 18 b0 x0 Y1 y0
− 6 a0 x0 2Y1 y0 − 6 a0 x0 2 y1 y0 )ε− 36 b0 x0 y0 2 + 4 a0 2 y0 2 − 12 a0 x0 2 y0 2
+ 4 y0 4 x0 , (4 y0 4Y1 + 36 b1 x0 3 y0 − 6 a0 2 a1 y0 − 36 b0 b1 y0
+ 12 a0 x0 3X1 y0 + 4 y0 4 y1 + 12 a0 x0 3 x1 y0 − 12 a0 2 x0 X1 y0
− 12 a0 2 x0 x1 y0 + 6 a1 x0 4 y0 − 24 a0 a1 x0 2 y0 + 54 b0 x0 2X1 y0
+ 54 b0 x0 2 x1 y0 − 6 a0 b0 X1 y0 − 6 a0 b0 x1 y0 − 12 a0 b1 x0 y0
− 12 a1 b0 x0 y0 )ε− 12 a0 2 x0 2 y0 + 6 a0 x0 4 y0 + 2 y0 5 − 12 a0 b0 x0 y0
− 2 a0 3 y0 − 18 b0 2 y0 + 36 b0 x0 3 y0 , (12 a1 x0 y0 2 + 6 y0 3Y1 + 6 a0 X1 y0 2
+ 18 x0 2 x1 y0 2 + 6 a0 x1 y0 2 + 6 x0 3Y1 y0 + 18 x0 2X1 y0 2 + 6 b0 Y1 y0
+ 6 x0 3 y1 y0 + 12 b1 y0 2 + 6 b0 y1 y0 + 6 y0 3 y1 + 6 a0 x0 y1 y0 + 6 a0 x0 Y1 y0 )
ε+ 12 a0 x0 y0 2 + 4 y0 4 + 12 b0 y0 2 + 12 x0 3 y0 2]
> eval(Res1,x0^3=y0^2-a0*x0-b0):
> eval(%,y1=((3*x0^2+a0)*x1+a1*x0+b1)/(2*y0)):
> eval(%,Y1=((3*x0^2+a0)*X1+a1*x0+b1)/(2*y0)):
> expand(%):Res1:=collect(%,epsilon);
Res1 := [(9 y0 2 x0 3X1 − 6 a0 x0 2 b1 − 30 b1 x0 y0 2 − 18 b0 X1 y0 2 − 18 b0 x1 y0 2
+ 8 a0 a1 y0 2 − 6 a1 x0 2 y0 2 + 2 y0 4X1 + 2 y0 4 x1 − 9 a0 x0 X1 y0 2
− 9 a0 x0 x1 y0 2 − 9 b0 x0 a0 x1 + a0 3 x1 + 2 a0 2 b1 + 9 y0 2 x0 3 x1 + 2 a0 2 a1 x0
− 27 b0 x0 3 x1 − 18 b0 x0 2 a1 − 18 b0 x0 b1 − 9 a0 x0 4 x1 − 6 a0 x0 3 a1
− 9 b0 X1 a0 x0 − 27 b0 X1 x0 3 − 9X1 a0 x0 4 + a0 3X1 )ε− 36 b0 x0 y0 2
+ 4 a0 2 y0 2 − 12 a0 x0 2 y0 2 + 4 y0 4 x0 , (−24 a0 2 x0 X1 y0 − 24 a0 2 x0 x1 y0
− 24 a0 a1 x0 2 y0 + 54 b0 x0 2X1 y0 + 54 b0 x0 2 x1 y0 − 18 a0 b0 X1 y0
− 18 a0 b0 x1 y0 − 48 a0 b1 x0 y0 − 12 a1 b0 x0 y0 − 6 a0 2 a1 y0 − 72 b0 b1 y0
+ 6 a1 x0 4 y0 + 40 b1 y0 3 + 14 a0 X1 y0 3 + 6 y0 3 x0 2 x1 + 14 y0 3 a0 x1
+ 4 y0 3 a1 x0 + 6 y0 3 x0 2X1 )ε− 12 a0 2 x0 2 y0 + 6 a0 x0 4 y0 + 2 y0 5 − 2 a0 3 y0
− 54 b0 2 y0 − 48 a0 b0 x0 y0 + 36 b0 y0 3, (24 b1 y0 2 + 36 x0 2 x1 y0 2
+ 36 x0 2X1 y0 2 + 12 a0 x1 y0 2 + 12 a0 X1 y0 2 + 24 a1 x0 y0 2)ε+ 16 y0 4]
> coef:=16*y0^4+12*y0^2*(2*b1+(3*x0^2+a0)*(x1+X1)+2*a1*x0)*epsilon;
coef := 16 y0 4 + 12 y0 2 (2 b1 + (3 x0 2 + a0 ) (x1 +X1 ) + 2 a1 x0 ) ε
> alpha:=(3*x0^2+a0)/(2*y0)+epsilon*((a1+3*x0*(x1+X1)-(y1+Y1)*
> (3*x0^2+a0)/(2*y0))*1/(2*y0));
α :=
3 x0 2 + a0
2 y0
+
ε (a1 + 3 x0 (x1 +X1 )− (Y1 + y1 ) (3 x0
2 + a0 )
2 y0
)
2 y0
> XX:=alpha^2-2*x0-(x1+X1)*epsilon;
XX :=
3 x0 2 + a02 y0 +
ε (a1 + 3 x0 (x1 +X1 )− (Y1 + y1 ) (3 x0
2 + a0 )
2 y0
)
2 y0

2
− 2 x0 − (x1 +X1 ) ε
> YY:=alpha*(x0+x1*epsilon-XX)-y0-y1*epsilon;
YY :=
3 x0 2 + a02 y0 +
ε (a1 + 3 x0 (x1 +X1 )− (Y1 + y1 ) (3 x0
2 + a0 )
2 y0
)
2 y0

(
3 x0 + x1 ε
−
3 x0 2 + a02 y0 +
ε (a1 + 3 x0 (x1 +X1 )− (Y1 + y1 ) (3 x0
2 + a0 )
2 y0
)
2 y0

2
+ (x1 +X1 ) ε
)
− y0 − y1 ε
> coef*[XX,YY,1]:
> expand(%):
> eval(%,epsilon^2=0):eval(%,epsilon^3=0):eval(%,epsilon^4=0):
> eval(%,epsilon^5=0):eval(%,epsilon^6=0):
> eval(%,y1=((3*x0^2+a0)*x1+a1*x0+b1)/(2*y0)):
> eval(%,Y1=((3*x0^2+a0)*X1+a1*x0+b1)/(2*y0)):
> expand(%):
> Res2:=collect(%,epsilon);
Res2 := [(−16 y0 4X1 − 24 a1 x0 2 y0 2 − 16 y0 4 x1 + 8 a0 a1 y0 2 + 2 a0 2 a1 x0
+ 27 a0 x0 4 x1 − 48 b1 x0 y0 2 + a0 3 x1 + 2 a0 2 b1 + 12 a0 x0 2 b1 + 12 a0 x0 3 a1
+ 18 x0 4 b1 + 27 x0 6 x1 + 18 x0 5 a1 + 9 a0 2 x0 2 x1 + 27X1 a0 x0 4 + 9X1 a0 2 x0 2
+ 27X1 x0 6 + a0 3X1 )ε+ 24 a0 x0 2 y0 2 − 32 y0 4 x0 + 4 a0 2 y0 2 + 36 y0 2 x0 4,
(−6 a0 2 a1 y0 + 72 b1 x0 3 y0 − 36 a0 x0 3 x1 y0 − 6 a0 2 x0 X1 y0 − 6 a0 2 x0 x1 y0
− 12 a0 a1 x0 2 y0 + 24 a0 b1 x0 y0 − 4 a0 X1 y0 3 + 18 a1 x0 4 y0 − 4 y0 3 a0 x1
− 8 y0 3 a1 x0 − 32 b1 y0 3 + 60 y0 3 x0 2 x1 − 36 a0 x0 3X1 y0 − 54 y0 x0 5 x1
+ 60 y0 3 x0 2X1 − 54 x0 5X1 y0 )ε− 18 a0 2 x0 2 y0 + 24 y0 3 a0 x0 − 54 a0 x0 4 y0
− 16 y0 5 − 54 y0 x0 6 − 2 a0 3 y0 + 72 y0 3 x0 3,
(24 b1 y0 2 + 36 x0 2 x1 y0 2
+ 36 x0 2X1 y0 2 + 12 a0 x1 y0 2 + 12 a0 X1 y0 2
+ 24 a1 x0 y0 2)ε+ 16 y0 4]
> Res1-Res2:
> eval(%,y0^5=y0*(x0^3+a0*x0+b0)^2):eval(%,y0^4=y0^2*(x0^3+a0*x0+b0)):
> eval(%,y0^3=y0*(x0^3+a0*x0+b0)):eval(%,y0^2=x0^3+a0*x0+b0):
> expand(%);
[0, 0, 0]
A.7 Détails des calculs du lemme 2.3.6
> alpha:=(Y-y)/(X-x);
α :=
Y − y
X − x
> XX:=alpha^2-x-X; YY:=alpha*(x-XX)-y;
XX :=
(Y − y)2
(X − x)2 − x−X
YY :=
(Y − y) (2x− (Y − y)
2
(X − x)2 +X)
X − x − y
> Res1:=[-(X-x)^3*normal(XX),-(X-x)^3*normal(YY),-(X-x)^3];
Res1 := [−(X − x) (Y 2 − 2 y Y + y2 + xX2 + x2X − x3 −X3),
3Y x2X − 2Y x3 + Y 3 − 3 y Y 2 + 3Y y2 − Y X3 + y x3 − y3 + 2 y X3 − 3 y xX2,
−(X − x)3]
> expand(Res1):
> eval(%,Y^2=X^3+a*X+b):eval(%,y^2=x^3+a*x+b):
> eval(%,y^3=y*(x^3+a*x+b)):eval(%,Y^3=Y*(X^3+a*X+b)):
> Res1:=expand(%);
Res1 := [−aX2 − 2X b+ 2X y Y +X x3 − xX3 + 2x b− 2x y Y + a x2,
3Y x2X + Y x3 + Y aX + 4Y b− y X3 − 3 y aX − 4 y b+ 3Y ax− y a x− 3 y xX2,
−X3 + 3xX2 − 3x2X + x3]
> eval([P1,Q1,R1],z=1):eval(%,Z=1):
> expand(%):
> eval(%,y^2=x^3+a*x+b):eval(%,Y^2=X^3+a*X+b):
> Res2:=expand(%);
Res2 := [−aX2 − 2X b+ 2X y Y +X x3 − xX3 + 2x b− 2x y Y + a x2,
3Y x2X + Y x3 + Y aX + 4Y b− y X3 − 3 y aX − 4 y b+ 3Y ax− y a x− 3 y xX2,
−X3 + 3xX2 − 3x2X + x3]
> Res2-Res1;
[0, 0, 0]
Annexe B
Exemples
B.1 Deux procédures écrites en maple
La procédure GroupeSurFp est écrite en language maple comme suit :
> GroupeSurFp:=proc(a,b,p)
> local X,Y0,G,i,k;
> if (4*a^3+27*b^2 mod p)=0 then RETURN({}); fi;
> G:={o};
> for i from 0 to p-1 do
> X:= i^3+a*i+b mod p;
> Y0:=Roots(x^2-X) mod p;
> if nops(Y0)<>0 then Y0:=Roots(x^2-X) mod p;
> Y0:=Y0[1][1];
> G:=G union {[i,Y0], [i,-Y0 mod p]}; fi;
> od;
> RETURN(G);
> end:
Cette procédure :
 prend en entrée un nombre premier p, ainsi que deux éléments a et b entiers compris entre
0 et p−1 ;
 renvoie :
 l'ensemble vide si la courbe projective d'équation y2z = x3 + axz2 + bz3 est singulière ;
 l'ensemble des éléments du groupe Ea,b(Fp[ε]), sinon.
Autrement dit, elle renvoie un ensemble non vide seulement si l'équation de Weierstrass
y2 = x3 + ax+ b déﬁnit bien une courbe elliptique.
La procédure OrdreDansF :
 prend en entrée un nombre premier p,
 renvoie un tableau à double entrée dont les lignes et les colonnes peuvent être numérotées
de 0 à p− 1 et dont le coeﬃcient ci,j contient le cardinal de Ei,j(Fp).
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Nous l'avons écrite en language maple comme suit :
> OrdreDansF:=proc(p)
> local G,i,j;
> G:=array(1..p,1..p):
> for i from 0 to p-1 do
> for j from 0 to p-1 do
> G[i+1,j+1]:=nops(GroupeSurFp(i,j,p));;
> print(G);
> end:
B.2 Ordre de toutes les courbes elliptiques de F5
Les procédures écrites en B.1 permet de connaître l'ordre de toutes les courbes elliptiques
déﬁnies sur Fp par une équation du type y2 = x3 + ax+ b.
Le tableau suivant donne le cardinal de Ei,j(F5) où i et j sont respectivement les numéros
de ligne et de colonne numérotées de 0 à 4. Par exemple, on lit que la courbe d'équation
y2 = x3 + x+ 3 est singulière. Aussi, on lit : Card(E3,0(F5)) = 10.
> OrdreDansF(5); 
0 6 6 6 6
4 9 4 4 9
2 7 0 0 7
10 0 5 5 0
8 8 3 3 8

On peut alors donner la liste exhaustive des couples (a, b) de F25 tels que la courbe d'équation
y2 = x3 + ax+ b soit singulière :
(0, 0), (1, 3), (4, 3), (2, 2), (3, 2).
Ce sont les solutions de l'équation à deux inconnues déﬁnie sur F5 par : 4a3 + 27b2 = 0.
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Notations
[m] : morphisme qui à un élément P ren-
voie mP , 48
d.c : fonction réciproque de Θ déﬁnie par
dΘ(k)c = k, 47JkK : unique entier entre 0 et p − 1 tel
que JkK = k, 48
P : projeté d'un élément P deEa,b(Fq[ε])
sur Epi(a),pi(b)(Fq), 48
m : classe dem dans Fp pour un élément
m de Fq corps de caractéristique p,
48
1∗ : ensemble eﬀectif de taille t1, voir
Ensemble eﬀectif15
x uﬀ E : tir uniforme dans l'ensemble
E, 12
y = A(x) : exécution de l'algortihme dé-
terministe A sur l'entrée x, 12
Adv
IND|(p,a,b)=(p0,a0,b0)
A0/Wε0 : avantage de l'at-
taquantA0 sur le cryptosystèmeWε0
sachant que (p, a, b) = (p0, a0, b0),
110
AdvINDA/PKC(k) : avantage d'un IND-adversaire
contre le système de chiﬀrement à
clé publique PKC, 38
A(x) : sortie de l'algorithme A sur l'en-
trée x, 17
A(x; r) : sortie de l'algorithme A sur l'en-
trée x et de tirage aléatoire r, 21
DDH(G,P ) : problème décisionnel de Diﬃe-
Hellman de base P dans G, 29
DDHP , 29
Ea,b : schéma en groupes sur Spec(R)
d'équation y2z = x3+axz2+ bz3 et
d'élément neutre O, 43
Ea,b(K) : ensemble des points [x : y : z]
de P2(K) vériﬁant y2z−x3−axz2−
bz3 = 0, 44
Ea,b(R) : ensemble des points [x : y : z]
de P2(R) vériﬁant y2z−x3−axz2−
129
bz3 = 0, 44
ECεp,a,b : groupe eﬀectif représentant le
groupe Ea,b(Fp[ε]), 70
ε : élément nilpotent d'ordre 2 : ε2 = 0,
47
(ε) : idéal engendré par ε, 8
ε : élément nilpotent d'ordre 2 : ε2 = 0,
7
Ea,b : courbe elliptique d'équation y2 =
x3 + ax+ b, 5
Ea,b (K) : ensemble des points sur K de
Ea,b, 5
Fq[ε] : anneau
Fq[X]
X2
, 47
F∗p : groupe multiplicatif du corps Fp,
26
Fq : corps ﬁni à q éléments, 7
Fq[ε] : anneau des polynômes en ε à co-
eﬃcients dans Fq où ε2 = 0, 7
Ĝ : ensemble des entrées de {0, 1}∗ pour
lesquelles l'algorithme App renvoie
1, 60
INDAPKC(k) : expérience aléatoire for-
malisant l'attaque du cryptosystème
à clé publique PKC par l'attaquant
A, 38
I(A) : ensemble des entrées de l'algo-
rithme probabiliste A, 21
I(A) : ensemble des entrées de l'algorithmeA,
17
Iε =
{
(p, a, b, P ) : p premier, (a, b) ∈ F2p[ε] ,
#Ea,b(Fp) = N, p - N, P ∈ Ea,b(Fp[ε]),
〈P 〉 = Ea,b(Fp[ε])}, 73
Input(A) : ensemble des entrées eﬀec-
tives de l'algorithme A, 17
Input(A) : ensemble des entrées eﬀec-
tives de l'algorithme probabiliste A,
21
K : corps rédisuel de l'anneau local R,
de caractéristique doﬀérente de 2 et
3, 43
K : corps de caractéristique diﬀérente
de 2 et 3, 5
Λ : morphisme déﬁni sur Ea,b(Fq[ε]) par
Λ(P ) = (P , dNN′P c), 50
Λ−1 : morphisme réciproque de Λ déﬁni
surEpi(a),pi(b)(Fq)×Fq par Λ−1(P, k) =
λ(P ) + Θ(k), 50
λ : factorisation du morphisme [1−NN′]
à travers piEa,b(Fq [ε]), 49
l : longueur d'une suite de bits, 15
logP (Q) : logarithme discret de Q en
base P , 26
Log(G,P ) : problème du logarithme dis-
cret de base P dans G, 26
ME(k, pk) : ensemble des clairs que l'al-
gorithme E peut chiﬀrer avec en en-
trée k pour paramètre de sécurité et
pk pour clé publique, 34
µ : factorisation du morphisme d.c ◦ [N]
à travers piEa,b(Fq [ε]), 52
N′ : unique entier naturel inférieur à p
tel que N′ = N−1, 48
N : cardinal de Epi(a),pi(b)(Fq), 47
ν : factorisation du morphisme [p] à tra-
vers piEa,b(Fq [ε]), 48
N∗ : ensemble eﬀectif de taille t2, voir
Ensemble eﬀectif15
O = [0 : 1 : 0] : élément neutre du
groupe de points d'une courbe el-
liptique E, 43
OWAPKC(k) : expérience aléatoire forma-
lisant l'attaque du cryptosystème à
clé publique PKC par l'OW atta-
quant A, 36
Θ : morphisme de groupes injectif de Fq
dans Ea,b(Fq[ε]), 47
... = O(...) : ... est dominée par ..., 18
O = [0 : 1 : 0] : point à l'inﬁni, 5
OA : ensemble des sorties de l'algorithme
A, 17
OA : ensemble des sorties de l'algorithme
probabiliste A, 21
Output(A) : ensemble eﬀectif des sorties
de l'algorithme A, 17, 21
pi : projection canonique de l'anneau lo-
cal R dans son corps résiduel K, 43
piEa,b(R) : projection canonique deEa,b(R)
dans Ea,b(K), 44
piEa,b(Fq [ε]) : morphisme de groupe cano-
nique deEa,b(Fq[ε]) dansEpi(a),pi(b)(Fq),
47
P2 (K) : espace projectif sur K de di-
mension 2, 5
p : nombre premier diﬀérent de 2 et 3, 7
P
(
f(x) = a : x PEﬀ E
)
: probabilité que
f soit égale à a suite à l'expérience
aléatoire E, 11
q : puissance du nombre premier p, 7
R : anneau local, 43
R : relation d'équivalence sur Ĝ : aRb⇔
Egal(a, b) = 1, 60
ρ (G) ensemble quotient de Ĝ par la re-
lation d'équivalence R, 60
RA : ensemble des tirages aléatoires de
l'algorithme probabiliste A, 21
SuccOWA/PKC(k) : probabilité de succès de
l'OW-attaquant A sur le système de
chiﬀrement PKC, 37
TA : complexité de l'algorithme A, 17
TA : complexité de l'algorithme proba-
biliste A, 21
t1 : taille déﬁnie sur N∗, 15
t2 : taille déﬁnie sur N∗, 15
tE : taille déﬁnie sur un ensemble ﬁni,
16
tZ : taille déﬁnie sur Z, 16
TA(x) : complexité probabiliste de l'al-
gorithme A, 21
TA(x) : temps d'exécution de l'algorithme
A sur l'entrée x, 17
TA(x) : temps d'exécution de l'algorithme
probabiliste A sur l'entrée x, 21
tIε : taille associée à Iε déﬁnie par : tIε(p, a, b, P ) =
t2(p), 73⊔
: union disjointe, 10
Wε : exemple de cryptosystème à clé pu-
blique , 95
Wε0 : exemple de cryptosystème à clé
publique, 96
Z : ensemble eﬀectif de taille tZ, voir
Ensemble eﬀectif 16
Déﬁnitions : Adversaire
-IND, voir IND 37
Adversaire
- OW, voir OW 36
Avantage d'un - IND , voir IND 38
Probabilité de succès d'un -OW, voir OW
37
Algorithme
- de chiﬀrement, 35
- de déchiﬀrement, 35
- de génération de clés, 34
- polynomial (en temps), 18, 21
entrée d'un -, 17
entrée d'un - probabiliste, 21
l'ensemble des entrées d'un -, 17
l'ensemble des entrées d'un - probabi-
liste, 21
l'ensemble des entrées eﬀectives d'un -,
17
l'ensemble des entrées eﬀectives d'un al-
gorithme probabiliste, 21
l'ensemble des sorties d'un -, 17
l'ensemble des sorties d'un - probabi-
liste, 21
l'ensemble des tirages aléatoires d'un -
probabiliste, 21
l'ensemble eﬀectif des sorties d'un -, 17
l'ensemble eﬀectif des sorties d'un - pro-
babiliste, 21
la complexité d'un -, 17
la complexité d'un - probabiliste, 21
la sortie d'un - probabiliste sur une en-
trée x de tirage aléatoire r, 21
la sortie d'un - sur une entrée, 17
le temps d'exécution d'un - probabiliste
sur une entrée, 21
le temps d'exécution d'un - sur une en-
trée, 17
S.E.A., 70
tirage aléatoire d'un - probabiliste, 21
Avantage
- d'un adversaire IND , voir IND 38
- d'un distingueur du problème DDH, 31
Bit, 14
Calculatoirement indiscernables, 32
CDH, voir Problème calculatoire de Diﬃe-
Hellman28
Chiﬀré, 34
Clair
-, 34
Ensemble des -s associés à une clé pu-
blique, 34
Clé
- privée, 34
- publique, 34
Codage
- d'un ensemble eﬀectif, 15
Complexité probabiliste, 21
Composé de Diﬃe-Hellman, 27
DDH, voir Problème décisionnel de Diﬃe-
Hellman29
Diﬃe-Hellman
Composé de -, 27
Problème calculatoire de -, 28
Problème calculatoire de - sur les courbes
elliptiques paramétrées par I, 28
Problème calculatoire de - sur une courbe
elliptique sur Fp, 28
Problème décisionnel de -, 29
Problème décisionnel de - sur une courbe
elliptique sur Fp, 30
Distingueur
- du problème DDH, 31
Avantage d'un - du problème DDH, 31
DL, voir Problème du logarithme discret26
dominée
est - par, 18
Ensemble
- des clairs associés à une clé publique,
voir Clair34
Ensemble eﬀectif, 15
L' - N∗ , 15
L' - Z , 16
Taille d'un -, 15
Equation de Weierstrass d'une courbe ellip-
tique, 5
Equivalence
- entre deux problèmes paramétrés, voir
Problème 26
Espace
Espace probabilisé par F et E, 10
Espace probabilisé par A sur x, 21
Etat
- ﬁnal, 13
Expérience
- élémentaire indexée par F , 9
- aléatoire, 11
sortie d'une - aléatoire, 11
Expérience aléatoire
- OW, voir OW 36
-IND, voir IND 38
Facile à résoudre, 32
Générateur de courbes elliptiques, 93
- sur un anneau de nombres duaux, 94
- sur un anneau de nombres duaux issu
d'un -, 94
Groupe
- abélien, 59
- eﬀectif cyclique, 62
- eﬀectivement cyclique, 62
- eﬀectivement ﬁni, 61
- représenté par un groupe eﬀectif, 60
- eﬀectif, 60
Taille d'un - eﬀectif, 62
Hasse
Théorème de -, 89
IND
Adversaire -, 37
Expérience aléatoire -, 38
Indiscernables
calculatoirement -, 32
Logarithme discret, 26
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Résumé.
Cette thèse a pour objectif d'étudier les applications cryptographiques des courbes ellip-
tiques sur l'anneau Fp[ε], où Fp représente un corps ﬁni d'ordre premier p et où ε vériﬁe
ε2 = 0.
Après avoir décrit ces courbes déﬁnies sur un anneau, nous en étudions l'aspect algorith-
mique en proposant des solutions concrètes d'implémentations des éléments et de la loi de
groupe.
Enﬁn, nous illustrons leur intérêt cryptographique, en proposant :
 une attaque du problème du logarithme discret elliptique (sur un corps ﬁni) utilisant ces
courbes ;
 un cryptosystème de type ElGamal sur ces courbes, dont nous étudions les propiétés de
sécurité.
Abstract.
The goal of this thesis is to study cryptographic applications of elliptic curves over the ring
Fp[ε], with Fp a ﬁnite ﬁeld of prime order p and with the relation ε2 = 0.
In a ﬁrst time, we describe these curves deﬁned over a ring. Then, we study the algorithmic
properties by proposing eﬀective implementations for representing the elements and the
group law.
Finally, we study some of their cryptographic properties, with the description of :
 an attack of the elliptic discrete logarithm problem (over a ﬁnite ﬁeld) using these curves ;
 a cryptosystem à la ElGamal over these curves. We study its security properties.
