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Commutators, Words, Conjugacy Classes and
Character Methods
Aner Shalev∗

Abstract
In this survey paper we show how character methods can be used to solve a
wide range of seemingly unrelated problems. These include commutators, powers of
conjugacy classes and related random walks, as well as word maps and Waring type
problems. In particular we describe recent progress made on conjectures of Ore,
of Thompson, and of Lulov and Pak. New open problems and conjectures are also
stated.
Key Words: Finite simple groups, commutators, conjagacy classes, characters,
word maps, random walks.

1.

Commutators

Let G be a group, and let G be its commutator subgroup. Then every element g of
G is a product of commutators [x, y] = x−1 y−1 xy. Can we bound the length of such a
product independently of g?
In general the answer is negative; but it turns out to be positive in some important
classes of groups. A pioneering result of Brian Hartley [19] in this context is the following.
Theorem 1.1 Let G be a d-generated ﬁnite solvable group with Fitting height h. Then
2000 AMS Mathematics Subject Classiﬁcation: 20C15, 20D06, 20P05, 20C30.
Dedicated to the cherished memory of Brian Hartley.
∗ Supported by the Israel Science Foundation and by the Bi-National Science Foundation United
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every element of G can be expressed as a product of f(d, h) commutators, where f is
some function of d and h alone.
Brian Hartley then deduced the following important consequence.
Corollary 1.2 Let G be a ﬁnitely generated poly-nilpotent proﬁnite group. Then the
commutator subgroup of G is closed, and every ﬁnite index subgroup of G is open.
The ﬁrst conclusion follows since by Theorem 1.1 there exists n such that G = C n ,
where C is the (closed) set of commutators in G, and C n denotes the set of all products
of length n of elements of C. The second conclusion is easily deduced from the ﬁrst.
Corollary 1.2 extends a result of Serre for the case of ﬁnitely generated pro-p groups.
The general case has been recently solved by Nikolov and Segal [38, 39], following
Segal’s work [43] on the pro-solvable case. Indeed we have:
Theorem 1.3 (i) There exists a function f such that if G is a d-generated ﬁnite group
then every element of G is a product of f(d) commutators.
(ii) The commutator subgroup of a ﬁnitely generated proﬁnite group is closed.
(iii) Every ﬁnite index subgroup of a ﬁnitely generated proﬁnite group is open.
The proof of this result is highly non-trivial, and relies on the classiﬁcation of ﬁnite
simple groups, probabilistic arguments and other methods. While part (ii) above follows
from part (i), the proof of part (iii) requires extra work.
There is special interest in the case where G is a ﬁnite (nonabelian) simple group. A
result of Wilson [47] from 1996 shows the following.
Theorem 1.4 There exists an absolute constant c such that every element of a ﬁnite
simple group is a product of c commutators.
Wilson’s proof uses methods of mathematical logic and does not provide an explicit
value for the constant c. In Theorem 2.8 of [44] we prove that, if we allow ﬁnitely many
exceptions G, we may take c to be 2.
Theorem 1.5 Every element of a suﬃciently large ﬁnite simple group is a product of
two commutators.
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Our proof of this theorem combines character theory with probabilistic arguments.
After this theorem was proved Bob Guralnick told me he can use diﬀerent methods to
prove this result for all ﬁnite simple groups G.
An even stronger result was conjectured in 1951 by Ore [40].
Conjecture 1.6 Every element of a ﬁnite (nonabelian) simple group is a commutator.
This challenging longstanding conjecture has a long history. Ore himself proved it for
alternating groups An [40]. The case of PSL(n, q) was settled by R.C. Thompson in the
sixties. Bonten proved it for exceptional groups of Lie type of rank up to 4. It was also
veriﬁed for the sporadic groups. In 1998 Ellers and Gordeev proved the conjecture for all
Lie type simple groups over a ﬁeld with at least 8 elements (see [10] and the references
therein for the more detailed results).
In the yet unpublished paper [25] with Liebeck and O’Brien we prove the following.
Theorem 1.7 The Ore conjecture holds for all symplectic (simple) groups and all exceptional groups of Lie type.
It therefore remains to prove the Ore conjecture for orthogonal and unitary groups.
These cases are studied in [26].
Probabilistic results related to the Ore conjecture have just been proved. In Theorem
2.9 of [44] we show the following.
Theorem 1.8 Let G be a ﬁnite simple group, and let x ∈ G be randomly chosen. Then
the probability that x is a commutator tends to 1 as |G| → ∞.
In fact we show that for G = Xr (q), a Lie type simple group of rank r over a ﬁeld
with q elements, this probability is at least 1 − cq −2r , where c is some absolute constant.
A more reﬁned probabilistic result is obtained in [15]. We show there that the
commutator map is almost measure preserving on ﬁnite simple groups. More precisely
we have:
Theorem 1.9 Let G be a ﬁnite simple group and let α : G × G → G be the map sending
(x, y) to [x, y]. Then
(i) For every subset Y ⊆ G we have
|α−1 (Y )|/|G|2 = |Y |/|G| + o(1).
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(ii) For every subset X ⊆ G × G we have
|α(X)|/|G| ≥ |X|/|G|2 − o(1).
(iii) In particular, if X is as above and |X|/|G|2 = 1 −o(1), then almost every element
of G is a commutator of the form [x, y] where x, y ∈ X.
Here and throughout this paper o(1) denotes a real number depending on |G| alone
which tends to 0 as |G| → ∞.
Note that this somewhat surprising theorem provides new information even for groups
for which the Ore conjecture is already proved.
Applying this result for the set of generating pairs for G, which is of size |G|2(1 −o(1))
(see [27] and the references therein) we obtain the following.
Corollary 1.10 Almost every element of a ﬁnite simple group G can be expressed as a
commutator [x, y] where x, y generate G.
This result can be used to prove a conjecture by Guralnick and Pak [18] regarding the
Product Replacement Algorithm, see [15] for more details.
We close this section posing a conjecture which seems even harder than the Ore
conjecture.
Conjecture 1.11 Let G be a ﬁnite simple group and let g ∈ G.
(i) The number of ways g can be written as a commutator [x, y] is at least (1−o(1))|G|.
(ii) If G is a group of Lie type of bounded rank, and g = 1, then the number of ways
g can be written as a commutator [x, y] is (1 + o(1))|G|.
Note that 1 can be expressed as a commutator in k(G)|G| ways, where k(G) is the
number of conjugacy classes in G (which tends to ∞ as |G| → ∞). Therefore the identity
element is always over-represented as a commutator. Conjecture 1.11 states that there
are no under-represented elements, and that in the bounded rank case the only overrepresented element is the identity.
This conjecture is open even for alternating groups. It can be checked for families
of groups whose character table is explicitly known (using Proposition 4.1 below). For
example, it holds for PSL(2, q).
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2.

Words
By a word we mean an element w = w(x1 , . . . , xd ) of the free group Fd on x1 , . . . , xd.

Given a word w and a group G we consider the word map wG : Gd → G sending
(g1 , . . . , gd) to w(g1 , . . . , gd). The set of all group elements of the form w(g1 , . . . , gd )
(where gi ∈ G) is denoted by w(G).
A useful result proved by Borel [4] in the 1980s states that word maps on simple
algebraic groups are dominant maps. This can be applied in the study of word maps on
ﬁnite simple groups of Lie type.
If w = 1 and G is a ﬁnite simple group then it was already shown by Jones [20] that
w(G) = {1} provided G is large enough (namely |G| ≥ Nw ). Two natural questions arise:
how large is w(G)? and can we express any element g ∈ G as a short product of elements
of w(G)?
The study of w(G) is a natural extension of the study of commutators described in
Section 1. Another much studied word is the power word w = xk1 , playing a major role in
Burnside-type problems and other contexts. The following interesting result was proved
independently by Martinez and Zelmanov [36] in 1996 and by Saxl and Wilson [41] in
1997.
Theorem 2.1 For each integer k ≥ 2 there exists a number f(k) depending only on k
such that every element of a ﬁnite simple group G can be written as a product of f(k)
kth powers.
This result can be compared with Waring problem in number theory (see for instance
[37]), where we express each integer as a sum of g(k) kth powers. Can we extend Theorem
2.1 for arbitrary words w? In the work [28] from 2001 with Martin Liebeck we provide
such an extension.
Theorem 2.2 For each word w = 1 there exists a number f(w) depending only on w
such that every element of a ﬁnite simple group G can be written as a product of f(w)
elements of w(G).
The proof of this result starts by showing that if G is large enough then |w(G)| ≥ |G|
for some  = (w) > 0. Then a general result on normal subsets of that size is obtained.
Can we get better lower bounds on |w(G)|? In 2004 Larsen [21] provided such a bound
as follows.
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Theorem 2.3 For any word w = 1 and real number  > 0 there exists N = Nw, such
that if G is a ﬁnite simple group satisfying |G| ≥ N then |w(G)| ≥ |G|1−.
The proof uses the dominance of word maps and algebraic geometry. Combining these
methods with reﬁned character theoretic results we can show that the inexplicit function
f(w) in Theorem 2.2 can be replaced by a very small absolute constant (provided G is
large enough).
Theorem 2.4 For each word w = 1 there exists a number N = Nw depending only on
w such that if G is a ﬁnite simple group of order at least N then
w(G)3 = G.
This somewhat surprising result will appear in [44]. It shows that Waring-type
problems sometimes have better solutions in non-commutative contexts. Restricting to
powers we obtain the following improvement of Theorem 2.1.
Corollary 2.5 For every integer k ≥ 1 there is a number N = Nk such that if G is
a ﬁnite simple group of order at least N then every element g ∈ G can be written as
g = g1k g2k g3k .
Is Theorem 2.4 above best possible? In the recent joint work [22] with Michael Larsen
we provide a stronger result for alternating groups and Lie type groups of bounded rank.
Theorem 2.6 Let w = 1 be a word.
(i) We have w(An )2 = An provided n ≥ Nw .
(ii) If G is a ﬁnite simple group of Lie type of rank r, then we have w(G)2 = G
provided |G| ≥ Nw,r .
We pose the following.
Conjecture 2.7 For any word w = 1 there is a number N = Nw such that if G is a
ﬁnite simple group of order at least N then w(G)2 = G.
In view of Theorem 2.6 it remains to prove the conjecture for classical groups of
unbounded rank. Note that if w = [x1 , x2] is the commutator word, then it satisﬁes the
conjecture by Theorem 1.5 above. However the case w = xk1 (even when k = 2) is very
much open.
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There are some indications that the “worst” words in these contexts are the power
words. For example, the word maps of power words w need not be surjective, in fact
|w(G)| may be much smaller than |G|. It might be that words w which are not proper
powers of other words behave better. We quote a related conjecture of Brenner.
Conjecture 2.8 Let w = 1 be a word which is not a proper power of another word. Then
w(An ) = An for all n ≥ Nw .
This is a far reaching generalization of the Ore conjecture (and theorem) for alternating groups. We propose the following version for groups of Lie type.
Conjecture 2.9 Let w = 1 be a word which is not a proper power of another word. Then
there exists a number N = Nw such that, if G is a ﬁnite simple group of Lie type of rank
r ≥ Nw , then w(G) = G.
A challenging test case is the Engel word w = [x1 , x2 , . . . , x2].
We conclude this section with yet another problem on word maps.
Problem 2.10 Which words w induce almost measure preserving maps wG : Gd → G
on ﬁnite simple groups G?
By Theorem 1.9 commutators [x1 , x2 ] have this property. As shown in [15] longer
commutators in distinct variables and in any bracket arrangement also have this property,
as well as the word x21 x22 . On the other hand, words which are proper powers do not have
this measure preserving property. For general words this problem is very much open.
Note that there is also interest in dual questions, related to the kernel of word maps
wG , and the probability that w(g1 , . . . , gd ) = 1. These questions arise naturally in the
contexts of residual properties of free groups [9] and of the girth of Cayley graphs [14].

3.

Conjugacy Classes

Several results on properties of w(G) rely on the study of conjugacy classes and their
powers.
If G is a ﬁnite simple group and C = {1} is a conjugacy class in G then there exists
an integer k such that C k = G. The minimal such k given C is the covering number
137

SHALEV

cn(C, G) of C in G, and the minimal k which works for all non-trivial classes C is the
covering number cn(G) of G.
There has been considerable interest in the study of these covering numbers over the
past decades. See the book [1] where the covering number of An is determined, as well
as bounds for other simple groups. Much later more reﬁned results for simple groups of
Lie type were obtained in [11] and [24], so we have the following.
Theorem 3.1 Let G be a ﬁnite simple group.
(i) If G = An then cn(G) = [(n − 1)/2].
(ii) If G is a Lie type group of rank r then cn(G) ≤ cr where c is some absolute
constant.
In the paper [28] with Liebeck we determine the covering numbers of arbitrary classes
in arbitrary simple groups up to a multiplicative constant.
Theorem 3.2 There exists an absolute constant c such that if G is a ﬁnite simple group
and C = {1} is a conjugacy class in G, then
cn(C, G) ≤ c

log |G|
.
log |C|

However, the constant c is not given explicitly, and computing the exact covering
number of classes is still very hard in many cases. One motivation for such computations
is a challenging conjecture of J.G. Thompson.
Conjecture 3.3 Every ﬁnite simple group G has a conjugacy class C such that C 2 = G.
We note that the Thompson conjecture implies the Ore conjecture. Indeed, if C 2 = G
then 1 ∈ C 2 so C −1 = C and G = C −1 C. Since g−1 gh = [g, h] every element of C −1 C is
trivially a commutator, and the implication follows.
Thompson conjecture was veriﬁed for alternating groups, projective special linear
groups, sporadic groups, and groups of Lie type over a ﬁeld with at least 8 elements (see
[10] for the latter result). Moreover, a result of Gow [17] shows that if C is a class of
regular semisimple real elements in the simple group of Lie type G, then C 2 contains all
semisimple elements of G.
In [44] we combine probabilistic and character methods to obtain the following approximations to Thompson conjecture.
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Theorem 3.4 There exists an absolute constant c such that every ﬁnite simple group
G of order ≥ c has a conjugacy class C such that C 3 = G. Furthermore, if x ∈ G is
randomly chosen, then the probability that (xG )3 = G tends to 1 as |G| → ∞.
The ﬁrst assertion extends results obtained by Malle, Saxl and Weigel in [35].
We also show that there are classes whose square covers almost all of G.
Theorem 3.5 In every ﬁnite simple group we can ﬁnd a conjugacy class CG with the
property that
2
|/|G| → 1 as |G| → ∞.
|CG

The case of symmetric and alternating groups is particularly interesting. On the one
hand there are early results showing that C 2 = An for certain classes C (e.g. a class of an
n-cycle or of two cycles, see [2] and [5] and the references therein). But very few classes
like this have been found, and it remained open whether C 2 = An is a rare or a common
phenomenon.
In the recent joint work [23] with Larsen we show the following.
Theorem 3.6 For any  > 0 there exists N = N such that if n ≥ N and σ ∈ Sn satisﬁes
(i) σ consists of at most n1/4− cycles, or
(ii) σ consists of at most (1/4 − )n cycles, and has no cycles of length 1 or 2,
then (σ Sn )2 = An .
By the Erdős-Turán theory [12] a random permutation in Sn has about log n cycles.
Using the preceding theorem we can readily deduce the following.
Corollary 3.7 Let σ ∈ An be a randomly chosen permutation. Then the probability that
(σ An )2 = An tends to 1 as n → ∞.
Thus almost all classes C in An satisfy C 2 = An . Is it the case for the other ﬁnite
simple groups? We do not know the answer to this question (obviously a positive answer
would imply Thompson conjecture for all large simple groups). However, in [45] we obtain
some positive indication, using the concepts of random walks and mixing times.
Random walks on ﬁnite (almost) simple groups G with respect to a conjugacy class
C as a generating set have been studied extensively in the past decades. See Diaconis
and Shahshahani [8] for transpositions in symmetric groups, Lulov [32] and Vishne [46]
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for homogeneous classes in symmetric groups, Lulov and Pak [33] for cycles in symmetric
groups, and [16], [28], [31] for groups of Lie type. A main problem investigated is
determining the mixing time T (C, G) of the random walk, namely the time required
till we reach an almost uniform distribution on G. In most cases this mixing time is still
not known. For background see also [6], [7].
The following result from [23] gives rather sharp bounds on mixing times in An .
Theorem 3.8 Let σ ∈ An , and C = σ Sn , and let T = T (C, An ) denote the mixing time
of the associated random walk on An .
(i) The mixing time T is bounded if and only if σ has at most nα ﬁxed points, where
α < 1 is bounded away from 1.
(ii) If σ has nα ﬁxed points where α < 1 then
(1 − α)−1 ≤ T ≤ 2(1 − α)−1 + 1.
(iii) If σ is ﬁxed-point-free or has no(1) ﬁxed points then T ≤ 3.
(iv) If σ has at most no(1) cycles of length 1 and 2 then T = 2.
Parts (iii) and (iv) are best possible, and extend Lulov’s result [32] for permutations
σ which consist of n/m m-cycles (where the mixing time is 3 if m = 2 and 2 if m ≥ 3).
The main conjecture of Lulov and Pak in [33] is the following.
Conjecture 3.9 Let Cn ⊂ Sn be a sequence of conjugacy classes of permutations with
no ﬁxed points. Then, as n → ∞, the mixing time T (Cn , Sn ) is 2 or 3.
This means that in two or three steps we reach an almost uniform distribution on a
suitable coset of An in Sn .
Part (iii) of Theorem 3.8 (with a similar variant when σ is an odd permutation)
establishes Conjecture 3.9 even when there are some ﬁxed points. We therefore have
Corollary 3.10 The Lulov-Pak conjecture holds.
In [45] we obtain a somewhat surprising result for general simple groups G, showing
that the mixing time T (G, C) is usually the smallest possible, namely 2.
Theorem 3.11 Let G be a ﬁnite simple group, let x ∈ G be randomly chosen, and let
C = xG be its conjugacy class. Then the probability that T (C, G) = 2 tends to 1 as
|G| → ∞.
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This means that the product of two random elements of a “typical” class C is almost
uniformly distributed on G.
Theorem 3.10 immediately implies the following.
Corollary 3.12 Fix  > 0 and let G be a ﬁnite simple group. Let x ∈ G be randomly
chosen. Then the probability that |(xG )2 |/|G| ≥ 1 −  tends to 1 as |G| → ∞.
Thus the square of a class of a random element of G covers almost all of G. This
provides positive evidence towards Thompson conjecture, suggesting that C 2 might be
equal to G for many classes C.

4.

Characters

The proofs of the results described above require various tools, and we will not attempt
to describe all of them in this survey paper. Rather, we shall highlight a major tool,
namely character methods, which play an essential role in many of these proofs. Let IrrG
denote the set of complex irreducible characters of the ﬁnite group G. To explain the
connections to character theory we quote some classical results. We start with a result
of Frobenius from 1896.
Proposition 4.1 Let G be a ﬁnite group, and let g ∈ G. Then the number N (g) of pairs
(x, y) ∈ G × G such that [x, y] = g satisﬁes
N (g) = |G|

 χ(g)
.
χ(1)

χ∈IrrG

Consequently, an element g ∈ G is a commutator if and only if



χ(g)
χ χ(1)

= 0.

Now, if G is a ﬁnite simple group, and g ∈ G is an element with a small centralizer, then
one can use recent advances in representation theory (based on Deligne-Lusztig theory [34]
and other tools) to show that the main contribution to the character sum in Proposition
4.1 comes from the trivial character χ = 1, and all the other characters altogether
 χ(g)
contribute marginally. This means that, for such elements g we have χ χ(1) = 1 + o(1)
and so N (g) = |G|(1 + o(1)) and in particular g is a commutator when G is large enough.
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This argument shows that elements with a small centralizer are commutators. It can
be shown that almost all elements of G have small centralizers, and this gives rise to the
proof of Theorem 1.8 above.
In proving Theorem 1.7 we combine this character theoretic approach with an inductive argument. Elements with small centralizers are shown to be commutators using
Proposition 4.1 and representation theory, while the remaining elements are shown to
lie in some product of subgroups of Lie type of smaller dimension, which by induction
already satisfy the Ore conjecture. This approach requires computational methods to
verify all the base cases of the induction.
The method in [15] is more probabilistic and yields results on arbitrary ﬁnite groups
whose representation growth is very small. We need some notation.
A central concept in many of our character-theoretic arguments is the so called Witten
zeta function ζ G encoding the character degrees of a ﬁnite group G. For a real number s
deﬁne

ζ G (s) =
χ(1)−s .
χ∈IrrG

This function was deﬁned by Witten [48] for real Lie groups and studied and applied
extensively in [29], [30], [31], [15] for ﬁnite simple groups.
It turns out that the value of ζ G (s) for certain numbers s encodes a key information
on various properties of G. To illustrate this in the context of the commutator map, let
U be the uniform distribution on G, and let P be the commutator distribution deﬁned
by
P (g) = N (g)/|G|2 .
Using non-commutative Fourier techniques one can show that
||P − U || ≤ (



χ(1)−2 )1/2 = (ζ G (2) − 1)1/2 ,

χ=1

where the above norm is the L1 -norm. Thus, if G is any ﬁnite group satisfying ζ G (2) ≤
1 +  then ||P − U || ≤ 1/2 and so P is almost uniform when  is close to zero. Combining
this with some extra arguments we deduce that if G is a ﬁnite group such that ζ G (2) is
very close to 1, then the commutator map from G × G to G is almost measure preserving.
Now, in [30] we show the following.
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Theorem 4.2 Fix a real number s > 1, and let G be a ﬁnite simple group. Then
ζ G (s) → 1 as |G| → ∞.
Using this for s = 2 we ﬁnally obtain a proof of Theorem 1.9. More detailed results
on the behavior of ζ G can be found in [29, 31].
Character methods are also relevant in the context of studying powers of conjugacy
classes and the Thompson conjecture in particular. Here a main tool is the following
classical result (see e.g. [42], §7.2, or [1], 10.1, p. 43).
Proposition 4.3 Let G be a ﬁnite group, C ⊂ G a conjugacy class, and let k be a positive
integer. For each element g ∈ G let N (C, k, g) be the number of k tuples (x1 , . . . , xk )
where xi ∈ C (i = 1, . . . , k) such that x1 · · · xk = g. Then
N (C, k, g) =

|C|k  χ(C)k χ(g−1 )
.
|G|
χ(1)k−1
χ∈IrrG

Here we write χ(C) for the (common) value of χ(x) for x ∈ C.
Consequently we see that g ∈ C 2 if and only if
 χ(C)2 χ(g−1 )
= 0.
χ(1)

χ∈IrrG

In particular the Thompson conjecture amounts to saying that any ﬁnite simple group G
has a class C such that the character sum above is non-zero for all g ∈ G.
In general estimating this sum for all g ∈ G is quite a formidable task. But if C is
a class of elements with small centralizers, and we assume the centralizer of g is small
as well, then again one can show that the sum above is dominated by the summand at
χ = 1, which implies that N (C, 2, g) = (1 + o(1))|C|2/|G| and in particular g ∈ C 2 when
G is large enough. The detailed arguments are much more involved, but they follow this
general philosophy, and enable us to prove Theorem 3.5, showing the existence of a class
2
|/|G| → 1.
CG ⊂ G with |CG
The fact that a class xG of a random element x ∈ G has this property (see 3.11 and
3.12) uses again the Witten zeta function ζ G . It is intriguing that in this context the
value of ζ G (s) at s = 2/3 plays a key role. We show that if G ranges over any family of

ﬁnite groups such that ζ G (2/3) → 1, then for a random x ∈ G the mixing time T (xG , G)
is 2 for almost all G.
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Now, for most families of ﬁnite simple groups ζ G (2/3) → 1 (see [31]), and the few
remaining families (which are L2 (q), L3 (q) and U3 (q)) are dealt with by ad-hoc methods.
Our results on classes and word maps in symmetric and alternating groups are based
on new sharp bounds on character values in symmetric groups obtained in the joint work
[23] with Larsen. These bounds have the form |χ(σ)| ≤ χ(1)E(σ)+o(1) for all χ ∈ IrrSn ,
where 0 ≤ E(σ) ≤ 1 depends on the cycle structure of the permutation σ.
The detailed bound is quite technical, but we present here some of its main consequences.
Theorem 4.4 Let σ ∈ Sn .
(i) If σ has at most nα ﬁxed points, then
|χ(σ)| ≤ χ(1)1/2+α/2+o(1) for all χ ∈ IrrSn .
(ii) If σ has at most no(1) cycles of length < m then
|χ(σ)| ≤ χ(1)1/m+o(1) for all χ ∈ IrrSn .
(iii) If σ has at most nα cycles then
|χ(σ)| ≤ χ(1)α+o(1) for all χ ∈ IrrSn .
These bounds are essentially best possible. Part (ii) above is a far reaching generalization of a result of Fomin and Lulov [13]. Theorem 4.4 is very useful in bounding
mixing times T (C, G) of random walks. Indeed, if P t is the distribution of this walk at
time t, then by the upper bound lemma of Diaconis and Shahshahani we have
||PCt − UG ||2 ≤


1=χ∈IrrG

χ(C)2t
.
χ(1)2t−2

Using Theorem 4.4 we can bound |χ(C)| by χ(1)α for appropriate α, which reduces the
right hand side above to the value of the Witten zeta function ζ G at a certain point s
(depending on t). We can then ﬁnd the minimal integer t > 1 such that ζ G (s) tends to
0, and conclude that T (C, G) ≤ t. This is how Theorem 3.8 is proved.
Theorem 4.4 also plays a major role in the proof of Theorem 3.6, showing that
C 2 = An for many classes C. This in turn is useful in establishing our word map theorem
w(An )2 = An . The idea is to use embeddings of PSL(2, p) in An , then apply algebraic
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geometry and analytic number theory to show that w(An ) contains a class C with few
cycles. Theorem 3.6 then shows that C 2 = An , and so w(An )2 = An , proving Theorem
2.6(i).
Are there analogues of Theorem 4.4 for ﬁnite groups of Lie type? Such analogues
could be extremely useful in solving various outstanding problems in such groups. Some
results in this direction for semisimple elements are obtained in the recent work [3] with
Bezrukavnikov and Liebeck. The general theorem is too technical to state here, but we
illustrate it with the following special case.
Theorem 4.5 Let G = GL(n, q) and let g ∈ G be a diagonal matrix with eigenvalues
λ1 , . . . , λm each occurring n/m times. Then we have
|χ(g)| ≤ cχ(1)1/m for all χ ∈ IrrG,
where c is a constant depending only on n (and not on q).
This result could be regarded as a linear analogue of 4.4(ii) above and of the FominLulov bound [13] for Sn .
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