Supplementary
Information regarding the exclusion criteria for each replicated study, as well as the number of cases and controls in TRIBE when AKI was defined according to each study's criteria. Abbreviations: CKD -chronic kidney disease; eGFR -estimated glomerular filtration rate; sCr -serum creatinine; ESRD -end-stage renal disease; ICU -intensive care unit; AKI -acute kidney injury. *When an article excluded individuals with CKD but a definition for CKD was not explicitly given, we excluded individuals with baseline eGFR < 60 mL/min per 1.73 m 2
. Exclusion criteria applied are in addition to TRIBE-AKI exclusion criteria (age < 18 years, evidence of AKI prior to surgery, pre-operative serum creatinine above 4.5 mg/dL or end-stage renal disease (ESRD)).
¥
Includes individuals with missing biomarker measurements. § Paper considered sustained and transient AKI; here we report analyses related only to sustained vs. no AKI. 
Supplementary

Study Design
Selection bias may result from eligibility criteria and/or selective sampling (17, 37, 39, 41-43, 46, 47, 49, 50, 56) .
Retrospective studies susceptible to lower data quality and biased patient populations (42, (48) (49) (50) 57) .
Registries and archival samples may be susceptible to selection bias and unrecognized biases (39, 45).
Batch effects can lead to bias (17).
Matching can lead to bias (17, 52).
Treatment received (37, 43, 46, 49, 50) .
Center differences in multi-center studies (37).
Verification bias due to non-blind assessments of outcome (37, 43, 45, 48, 55) .
Bias due to non-blind assessment of predictors (37, 42, 43, 45, 50, 55) .
Misclassification of outcome due to suboptimal reference standard (41, 43).
Small sample size can lead to optimistic bias due to overfitting (43).
Inaccurate and/or non-reproducible methods used to measure predictors and/or outcomes (17, 41, 45, (48) (49) (50) 54 ).
Analysis plan not prespecified (45, 57).
Model Development
Stepwise methods and univariate screening lead to multiple comparisons and unstable models which can result in predictor selection bias (large but spurious associations) (16, 37, 43, 46, 48, 60) .
Categorizing continuous variables can lead to optimism and predictor selection bias, particularly if data-driven approaches are used (37, (40) (41) (42) (43) 50) .
Other methods to handle predictors (non-linearity, transformations, etc) Page 37 of 39 38 could lead to predictor selection bias (43).
"Overanalysis" (including examining many endpoints and/or performing subset analyses) leads to increased chances of spurious findings (39, 42, 50, 57) .
Missing data can lead to selection bias if a complete case analysis is used (17, 37, 39, 40, 43, 48, 50, 60, 61) .
Loss to follow-up can bias the results of logistic regression (37).
Need special approaches if data are clustered (e.g. multi-center studies) (37).
Evaluation
Resubstitution bias is a source of optimism resulting from developing and evaluating the model in the same data (16, 37, 43, 48, 63) .
Model selection bias is a source of optimism due to model (variable) selection (16, 37, 48) .
Can have bias due to center differences in multi-center studies (17, 37).
Sample splitting with small datasets leads to replication instability and increases the chances of being misled (43, 48).
Simplifying the risk prediction model affects accuracy (43, 61).
When comparing risk prediction tools developed to predict different but related outcomes, could have outcome selection bias (66).
Validation studies conducted by the authors who developed a prediction model could be biased in support of the model (44, 61, 66) .
Other sources of optimism exist, including optimization of the evaluation criterion, optimization of the dataset (where investigators attempt to find a dataset where the model performs well), and optimization of competing methods (choose "strawman" competitors) (58).
Reporting
Publication bias (39, 49, 57, 66) .
Selective reporting bias (only a subset of results are reported) (39).
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