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Article Info  In the process of grouping the types of skin diseases, doctors and hospital 
staff encountered various obstacles, including difficulties in grouping data 
on types of skin diseases. This analysis will assist the hospital in analyzing 
the data grouping of skin diseases. Data Mining Analysis using the K-
Means algorithm for grouping types of skin diseases is an analysis used by 
doctors and hospital staff to determine grouping of patients based on the 
type of skin disease. By making this analysis, it is hoped that it can help 
hospital staff in classifying types of skin diseases 
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1. INTRODUCTION 
 Data mining is used in various area for example in medical data analysis road transportation 
data analysis, document analysis, educational data analysis. In data mining different level of analysis 
are available such as by using artificial neural network prediction done. Data mining is used to find 
valuable business information from a very large database, which is used to predict trends and business 
properties and find previously unknown patterns. Clustering is grouping data items into a small number 
of groups so that each group has something essential in common [1].  
 Clustering is the grouping of records, observations, or attention and forms a class of objects 
that have similarities. A cluster is a collection of records that have similarities with one another and 
have no similarity with records in other clusters [2].  
 Skin disease is a skin disorder caused by fungi, germs, parasites, viruses or infections. Fungal 
diseases can live and reproduce in landfills and in garbage collectors. Skin diseases can attack the whole 
or certain parts of the body. Materials that contain nitrites found in direct contact can cause allergies 
and irritation. Skin disease can affect anyone [3]. 
 
2. METHOD 
 Research according to [3] Identification of Skin Disease Using K-Means Clustering. Explaining 
that Data Mining is a very useful technology to help companies find very important information from 
their data warehouse which has no known benefits. [4] Implementation of Data Mining with the K-
Means Algorithm Method in Determining Drug Purchase Patterns. Explained that the process of 
determining drug purchase patterns can be done by applying Data Mining. With the K-Means algorithm 
method. With this method, the determination of purchasing patterns can be done by looking at the results 
of the consumer's tendency to buy drugs based on a combination of 2 itemset. The new knowledge that 
can be obtained is based on the calculation of the K-Means algorithm and the system that is built can 
be arranged in close proximity to the layout of drugs to facilitate drug availability. 
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Clustering is grouping data items into a small number of groups in such a way that each group 
has something essential in common. Clustering is the grouping of records, observations, or attention 
and forms a class of objects that have similarities. A cluster is a collection of records that have 
similarities with one another and have similarities with records in other clusters. K-means clustering is 
a non-hierarchical data clustering method that classifies data in the form of one or more clusters / 
groups. Data that have the same characteristics are grouped into one cluster / group and data that have 
different characteristics are grouped with other clusters / groups so that data in one cluster / group has 
a small level of variation [5].  
According to [6] the steps for clustering with the K-Means method are as follows: 1. Determine the 
number of clusters you want to form from a data set 2. Determine the location of the center or cluster 
centroid randomly 3. For each row of data, find the cluster that is closest to the center of the cluster. 4. 
For each cluster, find the cluster centroid and update the location of each cluster center to get the new 
centroid value 5. Repeat step 3 to step 5 until you find a converging cluster as the end of clustering. The 
formula to calculate the distance between two points with Euclidean distancespace using the formula:  
(x, y) = ……………………… (1)  
Where: x and y: representation of the attribute values of two records. Meanwhile, to generate a new 
centroid you can use the following centroid generation formula:  
C = ………………………………………………… (2)  
Where:  
C: Centroid Data m:  
Included Data Member  
Into Specific Centroids  
n: Total Data Being  
Specific Centroid Members 
 
 
3. RESULTS AND ANALYSIS 
 In this study, testing was carried out using some data from the Skin Poly. This test aims to see 
the results of the K-Means algorithm in determining the types of skin diseases. The details of the data 
used can be seen in the following table. Sample case A patient consults an expert to find out whether 
he has an acute skin disease or not. The expert system has a knowledge base and the types of diseases 
and symptoms are as follows:  
Table.1 Diseases and Symptoms Table 
 
NO Types of Diseases Symptoms 
1 Boils (furuncles) a. Red Lumps On The Skin  
b. Lumps filled with pus  
c. White dots are formed at the top of the bumps 
2 Scabies a. Race a Great Itching b. Excessive itching throughout the night 
c. The spots resemble pimples 
a. Itching feeling accompanied by red skin   
b. Small bubbles appear like pus c. Red skin 
3 Dermatitis 
4 Ringworm a. Red, Itchy and Scaly Skin  
b. Skin Removes Pus c. A spot similar to a ring 
5 Melanoma a. The shape of an unusual mole b. Change in Moles c. Shortness 
of breath and headaches 
6 Herpes a. Blisters and Dry Skin b. Fever and Limp c. Pain and Itching 
7 Jerawat a. Freckles appear on the face b. Solid lump c. Itchy rash 
8 Psoriasis a. Red Spots Appear b. White and Layered c. Itchy rash 
9 Campak (Rubella) a. Fever and Batul b. Both eyes are red and inflamed c. Itching 
and Decreased Appetite 
10 Impetigo A. Red Sores b. Fluid filled blisters c. Pain In The Skin 
  
http://infor.seaninstitute.org/index.php/infokum/index 
JURNAL INFOKUM,  Volume 9, No. 2, Juni 2021         ISSN : 2302-9706 
 
 INFOKUM is licensed under a Creative Commons Attribution-Non Commercial 4.0  International License 
(CC BY-NC 4.0) 
283 
 
After knowing the types of diseases and symptoms, the next step is to convert them into numbers. Data 
that has not been transformed, the results cannot be known. Therefore, it is necessary to transform the 
data so that the data can be calculated, so that it can be seen what types of diseases are often experienced 
by patients with skin diseases. The figures contained in the variables in table III.2 below are the results 
of the author's interview with the skin poly nurse, which is seen based on the symptoms that patients 
often experience in the hospital. Values are divided into 3 types, namely: Very Often, Frequently and 
Rarely. As for the distribution of values seen in the table, namely:  
Table. 2 User Answer Options 
No Information Value     
1 Information Very Often 8 
2 Often Often 7 
3 Rarely Rare 6 
 
In forming iterations, first convert the data into numbers, so that the results can be seen. If the data is 
not modified, the results will not be visible. In this calculation, the variable here is the name of the 
symptom in the skin disease, while the label is the name of the skin disease. The following is the skin 
disease data which is taken randomly from patient data, where the data will be processed using the Data 
Mining method with the clustering method.  
The settlement If the new centroid converges with the old centroid, stop the iteration, otherwise 
continue the next iteration. The new centroid that has been raised is not converging, so the iteration 
must be continued. So because the new centroid and the old centroid are not the same in this calculation, 
it will be repeated. Calculation Iterasi I 
001 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
001 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
002 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
002 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
003 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
003 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
004 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
004 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
005 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.94 
005 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 89.83 
006ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.82 
006 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(00.0-00.0)²  = 6.597 
007 ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.823 
007 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(6-00.0)²  = 79.524 
008 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(0-64.8)² = 103.198 
008 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(0-00.0)²  = 4.03 
009 ke Centroid-1 = √(0-51.2)² + (14-79.6)² +(6-64.8)² = 101.829 
009 ke Centroid-2 = √(0-12.96)² + (14-9.65)² +(6-00.0)²  = 14.929 
010 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
010 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 8.223 
011 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
011 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
012 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
012 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
013 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
013 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
014 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
014 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
015 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.94 
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015 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 89.83 
016ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.82 
016 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(00.0-00.0)²  = 6.597 
017 ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.823 
017 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(6-00.0)²  = 79.524 
018 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(0-64.8)² = 103.198 
018 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(0-00.0)²  = 4.03 
019 ke Centroid-1 = √(0-51.2)² + (14-79.6)² +(6-64.8)² = 101.829 
019 ke Centroid-2 = √(0-12.96)² + (14-9.65)² +(6-00.0)²  = 14.929 
020 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
020 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 8.223 
021 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
021 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
022 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
022 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
023 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
023 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
024 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
024 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
025 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.94 
025 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 89.83 
026ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.82 
026 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(00.0-00.0)²  = 6.597 
027 ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.823 
027 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(6-00.0)²  = 79.524 
028 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(0-64.8)² = 103.198 
028 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(0-00.0)²  = 4.03 
029 ke Centroid-1 = √(0-51.2)² + (14-79.6)² +(6-64.8)² = 101.829 
029 ke Centroid-2 = √(0-12.96)² + (14-9.65)² +(6-00.0)²  = 14.929 
030 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
030 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 8.223 
031 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
031 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
032 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
032 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
033 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
033 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
034 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
034 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
035 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.94 
035 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 89.83 
036ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.82 
036 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(00.0-00.0)²  = 6.597 
037 ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.823 
037 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(6-00.0)²  = 79.524 
038 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(0-64.8)² = 103.198 
038 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(0-00.0)²  = 4.03 
039 ke Centroid-1 = √(0-51.2)² + (14-79.6)² +(6-64.8)² = 101.829 
039 ke Centroid-2 = √(0-12.96)² + (14-9.65)² +(6-00.0)²  = 14.929 
040 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
040 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 8.223 
041 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
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041 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
042 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
042 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
043 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
043 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
044 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
044 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
045 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.94 
045 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 89.83 
046ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.82 
046 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(00.0-00.0)²  = 6.597 
047 ke Centroid-1 = √(8-51.2)² + (14-79.6)² +(00.0-64.8)² = 101.823 
047 ke Centroid-2 = √(8-12.96)² + (14-9.65)² +(6-00.0)²  = 79.524 
048 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(0-64.8)² = 103.198 
048 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(0-00.0)²  = 4.03 
049 ke Centroid-1 = √(0-51.2)² + (14-79.6)² +(6-64.8)² = 101.829 
049 ke Centroid-2 = √(0-12.96)² + (14-9.65)² +(6-00.0)²  = 14.929 
050 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
050 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 8.223 
051 ke Centroid-1 = √(8.-51.2)² + (14.-79.6)² +(0.0-64.8)² = 101.82 
051 ke Centroid-2 = √(8.-12.96)² + (14.-9.65)² +(0.0-00.0)²  = 14.14 
052 ke Centroid-1 = √(16-51.2)² + (7-79.6)² +(00.0-64.8)² = 103.479 
052 ke Centroid-2 = √(16-12.96)² + (7-9.65)² +(00.0-00.0)²  = 84.48 
053 ke Centroid-1 = √(8-51.2)² + (7-79.6)² +(6-64.8)² = 102.92 
053 ke Centroid-2 = √(8-12.96)² + (7-9.65)² +(6-00.0)²  = 84.85 
054 ke Centroid-1 = √(0-51.2)² + (7-79.6)² +(12-64.8)² = 103.344 
054 ke Centroid-2 = √(0-12.96)² + (7-9.65)² +(12.0-00.0)²  = 17.86 
Because the Old Group and the New Group are Already the same, the Interaction is Stopped 
So from the results of calculations using the Clustering method, it can be concluded that the types of 
skin diseases that are often experienced by patients at Bunda Thamrin Hospital Medan are coded "B" 
with 29 patients with status "Not Acute", as for the breakdown between acute (A) and not. acute (B) 
can be seen in table 5 below:  
Table. 4 Table Decision 
NO STATUS CODE TYPE DISEASE 
1. “A” = acute 
(25 Patient) 
1. Melanoma 
2. Psioriasis 
3. Campak 
4. Impetigo 
2. “B” = Not Acute 
(29 Patient) 
1. Bisul  
2. Kudis 
3. Erpis 
4. Jerawat 
5. Kurap 
6. Eksim 
 
4. CONCLUSIONS  
 After conducting research on data mining using the K-Means algorithm to identify the type of 
skin disease and adjusting the system designed to the desired needs in the field, the conclusions that can 
be drawn from the results of the author's thesis in data mining analysis using the clustering method to 
identify skin diseases are as follows: the following Data mining analysis used with the K-Means 
algorithm can help classify the number of patients based on the type of skin disease and also based on 
the symptoms they suffer. With this analysis can help to speed up data processing in classifying the 
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number of patients based on the type of lung disease. Data Mining appropriately performs the K-Means 
algorithm calculations and also manual calculations provide accurate results. 
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