These advantages arise because MLMDS methods assume that the observed d i ssimilarity data are error-perturbed, and explicitly model the error component. Contrary to the classical methods, the ML approaches estimate uncertainty o r v ariance parameters in addition to the stimulus coordinates. Furthermore, the ML approach enables the researcher to test between alternative m odels, for example in selecting the most appropriate dimensionality.
To d a t e , three M L approaches to the MDS analysis of dissimilarity data have been developed: MULTISCALE (Ramsay 1977 (Ramsay , 1978 (Ramsay , 1982 (Ramsay , and 1991a , M A XSCAL (Takane 1977 (Takane , 1978a (Takane , 1979 (Takane , 1981 (Takane , 1982 Takane and Carroll 1979 and , and PROSCAL (MacKay 1983 (MacKay , 1989 MacKay and Zinnes 1981 Zinnes and MacKay 1983) . In applying MLMDS researchers have t o c hoose one of these three alternative m ethods.
Presently, h o w ever, there is o n l y v ery limited knowledge of the relative performance of these methods under various conditions, such a s d i erent s a m ple s i zes, numbers of stimuli, numbers of dimensions, and error variance levels. As the conceptual and mathematical frameworks dier considerably, the relative performances of the three methods in a wide range of situations needs to be investigated (Spence 1983 ). Here, we w i ll present a Monte Carlo simulation study comparing the three m ethods. Our study will focus on a comparison of the relative performance of the methods with respect to pairwise dissimilarity judgements made on rating scales, which is probably the most commonly used and the most appropriate method to collect dissimilarity data (Bijmolt and Wedel 1995) . F i rst, we describe the conceptual frameworks of the MLMDS methods. Second, we provide a review of previous Monte Carlo studies investigating the performance of the methods. Third, a description of the design of our main Monte Carlo study is given. Fourth, we present the results of this study. N ext, we present a Monte Carlo study on the extent to which the three M LMDS methods suer from the local optima problem. F i nally, w e d i scuss the results and provide implications for marketing researchers intending to apply MLMDS.
THE MLMDS MODEL
In this section, a framework for MLMDS models will be provided and the three specic methods will b e d e scribed. The MLMDS methods isolate the systematic variation in the data from the random variation. The models consist of three parts, namely a m easurement model, a representation model, and an error model. Table 1 
Measurement model
In MDS tasks subjects judge the dissimilarity relation between stimuli. T h e m easurement m odel represents the judgment processes of subjects. MULTISCALE and PROSCAL assume the dissimilarity data to be metric. In the MULTISCALE analysis a data transformation can be specied for each subject, such a s a l inear, a power or a spline transformation.
Contrary to MULTISCALE, PROSCAL assumes the metric dissimilarities to be observed directly, and no measurement m odel parameters have t o b e e stimated. MAXSCAL assumes the dissimilarity d a t a t o b e n o n m e tric. Various types of nonmetric d i ssimilarity data can be analyzed, among which: ranking of pairs, tetrads, triads, paired comparisons, same-dierent judgments, and conditional rankings. The methods for this w i de range of dissimilarity data are incorporated in several versions of MAXSCAL (Takane 1979; Takane 4 and Carroll 1979) . In the present study focus is on pairwise dissimilarity judgments made on rating scales. MAXSCAL assumes that these scales have a s m all n umber of categories and are nonmetric. In MAXSCAL, the probability p ijtn that the dissimilarity b e t w een stimuli i and j for subject n falls i n c ategory t is given by p ijtn = P (b (t01)n < ijn < b tn );
(1) where b tn denotes the upper bound of category t for subject n. Hence, in the measurement model of MAXSCAL the category boundaries b tn have to be estimated. In order to reduce the numb e r o f p a r a m eters to be estimated, the category bounds can be restricted t o b e i dentical across subjects, or linear constraints can be imposed upon them.
Representation model
The systematic component of the dissimilarities ijnr is c aptured as Euclidean distances d ijn in the representation model, which species the distances as functions of the stimulus coordinates. The distance function in the representation model is dened as follows: (2) Only MULTISCALE allows for individual weighting of the dimensions through the dimensional weights w mn , a s i n INDSCAL (Carroll and Chang 1970) . For MAXSCAL and PROSCAL, w mn = 1 for all m and n, whereby the representation model reduces to the simple Euclidean distance model.
Error model
The error model species the form of the error component in the relationship between ijnr and d ijn . I n MULTISCALE and MAXSCAL, the distances are assumed to be error- 
The variance of the error component ijn r can be assumed to equal across all o f i; j; n; and r. A lternatively, the variance can be assumed to dier between stimuli, between subjects, or between replications. Also, the variance component ij can be assumed to be related positively to the distance between the stimuli i and j. M U L TISCALE includes options to estimate error variance parameters diering between stimuli and subjects, and to relate the error variance to the distances. MAXSCAL a l lows the variance parameter t o v a r y b e t w e e n subjects, but not between stimuli.
Contrary to MULTISCALE and MAXSCAL, PROSCAL is based on the assumption that normally distributed error is added to the stimulus coordinates x im . The resulting distribution of the squared d i stances d 2 ijnr is a function of the non-central chi-square distribution (Hefner 1958; Ramsay 1969) . A consequence i s that the error variance may d i er between dimensions (MacKay 1989; MacKay and Dr oge 1990) . The PROSCAL error variance can be specied to dier between stimuli and dimensions. Furthermore, the error variance can be assumed to be related to the distances.
Estimation and statistical inferences
If i t i s assumed that the observed dissimilarities are independently distributed w i th a (discrete or continuous) density function given by h( ijnr j ), where i s a v ector with the model parameters to be estimated, the log-likelihood function is given by
The MLMDS methods attempt to recover the true parameter v alues by m aximizing the log-likelihood using iterative procedures. For this purpose MULTISCALE and MAXSCAL employ the Fisher's scoring method. PROSCAL oers two optimization methods, namely the Davidon-Fletcher-Powell method and a direct search m ethod.
The ML approach t o M DS permits statistical inferences t o b e m a d e o n a l ternative representations of the data, such a s a r e presentation in M dimensions versus a representation in M 0 1 dimensions. Let L 0 and L 1 be the two l ikelihoods obtained under a n ull m odel a n d a m ore comprehensive alternative m odel respectively. I f the null m odel is subsumed under the alternative m odel, the Likelihood Ratio statistic LR = 2(log L 1 0 log L 0 ) (7) is asymptotically c hi-square distributed with degrees of freedom equal to the dierence in the numb e r o f p a r a m e ters in the two m odels. The chi-square distribution for the LR-test may not hold w h i le testing for the dimensionality (Shapiro 1986) . One of the regularity conditions for the asymptotic chi-square distribution of the LR-test is not satised in that case. This condition is a sucient, but not necessary condition, so that its violation does not imply that the asymptotic chi-square distribution never holds. For those situations, or if the models are not nested, a number of information criteria are available. T h e se criteria penalize the likelihood by the number of parameters estimated, and take the form 0 2 log L + c; (8) where is equal to the number of free parameters and c the co s t o f a d d i ng a parameter to the model. The various model selection criteria dier i n the extent t o w h i c h they penalize each a d d i tional parameter in the model through the factor c. In Akaike's information criterion (AIC) (Akaike 1974 ) the c is equal to 2. In the consistent v ersion of the Akaike's criterion CAIC (Bozdogan 1987) c is equal to log(S) + 1 , w h e re S is the sample size. If pairwise dissimilarity d a t a a r e a v ailable for I stimuli from N subjects without replications the total sample size S equals ( N I ( I 01)=2). The model for which the information criterion is l o w est is selected as the best representation of the data. Because of the total number of dissimilarity data points in e m pirical MDS studies, log(S) i s m uch l arger than 2, and CAIC p e nalizes additional parameters more severely, which r e sults in more parsimonious models compared to AIC.
PREVIOUS EVALUATION STUDIES
In this section, we give a brief review of previous Monte Carlo studies on the performance of MLMDS methods. Ramsay (1977) compared MULTISCALE to I NDSCAL i n an analysis of synthetic data.
MULTISCALE outperformed INDSCAL in the recovery of both stimulus coordinates and dimensional weights. In addition Ramsay (1977) showed that MULTISCALE underestimated the error variance i n t he case of a single subject. Ramsay (1980a) further investigated the small s a m ple properties of the estimates and of the LR-test for dimensionality. He used a single variance level across subjects. The distribution of the LR-statistic was found to deviate from the chi-square distribution, which led to the retention of too many dimensions. Therefore, Ramsay proposed a correction factor to adjust the LR-statistic.
For data with a single subject Ramsay's corrected LR-test did not provide much p o w e r t o d e t e c t the true number o f d i m e nsions. On the other hand, in the case of 5 subjects and 10 stimuli and in the case of 2 subjects and 15 stimuli a c orrect rejection rate of 70 % of 2 versus 3 dimensions was achieved. In general, the estimates of the standard errors contained little bias even w h e n the dimensionality w as misjudged. Weinberg, Carroll, and Cohen (1984) compared the condence regions computed by M U L TISCALE with those computed by I NDSCAL using jackknife and bootstrap techniques. Though the shape of the condence intervals seemed to be equal, the MULTISCALE regions were s m aller. In small samples (less than 20 subjects) the MULTISCALE estimates of the standard errors t e nded to give an optimistic view of the reliability of the solution. Spence and Lewandowsky (1989) investigated the robustness against outliers of several MDS methods. Nonmetric MDS turned out to be more robust than metric MDS. MULTISCALE appeared to be the most robust metric method and almost as robust as nonmetric MDS. Recently, Storms 8 (1995) showed that MULTISCALE is f a i rly robust against violations of the assumption of the error distribution. Neither the recovery of the true distances, nor the t of the dissimilarity data were seriously aected if the distribution was misspecied. Furthermore, Storms (1995) found the corrected chi-square test (Ramsay 1980a) to outperform the uncorrected chi-square test while testing for 3 versus 2 dimensions. Takane (1978b) for what percentage of the data sets the AIC and the LR-test correctly s e lected the twodimensional solution. Overall, they concluded that both criteria performed v e ry well (over 90 percent), with exception of the cases with 7 stimuli and 1 subject. In those cases, the hit rate of both AIC and the LR-test dropped t o l i ttle over 60 percent. In general, the percentage of correct identication was slightly higher for the LR-test than for the AIC. In addition to the factors mentioned above, eects of violatio n s o f t he assumption of normality of the error term were considered, and KYST and PROSCAL were compared i n terms o f parameter recovery. The ve error distributions investigated did not result in dierences in the recovery of the distances nor in the estimates of the standard deviations. The goodness of t of PROSCAL turned out to be superior to that of KYST, especially under conditions with a small number o f s t i m uli and a high error variance level. The identication of the dimensionality w i th AIC as well as with the LR-test were hardly inuenced by the violation of the normality assumption. In the analyses with KYST, the percentage of times the true dimensionality w as correctly i dentied by the well known elbow h e uristic was considerably less than that by the AIC and the LR-test in PROSCAL analyses.
As has been described above, some p r evious Monte Carlo r e search h a s b e en done on computational and statistical properties of the three M LMDS methods. Yet, no comparison of the relative p e rformance of the three methods has been made. In this study the performance of the methods is compared under a wide range of conditions.
DESIGN O F T HE MONTE CARLO SIMULATION STUDY
The major advantage of a Monte Carlo simulation over a comparison of alternative MLMDS methods on empirical data is that the true conguration is known (Spence 1983 ).
In our Monte Carlo study, congurations are generated on the basis of various specied numbers of stimuli and dimensions. From these congurations distances between the stimuli are computed. Next, the distances are error-perturbed and the appropriate transformation is applied to the dissimilarity data. This procedure results in a d a t a m atrix w i th simulated dissimilarities for a specied n umber of subjects. Detailed i nformation on the data generation process is provided in the appendix.
The factors included
We v ary seven factors in order t o e v aluate the performance of the alternative m ethods.
These seven factors are the number of subjects, number of stimuli, data type (metric v ersus nonmetric), number of dimensions, type of error distribution, the error variance l evel, and dierences in error variance between subjects and stimuli. These factors are hypothized t o aect the performance of the three m e thods. Below w e explain t he seven factors and their levels (see Table 2 ) .
[ I nsert Table 2 about here ]
A. Number of subjects We assume that each subject y ields only a single dissimilarity d a t a m atrix, and that there are no missing values. The number of subjects chosen i s 2, 8, and 14. While this i s s m aller than the number encountered in some applications, we c hoose for 14 subjects or less, because previous studies (B uy ukkurt and B uy ukkurt 1990; Takane 1978b) indicated that no more subjects are needed for a good performance of the methods.
B. Number of stimuli
The number of stimuli is selected to be 9, 12, and 15. These numbers are chosen b e cause of comparability w i th empirical applications.
C. Data type
One of the prominent conceptual dierences between the three a l ternative MLMDS methods, is that MAXSCAL i s d e v eloped for nonmetric data, while MULTISCALE and PROSCAL are developed for metric data. We i nclude in our design both metric and nonmetric data, generated on the basis of transformations of the distances. Details of these transformations are provided i n the appendix.
D. Numb e r o f d i m ensions
In the majority o f e m pirical applications of MDS a dimensionality o f 2 i s selected, while solutions of a dimensionality higher than three are very rare (Shepard 1972) . Therefore, we i nclude 2 and 3 dimensions in our design.
E. Error distribution
In this study, w e assume that the distances are error-perturbed. We include the normal, the noncentral chi-square, and the uniform distributions in our design. This enables a comparison of each of the methods under the condition that the actual error distribution optimally m atches that assumed in the model. We select the uniform distribution, because it is basically dierent from the noncentral chi-squared, respectively n o r m al and lognormal distributions, which are assumed in PROSCAL respectively M U L TISCALE and MAXSCAL. Including these distributions allows for an investigation of the robustness of the m e thods under alternative d i stributions.
F. Error variance level
The error variance level is operationalized by the ratio of the standard deviation of the error distribution and the standard deviation of the error free distances. We s p e cify two levels of this ratio, namely a l o w error variance level ( 2 5 % ) and a high level (75 %), which correspond to levels used in previous studies (e.g. Weeks and Bentler 1979) .
G. Error variance dierences
The three MLMDS methods dier i n optio n s o f a l l o wing the error variance to vary between stimuli and between subjects (Table 1) . In the design, we specify a factor that represents these dierences in error variance ( s e e appendix).
Analys e s o f t h e data sets
In this study the data sets will be analyzed with the following versions of the MLMDS programs: MULTISCALE II (Ramsay 1982 and 1991a) , MAXSCAL-2.1 (Takane 1979 and , and the updated version of PROSCAL ( M acKay and Zinnes 1991). In the remainder of this paper these will be referred to simply a s M U L TISCALE, MAXSCAL, and PROSCAL.
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[ Insert Table 3 about here ] In the MULTISCALE, MAXSCAL, and PROSCAL analyses, those program options are used that optimally correspond to the conditions under which the data are generated (Table 3) . In PROSCAL we a p p l ied the Davidon-Fletcher-Powell optimization method as it i s faster than the direct search m ethod and produces reasonably good estimates (MacKay and Zinnes 1982) . In M ULTISCALE a power transformation of the data is estimated for each subject, whereas for MAXSCAL and PROSCAL no transformation is estimated. In the MAXSCAL a n a l yses, the metric data sets are analyzed u s i ng a linear constraint o n the category boundaries, and the nonmetric data sets without such a constraint. In both cases the boundaries are constrained t o b e e q ual across subjects. With respect to the error distribution, MULTISCALE and MAXSCAL optio n s o f a n o r m al distribution are used if the true distribution is normal, and lognormal if the true distribution is non-central chisquare or u n i form. P R OSCAL assumes a non-central chi-square distribution for each data set. In the design of the study the error variance level i s either e q ual across stimuli and subject s , o r v aries across stimuli, or varies across subjects. As MULTISCALE includes each of these options, we use the options that perfectly match the structure of the data sets in this r e spect. PROSCAL allows for error variance dierences between stimuli but not between subjects, hence only the former option has been used. Though MAXSCAL allows for error variance d i erences between subjects, we d e cided not use this option as it results in a considerable increase in the number of parameters to be estimated, which turned out to cause insurmountable computational problems. Hence, to reduce the sparsity o f t h e d i screte data, in the MAXSCAL analyses no individual specic parameters are estimated, neither with respect to the category boundaries nor the error variances. Consequently, M A XSCAL treats the data matrices of the subjects as mere replications (Takane 1981) . In addition, when individual parameters are present the asymptotic properties of the maximum likelihood estimates for any of the models c oncerned do not hold.
Analyses are performed f o r e ach data set for 1 to 4 dimensions. For several data sets, however, MAXSCAL turns out have problems to derive a s o l ution with a single dimension. After a few iterations the program terminates the iteration process without giving a nal conguration as output. In those situations, MAXSCAL w as run again but now f o r 2 t o 4 d i m e nsions. These problems can be explained from the ndin g s o f H ubert and Arabie (1986, 1988) , who showed that gradient based methods generally p e rform worse in c a s e o f a c ity-block distance m odel. A s f o r M i nkowski power distance m odels a unidimensional solution is equivalent to the city-block m etric, the MLMDS are expected to encounter diculties t o derive s a t i sfactory unidimensional solutions. In order to equate the iteration process across the three MLMDS methods, we standardized the maximum number o f i t e ratio n s t o 2 0 0 . I f a n a n a l ysis did not converge within 200 iterations, it was checked w h e ther the nal solution is s a t i sfactory or an increase in the maximum number o f i t e r a t i o n s i s n e e ded. The methods dier in the denition of the convergence criterion for the improvement of the likelihood (Table 3 ). In MULTISCALE a xed small v alue can be given for the improvement, in MAXSCAL the threshold value is specied relative to the value of the likelihood, and in PROSCAL the threshold value is related i n a c o m plex manner to various parameters of the model at hand. Since the formulation of the likelihoods also diers considerably b e t w e en the three methods, equating these threshold values is next to impossible, and for each MLMDS method the default values are used in this study. T able 3 also presents equations for the respective n umbers of parameters estimated for the three procedures.
Evaluation criteria
The p e r formance of the three M LMDS methods is e v aluated using a numb e r o f c riteria that are clustered in three groups, namely according to whether they assess parameter recovery, goodness of t of the model, o r c o m putational eort required.
Parameter recovery entails both the recovery of the coordinates and the identication of the correct dimensionality. The congurations derived by MLMDS with the simple Euclidean distance function are invariant under rotations. Therefore, recovery of the coordinates has to be assessed after rotating the original conguration and the derived conguration to maximum congruence (Peay 1988; Ten Berge 1977) . Here we a s s e ss the equivalent r e covery of the distances i nstead of the recovery of the coordinates. We use the correlation between the I(I 0 1)=2 2 1 v ectors of true distances and estimated distances for each subject, where the estimated distances are calculated on the basis of the true dimensionality.
For the selection of the correct dimensionality, a n umber of heuristics are available. I n this study, w e e v aluate the Likelihood Ratio chi-square test (LR-test), the minimum AIC rule (Akaike 1974) , and the minimum CAIC rule (Bozdogan 1987) to be applied for each successive pair of constrained and unconstrained solutions. For MULTISCALE and MAXSCAL, the AIC or CAIC are computed f o r e ach s o l ution, and that solution is selected that yields the smallest value for AIC o r C A I C. In addition, for MULTISCALE we apply the Likelihood ratio test with the correction factor for the chisquare value (CLR-test), as proposed by Ramsay (1980a) . The percentage of times the dimensionality i s c o r rectly identied, is calculated for each m e thod and each statistic at the various levels of the factors in the design ( Table 2 ). As noted a b o v e, the conditions needed for these statistics to have their asymptotic properties may not hold i n t e sting for 
Experimental design
A full factorial design based on the factors presented i n T able 2 would require 2 3 3 4 = 6 4 8 data sets. By assuming interactions of three factors or more to be negligible, w e c an apply a fractional factorial design to reduce the number of data sets required, while retaining a high power to detect m ain eects and 2-factor interactions, as will be shown below. We adopt a f ractional design of 162 data sets from which all main-eects and two-factor interactions can be estimated (Connor and Young 1961) . Each of these data sets is analyzed w i th On the basis of Cohen (1988) we assess the power of the F-tests in the ANOVA's.
We w ant t o detect at least medium-sized eects (Cohen 1988) , corresponding to about 6 percent of the total variance accounted for, at a signicance level of = 0 : 01. We assume that second and higher order interactions are negligible, and correct for the fact that the F-tests are part of an ANOVA model with 87 degrees of freedom in total. Tests for main eects of factors with 2 o r 3 l e v e ls have a p o w er of 0.99 respectively 0.98 in our design. An F-test of a 2-factor interaction (both factors a t 3 l e v e ls) has in a power of 0.95. We consider these levels of power of detecting the above-mentioned eects to be highly satisfactory.
RESULTS

Recovery of the distances 16
The results of the ANOVA of the correlations between true and estimated distances (after a Fisher transformation F() = 1 2 (log(1 + ) 0 log(1 0 ))) are presented in Table   4 . For each of the three MLMDS methods, the average correlations of the true distances with the estimated distances for each factor level are given in Table 5 .
[ I nsert Table 4 about here ]
[ I nsert Table 5 about here ]
The rst observation to be made from Tables 4 and 5, is the fact that all three MLMDS methods recover the true distances very well under all circumstances, as all mean correlations are above 0 . 90. Furthermore, the variance b e t w e en data sets is much larger than the variance due to the dierence between MLMDS methods. The mean correlations do not dier signicantly b e t w een the MLMDS methods, but some of the interactions between MLMDS methods and the design factors are signicant. The 3-factor interactions between the MLMDS method, the number of subjects, and the number of stimuli, respectively between the MLMDS method, the data type, and the error level arise because MAXSCAL recovers the distances less well in case of large data sets with 14 subjects and 15 stimuli (average correlation of 0.949), and ordinal data with a high error level (average correlation of 0.916). The performance of MULTISCALE and MAXSCAL is relatively better when the error distribution is normal, whereas PROSCAL p e r forms relatively better when the error distribution is uniform. T h i s latter result is unexpected, but may b e c aused by the bounded range of the uniform distribution. Hence, the MLMDS methods tend to perform somewhat better when assumption of the error distribution is valid, though they are rather robust against violations of these assumptions. Whereas PROSCAL performs best when there are dierences in e rror variance, MULTISCALE and MAXSCAL perform best when there are dierences in error variance between stimuli. For MAXSCAL this r e sult is s o m ewhat surprising, since such d i erences are not accommodated for in the analyses.
MULTISCALE recovers the true distances less well when the error variance diers between subjects, even though the model accommodates these dierences. The same holds for PROSCAL's performance when the error variance diers between stimuli. T h e se results may be attributed to a larger number of parameters that needs to be estimated in these situations (Table 3) .
The numb e r o f s u b j ects, the data type, the number of dimensions, and the error variance turn out to have signicant and substantial main e e cts on the recovery of the true distances (Tables 4 and 5 ). The total number of data points available i s e x pected to have a positive eect on distance recovery. It turns out that the number of subjects indeed does have t h i s eect, whereas the number o f s t i m uli d o e s not. This m ight be due to the fact that an increase in the number of stimuli not only causes an increase in the amount of data but also an increase in the number of parameters to be estimated, which tends to deteriorate the performance of the algorithms. Congurations of dimensionality 2 are better recovered than those of dimensionality 3, which is probably also related to an increase in number of parameters to be estimated. Furthermore, the three MLMDS methods recover the true distances better from metric data than from nonmetric d a t a, which i s m ost apparent i n case of a non-central chi-square distribution. An increase of the number of subjects, however, considerably decreases this dierence between the recovery from metric and non-metric data. Hence, information on a larger s a m ple of subjects diminishes the negative e ect o f the ordinal nature of dissimilarity data. somewhat more frequently than for MULTISCALE. However, there is a n i n t eraction eect between the MLMDS methods and the selection criteria: MULTISCALE performs best with the conservative C A IC heuristic, whereas MAXSCAL a n d P R OSCAL perform better with the less conservative criteria: the LR-test and AIC. As expected, for MULTISCALE and MAXSCAL the LR-test and AIC tend to overestimate and CAIC tends to underestimate the dimensionality. Apparently, the penalty i m posed on the log-likelihood by the CAIC-statistic tends to be too severe for these models. The penalty i m posed by the AIC appears to be insucient, resulting in o v erestimation of the dimensionality, F or MULTI-SCALE, the correction factor for the LR-test as suggested by R a m say (1980a) corrects for the tendency of the LR-test to overestimate dimensionality, a n d t he recovery of the dimensionality w i th this CLR-test is even slightly better than with CAIC. The CLR-test does not have a s e rious bias towards either overestimation or underestimation. The recovery of the dimensionality f or MAXSCAL is best by the LR-test. Finally, all three s e lection criteria tend to underestimate the dimensionality for PROSCAL, especially if the true number of dimensions is three. Due to the problems with the one-dimensional solution mentioned previously, the three MLMDS methods, and especially MAXSCAL, tend not to underestimate the true numb e r o f t w o dimensions. As can be derived by comparing the percentage of underestimation for a true dimensionality of 2 to that of 3, it indeed rarely happens that the MLMDS methods identify the unidimensional solution as the most appropriate one.
In several cases, MAXSCAL did not provide a unidimensional solution at all. Since the true dimensionality is 2 or 3, this somewhat inates the percentages of correct recovery.
For PROSCAL, the LR-test and AIC perform about equally w ell and clearly better than CAIC, which i m poses too severe penalties on the likelihood.
As expected, an increase in the number of subjects has a positive e e ct on the recovery of the true number o f d i m e nsions. For all MLMDS methods and criteria this increase is substantial for 2 to 8 subjects, but the eects marginalizes for a further increase to 14 subjects. The main eect of the number o f s t i m uli i s n o t s i gnicant, but as can be derived from Table 7 , a higher number of stimuli results in general in a h i gher dimensionality being indicated b y the criteria, regardless of the true number of dimensions, which causes the interactive eect with the true numb e r o f d i m ensions to be signicant. When the number o f s t i m uli increases, the true numb e r o f d i m ensio n s i s m ore frequently indicated for PROSCAL, but less frequent for MAXSCAL, while for MULTISCALE such e ects are absent. MULTISCALE recovers the true dimensionality c l early better from metric data than from nonmetric data, whereas for PROSCAL and MAXSCAL no dierences are found.
The main eect of distribution of the error is not signicant, but the interaction with the MLMDS methods is. In accordance with the theoretical framework of the methods, for PROSCAL the true dimensionality i s i dentied most often if the error is chi-square distributed, and while for MAXSCAL (and to a lesser extent M U L TISCALE) this i s the case with normal distributed error. As e xpected, the true numb e r o f d i m e nsio n s i s r e c overed most frequently i n case of low e r ror variance level and in ca s e o f n o e r r or variance dierences between subjects or stimuli, with minor dierences across methods.
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Fit of the dissimilarities
The t of the models is studied b y c orrelating the vector of the dissimilarity data with the vector of derived d i stances. As m easure of the recovery of true distances, mean correlations are computed and an ANOVA i s p e rformed on the Fisher transformation of the correlations. Table 8 presents the ANOVA results, and Table 9 the mean correlations.
[ Insert T able 8 about here ]
[ I nsert Table 9 about here ] An increase in the number of subjects or the number of stimuli results in a d e crease in the t of the models t o t he data. This is due to the fact that in such situations there is l ess opportunity to adjust the model parameters to individual data points. Especially i f the error level is high, an increase in the number of subjects causes a decrease in t. As shown in Table 8 , the type of data is one of the most important f a c tors explaining the t. The mean correlation for metric data is substantially higher than the mean correlation for nonmetric data. Two i n teractive eects involving the type of data are substantial and signicant. The dierences between the MLMDS methods with respect to the t are very small, especially compared to the variance due to the between data sets design factors. The MLMDS methods main e e ct is not signicant, though there are some s i gnicant, but relatively s m all, i n teractions with the number of subjects and error variance d i erences. MAXSCAL performs relatively well w i th a small n umber of subjects, except when there are error variance dierences b e t w een t h e se subjects. This is e xpected, since w e did not accommodate such dierences in the MAXSCAL analyses. Moreover, MULTISCALE and MAXSCAL provide relatively good t when there are error variance dierences between stimuli. This is consistent w i th the nding that the models recover the true distances well when the error variance diers between stimuli, although a theoretical explanation is lacking. We c onclude that all three methods derived solutions that t the data reasonably well, that is with an average correlation between the derived distances and the dissimilarity data of 0.790.
Computational eort
The computational eort required is measured by the CPU time needed ( on a 486DX 33Mhz PC). The results of ANOVA of the CPU times are given in T able 10. For each MLMDS program, the mean CPU time a c cording to the factor levels is presented in T able 11.
[ I nsert The most prominent r esult from Tables 10 and 11 is that there are substantial dierences between the MLMDS programs with respect t o t he CPU time. MULTISCALE takes on average about 30 seconds, which i s m uch l e ss than PROSCAL ( a v erage of 3.54 minutes) and MAXSCAL (average of 6.45 minutes). Besides this main eect, their are some i n teresting interactions of the MLMDS methods with other factors in the design. The CPU time u s e d b y t h e M LMDS methods depends highly on the number of stimuli. F or MAXSCAL this eect is largest; an increase from 9 to 15 stimuli results in a n i ncrease in CPU time from 1.62 to 12.70 minutes on average. F or PROSCAL a n d t o a l e sser e xtent for MULTISCALE, an increase in the number of subjects causes an increase in the CPU time. MAXSCAL requires most CPU time i n t h e c a s e o f a s m all n umber of subjects. The eect of the measurement scale of the data is most apparent for MAXSCAL. As expected, MAXSCAL takes m ore time analyzing metric data, because it has to evaluate e q uation (1) A solution that is generally u s e d i s to start the iteration process with a rational start, e.g. a metric decomposition of the average dissimilarity m atrix. In the Monte Carlo study presented in the previous sections, such rational starts for the stimulus coordinates h a v e b een used for each of the methods. The extent to which the MLMDS methods may converge to local optima i s i n v e stigated in a s e parate Monte Carlo study presented in this section.
To e xamine the convergence t o l ocal optima for the MLMDS methods, synthetic data sets are generated for the following xed factor levels: nonmetric (7-point) dissimilarities, two d i m ensions, a uniform error distribution, high error variance, and no error variance dierences between subjects or stimuli. The data sets vary, h o w e v e r, in two factors that may a e ct convergence to local optima s i nce asymptotically the problem of local optima vanishes: the number of subjects (2, 8, 14) and the number of stimuli (9, 12, 15) . With two replicatio n s i n e ach c e ll, this 323 d e sign results in 18 data sets (Table 12) . Each o f t h e se data sets has been analyzed using 12 sets of starting values for the stimulus coordinates, namely rational starting values from the defaults in each of the three MLMDS programs, the true coordinates, and 10 dierent sets of randomly generated coordinates. In the case of MAXSCAL, however, s e v e ral analyses w i th random starts failed to begin the iterative process because of a log domain error. For each analysis the value of the likelihoodfunction at convergence is examined. If the dierence in the likelihood at convergence between different analyses of the same d a t a set is w i thin the pre-specied level o f c o n v ergence (Table   3) , these analyses are reported to result in the same solution. Table 12 presents [ I nsert Table 12 about here ] The MLMDS methods frequently converge to local optima ( T able 12), especially i f random starts are used. Rational starting values, however, provide a good (though not perfect) solution to the local optima problem. Across all methods and data sets for 9 out of 54 analyses the rational start is outperformed by the true start and/or one or more random starts, indicating that the global optimum is not reached. This number slightly diers between the three MLMDS methods (MULTISCALE: 3; MAXSCAL: 5; PROSCAL: 1). This result c an be explained partly by t he fact that the convergence criterion for the improvement o f t he likelihood value is m uch s m aller for MAXSCAL than for MULTISCALE and PROSCAL (Table 3) . For those cases w h e re the rational start did not result i n t h e global optimum, the extent t o w h i c h t he rational start is outperformed in terms o f t h e nal log-likelihood is e x tremely small. The maximum relative i m provement of the solution 24 from the rational start by the best solution is only 0.12 % for MULTISCALE, 0.21 % for MAXSCAL and 0.2 4 % f o r P R OSCAL. It is i n teresting to note that a global optimum was not found starting the algorithms from the true parameter v alues i n 15 out of 54 analyses (MULTISCAL E : 2 ; M A X SCAL: 6; PROSCAL: 7). In addition, it was expected that the number of stimuli and/or the number of subject aects the local optima problem, but these two f a c tors do not seem to have an eect in this study (Table 12) . We attribute these two results to the uniform error distribution, which results in m isspecication for each o f t h e three models.
CONCLUSIONS
The three M LMDS methods perform very well with respect to recovering the true distances, even i f the numb e r o f s u b j ects is as small a s t w o. This nding conrms r e sults of previous Monte Carlo studies ( B uy ukkurt and B uy ukkurt 1990; MacKay and Zinnes 1981; Ramsay 1977; Storms, 1995; Takane 1978b) . Additionally, this study shows that MULTISCALE, MAXSCAL, and PROSCAL hardly dier in the extent t o w h i c h the true distances are recovered. For each of the MLMDS methods, the recovery of the true distances increases with an increase of the number of subjects, is better for metric data than for nonmetric data, decreases with an increase of the dimensionality of the true conguration, and decreases w i th an increase of the error variance.
The results of the t to the dissimilarity data are consistent w i th those on distance recovery: the dierences b e t w een the three MLMDS methods are small. As the number of data points increases, due to an increase in the number of subjects and/or the number of s t imuli, the MLMDS methods have l e ss opportunity to adjust the model parameters to each individual data point. This results in l o w e r goodness-of-t of the model to the entire data set. As e xpected, low error variance levels result in better model t a s c ompared t o a h i gher e rror variance level.
The recovery of the true dimensionality diers between the three MLMDS methods. For MAXSCAL and PROSCAL the true dimensionality w as identied more frequently than for MULTISCALE, across the criteria i n v estigated (LR-test, AIC, and CAIC). For MUL-TISCALE and MAXSCAL, the LR-test and AIC t e nd to overestimate the dimensionality, while C A IC tends to underestimate the dimensionality. F or PROSCAL a l l three c riteria tend to underestimate the dimensionality. H ence, t h e p e nalty i m posed on the likelihood by A I C i s g e nerally insucient, while that imposed b y CAIC is generally too severe. Both AIC and CAIC c an only be used as heuristics for selecting the appropriate number of dimensions, since they depend upon the same regularity c onditions needed for the likelihood ratio test to have its asymptotic distribution under the null hypothesis. These conditions may not hold when testing for M versus M + 1 dimensions. For MULTISCALE, the corrected LR-test proposed b y Ramsay (1980a) appears to correct for overestimation of the number of dimensions, although not completely (see also Storms, 1995) . The properties of the criteria appear to improve w h e n the number of subjects increases, when the underlying distributional assumptions are correct, and when the error variance is relatively low.
Because the asymptotic properties of the statistics are lacking, their u s e fulness depends on the specic model, the numb e r o f p a r a m e ters estimated, and the data at hand: clearly an undesirable situation.
Though CPU time b e comes a less important criterion as computers become faster, it may remain i m portant especially if a substantial number of analyses have to be performed.
Considering the CPU time, M ULTISCALE is m uch faster than PROSCAL and MAXSCAL.
Especially with metric data, with a large number of scale categories for which M A XSCAL was not designed, MAXSCAL requires signicantly more CPU time.
The m ost frequent criticism of MLMDS, is the fact that assumptions have t o b e m ade about the error model (see e.g. the discussion of Ramsay (1982) or Carroll and Arabie (1980) ). The proposition made by s k eptics is that the performance of the MLMDS methods will critically depend on the correctness of the distributional assumptions. This study supports B uy ukkurt and B uy ukkurt (1990), Storms (1995) , Storms and Delbeke (1991) , and Takane (1978b) and shows that for each of the three MLMDS methods neither the recovery of the true conguration nor the t of the model to the dissimilarity d a t a i s seriously i nuenced by v iolations of distributional assumptions. However, for MAXSCAL and 26 PROSCAL the identication of the true number of dimensions appears to dependent m ore on the correctness of the assumptions, whereas for MULTISCALE this i s l ess apparent.
This nding supports and supplements the ndings of Takane (1978b) and Storms (1995) , but is contrary to the results of B uy ukkurt and B uy ukkurt (1990).
Traditional MDS methods have b e e n developed for both m etric data (Torgerson 1952 and Carroll and Chang 1970) and nonmetric data (Kruskal 1964; Shepard 1962) .
Within the MLMDS framework MULTISCALE and PROSCAL are tailored to metric data, whereas MAXSCAL assumes the data to be nonmetric. Nonmetric data contain in g e neral less information about the true conguration as compared to metric data. The deterioration of the recovery of true distances and lower goodness-of-t of nonmetric data as compared m etric data revealed in this study are therefore expected. The metric methods MULTISCALE and PROSCAL perform similar to the nonmetric m e thod MAXSCAL i n c a s e of nonmetric data. Hence, in accordance with previous research o n m etric quality o f ordered scales in general (Srinivasan and Basu 1989) , the conclusion seems justied that pairwise dissimilarity judgments on 7-point scales may v e ry well b e t r e ated a s m etric.
The three M LMDS methods suer from the danger o f c onverging to local optima. So far, little research has addressed the extent to which these methods converge to local optima i n nite samples. This paper shows that if random starts are used, the MLMDS methods converge frequently to local optima for sample sizes used in this s t udy. Using rational starting values, however, provides a reasonably good solution to the problem of local optima. In about 80 % of the cases the solution from rational starting values could not be outperformed by 1 0 s o l utions from random starting values and a solution from the true v alues as starting values. Furthermore, in those cases where the solution from a rational start is outperformed the dierence is extremely small in t e rms of the relative improvement of the likelihood. Moreover, if the rational starts used are informative, their selection rather than the use of random starts may guard against incorrect inferences in s a m ples with limited information. Rational starts restrict the estimated solution to a region of the parameter space that on substantive grounds is more likely to contain the true solution. Hence, b y e m ployi n g a r a t i onal start the probability that the true maximum is in an a-priori unacceptable region of the parameter space is decreased (Manton, Woodburry, and Tolley 1995, p. 72) . We therefore argue that rational starts are preferable, both from a theoretical and empirical perspective. These rational starts were used throughout our study. The ndings reported are most likely n o t d u e t o d i erence in the tendency to converge to local optima a m ong the methods. Ramsay ( 1980b Ramsay ( , 1991b extended MULTISCALE to the simultaneous analysis of attribute ratings, preferences, and dissimilarities. Within the framework of PROSCAL, it is possible also to analyze preference data (MacKay and Zinnes 1986) . Moreover, in situations where it i s n e c essary to assume stimuli to be error-perturbed and the error variance to dier between dimensions, for example while studying newly developed products with well-known but also some new attributes, PROSCAL has to be applied. Hence, s p e cic characteristics of a study may direc t a m arketing researcher t o w ards the use of one of the three MLMDS methods.
Considering both the results of the Monte Carlo studies presented and more practical and study-specic issues raised above, we t e nd to favor PROSCAL and MULTISCALE over MAXSCAL for application by m arketing researchers.
Though this paper provides insight in the relative performance of the three MLMDS methods under a wide range of circumstances, a number of issues remain to be investigated more closely. The sensitivity of the methods to convergence to local optima could be addressed i n a m ore extensive Monte Carlo study to complement t he results presented i n t h i s p a per. Additionally, whether m etric MLMDS methods perform well on nonmetric data may critically depend on the number of scale categories. In this paper, it i s s h o wn that a 7-point scale contains enough information to warrant m etric analyses, but future studies may focus on the relative p e rformance of the methods when the number o f c a t egories is for example 3 o r 5 . F i nally, r e search i n to alternative c riteria for selecting the dimensionality, such a s M onte Carlo tests and modied AIC criteria and the criteria used in this study, i s needed.
APPENDIX. THE DATA G ENERATION PROCESS
For each o f t h e 1 6 2 d a t a s e ts to be generated, a 3-step procedure is followed.
In the rst step, a conguration is generated for a given numb e r o f s t i m uli and dimensions. The coordinates of the stimuli for each d i m ension are drawn from a uniform distribution on the interval (0, 10). From the resulting conguration error-free distances d ij between the stimuli are computed a c c ording to equation (2). We set w mn = 1 f or all m and n, as only MULTISCALE allows for estimation of dimensional weights.
In the second step, the error-free conguration from the previous step i s e rror-perturbed in a c cordance w i th the the three factors pertaining to the error model, namely the error distribution, the error variance level, and whether or not there are error dierences between stimuli or subjects. The error component e ijn is generated applying the following formula:
where ijn is drawn from the appropriate distribution with variance level 2 , u n is either drawn from a uniform distribution on the interval (0.5, 1.5) or u n = 1 ( e rror variance dierences between subjects or not), and v i and v j are either drawn from a uniform distribution on the interval (0, 1) or v i = v j = 0 : 5 (error variance dierences between stimuli or not). The standard deviation of the error is computed as 0.25 or 0.75 times the standard deviation of the error-free distances (error variance level low or high). In case of the normal and uniform distributions, the error term e ijn is added directly to the error-free distances d ij . T o g e nerate non-central chi-square distributed error the stimulus coordinates are error-perturbed using a normal distribution. The error variance is e quated among the three error distributions by r e lating the error variance i n c oordinates to the error variance in distances using equations (3) and (4) from Zinnes and MacKay (1983) . The error variance level for a stimulus is approximated by i m puting the mean and variance of the true distances, multiplied by u n (v i + v j ), into the equation relating the error in coordinates and the error in distances.
In the third step, the appropriate transformation is applied to obtain the nal dissimilarity data. First, error-perturbed distances s m aller than 0 were replaced by a s m all 30 positive v alue. In c a s e o f m e tric similarity data no further transformation is applied. For the analysis with MAXSCAL, however, the metric data were transformed t o correspond to 50-point m etric scales. A linear transformation is used, which m ade the maximum distance in each data set equal to 50, and the minimum distance equal to 1. All other distances are rounded o to the nearest integer. In order to obtain n o n m etric data we transform the data to correspond to dissimilarity ratings on 7-point scales. This is done for each subject separately, b y drawing 6 random numbers from a lognormal distribution with mean and variance equal to the mean and variance of the error-perturbed distances. These 6 numbers are ordered and form the bounds of 7 categories as in e quation (1). Next, each observed distance is a s s i gned to one of the categories and replaced by the code of the appropriate category. This procedure results in a data matrix with simulated dissimilarities among stimuli for each of a specied n umber of subjects. 15 6 41 54 7 6 7 2 6 2 3 7 6 1 22 70 7 7 5 9 3 3 4 5 4 4 3 2 4 6 9 7 19 76 6 17 72 11 35 61 4 C. Data T ype metric 7 7 2 2 1 1 9 7 9 3 1 6 5 3 3 30 69 1 12 73 15 5 6 7 2 8 2 7 7 3 0 31 64 5 28 65 6 33 62 5 nonmetric 6 3 5 5 9 22 57 21 4 2 5 7 2 36 56 9 10 70 20 7 5 9 3 3 3 8 5 6 6 27 67 6 21 70 9 52 46 3 D. Number of Dimensions 2 0 5 4 4 6 7 7 9 1 4 0 4 3 5 7 11 80 9 0 7 3 2 7 0 6 3 3 7 0 9 4 6 9 8 2 1 0 6 8 0 1 4 17 77 6 3 14 52 35 33 57 10 5 4 7 4 8 54 44 1 22 70 7 12 63 25 65 3 5 0 49 49 1 43 56 1 68 31 1 E. Error Distribution normal 7 54 3 9 17 72 11 2 4 4 5 4 32 65 4 13 82 6 6 7 6 1 9 3 3 6 5 2 30 65 6 24 69 7 48 48 4 noncentral chi-square 6 4 4 5 0 19 63 19 2 3 5 6 3 33 59 7 6 6 3 3 2 4 4 4 5 2 2 6 6 9 6 20 74 6 15 76 9 30 67 4 uniform 7 6 1 3 2 2 6 6 9 6 4 5 6 4 1 33 63 4 15 70 15 9 6 9 2 2 3 9 5 9 2 37 57 6 35 59 6 50 46 4 F. Error Variance Level 25 % 3 5 9 3 8 9 7 7 1 5 0 5 3 4 7 16 78 6 5 7 7 1 9 3 7 0 2 7 2 2 7 4 4 17 77 6 
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