Hawkes Processes are a type of point process for modeling self-excitation, i.e., when the occurrence of an event makes future events more likely to occur. The corresponding self-triggering function of this type of process may be inferred through an Unconstrained Optimizationbased method for maximization of its corresponding Loglikelihood function. Unfortunately, the non-convexity of this procedure, along with the ill-conditioning of the initialization of the selftriggering function parameters, may lead to a consequent instability of this method. Here, we introduce Renormalization Factors, over four types of parametric kernels, as a solution to this instability. These factors are derived for each of the self-triggering function parameters, and also for more than one parameter considered jointly. Experimental results show that the Maximum Likelihood Estimation method shows improved performance with Renormalization Factors over sets of sequences of several different lengths.
Introduction
Point Processes (Daley & Vere-Jones, 2003) are mathematical objects for counting occurrences of discrete events over a continuous space. They have long been used for modeling a myriad of real-world phenomena, such as war deaths (Lewis & Mohler, 2011) , social network interactions (Zhao et al., 2015) , earthquake occurrences (Ogata, 1999) academic papers' citation counts (Xiao et al., 2016) and stock orders (E. Bacry et al., 2015) .
In the case of the space considered being a one-dimensional real-valued axis, we may associate its coordinate to a time value, and deal with a so-called 'purely temporal point process'. The simplest case of point process, the 'Homogeneus * Equal contribution 1 Department of Computer Engineering, Ulsan National Institute of Science and Technology, Ulsan, Republic of Korea. Correspondence to: Jaesik Choi <jaesik@unist.ac.kr>.
Poisson Process', assumes that the arrival of events follow a static-valued rate, the so-called 'Intensity Function', and that the events are independent of each other. However, it has been shown (Lee et al., 2016; Xu et al., 2016) that this independence assumption is insufficient for modeling situations in which the data presents infectiousness or timeclustering effects, which indeed point to some causality mechanism among consecutive events.
Such temporally clustered behavior, also referred to as 'SelfExcitation', can be modeled through a type of point process entitled 'Hawkes Process' (HP) , which models this behavior through the addition of an extra term in the Intensity Function of the process, which includes the influence of previous event occurrences in the current value of the arrival rate.
Most of the research concerning HPs consists of modeling/identifying the self-exciting term of the intensity function, hereby referred to as 'Self-Exciting Kernel' (SEK), from one or more realizations of the process. One of the proposed methods for such inference consists of maximizing the corresponding parametric expression of the loglikelihood given a family of possible functions, such as exponential or power-law (Ogata, 1999; Ozaki, 1979) .
Unfortunately, the non-convexity of this procedure (Menon & Lee, 2018) , along with the ill-conditioning of the initialization of the self-triggering function parameters, may lead to a consequent instability of this method. This means that the final parameter values found by the method correspond to a self-exciting kernel which models a corresponding process in which, in the long term, lead to an infinite amount of events occurring in a finite time interval. This happens when the parameters of the self-exciting function do not satisfy the so-called 'stationarity criterion'.
Recent works (Bacry et al., 2012; Jaisson & Rosenbaum, 2015) point to HPs parameter values near unstable configurations as good fitting for some types of data. However, the former just discuss the normalization over the amplitude parameter of exponential kernel, while the second latter deals solely with asymptotic properties, i.e., when the length of observation of the process tends to infinity (T → ∞). Theoretical analysis of the stability of HPs is also done in (Karabash, 2013) .
In this work, we: 
Related Work
Regarding the the utilization of parametric functions for modeling SEKs in HPs: (Etesami et al., 2016) uses exponential kernels for modeling quick-decay in finance or web data. (Ogata, 1999 ) models slow decay influence with power-law kernels in earthquake, while (Zhao et al., 2015) performs power law modeling experiments with social media-related data.
More recent works, s.a. the neural network-based Hawkes processes in (Du et al., 2016; Mei & Eisner, 2017) and the time-dependent Hawkes process (TiDeH) (Kobayashi & Lambiotte, 2016) , allow for learning very flexible Hawkes processes with highly complicated intensity functions, while depending on the size and the quality of data.
Hawkes Processes
In this section, we will briefly discuss the theoretical concepts and mathematical definitions concerning the HP-based modeling of self-excitation or self-triggering behavior in Time Series data.
A realization of an one-dimensional point process, composed by a sequence of N time-events, can be expressed by a vector of the form (t 1 ,t 2 , ... , t n ). Considering the real line as a time coordinate axis, it is possible to associate such vector with a so-called Counting Process N (t), with its derivative, dN (t), which is set to 1 when there is an event at time t, and 0, otherwise.
Moreover, such a point process is associated with a corresponding Intensity Function λ(t), which corresponds to the instantaneous expected rate of arrival of events, or the expectation of derivative of the counting process N (t), i.e.:
The simplest example of this function would be a constantvalued arrival rate, µ, as in the case of the Homogeneous Poisson Process (HPP).
As previously stated, HPs model the intensity function in terms of self-excitation: when the arrival of an event makes subsequent arrivals more likely to happen (Laub et al., 2015) ; This type of behavior can be described through an Intensity Function expression which takes into account the past events into its current value, i.e., a Conditional Intensity Function λ(t), which may be described as such:
where H(t) is the History of the process, the set containing all the events up to time t; µ is denominated background rate, or exogenous intensity, and here is considered constant, such as the mean of a HPP; and φ(t) is referred to as selfexciting kernel, or excitation function. From the definition in (Hawkes, 1971) , we have that, given:
then the corresponding process will attain wide-sense stationary behavior, from which the asymptotic steady arrival rate, also referred to as 'first-order statistics',
can be evaluated, along with its stationary temporal covariance function, or 'second-order statistics', which is independent of t:
The estimation of both Λ and ν(τ ) draws on wide-sense stationarity assumptions which, apart from analytical convenience, are also related to the fact that, when dealing with real data and practical applications, the chain of causally triggered events will always be considered finite.
Parametric Kernels for Hawkes Processes
A concise way of expressing the time-clustering influence term φ is through the use of simply defined parametric functions. In this section, we describe the four types of function used in the present work, along with their main theoretical and practical usage motivation.
Exponential (EXP(α,β)).
The exponential function is hereby defined as:
It has been widely adopted in HP inference tasks, since it represents a general type of decay together with some analytical conveniences, s.a., the markovian property which allows the intensity at a given event coordinate to be calculated directly from the previous event, without the need of scanning throughout all the previous events.
Power-Law (PWL(K,c,p)). The power-law function is hereby defined as:
It has been used for modeling a slower form of decay than the exponential.
Tsallis Q-Exponential (QEXP (a,q) ). The Tsallis QExponential is hereby defined as:
It is a power transform, in other words, a continuous deformation , along the shape parameter 'q' among Power-Law and Exponential-like triggering behaviours. Widely used in quantum optics and atomic physics, in this work, it is proposed for modeling decay in a more hybrid way between exponential and power-law. Since it has been shown that the behaviour of power-laws and exponentials may be very similar in some situations (Bochud & Challet, 2006) , a kernel such as Tsallis Q-Exponential may handle this in a unified way.
It is also widely used in statistics for variance stabilization, for turning the data more similar to some distribution, and also for improvement of the validity of association measures among variables (e.g. Pearson correlation). (γ,η) ). The rayleigh kernel is hereby defined as:
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It has been used in the context of survival times over diffusion networks (Gomez-Rodriguez, 2013) for modeling a distinct, non-monotonically decaying, type of influence. It has been shown that some types of data, such as Stack Overflow response times, are not well suited to strictly decaying functions, exponential or power-law (Du et al., 2016) , and possess a more skewed-like distribution shape.
Maximum Likelihood Estimation for Parametric SEK
In this section, we describe the Unconstrained Optimizationbased MLE procedure for HPs, and also derive closed-form expressions for the loglikelihood of four proposed families of parametric kernels. It was initially proposed in (Ozaki, 1979) , for exponential functions, and a great deal of follow-up work developed it for other types of continuous and smooth functions. Given a sequence of time events (t 1 , t 2 , ..., t n ) and a defined intensity function λ(t), its corresponding loglikelihood (llh) is given by:
Since the intensity function of a HP possesses a closed-form expression given by Equation 1, we can calculate closedform expressions of llh for each of the parametric kernels introduced in the previous section:
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The standard MLE procedure consists in, given said parametric expressions for the loglikelihood, finding the corresponding SEK function parameters which maximize it. This search is done through Unconstrained Optimization methods, such as Gradient Descent, L-BFGS, or Nelder-Mead, over one or more sequences of events corresponding to a given HP realization.
Renormalization Factors
In this section, we introduce our stabilization method, entitled Maximum Likelihood Estimation with Renormalization Factors (RF-MLE), for stabilizing the solution of the Unconstrained Optimization-based MLE procedure. Given an possibly unstable SEK parameter configuration, from each of the four proposed SEKs, i.e., a tuple of parameters for which the value of |φ| is greater than 1, we find new tuples of parameter values for which the new value |φ|, here defined as |φ| R is equivalent to:
with the strictly positive parameter , here taken as a 'safety margin', chosen as 10 −1 ,10 −2 and 10 −3 , for our experiments.
These Renormalization Factors are derived for each parameter individually, and also for their joint combinations. This concept is illustrated in Figure 1 .
Exponential. Given the EXP(α,β) function, the Renormalization Factors are found as in the following. 1 1. Renormalization over α:
2. Renormalization over β:
1 Here,Λ is calculated as N T , with N being the total number of events contained in a given sequence. Given original unstable parameters, at point P, we find stable configurations over Parameter 1 (R1), over Parameter 2 (R2) and jointly over both parameters (R12).
3. Joint Renormalization over α and β:
Power-Law. Given the PWL(K,c,p) function, the Renormalization Factors are found as in the following.
1. Renormalization over K:
2. Renormalization over c:
3. Renormalization over p:
where
and W is the analytical continuation of branch 0 of the product log (Lambert-W) function.
Joint Renormalization over K and c:
5. Joint Renormalization over K and p:
Tsallis Q-Exponential. Given the QEXP(a,q) function, the Renormalization Factors are found as in the following.
1. Renormalization over a:
2. Renormalization over q:
3. Joint Renormalization over a and q:
Rayleigh. Given the RAY(γ,η) function, the Renormalization Factors are found as in the following.
1. Renormalization over γ:
2. Renormalization over η:
3. Joint Renormalization over γ and η:
Experiments
For the experiments, we were interested in how the types of renormalization affect the performance of the standard MLE algorithm across all the four types of kernels. We trained the models on 10 sequences for T=1000,5000, 10000 and 30000, independently simulated with each of the four types of kernels, with the respective parameters: µ = 0.5, α = 0.06, β = 0.2, K = 0.06, c = 1.0, p = 11, a = 0.06, q = 0.5, γ = 0.06 and η = 0.2.
The optimization procedure was maximizing the Loglikelihood Functions for each of the four proposed SEKs over each realization of the sequences, using the Nelder-Mead method (Nelder & Mead, 1965) .
The goal was to verify the average difference among the loglikelihood from the search with RFs (RF-MLE), which outputs the highest loglikelihood value among the original MLE and all the possible renormalizations, and the original version of the MLE method. The results are shown in Figures 2(a) , 2(b), 2(c) and 2(d)for sequences with T=1000, 5000, 10000 and 30000, respectively.
It is possible to see that the RF-MLE shows significant improvement, over the standard MLE, on the Loglikelihood of the estimated model even when the kernel being fitted is misassigned, i.e., when a type of kernel is used to model a sequence generated by another type of kernel.
In Figure 2 , it is possible to see the ratio of sequences, for each kernel and sequence types, in which the RF-MLE improves the final resulting loglikelihood.
Conclusion
Hawkes Processes are a type of point process for modeling self-excitation, i.e., when the occurrence of an event makes future events more likely to occur. We introduced Renormalization Factors, over four types of parametric kernels, as a solution to the instability of the Unconstrained Optimizationbased method for maximization of the Loglikelihood function of Hawkes Processes. These factors were derived for each of the self-triggering function parameters, and also for more than one parameter considered jointly. Experimental results demonstrated that the Parametric MLE estimation method shows improved performance with Renormalization Factors over sets of sequences of several different lengths.
Future Work
For further investigation, we plan to study the renormalization procedures over sums of each of the proposed parametric kernels, which will be done in a weighted, proportional way. We also plan to propose Renormalization Factors for the Multivariate HPs case. Table 4 . Performance comparison of MLE and RF-MLE, for sequences with T=30000.
