In this paper, Genetic Algorithm (GA) based approaches for finite element model topology, error localization and parameter adjustment are investigated. Genetic algorithms are one form of directed random search. The form of direction is based on Darwin's '"survival of the fittest" theories.
INTRODUCTION
The need for highly accurate analytical models of flexible structures and machinery is required in order to accurately predict dynamic performance. Owing to the complexity of these structures, a commc~n modeling technique is to use the finite element method. However, it is well known that the "as built" structure rarely matches the dynamic characteristics of the finite element model (FEM) . Recent efforts to address this problem have resulted in the development and evaluation of algorithmic methods for structural model refinement. These same algorithms have also demonstrated capability in approaching the system health monitoring problem.
Algorithms used to address the FEM refinement can be broadly classified as falling into one of four different approaches -optimal-matrix updates, sensitivity methods, eigenstructure assignment techniques, and minimum rank perturbation methods. Survey papers providing an overview of these techniques are provided in [I] and [2] .
In the optimal matrix update formulation, perturbation matrices for the mass, stiffness, and/or damping matrices are determined which minimize a given cost function subject to various constraints. A typical cost function used is the Frobenius norm of the perturbation matrix [3] . Typical constraints may include satisfaction of the eigenproblem for all measured modes, definiteness of the updated property matrices and preservation of the original sparsity pattern. Sensitivity methods for model refinement and damage detection make use of sensitivity derivatives of modal parameters with respect to physical design variables [4] or with respect to matrix element variables [5] . When varying physical parameters, the updated model is consistent within the original FE program framework.
Control-based eigenstructure assignment techniques determine the pseudo-control which would be required to produce the measured modal properties with the initial structural model [6, 7] . The pseudo-xntrol is then translated into matrix adjustments applied to the initial FEM.
Finally, the development of a minimum rank update theory has been recently proposed as a computationally attractive approach for model refinement and damage detection [S] . The update to each property matrix is 01 minimum rank, and is equal to the number of experimentally measured modes which the modified model is to match.
In this paper, a Genetic Algorithm [9] based model refinement approach is formulated and tested using both numerical and experimental case studies. The use of GA's in structural parameter estimation has been investigated in the past. [10,11,12.13] .
The main contribution of this paper is in the development of GA operators which allow for a more efficient GA search as well as a model refinement formulation which utilizes both frequency and mode shape information but avoids the problem associated with closely space modes of vibrations.
GENETIC ALGORITHM THEORY

Standard Genetic Algorithm Theory
Genetic algorithms, as introduced by Holland [14] . are a form of directed random search. The form of direction is based on Darwin's "suwival of the fittest" theories. In GA's, a finite number of candidate solutions or designs are randomly or heuristically generated to create an initial population of designs. This initial population is then allowed to evolve over generations to produce new, and hopefully better designs. The basic conjecture behind GA's is that evolution is the best compromise between determinism and chance. The motivation behind the development of GA's is that they are robust problem solvers for a wide class of problems. However, it should be noted that they are not as efficient as nonlinear optimization techniques over the class of problems which are ideally suited for nonlinear optimization; namely continuous design variables with a continuous differentiable unimodal design space. It should be noted that GA's have the capability to solve continuous, discrete and continuous/discrete optimization problems.
GA's are radically different from the more traditional design optimization techniques. GA's work with a coding of the design variables, as opposed to working with the design variables directly. The search is conducted from a population of designs (i.e., from a large number of points in the design space), unlike the traditional algorithms which search from a single design point. The GA requires only objective function information, as opposed to gradient or other auxiliary information. Finally, the GA is based on probabilistic transition rules, as opposed to deterministic rules. There are five main operations in a basic GA: coding, evaluation, selection, crossover and mutation. Q&g is the process by which the stated optimization problem is transformed into a genetic design space. It must be stressed that the coding for a given problem is not unique, and that significant gains in computational efficiency can be achieved by using a '"good" coding scheme. Although it is difficult to place specifics on what a "good" coding scheme is, a coding scheme which provides for an unique one-tonne mapping of the design space and follows guidelines as suggested by interpretation of the schema convergence theorem [14] Evaluation is the process of assigning a fitness measure to each member of the current population. The fitness measure is typically chosen to be related to the objective function which is to be minimized or maximized. No gradient or auxiliary information is used; only the value of the fitness function is needed. Therefore, GA's are less likely to become '"trapped" at a local minima or maxima than traditional '"hill climbing" algorithms. Additionally, because no gradient information is required, the design space is allowed to be discontinuous.
Selection is the operation of choosing members of the current generation to produce the prodigy of the next generation. Selection is biased towards the most fit members of the population. Therefore, designs which are better as viewed from the litness function, and therefore the objective function, are more likely to be chosen as parents.
Crossover is the process in which design information is transferred to the prodigy from the parents. Crossover amounts to a swapping of various strings of 1's and O's between the two parents to obtain two children.
The final operation is that of mutation. Mutation is a low probability random operation which may perturb the design represented by the prodigy. The mutation operator is used to retain design information over the entire domain of the design space during the evolutionary process.
In the non-Steady State Genetic Algorithm (NSSGA), the initial coded population is subject to evaluation. An integer number (possibly zero) of the most fit parents are then automatically added to the "next-generation" population. In the purest form of the NSSGA the integer number is taken to be zero. However, this opens the possibility that the most fit individual at a given generation could be less fit than that of a previous generation (i.e. the best found design to date could conceivably not be in the current population). To eliminate this chance, the integer number is chosen to be non-zero. The initial population is then processed with the selection operator to create a "parent pool". Two parents are then randomly selected from this pool to produce two prodigy. The mutation operator is then applied to the prodigy and the resulting prodigy is added to the next generation. This process is repeated until the number of produced prodigy in combination with the number of most fit parents equals the set population size. This new "next generation" is then viewed as the "current generation", and the entire process is repeated for either a fixed number of generations or until some set convergence criteria is met.
Advancements in Genetic Algorithms
As discussed in Section 2.1. the mutation operator is used to retain design information over the entire domain of the design space during the evolutionary process. The level. or likelihood, of mutation is determined by the user by the selection of pm, the probability of mutation. The value of pm can vary between zero (no mutation) and one-half, where at one-half the GA becrxnes the equivalent of a random walk. In the standard GA, the probability of mutation is set equal to a constant. However, it is clear in examining the convergence characteristics of GA's that what is actually desired is a probability of mutation which varies during generational processing. In early generations, the population is diverse and mutation may actually destroy some of the benefits gained by crossover. Thus, in early generations it would be desired to have a low probability of mutation. In later generations, the population is losing diversity as all members move "close" to the optimal solution, and thus a higher probability of mutation is needed to maintain the search over the entire design space. Thus, the selection of the probability of mutation must carefully balance these two conflicting requirements.
In this paper, a diversity metric is proposed and utilized to adapt the probability 01 mutation at each generation of processing. The diversity metric, which is "measure" of the entropy of the population in the BoseeEinstein statistical mechanics sense, is given as:
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where nbits is the total number of bits used to describe a single member of the population, pi[l] is the fractional percentage of members having the ith bit equal to one and pi [O] is the percentage of members having the ifh bit equal to zero
, E is a small number and In is the natural logarithm function. The addition of E is required for the case that either percentage is equal to zero. The diversity function D is then bounded by [fn(t-)=O, I], where a 0 corresponds to a population with no diversity (all members the same) and a 1 corresponds to a totally diverse population. The probability of mutation is then tied to the diversity measure through an exponential function where exp is the exponential function, and pm min and pm max are user chosen minimum and maximum allo%ble probability of mutations. As the diversity measure varies from 0 to 1, the probability of mutation will vary from pmmmax to pmemin.
Model Refinement Formulation
In the model refinement formulation, the GA is used as an optimization technique to adjust the physical parameters of the model to minimize or maximize a stated objective function. It is assumed that the elements of the parameter vector I have been selected using (i) engineering judgement and (ii) through the "se of the model error localization vectors [9] . In addition, the initial population may be partially seeded with the nominal model parameter values and parameter estimates obtained by interpreting the stiffness perturbation matrices obtained from the application of a matrix updating approach (4, 9] .
In this paper, two objective functions have been investigated and utilized which are used to define the fitness of the solution. The first is a parameterized form of the undamped dynamic residual (M + AMW where M and K are the original mass and stiffness matrices, the delta matrices represent perturbation matrices, A,, is a diagonal matrix of measured eigenvalues squared, and 5 is the corresponding matrix of measured mode shapes. "?hhe optimal (but not necessarily correct) parameters 1 are obtained when the model error location matrix, B, is identically zero. Due to measurement noise the matrix B will never be identically equal to zero, and in fact you don't want this in a practical sense. The model error minimization fitness function is defined to be where II Ilr is the Frobenius norm operator. Note that the individual columns of B scale directly with the arbitrary scalar associated with each mode shape. To arrive at a physically meaningful scaling between the columns of B, it is suggested that the experimental mode shapes be normalized to unit-mass. This can be achieved directly from the experimental measurements if the driving point frequency response function is made, or through the use of the original analytical mass matrix. 
where hi is the ith eigenvalue and V,,,(I) is the analytical eigenvector matrix. The variables w; and hare weights which can be changed in order to emphasize agreement between specific measured and updated eigenvaluesleigenvectors. By changing the weights, emphasis can be placed either on updated eigenvalue or updated eigenvector agreement with measured data. The first summation of Eq. (6) provides for the minimization between measured eigenvalues and updated analytic eigenvalues. As the updated eigenvalues approaches the measured eigenvalues the first summation approaches zero. The absolute value of the difference in each measured and updated eigenvalue is divided by the corresponding measured eigenvalue to insure that each frequency contributes equally to the objective function.
The second term of Eq. (6) represents a newly developed approach for comparing analytical and experimental eigenvectars. This comparison approach was motivated by the common occurrence of having closely spaced modes of vibration in modern aerospace structures. Previous formulations, which dealt with a direct comparison of an individual analyticallexperimental eigenvector pair, required the use of an eigenvalue tracking algorithm. In addition, it was often found that for closely spaced modes the identified experimental eigenvectors were in fact linear combinations of the actual eigenvectors. making a direct comparison difficult. Rather than dealing with a direct comparison, the second term of Eq. (6) compares the subspaces spanned by the analytical and experimental eigenvectow. The unitary matrix R,p is a rotation matrix which rotates the experimental eigenvectors Into the analytical eigenvectors. The calculation of the rotation matrix R,, is computationally efficient. The main calculation is the singular value decomposition of a square matrix whose dimension is equal to the number of measured modes of vibration. The objective function J(I) is stated in terms of a minimization formulation. To cast it into a GA maximization formulation, it is sufficient to define
Experimental and Numerical Examples
In this section, examples and applications are provided which highlight the key concepts addressed in this paper.
Adaptive Mutation Rate
To see the benelits of a variable mutation rate, consider the Pseudo Sensor/Actuator Placement problem. a problem which has been shown to lose diversity quickly in the past. The problem statement is to place up to 5 ones in a binary number of length 16 to produce the largest number. Without performing an exhaustive search, the optimal solution is known to use all of the ones and place them in the 5 most significant bits (MSB) (i.e. 1111100000000000). This problem is functionally the same as a sensor/actuator placement problem, except that the function evaluations are less time consuming. To view this problem as a sensor/actuator number and placement problem, consider the 16 bits as 16 different allowable (candidate) sensor/actuator locations on the structure, and the 5 ones to be the 5 (or less) sensors/actuators you have to place on the structure. Thus, there are 16 discrete design variables (each bit of the string is a single design variable), each taking on one of two possibilities. A one in a given bit corresponds to having a sensor/actuator at the corresponding structural location; a zero corresponds to not having a sensor/actuator at the structural location. Figure 2 is a pictorial representation of the population migration as a function of generation number, where a total of twenty generations of processing was performed. For each subplot, the abscissa is the bit location (varying from 16 to 1 left to right) and the ordinate is the population member number. If viewed as a matrix, each '"row" is a population member, and each "column" is a bit location. In the mapping used, a solid black"bit" corresponds to a zero. while a void, or white "bit" corresponds to a one. The caption above each subplot provides details on the generation number (G-), diversity measure d. and implemented probability of mutation pm (pmzO.05). Figure  2 shows how quickly diversity is lost while the majority of the members migrate towards the global optimal solution. Although in this problem there is no other local extrema, it is quite clear that by generation 10 most function evaluations are spent evaluating very similar members. Figure 3 and 4 shows the effect of utilizing a variable mutation rate, where in these cases pm was allowed to vary between [O.Ol, 0.251 and lO.01, 0.501 respectively. Note that the lower limit was selected to be less than the constant probability 01 mutation used previously, in order that importance of the mutation operator is diminished during the early generations. Setting pm,,, to 0.50 essentially instructs the GA to perform a random walk when diversity is totally lost. In both runs, it is seen that the probability of mutation stays lower than the constant value of pm during the early generations, but then substantially increase?.. A visual measure of diversity is the number of columns in the population which are comprised of the same numeric value. This is a meaningful measure in that the GA opera- tar of crossover cannot cause the '"missing" binary number to appear in later generations. In other words, once a given bit location becomes uniform in the population, the only operation which conceivably can break this uniformity is the mutation operator. For the generation snapshots shown in Figs. 2-4, this measure is shown in Fig. 5 , where perfect diversity takes on a value of 0. As expected, it is seen that setting pmax to 0.50 maintains a higher level of diversity as measured by either Eq. (2.9) or the defined column measure. -. rerent trequency anti nwcte snape estKllates.
I rlaxlal accelerometers were placed at 12 nodes as indicated by the dark and medium shaded circles. Five test modes were computed by the ERA method. Real modes were estimated from the identified complex modes based on an orthogonalization method presented in Ref. 15 .
One problem investigated in prior studies [16] involves the estimation of four mass parameters and ten stiffness parameters. The 14 parameters include two stiffness parameters for each of 5 two-bay sections. One of the two parameters is a scaling coefficient on the longerons and battens of the two-bay section.
The other is a scaling parameter on the diagonals. A mass parameter is also included for four two-bay sections (not including the two-bay section that is grounded). The introduction of mass parameters was motivated by the observation that the experimental frequency of the first torsion mode was approximately 7.5% higher than the corresponding analytical frequency.
It was felt that the "lumping" of mass as point masses, results in a mass distribution which is too far from the centerline of the truss. The mass parameter is a mass moment of inertia term about the longeron axis, which will allow for a correction of this modeling error. Since the original model has no mass moments of inertia, this parameter was initially set to zero. The stiffness scaling parameters were initially set to unity. Eigenvalues and eigenvector data from the first five modes were used to estimate these 14 parameters. Eigenvector data included only the two "bending" components (no axial) at four of the nodes. The location of the used eigenvector components is indicated by the medium shaded circles.
One advantage of the GA approach is that hard lower and upper limits on parameter values can be set with no increase in computational burden. This allows the engineer to "predefine" the range of '"engineering acceptable" solutions. Hard constraints on the GA population were placed at f 0.10 for mass parameters and 0.75-I 25 for stiffness parameters. A population size of twenty was selected and mated for fatly generations (elapsed time on a P5-90MHz machine was less than two minutes). The fitness function defined by Eq. (6) was used. Analytical modal parameters were estimated using the modal mass and stiffness sensitivities.
Another advantage of the GA approach is that a population of solutions is returned after generational processing, as opposed to the common situation of solely a single, final solution. This allows the engineer to utilize criteria other than the mathematically stated fitness function to judge alternative solutions. Inspection of the final generation in this particular case indicated that four members had significantly higher levels of fitness in comparison to the remaining population members. Of greater interest is that these members had reasonably different parameter values. Figure 7 shows the parameter values of each of the four solutions, along with their corresponding fitness functions normalized with respect to the nominal fitness. In Fig. 7 , Fit 1 corresponds to the "best" solution, whereas Fit 4 corresponds to the 4th best solution. We see that the most fit solution represents greater than a 70% improvement as viewed from the fitness function. Of greater interest is that all four solutions represent nearly the same level of improvement, even though the parameter values vary widely. Figure 8 shows the relative frequency error for the four solutions and the nominal parameter values for all five modes. It is seen that all four solutions greatly reduce the frequency error in comparison to the nominal model. Figure 9 shows the Modal Assurance Criterion (MAC) between test and analysis modes for the nominal model and the first three most fit members. It is seen that the most fit solution (i-fit) offers a slight improvement in the MAC matrix in comparison to the nominal model. Changing the weighting factors in Eq. (6) to stress mode shape matching results in a slight decrease in frequency matching, as shown in Fig. IO , but results in a general improvement in the MAC criterion shown in Fig. 11. 
Estimation of Discrete and Continuous Parameters
Many aerospace structures are modelled using plate/shell elements. Commercial finite element software offer many different plate/shell element options. Differences between the -0.5 ' 1 1 2 3 4 5 6 7 6 9 10 11 12 13 14 Parameter Number Figure 7 -NASA l&bay Parameters and Fitness Another feature of the GA is the ability to simultaneously optimize discrete and continuous design variables. Discrete design variables may take two forms (i) decision variables between model form (i.e., change in physics) and (ii) physical parameters which truly can take on only discrete values (i.e. like scheduled pipe). In this numerical study, "experimental data" was generated for a Zmxlm plate shown in Fig. 12 using Plate element #l (Pel). A discrete design variable was defined to allow the GA to select between model forms defined by Plate element #0 (PeO) and Pel. The difference between PeO and Pel is the use of a different FEM shape function used in deriving the elemental stiffness matrix. In addition, four continuous design variables were defined to estimate the modulus of elasticity of each quadrant. lm -/a Figure 12 -"Experimental" Plate Figure 13 shows the GA generational processing history using a population size of twenty. Upper and lower limits on the continuous parameters were set to +2.0 and +O.l respectively. The light colored bars indicates the fitness of the most fit individual normalized with respect to the nominal parameter fitness (using the correct element type). The medium colored bars indicate the average fitness of the entire population at any given generation. Of most interest are the dark bars, which indicate the number of members which have correctly identified the plate element type (Pel). The initial random population had 11 out of 20 (55%) members having the correct element type (as would be expected from finite statistics). However, very quickly the number of members having the correct element type jumps to E&90%. Thus, the GA was able to quickly determine the correct model form. Figure 14 shows the best four parameter solutions, along with the correct and nominal values. It is seen that in addition to selecting the correct element type, the GA was able to coarsely set the continuous design variables. Finally, the GA was w-run under the same conditions except that the initial "random" population was biased by forcing only one out of twenty members of the population to have the '"correct' element type. As shown in Fig. 15 , the GA was again able to quickly determine the correct element type, although it took to Generation 7 to establish a clear majority. 
CONCLUSIONS
This paper describes an approach for model refinement using Darwinian inspired optimization. The Genetic Algorithm framework was adopted due to the anticipated nature of the solution spaces typically generated by these problems: (i) severe non-linearity, (ii) order of magnitude differences in parameter values, (iii) mixed discrete and continuous design variables. (iv) discontinuous, non-smooth, and/or noisy objective functions and (v) multi~&modal design spaces.
The chief contribution of this paper is in the formulation of a Genetic Algorithm fitness function which avoids both the numerical (analytical) and experimental problems associated with closely spaced modes of vibration. In addition, the introduction of an adaptive Genetic Algorithm mutation rate was shown to improve the efficiency of the Genetic search.
