This study presents an investigation and description of the The model is a useful extension of the hitherto existing time-dependent description of the secular variation, GUFM which describes the secular variation until 1990. It reveals a short term secular variation on sub-decadal time scale and has a higher spatial resolution, than previously resolved. The model is also valuable to test the frozen flux hypothesis and to link features of the radial field at the core-mantle boundary to the geodynamo.
Introduction
This paper is a development of earlier work in mapping the magnetic field at the coremantle boundary (CMB) by Bloxham and Jackson [1992] and Jackson et al. any improvements in recovering the secular variation on core-field length scales as there already is a good coverage of observatories in this region.
For the field modelling, three components, northward (X), eastward (Y) and downward (Z), were compiled for each observatory and repeat station. Where previously reported, the data are corrected for baseline jumps.
Secular variation estimates
In order to reduce the bias from local crustal magnetic fields, and the amplitude of the semi-annual and annual signal from external field sources and induction, rather than modelling absolute field values, we follow Bloxham and Jackson [1992] in estimating the value of the secular variation at each site. These estimates are calculated by taking annual differences. For example, for monthly means of the northward component dX/dt| t = X(t + 6) − X(t − 6)
where t denotes a particular month. Similarly, observatory annual means are treated using dX/dt| t+1/2 = X(t) − X(t − 1)
where t is here in years. This approach is known as the n-step difference filter [Box and Jenkins, 1976; Priestley, 1981] . It eliminates the crustal bias, because the crustal signal should be the same for both dates t, t − n and therefore cancel. Furthermore, the amplitude of even irregular annual and semi-annual variations are much reduced.
Method
In this section we outline our method to derive a time-dependent model of the magnetic constraining the model at its endpoints to fit satellite field models. We do not model external fields, and assume an insulating mantle. Then, as it is in an electrical insulator, the Earth's magnetic field B can be represented as the gradient of scalar potential V: B = −∇V . The potential has to satisfy Laplace's equation ∇ 2 V = 0, so the solution for internal sources in spherical geometry can be written:
a is the Earth's radius (6371.2 km) and (r, θ, φ) the geocentric coordinates, (θ colatitude) and P m l (cos θ) are the Schmidt quasi-normalized associated Legendre functions
with degree l and order m. The coefficients {g 
where M n (t) > 0 if t is within the interval t n , t n+4 and is zero otherwise. We choose 13 B-splines with evenly spaced knots, including knots before and after our modelled interval [similar to Bloxham and Jackson, 1992] . For numerical convenience, we truncate Eq. (3) at harmonic degree and order 15. 
where c = 3485.0 km, the radius of the outer core. The spatial regularization condition is then 4π (t 2 − t 1 )
where m is a vector of the Gauss coefficients. To constrain the temporal behaviour of the solution, the norm
is minimized, with
Finally, the model covariance matrix is given by
with damping parameters λ s and λ t . We initially followed Backus [1988] in setting
In practice, this condition is so weak that with the inclusion of the end-point constraints described below, it could be neglected. Aside from the weaker spatial regularization this is identical to the method outlined by Bloxham and Jackson [1992] .
Extension of the Bloxham-Jackson formalism
The essential new aspect of this study is the utilization of a priori information for the ) derived from satellite vector data [Cain et al., 1989; Olsen, 2002] . These models are originally derived to spherical harmonic degree 66 and 27, respectively. In order to construct models for the endpoints the original models are first truncated to degree 15, and tapered as follows.
We seek field models that are smooth at the CMB, but would fit the data at the Earth's surface. We choose to minimize
where µ is a Lagrange multiplier and B S is the accurate model from satellite data including crustal field. Spherical harmonic orthogonality allows simplification of this expression to
By standard methods, the Gauss coefficients are therefore given by
Therefore high-degree coefficients are damped much more than the low degree ones. The degree of fall-off (tapering) is controlled by µ, which is chosen to be effective at about l = 12 and above.
Then the a priori model regularization condition is
where m 1980 is the model vector of the Gauss coefficients for the particular epoch 1980.0.
A similar expression follows for the constraint at t = 2000.0. The combined end-point constraints are then written The full objective function is therefore
The damping controlling the departure from the a priori models is chosen so that the endpoint models for 1980.0 and 2000.0 are very close to the tapered satellite main field models. However, we do not force equality, because the tapering is a numerical procedure only, and therefore we do not wish the model to fit the end-point models exactly if this contradicts the observatory data. In practice, however, changing these parameters within a range that ensures a reasonably close fit to the end-point models does not greatly affect the solution.
Modelling and selection of temporal damping parameter
The data are modelled by applying iteratively re-weighted least squares. Our algorithm comprises of eight steps:
1. A initial model is computed weighting all data with the same uncertainty (5 nT/yr).
2. The deviations of the data from the initial model are calculated, and adopted as new weights for the data. Data with large scatter from the model are therefore down-weighted.
3. A model is derived from the newly (re-) weighted data set.
4. Data are discarded which deviate by more then 2 σ from the second model.
5.
A interim model is derived from this reduced data set.
In steps 6 to 8 we generalized step 2 (the estimation of the data weighting) by further considering the covariance between the different secular variation residuals in the (X,Y,Z) directions at each location, in order to allow for possible correlated errors. For October 11, 2006, 12: 15pm D R A F T example, in mid-latitudes, we might expect that the error would be dominated by the unmodeled signal from external field variations, in particular the ring current, leading to a particularly strong error correlation between the X and Z components. We assume that the covariance is stationary over the 20-year period, and therefore constructed 3x3 error covariance matrices for each location. The data covariance matrix C e is then block diagonal with 3x3 blocks for each site. Its inversion is straightforward by inverting each of the 3x3 matrices, after which it is applied in (16) Although we have potentially five damping parameters (µ, λ s , λ t , λ 1 , λ 2 ), as discussed above the most important one (giving the largest variation of the model for the parameter range in which we are interested) is λ t , controlling the temporal damping. Models are derived for a range of temporal damping parameters 3.5 · 10 2 ≤ λ t ≤ 3.5 · 10 −5 . The appropriate temporal damping was chosen by considering a trade-off curve -a log-log plot of misfit vs. the temporal norm -with the optimal solution chosen at the "knee" of the curve. The parameters of the selected model are summarized in Table 1 .
A preliminary version of this model at epoch 1995.0 was submitted as a candidate model for DGRF95, and contributed to the final averaged model selected [Macmillan et al., 2003] .
Results and Discussion
Before presenting results we would like to discuss what advantages the new methodology gives over the methods of Bloxham and Jackson [1992] and Jackson et al. [2000] for an interval bounded by high-resolution field models from satellite data. In order to discuss
WARDINSKI & HOLME: GEOMAGNETIC SECULAR VARIATION the differences between GUFM and C 3 FM the power spectra of the main field and secular variation at the CMB are derived for 1980 and 1990, epochs at which the models overlap.
The power spectrum is defined by
[ Lowes, 1966] . It quantifies the spectral energy of the single spherical harmonic degrees of the model. The spectra of the main field for different epochs, which are shown in Fig. 1, are similar up to degree 11. Above this, they differ, due to the different methods of controlling small-scale field structure. The GUFM spectra fall off due to spatial regularization, whereas the high degree structure in our model is controlled by the tapered end-point models in combination with the temporal damping, with the effect of tapering dominating above degree 13. In principle, there is no difference between these two methods: both involve damping of high-degree structure. However, for GUFM, the damping had to be chosen to be appropriate for non-satellite data epochs, with inherent lower resolving power than when satellite data are available. Satellite data were also culled so as to avoid correlated errors from crustal field. Our model assumes that correlation has been dealt with by direct parameterization in the satellite models. Our choice of tapering is more subjective, based on a conservative estimate of the degree at which the crustal field is a significant fraction of the total internal field. Thus, that our model has higher spatial resolution depends fundamentally on this choice, but the inclusion of all available satellite data to form the end models allows this choice to be made higher than would be possible with the less numerous data set required for GUFM.
We also consider a spectrum for secular variation, defined in analogy with the main field (17) as
The spectra of the secular variation of GUFM and C 3 FM match closely up to degree 6, see Fig. 2 , although note that there is much greater variation between epochs in our model than in GUFM. This is a result of the higher temporal density of the basis functions, and also the treatment of covariance in the data providing stronger constraint on the SV, discussed below. Thereafter, the power of the C 3 FM is greater than the power of GUFM spectra by a factor 3. Above degree 7 damping becomes important and controls the GUFM spectra from degree 9. For our C 3 model, the no-penalty condition for the time variation of the field is uniform secular variation between the end-point models: this is seen in the identical SV spectra for the two epochs at degrees 13-15.
We therefore claim that our model has additional content over GUFM arising from our methodology, with a marginal improvement in temporal resolution at low harmonic degree, and an increase of approximately two spherical harmonic degrees for the main field and about five spherical harmonic degrees for the secular variation for the point at which the model is totally controlled by damping.
Error and resolution analysis The residuals are further analysed by means of autocorrelation and cross-correlation functions, given in Fig. 3 (b) and 3(c). The autocorrelation function is defined as
where x t is time series of the residuals (i.e. inẊ), x is their mean, and τ is the shift.
A strong negative peak is seen in all three components at 12 months, due to the use of annual first differences to compute the secular variation estimates (cf. (1)). There is no further obvious structure in the autocorrelation function. We therefore conclude that the model is capable of explaining most if not all of the available secular variation signal in the data.
The cross correlation function of the residuals against each other is shown in Fig. 3(c) and is defined to be
.
It shows the mutual correlations of two independent time series x t and y t . The maxima at zero lag indicate that the variation of the residual components are correlated or anticorrelated, respectively. In the particular case for Niemegk this implies the anti-correlation ofẊ andŻ noted above and also shows correlation of both components withẎ. The only other strongly significant features are at τ = 12 months shift, again due to the data processing.
The clear cross-covariance of the residuals in the three components provides support for our consideration of error covariance between the different field elements at one location. an inappropriate interpretation as to what part of the secular variation can be explained by an internal field. Hence, consideration of the error covariance allows us to fit the data more closely with reduced risk of external field contamination, thereby allowing us to take advantage of the higher resolution of our temporal basis.
Note that this problem is new: the previous UFM and GUFM models provide a rougher fit to the data, and on longer time scales (decadal variation) achieve a good separation of internal and external fields. It is only because we are attempting to fit higher resolution (shorter time scale) features that treatment of error covariance has such an important effect.
In order to estimate to what extent the model parameters are determined by the data, we compute the resolution matrix. Low resolution and inability to satisfy the data entirely are both sources of uncertainty in the model estimates. The resolution matrix is given by
Were all model parameters perfectly resolved by the data, this matrix would be the identity matrix. Due to the non-uniqueness of the problem and data inadequacy, to obtain a solution a regularization scheme must be applied, resulting in off-diagonal elements of the model covariance matrix and limiting the resolution.
A resolution near 1 signifies that a model parameter is wholly determined by the data, whereas a low resolution means that the model parameter is mostly constrained by the a priori information. This agrees with the analysis of power spectra (see Fig. 1 ).
Model -data comparison
In figure 6 , we compare the observed and modelled secular variation at a number of magnetic observatories, chosen for a broad geographic distribution from polar through mid to low latitudes (see Table 2 et al., 1987; Kotzé, 2003] . It was originally thought that this event was only discernible in the recordings of observatories in the southern hemisphere, but the extent of this event appears much wider, reaching even a low latitude observatory, MBour. This merits further study. A jerk has been reported for 1991 [Macmillan, 1996] , and is mainly amplitude of some high flux patches. Perhaps unexpectedly, some of the small-scale detail is stronger in GUFM than in C 3 FM, probably associated with the peaks in the spectra at degree 9 (Figure 1 ). This may be related to temporal edge effects in GUFM. Although weaker in the new model, these features show more detailed structure. For example, the North polar reverse flux patch is divided in the C 3 FM-map, whereas in GUFM this patch appears undivided. Further, a reverse flux patch west of Mexico appears in C 3 FM and is absent in GUFM. We would expect such small scale differences between both due to different choices of damping parameter.
Testing the frozen flux hypothesis
The hypothesis that the secular variation on short time scales is entirely given by the advection term of the induction equation is known as the frozen flux hypothesis [Alfvén, 1942; Roberts and Scott, 1965] . The radial field at the core-mantle boundary has to satisfy certain conditions, such as |B r |dS = const. ,
integrated over the surface of the core-mantle boundary should not change with time [Bondi and Gold , 1950] . overall, the C 3 FM model can indicate diffusion and a violation of the frozen flux hypothesis even on sub-decadal time scales, but it does not inevitably mean that the frozen flux assumption has to be abandoned, rather that the assumption is inadequate to explain the resolved secular variation entirely. In particular, the observed secular variation in the southern hemisphere is likely to be partly due to diffusion.
Conclusion
In this paper, a time-dependent model of the secular variation parameterized up to degree and order 15 has been developed for the period 1980 to 2000. The model is constrained at the end points by satellite models derived from MAGSAT, CHAMP and Ørsted data. It is unique in the least squares sense that it minimizes the model norms for the chosen damping parameters subject to fit the data. The results of the resolution analysis suggest that the constructed model is resolved by the data at least up to degree 12 for the main field and up to degree 10 for its secular variation. Treatment of error covariance combined with a high temporal density of basis splines allows detailed temporal resolution of the field. We therefore feel that our model allows more detailed consideration of the spatio-temporal structure of the core field than either previous models or, the data alone. The model is a sensitive tool to recover the geomagnetic jerks that occurred in this period, and even resolve the changes of flux through the core-mantle boundary. Further, it provides evidence for a violation of the frozen flux hypothesis and therefore facilitates a Table 3 . 
