Abstract: Due to the fast growth and tradition of the internet over the last decades, the network security problems are increasing vigorously. Humans can not handle the speed of processes and the huge amount of data required to handle network anomalies. Therefore, it needs substantial automation in both speed and accuracy. Intrusion Detection System is one of the approaches to recognize illegal access and rare attacks to secure networks. In this proposed paper, Naive Bayes, J48 and Random Forest classifiers are compared to compute the detection rate and accuracy of IDS. For experiments, the KDD_NSL dataset is used.
Introduction
Today, internet plays a significant role in our professional and personal life. It is considered as the best foundation of information about the world. As some devices connected to the internet are increasing dayby-day, so internet security threats are also increasing. Having network access by using the internet, attackers have some ways to steal, destroy, or gain unauthorised data. The question is how to make our networks secure from such threats. Intrusion Detection System (IDS) is designed for this purpose [1, 2] .
The basic purpose of IDS is to assist networks in coping with the network attacks so that they can identify anomalous, wrong and unsuitable actions of a computer system [3] . To protect systems from harmful attacks, network administrators use IDS. For security supervision, IDS became a crucial part. To hold operation normal throughout the harmful attack, intrusion detection system can identify and block harmful outbreaks [1] .
The most prominent problem of the traditional IDS is their incompetence to identify unique or unfamiliar attacks, as they are signature based [2] . Also, the problem that currently faces in Intrusion Detection System (IDS) is high false positives (FP) and high false negatives (FN). The intrusion detection system generates 15,000 number of alerts and thousands FP each day. Such mistakes that are generated by IDS lose the confidence of the network administrator and final user in security alerts [4] .
One solution for the above problems is using data mining techniques that help to draw new patterns and procedures from the huge volume of audit data. Naive Bayes, J48 and Random Forest will be used to overcome these problems on the KDD_NSL dataset. The main objectives of this study are:
• Generate high accuracy rate on KDD_NSL dataset using Naive Bayes, J48, and Random Forest • Generate high detection rate on KDD_NSL dataset using Naive Bayes, J48, and Random Forest IDS is the act of identifying attacks that try to crack the confidentiality, integrity or availability (CIA) of a network. Intrusion Detection System is a software application or hardware device, collects and investigates different areas of network to identify the attacks and alerts the network administrator. It identifies both misuse attacks and intrusion attacks data. Intrusion attacks are those attacks that come from outdoor the institution, and misuse attacks come from inside the institution [2] . Two types of IDS are:
• Network-based (N-IDS) • Host-based (H-IDS) Network-based IDS are deployed at planned point/s inside the network to track and investigates the traffic from all appliances over the network. They are used to monitor the headers of transport and IP layer. In simple words, it protects the system from network-based attacks. Host-based IDS is run as a software application or agent that is deployed on individual hosts. The agents monitor the local operating system and alert the user or administrator if any suspicious activity is detected. H-IDS can only monitor the activities of the individual hosts on which the software application or agent is installed [2, 5] . In this review paper, we will pay attention to N-IDS approach.
Depend on network base detection; Intrusion Detection System can be • Signature-based • Anomaly-based In Signature-based IDS, if any suspicious behaviour is found, it compares it in contrast to a database consisting of attributes or signatures from recognised malicious threats. It works like most antivirus software does. In intrusion detection system, the meaning of 'signature', is recorded proof of an attack or intrusion. It is also called knowledge-based IDS. The main issues with this IDS are it may be unsuccessful to detect new threats and needs to be updated as new signatures are recognised.
Anomaly-based IDS monitors the network packets, and if any suspicious behaviour is found in the packets, it compares them in contrast to a founded baseline. The baseline identifies the normality or abnormality of that network. If any suspicious activity or vulnerability is identified that deviates from the baseline, it alerts the administrator or user. It is also known as behaviour-based IDS. It is more responsive to new threats than the signature-based IDS but difficult to implement [2, 5] . Now the question is how IDS reacts to the detected threat? IDS have two reaction modes: passive or reactive. Passive IDS just monitor and analyse the network traffic activities, and if detect any threat or vulnerability it alerts the administrator or user to take a decision. Now it depends upon the administrator either to chunk the activity or react in some other fashion. Passive IDS cannot perform anything (protective or corrective) on its own. Reactive Intrusion Detection System is also recognised as Intrusion Detection and Prevention System (I-DPS). It not only monitors the network traffic or alerts the administrator about the suspicious activity but also responds to the threat by using pre-defined proactive actions. For instance; it blocks additional network traffic from the user or source IP address [2] . This paper is structured in this fashion: Section II describes the data mining algorithms used in this paper along with their related work in the context of IDS. Materials and Methods are presented in section III, where we discuss the dataset, preprocessing techniques, performance measure and implementation www.aetic.theiaer.org AETiC 2018, Vol. 2, No. 1 51 flow of the proposed IDS scheme. Section IV gives the analysis of results performed on NSL_KDD dataset, and section V gives the conclusion and future work.
Literature Review
In this section, we focus on the classification techniques used in this study and also their related work that has done in IDS.
A. Naive Bayes
Naive Bayes is a supervised learning classifier that based on Bayes' Theorem with the "naive"' notion of independence among variables of a problem. This notion means that the presence of one variable in a problem does not have any effect on the presence of another variable. Naive Bayes uses the conditional probability. It classifies the problem by combining previous calculated likelihood and probabilities to make the next probability using Bayes rule [2] . Naïve Bayes contains two mechanisms. The first module is Directed Acyclic Graph (DAG). In DAG nodes called random variables represent the probabilistic dependencies. The second module is a set of parameter which defines the restricted likelihood. The restricted dependency represents DAG. It is used in text classification, spam detection, recommendation system etc... Panda et al. [6] suggested an IDS constructed on Naive Bayes, accomplished improve results than IDS based backpropagation NN when verified on the KDD'99 dataset. Amor et al. [7] attained 91.52% overall accuracy by using Naive Bayes when verified on the KDD'99 dataset. Although its structure is simple, it can deliver accurate results. Farid et al. [8] suggested Naive Bayes and decision tree based hybrid intrusion detection system and accomplished detection rate of 99.63% on the KDD'99 dataset.
Dickerson et al. [9] designed FIRE Intrusion Detection System. To procedure network stimulus data, simple data mining techniques used and reveal important anomaly detection metrics. For every observed value, these metrics are accessed and used to identify network attacks after ahead. Bajaj et al. [10] achieved detection accuracy of 76.56% and 81.05% when applied Naive Bayes and J48 on NSL_KDD dataset to detect intrusions.
B. J48 and Random Forest
J48 is labelled as C4.5 algorithms. The gain ratio is used to produce a DT, and it is a non-binary tree. In J48 classifier, dataset spilt through the value of root node and value of root node depends upon the features having the highest value. Every node calculates its gain value separately, and this process of calculation carried until the process of prediction is carried. J48 is a version of C4.5 algorithms, and it is a decision tree classifier of Weka [11] . For attributes assessment, DT is produced originally based on feature values achieved through training data. The classification of data examples can be made based on attributes influence by trained test data [12] . Random Forest is a supervised learning classifier which based on a group of three analysts. Each tree produces a random selection and in training set is made from the examples of the classification tree. Every tree provided a classification and called "votes" for that class. Forest chooses the overall classification trees in the forest, by the elementary value that a group of "weak learner"' can compose from a "strong learner" [2] .
Bouzida et al. [13] compared decision tree with PCA and without PCA. The principal component analysis is a numerical process that translates some correlated features into some uncorrelated features. With little damage to overall accuracy from 92.60% to 92.05%, by a factor of about thirty, they cut down computational time on the KDD'99 dataset. They determined that neural networks are good for generalisation but bad for detecting new attacks while decision trees are efficient in both generalisations and detecting novel assaults.
www.aetic.theiaer.org Ali et al. [14] conducted experiments on 20 multipurpose datasets to compare the results of random forest and J48 classifiers. Results showed that random forest gives better results for a large number of instances as compared to J48. They also discussed the effect of missing values difficulties in the datasets. By utilising random forest Classifier, Farnaaz et al. [15] developed a model for IDS and conducted experiments on the NSL_KDD dataset. To evaluate the results of their proposed model, they compared it with the J48 classifier. Results proved that random forest achieved better accuracy than J48.
Nutan et al. [1] enlisted 49 associated studies published between 2009 and 2014 concentrating on the application of utilising different classifiers for IDS. He concluded that better results could be achieved by the elimination of duplicate and inappropriate features from the datasets. Hybrid or ensemble classifiers should be used in performance measure instead of single or baseline classifiers.
Materials and Methods

A. Dataset
The commonly used dataset for IDS till now is a KDD'99 dataset. NSL_KDD is the enhanced description of KDD'99 datasets. We cannot say that NSL_KDD dataset is an ideal model of networks because it still experiences some problems examined by McHugh. However, still, researchers believe that it is the impressive model that can be used to detect intrusions on different models [6] .
There are 39 different attacks, 42 attributes out of which 41 attributes are equivalent as in KDD'99, and the 42nd attribute is class tag [4] , total 1, 48,516 records in NSL_KDD test dataset. In this paper, 20% of the dataset is used that contains 25,192 instances of the total dataset. Training dataset contains 15, 115 instances and testing dataset contains 6, 298 instances. • Denial of services attacks (DOS): This is the type of attacks where intruder makes some memory or computing resources unavailable so that eligible users can't access them. Intruders can introduce DoS attacks in different ways like by corrupting the computer's certain features, by attempting to execute viruses, or by abusing the system's structure. For DoS attacks classification see Table 1 .
• User to Root Attacks (U2R):
In this type of attacks, the intruder begins by getting access to the regular user account on the system and achieve root access to the system by exploiting the susceptibility. For U2R attacks classification see Table 1 .
• Remote to User Attacks (R2L):
This type of attacks occurs when intruder transmits packets to a machine through the network, then makes use of system's susceptibility to getting local access to the system as a user. R2L attacks are classified as shown in Table 1 .
• Probe:
The probe is the class of attacks where intruder inspects networks to acquire evidence or discover familiar susceptibilities. This type of inspection is very helpful for the intruder who is executing an attack in the future. An intruder who has a report of machines and facilities that are available on a specified network can avail this evidence to look for feeble ideas [3, 11] . See its attacks classification on Table 1 . The percentage of different instances in each attack class and normal class is shown in Figure 1 .
Figure 1. Number of Instances in Each Class
B. Preprocessing
It is a very important process in data mining. It is used to remove useless attributes from the dataset. This process is performed in two phases. In the first phase, valuable attributes are selected. There are two main methods to select attributes: wrapper and Filter. We used filter method where Info Gain is used as an attribute evaluator and ranked as a search method in Weka. After applying this filter, 23 attributes are left from 42 attributes.
Discretization step has been proved to be beneficial for many classifying algorithms that deal with only nominal values. By using this, continuous feature values are grouped into a predefined set of intervals. So in the second step, I applied discretization process on the dataset. The effect of discretization process on Count Variable is shown in Figure 2 
C. Performance Measure
To measure the performance of each classifier following metrics are required:
• Detection Rate (DR): DR (Recall) represents the percentage of intrusions that are correctly detected. It is calculated by: DR = (TP / (TP + FN)) * 100 • Overall Accuracy (OA): OA (Precision) represents the percentage that is designed by the total number of intrusions that are properly determined allocated by the total amount of considerations [16] : OA = ((TP+TN)/(TP+TN+FP+FN))*100 Where: TP: is True Positive that occurs when an occasion is correctly determined as intrusion TN: is True Negative that occurs when an occasion is correctly determined as normal FN: is False Negative that arises when an event is considered as normal, but actually, it is intrusive FP: is False Positive that arises when an event is considered as intrusive, but actually, it is normal. An effective intrusion detection has high Recall and Precision with low false measures. In this paper, the performances of Naive Bayes, J48 and Random Forest tree are compared. 10-fold cross-validation is used to evade overfitting. Table 2 presents the correctly classified and incorrectly classified instances for the Naive Bayes, J48 and Random Forest tree classifiers. The results depict that Random Forest achieved better results than Naive Bayes and J48 on the same dataset. Table 3 presents the overall accuracy (Precision), detection rate (Recall) and F-Measure for the Naive Bayes, J48 and Random Forest. From this table, it can be seen clearly that Random Forest tree performs better than Naive Bayes and J48. Random Forest has achieved maximum F-Score, i.e. 99.7%. 
Conclusion
Because of the fast growth of the internet, many techniques are used to avoid intrusions. However, still, there is a need to develop more efficient systems that detect new or unique intrusions. In this paper, the classification performances of Naive Bayes, J48 and Random Forest are compared on 20% KDD_NSL dataset. From the results, we conclude that Random Forest performed better than Naive Bayes and J48 regarding both accuracy and detection rate. All the three classifiers achieved up to 90% results in both precision and recall so, in future, we can combine these three techniques and compute the result. We can further incorporate the outcome of this research work to improve the border security network as well [17] .
