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If A is a weak C-Hopf algebra then the category of finite-dimensional unitary
representations of A is a monoidal C-category with its monoidal unit being the
GNS representation D associated to the counit  . This category has isomorphic
left dual and right dual objects, which leads, as usual, to the notion of a dimension
function. However, if  is not pure the dimension function is matrix valued with
rows and columns labeled by the irreducibles contained in D . This happens
precisely when the inclusions AL  A and AR  A are not connected. Still, there
exists a trace on A which is the Markov trace for both inclusions. We derive two
numerical invariants for each C-WHA of trivial hypercenter. These are the
common indices I and  , of the Haar, respectively Markov, conditional expecta-
L R Lˆ R ˆtions of either one of the inclusions A  A or A  A. In generic cases
I  . In the special case of weak Kac algebras we reproduce D. Nikshych’s result
Ž .2000, J. Operator Theory, to appear by showing that I  and is always an
integer.  2000 Academic Press
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1. INTRODUCTION
 We continue the analysis of weak Hopf algebras started in 4 , the main
issue now being the structure of weak C-Hopf algebras. We use the
 notations and terminology of 4 , which will be referred to henceforth as I,
and the theorems, equations, etc., there will be referred to using the
Ž .notation I. x. x; i.e., I.3.12 , for example.
Being a ‘‘quantum groupoid,’’ i.e., a generalized concept of symmetry, a
Ž .weak Hopf algebra WHA has representation category with monoidal
product and notions of left dual and right dual objects. In the case of
C-WHA’s this category rep A is a monoidal C-category in which the left
dual and right dual are canonically isomorphic, due to the existence of the
canonical grouplike element g of Proposition I.4.9. rep A is semisimple
and the finite set S ec A of equivalence classes of irreducibles is called the
set of sectors, a term borrowed from quantum field theory. The subset
V ac A of sectors that occur in the decomposition of the monoidal unit V
of rep A is called the acua. This name is supported, by the behavior of
general sectors under the monoidal product: They have a groupoid-like
composition law in which V ac A plays the role of the set of units. Thus
generic sectors can be thought of as interpolating between different vacua,
which we call solitons, again with some, however vague, quantum field
Žtheoretic motivation. For an approach to solitons in algebraic quantum
  .field theory see 8 .
As is well known, an isomorphism of the left dual and right dual allows
one to introduce a faithful tracial map  : End V End V for eachV 
object V of rep A which then leads to a notion of a dimension d ofV
representations. For uniqueness of  and therefore of d one uses aV V
distinguished choice of the rigidity intertwiners inherent in the definition
of duals. If the WHA A is pure, i.e., if its trivial representation V is
irreducible, then this choice of precisely the standard rigidity intertwiners
 of 11 . If V is not irreducible, i.e., it decomposes into more than one
vacuum representation, then standardness needs a modification which
results in a notion of dimension which assigns to the representation V a
matrix d , the rows and columns of which are labelled by the set of vacua.V
Irreducibles q S ec A have dimension matrices d which are products ofq
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a matrix unit with a positive number d , sometimes also called theq
dimension of q. The matrix unit content of d is, however, necessary forq
the dimension function V d to be multiplicative and additive.V
Sections 2 and 3 deal with the structure of representation categories of
WHA’s, with soliton sectors, and the dimension matrix. As a little devia-
tion from the main course, in Subsection 3.8 we construct FrobeniusSchur
  indicators for C -WHA’s that has already been introduced in 7 .
There is another aspect of WHA’s that go well beyond their representa-
tion categories. This is the two-dimensional array of inclusions one obtains
from the two inclusions AL  A	 AR by repeated applications of the
 Jones construction. This is a kind of standard invariant 19 for a to-be-
constructed depth-2 inclusion of algebras for which the tower AL  A A
ˆ Ž . A  is the first derived tower. In the C setting this offers a way
Žto describe finite-index depth-2 inclusions of von Neumann algebras of
.finite-dimensional centers as a crossed product w.r.t. an action of a
  C -WHA 17 . This program has been carried out for type-II factors by1
 Nikshych and Vainerman in 15 . The much more general situation of the
 infinite index was analyzed by Enock and Vallin 6 using pseudo-multi-
plicative unitaries.
Ž .The above-mentioned array of inclusions see Fig. 2 can be thought of
as the endomorphism algebras of certain 1-morphisms in a C-2-category
with duals for 1-morphisms. Although this 2-category will not be made
precise in this paper, it offers a good intuitive guideline for describing the
structure of WHA’s algebraically.
For example, we find an extension of the dimension function to the
sectors of AL R, which would be meaningless in the representation
category of AL R since they are not coalgebras. The dimension d of aa
sector a S ec AL is again a matrix but with rows from V ac A and
ˆ Lcolumns from V ac A. By additivity, the dimension matrix of A 
 Mna a
Žmore precisely, of the 1-morphism the self-intertwining algebra of which
L . Lis A is given by d Ý n d , and it plays the role of a generator. Thea a a
R R Ždimension matrix d of A i.e., that of the 1-morphism dual to that of
L L ˆ.A is the transpose of d and those of the WHA’s A and A are obtained
as the matrix products
d  dL dR , d  dRdL . 1.1Ž .ˆA A
The dimension matrices d and d are of course the same ones that oneˆA A
obtains from their representation categories as C-WHA’s. In case of a
finite group these relations become unduly trivial: They simply say that A
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ˆand A have the same dimension and both of them are the squares of their
square roots.
Not every triple AL  A	 AR can become the left and right subalgebra
of a C-WHA A. In order to understand what restrictions this imposes on
the given inclusion triple, measure theoretic concepts, such as the Haar
conditional expectations EL R: A AL R and the Markov conditional
expectations EL R: A AL R, turn out to be useful. In Section 4 weM
 generalize the results of 14 on the Haar conditional expectations of weak
Kac algebras. While for weak Kac algebras the Haar state is tracial and
L L R R Ž . therefore E  E and E  E , in the case of non-pure C -WHA’sM M
the bare existence of a unique Markov trace for the disconnected inclu-
sions AL  A and AR  A may seem to be accidental. We prove in
Theorem 4.4 that a common Markov trace on A exists for the two
inclusions AL  A and AR  A, implying, among others, that the inclusion
matrices of all the connected components of AL  A have the same norm.
ˆMoreover, this norm and the analogue norm for A coincide, although the
Lˆ ˆ Linclusion matrix of A  A and that of A  A may be completely
different.
The indices I and  of the Haar and the Markov conditional expecta-
Ž .tions, respectively, provide ‘‘scalar’’ more precisely, hypercentral ele-
ments of A. They can be expressed algebraically in terms of the integer
multiplicities n and the intrinsic dimensions d only in special cases. Weq q
give these special cases here:
L 2 2  L  LI dim A  d if A is pure and S  id 1.2Ž .Ý A Aq
q
 n d if A is pure. 1.3Ž .Ý q q
q
For the general case see Subsections 4.3 and 4.4. All these formulae
generalize the well-known identity dim AÝ n2 valid for a finite groupq q
or a finite-dimensional C-Hopf algebra. The occurence of two different
Ž . 2indices in general, I  is related to the nontriviality of S , the square
of the antipode. In weak Kac algebras we show that I  and is always an
 integer, a result first obtained by Nikshych 13 . This integer is nothing but
dim Adim AL, suggesting that pure weak Kac algebras might be very
Ž .close to what has been called the blowing up of quasi- Hopf algebras
 in 3 .
We thank our colleague and friend, Florian Nill, for the stimulating
years we have spent together writing Part I of this paper and regret very
much that he was not able to join us in the work for Part II.
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2. REPRESENTATIONS OF WHA’S
For A an associative algebra over the field K let mod A denote the
category of finite-dimensional left A-modules. Therefore the objects of
mod A are the finite-dimensional vector spaces V equipped with an action
A a, V  a    V of A which is nondegenerate: 1  id . Some-V
times it will be convenient to use the algebra homomorphism D : AV
Ž .End V, the representation on V, i.e., D a  a   . The space of anK V
Ž .intertwiner or arrow from the object V to the object W is denoted by
Ž .Hom V, W and consists of K-linear maps T : VW satisfying the inter-
Ž . Ž .twining property T a    a  T  , a A,   V. The composition of
Ž . Ž .arrows T Hom V, W and T Hom U, V is denoted by T T . The1 2 1 2
Ž .unit arrow at the object V is D 1 and will be denoted by 1 .V V
In this section we will investigate the additional structure which mod A
acquires by A having a weak Hopf structure.
2.1. Monoidal Structure
The coproduct  allows us to define a monoidal product of left A
modules and their intertwiners. At first one chooses a strictly monoidal
tensor product  in the category vec K of finite-dimensional vector spaces
over K. Then for two objects V and W in mod A one makes the tensor
Ž .product VW into a left A-module by setting a    w  x   Ž1.
x  w. Since this module is degenerate in general, the monoidal productŽ2.
Ž . Ž .VW in mod A is defined as the submodule  1  VW . For inter-
Ž .twiners T Hom V , W , i 1, 2, the monoidal product T  T i i i 1 2
Ž .Hom V  V , W W is simply the restriction of T  T onto the1 2 1 2 1 2
subspace V  V  V  V . Coassociativity of  and strict monoidality1 2 1 2
of  immediately imply
T R  S T R S 2.4Ž . Ž . Ž .
T R  SU  TS  RU 2.5Ž . Ž . Ž . Ž . Ž .
1  1  1 . 2.6Ž .V W VW
Although these properties are those of a strict monoidal category, we
Ž .cannot expect mod A, to be strictly monoidal since the monoidal unit
Ž .for  some one-dimensional vector space may not belong to mod A. A
Ž .natural candidate for the unit object or monoidal unit is the trivial
representation V defined in Definition I.2.13. In the sense of relaxed
Ž  .monoidal categories see 12 , V is a monoidal unit if there exist invert-
L Ž . R Ž .ible arrows U Hom V, V  V , U Hom V, V V , for each A-V  V 
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module V such that they are natural in V,
1  T U L U LTŽ .V V W THom V , W , 2.7Ž . Ž .R R 5T 1 U U TŽ .V V W
and they satisfy the triangle identities
U L  1 U L 2.8Ž .V W VW
1 U L U R  1 2.9Ž .V W V W
1 U R U R 2.10Ž .V W VW
for all objects V and W.
RˆPROPOSITION 2.1. The triial left A-module V  A together with the
maps
L ˆU :  1 pi169 1 1    V  V 2.11Ž .V Ž1. Ž2. 
R ˆU :  1    1 pi169 1 V V 2.12Ž .V Ž1. Ž2. 
Ž .is a unit object of mod A, .
Proof. The arrows U L and U R are invertible arrows with inverses,V V
U L : V  V V , U L R   1 R   2.13aŽ .Ž . Ž .V  V
U R : V V  V , U R   R  Rpi169 1   , 2.13bŽ .Ž . Ž .V  V
respectively. Indeed, one can easily check that U LU L  1 , U LU L V V V V V
1 , and similar expressions for the right U-arrows. The triangle identi-V V ˆ Ž .ties in turn follow from the A-versions of Axioms A.7, a, b and Eqs.
Ž .I.2.11, a, b . The details of the calculation are omitted. For more about
 the monoidal structure we refer the reader to 16 . Q.E.D.
2.2. Left Duals and Right Duals
In this subsection we construct left and right dual objects in mod A
using the antipode S.
ˆ Ž .The dual space VHom V, K of a left A-module V is canonically aK
ˆ² : ² :right A-module: f  x,   f , x   , f V, x A,   V. In order to
make it a left A-module we can use either one of the antialgebra maps S
1 ˆor S . So the left dual module V is defined to be the dual space V with
Ž .left A-action x  f f  S x and the right dual V is the same space
1Ž .equipped with the action x  f f  S x .
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 
In order to establish V V and V V as the object maps of a left
duality functor and a right duality functor, respectively, we introduce the
left and right rigidity intertwiners
  ˆR : V V V , f f 1   1 pi169 1 2.14aŽ .Ž .V  Ž1. Ž2.
  R R iR : V  V V ,   1     f 2.14bŽ .Ž .ÝV  i
i
  ˆR : V V V ,   f f 1   1 pi169 1 2.14cŽ .Ž .V  Ž2. Ž1.
  R i RR : V  V V ,   f   pi169 1   , 2.14dŽ .Ž .ÝV  i
i
i ˆ 4  4where  is a basis in V and f  V is its dual basis. More precisely,i
rigidity intertwiners are the appropriate restrictions of the above maps to
 
the subspaces V V V V, . . . , etc.
Ž .PROPOSITION 2.2. For any object V in mod A the definitions 2.14, ad
proide the intertwiners
   R Hom V , V V , R Hom V V , Vž / ž /V  V 
   R Hom V , V V , R Hom V V , V ,ž / ž /V  V 
satisfying the rigidity equations
 R  LU  1  R  R  1 U  1 2.15Ž .ž / ž /V V V V V V V
 L  R   U  R  1  1  R U  1 2.16Ž .ž /ž /V V V V VV V
 L  RU  R  1  1  R U  1 2.17Ž .ž / ž /V V V V V V V
 R  L   U  1  R  R  1 U  1 . 2.18Ž .ž / ž /V V V V VV V
Proof. The calculation proving left rigidity is this.

R is an intertwiner:V
 R R i R i² :R xpi169   1 xpi169     f   , 1 x 1    fŽ . Ž .Ž .V i Ž1. Ž2. i
 x  R S x    f iŽ .Ž .Ž1. Ž2. i
 x  R    f i  S xŽ .Ž .Ž1. i Ž2.
 R x  R  .Ž .V
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R is an intertwiner:V
 Rˆ ˆR x  f  f S x 1 x   1 pi169 1 f  1 x   1 pi169 1Ž . Ž .Ž . Ž .Ž . Ž .V Ž1. Ž1. Ž2. Ž2. Ž1. Ž2.
L ˆ ˆ f 1    x1 pi169 1 f 1   xpi169 1 pi169 1Ž . Ž . Ž . ž /ž /Ž1. Ž2. Ž1. Ž2.
 x  R f .Ž .V
Ž .The rigidity equation 2.15 is proven by
ˆ ˆ iLHS :  1 pi169 1 1   1 1 pi169 1    f  1  ž /ž /Ž1. Ž2. Ž1. i Ž2.
i ˆ  S 1    f 1 1   1 pi169 1Ž . Ž .Ž1. i Ž1 . Ž2. Ž2 .
ˆ  1 pi169 1 pi169 1 S 1 1 1  Ž .ž /ž /Ž2 . Ž1. Ž1 . Ž2.
 .
Ž .The rigidity equation 2.16 is proven by
ˆ ˆ iLHS : f 1  f 1 pi169 1 1  f 1 1 pi169 1    fž /ž /Ž1. Ž2. Ž1. Ž2. i
ˆ i  f S 1 1 1   1 pi169 1 fŽ .Ž .Ž1. Ž1 . Ž2. i Ž2 .
ˆ 1 1 pi169 1 S 1  fŽ .Ž2. Ž1.
ˆ 1 1 1 pi169 1 S 1  fŽ .ž /ž /Ž2. Ž1.
 f .
The proof of right rigidity is analogous. Q.E.D.
COROLLARY 2.3. As a consequence of the rigidity equations we hae the
Ž .left and right duality functors mod Amod A mapping THom V, W
     Ž . Ž .into THom W, V and THom W, V , respectiely, where
  L  R    TU  R  1  1  T 1  1  R U , 2.19Ž .Ž . ž /ž /W V W V W VV W
  R  L    TU  1  R  1  T 1  R  1 U . 2.20Ž .Ž .ž / ž /V W V W V WV W
Ž .They are contraariant and antimonoidal and map the K-space Hom V, W
   Ž . Ž .isomorphically onto Hom W, V and Hom W, V , respectiely.
This is a fairly standard result, so the proof is omitted.
It is important to remark that, in spite of the complicated form of the

rigidity intertwiners, the left dual T of an intertwiner T , as well as its right
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 ˆ ˆdual T , if considered merely as K-linear maps W V, coincides with the
transpose of T with respect to the canonical pairing,
 ² :T f ,   f , T   T f ,  ,Ž . Ž . Ž .¦ ; ¦ ;
ˆfW , THom V , W ,   V . 2.21Ž . Ž .
 
This can be checked by explicit calculation using the definitions of T , T ,
and those of the intertwiners involved.
Similar phenomenon can be observed if one compares the natural
   L Risomorphisms  : W V VW ,  : W V VW in mod AV , W V , W
ˆ ˆwith the natural isomorphism  : W V VW in vec K. As aV , W
matter of fact, the rigidity intertwiners satisfy the monoidality relations
  R R  1  1    1  R  1  U  1 R , 2.22aŽ . Ž .Ž .ž /VW V W V , W V W V V V V
    L  1 R  R  1 U  1  R  1    1  1 ,Ž .Ž . ž /VW W W W W V W V , W V W
2.22bŽ .
and similar equations for the right rigidity intertwiners. Therefore the
forgetful functor mod A vec K sends  L and  R into  .V , W V , W V , W
It is a standard consequence of the existence of left and right duals that
there are canonical natural isomorphisms
  L  R  	 U  R  1  1  R U Hom V , V 2.23aŽ .ž / ž /ž /V V V V V VV
  R  L  	 U  1  R  R  1 U Hom V , V . 2.23bŽ .ž / ž / ž /V V V V V VV
Both of these arrows, if considered only as K-linear maps, coincide with
ˆˆthe natural isomorphism V V expressing reflexivity of the objects in
 ˆ² Ž . : ² : ² Ž . :vec K , i.e., 	  , f  f ,   	  , f for all f V,   V.V V
However, in general one cannot expect to have isomorphic intertwiners
  
V V in mod A. Equivalently, V and V may not be isomorphic as
A-modules. In special WHA’s in which the square of the antipode is inner,
  L Rone can still construct natural isomorphisms 
 : V V and 
 : V VV V
but these are not canonical as long as they cannot be expressed in terms of
 L Rthe basic intertwiners U , R, R, . . . , etc. We shall return to this ques-
tion in the case of the C-WHA’s in Subsection 3.3 where the situation is
different due to the existence of a -operation allowing one to build
 
canonical isomorphisms  : V V.V
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A further consequence of the existence of rigidity intertwiners is Frobe-
L Ž .nius reciprocity. There are two internal Hom’s in mod A: Hom V, W 
 RŽ . Ž .W V represents the functor ZHom Z V, W and Hom V, W 
 Ž .VW represents the functor ZHom V Z, W . Note that rigidity in
 the sense of 5 , familiar in symmetric and braided tensor categories,
L Ž . L Ž .cannot hold in rep A since the relation Hom X, Y Hom V, W 

L Ž .Hom X V, YW has no chance in the lack of a braiding.
3. REPRESENTATIONS OF C-WHA’S
3.1. rep A as a Bundle oer mod A
From now on the number field K is the field  of complex numbers and
the WHA A is assumed to be a C-WHA. A representation of the
 Ž Ž . .C -WHA A is a pair V, , where V is a finite-dimensional vectorV
space over  carrying a left action of A, i.e., an object of mod A, and
Ž ., is a scalar product making V a Hilbert space such that the leftV
 Ž . Ž  .action of A becomes a -representation: u, x    x  u,  for allV V
Ž Ž . . Ž Ž . .u,   V and x A. The intertwiners from V, , to W, , areV W
defined to be the intertwiners from V to W in mod A. The category thus
obtained will be denoted by rep A.
Ž Ž . .The forgetful functor : rep Amod A sending V, , to V isV
faithful and full and plays the role of a bundle projection. In this and the
next subsections we use the shorthand notation V , V , . . . for objects in1 2
1Ž 4.the fiber  V . Later the subscripts will be omitted and V also may
stand for an object in rep A.
Since any A-module can be made a -representation by choosing an
appropriate scalar product, the fiber over any V of mod A is non-empty.
Since rep A is a C-category, we have a new notion of isomorphism
between two representations, the unitary equialence. Consider an isomor-
phism T : VW in mod A and choose an object V in the fiber over V.1
Then there is precisely one object W in the fiber over W such that the lift1
of T is a unitary equivalence T : V W . We obtain immediately that the1 1 1
fibers, viewed as full subcategories, over isomorphic objects are isomor-
phic. Furthermore, all objects in the same fiber are unitarily equivalent. If
we fix a V over V while allowing T to run over all automorphisms V V1
then the polar decomposition T H U : V  V yields on the one hand1 1 1 1 1
all unitaries U : V  V and on the other hand sets up a one-to-one1 1 1
correspondence between the set of objects in the fiber and positive
invertible elements H in End V .1 1
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The monoidal product V W of V over V and W over W is1 1 1 1
constructed as follows. One forms the tensor product of Hilbert spaces
Ž .V W and then defines V W as the image of the projection D 11 1 1 1 VW
in V W . The monoidal product of intertwiners is defined accordingly.1 1
In this way the monoidal product becomes a bifunctor preserving the fibers
in rep A. As for the unit object in rep A we have to choose one particular
element in the fiber over V . Although all such objects are isomorphic we
want to choose a scalar product which is given by the already existing data
in our WHA, namely by the counit.
LEMMA 3.1. The monoidal unit V of mod A, i.e., the left A-module
Rˆ R R R R Ž . Ž .A , equipped with the scalar product  ,      is a -repre-ˆA
sentation. The maps U L, U R, U L, and U R of mod A lift to isometric arrowsV V V V
in rep A such that U L U L and U R U R for all V in the fiber of VV V V V 11 1 1 1
and for all objects V in mod A. These isometric arrows make the unitary
Ž .representation V a unit object of rep A cf. Lemma I.2.12 , called the triial
representation.
Proof. V is a -representation since
 ˆ1  , xpi169     xpi169    S  xpi169 Ž . Ž . Ž . Ž .Ž .ˆ ˆŽ .R R R R R R
ˆ1   xpi169 S  Ž .ˆŽ .R R
ˆ1   S    xŽ .ˆŽ .R R
ˆ1  1   S   x    S x pi169  Ž . Ž .ˆ ˆ Ž .Ž .Ž .ž /R R R R
  x pi169  Ž .Ž .ˆ R R
 xpi169  ,  .Ž .R R
If V is any -representation of A and u,   V then1
L  ˆ  u , U     1 pi169 1 u , 1  ˆ Ž .Ž . ž /ž /R V R Ž1. Ž2.1
   1 pi169  1  u , ˆ Ž . Ž .Ž .Ž1. R Ž2.
² :  , 1 1  u ,   1   u , Ž .Ž .Ž .R Ž1. Ž2. R
 U L   u ,  ,Ž .ž /V R1
hence U LU L. Since U L is a bijection with U LU L  1 , its lift U LV V V V V V V1 1 1
is an isometry. Similar argument shows that U R is an isometry, too. TheV1
validity of the triangle equations in rep A follow immediately from that of
mod A. Q.E.D.
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3.2. Duals in rep A
ˆFor V a finite-dimensional Hilbert space we denote by V its dual linear1
ˆ Ž . Ž .space and by V  V, u u the antilinear map defined by u   u,  .1
ˆ Ž . Ž .Let V denote the space V equipped with the scalar product u,    , u .1
In this way the isomorphism u u becomes an antilinear isometry
 V V. If V carries a -representation of the C -WHA A, i.e., V is an1 1 
object of rep A, then there are two natural left A-module structures V
 ˆ Ž .and V on V see Section 2 but neither of them is a -representation on V .1
If we insist on having duality functors in rep A that are obtained by lifting
the duality functors of mod A then we need to modify the scalar product
 
on V and must not change its A-module structure. So let V and V be1 1 1 
the objects in the fiber of V, resp. V, with scalar products
1 u ,    ,  u , u ,    ,  u , 3.24Ž . Ž . Ž .Ž .V V ž /V V1 11 1
where  ,  are positive invertible linear transformations of V imple-V V 11 1     2menting S . Lifting the left and right rigidity intertwiners R , R , R , RV V V V Ž .of 2.14, ad to rep A we obtain R : V  V  V , . . . , etc., satisfyingV  1 11
Ž . Ž . Ž . Ž .rigidity relations of the form 2.15 , 2.16 , 2.17 , and 2.18 but now in

rep A. The corresponding left and right duality functors T T and
 Ž .T T can then be defined by lifting formulae 2.19, 2.20 to rep A. As in
 
mod A so in rep A; the left and right duals T and T of an intertwiner T :
ˆ ˆV W , if considered merely as maps W V, both coincide with the1 1
ˆ ˆ² : ² :transposed map T given by Tw,   w, T .ˆ ˆ
In a C-category it is natural to require that the duality functors be
       Ž . Ž .-functors, i.e., T  T and T  T . This implies strong restrictions
 Ž .on the  and  in 3.24 . For the left dual, for example, this leads toV V1 1
that T   T must hold for all T : V W . This implies twoV W 1 11 1
things. On the one hand  has to be constant on the fiber, and on theV1
other hand it is natural in V. Similar conclusions hold for the right dual.
Finally, we conclude that there exist positive invertible elements g , g  A,l r
both of them implementing S2, such that the scalar products on all objects
V can be written as1
1 u ,    , g  u , u ,    , g  u . 3.25Ž . Ž . Ž . Ž .Ž .V Vl r1 1
The elements g and g will be called the left metric and the right metric,l r
respectively.
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Using the -operation one has more canonical arrows to build out of the
 L RU and R, R intertwiners than was possible in mod A. In particular,
the intertwiners
    R L   U  1  R  R  1 U Hom V , V 3.26Ž .Ž .ž / ž /V V V V VV V
are the components of a natural isomorphism between the left dual and
right dual functors. Therefore the intertwiners
L
    	 : V V 3.27Ž .V V V
R
    	 : V V 3.28Ž .V V V
provide canonical natural isomorphisms establishing reflexivity in rep A.
More precisely, they make the dual object functors in rep A reflexive in
the sense of -linear categories. In the case of C-categories one requires
also that 
 L, 
 R be isometries.V V
In the next subsections we study the question of how to choose the
metrics g and g in order forl r

L R the natural isomorphisms  , 
 , and 	 , 	 to be isometries,V V V V
   to satisfy sovereignty in the sense of 25 ,V
 Ž .and the rigidity intertwiners 2.14, ad to be standard in the sense
 of 11 .
We shall see that the above unitarity, sovereignty, and standardness
conditions can be satisfied by unique g and g and lead to a distinguishedl r
choice of the left dual and right dual objects in rep A.
3.3. Soereignty
 Ž . Ž .A natural equivalence of the fiber-preserving -functors and is
Ž . Ž .a natural isomorphism  :  in mod A with all of its components
  Ž .lifting to isometries  : V  V . The intertwiner property  x    x V 1 1 V1  tŽ .  , x A,   V, implies that  is the transpose of a map  V V V
2 t Ž . 2Ž . t Ž .End V implementing S , i.e.,  x    S x    , x A,   V. V V
t Ž . Naturality in V, together with semisimplicity of A, leads to    g  V
where g A is independent of V and implements S2. Therefore
      g  g   ,   V . 3.29Ž . Ž .V
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Here we adopted the convention that the antilinear map   is denoted
 by   if the image is considered to be the A-module V and by  

if the image is V. Of course, neither of these maps are A-module maps:
  Ž . Ž .x    S x   , x    S x   . 3.30Ž .
Now the condition for  to lift to an isometry is thatV
  
  u ,    g  u, g  Ž . Ž .Ž . Ž .V V V V
 g   , g1 g  u   , gg1 g  uŽ . Ž .r rV V
 Ž . Ž .be equal to u,    , g  u for all u,   V, i.e.,V l V
g g g g . 3.31Ž .l r
Ž . Ž .By definition a natural isomorphism  :  is monoidal if
 R       L 3.32Ž .V , W W V VW V , W
  3and soereign 25 if it is monoidal and satisfies
 1
  	    	 . 3.33Ž .V V VV
  Here 	 : V V and 	 : V V are the lifts to rep A of the naturalV V
Ž . Ž .isomorphisms introduced in 2.23, a, b . Using 3.29 , the monoidality
Ž . Ž .condition 3.32 and the sovereignty condition 3.33 translate respectively
to the following conditions on g:
 g  g g  1 , S g  g1. 3.34Ž . Ž . Ž . Ž . Ž .
Such grouplike elements exist in any C-WHA, therefore sovereignty
natural isomorphisms exist in rep A, i.e., rep A is sovereign. It would be
tempting to choose for g the canonical grouplike element g of Proposi-
tion I.4.4. From the point of view of standardness, however, another choice
will be more natural.
Once a choice of the dual objects is made, i.e., g and g have beenl r
Ž .fixed, then formula 3.26 yields a canonical choice for  . From now onV
 will always denote this natural isomorphism.V
Of course, 1 would also be equally good. So we require  to beV V
isometric. In order to see what this requirement means for the g underly-
3 We have relaxed Yetter’s condition of  to be an identity arrow.V
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Ž .ing expression 3.26 we compute its matrix elements,
    R L    ,  u  1  R U  , R  1 U uŽ . Ž . Ž .Ž .  ž / ž /V V V V Vž /V V V VVV
  ˆ 1  R 1    1 pi169 1 ,ž /ž /V V Ž1. Ž2.ž
  ˆ R  1 1 pi169 1 1  u  ž / ž /V V Ž1 . Ž2 . / VVV
 1   S 1  1    ,Ž .Ý ž Ž1. Ž2. i i
i , j
 
   1    u  S 1  Ž . /j Ž1 . j Ž2 . VVV
   1
    S 1 ,   1   1 , u  S 1 Ž . Ž .Ý Ž . ž /Ž1. i Ž1 . i Ž2. Ž2 .V V
i
  1 1Ž . Ž .   1 1 S 1   , S 1  u  g  u , g  Ž .ž /Ž2. Ž1 . Ž1. Ž2 . l r VV
   , g  u .Ž .l V
Ž . This proves that expression 3.26 corresponds to the choice g  g . Byl
Ž .Eq. 3.31 this is unitary iff g  g holds also. For this reason from now onr l
we make the choice g  g  g where g is positive, invertible, andl r
implements S2. In order for  to be sovereign we also require g to be
grouplike. Adjoints of rigidity intertwiners take the simple form
 R  R  1   3.35Ž . Ž .V V V V
  1R  R    1 . 3.36Ž .Ž .V V V V
Finally, we remark that together with the unitarity of  we also have
Scholium 3.2. The natural isomorphisms 	, 	, 
 L, and 
 R of mod A
lift to rep A as follows.
 	 : V V 	   g   3.37Ž . Ž .V V r
 1	 : V V 	   g  u 3.38Ž . Ž .V V l
  L L
 : V V 
   3.39Ž . Ž .V V
  R R
 : V V 
   3.40Ž . Ž .V V
They all are isometries if we set g  g  g where g is chosen as above.l r
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3.4. Soliton Sectors
For a while we postpone the discussion of how to fix the metric g and
turn to the groupoid-like sector composition one meets in WHA’s with
reducible trivial representation.
Let Ý P be the decomposition of the identity arrow of the unit object 
V into minimal projections in End V . Then by Proposition I.2.15 it is a 
Ž L .sum over vacua and P D z ,  V ac A.  
LEMMA 3.3. If V is an irreducible object of rep A then there exists one
and only one acuum  V ac A such that P  1  0. This  depends only V
on the equialence class q to which V belongs, therefore we write  qL and
call it the left acuum of the sector q. Similarly, there exists one and only one
 , depending only on the class of V, such that 1  P  0. This  qR isV 
called the right acuum of q.
Proof. The proof for the left vacuum goes as follows. Let V be an
object in rep A, then
1 U L 1  1 U L  U L P  1 U L . 3.41Ž . Ž .Ž . ÝV V V V V V  V V
V ac A
Ž .The right-hand side is a sum of mutually orthogonal projections L  V
End V. If V is irreducible then End V
 and there is a unique  such
Ž .that L   0. For arbitrary objects V and W and arbitrary T : VWV
the naturality of the U intertwiners implies that
TL   L  T ,  V ac A. 3.42Ž . Ž . Ž .V W
It follows that  is independent of the choice of the representant V within
its equivalence class. Q.E.D.
 4Let us fix a set V of representants in each class q of irreducibles. Theq Lshort-hand notations 1 , U , R , . . . , etc., will always refer to such repre-p p p
sentants V . For p, q S ec A we consider the monoidal product V  V .p p q
The identity
1  1  U R  1  1  P  1  1 U LŽ .Ž . Ž .Ýp q p q p  q p q
V ac A
tells us that V  V is not the zero object precisely in the case ofp q
R L L R R LŽ . Ž .p  q . In particular, q  q and q  q for all q S ec A. If T :
V  V  V is a non-zero intertwiner thenr p q
TL   T L  T L   1 T 3.43Ž . Ž . Ž . Ž .Ž .r V V p qp q
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implies that r L  pL. Similar arguments lead to that every irreducible r
occurring in the product p q has r R  qR. Obviously, qL  q qR iff q
is a vacuum sector.
The irreducible sectors q for which qL  qR will be called soliton
Ž .sectors since they mimic the behavior of solitons in 1 1 -dimensional
quantum field theory as long as they connect different vacua and compose
accordingly.
The above characterization of soliton sectors is purely categorical.
Therefore this soliton structure occurs in any monoidal category with
semisimple identity object. For the representation category of a C-WHA
there is a simple algebraic characterization. The vacua  are in one-to-one
correspondence with minimal projections zL  Z L and also with minimal
R Ž L . Rprojections z  S z  Z . The left vacuum of the sector q S ec A is 
the unique  for which z L e  e and its right vacuum is the unique  for q q
R  Lwhich e z  e . Using faithfulness of  one can easily verify thatAq  q
L e   e  zL 3.44aŽ . Ž .Ýq qV ac A p q qV ac A
LpS ec A , p q
R e   e  zR . 3.44bŽ . Ž .Ýq qV ac A p q qV ac A
RpS ec A , p q
Let z , H H yp A be the minimal hypercentral projections. H yp A willH
be called the set of hyperselection sectors of A. If z is the hypercentralH
L R  support of z , or, what is the same, of z , then we write  H. As we 
have seen 1  1  0 implies pR  qL. Since the left and right vacua of ap q
sector q obviously belong to the same hyperselection sector we obtain that
V  V  0 occurs only for sectors p and q with common hypercentralp q
support.
   Now assume    H and ask the question whether there exists a
sector with qL   and qR   , i.e., whether z L zR  0. Let V H denote 
the set of vacua in H and let 	  for ,  V H be the relation that
zL zR  0. Then 	  since  S ec A has left and right vacua just . 
	  	  since q and q have the left and right vacua interchanged.
Finally, 	  and 	  imply 	  since V  V  0 precisely if thep q
middle vacua coincide. Hence 	 is an equivalence relation and one can
easily check 4 that the sum of zL ’s within an equivalence class is S-in-
variant, hence hypercentral. So it must be the whole of V H. This proves
that the set of sectors with left vacuum  and right vacuum  is
non-empty precisely if  and  belong to the same hyperselection sector.
4 L R R Ž .HFor C a class let z Ý z . Then z  z Ý z  z Ý z  z S z ,C C  C C  V  C C  C C
Ž .hence S z  z .C C
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FIG. 1. The sector table is shown. The superselection sectors q of A are partitioned into
Ž . Ž .boxes according to their left vacuum row and right vacuum column . Vacuum sectors are
indicated by , solitons sectors by , and ordinary sectors by . The full submatrices are the
hyperselection sectors. Conjugate pairs of sectors are found in transposed positions. The left
regular dimension matrix d can be computed as Ý n d with the box at the th row q b o x q q
and  th column.
ŽThis will be referred to as the ‘‘fullness’’ of the hypercentral blocks see
.Fig. 1 .
The hypercentral projections decompose our WHA into a direct sum
 z A of S-invariant subalgebras that are subcoalgebras asHH H y p A
well. Thus the only ‘‘interesting’’ C-WHAs are those that have trivial
hypercenter. Note, however, that an ‘‘interesting’’ WHA with more than
one vacuum has, in this sense, ‘‘non-interesting’’ sub-WHAs, for example,
Ž .the sum of diagonal i.e., non-solitonic sectors A  e A.L Rdiag qq, q q
Anyhow, throughout the paper we insist on having an arbitrary hyper-
center.
3.5. Standard Rigidity Intertwiners
In this subsection the selection of the metric g will be completed by
 applying a further principle called standardness 11 .
Given g A as in the end of Subsection 3.3, the left and right rigidity
Ž .intertwiners 3.35 give rise to the so-called left inverse and right inverse,
  1 : End V End V ,  T  R    T R , 3.45Ž . Ž .Ž .V  V V V V
  : End V End V ,  T  R  T  R , 3.46Ž . Ž . Ž .V  V V V V
respectively. These maps are faithful positive traces. This can be seen
 either by using categorical arguments 11 or by the following direct
Ž . Ž .calculation using the definitions 2.14, ad and 3.29 . At first note that
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Ž . Ž L . L L Ž . R L R Ž Lsince  T D z for some z  Z ,  T   z pi169   z pi169V  V
ˆ R ˆ. Ž .1  , so it is sufficient to compute  T on 1.V
1ˆ T : 1    g    T Ž . Ž .Ý ÝV i i i i
i i
1 ˆ g   , 1  T  1 pi169 1Ž .¦ ;i Ž1. i Ž2.
1 ˆ g   , T 1   1 pi169 1Ž .ž /i Ž1. i Ž2.V
1 ˆ tr T D g 1 1 pi169 1,ž /ž /V V Ž1. Ž2.
 T D tr T D g11 1 , 3.47Ž . Ž .ž /ž /V  V V Ž1. Ž2.ž /
where tr denotes the trace in the A-module V. A similar expression canV
be derived for  . The left inverses depend only on how we fix theV
freedom in g. This freedom is multiplying g with a central positive
Ž . 1invertible element c such that S c  c . If A is pure, i.e., V is
irreducible, then such a freedom can be eliminated by requiring    ,V Vq q q Sec A, called the sphericity condition in 1 . This corresponds to
 choosing standard rigidity intertwiners in the sense of 11 in the category
rep A. If V is reducible the sphericity condition   cannot hold in
general. Our task now is to replace this condition with something that
works for reducible identity objects as well.
For V any object in rep A let T End V and  V ac A. Then
 U R T P U R  P  T 3.48Ž . Ž . Ž .Ž .V V  V  V
which can be easily verified by using the naturality of U R and the triangle
identities. If V is irreducible, V
 V , let us say, then the LHS is zero forq
R Ž . R q , therefore  T must be supported in P . This leads toV q
DEFINITION 3.4. Let the left and right dual objects and their rigidity
intertwiners be defined by a common choice g for the left and right
metrics: Then g is called a standard metric if for each q S ec A there is
a number d such thatq
 1  d P R ,  1  d P L . 3.49Ž .Ž . Ž .V V q q V V q qq q q q
The number d is then called the dimension of the sector q.q
Although our presentation is a mixture of categorical and weak Hopf
algebraic constructions, the above notion of dimension is purely categori-
Ž .cal. In fact, Eq. 3.49 provides a modification of the notion of standard
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leftright inverses which works for any monoidal C-category with duals in
which the selfintertwiner space of the identity object is finite dimensional.
It is not our purpose in the present paper to discuss standardness in
general but rather to reveal the new phenomena associated to reducibility
of the identity object in the representation categories of C-WHA’s.
So we turn to the determination of the only possible standard metric g.
Surprisingly, this g does not always coincide with the canonical group-like
element g.
PROPOSITION 3.5. There exists one and only one standard metric gien by
the formula
g gk12 k12 ,L R
where k  S k  e   L  zL  . 3.50Ž . Ž . Ž .ˆ ˆŽ .Ý ÝL R q q  
qS ec A V ac A
Ž .Proof. Inserting the definitions 2.14, ad of the rigidity intertwiners
Ž .into 3.45 we obtain
  1 1 
 R R D tr g 1 1 3.51Ž . Ž .ž /ž /V V V V  V Ž1. Ž2.
   1 
 R R D tr g 1 1 . 3.52Ž . Ž .Ž .Ž .V V V V  V Ž2. Ž1.
The expressions on the RHS in the argument of the trivial representation
D belong to AL and AR, respectively. But since D is faithful on these 
subalgebras and the left-hand sides belong to End V , Proposition I.2.15
implies that these expressions also belong to Center A. If V is set to
be the irreducible V then this gives, together with the definition of theq
dimension d , thatq
tr g11 1  d zL , 3.53Ž .Rž /q Ž1. Ž2. q q
tr g1 1  d zR , 3.54Ž .Ž . Lq Ž2. Ž1. q q
where tr stands for tr . Applying the counit to these equations andq Vq
utilizing the fact that g gc with some positive central invertible element
cÝ c e , we obtainq q q
c d  zL  tr g1  tr g  c1d  zR ,Ž .Ž .R LŽ . Ž .q q q q q qq q
which determines c immediately. But in order to get rid some of theq
disturbing L, R indices we switch to the dual WHA using the canonical
L R ˆ Ž .isomorphisms of Z and Z with Z Lemma I.2.14 . According to this
lemma there is a one-to-one correspondence   of vacuum sectors of
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ˆ Lˆ RˆA and minimal projections of Z A  A . Hence
zL  1  , zR   pi169 1,  V ac A. 3.55Ž .   
Ž .This proves formula 3.50 . Q.E.D.
Note that by the remark after Definition I.4.11 the standard metric g is
also group-like.
COROLLARY 3.6. The dimensions of the irreducible objects V of rep Aq
can be expressed in terms of the weak Hopf algebraic data in the following
equialent ways.
 1tr g tr gŽ . Ž .q q
L Rd         3.56Ž .ˆ ˆŽ . Ž .'q q q q
L R   ˆ ˆŽ . Ž .q q
Ž .where   tr g .q q
In Subsection 3.7 we will study the properties of these dimensions. Now
for a little while we return to the notion of standardness and formulate it
in terms of rigidity intertwiners with equal left dual and right dual objects
that is the common practice in C-categories. However, the content of the
next subsection is not indispensible for the rest of this paper.
3.6. Two-Sided Duals
 
Our rigidity intertwiners R, R were lifted from intertwiners of mod A
 
where they had been associated to different dual objects V and V,
respectively. Although in this approach we use canonical rigidity intertwin-
ers built only from those weak Hopf algebraic data that exist for arbitrary
fields K , still it is desirable to compare it with another approach which is
more familiar in C-categories. Therefore we introduce an ‘‘intermediate
dual object’’ that provides a two-sided dual and find the associated stan-
dard rigidity intertwiners.
DEFINITION 3.7. For V an object in rep A let V be the dual Hilbert
Ž . Ž .space of V with scalar product u,    , u and left A-module structure
12 12 Ž .x     g S x g , where g is the standard metric. V is called the
conjugate of V.
We can find isometric intertwiners
 12L : V V ,    g 3.57aŽ .V
 12R : V V ,    g , 3.57bŽ .V
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Ž R .1 Lwhich satisfy     . Therefore the arrowsV V V
RR    1 R : V  V V 3.58aŽ .Ž .V V V V 
LR  1   R : V  V V 3.58bŽ .Ž .V V V V 
satisfy the rigidity relations
 L RU  R  1  1  R U  1 3.59aŽ . Ž .Ž .V V V V V V V
 R LU  1  R  R  1 U  1 . 3.59bŽ .Ž .Ž .V V V V VV V
Ž .These relations and their adjoints imply that V, R , R is a left dual andV V
Ž .V, R , R is a right dual of V. This will be briefly referred to as V is aV V
two-sided dual of V.
The main advantage of the two-sided dual is that the associated left and
right dual functors coincide. This can be seen as follows. Let T : VW.
Then
 L RU  R  1  1  T 1  1  R UŽ . Ž . Ž .W V W V W VV W
 1 11L L R R  T     T   Ž .Ž . Ž .V W V V V W
 1R R  T Ž .V W
 R LU  1  R  1  T 1  R  1 U .Ž .Ž .Ž .V W V W V WV W
Ž .We may use the notation T for this left and right dual of T and call it
  Ž .the conjugate. Then conjugation is a linear -functor, T  T . Again, as
 
happened with T and T , as a map of vector spaces T coincides with the
 
transpose of T and therefore with T and T , too. The difference is only in
the A-module structure and in the scalar product one puts on the vector
ˆ ˆspaces V and W.
Ž .The rigidity intertwiners 3.58, a, b not only provide a two-sided dual
but are also standard. As a matter of fact, for all q S ec A we find the
normalizations
 L RR R  d D z R R  d D z , 3.60Ž .R LŽ . Ž .V V q  V V q q qq q q q
T Ti i  4and for any finite direct sum VVV of irreducibles V ,i i i
R  T  T R 3.61Ž .Ž .ÝV i i Vi
i
R  T  T R . 3.62Ž .Ž .ÝV i i Vi
i
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ˆˆIf 	 : V V denotes the canonical isomorphism of finite-dimensionalV
vector spaces then it lifts to a natural isometric isomorphism V V in
rep A. One has the identities
R  	  1 R , R  1  	 R . 3.63Ž . Ž .Ž .V V V V V V V V
Ž .The left and right inverses 3.45 can be expressed in terms of the
two-sided duals as follows.
 T  R  1  T R 3.64Ž . Ž .Ž .V V V V
 T  R  T 1 R 3.65Ž . Ž .Ž .V V V V
 Therefore they are the standard left and right inverses in the sense of 11 .
3.7. The Dimension Matrix
DEFINITION 3.8. For V an object in rep A we define its dimension
matrix d as follows. Its rows and columns are labelled by the set V ac AV
and
d  N q d , 3.66Ž .ÝV V q
qS ec A
L Rq  , q 
where N q denotes the multiplicity of V in V.V q
For pure WHAs when V ac A has only one element this reduces to the
well-known dimension formula for a reducible object V. The need for
introducing a matrix instead of a scalar in the non-pure case can be seen if
we ask about multiplicativity of the dimension. Assume that a positive
dimension function V d  existed which is multiplicative, d V VW
d d , and additive, d  d  d , for V a direct sum of U and W. ThenV W V U W
take a soliton sector s and consider the monoidal product V  V which iss s
the zero object. Hence d 2  d  0, a contradiction since d  1 for alls 0 q
q S ec A.
The dimension matrix can also be viewed as the set of coefficients for
the maps Z L ZR and ZR Z L provided by the left inverse and the
right inverse, respectively, as follows.
zL  U L D zL  1 U L D d  zR 3.67Ž .Ž . Ýž /ž / V V   V V  V ž /

zR  U R 1 D zR U R D zL d 3.68Ž .Ž . Ýž /ž / V V V   V   Vž /

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The very fact that the two sets of coefficients coincide is our standard
Ž .normalization 3.49 .
PROPOSITION 3.9. The dimension matrix d is an additie and multiplica-
tie function on the equialence classes of objects in rep A on which conjuga-
tion acts by transposition. That is to say,
Ž .i if V
W then d  d ,V W
Ž .ii if W is a direct sum of U and V then d  d  d ,W U V
Ž .iii d  d d for all objects V, W,VW V W
tŽ .iv d  d .V V
Ž .Proof. The only non-trivial statement is multiplicativity iii which in
turn will follow from the next lemma. Q.E.D.
Ž .LEMMA 3.10. The scalar dimension function d gien for irreducibles inq
Corollary 3.6 satisfies the restricted multiplicatiity rule
d  R L d  N r d , p , q S ec A , 3.69Ž .Ýp p , q q p q r
rS ec A
where N r 
N r is the multiplicity of r in the product of p and q.p q V Vp q
Proof. If pR  qL then both sides are zero since N r  0,  r S ec A,p q
R L Ž .in this case. Assume p  q . Calculating  1  1 in two differ-V V p qp q
ent ways will give the required result. At first, using the additivity of the
Ž . left inverse yields the RHS of 3.69 . Second, use the group-likeness of g
Ž . Ž .to evaluate 3.47 with V V  V . By means of 3.53 we can writep q
 1  1  tr g11 D 1Ž . Ž .ž /V V p q V V Ž1.  Ž2.p q p q
 tr g11  tr g11  1 D 1Ž .ž / ž /p Ž1 . q Ž2 . Ž1.  Ž2.
 d tr g1zLR1 D 1Ž .ž /p q p Ž1.  Ž2.
 d tr g1zL 1 D 1Ž .Lž /p q Ž1.  Ž2.q
 d d D z L ,RŽ .p q  q
where in the last equality we have utilized the fact that zL is a projectionLq
containing e as a subprojection. Q.E.D.q
3.8. The FrobeniusSchur Indicator
In the case of a finite group G the FrobeniusSchur indicator is the
central element 	 Ý g 2 of the group algebra which takes the valuesG gG
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0 or 1n in irreducible representations. Non-zero values occur preciselyr
for the selfconjugate sectors. For C-Hopf algebras one can show that
	  h h , where h is the Haar measure, obeys the same properties. ForH Ž1. Ž2.
a C-WHA A we present here two equivalent definitions for the Frobe-
niusSchur indicator, one of them purely categorical and the other one
Ž  .Hopf algebraic cf. 7 .
The categorical definition goes as follows. Let V be a selfconjugate
irreducible object in rep A. Choose an isomorphism J: V V. Then
1  J  J 	 : V V is a number times 1 and is independent of theV V V
choice of J. In particular, it is isometric. It is more tricky to show that it is
 L Ž . Žselfadjoint. Using the expression   U  R  1  1  J V V V V V
1 R. Ž .J  1  R U one can verify by categorical calculus the identityV V V
 1  J  J . Now use the fact that  , being a unitary self-inter-V V V
twiner of an irreducible object, must be of the form u1 where u is a unitV
length complex number. Inserting this into our identity we obtain u1 V
u1 , hence u1. This defines for each selfconjugate sector q q aV
number  1. Extending this definition to q q as   0 we obtainq q
a natural transformation  : V V.V
The Hopf algebraic definition is this. Let 	  h h . Then 	 A Ž1. Ž2. A
Center A has values 0 or 1 on irreducibles. Again the non-zeror
values correspond to selfconjugate sectors. One can show that the  sign
in 	 for the sector q coincides with the categorically defined  .A q
r
h h  e 3.70Ž .ÝŽ1. Ž2. rrrS ec A
where   tr g. For the proof of this fact and also for clarifying ther r
meaning of the  sign the following scholium is useful.
  Scholium 3.11. In a C -WHA A there is a system e  r S ec A,r
4 ,  1, . . . , n of matrix units such that the action of the antipode takesr
the form
 e if   0r r
12  12 g S e g  3.71e if   1 Ž .Ž .r r r
 1 e  if  1,r r r r
  4where in the last case n must be even, n  2k , and  in the basis er r r r r
0 IŽ .takes the form with I denoting the k  k unit matrix.r rI 0
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4. WEYL ALGEBRAS AS JONES EXTENSIONS
Interpreting a C-weak Hopf algebra A as the algebra generated by
ˆsome set of compact, discrete coordinates and its dual A as the algebra
generated by the associated canonical momenta, we may look for the
corresponding Heisenberg or rather Weyl type of commutation relations.
ˆ Ž .The answer is the crossed product A A the smash product, actually ,
well known for finite groups and Hopf algebras. The novelty of the weak
Hopf setting is the emergence of an amalgamation between coordinates
R Lˆ ˆand momenta. We have to identify A with A within W A A via the
R ˆ RŽ .canonical isomorphism x  1 x of Lemma I.2.6.
In the Hopf algebra case the Weyl algebra W is known to be isomorphic
to End A which is clearly the Jones extension of the inclusion 1 A of
scalars in the Hopf algebra A. As a weak Hopf generalization we will show
that W is the Jones extension of AL  A. The non-trivial result will be
that the Markov trace of this inclusion has trace vector t  f L d f Rq q q q
which is in general different from the dimension vector d . The appear-q
ance of the positive weights f on vacua  and the existence of a
multiplicative extension of the dimension to sectors of AL and AR reveals
a genuine 2-categorical structure underlying the C-WHA A. This struc-
ture enables us to prove that each connected component of any one of the
L R Lˆ ˆinclusions A  A, A  A, A  A has the same PerronFrobenius
eigenvalue, i.e., the same minimal index. For pure C-WHA’s this minimal
index takes the form Ý n d where n is the natural number characteriz-q q q q
ing the size of the block q while d  1 is the intrinsic dimension of qq
derived from the category rep A in Section 3. This generalizes the index
2   Ý d one obtains for C -Hopf algebras 10, 21 in which case n  d areq q q q
integers.
 ˆ4.1. The Crossed Product C -Algebra A A
Any WHA A is an AL-AR-bimodule in the obvious way. By the
L R ˆcanonical isomorphisms  and  of Lemma I.2.6 A becomes anA A
AR-AL-bimodule. One can thus form the bimodule tensor products A RA
ˆ ˆ LA and A A.A
Ž . DEFINITION 4.1. The Weyl algebra WW A of a C -WHA A is the
 ˆcrossed product -algebra A A with respect to the left Sweedler arrow
ˆ ˆRaction of A on A. This means that W A A, as a linear space, andA
the multiplication and -operation are defined respectively by
x  y   x  pi169 y    4.72Ž . Ž . Ž . Ž .Ž1. Ž2.
   x    pi169 x   . 4.73Ž . Ž .Ž1. Ž2.
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For showing that the above definition is independent of the choice of
the representants x  one needs only the identities of Scholium I.2.7. It
ˆ is also easy to see that W contains A and A as unital -subalgebras. As a
matter of fact,
ˆ ˆ ˆ ˆ ˆ ˆx 1 y 1  x 1 pi169 y  1  xy 1 y pi169 1  1Ž . Ž . ž / ž /ž /Ž1. Ž2. Ž1. Ž2.
R ˆ ˆ xy  y  1 xy 1Ž .Ž1. Ž2.
ˆ1  1    pi169 1   1 1  pi169 1  Ž . Ž . Ž .ž /Ž1. Ž2. Ž1. Ž2.
ˆ L 1    1  .Ž .Ž1. Ž2.
ˆ ˆIdentifying x A with x 1 and  A with 1 , the basic commuta-
tion relation of the Weyl algebra reads as
² : x x x ,   . 4.74Ž .Ž1. Ž2. Ž1. Ž2.
The following construction will show that W possesses a faithful -repre-
sentation on a Hilbert space, therefore it is actually a C-algebra.
The left regular A-module A is a -representation if we define theA
ˆ Ž . ² :scalar product x, y  h, x y on A. This Hilbert space is denoted by
2 ˆŽ .L A, h . There is an extension  of this left regular representation to W ,
 x y xy 4.75aŽ . Ž .
  y pi169 y. 4.75bŽ . Ž .
 ˆThis -representation is called the standard representation of A A associ-
ated to the Haar state. In order to prove that  is faithful assume that
ˆ Ž .Ý x    A A represents Ý x  Ker . Then Ý x  pi169 y  0 fori i i i i i i i i
all y A and in particular
x  pi169 y S1 y  0Ž .Ž .Ý i i Ž2. Ž1.
i
1 ² :x y S y  , y  0Ž .Ý i Ž2. Ž1. i Ž3.
i
² :x 1  , 1 y  0Ý i Ž1. i Ž2.
i
x 1    1  0Ý i Ž1. i Ž2.
i
ˆx 1  1 1   0.Ý ž /i Ž1. Ž2. i
i
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ˆ ˆRProjecting A A onto A A we obtain Ý x   0. Hence  isA i i i
faithful.
In a similar fashion one can extend the left regular representation of A
  ˆto a faithful -representation  of the other Weyl algebra A A,
  x y xy 4.76aŽ . Ž .
 ˆ1  y y S  . 4.76bŽ . Ž . Ž .
L ˆ4.2. The Jones Triple A  A A A
In this subsection we show that in the faithful representation  the
Ž .Weyl algebra is generated by  A and by the orthogonal projection
L  A A . This result is a simple application of the general method 9 in
the weak Hopf environment. Although we deviate a little bit from the
standard procedure by doing the GNS construction with respect to a
ˆnon-tracial state, namely h, as we have discussed in the Appendix, every-
thing works out as in the tracial case because the modular automorphism
Ž L R .of the Haar state leaves the smaller algebra i.e. A or A globally
invariant.
ˆ L LSince the Haar element h is an idempotent we obtain for x  A and
y A that
L ˆ L ˆ ˆ L ˆ L ˆ² : ² :x , y  h , x y  h , hpi169 x y  h , x hpi169 y² :Ž . Ž .
 xL , EL y .Ž .Ž .
Hence the orthogonal projection onto the subspace AL is precisely the
L L ˆŽ . Ž .Haar conditional expectation E of I.4.22 . On the other hand, E   h
Ž .belongs to  W .
PROPOSITION 4.2. Let  denote the representation of Aop on the Hilbert˜
Ž .space A by right multiplication,  x y yx. Then˜
L ˆ W   A   A  h  A . 4.77Ž . Ž . Ž . Ž . Ž .Ž .˜
L ˆŽ .Hence W is the Jones extension of A  A and the Jones projection  h
induces the Haar conditional expectation ia
ˆ ˆ ˆ L L ˆ h  x  h   h  E x   E x  h . 4.78Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .Ž . Ž .
Ž L . Ž . LProof. The identity pi169 yx  pi169 y x shows that the Weyl alge-
Ž L .bra is contained in the commutant  A . On the one hand, the commu-˜
Ž .tant is the Jones extension which is known to be generated by  A and by
the projection e projecting onto the subspace AL.L
L ² : W   A   A , e 4.79Ž . Ž . Ž . Ž .˜ L
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L ˆŽ .On the other hand, we have seen above that e  E   h , thereforeL
² : A , e   W , 4.80Ž . Ž . Ž .L
Ž .which proves the main assertion. The implementation formula 4.78 is a
² Ž . : Ž . Ž .plain weak Hopf identity while the fact that  A , e   A e  A isL L
 a general result 23 . Q.E.D.
Analogue results hold for the right Haar conditional expectation ER:
R ˆ RA A giving rise to the Jones triple A A	 A	 A in which the
ˆŽ .Jones extension is the other Weyl algebra W A .
In order to iterate the basic construction AL  AW  note that
Lˆ ˆL ˆLby the left A -module property of E we can apply id  E ontoA
ˆRA A to obtain a faithful conditional expectation W A, also denotedA
ˆLby E . The Jones extension of AW is the 2-fold iterated crossed
ˆproduct A A A in which the two copies of A commute and the first
ˆ ˆŽ .A with A satisfy W A commutation relations while the last A with A
ˆŽ .satisfy W A commutation relations. By further iterating we obtain a right
growing tower of iterated crossed products. Doing the same construction
starting with A	 AR we obtain a left growing tower but again with the
same type of algebras. Putting the two together, a two-dimensional array of
Ž .inclusions emerges Fig. 2 in which every straight line starting at the ‘‘sea
ˆ ˆFIG. 2. The inclusion diagram of crossed product algebras A A  and A A
ˆ ˆŽ .A  having exactly n terms A or A at height n above sea level. Each square is a
commuting square w.r.t. the Markov conditional expectations EL , ER . Along straight linesM M
from sea level upwards the Jones construction is at work. Starting at depth 2 downwards the
bottom is a single copy of the hypercenter.
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level’’ is a Jones tower and the inclusions as well as the conditional
expectations commute around each square. The algebras below the sea
level are cosntructed by taking intersections and their structure is gov-
erned by Lemma I.2.14. If A is a Hopf algebra then all algebras at and
below the ‘‘sea level’’ coincide with the number field . If A is a pure
ˆWHA such that A is pure as well then only the Z algebras below the sea
are equal to . But for any WHA A at ‘‘depth 2’’ we reach the bottom
which consists of one common copy of Hypercenter A.
Exactly the above array of finite-dimensional algebras of ‘‘depth 2’’
arises if one considers the derived towers of a finite index depth 2
inclusion N M of von Neumann algebras with relative commutant N 
L  M A 17 . The members of the array can also be interpreted as the local
algebras associated to intervals in a quantum chain. For Hopf algebras this
   has been analyzed in 18 and for weak Hopf algebras in 2 .
4.3. The Haar Conditional Expectation
The quasibasis of EL is by definition an element Ý a  b  A Ai i i
L Ž .  satisfying Ý a E b x  x for all x A 22 . We claim that Ý a  b i i i i i i
Ž . 2S h  g h . As a matter of fact,Ž1. R Ž2.
ˆ 2 1 ˆ 2S h hpi169 g h x  S h S x hpi169 g hŽ .Ž . Ž . Ž . Ž .ž / ž /Ž1. R Ž2. Ž1. R Ž2.
ˆ 2 ˆ 2² : ² : xS h h h , g h  x1 h , g h1Ž .Ž1. Ž2. R Ž3. Ž1. L Ž2.
2 ˆ x1  g hpi169 h 1  x .Ž .ž /Ž1. L Ž2.
Hence we obtain for the index of EL the formula
Index EL  a b  S h g2 hŽ .Ý i i Ž1. R Ž2.
i
R g2 h  AR  Center A ZR 4.81Ž .Ž .R
which is manifestly an element of AR and belongs to Center A by the
 general property of the index 22 . Note that the connected components of
the inclusion AL  A are the inclusions zL AL  zL A, therefore the index 
being a ‘‘scalar’’ would correspond to Index EL  Z L. By the above
formula this is possible only if Index EL is hypercentral, i.e., a true scalar
in each hyperselection sector. The next proposition shows that this is
indeed the case.
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PROPOSITION 4.3. The index of the Haar conditional expectations EL :
L ˆ R R ˆŽ . Ž .A A , x hpi169 x , and E : A A , x x h is a common
positie inertible hypercentral element I gien by
 zL g2  zR g2Ž . Ž . L  RL L RIndex E  z  I zÝ Ý L R z  zŽ . Ž . V ac A V ac A
 Index ER . 4.82Ž .
ˆThe analogue index in A coincides with I under the canonical identification of
ˆ Žthe hypercenters of A and A. If the hypercenter is triial especially if A is
. Ž 2 . Ž .pure then the index formula simplifies to I 1 g  1 .R
Ž . Ž .Proof. Using Eqs. 4.81 and I.4.13 we obtain
I e tr g1 g1 tr g .Ž .Ž .Ý q q L R q
q
Ž 1 L R .Now we need two formulae for ratios of traces of the type tr g x 
Ž . Ž . R R Ž .tr g . For that purpose multiply Eq. 3.53 by x  A and Eq. 3.54 by
xL  AL and then apply the counit to them. This yields, together with
Ž .3.50 , the ratios
1 R ² R:Rtr g x  , xŽ .q q 4.83Ž .1 ² :R , 1tr gŽ . qq
L ² L:Ltr gx  , xŽ .q q . 4.84Ž .² :Ltr g  , 1Ž .q q
Ž 1 1.These formulae help to evaluate tr g g in two different ways whichL R
lead immediately to the desired expression for I. Q.E.D.
Remark. Since EL is not a trace-preserving conditional expectation
ˆ 2 LŽ .unless h is a trace, i.e., S  id , scalarness of Index E does notA
necessarily imply any relation between the connected components zL AL 
L Ž .z A. See, however, Subsection 3.4. Thus I may not be the minimal index
of AL  A.
For later convenience we compute here the Haar conditional expecta-
L R L R ˆ RŽ .tion E on the subalgebra A . At first note that E x 
 hpi169 x 
ˆ R L R² :1 h, 1 x belongs to A  A  Z. So we obtain for the Haar stateŽ1. Ž2.
on the subalgebra ALAR the expression
ˆ R z hpi169 yŽ .Ž .ˆL R L R Lˆ ˆ² :h , x y   x hpi169 y   x zŽ . Ž .ÝŽ . ˆ  zŽ .ˆˆ
 xL z  z yRŽ .Ž . ˆ ˆ 4.85Ž .Ý
 zŽ .ˆˆV ac Aˆ
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and also
 z xRŽ .ˆRhˆpi169 x  z . 4.86Ž .Ý ˆ  zŽ .ˆˆ
4.4. The Marko Trace
Throughout the paper  denoted the trace on A which is related to the
1 1 ˆ Ž .Haar measure by  g g pi169 h and has trace vector   tr g . SinceL R q q
 is faithful, any other trace is of the form   cpi169  with c Center A.
If   is also faithful then the  -preserving conditional expectation EL :
A AL can be expressed in terms of the Haar conditional expectation as
EL x  EL rx  EL xr , x A , 4.87Ž . Ž . Ž . Ž .
Ž Ž ..where the RadonNikodym derivative r is given by cf. Eq. A.2
111 1 L 1 1 1 1ˆr cg g E cg g  cg hpi169 cg . 4.88Ž .Ž . Ž .L R L R R R
The quasibasis and index of EL can now be obtained easily,
a b S h  r1 g2 h 4.89Ž .Ž .Ý i i Ž1. R Ž2.
i
1 ² :tr g c  , cŽ .q Ž1. Ž2.L 1
Index E  S h pi169 c c h  e , 4.90Ž . Ž .Ž . Ý Ž1. Ž2. q  cq qq
where c denotes the value of c in the sector q.q
An important special case is the standard trace  defined by the traceS
vector d . This is obtained by setting in the general trace   the centralq
element to be c k12 k12. One would naively expect that the traceL R
with trace vector equal to the dimension vector is nothing else but the
Ž .Markov trace  , i.e.,    up to a hypercentral normalization . WeM M S
will see that this holds only in the absence of soliton sectors.
We recall that the inclusion AL  A is connected iff Z L 1, i.e., iff A
is pure. Therefore in general there is no unique Markov trace on A but
Ž .the Markov conditional expectation is unique see Definition A.3 . Let
  L L  , a S ec A , q S ec A be the inclusion matrix of A  A.aq
Then t decomposes into a direct sum of irreducible matrices, one for
L L L Ž .each connected component z A  z A. Hence the row or column 
indices q of the matrix t that belong to one and the same irreducible
component can be found in one and the same row in Fig. 1. Speaking in
Ž .terms of Fig. 1, on the sectors q of a given row there is a up to a scalar
unique trace vector which is the PerronFrobenius eigenvector of the
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corresponding irreducible component of t. Any faithful trace with such
a trace vector should be called a Markov trace for the inclusion AL  A
Ž .or briefly a left Markov trace since they all share in having the following
property. The trace preserving conditional expectation A AL is inde-
pendent of the row-by-row normalization of the trace vector and its index
belongs to Z L. It is a standard result now that the norm of this index is the
Ž .minimal one among all conditional expectations see Lemma A.2 .
If we repeat this construction for the Markov trace of the inclusion
AR  A then the resulting trace vector will have the freedom of an overall
positive factor in each column of Fig. 1. This would be a right Markov
trace. Even knowing that the inclusions AR  A and AL  A are isomor-
phic via the antipode, there seems to be no reason why the left and right
Markov traces should coincide. But if they do then they define a trace
which is unique up to a scalar in each hyperselection sector. A common
leftright Markov trace would also imply a strong relation between the
disconnected parts of : They must have the same norm. Therefore that
the next theorem is true comes as an unexpected gift of the weak Hopf
structure.
Ž .THEOREM 4.4. i There is a unique trace  : A, called the MarkovM
trace, such that the  -presering conditional expectations EL : A AL andM M
ER : A AR hae equal hypercentral index  ,M
Index EL  Index ER  Hypercenter A , 4.91Ž .M M
Ž .and satisfy the normalization  z  1 for H H yp A.M H
Ž .ii For any fixed hyperselection sector H the connected inclusions
L L L R R R  z A  z A , Az 	 A z ,  H , 4.92Ž .   
Ž .hae the same index, i.e., their inclusion matrices   hae the same norm.
This index is the alue  of  on the hypersector H.H
Ž .iii  is also equal to the norm of the dimension matrix d of the leftA
regular A-module A. That is, there exist numbers f  0,  V ac A suchA 
that
d f   f 4.93Ž .Ý      
V ac A
  where d stands for d and  denotes the hypersector of the acuum . A
Proof. We have seen in Subsection 3.4 that for ,  in the same
hypersector H there exists at least one sector q with qL  , qR   .
Therefore the H th block of d is full, i.e., has strictly positive entries. InA
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 particular, it is an irreducible matrix. Let f ,  H, be a PerronFro-
benius eigenvector and denote its eigenvalue by  .H
From the PerronFrobenius eigenvector we can construct the central
element f Ý zR f  ZR and define the trace   cpi169  with cR    M
12 Ž . R Ž .c c , c  f k  S c  Z . Then the general index formula 4.90L R R R R L
yields
1 ² :tr g 1  , c 1Ž .q Ž1. R Ž2.LIndex E  eÝM q 121tr gŽ . R Rf  q ˆŽ .q q q
L ² : ² L : z 1  , c 1  , c zR RŽ .Ž1. R Ž2. Rq q e  eÝ Ýq q12 12L L L z RŽ .q qR Rf  z f  zR RŽ . Ž .q q qq q
² L: R , c z fR  qR R z  z n dÝ Ý Ý  q q12L LfL q f  z q ; q Ž . 
fR z d ,Ý Ý  f 
which is precisely the hypercentral element  , the components of which
are the PerronFrobenius eigenvalues  .H
The restriction of EL onto zL A is a trace-preserving conditional expec-M 
tation onto zL AL with scalar index  . Therefore the trace vector is the   
PerronFrobenius eigenvector and  is the corresponding eigenvalue of  
Ž . t Ž . Ž .    cf. Scholium A.4 .
Since  and c are invariant under the antipode, so is the Markov trace,
 S  . ThereforeM M
ER  SEL S1 , 4.94Ž .M M
and their indices are also related by the antipode. Since the index  is
hypercentral, they have equal index. Q.E.D.
The Markov trace on A can now be written in the equivalent forms
12 12 12 1 1 12 ˆ  f f pi169   f k k f pi169  f k g g k f pi169 h.M L R S L L R R L L L R R R
4.95Ž .
Hence the trace vector of  isM
t  f L d f R . 4.96Ž .q q q q
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The normalization of  given in the theorem corresponds to the normal-M
ization of f according to
 z  n t  d f f   f 2  1. 4.97Ž . Ž .Ý Ý ÝM H q q    H 
qH     ,  ,  H  ,  H
4.5. Dimensions for AL, AR
The dimensions d , q S ec A have been obtained from the rigidq
monoidal structure of the category Rep A. Dimensions d for the sectors aa
of AL cannot be obtained that way since AL is not a coalgebra, hence
rep AL is not monoidal. However, there is is an underlying 2-category CA
in a ‘‘dual’’ position with respect to the representation categories in the
ˆ Lsense that A, A, A , . . . , etc. are self-intertwiner algebras of certain 1-
Ž .morphisms arrows of C . We will not enter into a precise construction ofA
this 2-category here, just give a sketch of its structure on Fig. 3.
ˆC has two 0-morphisms denoted Z and Z with the notation referringA
L R ˆ Lˆ Rˆto their self-intertwiner algebras which is Z A  A and Z A  A ,
ˆrespectively. There is a reducible 1-morphism 	 pointing from Z to Z with
Lalgebra A and there is one, 	, which is its conjugate, pointing from Z to
ˆ RZ, the associated algebra of which is A . Thus the irreducible components
L L ˆ Ra S ec A have source a  S ec Z
 V ac A and target a  S ec Z

R Lˆ ˆV ac A. Their conjugates b a S ec A have source b  V ac A and
target bR  V ac A. Figure 3 is an unfolding of this structure in order for
the arrows to point to the right and to illustrate the relation with the
quantum chain of Fig. 2. The WHA A corresponds to the arrow 	 	 and
ˆits irreducibles to arrows q connecting two vacua of A. Similarly, A is the
self-intertwiner algebra of 	 	 and its irreducibles q connect two irre-ˆ
FIG. 3. Schematic picture of the 1-skeleton of the 2-category C . The upper half displaysA
the reducible 0-objects and 1-objects and the lower half displays their irreducible content.
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ducible components of Z. That there are no more interesting arrows to
draw is related to the depth 2 property of Fig. 2. The graph with vertex set
ˆ L R ˆV ac A V ac A and edge set S ec A  S ec A S ec A  S ec A will be
denoted by G .A
There are various positive functions defined on the vertices and edges of
G . On the vertices we have the function k with values given by the counitA
ˆ Ž . Ž .evaluated on the minimal projections of Z and Z: k    , k   z .ˆ   ˆ ˆ
The PerronFrobenius eigenvector f of the regular dimension matrix
Ž .Theorem 4.4 determines the function V ac A  f and the analogue
ˆ ˆPerronFrobenius eigenvector V ac A  f constructed for A extendsˆ ˆ
f to all the vertices of G . These functions determine the weak HopfA
algebra elements
ˆ ˆk z  z  Z k     ZŽ . Ž .ˆÝ Ý   ˆ ˆ
ˆ
ˆ L ˆ ˆ ˆLk  1 k Z k  1 k ZL L
ˆ R ˆ ˆ ˆRk  kpi169 1 Z k  kpi169 1 ZR R
ˆ ˆf z f  Z f  f  ZÝ Ý   ˆ ˆ
ˆ
ˆ L ˆ ˆ ˆLf  1 f Z f  1 f ZL L
ˆ R ˆ ˆ ˆRf  fpi169 1 Z f  fpi169 1 Z .R R
On the edges there is the multiplicity function n: n determines thea
dimensions of the irrep a of AL, n that of the irrep q of A, etc. For the qq
and q types of edges we already have the dimension functionˆ
tr g1 tr g1Ž . Ž .ˆq qˆ
d  , d  . 4.98Ž .q qˆ12 12
L Rk k L Rk kŽ . Ž .q q q qˆ ˆ
We now propose an extension of d to the a and b type of edges. But
before doing that let us decompose the standard metric into left and right
components as
1     12 12g  g g g  S g  k g k . 4.99Ž . Ž . Ž .L R L R L L
An analogue formula holds for the dual standard metric g.ˆ
Ž .  4 LTHEOREM 4.5. i There exist unique positie numbers da a S ec A
 4 abRd such that with N denoting the multiplicity of the simpleb b S ec A q
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algebra eL AL  eRAR in e A we hae the multiplicatiity rulea b q
N abd  d  R L d 4.100Ž .Ý q q a a , b b
qS ec A
and the conjugation rule
d  d . 4.101Ž .a a
Their explicit form is gien by
d   eL g1 n   eR g1 n 4.102aŽ .ˆ ˆ ˆŽ . Ž .a a L a a R a
d   eR g1 n   eL g1 n , 4.102bŽ .ˆ ˆ ˆŽ . Ž .b b R b b L b
where the minimal central idempotents of AL, AR, . . . , etc., are related by
R L ˆ L R R LŽ .e  e pi169 1, e  S e , e  e pi169 1. Then it follows that alsoˆ ˆa a a a b b
N b ad  d  R L d 4.103Ž .Ý q q b b , a aˆ ˆ
ˆqS ec Aˆ
b a L Lˆ L Rˆholds with N denoting the multiplicity of the simple algebra e A  e Aˆ ˆq b aˆ
ˆin e A.qˆ
Ž . L Rii Introduce the dimension matrix of A , respectiely A , by the
formulae
d  n d 
  zL g1z 4.104aŽ .Ý ž / a a  L ˆ ˆ
LaS ec A
L Ra  , a ˆ
d  n d 
  z g1zR  d . 4.104bŽ .Ý ž / b b  R  ˆ ˆ ˆ
RbS ec A
L Rb  , b ˆ
Then the dimension matrices d and d of the left regular modules of A,ˆA A
ˆrespectiely A, can be expressed as
d  d d , d  d d . 4.105Ž .Ý Ý     ˆ ˆ ˆˆ ˆ ˆ
V ac AˆV ac Aˆ
ˆŽ .iii The PerronFrobenius eigenectors f and f are related by
d f   12 f . 4.106Ž .Ý   ˆ ˆ ˆ

 4  4Proof. Let us first prove uniqueness of d , d . Suppose that therea b
  4   4 Ž . Ž .  R Lexists another solution d , d of 4.100 , 4.101 . Then d d  ca b a a a b
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 ˆ  R d d for some scalar function c on V ac A, so d  c d , d b b  a a a aˆ
Rd c . Taking into account the conjugation rule we obtain c 
 1.a a ˆ
Ž .In order to verify the solution 4.102, a, b we compute the restriction of
L R Ž .the Markov trace onto A A using 4.85 .
L R ˆ L 1 12 R 1 12² : ² : , x y  h , x g f k y g f kM L L L R R R
1
L 12 1 1 12 R  x f k g z  z g k f yŽ .Ž .Ý L L L   R R Rˆ ˆ zŽ .ˆˆ
  xL f g1z  z g1 f yR .Ž .Ý Ž .L L   R Rˆ ˆ
ˆ
Specializing to minimal projections we obtain
² L R: L 1 1 RL R L R , e e  f  e g   g e f . 4.107Ž .Ž . Ž .M a b a a L a , b R b b
This quantity must be equal to n n Ý N abt . Taking into account thea b q q q
value t  f L d f R of the trace vector we arrive at the multiplicativityq q q q
Ž .formula 4.100 . The conjugation formula is a simple consequence of the
Ž .S-invariance of the counit. The second expressions in 4.102, a, b , reflect-
ˆ Ž .ing the symmetric roles of A and A, imply 4.103 .
Ž . Ž . Ž .Equation 4.105 follows using 4.100 , 4.103 , and the dimension count-
ing formulae
N abn n  n , N b an n  n .Ý Ý Ý Ýq a b q q a b qˆ ˆ
L R L RaS ec A bS ec A aS ec A bS ec A
4.108Ž .
Ž .The proof of 4.106 is now straightforward. Q.E.D.
The importance of the Markov index  in C-WHA’s can be illustrated
by the threefold role in which it appears as a PerronFrobenius eigen-
value:
  is the PF-eigenvalue of the left regular dimension matrices d A
Ž .and d cf. Theorem 4.4.iiiAˆ
d f   f , d f   f .Ý Ý           ˆˆ ˆ ˆ ˆ
V ac A ˆV ac Aˆ

t  4 is the PF-eigenvalue of  where  is the inclusion matrix ofaq
L Ž .A  A cf. Theorem 4.4ii ,
 t   12 t , t    12 t .Ý Ýaq q a a a aq q  q
LqS ec A aS ec A
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Here t  f L d f R , so  12 t is the trace vector of the restriction of a a a a a a M
onto AL.

r r  is also the PF-eigenvalue of the matrix N  N where N A A q A q
Ý n N r denotes the multiplicity of r in the monoidal product of the leftp p p q
regular module A with the sector q,A
N r t   t .Ý A q r q  q
rS ec A
Ž .The identity S 1 1  1 occurred many times in this paper but untilŽ1. Ž2.
Ž . Lnow nothing has been said about the element 1 S 1  A . AfterŽ2. Ž1.
having introduced g and d we are in a position to do this.L a
Ž .LEMMA 4.6. In any WHA A oer a field K the element 1 S 1 is theŽ2. Ž1.
RadonNikodym deriatie of the left regular trace tr L of the subalgebra AL
 Lwith respect to the nondegenerate functional  , i.e.,A
tr L xL   xL1 S 1 , xL  AL . 4.109Ž . Ž .Ž .Ž .Ž2. Ž1.
If A is a C-WHA then this RadonNikodym deriatie is positie and
inertible and can be expressed as
na1 a1 S 1  g e . 4.110Ž .Ž . ÝŽ2. Ž1. L L dL aaS ec A
Ž . j RProof. Any representation  1 Ý e  e with elements e  A ,j j j
e j AL determines a pair of dual bases for the nondegenerate bilinear
Ž R L . Ž R L . R Lform x , x   x x on A  A of Lemma I.2.2. Therefore
tr L xL   1 xL1   xL1 S 1 4.111Ž . Ž .Ž .Ž . Ž .Ž1. Ž2. Ž2. Ž1.
Ž . Ž . Ž . L Ž .due to I.2.10 and I.2.2a . In order to prove 4.110 note that x 1 S 1Ž2. Ž1.
Ž . 2Ž L . L L  Ž . 1 S 1 S x , x  A , therefore w g 1 S 1 belongs to Cen-Ž2. Ž1. L Ž2. Ž1.
1L L L L LŽ . Ž .ter A . Then, denoting tr x  tr e x ,a ana
1 1
1L L 1 1d 
  e g   e w 1 S 1  tr w , 4.112Ž . Ž .Ž .Ž . Ž .a a L a Ž2. Ž1. an na a
Ž .which proves 4.110 . Q.E.D.
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Ž .Applying tr to 4.110 we obtaina
tr g1Ž .a L
d  , 4.113Ž .a 12
L Rk kŽ .a a
Ž .a formula reminiscent to 4.98 .
Remark. We summarize without proof some results on the inclusion
ALAR  A. Recall that ALAR is a C-WHA by restricting the structure
maps of A, and its hypercentral blocks are precisely of the type discussed
L R ˆin Subsection 5.2. The Haar state on A A is the restriction of h and the
L  L RHaar index is Index E  k, i.e., the element defined in SubsectionA A
4.5. The map
E : A ALAR , E x  k1 EL xS1 1 4.114Ž . Ž .Ž .Ž .Ž1. Ž2.
ˆis a conditional expectation which is the h-preserving, the -preserving, the
 -preserving, and the  -preserving conditional expectation at the sameS M
time. Its index is hypercentral, thus E is the Markov conditional expecta-
tion onto ALAR.
Index E zL z L g2 Hypercenter AÝ ž /  L
V ac A
 zL  d 2 . 4.115Ž .Ý Ý a
LV ac A a; a 
This implies that the above sum of d 2 ’s is independent of  within aa
hyperselection sector H and gives the square of the norm of the inclusion
L R Žmatrix of z A A  z A. As a comparison, the Haar index I forH H
AL  A can be written as Ý L d 2 k R and the Markov index  is nota; a  a a
.algebraically expressible in terms of the dimensions, either. Since  is aS
Markov trace for ALAR  A and has trace vector d , the dimensionq
Ž .multiplicativity formula 4.100 has as a counterpart
N abd d  d Index E . 4.116Ž . Ž . qÝ Ý q a b q
a b
4.6. TemperleyLieb Projections
ˆSince the Weyl algebra A A is the common Jones extension of the
L ˆ Rˆ  two inclusions A  A and A	 A , by standard results 9 there exist
ˆunique projections e and e in A A that implement the Markov condi-ˆ
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L ˆRtional expectations E and E , respectively, in the sense of the formulaeM M
exe EL x e x AŽ .ˆ ˆ ˆM ˆwithin A A. 4.117Ž .
R 5ˆ ˆe e E  e  AŽ .M
The peculiarity of the smash product extension is that these Jones projec-
ˆ ˆtions not only belong to A A but to e A and e A, as well. Further-ˆ
more, they satisfy the TemperleyLieb relations
eee 1e 4.118aŽ .ˆ
eee 1e 4.118bŽ .ˆ ˆ ˆ
and, as a consequence of the manifest self-duality of these relations, they
also provide us with the Jones projections for the Markov conditional
R R ˆL ˆ Lˆexpectations E : A A and E : A A , the common Jones exten-M M
ˆsion of which is the other Weyl algebra A A. Therefore
ˆLe e E  eŽ .M ˆwithin A A. 4.119Ž .
R 5exe E x eŽ .ˆ ˆ ˆM
Before proving these statements we recall that in finite-dimensional C-
ˆHopf algebras it is well-known that e h and e h are the Haar integralsˆ
ˆof A and A, respectively. Not too surprisingly this is not true in the case
 ˆof C -WHA’s. As a matter of fact, within A A we have
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ L ˆ ˆhxh h pi169 x h h 1 hpi169 x 1 h 1 pi169 E x 1 hŽ .ž / ž /ž /Ž1. Ž2. Ž1. Ž2. Ž1. Ž2.
L ˆ E x h , 4.120Ž . Ž .
ˆ ˆ 2 ˆ ˆ 2 ˆhence hhh g h hg . Similarly, in A A we can writeL L
ˆRhh hE  , 4.121Ž . Ž .
ˆ 2 2hence hhh hg  g h.ˆ ˆR R
In the next theorem we use the notions of a standard representation M
ˆ  ˆof A A and a standard representation  of A A associated to theM
Markov trace. Both of these representations act on the GNS Hilbert space
2Ž .L A,  associated to the functional  . They are equivalent toM M
Ž . Ž .the standard representations 4.75, a, b and 4.76, a, b , respectively, by
2 2 ˆ 12Ž . Ž .means of the isometry U: L A,   L A, h , x xs , where sM
f k12 g1 g1 k12 f is the RadonNykodim derivative of  withL L L R R R M
ˆ  Ž . 1 1respect to h 4.95 . That is to say,  Ad  and  Ad  .M U M U
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THEOREM 4.7. The RadonNikodym deriaties of the Marko condi-
tional expectations with respect to the Haar ones are gien by the following
formulae.
EL x  EL r x , x A , r  12 f1 k12 g1 k12 f 4.122aŽ . Ž . Ž .M R R R R R
ER x  ER r x , x A , r  12 f k12 g1 k12 f1 4.122bŽ . Ž . Ž .M L L L L L
In terms of the quantities
q  12 f1 k12 g1 k12 f 1 r 4.123aŽ .ˆL L L L R
q  12 fk12 g1 k12 f1  S q  r pi169 1 4.123bŽ . Ž .ˆR R R R L L
12 ˆ1ˆ12 1ˆ12 ˆ ˆq   f k g k f 1 r 4.123cŽ .ˆ ˆL L L L R
12 ˆˆ 12 1ˆ12 ˆ1 ˆ ˆq   f k g k f  S q  r pi169 1, 4.123dŽ .Ž .ˆ ˆ ˆR R R R L L
we define the projections
12 12 12ˆ 12e q hq , e q hq 4.124Ž .ˆ ˆ ˆL L L L
that are the Jones projections associated to the Marko conditional expecta-
ˆtions in the following sense. The standard representations  of A A andM
 ˆ 2Ž . of A A on the Hilbert space L A,  send e to the orthogonalˆM M
projection onto the subspace AL and AR, respectiely:
 e  EL ,   e  ER . 4.125Ž . Ž . Ž .ˆ ˆM M M M
ˆe does the same after interchanging the roles of A and A. Furthermore, e and eˆ
Ž . Ž . Ž .satisfy the relations 4.117 , 4.118, a, b , and 4.119 .
L 1 12 1 ˆŽ . Ž . ŽProof. Using A.2 we have r  sE s  f k g hpi169R R R R
12 1.1 Ž .f k g , so we need formula 4.86 :R R R
 z g1 k12 fŽ . R R Rˆ12 1hˆpi169 f k g  zÝR R R ˆ kˆˆV ac Aˆ
 z g1 zRŽ . R ˆ z fÝ Ý  ˆ 12k k ˆV ac AˆV ac Aˆ
dˆ 12 12 z f   fk , 4.126Ž .Ý Ý  ˆ 12kV ac A ˆˆV ac Aˆ
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hence
r  12 f1 k12 g1 k12 f . 4.127Ž .R R R R
Ž . Ž .Using 4.94 we obtain r  S r .L R
Ž . L Ž . Ž 12 . 12In order to verify  e  E one uses   y pi169 ys s ,ˆM M M
ˆ ˆ A, y A, and the fact that within A A one has the identification
q  r . ThusLˆ R
 e y r12EL r12 ys12 s12  EL yr12s12 r12s12  EL yr ,Ž . Ž .ˆ Ž . Ž .M R R R R R
Ž . 1 L  Ž .Lwhere we utilized  r  r and that r s  A . The proof of  eˆE R R R M
R  12 ˆ1 12Ž . Ž Ž .. E goes analogously using   y ys  S  s and theM M
ˆfact that within A A we have q  r . It is now a standard consequenceRˆ L
  Ž . Ž .9 that the relations 4.117 and 4.119 hold true, using also the duality
Ž .principle for those involving e. The TemperleyLieb relations 4.118, a, b
ˆin turn follow from the fact that e A and e A after the reader hasˆ
L Ž . 1 R Ž .checked that E e    E e . Q.E.D.M M
ˆBeing the Jones extension, A A is equal to AeA, in particular forˆ
ˆ ˆevery  A A A, there exist a , b  A such that Ý a eb . Inˆi i i i i
order to obtain a concrete expression we use the quasibasis Ý u  i i i
Ž . LS h  q h of E :Ž1. R Ž2. M
ˆ1 u e  u hr ˆÝ i i i R i
i
ˆ ˆ L ˆ 1  pi169 u  hr    pi169 u   hr Ž . Ž . Ž .Ý ÝŽ1. i Ž2. R i Ž1. i Ž2. R i
i i
ˆ 12 12 2 pi169 u hr   pi169 S h r er g h . 4.128Ž . Ž .ˆŽ .Ž .Ý i R i Ž1. R R R Ž2.
i
This will be used to prove the following.
W ˆCOROLLARY 4.8. Let  : A A be the trace associated to  :M M
L W  ˆA by the basic construction for A  A. Similarly, let  : A A be theM
ˆtrace associated to the Marko trace t of A by the basic construction forM
Rˆ ˆ W W A  A. Then    .M M
ˆNote that, as a consequence of this, the restriction to A of the condi-
ˆL ˆ ˆL 1Ž .tional expectation E : A A A defined by E xey  x y coin-ˆM M
ˆLcides with the Markov conditional expectation previously denoted by E .M
R ˆ ˆTogether with the analogue statement for E : A A A, this meansM
there is commutativity of the Markov conditional expectations around the
squares of Fig. 2.
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W Ž . 1² :Proof. By definition  xey    , xy for x, y A and thus, byˆM M
W Ž . 1² :the cyclicity of the trace, it is sufficient to prove that  e   , tM M
ˆfor  A.
W e  W e pi169 u r12er12  1  e pi169 u Ž . Ž . Ž .Ž .ˆŽ .Ý ÝM M i R R i M i i
i i
  , e pi169 S h q h¦ ;Ž .Ž .M Ž1. R Ž2.
  , hq12 pi169 S h q h q12 ,¦ ;Ž .Ž .M R Ž1. R Ž2. R
where we used the identity r q  1 g2 . Inserting here the calculationR R R
ˆ 2 ˆ1 2ˆ ˆ1 2ˆ  h hpi169   hpi169 hg k f  k f ,ˆM M L
we obtain
W e   q12 pi169 S h q h q12 k1 f 2Ž . Ž .Ž .ž /M R Ž1. R Ž2. R R R
  , S h  q12R q h q12 k1 f 2² :Ž . Ž .Ž .Ž1. R R Ž2. R R R
  , S h  q h q k1 f 2   , S q hq k1 f 2² :² :Ž . Ž .Ž .Ž1. R Ž2. R R R R R R R
² 2 1 : 1² :  , f k q hq    , t ,L L L R M
where in the last equation we took into account the dual of the for-
Ž .mula 4.95 . Q.E.D.
The restrictions of the Markov trace W onto various subalgebras ofM
ˆA A have trace vectors as listed in Table I.
Some comments on the idempotents eW are in order. From the generala
ˆ Ltheory of Jones extensions we know that Center A A
 Center A ;
however, for an unambiguous labeling of the minimal central idempotents
ˆ Lof A A with a S ec A we need the ‘‘shift isomorphism’’
L L L ˆCenter A  z  u z e  Center A A. 4.129Ž .ˆÝ i i
i
Thus our definition is
W L L ˆ 2e  u e e  S h e hg h . 4.130Ž .ˆ Ž .Ýa i a i Ž1. a R Ž2.
i
It is important to remark that one would have obtained the same result for
W L Rˆ L R L ˆe using the canonical isomorphism A  A , e  e  e pi169 1, andˆa a a a
Rˆ ˆafter that the other shift isomorphism Center A  Center A A associ-
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TABLE I
Subalgebra Minimal central projections Trace vector
2ˆZ z ,  V ac A  fˆ   ˆ ˆ ˆ
2Zˆ z ,  V ac A  f    
L L L 12
L RA e , a S ec A  f d fa a a a a
R L R R 12ˆ L RA 
 A e , b S ec A  f d fb b  b b b
R R L 12ˆ L RA e , a S ec A  f d faˆ a a a a
L RA e , q S ec A f d fq q q q
ˆ ˆ L RA e , q S ec A f d fˆ ˆq q q qˆ ˆ ˆ ˆ
W L 12ˆ L RA A e , a S ec A  f d fa a a a a
Rˆ ˆated to the basic construction for A  A. As a matter of fact, the reader
ˆ L Lmay check the equality in A A valid for all z  Center A , namely
L ˆ 2 ˆ 2 L ˆ ˆ ˆS h z hg h  h g h z pi169 1 S h , 4.131Ž .Ž .ˆŽ . ž /Ž1. R Ž2. Ž1. L Ž2.
which expresses the commutativity of the triangle consisting of the two
shift isomorphisms and of the canonical isomorphism  L of Lemma I.2.6.A
Similarly, there is an unambiguous labeling of the minimal central projec-
W  ˆ Rtions e of A A by the sectors b of A .b
The content of the next proposition can be phrased as Frobenius
reciprocity in the underlying 2-category of the weak Hopf algebra.
PROPOSITION 4.9. For a, a S ec AL, b, b S ec AR, and q S ec A
qa R Rˆ
let N be the multiplicity of the simple algebra e A e A in the simpleˆa q a
W ˆ b qŽ .algebra e A A , and let N be the multiplicity of the simple algebraa b
L Lˆ W  ˆ abŽ .e A  e A in e A A . As before, N denotes the inclusion matrix ofbˆ q b q
AL  AR  A. ThenZ
qb ab aqN N N 4.132Ž .a q b
where a a and b b are the mutually inerse bijections induced by the
restriction of the antipode to center ALR, respectiely.
Proof. We will content ourselves with proving the first equality. The
ˆ Rˆsubalgebra in A A generated by A and A is the amalgamated tensor
Rˆ R R Lproduct A A with minimal central projections e e where q  a .ˆZˆ q a
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Rˆ ˆThe inclusion matrix of A A  A A can therefore be computed asZˆ
12 12 1 a aqb W W R W L R 1 2N   e e e   S h e ee r g h eˆ ˆŽ .ž /ž /a M a q M Ž1. a b R R Ž2. qbt n n n t na q b q a b
12a L R 1 2  S h e e r g h eŽ .Ž .M Ž1. a b R R Ž2. qn t nq a b
12 1a 1 L R 1 2  e tr g e e r gŽ . Ž .M q q a b R Rn t n q a b q
f L k12 f L k12L Lq bq b 1 L R tr g e eŽ .q L a bt na b
k12 k12L Ra a ab 1 ab N tr g tr 1 N . Q.E.D.Ž .Ž .q a L b qd na b
COROLLARY 4.10. The restriction of an irreducible representation D of Aq
L L Ž L .onto the subalgebra z A is either the zero representation if q   or a
Ž L . Lfaithful representation if q   . Thus the inclusion matrix  of A  A
satisfies
  0 aL  qL . 4.133Ž .aq
L L L ˆ ŽProof. If a  q then e e is a non-zero projection in A A due toaˆ q
L aqˆ ˆ.the intersection A  A Z . Hence there exists a b such that N  0.b
It follows from Frobenius reciprocity that N ab  0, i.e.,  Ý N ab  0.q aq b q
Q.E.D.
For a pure C-WHA this means that every representation represents
L Ž R .A and A faithfully. Even in the non-pure case the maximal possible
faithfulness is attained which is still compatible with the groupoid-like
sector composition.
4.7. Pairing Formula
To conclude the general analysis we return to the beginning and give an
expression of the canonical pairing in terms of the Markov trace and the
TemperleyLiebJones projections. This formula can be the starting point
of the reconstruction of a WHA from given inclusion data.
THEOREM 4.11. With  denoting the Marko trace on the Weyl algebraM
ˆ ˆA A, the canonical pairing of  A and x A can be written as
² : 32 12 12 , x     ee g xg 4.134Ž .ˆŽ .M L R
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where we introduced the notation
g  f1 g f1  f1 k12 g k12 f1 4.135aŽ .L L L L L L
g  f1 g f1  f1 k12 g k12 f1 4.135bŽ .R R R R R R
Proof. At first compute
L L 12 12 12 12 ˆ² :E ex  E r q hq x  q h q x h , r h xŽ . Ž .M R L L L Ž1. L Ž1. R Ž2. Ž2.
12 1 12 ˆ² : q r h S x q x h , hŽ .L L Ž1. Ž2. L Ž1. Ž2.
 1q12S1 x q12 xŽ .L Ž2. L Ž1.
Ž .and then apply this together with 4.128 to obtain
ˆL ˆL 12 12 2E ee  E ee pi169 S h r er g hŽ .ˆ ˆ ˆŽ .Ž .ž /M M Ž1. R R R Ž2.
ˆL L 12 12 2 E eE e pi169 S h r r g hˆ Ž .Ž .ž /ž /M M Ž1. R R R Ž2.
 2 q12 r12 h q12S h r12 g2 h  , S h² :Ž . Ž .L L Ž2. L Ž3. R R Ž4. Ž1.
2 12 12 12 2 ˆ 12  q r r g h S  qŽ .Ž .L L R R L
1 12 ˆ 12  gq h S  q .Ž .Ž .R L
Therefore
ˆL 1 ˆ 12 12 ee x   , E ee x   ,  h S  q xq g .² :Ž . Ž . Ž .² :ˆ ˆ Ž .M M M M L R
4.136Ž .
The next step is to express the canonical pairing via the canonical trace  ,
ˆ ˆ 2 1² : , x  S  , hpi169 h g S x² :Ž . Ž .Ž . L
ˆ ˆ 2² : S  , h h , h xgŽ .¦ ;Ž1. Ž2. R
ˆ  , h S  xg .Ž .² :Ž .
Ž . Ž .Taking into account the relation 4.95 of  to  and then 4.136 weM
obtain
ˆ 1 12 12 1² : , x   , h S  xgf k k fŽ .² :Ž .M L L R R
  ee f1 k12q12 xq12 k12 f1ˆŽ .M L L L R R R
12 12 32   ee g x g . Q.E.D.Ž . Ž .ˆŽ .M L R
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5. SPECIAL CASES
5.1. Weak Kac Algebras
Ž .Weak Kac algebras WKA , that is to say the generalized Kac algebras
  of 24 are precisely the weak C -Hopf algebras that have involutive
2   antipodes: S  id 14 . If A is a WKA then its dual weak C -Hopf
ˆalgebra A is also a WKA.
LEMMA 5.1. The following conditions for a C-WHA A are equialent.
Ž . 2i A is a WKA, i.e., S  id,
ˆŽ .ii h is a trace on A,
Ž . Ž 2 .iii  g  dim A.R
Ž . Ž .  Proof. Equivalence of i and ii has already been proven in 14 . For
completeness we give here an independent argument. At first we recall
ˆfrom Subsection I.4.3 that the Haar measure is h g g pi169  where theL R
trace  has trace vector   tr g
 tr g1.q q q
Ž . Ž . 2i  ii S Ad  id implies g 1 by uniqueness of the canoni-g
ˆŽ . Ž .cal grouplike element Proposition I.4.4 . Then g 1 and therefore  xˆ hˆ
ˆŽ . gpi169 x g x by I.4.29 , i.e., h is a trace.ˆ ˆ
ˆŽ . Ž .ii  i Using the tracial property of h and Proposition I.4.9 we
ˆ ˆ ˆ ˆ ˆ ˆ ˆhave h  h  h  h  h  gh g. By the nondegeneracy of hˆ ˆŽ1. Ž2. Ž2. Ž1. Ž1. Ž2.
ˆ 2 ˆthis implies  g g for all  A, in particular g  1. Since g 0, weˆ ˆ ˆ ˆ
ˆ 2ˆ 2obtain g 1 and S  id. Taking the transpose, S  id follows.ˆ
L L L ˆ L LŽ . Ž . Ž . ² : Ž .i  iii For x  A we have  x  h, x   x g g , im-L R
plying two interesting identities,
 g1   g 5.137Ž . Ž .Ž .R R
and
 g2   2 . 5.138Ž .Ž . ÝR q
q
The first one is useful in examples to determine g once g is known. TheR
second one together with the inequality
 2  tr g tr g1  n2 5.139Ž .Ž . Ž .q q q q
Ž 2 .shows that  g  dim A and equality holds iff   n , q S ec A,R q q
which in turn is equivalent to that g Center A by the well known
Ž . 2property of the inequality 5.139 . Clearly g Center A iff S  id.
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Q.E.D.
 The following result slightly generalizes the ones of 13 .
THEOREM 5.2. Let A be a weak Kac algebra. Then the indices of the
Marko and of the Haar conditional expectations coincide and take an integer
alue on each hypercentral block,
I   , H H yp A. 5.140Ž .H H
Moreoer, for each acuum  V ac A the dimension of zL A is diisible
by that of z L AL and their ratio is I , and hence constant oer the hypercen-   
tral block.
Ž . LProof. By Lemma 5.1 ii the Haar state is tracial. Therefore E is a
trace-preserving conditional expectation the index of which belongs to the
common centers of A and AL. Now Scholium A.4 implies that EL is the
Markov conditional expectation EL , hence I  . It remains to show thatM
this common index is
dim z L A
  5.141Ž .   L Ldim z A
and then Lemma A.5 of the Appendix will imply that I   , H H yp AH H
are integers. For that purpose, and also for mere curiosity, we compute the
Ž .quantities, k , d , g , f , and d for WKA’s. Since 1 S 1  1, q L   Ž2. Ž1.
 L L L  tr , the left regular trace of A by Lemma 4.6. Furthermore,A
Ž .  n by 5.139 . Thus we haveq q
2L L L Lk   z  n  dim z A , 5.142Ž .Ž . Ž . Ž .Ý  a 
L LaS ec A , a 
 nq q
d   . 5.143Ž .q 12 12
L R L Rk k k kŽ . Ž .q q q q
The modular automorphism of the Haar functional on A is the identity
Ž .therefore g g  Center A by Proposition I.4.14 i . But g 1 impliesL R
g  g , therefore g  AL  AR  Center AHypercenter A. NowL R L
Proposition 4.3 immediately gives the Haar index
I g2 . 5.144Ž .L
ˆThe traces h and  having the same trace preserving conditional expecta-M
tions onto AL and onto AR, too, may differ only in a hypercentral
Ž .RadonNikodym derivative. Comparing this to Eq. 4.95 we see that
f k12 k12 f Hypercenter A which is possible only if f k12 isL L R R L L
itself hypercentral, due to the fullness of the hypercentral blocks. Taking
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Ž .into account the normalization 4.97 this hypercentral element can be
determined and yields the expression
12
k
f  ,  V ac A. 5.145Ž . ž /dim z A  
Therefore the Markov trace has trace vector
nq
t  , qH , H H yp A. 5.146Ž .q dim z AH
This means that  restricts to the normalized regular trace on eachM
hypercentral block z A. The regular dimension matrixH
d  k12 k12 n2 5.147Ž .Ý   q
qS ec A
L Rq  , q 
has f as its PerronFrobenius eigenvector. Inserting 5.145 into the eigen-
value equation one obtains
n2  k   5.148Ž .Ý q    
LqS ec A , q 
Ž .which proves 5.141 and the theorem. Especially for pure weak Kac
algebras we obtain that dim A is divisible by dim AL. Q.E.D.
5.2. The C-WHA B B o p
In the Appendix of I we have shown that any separable algebra B
together with a nondegenerate functional E of index 1 determines a WHA
structure on B Bop. We develop further this construction in the case
when B is a finite-dimensional C-algebra and compute the quantities
introduced in this paper.
Let B
 M with a set of matrix units ei j and minimal centraln  
projections e . We define the trace tr on B by setting tr e  n and will  
Ž . Ž . Ž .also use the traces tr x  tr e x . The nondegenerate functional E x 
Ž 2 . tr  x is given in terms of a positive invertible  B satisfying
Ž 2 . tr   1 for all  S ec B. The structure maps of the C -WHA
op Ž .A B B are the following cf I.Appendix :
 x y  x ei j1  1e ji y , 5.149Ž . Ž .Ž . Ž .Ý Ý  
 ij
 x y  tr  2 xy , 5.150Ž . Ž .Ž .
S x y  y  2 x2 . 5.151Ž . Ž .
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The left and right subalgebras are AL  B 1, AR  1 B. The sectors
Ž . Ž .of A are pairs ,  of sectors of B. All ,  is either a vacuum sector
ˆŽ . Ž .if   or a soliton sector if   . The dual A is a simple algebra
with a single sector denoted .
Using the Definitions I.3.1. and I.3.24 the reader may check that the
element
1
i j jih e   e 5.152Ž .Ý Ý   ij
Ž 2 .is the Haar integral in A, where   tr  . Introducing the notation 
Ý  e , the canonical grouplike element can be written as  
g 12 2  212 . 5.153Ž .
Ž .Ž .Hence the trace vector of the canonical trace  is   tr  tr gŽ  ,  .  
1Ž . Ž . Ž .   . Using the identity  g   g , 5.153 implies'   R R
1
12 2g     1 5.154aŽ .L 12Ý Ž . 
1
2 12g  1   . 5.154bŽ .R 12Ý Ž . 
In this example Z L  Center AL has minimal idempotents zL  e  1, 
therefore the function k   and k   1, k  1 . We obtain  L R
for the standard metric the expression g  2  2 and the dimensions
Ž .of all of the sectors are d  1. Taking into account that k   1 Ž  ,  . 
Ý  , the dimensions of the sectors of AL and AR are also trivial: d  1.  
L R ˆHence the left regular dimension matrices of A , A, A , and A are
d  n , d  n n , d  n , d  n2 , 5.155Ž .Ý        

respectively. Hence the PerronFrobenius eigenvectors are f  n dim B 'and f  1 dim B . The common eigenvalue, which is the Markov index
L R 2 'of the inclusions A  A, is Ý n  dim B dim A . For generic 
choices of  the three traces  ,  , and  are different:S M
 x y    tr x tr y 5.156Ž . Ž . Ž .Ž .'Ý    
 , 
 x y  tr x tr y 5.157Ž . Ž . Ž . Ž .S
n n 
 x y  tr x tr y . 5.158Ž . Ž . Ž .Ž .ÝM  2dim BŽ . , 
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Ž .The Markov trace coincides with the normalized trace in the left regular
ˆrepresentation of A. The Haar functional h and the Haar conditional
L ˆŽ .expectation E x  hpi169 x are now easy to evaluate,
tr 2 x tr 2 yŽ . Ž .ˆ² :h , x y  , 5.159Ž .2tr
tr 2 y
LE x y  x 1 . 5.160Ž . Ž .2tr
For the Haar index I Index EL one obtains the scalar I 1 tr 2.A
APPENDIX A
On the Index of Finite-Dimensional Inclusions
The following results may belong to the standard part of the theory of
 inclusions of multimatrix algebras 9 , although it is difficult to find them
in the form presented here, mainly because we have been using Watatani’s
 ring theoretical notion of index 22 .
Scholium A.1. Let A B be a unital inclusion of finite-dimensional
C-algebras and let  : B be a faithful positive linear functional.
Define the A-module maps E: B A and F: B  A respectively byA A A A
the formulae
 aE b   ab ,  F b a   ba , a A , b B.Ž . Ž . Ž . Ž .Ž . Ž .
Then the following statements are equivalent:
Ž . Ž .i  A  A
Ž .ii E F
Ž .iii E F
Ž .iv E is a conditional expectation.
If the above equivalent conditions hold then E  E will be called the
-presering conditional expectation.
Now let  and  be faithful positive functionals on B such that
Ž . Ž . Ž . A  A and  A  A. We define the left RadonNikodym deriva- 
tives of  w.r.t.  and E w.r.t. E , respectively, by 
 b   sb , E b  E rb , b B. A.1Ž . Ž . Ž . Ž . Ž . 
r can be computed from s by the following formulae:
1 11r E s s E s s sE s . A.2Ž . Ž . Ž . Ž . 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Ž Ž . . Ž . Ž . Ž Ž . .As a matter of fact,  E b a   ba   sba   E sb a  
Ž Ž 1 . Ž . . Ž . E s E sb a , implying the first equality in A.2 . The second follows 
Ž .from the first because E r  1 and the third follows from the second
  since r A  B 22 . One can also show easily that the modular automor-
phisms are related by
      Ad ,      Ad , A.3Ž .A  B A  B  s E  E r 
and that r and s commute. If   is tracial then r is positive and we
have
E b  E rb  E br  E r12 br12 , b B. A.4Ž . Ž . Ž . Ž . Ž .   
For a fixed faithful trace  and for arbitrary  and  as above let s , s 
and r , r be the corresponding RadonNikodym derivatives w.r.t.  and 
E , respectively. Then one has the manifestly positive expressions
 b   s12s12 bs12s12 , A.5Ž . Ž .Ž .   
E b  E r12 r12 br12 r12 . A.6Ž . Ž .Ž .     
In order to study the index of various conditional expectations we need
the inclusion data A B explicitly: A
 M , B
 M , and inclu-n m  
   I J 4sion matrix   . Then there exists a set e  I, J I ,  S ec B  
Ž .of matrix units for B where the index set I consists of triples I a,  , i ,
where  S ec A is such that   0; i 1, . . . ,  ; and a 1, . . . , n .  
An arbitrary conditional expectation
E : B A , E ea  i , i a     i i ea a A.7Ž .Ž .  
can be uniquely characterized by positive elements  M satisfying 
Ý tr   1,  . Here 
ea
 a ea

k , k a  S ec A , a , a 1, . . . , n , A.8Ž .Ý Ý  
 k
are matrix units for A. A faithful conditional expectation E corresponds to
having  invertible whenever   0. In the latter case we choose 
invertible C such that   C C . Then it is straightforward to verify   
that the set of elements
1      jia  i , i a a  i , j a 1b  e C A.9Ž .Ž .Ý  n' j
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I J Ž I J .forms a quasibasis of E, i.e., Ý Ý b E b x  x,  x B. There- I, J I  
fore
Index E b I J b I J e  tr 1 , A.10Ž .Ý Ý   
I J 
II  i 4where e Ý e . Let f  i 1, . . . ,  be the eigenvalues of  . I    
Then
f i  1 A.11Ž .Ý Ý 
 i
1
Index E e  . A.12Ž .Ý Ý Ý if i
 4Let us choose a set w of positive numbers. Then the inequality between
 4arithmetic and harmonic means weighted by w yields
Ý 1f i Ý  wŽ . i     A.13Ž .i 2Ý  w Ý Ý f w    i  
implying the estimate
2Ý  wŽ .  
Index E e  A.14Ž .Ý  i 2Ý Ý f w i  
 4valid for all sequences w of positive numbers. Equality holds here iff
there exist numbers u such that f i  u w for all i.   
LEMMA A.2. Let E: B A be a faithful conditional expectation oer the
connected inclusion A B with inclusion matrix . Then
    2Index E   A.15Ž .
  2where  denotes the L -operator norm.
  Ž i . Ž .2 i 2Proof. Index E max Ý 1f max Ý  w Ý f w  , i       , i  
 4for all choices of positive numbers w . Using the identity
f i w2  w2Ý Ý Ý  
  , i
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we obtain
2Ý  w 1Ž .   i 2 Index E  max f w Ý Ý  i 2 2½ 5Ý f w Ý w  , i      , i
2 2 Ý  w wŽ .   Ý 2 2Ý w  w 
for all vectors w with positive entries. Choosing w to be the PerronFro-
benius eigenvector of t we obtain the desired result. Q.E.D.
Now we turn to the special case of trace-preserving conditional expecta-
 4tions. Let  : B be a faithful trace with trace vector t , i.e.,
Ž I J . I J e   t and t  0. Then the -preserving conditional expectation  
Ž . Ž Ž ..is the unique E: B A satisfying  ab   aE b for a A, b B.
The  matrices of this E can be computed to be
t  i i i i   A.16Ž . s
where s Ý t  is the trace vector of  . Inserting this into theA   
Ž .general formula A.10 gives
Ý  t  t Ž .  
Index E e  . A.17Ž .Ý  t
DEFINITION A.3. Let A B be a connected inclusion with inclusion
matrix . Then the trace  : B is called the Markov trace for A BM
if its trace vector t is the PerronFrobenius eigenvector of t. To make
Ž .it unique we require  1  1, i.e., Ý m t  1. The  -preservingM    M
conditional expectation E : B A is called the Markov conditionalM
expectation.
 4If A B is not connected then let z be the set of minimal idempo-
tents in Center A Center B and let  be the Markov trace of z A 
z B. Then the trace-preserving conditional expectation associated to any
trace  on B, the restrictions of which to the connected components
z A z B are nonzero multiples of  , is a unique conditional expectation  
E : B A, called the Markov conditional expectation.M
Ž .Now a quick look at formula A.17 yields the following
Scholium A.4. If E is a trace-preserving conditional expectation then
Index E Center A Center B E E A.18Ž .M
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Ž .and the index of E saturates the bound A.15 , i.e., for connectedM
  2inclusions Index E  1   .M
Finally, we study connected inclusions for which the Markov index takes
its naıve value dim Bdim A. Note that since nm, we have the¨
general estimate
  2n dim B2    . A.19Ž .2 dim A n
LEMMA A.5. Let A B be a connected inclusion such that the norm of
  2the inclusion matrix satisfies   dim Bdim A. Then the Marko trace
  2 is the left regular trace on B and the Marko index  is an integer.M
Hence dim B is diisible by dim A.
  2   2   2Proof. Since n  n   , n is the PerronFrobenius eigenvec-
tor of t. But then mn is the PerronFrobenius eigenvector of t,
thus
m n 
t  , s  , A.20Ž . dim B dim A
and  and  are the normalized regular traces on B and A,AM M
respectively. Now the dimension vectors m and n satisfy the equations
nm , tm n  I , A.21Ž .
  2where I  , the Markov index. The second equation implies that n I
are integers, therefore if l denotes the greatest common divisor of n  
4 S ec A then I . Now the first equation implies that each m is
divisible by l, too, hence mml and n nl are also integer vectors
and satisfy tm n  I. Therefore I is an integer. Q.E.D.
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