Session 2pPPb: Speech. Attention, and Impairment (Poster Session) 2pPPb15. Complementary correlation may offer a new approach to better understand temporal fine structure coding Adrian K. Lee*, Les Atlas and Xing Li *Corresponding author's address: University of Washington, Seattle, WA 98195, akclee@uw.edu Historically, sound has been separated into a slow-varying envelope and a component that rapidly varies, called the temporal fine structure (TFS). Perceptual studies suggest that users of cochlear implants can benefit from better TFS coding strategies, as they lead to improved speech understanding in noise. Yet given the standard signal processing methodology used in the auditory neuroscience community, namely the Hilbert transform, findings in such prior studies have been limited by their use of the heavily distorted estimates of the TFS information (through the Hilbert phase of the related analytic signal). Complementary correlation is a new mathematical tool with potential to advance our understanding of temporal coding in neuroscience. This new mathematical formulation can be defined simply by dropping the usual complex conjugation operation from the canonical definitions of correlation, coherence, variance, magnitude-squared estimators of power, and other similar common second-order statistical quantities and their estimators. We will show that a complementary correlation approach, which provides a more complete characterization of TFS information, will provide measurable perceptual benefits by reducing distortion in the original speech signal.
Introduction
Complementary correlation is a new mathematical tool with potential to advance our understanding of temporal coding in neuroscience. This new mathematical formulation can be defined simply by dropping the usual complex conjugation operation from the canonical definitions of correlation, variance, magnitude-squared, coherence, and other similar common second-order statistical quantities and their estimators. However, this simple change underlies a deep theory that has primarily been developed for man-made communication signals.
In this paper, we will first introduce the mathematical concept of complementary correlation by first providing an initial scalar formulation. We will then relate this approach to time-series analysis and modulation. Finally, we will conclude by examining the different terms in the spectral domain and further posit how this complementary correlation approach may provide new insights in auditory neuroscience.
Theoretical Justification
The underlying question of separation of audio signals into a modulation envelope and temporal fine structure has been linked to modern communication theory. To introduce these concepts, a recent book by Schreier and Scharf 1 , presented the ideas of complex univariate Gaussian distributions, where combinations of complementary processing along with the usual and conventional "Hermitian" (to distinguish from the newer "complementary") correlation quantities can open up powerful new viewpoints with deep underlying mathematical and statistical formalisms. Beyond the field of communications 2, 3 , this theory has been applied to array processing 4 , adaptive filtering 5 , optics 6 , and machine-learning 7 . We believe that these second-order complementary quantities could also be of value in modeling both our auditory system and cortical coupling.
The mathematical implications and underpinnings of this new formulation (though a seemingly minor alteration of the traditional approach) are extensive and we will only provide a broad treatment here. The theoretical justification outlined below will first start with a mathematical simplification of time-varying modeling in the context of a generative sound model for time-series of acoustic samples followed by an illustration of different terms in their power spectral densities. The notion of complementary statistics can also potentially be applied to both higher-order and non-Gaussian statistics and their estimators, but such an extension will not be detailed nor justified here. For in-depth discussions on the robustness of estimators and other issues related to its implementation, please refer to other published papers [8] [9] [10] . However, to gain insight to the "complementary" quantities, we begin by describing definitions of variance using a complex scalar random variable (which could be, for example, a frequency component in a Fourier decomposition across multiple trial realizations).
Initial Scalar Formulation
We define a scalar complex random variable z k = Re z k
By convention, the variance for a single complex scalar random variable is defined by
where x = u + jv is a zero-mean complex random process. To avoid ambiguities, we will call this variance the standard or "Hermitian" variance (and use the superscript "H" in our notation). The new "complementary" variance is defined in a deceptively similar way, by dropping the conjugation of the second quadratic term as
Evident from the above equation, the conventional Hermitian variance is related to the new complementary variance by a complex scalar factor ρ . Specifically, its magnitude, ρ , represents the amount of impropriety of the zeromean random variable x , which is the degree of correlation between its real and the imaginary parts. Furthermore, its angle, ρ , represents the angle of correlation for an improper random variable. This is akin to the polarization direction in optics and electromagnetic signals in the complex plane. These two characteristics are represented in Figure 1 . The left panel of Figure 1 is the "Proper" case in which ρ ≈ 0 , i.e., no significant correlation between the real and imaginary parts of x , in which case the complementary term does not add useful information. However, ρ can be significantly large as illustrated in Figure 1 (right panel). Speech signals are highly improper, and thus the complementary term carries information 11 . If the random variables are not Gaussian, the more general notion of "circularity" substitutes for the above definitions of propriety and statistical independence in place of the less general notion of correlation between the real and imaginary parts. A circular distribution is always proper; yet, if not Gaussian, a proper distribution can be noncircular. 
Time-series analysis and modulation
As with most acoustic analysis, we can decompose a broadband signal 
In order for m k n [ ] to be considered a modulator term, the remaining multiplicand for each sub-band must be constrained to contain no modulation, namely c k n [ ] = 1. This model is more general than previous modulation models used in audio, speech, auditory processing and sonar. In particular, as proven first in Atlas et al. 13 , and then substantiated in subsequent papers for speech, music and other audio signals, the modulator m k n [ ] is not necessarily real and positive, as assumed for previous incoherent detection.
Perspective from the spectral domain
Since the k th sub-band signal has known 2-sided centers of symmetry, ω = ±ω k , the effect of complementary correlation can be seen based on these symmetries. According to the Wiener-Khintchine theorem, power spectral density is found via the Fourier transform of the autocorrelation. The power spectral density of an audio or speech sub-band signal can be shown to have both a standard Hermitian part, centered at the baseband frequency (as in standard Hilbert or rectified envelope), and a new untested complementary part, mixed with the Hermitian part, located at double frequency terms, i.e., ω = ±2ω k . Therefore, the complementary autocorrelation can be expressed as In auditory neuroscience, half-wave rectification is generally used to approximate the non-linearity of inner hair cells 14 . Unfortunately, this rectification does not allow for more exact mathematical analysis when the input signal and sub-band details are not known. Yet due to the nature of Taylor and Fourier series expansions, the qualitative effects, namely the placement in frequency of the auto-and cross-terms, will follow the placement of an analyzed pure sinusoid. In particular, the zero-frequency centered cross-terms (Hermitian), will be forced to have Hermitian symmetry about ω = 0 , yet the autocorrelation terms will not be forced to have Hermitian symmetry about their centers, located at ω = ±n ⋅ω k , n ≠ 0, n ∈ . Intuition can be gained by analyzing the Fourier series of a periodic, half-wave rectified sinusoid. To conserve space, we will not work through the derivation of this Fourier expansion. However, the resulting Fourier series coefficients of a half-wave rectified sinusoid consist of: a non-zero term at zero frequency; frequency content at ω k is half its original amplitude and it is in-phase with the original signal; and the frequency content at 2ω k has a even lower magnitude and it has a 270° phase relationship with the original sinusoid. Due to the nature of the asymmetry of half-wave rectification, only odd harmonics (beyond 2ω k ) of the fundamental have non-zero terms, and these higher harmonics would be much smaller than the first two harmonics. The effect of half-wave rectification, as compared to the previous squaring operation (as used in the foundational communications random process theory) will have a different frequency domain view (Figure 3) . Nonetheless, the Hermitian and complementary parts, after half-wave rectification, will still be separate in frequency (for sufficiently high center frequency). 
