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Abstract
We study, analytically as well as numerically, the dynamics that arises from the interaction of a
polar polarizable rigid rotor with single unipolar electromagnetic pulses of varying length, ∆τ , with
respect to the rotational period of the rotor, τr. In the sudden, non-adiabatic limit, ∆τ  τr, we
derive analytic expressions for the rotor’s wavefunctions, kinetic energies, and field-free evolution
of orientation and alignment. We verify the analytic results by solving the corresponding time-
dependent Schro¨dinger equation numerically and extend the temporal range of the interactions
considered all the way to the adiabatic limit, ∆τ  τr, where general analytic solutions beyond
the field-free case are no longer available. The effects of the orienting and aligning interactions as
well as of their combination on the post-pulse populations of the rotational states are visualized
as functions of the orienting and aligning kick strengths in terms of populations quilts. Quantum
carpets that encapsulate the evolution of the rotational wavepackets provide the space-time por-
traits of the resulting dynamics. The population quilts and quantum carpets reveal that purely
orienting, purely aligning, or even-break combined interactions each exhibit a sui generis dynamics.
In the intermediate temporal regime, we find that the wavepackets as functions of the orienting and
aligning kick strengths show resonances that correspond to diminished kinetic energies at particular
values of the pulse duration.
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I. INTRODUCTION
Understanding the dynamics of quantum systems subject to strong time-dependent elec-
tromagnetic fields has been central to research areas ranging from molecular [1–4] to ultra-
fast laser physics [5, 6] and from stochastic [7] to condensed-matter physics [8, 9]. In par-
ticular, the study of the effects on atoms and molecules of ultra-short ( picosecond) laser
pulses and the kicks, whether single or multiple, they exert has matured into a broad field
of research with a plethora of applications in science and technology, cf., e.g., Refs. [10–16].
For polar and polarizable molecules, the interaction with an external electromagnetic
field gives rise to orienting and aligning terms, proportional to cos θ and cos2 θ, respectively,
with θ the polar angle between the body-fixed electric dipole moment and the field vector.
The electric dipole moment can be either permanent or induced, the former, denoted by
µ, reflecting the anisotropy of the electron distribution in the molecular frame and the
latter, denoted by ∆α, the anisotropy of the molecule’s polarizability. In 1999, it had been
recognized [17, 18] that it is the combination of the aligning and orienting interactions that
provides a versatile means to efficiently manipulate molecular rotation and to achieve a high
degree of orientation of the molecular axis of essentially any polar molecule.
The time dependence of the electromagnetic field plays a key role in determining the
outcome of either the orienting or aligning interaction [19–26] or of their combination [27, 28].
If the field is turned on and off slowly with respect to the molecule’s rotational period,
τr = pi~/B, the molecule continues rotating as if no interaction with the field had taken
place (adiabatic interaction). This is independent of how strong the effects of the field may
have been during the time that the field was on. In contrast, if the field is turned on and off
“suddenly” (i.e., over a time much shorter than the molecule’s rotational period), then the
orientation/alignment will recur indefinitely after the turn-off of the field, at times that are
related to the molecule’s rotational period (non-adiabatic interaction).1 Hence molecules
that suffered a sudden ‘kick’ exhibit orientation/alignment even in the subsequent absence
of a field.
In previous experiments and most theoretical studies, the aligning interaction was due to
a polarized electromagnetic wave interacting with the anisotropic molecular polarizability,
while the orienting interaction was brought about by subjecting the molecule to a superim-
1 In practice, when the molecule collides, say, with the wall of the vacuum chamber, the recurrences cease
as other processes take over.
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posed electrostatic field. Current technologies make it possible to produce electromagnetic
pulses that consist of only a few oscillation cycles [29–34]. Moreover, the electromagnetic
wave’s electric field distribution over the cycles can have a bias, with a higher oscillation am-
plitude in one direction than in the other. Such ‘unipolar’ pulses are a boon to manipulating
molecular rotation: (a) Their short duration (typically less than a picosecond, as compared to
nanosecond rotational periods of typical small molecules) ensures a sudden interaction that
results in recurring orientation/alignment; (b) The pulse interacts simultaneously with both
the permanent and induced electric dipole moment of the molecule, whereby the combined
interactions technique of manipulating molecular rotation is automatically implemented.
With few exceptions [35, 36], a detailed time-dependent treatment of a molecular rotor
interacting with a unipolar electromagnetic field has been restricted to either a purely align-
ing or a purely orienting interaction [37–42], or a combination of the two, but with a time
delay between them (e.g., Ref. [43]). Herein, we present results of a systematic study that
explores both the non-adiabatic and adiabatic regime of concurrent aligning and orienting
interactions for the case of a full-fledged (3D) linear molecular rotor, characterized by the
values of its permanent electric dipole moment, polarizabilty anisotropy, and rotational con-
stant. Although our study is chiefly analytic concentrating on the effects of ultra-short pulses
(or δ-pulses), it also offers numerical solutions to the corresponding Schro¨dinger equation
involving finite-width pulses. We note that quasi-analytic solutions of the time-independent
Schro¨dinger equation for the combined fields have been recently investigated via supersym-
metric quantum mechanics [44–47] and its complex-plane variant [48].
This paper is organized as follows: In Section II, we introduce the general Hamiltonian
of a 3D linear rotor under combined orienting and aligning interactions, the time-dependent
Schro¨dinger equation (TDSE), and the analytic and numerical approaches to solving the
TDSE. In Section III, we present successively the results of the population analysis, kinetic
energy imparted to the molecular rotor, and the rotor’s field-free evolution following its
interaction with either δ-pulses or finite-width pulses. Finally, in Section IV, we provide a
summary of our chief results and their comparison with past analyses as well as mention
possible applications.
3
II. MODEL
We consider a driven full-fledged (3D) linear rigid rotor with a Hamiltonian of the form
H˜ = BJ2 + V˜ (θ, t) (1)
where B = ~2/2I is the rotational constant (with I the moment of inertia),
J2 = − 1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
− 1
sin2 θ
∂2
∂φ2
(2)
is the operator of the angular momentum squared, and θ ∈ [0, pi] and φ ∈ [0, 2pi] are the
polar and azimuthal angles [49]. For a dimensionless Hamiltonian
H ≡ H˜/B = J2 + V (θ, τ) (3)
and dimensionless time τ ≡ Bt/~, the corresponding time-dependent Schro¨dinger equation
(TDSE) takes the form
i
∂
∂τ
ψ(θ, φ, τ) = Hψ(θ, φ, τ) (4)
where the corresponding dimensionless driving potential V ≡ V˜ /B is given by
V (θ, τ) =
 −η(τ) cos θ − ζ(τ) cos2 θ 0 ≤ τ ≤ τ00 τ > τ0
 (5)
with η(τ) and ζ(τ) dimensionless parameters characterizing the strengths of the orienting,
cos θ, and aligning, cos2 θ, interactions, respectively. These interactions impart kicks (im-
pulses) to the rotor, which we characterize by dimensionless kick strength parameters
Pη =
∫ τ0
0
η(τ)dτ, Pζ =
∫ τ0
0
ζ(τ)dτ (6)
These parameters allow for comparing the dynamics that results from kicks of different
shapes, lengths, and strengths. Note that the energies obtained from Eq. (4) are expressed
in terms of the rotational constant B and that a rotational period amounts to τr = pi.
In what follows, we investigate the effects of the ultra-short pulses (δ-pulses) that give
rise to non-adiabatic interactions as well as finite-width pulses whose interactions exhibit a
transition to adiabaticity.
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A. δ-pulses: Analytic solutions in the sudden-limit
In order to derive an analytic expression for the rotational wavepacket after the interaction
with the potential V , we make use of the interaction representation [50, 51] and write the
total Hamiltonian as H(τ) = H0+H1(τ) whose wavefunction, ϕ, is related to the Schro¨dinger
picture wavefunction, ψ, by ϕ(θ, φ, τ) ≡ eiJ2τψ(θ, φ, τ). Thus the TDSE (4) becomes
i
∂
∂τ
ϕ(θ, φ, τ) =
[
eiJ
2τV (θ, τ)e−iJ
2τ
]
ϕ(θ, φ, τ) (7)
and ϕ evolves under the action of propagator UI given by the Dyson series
UI(τ, 0) = Tˆ exp
[
−i
∫ τ
0
eiJ
2τ ′V (θ, τ ′)e−iJ
2τ ′dτ ′
]
(8)
with Tˆ the time-ordering operator.
In the sudden limit, the duration of the interaction, ∆τ , is much less than the rotational
period, τr, i.e., ∆τ/τr  1. The potential of Eq. (5) then delivers a δ−kick to the system,
i.e., an instantaneous impulse, whose strength is characterized by the kick strengths Pη and
Pζ . In the sudden-limit, the time ordering in Eq. (8) becomes irrelevant and operator e
iJ2τ
can be neglected during the pulse (0 6 τ 6 τ0) [20, 37, 51–53]. Hence the propagator in the
interaction picture can be written as
UI(τ > τ0, 0) = e
−i ∫ τ00 V (θ,τ ′)dτ ′ . (9)
By taking ϕ(θ, φ, 0) = ψ(θ, φ, 0), the Schro¨dinger picture wavefunction after the pulse (τ >
τ0) can be obtained from
ψ(θ, φ, τ) = e−iJ
2τe−i
∫ τ0
0 V (θ,τ
′)dτ ′ψ(θ, φ, 0)
= e−iJ
2τei(Pη cos θ+Pζ cos
2 θ)ψ(θ, φ, 0) (10)
Eq. (10) implies that a δ-kick does not alter the probability density |ψ|2 of the system,
leaving the post-pulse angular distribution the same as in the initial state – except for a
change of phase.
In what follows, we assume the system to be initially in one of the stationary states of
its field free Hamiltonian, i.e., ψ(θ, φ, 0) = Y M0J0 (θ, φ), with Y
M0
J0
(θ, φ) a spherical harmonic
pertaining to initial quantum numbers J0 and M0.
2 We also choose these eigenstates as a
2 Note that as a result of the azimuthal symmetry of Hamiltonian (4), the quantum number M0 is conserved.
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basis set for expanding the time-dependent wavefunction, with the result
ψ(θ, φ, τ) =
∑
J
e−iEJτCJJ0,M0Y
M0
J (θ, φ) (11)
where EJ = J(J + 1). Note that the expansion coefficients, C
J
J0,M0
, are time-independent,
in consequence of the fact that the time dependence in Eq. (10) only arises from the e−iJ
2τ
term.
The final form of the wavefunction in the sudden limit is given by (for a detailed derivation
see Appendix A)
ψ(θ, φ, τ) =
∞∑
J=0
e−iEJτ
J+J0∑
J ′=|J−J0|
cJ
′
√
2J0 + 1
2J + 1
〈J ′0, J00|J0〉 〈J ′0, J0M0|JM0〉Y M0J (θ, φ) (12)
where 〈J1M1, J2M2|J3M3〉 are the Clebsch-Gordan coefficients and only cJ ′ is a function of
the kick strengths, cf. Eq. (A5).
Throughout the remainder of this paper, we restrict ourselves to the case when the free
rotor is initially in its ground state, J0 = M0 = 0. As a result, the C
J
J0,M0
coefficients in
Eq. (11) reduce to
CJ0,0 = c
J
√
1
2J + 1
(13)
Further below, we will discuss the properties of these analytic sudden-limit wavefunctions
and the expectation values obtained from them. But first, we consider explicitly the analytic
wavefunctions in the sudden limit for the purely orienting and purely aligning interactions.
1. Purely orienting interaction: Pη > 0 & Pζ = 0
This case, which is equivalent to assuming η > 0 and ζ = 0 in Eq. (5) and hence
Pη > 0 and Pζ = 0, has been considered previously [37–39]. By making use of the limit
lim
Pζ→0
(Pζ)
0 = 1, one can obtain an explicit expression for cJ from Eq. (A5) which, when
substituted into Eq. (A6), yields
CJ0,0 =
√
2J + 1
∞∑
k=J
(iPη)
k
2J+1
Γ((k − J + 1)/2)
Γ(k − J + 1)Γ((k + J + 3)/2) (14)
6
Upon a change of variable, z ≡ k−J
2
, and applying the Legendre duplication formula, Eq. (14)
reduces to
CJ0,0 = i
J
√
2J + 1
[ ∞∑
z=0
√
pi
2Pη
(−1)z
z!(z + J + 1
2
)!
(
Pη
2
)2z+J+ 1
2
]
= iJ
√
2J + 1JJ(Pη) (15)
with JJ the spherical Bessel function of the first kind. Upon substituting for CJ0,0 into
Eq. (11), we finally obtain
ψ(θ, τ) =
∑
J
e−iEJτ iJ
√
2J + 1JJ(Pη)Y 0J (θ) (16)
2. Purely aligning interaction: Pζ > 0 & Pη = 0
For η = 0 and ζ > 0, the potential of Eq. (5) yields a purely aligning interaction, and so
Pζ > 0 and Pη = 0. This is equivalent to setting (k− `) = 0 in Eq. (A5). However, in order
for cJ to be non zero, k + ` + J must be even and so does 2k + J , with the consequence
that the summation in Eq. (12) will only run over even J values. The coefficients CJ0,0 with
J even are given by
CJ0,0 =
√
2J + 1
∞∑
k=J
(iPζ)
k
k!
1
2J+1
Γ(2k + 1)Γ((2k − J + 1)/2)
Γ(2k − J + 1)Γ((2k + J + 3)/2) (17)
while those for J odd vanish. By a change of variable, z ≡ k − J/2, and the application of
the Legendre duplication formula, the coefficients turn out to be
CJ0,0 =
√
2J + 1
2
(iPζ)
J/2
∞∑
z=0
(iPζ)
z
z!
Γ(z + J/2 + 1/2)
Γ(z + J + 3/2)
=
√
2J + 1
2
(iPζ)
J/2
[ ∞∑
z=0
(iPζ)
z
z!
(J/2 + 1/2)z
(J + 3/2)z
]
Γ(J/2 + 1/2)
Γ(J + 3/2)
=
√
2J + 1
2
(iPζ)
J/2 Γ(J/2 + 1/2)
Γ(J + 3/2)
1F1(J/2 + 1/2; J + 3/2; iPζ) (18)
where 1F1 is the confluent hypergeometric function of the first kind (often called the Kummer
function). Upon substituting for CJ0,0 into Eq. (11), we finally obtain the wavefunction in
the following analytic form,
ψ(θ, τ) =
∑
J=0,2,...
e−iEJτ
√
2J + 1
2
(iPζ)
J/2 Γ(J/2 + 1/2)
Γ(J + 3/2)
1F1(J/2+1/2; J+3/2; iPζ)Y
0
J (θ) (19)
The above analytic limit has already been investigated in previous work (see, e.g., [20, 40,
41]).
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B. Finite-width pulses: Numerical analysis
The more general case of finite-width pulses interacting with a polar and polarizable
rigid rotor requires a numerical analysis. For the purposes of this analysis, we consider the
temporal dependence of potential (5) to be a finite-width Gaussian, which results in the
following temporal dependence of the orienting and aligning parameters,
η(τ) =
η0√
2piσ
e−
(τ−τ0/2)2
2σ2 (20)
ζ(τ) =
ζ0
2piσ2
e−
(τ−τ0/2)2
σ2 (21)
with η0 and ζ0 the amplitudes of the orienting and aligning interaction, respectively, and σ
a dimensionless pulse-width expressed in units of the rotational period of the rigid rotor. As
a result,
Pη
Pζ
=
2
√
piη0σ erf
(
τ0
2
√
2σ
)
ζ0 erf
(
τ0
2σ
) (22)
In our simulations, 0 ≤ τ ≤ τ0 with τ0 = 100 σ, and so the pulse is centered at τ =
τ0/2 = 50 σ and Pη/Pζ ≈ 3.545ση0/ζ0. For the purposes of numerical integration, the choice
of 100 σ very well approximates a Gaussian that goes to zero only at infinity, which renders
the error functions in Eq. (22) redundant. Since the Gaussians of Eqs. (20) and (21) maintain
a constant area – and thus the kicks corresponding to each impart a constant energy to the
rotor, cf. Eq. (6), varying the pulse-width σ offers a way of studying the non-adiabatic,
transient, and adiabatic regimes at the same pulse energy, albeit with a correspondingly
varying amplitude of the pulse.
We made use of the WavePacket software package [54, 55] for solving the TDSE, Eq. (4),
by expanding the wavefunction in a truncated orthonormal basis of Legendre polynomi-
als PJ , the so-called finite basis representation (FBR), and corresponding discrete variable
representation (DVR), and using the Strang splitting propagator to switch back and forth
between FBR and DVR when evaluating the effect of potential and kinetic energy, respec-
tively.
All the numerical (in the ultra-short pulse limit) and analytic results presented in this
paper were verified by comparing them with each other. Pulse-widths three orders of mag-
nitude smaller than the rotational time period (σ = 0.001) were found to be sufficiently
short to reproduce the sudden limit. Therefore, all results pertaining to the sudden limit
8
were taken straight from the analytic formulae.
III. RESULTS
We now make use of the wavefunctions obtained via the methods outlined above to study
the population dynamics and field-free evolution of a polar and polarizable rotor subject
to unipolar pulses/kicks. We restrict our discussion to a specific range of kick strengths,
namely Pη & Pζ ∈ [0, 10]. This implies that the wavepacket typically comprises a moderate
number of rotational states – about 30 for ultra-short pulses and fewer for longer pulses.
A. Population Analysis
1. δ-pulses
The populations (probability densities), |CJ0,0|2, see Eqs. (12) and (13), of different J-
states that make up the post-kick rotational wavepacket are illustrated in Figure 1. Note
that the rotor was initially in its ground state J0 = 0. A top view (projection onto the Pη, Pζ
plane) of the populations shown in Fig. 1a gives rise to a “population quilt” (Fig. 2a) that
displays the dominant contributions from the different rotational states to the wavepacket
created by various combinations of the aligning and orienting kick strengths. In the non-
adiabatic regime, Fig. 2a and b, we note three main domains – one along the Pη = Pζ
diagonal, and one on either side of it.
The effect of a purely orienting interaction can be seen in Fig. 2a in the vicinity of the
Pη axis. In this domain, the general behaviour of the spherical Bessel function in Eq. (15)
dominates – i.e., with increasing Pη, the quantum number of the most populated rotational
state increases and the selection rule ∆J = ±1 for the rotational transitions applies.
In contrast, for a purely aligning interaction (see the part of the quilt in the vicinity of the
Pζ axis), the dominant contribution comes from the confluent hypergeometric function 1F1 in
Eq. (18) and the most populated rotational states have even J ’s following the selection rule
∆J = ±2. Like for the purely orienting interaction, the most populated J values increase
with Pζ .
Starting from either of the two above domains, upon increasing or decreasing the lopsided
ratio of the orienting and aligning kick strengths and moving closer to the diagonal where
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they are equal, the most populated states (with a minor exception around Pη = Pζ = 3)
become those with J = 0 and J = 1 that alternate as Pη and Pζ increase along the diagonal,
see Fig. 2a.
Fig. 3 illustrates the population dynamics due to a δ-pulse for some particular choices of
points in the (Pη, Pζ) plane. This is complemented by planar projections of the populations
displayed in Fig. 1 and shown in Figs. 1 b, c, d. We see that close to Pη = 1.5 (Pζ = 0), the
wavepacket is essentially an equally-weighted superposition of the two lowest states, J = 0
and J = 1 (Figs. 1b and 3a). Furthermore, at Pζ = Pη ≈ 1.5, these two states remain the
two highest-populated states, each contributing about 2/5 to the overall population (Fig. 1d
and 3c). This behaviour has a counterpart for Pζ = 0 and Pζ ≈ 2.8, with the dominant
J = 0 and J = 2 states contributing almost equally, see Figs. 1c and 3e. On the diagonal
at P ≈ 2.8 (Fig. 1d), three states (J = 0, 1, 3) possess nearly the same populations, albeit
with J = 3 slightly higher than the other two.
The P = 8 case shows that in the strong kick-strengh regime the number of fractional
revivals increases and that orientation and alignment undergo rapid changes compared with
weaker pulses as reflected in the highly structured quantum carpets (see Subsection III C).
Also the quantum-classical correspondence becomes manifest (see Subsection III B).
2. Finite-width pulses
For the finite-width pulses, we studied the effect of the pulse-width by varying σ between
0.001 and 1, thereby imparting the same kick-energies over longer time spans. Whereas for
σ = 0.001 we reproduce much of the behaviour found analytically for the δ-pulses, at σ = 1
the dynamics begins to slowly approach the adiabatic limit, i.e., the system is left without
any excitation at the end of the pulse and the initial rotational state (J = 0) remains the
most populated state throughout the domain of the kick strengths considered.
In particular, for σ = 0.01 (Fig. 2b), the populations closely resemble those obtained
in the sudden regime, except for (a) an enlargement of some existing regions of higher
populations (namely, J = 4 around Pη = Pζ ≈ 10, J = 6 around Pη ≈ 4, Pζ ≈ 6 and
J = 12 around Pη ≈ 10, Pζ ≈ 6, and (b) the unexpected surfacing of hillocks due to higher
populated states, namely J = 4 around Pη ≈ 7, Pζ ≈ 8.3, J = 8 around Pη ≈ 4, Pζ ≈ 9 and
J = 11 around Pη ≈ 7, Pζ ≈ 8.8.
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At a ten-fold pulse-width, σ = 0.1, a transition to adiabaticity becomes manifest, with
about half as many dominant states populated as in the non-adiabatic, sudden regime.
Moreover, a washing out of the three domains observed in the sudden limit takes place, as
evident from Fig. 2c. Indeed, the corresponding population quilt looks like a “zoomed-in”
lower left corner of the quilts shown in Figs. 2a, b.
B. Kinetic energy
1. δ-pulses: the classical-quantum correspondence
The kinetic energy imparted to the rotor, i.e., the expectation value of its angular mo-
mentum squared at the end of the kick,〈
J2
〉
=
∑
J
J(J + 1)
∣∣CJ0,0∣∣2 (23)
can be obtained by evaluating 〈J2〉 from Eqs. (2) and (10) at time τ0, with the result,〈
ψ(τ0)
∣∣J2∣∣ψ(τ0)〉 = ∫ 2pi
0
dφ
∫ pi
0
sin θdθY 00 e
−i(Pη cos θ+Pζ cos2 θ)J2ei(Pη cos θ+Pζ cos
2 θ)Y 00
=
i
2
∫ pi
0
sin θdθ
[
2Pζ(2 cos
2 θ − 1)− iP 2η sin2 θ − 4iP 2ζ cos2 θ sin2 θ
]
=
2
3
P 2η +
8
15
P 2ζ (24)
All other contributions to the integral vanish by symmetry. Thus the dependence of the
kinetic energy imparted by a δ-pulse on the kick strengths is monotonous – a surprisingly
simple result, especially when compared with the rich – and partly counterintuitive – struc-
ture of the population quilts.
Interestingly, Eq. (24) has a classical counterpart which is isomorphic with it. The La-
grange equation of motion of a rotor in potential V (θ, τ) given by Eq. (5) for variable θ
reads
d
dτ
(
1
2
dθ
dτ
)
= −∂V
∂θ
= −η(τ) sin θ − ζ(τ) sin 2θ (25)
with the dimensionless time τ ≡ t/2I, potential 2IV˜ ≡ V , and kinetic energy 1
4
(
dθ
dτ
)2
in
the units of 1/2I. Accordingly, for a rotor with zero initial angular velocity and an initial
11
coordinate θi (i.e., before the pulse), integration of Eq. (25) over the pulse duration yields
an angular velocity dθi
dτ
= −2 (Pη sin θi + Pζ sin 2θi) after the pulse. As a result, the mean
value of the dimensionless classical kinetic energy over different initial angles then becomes
〈
J2cl
〉
=
1
2
∫ pi
0
sin θidθi
[
1
4
(
dθi
dτ
)2]
=
1
2
∫ pi
0
sin θidθi [Pη sin θi + Pζ sin 2θi]
2
=
2
3
P 2η +
8
15
P 2ζ (26)
which is isomorphic with Eq. (24), as noted.
2. Finite-width pulses: σ-dependent resonances
During the pulse, the kinetic energy of the rotor increases, reaches a maximum, and then
decreases to a constant, post-pulse value. This post-pulse value decreases with increasing
pulse-width as the adiabatic limit is approached. However, the dependence of the post-pulse
kinetic energy of the rotor on the pulse-width σ exhibits a previously overlooked behaviour.
In the semi-logarithmic plot in panel (a) of Fig. 4, which shows the post-pulse kinetic
energy as function of the pulse duration σ for Pη = 1.5 and Pη = Pζ = 1.5, three separate
regimes can be distinguished: (i) The non-adiabatic regime, on the far left where σ → 0.
The corresponding kinetic energy is nearly constant, given by Eq. (24) and represented by
the horizontal magenta lines. (ii) The transition regime at medium σ (1.5 . σ . 3) where a
conspicuously sharp resonance occurring at σ = 1.847 (about 0.6 times the rotational time-
period) effects a sudden drop in kinetic energy by nearly three orders of magnitude. Thus, we
see the possibility of a rotational arrest much before the adiabatic regime is reached. Since
the kinetic energy comprises a sum of squares of coefficients CJ0,0, cf. Eq. (23), the resonances
occur whenever the coefficients contributing to the wavepacket vanish (see Fig. 4b). (iii)
The adiabatic regime, σ > 3, where the kinetic energy drops off by ten orders of magnitude
compare to the ultra-short pulse regime (see Fig. 4a). The combined fields pulse behaves
differently in the medium σ regime, with the resonance(s) (observed for higher kick strengths)
pushed rightwards, while closely mimicking the purely orienting pulse in the other two
regimes.
In order to better understand the origin of the resonances, we set up a two-level model
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with the free-rotor ground state, Y 00 , being the initial state (before the arrival of the pulse)
and the superposition of the ground and first excited rotational states, Y 00 and Y
0
1 , being
the final state (at the end of the pulse) [50]. The two-level Hamiltonian matrix in the basis
of the Y 00 and Y
0
1 free-rotor states reads,
H(τ) =
 0 V (θ, τ)
V (θ, τ) 2
 =
 0 −η(τ)√3
−η(τ)√
3
2
 (27)
where we made use of the matrix element 〈Y 00 | cos θ|Y 01 〉 = 1/
√
3. We note that in the
medium-σ domain, the two-level model is only approximate – see the non-negligible coeffi-
cient of the J = 2 state in the lower panel of Fig. 4 – but becomes accurate for higher σ
values and even morphs into an essentially one-level system in the adiabatic regime. Since
the off-diagonal matrix element 〈Y 00 | cos2 θ|Y 01 〉 pertaining to the aligning interaction van-
ishes, the two-level model only captures the orienting and combined interactions but not the
purely aligning one. We note that the two-level model describes adequately the effect of the
purely orienting pulse over the whole σ domain – even in the non-adiabatic limit; however,
this is only because of our particular choice of kick strengths, while for other choices, a two-
or three-level approximation holds only in the medium σ regime.
In the interaction picture, cf. Eq. (7), the matrix form of the TDSE within the two-level
model becomes
i
d
dτ
C00,0(τ)
C10,0(τ)
 =
1 0
0 e2iτ
 0 −η(τ)√3
−η(τ)√
3
2
1 0
0 e−2iτ
C00,0(τ)
C10,0(τ)
 (28)
which results in the following set of coupled differential equations for the coefficients C00,0
and C10,0,
d
dτ
C00,0(τ) = ie
−2iτ
(
η(τ)√
3
)
C10,0(τ),
d
dτ
C10,0(τ) = ie
2iτ
(
η(τ)√
3
)
C00,0(τ) (29)
By solving the above two coupled equations numerically, we obtain the coefficients of the
ground and excited states as a function of the dimensionless time τ , and hence, the post-
pulse kinetic energy, 〈J2〉 = 2|C10,0(τ0)|2). This is shown in panel (a) of Fig. 4 by the black
dotted curve (pertaining to Pη = 1.5). Furthermore, by successively solving the said coupled
equations numerically, we obtain a scatter plot shown in panel (c) of Fig. 4, which displays
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the positions, σR, of various first- and second-order resonances as a function of Pη. It is found
that the various orders of resonances oscillate with the same frequency in Pη (of about 5.5) –
a behaviour that may be described as a “forward cycling oscillation” in σ. Higher orders are
washed out as one approaches the adiabatic limit, but become visible again with increasing
kick strength Pη. The behaviour of these resonances for higher kick strengths as well as
their connection to orientation and alignment will be treated elsewhere.
C. Space-time portraits of the probability densities of rotational wavepackets cre-
ated by δ-pulses
In this subsection as well as the following one, we analyze the dynamics of the polar
polarizable rotor subject to δ-pulses based on the analytic theory developed in Subsection
II A. The characteristic phenomena that such an interaction brings about, such as wavepacket
revivals, (anti-)orientation and (anti-)alignment are captured by the so-called “quantum
carpets,” i.e., contour plots of the probability density |ψ(θ, τ)|2 in the θ, τ plane [56, 57].
Note that we use the common definition of alignment, θ ≈ 0 or pi, anti-alignment, θ ≈ pi/2,
as well as orientation, θ ≈ 0 and anti-orientation, θ ≈ pi. behaviour
The wavepacket, Eq. (11), can be recast in terms of the modulus and phase of the
expansion coefficients CJ0,0,
ψ(θ, τ) =
∑
J
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ) (30)
with eiγJ = CJ0,0/
∣∣CJ0,0∣∣ and so the probability density can be written as
|ψ(θ, τ)|2 =
∑
J
∣∣CJ0,0∣∣2 [Y 0J (θ)]2 + 2 ∑
J>J ′
∣∣CJ0,0∣∣ |CJ ′0,0|Y 0J (θ)Y 0J ′(θ) cos (∆γJJ ′ −∆EJJ ′τ) (31)
with ∆γJJ ′ ≡ γJ − γJ ′ ,∆EJJ ′ ≡ EJ − EJ ′ . Thus the probability density consists of a
constant “population” term and an oscillatory “coherence” term, the latter comprised of
Fourier terms with different frequencies ∆EJJ ′ but with a constant phase shift ∆γJJ ′/∆EJJ ′
for each frequency.
Since EJ = J(J + 1) is an even integer, the wavefunction of Eq. (30) is identical at the
end of the pulse to its initial value at integer multiples of the revival time τrev = pi,
ψ(θ, τ + pi) = ψ(θ, τ) . (32)
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Moreover, for N = J − J ′, ∆EJJ ′ = 2J ′N + N(N + 1) is an even integer too, and so the
coherence term in Eq. (31) is a pi-periodic function represented by a Fourier sum of terms
with periods
2pi
∆EJJ ′
=
τrev
J ′N +N(N + 1)/2
(33)
each of which is an even or odd integral fraction of the revival time. The presence of even
fractions explains the absence of a mirror revival (reformation of the initial wavepacket with
a changed sign in a mirrored location about θ = pi/2 [58]) at half of the revival time τ = pi/2.
Furthermore, at half of the revival time, because of different values of the phase e−iEJpi/2
for J(mod4) ∈ {0, 1, 2, 3}, the wavepacket of Eq. (30) can be split into two terms
ψ(θ, τ + pi/2) =
∑
J( mod 4)∈{0,3}
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ) − ∑
J( mod 4)∈{1,2}
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ)
(34)
representing a fractional revival. Wavepackets with only J(mod4) ∈ {0, 3} as the main
populated states will closely resemble the initial state after half of the revival time. Similarly,
wavepackets with only J(mod4) ∈ {1, 2} as the main populated states, will also resemble
the initial state but with the opposite sign.
1. Purely orienting interaction
The quantum carpets for the purely orienting interaction are shown in panels (a), (d),
and (g) of Figure 5. A conspicuous feature they exhibit is the inversion symmetry of the
probability density |ψ(θ, τ)|2 with respect to the point θ = τ = pi/2. This inversion symmetry
has its origin in the equality
ψ (θ, τ) = ψ∗ (pi − θ, pi − τ) (35)
which follows from the wavefunction of Eq. (16), where eiγJ = iJ , and the parity transfor-
mation Y MJ (pi − θ, pi + φ) = (−1)JY MJ (θ, φ). Eq. (35) leads to
ψ
(
θ,
pi
2
)
= ψ∗
(
pi − θ, pi
2
)
(36)
which implies the splitting of the wavepacket into two separate packets at τ = τrev/2 = pi/2,
see panels (a), (d), and (g) of Fig. 5.
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2. Purely aligning interaction
Analogous results to those above are not available for the purely aligning interaction,
due to the complicated phase and modulus terms arising in the corresponding wavefuntion,
Eq. (19). However, we can glean some general features of the purely aligning interaction
from the quantum carpets shown in panels (b), (e), and (h) of Fig. 5.
Shortly after τ = τrev/2 = pi/2, the probability densities have almost isotropic angular
distributions, which are reflections of the initial angular distribution. Such isotropic distri-
butions are mostly found at weak kick-strengths, see panel (b) of Fig. 5. With increasing
Pζ , the probability densities become increasingly anisotropic.
We also note that whereas aligned and anti-aligned distributions appear, respectively,
before and after τ = τrev/2, this order is reversed at the full revival time τ = τrev (more
about this in Section III D).
Furthermore, at τ = τrev/4 and τ = 3τrev/4, partial anti-alignment and alignment occurs,
respectively. Applying a phase equivalent to e−
ipi
4 , Eq. (34) yields
ψ(θ, τ +
pi
2
∓ pi
4
) =
∑
J( mod 8)=0
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ) − ∑
J( mod 8)=4
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ)
± i
 ∑
J( mod 8)=2
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ) − ∑
J( mod 8)=6
∣∣CJ0,0∣∣Y 0J (θ)ei(γJ−EJτ)
 .
(37)
For τ = 0 the sign of coefficients with J(mod4) = 0 does not change, in contrast to the
sign of coefficients with J(mod4) = 2. Even though an explicit formula is elusive, using the
following relations for spherical harmonics (with J even)
Y 0J (θ) =
J∑
n=0
aJn cos(nθ)
Y 0J
(pi
2
− θ
)
=
J∑
n=0
(−i)naJn cos(nθ) (38)
where aJn ∈ R+, and noting that (−i)J( mod 4)=0 = 1, (−i)J( mod 4)=2 = −1, we can qualita-
tively interpret the change of sign in Eq. (37) as a pi/2-rotation and infer that
ψ
(
θ,
pi
4
)
∼ ψ
(
pi
2
− θ, 3pi
4
)
(39)
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3. Combined orienting and aligning interactions
Panels (c), (f), and (i) of Fig. 5 show the quantum carpets for the combined orienting
and aligning interactions of equal kick strength, Pη = Pζ ≡ P , from low (P = 1.5), to
intermediate (P = 2.8), to high (P = 8). For higher kick strengths, the number of fractional
revivals beyond those discussed above (at full, half, and quarter of the rotational period)
increases dramatically. As a result, the probability density patterns become complex and so
does the analysis of Eq. (31) due to the presence of many terms. However, one can single
out the following qualitative features, such as the “wavepacket focusing” and the formation
of “canals and ridges.”
a. Wavepacket focusing was first observed for the purely orienting kicks and consists
in the localization of the initially isotropic wavepacket around θ = 0 after short times τf ≈
1/(2Pη) (this expression becomes exact at high Pη). By invoking the definition of wavepacket
focusing based on the same semi-classical arguments as in Refs. [38, 59], we estimate the
focusing time for the combined orienting and aligning interactions as 1/(2Pη + 4Pζ).
We also encounter the phenomenon of “reversed-focusing”, i.e., localization of the
wavepacket around θ = pi shortly before the full revival. While for the purely orienting
interaction, reversed-focusing occurs at τrf = τrev − τf , it comes about somewhat earlier for
the combined interaction.
b. Canals and ridges are linear structures corresponding to low and high probability
densities in the quantum carpets that arise at high kick strengths, see panels (g) and (i) of
Fig. 5 as well as Fig. 6.
As shown in Refs. [56, 58, 60] these rich interference patterns are correlated with the
space-time structure of the full and fractional revivals. Moreover, the “characteristic rays”
indicating the loci of the canals and ridges can be interpreted as space-time trajectories of
free particles on a ring propagating with a quantized angular velocity dθ/dτ (in units of
B/~) [56, 61, 62]. We note that the patterns of the carpets in Fig. 5 for Pζ = 0 are similar
to those reported in Ref. [62] for the space-time evolution of a wavepacket corresponding
to a squeezed pendular state initially localized in one of the potential wells of a symmetric
double well potential (with θ ∈ [0, 2pi]).
The kinematic equations for the characteristic rays – their “classical background” – can
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be derived from the average angular momentum J¯ of the system defined by [63],
J¯(J¯ + 1) ≡
∑
J
J(J + 1)
∣∣CJ0,0∣∣2 (40)
Using Eqs. (23) and (24), we obtain
J¯(Pη, Pζ) =
1
2
(√
8
3
P 2η +
32
15
P 2ζ + 1− 1
)
. (41)
Then the classical dimensionless time τcl is given by [58, 63, 64]
τcl =
pi
dEJ
dJ
|J=J¯
=
pi
(2J¯ + 1)
. (42)
For instance, for Pη = 8 and Pζ = 0, Eq. (41) yields J¯(Pη = 8, Pζ = 0) = 6.0511; and
for Pζ = Pη = 8, J¯(Pη = 8, Pζ = 8) = 8.2778. Rounding these values to (
[
J¯(8, 0)
]
= 6 ,[
J¯(8, 8)
]
= 8) in order to fulfill the boundary condition for τ ∈ [0, pi] and choosing τf as the
initial point, we obtain the classical trajectories [61, 65]
θ(τ) =
pi
τcl
(τ − τf)− βpi (43)
with β an even integer for rays running between θ = 0 to θ = pi and
θ(τ) = − pi
τcl
(τ − τf) + (β + 1)pi (44)
with β an odd integer for rays running between θ = pi to θ = 0. Note that β indicates the
number of reflections from the θ = 0 and θ = pi boundaries. We also note that taking τf as
the initial time is consistent with the localization of the initial wavepacket as required by
the correspondence principle [66, 67].
The trajectories given by Eqs. (43) and (44) are shown by black dashed lines in Fig. 6.
The dotted lines in Fig. 6 start from a reversed-focused wavepacket at τrf before the full
revival time and propagate with the same slope as given by Eqs. (43) and (44) but with
decreasing τ . These rays are of interest because of the backward bouncing in τ .
In addition, some of the loci (without reflections) due to the fractional revivals are shown
as red dashed and dotted lines in Fig. 6. The dashed red rays emerge from the focusing
point close to the lower left corner of the space-time density plots (θ = 0, τ ≈ τf) with the
shape
θ(τ) =
pi
ντrev
(τ − τf), (45)
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where ν is a fraction of mutually prime integers (see also Refs. [63, 67, 68] for an extensive
discussion of these rays and the fractional revivals). The dotted lines starting from the
reversed-focusing point near the upper right corner (θ = pi, τ ≈ τrf) can be expressed as
θ(τ) =
pi
ντrev
(τ − τrf) + pi. (46)
We note that it is the interference between the loci of the fractional revivals, as given by
Eqs. (45), (46), with the classical trajectories, as given by Eqs. (43) and (44), that gives rise
to the rich pattern of the canals and ridges seen in Fig. 6.
D. Field-free orientation and alignment due to δ-kicks
We now investigate the field-free evolution of the orientation and alignment of a polar and
polarizable rotor due to δ-kicks within the analytic theory developed in Section II A for the
sudden limit. We characterize the orientation and alignment of the rotor by the expectation
values of the orientation and alignment cosines, 〈cos θ〉 (τ) and 〈cos2 θ〉 (τ), respectively. We
thus evaluate integrals of the form 〈ψ(θ, τ)| cosλ θ|ψ(θ, τ)〉 with λ = 1, 2 [49]. For an initial
state Y 00 , we obtain from Eqs. (12), (13), and (A7),
〈cos θ〉 (τ) =
∑
J
{
e2i(J+1)τ (J + 1)√
(2J + 1)(2J + 3)
(
CJ+10,0
)∗
CJ0,0 +
e−2iJτJ√
(2J − 1)(2J + 1)
(
CJ−10,0
)∗
CJ0,0
}
(47)
and〈
cos2 θ
〉
(τ) =
∑
J
{(
1
3
+
2J(J + 1)
3(2J − 1)(2J + 3)
) ∣∣CJ0,0∣∣2 + e2i(2J+3)τ (J + 1)(J + 2)
(2J + 3)
√
(2J + 1)(2J + 5)
(
CJ+20,0
)∗
CJ0,0
+
e−2i(2J−1)τJ(J − 1)
(2J − 1)√(2J − 3)(2J + 1) (CJ−20,0 )∗CJ0,0
}
=
〈
cos2 θ
〉
p
+
〈
cos2 θ
〉
c
(τ) (48)
where C−20,0 = C
−1
0,0 = 0. Here, 〈cos2 θ〉p refers to the time-independent term ∝
∣∣CJ0,0∣∣2, in
analogy to the population part of the probability density, the 〈cos2 θ〉c term incorporates
the time-dependence of the alignment due to the coherences. Whereas orientation involves
J-state mixing (hybridization) that goes by the selection rule ∆J = ±1, for alignment the
hybridization of J obeys ∆J = ±2, 0.
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Like the wavefunctions, also orientation and alignment recur with a period of τrev = pi,〈
cos2 θ
〉
(τ + pi) =
〈
cos2 θ
〉
(τ)
〈cos θ〉 (τ + pi) = 〈cos θ〉 (τ) (49)
Since Eq. (47) is a Fourier sum over terms with periods τrev/(J + 1) and τrev/J can be even
or odd integer fractions of the revival time. Thus depending on the populations of different
rotational states at the end of the pulse, 〈cos θ〉 (τ) can cycle several times before the full
revival time is reached.
Using Eq. (47), it is possible to show that the time-averaged orientation vanishes over a
full revival interval for all kick strengths:
τrev∫
τ0≈0
〈cos θ〉 (τ)dτ = 0 (50)
In contrast, the alignment, as given by Eq. (48), is a Fourier sum over terms with only odd
integer fractions of the revival time, τrev/(2J − 1) and τrev/(2J + 3). Therefore, 〈cos2 θ〉 (τ)
oscillates as a pi/2-antiperiodic function with respect to the constant population term of
Eq. (48),
〈
cos2 θ
〉
c
(
τ +
pi
2
)
= − 〈cos2 θ〉
c
(τ) (51)
This means that a reflected revival of coherent alignment (same as alignment of the initial
state but with a changed sign) occurs at τrev/2 in all cases,〈
cos2 θ
〉
c
(pi
2
)
= − 〈cos2 θ〉
c
(0) (52)
see Figures 7-9. The left panels of these figures show the Fourier transforms (power spectra)
of the (time-dependent) orientation and alignment signals. They display peaks at frequencies
corresponding to the differences between the energies of free rotor states that are significantly
populated by the pulse. The spectra of the orientation, (47), show peaks located at Bohr
frequencies 0, 2, 4, . . . compatible with the selection rule ∆J = ±1, whereas the peaks in
the spectra of alignment, (48), appear at 0, 6, 10, . . ., in accordance with the selection rule
∆J = ±2, 0.
We now look at the behaviour of the field-free orientation and alignment as it arises due
to the individual orienting and aligning interactions as well as their combination.
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1. Purely orienting interaction
By substituting for the coefficients CJ0,0 from Eq. (15) into Eq. (47) yields
〈cos θ〉 (τ) =
∑
J
{
(J + 1)√
(2J + 1)(2J + 3)
∣∣CJ+10,0 ∣∣ ∣∣CJ0,0∣∣ cos(2(J + 1)τ − pi2)
+
J√
(2J − 1)(2J + 1)
∣∣CJ−10,0 ∣∣ ∣∣CJ0,0∣∣ cos(−2Jτ + pi2)
}
(53)
where we made use of the identity ∆γJJ±1 = ∓pi/2. Therefore, 〈cos θ〉 (τ) is an odd function
with respect to the half of revival time,
〈cos θ〉
(pi
2
− τ
)
= −〈cos θ〉
(pi
2
+ τ
)
(54)
as illustrated by the blue curves in panels (a) of Figures 7 and 9.
Note that while the orientation at the end of the pulse, 〈cos θ〉 (τ0), vanishes due to the
spherical angular distribution (for which the alignment 〈cos2 θ〉 (τ0) = 13), at the half-revival
time, 〈cos θ〉 (pi
2
), the orientation vanishes because of the alignment along the z axis and
therefore coincides with maximum alignment, see also panels (a), (d), and (g) of Fig. 5.
Inserting ∆γJJ±2 = ∓pi for the purely orienting interaction into Eq. (48) gives
〈
cos2 θ
〉
c
(τ) =
∑
J
{
(J + 1)(J + 2)
(2J + 3)
√
(2J + 1)(2J + 5)
∣∣CJ+20,0 ∣∣ ∣∣CJ0,0∣∣ cos (2(2J + 3)τ − pi)
+
J(J − 1)
(2J − 1)√(2J − 3)(2J + 1) ∣∣CJ−20,0 ∣∣ ∣∣CJ0,0∣∣ cos (−2(2J − 1)τ + pi)
}
(55)
It is now easy to show that the coherence part of the alignment is an even function with
respect to τ = τrev/2,
〈
cos2 θ
〉
c
(pi
2
+ τ
)
=
〈
cos2 θ
〉
c
(pi
2
− τ
)
(56)
and also
〈
cos2 θ
〉
c
(pi
4
)
=
〈
cos2 θ
〉
c
(
3pi
4
)
= 0 (57)
Furthermore, 〈cos2 θ〉c (τ) is an odd function with respect to τ = pi/4 and τ = 3pi/4, i.e., in
the intervals [0, pi/2] and [pi/2, pi]. It is shown by the red curves in panels (a) of Fig. 7.
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2. Purely aligning interaction
As shown before, for a purely aligning interaction, the wavepacket (for Y 00 as the initial
state) is a superposition of spherical harmonics with even values of quantum number J .
Therefore it is not possible to fulfil the selection rule for orientation, ∆J = ±1, and, con-
sequently, 〈cos θ〉 (τ) vanishes. The anti-alignment at τ ≈ pi/4 and alignment at τ ≈ 3pi/4,
expected from the wavefunction analysis in Section III C 2, is indeed confirmed in panels
(b) of Figures 7 and 9. Like in the case of the probability densities, there is a transition
between alignment and anti-alignment before and after the half revival time, respectively,
as well as at the full revival time, albeit in an reversed order. The duration of the transition
from alignment to anti-alignment depends on the kick strengths and in case of stronger kicks
it gets dramatically reduced. For instance, for a weak kick of Pη = 0 and Pζ = 1.5, the
transition occurs during τr/6, whereas it is reduced to about τr/24 for Pη = 0, Pζ = 8.
3. Combined orienting and aligning interactions
In the case of the combined orienting and aligning interactions (of equal kick strengths),
〈cos θ〉 (τ) > 0 for over half a revival period, see panels (c) of Figs. 7 to 9. However, the max-
imum absolute value of the orientation cosine corresponds to anti-orientation (〈cos θ〉max <
0), which lasts for a shorter time at higher kick strengths.
We also note a transition from aligned to nearly isotropic angular distribution, 〈cos2 θ〉 ≈
1/3, before and after the half-revival, respectively. The duration of this transition is reduced
for stronger kick strengths, e.g, for Pη = Pζ = 8, it is about a fifth of what it is for
Pη = Pζ = 1.5.
IV. CONCLUSIONS AND PROSPECTS
We have developed an analytic theory of the interaction of polar and polarizable rotors
with plane-polarized unipolar δ-pulses and used it to study the dynamics of this interaction
systematically. We considered, in turn, the purely orienting, purely aligning, and combined
orienting and aligning dynamics for a range of parameters on which the sudden-limit dy-
namics depends, namely the dimensionless orienting and aligning kick strengths. We found
that the dynamics is interaction-specific, differing greatly for the orienting and aligning
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interactions as well as for their combination.
The populations of the rotational states created by the δ-kick as captured by the popula-
tion quilts exhibit characteristic differences reflecting the fact that the orienting and aligning
interactions obey different selection rules for the rotational quantum number J . Interest-
ingly, for the combined interactions of equal kick strength, the most populated states are
those with J = 0 and J = 1.
The space-time dependence – as rendered by the quantum carpets – of the recurring
rotational wavepackets created by the δ-kicks also exhibits sui generis behaviour for the
orienting, aligning, and combined interactions. Even though the full revival time is indepen-
dent of the type of interaction, the quantum carpets have conspicuously different patterns as
fractional revivals occur with distinct interaction- and kick strength-dependent probabilities.
Also the maximum values of the orientation and alignment achieved differ markedly for the
three types of interaction and recur with different transition times. Some of the dynamics
manifest in the quantum carpets we were able to explain qualitatively by invoking symmetry
(parity) and the correspondence principle (canals and ridges).
In addition, we studied the effects of finite-width pulses all the way up to the well-
understood adiabatic limit. These numerical calculations served to test our analytic results
as well as to explore resonances in the angular momentum/kinetic energy imparted to the
rotor as a function of the pulse duration. These resonances occur due to a sudden drop
of the wave function coefficients pertaining to particular J states as a function of pulse
duration and are recognized as an essential feature of the sudden-to-adiabatic transition
regime. While an analytic expression for the positions of these resonances as a function of
kick strength remains elusive (owing to divergent integrals involved), we have been able to
unravel the general behaviour by means of a numerical analysis. We hope to expand our
understanding of the dynamic resonances and to further explore their possible experimental
signature as well as their use in applications, such as spectroscopy, field-free stereo-dynamics
of molecular collisions, photodissociation, orbital imaging and others.
Although our analytic treatment-based calculations pertain to rotors that are initially
in the J = 0 ground state, our analytic theory is general enough to account for any other
initial free-rotor state. In our future work, we will explore the effects of these other rotor
states on the outcome of the three types of δ-kicks. Another avenue of future research will
be the exploration of any regularities (such as pulse duration, combination of orienting and
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aligning kick strengths) that govern the maximum achievable values of the orientation and
alignment.
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Appendix A: Evaluation of the CJJ0,M0 coefficients
The coefficients CJJ0,M0 arising in Eq. (11) can be found by expanding the time-independent
term in Eq. (10) in terms of spherical harmonics,
ei(Pη cos θ+Pζ cos
2 θ)Y M0J0 (θ, φ) =
∑
J
CJJ0,M0Y
M0
J (θ, φ) ,
CJJ0,M0 =
∫ 2pi
0
dφ
∫ pi
0
sin θdθ
[
Y M0J (θ, φ)
]∗
ei(Pη cos θ+Pζ cos
2 θ)Y M0J0 (θ, φ) . (A1)
The exponential part of Eq. (A1) is only a function of θ and not φ and so can be expanded
in terms of Legendre polynomials PJ ,
ei(Pη cos θ+Pζ cos
2 θ) =
∑
J ′
cJ
′PJ ′(cos θ) ,
cJ
′
=
2J ′ + 1
2
∫ pi
0
PJ ′(cos θ)ei(Pη cos θ+Pζ cos2 θ) sin θdθ (A2)
where the factor 2J
′+1
2
arises due to the orthogonality of the Legendre polynomials. With
the change of variable x ≡ cos θ, we have
cJ
′
=
2J ′ + 1
2
∫ 1
−1
PJ ′(x)ei(Pηx+Pζx2)dx
=
2J ′ + 1
2
∞∑
k=0
k∑
`=0
ik
k!
(
k
`
)
P k−`η P
`
ζ
∫ 1
−1
xk+`PJ ′(x)dx . (A3)
In order to obtain the second line in Eq. (A3), we make use of a series expansion of the
exponential function and the binomial theorem. When k + ` < J ′ or k + ` + J ′ is an odd
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integer, the integral in Eq. (A3) will vanish and, as a result, cJ
′
= 0. Otherwise [69],∫ 1
−1
xk+`PJ ′(x)dx =
√
pi
2k+`
Γ(k + `+ 1)
Γ ((k + `− J ′)/2 + 1) Γ ((k + `+ J ′)/2 + 3/2)
=
1
2J ′
(
k + `
J ′
)
Γ ((k + `− J ′ + 1) /2) Γ (J ′ + 1)
Γ ((k + `+ J ′ + 3) /2)
(A4)
and
cJ
′
=
2J ′ + 1
2
∞∑
k=0
k∑
`=0
ik
k!
(
k
`
)
P k−`η P
`
ζ
1
2J ′
(
k + `
J ′
)
Γ ((k + `− J ′ + 1) /2) Γ (J ′ + 1)
Γ ((k + `+ J ′ + 3) /2)
(A5)
with Γ the gamma function; we applied the Legendre duplication formula [49] to achieve the
final form of Eq. (A4).
By making use of Eq. (A2) and Eq. (A5) we can evaluateCJJ0,M0 in Eq. (A1) as follows,
CJJ0,M0 =
∫ 2pi
0
dφ
∫ pi
0
sin θdθ
[
Y M0J (θ, φ)
]∗ [ ∞∑
J ′=0
cJ
′PJ ′(cos θ)
]
Y M0J0 (θ, φ)
=
∞∑
J ′=0
cJ
′
√
4pi
2J ′ + 1
∫ 2pi
0
dφ
∫ pi
0
sin θdθ
[
Y M0J (θ, φ)
]∗
Y 0J ′(θ, φ)Y
M0
J0
(θ, φ)
=
∞∑
J ′=0
cJ
′
√
2J0 + 1
2J + 1
〈J ′0, J00|J0〉 〈J ′0, J0M0|JM0〉 (A6)
where 〈J1M1, J2M2|J3M3〉 are the Clebsch-Gordan coefficients, which vanish unless |J−J0| ≤
J ′ ≤ J + J0 and J + J ′ + J0 is an even integer [49]. Finally, we obtain
CJJ0,M0 =
J+J0∑
J ′=|J−J0|
cJ
′
√
2J0 + 1
2J + 1
〈J ′0, J00|J0〉 〈J ′0, J0M0|JM0〉 . (A7)
In all the analytic results presented in this paper, Eqs. (A5) and (A7) were found to
converge satisfactorily for κ and J up to 80 and 50, respectively (e.g. for Pη = Pζ = 8 the
80th term of the sum over k in Eq. (A5) is close to 10−30 for C500,0 ≈ 10−15).
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FIG. 1: Populations, |CJ0,0|2, arising due to the δ-kicks as derived from Eq. (A7) with J0 = 0
for (a) different Pη and Pζ values, (b) different Pη values at Pζ = 0, (c) different Pζ values
at Pη = 0 and (d) Pη = Pζ .
FIG. 2: Population quilts arising from (a) δ-kicks as derived from Eq. (A7) with J0 = 0,
(b) finite length pulses with σ = 0.01 and (c) σ = 0.1. The color coding of the J state
populations is the same as in Fig. 1.
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FIG. 3: Post-pulse populations |CJ0,0|2 of J states arising form δ-kicks with Pη = P, Pζ = 0
(panels a, d, g), Pη = 0, Pζ = P (panels b, e, h), and Pη = Pζ = P (panels c, f, i), where
P = 1.5 in panels (a-c), P = 2.8 in panels (d-f), and P = 8 in panels (g-i).
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FIG. 4: (a) Semi-logarithmic representation of the kinetic energy imparted by pulses of
varying widths, σ, as obtained from the two-level model (black dotted line) or a numerical
calculation for either a purely orienting interaction with Pη = 1.5 (solid black line) or a
combined interaction with Pη = Pζ = 1.5 (black dashed line). The two horizontal lines
in magenta denote the energies in the sudden limit, Eq. (24). (b) Numerically calculated
coefficients of the rotational levels J = 0 (red line), J = 1 (blue line), and J = 2 (green line)
for Pη = 1.5 (solid lines) and Pη = Pζ = 1.5 (dashed lines) compared with the coefficients of
the J = 0 (dashed red line, coinciding with the solid red line) and J = 1 (dashed blue line)
levels obtained from the two-level model. We observe a robust resonance at σR = 1.847 that
is close to that predicted by the two-level model. (c) Scatter plot showing the positions, σR,
of first- and second-order resonances as a function of Pη for purely orienting pulses.
28
F
IG
.
5:
Q
u
an
tu
m
ca
rp
et
s,
|ψ
(θ
,τ
)|2
ve
rs
u
s
τ
,
as
ob
ta
in
ed
fr
om
E
q
.
(3
1)
fo
r
δ-
k
ic
k
s
w
it
h
P
η
=
P
,P
ζ
=
0
(p
an
el
s
a,
d
,
g)
,
P
ζ
=
P
,P
η
=
0
(p
an
el
s
b
,
e,
h
),
P
η
=
P
ζ
=
P
(p
an
el
s
c,
f,
i)
,
w
it
h
P
=
1.
5
(p
an
el
s
a-
c)
,
P
=
2.
8
(p
an
el
s
d
-f
),
an
d
P
=
8
(p
an
el
s
g-
i)
.
29
FIG. 6: Same as panels (g) and (i) of Fig. 5 with black dashed lines showing the classical
trajectories of Eqs. (43), (44) with 0 ≤ β ≤ 12 for upper panel and 0 ≤ β ≤ 16 for lower
panel. Red dashed lines show the trajectories related to the fractional revivals of Eq. (45)
with ν ∈ {1, 1
2
, 1
4
}
. The dotted lines have the same meaning as the above ones but start
from the reversed-focusing point.
30
FIG. 7: Plots of field-free evolution of the orientation cosine, 〈cos θ〉 (τ), as given by Eq. (47),
and alignment cosine, 〈cos2 θ〉 (τ), as given by Eq. (48)), due to an δ-kick of strength (a)
Pη = 1.5, Pζ = 0, (b) Pζ = 1.5, Pη = 0 and (c) Pη = Pζ = 1.5. The blue dotted line
marks the zero orientation cosine (an unoriented distribution) and the red dotted line an
alignment cosine of 1/3 (corresponding to an anisotropic spatial distribution). The red
dashed horizontal line shows 〈cos2 θ〉p. Note that τ = 0 corresponds to τ0. Left panels show
the Fourier transforms (power spectra) at frequencies ∆E that correspond to the differences
between the energies of the free rotor states that are significantly populated by the pulse.
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FIG. 8: Same as Fig. 7 with kick strengths (a) Pη = 2.8, Pζ = 0, (b) Pζ = 2.8, Pη = 0 and
(c) Pη = Pζ = 2.8.
FIG. 9: Same as Fig. 7 with kick strengths (a) Pη = 8, Pζ = 0, (b) Pζ = 8, Pη = 0 and (c)
Pη = Pζ = 8.
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