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Abstract
The flat pp-wave background geometry has been realized as a particular Penrose limit
of AdS5 × S5. It describes a string that has been infinitely boosted along an equatorial
null geodesic in the S5 subspace. The string worldsheet Hamiltonian in this background is
free. Finite boosts lead to curvature corrections that induce interacting perturbations of the
string worldsheet Hamiltonian. We develop a systematic light-cone gauge quantization of
the interacting worldsheet string theory and use it to obtain the interacting spectrum of the
so-called ‘two-impurity’ states of the string. The quantization is technically rather intricate
and we provide a detailed account of the methods we use to extract explicit results. We
give a systematic treatment of the fermionic states and are able to show that the spectrum
possesses the proper extended supermultiplet structure (a non-trivial fact since half the
supersymmetry is nonlinearly realized). We test holography by comparing the string energy
spectrum with the scaling dimensions of corresponding gauge theory operators. We confirm
earlier results that agreement obtains in low orders of perturbation theory, but breaks down
at third order. The methods presented here can be used to explore these issues in a wider
context than is specifically dealt with in this paper.
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1 Introduction
The AdS/CFT correspondence encompasses a wide range of holographic mappings between
string theory and gauge theory. In its original incarnation, Maldacena’s conjecture states
that type IIB superstring theory in AdS5 × S5 with Nc units of Ramond-Ramond (RR)
flux on the sphere is equivalent to N = 4 supersymmetric SU(Nc) Yang-Mills theory in
3 + 1 dimensions [1]. This correspondence is conjectured to be precise for the identification
gs = g
2
YM . The holographically dual gauge theory is defined on the conformal boundary of
AdS5 × S5, or R × S3. Strong evidence in support of this particular correspondence is the
fact that both sides of the duality have the same symmetry, PSU(2, 2|4). While a great
deal of additional evidence in support of the conjecture has accumulated in recent years, a
direct verification of Maldacena’s original proposal has been elusive. It is difficult to quantize
the superstring theory using the RNS formalism in the presence of background RR fields.
The GS formalism naturally accommodates RR backgrounds but, despite the high degree
of symmetry of the AdS5 × S5 background, a gauge choice leading to a solvable theory has
not been found. Early studies of the duality have therefore concentrated on the supergravity
approximation to the string theory (and, of course, yield many impressive results).
In order to address specifically stringy aspects of the duality, it has been necessary to
consider simplifying limits of the canonical AdS5 × S5 background. Metsaev [2] showed
that, in a certain plane-wave geometry supported by a constant RR flux, light-cone gauge
worldsheet string theory reduces to a free theory with the novel feature that the worldsheet
bosons and fermions acquire a mass. This solution was later shown to be a Penrose limit
of the familiar AdS5 × S5 supergravity solution [3], and describes the geometry near a null
geodesic boosted around the equator of the S5 subspace. The energies of Metsaev’s free
string theory are thus understood to be those of a string in the full AdS5 × S5 space, in the
limit that the states are boosted to large angular momentum about an equatorial circle in
the S5. Callan, Lee, McLoughlin, Schwarz, Swanson and Wu [4] subsequently calculated the
corrections (in inverse powers of the angular momentum) to the string spectrum that arise if
the string is given a large, but finite, boost. Comparison of the resulting interacting spectrum
with corrections (in inverse powers ofR-charge) to the dimensions of the corresponding gauge
theory operators largely (but not completely) confirms expectations from AdS/CFT duality
(see [4, 5] for discussion). The purpose of this work is not to present new results, but rather
to describe in fairly complete detail the methods used to obtain the results presented in [4]
(but only outlined in that paper). Some aspects of the purely bosonic side of this problem
were studied by Parnachev and Ryzhov [6]. Although we find no disagreement with them,
our approach differs from theirs in certain respects, most notably in taking full account of
supersymmetry.
Our approach is to take the GS superstring action on AdS5 × S5, constructed using
the formalism of Cartan forms and superconnections on the SU(2, 2|4)/(SO(4, 1)× SO(5))
coset superspace [7], expand it in powers of the background curvature and finally eliminate
unphysical degrees of freedom by light-cone gauge quantization. We treat the resulting inter-
action Hamiltonian in first-order degenerate perturbation theory to find the first corrections
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to the highly-degenerate pp-wave spectrum. The complexity of the problem is such that
we are forced to resort to symbolic manipulation programs to construct and diagonalize the
perturbation matrix. In this paper we give a proof of principle by applying our methods
to the subspace of two-impurity excitations of the string. We show that the spectrum or-
ganizes itself into correct extended supersymmetry multiplets whose energies match well (if
not perfectly) with what is known about gauge theory anomalous dimensions.
In section 2 we introduce the problem by considering the bosonic sector of the the-
ory alone. We comment on some interesting aspects of the theory that arise when re-
stricting to the point-particle (or zero-mode) subsector. In section 3 we review the con-
struction of the GS superstring action on AdS5 × S5 as a nonlinear sigma model on the
SU(2, 2|4)/(SO(4, 1) × SO(5)) coset superspace. In sections 4 and 5 we perform a large-
radius expansion on the relevant objects in the theory, and carry out the light-cone gauge
reduction, thereby extracting explicit curvature corrections to the pp-wave Hamiltonian.
Section 6 presents results on the curvature-corrected energy spectrum, further expanded to
linear order in the modified ’t Hooft coupling λ′ = g2YMNc/J
2; results from corresponding
gauge theory calculations (at one loop in λ = g2YMNc) are summarized and compared with
the string theory. In section 7 we extend the string theory analysis to higher orders in λ′, and
compare results with what is known about gauge theory operator dimensions at higher-loop
order. The final section is devoted to discussion and conclusions.
2 Strings beyond the Penrose limit: General consider-
ations
To introduce the computation of finite-J corrections to the pp-wave string spectrum, we
begin by discussing the construction of the light-cone gauge worldsheet Hamiltonian for the
bosonic string in the full AdS5 × S5 background. The problem is much more complicated
when fermions are introduced, and we will take up that aspect of the calculation in a later
section. A study of the purely bosonic problem gives us the opportunity to explain various
strategic points in a simpler context.
In convenient global coordinates, the AdS5 × S5 metric can be written in the form
ds2 = R2(−cosh2ρ dt2 + dρ2 + sinh2ρ dΩ23 + cos2θ dφ2 + dθ2 + sin2θ dΩ˜23) , (2.1)
where R denotes the radius of both the sphere and the AdS space, and dΩ23, dΩ˜
2
3 denote
separate three-spheres. The coordinate φ is periodic with period 2π and, strictly speaking,
so is the time coordinate t. In order to accommodate string dynamics, it is necessary to pass
to the covering space in which time is not taken to be periodic. This geometry, supplemented
by an RR field with Nc units of flux on the sphere, is a consistent, maximally supersymmetric
type IIB superstring background, provided that R4 = gsNc(α
′)2 (where gs is the string
coupling).
In its initial stages, development of the AdS/CFT correspondence focused on the super-
gravity approximation to string theory in AdS5 × S5. Recently, attention has turned to the
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problem of evaluating truly stringy physics in this background and studying its match to
gauge theory physics. The obstacles to such a program, of course, are the general difficulty
of quantizing strings in curved geometries, and the particular problem of defining the su-
perstring in the presence of RR background fields. As noted above, the string quantization
problem is partly solved by looking at the dynamics of a string that has been boosted to
lightlike momentum along some direction, or, equivalently, by quantizing the string in the
background obtained by taking the Penrose limit of the original geometry using the lightlike
geodesic corresponding to the boosted trajectory. The simplest choice is to boost along the
equator of the S5 or, equivalently, to take the Penrose limit with respect to the lightlike
geodesic φ = t, ρ = θ = 0 and to quantize the system in the appropriate light-cone gauge.
To quantize about the lightlike geodesic at ρ = θ = 0, it is helpful to make the reparam-
eterizations
cosh ρ =
1 + z2/4
1− z2/4 cos θ =
1− y2/4
1 + y2/4
, (2.2)
and work with the metric
ds2 = R2
[
−
(
1 + 1
4
z2
1− 1
4
z2
)2
dt2 +
(
1− 1
4
y2
1 + 1
4
y2
)2
dφ2 +
dzkdzk
(1− 1
4
z2)2
+
dyk′dyk′
(1 + 1
4
y2)2
]
. (2.3)
The SO(8) vectors spanning the eight directions transverse to the geodesic are broken into
two SO(4) subgroups parameterized by z2 = zkz
k with k = 1, . . . , 4, and y2 = yk′y
k′ with
k′ = 5, . . . , 8. This form of the metric is well-suited for the present calculation: the spin
connection, which will be important for the superstring action, turns out to have a simple
functional form and the AdS5 and S
5 subspaces appear nearly symmetrically. This metric
has the full SO(4, 2)×SO(6) symmetry associated with AdS5×S5, but only the translation
symmetries in t and φ and the SO(4)×SO(4) symmetry of the transverse coordinates remain
manifest. The translation symmetries mean that string states have a conserved energy ω,
conjugate to t, and a conserved (integer) angular momentum J , conjugate to φ. Boosting
along the equatorial geodesic is equivalent to studying states with large J , and the lightcone
Hamiltonian gives eigenvalues for ω − J in that limit. On the gauge theory side, the S5
geometry is replaced by an SO(6) R-symmetry, and J corresponds to the eigenvalue of an
SO(2) R-symmetry generator. The AdS/CFT correspondence implies that string energies
in the boosted limit should match operator dimensions in the limit of large R-charge (a limit
in which perturbative evaluation of operator dimensions becomes legitimate).
On dimensional grounds, taking the J → ∞ limit on the string states is equivalent to
taking the R→∞ limit on the metric (in the right coordinates). The coordinate redefinitions
t→ x+ − x
−
2R2
φ→ x+ + x
−
2R2
zk → zk
R
yk′ → yk′
R
(2.4)
make it possible to take a smooth R → ∞ limit. Expressing the metric (2.3) in these new
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coordinates, we obtain the following expansion in powers of 1/R2:
ds2 ≈ 2 dx+dx− + dz2 + dy2 − (z2 + y2) (dx+)2 +[
2
(
z2 − y2) dx−dx+ + z2dz2 − y2dy2 − (z4 − y4) (dx+)2] 1
2R2
+O(1/R4) . (2.5)
The leading R-independent part is the well-known pp-wave metric. The coordinate x+ is
dimensionless, x− has dimensions of length squared, and the transverse coordinates now
have dimensions of length. Since it is quadratic in the eight transverse bosonic coordinates,
the pp-wave limit leads to a quadratic (and hence soluble) Hamiltonian for the bosonic
string. The 1/R2 corrections to the metric are what will eventually concern us: they will
add quartic interactions to the light-cone Hamiltonian and lead to first-order shifts in the
energy spectrum of the string.
After introducing lightcone coordinates x± according to (2.4), the general AdS5 × S5
metric can be cast in the form
ds2 = 2G+−dx
+dx− +G++dx
+dx+ +G−−dx
−dx− +GABdx
AdxB , (2.6)
where xA (A = 1, . . . , 8) labels the eight transverse directions, the metric components are
functions of the xA only, and the components G+A and G−A are not present. This simplifies
even further for the pp-wave metric, where G−− = 0 and G+− = 1. We will use (2.6) as the
starting point for constructing the light-cone gauge worldsheet Hamiltonian (as a function of
the transverse xA and their conjugate momenta pA) and for discussing its expansion about
the free pp-wave Hamiltonian.
The general bosonic Lagrangian density has a simple expression in terms of the target
space metric:
L = 1
2
habGµν∂ax
µ∂bx
ν , (2.7)
where h is built out of the worldsheet metric γ according to hab =
√−det γγab and the indices
a, b label the worldsheet coordinates σ, τ . Since det h = −1, there are only two independent
components of h. The canonical momenta (and their inversion in terms of velocities) are
pµ = h
τaGµν∂ax
ν , x˙µ =
1
hττ
Gµνpν − h
τσ
hττ
x′µ . (2.8)
The Hamiltonian density H = pµx˙µ − L is
H = 1
2hττ
(pµG
µνpν + x
′µGµνx
′ν)− h
τσ
hττ
(x′µpµ) . (2.9)
As is usual in theories with general coordinate invariance (on the worldsheet in this case), the
Hamiltonian is a sum of constraints times Lagrange multipliers built out of metric coefficients
(1/hττ and hτσ/hττ ).
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One can think of the dynamical system we wish to solve as being defined by L = pµx˙µ−H
(a phase space Lagrangian) regarded as a function of the coordinates xµ, the momenta pµ
and the components hab of the worldsheet metric. To compute the quantum path integral,
the exponential of the action constructed from this Lagrangian is functionally integrated over
each of these variables. For a spacetime geometry like (2.6), one finds that with a suitable
gauge choice for the worldsheet coordinates (τ, σ), the functional integrations over all but
the transverse (physical) coordinates and momenta can be performed, leaving an effective
path integral for these physical variables. This is the essence of the light-cone approach to
quantization.
The first step is to eliminate integrations over x+ and p− by imposing the light-cone gauge
conditions x+ = τ and p− = const. (At this level of analysis, which is essentially classical,
we will not be concerned with ghost determinants arising from this gauge choice.) As noted
above, integrations over the worldsheet metric cause the coefficients 1/hττ and hτσ/hττ to
act as Lagrange multipliers, generating delta functions that impose two constraints:
x′−p−+x
′ApA = 0
G++p2+ + 2G
+−p+p− +G
−−p2− + pAG
ABpB + x
′AGABx
′B +G−−
(x′ApA)
2
p2−
= 0 . (2.10)
When integrations over x− and p+ are performed, the constraint delta functions serve to
evaluate x− and p+ in terms of the dynamical transverse variables (and the constant p−).
The first constraint is linear in x− and yields x′− = −x′ApA/p−. Integrating this over σ
and using the periodicity of x− yields the standard level-matching constraint, without any
modifications. The second constraint is quadratic in p+ and can be solved explicitly for
p+ = −Hlc(xA, pA). The remaining transverse coordinates and momenta have dynamics
which follow from the phase space Lagrangian
Lps = p+ + p−x˙− + pAx˙A ∼ pAx˙A −Hlc(xA, pA) , (2.11)
where we have eliminated the p− term by integrating by parts in time and imposing that p−
is constant. The essential result is that −p+ = Hlc is the Hamiltonian that generates evolu-
tion of the physical variables xA, pA in worldsheet time τ . This is, of course, dynamically
consistent with the light-cone gauge identification x+ = τ (which requires worldsheet and
target space time translation to be the same).
We can solve the quadratic constraint equation (2.10) for p+ = −Hlc explicitly, obtaining
the uninspiring result
Hlc = −p−G+−
G−−
− p−
√
G
G−−
√
1 +
G−−
p2−
(pAGABpB + x′AGABx′B) +
G2−−
p4−
(x′ApA)2 , (2.12)
where
G ≡ G2+− −G++G−− . (2.13)
This is not very useful as it stands, but we can put it in more manageable form by expanding
it in powers of 1/R2. We can actually do slightly better by observing that the constraint
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equation (2.10) becomes a linear equation for p+ if G−− = 0 (which is equivalent to G
++ = 0).
Solving the linear equation for p+ gives
Hlc = p−G++
2G+−
+
G+−
2p−
(pAG
ABpB + x
′AGABx
′B) , (2.14)
a respectable non-linear sigma model Hamiltonian. In the general AdS5 × S5 metric (2.1)
we cannot a convenient set of coordinates such that G−− identically vanishes. Using (2.4),
however, we can find coordinates where G−− has an expansion which begins at O(1/R4),
while the other metric coefficients have terms of all orders in 1/R2. Therefore, if we expand
in 1/R2 and keep terms of at most O(1/R2), we may set G−− = 0 and use (2.14) to construct
the expansion of the lightcone Hamiltonian to that order. The leading O(R0) terms in the
metric reproduce (as they should) the bosonic pp-wave Hamiltonian
Hpplc =
1
2
[
(p˙A)2 + (x′
A
)2 + (xA)2
]
, (2.15)
(choosing p− = 1 for the conserved worldsheet momentum density). The O(1/R2) terms gen-
erate a perturbing Hamiltonian density which is quartic in fields and quadratic in worldsheet
time and space derivatives:
HR−2lc =
1
4R2
(y2p2z − z2p2y) +
1
4R2
((2z2 − y2)(z′)2 − (2y2 − z2)(y′)2) . (2.16)
This is the bosonic part of the perturbing Hamiltonian we wish to derive. If we express
it in terms of the creation and annihilation operators of the leading quadratic Hamiltonian
(2.15) we can see that its matrix elements will be of order 1/J , as will be the first-order
perturbation theory shifts of the string energy eigenvalues. We defer the detailed discussion
of this perturbation theory until we have the fermionic part of the problem in hand. Note
that this discussion implies that if we wanted to determine the perturbed energies to higher
orders in 1/R2, we would have the very unpleasant problem of dealing with the square root
form of the Hamiltonian (2.12).
We have to this point been discussing a perturbative approach to finding the effect of the
true geometry of the AdS5×S5 background on the string spectrum. Before proceeding with
this program, however, it is instructive to study a different limit in which the kinematics are
unrestricted (no large-J limit is taken) but only modes of the string that are independent
of the worldsheet coordinate (the zero-modes of the string) are kept in the Hamiltonian.
This is the problem of quantizing the superparticle of the underlying supergravity in the
AdS5 × S5 background, a problem which has been solved many times (for references, see
[8]). A remarkable fact, which seems not to have been explicitly observed before, is that
the spectrum of the zero-mode Hamiltonian is exactly a sum of harmonic oscillators: the
curvature corrections we propose to compute actually vanish on this special subspace. This
fact is important to an understanding of the full problem, so we will make a brief digression
to explain the solution to this toy problem.
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The quantization of the superparticle in a supergravity background is equivalent to finding
the eigensolutions of certain Laplacians, one for each spin that occurs in the superparticle
massless multiplet. The point of interest to us can be made by analyzing the dynamics of the
scalar particle and its associated scalar Laplacian, which only depends on the background
metric. With apologies, we will adopt another version of the AdS5 × S5 metric, chosen
because the scalar Laplacian is very simple in these coordinates:
ds2 = −dt2(R2 + z2) + dφ2(R2 − y2) +
dzj
(
δjk − z
jzk
R2 + z2
)
dzk + dyj
′
(
δj′k′ +
yj
′
yk
′
R2 − y2
)
dyk
′
. (2.17)
As before, the coordinates zk and yk
′
parameterize the two SO(4) subspaces, and the indices
j, k and j′, k′ run over j, k = 1, . . . , 4, and j′, k′ = 5, . . . , 8. This is a natural metric for
analyzing fluctuations of a particle (or string) around the lightlike trajectory φ = t and
~z = ~y = 0. Because the metric components depend neither on t nor on φ, and because
the problem is clearly separable in ~z and ~y, it makes sense to look for solutions of the form
Φ = e−iωteiJφF (~z)G(~y). The scalar Laplacian for φ in the above metric then reduces to
[
− ω
2
R2 + ~z2
+
J2
R2 − ~y2 −
∂
∂xj
(
δjk +
zjzk
R2
) ∂
∂zk
−
∂
∂yj′
(
δj
′k′ − y
j′yk
′
R2
) ∂
∂yk′
]
F (z)G(y) = 0 . (2.18)
The radius R disappears from the equation upon rescaling the transverse coordinates by
z → z/R and y → y/R, so we can set R = 1 in what follows and use dimensional analysis
to restore R if it is needed. The scalar Laplacian is essentially the light-cone Hamiltonian
constraint (2.10) for string coordinates zk, yk
′
and string momenta pkz = −i ∂∂zk and pk
′
y =
−i ∂
∂yk′
(projected onto their zero modes). This implies that we can use the structure of the
Laplacian to correctly order operators in the string Hamiltonian.
The periodicity φ ≡ φ+2π means that the angular momentum J is integrally quantized.
The allowed values of ω then follow from the solution of the eigenvalue problem posed by
(2.18). As the trial function Φ indicates, (2.18) breaks into separate problems for ~z and ~y:
HAdS5F (~z) =
[
pzj(δ
jk + zjzk)pzk + ω
2 zkz
k
1 + (zkzk)2
]
F (~z) = A(ω)F (~z)
HS5G(~y) =
[
pyj′(δ
j′k′ − yj′yk′)pyk′ + J2
yk′y
k′
1− (yk′yk′)2
]
G(~y) = B(J)G(~y) , (2.19)
where ω2−J2 = A+B. The separation eigenvalues A,B depend on their respective param-
eters ω, J , and we determine the energy eigenvalues ω by finding the roots of the potentially
complicated equation ω2− J2−A−B = 0. The scalar Laplacian (2.18) is equivalent to the
constraint equation (2.10) projected onto string zero modes, and we are once again seeing
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that the constraint doesn’t directly give the Hamiltonian but rather an equation (quadratic
or worse) to be solved for the Hamiltonian.
The HS5 equation is just a repackaging of the problem of finding the eigenvalues of the
SO(6) Casimir invariant (another name for the scalar Laplacian on S5) and HAdS5 poses
the corresponding problem for SO(4, 2). The SO(6) eigenvalues are obviously discrete,
and the SO(4, 2) problem also turns out to be discrete when one imposes the condition of
finiteness at z2 →∞ on the eigenfunctions (this is a natural restriction in the context of the
AdS/CFT correspondence; for a detailed discussion see [8]). Thus we expect ω to have a
purely discrete spectrum, with eigenvalues labeled by a set of integers. The simplest way to
solve for the spectrum is to expand F (~z) and G(~y) in SO(4) harmonics (since this symmetry
is explicit), recognize that the radial equation is, in both cases, an example of Riemann’s
differential equation and then use known properties of the hypergeometric function to find
the eigenvalues and eigenfunctions of (2.19). Since it takes three integers to specify an SO(4)
harmonic and one to specify a radial quantum number, we expect each of the two separated
equations to have a spectrum labeled by four integers. The exact results for the separation
eigenvalues turn out to be remarkably simple:
A = 2ω
4∑
1
(
ni +
1
2
)
−
[
4∑
1
(
ni +
1
2
)]2
+ 4 ni = 0, 1, 2, . . .
B = 2J
4∑
1
(
mi +
1
2
)
+
[
4∑
1
(
mi +
1
2
)]2
+ 4 mi = 0, 1, 2, . . . (2.20)
Different eigenfunctions correspond to different choices of the collection of eight integers
{ni, mi}, and the fact that the energies depend only on Σni and Σmi correctly accounts for
the degeneracy of eigenvalues. The special form of A and B means that the equation for the
energy eigenvalue, ω2 − J2 − A− B = 0, can be factored as[
ω − J −
4∑
1
(
ni +
1
2
)
−
4∑
1
(
mi +
1
2
)]
×
[
ω + J −
4∑
1
(
ni +
1
2
)
+
4∑
1
(
mi +
1
2
)]
= 0 .
(2.21)
For obvious reasons, we retain the root that assigns only positive values to ω, the energy
conjugate to the global time t:
ω − J =
4∑
1
(
ni +
1
2
)
+
4∑
1
(
mi +
1
2
)
. (2.22)
From the string point of view, ω catalogs the eigenvalues of the string worldsheet Hamiltonian
restricted to the zero-mode subspace. Quite remarkably, it is an exact ‘sum of harmonic
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oscillators’, independent of whether J (and ω) are large or not. This is simply to say
that the eigenvalues of the string Hamiltonian restricted to the zero-mode sector receive no
curvature corrections and could have been calculated from the pp-wave string Hamiltonian
(2.15). We have only shown this for the massless bosons of the theory, but we expect the
same thing to be true for all the massless fields of type IIB supergravity. The implication
for a perturbative account of the string spectrum is that states created using only zero-mode
oscillators (of any type) will receive no curvature corrections. This feature will turn out to
be a useful consistency check on our quantization procedure. It is of course not true for a
general classical background and is yet another manifestation of the special nature of the
AdS5 × S5 geometry.
3 GS superstring action on AdS5 × S5
The AdS5 × S5 target space can be realized as the coset superspace
G/H =
SU(2, 2|4)
SO(4, 1)× SO(5) . (3.1)
The bosonic reduction of this coset is precisely SO(4, 2) × SO(6)/SO(4, 1) × SO(5) ≡
AdS5 × S5. To quantize the theory, we will expand the action about a classical trajec-
tory which happens to be invariant under the stabilizer group H . There is a general strategy
for constructing a non-linear sigma model on a super-coset space in terms of the Cartan
one-forms and superconnections of the super-coset manifold. In such a construction, the
symmetries of the stabilizer subgroup remain manifest in the action while the remaining
symmetries are nonlinearly realized (see, e.g., [9, 10, 7, 11, 12, 13]). Metsaev and Tseytlin
[10] carried out this construction for the AdS5×S5 geometry, producing a κ-symmetric, type
IIB superstring action possessing the full PSU(2, 2|4) supersymmetry of AdS5 × S5. Their
action is conceptually simple, comprising a kinetic term and a Wess–Zumino term built out
of Cartan (super)one-forms on the super-coset manifold in the following way (this form was
first presented in [14]):
S = −1
2
∫
∂M3
d2σ habLµaL
µ
b + i
∫
M3
sIJLµ ∧ L¯IΓµ ∧ LJ . (3.2)
Repeated upper indices are summed over a Minkowskian inner product. The indices a, b are
used to indicate the worldsheet coordinates (τ, σ), and we use the values a, b = 0 to indicate
the worldsheet time direction τ , and a, b = 1 to specify the σ direction. The matrix sIJ
is defined by sIJ ≡ diag(1,−1), where I, J = 1, 2. The Wess-Zumino term appears as an
integral over a 3-manifold M3, while the kinetic term is integrated over the 2-dimensional
boundary ∂M3. The left-invariant Cartan forms are defined in terms of the coset space
representative G by
G−1dG = LµP µ + Lα Q¯α + L¯
αQα +
1
2
LµνJµν
LN = dXMLNM L
N
a = L
N
M ∂aX
M XM = (xµ, θα, θ¯α) , (3.3)
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The explicit expansion of this action in terms of independent fermionic degrees of free-
dom is rather intricate. One starts with two 32-component Majorana-Weyl spinors in 10
dimensions: θI , where I = 1, 2 labels the two spinors. In a suitably-chosen representation
for the 32× 32 ten-dimensional gamma matrices Γµ, the Weyl projection reduces to picking
out the upper 16 components of θ and the surviving spinors can combined into one complex
16-component spinor ψ:
θI =
(
θα
0
)I
ψα =
√
2
[
(θα)1 + i(θα)2
]
. (3.4)
The following representation for Γµ (which has the desired property that Γ11 = (18,−18))
allows us to express their action on ψ in terms of real 16× 16 γ-matrices:
Γµ =
(
0 γµ
γ¯µ 0
)
γµγ¯ν + γν γ¯µ = 2ηµν
γµ = (1, γA, γ9) γ¯µ = (−1, γA, γ9) . (3.5)
The indices µ, ν, ρ = 0, . . . , 9 denote SO(9, 1) vectors, and we will denote the corresponding
spinor indices by α, β, γ, δ = 1, . . . , 16 (we also use the convention that upper-case indices
A,B,C,D = 1, . . . , 8 indicate vectors of SO(8), while i, j, k = 1, . . . , 4 (i′, j′, k′ = 5, . . . , 8)
indicate vectors from the SO(3, 1) ∼= SO(4) (SO(4)) subspaces associated with AdS5 and S5
respectively). The matrix γ9 is formed by taking the product of the eight γA. A representa-
tion of γA matrices which will be convenient for explicit calculation is given in Appendix A.
We also note that in the course of quantization we will impose the fermionic lightcone gauge
fixing condition γ¯9ψ = ψ. This restricts the worldsheet fermions to lie in the 8s represen-
tation of SO(8) (and projects out the 8c spinor), thus reducing the number of independent
components of the worldsheet spinor from 16 to 8. The symmetric matrix
Π ≡ γ1γ¯2γ3γ¯4 (3.6)
appears in a number of places in the expansion of the action, so we give it an explicit
definition. Since Π2 = 1, it has eigenvalues ±1 which turn out to provide a useful sub-
classification of the 8 components of the 8s worldsheet spinor into two groups of 4. The
quantity Π˜ = Πγ9 also appears, but does not require a separate definition because Πψ = Π˜ψ
for spinors satisfying the lightcone gauge restriction to the 8s representation.
Kallosh, Rahmfeld and Rajaraman presented in [9] a general solution to the supergravity
constraints (Maurer-Cartan equations) for coset spaces exhibiting a superconformal isometry
algebra of the form
[Bµ, Bν ] = f
ρ
µνBρ
[Fα, Bν ] = f
β
ανFβ
{Fα, Fβ} = fµαβBµ , (3.7)
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with Bµ and Fα representing bosonic and fermionic generators, respectively. In terms of
these generators, the Cartan forms Lµ and superconnections Lα are determined completely
by the structure constants fJαµ and f
µ
αβ :
Lαat =
(
sinh tM
M
)α
β
(Daθ)β (3.8)
Lµat = e
µ
ν∂ax
ν + 2θαfµαβ
(
sinh2(tM/2)
M2
)β
γ
(Daθ)γ (3.9)
(M2)αβ = −θγfαγµθδfµδβ . (3.10)
The dimensionless parameter t is used here to define “shifted” Cartan forms and supercon-
nections where, for example, Lµa = L
µ
at|t=1. In the case of AdS5 × S5, the Lagrangian takes
the form
LKin = −1
2
habLµaL
µ
b (3.11)
LWZ = −2iǫab
∫ 1
0
dt Lµats
IJ θ¯IΓµLJbt . (3.12)
In the context of eqns. (3.8,3.9), it will be useful to choose a manifestation of the spacetime
metric that yields a compact form of the spin connection. The form appearing in eqn. (2.3)
is well suited to this requirement; the AdS5 and S
5 subspaces are represented in (2.3) nearly
symmetrically, and the spin connection is relatively simple:
ωt zk t =
zk
1− 1
4
z2
ωzj zk zj =
1
2
zk
1− 1
4
z2
ω
φyk′
φ = −
yk′
1 + 1
4
y2
ω
yj′ yk′
yj′ = −
1
2
yk′
1 + 1
4
y2
. (3.13)
Upon moving to the light-cone coordinate system in (2.4), the x+ direction remains null
(G−− = 0) to O(1/R4) in this expansion.
By introducing dimensionless contraction parameters Λ and Ω [15], one may express the
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AdS5 × S5 isometry algebra keeping light-cone directions explicit:[
P+, P k
]
= Λ2Ω2J+k
[
P+, P k
′
]
= −Λ2Ω2J+k′[
P+, J+k
]
= −Λ2P k
[
P+, J+k
′
]
= Λ2P k
′
[
P−, PA
]
= Ω2J+A
[
P−, J+A
]
= PA[
P j, P k
]
= Λ2Ω2J jk
[
P j
′
, P k
′
]
= −Λ2Ω2J j′k′[
J+j, J+k
]
= Λ2J jk
[
J+j
′
, J+k
′
]
= −Λ2J j′k′[
P j, J+k
]
= −δjk(P+ − Λ2 P−) [P r, J+s] = −δrs(P+ + Λ2 P−)[
P i, J jk
]
= δijP k − δikP j
[
P i
′
, J j
′k′
]
= δi
′j′P k
′ − δi′j′P k′[
J+i, J jk
]
= δijJ+k − δikJ+j
[
J+i
′
, J j
′k′
]
= δi
′j′J+k
′ − δi′j′J+k′[
J ij , Jkl
]
= δjkJ il + 3 terms
[
J i
′j′, Jk
′l′
]
= δj
′k′J i
′l′ + 3 terms . (3.14)
The bosonic sector of the algebra relevant to (3.7) takes the form
[
J ij , Qα
]
=
1
2
Qβ(γ
ij)βα[
J i
′j′, Qα
]
=
1
2
Qβ(γ
i′j′)βα[
J+i, Qα
]
=
1
2
Qβ(γ
+i − Λ2γ−i)βα[
J+i
′
, Qα
]
=
1
2
Qβ(γ
+i′ + Λ2γ−i
′
)βα
[P µ, Qα] =
iΩ
2
Qβ(Πγ
+γ¯µ)βα −
iΛ2Ω
2
Qβ(Πγ
−γ¯µ)βα . (3.15)
The fermi-fermi anticommutation relations are
{Qα, Q¯β} = −2iγµαβP µ − 2Ω(γ¯kΠ)αβJ+k − 2Ω(γ¯k
′
Π)αβJ
+k′
+Ω(γ¯+γjkΠ)αβJ
jk + Ω(γ¯+γj
′k′Π)αβJ
j′k′
−Λ2Ω(γ¯−γjkΠ)αβJ jk + Λ2Ω(γ¯−γj′k′Π)αβJ j′k′ . (3.16)
This form of the superalgebra has the virtue that one can easily identify the flat space
(Ω → 0) and plane-wave (Λ → 0) limits. The Maurer-Cartan equations in this coordinate
system take the form
dLµ = −LµνLν − 2iL¯γ¯µL
dLα = −1
4
Lµν(γµν)αβL
β +
iΩ
2
Lµ(Πγ+γ¯µ)αβL
β − iΛ
2Ω
2
Lµ(Πγ−γ¯µ)αβL
β
dL¯α = −1
4
Lµν(γµν)αβL¯
β − iΩ
2
Lµ(Πγ+γ¯µ)αβL¯
β +
iΛ2Ω
2
Lµ(Πγ−γ¯µ)αβL¯
β , (3.17)
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where wedge products (3.2) are understood to be replaced by the following rules:
LµLν = −LνLµ LµLα = −LαLµ LαLβ = LβLα . (3.18)
Upon choosing a parameterization of the coset representative G
G(x, θ) = f(x)g(θ) g(θ) = exp(θαQ¯α + θ¯
αQα) , (3.19)
one derives a set of coupled differential equations for the shifted Cartan forms and super-
connections:
∂tLt = dθ +
1
4
Lµνt γ
µνθ − iΩ
2
LµtΠγ
+γ¯µθ +
iΛ2Ω
2
LµtΠγ
−γ¯µθ
∂tL
µ
t = −2iθγ¯µL¯t − 2iθ¯γ¯µLt
∂tL
−i
t = 2Ω(θγ¯
iΠL¯t)− 2Ω(θ¯γ¯iΠLt)
∂tL
−r
t = 2Ω(θγ¯
rΠL¯t)− 2Ω(θ¯γ¯rΠLt)
∂tL
ij
t = −2Ω(θγ¯+γijΠL¯t) + 2Ω(θ¯γ¯+γijΠLt) + 2Λ2Ω(θγ¯−γijΠL¯t)− 2Λ2Ω(θ¯γ¯−γijΠLt)
∂tL
i′j′
t = −2Ω(θγ¯+γi
′j′ΠL¯t) + 2Ω(θ¯γ¯
+γi
′j′ΠLt)− 2Λ2Ω(θγ¯−γi′j′ΠL¯t)
+2Λ2Ω(θ¯γ¯−γi
′j′ΠLt) . (3.20)
These coupled equations are subject to the following boundary conditions:
L±(t = 0) = 0 L
µ
t=0 = e
µ L±t=0 = e
±
Lµνt=0 = ω
µν L−µt=0 = ω
−µ . (3.21)
The generators J−µ and Jkk
′
are not present in the superalgebra, so the conditions
L+µ = 0 Lkk
′
= 0 (3.22)
are imposed as constraints.
To employ the general solution to the Maurer-Cartan equations (3.8,3.9), the relevant
sectors of the superalgebra may be rewritten in the more convenient 32-dimensional notation
(setting Λ = 1 and Ω = 1):
[QI , P
µ] =
i
2
ǫIJQJΓ∗Γ
µ
[QI , J
µν ] = −1
2
QIΓ
µν
{(QI)µ, (QJ)µ} = −2iδIJΓ0ΓρPρ + ǫIJ
(
−Γ0ΓjkΓ∗Jjk + Γ0Γj′k′Γ′∗Jj′k′
)
, (3.23)
where
Γ∗ ≡ iΓ01234 Γ′∗ ≡ iΓ56789 . (3.24)
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The Cartan forms and superconnections then take the following form:
LJbt =
sinh tM
M Dbθ
J Lµat = e
µ
ρ∂ax
ρ − 4iθ¯IΓµ
(
sinh2(tM/2)
M2
)
DaθI , (3.25)
where the covariant derivative is given by
(Daθ)I =
(
∂aθ +
1
4
(
ωµν ρ ∂ax
ρ
)
Γµνθ
)I
− i
2
ǫIJeµ ρ ∂ax
ρΓ∗Γ
µθJ . (3.26)
The object M is a 2× 2 matrix which, for convenience, is defined in terms of its square:
(M2)IL = −ǫIJ (Γ∗ΓµθJ θ¯LΓµ) + 1
2
ǫKL(−ΓjkθI θ¯KΓjkΓ∗ + Γj′k′θI θ¯KΓj′k′Γ′∗) . (3.27)
At this point, the GS action on AdS5×S5 (3.11,3.12) may be expanded to arbitrary order
in fermionic and bosonic fields. In the present calculation, the parameters Ω and Λ remain
set to unity, and the action is expanded in inverse powers of the target-space radius R,
introduced in the rescaled light-cone coordinates in eqn. (2.4). The fact that supersymmetry
must be protected at each order in the expansion determines a rescaling prescription for
the fermions. Accordingly, the eight transverse bosonic directions xA and the corresponding
fermionic fields ψα receive a rescaling coefficient proportional to R−1. The first curvature
correction away from the plane-wave limit therefore occurs at quartic order in both bosonic
and fermionic fluctuations. The particular light-cone coordinate system chosen in (2.4),
however, gives rise to several complications. The x± coordinates given by
t = x+ − x
−
2R2
φ = x+ +
x−
2R2
(3.28)
have conjugate momenta (in the language of BMN)
− p+ = i∂x+ = i(∂t + ∂φ) = ∆− J (3.29)
−p− = i∂x− = i
2R2
(∂φ − ∂t) = − 1
2R2
(∆ + J) , (3.30)
with ∆ = E = i∂t and J = −i∂φ. The light-cone Hamiltonian is H = −p+, so with
∆ = J − p+ one may schematically write
p− =
1
2R2
(2J − p+)
=
J
R2
+
H
2R2
=
J
R2
(
1 +
1
2J
∑
Nω
)
. (3.31)
This result appears to be incorrect in the context of the light-cone gauge condition ∂τ t =
p−. To compensate for this, one must set the constant worldsheet density p− equal to
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something different from 1 (and non-constant) if the parameter length of the worldsheet
is to be proportional to J . This operation introduces an additional O(1/R2) shift in the
energy of the string oscillators. This is acceptable because, in practice, we wish to consider
only degenerate subsets of energy states for comparison between the gauge theory and string
theory results. Because of the compensation between corrections to J and the Hamiltonian
contribution from p−, the eigenvalues of J will remain constant within these degenerate
subsets. Therefore, while it may seem incorrect to introduce operator-valued corrections to
p−, one could proceed pragmatically with the intent of restricting oneself to these degenerate
subsets.1
A different choice of light-cone coordinates allows us to avoid this problem completely.
By choosing
t = x+
φ = x+ +
x−
R2
, (3.32)
we have
− p+ = ∆− J (3.33)
−p− = i∂x− = i
R2
∂φ = − J
R2
, (3.34)
such that p− appears as a legitimate expansion parameter in the theory. In this coordinate
system, the curvature expansion of the metric becomes
ds2 ≈ 2dx+dx− − (xA)2(dx+)2 + (dxA)2
+
1
R2
[
−2y2dx+dx− + 1
2
(y4 − z4)(dx+)2 + (dx−)2 + 1
2
z2dz2 − 1
2
y2dy2
]
+O (R−4) . (3.35)
The operator-valued terms in p− that appear under the first coordinate choice (3.28) are no
longer present. However, it will be shown that this new coordinate system induces correction
terms to the spacetime curvature of the worldsheet metric. Furthermore, the appearance
of a nonvanishing G−− component, and the loss of many convenient symmetries between
terms associated with the x+ and x− directions bring some additional complications into the
analysis. The advantage is that the results will be unambiguous in the end (and free from
normal-ordering ambiguities).
4 Curvature corrections to the Penrose limit
In this section we expand the GS superstring action on AdS5 × S5 in powers of 1/R2. We
begin by constructing various quantities including combinations of Cartan 1-forms relevant
1When such a program is carried out, however, the resulting theory is subject to normal-ordering ambi-
guities; we instead use a coordinate system that is free of these complications.
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to the worldsheet Lagrangian. Spacetime curvature corrections to the worldsheet metric will
be calculated by analyzing the x− equation of motion and the covariant gauge constraints
order-by-order.
We introduce the notation
∆µn ≡ θ¯IΓµDn0 θI (4.1)
∆′
µ
n ≡ θ¯IΓµDn1 θI , (4.2)
where the covariant derivative is expanded in powers of (1/R):
Da = D0a +
1
R
D1a +
1
R2
D2a +O(R−3) . (4.3)
Terms in the Wess-Zumino Lagrangian are encoded using a similar notation:
✷
µ
n ≡ sIJ θ¯IΓµDn0 θJ (4.4)
✷
′µ
n ≡ sIJ θ¯IΓµDn1 θJ . (4.5)
The subscript notation (∆µn)θ4 will be used to indicate the quartic fermionic term involving
M2:
(∆µn)θ4 ≡
1
12
θ¯I(M2)Dn0 θI . (4.6)
For the present, it will be convenient to remove an overall factor of R2 from the definition of
the vielbeins eµν . In practice, this choice makes it easier to recognize terms that contribute
to the Hamiltonian at the order of interest, and, in the end, allows us to avoid imposing an
additional rescaling operation on the fermions. We proceed by keeping terms to O(1/R4),
with the understanding that an extra factor of R2 must be removed in the final analysis.
The covariant derivative
DaθI = ∂aθI + 1
4
∂ax
µωνρµ Γνρθ
I − i
2
ǫIJΓ∗Γµe
µ
ν∂ax
νθJ (4.7)
may then be expanded to O(1/R2) (we will not need O(1/R3) terms, because the covariant
derivative always appears left-multiplied by a spacetime spinor θ¯):
D0θI =
[
∂0θ
I − p−ǫIJΠθJ
]
+
1
R
[
p−
4
(
zjΓ
−j − yj′Γ−j′
)
θI +
1
4
ǫIJΓ−Π(x˙AΓA)θJ
]
+
1
R2
[
1
4
(z˙jzkΓ
jk − y˙j′yk′Γj′k′)θI + p−
4
ǫIJΠ(y2 − z2)θJ − 1
2
ǫIJ(x˙−)ΠθJ
]
+O(R−3) (4.8)
D1θI = ∂1θI + 1
4R
ǫIJΓ−Π(x′
A
ΓA)θJ
+
1
R2
[
1
4
(z′jzkΓ
jk − y′j′yk′Γj
′k′)θI − 1
2
ǫIJ (x′
−
)ΠθJ
]
+O(R−3) . (4.9)
16
Note that we have not rescaled the spinor field θ in the above expansion. This allows us to
isolate the bosonic scaling contribution from the covariant derivative when combining various
terms in the Lagrangian. Subsequently, the fermionic rescaling is performed based on the
number of spinors appearing in each term (two spinors for each ∆µ or ✷µ, and four for each
(∆µ)θ4). The worldsheet derivative notation is given by ∂τx = ∂0x = x˙ and ∂σx = ∂1x = x
′.
The various sectors of the worldsheet Lagrangian are assembled keeping x− and its deriva-
tives explicit; these will be removed by imposing the covariant gauge constraints. From the
supervielbein and superconnection
Lµat = e
µ
ν∂ax
ν − 4iθ¯IΓµ
(
sinh2(tM/2)
M2
)
DaθI
≈ eµν∂axν − iθ¯IΓµ
(
t2 +
t4M2
12
)
DaθI (4.10)
LIat =
sinh tM
M Daθ
I ≈
(
t+
t3
6
M2
)
DaθI , (4.11)
we form the following objects:
Lµ0L
µ
0 =
1
R2
{
2p−x˙
− − p2−(xA)2 + (x˙A)2 − 2ip−∆−0
}
+
1
R4
{
(x˙−)2 − 2p−y2x˙− + 1
2
(z˙2z2 − y˙2y2) + p
2
−
2
(y4 − z4)
−2i
[
1
2
x˙−∆−0 + p−∆
−
2 + p−(∆
−
0 )θ4 −
p−
4
(y2 − z2)∆−0 + x˙A∆A1
]}
+O(R−6) (4.12)
Lµ1L
µ
1 =
1
R2
(x′
A
)2
+
1
R4
{
1
2
(z′
2
z2 − y′2y2) + (x′−)2 − 2ix′A∆′A1 − ix′−∆′−0
}
+O(R−6) (4.13)
Lµ0L
µ
1 =
1
R2
{
p−x
′− + x˙Ax′
A − ip−∆′−0
}
+
1
R4
{
x′
−
x˙− − p−y2x′− + 1
2
(z2z˙kz
′
k − y2y˙k′y′k′)− ip−∆′−2 − ip−(∆′−0 )θ4
−ip−
4
(z2 − y2)∆′−0 −
i
2
x˙−∆′
−
0 − ix˙A∆′A1 − ix′A∆A1 −
i
2
x′
−
∆−0
}
+O(R−6) .
(4.14)
It will be advantageous to enforce the light-cone gauge condition x+ = τ at all orders
in the theory.2 When fermions are included, this choice allows us to keep the κ-symmetry
2This differs from the approach presented in [6].
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condition Γ+θ = 0 exact. In the pp-wave limit, keeping the worldsheet metric flat in this
light-cone gauge is consistent with the equations of motion. Beyond leading order, however,
we are forced to consider curvature corrections to the worldsheet metric that appear in both
the conformal gauge constraints and the worldsheet Hamiltonian. In the purely bosonic
case described in section 2 above, these corrections are kept implicit by defining gauge
constraints in terms of canonical momenta. In the supersymmetric theory, we must explicitly
calculate these corrections. The strategy is to expand the x− equations of motion in rescaled
coordinates (3.32) and solve for the components of the worldsheet metric order-by-order. By
varying x− in the full Lagrangian we obtain
δL
δx˙−
=
1
2
h00
{
2p−
R2
+
1
R4
[
2x˙− − 2p−y2 − iθ¯IΓ−∂0θI + 2ip−θ¯IΓ−ǫIJΠθJ
]}
+
i
2R4
sIJ θ¯IΓ−∂1θ
J +O(R−6). (4.15)
The worldsheet metric is taken to be flat at leading order, so there is no contribution from
Lµ0L
µ
1 here. To obtain corrections to h
ab entirely in terms of physical variables, however,
we must eliminate all instances of x− (or its derivatives) from the above variation. We can
solve the conformal gauge constraints at leading order to remove x˙− from (4.15). These
constraints are obtained by varying the Lagrangian with respect to the worldsheet metric
itself:
Tab = L
µ
aL
µ
b −
1
2
habh
cdLµcL
µ
d , (4.16)
yielding a symmetric traceless tensor with two independent components. To leading order
in 1/R, we find
T00 =
1
2
(Lµ0L
µ
0 + L
µ
1L
µ
1 ) + · · · = 0
=
1
2R2
(
2p−x˙
− − p2−(xA)2 + (x˙A)2 − 2ip−∆−0 + (x′A)2
)
+O(R−4) (4.17)
T01 = L
µ
0L
µ
1 + · · · = 0
= p−x
′− + x˙Ax′
A − ip−∆′−0 +O(R−4) . (4.18)
Expanding x˙− and x′− in the same fashion,
x˙− =
∑
n
an
Rn
x′
−
=
∑
n
a′n
Rn
, (4.19)
we use (4.17) and (4.18) to obtain
a0 =
p−
2
(xA)2 − 1
2p−
[
(x˙A)2 + (x′
A
)2
]
+ iθ¯IΓ−∂0θ
I − ip−ǫIJ θ¯IΓ−ΠθJ (4.20)
a′0 = −
1
p−
x˙Ax′
A
+ iθ¯IΓ−∂1θ
I . (4.21)
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By substituting back into (4.15), and performing the analogous operation for the x′− varia-
tion, these leading-order solutions provide the following expansions for the objects that enter
into the x− equation of motion:
δL
δx˙−
=
1
2
h00
{
2p−
R2
+
1
R4
[
p−(z
2 − y2)− 1
p−
[
(x˙A)2 + (x′
A
)2
]
+ iθ¯IΓ−∂0θ
I
]}
+
i
2R4
sIJ θ¯IΓ−∂1θ
J +O(R−6)
δL
δx′−
=
h01p−
R2
+
h11
R4
(
− 1
p−
x˙Ax′
A
+
i
2
θ¯IΓ−∂1θ
I
)
− i
2R4
sIJ θ¯IΓ−∂0θ
J +O(R−6) .
(4.22)
It is obvious from these expressions that the x− equation of motion will not be consistent with
the standard choice of flat worldsheet metric (h00 = −h11 = 1, h01 = 0). We therefore expand
hab in powers of R−1, taking it to be flat at leading order and allowing the higher-order terms
(the h˜ab) to depend on the physical variables in some way:
h00 = −1 + h˜
00
R2
+O(R−4) h11 = 1 + h˜
11
R2
+O(R−4) h01 = h˜
01
R2
+O(R−4) . (4.23)
Using (4.20) and (4.21), we find that the specific metric choice
h˜00 =
1
2
(z2 − y2)− 1
2p2−
[
(x˙A)2 + (x′
A
)2
]
+
i
2p−
θ¯IΓ−∂0θ
I − i
2p−
sIJ θ¯IΓ−∂1θ
J (4.24)
h˜01 =
1
p2−
x˙Ax′
A − i
2p−
θ¯IΓ−∂1θ
I +
i
2p−
sIJ θ¯IΓ−∂0θ
J (4.25)
simplifies the expressions of (4.22) to
δL
δx˙−
= 1 +O(R−4) δL
δx′−
= O(R−4) . (4.26)
The x− equation of motion is then consistent with the standard light-cone gauge choice
x˙+ = p− to O(1/R2) (with no corrections to p−, which must remain constant). Note that
h˜00 = −h˜00 and h˜00 = h˜11. The fact that these curvature corrections have bi-fermionic
contributions is ultimately due to the presence of a non-vanishing G−− term in the expanded
metric (3.35).
Since the worldsheet metric is known to O(1/R2), x− can now be determined to this
order from the covariant gauge constraints (4.16). By invoking the leading-order solutions
(4.17,4.18), we can simplify the equations to some extent:
T00 =
1
2
(Lµ0L
µ
0 + L
µ
1L
µ
1 ) +
h˜00
R2
Lµ1L
µ
1 +O(R−3) = 0 (4.27)
T01 = L
µ
0L
µ
1 −
h˜01
R2
Lµ1L
µ
1 +O(R−3) = 0 . (4.28)
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Equation (4.27) may be expanded to solve for a2, the first subleading correction to x˙
−:
T00 = 2p−a2 + a
2
0 − 2p−y2a0 + a′20 +
1
2
(z˙2z2 − y˙2y2) + p
2
−
2
(y4 − z4) + 1
2
(z′
2
z2 − y′2y2)
+(z2 − y2)(x′A)2 − 1
p2−
[
(x˙A)2 + (x′
A
)2
]
(x′
A
)2 +
i
p−
(x′
A
)2θ¯IΓ−∂0θ
I
− i
p−
(x′
A
)2sIJ θ¯IΓ−∂1θ
J − ia0∆−0 − 2ip−∆−2 − 2ip−(∆−0 )θ4 +
ip−
2
(y2 − z2)∆−0
−2i(x˙A∆A1 + x′A∆A1 )− ia′0∆′−0 = 0 . (4.29)
The remaining independent component T01 is the current associated with translation
symmetry on the closed-string worldsheet. Enforcing the constraint T01 = 0 is equivalent
to imposing the level-matching condition on physical string states. This condition can be
used to fix higher-order corrections to x′−, as is required by conformal invariance on the
worldsheet. However, since our goal is to examine curvature corrections to the pp-wave
limit using first-order perturbation theory, we will only need to enforce the level-matching
condition on string states that are eigenstates of the pp-wave theory. We therefore need only
consider the equation T01 = 0 to leading order in the expansion, which yields (4.21) above. If
we were interested in physical eigenstates of the geometry corrected to O(1/R2) (ie. solving
the theory exactly to this order), we would be forced to solve T01 = 0 to O(1/R2).
With solutions to the x− equations of motion and an expansion of the worldsheet metric
to the order of interest, we may proceed with expressing the Hamiltonian as the generator
of light-cone time translation: p+ = δL/δx˙+. It is helpful to first vary ∆µ with respect to
∂0t and ∂0φ:
δ∆µ
δ(∂0t)
= θ¯IΓµ
[
− 1
2R3
zjΓ
0jθI − 1
2
ǫIJΠ
(
1
R2
+
z2
2R4
)
θJ
]
+O(R−6) (4.30)
δ∆µ
δ(∂0φ)
= θ¯IΓµ
[
− 1
2R3
yj′Γ
9j′θI − 1
2
ǫIJΠ
(
1
R2
− y
2
2R4
)
θJ
]
+O(R−6) . (4.31)
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The kinetic term in the Lagrangian (3.11) yields
δLKin
δx˙+
=
1
R2
{
p−(x
A)2 − x˙− + i∆−0 − ip−θ¯IΓ−ǫIJΠθJ
}
+
1
R4
{
−p−
2
(y4 − z4) + y2x˙− + i∆−2 + i(∆−0 )θ4 +
i
4
(z2 − y2)∆−0
−ip−
2
(z2 − y2)θ¯IΓ−ǫIJΠθJ − ip−
12
θ¯IΓ−(M2)IJǫJLΠθL
+
i
4
x˙Aθ¯IΓA
(
zkΓ
−k − yk′Γ−k′
)
θI − i
2
(x˙−)θ¯IΓ−ǫIJΠθJ +
[
−1
2
(z2 − y2)
+
1
2p2−
[
(x˙A)2 + (x′
A
)2
]
− i
2p−
θ¯IΓ−∂0θ
I +
i
2p−
sIJ θ¯IΓ−∂1θ
J
][
p−(x
A)2 − x˙−
+i∆−0 − ip−θ¯IΓ−ǫIJΠθJ
]
+
[
1
p2−
x˙Ax′
A − i
2p−
θ¯IΓ−∂1θ
I
+
i
2p−
sIJ θ¯IΓ−∂0θ
J
](
x′
− − i∆′−0
)}
+O(R−6) , (4.32)
while the Wess-Zumino term (3.12) gives
δLWZ
δx˙+
=
i
R2
sIJ θ¯IΓ−∂1θ
J +
1
R4
{
i
4
sIJ θ¯IΓ−(z′jzkΓ
jk − y′j′yk′)θJ +
i
12
sIJ θ¯IΓ−(M2)JL∂1θL
− i
4
(y2 − z2)sIJ θ¯IΓ−∂1θJ + i
4
x′
A
sIJ θ¯IΓA(yj′Γ
−j′ − zjΓ−j)θJ
}
+O(R−6) .(4.33)
The variation is completed prior to any gauge fixing (with the worldsheet metric held fixed).
After computing the variation, the light-cone coordinates x± and the worldsheet metric
corrections h˜00, h˜01 are to be replaced with dynamical variables according to the x− equations
of motion and the gauge conditions x+ = τ and Tab = 0. Hence, using a0 and a2 determined
from the covariant gauge constraints (4.20,4.29), we remove x− (x+ has already been replaced
with p−τ in the above variations) and restore proper powers of R in the vielbeins (so that
the desired corrections enter at O(1/R2)). As expected, the pp-wave Hamiltonian emerges
at leading order:
Hpp = p−
2
(xA)2 +
1
2p−
[
(x˙A)2 + (x′
A
)2
]
− ip−θ¯IΓ−ǫIJΠθJ + isIJ θ¯IΓ−∂1θJ . (4.34)
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The first curvature correction to the pp-wave limit is found to be
Hint = 1
R2
{
1
4p−
[
y2(z˙2 − z′2 − 2y′2) + z2(−y˙2 + y′2 + 2z′2)
]
+
1
8p3−
[
3(x˙A)2 − (x′A)2
] [
(x˙A)2 + (x′
A
)2
]
+
p−
8
[
(xA)2
]2 − 1
2p3−
(x˙Ax′
A
)2
− i
4p−
1∑
a=0
θ¯I(∂ax
AΓA)ǫIJΓ−Π(∂ax
BΓB)θJ − i
2
p−(x
A)2θ¯IΓ−ǫIJΠθJ
− i
2p2−
(x˙A)2θ¯IΓ−∂0θ
I − ip−
12
θ¯IΓ−(M2)IJǫJLΠθL − p−
2
(θ¯IΓ−ǫIJΠθJ)2
− i
2p2−
(x˙Ax′
A
)sIJ θ¯IΓ−∂0θ
J − i
4
(y2 − z2)sIJ θ¯IΓ−∂1θJ
+
i
4
x′
A
sIJ θ¯IΓA(yj′Γ
−j′ − zjΓ−j)θJ + i
4
sIJ θ¯IΓ−(z′jzkΓ
jk − y′j′yk′Γj
′k′)θJ
+
i
4p2−
[
(x˙A)2 − (x′A)2
]
sIJ θ¯IΓ−∂1θ
J +
i
12
sIJ θ¯IΓ−(M2)JL∂1θL
+
1
2
(sIJ θ¯IΓ−∂1θ
J)(θ¯KΓ−ǫKLΠθL) +
i
4
(xA)2sIJ θ¯IΓ−∂1θ
J
}
. (4.35)
The full Lagrangian (3.11,3.12) can also be expressed to this order. In terms of the
quantities found in equations (4.12,4.13,4.14,4.24,4.25), the kinetic term LKin = −12habLµaLµb
can be written schematically as
LKin = 1
2
(Lµ0L
µ
0 − Lµ1Lµ1 )2 +
1
2R2
(Lµ0L
µ
0 − Lµ1Lµ1 )4 −
1
2R2
h˜00 (Lµ0L
µ
0 )2
+
1
2R2
h˜00 (Lµ1L
µ
1 )2 −
1
R2
h˜01 (Lµ0L
µ
1 )2 +O(R−4) , (4.36)
where external subscripts indicate quadratic or quartic order in fields. The Wess-Zumino
term is given explicitly by:
LWZ = −2iǫab
∫ 1
0
dtLµats
IJ θ¯IΓµLJbt
≈ −ip−
(
sIJ θ¯IΓ−∂1θ
J
)− i
R2
{
p−✷
′−
2 + p−(✷
′−
0 )θ4 +
p−
4
(z2 − y2)✷′−0 +
1
2
x˙−✷′
−
0
−1
2
x′
−
✷
−
0 + x˙
A
✷
′A
1 − x′A✷A1
}
+O(R−4) . (4.37)
It will be useful to recast both the Hamiltonian and Lagrangian in 16-component notation
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(details may be found in Appendix A):
H = 1
2p−
(
(x˙A)2 + (x′
A
)2 + p2−(x
A)2
)
− p−ψ†Πψ + i
2
(ψψ′ + ψ†ψ′
†
)
+
1
R2
{
z2
4p−
[
y′
2
+ 2z′
2 − y˙2
]
− y
2
4p−
[
z′
2
+ 2y′
2 − z˙2
]
− 1
2p3−
(x˙Ax′
A
)2
+
1
8p3−
[
3(x˙A)2 − (x′A)2
] [
(x˙A)2 + (x′
A
)2
]
+
p−
8
[
(xA)2
]2
+
i
8
ψ
(
zkz
′
jγ
jk − yk′y′j′γj
′k′ + x′
A
(zkγ¯
Aγk − yk′γ¯Aγk′)
)
ψ − i
4p2−
(x˙A)2
[
ψψ˙† + ψ†ψ˙
]
+
i
8
ψ†
(
zkz
′
jγ
jk − yk′y′j′γj
′k′ + x′
A
(zkγ¯
Aγk − yk′ γ¯Aγk′)
)
ψ†
+
1
2p−
(
z˙iy˙j
′
+ z′
i
y′
j′
)
ψ†γij
′
Πψ +
i
8
(z2 − y2)(ψψ′ + ψ†ψ′†)
− 1
4p−
[
(z˙2 − y˙2) + (z′2 − y′2)
]
ψ†Πψ +
i
8
[
1
p2−
(
(x˙A)2 − (x′A)2
)
+ (xA)2
]
(ψψ′ + ψ†ψ′
†
)
−p−
2
(xA)2(ψ†Πψ)− i
4p2−
(x˙Ax′
A
)(ψψ˙ + ψ†ψ˙†) +
p−
48
(ψ†γjkψ)(ψ†γjkψ)
−p−
48
(ψ†γj
′k′ψ)(ψ†γj
′k′ψ)− i
192
(ψγjkψ + ψ†γjkψ†)(ψ†γjkΠψ′ − ψγjkΠψ′†)
+
p−
2
(ψ†Πψ)(ψ†Πψ) +
i
192
(ψγj
′k′ψ + ψ†γj
′k′ψ†)(ψ†γj
′k′Πψ′ − ψγj′k′Πψ′†)
− i
4
(ψψ′ + ψ†ψ′
†
)(ψ†Πψ)
}
+O(R−4) . (4.38)
One could scale the length of the worldsheet such that all p− are absorbed into the upper
limit on worldsheet integration over dσ. To organize correction terms by their corresponding
coupling strength in the gauge theory, however, we find it convenient to keep factors of p−
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explicit in the above expression. The Lagrangian can be computed from (4.36,4.37), giving
LKin = p−x˙− − 1
2
[
p2−(x
A)2 − (x˙A)2 + (x′A)2
]
− ip−
2
(ψψ˙† + ψ†ψ˙)− p2−ψΠψ†
+
1
2R2
{
(x˙−)2 − 2p−y2x˙− + 1
2
(z˙2z2 − y˙2y2) + p
2
−
2
(y4 − z4)
−ip−
4
(z˙jzk)(ψγ
jkψ† + ψ†γjkψ) +
ip−
4
(y˙j′yk′)(ψγ
j′k′ψ† + ψ†γj
′k′ψ)
−ip−
48
(ψγjkψ†)(ψγjkΠψ˙† − ψ†γjkΠψ˙) + ip−
48
(ψγj
′k′ψ†)(ψγj
′k′Πψ˙† − ψ†γj′k′Πψ˙)
+
i
2
[p−
2
(y2 − z2)− x˙−
]
(ψψ˙† + ψ†ψ˙)− p−
[
2x˙− − p−(y2 − z2)
]
ψΠψ†
−p
2
−
24
(ψ†γjkψ)2 +
p2−
24
(ψ†γj
′k′ψ)2 +
ip−
4
(x˙Azj)(ψγ
Aγ¯jψ† + ψ†γAγ¯jψ)
−ip−
4
(x˙Ayj′)(ψγ
Aγ¯j
′
ψ† + ψ†γAγ¯j
′
ψ) +
1
4
(x˙Ax˙B)(ψ†γAΠγ¯Bψ − ψγAΠγ¯Bψ†)
−1
2
(z′
2
z2 − y′2y2)− (x′−)2 + i
2
x′
−
(ψψ′
†
+ ψ†ψ′)
−1
4
(x′
A
x′
B
)(ψ†γAΠγ¯Bψ − ψγAΠγ¯Bψ†)− h˜00[2p−x˙− − p2−(xA)2 + (x˙A)2 − (x′A)2
−ip−(ψψ˙† + ψ†ψ˙)− 2p2−ψΠψ†
]− 2h˜01 [p−x′− + x˙Ax′A − ip−
2
(ψψ′
†
+ ψ†ψ′)
]}
+O(R−4) , (4.39)
and
LWZ = −ip−
2
(ψψ′ + ψ†ψ′
†
)− i
R2
{
p−
8
(z′jzk)(ψγ
jkψ + ψ†γjkψ†)
−p−
8
(y′j′yk′)(ψγ
j′k′ψ + ψ†γj
′k′ψ†) +
1
4
[
x˙− +
p−
2
(z2 − y2)
]
(ψψ′ + ψ†ψ′
†
)
−1
4
(x′
−
)(ψψ˙ + ψ†ψ˙†) +
i
8
(x′
A
x˙B + x˙Ax′
B
)(ψ†γAΠγ¯Bψ† − ψγAΠγ¯Bψ)
+
p−
8
(x′
A
zj)(ψ
†γAγ¯jψ† + ψγAγ¯jψ)− p−
8
(x′
A
yj′)(ψ
†γAγ¯j
′
ψ† + ψγAγ¯j
′
ψ)
+
p−
8
(ψγjkψ + ψ†γjkψ†)(ψγjkΠψ′
† − ψ†γjkΠψ′)
−p−
8
(ψγj
′k′ψ + ψ†γj
′k′ψ†)(ψγj
′k′Πψ′
† − ψ†γj′k′Πψ′)
}
+O(R−4) . (4.40)
For later convenience, the Lagrangian is not fully gauge fixed, though we set x˙+ to p− for
simplicity and ignore any x¨+ that arise through partial integration (since we will ultimately
choose the light-cone gauge x+ = p−τ). As noted above, sending h
00 → −1 + h˜00/R2 simply
rewrites the function h00, and does not amount to a particular gauge choice for the worldsheet
metric.
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5 Quantization of the lightcone gauge Hamiltonian
Our goal is to calculate explicit energy corrections due to the rather complicated perturbed
Hamiltonian derived in the last section. To explain our strategy, we begin with a review of
the pp-wave energy spectrum in the Penrose limit. This limit is obtained by keeping only
the leading term in R−1 in the Hamiltonian expansion of (4.38) and leads to linear equations
of motion for the fields. The eight bosonic transverse string coordinates obey the equation
x¨A − x′′A + p2−xA = 0 . (5.1)
This is solved by the usual expansion in terms of Fourier modes
xA(σ, τ) =
∞∑
n=−∞
xAn (τ)e
−iknσ
xAn (τ) =
i√
2ωn
(aAn e
−iωnτ − aA†−neiωnτ ) , (5.2)
where kn = n (integer), ωn =
√
p2− + k
2
n, and the raising and lowering operators obey the
commutation relation [aAm, a
B
n
†
] = δmnδ
AB. The bosonic piece of the pp-wave Hamiltonian
takes the form
HBpp =
1
p−
∞∑
n=−∞
ωn
(
aAn
†
aAn + 4
)
. (5.3)
The fermionic equations of motion are
(ψ˙† + ψ′) + ip−Πψ
† = 0 (5.4)
(ψ˙ + ψ′
†
)− ip−Πψ = 0 , (5.5)
where ψ is a 16-component complex SO(9,1) Weyl spinor. As mentioned earlier, ψ is further
restricted by a light-cone gauge fixing condition γ¯9ψ = ψ which reduces the number of
spinor components to 8 (details are given in the Appendix). In what follows, ψ, and the
various matrices acting on it, should therefore be regarded as 8-dimensional. The fermionic
equations of motion are solved by
ψ =
∞∑
n=−∞
ψn(τ)e
−iknσ (5.6)
ψn(τ) =
1
2
√
p−
(
Anbne
−iωnτ +Bnb
†
−ne
iωnτ
)
e−iknσ (5.7)
ψ†n(τ) =
1
2
√
p−
(
ΠBnbne
−iωnτ −ΠAnb†−neiωnτ
)
e−iknσ , (5.8)
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where we have defined
An ≡ 1√
ωn
(√
ωn − kn −
√
ωn + knΠ
)
(5.9)
Bn ≡ 1√
ωn
(√
ωn + kn +
√
ωn − knΠ
)
. (5.10)
The anticommuting mode operators bn, b
†
n carry a spinor index which takes 8 values. In
the gamma matrix representation described in the Appendix, the matrix Π is diagonal
and assigns eigenvalues ±1 to the mode operators. The fermionic canonical momentum
is ρ = ip−ψ
†, which implies that the fermionic creation and annihilation operators obey the
anticommutation rule {bαm, bβn†} = δαβδmn. The fermionic piece of the pp-wave Hamiltonian
can be written in terms of these operators as
HFpp =
1
p−
∞∑
n=−∞
ωn
(
bα†n b
α
n − 4
)
. (5.11)
Given our earlier conventions, it is necessary to invoke the coordinate reflection xµ → −xµ
(Metsaev studied a similar operation on the pp-wave Hamiltonian in [2]). Such a trans-
formation is, at this stage, equivalent to sending xA → −xA, p− → −p−, and H → −H.
In essence, this operation allows us to choose the positive-energy solutions to the fermionic
equations of motion while maintaining our convention that bα
†
represent a creation operator
and bα denote an annihilation operator. The total pp-wave Hamiltonian
Hpp = 1
p−
∞∑
n=−∞
ωn
(
aAn
†
aAn + b
α†
n b
α
n
)
(5.12)
is just a collection of free, equal mass fermionic and bosonic oscillators.
Canonical quantization requires that we express the Hamiltonian in terms of physical
variables and conjugate momenta. At leading order in 1/R2, x˙A is canonically conjugate to
xA and can be expanded in terms of creation and annihilation operators. Beyond leading
order, however, the conjugate variable pA = δL/δx˙A differs from x˙A by terms of O(1/R2).
Substituting these O(1/R2) corrected expressions for canonical momenta into the pp-wave
Hamiltonian
Hpp ∼ (x˙A)2 + ψ†Πψ + ψ†ψ′† (5.13)
to express it as a function of canonical variables will yield indirect O(1/R2) corrections to the
Hamiltonian (to which we must add the contribution of explicit O(1/R2) corrections to the
action). For example, bosonic momenta in the SO(4) descending from the AdS5 subspace
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take the following corrections:
pk = z˙k +
1
R2
{
1
2
y2pk +
1
2p2−
[
(pA)
2 + (x′
A
)2
]
pk − 1
p2−
(pAx
′A)z′k − i
2p−
pkθ¯
IΓ−∂0θ
I
+
i
2p−
pks
IJ θ¯IΓ−∂1θ
J − ip−
4
θ¯IΓ−zjΓ
j
k θ
I − ip−
4
θ¯IΓk
(
zjΓ
−j − yj′Γ−j′
)
θI
+
i
4
pAǫ
IJ θ¯IΓ−
(
ΓkΠΓ
A + ΓAΠΓk
)
θJ +
i
2p−
z′kθ¯
IΓ−∂1θ
I − i
2p−
z′ks
IJ θ¯IΓ−∂0θ
J
+
i
4
x′
A
sIJǫJK θ¯IΓ−
(
ΓkΠΓ
A − ΓAΠΓk
)
θK
}
+O(R−4) . (5.14)
The leading-order relationship pk = z˙k has been substituted into the correction term at
O(1/R2), and the light-cone gauge choice x+ = p−τ has been fixed after the variation.
To compute fermionic momenta ρ = δL/δψ˙, it is convenient to work with complex 16-
component spinors. Terms in L relevant to the fermionic momenta ρ are as follows:
L ∼ −ip−
(
ψ†ψ˙
)
− i
R2
{
1
4
[
x˙− +
p−
2
(z2 − y2)
] (
ψψ˙† + ψ†ψ˙
)
− p−h˜
00
2
(
ψψ˙† + ψ†ψ˙
)
+
p−
96
(
ψγjkψ†
) (
ψγjkΠψ˙† − ψ†γjkΠψ˙
)
− x
′−
4
(
ψψ˙ + ψ†ψ˙†
)
− (j, k ⇀↽ j′, k′)
}
+O(R−4) .
(5.15)
This structure can be manipulated to simplify the subsequent calculation. Using partial
integration, we can make the following replacement at leading order:
ip−
2
(
ψ†ψ˙ + ψψ˙†
)
= ip−
(
ψ†ψ˙
)
+ surface terms. (5.16)
Operations of this sort have no effect on the x− equation of motion or the preceding calcu-
lation of δL/δx˙+, for example. Similarly, terms in L containing the matrix (M)2 may be
transformed according to
− ip−
96
(
ψγjkψ†
) (
ψγjkΠψ˙† − ψ†γjkΠψ˙
)
=
ip−
48
(
ψγjkψ†
) (
ψ†γjkΠψ˙
)
. (5.17)
Terms of the form
1
4
(
x˙−
) (
ψψ˙† + ψ†ψ˙
)
, (5.18)
however, cannot be treated in the same manner. The presence of (5.18) ultimately imposes
a set of second-class constraints on the theory, and we will eventually be lead to treat ψ†
as a constrained, dynamical degree of freedom in the Lagrangian. The fermionic momenta
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therefore take the form
ρα = ip−ψ
†
α +
1
R2
{
i
4
(
x˙− +
p−
2
(z2 − y2)
)
ψ†α −
ip−
2
h˜00ψ†α −
ix′−
4
ψα
−ip−
48
[(
ψγjkψ†
) (
ψ†γjkΠ
)
α
− (j, k ⇀↽ j′, k′)]}+O(R−4) (5.19)
ρ†α =
1
R2
{
i
4
(
x˙− +
p−
2
(z2 − y2)
)
ψα − ip−
2
h˜00ψα − ix
′−
4
ψ†α
}
+O(R−4) . (5.20)
Using (4.20) and (4.21) to replace x˙− and x′− at leading order (in 16-component spinor
notation), and using (4.24) to implement the appropriate curvature corrections to the h00
component of the worldsheet metric, we find
ρ = ip−ψ
† +
1
R2
{
1
4
y2ρ+
1
8p2−
[
(p2A) + (x
′A)2
]
ρ+
i
4p−
(pAx
′A)ψ +
i
4p−
(ρΠψ) ρ
− i
8p−
(ψρ′ + ρψ′)ψ +
i
8p−
(
ψψ′ − 1
p2−
ρρ′
)
ρ
+
i
48p−
[(
ψγjkρ
) (
ργjkΠ
)− (j, k,⇀↽ j′, k′)]}+O(R−4) (5.21)
ρ† =
1
R2
{
i
4
p−y
2ψ +
i
8p−
[
(p2A) + (x
′A)2
]
ψ +
1
4p2−
(
pAx
′A
)
ρ− 1
4
(ρΠψ)ψ
− 1
8p2−
(ψρ′ + ρψ′) ρ− 1
8
(
ψψ′ − 1
p2−
ρρ′
)
ψ
}
+O(R−4) . (5.22)
Denoting the O(1/R2) corrections to ρ in (5.21) by Φ, the pp-wave Hamiltonian can be
expressed in terms of canonical variables as
Hpp = −p−ψ†Πψ + i
2
ψψ′ +
i
2
ψ†ψ′
†
= iρΠψ +
i
2
ψψ′ − i
2p2−
ρρ′ +
1
R2
{
i
2p2−
ρΦ′ +
i
2p2−
Φρ′ − iΦΠψ
}
. (5.23)
The O(1/R2) correction to the Hamiltonian can also be expressed in terms of canonical
variables. The overall canonical Hamiltonian can conveniently be broken into its BMN
limit (Hpp), pure bosonic (HBB), pure fermionic (HFF) and boson-fermion (HBF) interacting
subsectors:
Hpp = p−
2
(xA)2 +
1
2p−
[
(pA)
2 + (x′
A
)2
]
+ iρΠψ +
i
2
ψψ′ − i
2p2−
ρρ′ (5.24)
HBB = 1
R2
{
1
4p−
[
−y2
(
p2z + z
′2 + 2y′
2
)
+ z2
(
p2y + y
′2 + 2z′
2
)]
+
p−
8
[
(xA)2
]2
− 1
8p3−
{[
(pA)
2
]2
+ 2(pA)
2(x′
A
)2 +
[
(x′
A
)2
]2}
+
1
2p3−
(
x′
A
pA
)2}
(5.25)
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HFF = − 1
4R2
{
1
p−
(ρΠψ)2 +
1
p3−
(ρΠψ) ρρ′ +
1
2p3−
(
ψψ′ − 1
p2−
ρρ′
)
ρρ′
+
1
2p−
(
ψψ′ − 1
p2−
ρρ′
)
(ρΠψ) +
1
2p3−
(ψρ′ + ρψ′) ρ′ψ
+
1
12p3−
(
ψγjkρ
) (
ργjkΠρ′
)
− 1
48p−
(
ψγjkψ − 1
p2−
ργjkρ
)(
ρ′γjkΠψ − ργjkΠψ′)− (j, k ⇀↽ j′, k′)} (5.26)
HBF = 1
R2
{
i
4
z2ψψ′ − i
8p2−
[
(pA)
2 + (x′
A
)2
]
ψψ′ +
i
4p4−
[
(pA)
2 + (x′
A
)2 + p2−(y
2 − z2)
]
ρρ′
− i
2p2−
(
p2k + y
′2 − p2−z2 −
1
4
(pA)
2 − 1
4
(x′
A
)2 − p
2
−
2
y2
)
ρΠψ
+
i
4
(z′jzk)
(
ψγjkψ − 1
p2−
ργjkρ
)
− i
4
(y′j′yk′)
(
ψγj
′k′ψ − 1
p2−
ργj
′k′ρ
)
− i
8
(z′kyk′ + zky
′
k′)
(
ψγkk
′
ψ − 1
p2−
ργkk
′
ρ
)
+
1
4p−
(pkyk′ + zkpk′)ψγ
kk′ρ
+
1
4p−
(pjz
′
k)
(
ψγjkΠψ +
1
p2−
ργjkΠρ
)
− 1
4p−
(pj′y
′
k′)
(
ψγj
′k′Πψ +
1
p2−
ργj
′k′Πρ
)
− 1
4p−
(pky
′
k′ + z
′
kpk′)
(
ψγkk
′
Πψ +
1
p2−
ργkk
′
Πρ
)
− i
2p2−
(pkpk′ − z′ky′k′)ψγkk
′
Πρ
− 1
4p3−
(pAx
′A)(ρψ′ + 2ψρ′)
}
. (5.27)
This Hamiltonian has one problem which we must resolve before attempting to extract its
detailed consequences. At the end of section 2, we argued that when the theory is restricted
to the subspace of string zero-modes (i.e. excitations of the string that are independent
of the worldsheet coordinate σ), curvature corrections to the leading pp-wave Hamiltonian
should vanish. The only terms in the Hamiltonian that survive in this limit are those with
no worldsheet spatial derivatives. Although HBB has no such terms, the fermionic pieces of
the Hamiltonian do. For example, HFF contains a term R−2(ρΠψ)2 which would appear to
modify the zero-mode spectrum at O(1/R2), contrary to expectation. In the end, we found
that this problem can be traced to the presence of second-class constraints involving ψ˙†. As it
turns out, the constrained quantization procedure needed to handle second-class constraints
has the effect, among many others, of resolving the zero-mode paradox just outlined. To see
this, we must work out the appropriate constrained quantization procedure.
The set of constraints that define canonical momenta are known as primary constraints,
and take the generic form χ = 0. Primary constraints can be categorized as either first or
second class. Second-class constraints arise when canonical momenta do not have vanish-
ing Poisson brackets with the primary constraints themselves: {ρψ, χψ} 6= 0,
{
ρψ† , χψ†
} 6=
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0. (First-class constraints are characterized by the more typical condition
{
ρψ† , χψ†
}
=
{ρψ, χψ} = 0.) To the order of interest, the primary constraint equations are
χ1α = 0 = ρα − ip−ψ†α
− ip−
8R2
[
2y2 +
1
p2−
[
(pA)
2 + (x′
A
)2
]
− 2(ψ†Πψ) + i
p−
(ψψ′ + ψ†ψ′
†
)
]
ψ†α
− i
4p−R2
[
(pAx
′A)− ip−
2
(ψψ′
†
+ ψ†ψ′)
]
ψα +
ip−
48R2
(ψγjkψ†)(ψ†γjkΠ)α (5.28)
χ2α = 0 = ρ
†
α −
ip−
4R2
[
y2 +
1
2p2−
[
(pA)
2 + (x′
A
)2
]
− (ψ†Πψ) + i
2p−
(ψψ′ + ψ†ψ′
†
)
]
ψα
− i
4p−R2
[
(pAx
′A)− ip−
2
(ψψ′
†
+ ψ†ψ′)
]
ψ†α . (5.29)
It is clear that these constraints are second-class. In the presence of second-class constraints,
consistent quantization requires that the quantum anticommutator of two fermionic fields
be identified with their Dirac bracket (which depends on the Poisson bracket algebra of the
constraints) rather than with their classical Poisson bracket. The Dirac bracket is given in
terms of Poisson brackets by (see, for example, [16])
{A,B}D = {A,B}P − {A, χN}P
(
C−1
)NM {χM , B}P , (5.30)
where
CNM ≡ {χN , χM}P . (5.31)
The indices N and M denote both the spinor index α and the constraint label a = 1, 2. For
Grassmanian fields A and B, the Poisson bracket is defined by
{A,B}P = −
(
∂A
∂ψα
∂B
∂ρα
+
∂B
∂ψα
∂A
∂ρα
)
−
(
∂A
∂ψ†α
∂B
∂ρ†α
+
∂B
∂ψ†α
∂A
∂ρ†α
)
. (5.32)
As an example, the Dirac bracket {ρα, ρβ}D is readily computed (to the order of interest)
by noting that the partial integration in (5.16) introduces an asymmetry between ψ and ψ†
into the system. Since {ρα, ρβ}D contains
{ρα, χaγ} = O(R−2) {χbη, ρβ} = O(R−2) , (5.33)
an immediate consequence of this asymmetry is that {ρα, ρβ}D vanishes to O(1/R4). To
compute {ρα, ψβ}D, we note that
{ρα, χ(2γ)}P = −δαρ∂χ(2γ)
∂ψρ
= O(R−2) , (5.34)
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and, to leading order,
(C−1)(2γ)(1η) = − i
p−
δγη +O(R−2) , (5.35)
such that
{ρα, ψβ}D = −δαβ − i
p−
{ρα, χ(2β)}P . (5.36)
Similar manipulations are required for {ψα, ψβ}D, which does exhibit O(1/R2) corrections.
The second-class constraints on the fermionic sector of the system are removed by enforcing
{ρα(σ), ψβ(σ′)}D = −δαβδ(σ − σ′) + 1
4R2
δ(σ − σ′)
{−i
p−
(ρΠ)αψβ +
i
p−
(ρΠψ)δαβ
+
i
2p−
[(
ψψ′δαβ − 1
p−
2
ρρ′δαβ
)
+ ψ′αψβ +
1
p2−
ρ′αρβ
]
+
1
2p2−
[
(pA)
2 + (x′
A
)2
]
δαβ + y
2δαβ
}
− i
8p−R2
(
ψαψβ +
1
p2−
ραρβ
)
∂
∂σ′
δ(σ − σ′) +O(R−4) (5.37)
{ψα(σ), ψβ(σ′)}D = i
4p−R2
δ(σ − σ′)
{
(ψΠ)(αψβ) − 1
p2−
(pAx
′A)δ(αβ)
+
1
2p2−
[
ψ′(αρβ) − ρ′(αψβ) + (ψρ′ + ρψ′)δ(αβ)
]}
+
i
8p3−R
2
(
ρ(αψβ) − ψ(αρβ)
) ∂
∂σ′
δ(σ − σ′) +O(R−4) (5.38)
{ρα(σ), ρβ(σ′)}D = O(R−4) . (5.39)
Identifying these Dirac brackets with the quantum anticommutators of the fermionic fields
in the theory naturally leads to additional O(1/R2) corrections to the energy spectrum. One
way to implement these corrections is to retain the Fourier expansion of ψ and ψ† given in
(5.7,5.8) while transforming the fermionic creation and annihilation operators
bαn → cαn b†αn → c†αn , (5.40)
such that {ρ(c, c†), ψ(c, c†)}P, for example, satisfies (5.37). This approach amounts to finding
O(1/R2) corrections to {cαn, c†βm } that allow the usual anticommutators to be identified with
the above Dirac brackets (5.37-5.39). In practice, extracting these solutions from (5.37-5.39)
can be circumvented by invoking a non-linear field redefinition ψ → ψ˜, ρ→ ρ˜, such that
{ρ(c, c†), ψ(c, c†)}P = {ρ˜(b, b†), ψ˜(b, b†)}P . (5.41)
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Both representations satisfy (5.37), and the operators bαn, b
†β
m are understood to obey the
usual relations:
{bαn, b†βm } = δαβδnm . (5.42)
In general, the non-linear field redefinition ψ˜(b, b†) = ψ(b, b†) + . . . contains corrections that
are cubic in the fields ρ(b, b†), ψ(b, b†), xA(a, a†) and pA(a, a
†). Such correction terms can be
written down by inspection, with matrix-valued coefficients to be solved for by comparing
{ρ˜(b, b†), ψ˜(b, b†)}P and {ψ˜(b, b†), ψ˜(b, b†)}P with (5.37,5.38). A straightforward computation
yields
ρα → ρ˜α = ρα (5.43)
ψβ → ψ˜β = ψβ + i
8p−R2
{
(ψ′ψ)ψβ − 2(ρΠψ)ψβ − 1
p2−
(ρ′ρ)ψβ +
2
p2−
(pAx
′A)ρβ
+
1
p2−
[(ρ′ψ)ρβ − (ρψ′)ρβ] + 2ip−
[
y2ψβ +
1
2p2−
(
(pA)
2 + (x′
A
)2
)
ψβ
]}
.
(5.44)
This approach to enforcing the modified Dirac bracket structure amounts to adding O(1/R2)
correction terms to the Hamiltonian while keeping the standard commutation relations. It
is much more convenient for calculating matrix elements than the alternative approach of
adding O(1/R2) operator corrections to the fermi field anticommutators {b, b†}.
By invoking the redefinitions in (5.43,5.44), the pieces of the interaction Hamiltonian
that involve fermions take the final forms
HFF = − 1
4p3−R
2
{
p2−
[
(ψ′ψ) +
1
p2−
(ρρ′)
]
(ρΠψ)− p
2
−
2
(ψ′ψ)2 − 1
2p2−
(ρ′ρ)2 + (ψ′ψ)(ρ′ρ)
+(ρψ′)(ρ′ψ)− 1
2
[
(ψρ′)(ψρ′) + (ψ′ρ)2
]
+
1
12
(ψγjkρ)(ργjkΠρ′)
−p
2
−
48
(
ψγjkψ − 1
p2−
ργjkρ
)(
ρ′γjkΠψ − ργjkΠψ′)− (j, k ⇀↽ j′, k′)} , (5.45)
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HBF = 1
R2
{
− i
4p2−
[
(pA)
2 + (x′
A
)2 + p2−(y
2 − z2)
](
ψψ′ − 1
p2−
ρρ′
)
− 1
2p3−
(pAx
′A)(ρψ′ + ψρ′)− i
2p2−
(
p2k + y
′2 − p2−z2
)
ρΠψ
+
i
4
(z′jzk)
(
ψγjkψ − 1
p2−
ργjkρ
)
− i
4
(y′j′yk′)
(
ψγj
′k′ψ − 1
p2−
ργj
′k′ρ
)
− i
8
(z′kyk′ + zky
′
k′)
(
ψγkk
′
ψ − 1
p2−
ργkk
′
ρ
)
+
1
4p−
(pkyk′ + zkpk′)ψγ
kk′ρ
+
1
4p−
(pjz
′
k)
(
ψγjkΠψ +
1
p2−
ργjkΠρ
)
− 1
4p−
(pj′y
′
k′)
(
ψγj
′k′Πψ +
1
p2−
ργj
′k′Πρ
)
− 1
4p−
(pky
′
k′ + z
′
kpk′)
(
ψγkk
′
Πψ +
1
p2−
ργkk
′
Πρ
)
− i
2p2−
(pkpk′ − z′ky′k′)ψγkk
′
Πρ
}
.
(5.46)
The full Hamiltonian is the sum of these two terms plus the bosonic interaction term HBB
(5.25) and the free Hamiltonian Hpp (5.24). This system is quantized by imposing the
standard (anti)commutator algebra for xA, ψ and their conjugate variables pA, ρ. This will
be done by expanding the field variables in creation and annihilation operators in a standard
way.
Returning to the phenomenon that led us to explore second-class constraints in the first
place, note that (5.45) manifestly vanishes on the subspace of string zero-modes because all
terms have at least one worldsheet spatial derivative. The bose-fermi mixing Hamiltonian
(5.46) still has terms which can lead to curvature corrections to the string zero-mode energies,
but their net effect vanishes by virtue of non-trivial cancellations between terms that split
SO(4)×SO(4) indices and terms that span the entire SO(8). How this comes about will be
seen when we actually compute matrix elements of this Hamiltonian.
6 Perturbative analysis of the string energy spectrum
To compute the energy spectrum correct to first order in O(R−1), we will do degenerate
first-order perturbation theory on the Fock space of eigenstates of the free Hamiltonian Hpp.
The degenerate subspaces of the BMN theory are spanned by fixed numbers of creation
operators with specified mode indices (subject to the constraint that the mode indices sum
up to zero) acting on the ground state |J〉, where J = p−R2 is the angular momentum
(assumed large) of the string center of mass in its motion around the equator of the S5.
In this paper we restrict attention to “two-impurity states” generated by pairs of creation
operators of equal and opposite mode number. For each positive mode number n, the 16
bosonic and fermionic creation operators can be combined in pairs to form the following 256
degenerate “two-impurity” states:
aA†n a
B†
−n |J〉 bα†n bβ†−n |J〉 aA†n bα†−n |J〉 aA†−nbα†n |J〉 . (6.1)
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The creation operators are classified under the residual SO(4)× SO(4) symmetry to which
the isometry group of the AdS5 × S5 target space is broken by the lightcone gauge quan-
tization procedure. The bosonic creation operators aA†n decompose as (4, 1) + (1, 4), or, in
the SU(2)2×SU(2)2 notation introduced in [4], as (2, 2; 1, 1)+(1, 1; 2, 2). Analogously, the
fermionic operators bα†n decompose as (2, 1; 2, 1)+ (1, 2; 1, 2) under the covering group. It is
useful to note that the two fermion irreps are eigenvectors, with opposite eigenvalue, of the
Π operator introduced in (3.6). To find the perturbed energy spectrum, we must compute
explicit matrix elements of Hint in this basis and then diagonalize the resulting 256× 256
matrix. We will compare the perturbed energy eigenvalues with general expectations from
PSU(2, 2|4) as well as with the large R-charge limit of the anomalous dimensions of gauge
theory operators with two R-charge defects. Higher-impurity string states can be treated
in the same way, but we defer such questions to a separate paper [17]. Our purpose here is
primarily to check that our methods (choice of action, light-cone gauge reduction, quanti-
zation rules, etc.) are consistent and correct. Due to the algebraic complexity met with at
each step, this check is far from trivial. Once reassured on these fundamental points, we can
go on to examine a wider range of physically interesting issues.
The first step in carrying out this program is to expand Hint in creation and annihilation
operators using (5.2,5.7) for xA, ψ and the related expansions for pA, ρ. As an example,
we quote the result for HBB (keeping only terms with two creation and two annihilation
operators):
HBB = − 1
32p−R2
∑ δ(n +m+ l + p)
ξ
×{
2
[
ξ2 − (1− klkpknkm) + ωnωmklkp + ωlωpknkm + 2ωnωlkmkp
+2ωmωpknkl
]
a†A−na
†A
−ma
B
l a
B
p + 4
[
ξ2 − (1− klkpknkm)− 2ωnωmklkp + ωlωmknkp
−ωnωlkmkp − ωmωpknkl + ωnωpkmkl
]
a†A−na
†B
−l a
A
ma
B
p + 2
[
8klkpa
†i
−na
†j
−la
i
ma
j
p
+2(klkp + knkm)a
†i
−na
†i
−ma
j
l a
j
p + (ωlωp + klkp − ωnωm − knkm)a†i−na†i−maj
′
l a
j′
p
−4(ωlωp − klkp)a†i−na†j
′
−la
i
ma
j′
p − (i, j ⇀↽ i′, j′)
]}
, (6.2)
with ξ ≡ √ωnωmωlωp. The expansion of the interaction terms involving fermi fields are too
complicated to be worth writing down explicitly at this stage. Schematically, we organize
the two-impurity matrix elements of the perturbing Hamiltonian as shown in Table 1.
To organize the perturbation theory, it is helpful to express everything in terms of two
parameters: J and λ′. In the duality between Type IIB superstring theory on AdS5 × S5
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(H)int aA†n aB†−n |J〉 bα†n bβ†−n |J〉 aA†n bα†−n |J〉 aA†−nbα†n |J〉
〈J | aAnaB−n HBB HBF 0 0
〈J | bαnbβ−n HBF HFF 0 0
〈J | aAn bα−n 0 0 HBF HBF
〈J | aA−nbαn 0 0 HBF HBF
Table 1: Structure of the matrix of first-order energy perturbations in the space of two-
impurity string states
and N = 4 SU(Nc) super-Yang-Mills theory in four dimensions, we identify
N = 4 SYM AdS5 × S5
SU(Nc) ⇀↽
∫
S5
F5 = Nc
g2YMNc ⇀↽ R
4
g2YM ⇀↽ gs. (6.3)
In the pp-wave limit, however, the AdS/CFT dictionary reads
R ⇀↽ p−R2 = J
R2
Nc
⇀↽ gsp
2
− = g2
R →∞ ⇀↽ p−R2, Nc →∞ . (6.4)
The modified ’t Hooft coupling
λ′ =
g2YMNc
R2 ⇀↽
1
p2−
(6.5)
is kept fixed in the R, Nc → ∞ limit. (We have kept α′ = µ = 1.) Since the gauge the-
ory is perturbative in λ = g2YMNc, and p
2
− on the string side is mapped to R2/(g2YMNc),
we will expand string energies ωq in powers of 1/p−, keeping terms up to some low order
to correspond with the loop expansion in the gauge theory. This type of dictionary would
be incorrect in the original coordinate system characterized by the light-cone coordinates
t = x+ − (x−/2R2) and φ = x+ + (x−/2R2) given in (2.4). In this case, one would calcu-
late corrections to R ⇀↽ p−R2 appearing in the perturbing Hamiltonian (which amount to
operator-valued corrections to p−).
6.1 Evaluating Fock space matrix elements of HBB
We now proceed to the construction of the perturbing Hamiltonian matrix on the space of
degenerate two-impurity states. To convey a sense of what is involved, we display the matrix
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elements of HBB (5.25) between the bosonic two-impurity Fock space states:
〈
J aAna
B
−n (HBB) aC†−naD†n J
〉
=
(
NBB(n
2λ′)− 2n2λ′) δADδBC
J
+
n2λ′
J(1 + n2λ′)
[
δabδcd + δadδbc − δacδbd]
− n
2λ′
J(1 + n2λ′)
[
δa
′b′δc
′d′ + δa
′d′δb
′c′ − δa′c′δb′d′
]
≈ (nBB − 2) n
2λ′
J
δADδBC +
n2λ′
J
[
δabδcd + δadδbc − δacδbd]
−n
2λ′
J
[
δa
′b′δc
′d′ + δa
′d′δb
′c′ − δa′c′δb′d′
]
+O(λ′2) , (6.6)
where lower-case SO(4) indices a, b, c, d ∈ 1, . . . , 4 indicate that A,B,C,D are chosen from
the first SO(4), and a′, b′, c′, d′ ∈ 5, . . . , 8 indicate the second SO(4) (A,B,C,D ∈ 5, . . . , 8).
We have also displayed the further expansion of these O(1/J) matrix elements in powers
of λ′ (using the basic BMN-limit energy eigenvalue condition ωn/p− =
√
1 + λ′n2). This is
to facilitate eventual contact with perturbative gauge theory via AdS/CFT duality. Note
that HBB does not mix states built out of oscillators from different SO(4) subgroups. There
is a parallel no-mixing phenomenon in the gauge theory: two-impurity bosonic operators
carrying spacetime vector indices do not mix with spacetime scalar bosonic operators carrying
R-charge vector indices.
Due to operator ordering ambiguities, two-impurity matrix elements of HBB can differ by
contributions proportional to δADδBC , depending on the particular prescription chosen [4].
NBB(n
2λ′) is an arbitrary function of n2λ′ which is included to account for such ambiguities
(we will shortly succeed in fixing it). To match the dual gauge theory physics, it is best
to expand NBB as a power series in λ
′. The zeroth-order term must vanish if the energy
correction is to be perturbative in the gauge coupling. The next term in the expansion
contributes one arbitrary constant (the nBB term) and each higher term in the λ
′ expansion
in principle contributes one additional arbitrary constant to this sector of the Hamiltonian.
Simple general considerations will fix them all.
6.2 Evaluating Fock space matrix elements of HFF
The calculation of the two-impurity matrix elements of the parts ofHint that involve fermionic
fields is rather involved and we found it necessary to employ symbolic manipulation programs
to keep track of the many different terms. The end results are fairly concise, however. For
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HFF we find〈
J bαnb
β
−n (HFF) bγ†−nbδ†n J
〉
=
(
NFF(n
2λ′)− 2n2λ′) δαδδβγ
J
+
n2λ′
24J(1 + n2λ′)
[
(γij)αδ(γij)βγ + (γij)αβ(γij)γδ − (γij)αγ(γij)βδ]
− n
2λ′
24J(1 + n2λ′)
[
(γi
′j′)αδ(γi
′j′)βγ + (γi
′j′)αβ(γi
′j′)γδ − (γi′j′)αγ(γi′j′)βδ
]
≈ (nFF − 2) n
2λ′
J
δαδδβγ +
n2λ′
24J
[
(γij)αδ(γij)βγ + (γij)αβ(γij)γδ − (γij)αγ(γij)βδ]
−n
2λ′
24J
[
(γi
′j′)αδ(γi
′j′)βγ + (γi
′j′)αβ(γi
′j′)γδ − (γi′j′)αγ(γi′j′)βδ
]
+O(λ′2) .
(6.7)
This sector has its own normal-ordering function NFF, with properties similar those of NBB
described above. The index structure of the fermionic matrix elements is similar to that of
its bosonic counterpart (6.6).
We will now introduce some useful projection operators that will help us understand the
selection rules implicit in the index structure of (6.7). The original 16-component spinors ψ
were reduced to 8 components by the Weyl condition γ¯9ψ = ψ. The remaining 8 components
are further divided into spinors ψ˜ and ψˆ which are even or odd under the action of Π:
Πψ˜ = −ψ˜ Πb˜†α = −b˜†α
Πψˆ = ψˆ Πbˆ†α = bˆ†α . (6.8)
The spinors ψˆ transform in the (1, 2; 1, 2) of SO(4) × SO(4), while ψ˜ transform in the
(2, 1; 2, 1). This correlation between Π-parity and SO(4) × SO(4) representation will be
very helpful for analyzing complicated fermionic matrix elements.
We denote the SU(2) generators of the active factors of the (2, 1; 2, 1) irrep as Σ+ and
Ω+, where the Σ act on the SO(4) descended from the AdS5, and the Ω act on the SO(4)
coming from the S5. The (1, 2; 1, 2) generators are similarly labeled by Σ− and Ω−. Each
set of spinors is annihilated by its counterpart set of SU(2) generators:
Σ+bˆ†α = Ω+bˆ†α = 0
Σ−b˜†α = Ω−b˜†α = 0 . (6.9)
In terms of the projection operators
Π+ =
1
2
(1 + Π) Π− =
1
2
(1−Π) , (6.10)
which select the disjoint (1, 2; 1, 2) and (2, 1; 2, 1) irreps, respectively, we have
Π+ψ = ψˆ Π+bˆ
α = bˆα
Π−ψ = ψ˜ Π−b˜
α = b˜α . (6.11)
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The Π± projections commute with the SO(4) generator matrices γ
ij , γi
′j′, a fact which implies
certain useful selection rules for the one-loop limit of (6.7). The rules are most succinctly
stated using an obvious ± shorthand to indicate the representation content of states created
by multiple fermionic creation operators. In brief, one finds that ++ states connect only
with ++ and −− states connect only with −−. The only subtle point is the statement that
all ++ → −− matrix elements of (6.7) must vanish: this is the consequence of a simple
cancellation between two terms. This observation will simplify the matrix diagonalization
we will eventually carry out.
6.3 Evaluating Fock space matrix elements of HBF
The HBF sector in the Hamiltonian mediates mixing between spacetime bosons of the two
types (pure boson and bi-fermion) as well as between spacetime fermions (which of course
contain both bosonic and fermionic oscillator excitations). The 64-dimensional boson mixing
matrix 〈
J bαnb
β
−n (HBF) aA†−naB†n J
〉
,
is an off-diagonal block in the bosonic sector of the perturbation matrix in Table 1. The
same methods used earlier in this section to reduce Fock space matrix elements involving
fermi fields can be used here to obtain the simple explicit result (we omit the details)
〈
J bαnb
β
−n (HBF) aA†−naB†n J
〉
=
n2λ′
2J(1 + n2λ′)
{√
1 + n2λ′
[(
γab
′
)αβ
−
(
γa
′b
)αβ]
+ n
√
λ′
[(
γa
′b′
)αβ
− (γab)αβ + (δab − δa′b′) δαβ]}
≈ n
2λ′
2J
[(
γab
′
)αβ
−
(
γa
′b
)αβ]
+O(λ′3/2) . (6.12)
The complex conjugate of this matrix element gives the additional off-diagonal component of
the upper 128×128 block of spacetime bosons. We note that terms in theHBF sector split the
SO(8) group (manifest in the pp-wave limit) into its SO(4) constituents such that states of
the form aa
′†
−na
b′†
n |J〉, for example, which descend strictly from the S5 subspace, vanish in this
subsector. This behavior is reproduced in the gauge theory, wherein two-boson states that
are either spacetime scalars or scalars of the R-charge group do not mix with bi-fermionic
scalars in either irrep.
The 128-dimensional subsector of spacetime fermions is mixed by matrix elements of
the same Hamiltonian taken between fermionic string states of the general form bα†n a
A†
−n |J〉.
Our standard methods yield the following simple results for the two independent types of
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spacetime fermion mixing matrix elements:
〈
J bαna
A
−n (HBF) bβ†n aB†−n J
〉
= NBF(n
2λ′)
δABδαβ
J
+
n2λ′
2J(1 + n2λ′)
{(
γab
)αβ − (γa′b′)αβ − (3 + 4n2λ′)δabδαβ − (5 + 4n2λ′)δa′b′δαβ}
≈ n
2λ′
2J
{(
γab
)αβ − (γa′b′)αβ + [(2nBF − 3)δab + (2nBF − 5)δa′b′] δαβ
}
+O(λ′2) ,
(6.13)
〈
J bαna
A
−n (HBF) bβ†−naB†n J
〉
=
n2λ′
2J
√
1 + n2λ′
{(
γab
)αβ − (γa′b′)αβ
− nλ
′1/2
√
1 + n2λ′
[(
γab
′
)αβ
−
(
γa
′b
)αβ]
− δαβ
(
δab − δa′b′
)}
≈ n
2λ′
2J
{(
γab
)αβ −(γa′b′)αβ − (δab − δa′b′) δαβ}+O(λ′3/2) . (6.14)
Equation (6.13) involves yet another normal-ordering function. Since these functions
have a non-trivial effect on the spectrum, we must give them specific values before we can
calculate actual numerical eigenvalues. The key point is that the structure of the perturbing
Hamiltonian implies certain relations between all the normal-ordering functions. Because
the interaction Hamiltonian is quartic in oscillators, normal-ordering ambiguities give rise to
terms quadratic in oscillators, appearing as constant contributions to the diagonal matrix
elements. There are normal-ordering contributions from each sector of the theory: HBB
contributes a single term quadratic in bosonic oscillators; HFF yields a term quadratic in
fermionic oscillators; HBF contributes one term quadratic in bosons and one quadratic in
fermions. The bosonic contributions multiply terms of the form a†a, which are collected into
the function NBB(n
2λ′) with one contribution from HBB and one contribution from HBF.
Similarly, NFF(n
2λ′) collects terms multiplying b†b, receiving one contribution from HFF and
one contribution from HBF. Normal-ordering contributions from both a†a and b†b terms are
non-vanishing in the spacetime fermion subsector; all possible normal-ordering ambiguities
appear in this subspace. The normal-ordering function NBF(n
2λ′) therefore must satisfy
NBF(n
2λ′) = NBB(n
2λ′) +NFF(n
2λ′) . (6.15)
The normal ordering functions are basically finite renormalizations which must be adjusted so
that the spectrum reflects the PSU(2, 2|4) global supersymmetry of the classical worldsheet
action (a symmetry we want to preserve at the quantum level).
As has been explained elsewhere [18, 4] (and as we shall shortly review), energy levels
should be organized into multiplets obtained by acting on a ‘highest-weight’ level with all
possible combinations of the eight R-charge raising supercharges. All the states obtained by
acting with a total of L supercharges have the same energy and we will refer to them as states
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at level L in the supermultiplet. The levels of a multiplet run from L = 0 to L = 8. A careful
inspection of the way the normal ordering functions contribute to the energies of states in the
two-impurity sector shows that states at levels L = 0, 8 are shifted by NBB only. Similarly,
levels L = 2, 4, 6 are shifted by NFF or NBB and one must have NBB = NFF if those levels
are to remain internally degenerate. Finally, levels L = 1, 3, 5, 7 are shifted by NBF only. By
supersymmetry, the level spacing must be uniform throughout the supermultiplet and this
is only possible if we also set NBB = NBF. But then the constraint NBF = NBB + NFF can
only be met by setting NBB = NFF = NBF = 0, which then eliminates any normal-ordering
ambiguity from the string theory. This is basically an exercise in using global symmetry
conditions to fix otherwise undetermined finite renormalizations.
6.4 Diagonalizing the one-loop perturbation matrix
We are now ready to diagonalize the perturbing Hamiltonian and examine whether the
resulting energy shifts have the right multiplet structure and whether the actual eigenvalues
match gauge theory expectations. To simplify the problem, we will begin by diagonalizing
the perturbation matrix expanded to first nontrivial order in both 1/J and λ′. Our results
should, by duality, match one-loop gauge theory calculations and we will eventually return
to the problem of finding the string spectrum correct to higher orders in λ′. From the
structure of the results just obtained for the perturbation matrices, we can see that the
general structure of the energy eigenvalues of two-impurity states must be
Eint(n) = 2 + n
2λ′
(
1 +
Λ
J
+O(J−2)
)
+O(λ′2) , (6.16)
where Λ is dimensionless and the dependence on 1/J , λ′ and mode number n is given by
(6.6,6.7). The eigenvalues Λ must meet certain conditions if the requirements of PSU(2, 2|4)
symmetry are to be met, and we will state those conditions before solving the eigenvalue
problem.
Note that the eigenvalues in question are lightcone energies and thus dual to the gauge
theory quantity ∆ = D − J , the difference between scaling dimension and R-charge. Since
conformal invariance is part of the full symmetry group, states are organized into conformal
multiplets built on conformal primaries. A supermultiplet will contain several conformal
primaries having the same value of ∆ and transforming into each other under the super-
charges. All 16 supercharges increment the dimension of an operator by 1/2, but only 8 of
them (call them Qα) also increment the R-charge by 1/2, so as to leave ∆ unchanged. These
8 supercharges act as ‘raising operators’ on the conformal primaries of a supermultiplet:
starting from a super-primary of lowest R-charge, the other conformal primaries are created
by acting on it in all possible ways with the eight Qα. Primaries obtained by acting with L
factors of Qα on the super-primary are said to be at level L in the supermultiplet (since the
Qα anticommute, the range is L = 0 to L = 8). The multiplicities of states at the various
levels are then determined: for every L = 0 primary, there will in general be C8L primaries
at level L (where Cnm is the binomial coefficient) and a total of 2
8 = 256 conformal primaries
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summed over all L. If the L = 0 conformal primary is not a singlet, the total number of
conformal primary states will be a multiple of 256. Since the number of two-impurity string
states is exactly 256, we expect the super-primary level to be a singlet (in both spacetime
and the residual SO(4) R-symmetry) and therefore necessarily a spacetime boson. This is
the translation into string theory language of Beisert’s careful analysis of supermultiplets of
two-impurity BMN operators in N = 4 super Yang Mills theory [18].
These facts severely restrict the quantity Λ in the general expression (6.16) above. Al-
though the two-impurity states in question have the same J , they in fact belong to different
levels L in different supermultiplets. A state of given L is a member of a supermultiplet built
on a ‘highest-weight’ or super-primary state with R = J −L/2. Since all the primaries in a
supermultiplet have the same ∆, the joint dependence of eigenvalues on λ, J, L must be of
the form ∆(λ, J−L/2). The only way the expansion of (6.16) can be consistent with this is if
Λ = L+c, where c is a pure numerical constant (recall that λ′ = λ/J2). Successive spacetime
boson (or successive spacetime fermion) members of a supermultiplet must therefore have
eigenvalues separated by exactly 2. We furthermore know that the multiplicity of the level-L
eigenvalue must be C8L = 1, 8, 28, ..., 1 for L = 0, 1, 2, ..., 8. The representation content of
the different levels under the SO(3, 1) spacetime and residual SO(4) R symmetries can of
course also be specified, if desired. Our program, then, is the following: we will first verify
that the quantization procedure preserves the PSU(2, 2|4) supersymmetry by showing that
the eigenvalues Λ satisfy the integer spacing and multiplicity rules just enumerated; in the
process we will obtain specific values for Λ which we will then compare with what is known
about one-loop gauge theory operator dimensions in order to check the gauge theory duality
conjecture. The two issues are logically disconnected: the quantized string theory should
make sense on its own terms, whether or not it satisfies the more stringent requirements of
duality with four-dimensional gauge theory.
6.5 Details of the one-loop diagonalization procedure.
We now confront the problem of explicitly diagonalizing the first-order perturbation matrix
Λ (obtained by expanding the relevant matrix elements to first order in λ′). The matrix
block diagonalizes on the spacetime boson and spacetime fermion subspaces, as indicated
in Table 1. Within these sub-blocks, there are further block diagonalizations arising from
special properties of the one-loop form of the matrix elements of the perturbing Hamil-
tonian. For example, Fock space states built out of two bosonic creation operators that
transform only under the internal SO(4) mix only with themselves, thus providing a 16×16
dimensional diagonal sub-block. Within such sub-blocks, symmetry considerations are often
sufficient to completely diagonalize the matrix or at least to reduce it to a low-dimensional
diagonalization problem. In short, the problem reduces almost entirely to that of projecting
the matrix elements of Hint on subspaces of the two-impurity Fock space defined by various
symmetry properties. Determining the SO(4)× SO(4) symmetry labels of each eigenstate
in the diagonalization will furthermore enable us to precisely match string states with gauge
theory operators. In this subsection, we record for future reference the detailed arguments
41
for the various special cases that must be dealt with in order to fully diagonalize the one-loop
perturbation and characterize the irrep decomposition. Although the projections onto the
various invariant subspaces are matters of simple algebra, that algebra is too complicated to
be done by hand and we have resorted to symbolic manipulation programs. The end result
of the diagonalization is quite simple and the reader willing to accept our results on faith
can skip ahead to the end of this subsection.
We begin with a discussion of the action of the purely bosonic perturbationHBB on the 64-
dimensional Fock space created by pairs of bosonic creation operators. Part of this subspace
connects viaHBF to the Fock space of spacetime bosons created by pairs of fermionic creation
operators, and we will deal with it later. There is, however, a subspace that only connects
to itself, through the purely bosonic perturbation HBB. We will first deal with this purely
bosonic block diagonalization, leading to eigenvalues we will denote by ΛBB. The 8 bosonic
modes lie in the SO(4)×SO(4) representations (2, 2; 1, 1) and (1, 1; 2, 2) (i.e. they are vectors
in the SO(4) subgroups descended from AdS5 and S
5, respectively). The key fact aboutHBB
is that the 16-dimensional spaces spanned by two (2, 2; 1, 1) oscillators or by two (1, 1; 2, 2)
oscillators are closed under its action (it is also true that HBF annihilates both of these
subspaces). The SO(4) representation content of the states created by such oscillator pairs
is given by the formula (2, 2)×(2, 2) = (3, 3)+(3, 1)+(1, 3)+(1, 1) (we use SU(2)×SU(2)
notation, rather than SO(4), since it is unavoidable when we discuss fermions). By projecting
the O(λ′) part of (6.6) onto these subspaces, one can directly read off the eigenvalues ΛBB,
with the results shown in Table 2. The identification of the representations associated with
particular eigenvalues is easy to do on the basis of multiplicity. In any event, projection onto
invariant subspaces is a simple matter of symmetrization or antisymmetrization of oscillator
indices and can be done directly. The most important point to note is that the eigenvalues are
successive even integers, a simple result and one which is consistent with our expectations
from extended supersymmetry. It will be straightforward to match these states to gauge
theory operators and compare eigenvalues with anomalous dimensions.
SO(4)AdS × SO(4)S5 ΛBB
(1, 1; 1, 1) −6
(1, 1; 3, 3) −2
(1, 1; 3, 1) + (1, 1; 1, 3) −4
SO(4)AdS × SO(4)S5 ΛBB
(1, 1; 1, 1) 2
(3, 3; 1, 1) −2
(3, 1; 1, 1) + (1, 3; 1, 1) 0
Table 2: Energy shifts at O(1/J) for unmixed bosonic modes
The Fock space of spacetime bosons created by pairs of fermionic creation operators
contains a similar pair of 16 × 16 diagonal sub-blocks. The construction and application of
the relevant projection operators and the subsequent match-up with gauge theory operators
is more complicated than on the bosonic side and we must develop some technical tools
before we can obtain concrete results.
Just as HBB is closed in the two 16-dimensional spaces of bosonic (1, 1; 2, 2) or (2, 2; 1, 1)
states, HFF is closed on subspaces of bi-fermions spanned by a pair of (1, 2; 1, 2) or a pair
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of (2, 1; 2, 1) fermionic oscillators (i.e. −− or ++ states, to use an obvious shorthand). The
complete spectrum of eigenvalues from these subsectors of the Hamiltonian can be computed
by projecting out the (2, 1; 2, 1) and (1, 2; 1, 2) spinors in HFF (6.7). To do this, it will be
helpful to express the 8-component spinors of the string theory in a basis which allows us to
define fermionic oscillators labeled by their (2, 1; 2, 1) and (1, 2; 1, 2) representation content.
The original 32-component Majorana-Weyl spinors θI were reduced by the Weyl projec-
tion and a light-cone gauge condition to an 8-component spinor ψα (transforming in the 8s
of SO(8)). The generators of the four SU(2) factors (6.9) of the manifest SO(4) × SO(4)
symmetry can be expressed as 8× 8 SO(8) matrices as follows:
Σ±1 = −
1
4i
(γ2γ3 ± γ1γ4) Ω±1 =
1
4i
(−γ6γ7 ± γ5)
Σ±2 = −
1
4i
(γ3γ1 ± γ2γ4) Ω±2 =
1
4i
(−γ7γ5 ± γ6)
Σ±3 = −
1
4i
(γ1γ2 ± γ3γ4) Ω±3 =
1
4i
(−γ5γ6 ± γ7) . (6.17)
We will use the representation for the γA given in the Appendix (A.15) when we need to
make these generators explicit. The 8s spinor may be further divided into its (1, 2; 1, 2) and
(2, 1; 2, 1) components ψˆ and ψ˜, respectively, and this suggests a useful basis change for the
string creation operators: for the (1, 2; 1, 2) spinor, we define four new objects w, x, y, z by
bˆ† = w


1
0
0
−1
0
0
0
0


+ x


0
1
1
0
0
0
0
0


+ y


0
0
0
0
1
0
0
1


+ z


0
1
1
0
0
1
−1
0


, (6.18)
which we then organize in two different ways into two-component complex spinors:
ζ =
(
w + iy
z + ix
)
ϕ =
(
−z + ix
w − iy
)
⇐ Σ−i
ζ¯ =
(
w + iy
−z + ix
)
ϕ¯ =
(
z + ix
w − iy
)
⇐ Ω−i . (6.19)
This organization into 2-spinors is meant to show how components of ψˆ transform under the
two SU(2) factors which act non-trivially on them. As may be verified from the explicit forms
of the SU(2) generators obtained by substituting (A.15) into (6.17), the two-component
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spinors ζ and ϕ transform as (1, 2) under the first SO(4) and the spinors ζ¯ and ϕ¯ transform
as (1, 2) under the second SO(4) of SO(4) × SO(4). The explicit realization of the two
SU(2) factors involved here is found in this way to be
Σ−1 =
(
0 1/2
1/2 0
)
Ω−1 =
(
0 1/2
1/2 0
)
Σ−2 =
(
0 i/2
−i/2 0
)
Ω−2 =
(
0 −i/2
i/2 0
)
Σ−3 =
(
1/2 0
0 −1/2
)
Ω−3 =
(
1/2 0
0 −1/2
)
. (6.20)
One may similarly decompose (2, 1; 2, 1) spinors and express the corresponding genera-
tors Σ+ and Ω+. We decompose ψ˜ into components w¯, x¯, y¯, z¯ according to
b˜† = w¯


1
0
0
1
0
0
0
0


+ x¯


0
1
−1
0
0
0
0
0


+ y¯


0
0
0
0
1
0
0
−1


+ z¯


0
0
0
0
0
1
1
0


, (6.21)
and rearrange them into two-component complex spinors:
ξ =
(
z¯ + ix¯
w¯ + iy¯
)
η =
(
w¯ − iy¯
−z¯ + ix¯
)
⇐ Σ+i
ξ¯ =
(
−z¯ + ix¯
w¯ + iy¯
)
η¯ =
(
w¯ − iy¯
z¯ + ix¯
)
⇐ Ω+i . (6.22)
The corresponding explicit (2, 1; 2, 1) generators are given by
Σ+1 =
(
0 −1/2
−1/2 0
)
Ω+1 =
(
0 1/2
1/2 0
)
Σ+2 =
(
0 i/2
−i/2 0
)
Ω+2 =
(
0 −i/2
i/2 0
)
Σ+3 =
(
1/2 0
0 −1/2
)
Ω+3 =
(
1/2 0
0 −1/2
)
. (6.23)
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These observations will make it possible to construct linear combinations of products of
components of ψα transforming in chosen irreps of SO(4)× SO(4).
Let us now use this machinery to analyze the perturbation matrix on spacetime bosons
created by two fermionic creation operators (bi-fermions). As explained in the discussion of
(6.7), HFF is block-diagonal on the 16-dimensional ++ or −− bi-fermionic subspaces. To
project out the (2, 1; 2, 1) or ++ block of HFF, we simply act on all indices of (6.7) with the
Π+ projection operator:〈
J b˜αn b˜
β
−n (HFF) b˜γ†−nb˜δ†n J
〉
= −2n
2λ′
J
Παδ+ Π
βγ
+ +
n2λ′
24J
{[
(Π+γ
ijΠ+)
αδ(Π+γ
ijΠ+)
βγ
+(Π+γ
ijΠ+)
αβ(Π+γ
ijΠ+)
γδ − (Π+γijΠ+)αγ(Π+γijΠ+)βδ
]
−
[
(Π+γ
i′j′Π+)
αδ(Π+γ
i′j′Π+)
βγ + (Π+γ
i′j′Π+)
αβ(Π+γ
i′j′Π+)
γδ
−(Π+γi′j′Π+)αγ(Π+γi′j′Π+)βδ
]}
. (6.24)
The SO(4) × SO(4) representation content of this subspace is specified by (2, 1; 2, 1) ×
(2, 1; 2, 1) = (1, 1; 1, 1)⊕ (1, 1; 3, 1)⊕ (3, 1; 1, 1)⊕ (3, 1; 3, 1) and we must further project
onto individual irreducible representations in order to identify the eigenvalues.
With the tools we have built up in the last few paragraphs, we are in a position to
directly project out some of the desired irreducible representations. Bi-fermions of ++ type
transforming as scalars under the first SO(4) (i.e. under Σ+i ) are constructed by making
SU(2) invariants out of the two-component spinors ξ and η. There are four such objects:
ξ−nτ2ξn ξ−nτ2ηn
η−nτ2ξn η−nτ2ηn , (6.25)
where τ2 is the second Pauli matrix. At the same time, they must also comprise a 3 and a
1 under the second SO(4) (i.e. under Ω+i ). To identify the irreducible linear combinations,
one has to re-express the objects in (6.25) in terms of the spinors ξ¯ and η¯ that transform
simply under Ω+i . Representative results for properly normalized creation operators of ++
bi-fermion states in particular SO(4)× SO(4) irreps are
−1
2
(ξ−nτ2ηn − η−nτ2ξn) (1, 1; 1, 1) ΛFF = −2
1
2
(ξ−nτ2ηn + η−nτ2ξn)
i
2
(ξ−nτ2ξn + η−nτ2ηn)
−1
2
(ξ−nτ2ξn − η−nτ2ηn)
}
(1, 1; 3, 1) ΛFF = 0 . (6.26)
We simply have to re-express the ξ, η bilinears in terms of the original spinor creation opera-
tors b˜ in order to obtain an explicit projection of the matrix elements (6.24) onto irreducible
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subspaces and to obtain the eigenvalues ΛFF associated with each irrep. A parallel analysis
of states constructed by forming normalized SU(2) invariants from ξ¯ and η¯ gives another
irrep and eigenvalue:
1
2
(
ξ¯−nτ2η¯n + η¯−nτ2ξ¯n
)
i
2
(
ξ¯−nτ2ξ¯n + η¯−nτ2η¯n
)
−1
2
(
ξ¯−nτ2ξ¯n − η¯−nτ2η¯n
)
}
(3, 1; 1, 1) ΛFF = −4 . (6.27)
By similar arguments, whose details we will omit, one can construct the creation operator
for the normalized (3, 1; 3, 1) or ++ bi-fermion and find the eigenvalue ΛFF = −2.
An exactly parallel analysis of
〈
J bˆbˆ(HFF)bˆ†bˆ† J
〉
on the 16-dimensional subspace spanned
by (1, 2; 1, 2) bi-fermions yields the same eigenvalue spectrum. The creation operators of
irreducible states (built this time out of ζ and φ) and their eigenvalues are
−1
2
(ζ−nτ2ϕn − ϕ−nτ2ζn) (1, 1; 1, 1) ΛFF = −2
1
2
(ζ−nτ2ϕn + ϕ−nτ2ζn)
i
2
(ζ−nτ2ζn + ϕ−nτ2ϕn)
−1
2
(ζ−nτ2ζn − ϕ−nτ2ϕn)
}
(1, 1; 1, 3) ΛFF = 0 (6.28)
1
2
(
ζ¯−nτ2ϕ¯n + ϕ¯−nτ2ζ¯n
)
i
2
(
ζ¯−nτ2ζ¯n + ϕ¯−nτ2ϕ¯n
)
−1
2
(
ζ¯−nτ2ζ¯n − ϕ¯−nτ2ϕ¯n
)
}
(1, 3; 1, 1) ΛFF = −4 . (6.29)
The overall results for this sector are displayed in Table 3.
SO(4)AdS × SO(4)S5 ΛFF
(1, 1; 1, 1) −2
(1, 1; 3, 1) 0
(3, 1; 1, 1) −4
(3, 1; 3, 1) −2
SO(4)AdS × SO(4)S5 ΛFF
(1, 1; 1, 1) −2
(1, 1; 1, 3) 0
(1, 3; 1, 1) −4
(1, 3; 1, 3) −2
Table 3: Energy shifts of states created by two fermions in (2,1;2,1) or (1,2;1,2)
To this point, we have been able to study specific projections of the HBB and HFF sub-
sectors by choosing states that are not mixed by HBF. We now must deal with the subspace
of spacetime boson two-impurity states that is not annihilated by HBF. This 64-dimensional
space is spanned by pairs of bosonic creation operators taken from different SO(4) subgroups
and pairs of fermionic creation operators of opposite Π-parity. The representation content
of these creation-operator pairs is such that the states in this sector all belong to (2, 2; 2, 2)
irreps. This space is of course also acted on by HBB and HFF, so we will need the matrix
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elements of all three pieces of the Hamiltonian as they act on this subspace. By applying the
appropriate projections to the general one-loop matrix elements, we obtain the expressions
〈
J aAna
B
−n (HBB) aC†−naD†n J
〉
→ −2n
2λ′
J
(
δad
′
δb
′c + δa
′dδbc
′
+ δadδb
′c′ + δa
′d′δbc
)
(6.30)
〈
J bαnb
β
−n (HBF) aA†−naB†n J
〉
→ n
2λ′
2J
[(
Π+γ
ab′Π−
)αβ
−
(
Π+γ
a′bΠ−
)αβ
+
(
Π−γ
ab′Π+
)αβ
−
(
Π−γ
a′bΠ+
)αβ]
(6.31)
〈
J bαnb
β
−n (HFF) bγ†−nbδ†n J
〉
→ −2n
2λ′
J
(
Παδ+ Π
βγ
− +Π
αδ
− Π
βγ
+
)
+
n2λ′
24J
{[
(Π+γ
ijΠ+)
αδ(Π−γ
ijΠ−)
βγ + (Π+γ
ijΠ−)
αβ(Π−γ
ijΠ+)
γδ
−(Π+γijΠ−)αγ(Π−γijΠ+)βδ
]
−
[
(Π+γ
i′j′Π+)
αδ(Π−γ
i′j′Π−)
βγ
+(Π+γ
i′j′Π−)
αβ(Π−γ
i′j′Π+)
γδ − (Π+γi′j′Π−)αγ(Π−γi′j′Π+)βδ
]
+
[
(Π−γ
ijΠ−)
αδ(Π+γ
ijΠ+)
βγ + (Π−γ
ijΠ+)
αβ(Π+γ
ijΠ−)
γδ
−(Π−γijΠ+)αγ(Π+γijΠ−)βδ
]
−
[
(Π−γ
i′j′Π−)
αδ(Π+γ
i′j′Π+)
βγ
+(Π−γ
i′j′Π+)
αβ(Π+γ
i′j′Π−)
γδ − (Π−γi′j′Π+)αγ(Π+γi′j′Π−)βδ
]}
. (6.32)
Since the 64-dimensional space must contain four copies of the (2, 2; 2, 2) irrep, the diago-
nalization problem is really only 4×4 and quite easy to solve. The results for the eigenvalues
appear in Table 4. Collecting the above results, we present the complete SO(4)AdS×SO(4)S5
SO(4)AdS × SO(4)S5 ΛBF
(2, 2; 2, 2) −4
(2, 2; 2, 2)× 2 −2
(2, 2; 2, 2) 0
Table 4: String eigenstates in the subspace for which HBF has non-zero matrix elements
decomposition of spacetime boson two-impurity states in Table 5.
By projecting out closed subspaces of the one-loop Hamiltonian we have successfully clas-
sified each of the energy levels in the bosonic Fock space with an SO(4)× SO(4) symmetry
label. Similar arguments can be applied to the fermionic Fock space, where two-impurity
string states mix individual bosonic and fermionic oscillators (we omit the details). A sum-
mary of these results for all states, including spacetime fermions, is given in Table 6. The
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SO(4)AdS × SO(4)S5 Λ
HBB (1, 1; 1, 1) −6
(1, 1; 1, 1) 2
(1, 1; 3, 1) + (1, 1; 1, 3) −4
(3, 1; 1, 1) + (1, 3; 1, 1) 0
(1, 1; 3, 3) −2
(3, 3; 1, 1) −2
SO(4)AdS × SO(4)S5 Λ
HFF (1, 1; 1, 1) −2
(1, 1; 1, 1) −2
(1, 1; 3, 1) + (1, 1; 1, 3) 0
(3, 1; 1, 1) + (1, 3; 1, 1) −4
(3, 1; 3, 1) + (1, 3; 1, 3) −2
HBF (2, 2; 2, 2) 0
(2, 2; 2, 2)× 2 −2
(2, 2; 2, 2) −4
Table 5: Group decomposition of the 128 two-impurity spacetime bosons
important fact to note is that the Λ eigenvalues and their multiplicities are exactly as re-
quired for consistency with the full PSU(2, 2|4) symmetry of the theory. This is a non-trivial
result since the quantization procedure does not make the full symmetry manifest. It is also
a very satisfying check of the overall correctness of the extremely complicated set of pro-
cedures we were forced to use. We can now proceed to a comparison with gauge theory
anomalous dimensions.
Level 0 2 4 6 8
Mult. 1 28 70 28 1
ΛBose −6 −4 −2 0 2
Level 1 3 5 7
Mult. 8 56 56 8
ΛFermi −5 −3 −1 1
Table 6: First-order energy shift summary: complete two-impurity string multiplet
6.6 Gauge theory comparisons
The most comprehensive analysis of one-loop anomalous dimensions of BMN operators and
their organization into supersymmetry multiplets was given in [18]. As stated in our previous
summary publication [4], the above string theory calculations are in perfect agreement with
the one-loop gauge theory predictions. For completeness, we present a summary of the
spectrum of dimensions of gauge theory operators along with a sampling of information
about their group transformation properties.
The one-loop formula for operator dimensions takes the generic form
∆Rn = 2 +
g2YMNc
R2 n
2
(
1 +
Λ¯
R +O(R
−2)
)
. (6.33)
The O(R−1) correction Λ¯ for the set of two-impurity operators is predicted to match the
corresponding O(J−1) energy correction to two-impurity string states, labeled above by Λ.
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Part of the motivation for performing the special projections on two-impurity string states
detailed above was to emerge with specific symmetry labels for each of the string eigenstates.
String states of a certain representation content of the residual SO(4) × SO(4) symmetry
of AdS5 × S5 are expected, by duality, to map to gauge theory operators with the same
representation labels in the SL(2,C) Lorentz and SU(4) R-charge sectors of the gauge
theory. Knowing the symmetry content of the string eigenstates therefore allows us to test
this mapping in detail.
The bosonic sector of the gauge theory, characterized by single-trace operators with two
bosonic insertions in the trace, appears in Table 7. The set of operators comprising Lorentz
Operator SO(4)AdS × SO(4)S5 Λ¯
ΣA tr
(
φAZpφAZR−p
)
(1, 1; 1, 1) −6
tr
(
φ(iZpφj)ZR−p
)
(1, 1; 3, 3) −2
tr
(
φ[iZpφj]ZR−p
)
(1, 1; 3, 1) + (1, 1; 1, 3) −4
tr
(∇µZZp∇µZZR−2−p) (1, 1; 1, 1) 2
tr
(∇(µZZp∇ν)ZZR−2−p) (3, 3; 1, 1) −2
tr
(∇[µZZp∇ν]ZZR−2−p) (3, 1; 1, 1) + (1, 3; 1, 1) 0
Table 7: Bosonic gauge theory operators: either spacetime or R-charge singlet.
scalars clearly agree with the corresponding pure-boson string states in Table 5 which are
scalars in AdS5. Operators containing pairs of spacetime derivatives correspond to string
theory states that are scalars of the S5 subspace. The bi-fermion sector of the string theory
corresponds to the set of two-gluino operators in the gauge theory. A few of these operators
are listed in Table 8. These states, which form either spacetime or R-charge scalars, clearly
Operator SO(4)AdS × SO(4)S5 Λ¯
tr
(
χ[αZpχβ]ZR−1−p
)
(1, 1; 1, 1) −2
tr
(
χ(αZpχβ)ZR−1−p
)
(1, 1; 3, 1) 0
tr
(
χ[σµ, σ˜ν ]Z
pχZR−1−p
)
(3, 1; 1, 1) −4
Table 8: Bosonic gauge theory operators with two gluino impurities.
agree with their string theory counterparts which were constructed explicitly above. The
string states appearing in the (2, 2; 2, 2) representation (listed in Table 4) correspond to the
operators listed in Table 9. Finally, the complete supermultiplet spectrum of two-impurity
gauge theory operators appears in Table 10. The extended supermultiplet spectrum is in
perfect agreement with the complete one-loop string theory spectrum in Table 6 above.
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Operator SO(4)AdS × SO(4)S5 Λ¯
tr
(
φiZp∇µZZR−1−p
)
+ . . . (2, 2; 2, 2) −4
tr
(
φiZp∇µZZR−1−p
)
(2, 2; 2, 2) −2
tr
(
φiZp∇µZZR−1−p
)
+ . . . (2, 2; 2, 2) 0
Table 9: Bosonic gauge theory operators: spacetime and R-charge non-singlets
Level 0 1 2 3 4 5 6 7 8
Multiplicity 1 8 28 56 70 56 28 8 1
δE × (R2/g2YMNcn2) −6/R −5/R −4/R −3/R −2/R −1/R 0 1/R 2/R
Table 10: Anomalous dimensions of two-impurity operators
7 Energy spectrum at all loops in λ′
To make comparisons with gauge theory dimensions at one loop in λ = g2YMNc, we have
expanded all string energies in powers of the modified ’t Hooft coupling λ′ = g2YMNc/R2.
The string theory analysis is exact to all orders in λ′, however, and it is possible to extract
a formula for the O(1/J) string energy corrections which is exact in λ′ and suitable for
comparison with higher-order corrections to operator dimensions in the gauge theory. In
practice, it is slightly more difficult to diagonalize the string Hamiltonian when the matrix
elements are not expanded in small λ′. This is mainly because, beyond leading order, HBF
acquires additional terms that mix bosonic indices in the same SO(4) and also mix bi-
fermionic indices in the same (1, 2; 1, 2) or (2, 1; 2, 1) representation. Instead of a direct
diagonalization of the entire 128-dimensional subspace of spacetime bosons, for example,
we find it more convenient to exploit the ‘dimension reduction’ that can be achieved by
projecting the full Hamiltonian onto individual irreps.
For example, the (1, 1; 1, 1) irrep appears four times in Table 5 and is present at levels
L = 0, 4, 8 in the supermultiplet. To get the exact eigenvalues for this irrep, we will have to
diagonalize a 4× 4 matrix. The basis vectors of this bosonic sector comprise singlets of the
two SO(4) subgroups (a†aa†a |J〉 and a†a′a†a′ |J〉) plus two bi-fermion singlets constructed
from the (2, 1; 2, 1) and (1, 2; 1, 2) creation operators (bˆ†αbˆ†α |J〉 and b˜†αb˜†α |J〉). The dif-
ferent Hamiltonian matrix elements that enter the 4 × 4 matrix are symbolically indicated
in Table 11. It is a simple matter to project the general expressions for matrix elements of
HBB, etc., onto singlet states and so obtain the matrix as an explicit function of λ′, n. The
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matrix can be exactly diagonalized and yields the following energies:
E0(n, J) = 2
√
1 + λ′n2 − n
2λ′
J
[
2 +
4√
1 + n2λ′
]
+O(1/J2)
E4(n, J) = 2
√
1 + λ′n2 − 2n
2λ′
J
+O(1/J2)
E8(n, J) = 2
√
1 + λ′n2 − n
2λ′
J
[
2− 4√
1 + n2λ′
]
+O(1/J2) . (7.1)
The subscript L = 0, 4, 8 indicates the supermultiplet level to which the eigenvalue connects
in the weak coupling limit. The middle eigenvalue (L=4) is doubly degenerate, as it was in
the one-loop limit.
a†aa†a |J〉 a†a′a†a′ |J〉 bˆ†αbˆ†α |J〉 b˜†αb˜†α |J〉
〈J | aaaa HBB HBB HBF HBF
〈J | aa′aa′ HBB HBB HBF HBF
〈J | bˆαbˆα HBF HBF HFF HFF
〈J | b˜αb˜α HBF HBF HFF HFF
Table 11: Singlet projection at finite λ′
There are two independent 2 × 2 matrices that mix states at levels L = 2, 6. According
to Table 5, one can project out the antisymmetric bosonic and antisymmetric bi-fermionic
states in the irrep (1, 1; 3, 1)+(1, 1; 1, 3) or in the irrep (3, 1; 1, 1)+(1, 3; 1, 1). The results
of eqns. (6.26,6.27, 6.28,6.29) can be used to carry out the needed projections and obtain
explicit forms for the matrix elements of the perturbing Hamiltonian. The actual 2 × 2
diagonalization is trivial to do and both problems give the same result. The final result for
the energy levels (using the same notation as before) is
E2(n, J) = 2
√
1 + λ′n2 − n
2λ′
J
[
2 +
2√
1 + n2λ′
]
+O(1/J2)
E6(n, J) = 2
√
1 + λ′n2 − n
2λ′
J
[
2− 2√
1 + n2λ′
]
+O(1/J2) . (7.2)
We can carry out similar diagonalizations for the remaining irreps of Table 5, but no new
eigenvalues are encountered: the energies already listed are the exact energies of the L =
0, 2, 4, 6, 8 levels. It is also easy to see that the degeneracy structure of the exact levels is
the same as the one-loop degeneracy.
The odd levels of the supermultiplet are populated by the 128-dimensional spacetime
fermions, and this sector of the theory can be diagonalized directly. Proceeding in a similar
fashion as in the bosonic sector, we find exact energy eigenvalues for the L = 1, 3, 5, 7 levels
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(with unchanged multiplicities). We refrain from stating the individual results because the
entire supermultiplet spectrum, bosonic and fermionic, can be written in terms of a single
concise formula: to leading order in 1/J and all orders in λ′, the energies of the two-impurity
multiplet are given by
EL(n, J) = 2
√
1 + λ′n2 − n
2λ′
J
[
2 +
(4− L)√
1 + n2λ′
]
+O(1/J2) , (7.3)
where L = 0, 1, . . . , 8 indicates the level within the supermultiplet. The degeneracies and
irrep content are identical to what we found at one loop in λ′. This expression can be
rewritten, correct to order J−2, as follows:
EL(n, J) ≃ 2
√
1 +
λn2
(J − L/2)2 −
n2λ
(J − L/2)3
[
2 +
4√
1 + λn2/(J − L/2)2
]
. (7.4)
This shows that, within this expansion, the joint dependence on J and L is exactly what
is required for extended supersymmetry multiplets. This is a rather nontrivial functional
requirement, and a stringent check on the correctness of our quantization procedure (inde-
pendent of any comparison with gauge theory).
In order to make contact with gauge theory we expand (7.3) in λ′, obtaining
EL(n, J) ≈
[
2 + λ′n2 − 1
4
(λ′n2)2 +
1
8
(λ′n2)3 + . . .
]
+
1
J
[
n2λ′(L− 6) + (n2λ′)2
(
4− L
2
)
+ (n2λ′)3
(
3L− 12
8
)
+ . . .
]
. (7.5)
We can now address the comparison with higher-loop results on gauge theory operator
dimensions. Beisert, Kristjansen and Staudacher [19] computed the two-loop correction
to the anomalous dimensions of a convenient class of operators lying at level four in the
supermultiplet. The operators in question lie in a symmetric-traceless irrep of an SO(4)
subgroup of the R-charge and are guaranteed by group theory not to mix with any other
fields [19]. The following expression for the two-loop anomalous dimension was found:
δ∆Rn = −
g4YMN
2
c
π4
sin4
nπ
R+ 1
(
1
4
+
cos2 npi
R+1
R+ 1
)
. (7.6)
As explained above, N = 4 supersymmetry insures that the dimensions of operators at other
levels of the supermultiplet will be obtained by making the substitution R → R + 2 − L/2
in the expression for the dimension of the L = 4 operator. Making that substitution and
taking the large-R limit we obtain a general formula for the two-loop, large-R correction to
the anomalous dimension of the general two-impurity operator:
δ∆R,Ln = −
g4YMN
2
c
π4
sin4
nπ
R+ 3− L/2
(
1
4
+
cos2 npi
R+3−L/2
R+ 3− L/2
)
≈ −1
4
(λ′n2)2 +
1
2
(λ′n2)2
4− L
R +O(1/R
2) , (7.7)
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Using the identification R⇀↽ J specified by duality, we see that this expression matches the
corresponding string result in (7.5) to O(1/J), confirming the AdS/CFT correspondence to
two loops in the gauge coupling.
The three-loop correction to the dimension of this same class of L = 4 gauge theory op-
erators has recently been definitively determined [20]. The calculation involves a remarkable
interplay between gauge theory and integrable spin chain models [5, 19, 21, 22]. The final
result is
δ∆Rn =
(
λ
π2
)3
sin6
nπ
R+ 1
[
1
8
+
cos2 npi
R+1
4(R+ 1)2
(
3R+ 2(R+ 6) cos2 nπR+ 1
)]
. (7.8)
If we apply to this expression the same logic applied to the two-loop gauge theory result (7.6),
we obtain the following three-loop correction to the anomalous dimension of the general level
of the two-impurity operator supermultiplet:
δ∆R,Ln ≈
1
8
(λ′n2)3 − 1
8
(λ′n2)2
8− 3L
R +O(1/R
2) . (7.9)
We see that this expression differs from the third-order contribution to the string result
(7.5) for the corresponding quantity. The difference is a constant shift and one might hope
to absorb it in a normal-ordering constant. However, our discussion of the normal-ordering
issue earlier in the paper seems to exclude any such freedom.
8 Discussion and conclusions
As a complement to the work presented in [4], we have given a detailed account of the
quantization of the first curvature correction to type IIB superstring theory in the plane-
wave limit of AdS5 × S5. We have presented the detailed diagonalization of the resulting
perturbing Hamiltonian on the degenerate subspace of two-impurity states, obtaining string
energy corrections that can be compared with higher-loop anomalous dimensions of gauge
theory operators. Beyond the Penrose limit, the holographic mapping between each side
of the correspondence is intricate and nontrivial, and works perfectly to two loops in the
gauge coupling. The agreement, however, appears to break down at three loops. (A similar
three-loop disagreement appeared more recently in a semiclassical string analysis presented
in [23].) This troubling issue was first observed in [4], at which time the third-order gauge
theory anomalous dimension was somewhat conjectural. In the intervening time, the third-
order result (7.8) has acquired a solid basis, thus confirming the mismatch. Several questions
arise about this mismatch: is it due to a failure of the AdS/CFT correspondence itself, does
it signal the need to modify the worldsheet string action, or is it simply that the perturbative
approach to the gauge theory anomalous dimensions is not adequate in the relevant limits?
Despite vigorous investigation from several directions, all these questions remain open. One
very promising development has been the recognition of integrable structures on both sides
of the duality. They have been the focus of many recent studies, and one may hope that
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integrability will be a guide to recovering the correspondence beyond two loops or at least
achieving some positive understanding of the mismatch. Certainly the final solution will
augment our understanding of integrability and of the AdS/CFT mechanism in general.
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A Notation and conventions
The various indices are chosen to represent the following:
µ, ν, ρ = 0, . . . , 9 SO(9, 1) vectors
α, β, γ, δ = 1, . . . , 16 SO(9, 1) spinors
A,B = 1, . . . , 8 SO(8) vectors
i, j, k = 1, . . . , 4 SO(4) vectors
i′, j′, k′ = 5, . . . , 8 SO(4)′ vectors
a, b = 0, 1 worldsheet coordinates (τ, σ)
I, J,K, L = 1, 2 label two MW spinors of equal chirality. (A.1)
The 32×32 Dirac gamma matrices are decomposed into a 16×16 representation according
to
(Γµ)32×32 =
(
0 γµ
γ¯µ 0
)
γµγ¯ν + γν γ¯µ = 2ηµν
γµ = (1, γA, γ9) γ¯µ = (−1, γA, γ9)
γ+ = 1 + γ9 γ¯+ = −1 + γ9 . (A.2)
In particular, the notation γ¯µ lowers the SO(9, 1) spinor indices α, β:
γµ = (γµ)αβ γ¯µ = (γµ)αβ . (A.3)
These conventions are chosen to match those of Metsaev in [2]. By invoking κ-symmetry,
γ¯+θ = 0 =⇒ γ¯9θ = θ (A.4)
γ¯− = 1 + γ¯9 =⇒ γ¯−θ = 2θ . (A.5)
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The antisymmetric product γµν is given by
(γµν)αβ ≡
1
2
(γµγ¯ν)αβ − (µ ⇀↽ ν)
(γ¯µν)αβ ≡
1
2
(γ¯µγν) βα − (µ ⇀↽ ν) . (A.6)
We form the matrices Π and Π˜ according to:
Π ≡ γ1γ¯2γ3γ¯4
Π˜ ≡ γ5γ¯6γ7γ¯8 . (A.7)
These form the projection operators (Π2 = Π˜2 = 1)
Π+ ≡ 1
2
(1 + Π) Π− ≡ 1
2
(1−Π)
Π˜+ ≡ 1
2
(1 + Π˜) Π˜− ≡ 1
2
(1− Π˜) . (A.8)
The spinors θI represent two 32-component Majorana-Weyl spinors of SO(9, 1) with equal
chirality. The 32-component Weyl condition is Γ11θ = θ, with
Γ11 = Γ
0 . . .Γ9 =
(
1 0
0 −1
)
32×32
. (A.9)
The Weyl condition is used to select the top 16 components of θ to form the 16-component
spinors
θI =
(
θα
0
)I
. (A.10)
It is useful to form a single complex 16-component spinor ψ from the real spinors θ1 and θ2:
ψ =
√
2(θ1 + iθ2) . (A.11)
The 16-component Weyl condition γ9θ = θ selects the upper 8 components of θ, with
γ9 = γ1 . . . γ8 =
(
1 0
0 −1
)
16×16
. (A.12)
The 16-component Dirac matrices γµ can, in turn, be constructed from the familiar Spin(8)
Clifford algebra, wherein (in terms of SO(8) vector indices)
(γA)16×16 =
(
0 γA
(γA)T 0
)
, (A.13)
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and {
γA, γB
}
16×16
= 2δAB
(
γA(γB)T + γB(γA)T = 2δAB
)
8×8
. (A.14)
The Spin(8) Clifford algebra may be constructed explicitly in terms of 8 real matrices
γ1 = ǫ× ǫ× ǫ γ5 = τ3 × ǫ× 1
γ2 = 1× τ1 × ǫ γ6 = ǫ× 1× τ1
γ3 = 1× τ3 × ǫ γ7 = ǫ× 1× τ3
γ4 = τ1 × ǫ× 1 γ8 = 1× 1× 1 , (A.15)
with
ǫ =
(
0 1
−1 0
)
τ1 =
(
0 1
1 0
)
τ3 =
(
1 0
0 −1
)
. (A.16)
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