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An explicit formula for the number of finite cyclic projective planes or planar
.  .difference sets is derived by applying Ramanujan sums Von Sterneck numbers
and Mobius inversion over the set partition lattice to counting one-to-one solutionÈ
vectors of multivariable linear congruences. Q 1998 Academic Press
1. INTRODUCTION
Finite cyclic projective planes have been extensively studied since the
w x w xclassical papers of Singer 13 and Hall 6 . These finite planes correspond
to cyclic symmetric block designs with l s 1 or planar difference sets see,
w x w x w x.for example, Baumert 1 , Ryser 12 , and Storer 14 . Singer showed that
from a finite field of order n one can construct a planar difference set
 .  w xhence cyclic projective plane of order n q 1 see 7 for a discussion of
.the converse . All known planar difference sets can be constructed by
Singer's method. A major unresolved problem in combinatorics is the
determination of all planar difference sets or finite cyclic projective planes.
In this paper we will derive an explicit formula for the number of planar
difference sets, hence of cyclic projective planes, by employing a combina-
torial and number-theoretic approach using Ramanujan sums power sums
.of primitive roots of unity and Mobius inversion over the set partitionÈ
 w x.lattice see Rota 10, 11 . In particular, we will show that the formula
requires computing the number of one-to-one solution vectors of certain
multivariable linear congruences. In a recent paper on a generalization of
 w x.Waring's formula see 8 the author used the general Mobius inversionÈ
formula to obtain an explicit formula for the solution of the linear
congruence problem. We will use this result to derive the explicit formula
for the number of finite cyclic projective planes. Most technical preliminar-
w xies for this paper can be found in 8 .
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2. ONE-TO-ONE SOLUTION VECTORS
Consider the following linear congruence in s variables x , x , . . . , x ,1 2 s
t x q t x q ??? qt x ' d mod n , 2.1 .  .1 1 2 2 s s
where the coefficients t , t , . . . , t and d are any residues modulo n . Let e1 2 s
denote the greatest common divisor of the coefficients and the modulus;
 .that is, e s t , t , . . . , t , n . Then it is a well known number-theoretic1 2 s
 .  .result that congruence 2.1 has a vector solution x , x , . . . , x modulo n1 2 s
<  . sy1if and only if e d. In fact, if 2.1 has a solution, then it has e¨ solution
vectors. Suppose 1 F s F n . How many one-to-one solution vectors, that is,
 .solution vectors with no repeated components, does 2.1 have? Let
 .N t , t , . . . , t , d, s, n denote the number of one-to-one solution vectors of1 2 s
 . 2.1 . We have the following important theorem which is actually a
generalization of a known result on one-to-one functions and MobiusÈ
.inversion over the set partition lattice; see Corollary 1 :
THEOREM 1.
N t , t , . . . , t , d , s, n .1 2 s
s
sy r r ry1js y1 j y 1 ! n F d , e .  .  .  
js1sgL < .e S B , S B , . . . , S B , ns 1 2 r
 4where the first summation is o¨er all the set partitions of S s 1, 2, 3, . . . , s
 .  r1 r2 rs.the set partition lattice L with s s 1 2 ??? s , r s r q r q ??? qr ,s 1 2 s
 4s s B j B j ??? j B ; and if B is a typical block, say B s i , i , . . . , i ,1 2 r j j 1 2 k
 .then SB s t q t q ??? qt ; and F d, e is the Von Sterneck functionj i i i1 2 k
 .Ramanujan sum .
w x  .   ..Proof. See 8 and the derivation of N 0 or N d, s, n and Equations
 . 3.12 for details of the proof using Ramanujan sums power sums of
.primitive roots of unity , Von Sterneck numbers, and the Mobius inversionÈ
formula over the set partition lattice. Observe that the proof holds even if
 .some of the coefficients t in 2.1 are zero modulo n .i
 .If all the coefficients of 2.1 are zero, then vector solutions exist only
 .  .when d ' 0 mod n since the left side of 2.1 is congruent to zero. In this
 .case all one-to-one vectors s-tuples modulo n are solutions. Hence,
 .  .there must be n n y 1 ??? n y s q 1 of these solution vectors. We derive
this as a corollary of the theorem.
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 .COROLLARY 1. If all the coefficients of 2.1 are zero, then
0 if d k 0 mod n .
N 0, 0, . . . , 0, d , s, n s .  n n y 1 ??? n y s q 1 if d ' 0 mod n .  .  .
Proof. Since all the t 's are zero we have SB s 0 for all blocks B ini j j
the set partition. Hence, the theorem reduces to note that the greatest
.common divisor of 0 and n is n
s
syr r ry1jN 0, 0, . . . , 0, d , s, n s y1 j y 1 ! n F d , e . .  .  .  .  
js1sgL <e ns
 w  .x.But the following number-theoretic relation holds see 8, Eq. 3.6 :
<n if n d
F d , e s 2.2 .  .  0 otherwise.<e n
 .Hence, if d ' 0 mod n ,
s
syr r rjN 0, 0, . . . , 0, d , s, n s y1 j y 1 ! n . .  .  . 
js1sgLs
r  .Here the coefficient of n is just the Mobius function of L , m 0, s .È s
Thus, by a known result
s
syr r rjn n y 1 ??? n y s q 1 s y1 j y 1 ! n .  .  .  . 
js1sgLs
s m 0, s n r 2.3 .  .
sgLs
 w  .xsee Bender and Goldman 2, p. 797, Eq. 6 .
Next, we derive from the theorem the following result by SchonemannÈ
 w x.published in 1839 see Dickson 3, p. 86 .
COROLLARY 2. If p is a prime number, then the number of one-to-one
 .solution ¨ectors of the congruence t x q t x q ??? qt x ' 0 mod p where1 1 2 2 s s
 .t q t q ??? qt ' 0 mod p and the sum of fewer t 's is not di¨ isible by p is1 2 s i
sy1s y 1 ! p y 1 y1 q p y 1 p y 2 ??? p y s q 1 . .  .  .  .  .  .
Proof. Applying the theorem, we find that if s is the single block
 4  .1, 2, . . . , s , then since t q t q ??? qt ' 0 mod p , the resulting term is1 2 5
 . sy1 .y1 s y 1 ! p. The sum of fewer t 's is not divisible by p, thus for alli
other set partitions the greatest common divisor of the SB 's and p aj
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.  .  .prime must be equal to 1. Also, by 2.2 we have  F d, e s 1. Hence,e <1
 .by these observations and 2.3 the theorem reduces to Schonemann'sÈ
result:
N t , t , . . . , t , 0, s, p .1 2 s
s
sy rsy1 r ry1js y1 s y 1 ! p q y1 j y 1 ! p .  .  .  . 
js1sgLs
 4s/ 1, 2, . . . , s
sy1s y1 s y 1 ! p q p y 1 p y 2 ??? p y s q 1 .  .  .  .  .
sy1y y1 s y 1 ! .  .
sy1s s y 1 ! p y 1 y1 q p y 1 p y 2 ??? p y s q 1 . .  .  .  .  .  .
Next, we will apply Theorem 1 to count the number of one-to-one
 .solution vectors of 2.1 with nonzero components. This will be the actual
theorem needed to derive the explicit formula for the number of cyclic
planes. The theorem is in fact a generalization of the following combinato-
 .rial identity a variant of the Vandermonde convolution on the partial
sums of the binomial coefficients alternating in sign see Corollary 3
.below :
s
n sj n y 1y1 s y1 2.4 .  .  .  / / sj
js0
 w x wsee Gould 4, identity 1.5 ; Graham, Knuth, Patashnik 5, p. 165, Eq.
 .x w  . x.5.16 ; and Riordan 9, p. 8, Eq. 4 with p s 1 . In order to motivate the
 .proof of the theorem we will apply an iterative method to prove 2.4 .
 .Identity 2.4 can be derived inductively by repeatedly using the difference
form of the recurrence for the binomial coefficients:
n y 1n y 1 ns y . 2.5 . /  /  /s s s y 1
 .  .Thus, iterating on the last term of 2.5 we eventually obtain 2.4 :
n y 1 n n y 1n y 1 n ns y s y q /  /  / /  /  /s s ss y 1 s y 1 s y 2
n n n y 1ns y q y s ??? /  /  /  /s s y 1 s y 2 s y 3
s
n nj syjs y1 s y1 . .  .  /  /s y j j
js0 js0
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 .Observe that if we multiply both sides of Eq. 2.5 by s! we obtain
n y 1 n y 2 ??? n y s s n n y 1 n y 2 ??? n y s q 1 .  .  .  .  .  .
y s n y 1 n y 2 ??? n y s q 1 . .  .  .
 .This identity can be interpreted in terms of one-to-one vectors s-tuples
whose components are residues modulo n . The left side is the number of
one-to-one s-tuples with nonzero components. The right side counts this
by subtracting, from the total number of one-to-one s-tuples, the number
of vectors containing a zero component. The zero can be in any of the s
 .components, and the rest of the vector is a one-to-one s y 1 -tuple with
nonzero components.
U  .Let N t , t , . . . , t , d, s, n denote the number of one-to-one solution1 2 s
 .vectors of 2.1 with nonzero components. This can be computed by
 .subtracting from the total number of one-to-one solution vectors of 2.1
the number of solution vectors containing a zero component with the rest
 .of the vector being a one-to-one solution vector of 2.1 with nonzero
 .components and s y 1 variables. So we have the following result:
NU t , t , . . . , t , d , s, n s N t , t , . . . , t , d , s, n .  .1 2 s 1 2 s
s
U Ãy N t , t , . . . , t , . . . , t , d , s y 1, n , . 1 2 j s
js1
2.6 .
 .Ãwhere t indicates that the coefficient t is omitted since x is zero .j j j
Note. When x s 0 we subtract the number of one-to-one solutionj
 .vectors with nonzero components of the linear congruence with s y 1
variables:
s
t x ' d mod n . . i i
is1
i/j
 . URepeatedly iterating 2.6 until all terms involving an N on the right
side are replaced, we obtain the following expression for the number of
one-to-one solution vectors with nonzero components in terms of one-to-
one solution vectors with arbitrary components:
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THEOREM 2.
NU t , t , . . . , t , d , s, n .1 2 s
s
js y1 j! .
js0
Ã Ã Ã= N t , . . . , t , . . . , t , . . . , t , . . . , t , d, s y j, n . 1 i i i s /1 2 j
1Fi -i - ??? -i Fs1 2 j
2.7 .
 .  .COROLLARY 3. If all the coefficients of 2.1 are zero and d ' 0 mod n ,
then
s1 nsy jUn y 1 s N 0, 0, . . . , 0, d , s, n s y1 . .  . /  /s js! js0
 .Proof. Apply Theorem 2 and Corollary 1 to obtain 2.4 .
3. THE EXPLICIT FORMULA
Finite cyclic projective planes arise from planar difference sets. An
 .ordered set D s d , d , . . . , d of distinct residues modulo n is called a0 1 n
planar difference set if every nonzero residue x can be expressed in the
 .form x ' d y d mod n for unique d , d in D. We will count the cyclici j i j
planes by counting the difference sets. We assume n ) 1 with the defini-
2  .tion implying n s n q n q 1. Let D n, n denote the number of planar
difference sets of order n q 1 and modulo n . We can assume that the
 .difference set contains 0 and 1 such a difference set is called reduced .
U  .Define D n, n to be the number of unordered reduced planar difference
 .sets. Each reduced difference set gives rise to n n q 1 ! difference sets,
 .the n translates, and the n q 1 ! permutations of D. Thus,
D n , n .
UD n , n s . 3.1 .  .
n n q 1 ! .
U  .We will now derive the explicit formula for D n, n in three stages.
Suppose p denotes a permutation of the nonzero residues modulo n ,
 .   .  .  .  ..1, 2, 3, . . . , n y 1 , written p 1 , p 2 , p 3 , . . . , p n y 1 . Consider the
 . 4  .2 set of ordered pairs i, j : 0 F i, j F n, i / j . There are n q 1 y n q
.1 s n y 1 such pairs. Order these pairs, say row by row, as follows:
 .  .  .  .  .  .  .  . 0, 1 , 0, 2 , . . . , 0, n ; 1, 0 , 1, 2 , . . . , 1, n ; . . . ; n, 0 , n, 1 , . . . , n y
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.1, n . Now map each pair to 1, 2, 3, . . . , n y 1, respectively. If i / j and
 .  .  .i, j maps to k, then define p i, j s p k . Let S denote the symmet-ny1
 .ric group on 1, 2, 3, . . . , n y 1 .
First, we start by using the n th roots of unity. Let v denote then
primitive n th root of unity e2p i rn. We have that the sum ny1 v jk s n ifjs0 n
 .k ' 0 mod n , and is 0 otherwise.
 .THEOREM 3 Trigonometric Form . The number of planar difference sets
modulo n is
n ny11
kp  i , j.y x yx ..i jD n , n s v , 3.2 .  .    nny1n is0 . pgS ks0x , x , . . . , x ny10 1 n js0
i/j
 .where the first summation is o¨er all n q 1 -tuples modulo n , the second
summation is o¨er the symmetric group S , and the product is o¨er orderedny1
pairs with unequal components.
 .Proof. From the first summation of 3.2 we have an arbitrary ordered
 .subset x , x , . . . , x of residues modulo n . Nonzero contributions of n0 1 n
 .  .from the last summation will occur when p i, j ' x y x mod n fori j
 . ny1some i, j . However, the product forces a nonzero contribution of n
 .  .only when all pairs of differences x y x i / j range over all n y 1i j
 .nonzero residues modulo n for some permutation p of 1, 2, . . . , n y 1 ;
 .that is, when the set x , x , . . . , x forms a planar difference set.0 1 n
 .Next, we will expand 3.2 and apply the number-theoretic MobiusÈ
 .function m d to find a combinatorial and arithmetical expression
U  .  .for D n, n . Given a n y 1 -tuple of residues modulo n , k s
 .  .k , k , . . . , k , we will use the notation k , k , . . . , k to denote1 2 ny1 01 02 ny1, n
the row-by-row ordering of k described before Theorem 3. Also, we will
use the notation  k '  k to denote n k ' n ki j ji is0, i/ j i j is0, i/ j ji
 . mod n for 0 F j F n i.e., column sums are congruent to corresponding
.row sums .
 .THEOREM 4 Number-Theoretic Form . The number of reduced planar
difference sets is
1
UD n , n s c k m nrd 3.3 .  .  .  . 2 dnn n q 1 ! .  . <ks k , k , . . . , k d n1 2 ny1
k 'ki j ji
 .  .where the first summation is o¨er all n y 1 -tuples k s k , k , . . . , k s1 2 ny1
 . nk , k , . . . , k modulo n such that for 0 F j F n,  k '01 02 ny1, n is0, i/ j i j
n  .  . k mod n , and c k denotes the number of one-to-one solutionis0, i/ j ji d
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¨ectors with nonzero components of the linear congruence ny1 k x ' djs1 j j
 .mod n .
 .  .Proof. Applying 3.1 and then expanding 3.2 , we obtain a sequence of
 .  .residues modulo n , k s k , k , . . . , k s k , k , . . . , k , result-1 2 ny1 01 02 ny1, n
ing from each factor of the product. Thus, after interchanging the order of
summation we have
DU n , n .
ny1 ny11
s ???   nn n q 1 ! . pgS  . x s0 x s0ks k , k , . . . , kny1 0 11 2 ny1
 .s k , k , . . . , k01 02 ny1, n
ny1
k wp 0 , 1.y x yx .xqk wp 0 , 2.y x yx .xq ??? qk wp ny1, n.y x yx .x01 0 1 02 0 2 ny1 , n ny1 nv . n
x s0n
Now for each j, 0 F j F n, we obtain
n n¡
ny1 n if k ' k mod n . i j ji
x  k y k . ~j i/ j i j i/ j ji is0 is0v s n i/j i/j
x s0j ¢
0 otherwise.
Thus, a contribution of n nq1 occurs when for all j, 0 F j F n, n kis0, i/ j i j
n  .'  k mod n . So the formula reduces tois0, i/ j ji
1
UD n , n s . 2nn n q 1 ! .
= v k 01p 0 , 1.qk 02p 0 , 2.q ? ? ? qk ny 1 , np ny1, n. .  n
 . pgSks k , k , . . . , k ny11 2 ny1
k 'ki j ji
3.4 .
In the summation over the symmetric group S collect like powersny1
 .  .mod n of the n th roots of unity and denote the coefficients by c k ,j
ny1  .0 F j F n y 1. Suppose d is fixed and  ik ' d mod n . If m isis1 i
relatively prime to n , then multiplying both sides of this congruence by m
 .permutes the k 's or the k 's . Thus, we can assume that d divides n , andi i j
 .  .  .  .  .gcd i, n s d and gcd j, n s d imply c k s c k s c k . Consider thei j d
 .linear congruence k x q k x q ??? qk x ' d mod n . If a solution1 1 2 2 ny1 ny1
 .  .vector x , x , . . . , x is a permutation p of 1, 2, 3, . . . , n y 1 , then p1 2 ny1
 .  .  .contributes to c k in 3.4 . Conversely, every contribution to c kd d
JOHN KONVALINA138
corresponds to a solution vector of this congruence that is a permutation
 .  .of 1, 2, 3, . . . , n y 1 . Thus, c k is just the number of one-to-one solutiond
vectors with nonzero components of the linear congruence ny1 k x ' djs1 j j
 .mod n . Hence, we have
v k 01p 0 , 1.qk 02p 0 , 2.q ? ? ? qk ny 1 , np ny1, n. n
pgSny1
ny1
j js c k v s c k v .  .  j n d n
js0 <  .d n j , n sd
s c k v jr d s c k m nrd , 3.5 .  .  .  .  d n r d d
<  . <d n jrd , nrd s1 d n
 .  .since the sum of the primitive nrd th roots of unity is m nrd .
 .  .  .Finally, combining 3.4 and 3.5 , we obtain 3.3 .
We now apply the previous theorems to obtain the final explicit formula.
By Theorems 2 and 4 we have
c k s NU k , k , . . . , k , d , n y 1, n .  .d 1 2 ny1
ny1
js y1 j! .
js0
Ã Ã Ã= N k , . . . , k , . . . , k , . . . , k , . . . , k , 1 i i i ny1 1 2 j
1Fi -i - ??? -i Fny11 2 j
d , n y 1 y j, n ./
Ã Ã Ã .We abbreviate N k , . . . , k , . . . , k , . . . , k , . . . , k , d, n y 1 y j, n as1 i i i ny11 2 j
 .N k , i , i , . . . , i , d, n y 1 y j, n . Theorem 4 can be expressed as follows:Ã 1 2 j
ny11 jUD n , n s m nrd y1 j! .  .  .  2nn n q 1 ! .  . < js0ks k , k , . . . , k d n1 2 ny1
k 'ki j ji
= N k , i , i , . . . , i , d , n y 1 y j, nÃ . 1 2 j
1Fi -i - ??? -i Fny11 2 j
 .Now apply Theorem 1 and distribute m nrd , interchange the order of
summation, and apply the orthogonality property of Ramanujan sums see
w  .x.8, Eq. 3.7 to obtain:
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 .THEOREM 5 Explicit Form . The number of reduced planar difference
 .sets mod n is
ny11 jUD n , n s y1 j! .  . 2nn n q 1 ! .  . js0ks k , k , . . . , k1 2 ny1
k 'ki j ji
ny1yjyr
= y1 . 
i , i , . . . , i1 2 j1Fi -i - ??? -i Fny1 sgL1 2 j ny1y j
ssB jB j ??? jB1 2 r
 .B '0 mod ni
ny1yj
r rm= m y 1 ! n , .
ms1
 .where the first summation is o¨er all n y 1 -tuples modulo n , k s
 .  .k , k , . . . , k s k , k , . . . , k , such that k ' k , and the1 2 ny1 01 02 ny1, n i j ji
last summation is o¨er the set partition lattice Li1, i2 , . . . , i j of the setny1yj
Ã Ã Ã r1 r2 rny1y j 4   . .1, 2, . . . , i , i , . . . , i , . . . , n y 1 with s s 1 2 ??? n y 1 y j , r s1 2 j
r q r q ??? qr , s s B j B j ??? j B ; and if B is a block, then1 2 ny1yj 1 2 r j
 . B ' 0 mod n for 1 F j F r.j
 . w xLet f n denote the Euler f-function. Singer 13 conjectured that
 . mthere exist f n r3m reduced planar difference sets, if n s p where p is
a prime. If true, then we would have
¡f n .
mif n s p for some prime pU ~D n , n s . 3m¢
0 otherwise,
and the solution to the finite cyclic projective plane problem.
Remarks. The author has reduced the evaluation of the expression for
U  . D n, n in Theorem 5 to computing the Smith Normal Form the elemen-
.  .tary di¨ isors or in¨ariant factors of 0, y1, 1 matrices with column sums
equal to y1, 0, 1, or 2. Also, the author has derived two more proofs of the
 . generalized Waring formula: 1 using cyclic determinants cf. Faa diÁ
.  .Bruno and Oystein Ore and 2 generalizing N. J. Fine's work on sums
over partitions to sums over multipartite partitions. However, it appears
w xthat the approach in 8 of counting the number of one-to-one solution
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