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Abstract
One of the important questions related to any integral transform on a manifold
M or on a homogeneous space G/K is the description of the image of a given
space of functions. If M = G/K, where (G,K) is a Gelfand pair, then harmonic
analysis onM is closely related to the representations of G and the direct integral
decomposition of L2(M) into irreducible representations ofG. Rn can be realized as
the quotient Rn = E(n)/SO(n), where E(n) is the orientation preserving Euclidean
motion group Rn o SO(n). The pair (E(n), SO(n)) is a Gelfand pair. Hence this
realization of Rn comes with its own natural Fourier transform derived from the
representation theory of E(n). The representations of E(n) that are in the support
of the Plancherel measure for L2(Rn) are parameterized by R+. We describe the
image of smooth compactly supported functions under the Fourier transform with
respect to the spectral parameter. Then we discuss an extension of our description
to projective limits of corresponding function spaces.
viii
Chapter 1
Introduction
The aim of this thesis is to derive Paley-Wiener type theorems for the vector
valued Fourier transform on Rn. Here we understand the term “Paley-Wiener type
theorems” to mean the following problem: Given a manifold M = G/H, where G
is a Lie group and H a closed subgroup of G, and given a Fourier type transform
on M, characterize the image of a given function space on M. More often than
not, those are spaces of smooth compactly supported functions. Similar statements
for square-integrable functions are called Plancherel theorems. The classical Paley-
Wiener theorem identifies the space of smooth compactly supported functions on
Rn with certain classes of holomorphic functions on Cn of exponential growth,
where the exponent is determined by the size of the support via the usual Fourier
transform on Rn.
Yet Rn can also be represented as a homogeneous space: Rn ' E(n)/SO(n)
with the orientation preserving Euclidean motion group E(n) = Rn o SO(n).
This realization comes with its own natural Fourier transform derived from the
representation theory of E(n), see [28] and Section 4.2. One can again give a
description of the space of smooth compactly supported functions, and in fact
we will give two such descriptions. These descriptions are given in terms of the
parameter in the decomposition of L2(Rn) into irreducible representations of E(n)
as well as some homogeneity conditions.
This thesis is organized as follows. In Chapter 2 we recall the classical Paley-
Wiener theorem on Rn, which describes the image of the space of smooth com-
pactly supported functions, as well as Paley-Wiener theorems for square integrable
functions and for distributions.
In Chapter 3 we extend the classical Paley-Wiener theorem to functions with
values in a separable Hilbert space. It then reduces to the classical Paley-Wiener
theorem by letting the Hilbert space to be one dimensional. Then we look at the
particular case of the Hilbert space of square integrable functions and at functions
that are SO(n)-finite.
In the first part of Chapter 4 we recall the definition of a Gelfand pair (G,K)
and the Fourier transform on the associated commutative space G/K. Then we
apply this analysis to the Gelfand pair (E(n), SO(n)) and derive the corresponding
Fourier transform on Rn in Section 4.2. In the second part of this chapter we
introduce our main results. We prove a topological analog of a Paley-Wiener type
theorem due to Helgason. Then we prove that for smooth compactly supported
functions the Fourier transform extends to a bigger space, namely C×Sn−1C , where
Sn−1C stands for the complexified sphere. We also describe the image of the Schwartz
space.
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In the last chapter, Chapter 5, we discuss the extension of the classical Paley-
Wiener theorem to projective limits, which is a consequence of a result by Cowling.
Then we extend our second description to the projective limits of the corresponding
function spaces, which can also be interpreted as an extension to the inductive
limits of the underlying spaces.
2
Chapter 2
Paley-Wiener Theorems on Rn
The purpose of this chapter is to acquaint the reader with the long-known standard
Paley-Wiener theorems on Rn. To this end standard notation used throughout
this manuscript is introduced in Section 2.1. We refer to [3] and [10] as the main
sources for the aforementioned section as well as for proofs and further discussion.
In Section 2.2 we review some basic theory of holomorphic functions in several
complex variables. This material will be presented mostly without proofs, which
can be found in [19]. Several Paley-Wiener theorems are presented in Section 2.3.
The materials of that section can be be found in [3], [18], [34], [35], and [38].
2.1 Preliminaries
Let Rn and Cn denote the usual n-dimensional real and complex Euclidean spaces
respectively. For z = (z1, . . . , zn) ∈ Cn, the norm |z| of z is defined by |z| :=
(|z1|2 + · · · + |zn|2)1/2. The canonical inner-product of two vectors x and y on Rn
or Cn is denoted by x · y and by (x, y). The inner-product on Rn extends to a
C-bilinear form (z, ξ) :=
n∑
i=1
ziξi on Cn × Cn. Let N be the set of natural numbers
{1, 2, . . . } and N0 = N ∪ 0. For j = 1, . . . , n, let ∂j := ∂/∂zj. For any multi-index
α = (α1, . . . , αn) ∈ Nn0 and z ∈ Cn, put |α| := α1 + · · ·+ αn, zα := zα11 · · · zαnn , and
Dα := ∂α11 · · · ∂αnn .
Let M be a (smooth) manifold of dimension n. For an open subset Ω of M,
let C∞(Ω) and C∞c (Ω) denote the spaces of smooth complex valued functions on
Ω and smooth complex valued functions with compact support on Ω, respectively.
For each compact subset K of Ω, define a seminorm | · |K,α on C∞(Ω) by
|f |K,α := max
p∈K
|Dαf(p)|,
with α ∈ Nn0 . The vector space C∞(Ω) equipped with the topology defined by
these seminorms becomes a locally convex topological vector space and is denoted
by E(Ω). For each compact subset K of Ω, let DK(Ω) be the subspace of E(Ω)
consisting of functions f with supp(f) ⊆ K, where supp(f) := {m ∈ Ω : f(m) 6= 0}
denotes the support of a function f . The topology on DK(Ω) is the relative topolo-
gy of E(Ω), and hence it is locally convex. We recall the definition of an inductive
limit topology and the most basic facts about it.
Definition 2.1. Let X be a vector space and let Xi be a collection of linear sub-
spaces of X each having a locally convex topology. Assume
⋃
Xi = X. The strongest
locally convex topology on X satisfying that for each i the relative topology of X
on Xi is weaker than the topology on Xi is called the inductive limit topology
on X.
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The inductive limit topology on X =
⋃
Xi exists.
Proposition 2.2. Let X =
⋃
Xi have the inductive limit topology and let Y be a
locally convex topological vector space. Then a linear transformation T : X → Y is
continuous if and only if T |Xi is continuous for each i.
The Schwartz topology on C∞c (Ω) is the inductive limit topology of the subspaces
DK(Ω) with K ⊆ Ω. The space C∞c (Ω) with the Schwartz topology is denoted by
D(Ω). IfM is a Riemannian manifold, then Br(m), respectively B¯r(m), stands for
an open, respectively closed, ball of radius r > 0 centered at the point m ∈ M
and Dr(M) stands for the subspace of functions in D(M) supported in B¯r(0). We
will also write Br for Br(0). The space of smooth rapidly decreasing functions on
Rn, the Schwartz functions , will be denoted by S(Rn). It is topologized by the
seminorms
|f |N,α := sup
x∈Rn
(1 + |x|2)N |Dαf(x)| , N ∈ N0 and α ∈ Nn0 .
We normalize the Fourier transform by
f̂(λ) = FRn(f)(λ) :=
∫
Rn
f(x)e−2piix·λ dx .
The Fourier transform is a topological isomorphism of S(Rn) onto itself with the
inverse given by F−1Rn (g)(x) = FRn(g)(−x). It extends to a unitary isomorphism of
order four of the Hilbert space L2(Rn) with itself. This fact goes by the name of
Plancherel theorem .
Denote by Sn−1 the unit sphere in Rn and by dω the surface measure on Sn−1.
We will sometimes use the normalized measure µn, which is given by σnµn = dω
with σn := 2pi
n/2/Γ(n/2) for n ≥ 2. For p ∈ R and ω ∈ Sn−1 denote by ξ(p, ω) =
{x ∈ Rn : x ·ω = p} the hyperplane with the normal vector ω at signed distance p
from the origin. Denote by Ξ the set of hyperplanes in Rn. Then, as ξ(r, ω) = ξ(s, σ)
if and only if (r, ω) = (±s,±σ), it follows that R × Sn−1 3 (r, ω) 7→ ξ(r, ω) ∈ Ξ
is a double covering of Ξ. We identify functions on Ξ with the corresponding even
functions on R × Sn−1, that is with functions on R × Sn−1 such that f(r, ω) =
f(−r,−ω). The Radon transform Rf of a function f ∈ C∞c (Rn) is defined by
Rf(ξ) :=
∫
ξ
f(x)dm(x) ,
where dm is the Lebesgue measure on the hyperplane ξ. Then Rf ∈ C∞c (Ξ).
Moreover, R is continuous from L1(Rn) to L1(R × Sn−1) and its restriction from
S(Rn) into S(R × Sn−1) is continuous [14], where S(R × Sn−1) is the space of
smooth functions ϕ on R × Sn−1 satisfying that for any k,m ∈ N0 and for any
differential operator Dω on S
n−1
sup
(r,ω)∈R×Sn−1
(1 + r2)k |∂mr (Dωϕ)(r, ω)| <∞.
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The Radon transform is related to the Fourier transform by the Fourier-Slice
theorem
f̂(rω) = FR(Rf)(r, ω) , (2.1.1)
where the Fourier transform is taken in the first variable.
Denote by SH(Ξ) the space of smooth functions f : R× Sn−1 → C such that
1. f is even, i.e. f(r, ω) = f(−r,−ω);
2. ηk,m,Dω(f) := sup
(r,ω)∈R×Sn−1
(1 + r2)k |∂mr Dωf(r, ω)| <∞ for all k,m ∈ N0 and
for any Dω a differential operator on S
n−1;
3. For each k ∈ N, the function ω 7→ ∫∞−∞ f(r, ω)rk dr is a homogeneous poly-
nomial of degree k.
The family {ηk,m,Dω} defines a topology on SH(Ξ).
Theorem 2.3. The Radon transform is a topological isomorphism of the space
S(Rn) with SH(Ξ).
Proof. By Theorem 2.4 in [12] it is a bijection and by Corollary 4.8 in [14] it is
continuous with a continuous inverse.
Let DH(Ξ) := C∞c (Ξ)∩SH(Ξ) with the natural topology. For r > 0, let DH,r(Ξ)
be the set {f ∈ DH(Ξ) : f(p, ω) = 0 for |p| > r}. The topology on DH,r(Ξ) is
given by the seminorms
|f |m,Dω := sup
(p,ω)∈[−r,r]×Sn−1
∣∣∂mp Dωf(p, ω)∣∣ <∞,
where m is in N0 and Dω is any differential operator on Sn−1. The topology on
DH(Ξ) is the inductive limit topology of the subspaces DH,r(Ξ) with 0 < r <∞.
Theorem 2.4. The Radon transform is a topological isomorphism between the
spaces Dr(Rn) and DH,r(Ξ).
Proof. By Theorems 2.4 and 2.6 and Corollary 2.8 in [12] it is a bijection and by
Corollary 4.8 in [14] it is continuous with a continuous inverse.
2.2 Holomorphic Functions on Cn
In this section we recall some fundamental definitions and facts about holomorphic
functions in one and several complex variables.
Let r = (r1, . . . , rn) ∈ Rn, we write r > 0, if rj > 0 for all j. Then
P (z, r) := {ω ∈ Cn : |ωj − zj| < rj for j = 1, . . . , n}
is called an (open) polydisc with polyradius r and with center z.
Definition 2.5. Let ∅ 6= U ⊂ Cn be open, then a function f : U → C is called:
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(a) Complex differentiable at z ∈ U if there exists a complex linear map
Df(z) : Cn → C such that for ω ∈ U
f(ω) = f(z) +Df(z)(ω − z) + o(|ω − z|).
(b) Complex differentiable on U if it is complex differentiable at every point
of U .
(c) Analytic or holomorphic on U if for each z ∈ U there exist r ∈ Rn, r > 0
such that the polydisc P (z, r) ⊂ U and on P (z, r) we have
f(ω) =
∑
α∈Nn0
aα(ω − z)α
with aα ∈ C.
Proposition 2.6. Let z ∈ Cn and r ∈ Rn, r > 0. A continuous function f :
P (z, r)→ C is complex differentiable if and only if for all 1 ≤ j ≤ n the function
P (zj, rj) 3 ω 7→ f(z1, ..., zj−1, ω, zj+1, ..., zn) ∈ C
is complex differentiable.
Let Q be the cube [0, 2pi]n in Rn.
Definition 2.7. Let z ∈ Cn and r, s ∈ Rn, r, s > 0 with sj < rj for all j. For each
j define γj(θ) = zj + sje
2piiθ and let γ(θ1, ..., θn) := (γ1(θ1), ..., γn(θn)). Let f be a
continuous function on the image γ(Q) ⊂ P (z, r), then
ch(f)(z) :=
(
1
2pii
)n ∮
γ
f(ω)
(ω1 − z1) · · · (ωn − zn) dω1...dωn
=
∫
[0,2pi]n
f(γ1(θ1), ..., γn(θn)) dθ1...dθn
is called the Cauchy integral of f over Q.
Note that if f is holomorphic, then f(z) = ch(f)(z). Moreover, the integral is
independent of the choice of paths γj as long as each γj is homotopic to a circle.
Theorem 2.8. Let ∅ 6= U ⊂ Cn be open and f : U → C be continuous. Then the
following are equivalent:
(a) f is complex differentiable on U.
(b) f is holomorphic on U.
(c) f=ch(f).
The following simple lemma will be needed for the proof of the Paley-Wiener
theorem.
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Lemma 2.9. Let K ⊂ Rn be compact, ∅ 6= U ⊂ Cn be open, µ be a finite measure
on K, and let f : K × U → C be measurable and bounded on compact sets. If
U → C : z 7→ f(x, z) is holomorphic for each x ∈ K, then the function
F (z) :=
∫
K
f(x, z)dµ(x)
is holomorphic.
Proof. We can assume µ(K) > 0 and U is a polydisc P (z, r) with some z ∈ Cn and
r ∈ Rn, r > 0. The function F is continuous by Lebesgue Dominated Convergence
theorem. Now compute
ch(F )(z) =
∫
[0,2pi]n
F (γ1(θ1), ..., γn(θn)) dθ1...dθn
=
∫
[0,2pi]n
∫
K
f(x, γ1(θ1), ..., γn(θn))dµ(x)dθ1...dθn.
By Fubini’s theorem and Theorem 2.8 we have
ch(F )(z) =
∫
K
∫
[0,2pi]n
f(x, γ1(θ1), ..., γn(θn))dθ1...dθndµ(x)
=
∫
K
f(x, z)dµ(x)
= F (z).
Thus by Theorem 2.8 the function F is holomorphic.
We will make use of the following theorems for functions in one complex variable.
Theorem 2.10. If φ is a continuous function on {ζ : |ζ − P | = r}, then the
function f given by
f(z) =
1
2pii
∮
|ζ−P |=r
φ(ζ)
ζ − zdζ
is defined and holomorphic on Br(P ).
Theorem 2.11. (Cauchy’s theorem) Let Ω ⊂ C be an open connected set and
let F be holomorphic on Ω. Let γ be a closed curve that is homotopic to a point in
Ω. Then
∮
γ
F (z)dz = 0.
Theorem 2.12. (Morera’s theorem) Let f be continuous on an open connected
set Ω ⊂ C and suppose ∮
γ
f(z)dz = 0 for every closed curve in Ω. Then f is
holomorphic on Ω.
Theorem 2.13. (Principle of Analytic Continuation) Let F and G be holo-
morphic on an open connected set Ω. Suppose there is a sequence z1, z2, ... of distinct
points of Ω converging to z0 ∈ Ω such that F (zj) = G(zj) for all j = 1, 2, 3, ....
Then F = G on all of Ω.
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2.3 Paley-Wiener Theorems on Rn
There are many Paley-Wiener theorems or sometimes also called Paley-Wiener-
Schwartz theorems in the literature. They establish a relation between some class
of holomorphic functions and harmonic analysis of compactly supported functions
or distributions. The classical Paley-Wiener theorem1 characterizes the space of
compactly supported smooth functions on Rn by means of the Fourier transform.
We will take a look at several Paley-Wiener theorems. We begin by giving some
definitions.
Definition 2.14. Let r ≥ 0. An entire function F is said to be of exponential
type ≤ r if there exists a constant C > 0 such that for all z ∈ Cn
|F (z)| ≤ Cer|Im(z)|.
Denote by PWr(Cn) the space of entire functions H on Cn such that zαH(z) is of
exponential type ≤ r for every α ∈ Nn0 . The vector space PWr(Cn) is topologized
by the family of seminorms:
qN,r(H) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)||H(z)|
with N ∈ N0. The same topology is given by the seminorms:
sα,r(H) := sup
z∈Cn
e−r|Im(z)||zαH(z)|
with α ∈ Nn0 . Let PW(Cn) :=
⋃
r>0PWr(Cn). We give it the inductive limit
topology.
Proposition 2.15. For r > 0, the spaces Dr(Rn) and PWr(Cn) are Fre´chet
spaces, i.e. complete, metrizable, locally convex vector spaces.
Proof. They are locally convex spaces as their topologies are defined by seminorms.
It is easy to see that both spaces are separated and hence Hausdorff. As their
topologies are defined by countable collections of seminorms, they are metrizable.
1This case is often referred to as ”the Paley-Wiener theorem”, ”the classical Paley-Wiener theorem” or ”the
Paley-Wiener-Schwartz theorem”, e.g. see [17], [27], [32]. This labeling is well established although possibly not
the most adequate. In their original work R. Paley and N. Wiener [30] developed, among other beautiful results,
a theorem which nowadays may be called a Paley-Wiener theorem for the case of square-integrable functions.
They were first to observe the deep relationship between the support properties of a function and the analyticity
properties of its Fourier transform. In the introduction of their above mentioned work they explore properties of
the Fourier transform of functions under different assumptions: functions vanishing exponentially, functions in a
strip, and functions in a half-plane, as well as analyze entire functions of exponential type. They deal with the
latter case in the Theorem X on p. 13 in [30]. It is perhaps the most cited of all their ”Paley-Wiener” theorems and
is often stated in its original form, see, for instance, Theorem 19.3 in [34] or Theorem 7.4 in [18]. L. Schwartz was
the first to generalize this observation to the case of distributions in [36]. In spite of being the most widespread in
the literature, as it seems, we only found contradicting remarks often without references to published materials
on the authorship of the Paley-Wiener theorem for the case of smooth functions. The earliest published version of
this case appears to be the Theorem 1.7.7 on p.21 in [16] by L. Ho¨rmander. However in the historical note about
Paley-Wiener theorems in the later addition of his work [17] he does not claim the authorship of this case for
himself. A zillion of people discovered Paley-Wiener type theorems for many different settings. More information
on those further developments of this subject can be found in the historical notes in [32] on p. 339, [17] on p. 249,
[37] on p. 131, and [13] on p. 78, 229, 493, as well as in introductions of some recent articles, e.g. [27].
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Let {fm}m∈N be a Cauchy sequence in Dr(Rn). Then for every α ∈ Nn0 the
sequence {Dαfm}m∈N converges uniformly to some function fα. f0 is a smooth
function with support contained in B¯r(0), hence f0 ∈ Dr(Rn), and Dαf0 = fα.
Moreover, let  > 0, then
|Dα(fk(x)− fl(x))| ≤ |fk − fl|α < 
for all x ∈ Rn and k, l big enough. Letting l→∞, we obtain
|Dα(fk(x)− f0(x))| < 
for all x ∈ Rn and k big enough. Consequently, fk converges to f0 in the topology
of Dr(Rn).
Now, let {Fm}m∈N be a Cauchy sequence in PWr(Cn). Hence for any α ∈ Nn0
and  > 0, there is Nα ∈ N such that
sα,r(Fk − Fl) < 
for k, l ≥ Nα. Since the inequality
|zα(Fk(z)− Fl(z))| ≤ sα,r(Fk(z)− Fl(z))er|Im(z)|
holds for all z ∈ Cn and for any α ∈ Nn0 , the sequence {zαFm} converges to a
function Fα. Moreover, as it converges uniformly over compact sets, Fα is entire
and Fα(z) = z
αF0(z) for every α ∈ Nn0 and z ∈ Cn. This follows by taking the
limit on both sides in the equality
zαFm(z) =
zα
(2pii)n
∮
γ
Fm(ξ)
(ξ − z)dξ
with some appropriate γ. Moreover, for all z ∈ Cn and k, l ≥ Nα
e−r|Im(z)||zα(Fk(z)− Fl(z))| ≤ sα,r(Fk − Fl) < .
Letting l→∞, we obtain that for any z ∈ Cn and k ≥ Nα
e−r|Im(z)||zα(Fk(z)− F0(z))| < .
Hence sα,r(Fk(z)−F0(z)) <  for k ≥ Nα and sα,r(F0) ≤ sα,r(F0−Fk)+sα,r(Fk) <
∞ for all α ∈ Nn0 . So F0 ∈ PWr(Cn) and Fk → F0 in the topology of PWr(Cn).
This shows that both spaces are complete.
2.3.1 The Classical Paley-Wiener Theorem
In this subsection we give a proof of the classical Paley-Wiener theorem. We start
with the following lemma.
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Lemma 2.16. Let n ≥ 2, r > 0, F ∈ PWr(Cn), and ξ ∈ C, then the function
F˜ : Cn−1 → C defined by
F˜ (z) :=
∫
R
F (z, ξ + x)dx
is in PWr(Cn−1) and the map PWr(Cn)→ PWr(Cn−1) : F 7→ F˜ is continuous.
Proof. Clearly F˜ is an entire function on Cn−1. Since the inequality
e−r|Im(z,ξ)|(1 + |z|2 + |ξ + x|2)N+1|F (z, ξ + x)| ≤ qN+1,r(F )
holds for all z ∈ Cn−1, x ∈ R, and since |Im(z, ξ)| ≤ |Im(z)|+ |Im(ξ)|, we have
e−r|Im(z)|(1 + |z|2)N(1 + |ξ + x|2)|F (z, ξ + x)| ≤ qN+1,r(F ) er|Im(ξ)|.
This gives
e−r|Im(z)|(1 + |z|2)N
∫
R
|F (z, ξ + x)|dx ≤ qN+1,r(F ) er|Im(ξ)|
∫
R
dx
(1 + |ξ + x|2)
and consequently
qN,r(F˜ ) ≤ C er|Im(ξ)| qN+1,r(F ),
where C :=
∫
R
dx
(1+|ξ+x|2) <∞.
This shows F˜ ∈ PWr(Cn−1) and F 7→ F˜ is continuous at 0. As F 7→ F˜ is linear,
it is continuous.
Theorem 2.17. Let r > 0, F ∈ PWr(Cn), and y = (y1, ..., yn) ∈ Rn, then∫
Rn
F (x)dx =
∫
Rn
F (x+ iy)dx.
Proof. Let T > 0 and consider the curves
γ1(t) = t −T ≤ t ≤ T,
γ2(t) = T + ityn 0 ≤ t ≤ 1,
γ3(t) = −t+ iyn −T ≤ t ≤ T,
γ4(t) = −T + i(1− t)yn 0 ≤ t ≤ 1.
Let γ be a simple closed curve consisting of these four curves, i.e.
γ(t) :=

γ1(t) for −T ≤ t ≤ T,
γ2(t− T ) for T ≤ t ≤ T + 1,
γ3(t− (2T + 1)) for T + 1 ≤ t ≤ 3T + 1,
γ4(t− (3T + 1)) for 3T + 1 ≤ t ≤ 3T + 2.
As F is holomorphic in each variable, we have∮
γ
F (z, ω)dω = 0.
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This equality can be rewritten as:
T∫
−T
F (z, t)dt+iyn
1∫
0
F (z, T +ityn)dt−
T∫
−T
F (z, t+iyn)dt−iyn
1∫
0
F (z,−T +ityn)dt = 0.
For fixed values of z ∈ Cn−1 and bounded values of t we have the estimate
|F (z,±T + ityn)| ≤ q1,r(F ) e
r
√
|Im(z)|2+(tyn)2
1 + |z|2 + T 2 + y2nt2
≤ CT−2,
with some constant C. This gives
lim
T→∞
∫ 1
0
F (z,±T + ityn)dt = 0.
Thus ∫ ∞
−∞
F (z, t)dt =
∫ ∞
−∞
F (z, t+ iyn)dt.
By the above lemma the function
F˜ (z) =
∫ ∞
−∞
F (z, t)dt =
∫ ∞
−∞
F (z, t+ iyn)dt
is in PWr(Cn−1). Hence we can iterate this argument to obtain the result.
Theorem 2.18. Let r > 0, F ∈ PWr(Cn), and α ∈ Nn0 , then DαF ∈ PWr(Cn)
and the mapping F 7→ DαF is continuous.
Proof. It suffices to show ∂
∂z1
F ∈ PWr(Cn), F 7→ ∂∂z1F is continuous, and then
argue inductively. Clearly ∂
∂z1
F is entire. To show it belongs to the Paley-Wiener
space, write z = (z1, ξ) with z1 ∈ C and ξ ∈ Cn−1 and let γ be the curve γ(t) =
z1 + e
it for 0 ≤ t ≤ 2pi, then
∂
∂z1
F (z1, ξ) =
1
2pii
∮
γ
F (ω, ξ)
(ω − z1)2dω.
This gives
(1 + |z|2)Ne−r|Im(z)|
∣∣∣∣ ∂∂z1F (z)
∣∣∣∣
=
1
2pi
∣∣∣∣∮
γ
(1 + |z|2)Ne−r|Im(z)|F (ω, ξ)(1 + |(ω, ξ)|2)N
(ω − z1)2 (1 + |(ω, ξ)|2)N dω
∣∣∣∣
≤ 1
2pi
∮
γ
(1 + |z|2)Ner qN,r(F )
(1 + |(ω, ξ)|2)N |dω|.
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As z = (z1, ξ) and ω = z1 + e
it, we have
(1 + |z|2)N
(1 + |(ω, ξ)|2)N =
(
1 + |z1|2 + |ξ|2
1 + |ω|2 + |ξ|2
)N
=
(
1 + |z1 + eit − eit|2 + |ξ|2
1 + |ω|2 + |ξ|2
)N
=
(
1 + |ω − eit|2 + |ξ|2
1 + |ω|2 + |ξ|2
)N
≤
(
1 + |ω|2 + 2|ω|+ 1 + |ξ|2
1 + |ω|2 + |ξ|2
)N
=
(
1 + |ω|2 + |ξ|2
1 + |ω|2 + |ξ|2 +
1 + 2|ω|
1 + |ω|2 + |ξ|2
)N
≤
(
1 +
1 + 2|ω|
1 + |ω|2
)N
=
(
2 + 2|ω|+ |ω|2
1 + |ω|2
)N
≤ 5N .
So
(1 + |z|2)Ne−r|Im(z)|
∣∣∣∣ ∂∂z1F (z)
∣∣∣∣ ≤ 12pi
∮
γ
(1 + |z|2)Ner qN,r(F )
(1 + |(ω, ξ)|2)N |dω|
≤ 5
N
2pi
er qN,r(F )
∫ 2pi
0
dt
≤ 5Ner qN,r(F ).
This shows ∂
∂z1
F ∈ PWr(Cn) and F 7→ ∂∂z1F is continuous at 0.
Corollary 2.19. Let r > 0, F ∈ PWr(Cn), then F |Rn is a Schwartz function and
the mapping F 7→ F |Rn is continuous.
Proof. The above proof implies (1 + |x|2)N |DαF (x)| ≤ 5N |α|er qN,r(F ).
For a bounded measurable function with compact support the domain of defini-
tion of its Fourier transform extends to Cn, denote this extension by F cRn .2
Theorem 2.20. (Paley-Wiener theorem for smooth functions) The Fourier trans-
form F cRn is a linear topological isomorphism of Dr(Rn) onto PW2pir(Cn) for any
r > 0.
Proof. Let f ∈ Dr(Rn). Define a function F by
F (z) := F cRn(f)(z) =
∫
B¯r(0)
f(x)e−2piiz·xdx.
2This extension is sometimes called the Fourier-Laplace transform.
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Then by Lemma 2.9 F is a holomorphic function on Cn. On B¯r(0) we have
|e−2piiz·x| ≤ e2pir|Im(z)|, hence
|F (z)| ≤ e2pir|Im(z)|‖f‖1 ≤ vol(B¯r(0))‖f‖∞e2pir|Im(z)|.
Integration by parts gives
(2piiz)αF (z) =
∫
B¯r(0)
(−1)|α|f(x)Dαxe−2piiz·xdx
=
∫
B¯r(0)
(Dαf)(x)e−2piiz·xdx.
Thus (2pi)|α| |zα| |F (z)| ≤ vol(B¯r(0)) |f |α e2pir|Im(z)|. This shows that for any α ∈ Nn0 ,
sα,2pir(F ) < ∞, so F ∈ PW2pir(Cn), and that F cRn : Dr(Rn) → PW2pir(Cn) is
continuous.
Now let F ∈ PW2pir(Cn). F is Schwartz on Rn by Corollary 2.19, thus f given
by
f(x) := F−1Rn (F )(x) =
∫
Rn
F (y)e2piiy·xdy
is Schwartz. Note H(z) := F (z)e2piiz·x is in PW2pi(r+|x|)(Cn). Indeed,
(1 + |z|2)Ne−2pi(r+|x|)|Im(z)||H(z)|
= (1 + |z|2)Ne−2pir|Im(z)||F (z)|e−2pi|x||Im(z)|e−2piIm(z)·x
≤ qN,2pir(F )e−2pi|x||Im(z)|e2pi|Im(z)||x|
= qN,2pir(F ).
Write z = a+ ib with a, b ∈ Rn, then by Theorem 2.17∫
Rn
H(y)dy =
∫
Rn
H(y + ib)dy =
∫
Rn
H(y + a+ ib)dy.
Consequently, for any z ∈ Cn
f(x) =
∫
Rn
F (y)e2piiy·xdy =
∫
Rn
F (y + z)e2pii(y+z)·xdy.
Now take z = six with s > 0, then
f(x) =
∫
F (y + six)e2pii(y+six)·xdy
= e−2pis|x|
2
∫
F (y + six)e2piiy·xdy
and thus
|f(x)| ≤ e−2pis|x|2
∫
qN,2pir(F )(1 + |y|2)−Ne2pirs|x|dy
= e2pis|x|(r−|x|)qN,2pir(F )
∫
(1 + |y|2)−Ndy.
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Choose N big enough to make
∫
(1 + |y|2)−Ndy < ∞ and let s → ∞. We obtain
f(x) = 0 for |x| > r. That is, supp(f) ⊂ B¯r(0) and f ∈ Dr(Rn).
Let α ∈ Nn0 and pick an N so that y 7→ (1 + |y|2)−N |yα11 ...yαnn | is integrable, then
|Dαf(x)| ≤ (2pi)|α|
∫
|yα11 ...yαnn F (y)|dy
≤ (2pi)|α| sup
t∈Rn
(1 + |t|2)N |F (t)|
∫
|yα11 ...yαnn |(1 + |y|2)−Ndy
≤ C qN,2pir(F ).
Thus the inversion F−1Rn : PW2pir(Cn)→ Dr(Rn) is continuous as well.
Remark 2.21. The spaces D(Rn) and PW(Cn) are inductive limits of Dr(Rn)
and PWr(Cn), respectively. It follows by Proposition 2.2 that FRn extends to a
topological isomorphism of D(Rn) onto PW(Cn).
2.3.2 Paley-Wiener Theorem for L2 Functions
Here we state and prove a result that might be called the Paley-Wiener theorem for
L2 functions. Then we give examples, without proofs, of other results with similar
flavor.
Theorem 2.22. (Paley-Wiener theorem for L2 functions) Let F be an entire func-
tion on C and r > 0. Then the following two conditions on F are equivalent:
1. F |R ∈ L2(R) and |F (z)| ≤ Ce2pir|Im(z)| with some constant C.
2. There exist a function f ∈ L2(R), f(x) = 0 for |x| > r such that F = F cR(f).
Proof. Let f ∈ L2(−r, r). Define F by
F (z) := F cR(f)(z) =
∫ r
−r
f(t)e−2piitzdt. (2.3.1)
Write z = x+ iy, then |e−2piitz| = e2pity and so∣∣∣∣∫ r−r f(t)e−2piitzdt
∣∣∣∣ ≤ ||f ||L2(−r,r)||e2pity||L2t (−r,r) <∞.
Thus the integral in (2.3.1) exists as a Lebesgue integral. The Lemma 2.9 does not
apply here, so we have to work a little harder to argue F is entire.
Fix z ∈ C and let {zn} be a sequence converging to z. As a Cauchy sequence it
is bounded, so there is a constant 0 < b < ∞ so that |yn| < b as well as |y| < b.
Hence
|e−2piitzn − e−2piitz|2 ≤ {e2pityn + e2pity}2 ≤ 4e4pib|t| ∈ L1t (−r, r),
and so by Lebesgue Dominated Convergence theorem
lim
n→∞
∫ r
−r
|e−2piitzn − e−2piitz|2dt = 0.
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Applying Schwarz inequality to |F (zn)− F (z)|, it follows that F is continuous on
C. Let γ be a closed path in C, then by Fubini’s theorem∮
γ
F (z)dz =
∮
γ
∫ r
−r
f(t)e−2piitzdtdz
=
∫ r
−r
f(t)
∮
γ
e−2piitzdzdt.
By Cauchy’s theorem
∮
γ
e−2piitzdz = 0 and hence by Morera’s theorem F is entire.
Moreover,
|F (z)| ≤
∫ r
−r
|f(t)|e2pitydt
≤ e2pir|y|
∫ r
−r
|f(t)|dt
= const. e2pir|Im(z)|.
Furthermore, F |R ∈ L2(R) by Plancherel theorem. We have shown that condition
(2) implies condition (1).
Now suppose F is entire and satisfies the conditions in (1). Let
f(x) := F−1R (F |R) =
∫
R
F (t)e2piitxdt.
As F |R ∈ L2(R) so it f . All we need to show is f(x) = 0 for |x| > r. For  > 0 and
x real, let
g(x) := F (x)e
−2pi|x|.
Then g is continuous and in L
2(R). It is easy to see that ||g − F |R||L2(R) → 0 as
 → 0. Hence by Plancherel theorem it follows that the inverse Fourier transform
of g converges in L
2 to f as → 0. We will show that for real x with |x| > r
lim
→0
F−1R (g)(x) = lim→0
∫
R
g(t)e
2piitxdt = 0. (2.3.2)
Thus (2.3.2) will imply f(x) = 0 for |x| > r. Moreover, by the injectivity of the
Fourier transform
F (z) =
∫ r
−r
f(t)e−2piitzdt (2.3.3)
for almost all real z and since both sides in the above equation are entire functions,
it follows that (2.3.3) holds for all complex z. Thus (2.3.2) will imply the theorem.
To show the validity of (2.3.2) we introduce auxiliary functions Φα below and
express (2.3.2) in terms of functions Φα.
For each real α, let γα be the path defined by
γα(s) := se
iα with 0 ≤ s ≤ ∞,
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and let Πα be the half-plane defined by
Πα := {ω ∈ C : Re(ωeiα) > r}.
For ω ∈ Πα, define
Φα(ω) :=
∮
γα
F (z)e−2piωzdz (2.3.4)
= eiα
∫ ∞
0
F (seiα)e−2piω(se
iα)ds.
Since ω ∈ Πα, Re(ωeiα) > r and so
|F (seiα)e−2piω(seiα)| ≤ Ce2pirse−2pisRe(ωeiα)
= Ce−2pis(Re(ωe
iα)−r)
∈ L1s(0,∞).
Hence (2.3.4) exists as a Lebesgue integral. Let {ωn} be a sequence in Πα converging
to ω and let δ > 0 be so that Bδ(ω) ⊂ Πα. For n big enough ωneiα ∈ B δ
2
(ωeiα) and
so Re(ωeiα)− δ
2
< Re(ωne
iα) < Re(ωeiα) + δ
2
. Hence
|e−2piωn(seiα) − e−2piω(seiα)| ≤ 2e−2pis(Re(ωeiα)− δ2 ).
Consequently,
|F (seiα){e−2piωn(seiα) − e−2piω(seiα)}| ≤ 2Ce−2pis(Re(ωeiα)− δ2−r) ∈ L1s(0,∞).
By Lebesgue Dominated Convergence theorem it follows that Φα is continuous on
Πα. Let γ be a closed path in Πα. By Fubini’s theorem∮
γ
Φα(ω)dω = e
iα
∫ ∞
0
F (seiα)
∮
γ
e−2piω(se
iα)dωds.
The inner integral is 0 by Cauchy’s theorem and hence by Morera’s theorem Φα is
holomorphic on Πα. More is true for Φ0 and Φpi. They are holomorphic on bigger
domains than Π0 and Πpi:
Φ0(ω) =
∫ ∞
0
F (s)e−2piωsds for Re(w) > 0,
Φpi(ω) = −
∫ 0
−∞
F (s)e−2piωsds for Re(w) < 0.
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It follows by the same argument we used at the beginning of the proof to show F
is holomorphic. Moreover,
Φ0(− it)− Φpi(−− it) =
∫ ∞
0
F (s)e−2pi(−it)sds+
∫ 0
−∞
F (s)e−2pi(−−it)sds
=
∫ ∞
0
F (s)e−2pi|s|e2piitsds+
∫ 0
−∞
F (s)e−2pi|s|e2piitsds
=
∫ ∞
−∞
F (s)e−2pi|s|e2piitsds
=
∫
R
g(s)e
2piitsds.
Hence we have to show that for |t| > r the difference between Φ0 and Φpi tends to
0 as  goes to 0. To this end we will show that under proper assumptions on α and
β the functions Φα and Φβ agree on the intersection of their domains of definition.
In other words, they are analytic continuations of each other.
Suppose 0 < β − α < pi. Put
ξ :=
α + β
2
and η := cos
β − α
2
> 0.
Let ω = |ω|e−iξ, then
Re(ωeiα) = |ω| cos α− β
2
= η|ω| = |ω| cos β − α
2
= Re(ωeiβ),
so that ω ∈ Πα ∩ Πβ as soon as |ω| > rη . Consider the integral∮
γ
F (z)e−2piωzdz (2.3.5)
over the circular arc γ given by γ(t) := Reit with α ≤ t ≤ β and some R > 0.
Since t− ξ ≤ β−α
2
and 0 < β−α
2
< pi
2
, for z ∈ γ
Re(−ωz) = −R|ω|Re(ei(t−ξ)) = −R|ω| cos(t− ξ) ≤ −R|ω|η.
Consequently the absolute value of the integrand in (2.3.5) does not exceed
Ce2piR(r−|ω|η).
So for |ω| > r
η
(2.3.5) tends to 0 as R→∞. Note that by Cauchy’s theorem
Reiβ∮
0
F (z)e−2piωzdz =
Reiα∮
0
F (z)e−2piωzdz +
∮
γ
F (z)e−2piωzdz.
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As (2.3.5) tends to 0 as R→∞, we conclude that
Φα(ω) = Φβ(ω) for ω = |ω|e−iξ and |ω| > r
η
.
So Φα and Φβ coincide on a ray in C, thus by Theorem 2.13 they coincide on the
intersection of the half-planes on which they were originally defined. Hence for
t > r we have
Φ0(− it)− Φpi(−− it) = Φpi
2
(− it)− Φpi
2
(−− it)
and for t < −r
Φ0(− it)− Φpi(−− it) = Φ−pi
2
(− it)− Φ−pi
2
(−− it).
Letting → 0 we obtain that the desired limit in (2.3.2) equals 0. This completes
the proof.
There are other Paley-Wiener theorems for L2 functions. We give some examples
without proofs.
Let Π+ denote the upper half-plane: {z = x+ iy : y > 0}.
Theorem 2.23. Let F be a holomorphic function on Π+. Then the following two
conditions on F are equivalent:
1. Restrictions of F to horizontal lines in Π+ form a bounded set in L2(R).
2. There exist a function f ∈ L2(0,∞) such that F = F cR(f).
Theorem 2.24. For f ∈ L2(R) the following two conditions are equivalent:
1. f is the restriction to R of a function F holomorphic on the strip {z = x+iy :
|y| < a} and satisfying
sup
−a<y<a
∫
R
|F (x+ iy)|2dx = C <∞.
2. ea|ξ|fˆ ∈ L2(R).
2.3.3 Paley-Wiener Theorem for Distributions
The last case we are going to discuss is the Paley-Wiener theorem for distributions.
First we need to introduce some additional notation.
For a topological vector space V , let V
′
denote the continuous dual of V .3
Definition 2.25. Let ∅ 6= Ω ⊂ Rn be an open set. The elements of D(Ω)′ are called
distributions or generalized functions. The elements of D(Ω) are called test
functions.
3This is the vector space whose elements are continuous linear functionals on V .
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For a distribution T and a test function ϕ we introduce the following notation for
the value T (ϕ) of T at ϕ:
T (ϕ) = 〈ϕ, T 〉 =
∫
ϕ(x)dT (x).
Let U ⊂ Ω ⊂ Rn be open. We say that a distribution T vanishes on U if 〈ϕ, T 〉 = 0
for all test functions ϕ with supp(ϕ) ⊂ U . Let UT be the union of all open sets U
on which T vanishes. Then UT is open and hence Ω\UT is closed in Ω. Define the
support of T by
supp(T ) := Ω\UT .
Recall that sinceD(Rn) ↪→ S(Rn) ↪→ E(Rn) we have E(Rn)′ ↪→ S(Rn)′ ↪→ D(Rn)′ .4
Proposition 2.26. Let T be a distribution, then T ∈ E(Ω)′ if and only if supp(T )
is compact in Ω.
Definition 2.27. A distribution T on Rn is a tempered distribution if T has
a continuous extension to S(Rn). Since this extension is unique, we also call it T .
Note, since the Fourier transform is a topological isomorphism of S(Rn) with itself,
if T is a tempered distribution, then S defined by
S(ϕ) := T (ϕˆ)
is also a tempered distribution.
Definition 2.28. For a tempered distribution T define FRn(T )(ϕ) = Tˆ (ϕ) :=
T (ϕˆ). We call Tˆ the Fourier transform of T .
The Fourier transform is a topological isomorphism of S(Rn)′ with itself.
Theorem 2.29. (Paley-Wiener theorem for distributions) A distribution T ∈
D(Rn)′ has support in B¯r(0) if and only if Tˆ has an analytic continuation to an
entire function on Cn such that for all z ∈ Cn
|F cRn(T )(z)| ≤ C(1 + |z|2)Ne2pir|Im(z)|
with some constants C,N ∈ N0.
In conclusion we summarize the three Paley-Wiener theorems: A function or a
distribution f is supported in a closed ball of radius r > 0 centered at the origin
if and only if its Fourier transform fˆ extends to an entire function on Cn that is
pointwise bounded by
|F cRn(f)(λ)| ≤

C(1 + |λ|2)−Ne2pir|Imλ| for all N ∈ N0 if f is smooth,
Ce2pir|Imλ| if f, f̂ ∈ L2,
C(1 + |λ|2)Ne2pir|Imλ| for some N ∈N0 if f is distribution.
4Here ↪→ stands for a continuous injection.
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for some constant C > 0. We see that essentially the exponential factor e2pir|Imλ|
in the pointwise estimate of the extended Fourier transform yields in the compact
support of f and the polynomial factor (1 + |λ|2)N in the estimate is related to the
regularity properties of f .
In the next chapter we will extend the classical Paley-Wiener theorem to vector
valued functions.
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Chapter 3
Paley-Wiener Theorems for Vector
Valued Functions
In this chapter we present our first result: the extension of the classical Paley-
Wiener theorem to functions with values in a separable Hilbert space. It then
reduces to the classical result by choosing the Hilbert space to be one dimensional.
We begin by introducing the necessary notation and background in Section 3.1.
There we first recall some standard theorems from Functional Analysis including
vector valued integration. [35] and [26] are main references for this part. Then
we recall the notions of holomorphic vector valued functions and holomorphic
functions on a manifold, for more details on this concepts we refer to [5], [41]. In
Section 3.2 we show that some particular spaces of weakly smooth and strongly
smooth vector-valued functions are equal, by showing that they are isomorphic to
the same Paley-Wiener space. Then we take a look at the special case of functions
with values in the space of square integrable functions on the sphere.
3.1 Preliminaries
Suppose X is a topological vector space whose dual X
′
separates points in X.1
This happens in every locally convex topological vector space.
Definition 3.1. A set E ⊂ X is weakly bounded if and only if every Λ ∈ X ′ is
a bounded function on E.
Theorem 3.2. In a locally convex space X, every weakly bounded set is bounded,
and vice versa.
Theorem 3.3. (Banach-Steinhaus, Principle of Uniform Boundedness)
Suppose X and Y are topological vector spaces, F is a collection of continuous
linear mappings from X into Y , and B is the set of all x ∈ X whose orbits
F(x) := {Λx : Λ ∈ F}
are bounded in Y . If B is of the second category in X, then B = X and F is
equicontinuous.
In the following we shall rather need the following easy corollary of the Banach-
Steinhaus theorem:
Corollary 3.4. Let X be a Banach space and let F be a family of bounded linear
transformations from X to some normed linear space Y . Suppose that for each
x ∈ X, {‖Tx‖Y : T ∈ F} is bounded. Then {‖T‖ : T ∈ F} is bounded.
Remark 3.5. Note, in particular the above corollary implies that every weakly
convergent sequence is norm bounded.
1X
′
denotes the continuous dual of X.
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Definition 3.6. (a) Let X be a vector space and E ⊂ X. Denote by co(E) the
intersection of all convex subsets of X containing E. co(E) is called the
convex hull of E.
(b) Let X be a topological vector space and E ⊂ X. The closed convex hull of
E, denoted by co(E), is the closure of co(E).
(c) A subset E of a metric space X is said to be totally bounded if E lies in the
union of finitely many open balls of radius , for every  > 0.
Theorem 3.7. (a) If X is a locally convex topological vector space and E ⊂ X is
totally bounded, then the co(E) is totally bounded.
(b) If X is a Fre´chet space and E ⊂ X is compact, then the co(E) is compact.
Definition 3.8. A topological vector space X is called separated2 if for each
0 6= x ∈ X there is an open neighborhood U of 0 with x /∈ U .
Proposition 3.9. A topological vector space is separated if and only if it is Haus-
dorff.
Proposition 3.10. Let X be a locally convex topological vector space whose topo-
logy is given by seminorms || · ||α, α ∈ A. The space X is separated if and only if
the assumption ||x||α = 0 for all α ∈ A implies x = 0.
Theorem 3.11. A locally convex topological vector space is metrizable if and only
if it is Hausdorff and its topology is given by a countable family of seminorms.
Since we will work with vector valued functions in this chapter, we briefly review
vector valued integration.
Definition 3.12. Let µ be a measure on a measure space Q, X a topological vector
space on which X
′
separates points, and let f be a function from Q to X such that
the scalar functions Λf are integrable with respect to µ for every Λ ∈ X ′. Note,
Λf is defined by
(Λf)(q) := Λ(f(q)) for q ∈ Q.
If there exists a vector y ∈ X such that
Λy =
∫
Q
(Λf)(q)dµ(q)
for every Λ ∈ X ′, then we define∫
Q
f(q)dµ(q) := y.3
2Suppose || · || is a norm, then ||x|| = 0 implies x = 0. Separatedness is an analogue of this property for a family
of seminorms.
3This characterization of an integral is called Pettis integral or Gelfand-Pettis integral and is due to I. M.
Gelfand ([22]) and B. J. Pettis ([31]). In contrast to the Bochner integral, this integral is not constructed as a
limit of finite sums and it therefore also called the weak integral. For a short overview on vector-valued integrals
see a note by P. Garrett: [9].
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Remark 3.13. Since the dual space of X separates points, it follows that such a
vector y is unique.
Theorem 3.14. Let X be a topological vector space on which X
′
separates points
and let µ be a Borel probability measure4 on a compact Hausdorff space Q. If
f : Q→ X is continuous and if co(f(Q)) is compact in X, then the integral
y =
∫
Q
fdµ
exists in the sense of the above definition. Moreover, y ∈ co(f(Q)).
In Chapter one we recalled some basic facts about holomorphic complex valued
functions. Now we expand the concept of holomorphic functions from complex
valued to vector valued. In this general setting there are two natural definitions
available: ’weakly’ and ’strongly’ holomorphic.
Definition 3.15. Let Ω be an open non-empty set in Cn and let X be a complex
topological vector space.
(a) A function f : Ω → X is said to be weakly holomorphic in Ω if Λf is
holomorphic in the ordinary sense for every Λ ∈ X ′.
(b) A function f : Ω→ X is said to be strongly holomorphic in Ω if
lim
ω→z
f(ω)− f(z)
|ω − z|
exists in the topology of X for every z ∈ Ω.
The continuity of the functionals Λ ∈ X ′ makes it clear that every strongly holo-
morphic function is also weakly holomorphic. The converse is true when X is a
Fre´chet space.
Theorem 3.16. Let Ω be an open set in Cn, X a complex Fre´chet space, and let
f : Ω→ X be weakly holomorphic. The following conclusions hold:
(a) f is strongly continuous in Ω.5
(b) f is strongly holomorphic in Ω.
Let Ω be an open non-empty connected subset of Cn. Denote by O(Ω) the space
of holomorphic functions on Ω. Let the topology on this space be the topology of
uniform convergence on compact sets, this means it is given by seminorms
|F |K := sup
z∈K
|F (z)|
where K is a non-empty compact subset of Ω.
4Recall that a Borel measure on a locally compact Hausdorff space Q is a measure defined on the σ−algebra
of all Borel sets in Q; this is the smallest σ−algebra containing all open subsets of Q. A probability measure is a
positive measure of total mass 1.
5Here ’strongly’ means with respect to the topologies on Ω and X.
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Theorem 3.17. (Weierstrass Convergence Theorem) Let {Fi} be a sequence
of holomorphic functions on Ω that converges uniformly over compact subsets of Ω
to a function F , then F is holomorphic.
Later we will work in a more general setting of holomorphic functions on a
manifold. We introduce the relevant notation here.
Definition 3.18. A topological spaceM is locally Euclidean if for every m ∈M
there is an open subset U of M containing m and an open subset Ω of Rn and
a homeomorphism ϕ : U → Ω. We call ϕ a coordinate map and the functions
xi = pii ◦ ϕ are called the coordinate functions, where pii denotes the projection
onto the ith coordinate. We call the pair (U,ϕ) a system of coordinates around
m.
Definition 3.19. A differentiable/Ck/smooth/analytic structure A on a
locally Euclidean space M is a collection {(Uα, ϕα)}α∈A of coordinates such that
the following two conditions are satisfied:
1. {Uα} is a covering of M, that is, M =
⋃
α∈A
Uα.
2. For α, β ∈ A with Uα ∩ Uβ 6= ∅ the map
ϕα ◦ ϕ−1β : ϕβ(Uα ∩ Uβ)→ Rn
is differentiable/Ck/smooth/analytic.
We call the collection {(Uα, ϕα)}α∈A an atlas. It is a maximal atlas if for
an open subset U of M and a homeomorphism ϕ : U → ϕ(U) satisfying that
for every α ∈ A with U ∩ Uα 6= ∅ the map ϕ ◦ ϕ−1α : ϕα(U ∩ Uα) → Rn is
differentiable/Ck/smooth/analytic implies that (U, α) belongs to A.
Definition 3.20. A differentiable/Ck/smooth/analytic manifold is an Eu-
clidean space M with a maximal differentiable/Ck/smooth/analytic structure.
Example 3.21. 1. Let Ω be an open non-empty subset of Rn, then {(Ω, id)} is
an atlas for Ω. Hence Ω is a manifold.
2. Let M and N be two differentiable/Ck/smooth/analytic manifolds of di-
mensions m and n respectively. And let the collections {(Uα, ϕα)}α∈A and
{(Uβ, ϕβ)}β∈B be the atlases for the manifolds M and N respectively. Then
M×N is a differentiable/Ck/smooth/analytic manifold of dimension m+n
with atlas {(Uα × Uβ, ϕα × ϕβ}α∈A,β∈B, where
ϕα × ϕβ : Uα × Uβ → Rm+n : (a, b) 7→ (ϕα(a), ϕβ(b)).
Definition 3.22. LetM, N be smooth manifolds. A continuous map f : M→N
is smooth if ϕ ◦ f ◦ τ−1 is smooth for each coordinate map τ on M and ϕ on N .
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Let M be a smooth manifold of dimension d, (U,ϕ) be a system of coordinates
with coordinate functions {x1, . . . , xd}, and m ∈ U . For each i ∈ (1, . . . , d), define
a tangent vector (∂/∂xi)|m at m by setting(
∂
∂xi
|m
)
(f) =
∂(f ◦ ϕ−1)
∂pii
|ϕ(m)
for each function f which is smooth on a neighborhood of m. Let Mm denote the
linear span of (∂/∂xi)|m. We call Mm the tangent space of M at m.
Let ψ : M→ N be smooth, and let m ∈ M. The differential of ψ at m is a
linear map
dψm : Mm → Nψ(m)
defined as follows. Let g be a smooth function on a neighborhood of ψ(m). Define
dψm(v)(g) by setting
dψm(v)(g) = v(g ◦ ψ).
The map ψ is called non-singular at m if dψm is non-singular, that is, if the
kernel of dψm consists of 0 alone.
Definition 3.23. Let ψ : M→N be smooth.
(a) ψ is an immersion if dψm is non-singular for each m ∈M.
(b) The pair (M,ψ) is a submanifold of N if ψ is a one-to-one immersion.
LetM be a smooth 2n-dimensional manifold. ThenM is a complex manifold
if there is an atlas {(Uα, ϕα)}α∈A such that for every α in the index set A we have
ϕα(Uα) =: Vα ⊂ Cn and for α, β ∈ A with Uα ∩ Uβ 6= ∅ the map
ϕα ◦ ϕ−1β : ϕβ(Uα ∩ Uβ)→ Cn
is holomorphic. Then we say that the collection {(Uα, ϕα)}α∈A is a complex atlas
for the manifold M.
Definition 3.24. If M is a complex manifold and {(Uα, ϕα)}α∈A is a complex
atlas, then F :M→ C is holomorphic if F is continuous and F ◦ϕ−1α : ϕα(Uα)→
C is holomorphic for every α ∈ A. Denote by O(M) the space of holomorphic
functions on M. Give O(M) the topology of uniform convergence over compact
subsets of M.
Theorem 3.25. The space O(M) is complete.
Proof. Suppose Fn → F in O(M). Fix (Uα, ϕα) in the complex atlas. Let K ⊂ Vα
be compact, then ϕ−1α (K) ⊂ Uα is compact. Hence Fn◦ϕ−1α → F ◦ϕ−1α uniformly on
K. By Weierstrass Convergence theorem the limit function F ◦ϕ−1α is holomorphic
on Vα. Hence F is holomorphic and so O(M) is complete.
Definition 3.26. Let MC be a complex manifold. A real submanifold M of MC
is called totally real if for any function F in O(MC) the condition F |M ≡ 0
implies F ≡ 0.
Example 3.27. Rn is a totally real submanifold of Cn.
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3.2 Paley-Wiener Type Theorems for Vector
Valued Functions on Rn
Let H denote a complex separable Hilbert space with a complete orthonormal set
{ei}i∈J , where J is a finite or a countably infinite index set. The norm in H is
denoted by ‖ · ‖, and the inner-product of two elements u, v ∈ H is denoted by
〈u, v〉.
Definition 3.28. Let r > 0. The space ofH-valued functions ϕ : Rn → H such that
for every u ∈ H the complex valued function, x 7→ 〈ϕ(x), u〉 belongs to Dr(Rn), is
denoted by DHr = Dr(Rn,H). We let the topology on DHr be given by the seminorms
νN,u(ϕ) := max|α|≤N
sup
x∈Rn
|Dα 〈ϕ(x), u〉| , (3.2.1)
with α ∈ Nn0 , N ∈ N0, and u ∈ H.
Restricting u to the elements in the orthonormal basis {ei} gives the same topology.
Definition 3.29. We define another similar space of H-valued functions on Rn,
denoted by DHr,c = Dr,c(Rn,H), as the space of functions ϕ in DHr with an extra
assumption that ϕ : Rn → H is continuous.
We will later show that these two spaces are equal.
Definition 3.30. Denote by PWHr = PWr(Cn,H) the space of weakly holomor-
phic functions F : Cn → H, which satisfy that for every u ∈ H and N ∈ N0
ρr,N,u(F ) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)| | 〈F (z), u〉 | <∞. (3.2.2)
Let PWHr be topologized by the seminorms ρr,N,u.
Again, it is enough to use a countable family of seminorms {ρr,N,ej}N,j.
Lemma 3.31. The space PWHr and its topology can be defined using the semi-
norms
ρr,N(F ) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)|‖F (z)‖ ,
with N ∈ N0.
Proof. It is clear that if ρr,N(F ) <∞, then ρr,N,u(F ) ≤ ‖u‖ρr,N(F ) <∞. For the
other direction, let E := {(1+|z|2)Ne−r|Im(z)|F (z) : z ∈ Cn}. From the assumption
it follows that the set E is weakly bounded. Moreover, H being a Hilbert space is
locally convex and thus by Theorem 3.2 the set E is bounded. Hence the seminorms
ρr,N,u can be replaced by the seminorms ρr,N .
Proposition 3.32. For r > 0, the spaces DHr and PWHr are Fre´chet spaces, i.e.
complete, metrizable, locally convex vector spaces.
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Proof. They are locally convex spaces as their topologies are defined by seminorms.
We will show that both spaces are Hausdorff by arguing that they are separated.
Suppose νN,u(ϕ) = 0 for allN ∈ N0 and all u ∈ H. Then in particular, 〈ϕ(x), u〉 = 0
for all u and all x. Hence ϕ(x) = 0 for every x. So ϕ ≡ 0. That is, DHr is indeed
separated. Suppose ρr,N(F ) = 0 for some N . This implies supz∈Cn ‖F (z)‖ = 0, and
consequently F ≡ 0. We conclude that seminorms on PWHr are in fact norms.
Hence, PWHr is clearly separated.
As both topologies are defined by countable collections of seminorms, they are
metrizable.
Let {ϕi}i∈N be a Cauchy sequence in DHr . For u ∈ H define
ϕui (x) := 〈ϕi(x), u〉 .
Then ϕui is a Cauchy sequence inDr(Rn) and hence converges to some ϕu ∈ Dr(Rn),
by Proposition 2.15. Fix a vector x ∈ Rn. Since uniform convergence implies
pointwise convergence, it follows that the sequence {ϕi(x)} is weakly Cauchy
in H. Hence by an application of the Principle of Uniform Boundedness (see
Corollary 3.4) this sequence is norm bounded: there is a constant C > 0 with
‖ϕi(x)‖ ≤ C <∞ for any i ∈ N. We have
|ϕu(x)| ≤ |ϕu(x)− ϕui (x)|+ |ϕui (x)|,
choose N so that supx∈Rn |ϕu(x)− ϕui (x)| ≤ ‖u‖ for i ≥ N , then
≤ ‖u‖+ ‖ϕi(x)‖‖u‖
= (1 + ‖ϕi(x)‖)‖u‖
≤ (1 + C)‖u‖.
This shows that the functional T (u) := ϕu(x) from H into C is bounded and
hence by Riesz Representation theorem there is an element ux in H with T (u) =
〈ux, u〉 = ϕu(x). Define a vector valued function ϕ on Rn by
ϕ(x) := ux,
then for every u ∈ H, 〈ϕ(x), u〉 = ϕu(x) ∈ Dr(Rn). Thus ϕ ∈ DHr and {ϕi}
converges to ϕ in the topology of DHr .
The completeness of PWHr can be verified by a similar argument. However, in
this case it can be shown more directly. Let {Fi}i∈N be a Cauchy sequence in PWHr .
Then it is Cauchy and hence bounded with respect to each seminorm ρr,N ; that is,
for each N {ρr,N(Fi)} is bounded by some constant, say MN . For u ∈ H define
F ui (z) := 〈Fi(z), u〉 .
Then F ui is Cauchy in PWr(Cn) and hence converges to some F u ∈ PWr(Cn). Fix
a vector z ∈ Cn, then
‖Fi(z)‖ ≤ ρr,0(Fi)er|Im(z)| ≤M0er|Im(z)| =: M.
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Hence as before
|F u(z)| ≤ |F u(z)− F ui (z)|+ |F ui (z)|
≤ ‖u‖+ ‖Fi(z)‖‖u‖
for i big enough,
≤ (1 +M)‖u‖.
Thus for every z ∈ Cn there is an element uz in H with F u(z) = 〈uz, u〉. So there is
a vector valued function F on Cn such that for every u ∈ H, 〈F (z), u〉 = F u(z) ∈
PWr(Cn). Thus F ∈ PWHr and {Fi} converges to F in the topology of PWHr .
This shows, both spaces are complete.
Lemma 3.33. Let ϕ ∈ DHr and z ∈ Cn, then x 7→ ϕ(x)e−iz·x is weakly integrable
and ∣∣∣∣∫
Rn
〈ϕ(x), u〉 e−iz·x dx
∣∣∣∣ ≤ Vol(Br(0))‖ϕ‖∞‖u‖er|Imz| . (3.2.3)
Proof. This follows from the estimate
| 〈ϕ(x), u〉 e−iz·x| ≤ ‖ϕ(x)‖‖u‖er|Imz|χBr(0)
as the set {ϕ(x)} is weakly bounded by assumption, it is bounded, thus
≤ ‖ϕ‖∞‖u‖er|Imz|χBr(0) . (3.2.4)
3.2.1 The Paley-Wiener Theorem for DHr,c
We define the Fourier transform of ϕ ∈ DHr as the weak integral
ϕˆ(y) = F(ϕ)(y) :=
∫
Rn
ϕ(x)e−2piix·ydx.
Theorem 3.34. (Paley-Wiener type theorem for DHr,c) If ϕ ∈ DHr,c, then Fϕ ex-
tends to a weakly holomorphic function on Cn, denoted by F c(ϕ). Moreover, F c(ϕ)
belongs to PWH2pir. Furthermore, the Fourier transform F c is a linear topological
isomorphism of DHr,c onto PWH2pir. The inverse of F c is given by the conjugate weak
Fourier transform on Rn.
Proof. Let ϕ be in Dr,c(Rn,H). Then equation (3.2.4) implies that the integral∫ 〈ϕ(x), u〉 e−2piiz·x dx converges uniformly on every compact subset of Cn and is
therefore holomorphic as a function of z. As ϕ(x) = 0 for |x| > r and is continuous,
the image of Rn under ϕ(·)e−2pii(z,·) is compact. Hence by Theorem 3.7 the closure
of the convex hull of this set is compact in H as well. Thus Theorem 3.14 applies
and implies that the integral
∫
ϕ(x) e−2piiz·x dx converges to a vector in H, call it
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F (z). This defines a mapping F from Cn into H. Note F = F c(ϕ). By above we see
that F is weakly holomorphic. Moreover, applying partial integration we obtain as
before
(2pi)|α||zα| | 〈F (z), u〉 | ≤ vol(B¯r)‖Dαx 〈ϕ(x), u〉 ‖∞e2pir|Im(z)|.
Expanding (1 + |z|2)N = ∑
|α|≤2N
aα|z1|α1 · · · |zn|αn , we see that
(1 + |z|2)Ne−2pir|Im(z)|| 〈F (z), u〉 | ≤ vol(B¯r)
∑
|α|≤2N
aα(2pi)
−|α| ‖Dαx 〈ϕ(x), u〉 ‖∞
≤ vol(B¯r)
∑
|α|≤2N
aα(2pi)
−|α| ν2N,u(ϕ).
Thus with the constant C = vol(B¯r)
∑
|α|≤2N
aα(2pi)
−|α|,
ρ2pir,N,u(F ) ≤ C ν2N,u(ϕ) <∞.
In particular, F ∈ PWH2pir and F c : DHr,c → PWH2pir is continuous.
To show surjectivity, let F ∈ PWH2pir. Then F u(z) := 〈F (z), u〉 is in PW2pir(Cn),
and hence ϕu := F−1Rn (F u) is in Dr(Rn) by the classical Paley-Wiener theorem. Let
k > n/2, so that x 7→ (1 + |x|2)−k is integrable. Then∫
| 〈F (x), u〉 | dx ≤
(
ρ2pir,k(F )
∫
(1 + |x|2)−k dx
)
‖u‖ .
Hence the conjugate linear functional on H into C defined by
T (u) :=
∫
Rn
〈F (x), u〉 e2piix·ydx
is bounded for any y ∈ Rn. Consequently, there exists an element gy in H such
that
T (u) = 〈gy, u〉 =
∫
〈F (x), u〉 e2piix·ydx.
That is, by Definition 3.12
gy =
∫
Rn
F (x)e2piix·ydx.
This shows that the inverse Fourier transform of the restriction of the function F
to Rn exists as a weak integral. By an application of the Hahn-Banach theorem
there is an element g in H with 〈gy, g〉 = ‖gy‖ and | 〈u, g〉 | ≤ ‖u‖ for all u in H.
In particular, ∣∣〈F (x)e2piix·y, g〉∣∣ ≤ ‖F (x)‖.
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Hence, we get
‖gy‖ = 〈gy, g〉
=
∫
Rn
〈F (x), g〉 e2piix·ydx
≤
∫
Rn
‖F (x)‖dx <∞.
This shows,
∥∥∫ F (x)e2piix·ydx∥∥ ≤ ∫Rn ‖F (x)‖dx. We will use this to show that the
function
ϕ(y) := gy = F−1(F )(y) =
∫
Rn
F (x)e2piix·ydx
is continuous. Consider the difference
‖ϕ(a)− ϕ(b)‖ =
∥∥∥∥∫
Rn
F (x){e2piix·a − e2piix·b}dx
∥∥∥∥
≤
∫
Rn
‖F (x){e2piix·a − e2piix·b}‖dx
=
∫
Rn
‖F (x)‖ |{e2piix·a − e2piix·b}|dx .
The function y → e2piix·y is continuous as a composition of two continuous functions
and hence letting a approach b we get,
lim
a→b
‖ϕ(a)− ϕ(b)‖ = 0.
Finally,
|Dα 〈ϕ(x), u〉 | =
∣∣∣∣∫
Rn
〈F (y), u〉 (2piiy)αe2piiy·xdy
∣∣∣∣
≤ (2pi)|α|
∫
Rn
| 〈F (y), u〉 | |yα|dy
and for any N
≤ (2pi)|α|ρ2pir,N,u(F )
∫
Rn
|yα|(1 + |y|2)−Ndy,
and so for N big enough it is finite. This shows that ϕ ∈ DHr,c and the map F 7→ ϕ
is continuous. The claim now follows as (F c)−1 ◦ F c = idDHr,c and F c ◦ (F c)−1 =
idPWH2pir .
Remark 3.35. By examining the proof we conclude that as a consequence of part
(b) of Theorem 3.7 first part of the theorem holds for Fre´chet spaces.
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Remark 3.36. The theorem still holds if instead of imposing the extra condition
that ϕ : Rn → H is continuous we require that it is smooth. The first part of the
proof is clearly valid as smooth functions are continuous. For the surjectivity part
we have to argue that ϕ is smooth, namely Dαϕ(x) =
∫
Rn F (y)(2piiy)
αe2piiy·xdy.
Since ‖F (y)‖ ≤ ρ2pir,N(F )(1 + |y|2)−N for any N ∈ N, it follows that for any N∫
| 〈F (y), u〉 | |(2piiy)α|dy ≤
(
ρ2pir,N(F )(2pi)
|α|
∫
|yα|(1 + |y|2)−N dy
)
‖u‖ .
Consequently, T (u) :=
∫
Rn 〈F (y), u〉 (2piiy)αe2piiy·xdy is a bounded conjugate linear
operator on H and so there is an element gαx in H with
T (u) = 〈gαx , u〉 =
∫
〈F (y), u〉 (2piiy)αe2piiy·xdy.
Thus gαx =
∫
Rn F (y)(2piiy)
αe2piiy·xdy. As above we have∥∥∥∥∫ F (y)(2piiy)αe2piiy·xdy∥∥∥∥ ≤ ∫
Rn
‖F (y)‖(2pi)|α||yα|dy.
To show that ϕ is differentiable, it is enough to show ∂
∂x1
ϕ(x) exists end then argue
inductively. Let t = (t, 0, . . . , 0), we have to show
lim
t→0
∥∥∥∥ϕ(x+ t)− ϕ(x)t − g(1,0,...,0)x
∥∥∥∥ = 0.
By the Mean Value theorem e
2piiy·(x+t)−e2piiy·x
t
= (2piiy1)e
2piiy·b for some b ∈ Rn with
bi = xi for i 6= 1 and b1 ∈ (x1, x1 + t). Since ‖F (y)‖ |(2piiy1)e2piiy·b| ∈ L1y(Rn) we
can apply the Lebesgue Dominated Convergence theorem in the following:
lim
t→0
∥∥∥∥ϕ(x+ t)− ϕ(x)t − g(1,0,...,0)x
∥∥∥∥
= lim
t→0
∥∥∥∥∫ F (y){e2piiy·(x+t) − e2piiy·xt − (2piiy1)e2piiy·x
}
dy
∥∥∥∥
≤ lim
t→0
∫
‖F (y)‖
∣∣∣∣e2piiy·(x+t) − e2piiy·xt − (2piiy1)e2piiy·x
∣∣∣∣ dy
=
∫
‖F (y)‖ lim
t→0
∣∣∣∣e2piiy·(x+t) − e2piiy·xt − (2piiy1)e2piiy·x
∣∣∣∣ dy
= 0.
This completes the argument.
3.2.2 The Paley-Wiener Theorem for DHr
In this subsection we will show that the spaces DHr and PWH2pir are isomorphic as
well.
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Theorem 3.37. (Paley-Wiener type theorem for DHr ) The Fourier transform ex-
tends to a linear topological isomorphism between the spaces DHr and PWH2pir.
The Fourier integral is to be understood as the weak integral.
Proof. Let ϕ be in DHr , then ϕ(x) = 0 for |x| > r and sup
x∈Rn
‖ϕ(x)‖ <∞. For u ∈ H
define ϕu(x) := 〈ϕ(x), u〉. For u = ej we will also write ϕj for ϕej . Observe, for any
x ∈ Rn
|FRn(ϕu)(x)| =
∣∣∣∣∣∣
∫
Rn
ϕu(y)e−2piix·ydy
∣∣∣∣∣∣
≤
∫
B¯r
| 〈ϕ(y), u〉 |dy
≤
∫
B¯r
‖ϕ(y)‖‖u‖dy
≤
(
vol(B¯r) sup
y∈Rn
‖ϕ(y)‖
)
‖u‖.
Define an operator T on H by T (u) := FRn(ϕu)(x). By the above observation T is
a bounded conjugate linear operator on H, thus there is ux ∈ H with
T (u) = 〈ux, u〉
=
∫
Rn
ϕu(y)e−2piix·ydy
=
∫
Rn
〈ϕ(y), u〉 e−2piix·ydy
=
〈∫
Rn
ϕ(y)e−2piix·ydy, u
〉
for every u ∈ H. Thus ux =
∫
ϕ(y)e−2piix·ydy in the sense of Definition 3.12. Define
a mapping from Rn to H by
F (x) := ux.
As before denote by F u(x) := 〈F (x), u〉. Note F u(x) = FRn(ϕu)(x). By the classi-
cal Paley-Wiener theorem we know that F u extends to Cn: F j(z) = F cRn(ϕj)(z).
Observe, for every z ∈ Cn( ∞∑
j=1
|F j(z)|2
) 1
2
=
∥∥{F j(z)}∥∥
l2
=
∥∥∥∥∥∥∥

∫
|x|≤r
ϕj(x)e−2piix·zdx

∥∥∥∥∥∥∥
l2
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by the generalized Minkowski inequality we obtain,
≤
∫
|x|≤r
‖{ϕj(x)}‖l2 e2pix·Im(z)dx
=
∫
|x|≤r
‖ϕ(x)‖e2pix·Im(z)dx
≤ vol(B¯r) sup
x∈Rn
‖ϕ(x)‖e2pir|Im(z)|
<∞.
Thus the sum
∞∑
j=1
F j(z)ej converges to an element in H, denote this element by
F (z). We have extended our mapping F to Cn, and
〈F (z), ei〉 =
〈 ∞∑
j=1
F j(z)ej, ei
〉
=
〈 ∞∑
j=1
F cRn(ϕj)(z)ej, ei
〉
= F cRn(ϕi)(z)
=
∫
Rn
〈ϕ(x), ei〉 e−2piix·zdx
This shows that
1. F (z) =
∫
Rn ϕ(x)e
−2piix·zdx in the sense of Definition 3.12,
2. 〈F (z), ei〉 ∈ PW2pir(Cn), and
3. ρ2pir,N,u(F ) ≤ const. νN,u(ϕ).
Hence F ∈ PWH2pir and the Fourier transform extends to a continuous map from
DHr into PWH2pir mapping ϕ 7→ F .
To show surjectivity, let F ∈ PWH2pir. Then for any u ∈ H the scalar valued
function F u(z) := 〈F (z), u〉 belongs to the space PW2pir(Cn) by assumption. Define
ϕu := F−1Rn (F u|Rn), then ϕu ∈ Dr(Rn). Fix x in Rn and define an operator T on H
by
T (u) := ϕu(x)
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and observe that T is a bounded operator:
|T (u)| = |ϕu(x)|
=
∣∣∣∣∣∣
∫
Rn
〈F (y), u〉 e2piiy·xdy
∣∣∣∣∣∣
≤
∫
Rn
‖F (y)‖ ‖u‖dy
≤
ρ2pir,N(F )∫
Rn
(1 + |y|2)−Ndy
 ‖u‖ .
The last inequality holds for any N ∈ N0 and for N big enough the integral
converges. Consequently, there is an element ux ∈ H with
T (u) = 〈ux, u〉
= ϕu(x)
=
∫
Rn
F u(y)e2piiy·xdy
=
∫
Rn
〈F (y), u〉 e2piiy·xdy
=
〈∫
Rn
F (y)e2piiy·xdy, u
〉
.
Define a mapping ϕ : Rn → H by
ϕ(x) := ux,
then ϕ(x) =
∫
Rn
F (y)e2piiy·xdy as a weak integral. As ϕu is in Dr(Rn) we infer that
νN,u(ϕ) ≤ const.ρ2pir,N,u(F ). This shows that ϕ ∈ DHr and the mapping F−1 :
PWH2pir → DHr is continuous. This proves the theorem.
Remark 3.38. Continuity implies weak continuity. The converse does not hold
in general. The space DHr is the space of weakly smooth and so weakly continuous
functions. On the other hand, for the space DHr,c we have an extra assumption
that functions are continuous. We have shown that both spaces DHr,c and DHr are
topologically isomorphic to the space PWH2pir and hence are equal. This presents an
example where weak continuity is equivalent to continuity. In fact we have more in
this case, namely: weakly smooth is equivalent to being smooth by Remark 3.36.
Remark 3.39. By examining the above proofs of the Paley-Wiener type theorems
for DHr and DHr,c we notice that they can be proved without the use of the classical
Paley-Wiener theorem. Instead they can be proved more directly by mimicking the
proof of the classical Paley-Wiener theorem for the functions x 7→ 〈ϕ(x), u〉 and
z 7→ 〈F (z), u〉. Hence, as pointed out at the beginning of this section, this result
generalizes the classical theorem.
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3.2.3 The Special Case of H = L2(Sn−1) and SO(n)-finite
Functions
In this subsection we consider a special case of the Paley-Wiener theorem for vector
valued functions by choosing the Hilbert space to be the space of square integrable
functions on Sn−1. First off we recall some useful facts about this space of functions.
Denote by ∆ := ∂21 + . . . + ∂
2
n the Laplacian on Rn and by Hl, with l =
0, 1, 2, . . . , the space of spherical harmonics of degree l. This is the space
of l-homogeneous harmonic polynomials restricted to the sphere, that is,
Hl := {p|Sn−1 : p ∈ C[x1, . . . , xn], ∆p = 0 and p(rx) = rlp(x)}.
The sphere is a homogeneous space: Sn−1 ' SO(n)/SO(n− 1). The special ortho-
gonal group acts on the sphere by the natural action. This gives an action of the
group SO(n) on functions defined on the sphere; namely the left-regular action:
g ·ϕ(ω) = ϕ(g−1ω). The space of spherical harmonics of degree l is SO(n)-invariant.
Denote the representation of SO(n) on Hl by pil. Recall that each pil is irreducible
and the space of square integrable functions on Sn−1 is isomorphic to the direct
sum of spherical harmonics:
L2(Sn−1) 'SO(n)
∞⊕
l=0
Hl .
Hl, as a linear subspace of square integrable functions on the sphere with the
usual inner product (f, g) =
∫
Sn−1 f(ω)g(ω), is a Hilbert space. Let dn(l) denote its
dimension and let {Yl,i}dn(l)i=1 be an orthonormal basis of Hl. Then for f ∈ L2 (Sn−1),
f =
∞∑
l=0
dn(l)∑
i=1
(f, Yl,i)Yl,i .
Definition 3.40. A square integrable function on the sphere, f , is called SO(n)-
finite if the span of translates of f under the elements of the special orthogonal
group, span{g · f | g ∈ SO(n)}, is finite-dimensional. This means that 〈f, Yl,i〉 = 0
for all but finitely many l.
Suppose ϕ ∈ DHr is SO(n)-finite,
ϕ(x) =
∞∑
l=0
dn(l)∑
i=1
al,i(x)Yl,i
with al,i(x) 6= 0 for finitely many l. As al,i(x) = 〈ϕ(x), Yl,i〉, we deduce that al,i ∈
Dr(Rn). Since each spherical harmonic Yl,i is smooth and the sum is finite, it follows
that the sum converges pointwise:
ϕ(x)(ω) =
∞∑
l=0
dn(l)∑
i=1
al,i(x)Yl,i(ω).
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So ω 7→ ϕ(x)(ω) is a polynomial. In particular, ϕ ∈ Dr(Rn, C∞(Sn−1)).
Let ψ ∈ L2(Sn−1), then∫
Rn
〈ϕ(x), ψ〉 e−2piix·ydx =
〈∑
l,i
∫
Rn
al,i(x)e
−2piix·ydx Yl,i, ψ
〉
.
Thus we see that the Fourier transform of ϕ extends to Cn in the first variable
and 〈F cϕ(z), ψ〉 is in PW2pir(Cn) for any ψ ∈ L2(Sn−1). Moreover, since F cϕ(z)
is a polynomial, the Fourier transform of ϕ has a holomorphic extension in the
ω-variable as well.
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Chapter 4
Paley-Wiener Theorems with Respect to
the Spectral Parameter
In Chapter 2 we reviewed the Paley-Wiener theorems on Rn. There the usual
Fourier transform on Rn was used. However Rn can be realized as a quotient of a
Gelfand pair. This realization of Rn comes with its own natural Fourier transform.
Then the natural question arises: Can one give a description of a given function
space using this Fourier transform? In this Chapter we will give two descriptions
of the space of compactly supported smooth functions with respect to this Fourier
transform.
In the preliminaries we recall the notions of the Lie algebra of a linear Lie
group, homogeneous spaces, representations and direct integrals. The references
for this section are [38], [15], [25], [4], [3] and [6]. In Section 4.2 we discuss the
Fourier transform on Rn with respect to the Euclidean motion group and in Section
4.3 we introduce our results: Paley-Wiener theorems with respect to the spectral
parameter in the decomposition of L2(Rn) into irreducible representations of the
Euclidean motion group.
4.1 Preliminaries
We begin by introducing the notion of the Lie algebra g of a linear Lie group G.
Definition 4.1. A Lie group is a group G which is also an analytic manifold
such that the mapping
G×G→ G : (x, y) 7→ xy−1
is analytic.
Let F denote the field of real or complex numbers. Denote by M(n,F) the set
of square martices of size n. As a vector space M(n,F) is isomorphic to F2n. We
write GL(n,F) for the group of invertible matrices in M(n,F), the general linear
group, and note that
GL(n,F) = {A ∈M(n,F) : detA 6= 0}.
The operator norm on M(n,F),
‖A‖ := sup{|Ax| : x ∈ Fn, |x| ≤ 1},
turns M(n,F) into a Banach space. On every subset S ⊂ M(n,F) we have the
subspace topology inherited from M(n,F). As det : M(n,F)→ F is a polynomial
function, it follows that GL(n,F) is an open subset of M(n,F) and hence a mani-
fold. The multiplication map GL(n,F)×GL(n,F)→ GL(n,F) : (A,B) 7→ AB is
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a polynomial and the inversion map GL(n,F)→ GL(n,F) : A 7→ A−1 is a rational
map. In particular, both maps are analytic maps. Hence GL(n,F) is a Lie group.
The exponential map exp : M(n,F)→M(n,F) is given by the power series
exp(X) :=
∞∑
j=0
Xj
j!
.
It converges because the majorant series
∞∑
j=0
‖X‖j
j!
is convergent.
Example 4.2. 1. If X = diag(λ1, . . . , λn), then e
X =
 e
λ1 0
. . .
0 eλn
.
2. If X =
 e
λ1 ∗
. . .
0 eλn
, then eX =
 e
λ1 ∗
. . .
0 eλn
.
3. If X =
(
0 1
−1 0
)
, then etX =
(
cos(t) sin(t)
− sin(t) cos(t)
)
.
4. If X =
(
0 1
1 0
)
, then etX =
(
cosh(t) sinh(t)
sinh(t) cosh(t)
)
.
Proposition 4.3. Let X, Y ∈M(n,F) and g ∈ GL(n,F), then the following holds:
1. If X and Y commute, then eX+Y = eX eY .
2. geXg−1 = egXg
−1
.
3.
(
eX
)tr
= eX
tr
and
(
eX
)∗
= eX
∗
, where X∗ = X
tr
.
4. det(eX) = eTr(X). In particular, det(eX) = 1 iff Tr(X) = 0.
Corollary 4.4. If X ∈M(n,F), then eX ∈ GL(n,F) with inverse e−X .
Definition 4.5. Let g be a vector space. A Lie bracket on g is a bilinear map
[·, ·] : g× g→ g satisfying
(L1) [x, y] = −[y, x] for x, y ∈ g,
(L2) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for x, y, z ∈ g (Jacobi identity).
For any Lie bracket on g, the pair (g, [·, ·]) is called a Lie algebra.
If a vector subspace h of g is closed under the Lie bracket operation, then h is a
Lie algebra and is called a Lie subalgebra of g.
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Example 4.6. Let A be an associative algebra. Define [·, ·] : A× A→ A by
[a, b] := ab− ba.
Then (A, [·, ·]) is a Lie algebra. In particular, M(n,F) is a Lie algebra. We denote
this Lie algebra by gl(n,F).
Proposition 4.7. If G is a closed subgroup of GL(n,F), then the set
g = {X ∈ gl(n,F) : exp(tX) ∈ G for all t ∈ R}
is a Lie subalgebra of gl(n,F). Furthermore, there exists an open subset of g, Ug,
0 ∈ Ug and an open set UG ⊂ G such that exp : Ug → UG is a homeomorphism.
Definition 4.8. A closed subgroup G of GL(n,F) is called a linear Lie group.
The real Lie algebra defined in Proposition 4.7 is called the Lie algebra of the
linear Lie group G.
Example 4.9. so(n,F) = o(n,F) = {X ∈ gl(n,F) : X tr +X = 0}.
We remark without proof and any further explanation that the Lie algebra g of
a Lie group G is isomorphic to the tangent space of G at the identity: g ' Te(G).
Definition 4.10. Let G be a closed subgroup of GL(n,F) and let M be a smooth
manifold. We say that G acts on M if there is a smooth map m : G×M→M
such that
(1) m(e, x) = x for all x ∈M.
(2) m(ab, x) = m(a,m(b, x)).
We also write g · x for m(g, x). The action is transitive if for x, y ∈ M there is
an element g ∈ G such that g · x = y. In this case M is called a homogeneous
space. If G acts on the manifolds M and N , then a smooth map ϕ : M→N is
a G-map if for all x ∈M and g ∈ G
ϕ(g · x) = g · ϕ(x).
We say that M and N are G-isomorphic if there exists a G-map from M→N
which is also a diffeomorphism.
Assume G acts transitively on M. Fix a base point x0 ∈M and let
Gx0 := {g ∈ G : g · x0 = x0}.
Then Gx0 is a closed subgroup of G. Define a map from G→M by ϕ(g) = g · x0.
Then ϕ is differentiable and surjective. Furthermore, it factors through Gx0 :
G M
G/Gx0
ϕ //
κ

∃! ϕ˜
??
(4.1.1)
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where κ : G → G/Gx0 is the canonical quotient map g 7→ gGx0 . We will make
G/Gx0 into a manifold such that the action m(g, aGx0) = (ga)Gx0 is smooth and
ϕ˜ is a G-isomorphism.
Let K be a closed subgroup of G. Let G/K := {aK : a ∈ G} and let κ : G→
G/K be the canonical quotient map a 7→ aK. G/K becomes a topological space
by imposing the following condition: U ⊂ G/K is open iff κ−1(U) ⊂ G is open.
Finally, G acts continuously on G/K by m(a, bK) = (ab)K. Let k denote the Lie
algebra of K and let q ⊂ g be the complementary subspace in g: g = q ⊕ k. Let
Uq ⊂ q, Uk ⊂ k, and UG ⊂ G be as in Theorem 4.7 and such that UG∩K = exp(Uk).
In particular, exp(Uq)∩K = {I}. Let U ⊂ q be a relatively compact neighborhood
of zero such that U = −U ⊂ Uq and exp(U)2 ⊂ UG. Let UG/K = κ(exp(U)). As
UG/K = κ(exp(U) exp(Uk)), it follows that UG/K is open in G/K. The map
Exp : q→ G/K : X 7→ exp(X)K,
restricted to U is a homeomorphism. For g ∈ G, define ψg : gUG/K → U by
gExp(X) 7→ X. Then the collection {(ψg, gUG/K)}g∈G defines an atlas for G/K,
which makes G/K into an analytic manifold such that the action of G on G/K is
analytic.
Theorem 4.11. Assume that G acts transitively on M. Let x0 ∈ M and let
Gx0 := {g ∈ G : g · x0 = x0}. Then the map
ϕ˜ : G/Gx0 →M
is a G-isomorphism.
Example 4.12. The sphere Sn−1 is an example of a homogeneous space. Think of
SO(n− 1) as a subspace of SO(n):
SO(n− 1) '
{(
1 0
0 B
)
: B ∈ SO(n− 1)
}
⊂ SO(n),
and let e1 = (1, 0, . . . , 0) be the base point on S
n−1, then it is easy to see that
Sn−1 ' SO(n)/SO(n− 1).
Denote by In the identity matrix in M(n,R) and define an involution1 of SO(n)
by:
τ : SO(n)→ SO(n) : A 7→
( −1 0
0 In
)
A
( −1 0
0 In
)
.
If we write A as the matrix
(
a11 y
tr
x B
)
with x, y ∈ Rn, B ∈ M(n,R), then
τ(A) =
(
a11 −ytr
−x B
)
. For X ∈ so(n) let
τ˙(X) :=
d
dt
τ(etX)|t=0 = d
dt
etτ(X)|t=0,
1An involution is a function that is its own inverse.
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that is,
τ : so(n)→ so(n) : X 7→
( −1 0
0 In
)
X
( −1 0
0 In
)
.
Denote by k := so(n)τ and by q := so(n)−τ , then
k =
{(
0 0
0 X
)
: X tr = −X
}
' so(n− 1)
and
q =
{(
0 −xtr
x 0
)
: x ∈ Rn
}
' Rn.
Hence so(n) = k⊕ q. Further for X ∈ q, define
γX(t) = e
tX · e1
= (In + tX +
t2
2
X2 + · · ·+ t
k
k!
Xk + · · · ) · e1
= e1 + tXe1 + o(t).
Then dγX(0) = X · e1 =
(
0
x
)
. This identifies q with the tangent space of Sn−1
at e1:
q ' Te1Sn−1.
The exponential map is then given by:
Exp : q→ Sn−1 : X 7→ eX · e1.
Now we recall some basic representation theory. [4] and [3] are the main referen-
ces for this part. In the following, we let G stand for a locally compact Hausdorff
topological group, V for a topological vector space, and GL(V ) for the group of
continuous and continuously invertible linear transformations on V .
Definition 4.13. A representation of G on V is a homomorphism ρ : G →
GL(V ) satisfying that for each v ∈ V
g 7→ pi(g)v
is continuous from G to V . ρ is called finite dimensional if dim(V ) <∞. And
if dim(V ) = 1, then ρ is called a character. A subspace W ⊂ V is invariant if
ρ(g)W ⊂ W for any g ∈ G. ρ is called irreducible if the only closed invariant
subspaces of V are {0} and V .
Definition 4.14. Let ρ, τ be representations of G on topological vector spaces
Vρ, Vτ , respectively. A continuous linear map T : Vρ → Vτ is an intertwining
operator if Tρ(g) = τ(g)T for all g ∈ G. Denote by HomG(ρ, τ) the set of in-
tertwining operators between ρ and τ . We say that representations ρ and τ are
equivalent, denoted by ρ ' τ , if HomG(ρ, τ) contains an isomorphism.
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Definition 4.15. Let ρ be a representations of G on a Hilbert space H. ρ is called
a unitary representation if ρ(g) is unitary for each g ∈ G. Two unitary represen-
tations ρ and τ are unitarily equivalent if there exists a unitary isomorphism
U ∈ HomG(ρ, τ).
Example 4.16. Let G = Rn. For y ∈ Rn denote by ey(x) := e−2piix·y. For each
y the map Rn → C : x 7→ ey(x) is a character of Rn acting on C. Define two
unitary representations of Rn on the L2(Rn) by
Lx(f)(y) := f(y − x)
and by
Ux(f)(y) := ex(y)f(y).
As FRnLxf(y) = ex(y)FRnf(y), it follows that representations Lx and Ux are uni-
tarily equivalent via the unitary isomorphism FRn.
Unitary equivalence is an equivalence relation on the set of all unitary represen-
tations of G. Let Ĝ denote the set of all equivalence classes of irreducible unitary
representations of G. We call Ĝ the unitary dual of G.
Theorem 4.17. (Schur’s Lemma)
(a) A unitary representation ρ of G is irreducible iff HomG(ρ, ρ) contains only
scalar multiples of the identity.
(b) Suppose ρ and τ are irreducible unitary representations of G. If ρ and τ are
equivalent, then HomG(ρ, τ) is one-dimensional. Otherwise, HomG(ρ, τ) = 0.
Corollary 4.18. If G is abelian, then every irreducible unitary representation of
G is one-dimensional.
Corollary 4.19. Let G = Rn, then every irreducible unitary representation of G
is of the form x 7→ eix·y for some y ∈ Rn. In particular, Ĝ ' Rn.
Recall that for any locally compact group G there is a left (respectively right)
Haar measure on G, that is, a nonzero Radon measure2 µ on G that satisfies
µ(gE) = µ(E) (respectively µ(Eg) = µ(E)) for every Borel set E ⊂ G and every
g ∈ G. In case G is compact, there is a left Haar measure on G that is also a right
Haar measure. We will assume without further notice that locally compact groups
are equipped with a left Haar measure and that for compact groups the left Haar
measure is also the right Haar measure.
Lastly, we briefly recall the notion of a direct integral. We follow the construction
in [4], which is, along with [6], a source for further information and proofs.
Let (A,M) denote a measurable space, i.e., a set equipped with a σ-algebra. A
family {Hα}α∈A of nonzero separable Hilbert spaces indexed by A will be called a
field of Hilbert spaces over A, and an element of
∏
α∈AHα - that is, a map f on
2The measure µ is called a Radon measure if it is inner regular and locally finite.
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A such that f(α) ∈ Hα for each α - will be called a vector field on A. We denote
the inner product and norm on Hα by 〈·, ·〉α and ‖ · ‖α. A measurable field of
Hilbert spaces over A is a field of Hilbert spaces {Hα} together with a countable
set {ej}∞1 of vector fields with the following properties:
(i) the functions α 7→ 〈ej(α), ek(α)〉α are measurable for all j, k,
(ii) the linear span of {ej(α)}∞1 is dense in Hα for each α.
Example 4.20. Let H be a separable Hilbert space with an orthonormal basis {ej}.
By setting Hα = H and ej(α) = ej for all α, we obtain a measurable field of Hilbert
spaces over A, called a constant field.
Example 4.21. Suppose A is discrete (i.e., M consists of all subsets of A) and
{Hα} is an arbitrary field of Hilbert spaces over A. For each α let d(α) = dimHα
and let {ej(α)}d(α)1 be an orthonormal basis for Hα. If we set ej(α) = 0 when
j > d(α), the vector fields ej make {Hα} into a measurable field.
The following proposition provides crucial information about the structure of mea-
surable fields of Hilbert spaces.
Proposition 4.22. Let {Hα}, {ej} be a measurable field of Hilbert spaces over A,
with d(α) ∈ [1,∞]. Then {α ∈ A : d(α) = m} is measurable for m = 1, . . . ,∞.
Moreover, there is a sequence {uk}∞1 of vector fields with the following properties:
(i) for each α, {uk(α)}d(α)1 is an orthonormal basis for Hα, and if d(α) <∞, then
uk(α) = 0 for k > d(α);
(ii) for each k there is a measurable partition of A, A =
⋃∞
l=1 A
k
l , such that on
each Akl , uk(α) is a finite linear combination of the ej(α)’s with coefficients
depending measurably on α.
Given a measurable field of Hilbert spaces {Hα}, {ej} on A, a vector field f on
A will be called measurable if 〈f(α), ej(α)〉α is a measurable function on A for
each j.
Proposition 4.23. Let {uk} be as in Proposition 4.22. A vector field f on A is
measurable iff 〈f(α), uk(α)〉α is a measurable function on A for each k. If f and g
are measurable vector fields, then 〈f(α), g(α)〉α is a measurable function.
We are ready to define direct integrals. Suppose {Hα}, {ej} is a measurable field
of Hilbert spaces over A, and suppose µ is a measure on A. The direct integral
of the spaces {Hα} with respect to µ, denoted by∫ ⊕
Hα dµ(α),
is the space of measurable vector fields f on A such that
‖f‖2 =
∫
‖f(α)‖2α dµ(α) <∞.
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Note that the integrand is measurable by Proposition 4.23. A modification of the
usual proof that L2(µ) is complete shows that
∫ ⊕Hα dµ(α) is a Hilbert space with
inner product
〈f, g〉 =
∫
〈f(α), g(α)〉α dµ(α).
Let us see how it works for the examples discussed above.
(1) In the case of a constant field, Hα = H for all α,
∫ ⊕Hα dµ(α) is just the space
of measurable functions from A to H that are square integrable with respect
to µ. We denote this space by L2(A,H, µ).
(2) If A is discrete and µ is a counting measure on A, then
∫ ⊕Hα dµ(α) is nothing
but
⊕
α∈AHα.
Note that
∫ ⊕Hα dµ(α) depends only on the equivalence class of µ.
Proposition 4.24. Let {Hα}, {ej} be a measurable field of Hilbert spaces over A,
and let µ be a measure on A. For m = 1, 2, . . . ,∞, let Am = {α ∈ A : dimHα =
m}. Then a choice of vector fields {uj} as in Proposition 4.22 defines a unitary
isomorphism ∫ ⊕
Hα dµ(α) ∼= L2(A∞, l2, µ)⊕
∞⊕
1
L2(Am,Cm, µ).
Finally note that
∫ ⊕Hα dµ(α) is independent of the choice of {ej} up to an
isomorphism.
4.2 Fourier Analysis on Rn and the Euclidean
Motion Group
One of the simplest commutative spaces is Rn viewed as a homogeneous space for
the Euclidean motion group. It is natural to ask how the Paley-Wiener theorem
extends to this setting. In this section we first recall the definition of a Gelfand pair
(G,K) and basic facts about the Fourier transform on the associated commutative
space G/K. These facts are derived from the abstract Plancherel formula for the
group G, instead of, as commonly done, from the theory of spherical functions. A
more detailed discussion can be found in [42] and [40]. Then we apply the discussion
to the commutative space Rn. For some other aspects of this analysis see [28].
4.2.1 Gelfand Pairs
Let G be a Lie group and K ⊂ G a compact subgroup. Denote by ` the left regular
representation: `(a)f(x) = f(a−1x) and by ρ the right regular representation:
ρ(a)f(x) = f(xa). We often identify functions on G/K with right K-invariant
functions on G. For 1 ≤ p ≤ ∞, let
Lp(G/K)K = {f ∈ Lp(G) : (∀k1, k2 ∈ K) `(k1)ρ(k2)f = f}
= {f ∈ Lp(G/K) : (∀k ∈ K) `(k)f = f} .
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If f ∈ L1(G) and g ∈ Lp(G), then the convolution of f and g is the function
defined by
f ∗ g(x) :=
∫
G
f(y)g(y−1x) dy.
It is well-defined, f ∗ g ∈ Lp(G) and ‖f ∗ g‖p ≤ ‖f‖1‖g‖p. If g is also right K-
invariant, then so is f ∗ g. And in case f is left K-invariant, then so is f ∗ g. It
follows that L1(G/K)K is a Banach algebra. The pair (G,K) is called a Gelfand
pair if L1(G/K)K is abelian. In this case we call G/K a commutative space .
In case G/K is a commutative space, there exists a set Λ ⊆ Ĝ, such that
(`, L2(G/K)) '
∫ ⊕
Λ
(piλ,Hλ) dµ(λ) , (4.2.1)
where each piλ is an irreducible unitary representation acting on the Hilbert space
Hλ. The important facts for us are the following: this is a multiplicity free decom-
position, i.e. each representation shows up once, and dimHKλ = 1 for almost all λ.
Here, as usually HKλ stands for the space of K-invariant vectors in Hλ.
For details in the following arguments we refer to [42], for the case of Riemannian
symmetric spaces of noncompact type see [28]. Let p : Λ → ∫ ⊕HKλ dµ(λ) be a
measurable section such that ‖pλ‖ = 1 for almost all λ. For each λ, pλ is unique
up to a multiplication by z ∈ C with |z| = 1.
For f ∈ L1(G) and a unitary representation pi of G, the operator valued
Fourier transform of f is defined by
pi(f) :=
∫
G
f(x)pi(x) dx ∈ B(Hpi),
where B(Hpi) stands for the space of bounded operators on Hpi. Furthermore,
‖pi(f)‖ ≤ ‖f‖1. Recall, that for Type I groups3, there exists a measure, the
Plancherel measure on Ĝ, such that
1. If f ∈ C∞c (G), then pi(f) is a Hilbert-Schmidt operator4 and
‖f‖22 =
∫
Ĝ
‖pi(f)‖2HS dµ(pi) . (4.2.2)
3A unitary representation ρ of G is primary if the center of HomG(ρ, ρ) is trivial, i.e.,consists of scalar multiples
of Id. By Schur’s Lemma, every irreducible representation is primary. The group G is said to be of Type I if every
primary representation of G is a direct sum of copies of some irreducible representations. Every compact group,
every abelian group and the Heisenberg group are of Type I.
4A bounded linear transformation T from a Hilbert space H into a Hilbert space K is said to be Hilbert-Schmidt
if ∑
α
‖Teα‖2 <∞
for any orthonormal basis {eα} of H. The Hilbert-Schmidt norm of T is defined by
‖T‖2HS :=
∑
α
‖Teα‖2.
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2. The operator valued Fourier transform extends to L2(G) such that (4.2.2)
holds.
3. For f ∈ C∞c (G), f(x) =
∫
Ĝ
Tr(pi(x−1)pi(f)) dµ(pi) pointwise and in L2-sense
otherwise.
The projection pr : Hpi → HKpi is given by
pr(v) =
∫
K
pi(k)v dk .
If f ∈ L1(G/K), then for k ∈ K
pi(f)v =
∫
G
f(x)pi(x)v dx
=
∫
G
f(xk−1)pi(x)v dx
=
∫
G
f(x)pi(x)pi(k)v dx .
As this holds for all k ∈ K, integration over K gives:
Lemma 4.25. Let f ∈ L1(G/K). Then pi(f) = pi(f)pr.
It follows that pi(f) is a rank-one operator.5 Thus for unitary representations for
which the subspace of K-invariant vectors is one dimensional, in particular, for a
commutative space G/K and for almost all piλ in the support of the Plancherel
measure on Ĝ, it is reasonable to define the vector valued Fourier transform
of f by
f̂(λ) = FG/K(f)(λ) := piλ(f)(pλ) ,
where pλ ∈ HKλ as above.
Lemma 4.26. If f ∈ L1(G) and g ∈ C∞c (G/K), then
F(f ∗ g)(λ) = piλ(f)ĝ(λ) .
Proof. This follows from the fact that pi(f ∗ g) = pi(f)pi(g).
Theorem 4.27. Let f ∈ C∞c (G/K). Then
‖f‖22 =
∫
Ĝ
‖f̂(λ)‖2Hλ dµ(λ)
and
f(x) =
∫
(f̂(λ), piλ(x)pλ)Hλ dµ(λ).
5A finite rank operator is a bounded linear transformation from a Hilbert space H into a Hilbert space K which
has a finite dimensional range. A rank-one operator is a finite rank operator with the one dimensional range.
46
Hence the vector valued Fourier transform extends to a unitary isomorphism
L2(G/K) =
∫ ⊕
(piλ,Hλ) dµ(λ)
with inverse
f(x) =
∫
(fλ, piλ(x)pλ)Hλ dµ(λ)
understood in the L2-sense.
Proof. Extend e1,λ := pλ to an orthonormal basis {ej,λ}j of Hλ. As for j > 1,
piλ(f)ej,λ = 0, we have
‖piλ(f)‖2HS = ‖piλ(f)pλ)‖2Hλ
= ‖f̂(λ)‖2Hλ .
And,
Tr(piλ(x
−1)piλ(f)) = (piλ(x−1)piλ(f)pλ, pλ)Hλ
= (piλ(f)pλ, piλ(x)pλ)Hλ .
Hence, by the inversion formula for the operator valued Fourier transform
f(x) =
∫
(f̂(λ), piλ(x)pλ)Hλ dµ(λ)
as claimed.
Given a section (fλ) ∈
∫ ⊕
(piλ,Hλ) dµ, define a rank-one operator section (Tλ)
by
Tλpλ = fλ and Tλ|(HKλ )⊥ = 0 .
Then Tλ is a Hilbert-Schmidt operator and hence corresponds to a unique L
2-
function
f(x) =
∫
Tr(piλ(x
−1)Tλ) dµ(λ) =
∫
(fλ, piλ(x)pλ)Hλ dµ(λ) (4.2.3)
and
‖f‖22 =
∫
‖fλ‖2 dµ(λ) .
As x 7→ piλ(x)pλ is right K-invariant, it follows that f ∈ L2(G/K). Furthermore,
the abstract Plancherel formula gives that piλ(f) = Tλ and hence f̂(λ) = fλ.
Assume now that f is left and right K-invariant. Then f̂(λ) is K-invariant and
hence a multiple of pλ, f̂(λ) = (f̂(λ), pλ)Hλpλ. We have
(f̂(λ), pλ)Hλ =
∫
G
f(x)(piλ(x)pλ, pλ)Hλ dx
=
∫
G/K
f(x)ϕλ(x) dx,
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where ϕλ(x) = (piλ(x)pλ, pλ)Hλ is the spherical function associated to (piλ,Hλ).
Note that ϕλ is independent of the choice of pλ. Thus, in the K bi-invariant case the
vector valued Fourier transform reduces to the usual spherical Fourier transform
on the commutative space G/K.
The question now is: How well does the vector valued Fourier transform on the
commutative space X describe the image of a given function space on X? Examples
show that most likely there is no universal answer to this question. There is no
answer so far for the Gelfand pair (U(n) n Hn,U(n)), where Hn is the 2n + 1-
dimensional Heisenberg group. Even though some attempts have been made to
address this Paley-Wiener theorem for the Heisenberg group, [7, 21, 23, 20]. The
Fourier analysis for symmetric spaces of noncompact type is well understood by the
work of Helgason and Gangolli, [8, 11]. On the other hand, for compact symmetric
spaces U/K, the Paley-Wiener theorem is only known for K-finite functions [27,
29].
In the following, we will discuss one of the simplest cases of Gelfand pairs, the
Euclidean motion group and SO(n).
4.2.2 Fourier Transform FRn Revisited
Every abelian locally compact group G, with K reduced to the unit element,
constitutes an example of a Gelfand pair. In particular, the pair (Rn, {0}) is a
Gelfand pair.
By Corollary 4.19 every irreducible unitary representation of Rn is given by
a character of the form ey(x) = e
−2piix·y. Applying Theorem 4.27 we obtain the
standard Fourier transform facts. For f ∈ L2(Rn) we have:
fˆ(λ) = eλ(f)1 =
∫
Rn
f(x)eλ(x)dx =
∫
Rn
f(x)e−2piix·λdx ,
‖f‖22 =
∫
R̂n
|fˆ(λ)|2dλ,
f(x) =
∫
R̂n
(fˆ(λ), eλ(x)1)dλ =
∫
R̂n
fˆ(λ)e2piiλ·xdλ .
The Plancherel measure on R̂n is the Lebesgue measure and
L2(Rn) '
∫
R̂n
(eλ,C) dλ.
4.2.3 Representations of the Euclidean Motion Group
Let E(n) be the group of rigid motions of Rn, the Euclidean motion group, that is,
the group generated by translations and rotations. E(n) is the semi-direct product6
6A topological group G is the semi-direct product of two closed subgroups N and H if N is normal in G and
the map (n, h) 7→ nh from N × H to G is a homeomorphism; in this case we write G = N o H. For further
information see [4] or [15].
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of the group of rotations and the group of translations, E(n) = SO(n)nRn. View
elements of E(n) as diffeomorphisms of Rn by
(A, x) · y = A(y) + x .
The multiplication in E(n) is a composition of maps:
(A, x)(B, y) = (AB,A(y) + x).
The identity element is (I, 0), where I is the identity matrix, and the inverse is
(A, x)−1 = (A−1,−A−1x). Let K = {(A, 0) : A ∈ SO(n)} ' SO(n). K is the
stabilizer of 0 ∈ Rn. Hence Rn ' E(n)/K. Note that K-invariant functions on Rn
are radial functions, i.e., functions that only depend on |x|.
The left regular action of E(n) on L2(Rn) is given by
`gf(y) = f(g
−1 · y) = f(A−1(y − x)), with g = (A, x) .
Put L2(Sn−1) = L2(Sn−1, dµn). For r ∈ R define a unitary representation pir of
E(n) on L2(Sn−1) by
pir(A, x)φ(ω) := e
−2piirx·ωφ(A−1(ω)).
For r 6= 0 the representation pir is irreducible, and pir ' pis if and only if r = ±s.
The intertwining operator is given by [Tf ](ω) = f(−ω). Note that the constant
function pr(ω) := 1 on S
n−1 is a K−fixed vector for pir.
4.2.4 Fourier Transform on Rn with Respect to the
Euclidean Motion Group: FE(n)
Since the Banach algebra L1(Rn) is commutative, the pair (E(n), K) is a Gelfand
pair. For a function f in L1(Rn) = L1(E(n)/K) the corresponding vector valu-
ed Fourier transform, which we will denote by FE(n)(f)r = f̂r ∈ L2(Sn−1), now
becomes
FE(n)(f)r(ω) = [pir(f)pr](ω)
=
∫
E(n)
f(g)pir(g)pr(ω)dg
=
∫
E(n)
f(gk)pir(g)pir(k)pr(ω)dg
=
∫
E(n)/K
f(x)pir(x)pr(ω)dx
=
∫
Rn
f(x)e−2piirx·ωdx
= FRnf(rω) .
Let dτ(r) = σnr
n−1dr. Then we have the following theorem:
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Theorem 4.28. The Fourier transform f 7→ FE(n)f extends to a unitary E(n)-
isomorphism
L2(Rn) '
∫ ⊕
R+
(pir, L
2(Sn−1)) dτ(r)
= L2(R+, L2(Sn−1); dτ)
' {F ∈ L2(R, L2(Sn−1); dτ) : F (r)(ω) = F (−r)(−ω)} .
The inverse is given by
f(x) =
∫ ∞
0
(f̂r, pir(x)pr)L2(Sn−1) dτ(r)
=
∫ ∞
0
∫
Sn−1
f̂r(ω)e
2piirx·ω dµn(ω)dτ(r) .
Proof. To verify that FE(n) is an E(n)-isomorphism, we compute
FE(n)(l(g)f)r(ω) =
∫
E(n)
l(g)f(a)pir(a)pr(ω)da
=
∫
E(n)
f(g−1a)pir(a)pr(ω)da
=
∫
E(n)
f(a)pir(ga)pr(ω)da
= pir(g)
∫
E(n)
f(a)pir(a)pr(ω)da
= pir(g)FE(n)(f)r(ω) .
The rest follows from Theorem 4.27.
The Fourier transform on Rn with respect to the Euclidean motion group, FE(n),
relates integrable functions on Rn to integrable functions on R+ with values in
L2(Sn−1).
4.3 Paley-Wiener Theorems with Respect to
the Spectral Parameter
In this section we discuss the Euclidean Paley-Wiener theorem with respect to the
representations of the Euclidean motion group. We will give two different descrip-
tions of the space of smooth compactly supported functions. These descriptions
will be given in terms of the spectral parameter in the decomposition of L2(Rn)
into irreducible representations of the Euclidean motion group as well as some ho-
mogeneity condition. For completeness we also give a description of the space of
Schwartz functions.
Representations pir act on L
2(Sn−1) and an instance of L2(Sn−1)-valued functions
is dealt with in Chapter 3. Note that the smooth vectors7 of the representation pir
7Let G be a Lie group and let (pi, V ) be a (continuous) representation of G on a topological vector space V .
Then a vector v in V is a smooth vector of the representation pi if the map G→ V : g 7→ pi(g)v is smooth.
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are the smooth functions on the sphere: L2(Sn−1)∞ = C∞(Sn−1). In this section
we will work with functions valued in C∞(Sn−1). We give the space C∞(Sn−1) the
Schwartz topology. As the real sphere is compact, with this topology it is equal to
E(Sn−1) = S(Sn−1).
Since S(R) and S(Sn−1) are nuclear spaces,
S(R× Sn−1) = S(R,S(Sn−1)).8
We will also denote it simply be C∞(R × Sn−1) or C∞(R, C∞(Sn−1)) keeping in
mind the Schwartz topology and that the first variable is related to the spectral
decomposition. We will often identify these spaces algebraically and topologically
by viewing functions F : R → C∞(Sn−1) as functions F : R × Sn−1 → C via the
mapping F (x, ω) := Fx(ω) and vice versa.
4.3.1 Description of S(Rn) with Respect to FE(n)
Denote by SZ2H (R,S(Sn−1)) the set of smooth functions F on R×Sn−1 which satisfy
the following conditions:
1. F is even, i.e. F (t, ω) = F (−t,−ω),
2.
(
∂
∂t
)k
F (t, ω)|t=0 is a homogeneous polynomial of degree k in ω for any k ∈ N,
3. For k, l ∈ N0 and for any differential operator Dω on the sphere
|F |k,l,Dω := sup
(t,ω)∈R×Sn−1
(1 + t2)k
∣∣∣∣∣
(
∂
∂t
)l
DωF (t, ω)
∣∣∣∣∣ <∞.
Remark 4.29. The space SZ2H (R,S(Sn−1)) is Fre´chet with the topology given by
the seminorms | · |k,l,Dω . Indeed, it is locally convex. It is easy to see that it is
separated and thus Hausdorff and hence mertizable. A Cauchy sequence {Fm} in
SZ2H (R,S(Sn−1)) is Cauchy in S(R,S(Sn−1)) = S(R × Sn−1), so it converges to
some function F in S(R×Sn−1). Since Schwartz convergence implies uniform and
pointwise convergence of derivatives of any order, we have
F (t, ω) = lim
m→∞
Fm(t, ω) = lim
m→∞
Fm(−t,−ω) = F (−t,−ω),
and (
∂
∂t
)k
F (t, c ω)|r=0 = lim
m→∞
(
∂
∂t
)k
Fm(t, c ω)|t=0
= ck lim
m→∞
(
∂
∂t
)k
Fm(t, ω)|t=0
= ck
(
∂
∂t
)k
F (t, ω)|t=0.
8This notation means that this is the space of strongly Schwartz functions on R with values in S(Sn−1).
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Theorem 4.30. The Fourier transform FE(n) is a linear topological isomorphism
of S(Rn) onto SZ2H (R,S(Sn−1)).
Proof. Let f ∈ S(Rn) and define a function F on R × Sn−1 to be the Fourier
transform of f with respect to the Euclidean Motion group: F (t, ω) := f̂t(ω) =
FRnf(tω). Clearly F is even. By the Fourier-Slice theorem F (t, ω) = FR(Rf)(t, ω),
and Rf ∈ SH(Ξ). Hence for each k ∈ N, the function ω 7→
∫ Rf(t, ω)tkdr is a
homogeneous polynomial of degree k. Observe,(
∂
∂t
)k
F (t, ω) =
(
∂
∂t
)k ∫
R
Rf(s, ω)e−2piistds
it is easy to see that we can interchange the order of differentiation and integration,
hence
=
∫
R
Rf(s, ω)(−2piis)ke−2piistds.
Consequently,
(
∂
∂t
)k
F (t, ω)|t=0 = (−2pii)k
∫
RRf(s, ω)skds and so F satisfies the
homogeneity condition. Since the Fourier transform is a topological isomorphism of
S(R) with itself, we have that for each ω the function t 7→ F (t, ω) is Schwartz. That
F is also Schwartz in the ω-variable follows by an application of the Mean Value
and Lebesgue Dominated Convergence theorems, as in Remark 3.36. In particular,
F is a smooth function on R× Sn−1. Now
t2
(
∂
∂t
)l
Dω F (t, ω) = t
2
∫
R
DωRf(s, ω)(−2piis)le−2piistds
=
∫
R
DωRf(s, ω)(−2piis)l(−2pii)−2
(
∂
∂s
)2
e−2piistds
= (−2pii)l−2
∫
R
sl
(
∂
∂s
)2
DωRf(s, ω)e−2piistds.
Thus we have
(1 + t2)k
∣∣∣∣∣
(
∂
∂t
)l
Dω F (t, ω)
∣∣∣∣∣ ≤
k∑
j=0
(
k
j
)
(2pi)l−2j
∫
R
|sl|
∣∣∣∣∣
(
∂
∂s
)2j
DωRf(s, ω)
∣∣∣∣∣ ds
≤
k∑
j=0
(
k
j
)
(2pi)l−2j
∫
R
|sl|(1 + s2)−mds ηm,2j,Dω(Rf).
We can choose m big enough to make the integral converge. This shows that
F ∈ SZ2H (R,S(Sn−1)) and the mapping f 7→ F is continuous.
To show the converse, let F ∈ SZ2H (R,S(Sn−1)) and let ϕ(t, ω) := F−1R F (t, ω).
Then ϕ is Schwartz in both variables by similar considerations as above. Observe
that ϕ is even,
ϕ(−t,−ω) =
∫
R
F (s,−ω)e2piis(−t)ds
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since F is even by assumption
=
∫
R
F (−s, ω)e−2piistds
making the change of variables s 7→ −s we get
=
∫
R
F (s, ω)e2piistds
= ϕ(t, ω).
Moreover,
(1 + t2)k
(
∂
∂t
)l
Dω ϕ(t, ω) =
k∑
j=0
(
k
j
)∫
R
(
∂
∂s
)2j
Dω F (s, ω)(2piis)
l(2pii)−2je2piistds
=
k∑
j=0
(
k
j
)
(2pii)l−2j
∫
R
sl
(
∂
∂s
)2j
Dω F (s, ω)e
2piistds.
Furthermore, ∫
R
ϕ(t, ω)tkdt =
∫
R
ϕ(t, ω)tke−2piit0dt
= FR(ϕ(t, ω)tk)|t=0
=
(
i
∂
∂t
)k
FR(ϕ)(t, ω)|t=0 .
This shows that ϕ ∈ SH(Ξ) and the mapping F 7→ ϕ is continuous. Hence, by
Theorem 2.3, R−1ϕ ∈ S(Rn) and the mapping ϕ 7→ R−1ϕ is continuous. Since FR
and R are injective, it follows that FE(n) is injective. This proves the claim.
4.3.2 First Description of Dr(Rn) with Respect to FE(n)
Our first description is an analog of a variant due to Helgason, see Theorem 2.10
in [13]. We restate it here in a slightly different form.
For r > 0, let PWZ2,Hr (C×Sn−1) be the space of smooth functions F on C×Sn−1
satisfying:
1. F is even, that is F (z, ω) = F (−z,−ω).
2. For each ω, the function z 7→ F (z, ω) is a holomorphic function on C with
the property that for any N ∈ N
|F (z, ω)| ≤ CN(1 + |z|2)−Ner|Imz| <∞.
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3. For each k ∈ N+, and each isotropic9 vector a ∈ Cn, the function
z 7→ z−k
∫
Sn−1
F (z, ω)(a, ω)dω
is even and holomorphic on Cn.
Theorem 4.31. The Fourier transform followed by a holomorphic extension in
the spectral parameter is an injection of Dr(Rn) onto PWZ2,H2pir (C× Sn−1).
Proof. See [13], pages 23-28.
Note that this theorem does not contain a topological statement. In the following
we prove an analogous result for vector valued functions including the topological
statement.
Let PWZ2,Hr (C,S(Sn−1)) be the space of weakly10 holomorphic functions F :
C 7→ S(Sn−1) which satisfy
1. F is even, i.e. F (z, ω) = F (−z,−ω).
2.
(
∂
∂z
)k
F (z, ω)|z=0 is a homogeneous polynomial of degree k in ω for any k ∈ N.
3. For k ∈ N0 and for any differential operator Dω on the sphere
|F |r,k,Dω := sup
(z,ω)∈C×Sn−1
(1 + |z|2)ke−r|Imz| |DωF (z, ω)| <∞.
We let the topology on PWZ2,Hr (C,S(Sn−1)) be given by the seminorms | · |r,k,Dω .
Proposition 4.32. PWZ2,Hr (C,S(Sn−1)) is Fre´chet.
Proof. PWZ2,Hr (C,S(Sn−1)) is locally convex, separated and hence metrizable.
Let {Fm} be a Cauchy sequence in PWZ2,Hr (C,S(Sn−1)). That is, for any multi-
index α ∈ Nn0 , any differential operator Dω on the sphere, and any  > 0, there is
an N(α,Dω) such that for k, l ≥ N(α,Dω)
|Fl − Fk|r,|α|,Dω < .
We have
|zαDω(Fl(z, ω)− Fk(z, ω))| ≤ |Fl − Fk|r,|α|,Dωer|Im(z)|.
We conclude that {zαFm(z, ω)} converges pointwise to some function Fα(z, ω).
Moreover, viewed as a sequence of functions in the z-variable, it converges uni-
formly over compact subsets of C. Hence z 7→ Fα(z, ω) is holomorphic. Viewing
it as a sequence of functions in the ω-variable, gives uniform convergence of any
9A vector a = (a1, . . . , an) in Cn is called isotropic if a21 + · · ·+ a2n = 0.
10Since S(Sn−1) is Fre´chet, it is equivalent to being strongly holomorphic.
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derivative in ω-variable and so ω 7→ Fα(z, ω) is a Schwartz function on Sn−1.
Observe,
Fα(z, ω) = lim
m
zαFm(z, ω)
= lim
m
zα
2pii
∮
γ
Fm(ξ, ω)
ξ − z dξ
= lim
m
zα
2pii
∮
γ
F 0(ξ, ω)
ξ − z dξ
= zαF 0(z, ω).
For any (z, ω) ∈ C× Sn−1 and k, l ≥ N(α,Dω)
e−r|Im(z)||zαDω(Fk(z, ω)− Fl(z, ω))| ≤ |Fl − Fk|r,|α|,Dω < .
Letting l→∞, we get
e−r|Im(z)||zαDω(Fk(z, ω)− F 0(z, ω))| < .
This implies Fm → F 0 in the topology of PWZ2,Hr (C,S(Sn−1)). Next observe, F 0
satisfies seminorm estimates:
e−r|Im(z)||zαDωF 0(z, ω)|
= e−r|Im(z)||zαDω(F 0(z, ω)− Fm(z, ω) + Fm(z, ω))|
≤ e−r|Im(z)||zαDω(F 0(z, ω)− Fm(z, ω))|+ e−r|Im(z)||zαDωFm(z, ω)|
<∞,
it is even:
F 0(−z,−ω) = lim
m
Fm(−z,−ω) = lim
m
Fm(z, ω) = F
0(−z,−ω),
and it satisfies the homogeneity condition because
lim
m
(
∂
∂z
)k
Fm(z, ω) = lim
m
k!
2pii
∮
γ
Fm(ξ, ω)
(ξ − z)k+1dξ
=
k!
2pii
∮
γ
F 0(ξ, ω)
(ξ − z)k+1dξ
=
(
∂
∂z
)k
F 0(z, ω).
To show that F 0 ∈ PWZ2,Hr (C,S(Sn−1)), it remains to verify that F 0 : C →
S(Sn−1) is weakly holomorphic. Let Λ ∈ S(Sn−1)′. Since each Fm is also strongly
holomorphic, as S(Sn−1) is Fre´chet, d
dz
Fm(z) exists in the topology of S(Sn−1).
Hence
d
dz
Λ(Fm)(z) = Λ
(
d
dz
Fm
)
(z).
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So Λ(Fm) is holomorphic. For each Dω,
|Λ(Fm)(z)| ≤ ‖Λ‖|Fm(z)|Dω = ‖Λ‖ sup
ω∈Sn−1
|DωFm(z)(ω)|.
Hence
sup
z∈C
|zαΛ(Fm)(z)|e−r|Im(z)| ≤ ‖Λ‖ |Fm|r,|α|,Dω .
This shows that Λ(Fm) is a Cauchy sequence in PWr(C) and hence converges
to some holomorphic function F ∈ PWr(C). Since Fm → F 0 in the topology of
PWZ2,Hr (C,S(Sn−1)), it follows that Fm(z) → F 0(z) in the topology of S(Sn−1).
Thus,
Λ(F 0)(z) = Λ(lim
m
Fm)(z)
= lim
m
Λ(Fm)(z)
= F (z).
This shows that F 0 : C → S(Sn−1) is weakly holomorphic and consequently
F 0 ∈ PWZ2,Hr (C,S(Sn−1)). The proof is now complete.
Theorem 4.33. The Fourier transform FE(n) followed by a holomorphic extension
in the spectral parameter is a linear topological isomorphism of the space Dr(Rn)
onto PWZ2,H2pir (C,S(Sn−1)).
Proof. Let f ∈ Dr(Rn), then Rf ∈ Dr(R,S(Sn−1)). In particular, Rf : R →
S(Sn−1) is smooth and so for any Λ ∈ S(Sn−1)′, t 7→ Λ(Rf(t)) is in Dr(R). Hence
|Λ(Rf(t))e−2piitξ| ≤ sup
t
|Λ(Rf(t))| e2pir|Im(ξ)| χ[−r,r](t) ∈ L1t (R). (4.3.1)
Observe that the first part of the Theorem 3.34 applies here11, hence FE(n)f : C→
S(Sn−1) is weakly holomorphic. Moreover, for any differential operator Dω on the
sphere, t 7→ DωRf(t, ω) ∈ Dr(R). Hence by the classical Paley-Wiener theorem
ξ 7→ FRDωRf(ξ, ω) ∈ PW2pir(C) and by the Lebesgue Dominated Convergence
theorem FRDωRf = DωFRRf = DωFE(n)f . It follows that FE(n)f satisfies the
seminorm estimate and the mapping f 7→ FE(n)f is continuous.
The estimate in (4.3.1) also holds for Rf and implies that we can differentiate
under the integral sign in the following:(
∂
∂ξ
)k
FE(n)f(ξ, ω) =
∫
R
Rf(t, ω)
(
∂
∂ξ
)k
e−2piitξdt
= (2pii)k
∫
R
Rf(t, ω)tke−2piitξdt.
11See Remark 3.35
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We conclude that FE(n)f satisfies the homogeneity condition. As R is a totally real
submanifold of C, it is enough to verify that FE(n)f is even on R× Sn−1, which is
easy. Hence FE(n)f is in PWZ2,H2pir (C,S(Sn−1)).
To show the converse, let F ∈ PWZ2,H2pir (C,S(Sn−1)). Then, in particular, for any
ω ∈ Sn−1, ξ 7→ F (ξ, ω) ∈ PW2pir(C) and so t 7→ F−1R F (t, ω) ∈ Dr(R). Since
|DωF (s, ω)| ≤ |F |2pir,k,Dω(1 + s2)−k ∈ L1(R)
for k ≥ 1, we can interchange the order of differentiation and integration in
DωF−1R F (t, ω) =
∫
RDωF (s, ω)e
2piistds. We conclude that ω 7→ F−1R F (t, ω) is smooth
for any t. This shows that F−1R F ∈ Dr(R × Sn−1). It is easy to see that F−1R F is
even and as
∫ F−1R F (t, ω)tkdt = (i ∂∂ξ)k F (t, ω)|t=0, it satisfies the homogeneity
condition as well. Moreover, |skDωF (s, ω)| ≤ |F |2pir,N+k,Dω(1 + s2)N , implies∣∣∣∣∣
(
∂
∂t
)k
DωF−1R F (t, ω)
∣∣∣∣∣ =
∣∣∣∣∣
∫
DωF (s, ω)
(
∂
∂t
)k
e2piistds
∣∣∣∣∣
= (2pi)k
∫
(1 + s2)Nds |F |2pir,N+k,Dω
<∞.
Hence F−1R F ∈ DH,r(Ξ) and the mapping F 7→ F−1R F is continuous. We conclude
that F−1G F ∈ Dr(Rn) and the mapping F 7→ F−1G F is continuous. As FE(n) is
injective, the theorem follows.
Remark 4.34. This shows that the two Paley-Wiener spaces are isomorphic to
each other:
PWZ2,Hr (C× Sn−1) ' PWZ2,Hr (C,S(Sn−1)).
4.3.3 Second Description of Dr(Rn) with Respect to FE(n)
First we extend the concept of polar coordinates to Cn. Recall that Sn−1 is a homo-
geneous space SO(n)/SO(n−1). Since the complexification12 of so(n) is so(n,C)13,
we let SO(n,C) be the complexification14 of SO(n). We let SO(n,C)/SO(n− 1,C)
be the complexification of Sn−1 and we denote it by Sn−1C . The complex dimension
of Sn−1C is n− 115.
Proposition 4.35. Sn−1C ' {z ∈ Cn : z21 + . . .+ z2n = 1}.
12so(n) is a real vector space and by the complexification of so(n) we mean its complexification as a vector space.
Recall, if V is a real vector space, then its complexification is the complex vector space VC = V + iV = V ⊗R C,
which has V as a real vector subspace.
13Recall that so(n,F) = {X ∈ gl(n,F) : Xtr = −X}. Let X,Y ∈ so(n), then X + iY ∈ gl(n,C) and (X +
iY )tr = −(X + iY ). Hence, so(n)C ⊂ so(n,C). For the inverse inclusion, let X ∈ so(n,C), then its entries satisfy
Xj,k = −Xk,j . Write Xj,k as aj,k + ibj,k and set A = (aj,k) and B = (bj,k), then A,B ∈ gl(n), Atr = −A,
Btr = −B, and X = A+ iB. Hence, so(n,C) ⊂ so(n)C.
14Let G be a Lie group with Lie algebra g. Then a complexification of G is a Lie group GC with Lie algebra gC.
15dimC (SO(n,C)/SO(n− 1,C)) = dimC SO(n,C)− dimC SO(n− 1,C) = n(n−1)2 −
(n−1)(n−1)
2
= n− 1.
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Proof. Fix a basepoint e1 := (1, 0, . . . , 0) in {z ∈ Cn : z21 + . . .+ z2n = 1}. Let ω˜ ∈
{z ∈ Cn : z21 +. . .+z2n = 1} and extend {ω˜} to a set of linearly independent vectors
{v1, . . . , vn} in Cn with v1 = ω˜. Then use a modified Gram-Schmidt process16 to
obtain a set of vectors {u1, . . . , un} with u1 = v1 such that
(uj, uk) =
{
0 for j 6= k
1 for j = k .
Let A be a matrix whose column vectors are uj’s: A = (u1, . . . , un). Then A ∈
O(n,C). Moreover, det(AAtr) = det(I) = 1. As det(Atr) = detA and det(AAtr) =
det(A) det(Atr), it follows that (detA)2 = 1. Hence detA = ±1. In case detA = −1
and n > 2, permute the last two columns of the matrix A. For n = 2, multiply the
last column, v2, be −1. This will ensure that detA = 1. Thus A ∈ SO(n,C) and
Ae1 = ω˜. This shows that SO(n,C) acts transitively on {z ∈ Cn : z21+. . .+z2n = 1}.
Suppose Ae1 = e1 for some A ∈ SO(n,C). Then A has the form
(
1 ξtr
0 B
)
.
We have
I = AtrA =
(
1 0
ξ Btr
)(
1 ξtr
0 B
)
=
(
1 ξtr
ξ ξξtrBtrB
)
.
Hence ξ = 0 and A is equal to
(
1 0
0 B
)
. Consequently, BtrB = I and so
Btr = B−1. Further, detA = detB = 1, so B ∈ SO(n − 1,C). This shows that
the stabilizer of the base point e1 is isomorphic to SO(n− 1,C). Hence {z ∈ Cn :
z21 + . . .+ z
2
n = 1} ' SO(n,C)/SO(n− 1,C).
Let C∗ = C\{0}, then the map C∗×Sn−1C → Cn\{z :
∑n
j=1 z
2
j = 0} : (z, ω˜) 7→ zω˜
is a holomorphic two-to-one map.17 Note that the Lebesgue measure of the set
{z ∈ Cn : ∑ni=1 z2i = 0} is 0.
Denote by O(Sn−1C ) the space of holomorphic functions on the complex manifold
Sn−1C with the topology of uniform convergence over compact sets. For r > 0, let
Or(C,O(Sn−1C )) be the space of weakly holomorphic functions F : C → O(Sn−1C )
16Let {v1, . . . , vn} be a set of linearly independent vectors in Cn with v1 ∈ {z ∈ Cn : z21 + . . . + z2n = 1}.
Construct a set of vectors {u1, . . . , un} by the following procedure
u1 = v1
ω2 = v2 − (v2, u¯1)u1 and u2 = ω2/
√
(ω2, ω2)
ω3 = v3 − (v3, u¯1)u1 − (v3, u¯2)u2 and u3 = ω3/
√
(ω3, ω3)
...
...
ωn = vn −
n−1∑
j=1
(vn, u¯j)uj and un = ωn/
√
(ωn, ωn).
Then {uj} is a set of vectors in Cn with (uj , u¯k) = 0 for j 6= k, and (uj , u¯j) = 1.
17Let (z, ω) ∈ C∗×Sn−1C , then
∑
(zω)2j =
∑
(zωj)
2 = z2
∑
ω2j = z
2 6= 0. Next suppose (z, ω), (ξ, υ) ∈ C∗×Sn−1C
with zω = ξυ, then z2 = ξ2. So ξ = ±z. If ξ = z, then υ = ω. And if ξ = −z, then υ = −ω. Finally, let z ∈ Cn
with
∑
z2j 6= 0. Set ξ := (z, z¯)1/2 and ω := z/(z, z¯)1/2. Then ξ ∈ C∗ and ω ∈ Sn−1C .
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such that for all N ∈ N0
pir,N(F ) := sup
z∈C,ω˜∈Sn−1C
(1 + |zω˜|2)Ne−r|Im(zω˜)||F (z)(ω˜)| <∞. (4.3.2)
Since O(Sn−1C ) is Fre´chet18, a function in this space is also strongly holomorphic19.
As spaces of holomorphic functions are nuclear, we can identify holomorphic func-
tions F : C → O(Sn−1C ) with holomorphic functions on the product manifold
C× Sn−1C .20
Denoted by P˜WZ2,Hr = P˜W
Z2,H
r
(
C,O(Sn−1C )
)
the set of even functions F in
Or(C,O(Sn−1C )) satisfying that for all λ ∈ C and ω ∈ Sn−1,
F (λ, ω) = F (0, ω) +
∞∑
m=1
am(ω)
m!
λm,
where each am is a homogeneous polynomial in ω1, . . . , ωn of degree m.
Proposition 4.36. P˜WZ2,Hr
(
C,O(Sn−1C )
)
is a Fre´chet space.
Proof. It is locally convex as its topology is defined by seminorms. Each seminorm
is a norm, so it is Hausdorff and hence metrizable. Let {Fm}m∈N be a Cauchy
sequence in P˜WZ2,Hr . Then for every (z, ω˜) ∈ C× Sn−1C ,
|(zω˜)α(Fk(z, ω˜)− Fl(z, ω˜))| ≤ pir,|α|(Fk − Fl)er|Im(zω˜)|.
Hence the sequence {(zω˜)αFm} converges uniformly over compact subsets of C×
Sn−1C to a holomorphic function F
α, and
Fα(z, ω˜) = lim
m
(zω˜)αFm(z, ω˜)
= lim
m
(zω˜)α
(2pii)n
∮
γ
Fm(ξ, η)
(ξ, η)− (z, ω˜)d(ξ, η)
= (zω˜)αF 0(z, ω˜).
18In Theorem 3.25 it was shown that it is complete. Since each seminorm is actually a norm, it is Hausdorff.
Embedding Sn−1C into C
n we conclude that the manifold Sn−1C is separable and hence can be covered by count-
ably many compact sets. The corresponding seminorms define the same topology. Hence by Theorem 3.11 it is
metrizable.
19See Theorem 3.16
20This can also be easily seen without invoking the notion of nuclear spaces. LetM andN be complex manifolds.
Then O(M,O(N )) = O(M×N ) with the topology of uniform convergence over compacts. Let F ∈ O(M×N )
and let L ⊂M and H ⊂ N be compact subsets, then K := L×H is a compact subset of M×N and
sup
z∈L
sup
ξ∈H
F (z, ξ) = sup
(z,ξ)∈K
F (z, ξ) <∞.
So F ∈ O(M,O(N )). On the other hand, let G ∈ O(M,O(N )) and let K ⊂ M× N , then there are compact
subsets L ⊂M and H ⊂ N with K ⊂ L×H and
sup
(z,ξ)∈K
G(z)(ξ) ≤ sup
z∈L
sup
ξ∈H
G(z)(ξ) <∞.
So G ∈ O(M×N ).
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Moreover, for (z, ω˜) ∈ C× Sn−1C and k, l big enough, we have
e−r|Im(zω˜)||(zω˜)α(Fk(z, ω˜)− Fl(z, ω˜))| ≤ pir,|α|(Fk − Fl) < .
Letting l→∞, we obtain, for any multi-index α and k big enough,
e−r|Im(zω˜)||(zω˜)α(Fk(z, ω˜)− F 0(z, ω˜))| < .
Hence Fk → F 0 in the topology of P˜W
Z2,H
r , and for any α ∈ Nn,
e−r|Im(zω˜)||(zω˜)αF 0(z, ω˜)|
≤ e−r|Im(zω˜)| (|(zω˜)α(F 0(z, ω˜)− Fk(z, ω˜))|+ |(zω˜)αFk(z, ω˜)|)
<∞.
This shows that F 0 ∈ Or(C,O(Sn−1C )). Furthermore, for (z, ω) ∈ C × Sn−1, we
have
lim
m
(
∂
∂z
)k
Fm(z, ω) = lim
m
k!
2pii
∮
γ
Fm(ξ, ω)
(ξ − z)k+1dξ
=
k!
2pii
∮
γ
F 0(ξ, ω)
(ξ − z)k+1dξ
=
(
∂
∂z
)k
F 0(z, ω).
This implies that F 0 satisfies the homogeneity condition. Finally, since uniform
convergence implies pointwise convergence, F 0 is even. This completes the proof.
Proposition 4.37. Sn−1 is a totally real submanifold of Sn−1C .
Proof. Let F be in O(Sn−1C ) such that F |Sn−1 ≡ 0. Recall that
Exp : qC → Sn−1C : X 7→ eXSO(n− 1,C)
is a local diffeomorphism, which means that there is an open subset of qC containing
0, U , and an open subset of Sn−1C containing the basepoint eSO(n− 1,C), V , such
that
Exp : U → V
is a diffeomorphism. Hence the pair (V,Exp−1) is a coordinate chart around eSO(n−
1,C). Thus by definition F ◦ Exp : U → C is holomorphic. Let W = U ∩ q, then
0 ∈ W . So W is an open subset of q and Exp(W ) is an open subset of Sn−1. Hence
by assumption F ◦ Exp(W ) ≡ 0. Since q ' Rn is a totally real submanifold of
qC ' Cn, we obtain that F ◦ Exp(U) = 0. This shows that F vanishes on an open
subset of Sn−1C ⊂ Cn: F (V ) = 0. Hence F ≡ 0 on Sn−1C .
Our aim is to prove the following:
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Theorem 4.38. (Euclidean Paley-Wiener type theorem) Let f ∈ Dr(Rn). Then
FE(n)f extends to an even holomorphic function on C×Sn−1C , denote this extension
by F cE(n)f . Moreover, F cE(n)f ∈ P˜W
Z2,H
2pir and the map
Dr(Rn)→ P˜W
Z2,H
2pir : f 7→ F cE(n)f
is a topological isomorphism.
For clarity of the exposition we will prove this result in several steps. We remark
that by Theorem 2.4 it suffices to prove the following: for ϕ ∈ DH,r(Ξ) the Fourier
transform FR(ϕ)(r, ω) extends to an even holomorphic function on C× Sn−1C , this
extension belongs to P˜WZ2,H2pir , and F cR defines a linear topological isomorphism
DH,r(Ξ) ' P˜W
Z2,H
2pir .
Lemma 4.39. Let F be in Or(C,O(Sn−1C )). Then for any ω ∈ Sn−1, t 7→ F (t, ω)
is in S(R).
Proof. Let N ∈ N, z ∈ C and γ(t) = z + eit with −pi ≤ t ≤ pi. Then
(1 + |z|2)Ne−r|Im(z)|
∣∣∣∣ ddzF (z, ω)
∣∣∣∣ ≤ 12pi
∮
γ
(1 + |z|2)Ne−r|Im(z)| |F (ξ, ω)| |dξ|.
Subdivide the path γ into two paths γ1 and γ2 by letting γ1 be γ for −pi ≤ t ≤ 0,
and γ2 be γ for 0 ≤ t ≤ pi. On γ1 we have |Im(ξ)| ≤ |Im(z)| and hence e−r|Im(z)| ≤
e−r|Im(ξ)|. Consequently,∮
γ1
(1 + |z|2)Ne−r|Im(z)||F (ξ, ω)| |dξ|
≤
∮
γ1
(1 + |z|2)Ne−r|Im(ξ)||F (ξ, ω)| |dξ|
≤ qN,r(F )
∮
γ1
(1 + |z|2)N
(1 + |ξ|2)N |dξ|.
On γ2 we have |Im(ξ)| − |Im(z)| ≤ 1 and so∮
γ2
(1 + |z|2)Ne−r|Im(z)|er|Im(ξ)|e−r|Im(ξ)||F (ξ, ω)| |dξ|
≤ qN,r(F )
∮
γ2
(1 + |z|2)N
(1 + |ξ|2)N e
r(|Im(ξ)|−|Im(z)|) |dξ|
≤ qN,r(F ) er
∮
γ2
(1 + |z|2)N
(1 + |ξ|2)N |dξ|.
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Moreover,
1 + |z|2
1 + |ξ|2 =
1 + |ξ − eit|2
1 + |ξ|2
≤ 2 + 2|ξ|+ |ξ|
2
1 + |ξ|2
≤ 1 + 1 + 2|ξ|
1 + |ξ|2
≤ 4.
Using the above estimate along with the estimates on γ1 and γ2 we obtain
(1 + |z|2)Ne−r|Im(z)|
∣∣∣∣ ddzF (z, ω)
∣∣∣∣
≤ 1
2pi
qN,r(F ) e
r
∮
γ
(
1 + |z|2
1 + |ξ|2
)N
|dξ|
≤ 4N er qN,r(F ).
We conclude that
sup
z∈C
(1 + |z|2)Ne−r|Im(z)|
∣∣∣∣∣
(
d
dz
)k
F (z, ω)
∣∣∣∣∣ ≤ k! 4N er qN,r(F ).
Restricting to the real line yields
sup
t∈R
(1 + t2)N
∣∣∣∣∣
(
d
dt
)k
F (t, ω)
∣∣∣∣∣ ≤ k! 4N er qN,r(F ).
Lemma 4.40. Let F be in the space Or(C,O(Sn−1C )) and let ω be a point on the
real spere Sn−1. Then for any y ∈ R,∫
R
F (t, ω)dt =
∫
R
F (t+ iy, ω)dt.
Proof. Let T > 0 and consider the following four curves
γ1(t) = t −T ≤ t ≤ T,
γ2(t) = T + ityn 0 ≤ t ≤ 1,
γ3(t) = −t+ iyn −T ≤ t ≤ T,
γ4(t) = −T + i(1− t)yn 0 ≤ t ≤ 1.
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Define γ to be the sum of these curves:
γ(t) :=

γ1(t) for −T ≤ t ≤ T,
γ2(t− T ) for T ≤ t ≤ T + 1,
γ3(t− (2T + 1)) for T + 1 ≤ t ≤ 3T + 1,
γ4(t− (3T + 1)) for 3T + 1 ≤ t ≤ 3T + 2.
As z 7→ F (z, ω) is holomorphic, we have:∮
γ
F (ξ, ω)dξ = 0.
We can rewrite the above integral over γ as a sum of integrals over γ′js:
T∫
−T
F (z, t)dt+iyn
1∫
0
F (z, T +ityn)dt−
T∫
−T
F (z, t+iyn)dt−iyn
1∫
0
F (z,−T +ityn)dt = 0.
Since |zω| = |z| |ω| = |z| and |Im(zω)| = |Im(z)|, we have
|F (±T + iyt, ω)| ≤ pir,1(F ) e
r|yt|
1 + T 2 + (yt)2
≤ pir,1(F ) e
r|y|
T 2
.
Since y is fixed, this yields
lim
T→∞
∫ 1
0
F (±T + iyt, ω)dt = 0.
And we obtain what we need:∫ ∞
−∞
F (t, ω)dt−
∫ ∞
−∞
F (t+ iy, ω)dt = 0.
Lemma 4.41. Let F ∈ Or(C,O(Sn−1C )) and t ∈ R. Define H(ξ, ω˜) := F (ξ, ω˜)e2piiξt.
Then H ∈ Or+|2pit|(C,O(Sn−1C )).
Proof. Observe that |Im(ξω˜)|2 = |Im(ξ)|2+|ξ|2|Im(ω˜)|2. To see this, write ξ = x+iy
and write ω˜j = aj + ibj. Then
∑
ω˜2j =
∑
(a2j + 2iajbj − b2j) and so
∑
ajbj = 0 and∑
(a2j − b2j) = 1. And ξω˜ = ((x+ iy)(a1 + ib1), . . . ) = (xa1−yb1 + i(ya1 +xb1), . . . ),
so
|Im(ξω˜)|2 = ∑(y2a2j + 2xyajbj + x2b2j)
= y2
∑
a2j + 2xy
∑
ajbj + x
2
∑
b2j
= y2
∑
(a2j − b2j) + (x2 + y2)
∑
b2j
= |Im(ξ)|2 + |ξ|2|Im(ω˜)|2.
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Hence |Im(ξ)| ≤ |Im(ξω˜)|. We compute
(1 + |ξω˜|2)N |H(ξ, ω˜)| e−(r+|2pit|)|Im(ξω˜))|
= (1 + |ξω˜|2)N |F (ξ, ω˜)e2piiξt| e−(r+|2pit|)|Im(ξω˜))|
= (1 + |ξω˜|2)N |F (ξ, ω˜)| e−r|Im(ξω˜)|e−2pitIm(ξ)e−|2pit| |Im(ξω˜))|
≤ pir,N(F )e|2pit| |Im(ξ)|e−|2pit| |Im(ξω˜))|
≤ pir,N(F )e|2pit| |Im(ξω˜))|e−|2pit| |Im(ξω˜))|
= pir,N(F ).
We now complete the proof of the Theorem 4.38:
Proof. Let ϕ ∈ DH,r(Ξ) and fix an ω ∈ Sn−1. Define F to be the Fourier transform
of ϕ in the first variable. For ξ ∈ C and t ∈ [−r, r] we have the estimate |e−2piitξ| ≤
e2pir|Im(ξ)|. Hence
|ϕ(t, ω)e−2piitξ| ≤ sup
t∈R
|ϕ(t, ω)| e2pir|Im(ξ)|χ[−r,r](t) ∈ L1t (R).
This shows that F is well-defined on C × Sn−1. Moreover, ξ 7→ FR(ϕ)(ξ, ω) con-
verges uniformly on compact subsets of C and hence is holomorphic and we can
differentiate inside the integral:
d
dξ
FR(ϕ)(ξ, ω) =
∫
R
ϕ(t, ω)
d
dξ
e−2piitξdt.
Since ϕ ∈ DH,r(Ξ), there is a function f ∈ Dr(Rn) such that Rf = ϕ.
F (t, ω) = FR(ϕ)(t, ω)
=
∫ ∞
−∞
ϕ(s, ω) e−2piistds
=
∫ ∞
−∞
Rf(s, ω) e−2piistds
=
∫
Rn
f(x) e−2piitω·xdx
= FRn(f)(tω).
The penultimate equality holds by the Fourier-Slice theorem. And by the classical
Paley-Wiener theorem FRn(f) has a holomorphic extension to Cn. It follows that
F extends as a holomorphic function on a bigger domain C× Sn−1C :
C× Sn−1C −→ Cn −→ C
(z, ω˜) 7−→ zω˜ 7−→ F cRn(f)(zω˜) =: F (z, ω˜),
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and that we have the estimate
sup
(z,ω˜)∈C×Sn−1C
(1 + |zω˜|2)Ne−2pir|Im(zω˜)||F (z, ω˜)| <∞. (4.3.3)
We have holomorphically extended FR(ϕ) in two different ways to two different
domains, namely to C × Sn−1 and to C × Sn−1C . Let us verify that these two
extensions agree on their common domain, namely on C× Sn−1:
FRn(f)(zω) =
∫
Rn
f(x) e−2pii(zω,x)dx
=
∫
R
∫
(ω,x)=t
f(x) e−2piiz(ω,x)dm(x)21dt
=
∫
R
∫
(ω,x)=t
f(x)dm(x)e−2piiztdt
=
∫
R
Rf(t, ω)e−2piiztdt
=
∫
R
ϕ(t, ω)e−2piiztdt
= FRϕ(z, ω)dt.
Since Sn−1 is a totally real submanifold of Sn−1C , to show that F (−ξ,−ω˜) = F (ξ, ω˜)
on C× Sn−1C , it is enough to verify it on R× Sn−1.
F (−t,−ω) =
∫
R
ϕ(s,−ω) e2piistds
making a change of variables, we get
=
∫
R
ϕ(−s,−ω) e−2piistdr
and using that ϕ is even
=
∫
R
ϕ(s, ω) e−2piistdr
= F (t, ω).
Let ak(ω) :=
(
d
dξ
)k
F (ξ, ω)|ξ=0. As we can differentiate inside the integral,
ak(ω) = (−2pii)k
∫
R
ϕ(t, ω)tkdt.
Thus for k ∈ N+, ak is a homogeneous polynomial in ω1, . . . , ωn of degree k.
Furthermore, for (ξ, ω) ∈ C× Sn−1 we have
F (ξ, ω) = F (0, ω) +
∞∑
m=1
(
d
dξ
)m
F (ξ, ω)|ξ=0
m!
ξm = F (0, ω) +
∞∑
m=1
am(ω)
m!
ξm.
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This shows that F ∈ P˜WZ2,H2pir . The mapping ϕ 7→ F is injective and as the
Radon transform is a linear topological isomorphism between the spaces Dr(Rn)
and DH,r(Ξ) 22, it is also continuous.
To show the converse, let F be in P˜WZ2,H2pir . By Lemma 4.39 for any ω ∈ Sn−1, the
function t 7→ F (t, ω) is Schwartz. We will use the same letter for this restriction of
F to the real line. Since the Fourier transform is a topological isomorphism of the
Schwartz space with itself, the inverse Fourier transform of F in the first variable
is a Schwartz function in the first variable, call it ϕ := F−1R (F ).
By Lemma 4.41 F (ξ, ω˜)e−2piiξs is in Or+|2pis|(C,O(Sn−1C )) and by Lemma 4.40∫
R
F (s, ω)e−2piitsds =
∫
R
F (s+ iη, ω)e−2piit(s+iη)ds,
for any η ∈ R, that is,
ϕ(t, ω) =
∫
R
F (s+ iη, ω)e−2piit(s+iη)ds
= e−2pitη
∫
R
F (s+ iη, ω)e−2piitsds.
Use the seminorm inequality |F (s+iη, ω)| ≤ pir,1(F ) e2pir|η| (1+s2+η2)−1 to estimate
|ϕ(t, ω)| ≤ e−2pitη
∫
R
|F (s+ iη, ω)|ds ≤ pir,1(F ) e2pi(r|η|−tη)
∫
R
ds
1 + s2
<∞.
For t > r, choose η > 0, then r|η| − tη < 0. For t < −r, choose η < 0, then again
r|η| − tη < 0. In both cases, taking the limit as η → ∞ yields ϕ(t, ω) = 0 for
|t| > r. This shows that supp(ϕ) ⊆ [−r, r]× Sn−1.
Next we show that ω 7→ ϕ(t, ω) is smooth for any t ∈ R. Fix ω ∈ Sn−1 and
let (U, φ) be a local coordinate chart around ω. We have to show that φ(ω) 7→
(ϕ(t) ◦ φ−1)(φ(ω)) is smooth. Suppose we have shown that for any multi-index
α ∈ Nn ∣∣Dαφ(ω)(F (t) ◦ φ−1)(φ(ω))∣∣ ∈ L1t (R),
then by the Lebesgue Dominated Convergence theorem
Dαφ(ω)(ϕ(t) ◦ φ−1)(φ(ω)) =
∫
R
Dαφ(ω)(F (t) ◦ φ−1)(φ(ω)) e2piistds
and we are done.
Fix t ∈ R. As F is in P˜WZ2,H2pir , F (t) ∈ O(Sn−1C ) and so F (t) ◦ φ−1 : φ(U) → C
is a holomorphic function on φ(U) ⊂ Cn. Let γ be a circular path around φj(ω) of
22See Theorem 2.4
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radius δ > 0: γ(s) = φj(ω) + δe
is, then
∂
∂[φj(ω)]
(F (t) ◦ φ−1)(φ1(ω), . . . , φn(ω))
=
1
2pii
∮
γ
F (t) ◦ φ−1(φ1(ω), . . . , φj−1(ω), ξ, φj+1(ω), . . . , φn(ω))
(ξ − φj(ω))2 dξ.
For convenience, let z denote the vector (φ1(ω), . . . , φj−1(ω), ξ, φj+1(ω), . . . , φn(ω)).
Each z is contained in a closed ball of radius δ around φ(ω). Since φ−1 is continuous,
φ−1(B¯δ(φ(ω)) is a compact subset of Sn−1C . Hence there is a constant c˜j so that
|Im(φ−1(z))| ≤ c˜j. We can write c˜j as c˜jδ δ, denote c˜jδ by cj. As Im(tω˜) = tIm(ω˜)
and |tω˜|2 = t2|ω˜|2 ≥ t2, we obtain
|(F (t) ◦ φ−1)(z)| = |F (t)(φ−1(z))|
≤ pir,N(F ) e
2pir|Im(tφ−1(z))|
(1 + |tφ−1(z)|2)N
≤ pir,N(F )e
2pir|t| |Im(φ−1(z))|
(1 + t2)N
≤ pir,N(F ) e
2pir|t|cjδ
(1 + t2)N
.
Let δ ≤ 1
1+|t| , then∣∣∣∣ ∂∂[φj(ω)](F (t) ◦ φ−1)(φ(ω))
∣∣∣∣ ≤ 12pi
∮
γ
|F (t)(φ−1(z))|
|ξ − φj(ω)|2 |dξ|
≤ 1
2piδ2
pir,N(F )
e2pir|t|cjδ
(1 + t2)N
∮
γ
|dξ|
=
1
δ
pir,N(F )e
2pir|t|cjδ
(1 + t2)N
≤ 1
δ
pir,N(F )e
2pircj
(1 + t2)N
.
For higher order derivatives we have,(
∂
∂[φj(ω)]
)k
(F (t) ◦ φ−1)(φ(ω)) = k!
2pii
∮
γ
F (t)(φ−1(z))
(ξ − φj(ω))k+1dξ,
and consequently we have the estimate∣∣∣∣∣
(
∂
∂[φj(ω)]
)k
(F (t) ◦ φ−1)(φ(ω))
∣∣∣∣∣ ≤ k!
(
1
δ
)k
pir,N(F )e
2pircj
(1 + t2)N
.
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For each j = 1, . . . , n we have the corresponding constants cj, set c := max
j
{cj}.
Hence for a differential operator Dαφ(ω) we have
∣∣Dαφ(ω)(F (t) ◦ φ−1)(φ(ω))∣∣ ≤ n∑
j=1
αj!
(
1
δ
)αj pir,N(F )e2pircj
(1 + t2)N
≤ nα!
(
1
δ
)|α|
pir,N(F )e
2pirc
(1 + t2)N
.
We see that by choosing N ≥ 1 we ensure that the desired integrability condition
is satisfied. We have shown that ϕ is a Schwartz function on R× Sn−1.
As t 7→ F (t, ω) is Schwartz and the Schwartz space is invariant under multipli-
cation by polynomials, we can differentiate inside the integral in(
d
dt
)k
ϕ(t, ω) =
∫
R
F (s, ω)
(
d
dt
)k
e2piistds.
We have as well, using the estimate from above, that
∣∣Dαω F (s, ω)(2piis)k∣∣ ≤ (2pi)k nα!(1δ
)|α|
e2pirc
sk
(1 + s2)N
pir,N(F ),
which is integrable in s for big enough N . Consequently,(
d
dt
)k
Dαω ϕ(t, ω) =
∫
R
Dαω F (s, ω)
(
d
dt
)k
e2piistds,
and we have the estimate,∣∣∣∣∣
(
d
dt
)k
Dαω ϕ(t, ω)
∣∣∣∣∣ ≤ (2pi)knα! e2pircδ|α|
∫
R
sk
(1 + s2)N
ds pir,N(F ).
This shows that |ϕ|k,Dω <∞ and that the mapping F 7→ ϕ is continuous.
By assumption, for any k ∈ N, k > 0,
(
d
dξ
)k
F (ξ, ω)|ξ=0 is a homogeneous
polynomial of degree k in ω1, . . . , ωn. Since∫
R
ϕ(t, ω)tkdt =
(
i
d
dt
)k
F (t, ω)|t=0,
ϕ satisfies the homogeneity condition. That ϕ is even follows again be a change of
variables. We have shown, ϕ is in DH,r(Ξ).
4.3.4 Remarks
Let S be the set of isotropic vectors in Cn. It was shown above that the map
C∗ × Sn−1C → Cn\S : (z, ω˜) 7→ zω˜ is a holomorphic two-to-one map. Note that S
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is closed23 and Cn \ S is dense in Cn.24 Let F be in O(Cn \ S). Then F can be
extended to an entire function on Cn. To see this, let z ∈ S. There is a sequence
zk in Cn \ S converging to z and {F (zk)} is a Cauchy sequence in C. As {zk}
is bounded and F is uniformly bounded over compacts, | limF (zk)| < ∞. Define
F (z) := limF (zk). Then F is well-defined25 and continuous on Cn. Consequently,
by Theorem 2.10, F is entire.
Let F be in P˜WZ2,Hr
(
C,O(Sn−1C )
)
, then, as observed in the above paragraph, F
extends to a holomorphic function on Cn, denote this extension by Ext(F ). Then
Ext(F ) is in PWr(Cn). It is clear that this mapping is injective and continuous.
Moreover, we have the following commutative diagram:
DH,r(Ξ)
Dr(Rn)
P˜WZ2,H2pir (C,O(Sn−1C ))
PW2pir(Cn)
FcR //
R−1

Ext
FcRn //
Since the Fourier transforms F cR and F cRn , as well as the inverse Radon transform
R−1, are linear topological isomorphisms between the function spaces indicated
in the diagram, it follows that the extension map, Ext, is a linear topological
isomorphism as well.
In the next chapter we shall make use of the inverse of this extension mapping,
which we denote by R˜. We will refer to it as a Radon type transform. Let us
re-draw the above diagram as follows:
Dr(Rn) DH,r(Ξ)
PW2pir(Cn) P˜WZ2,H2pir (C,O(Sn−1C ))
R //
FcRn

FcR

R˜ // (4.3.4)
For a function F in PW2pir(Cn) there is a unique function f in Dr(Rn) whose
Fourier-Laplace transform is F . Then following the arrows in the above diagram
we obtain for R˜F the following
R˜F (z, ω˜) = F cR(Rf)(z, ω˜) = F cRnf(zω˜) = F (zω˜).
23Observe that ξ = x + iy ∈ S iff ∑x2j = ∑ y2j and ∑xjyj = 0. Let {zk} be a Cauchy sequence in S. Then
it is Cauchy in Cn and hence converges to some z ∈ Cn. Write zk as ak + ibk and z as a + ib. Then the reals
sequences {akj }, {bkj } converge to aj , bj , respectively, and
∑
a2j = lim
∑
(akj )
2 = lim
∑
(bkj )
2 =
∑
b2j as well as∑
ajbj = lim
∑
akj b
k
j = 0.
24Let z = (z1, . . . , zn) ∈ S. Define zk := (z1 + 1k , . . . , zn + 1k ), then {zk → z} as k → ∞ and
∑
(zk)2j =∑
(zj +
1
k
)2 6= 0. So {zk} is a sequence in Cn \ S.
25Suppose there is another sequence {ξk} in Cn \ S converging to z, different from zk, and limF (ξk) = η 6=
υ = limF (zk). Then there exists an N ∈ N with |F (ξm) − F (zl)| ≥ d(η,υ)
2
for m, l > N . But |zm − zl| → 0 as
m, l→∞ contradicting the continuity of F .
69
Let us make another remark. Pick a function F in P˜WZ2,Hr
(
C,O(Sn−1C )
)
and
consider its restriction to the real sphere. Clearly F |Sn−1 is in PWZ2,Hr (C,S(Sn−1))
and this restriction map is injective. By the two Theorems 4.33 and 4.38, it is
also surjective. We note that results of this flavor have been obtained before in [2].
There a local Paley-Wiener theorem is considered, and the authors give necessary
and sufficient conditions for a function, which restricts analytically to the sphere
Sn−1 with n = 2, 3, to be in a classical Paley-Wiener space, PWr(Cn), for some
r > 0.
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Chapter 5
Extension of the Euclidean Paley-Wiener
Theorem to Projective Limits
In this chapter we extend our second description of the Fourier transform image
of Dr(Rn) to the projective limits of the spaces in consideration. In Section 5.1 we
recall the definition of an injective and projective limit. In the following Section 5.2
we discuss the extension of the classical Paley-Wiener theorem to the projective
limits, which is a consequence of a result by Cowling. And in the last Section 5.3
we then present the extension of our description to the projective limits of the
corresponding function spaces, which can also be interpreted as an extension to
the inductive limits of the underlying spaces.
5.1 Inductive and Projective Limits
Following the approach in [24], which is the main reference for the first part of
this section, we define inductive and projective limits by their universal mapping
properties. Then we look at these two limits in the category of vector spaces.
In the following, the index set may be uncountable.
Definition 5.1. Let C be a category1, (A,≤) a directed set2, and let {Sα}α∈A be a
family of objects in C. Suppose that for each α ≤ β there is a morphism φαβ in C,
φαβ : Sα → Sβ, such that
(a) φαα is the identity morphism for every α ∈ A,
(b) φαγ = φ
β
γ ◦ φαβ for any α ≤ β ≤ γ.
Then the pair ({Sα}α∈A, {φαβ}β≥α) is called an inductive or a direct system in
C indexed by A.
Definition 5.2. Let ({Sα}α∈A, {φαβ}β≥α) be an inductive system in C and let T be
an object in C. Fix an index δ ∈ A and a family of morphisms in C, {fα}α∈A,α≥δ,
where fα : Sα → T . Then the family {fα}α∈A,α≥δ is called compatible if for any
1A category C consists of the following three entities:
• A class ob(C), whose elements are called objects.
• A class hom(C), whose elements are called morphisms or maps or arrows. Each morphism φ has a unique
source object a and a target object b. The expression homC(a, b) denotes all morphisms from a to b.
• An associative binary operation ◦, called composition of morphisms, such that for any three objects a, b,
and c, we have
hom(a, b)× hom(b, c)→ hom(a, c) : (f, g) 7→ g ◦ f,
and such that for any object a, there exists a morphism ida : a→ a called the identity morphism for a,
satisfying that for every morphism f : b→ c, we have idc ◦ f = f = f ◦ idb.
2A directed set is a nonempty set A together with a reflexive and transitive binary relation ≤, with the
additional property that every pair of elements has an upper bound: For any a, b in A there exists an element c
in A such that a ≤ c and b ≤ c.
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α and β satisfying δ ≤ α ≤ β we have
fβ ◦ φαβ = fα.
Definition 5.3. Let ({Sα}α∈A, {φαβ}β≥α) be an inductive system in C, S an object
in C, and {φα}α∈A a family of morphisms in C such that whenever α ≤ β
φβ ◦ φαβ = φα.
Suppose that for every object T in C and for every compatible family of morphisms
{fα}α∈A,α≥δ in C from Sα to T , there is a unique morphism f from S to T in C
satisfying for all α ∈ A with α ≥ δ
f ◦ φα = fα.
Then the pair (S, {φα}α∈A) is called the inductive limit of the inductive sys-
tem ({Sα}α∈A, {φαβ}β≥α). The inductive limit is also called the direct limit or the
injective limit.
The inductive limit of ({Sα}α∈A, {φαβ}β≥α) is usually denoted by
(S, {φα}α∈A) = lim−→ ({Sα}α∈A, {φ
α
β}β≥α) or simply by S = lim−→Sα.
The morphism f is called the inductive or the direct limit of {fα}α∈A, de-
noted by f = lim−→ fα.
This definition is elucidated by the following commutative diagram. There the
horizontal arrows designate the inductive system and the solid arrows indicate its
inductive limit, the dotted arrows show a compatible family of morphisms and the
dashed arrow denotes the unique morphism, the inductive limit of the compatible
family {fα}.
Sα Sβ Sγ · · ·
S = lim−→Sα
T
φαβ //
φβγ // //
φα
33
φβ
44
φγ
77
fα
++
fβ
**
fγ
''
f=lim−→ fα

The concepts of a projective system and the projective or inverse limit
are dual to the concepts of an inductive system and the inductive limit: they are
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obtained by turning around all arrows in the definition of an inductive system,
compatible family of morphisms and the inductive limit. The following commu-
tative diagram illustrates the concepts of a projective system and the projective
limit.
Tα Tβ Tγ · · ·
T = lim←−Tα
S
oo ψ
β
α oo
ψγβ ooss
ψα
tt
ψβ
ww
ψγ
kk
gα
jj
gβ
gg
gγ
OO
g=lim←− gα
Here the horizontal arrows designate the projective system and the solid arrows
indicate its projective limit, the dotted arrows show a compatible family of mor-
phisms and the dashed arrow denotes the projective limit of the compatible family
{gα}, which is the unique morphism whose existence is guaranteed by the universal
mapping property of the projective limit.
In the category of vector spaces the inductive limit, (V, {φα}α∈A), of an inductive
system ({Vα}α∈A, {φαβ}β≥α) is constructed as follows. An element of the vector space
V is an equivalence class [v] of sets {(vα, α)} with vα ∈ Vα. Two elements (vα, α),
(vβ, β) are equivalent:(vα, α) ∼ (vβ, β), if there is a γ ∈ A, γ ≥ α, β such that
φαγ (vα) = φ
β
γ(vβ).
In other words, the equivalence relation is defined by the eventual behavior and
the inductive limit V is the disjoint union of Vα’s modulo the equivalence relation:
V = lim−→Vα =
∐
Vα/ ∼ .
The vector space operations on V are then given by
[v] + [w] = [vγ] + [wγ] = [vγ + wγ] and λ[v] = λ[vγ] = [λvγ].
And the linear maps φα : Vα → V are defined by
φα(vα) = [vγ], with vγ =
{
φαγ (vα) for γ ≥ α,
0Vγ otherwise.
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Example 5.4. Let k, l ∈ N, k ≥ l and denote by ilk the inclusion map from Rl
into Rk:
ilk : Rl ↪→ Rk : x 7→ (x, 0, . . . , 0).
Then the pair ({Rl}l∈N, {ilk}k≥l) is an inductive system. The equivalence class for
a vector x ∈ Rl with xl 6= 0 is
[x] = {(x, l), ((x, 0), l + 1), ((x, 0, 0), l + 2), . . . }
and R∞ := lim−→R
l =
∞∐
l=1
Rl/ ∼ ∼= {(x1, x2, . . . ) : all but finitely many xi = 0}.
The projective limit (V, {ψα}α∈A) of a projective system ({Vα}α∈A, {ψαβ}β≤α), in
the category of vector spaces, is a certain subgroup of the direct product of Vα’s:
V = lim←−Vα =
{
~v ∈
∏
α∈A
Vα : ψ
α
β (vα) = vβ for all β ≤ α
}
.
The linear maps ψα : V → Vα are the natural projections which pick out the α’s
component of the direct product for each α ∈ A:
ψα(~v) = vα.
The vector space operations on V are defined componentwise.
Example 5.5. Let k, l ∈ N, l ≥ k and denote by prlk the projection onto the first
k coordinates from Rl onto Rk:
prlk : Rl → Rk : (x1, . . . , xk, xk+1, . . . , xl) 7→ (x1, . . . , xk).
Then the pair ({Rl}l∈N, {prlk}k≤l) is a projective system. Let ~x be an element of
lim←−R
l, then ~x = (x1, x2, . . . ) with xk ∈ Rk and prlk(xl) = xk for all k ≤ l. Thus
the first k coordinates of xk+1 are equivalent to xk. Consequently, (x11, x
2
2, . . . ),
where xk = (xk1, x
k
2, . . . , x
k
k) ∈ Rk, represents ~x. So the projective limit of Rk’s is
isomorphic to the set of all infinite real sequences:
R∞ := lim←−R
l ∼= {(x1, x2, . . . )}.
The inductive limit in the category of topological vector spaces was discussed at
the beginning of this exposition3 and the spaces D(Rn) and PW(Cn) are examples
of a (strict) inductive limit of topological vector spaces. For the projective limit of
topological vector spaces see [33] and [39].
3See Definition 2.1.
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5.2 Extension of the Classical Paley-Wiener
Theorem to Projective Limits
The extension of the classical Paley-Wiener theorem to the projective limits of the
corresponding spaces of functions is a consequence of a result by Cowling.
Let k, l ∈ N, k ≥ l. View Rl as a subset of Rk via the inclusion map ilk:
ilk(Rl) = {(x1, . . . , xl, 0, . . . , 0) : xj ∈ R} ⊆ Rk.
Write Rk as a direct sum of Rl and (Rl)⊥: Rk = Rl⊕ (Rl)⊥. For f ∈ Dr(Rk), define
a map Ckl : Dr(Rk)→ Dr(Rl) by
Ckl (f)(x) :=
∫
(Rl)⊥
f(x, y)dy.
It is clear that Ckl maps into Dr(Rl) and it was shown by Cowling in [1] that Ckl
is a surjection. We have
Dr(Rk) Dr(Rl)
PW2pir(Ck) PW2pir(Cl)
Ckl //
FcRk

FcRl

We want a map between the classical Paley-Wiener spaces that will make this
diagram commute. This will be a simple restriction, which we denote by Rkl . To
see this, let F be in PW2pir(Ck), then there is a unique function f in Dr(Rk) whose
Fourier-Laplace transform is F . Let ξ ∈ Cl and let ξ˜ = (ξ, 0, . . . , 0) ∈ Ck, then
Rkl (F )(ξ) = F cRl(Ckl (f))(ξ)
=
∫
Rl
∫
(Rl)⊥
f(x, y)dy e−2piix·ξdx
=
∫
Rl
∫
(Rl)⊥
f(x, y)e−2pii(x,y)·(ξ,0,...,0)dydx
=
∫
Rk
f(s)e−2piis·ξ˜ds
= F (ξ˜) = F (ξ, 0, . . . , 0).
Thus we completed the above diagram to this commutative diagram:
Dr(Rk) Dr(Rl)
PW2pir(Ck) PW2pir(Cl)
Ckl //
FcRk

FcRl
Rkl // (5.2.1)
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Since F cRl is bijective, it follows that F cRl ◦ Ckl is surjective. We conclude that the
restriction map Rkl is surjective as well.
The pairs ({Dr(Rk)}k∈N, {Ckl }l≤k) and ({PW2pir(Ck)}k∈N, {Rkl }l≤k) are projec-
tive systems in the category of vector spaces. Denote the maps in the projective
limit of Dr(Rk) by C∞k and denote the maps in the projective limit of PW2pir(Ck)
by R∞k . Note that both families of maps {C∞k } and {R∞k } are surjective4. We have
Dr(Rk) Dr(Rk+1) · · ·
lim←−Dr(R
k)
PW2pir(Ck) PW2pir(Ck+1) · · ·
lim←−PW2pir(C
k)
oo
Ck+1k oo
Ck+2k+1
oo
Rk+1k oo
Rk+2k+1
FcRk

FcRk+1

ss
C∞k
vv
C∞k+1
kk
R∞k
hh
R∞k+1
Observe that the maps F cRk ◦ C∞k : lim←−Dr(R
k) → PW2pir(Ck) form a compatible
family of linear maps with respect to the projective system ({PW2pir(Ck)}, {Rkl }).
Thus by the universal mapping property of the projective limit there is a linear
map from lim←−Dr(R
k) to lim←−PW2pir(C
k), call it F∞, such that R∞k ◦F∞ = F cRk◦C∞k .
Since the maps F cRk ◦ C∞k and R∞k are surjective, it follows that the map F∞ is
surjective. Hence for any ~F ∈ lim←−PW2pir(C
k) there is an element ~f ∈ lim←−Dr(R
k)
with F∞(~f ) = ~F , where ~f = (f 1, f 2, . . . ) with fk ∈ Dr(Rk) and ~F = (F 1, F 2, . . . )
with F k ∈ PW2pir(Ck). Moreover,
F cRk(fk) = F cRk ◦ C∞k (~f ) = R∞k ◦ F∞(~f ) = F k
implies that
F∞(~f ) = (F cR1(f 1),F cR2(f 2), . . . ).
On the other hand, the family of maps F−1Rk ◦ R∞k : lim←−PW2pir(C
k) → Dr(Rk)
is compatible with respect to the projective family ({Dr(Rk)}k∈N, {Ckl }l≤k). By
the universal mapping property of the projective limit there is a linear map from
4Let fk ∈ Dr(Rk). For any l ≥ k, there is a function f l ∈ Dr(Rl) with Clk(f l) = fk. And for any m ≤ k, define
fm = Ckm(f
k). Then ~f := (f1, f2, . . . ) belongs to lim←−Dr(R
k) and C∞k (~f ) = f
k. Similar argument shows that the
maps R∞k are surjective as well.
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lim←−PW2pir(C
k) to lim←−Dr(R
k), call it F−1∞ , satisfying C∞k ◦ F−1∞ = F−1Rk ◦ R∞k . As
the maps F−1Rk ◦ R∞k and C∞k are surjective, we conclude that the map F−1∞ is
surjective. That is, for any ~f ∈ lim←−Dr(R
k) there is an element ~F ∈ lim←−PW2pir(C
k)
with F−1∞ (~F ) = ~f . From
fk = C∞k ◦ F−1∞ (~F ) = F−1Rk ◦R∞k (~F ) = F−1Rk (F k)
it follows that
F−1∞ (~F ) = (F−1R1 (F 1),F−1R2 (F 2), . . . ).
We see that F−1∞ ◦ F∞ = idlim←−Dr(Rk) and F∞ ◦ F
−1
∞ = idlim←−PW2pir(Ck). This shows
that F∞ and F−1∞ are inverses of each other. We obtain the following commutative
diagram
Dr(Rk) lim←−Dr(R
k)
PW2pir(Ck) lim←−PW2pir(C
k)
oo
C∞k
oo
R∞k
FcRk

F∞

where the vertical maps are isomorphisms. We interpret this diagram as an exten-
sion of the classical Paley-Wiener theorem to the projective limits of the function
spaces Dr(Rk) and PW2pir(Ck).
5.3 Extension of the Euclidean Paley-Wiener
Theorem to Projective Limits
In this section we extend our second description to the projective limits of the cor-
responding function spaces. To do this, we first extend the commutative diagram
(5.2.1) to a commutative cube by extending each side in (5.2.1) to a commutative
diagram using the Radon and Radon type transforms R and R˜.
We indicate with the subscript k by Rk the Radon transform on Rk and with the
superscript k by Ξk we indicate the k-dimensional product manifold R+0 × Sk−1.
We have the diagram
Dr(Rk) Dr(Rl)
DH,r(Ξk) DH,r(Ξl)
Ckl //
Rk

Rl

and wish to extend it to a commutative diagram. The map between the spaces
DH,r(Ξk) and DH,r(Ξl) that makes this diagram commute is a restriction map,
which we denote by rkl . To see this, let ϕ ∈ DH,r(Ξk). Then there is a unique
function f ∈ Dr(Rk) whose Radon transform is ϕ. Let p ∈ R+0 and ω ∈ Sl−1. We
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extend the hyperplane ξ(p, ω) in Rl to a hyperplane ξ˜(p, ω˜) in Rk by ξ˜(p, ω˜) =
ξ(p, ω) + (Rl)⊥.
Rl−1//
xlOO
(Rl)⊥

ξ(p,ω)

p
GG
~ω
GG
The distance of ξ˜ from the origin is p and the direction of ξ˜ is ω˜ = (ω, 0, . . . , 0).
We compute
rkl (ϕ)(p, ω) = r
k
l (Rkf)(p, ω)
= Rl(Ckl (f))(p, ω)
=
∫
ξ(p,ω)
∫
(Rl)⊥
f(x, y)dy dm(x)
=
∫
ξ˜(p,ω˜)
f(s) dm(s)
= Rk(f)(p, ω˜)
= ϕ(p, ω˜)
= ϕ(p, (ω, 0, . . . , 0)).
We completed the above diagram to the commutative diagram
Dr(Rk) Dr(Rl)
DH,r(Ξk) DH,r(Ξl)
Ckl //
Rk

Rl
rkl // (5.3.1)
As the Radon transform is an isomorphism, we deduce that the restriction map rkl
is surjective.
It remains to extend the diagram
PW2pir(Ck) PW2pir(Cl)
P˜WZ2,H2pir (C,O(Sk−1C )) P˜W
Z2,H
2pir (C,O(Sl−1C ))
Rkl //
R˜k

R˜l

to a commutative diagram. Here as well the needed map between the spaces
P˜WZ2,H2pir (C,O(Sk−1C )) and P˜W
Z2,H
2pir (C,O(Sl−1C )) works our to be a restriction map,
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which we denote by R˜kl . Let F˜ ∈ P˜W
Z2,H
2pir (C,O(Sk−1C )), there is an F ∈ PW2pir(Ck)
with F˜ (ξ, ω˜) = F (ξω˜). Let ξ ∈ C and ω˜ ∈ Sl−1C , then
R˜kl (F˜ )(ξ, ω˜) = R˜l(Rkl (F ))(ξ, ω˜)
= Rkl (F )(ξω˜)
= F (ξω˜, 0, . . . , 0)
= F (ξ(ω˜, 0, . . . , 0))
= F˜ (ξ, (ω˜, 0, . . . , 0)).
And we obtain
PW2pir(Ck) PW2pir(Cl)
P˜WZ2,H2pir (C,O(Sk−1C )) P˜W
Z2,H
2pir (C,O(Sl−1C ))
Rkl //
R˜k

R˜l

R˜kl // (5.3.2)
Again, as the map R˜k is a bijection, it follows that the restriction map R˜kl is
surjective.
Putting the two commutative diagrams we just worked out (5.3.1) and (5.3.2) to-
gether with the commutative diagrams (5.2.1) and (4.3.4), we obtain the following
commutative cube
Dr(Rk) Dr(Rl)
PW2pir(Ck) PW2pir(Cl)
DH,r(Ξk) DH,r(Ξl)
P˜WZ2,H2pir (C,O(Sk−1C )) P˜W
Z2,H
2pir (C,O(Sl−1C ))
Ckl //
FcRk

FcRl
Rkl //
rkl //
FcR

FcR

R˜kl //
Rk
$$
Rl
$$
R˜k
$$
R˜l
$$
The pairs ({DH,r(Ξk)}k∈N, {rkl }l≤k) and ({P˜W
Z2,H
2pir (C,O(Sl−1C ))}k∈N, {R˜kl }l≤k) are
projective systems. We denote the maps in the projective limit of the spaces
P˜WZ2,H2pir (C,O(Sl−1C )) by R˜∞k and the maps in the projective limit of the spaces
DH,r(Ξk) we denote by r∞k . As a consequence of the maps rkl and R˜kl being surjec-
tive, families of maps {r∞k } and {R˜∞k } are surjective. By an analogous argument
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as in the extension of the classical Paley-Wiener theorem to projective limits, we
obtain the commutative diagram:
DH,r(Ξk) lim←−DH,r(Ξ
k)
P˜WZ2,H2pir (C,O(Sk−1C )) lim←−P˜W
Z2,H
2pir (C,O(Sk−1C ))
oo
r∞k
oo
R˜∞k
FcR

F˜∞

with the vertical maps being isomorphisms. The mapping F˜∞ has the following
form, let ~ϕ = (ϕ1, ϕ2, . . . ) be in lim←−DH,r(Ξ
k), then
F˜∞(~ϕ) = (F cRϕ1,F cRϕ2, . . . ).
Similarly, the two remaining maps in our commutative cube, Rk and R˜k, extend
to mappings between the projective limits of the corresponding function spaces,
call this extensions R∞ and R˜∞. For a ~f = (f 1, f 2, . . . ) ∈ lim←−Dr(R
k)
R∞(~f) = (R1f 1,R2f 2, . . . ),
and for a ~F = (F 1, F 2, . . . ) in lim←−PW2pir(C
k)
R˜∞(~F ) = (R˜1F 1, R˜2F 2, . . . ).
Finally, as
F˜∞(R∞(~f)) = F˜∞(R1f 1,R2f 2, . . . )
= (F cR(R1f 1),F cR(R2f 2), . . . )
= (R˜1(F cR1f 1), R˜2(F cR2f 2), . . . )
= R˜∞(F cR1f 1,F cR2f 2, . . . )
= R˜∞(F∞)(~f),
we obtain the commutative diagram between the projective limits:
lim←−Dr(R
k) lim←−DH,r(Ξ
k)
lim←−PW2pir(C
k) lim←−P˜W
Z2,H
2pir (C,O(Sk−1C ))
R∞ //
F∞

F˜∞

R˜∞ //
where all the maps are bijections. The vertical arrows have a nice interpretation as
infinite dimensional Radon and Radon type transforms and horizontal arrows as
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infinite dimensional Fourier transforms. We interpret the composition of the maps
R∞ and F˜∞ as the extension of our second description to the projective limits:
F˜∞ ◦ R∞ : lim←−Dr(R
k)→ lim←−P˜W
Z2,H
2pir (C,O(Sk−1C )).
Because of the simple nature of the maps Rkl , r
k
l , and R˜
k
l , the projective limits
of the function spaces PW2pir(Ck),DH,r(Ξk), and P˜W
Z2,H
2pir (C,O(Sk−1C )) allow for
an interpretation as spaces of functions on the inductive limits of the underlying
spaces Ck,Ξk, and C × Sk−1C . Indeed, let ~ϕ = (ϕ1, ϕ2, . . . ) ∈ lim←−DH,r(Ξ
k). The
inductive limit of the spaces Ξk can be viewed as
lim−→Ξ
k = lim−→(R
+
0 × Sk−1)
= (
∐
R+0 × Sk−1)/ ∼
= R+0 × (
∐
Sk−1)/ ∼
= R+0 × lim−→S
k−1.
Let [ξ] ∈ lim−→Ξ
k, then [ξ] = (p, [ω]) with p ∈ R+0 and [ω] ∈ lim−→S
k−1. For some
l ∈ N, there is ωl ∈ Sl−1 with [ω] = [ωl]. Define
~ϕ([ξ]) := ϕl(p, ωl).
Suppose m > l, then ϕm(p, (ωl, 0, . . . , 0)) = rml (ϕ
m)(p, (ωl, 0, . . . , 0)) = ϕl(p, ωl).
This shows that ~ϕ([ξ]) is well-defined.
Similarly, let ~F = (F 1, F 2, . . . ) ∈ lim←−P˜W
Z2,H
2pir (C×Sk−1C ). Again, lim−→C×S
k−1
C =
C× lim−→S
k−1
C . For (ξ, [ω]) = (ξ, [ω
l]) ∈ lim−→C× S
k−1
C , define
~F (ξ, [ω]) := F l(ξ, [ωl]).
It is well-defined. Hence, in contrast to the extension of the classical Paley-Wiener
theorem, we can also interpret the extension of the Euclidean Paley-Wiener theo-
rem as an extension to the inductive limits of the underlying spaces.
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