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Abstract
We propose a new isotropic remeshing method, based on Centroidal Voronoi Tessellation (CVT). Constructing
CVT requires to repeatedly compute Restricted Voronoi Diagram (RVD), defined as the intersection between a
3D Voronoi diagram and an input mesh surface. Existing methods use some approximations of RVD. In this
paper, we introduce an efficient algorithm that computes RVD exactly and robustly. As a consequence, we achieve
better remeshing quality than approximation-based approaches, without sacrificing efficiency. Our method for
RVD computation uses a simple procedure and a kd-tree to quickly identify and compute the intersection of each
triangle face with its incident Voronoi cells. Its time complexity is O(m logn), where n is the number of seed points
and m is the number of triangles of the input mesh. Fast convergence of CVT is achieved using a quasi-Newton
method, which proved much faster than Lloyd’s iteration. Examples are presented to demonstrate the better quality
of remeshing results with our method than with the state-of-art approaches.
Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Line and curve generation
1. Introduction
Triangle mesh surfaces are commonly used for shape rep-
resentation in geometry modeling, physical simulation and
scientific visualization. Raw meshes from 3D digital scan-
ners, MRI or computer vision algorithms are often noisy and
may contain many degenerate triangles. Thus they are diffi-
cult to be used for subsequent geometric processing. Various
algorithms, based on mesh optimization [HDD∗93], simpli-
fication [HG97] and remeshing [AUGA08] have been pro-
posed to approximate a given raw mesh with another mesh
of better quality.
Isotropic remeshing receives much attention in the current
research on remeshing. An effective approach to isotropic
remeshing is based on Centroidal Voronoi Tessellation
(CVT) [DFG99]. Given an input mesh and a number of seed
points, or seeds, on the mesh, a CVT energy function is
minimized iteratively to yield an optimal distribution of the
seeds, and the dual of the Voronoi Diagram (VD) of these
seeds on the input mesh gives an isotropic triangle mesh.
The most difficult and time-consuming step in this ap-
proach is to compute a Voronoi diagram on a large and com-
plex mesh surface at each iteration. A Voronoi diagram on a
surface is naturally defined with geodesic distance, which re-
sults in a Geodesic Voronoi Diagram (GVD). The computa-
tion of an exact GVD is difficult and existing approximate al-
gorithms for GVD computation are time consuming [PC06].
By approximating the geodesic distance between two points
with their Euclidean distance in 3D space, an approximation
of GVD, called Restricted Voronoi Diagram (RVD) [ES97],
can be used instead. However, fast and exact computation
of RVD is also a non-trivial problem. To our knowledge, so
far no solution has been proposed that is both efficient and
exact. Existing algorithms compute different kinds of ap-
proximations to RVD, such as parameterization-based meth-
ods [ACDI05], discrete clustering techniques [VCP08] and
boundary super-sampling [ACSYD05].
In this paper, we propose a fast and exact RVD compu-
tation algorithm. The key to the improved efficiency of our
RVD computation is a new algorithm that computes the in-
tersection of triangle faces and their incident Voronoi cells
in a fast and robust manner. The input to RVD computation
is the set of triangle faces of the input mesh and the set of
the 3D Voronoi cells of the seed points; these seed points
are the vertices of the output mesh. The task is to identify
the Voronoi cells that overlap with each triangle face of the
input mesh and compute their intersection.
We use a kd-tree to speed up the search of Voronoi cells
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Figure 1: Restricted Voronoi diagram computation and isotropic remeshing of the Kitten model (274k faces, 10k seeds). (a)
Input mesh; (b) initial RVD; (c) optimized result (RCVT); (d) remeshing result.
overlapping each triangle face, and use a novel symbolic
polygon-clipping strategy to achieve simple and robust in-
tersection computation. The complexity of the algorithm is
O(m logn), where n is the number of seeds and m is the num-
ber of input triangles. Since we handle each triangle inde-
pendently, our algorithm does not require any connectivity
information of the input mesh. Our algorithm also scales up
well with large meshes.
Contribution: To summarize, our main contribution is
a practical remeshing framework based on existing theory
(constrained centroidal Voronoi tessellation, the topological
ball property and ε-sampling). The core of the framework is
a new efficient and exact algorithm for computing restricted
Voronoi diagrams. A key ingredient is our symbolic repre-
sentation, used by both exact predicates and topological test.
Our remeshing framework has the following advantages :
– Simplicity: The proposed cell-surface intersection algo-
rithm is easy to implement since only plane-polygon clip-
ping is required. There are less than 200 lines of code for the
RVD computation functions;
– Robustness: Our framework uses exact geometric predi-
cates, which ensures that the combinatorics of the RVD is
correct. We propose a new symbolic clipping algorithm, that
keeps track of relations of intersections with bisectors and
initial vertices. It is used both to implement exact predicates
and to ensure that the topology of the input surface is repro-
duced (The topological ball property [ES97]);
– Efficiency: Our method is fast. It computes the RVD of
a very large mesh within a reasonable time, e.g., it takes
only 2.1 seconds to compute RVD on the Kitten model (274k
faces) with 10k seeds (see Figure 1). The complete remesh-
ing process takes 228 seconds (67 iterations of RVD compu-
tation and Delaunay triangulation).
As an application, we present a new, efficient CVT based
isotropic remeshing framework built on top of our exact
RVD computation technique. The features and boundaries
are preserved in a unified framework. The topological cor-
rectness of the output mesh is checked consistently during
the optimization stage. The main advantage is the very well-
shaped triangles that we obtain, the smallest angle is around
30◦, compared with 2◦ obtained with previous works (see
the section on results). The smallest angle is vital to nu-
merical computations applied to the mesh, since this deter-
mines the conditioning of the FEM matrices [She02]. Fig-
ure 1 shows an example of RVDs and the remesh obtained
by our method.
1.1. Previous work
An exhaustive survey of remeshing techniques is out of the
scope of this paper. The reader is referred to [AUGA08]
for the survey of remeshing techniques, and the references
therein. We shall only review the type of methods based
on CVT [DFG99], where RVD computation on a 3D mesh
surface is the key problem. We will also mention De-
launay Refinement (see Section 2.3). We refer the reader
to [Aur91,OBSC00] for fundamental notions and many pre-
vious works on Voronoi diagram and Delaunay triangula-
tion.
From an intrinsic point of view, the Voronoi diagram
on a surface is defined using geodesic distance, result-
ing in geodesic Voronoi diagram (GVD). Kunze et al.
[KWR97] compute GVD on parametric surfaces. Peyré and
Cohen [PC06] propose an approximation of GVD on a mesh
surface using a discrete approximation of geodesic distance.
However, exact GVD computation is still a difficult problem
and the existing approximation algorithms are time consum-
ing, which are difficult to be used in realtime applications.
Mesh parameterization [AMD02, ACDI05] is another
technique for computing the CVT for mesh surfaces. The in-
put mesh is first parameterized onto a 2D domain. Then the
CVT is computed on the 2D parameter domain and the result
is lifted back to the 3D surface. A major drawback with the
parameterization-based remeshing approach is the need for
complex strategy to “stitch” parameterized charts together
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for a surface of high genus. Surazhsky et al. [SAG03] present
a local parameterization-based remeshing method that ex-
tends the work of [ACDI05] to deal with meshes with arbi-
trary genus. However, these methods still suffer from inac-
curacies caused by the distortions of the parametrization and
instabilities with poorly shaped triangles.
For tetrahedral meshing, Alliez et al. [ACSYD05] use
dense sample points to approximate a mesh surface and com-
pute a discrete RVD. Valette et al. [VCP08] compute an ap-
proximated RVD by clustering mesh triangles or vertices.
These methods are fast but the remeshing result may be poor
when the input mesh contains degenerate triangles.
2. Background
We will briefly introduce the preliminaries of the CVT-based
remeshing framework in this section.
2.1. Centroidal Voronoi tessellation
Given n distinct seed points (or seeds) X = {xi}ni=1 in R
N ,
the Voronoi Diagram of X in RN is defined as n Voronoi cells
C = {Ωi}ni=1, where
Ωi = {x ∈ RN | ‖x−xi‖ ≤ ‖x−x j‖,∀ j 6= i}.
The Voronoi cell Ωi is the intersection of a set of N-
dimensional half-spaces, delimited by oriented planes Qi =
{Pik}
ni
k=1, which are the bisecting planes of the Delaunay
edges incident to the seed xi.
Centroidal Voronoi tessellation, or CVT for short, is a spe-
cial kind of Voronoi tessellation such that each seed xi co-









where ρ(x) > 0 is a user-defined density function. When ρ
is constant, we get a uniform CVT.









2.2. Constrained CVT and Restricted CVT
For a compact surface S ⊂ R3 and a set of seeds X =
{xi}ni=1 ⊂ R
3, the restricted Voronoi diagram (RVD) on S
is denoted by R = {Ri}ni=1, where Ri is the restriction of
the Voronoi cell Ωi of xi on S, that is, Ri = Ωi ∩S [ES97].
We call Ri a restricted Voronoi cell (RVC) (see Figure 2).
As an extension of CVT, Du et al. [DGJ03] introduce the








Figure 2: Restricted Voronoi Cells (shrunk).
with the seeds X being constrained on S. For a CCVT, the






In practice we want to compute a CVT given by a minimizer
of this function instead of merely a critical point, which may
be a saddle point.
If we minimize the same energy function as in Equation
(3), but without constraining the seeds X, then we obtain
the so called Restricted CVT, or RCVT, because the Voronoi
domains are still restricted to be Ri on S. Both CCVT and
RCVT can be used to obtain an optimal tessellation of the
surface S, from which an isotropic dual triangle mesh can be
extracted. While CCVT is more suitable for a smooth sur-
face, RCVT is faster and more robust for remeshing a noisy,
irregular mesh surface.
Recently, Liu et al. [LWL∗09] show that the CVT en-
ergy function has C2 smoothness, and therefore they imple-
ment a quasi-Newton method, called limited-memory BFGS
method, or L-BFGS method [LN89], to minimize the CVT
function. They show that it converges much faster than
Lloyd’s method [Llo82]. We adopt this optimization method
to compute CCVT and RCVT. In our specific case, the key
to its successful application is the computation of the RVD,
which requires to compute the intersection between Voronoi
cells and triangle faces of the input mesh in each iteration
of the optimization. The main contribution of this paper is
to provide a simple and efficient solution to this problem,
thus making it practical to use CVT to obtain high-quality
remeshing of complex mesh surfaces. We show later a new
framework to efficiently compute both CCVT and RCVT.
2.3. Restricted Delaunay Triangulation, Validity
Once the CCVT or RCVT is computed, the triangulation can
be extracted, by considering the Restricted Delaunay Tri-
angulation (RDT), that is to say the dual of the RVD. The
RDT is a simplicial complex with one vertex associated to
each cell of the RVD, one edge associated to each couple
of RVD cells that share an edge, and one triangle associated
to each triple of RVD cells that share a vertex [ES97]. We
need to check whether the RDT is valid. By being valid, we
mean that the RDT needs to be homeomorphic to the initial
surface S. Two theorems give sufficient conditions. The first
one characterizes the remeshing from a combinatorial point
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of view, and the second one characterizes the density of the
sampling needed to capture the topology of S.
Theorem 1: Topological Ball Property [ES97]. If the in-
tersection between each k-dimensional Voronoi face and S is
a k−1 topological ball (Topological Ball Property), then the
Restricted Delaunay Triangulation is homeomorphic to S .
Theorem 2: ε-sampling [AB99]. If for each point p of the
surface S there is a sample of X at a distance of p smaller
than ε× l f s(p), where ε < 0.3 and where l f s denotes the
local feature size (i.e. distance to the medial axis), then X
has the topological ball property, and therefore the restricted
Delaunay triangulation of X is homeomorphic to S.
The notion of ε-sampling was later generalized to a wider
class of objects, i.e. piecewise-smooth surfaces [BO06], by
defining a generalization of l f s (Lipschitz radius).
In the context of surface reconstruction, the surface is un-
known, and the conditions of Theorem 1 cannot be checked
directly. For this reason, Theorem 2 is widely used by these
methods [ABK98]. In contrast, in remeshing, the surface is
known, allowing to check the precondition of both theorems.
As such, Delaunay refinement methods [CDR07] use a com-
bination of topological tests (Theorem 1) and geometric tests
(Theorem 2) to iteratively insert vertices in the zones that
do not meet the requirements to ensure a homeomorphic re-
construction. In [CDL07], a practical algorithm is proposed,
that only requires to compute intersection between Voronoi
edges and the surface.
In this paper, we are interested in the so-called variational
approaches [ACSYD05], where 3D Lloyd relaxation (or a
variant) is applied with a density function ρ computed from
an approximation of l f s. In our context of surface remesh-
ing, this idea naturally leads to define the density function
ρ(p) = 1/l f s(p)2, to make the density of seeds match re-
quirements of Theorem 2. However, in the variational set-
ting, this strategy is in practice not sufficient for ensur-
ing the validity of the result for the following two reasons.
First, the density function uses an approximation of l f s, that
may be not accurate enough, and second, more importantly,
weighting Lloyd’s energy with the density ρ tends to meet
the ε-sampling criterion but does not ensure that it is sat-
isfied. However, in our case, since we exactly compute the
Restricted Voronoi Diagram, the topology of the restricted
Voronoi cells is known exactly, thus we can use Theorem
1 to detect incorrect cells and iteratively insert new vertices
where needed (see Section 4.4 further).
2.4. Algorithm overview
We propose a complete remeshing framework that uses the
L-BFGS method [LWL∗09] to minimize the CVT energy
function. Since in CCVT the seeds need to be constrained
on the surface S, directly minimizing the CCVT energy is
a difficult problem, especially for noisy models or irregu-
lar meshes output from computer vision algorithms. Further-
more, to satisfy the seed constraint, in each iteration of op-
timization extra computation is needed to project updated
seeds back onto the surface S. For these reasons, we start
by computing an RCVT on S to provide a very good initial-
ization that matches the overall desired vertex distribution
of CCVT. Then, as explained in Section 4.3, we switch to
CCVT optimization, which converges with a small number
of iterations due to the good initialization. Our experiments
have demonstrated the efficiency of this simple strategy.
The remainder of the paper is organized as follows. We
will introduce a novel RVD computation algorithm in Sec-
tion 3. The complete isotropic remeshing framework based
on the exact RVD computation is described in Section 4. Ex-
perimental results are presented in Section 5 and conclusions
are drawn in Section 6.
3. RVD computation
Suppose that the input mesh surface S is represented by a
set of triangles {t j}mj=1. The RVD of the seeds X = {xi}
n
i=1
on S is the intersection between the Voronoi diagram and
S. For each Ωi this intersection is the union of the inter-
sections between Ωi and all the triangles of S, i.e. , Ri =
Ωi ∩S = ∪t j∈S{Ωi ∩ t j}. Since both Ωi and triangle t j are
convex, their intersection is a convex polygon, if any. Trian-
gles shared by different Voronoi cells need to be split along
the bisecting planes of these cells.
Checking all pairs of Voronoi cells and mesh facets would
take O(mn) time, where n and m are the number of seeds
and the number of triangles, respectively. We developed a
more efficient algorithm with the following ideas. We pro-
cess all triangle faces one by one. For each triangle, we use
a pre-computed kd-tree and the Voronoi diagram to quickly
identify the incident Voronoi cells of the triangle. An inci-
dent cell of a triangle is a cell that intersects or contains the
triangle.
3.1. Outline
The main flow of the RVD computation is as follows. Firstly,
a kd-tree is built for all the seeds X, and a Delaunay triangu-
lation of these seeds is constructed to build the Voronoi cells
{Ωi}ni=1. A Voronoi cell Ωi is represented by its bounding
planes Qi = {Pik}.
For each triangle face t j, we use the kd-tree to find the
closest seed x̃ to the centroid of t j. Clearly, the Voronoi cell
Ω̃ of x̃ has nonempty intersection with t j,i.e. Ω̃ is an incident
cell of t j. In the following, we first explain the cell-triangle
intersection algorithm in Section 3.2 and then we introduce
the traversing algorithm to identify all the incident Voronoi
cells of a triangle t j in Section 3.3.
3.2. Cell-triangle intersection
To construct the restricted Voronoi cells, or RVCs for short
(Figure 2), we need to compute the intersection of a Voronoi
cell Ωi and a triangle t j of S. This is done by clipping t j
against all the bounding planes Pk of Ωi. This procedure is
similar to the clipping algorithm in [SH74]. In addition, we
submitted to Eurographics Symposium on Geometry Processing (2009)
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keep track of the defining equations of each vertex v gener-
ated by the algorithm, as functions of the vertices q j of the
original surface and the vertices xi of the remesh, since each
vertex v is the intersection of three planes. This additional
symbolic information will be used twice, i.e. by our exact
predicates (Section 3.4) and by our topology control method
(Section 4.4).
These planes are either facets of the original surface or
bisectors of the Delaunay triangulation.
There are three possible configurations (see the small fig-
ure on the right):
Type A: v is a vertex of the original surface;
Type B: v is the intersection between an edge of the original
surface (i.e. two facets) and a bisector of two seeds xi, x j;
Type C: v is the intersection between a facet of the original
surface and two bisectors xi,x j and xi,xk.
In our implementation, this
information is encoded as a
set Symv = {k1,k2,k3} of
three integers attached to
each vertex v. A positive in-
teger k corresponds to the
Delaunay bisector of [x1,xk],
where x1 denotes the current
Delaunay vertex (we are cur-
rently clipping S by Ω(x1) )
and a negative integer k cor-
responds to the (−k)th facet of the original mesh.
The intersection v between the edge [v1,v2] and bisector
[x1,xk] is computed symbolically as follows :
Symv = Symv1 ∩Symv2 ∪{k}
Note that a configuration of type 3 may be degenerate if two
bisectors intersect exactly on a vertex or on an edge of the
original surface. In this case, we represent the vertex by the
intersection of the two bisectors and one of the facets inci-
dent to the vertex (resp. edge), i.e. configuration 3. With this
convention, the sets Sym are of fixed size (3 elements), and
sets intersection are computed in constant time. This also
preserves the sets of bisectors, relevant to compute the Re-
stricted Delaunay Triangulation (Section 4.4).
3.3. Clipping by incident cells
We use an FIFO queue Q to facilitate the intersect compu-
tation of an input triangle t j with all its incident cells. We
assign a boolean flag to each cell for recording whether this
cell has been intersected with triangle t j. The flag of each
cell is set to f alse at the beginning of the algorithm.
The queue Q is initialized by the nearest seed x̃ of t j.
While Q is not empty, the seed in the front of Q is popped
out, denoted as xt , we compute the intersection of Voronoi
cell Ωt of xt and t j . During the intersection process, if a
bounding plane of Ωt has intersection with the current in-
tersected polygon, we push the opposite seed of xt into the
queue if the opposite seed’s intersection flag is f alse. Each
time after intersection, the intersection flag of xt is set to true
and the resulted intersected polygon is associated to the re-
stricted Voronoi diagram of Rt . This procedure is repeated
until Q becomes empty. Figure 3 demonstrates the process
of clipping a triangle with its three incident Voronoi cells.
After processing a triangle, the flags of the incident cells are









(a) (b) (c) (d)
Figure 3: (a) The dashed triangle is a Delaunay triangle
formed by three seeds and the blue triangle t j is an input
triangle. (b) Clip t j against x1’s Voronoi cell Ω1, vertex v
is the intersection between [q1,q2] and bisector [x1,x3]; (c),
(d) propagation to Ω2 and Ω3.
3.4. Exact predicates
To compute RVD with certified combinatorics, we need the
predicate side(x1,x2,v) that returns the side of point v with
respect to the bisector of [x1,x2] where v is a vertex of the
RVD and where x1 and x2 are Delaunay vertices (seeds).
At first sight, it seems impossible to use exact predicates,
because we keep computing intersections between segments
and planes, where the extremities of the segments can be the
result of previous intersections. However, we can use our
symbolic information, that relates all vertices v computed
by the algorithm to the data (original mesh vertices q j and
Delaunay vertices xi). The three possible configurations for
a vertex v (see Section 3.2) yield three versions of the pred-
icate side(x1,x2,v):
Case A : v is directly given, in other words v is a vertex q of the
surface S, and Symv contains only negative IDs). side(x1,x2,v) =
sideA(x1,x2,q);
Case B : v is the intersection between a bisector and an edge of
the surface S. Symv has a positive ID → x3 and two nega-
tive IDs → q1,q2 that corresponds to an edge of the facet t,
q1,q2 are vertices of the edge (see Figure 3(b)). side(x1,x2,v) =
sideB(x1,x2,x3,q1,q2), where v = bisector(x1,x3)∩ [q1,q2];
Case C : v is the intersection between two bisectors and a facet
of the surface S. Symv has two positive IDs → x3,x4 and one
negative ID that corresponds to a facet t. q1,q2,q3 are facet t’s
vertices. side(x1,x2,v) = sideC(x1,x2,x3,x4,q1,q2,q3), where
v = bisector(x1,x3)∩bisector(x1,x4)∩ plane(q1,q2,q3).
sideA, sideB, sideC are rational fractions of low-degree
(resp. 2, 4/2 and 6/4). To evaluate a predicate, we evaluate
the sign of the numerator and denominator separately, and
use a hierarchy of filters (almost static, interval arithmetics
then MP_Float) to speed-up the evaluation. Our implementa-
tion is done in CGAL (http://www.cgal.org/) using
Meyer and Pion’s FPG predicate generator [MP08].
submitted to Eurographics Symposium on Geometry Processing (2009)
6 D-M Yan et al. / Isotropic Remeshing with Fast and Exact Computationof Restricted Voronoi Diagram
4. Isotropic remeshing
The CVT-based remeshing framework includes initializa-
tion, optimization and final mesh extraction. In this section,
we explain each of these components.
4.1. Initialization
Good distribution of initial seeds can help saving much time
in optimization. For an isotropic mesh with constant den-
sity, a user-specified number of initial seeds X are generated
on S with a uniform random distribution according to sur-
face areas. If a density function ρ(x) is specified, then the
initial seed should be distributed on S with the probability






ρ(x)dσ, which is eas-
ily derived from the equilibrium of CVT energy values of
all Voronoi cells in a CVT [DFG99]. A natural choice for ρ,
suggested by the ε-sampling criterion (Theorem 1) is to use
ρ(x) = 1/l f s(x)2. As done in [ACSYD05], we compute the
poles [AB99] of an initial sampling of the surface, and use
the distance to the nearest pole as an approximation of l f s.
4.2. Optimization
We use the L-BFGS based CVT computation, presented in
[LWL∗09], to optimize the seeds. L-BFGS requires gradi-
ents to estimate an approximate inverse Hessian for seed up-
dates. We first explain this computation for a surface without
features or boundaries. With RCVT (i.e. restricted CVT), the
gradient of CVT energy is [IMO84]:
∂F
∂xi














Here the tk are the clipped polygons within the restricted
Voronoi region Ri ⊂ S. To integrate this function, a poly-
gon is split into triangles by simply connect one vertex with
other non-connected vertices. The density function ρ(x) in a
triangle is defined by linear interpolation of its values at the
vertices of the triangle.
When minimizing the CCVT (i.e. constrained CVT),
since the seeds are constrained on the input surface S, the
gradient need to be constrained within the tangent space of
















∂xi is computed as in Equation (5).
Once the gradient is available, the L-BFGS method will
perform one iteration to update all the seeds. The details of
its update formula can be found in [LN89] or [LWL∗09].
Once the updated seeds are available, we compute the RVD
of the seeds using the algorithm described in Section 3. This
process is repeated until convergence.
4.3. Feature preservation
The features of the input mesh S, including boundary curves,
creases, and corners, are first identified, either automatically
by some other algorithm or manually by the user. We will
refer to both creases and boundary curves as feature curves.
The feature curves are represented by a set of line segments,
called feature edges. The vertices that have more than two
incident feature edges, as well as tips, darts and cusps are
considered as corner vertices, which will be used as corner
seeds and not be updated by optimization. The Voronoi cell
of a corner seed contributes a CVT energy term. However,
since a corner seed is not to be updated, it will not be treated
as a variable.
The key to preserving feature curves while ensuring a high
quality remeshing result is to determine how many seeds
should be allocated to each feature curve. We use a two-stage
strategy for this task. We first compute an (unconstrained)
Restricted Centroidal Voronoi Tessellation without consid-
ering the feature curves to obtain an optimal distribution
of a prescribed number of seeds across S. Once the RCVT
has converged, the seeds whose Voronoi cells contain a fea-
ture curve are snapped onto the feature curve and become
feature seeds. Then, we switch to (constrained) CCVT, ex-
plained in the previous section. In addition to projecting the
seeds onto the surface and constraining their gradient in the
tangent plane (Equation 7), we project each updated feature
seed onto the nearest point of the feature curve C at each iter-
ation. The gradient of a feature xi is restricted to the tangent












where T(xi) is the unit tangent vector of the feature curve at
xi, and ∂F∂xi is computed by Equation (5).
The above way of defining features seeds is slightly differ-
ent from the method in [ACDI05], which does not optimize
the feature seeds anymore after first running a 1-D CVT on
feature curves. In contrast, our method continues to optimize
the feature seeds throughout the entire CVT optimization to
achieve better results.
4.4. Final mesh extraction
Restricted Delaunay triangulation After the optimization,
the final mesh is extracted as the restricted Delaunay triangu-
lation (RDT) (see Section 2.3). In our case, the RDT can be
determined combinatorially, from the symbolic information
computed in Section 3.2. When we compute the restricted
Voronoi cell associated to each vertex xi, we detect the RDT
faces as follows :
– if an RVD vertex v is on two bisectors xi,x j and xi,xk, i.e.
Symv has two positive IDs (i, j), then (xi,x j,xk) is a triangle
of the RDT;
– if a RVD vertex v is on one bisector xi,x j, i.e. Symv has
one positive ID j, then (xi,x j) is an edge of the RDT;
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– the vertices of the RDT are the xi’s.
Topological ball property - topology control In addition,
we check the validity of the remesh, that is to say we en-
sure that the RVD satisfies the Topological Ball Property. To
do so, we compute the Euler-Poincaré characteristic of the
RVCs, their number of connected components and number
of borders to check whether they are topological discs. The
symbolic information of the vertices is used as a unique iden-
tifier. Similarly we compute the number of components and
number of extremities of the Restricted Voronoi edges, and
we check that each Voronoi edge intersects the surface S at a
single point. All these tests are purely combinatorial. How-
ever, they are computationally expensive. For this reason, we
also use simpler tests, that detect duplicated Delaunay trian-
gles (which is equivalent to the uniqueness of the Voronoi
edge / surface intersection), non-manifold Delaunay edges
(connected to less than 1 or more than 2 triangles) and iso-
lated Delaunay vertices. These RDT manifoldness tests are
all implemented using tables, indexed by the symbolic in-
formation (indices). This may miss configurations where a
small connected component of S is completely included in
a single Voronoi cell. For this reason, the more expensive
Topological Ball Property test is applied if the RDT mani-
foldness test succeeds (RDT manifoldness is used as a filter
for the Topological Ball Property test).
Figure 4: Interleaved topology control / optimization.
As shown in Figure 4, we use these topological tests in an
interleaved Lloyd optimization / topology control scheme.
In this example, we started with 4 vertices (Figure 4-A). Ev-
ery 30 iterations, topology is checked. Non-manifold Delau-
nay simplices are detected (shown in red in the figure). Then
we generate additional vertices, two vertices for each non-
manifold Delaunay triangle, shifted above and below the
center of the triangle along the normal, and three vertices
for each non-manifold Delaunay edge, shifted from three di-
rections that radiate around the center of the edge. In Figure
(4-B) and (4-C), the handles are sampled by non-manifold
edges, that correspond to cylindrical RVCs (they violate the
Topological Ball Property). In Figure (4-D), they are sam-
pled by “plates” of non-manifold Delaunay triangles. They
correspond to RVCs that have two connected components
(which also violate the Topological Ball Property). These tri-
angles appear twice in the triangulation, once for each orien-
tation. Finally, in Figure (4-E), after 4 iterations of topology
control, the topology of the object is fully recovered.
5. Experimental results
In this section, we present experimental results of the pre-
sented RVD computation algorithm and isotropic remeshing
framework. We use CGAL to compute Delaunay triangula-
tion and use the ANN library [MA97] to build the kd-tree.
All the experiments were conducted on a laptop PC with a
2.2 GHz Intel Duo-Core processor and 2GB memory.
#Seed











#Seed vs time of DT 
#Seed vs time of RVD
We now evaluate the performance of our RVD compu-
tation algorithm. We used an input model (Bunny) with 5k
faces. We test our algorithm with different numbers of seeds,
from 10 to 1 million, sampled on the surface. From the tim-
ing curves, we see that our method for RVD is about as fast
as computing the Delaunay triangulation of the seeds.
Quality measurements. We use the criteria in [FB97] to
measure the remeshing quality (see Table 1 and 2). The qual-
ity of a triangle is measured by Qt = 6√3
St
ptht , where St is the
area of t, pt the half-perimeter of t and ht the the longest
edge length of t. Qmin is the minimal quality of a triangle
and Qave is the average triangle quality. θmin is the smallest
angle of the minimal angles of all triangles and θmin,ave is
the average of minimal angles of all triangles. θ < 30◦ is the
percentage of triangles with its minimal angle smaller than
30◦.
Models with features. Figure 5 shows two examples of ap-
plying our remeshing method to meshes with sharp features.
The Fandisk model has 13k facets and is down-sampled with
3k seeds, and the Joint model has 446 facets and is up-
sampled with 3k seeds. Measurements of meshing qualities
of these models are listed in Table 1.
Irregular or noisy models. Figure 6 shows the uniform
remeshing of the Dancer model output from a visual hull
algorithm. This model contains many badly shaped trian-
gles, which are narrow and long. Our method is also ro-
bust for meshes with important noise, as shown in Figure 7.
Here only RCVT is used, since the roughness of the in-
put mesh makes the gradient evaluation of CCVT unreli-
able. Remeshing of noisy models is very challenging for
parameterization-based method due to the severe local met-
ric distortion. To our knowledge, no parameterization-based
method is able to handle such noisy models. Our remeshing
result here is also better than the clustering-based approach,
as shown in Figure 7 and Table 2.
Comparison. Compared with the parameterization-based
methods [ACDI05, SAG03], our method avoids the inaccu-
racy due to the approximation and metric distortion in pa-
rameterization, as well as the need to stitch together local
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Figure 5: Uniform CVT and remeshing results of models
with shape features. Top: The Fandisk model (13k faces, 3k
seeds). It takes 100 iterations and 40 seconds; Bottom: the
Joint model (446 faces, 3k seeds), it takes 119 iterations and
49 seconds.
Figure 6: Uniform remeshing of Dancer model (13.7k faces,
10k seeds), 51 iterations in 56.7 s.
charts for a complex surface. Table 2 compares our results
with several existing remeshing techniques on various mod-
els. The elk model has 10k facets and 5k vertices and it was
up-sampled to 31.1k vertices (Figure 8). The David model
has 700k facets and 350k vertices and it was down-sampled
to 100k vertices. As can be seen, our method generates better
remeshing results than all the other approaches, especially
in terms of Qmin and θmin. These two quality measures are
Model Qmin Qave θmin θmin,ave θ < 30
◦
Fandisk 0.541 0.897 24.35 51.68 6.04× 10−4
Joint 0.585 0.913 31.89 52.88 0
Dancer 0.604 0.919 30.81 53.22 0
Table 1: Meshing quality of models with sharp features or
boundaries and models output from computer vision algo-
rithms.
(a) (b) (c)
Figure 7: Uniform remeshing results of the noisy Ball Joint
(68.5k faces, 10k seeds). (a) input mesh; (b) remeshing re-
sult of [VCP08]; and (c) our result (259 iterations using 386
seconds). The quality comparison is given in Table 2.
especially important, since they define the condition num-
ber of numerical methods applied to the mesh [DWZ09].
The high quality of our results is due to the exact computa-
tion of restricted Voronoi diagram directly on mesh surfaces.
Compared with the clustering-based approach [VCP08], our
method is robust to irregular sampled or noisy input meshes,
whereas clustering-based methods are highly dependent on
the quality of the input mesh. In contrast, our method works
well even when many Voronoi cells are entirely included in
an initial triangle (Figure 8). Compared with Delaunay re-
finement [CDL07], as shown in Figure 9 and in Table 2,
since our method optimizes all the vertices simultaneously,
it generates a mesh of higher quality.
6. Conclusion
We have presented a CVT based remeshing algorithm. The
key contribution is a new efficient technique for computing
exact RVD on 3D mesh surfaces. Combined with the new
L-BFGS based optimization technique, our remeshing algo-
rithm is robust and efficient for large meshes, and achieves
high quality remeshing results.
Limitations and future work. A benefit of our approach as
compared to Delaunay refinement is that all vertices are si-
multaneously optimized, which gives more degrees of free-
dom and generates triangles of high quality (see the com-
parison with [CDL07] in Figure 9). However, unlike De-
launay refinement, our strategy to check for the Topologi-
cal Ball Property and iteratively insert new vertices is not
guaranteed to terminate. One may switch to Delaunay re-
finement in the case where our algorithm does not terminate
after a certain number of iterations. We did not encounter any
problem in practice, even with difficult models (flat elephant
submitted to Eurographics Symposium on Geometry Processing (2009)
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Model Qmin Qave θmin θmin,ave θ < 30
◦ Mean(%bb) RMS(%bb)
David [SAG03] 0.027 0.91 0.92 52.9 0.41 0.062 0.07
David [VCP08] 0.013 0.80 0.85 45.2 1.2 2.35× 10−3 3.7× 10−3
David [ours] 0.544 0.933 28.46 54.37 3.33× 10−6 8.1× 10−3 0.012
Elk [SAG03] 0.092 0.929 4.72 54.12 0.074 0.034 0.049
Elk [VCP08] 0 0.782 0 43.24 2.445 0.002 0.005
Elk [BH96] 0.285 0.908 16.96 51.94 4.65× 10−5 0.021 0.03
Elk [ours] 0.635 0.932 36.46 54.41 0 0.006 0.012
Balljoint [VCP08] 0.105 0.78 5.97 43.01 2.379 0.154 0.174
Balljoint [ours] 0.47 0.86 26.0 48.83 3.25× 10−4 0.166 0.184
Homer [CDL07] 0.08 0.79 2.79 42.98 0.018 0.081 0.099
Homer [ours] 0.536 0.536 26.0 48.83 1.1× 10−4 0.029 0.035
Table 2: Comparison of remeshing qualities. Mean(%bb) and RMS(%bb) are the mean and RMS Hausdorff error between the
input mesh and output mesh, divided by the diagonal of the bounding box of the input mesh.
(a) (b) (c) (d) (e) (f)
Figure 8: Comparison of remeshing results (10.4k faces, 31.1k seeds). (a) Input Elk model; (b) [VCP08]; (c) [SAG03];
(d) [BH96]; (e) ours (48 iterations using 132 seconds); (f) RVD of our method.
(a) (b)
Figure 9: (a) The remesh result of DELPSC [CDL07], with
required minimal angle as 30◦, DELPSC produces 7,588
seeds and θmin = 2.79◦; (b) our result, with the same num-
ber of vertices and ρ = 1/l f s2. We obtain θmin = 26◦. The
quality comparison is given in Table 2.
ears and thin tail in Figure 10, David’s hair in Figure 11).
However, designing an algorithm that shares both proper-
ties (global optimization and termination guarantees) is still
an open problem. As suggested in [ACSYD05], designing
remeshing algorithms with certified minimum angle is also
a research topic.
Figure 10: Topology control. (a) Input mesh; (b) red tri-
angles (ears) and edges (tail) violate the topological ball
property; (c) final result, homeomorphic to the initial mesh.
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Figure 11: Remeshed David, density ρ = 1/l f s2.
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