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CONCENTRATION OF BROADCAST MODELS ON TREES
CHRISTOPHER SHRIVER
Abstract. An inequality of K. Marton [15] shows that the joint distribution of a Markov
chain with uniformly contracting transition kernels exhibits concentration. We prove an
analogous inequality for broadcast models on finite trees. We use this inequality to develop
a condition for the sequence of depth-k marginals of a broadcast model on a rooted infinite
tree to form a normal Le´vy family in terms of the Lipschitz constants of the transition
kernels and the growth rate of the tree.
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2 CHRISTOPHER SHRIVER
1. Introduction and Main Results
Let H be a Polish metric space of diameter at most 1. We give the product space H n
the normalized Hamming metric
d(x, y) :=
1
n
n∑
i=1
d(xi, yi).
We denote the space of Borel probability measures on H n by Prob(H n) and define on
this space the transportation metric
d¯(µ, ν) = inf
λ
∫
(H n)2
d(x, y) dλ(x, y)
where the infimum is over couplings of µ and ν (see [6] Section 11.8). We also define the
relative entropy between µ, ν ∈ Prob(H n) by
D(µ‖ν) =
∫
log
dµ
dν
dµ
when µ ν; otherwise we set D(µ‖ν) = +∞ (see [4] for the discrete case or [5] Appendix
D.3 for the continuous version used here).
A concentration inequality due to McDiarmid (Theorem 3.1 in [16]) implies that if ν is a
product probability measure on H n then for any 1-Lipschitz f : H n → R with ∫ f dν = 0
we have
ν{f > λ} ≤ e−2λ2n for all λ > 0.
This can be viewed as a quantitative refinement of the weak law of large numbers. Later,
Marton [15] showed that if ν ∈ Prob(H n) is the joint distribution of a Markov chain
(X1, . . . , Xn) taking values in H then
d¯(µ, ν) ≤ 1
a
√
1
2n
D(µ‖ν) for all µ ∈ Prob(H n)
where a ∈ (0, 1] is a measure of contractivity of the Markov kernels.
These results have very different statements and proofs; McDiarmid’s inequality is proven
by bounding the exponential moments
∫
eλf dν, while Marton’s proof uses a coupling argu-
ment and makes no mention of Lipschitz functions. However, a later result of Bobkov and
Go¨tze (Theorem 1.3 of [2]) shows that a transportation-entropy inequality such as Mar-
ton’s is equivalent to an exponential moment bound of the form used to prove McDiarmid’s
inequality; therefore in retrospect we can view Marton’s inequality as a generalization of
McDiarmid’s.
In the present paper we generalize this inequality further to broadcast models on trees.
Here, an H -valued broadcast model indexed by a finite rooted tree T = (V,E) is a fam-
ily of H -valued random variables (Xv)v∈V such that if v ∈ V is a vertex with children
w1, . . . , wk then Xw1 , . . . , Xwk are conditionally independent given Xv and their distribu-
tions are determined by the value of Xv. We call the joint distribution ν ∈ Prob(H V ) a
Markov measure indexed by T . See Section 2.2 for a more precise definition.
CONCENTRATION OF BROADCAST MODELS ON TREES 3
Broadcast models are natural models for processes such as communications networks
or phylogenetic trees, where information originates at a root node and is distributed from
each node to its children with some probability of error. The term “broadcast model” is
also often used to refer to the special case where H = {0, 1} and each “bit” Xv is equal
to the bit at the parent of v with probability 1 − p and is equal to the opposite bit with
probability p. In the present paper we refer to this case as the Ising model; see Section 5.
Our main result is stated precisely as follows:
Theorem 1. Let T = (V,E) be a tree with n vertices, and let ν be aH -valued Markov mea-
sure indexed by T with b-Lipschitz transition kernels. Then for any 1-Lipschitz f : H V → R
with
∫
f dν = 0 we have ∫
enλf dν ≤ eλ2∆2/8,
where ∆ is a function of b and T defined in Section 2.3 below. Equivalently,
d¯(µ, ν) ≤ ∆
n
√
1
2
D(µ‖ν)
for all µ ∈ Prob(H V ).
The tail bound resulting from Theorem 1 via the exponential moment method is
ν
{∣∣f − ∫ f dν∣∣ > ε} ≤ 2e−2n2ε2/∆2 ∀f ∈ Lip1 (H V ).
McDiarmid and Marton’s inequalities can be recovered as special cases of Theorem 1: If
each vertex of T has at most d children and bd < 1 then
(†) ∆ ≤
√
n
1− bd.
See Proposition 12 for a proof. If d = 1 then we recover Marton’s inequality (her parameter
a is equal to 1 − b). If ν is a product measure then we can take b = 0, and we recover
McDiarmid’s inequality.
Kontorovich ([10], Theorem 8) has also obtained a Lipschitz function exponential mo-
ment bound for Markov measures indexed by trees by bounding what are called η-mixing
coefficients of the process in terms of b and the width of the tree T . Earlier work of Kon-
torovich and Ramanan [11] and (independently) Chazottes, Collet, Ku¨lske, and Redig [3]
showed that concentration is controlled by various norms of a matrix whose entries are
the η-mixing coefficients. These η-mixing coefficients, however, were defined with linear-
time (as opposed to tree-indexed) processes in mind; in order to make sense of η-mixing
coefficients in this context, Kontorovich interprets a tree-indexed process as a linear-time
one by fixing a breadth-first ordering of the vertices. In the present paper we control the
exponential moments by making more direct use of the tree structure. In Section 6 we
discuss in more detail the relationship between these results and Theorem 1, in particular
whether they are sufficient to establish Theorem 3.
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We use Theorem 1 to study the rate of concentration of sequences of tree-indexed Markov
measures. We say that a sequence of metric probability spaces (Xk, dk, µk) is a Le´vy family
if for every ε > 0 we have
sup
{
µk{f > ε} : f ∈ Lip1(Xk, dk),
∫
f dµk = 0
}
→ 0 as k →∞.
If Xk = H
nk for some sequence 1 ≤ n1 < n2 < · · · , we say the sequence of metric
probability spaces is a normal Le´vy family if for each ε > 0 there exist postive constants
c1, c2 such that the supremum is bounded above by c1e
−c2nkε2 . This terminology is used
similarly in Ledoux’s book [12]; we use a slightly different concentration function and allow
for an arbitrary sequence of dimensions nk.
Note that McDiarmid’s inequality implies that if {µk}k∈N is any sequence of product
measures with µk ∈ Prob(H k), then the sequence (H k, dk, µk) is a normal Le´vy family.
Theorem 1 has the following consequence for the concentration of a sequence of Markov
measures indexed by trees:
Corollary 2. If {Tk = (Vk, Ek) : k ∈ N} is a sequence of finite trees with b-Lipschitz
Markov measures νk and corresponding ∆k then the sequence of metric probability spaces
{(H Vk , d, νk) : k ∈ N} (with d the Hamming metric) is a Le´vy family if ∆k = o(|Vk|) and
is a normal Le´vy family if ∆k = O(
√|Vk|).
One natural way of producing a sequence of finite trees is to start with an infinite but
locally finite rooted tree T = (V,E) and for each k let Tk be the subtree induced by the
set of vertices within distance k of the root. The inequality (†) shows that if each vertex
of T has at most d children then ∆k = O(
√|Vk|) as long as bd < 1. We show that this
asymptotic, and hence being a normal Le´vy family, holds for a wider range of b, and replace
the degree bound d with more precise measures of the growth rate of T which are defined
below (if every vertex of T has exactly d children then all relevant measures are equal to
d):
Theorem 3. If b < 1 and T has bounded degree then ∆k = o(|Vk|).
If b2 maxgrT < 1 then ∆k = O(
√|Vk|), and if b2 grT > 1 then ∆k 6= O(√|Vk|).
In particular, if T is subperiodic then maxgrT = grT so this gives the exact location of
a phase transition in the growth rate of ∆k.
A definition of subperiodicity is given below; see also [14]. Every regular tree is sub-
periodic. We also note that if T is subperiodic then grT is equal to the branching factor
brT , which determines phase transitions related to percolation and random walks [13],
reconstruction for the binary symmetric channel [7, 17], and uniqueness and extremality of
the free boundary Gibbs state for the Ising model (see Section 2.2 of [7] for a brief survey).
In general, the branching factor is bounded above by both gr and maxgr.
In the final section we turn to examining the special case of the Ising model. Using this
example we show that Theorem 1 is close to sharp in the following sense:
Theorem 4. Let T = (V,E) be a finite tree with n vertices and b ∈ [0, 1), and suppose
C = C(T, b) ∈ R is such that for all metric spaces H of diameter at most 1 and for each
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b-Lipschitz H -valued Markov measure ν indexed by T we have∫
enλf dν ≤ eC2λ2/8
for all 1-Lipschitz f : H V → R with mean 0, or equivalently
d¯(µ, ν) ≤ C
n
√
1
2
D(µ‖ν)
for all ν ∈ Prob(H V ). Then
C ≥ ∆
√
1− b2
2
.
In general, Theorem 3 only gives conditions for whether analysis of the growth rate of
∆k can or cannot establish that a sequence is a (normal) Le´vy family; it is possible for a
sequence of measures to be a normal Le´vy family even if ∆k 6= O(
√|Vk|). The problem
is that ∆k depends on the Lipschitz constants of the transition kernels only through their
maximum, which can be affected by a single atypical kernel. We show that in the case of
the Ising model with uniform transition probabilities, where the maximum is much more
representative of the overall behavior of the process, a phase transition actually occurs in
the quality of concentration:
Theorem 5. For p ∈ (0, 1/2], the sequence of depth-k marginals of the Ising model with
transition probability p on an infinite tree T is not a normal Le´vy family if ∆k 6= O(
√|Vk|).
In particular, it is not a normal Le´vy family if b2 grT > 1, so that if T is such that
maxgrT = grT then we have a phase transition at this location.
The regularity of the tree T does not affect the existence of this transition, only our
present ability to state its location in terms of natural quantities; see the definition of
G(T ) and subsequent discussion in Section 1.1.1 below.
Some numerical evidence suggests that the phase transition may occur at b2 maxgrT = 1.
In Figure 1 we plot ∆2k/|Vk| as a function of k for various values of b, with T the “3-1 tree”
defined in Section 2.1 and pictured in Figure 2. It seems that ∆2k/|Vk| is concave down for
b < 1√
maxgrT
= 1√
3
and concave up for larger b. For comparison, we also include the same
plot with T the binary tree, where a transition is known to occur at b = 1/
√
2. The lack of
symmetry in the 3-1 tree makes ∆k much more difficult to calculate efficiently compared
to the binary tree; this is why the depth only goes up to 25. The images were produced
using Matplotlib [9], and calculations for the 3-1 tree were done in part using NumPy [18].
1.1. Directions for further work.
1.1.1. Refinement of Theorem 3. Theorem 3 is inconclusive for b in the interval
[
(maxgrT )−1/2, (grT )−1/2
]
,
which has positive length for general trees.
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Figure 1. Comparison of growth rate of ∆k for different values of b, where
on the left T is the “3-1 tree” defined in Section 2.1 and pictured in Figure
2, and on the right T is the binary tree. The conjectured critical value on
the left is b = 1/
√
3, and the known critical value on the right is b = 1/
√
2.
One way to resolve this is to define a measure of tree growth specifically designed to
determine whether ∆k has the desired growth rate: Given an infinite tree T , define G(T )
by the formula
(
G(T )
)−1/2
= sup
b ∈ R : lim supk→∞ 1|Vk| ∑
(v,w)∈V 2k
bd(v,w) <∞

or equivalently
G(T ) = inf
λ > 0 : lim supk→∞ 1|Vk| ∑
(v,w)∈V 2k
λ−d(v,w)/2 <∞
 .
This takes a similar form to the formulas
brT = inf
{
λ > 0 : lim inf
Π→∞
∑
v∈Π
λ−d(ρ,v) <∞
}
(where Π are ‘cutsets’; see [13]) and
grT = inf
λ > 0 : lim supk→∞ ∑v∈Lk λ−d(ρ,v) <∞

(where Lk is the set of vertices at distance k from the root ρ; this is equivalent to the
definition given in Section 2.1). By Proposition 11, ∆k = O(
√
Vk) if b
2G(T ) < 1 and
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∆k 6= O(
√
Vk) if b
2G(T ) > 1. Therefore Theorem 3 implies
grT ≤ G(T ) ≤ maxgrT.
In particular, G(T ) = d if T is the d-ary tree, and G(T ) ≤ d if all vertices have at most d
children.
Based on the preceding comparisons it seems reasonable to interpret G(T ) as a measure
of the growth rate of T . However, compared to maxgrT , which is both the spectral radius
of the adjacency matrix of T and a slight variant of grT , the definition of G(T ) is less
natural; for this reason we have chosen not to express the main results of this paper in
terms of G(T ).
Is it true that G(T ) = maxgrT? Figure 1 suggests that this may be true for at least one
tree with grT 6= maxgrT .
1.1.2. Generalizations of Theorem 1. The method used to prove Theorem 1 may also es-
tablish concentration for Bayesian networks, which are like broadcast models with multiple
root/source nodes.
A similar approach may also yield concentration for the marginal on the leaf nodes.
1.2. Overview. Section 2 contains definitions and auxiliary results used to proved the
main theorems. In Section 3 we prove the main result on concentration of Lipschitz func-
tions, and in Section 4 we prove the conditions stated in Theorem 3 which guarantee
concentration of a sequence of tree-indexed Markov measures. In Section 5 we restrict to
the special case of the Ising model, and use it to prove that Theorem 1 is almost sharp.
We also use the Ising model to compare our results to related work in Section 6.
1.3. Acknowledgements. This material is based upon work supported by the National
Science Foundation under Grant No. DMS 1344970.
The author would like to thank Tim Austin and Georg Menz for many helpful discussions
and feedback on earlier versions of the paper.
2. Definitions and Lemmas
2.1. Tree notation. We write T = (V,E) to mean that T is a rooted tree with vertex set
V and edge set E. The root vertex is denoted by ρ. We always assume T to be locally
finite, i.e. each vertex has finite degree. We consider V to be a metric space, with the
distance between two vertices given by the number of edges in the unique simple path
between them.
It will often be useful to endow V with the following natural partial order: we say v ≤ w
if v lies on the path from the root to w (including v = ρ or v = w). In this situation we also
say that v is an ancestor of w or that w is a descendant of v. Then every pair of vertices
has a well-defined meet v ∧w, which is the unique maximal vertex which is an ancestor of
both v and w. The vertex v ∧ w can also be characterized as the place where the paths
from ρ to v and from ρ to w diverge.
The parent of a vertex v is the unique maximal ancestor of v which is not equal to v.
We denote this vertex by pi(v); note that the root is the only vertex with no parent. The
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Figure 2. The first few levels of the 3-1 tree, which satisfies grT = 2 and
maxgrT = 3.
children of v are those vertices in the set pi−1(v) = {w ∈ V : pi(w) = v}. A vertex with no
children is called a leaf.
We denote the set of descendants in the rth generation after v by
Dr(v) := {w ∈ V : v ≤ w, d(v, w) = r} = (pir)−1(v).
The upper growth rate and the maximum local growth rate of T are defined by
grT := lim sup
r→∞
|Dr(ρ)|1/r
and
maxgrT := lim sup
r→∞
max
v∈V
|Dr(v)|1/r.
The notion of upper growth rate is well-known; see for example [14] Section 3.3.
Note that grT ≤ maxgrT . To see that the inequality may be strict, consider the tree
(taken from [13]) defined as follows: for each k ≥ 0 the kth level Dk(ρ) consists of 2k
vertices. Both vertices of D1(ρ) are children of ρ. Choose an ordering for each level, and
for k > 0 and 1 ≤ j ≤ 2k−1 take the set of children of the jth vertex in Dk(ρ) to be the
jth group of 3 vertices of Dk+1(ρ). The remaining 2
k−1 vertices of Dk(ρ) each get one
child, chosen in order from the remaining 2k−1 vertices of Dk+1(ρ). See Figure 2. Clearly
grT = 2, but T contains arbitrarily deep 3-ary subtrees so maxgrT = 3.
The following equivalent characterization of grT is sometimes more convenient than the
definition above:
Proposition 6. For any tree T ,
grT = lim sup
r→∞
|Br(ρ)|1/r,
where Br(ρ) is the closed ball of radius r around the root.
Proof. Since Dr(ρ) ⊆ Br(ρ), we clearly have grT ≤ lim supr→∞|Br(ρ)|1/r.
For the converse inequality, note that
|Br(ρ)| =
r∑
k=0
|Dk(ρ)| ≤ (r + 1) max
0≤k≤r
|Dk(ρ)|,
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so that
lim sup
r→∞
|Br(ρ)|1/r ≤ lim sup
r→∞
max
0≤k≤r
|Dk(ρ)|1/r.
For any fixed K we have lim supr→∞max0≤k<K |Dk(ρ)|1/r = 1, so
lim sup
r→∞
|Br(ρ)|1/r ≤ lim sup
r→∞
max
K≤k≤r
|Dk(ρ)|1/r ≤ lim sup
r→∞
max
K≤k≤r
|Dk(ρ)|1/k = sup
K≤k
|Dk(ρ)|1/k.
Taking the infimum over K finishes the proof. 
Given v ∈ V , let Tv denote the subgraph induced by the set of descendants of v, con-
sidered as a tree rooted at v. A tree T is called subperiodic if there exists R ≥ 0 such that
for any v ∈ V there exists w ∈ V with d(ρ, w) ≤ R such that Tv is isomorphic to a subtree
of Tw (see [14]).
Proposition 7. If T is subperiodic then grT = maxgrT .
Proof. We just need to check that grT ≥ maxgrT , since the converse holds for general
trees. Let R ≥ 0 be as given by the definition of subperiodicity and for each r let v(r) be
a vertex maximizing |Dr(v)|; note we can take d(ρ, v(r)) ≤ R. Then Dr(v(r)) ⊆ Br+R(ρ),
so by Proposition 6
maxgrT = lim sup
r→∞
|Dr(v(r))|1/r ≤ lim sup
r→∞
|Br+R(ρ)|1/r = lim sup
r→∞
|Br(ρ)|1/r = grT. 
2.2. Markov measures indexed by trees. We essentially follow the definitions from
[1], but with some natural modifications to allow for a continuous state space.
Let T = (V,E) be a finite tree of depth r and H be a Polish metric space of diameter
at most 1. A Markov measure indexed by T is a measure ν ∈ Prob(H V ) given in terms of
its marginal νρ at the root and a collection of probability kernels {qv : H → Prob(H ) :
v ∈ V \ {ρ}} as follows: for Borel A ⊆H V ,
ν(A) =
∫
H L0
∫
H L1
· · ·
∫
H Lr
1A(y)
∏
v∈Lk
qv(dyv|ypi(v)) · · ·
∏
v∈L1
qv(dyv|yρ) νρ(dyρ).
If H is at most countable and A = {a} for a ∈ H V then this reduces to the standard
formula
ν({a}) = νρ({aρ})
∏
v∈V \{ρ}
qv({av}|api(v)).
If each kernel is b-Lipschitz as a map (H , d) → (Prob(H ), d¯) then we say that the
Markov measure ν is b-Lipschitz.
2.3. Descendant generating function. In this section we define the parameter ∆ which
appears in the bounds of the main results of this paper.
Fix b ∈ [0, 1) and a finite rooted tree T . We define a function δ : V → R by setting
δ(v) =
∞∑
r=0
|Dr(v)| br.
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We also define
∆ = ‖δ‖`2(V ) =
(∑
v∈V
δ(v)2
)1/2
.
Because of its coefficients as a power series in b we refer to δ(v) as the descendant generating
function at v. For infinite trees we could consider δ(v) to be a formal power series or restrict
b to be smaller than the radius of convergence (lim sup|Dr(v)|1/r)−1 = (grTv)−1, but since
T is finite only finitely many terms of the series are nonzero. To simplify notation, the
dependence on b will always be kept implicit; in context b will typically be the Lipschitz
constant of the relevant Markov measure.
We have the following equivalent characterization of δ:
Lemma 8. If v ∈ V is a leaf then δ(v) = 1. If v is not a leaf, δ satisfies the recurrence
δ(v) = 1 + b
∑
w :pi(w)=v
δ(w).
Proof. That δ(v) = 1 on leaves follows immediately from the fact that a leaf has no de-
scendants other than itself.
For the recurrence, note that for v ∈ V and r > 0 we have
|Dr(v)| =
∑
w :pi(w)=v
|Dr−1(w)|.
Therefore
1 + b
∑
w :pi(w)=v
δ(w) = 1 + b
∑
w :pi(w)=v
∞∑
r=0
|Dr(w)| br
= |D0(v)| b0 +
∞∑
r=0
∑
w :pi(w)=v
|Dr(w)| br+1
= |D0(v)| b0 +
∞∑
r=0
|Dr+1(v)| br+1
= δ(v). 
In some situations below we will be interested in the descendant generating functions of
finite subtrees of some fixed infinite tree. The following lemma will be useful:
Lemma 9. Let T = (V,E) be an infinite rooted tree and let T ′ = (V ′, E′) be a finite
subtree with the same root. Let Q : RV → RV be given by Qf(v) = ∑w :pi(w)=v f(w); then
the descendant generating function of T ′ is given by
δ′(v) =
 ∞∑
j=0
(bQ)j1V ′
 (v) for v ∈ V ′.
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Proof. Let
D′j(v) := {w ∈ V ′ : v ≤ w and d(v, w) = j}
denote the set of descendants of v in the jth generation; then
δ′(v) =
k∑
j=0
∣∣D′j(v)∣∣bj .
Note that we can truncate the sum at some finite k since T ′ is finite.
Now we show that
∣∣∣D′j(v)∣∣∣ = Qj1V ′(v). This is clear for j = 0, and the remaining cases
follow by induction: assuming
∣∣∣D′j−1(v)∣∣∣ = Qj−11V ′(v), we have∣∣D′j(v)∣∣ = ∑
w :pi(w)=v
∣∣D′j−1(w)∣∣
=
∑
w :pi(w)=v
Qj−11V ′(w)
= Qj−1
∑
w :pi(w)=v
1V ′(w)
= Qj−1 [Q1V ′(v)]
= Qj1V ′(v).
Therefore
δ′(v) =
k∑
j=0
[Qj1V ′(v)]b
j =
 k∑
j=0
(bQ)j
1V ′(v). 
The same operator Q is considered in [13]. There, the relevant quantity is the branching
factor brT , which turns out to be the radius of the point spectrum of Q; the following
operator norm calculation (which will also be useful below) along with Gelfand’s formula
implies that
√
maxgrT is the spectral radius of Q.
Proposition 10.
‖Qj‖ =
√
max
v
|Dj(v)|.
Proof. For w 6= ρ, let pi(w) denote the parent of w. We claim that the adjoint Q∗ is given
by
Q∗f(w) =
{
f(pi(w)), w 6= ρ
0, w = ρ.
To see this, we check that for every f, g ∈ `2(V ) we have
〈Qf, g〉 =
∑
v∈V
Qf(v)g(v)
=
∑
v∈V
∑
w :pi(w)=v
f(w)g(pi(w))
12 CHRISTOPHER SHRIVER
=
∑
w∈V
∑
v :pi(w)=v
f(w)g(pi(w))
=
∑
w∈V
f(w)g(pi(w))1w 6=ρ.
Now for any f ∈ `2(V ) we have
‖(Q∗)jf‖2 =
 ∑
w∈V \{ρ}
(
f(pij(w))
)21/2
=
(∑
v∈V
|{w ∈ V : pij(w) = v}|f(v)2
)1/2
=
(∑
v∈V
|Dj(v)|f(v)2
)1/2
≤
√
max
v∈V
|Dj(v)| ‖f‖2,
so ‖Qj‖ = ‖(Q∗)j‖ ≤√maxv|Dj(v)|. If w ∈ V is such that |Dj(w)| is maximal then∥∥∥∥∥Qj 1Dj(w)√|Dj(w)|
∥∥∥∥∥ =
∥∥∥∥∥ |Dj(w)|1{w}√|Dj(w)|
∥∥∥∥∥ = √|Dj(w)| = √maxv |Dj(v)|.
Therefore in fact ‖Qj‖ = √maxv|Dj(v)| 
The following is used in the proof of Theorem 3 to estimate ∆; in particular it implies that
changing the root affects ∆ by at most a factor of
√
1− b2, independent of any properties
of the tree:
Proposition 11. For any tree T and b ∈ [0, 1),∑
(w1,w2)∈V 2
bd(w1,w2) ≤ ∆2 ≤ 1
1− b2
∑
(w1,w2)∈V 2
bd(w1,w2).
Proof. By definition of δ(v), we have
δ(v)2 =
∞∑
r=0
|{(w1, w2) ∈ V 2 : v ≤ w1 ∧ w2, d(w1, v) + d(w2, v) = r}| · br
and hence
∆2 =
∑
v∈V
δ(v)2 =
∑
(w1,w2)∈V 2
∑
v≤w1∧w2
bd(w1,v)+d(w2,v)
=
∑
(w1,w2)∈V 2
∑
v≤w1∧w2
bd(w1,w2)+2d(v,w1∧w2)
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=
∑
(w1,w2)∈V 2
bd(w1,w2)
∑
v≤w1∧w2
(b2)d(v,w1∧w2).
Bounding the inner sum above by 1
1−b2 gives the upper bound, and bounding it below by
1 gives the lower bound. 
We also have the following bound on ∆ mentioned in the introduction which, while less
precise and broadly applicable than Proposition 11 and not used below, has the advantage
of a simpler dependence on the tree structure:
Proposition 12. If each vertex of T has at most d children and bd < 1 then
∆ ≤
√
n
1− bd.
Proof. The bound on the number of children of each vertex gives |Dr(w)| ≤ dr for any
w ∈ V and r ∈ N; therefore, using that bd < 1, for any w ∈ V we have
δ(w) =
∞∑
r=0
|Dr(w)| br ≤
∞∑
r=0
drbr =
1
1− bd.
Hence
∆ =
(∑
w∈V
δ(w)2
)1/2
≤
(
n
(
1
1− bd
)2)1/2
=
√
n
1− bd. 
2.4. Other Lemmas. In the proof of Theorem 1 below we establish the exponential
moment bound directly; the transportation-entropy inequality follows from the following
equivalence due to Bobkov and Go¨tze:
Theorem 13 (Theorem 1.3 from [2]). Let (Ω, d) be a bounded metric space and ν ∈
Prob(Ω). Then ν satisfies
d¯(µ, ν) ≤ C
√
D(µ‖ν)
for all µ ∈ Prob(Ω) if and only if ∫
eλf dν ≤ eC2λ2/4
for all 1-Lipschitz f with
∫
f dν = 0.
Within the proof of Theorem 1 we will use weighted Hamming metrics on product spaces:
if I is a finite index set and w: I → R>0 is a positive function on I then we define a metric
dw on H I by
dw(x, y) :=
1
|I|
∑
i∈I
w(i) d(xi, yi).
The resulting transportation metric dw on Prob(H I) satisfies the following formula for
product measures:
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Lemma 14. For each i ∈ I let µi, νi ∈ Prob(H ). For any positive weight function
w: I → R>0 we have
dw
(
×
i∈I
µi,×
i∈I
νi
)
=
1
|I|
∑
i∈I
w(i) d¯(µi, νi).
Proof. For each i, let λi ∈ Prob(H 2) be a coupling of µi and νi. Then×i∈I λi is a coupling
of×i∈I µi and×i∈I νi, so
dw
(
×
i∈I
µi,×
i∈I
νi
)
≤
∫
(H 2)I
1
|I|
∑
i∈I
w(i) d(xi, yi)
∏
i∈I
λi(dxi, dyi)
=
1
|I|
∑
i∈I
w(i)
∫
H 2
d(xi, yi)λi(dxi, dyi).
Taking the infimum over the λi’s gives
dw
(
×
i∈I
µi,×
i∈I
νi
)
≤ 1|I|
∑
i∈I
w(i)d¯(µi, νi).
Conversely, let λ be any coupling of×i∈I µi and×i∈I νi, and let λi be its marginals.
Then each λi is a coupling of µi and νi, so∫
(H 2)I
[
1
|I|
∑
i∈I
w(i) d(xi, yi)
]
λ(dx, dy) =
1
|I|
∑
i∈I
[∫
(H 2)I
w(i) d(xi, yi)λ(dx, dy)
]
=
1
|I|
∑
i∈I
w(i)
[∫
H 2
d(xi, yi)λi(dxi, dyi)
]
≥ 1|I|
∑
i∈I
w(i) d¯(µi, νi).
Taking the infimum over all couplings λ completes the proof. 
The following inequality due to Hoeffding is the foundation of the exponential moment
bound in Theorem 1. It is essentially used in [8] but appears more explicitly (with proof)
as Lemma 2.6 in McDiarmid’s survey [16].
Lemma 15. Let (Ω, µ) be a probability space and let f : Ω → R satisfy ∫ f dµ = 0 and
supx,y∈Ω|f(x)− f(y)| ≤ L. Then for any λ ≥ 0∫
eλf(x)µ(dx) ≤ eλ2L2/8.
We will also need the following version of McDiarmid’s inequality:
Proposition 16. Let n ∈ N and let w: {1, 2, . . . , n} → R>0 be a weight function. Given
p ∈ Prob(H ) denote the product measure by pn ∈ Prob(H n). For any 1-Lipschitz
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f : (H n, dw)→ R with
∫
fdpn = 0 we have∫
enλf dpn ≤ eλ2
∑n
i=1 w(i)
2/8.
Proof. We induct on n.
The case n = 1 follows from Hoeffding’s Lemma (Lemma 15).
For the inductive step, assume the result for n− 1. Let g : H n−1 → R be given by
g(y) =
∫
H
f(y, x) dp(x).
Then, using that f is 1-Lipschitz on H n,
|g(y)−g(y′)| ≤
∫
H
|f(y, x)−f(y′, x)| dp(x) ≤ 1
n
n−1∑
i=1
w(i) d(yi, y
′
i) =
n− 1
n
d{w(1),...,w(n−1)}(y, y′).
Setting L = n−1n , this shows that g/L is 1-Lipschitz on its domain (H
n−1, d{w(1),...,w(n−1)}).
By the inductive hypothesis,∫
enλg dpn−1 =
∫
d(n−1)λ(g/L) dpn−1 ≤ eλ2
∑n−1
i=1 w(i)
2/8.
Finally, using the above and the case n = 1 (noting that for each y ∈ H n−1 the function
x 7→ nw(n)(f(y, x)− g(y)) is 1-Lipschitz with mean zero),∫
enλf dpn =
∫ [∫
enλ(f(y,x)−g(y)) dp(x)
]
enλg(y) dpn−1(y)
≤
∫ [
eλ
2w(n)2/8
]
enλg(y) dpn−1(y)
≤ eλ2
∑n
i=1 w(i)
2/8. 
3. Proof of Theorem 1
Let T be a fixed finite tree of depth r, and for 0 ≤ k ≤ r let Tk be the subtree induced
by Vk, the set of vertices of distance at most k from the root. Let Lk denote the leaves of
Tk, i.e. the vertices of T of distance exactly k from the root. Throughout, δ refers to the
descendant generating function of the original tree T .
We prove the following statement by induction on k:
For every k, if ν is a b-Lipschitz H -valued Markov measure indexed by Tk
and f : H Vk → R is 1-Lipschitz with respect to the Hamming metric with
weights w: Vk → R given by
w(v) =
{
δ(v), v ∈ Lk
1, v 6∈ Lk,
then ∫
e|Vk|λf dν ≤ eλ2
∑
v∈Vk δ(v)
2/8
.
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Note that for the final case k = r we have w ≡ 1, so dw is the standard (unweighted)
Hamming metric.
The base case k = 0 follows from Hoeffding’s Lemma (Lemma 15): assuming f : {ρ} → R
is δ(ρ)-Lipschitz, we get ∫
e1λf dνρ ≤ eλ2δ(ρ)2/8.
For the inductive step, assume that 1 ≤ k ≤ r and that the result holds for Tk−1.
Considering H Vk ∼=H Vk−1 ×H Lk , define g : H Vk−1 → R by
g(y) =
∫
H Lk
f(y, x)
∏
w∈Lk
qw(dxw|yv).
Letting νVk−1 denote the marginal of ν on Vk−1, note that
∫
g dνVk−1 =
∫
f dν = 0.
We now consider whether g is a Hamming Lipschitz function. Let w: Vk → R be as
defined above and let w|Lk denote its restriction to Lk. Then, by Monge-Kantorovich-
Rubinstein duality, since for each fixed y ∈ H Vk−1 the function x 7→ n|Lk|f(y, x) is 1-
Lipschitz from (H Lk , dw|Lk ) to R, for each y, y
′ ∈H Vk−1 we have
|g(y)− g(y′)| =
∣∣∣∣∣∣
∫
H Lk
f(y, x)
∏
w∈Lk
qw(dxw|ypi(w))−
∫
H Lk
f(y′, x)
∏
w∈Lk
qw(dxw|y′pi(w))
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
H Lk
f(y, x)
∏
w∈Lk
qw(dxw|ypi(w))−
∫
H Lk
f(y, x)
∏
w∈Lk
qw(dxw|y′pi(w))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
H Lk
[
f(y, x)− f(y′, x)] ∏
w∈Lk
qw(dxw|y′pi(w))
∣∣∣∣∣∣
≤ |Lk|
n
dw|Lk
(
×
w∈Lk
qw(·|ypi(w)), ×
w∈Lk
qw(·|y′pi(w))
)
+
∫
H Lk
∣∣f(y, x)− f(y′, x)∣∣ ∏
w∈Lk
qw(dxw|y′pi(w))
=
1
n
∑
w∈Lk
w(w)d¯
(
qw(·|ypi(w)), qw(·|y′pi(w))
)
+
∫
H Lk
∣∣f(y, x)− f(y′, x)∣∣ ∏
w∈Lk
qw(dxw|y′pi(w))
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where the last equality uses Lemma 14 above. We can bound the integrand of the second
term using the Lipschitz assumption on the function f : H Vk → R; in particular f is δ(v)n -
Lipschitz on each vertex v ∈ Lk and 1n -Lipschitz on Vk \ Lk = Vk−1. Substituting also
w(w) = δ(w) for w ∈ Lk, this gives
|g(y)− g(y′)| ≤ 1
n
∑
w∈Lk
δ(w)d¯
(
qw(·|ypi(w)), qw(·|y′pi(w))
)
+
1
n
∑
v∈Vk−1
d(yv, y
′
v).
Now using the Lipschitz assumption on the Markov kernels, the first term is bounded by
1
n
∑
w∈Lk δ(w)b d(ypi(w), y
′
pi(w)). If we write this sum as a double sum, grouping vertices w
with the same parent v ∈ Lk−1, we get
|g(y)− g(y′)| ≤ 1
n
∑
v∈Lk−1
∑
w :pi(w)=v
δ(w)b d(yv, y
′
v) +
1
n
∑
w∈Vk−1
d(yw, y
′
w)
=
1
n
∑
v∈Lk−1
1 + b ∑
w :pi(w)=v
δ(w)
 d(yv, y′v) + 1n ∑
v∈Vk−1\Lk−1
d(yv, y
′
v)
=
1
n
∑
v∈Lk−1
δ(v)d(yv, y
′
v) +
1
n
∑
v∈Vk−1\Lk−1
d(yv, y
′
v)
Therefore if we let L =
|Vk−1|
n we can apply the inductive hypothesis to g/L: Letting νVk−1
be the marginal of ν on Vk−1, which is a Markov measure indexed by Tk−1,∫
enλg dνVk−1 =
∫
e|Vk−1|λ[g/L] dνVk−1 ≤ e
λ2
∑
w∈Vk−1 δ(w)
2/8
.
To finish the proof, for fixed y ∈ H Vk−1 we apply Proposition 16 to the 1-Lipschitz,
expectation-zero function (H Lk , dw|Lk ) 3 x 7→
n
|Lk| [f(y, x) − g(y)]. By definition of the
Markov measure ν we get∫
H Vk
enλf dν =
∫
H Vk−1
∫
H Lk
enλf(y,x)
∏
w∈Lk
qw(dxw|ypi(w)) νVk−1(dy)
=
∫ ∫ e|Lk|λ· n|Lk| [f(y,x)−g(y)] ∏
w∈Lk
qw(dxw|ypi(w))
 enλg(y) νVk−1(dy)
≤
∫ [
e
λ2
∑
w∈Lk δ(w)
2/8
]
enλg(y) νVk−1(dy)
≤
[
e
λ2
∑
w∈Lk δ(w)
2/8
]
e
λ2
∑
w∈Vk−1 δ(w)
2/8
= e
λ2
∑
w∈Vk δ(w)
2/8
.
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4. Proofs of Concentration Results
4.1. Corollary 2. Theorem 1 combined with a standard application of the exponential
moment method gives that each Markov measure νk on H
Vk satisfies, for any ε > 0 and
f ∈ Lip1(H Vk
)
,
sup
{
νk
{∣∣f − ∫ f dνk∣∣ > ε} : f ∈ Lip1 (H Vk)} ≤ 2e−2|Vk|2ε2/∆2k .
If ∆k = o(|Vk|) then the right-hand side goes to zero as |Vk| → ∞, and ∆k = O(
√|Vk|)
will ensure that it does so exponentially fast.
4.2. Theorem 3. The first part uses the upper bound in Proposition 11: Suppose every
vertex has degree at most d. For each r ∈ N, let Cr be the number of vertices in the ball
of radius r centered at a vertex in the infinite d-regular tree. Then for any w ∈ Vk we have
|Br(w)| ≤ Cr, so since b < 1
1
|Vk|2
∑
(w1,w2)∈V 2k
bd(w1,w2) =
1
|Vk|2
∑
w1∈Vk
 ∑
w2∈Br(w1)
bd(w1,w2) +
∑
w2 6∈Br(w1)
bd(w1,w2)

≤ 1|Vk|2
∑
w1∈Vk
(1 · Cr + br · |Vk|)
=
Cr
|Vk| + b
r.
Since we have assumed that the full tree T is infinite, we have limk→∞|Vk| =∞ and hence
lim sup
k→∞
1
|Vk|2
∑
(w1,w2)∈V 2k
bd(w1,w2) ≤ br.
Since r was arbitrary and b < 1,
lim
k→∞
1
|Vk|2
∑
(w1,w2)∈V 2k
bd(w1,w2) = 0.
This shows that the right-hand side of Proposition 11 is o(|Vk|2), which implies that
∆k = o(|Vk|).
Now suppose b2 maxgrT < 1; we show that ∆k = O(
√|Vk|). By Lemma 9,
∆k =
∥∥∥∥∥∥
 k∑
j=0
(bQ)j
1Vk
∥∥∥∥∥∥
2
,
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so by the triangle inequality and definition of the operator norm
(†) ∆k√|Vk| =
∥∥∥∥∥∥
 k∑
j=0
(bQ)j
 1Vk√|Vk|
∥∥∥∥∥∥
2
≤
k∑
j=0
bj‖Qj‖2.
Proposition 10 implies that
b lim sup
j→∞
‖Qj‖1/j2 =
√
b2 maxgrT < 1,
so the series on the right converges as k →∞, and hence ∆k = O(
√|Vk|).
It seems possible that one could be able to replace maxgrT in this result by some
smaller quantity, maybe even grT , through more careful analysis. Specifically, using the
`2 operator norm in (†) may not be optimal since we only need to bound functions of the
form Qj1Vk . See Figure 1 and the relevant discussion in the introduction, however, for
some evidence that maxgrT is actually appropriate.
One might also ask whether the application of the triangle inequality in (†) shares some
blame for the appearance of maxgrT rather than some smaller quantity, but the following
shows that this is the best we can hope for using the operator norm:
Proposition 17. If b2 maxgrT > 1, then limk→∞
∥∥∥∑kj=0(bQ)j∥∥∥
2
=∞.
Proof. Pick ε > 0 small enough that b2(maxgrT − ε) > 1. By definition of maxgrT , there
exist arbitrarily large R ∈ N such that maxv∈V |DR(v)|1/R > maxgrT − ε.
For some such R, pick v ∈ V such that |DR(v)|1/R > maxgrT − ε. Then for all k ≥ R∥∥∥∥∥∥
k∑
j=0
(bQ∗)j1{v}
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
k∑
j=0
bj1Dj(v)
∥∥∥∥∥∥
2
≥ (b2R|DR(v)|)1/2 >
(
b2(maxgrT − ε))R/2.
In particular, ∥∥∥∥∥∥
k∑
j=0
(bQ)j
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
k∑
j=0
(bQ∗)j
∥∥∥∥∥∥
2
>
(
b2(maxgrT − ε))R/2
for all k ≥ R so that
lim inf
k→∞
∥∥∥∥∥∥
k∑
j=0
(bQ)j
∥∥∥∥∥∥
2
≥ (b2(maxgrT − ε))R/2.
Since this holds for arbitrarily large R and b2(maxgrT − ε) > 1, we get the desired result.

For the final part of Theorem 3, suppose ∆k = O(
√|Vk|); we show that b2 grT ≤ 1. For
any v ∈ Vk, using that Tk has diameter at most 2k we have
1
|Vk|
∑
u∈Vk
bd(u,v) ≥ b2k.
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Therefore
∆2k
|Vk| ≥
∑
v∈Vk
1
|Vk|
∑
u∈Vk
bd(u,v) ≥ b2k|Vk|,
Since ∆k = O(
√|Vk|) the previous inequality implies b2|Vk|1/k ≤ C1/k for large k, so that
b2 lim sup
k→∞
|Vk|1/k ≤ 1.
By Proposition 6, this completes the proof.
5. Ising model and Optimality of Theorem 1
Let T be a finite tree, and let p ∈ (0, 1/2]. Consider the Markov measure ν on {0, 1}V
with uniform distribution at the root and transition matrix
P =
(
P00 P01
P10 P11
)
=
(
1− p p
p 1− p
)
,
where Pji denotes the probability of moving to state i given that the current state is j,
and stationary root distribution. The matrix P defines a probability kernel κ : {0, 1} →
Prob({0, 1}) by setting κ({i}|j) = Pji for i, j ∈ {0, 1}. We take this to be the kernel at
each nonroot vertex, and call this the Ising model with flip probability p.
The Ising model is often defined instead by defining the energy function H : {0, 1}V → R
by
H(σ) = −
∑
v,w∈V
Jv,w1σv 6=σw
(the sum is over unordered pairs) and setting P(σ) = 1Z e
−H(σ). The quantities Jv,w are
called interaction strengths, and to match the above definition we should take
Jv,w =
{
arctanh(1− 2p), {v, w} ∈ E,
0, else.
This model is also studied with non-uniform interaction strength and with an extra
contribution to H called an external field. Theorem 1 also applies to such models, but
since the goal of this section is to study the optimality of Theorem 1 via a model for which
exact calculations are possible we restrict to the special case defined above.
Note that the uniform distribution is stationary and that by diagonalizing P we can get
the formula
Pn =
1
2
(
1 + (1− 2p)n 1− (1− 2p)n
1− (1− 2p)n 1 + (1− 2p)n
)
which gives the n-step transition probabilities. Note also that the transition kernel q has
Lipschitz constant
b = max
x,x′∈{0,1}
d¯
(
P (x, ·), P (x′, ·)) = 1− 2p ∈ [0, 1).
The restriction p ≤ 1/2 ensures that we don’t have to take an absolute value here, which
is convenient below.
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The Lipschitz constant b coincides with the second-largest eigenvalue of the transition
kernel, so for subperiodic trees the location of the phase transition we establish here coin-
cides with the reconstruction threshold (see for example the survey [17]).
In this section we use probabilistic notation, letting X to be a {0, 1}V -valued random
variable on some probability space (Ω,P) with law ν = X∗P. We write Eg(X) :=
∫
Ω g(X) dP
for any measurable function g : {0, 1}V → R. For v ∈ V , the spin at v is the v coordinate
of X, which we denote Xv.
Let f : {0, 1}V → R be the 1-Lipschitz function which gives the density of ones,
f(x) =
1
|V |#{v ∈ V : xv = 1} =
1
|V |
∑
v∈V
1{xv=1}.
This is often called the magnetization of x. By stationarity of the uniform distribution,
Ef(X) = 12 .
The above results give sufficient conditions for f(X) to concentrate around its mean
along a sequence of trees; here we compare those results to what we can get by controlling
the second moment.
Proposition 18. If f : {0, 1}V → R is the density of ones function and the law of X is
the Ising model on T with p ∈ (0, 1/2], then
Var f(X) =
1
4|V |2
∑
(v,w)∈V 2
bd(v,w),
where b = 1− 2p.
Proof. We write the variance as
Var f(X) := E[f(X)2]− [Ef(X)]2 = 1|V |2
∑
v∈V
∑
w∈V
P(Xv = Xw = 1)− 1
4
.
Given distinct vertices v, w ∈ V , let a = v ∧ w be their most recent common ancestor,
and let h1 = d(v, a) and h2 = d(w, a). Then, since the spins at v and w are conditionally
independent given Xa,
P(Xv = Xw = 1) = P(Xa = 1)P(Xv = 1|Xa = 1)P(Xw = 1|Xa = 1)
+ P(Xa = 1)P(Xv = 1|Xa = 0)P(Xw = 1|Xa = 0)
=
1
8
[
(1 + bh1)(1 + bh2) + (1− bh1)(1− bh2)
]
=
1
4
(
1 + bh1+h2
)
=
1
4
(
1 + bd(v,w)
)
.
Inserting this expression into the above formula finishes the proof. 
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Suppose T is a fixed infinite tree of bounded degree, and for each k denote the depth k
subtree by Tk. Let X
k be a random variable whose law is the Ising model on Tk with flip
probability p. By the previous proposition and the same argument as in the proof of the
first part of Theorem 3 (Section 4.2) we get
lim
k→∞
Var f(Xk) = 0.
The preceding fact can be deduced from the above results on concentration. One new
application of our variance calculation is Theorem 4:
5.1. Proof of Theorem 4. The equivalence of the two inequalities follows from the
Bobkov-Go¨tze equivalence. The exponential moment bound implies
sup
{
ν{|f −
∫
f dν| > ε} : f ∈ Lip1
(
H V
)} ≤ 2e−2ε2n2/C2 ∀ε > 0.
In particular,
Var f =
∫
|f −
∫
f dν|2 dν
=
∫ ∞
0
2t ν
{|f − ∫ f dν| > t} dt
≤
∫ ∞
0
4te−2t
2n2/C2 dt
=
C2
n2
.
Applying this to the density of ones function on the Ising model as defined in the previous
section, we see that
C2 ≥ 1
4
∑
(v,w)∈V 2
bd(v,w) ≥ 1− b
2
4
∆2,
or, taking square roots,
C ≥ ∆
√
1− b2
2
.
5.2. Proof of Theorem 5. Let νk ∈ Prob({0, 1}Vk) denote the law of the Ising model on
the depth-k subtree Tk. Suppose the sequence {νk} is a normal Le´vy family, so that there
exist constants c1, c2 > 0 such that
νk{f > t} ≤ c1e−c2|Vk|t2
for any 1-Lipschitz, expectation-zero f and t > 0. Then, as above,
Varνk f =
∫
|f −
∫
f dνk|2 dνk
=
∫ ∞
0
2t νk
{|f | > t} dt
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≤
∫ ∞
0
4c1te
−c2|Vk|t2 dt
=
2c1
c2|Vk| .
Applied to the density of ones function on the Ising model, we get
2c1
c2|Vk| ≥
1
4|Vk|2
∑
(v,w)∈V 2
bd(v,w) ≥ 1− b
2
4|Vk|2
∆2k,
so that ∆2k = O(|Vk|).
6. Comparison of Theorem 1 with related work
Kontorovich and Ramanan [11] have proven a concentration inequality for Hamming-
Lipschitz functions on finite product spaces whose form is very similar to the tail bound
resulting from Theorem 1; a similar result was independently obtained by Chazottes et
al. [3]. While these results are in terms of mixing coefficients defined with linear-time
processes in mind, in [10] Kontorovich showed how to apply them to Markov measures
indexed by finite trees. Below we state these inequalities and compare them with ours in
the case of the Ising model on a finite tree.
While they both have the advantage of not requiring a process to have the Markov
property, in the following we show that in relation to our Theorem 1
(1) Kontorovich and Ramanan’s inequality requires a smaller Lipschitz constant (i.e.
more contractivity) in order to establish concentration for a sequence of Markov
chains on trees
(2) Chazottes et al.’s inequality is sufficient to establish Theorem 3 in the case of the
Ising model.
Let ν ∈ Prob(H n) be the joint distribution of a collection of random variables (X1, . . . , Xn)
each taking values in a countable discrete metric space H . For 1 ≤ i < j ≤ n define the
mixing coefficient
η¯ij = sup
x1,...,xi−1,xi,x′i∈H
∥∥P(Xj ∈ · |(X1, . . . , Xi) = (x1, . . . , xi−1, xi))
− P(Xj ∈ · |(X1, . . . , Xi) = (x1, . . . , xi−1, x′i))∥∥TV .
For 1 ≤ i ≤ n we set η¯ii = 1, and define ∆˜ to be the upper-triangular matrix with entries
(∆˜)ij =
{
η¯ij i ≤ j
0 i > j.
The main theorem of [11] is that if f : H n → R is 1-Lipschitz with respect to the normalized
Hamming metric we have
(KR) ν
{∣∣f − ∫ f dν∣∣ > ε} ≤ 2e−nε2/2‖∆˜‖2∞
where ‖∆˜‖∞ is the `∞ operator norm.
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We need a way to interpret a tree-indexed process as a linear-time process in order to
make sense of the mixing coefficients η¯ij in this context. Kontorovich does this in [10]
by fixing a breadth-first ordering of the vertices: given a tree T with n vertices, label the
vertices as v1, . . . , vn such that v1 is the root and if d(ρ, vi) < d(ρ, vj) then i < j. If (Xv)v∈V
is a process indexed by T we abbreviate Xj := Xvj .
Proposition 19. Let T be a finite rooted tree and let ν be the joint distribution of the
Ising model on T with flip probability p. Then ∆˜ =
∑∞
r=0 b
rQr, where Q is the adjacency
matrix of T directed away from the root as defined in Lemma 9.
Corollary 20. Let T be an infinite tree, and for each k let Tk be the depth k subtree and
let ∆k, δk, ∆˜k correspond to the Ising model on Tk (∆˜k may be induced by any breadth-first
ordering of Vk). Then
(1) ‖∆˜k‖∞ = ‖δk‖`∞(Vk), where δk is the descendant generating function of Tk with
b = 1− 2p, and
(2) ∆k = ‖∆˜k1Vk‖2. In particular ∆
2
k
|Vk| ≤ ‖∆˜k‖22, where ‖∆˜k‖2 is the `2 operator norm.
The proofs of these statements are not completely trivial but have been omitted for the
sake of brevity.
Part (1) of the previous corollary implies that ‖∆˜k‖∞ is not bounded uniformly in k if
b lim sup
k→∞
|Dk(ρ)|1/k = b grT > 1,
since in this case δk(ρ), and hence ‖δk‖`∞(Vk), is not bounded uniformly in k. Such a uniform
bound is required to establish that the sequence of depth-k marginals is a normal Le´vy
family, so we see that the bound using ‖∆˜‖∞ is unable to do so in the range b ∈ ( 1grT , 1√grT ).
Note that even for trees regular enough that maxgrT = grT this is weaker than Theorem 3.
The inequality obtained by Chazottes et al. is essentially inequality (KR) above but
with ‖∆˜k‖∞ replaced by ‖∆˜k‖2 (the only other difference is the constant in the exponent).
While part (2) of the previous corollary shows that having ∆2k/|Vk| in the exponent of the
tail bound (as we do in the present paper) is at least as effective as having ‖∆˜k‖22, note
that in the proof of the second part of Theorem 3 we only prove ∆k = O(
√|Vk|) via the
bounds
∆k ≤ ‖∆˜k‖2
√
|Vk| and ‖∆˜k‖2 ≤
k∑
r=0
br‖Qr‖ = O(1)
(using that ∆˜ =
∑∞
r=0 b
rQr in the present context); therefore the inequality with ‖∆˜k‖2 is
sufficient to establish the second part of Theorem 3 at least in the case of the Ising model.
We reiterate the remark made above, however, that this bound on ∆k may be subop-
timal; a sharper bound may yield a weaker condition than b2 maxgrT < 1 that ensures
∆k = O(
√|Vk|). On the other hand, Proposition 17 shows that ‖∆˜k‖2 is unbounded if
b2 maxgrT > 1, so that this part of Theorem 3 cannot be improved using the inequality of
Chazottes et al.
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