Chronic liver disease is a major worldwide health problem. Diagnosis and staging of chronic liver diseases is an important issue. In this paper, we propose a quantitative method of analyzing local morphological changes for accurate and practical computer-aided diagnosis of cirrhosis. Our method is based on sparse and low-rank matrix decomposition, since the matrix of the liver shapes can be decomposed into two parts: a low-rank matrix, which can be considered similar to that of a normal liver, and a sparse error term that represents the local deformation. Compared with the previous global morphological analysis strategy based on the statistical shape model (SSM), our proposed method improves the accuracy of both normal and abnormal classifications. We also propose using the norm of the sparse error term as a simple measure for classification as normal or abnormal. The experimental results of the proposed method are better than those of the state-of-the-art SSM-based methods. key words: local morphological analysis, diagnosis of cirrhosis, sparse and low-rank matrix decomposition, augmented lagrange multiplier
Introduction
Chronic liver disease is a major worldwide health problem, and cirrhosis of the liver is a chronic disease that can be generally divided into early, middle, and late stages. The appropriate treatment for cirrhosis depends strongly on the accurate estimation of the stage of the disease. Since late-stage cirrhosis is often associated with the occurrence of hepatocellular carcinoma, early detection is essential in order to investigate the cause and slow the progression of cirrhosis [1] .
Many researchers have tried to find ways to accurately diagnose cirrhosis. Some researchers have used various types of imaging to make the diagnosis. For example, Ogawa et al. [2] proposed combining ultrasonographic images with neural network analysis, and Lee et al. [3] introduced a kernel-based classifier for automatic diagnosis of liver diseases from CT images. There are also feature extraction methods, which can be categorized into two groups: texture-based methods and shape-based methods. One of † † The authors are with the Department of Radiology, Graduate School of Medicine, Osaka University, Suita-shi, 565-0871 Japan.
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a) E-mail: ritsumeikan.djp@gmail.com DOI: 10.1587/transinf.2014EDP7180 the most commonly used texture-based methods combines the gray level co-occurrence matrix (GLCM), which is based on features from CT images, with neural network classifiers. The research group of Gifu University [4] , [5] and Kayaalti et al. [6] used texture features as input and classified normal/cirrhotic livers by using, respectively, an artificial neural network (ANN) and a support vector machine (SVM). Both groups obtained promising results. However, there are limits on the clinical applications of texture analysis. Besides tissue fibrosis, cirrhosis has another notable characteristic: morphological changes occur in the liver during the clinical course of chronic liver diseases [7] . Typical CT volumes are shown in Fig. 1 . The values for normal livers are shown on the left, and those for cirrhotic livers are shown on the right. It can been seen that cirrhosis will cause hypertrophy of the left lobe and atrophy of the right lobe. Although the morphologic changes in the liver can be detected by computed tomography (CT), visual assessment is subjective and limited in its ability to detect small changes. In our previous work [8] , we proposed a statistical shape model (SSM) that used principal component analysis (PCA) to analyze the morphology of the liver and then selected suitable features to be used to diagnose cirrhosis. Machine learning techniques such as SVM and support vector regression (SVR) are used for classification or for estimation of the stage. However, the PCA-based SSM is a global morphological analysis method, and it is difficult to determine to what extent local deformations are due to cirrhosis.
In this paper, we propose a method based on sparse and low-rank matrix decomposition, which quantitatively analyzes the local morphological changes in order to obtain an accurate and practical diagnosis of cirrhosis. Sparse and low-rank matrix decomposition [9] is a matrix completion problem, and it decomposes an input matrix into two matrices, represented as D=A+E. Here D is the input matrix, A is Copyright c 2014 The Institute of Electronics, Information and Communication Engineers a low-rank matrix representing the features that are similar in all of the samples, and E is a sparse matrix. The sparse and low-rank matrix decomposition method has been used for research in many fields, such as machine learning [10] , [11] , control [12] , and computer vision [13] . The basic idea behind using this decomposition method for local morphological analysis is that the shape of the liver can also be decomposed into two parts: one is a low-rank shape, which can be considered to be that part of the shape that is similar to a normal liver; the other is a sparse error term, which represents the local deformation. Our proposed method can be used for the quantitative analysis of local morphological changes, and it improves the accuracy of classification, compared to the previous SSM-based global morphological analysis strategy. Furthermore, due to the large deformations caused by cirrhosis, the norm of E should be larger for abnormal livers than for normal ones. Thus the norm of E can be used as a simple measure for the classification of livers as normal or abnormal. The proposed method was evaluated using a database that includes 30 normal livers and 30 abnormal livers. The results with the proposed method were better than those of the state-of-the-art SSM-based methods. In our proposed method, we do not use SVM or SVR, only use a simple measure (the norm of E), which is our another contribution in addition to sparse and low rank matrix decomposition based local analysis.
The remainder of this paper is organized as follows. In Sect. 2, we give an overview of related work. Section 3 will introduce the proposed method in detail, and Sect. 4 gives the experimental results. We present our conclusions in Sect. 5.
Related Work
As we mentioned in the previous section, cirrhosis causes significant local morphological changes in the liver. In our previous work, we proposed the construction of an SSM for morphological analysis of the liver, based on PCA and using selected suitable modes as features for the diagnosis of cirrhosis. A flowchart for combining SSM with mode selection is shown in Fig. 2 . We will briefly review this method below.
Preprocessing: Segmentation and Normalization
For the first preprocessing step, the liver is segmented manually into datasets of CT images. The segmentation is performed under the guidance of a physician in order to obtain accurate data on the shape of the liver. We then choose one sample at random to serve as a reference and performed a rigid registration of the organ-to-organ volume in order to normalize the data and to remove the positional and rotational variation as much as possible. A schematic diagram is shown in Fig. 3 . Each normalized liver volume was converted to a triangulated mesh surface by using marching cube algorithms [14] . Each surface contains 1000 vertex points, as shown in Fig. 4 . We used the iterated closest point (ICP) algorithm (proposed by Besl and McKay [15] ) to find the point correspondences between all of the datasets.
Statistical Shape Model Constructions
After preprocessing, the matrix of all the samples is
, and M is the number of samples. Each column vector (shape) is represented as
where N is the number of surface points. In our previous work [8] , the authors proposed making the diagnosis using SSM, which is primarily based on PCA. PCA is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables that are called principal components. The objective function of PCA can be written as:
where A is a low rank matrix, E represents the error part and k is the number of principal components, it is less than or equal to the number of original variables. PCA can be accomplished by the eigenvalue decomposition of the data covariance (or correlation) matrix or by singular value decomposition of the data matrix. In the PCA transform, the vector x is first centered by subtracting its mean:
where E(D) is the expectation of matrix D. Next, d i is linearly transformed into another vector with m elements, m < min(3 × N, M). The transformation matrix is orthogonal and contains the eigenvectors of the covariance matrix of the original data ensemble D.
where
is a vector of weights that control the modes of shape variation, and Φ = ϕ 1 , ϕ 2 , ϕ 3 . . . ϕ m is the matrix of the first m eigenvectors. The eigenvectors ϕ i and corresponding eigenvalues λ i are computed and sorted so that λ i ≥ λ i+1 . In order to obtain features that can be used to discriminate between cirrhosis and healthy livers and thus lead to an accurate diagnosis, in Ref. [8] , the authors proposed to combine two methods for selecting the modes. One of these methods is an eigenvector-based method that returns the morphological variation that has the largest contribution. The other is a correlation-based method that finds the most distinctive modes.
However, there are existing several problems here. Firstly, PCA treats the error part as dense and i.i.d. Gaussian. While for cirrhosis, the deformation may be sparse and local. Secondly, it is difficult to clearly explain the constructed Schematic for sparse and low-rank matrix decomposition. D is the input data, which, in this paper, are the coordinates of the points on the surface of the shape; A and E are the low-rank matrix and the sparse matrix, respectively. models in terms of which one manifests the global variations due to the differences between subjects, and which one expresses the local deformations due to the progression of cirrhosis. Even with the proposed method for model selection, it is unclear if the selected models reflect only the deformations due to cirrhosis.
Proposed Method
In this paper, we propose a quantitative method, based on sparse and low-rank matrix decomposition which also known as Robust PCA [21] , to analyze local morphological changes and to produce an accurate and practical computeraided diagnosis of cirrhosis. The basic idea behind using the sparse and low-rank matrix decomposition for local morphological analysis is that the shape of a liver can be decomposed into two parts: a low-rank shape, which can be considered to be the part that is similar in shape to a normal liver; and a sparse error term, which represents the local deformation.The schematic for sparse and low-rank matrix decomposition for the analysis of local variations in liver shape is shown in Fig. 5 . We will introduce sparse and lowrank matrix decomposition below.
Sparse and Low-Rank Matrix Decomposition (SLRD)
Representations of complex systems and models arising in various areas often result in matrices that can be decomposed into a sparse matrix and a low-rank matrix. Such applications include the selection of statistical models, and the identification of systems in engineering and computer science.
Suppose that the given data are arranged as the columns of a large matrix D which has the same definition is Sect. 2. The mathematical model for estimating the low-dimensional subspace is to find a low-rank matrix A such that the discrepancy between A and D is minimized. This leads to the following constrained optimization problem:
where λ > 0 is a parameter that determines the trade-off between the rank of the solution and the sparsity of the error. The optimization problem of Eq. (5) is not directly tractable. A major difficulty is the non-convexity of the matrix rank and the L0 norm: in the worst case, minimization of these functions is extremely difficult (NP-hard and even difficult to approximate). Recently, Wright et al. [16] showed that the answer holds true with rather broad conditions, that is, as long as the error matrix E is sufficiently sparse (relative to the rank of D). The low-rank matrix A can be recovered exactly from D = A + E by solving the following convex optimization problem:
Here A * is the nuclear norm of matrix which equal to the trace of the matrix. To solve this constrained optimization problem, many algorithms have been proposed, including the accelerated proximal gradient method [17] , the augmented Lagrange multiplier (ALM) method [18] , and the alternating direction method (ADM) [19] . In this paper, we applied the ALM method, which will be briefly reviewed below. The general ALM method was introduced for solving constrained optimization problems of the following kind:
Compared to the general Lagrange multiplier, the ALM adds a quadratic penalty term that is defined as
where β is the Lagrange multiplier and μ is a positive scalar. The variable β i is updated according to the following rule:
However, for sparse and low-rank matrix decomposition, the argument of the function is a matrix, so the ALM method becomes
The augmented Lagrangian function is Fig. 6 Flowchart of the inexact augmented Lagrange multiplier method.
where P, Q = tr(P T Q), and B is the Lagrange multiplier. The ALM method for solving the sparse and low-rank decomposition is called the exact ALM (EALM) method, in Ref. [20] . The EALM method has been proven to have a pleasing Q-linear convergence speed. A slight improvement over the EALM leads to the inexact ALM (IALM) method, which was used in this paper, the flowchart of the IALM is shown in Fig. 6 .
The function J(D) in the initial part of Fig. 6 is J(D) = max( D 2 , λ −1 D ∞ ), and • ∞ is the maximum absolute of the matrix entries. The IALM method converges almost as quickly as does the EALM method, but the required number of singular value decompositions (SVDs) is significantly less. Meanwhile in this paper, we set hyper-parameter λ=1/ √ N, where N is the dimension of sample. In Ref. [21] , Cands et al proved this hyper-parameter is the best one for this problem. In the experimental part, this hyper-parameter was adopted for all experiments.
Quantitative Measure for Diagnosis
In this section, we will introduce our proposed strategy for the diagnosis of cirrhosis. We assumed that the shape ensemble of the liver has a low-rank global structure with sparse local deformations. In different livers, the local deformations will be distinct, which means the percentage of non-zero elements will be different for each sample in the sparse matrix E. In this paper, we defined the percentage of non-zero elements as non-sparsity and the percentage of zero elements as sparsity. Thus, we adopted L0-norm for classification. Thought L0-norm was used for quantitative measure, it only can reflect the degree of sparsity. However, sparisty is not only important for classification, but the deformation degree which also can be considered as the offsets from the standard model is also important. Thus L1-norm and L2-norm were adopted to evaluate the magnitude of deformation degree (offset). Furthermore, we call our proposed method as L0SLRD (based on the L0-norm), L1SLRD (based on the L1-norm) and L2SLRD (based on the L2-norm). Figure 7 shows the flowchart of the proposed method. In the proposed method, for each new test sample, firstly the new sparse matrix E was gotten combing the test data with the training samples,and then the norm of column vector in matrix E is calculated, finally use a threshold to classify them. If the number of training samples is sufficient, the norm of E will not change greatly with the addition of more training samples.
Experiment
In order to validate that the SLRD can determine the local deformation, we firstly used simulation data for which random local deformation had been added to the initial liver shape(ground truth) which were shown in Fig. 8 . 1000 surface points were extracted by marching cube method, and randomly chose 5% positions adding local deformation. The first row of Fig. 8 is the ground truth shapes which are represented by red. The yellow shapes in the second row are the simulation shapes. The blue ones are the global structures after sparse and low rank matrix decomposition. We can see that after decomposition, the deformations are removed and the ground truth structure is recovered. The last row of Fig. 8 is the hot map of offsets which were calculated from matrix E. In the hot map, the positive values and negative values mean raised parts and concave parts which were calculated by comparing matrix A and matrix D. It illustrates that the matrix E is sparse.
We also used 30 normal livers and 30 livers affected by cirrhosis, for a total of 60 livers. The size of each liver is 256 × 256 × 79, and the spacing of each shape is 0.63 × 0.63 × 2.5(mm). From each liver, 1000 surface points were extracted using marching cube method, and ICP was used for finding corresponding points for all the samples. Figure 9 showed the distribution of singular values of matrix A through SVD. It illustrated that the rank of matrix A is 8, which is much smaller than the number and the dimension of the samples. It means that the rank of A is low.
Meanwhile, Fig. 10 (a) showed the absolute value of matrix E. It illustrated that the normal data is more sparse than abnormal data. However, matrix E cannot directly reflect the magnitude of deformation, thus an offset matrix was calculated as shown in Fig. 10 (b) . Each element of offset matrix was calculated as Eq. (11): Figure 10 illustrates that the non-sparsity and offset of normal data are both smaller than those of abnormal ones. For quantitative analysis, non-sparsity and average value of offset which was calculated as Eq. (12) were given in Table 1 . (12) where N k is the number of normal samples(k = 1) or abnormal samples(k = 2), M is the the number of surface points, in this paper, M = 1000. From Table 1 , we can see that the non-sparsity of normal data is 14.6%, however that of abnormal data is nearly 30%. Furthermore, average offset of abnormal data was more than three times of that of normal data. And Std. is the Abbreviation of standard deviations.
In Fig. 10 some samples are different from other samples in the same category, such as normal data 17 and 30, abnormal data 15. Figure 11 and Fig. 12 showed some normal data and abnormal data including the samples mentioned above. The yellow shapes in the top row are the original shapes. The second row is the global structure of each sample represented by red. As shown in Fig. 11 , in spite of data 17 and 30 are normal data, they have larger deformation than other normal data, which can be considered as a shape vari- ation of the normal liver. It should be noted such shape variations is rare (only 2 cases among 30 cases). Though such normal data will be classified as abnormal cases (false pos- Table 1 The non-sparsity which is the percentage of non-zero elements in the vector or matrix and the average offset and standard deviations (Std.) of each category. itive), we can reduce the number of such false positive data by adding texture information (it will be our future work). Meanwhile, Fig. 12 gives the visualizations of four abnormal data, where the data 2, 5, 3 from columns 1-3 manifest the local deformations (large magnitude offset in local parts) as the clinic explanations of cirrhosis. However, data 15 is already in the late stage of cirrhosis, and gives very large deformation which leads to high-abnormal measure.
As shown in Table 1 , the non-sparsity and average offset of normal data are both smaller than those of abnormal ones, thus we can use the norm of matrix E for classifi- cation which as mentioned in Sect. 3.2. Figure 13 (a) and Fig. 13 (b) show the plots and histograms of different norm for the sparse matrix E, respectively. From Fig. 13 , it illustrated that we can easily classify two categories by using a simple threshold. For instance, when the value of threshold was set as 500 for L1SLRD, the false positive is nearly 0.07 and true positive is nearly 0.97. With changing the threshold, we can get different false positive and true positive to plot ROC curve shown in Fig. 14 . Because the diagnosis accuracy of abnormal samples is more important in clinical applications, the abnormal data is considered as positive samples in this paper. In order to show the advantage of our proposed method, we compare our method with the conventional method which used SVM or Adaboost as a classifier, and tenfold cross validation method was adopted. While for the proposed method, it doesn't need cross-validation, because it needs to decompose the training samples and test samples together. Thus the decomposition results will be same, regardless which data are used for test. We chose the first 13 eigenvectors, linear kernel was adapted for SVM and 4 weak learners were selected for Adaboost. The ROC curve of these two methods were also shown in Fig. 14 . It illustrated that when the true positive got 100%, false positive of proposed method is the smallest. In this paper, the ROC curve was fitted by curve fitting method proposed by C.E. Metz [22] .
Meanwhile, we can get the highest recognition rate of overall data from ROC curve. The highest recognition rate of different methods are shown in Table 2 . We can see that the performance of the proposed method is better than those of the SSM-based methods. The best recognition rate was 0.95, which was attained by using our proposed strategy. Furthermore, we also gave the area under the curve (AUC) of ROC in Table 2 . The value of AUC is larger, the performance is better. From Table 2 , it showed that AUC of the proposed method is better than those of SSMbased methods, which means the performance of proposed method is better. The result of L0SLRD is worse than those of L1SLRD and L2SLRD, because L0SLRD only considers the sparsity of E, while deformation degree is also very important. Meanwhile we repeated tenfold cross validation six times, each method got an AUC vector which was used to do t-test for statistically comparing with each method in Table 3 . It illustrates that the performances of L1SLRD and L2SLRD are same with each other, and they are better than other methods.
Discussion
This study proposed a local morphological analysis strategy for cirrhosis diagnosis, which can decompose liver shape ensemble into the similar global structure and their corresponding deformation parts. If a liver is cirrhosis, it can be simply decided according to a quantitative measure estimated from the decomposed deformation part. Experiments validate that the proposed strategy achieved promising performance for cirrhosis diagnosis compared with the global shape analysis such as SSM [8] . However, there are still some limitations of the proposed strategy which is deserved being consideration for improving the applicability and flex- ibility. Firstly, the current sparse and low rank representation for similar global structure and deformation part decomposition is a batch-based strategy, which means that it is necessary to optimize the decomposition process again with any new input test sample. Although, the computation cost of the decomposition in the current-scale dataset is not so high (only 0.68s), it is expected to greatly be increased with large-scale dataset. Therefore, it will be more applicable if the online version can be developed. Furthermore, as we mentioned in Sec. 2, the point correspondence between different liver surfaces was done using ICP [15] in the pre-process step. Due to the different deformations in liver shapes, it is possible to lead to the miss-correspondence, which will draw additional error excluding the local deformation (sparse constraint) and then affect the proposed decomposition. Thus, it is promised to integrate the sparse and low rank decomposition with ICP corresponding strategy as a unified framework to achieve more accurate deformation decomposition.
Conclusion
In this paper, we have proposed a robust method for medical diagnosis that uses images and is based on sparse and low-rank matrix decomposition. It is well known that livers from different subjects have a similar overall structure, indicating that the liver shape ensemble should be of low rank. However, cirrhosis can lead to local deformations, and these changes can be considered sparse with respect to the whole liver. Therefore, in this study, we proposed applying sparse and low-rank matrix decomposition in order to separate the local deformation (sparse error matrix E) from the global Fig. 13 The plot and histograms from the L0-norm to L2-norm for the sparse matrix E. We used the percentage of non-zero elements (non-sparsity) to replace L0-norm for intuitive display. The left column shows the plots, and the right column shows histograms. structure (low-rank matrix A), using a given liver shape as input D. D is the matrix of landmark coordinates, and it was initialized by using rigid registration. The sparse matrix E is then used to make the diagnosis. In general, normal livers have smaller local deformations than do abnormal livers; this means that the sparse matrix E of a normal liver has a smaller norm. Therefore, we have proposed a method that is based on a threshold classifier for the norm of E, in order to differentiate normal and abnormal livers. The proposed method was evaluated using a database of liver image information and was compared with various SSM-based methods. The experimental results indicated that the performance of the proposed method was better than those of the SSM-based methods.
