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Abstract
The absolute stability of Lurie system with multiple time delays and nonlinearities is considered in this paper. Based on the
Lyapunov stability theory, using the descriptor system approach and the method of decomposing matrices, a novel delay-dependent
sufficient condition for the absolute stability of Lurie system is derived and expressed in the form of the linear matrix inequal-
ity (LMI). The maximum upper bound of the allowable delay is obtained by solving a convex optimization problem. A numerical
example shows that the result obtained in this paper improved the estimate of the stability limit over some existing results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, the problem of absolute stability of Lurie systems which was introduced by Lur’e in [1] has been
extensively studied in [2–5]. Since time-delays frequently occurr in practical systems and are often the source of
instability, the problem of the absolute stability of time-delay Lurie systems has been also studied in [6–8]. The stable
conditions mentioned above are delay-independent and these results are often overly conservative when time-delay
is small. These criterions are not suitable to the closed-loop systems which are open-loop unstable and are needed to
be stabilized by inputting delays. Based on this, the delay-dependent absolute stability conditions are surveyed and
proposed in [9–14]. By employing the approach of linear matrix inequality (LMI), many novel conditions for delay-
dependent absolute stability of Lurie system are obtained in [13,14]. The advantage of this method is that it uses free
weighting matrices to express those relationships.
Based on the descriptor system approach and using the method of decomposing the matrices mentioned in [14],
the problem of absolute stability for Lurie system with multiple delays and nonlinearities is considered in our paper.
Based on LMI approach, a delay-dependent sufficient condition for the absolute stability as the feasibility problem
of a certain LMI system is derived in this paper. Furthermore, a convex optimization determine the maximum upper
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guaranteed to be absolute stable for all time delays such that h hmax. The numerical example demonstrates that our
condition is less conservative than that in [9–14].
Notation. Throughout this paper, Q> 0 (respectively Q< 0) means that the matrix Q is positive (respectively nega-
tive) definite. R denotes the real set. Rm×n denotes the set of all m × n real matrices.
2. Problem statement
Here, consider the Lurie system with multiple time-delays and nonlinearities given in [14]:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x˙(t) = Ax(t) +
k∑
i=1
Bix(t − hi)+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t)),
σ (t) = cT x(t),
x(θ) = ϕ(θ), θ ∈
[
− max
1ik
{hi},0
]
,
(1)
where x(t) ∈ Rn denotes the state vector; A,Bi (i = 1,2, . . . , k) ∈ Rn×n are the coefficient matrices; b,ρi (i =
1,2, . . . , k) ∈ Rn are the coefficients of the nonlinearities; c ∈ Rn; hi  0 (i = 1,2, . . . , k) are the time-delays; ϕ(·) ∈
C([−max1ik{hi},0],Rn) is a continuous vector-valued initial function. The nonlinearity function f (·) satisfies the
following sector condition:
f (·) ∈ K[0,∞] = {f (·) ∣∣ f (0) = 0, 0 < σf (σ) < ∞, σ = 0}. (2)
Before stating our results, the following fact and lemma are introduced which will be used in our proof.
Lemma 1. (See Gu [15].) For any constant symmetric matrix M ∈ Rn×n, M > 0, scalar h > 0, vector function
x˙(·) ∈ C([−h,0],Rn) such that the integrations in the following are well defined, then:
h
h∫
0
x˙T (s)Mx˙(s) ds 
( h∫
0
x˙(s) ds
)T
M
( h∫
0
x˙(s) ds
)
. (3)
Fact 2. (See Schur Complement [16].) Given constant symmetric matrices Σ1,Σ2,Σ3, where Σ1 = ΣT1 and
Σ2 = ΣT2 > 0, then Σ1 + ΣT3 Σ−12 Σ3 < 0 holds if and only if[
Σ1 Σ
T
3
Σ3 −Σ2
]
< 0 or
[−Σ2 Σ3
ΣT3 Σ1
]
< 0. (4)
3. Main results
Here, we decompose the coefficient matrix Bi of the delay vector of system (1) into two parts, Bi = Bi1 + Bi2
(i = 1,2, . . . , k), as used in [14] and using the descriptor model transformation method which was first outlined in
[17] combined with Newton–Leibniz formula. The original system is transformed to:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙(t) = y(t),
0 = −y(t)−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)+
k∑
i=1
Bi2x(t − hi)
+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t)).
(5)
For the absolute stability of systems (1) and (2), we have the following result:
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Qi = QTi > 0, Ri = RTi > 0 (i = 1,2, . . . , k), positive diagonal matrix Λ = diag(γ1, γ2, . . . , γk), real matrices S1, S2
and any scalars α > 0, β > 0 such that the following LMI holds:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ω11 ω12 −ST1 Bˆ ST1 B∼ ST1 ρˆ ω16 h1
(
A+
k∑
i=1
Bi1
)T
R1 · · · hk
(
A +
k∑
i=1
Bi1
)T
Rk
∗ ω22 −ST2 Bˆ ST2 B∼ ST2 ρˆ ST2 b 0 · · · 0
∗ ∗ −Rˆ 0 0 −βBˆT c −h1BˆT R1 · · · −hkBˆT Rk
∗ ∗ ∗ −Qˆ 0 β B
∼
T c h1 B
∼
T R1 · · · hk B
∼
T Rk
∗ ∗ ∗ ∗ −Λ βρˆT c h1ρˆT R1 · · · hkρˆT Rk
∗ ∗ ∗ ∗ ∗
(
k∑
i=1
γi
)
+ 2βbT c 0 · · · 0
∗ ∗ ∗ ∗ ∗ ∗ −R1 · · · 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ . . . 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ · · · −Rk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0.
(6)
∗ denotes the elements below the main diagonal of a symmetric block matrix where:
Bˆ = [B11 B21 · · · Bk1 ] ; B
∼
= [B12 B22 · · · Bk2 ] ; ρˆ = [ ρ1 ρ2 · · · ρk ] ;
Rˆ = diag (−R1 −R2 · · · −Rk ) ; Qˆ = diag (−Q1 −Q2 · · · −Qk ) ; Λ = diag(γ1, γ2, . . . , γn);
ω11 = ST1
(
A +
k∑
i=1
Bi1
)
+
(
A +
k∑
i=1
Bi1
)T
S1 +
k∑
i=1
Qi; ω12 = P − ST1 +
(
A+
k∑
i=1
Bi1
)T
S2;
ω16 = ST1 b + β
(
A+
k∑
i=1
Bi1
)T
c + αc; ω22 = −ST2 − S2.
Proof. According to the Lyapunov stable theory, we choose the following Lyapunov functionals candidate for sys-
tem (5) as:
V (t) = V1(t) + V2(t)+ V3(t)+ V4(t)+ V5(t). (7)
For:
V1(t) = xT (t)P x(t) =
(
xT (t) yT (t)
)[ I 0
0 0
][
P 0
S1 S2
](
x(t)
y(t)
)
;
V2(t) =
k∑
i=1
t∫
t−hi
xT (s)Qix(s) ds; V3(t) =
k∑
i=1
hi
t∫
t−hi
t∫
ξ
yT (s)Riy(s) ds dξ ;
V4(t) = 2β
σT (t)∫
0
f (σ )dσ ; V5(t) =
k∑
i=1
γi
t∫
t−hi
f 2
(
σ(s)
)
ds.
Using Lemma 1, the time derivative of each Vi(t) (i = 1,2, . . . ,5) along the trajectories of the Lurie system (5)
can be processed as:
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(
xT (t) yT (t)
)[ P ST1
0 ST2
](
x˙(t)
0
)
= xT (t)
(
ST1
(
A+
k∑
i=1
Bi1
)
+
(
A+
k∑
i=1
Bi1
)T
S1
)
x(t)+ 2xT (t)
(
P − ST1 +
(
A +
k∑
i=1
Bi1
)T
S2
)
y(t)
+ 2xT (t)
k∑
i=1
(−ST1 Bi1)
t∫
t−hi
y(s) ds + 2xT (t)
k∑
i=1
ST1 Bi2x(t − hi)
+ 2xT (t)
k∑
i=1
ST1 ρif
(
σ(t − hi)
)+ 2xT (t)ST1 bf (σ(t))
+ yT (t)(−ST2 − S2)y(t)+ 2yT (t)
k∑
i=1
(−ST2 Bi1)
t∫
t−hi
y(s) ds
+ 2yT (t)
k∑
i=1
ST2 Bi2x(t − hi)+ 2yT (t)
k∑
i=1
ST2 ρif
(
σ(t − hi)
)+ 2yT (t)ST2 bf (σ(t));
V˙2(t) = xT (t)
(
k∑
i=1
Qi
)
x(t)−
k∑
i=1
xT (t − hi)Qix(t − hi);
V˙3(t) =
k∑
i=1
xT (t)h2i Rix(t)−
k∑
i=1
t∫
t−hi
xT (s)hiRix(s) ds.
Using Lemma 1, we can transform V˙3(t) as:
V˙3(t) yT (t)
(
k∑
i=1
h2i Ri
)
y(t)−
k∑
i=1
( t∫
t−hi
y(s) ds
)T
Ri
( t∫
t−hi
y(s) ds
)
=
[
−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)+
k∑
i=1
Bi2x(t − hi)+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t))
]T
×
(
k∑
i=1
h2i Ri
)
×
[
−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)+
k∑
i=1
Bi2x(t − hi)
+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t))
]
−
k∑
i=1
( t∫
t−hi
y(s) ds
)T
Ri
( t∫
t−hi
y(s) ds
)
;
V˙4(t) = 2βσ˙ T (t)f (σ )
 2β
[
−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)+
k∑
i=1
Bi2x(t − hi)
+
k∑
ρif
(
σ(t − hi)
)+ bf (σ(t))
]T
cf
(
σ(t)
)+ 2αxT (t)cf (σ(t));
i=1
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(
σ(t)
)( k∑
i=1
γi
)
f
(
σ(t)
)− k∑
i=1
f T
(
σ(t − hi)
)
γif
T
(
σ(t − hi)
)
.
Here we define:
χ(t) = [ xT (t) yT (t) ςT1 (t) ςT2 (t) ςT3 (t) f T (σ(t)) ]T ,
where:
ς1(t) =
[ ( ∫ t
t−h1 y(s) ds
)T ( ∫ t
t−h2 y(s) ds
)T · · · ( ∫ t
t−hk y(s) ds
)T ]T ;
ς2(t) =
[
xT (t − h1) xT (t − h2) · · · xT (t − hk)
]T ;
ς3(t) =
[ (
f
(
σ(t − h1)
))T (
f
(
σ(t − h2)
))T · · · (f (σ(t − hk)))T ]T .
Adding up the time derivative of Vi(t) (i = 1,2, . . . ,5), we have that:
V˙ (t) χT (t)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ω11 ω12 −ST1 Bˆ ST1 B∼ ST1 ρˆ ST1 b + β
(
A +∑ki=1 Bi1)T c + αc
∗ ω22 −ST2 Bˆ ST2 B∼ ST2 ρˆ ST2 b
∗ ∗ −Rˆ 0 0 −βBˆT c
∗ ∗ ∗ −Qˆ 0 β TB
∼
c
∗ ∗ ∗ ∗ −Λ βρˆT c
∗ ∗ ∗ ∗ ∗ (∑ki=1 γi)+ 2βbT c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
χ(t)
+
[
−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)+
k∑
i=1
Bi2x(t − hi)
+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t))
]T
·
(
k∑
i=1
h2i Ri
)
·
[
−
k∑
i=1
Bi1
t∫
t−hi
y(s) ds +
(
A +
k∑
i=1
Bi1
)
x(t)
+
k∑
i=1
Bi2x(t − hi)+
k∑
i=1
ρif
(
σ(t − hi)
)+ bf (σ(t))
]
(8)
where ω11, ω12 and ω22 are the same as the corresponding items in inequality (6).
If the inequality (8) < 0, then there exists a sufficient small scalar ε > 0 such that V˙ (t)−ε‖x(t)‖2 for x(t) = 0,
which means that the Lurie system with multiple time-delays and nonlinearities described by (1) and (2) is absolute
stable. Using the Schur Complement [16], (8) < 0 is implied by the inequality (6). So Theorem 1 is improved. 
Remark 1. If the coefficients of the time-delay nonlinearities ρi = 0 (i = 1,2, . . . , k), the criterion given by [13]
cannot estimate the absolute stability of such a system. So our result is less conservative.
Remark 2. The absolute stable criterion for delay Lurie system given in [13] and [14] should be under the assumption
A1 as:
∑k
i=1 hi‖Bi1‖ < 1. It means that the maximum upper bound hmax of the allowable delay in those papers should
satisfy: hmax < 1/(
∑k
i=1 ‖Bi1‖). Apparently, our result is less conservative than the conditions given in [13] and [14].
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the original system to an equivalent descriptor form representation and will not introduce additional dynamics in the
sense defined in Gu and Niculescu [18].
Corollary 1. If k = 1 and ρi (i = 1,2, . . . , k) = 0, the Lurie system with single time delay is absolutely stable if there
exist matrix P = PT > 0, Q = QT > 0, R = RT > 0, real matrices S1, S2 and any scalars α > 0, β > 0 such that the
following LMI holds:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ω11 ω12 −ST1 B1 ST1 B2 ST1 b + β(A + B1)T c + αc h(A +B1)T R
∗ ω22 −ST2 B1 ST2 B2 ST2 b 0
∗ ∗ −R 0 −βBT1 c −hBT1 R
∗ ∗ ∗ −Q βBT2 c hBT2 R
∗ ∗ ∗ ∗ 2βbT c hbT R
∗ ∗ ∗ ∗ ∗ −R
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (9)
where:
ω11 = ST1 (A + B1)+ (A +B1)T S1 +Q; ω12 = P − ST1 + (A + B1)T S2; ω22 = −ST2 − S2.
It is clear that (9) is a linear matrix inequality in P,Q,R,S1, S2 and α,β . Corollary 1 shows that the absolute
stability for the system with single time-delay can be considered as an LMI feasibility problem. The latter is convex
and can be efficiently solved by Matlab LMI Control Toolbox. The absolute stability condition proposed in Corollary 1
is delay-dependent. Using this condition, the maximum upper bound hmax of the allowable delay, such that the single
time-delay Lurie system is absolutely stable for all h hmax, can be determined by solving the following optimization
problem:{
max
P,Q,R,S1,S2,α,β
h
s.t. P,Q,R,α,β > 0, (9).
(10)
By the Schur Complement, the matrix (9) is equivalent to
Ω1 + h2Θ < 0 (11)
where
Ω1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
ω11 ω12 −ST1 B1 ST1 B2 ST1 b + β(A + B1)T c + αc
∗ ω22 −ST2 B1 ST2 B2 ST2 b
∗ ∗ −R 0 −βBT1 c
∗ ∗ ∗ −Q βBT2 c
∗ ∗ ∗ ∗ 2βbT c
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
Θ =
⎡
⎢⎢⎢⎢⎢⎢⎣
(A + B1)T
0
−BT1
BT2
bT
⎤
⎥⎥⎥⎥⎥⎥⎦
R
[
(A + B1) 0 −B1 B2 b
]
.
It is easy to find that the matrix Ω1 is negative definite. Therefore, the problem (10) can be transformed to the following
equivalent optimization problem:⎧⎪⎪⎨
⎪⎪⎩
min
P,Q,R,S1,S2,α,β
γ
s.t. P,Q,R,α,β > 0,
Θ < −γΩ .
(12)
1
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Toolbox in Matlab if the problem (12) is feasible. Furthermore, if γ is the optimal value of the problem (12), then
hmax = √1/γ is the maximum upper bound on the admissible delay.
4. Numerical example
Consider the following Lurie system with single time delay which was given in [9–14]:
A =
[−2 0
−1 −2
]
; B =
[−0.2 −0.5
0.5 −0.2
]
; b =
[−0.2
−0.3
]
; c =
[
0.6
0.8
]
.
By decomposing the matrix B1 into the following two parts:
B11 =
[
0.1 −0.15
−0.01 −0.1
]
; B12 =
[−0.3 −0.35
0.51 −0.1
]
.
By solving optimization problem (12), the max time-delay which can ensure the Lurie system absolute stability is
hmax = 7.4390.
Comparing the results in the following table:
hmax by [9] hmax by [10] hmax by [11] hmax by [12] hmax by [13] hmax by [14] hmax by Corollary 1
0.3053 0.3230 0.9278 2.055 3.7272 5.1587 7.4390
From the table above, it is easy to find that the max value hmax for the absolute stability of the Lurie system is many
times larger than that given by [9–14]. And when hmax = 7.4390, the solutions given by the LMI control-toolbox are:
P =
[
1.3876 0.0070
0.0070 1.2468
]
; Q =
[
1.0109 0.0543
0.0543 1.0045
]
; R =
[
0.4087 −0.1950
−0.1950 0.2324
]
;
S1 =
[
0.7260 −0.1744
−0.1744 0.5895
]
; S2 =
[
0.3973 −0.0085
−0.0085 0.3373
]
; β = 0.5026; α = 1.3446.
5. Conclusion
This letter provides an improved delay-dependent absolute stability condition for the Lurie system with multiple
time-delays and nonlinearities. By using the descriptor system approach and the method of decomposing matrix, the
more effective results are derived which are given by Theorem 1 in the form of linear matrix inequality (LMI) in this
paper. A simple numerical example is introduced to illustrate that our results are less conservative than those given
by [9–14].
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