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, "Instability of the join-the-shortest-queue and fcfs policies in queueing systems and their stabilization," Operations Res., vol. 45, pp. 309-314, 1997.
I. INTRODUCTION
In a recent paper [1] , we presented an algorithm for a class of stochastic discrete resource allocation problems which are hard due to the combinatorial explosion of the feasible allocation search space, as well as the absence of closed-form expressions for the cost function of interest. The algorithm was shown to converge in probability to the global optimum. An important feature of this algorithm is that it is driven by ordinal estimates of a cost function, i.e., simple comparisons of estimates, rather than their cardinal values. One can therefore exploit the fast convergence properties of ordinal comparisons [2] . In this paper, we address explicitly this feature by analyzing the convergence rate properties of the algorithm.
In the resource allocation problems studied in [1] , there are r identical resources to be allocated over N user classes so as to optimize some system performance measure (objective function Then, the basic resource allocation problem is
where, without loss of generality for the purpose of our analysis, we may set i = 1 for all i.
In a stochastic setting, the cost function L i (s s s) is usually an expectation whose exact value is generally difficult to obtain and one resorts to estimates of Li(s s s) which may be obtained through simulation or through direct on-line observation of a system. We denote byL t i (s s s) an estimate of L i (s s s) based on observing a sample path for a time period of length t. In [1] , an on-line optimization algorithm for solving (RA) in such a setting was developed and shown to converge in probability to the global optimum under certain conditions. The contribution of this paper is twofold: first, we show that under certain additional mild technical conditions the algorithm converges almost surely as well; in addition, for a class of problems with regenerative structure, convergence is shown to be exponentially fast, in the sense that the probability of finding the optimal allocation converges exponentially to 1 if the simulation length increases linearly. This is a highly desirable property from a practical point of view.
In Section II we review the stochastic optimization algorithm of [1] and identify a number of properties based on which we establish almost sure convergence and determine the associated rate of convergence. In Section III, we concentrate on resource allocation applied to regenerative systems and further show that the algorithm converges exponentially fast.
II. CONVERGENCE OF ON-LINE STOCHASTIC OPTIMIZATION ALGORITHM
The following is the stochastic resource allocation algorithm given in [1] , represented as the Markov process f(s s s k ;C k )g where the vector s s s k = [ñ 1; k ;ñ 2; k ; 1 11;ñ N; k ] is the allocation after the kth step,C k is a subset of user indices after the kth step updated as shown below, and the "1 " notation is used to indicate that all quantities involved are based on estimatesL 
It is clear that (1)- (5) define a Markov process f(s s s k ;C k )g, whose state transition probability matrix is determined byĩ 3 k ;j 3 k , and k (ĩ 3 k ;j 3 k ). For a detailed discussion and interpretation of this process, the reader is referred to [1] . Briefly,ĩ 3 k andj 3 k estimate the users "most sensitive" and "least sensitive" to the removal of a resource among those users in the setC k . Then, (1) forces the exchange of a resource from the most to the least sensitive user at the kth step of this process, provided the quantity k (ĩ 3
is strictly positive; otherwise, the allocation is unaffected, but the user with indexj 3 k is removed from the setC k through (5) . When this set is reduced to a single user, it is reset to C 0 and the procedure repeats. The quantity k (ĩ 3 k ;j 3 k ) is the estimated "potential cost reduction" when an actual change in allocation takes place.
We will make the following three assumptions, as in [1] :
with 1Li(0) 01 and 1Li(N + 1) 1.
• A2: For every i, and every n i , the estimateL t i (n i ) is ergodic as the sample path length increases in the sense that
for any k and any pair (s s s k ,C k ). For a detailed discussion of these assumptions, see [1] . Note that A3 is a technical condition guaranteeing that an estimate does not always give one-sided-biased, incorrect information. Also note that the results in this paper do not require the technical condition that the optimal allocation be unique (A3 in [1] ). If several allocations exhibit optimal performance, the proposed scheme will converge to a set of allocations and will oscillate among the members of the set.
Under A1-A3, it was proven in [1] thats s s k converges in probability to the optimal solution s s s 3 as long as f (k) ! 1 as k ! 1. Our main result in this section is thats s s k also converges almost surely under some additional mild assumptions. In order to derive this result (Theorem 1), we need to first revisit some properties of the process (1)-(5) which were derived in [1] .
A. Properties of Stochastic Resource Allocation Process
We present five inequalities as properties P1)-P5) that were either derived in [1] or are direct consequences of results in [1] 
Note that the set f(i; j)j k (i; j) < 0g is finite. Next, given any state (s s s k ;C k ) reached by the process (1)- (5) (2) and (3) if exact measurements were available (deterministic case). Note that i 3 k , j 3 k need not be unique at each step k, hence the need for these sets. We then define where, for any x, bxc is the greatest integer smaller than x. With this sequence of f k g, we define as in [1] The last property we will use was established in [1, eq. (63) 
B. Main Convergence Result
As already stated, under assumptions A1-A3, it was proven in [1] thats s s k converges in probability to the optimal solution s s s 3 as long as f(k) ! 1 as k ! 1. By proper selection of the sample path length f(k), i.e., the kth estimation period, and under some additional mild assumptions we can now show that the process (1)- (5) converges almost surely; we can also determine the associated rate of convergence. For this purpose, we first recall a result of [2] .
Lemma 2.1: Suppose that fx t ; t 0g is a stochastic process sat-
The assumption in Lemma 2.1 is very mild and almost always satisfied in the simulation or direct sample path observation of discreteevent dynamic systems. Lemma 2.1 establishes the rate of convergence for comparingx t against 0. Using this result, we can prove the following lemma which will be needed for our main result.
Lemma 2.2:
Assume that, for every i, the estimateL t i (n i ) satisfies the assumptions of Lemma 2.1. Then, for any i; j; i 6 = j,
Proof: Letx k = 1L t j (n j ) 0 1L t i (n i ) and x = 1L j (n j ) 0 1Li(ni). Then, fx k g satisfies the assumptions of Lemma 2.1 and x > 0. Thus, the conclusion holds. The inequality P5) establishes the convergence in probability of the process (1)- (5), while Theorem 1 proves the almost sure convergence.
For any sample path length f(k), the proof of Theorem 1 shows that the rate of convergence in probability is
III. CONVERGENCE OF ALGORITHM FOR REGENERATIVE SYSTEMS
In many cases, knowledge of the structure of a specific discrete-event dynamic system allows us to gain further insight on the convergence of the process (1)- (5). To be precise, let fX t () 2 R; t 0g be a parameterized stochastic process that describes the discrete-event dynamic system that we are interested in. We use to indicate different "designs" (e.g., parameter settings). In many discrete-event dynamic systems, estimates of performance measures based on the simulation or observation over a time period t can often be constructed in the form
where`(:): R ! R. Although other forms of estimators are possible, the form of (20) is typical and we shall limit ourselves to it (other forms are considered in [2] ). We consider next the convergence of (1)- (5) for the important class of regenerative systems. ii) fX ()+t (), k () 0 i (); t 0; k ig does not depend on fXt(); j(); t i; 0 j ig. f i (); i 1g is a sequence of regeneration points and T i () = i ()0 i01 (); i 1; is the cycle time of the ith regenerative cycle. Then fTi(); i 1g is a sequence of i.i.d. random variables. We also define T 0 () = 0 ().
Let fX t ()g be a regenerative process with cycle times fT i ()g. 
in other words, the rate of convergence for comparing the two sample estimatorsL t ( 1 ) andL t ( 2 ) is exponential.
We can now prove the following theorem regarding the almost sure convergence of the process (1)-(5) and the associated rate of convergence.
Theorem 2: Suppose that assumptions A1-A3 hold and for every pair i; j; i 6 = j, 1L t i (n i ) 0 1L t j (n j ) is a regenerative process with regenerative cycle times satisfying b) and c) of Lemma 3.1. Then, there exists a c > 0 large enough such that if f(k) c ln(k) for sufficiently large k, the process described by (1)- (5) 
for some > 0.
Proof: Assumption A2 guarantees that 1L t i (n i )01L t j (n j ) sat- 
