Abstract. In this work we develop a scalable computational framework for the solution of PDEconstrained optimal control problems under high/infinite-dimensional uncertainty. Specifically, we consider a mean-variance risk adverse formulation of the stochastic optimization problem and employ a Taylor expansion with respect to the uncertain parameter either to directly approximate the control objective or as a control variate for Monte Carlo variance reduction. The expressions for the mean and variance of the Taylor approximation are known analytically, although their evaluation requires to efficiently compute the trace of the (preconditioned) Hessian of the control objective. We propose to estimate such trace by solving a generalized eigenvalue problem using a randomized algorithm that only requires the action of the Hessian in a small number of random directions. Then, the computational work does not depend on the nominal dimension of the uncertain parameter but only on the effective dimension (i.e. the rank of the preconditioned Hessian), thus significantly alleviating or breaking the curse of dimensionality. Moreover, when the use of the possibly biased Taylor approximation results in large error of the optimal control function, we use such approximation as a control variate for variance reduction, which results in considerable computational savings (several orders of magnitude) compared to a simple Monte Carlo method. In summary, our approach amounts to solving an optimal control problem constrained by the original PDE and a set of linearized PDEs, which arise from the computation of the gradient and the Hessian of the control objective with respect to the uncertain parameter. We use the Lagrangian formalism to derive expression for the gradient with respect to the control variable and apply a gradient-based optimization method to solve the problem. Symbolic differentiation of the Lagrangian with respect to the state variable, the adjoint variable, the uncertain parameter and the control variable allows us to calculate (high-order) derivatives even for complex PDE models. We demonstrate the accuracy, efficiency, and scalability of the proposed computational method for two problems with infinite-dimensional uncertain parameters: a subsurface flow in a porous medium modeled as an elliptic PDE, and a turbulent jet flow modeled as Reynolds-averaged Navier-Stokes equations coupled with a nonlinear advection-diffusion equation. In particular, for the latter (and more challenging) example we show scalability of our algorithm up to one million parameters after discretization.
1. Introduction. Optimal control or optimization problems constrained by partial differential equations (PDEs) are ubiquitous in many applications of practical relevance for science and engineering. The objective of such problems is to seek an optimal control function that minimizes a cost functional, which often consists of a control objective and a penalization term. The control objective is often given as a distance between the solution of the PDE and a desirable state or, in general, as a quantity of interest related to the solution, while the penalization term is used to limit the energy norm or to impose regularity of the control function. In practical applications, uncertainties are inevitable and can arise from various sources, such as the PDE coefficients, initial or boundary conditions, external loadings, or computational geometries. Different realizations of these uncertain parameters may lead to significant differences in the optimal control function. Mathematical theories and computational methods have been developed for several decades to deal with deterministic PDEconstrained optimal control and optimization problems [43, 29, 30, 34, 59, 13] . More recently, PDE-constrained optimal control and optimization problems under uncertainty have become important areas of research and have drawn increasing attention [14, 56, 35, 31, 52, 38, 58, 22, 42, 21, 40, 47, 23, 41, 39, 10, 2, 3] .
Different formulations of the cost functional have been studied to incorporate uncertainty into the PDE-constrained optimal control or optimization problems and to obtain robust optimal control functions. A straightforward choice is to optimize the mean of the control objective, i.e., the integration of the control objective with respect to the probability measure of the uncertain parameter [14, 35, 31, 38, 21] . However, this formulation does not control the variability of the control objective. To avoid a possible and undesirable large variation of the control objective, which may represent the risk of a system failure, one can include the variance or higher moments of the control objective in the cost functional [52, 10, 58] . An alternative approach is use the Value-at-Risk (VaR) or conditional VaR [39] , which measure the (conditional) probability of the control objective surpassing a certain critical value. An extreme choice is robust optimization (also referred as min-max optimization), where one seeks for the control that yields the optimal value of the objective in the worst-case scenario, i.e. to optimize the extreme value of the control objective in the range of the uncertain parameter [12, 42] .
All these formulations present similar computational challenges. The prominent one is to compute the statistics of the control objective (i.e., mean, variance, higher moments, or conditional probabilities) and involves the integration of the control objective or related quantities with respect to the probability measure of the uncertain parameter. This challenge becomes more relevant for high-or infinite-dimensional uncertain parameter space, which is often the case when the parameter is a random spatially correlated field. A straightforward approach is to apply a Monte Carlo method to compute the statistics by taking the average of the control objective or related quantities at a set of samples randomly drawn according to the probability measure of the parameter. However, the convergence rate of the Monte Carlo estimator is only O(M −1/2 ), where M is the number of samples. This may lead to an extremely large number of samples needed to achieve a target accuracy, and therefore it may not be feasible when the state equation is a complex nonlinear PDE problem. For small to medium scale problems, quasi Monte Carlo methods using low-discrepancy sequences improve the convergence rate to O((log(M )) d /M ) for d-dimensional parameter [25] . Stochastic Galerkin and stochastic collocation methods have also been used to compute the statistical moments in the cost functional [52, 58] , provided that a suitable finite dimensional parametrization of the uncertain parameter, such as a truncated Karhunen-Loève expansion, is applicable. These methods achieve fast convergence when the control objective depends smoothly on the low-dimensional parameter, but suffer from the so-called curse-of-dimensionality, i.e. the convergence rate quickly deteriorates as the dimension of the parameter increases. Recent advancement in adaptive/anisotropic sparse quadrature [57, 19] and high-order quasi Monte Carlo methods [26] have been shown to achieve a dimension-independent convergence rate N −s with s potentially much larger than 1/2. Here s is independent of the nominal dimension of the uncertain parameters and depends only on the choice of parametriza-tion and on the regularity of the control objective with respect to the parameter, thus breaking the curse of dimensionality. However, if the choice of the parametrization does not correctly capture the effective dimension in parameter space, the convergence of these methods may still be slow.
Another computational challenge is that, in application of practical relevance, the PDE may lead, after discretization, to possibly nonlinear large-scale systems that are extremely expensive to solve. Thus, only a limited number of high-fidelity PDE-solves can be afforded. This challenge prevents a direct application of most of the computational methods introduced above as they require a large number of evaluations of the control objective for computing its statistics. To tackle this challenge, reduced basis methods [53, 49, 33] or other model order reduction techniques [9] can be employed to exploit the low dimensionality of the solution manifold, even when the parameter lives in high dimensions. Such methods solve the high-fidelity state equation at a few carefully selected samples of the parameter, and use such high-fidelity solutions (known as snapshots) as the basis to approximate the solution at any other realization of the uncertain parameter by a (Petrov)-Galerkin projection. Solving the projected problem in the reduced basis space allows for considerable computational savings compared to solving in the full space, such as a finite-element space with a large number of degrees of freedom. These techniques have been successfully developed for solving parametric and stochastic PDE-constrained optimal control and optimization problems with several classes of PDE models [46, 36, 11, 45, 21, 61, 23, 5] . Nevertheless, challenges in using such techniques arise for highly nonlinear problems that require effective affine approximation (see [49, 33] and references therein) or when the solution manifold becomes high-dimensional, even if the effective dimensions of the manifold of the control objective is low [18, 20] .
In this work, we propose a scalable computational framework that uses a Taylor expansion of the control objective with respect to the uncertain field to efficiently and accurately approximate the cost functional. This framework takes advantage both of the smooth dependence of the control objective on the uncertain parameter and of structure of the Hessian of the control objective, which exposes the low effective dimension of the nominally high-or infinite-dimensional parameter space. Such Taylor expansions can be used directly to approximate the moments of the control objective as proposed in [2] or as control variates to reduce the variance of Monte Carlo estimators, as discussed in the present work. Analytic expressions for the mean and the variance of the Taylor expansions are known; we refer to [2] for such expressions in case of the linear and quadratic approximations. Such expressions depend on the trace of the preconditioned Hessian (second order derivative of the control objective with respect to the uncertain parameter) and/or its square. While for small scale problems, it is possible to explicitly compute the Hessian operator (see [28] ), this approach is unfeasible for large-scale PDE problems, where -after discretization -the Hessian is a formally large dense operator implicitly defined by its action on a given vector. Gaussian trace estimators (see [4] ) only need to perform the action of the Hessian in a limited number of random directions, and have been successfully used for the solution of optimal experimental design and optimization under uncertainty problems in [1] . However, such estimators may still require a large number of Hessian action to achieve high accuracy, see [4] for probablistic bounds on the number of Hessian actions necessary to achieve a target accuracy with high probability. In this work, we approximate the trace of the preconditioned Hessian with the sum of its dominant eigenvalues. Randomized algorithms [32, 54] are computationally efficient methods to compute dominant eigenvalues of a large-scale implicitly defined operator whose spectra exhibit fast decay. The spectral properties of the Hessian operator have been extensively studied, and it has been observed numerically or proven analytically that for many problems the Hessian operator is either nearly low-rank or its eigenvalues exhibit fast decay [7, 27, 15, 16, 17, 24] . Thus, this approach can provide highly accurate approximation of the trace at a cost (measured in number of Hessian action calculations) much smaller than Gaussian trace estimators.
The main limitation of the Taylor approximation is that it introduces bias in the evaluation of the cost functional, which may result in large errors for the optimal control function. Specifically, the norm of the remainder of the Taylor expansion scale as O(tr(C) (r+1)/2 ) where C is the covariance of the uncertain parameter and r is the order of the truncated Taylor expansion, e.g., r = 1 and 2 for linear and quadratic approximations, respectively [2] . To address this issue, we propose to use the Taylor approximation as a control variate in a variance reduced Monte Carlo estimator for the mean and variance of the exact control objective. In cases when Taylor approximations are highly correlated with the exact control objective, reduction in the computational cost can be dramatic, up to several orders of magnitude in our numerical examples.
We consider two optimal control problems to numerically illustrate the accuracy and efficiency of our computational framework. The first is an optimal source control problem with applications to subsurface flow in porous media, where the control variable is the injection rate at given wells' locations, the state equation is an elliptic PDE with random diffusion coefficient (Darcy equations), and the objective is to drive the pressure field to a desirable state. The second is an optimal boundary control problem for a turbulent jet flow, where the control variable is the inlet velocity profile, the state equations are the Reynolds-average Navier-Stokes equations coupled with a nonlinear stochastic advection-diffusion equation, and the objective is to maximize the jet width in a cross-section at a certain distance to the inlet boundary. In both cases, the uncertainty parameter is infinite-dimensional in the continuous setting and becomes high-dimensional after discretization.
For the solution of the optimal control problems with the Taylor approximations and Monte Carlo corrections we employ a gradient-based method, specifically the limited memory BFGS method [48] . The cost functional involves the analytical expressions for the mean and variance of the Taylor approximations and, possibly, the Monte Carlo corrections; the constraint involves the PDE and a set of linearized/adjoint PDEs used in the computation of the gradient and the Hessian of the control objective with respect to the uncertain parameter. We use the Lagrangian formalism to derive the gradient of the cost functional with respect to the control variable. Specifically, we obtain the mixed high-order derivatives of the Lagrangian functional with respect to the state variable, the adjoint variable, the uncertain parameter and the control function by symbolic differentiation in a variational settings before discretization. This allows us to efficiently apply our framework to rather complex PDE models such as the turbulent jet example, which features coupling between different equations and nonlinear numerical stabilization techniques for advection dominated equation.
The rest of the paper is organized as follows: we present the basic setting for the PDE-constrained optimal control under uncertainty in Sec. 2 using a general abstract notation for the PDE. Sec. 3 is devoted to the development of the Taylor approximation and the Monte Carlo correction, followed by Sec. 4 where we derive the gradient of the cost functional with respect to the control function. Numerical experiments for the two optimal control problems are presented in Sec. 5. In the last section, Sec. 6, we close with some conclusions and perspectives.
2. PDE-constrained optimal control under uncertainty. In this section we present the PDE-constrained optimal control problem under uncertainty in an abstract setting. To this aim, let us first introduce the notation used through the paper. Let X be a separable Banach space and X ′ the dual space, then X ·, · X ′ denotes the duality pairing between the spaces X and X ′ . For ease of notation, we will omit to specify the subscritps X and X ′ and simply write ·, · when the spaces can be inferred from the context without ambiguity. Given two separable Banach spaces X and Y and a map f : X × Y → R, ∂ x f ∈ X ′ denotes the Fréchet derivative of f (x, y) with respect to x ∈ X defined as
In a similar manner, the linear operator ∂ xy f : Y → X ′ denotes the second order (mixed) Fréchet derivative of f with respect to x and y. ∂ yx f : X → Y ′ is the adjoint operator of ∂ xy f and satisfies (2.1)
x, ∂ xy fŷ :
Finally, let us introduce the separable Banach spaces U, V, M, and Z for the state variable u, the adjoint variable v, the random parameter m, and the control z respectively. The exact definition of these spaces is problem specific and it is given in Sec. 5 for the two application problems presented in the numerical results.
2.1. The stochastic PDE state equation and control objective. We consider a state equation modeled by the following stochastic PDE. Given a realization of the random parameter m ∈ M (almost surely) and a deterministic control z ∈ Z, find the state u ∈ U, such that
where R(·, m, z) : U → V ′ denotes a (possibly nonlinear) operator from U to the dual of V. We then define the weak form associated to the state equation (2.2) by means of duality pairing, and write
Note that the weak form r(u, v, m, z) is, in general, nonlinear with respect to the state variable u and linear with respect to the test variable v.
As control objective, we consider a real-valued, possibly nonlinear, functional Q of the state variable u ∈ U,
For simplicity, we assume that Q depends on m and z only implicitly through the solution of the state equation (2.3). The general case where Q has an explicit dependence on m and z can be treated with slight modifications in the derivation of the cost functional and its gradient, as we address along the presentation in Sec. 3 and Sec. 4.
2.2.
The optimal control problem under uncertainty. Because Q depends implicitly on the random variable m through the state variable u, the control objective Q is also a random variable, thus leading to an optimal control problem under uncertainty. In this work we consider a mean-variance risk-averse cost functional of the form (2.5)
Above E[Q] and Var [Q] are, respectively, the mean and the variance of Q with respect to the probability measure µ, and are defined as
and
The scaling factor β ≥ 0 controls the relative weight of the mean and the variance, and P(z) is a penalization term on z.
Recalling that the state variable u implicitly depends on the random variable m and the control variable z through the solution of (2.3), we then formulate the PDEconstrainted optimal control problem under uncertainty as: find z * ∈ Z such that (2.6) z * = arg min z∈Z J (z), subject to the problem (2.3).
To solve the stochastic optimization problem, a straightforward Monte Carlo integration method can be used to approximate the expectation and the variance in the cost functional (2.5). We briefly discuss this approach below, while in the following section we introduce more sophisticated formulations of the optimal control problem that allow for more efficient algorithms by exploiting high-order derivatives.
Monte Carlo integration.
The Monte Carlo integration (or sample average approximation) of the mean reads
where m i , i = 1, . . . , M 1 , are independent indentically distributed (i.i.d.) random samples drawn from the probability measure µ. Similarly, the Monte Carlo integration of the variance is given by 3. Taylor approximation and variance reduction.
3.1. Taylor approximation of the control objective. In this section we derive expressions for the Taylor expansion of the control objective Q(u(m, z)) with respect to the random variable m for a fixed value of the control variable z. In what follows, we denote with the subscript m the total derivative of Q(u(m, z)) with respect to m and we assume sufficient smoothness so that all Fréchet derivatives are well-defined. For ease of notation, we also denote with ·, · the duality-pairing M ·, · M ′ , and, with a slight abuse of notation, we write Q(m) to indicate the control objective Q(u(m, z)) evaluated at a fixed value of z.
A formal Taylor expansion of the control objective evaluated at m 0 ∈ M is given by We then define the Lagragian functional
where the adjoint variable v is regarded as the Lagrangian multiplier of the state equation. By requiring the first order variation of (3.7) with respect to the adjoint variable v to vanish, we obtain the state problem: find u ∈ U, such that
Similarly, by setting the first order variation of (3.7) with respect to the state variable u to zero, we obtain the adjoint problem: find v ∈ V, such that
Then, the gradient of Q at m 0 acting in the directionm = m − m 0 is given by
where u solves the state problem (3.8) and v solves the adjoint problem (3.9). Similarly, for the computation of the Hessian of Q acting onm, we consider the Lagrangian functional
whereû andv denote the incremental state and adjoint variables, respectively. By taking variation of (3.11) with respect to the adjoint v, we obtain the incremental state problem: findû ∈ U such that
where the derivatives ∂ vu r 0 : U → V ′ and ∂ vm r 0 : M → V ′ are linear operators. The incremental adjoint problem, obtained by taking variation of (3.11) with respect to the state u, reads: findv ∈ V such that
where ∂ uv r 0 : V → U ′ is the adjoint of ∂ vu r 0 : U → V ′ in the sense of (2.1). We remark that an extra term − ũ, ∂ um Q 0m is added on the right hand side if Q explicitly depends on m. The Hessian of Q at m 0 acting onm can then be computed by taking variation of (3.11) with respect to m as m, Q mm (m 0 )m = m, ∂ mv r 0v + ∂ mu r 0û + ∂ mm r 0m , (3.14) where the incremental stateû and adjointv solve (3.12) and (3.13), respectively. Note that m, ∂ mu Q 0û + ∂ mm Q 0m is also added if Q explicitly depends on m.
We summarize the computation of the gradient and Hessian of the control objective Q with respect to the uncertain parameter m in Algorithm 1. 4. Solve the incremental state problem (3.12) forû. 5. Solve the incremental adjoint problem (3.13) forv. 6. Compute the Hessian Q mm (m 0 ) acting onm by (3.14).
3.3. Randomized algorithms to compute the trace. The first and second moments of the quadratic approximation Q quad in equation (3.5) , involve the trace of the covariance preconditioned Hessian H. H is formally a large scale dense operator and it is only implicitly defined through its action in a given direction as in (3.14) .
The standard approach to estimate the trace of an implicitly defined operator is based on a Monte Carlo method, where one computes the action of the operator in N random directions sampled from a suitable distribution. For example, using the Gaussian trace estimator, one can approximate tr(H) and tr(H 2 ) as
wherem j , j = 1, . . . , N , are i.i.d. random samples from the Gaussian distribution N (0, C). Lower bounds on the number of samples N to obtain a guaranteed probabilistic error bound for the trace are discussed in [4] . Such bounds hold for any symmetric positive defined operator, regardless of size and spectral properties. However the number of samples N necessary to obtain an accurate approximation may be prohibitively large and impractical: to guarantee a relative error of 10 −3 in the estimation of the trace more than 10 6 samples are need using the bounds in [4] . Improved bounds are demonstrated in [51] and show that the Gaussian estimator becomes very inefficient if the stable rank of the operator is small and that it allows for small N only if the eigenvalues are all of approximately the same size. This means that the randomized Gaussian estimator is not a viable solution to estimate the trace of H, since it has been observed numerically or proven analytically that for many problems the Hessian operator is either nearly low-rank or its eigenvalues exhibit fast decay [7, 27, 15, 16, 17, 24] .
In this work, we propose to estimate the trace of H and H 2 by means of a randomized approximated eigendecomposition. Specifically, we approximate tr(H) and tr(H 2 ) by
where λ j (H), j = 1, . . . , N , are the dominant eigenvalues of H obtained by solving the generalized eigenvalue problem
Above, the eigenvector ψ j , j = 1, . . . , N , are
where δ ij the Kronecker delta. Note that N is independent of the stochastic dimension, and, as shown in the numerical results section, it is relatively small for H nearly lowrank or when its spectrum exhibits fast decay. After suitable discretization, e.g., by finite element method, the generalized eigenvalue problem (3.18) gives rise to an algebraic eigenproblem of the form Aψ = λBψ with A, B ∈ R n×n and ψ ∈ R n . Algorithm 2 summarizes the so-called double pass randomized algorithm to solve the algebraic generalized eigenvalue problem (see [32, 54] for details of the algorithms and [60] for its implementation).
Algorithm 2 Randomized algorithm for generalized eigenvalue problem (A, B)
Input: matrix A, B, the number of eigenpairs k, an oversampling factor p.
There are multiple advantages in using Algorithm 2 to approximate the trace, see e.g. [32, 55] . In terms of accuracy, the approximation error is bounded by the sum of the remaining eigenvalues, so that the error is small if the eigenvalues decay fast or if the Hessian H has low rank, see [32, 55] for more details. In terms of computational efficiency, the 2(k + p) Hessian matrix-vector products, which entail the solution of a pair of linearized state/adjoint equations (as shown in Sec. 3.2) and therefore dominate the computational cost of the algorithm, can be computed independently and, therefore, asynchronously across the random directions.
Monte Carlo variance reduction.
To use the moments of the truncated Taylor expansion Q lin and Q quad as approximation of E[Q] and Var [Q] in the cost functional (2.5) introduces bias in the optimal control problem and may result in large approximation errors for the optimal control function if Q lin and Q quad are not accurate enough. In this circumstance, we can use the Taylor approximation as control variate to reduce the variance of a Monte Carlo estimator. The basic idea is to correct the moments of Q lin and Q quad by applying a Monte Carlo method to estimate the expect value (and the variance) of the difference between Q and the Taylor approximation.
Specifically, recalling (3.4) and (3.2), the Monte Carlo correction for the mean of linear approximation reads
Similarly, recalling that the the variance is invariant with respect to deterministic translations, we have 21) and therefore the Monte Carlo correction of the variance of the linear approximation is
Note that, similar to the Monte Carlo integration, for simplicity we can use the same M = M 1 = M 2 random samples for the approximation of both the mean and the variance. A more careful choice of M 1 and M 2 relies on the variance of
, in order to balance the errors in the approximation of the mean and the variance. For the quadratic approximation, a combination of (3.5) and (3.3) leads to 23) and for the variance, akin to the linear approximation, we obtain
which can be approximated by
Note that to achieve certain approximation accuracy, the number of Monte Carlo samples depends on the variance of the integrand. If the approximations Q lin and Q quad are highly correlated with Q, the variances of Q − Q lin and Q − Q quad would be small so that only a small number of Monte Carlo samples are required.
4. Gradient-based optimization. In this section, we present a gradient-based optimization method to solve the problem (2.6) using the different approximations introduced in Section 3, namely the Monte Carlo integration, the first and second order Taylor expansions, and the Monte Carlo corrections of the mean E[Q] and variance Var[Q]. These approximated formulations feature different levels of accuracy and computational complexity, and could possibly be combined within a multifidelity framework to obtain an efficient computational procedure while preserving high accuracy. In this section, we use the Lagrangian formalism to derive expressions for the gradient of the approximated formulations of cost functional with respect to the control variable z, which are needed to perform the optimization. In the following, to distinguish the gradient of the cost function with respect to the control variable from the gradient of the control objective with respect to the uncertain parameter, we denote the former as z-gradient.
4.1. z-gradient for the Monte Carlo integration. By the Monte Carlo approximation of the mean and the variance, the cost functional becomes 
To compute the gradient of (4.1) with respect to the control variable z (z-gradient for short), we consider the Lagrangian functional
where {v i } are the Lagrange multipliers (adjoint variables) of the state problems: given m i ∈ M and z ∈ Z, find u i ∈ U such that
The i-th adjoint problem (i = 1, . . . M ) is obtained by setting to zero the first variation of the Lagrangian functional with respect to the state variable u i . The i-th adjoint variable v i then solves: given m i ∈ M, z ∈ Z, and u i ∈ U as the solution of (4.3),
Then we can compute the z-gradient as
where {u i } and {v i } denote the set of solutions of the state problem (4.3) and adjoint problem (4.4) at the set of samples {m j }, respectively. Therefore, each gradient evaluation requires M (nonlinear) state PDE solves and M linearized PDE solves. Note that, for the general case in which Q explicitly depends on z, extra terms involving z, ∂ z Q(m i ) need to be included in the gradient computation.
4.2. z-gradient for the Taylor approximation.
4.2.1. z-gradient for the linear approximation. We first consider the linear approximation (3.4) and approximate the cost functional (2.5) as
where Q 0 and the gradient Q m (m 0 ) are defined in (3.6) and (3.10), respectively. To compute the z-gradient of (4.6), we introduce the Lagrangian functional
where the adjoint variables v * ∈ V and u * ∈ U represent the Lagrange multipliers of the state problem (3.8) and the adjoint problem (3.9) .
By setting to zero the first order variation of the Lagrangian (4.7) with respect to v, we have: find u * ∈ U such that
while setting to zero the first order variation with respect to u, we have:
Finally, the z-gradient of J lin in a directionz ∈ Z is computed as
In summary, evaluation of the cost functional with linear approximation requires the solution of the state problem (3.8) and the adjoint problem (3.9). Computation of the z-gradient requires, in addition, the solution of the two linear problems in (4.8) and (4.9).
z-gradient for the quadratic approximation.
For the quadratic approximation (3.3), thanks to the relation (3.5) and the approximation (3.16), we obtain the approximation of the cost functional
subject to the state and the adjoint problems (3.8) and (3.9) for the evaluation of Q and its gradient at m 0 , the generalized eigenvalue problems (3.18) for the computation of the eigenvalues, as well as the incremental state and adjoint problems (3.12) and (3.13) for the Hessian action in (3.18). Correspondingly, we form the Lagrangian
(4.12)
Here we assume that the dominating eigenvalues are not repeated, so that the constraints ψ j , C −1 ψ j = 1, j = 1, . . . , N , are sufficient to guarantee the orthonormality ψ j , C −1 ψ i = δ ij for any i, j = 1, . . . , N . In fact, for any i = j, by definition we have
which, by the symmetry of Q mm and C −1 , leads to (4.14)
By setting the variation of L quad with respect to λ j as zero, we obtain (4.15)
Subsequently, for each j = 1, . . . , N , taking the variation of L quad with respect tov j as zero, and using the Hessian action equation (3.14), we have: findû * j ∈ U such that
which is the same as the incremental forward problem (3.12). Therefore, from the result (4.15), we have
Then, taking variation with respect toû j as zero, we have: findv * j ∈ V such that
which is the same as the incremental adjoint problem (3.13). Therefore, by (4.17) and (4.15), we obtain
By setting to zero the variation with respect to v, we have: find u * ∈ U such that
(4.20)
Lastly, by setting to zero the variation with respect to u, we have: 21) where the third order derivatives take the form of the bilinear map ∂ abc f : C ×B → A ′ . Then, the z-gradient of the cost functional in the directionz ∈ Z can be computed as
where states and adjoints represent the state and adjoint variables for short. Note that we do not need to solve for λ * j as the terms involving λ * j are independent of z. In summary, to get these state and adjoint variables, we need to solve 1 (nonlinear) state problem and 2N + 3 linear problems (1 for v, N for {û j }, N for {v j }, 1 for u * , and 1 for v * ), where the linear operators are the same as those in (3.12) and (3.13). Moreover, to compute the eigenvalues by the double-pass randomized algorithm 2, which requires the action of the Hessian on N + p random directions twice, we need to solve 4(N + p) linear problems.
We summarize the evaluation of the cost functional and its z-gradient with quadratic approximation in the following algorithm. 
(4.24)
Setting variation with respect to v * , v i , and u * to zero we obtain u, u i , and v by solving 1 + M state problems (2.3) at m i , i = 0, . . . , M , and 1 linear adjoint problem (3.9). In a similar way, setting variation with respect to v, u i , and u to zero, we obtain u * , v i , and v * , by solving 2 + M linear problems. Thus, in addition, 2 + M linear problems need to be solved to compute the z-gradient
4.3.2. z-gradient for variance reduction with quadratic approximation. As for the quadratic approximation (3.3), by the Monte Carlo corrections (3.23) and (3.25), we have an unbiased evaluation of the cost functional as (4.26) subject to the state problems (2.3) and (3.8), the adjoint problem (3.9), the incremental state and adjoint problems (3.12) and (3.13 
By setting variation with respect to
i to zero, we obtain the state variables u, v, u i ,û j ,v j ,û i ,v i by solving 1 + M (nonlinear) state problems and 1 + 2N + 2M linear problems, i = 1, . . . , M , j = 1, . . . , N . For the eigenpairs, 4(N + p) linear problems needs to be solved. By setting variation with respect to λ j to zero, we obtain the same expression (4.15) for the adjoint variables ψ * j . Setting variation with respect tov i ,û i ,v j ,û j , u i , v, u to vanish, we get the adjoint variableŝ
* , v * by solving 2 + 2N + 3M linear problems, which are defined similarly as that for the quadratic approximation, but with the additional correction terms in both the cost functional and the constraints, thus in total 1 + M (nonlinear) state problems and 3 + 8N + 4p + 5M linear problems to evaluate the z-gradient
where states and adjoints represent the state and adjoint variables for short.
z-gradient-based optimization method.
To solve the PDE-constrained optimization problem we use a gradient-based optimization method, since it only requires the ability to evaluate the cost functional (2.5) and its z-gradient. In particular, we use a BFGS method [48] .
The five approximations of the optimization under uncertainty problem described in this section all differ among each other in terms of accuracy and computational cost. Table 4 .4 summarizes the cost, measured in number of (nonlinear) state and linear PDE solves, to evaluate cost functional and its z-gradient for each approximation. The linear approximation in (4.6) is the cheapest to compute but also the most crude, while the MC-corrected approximations in (4.23) and (4.26) are the most accurate but also the most expensive. The quadratic approximation (4.11) is, in many application, more accurate then the linear approximation and, for highly nonlinear problems, is much cheaper to compute than the MC-corrected approximation. In fact, all the linear PDEs solves in the trace approximation share the same left hand side ∂ vu r 0 (or its adjoint ∂ uv r 0 ), and therefore one can amortize the cost of computing an expensive preconditioner or sparse factorization over several solutions of the linearized PDE. It is worth noting that these different approximations of the control problem can be exploited in a multifidelity framework where the optimal solution of a cheaper approximation is used as initial guess for a more accurate (and more expensive) approximation. For example, in the numerical results section the optimal solution using the MC-corrected formulation are obtained by first solving the linear approximation in (4.6), then solving the quadratic approximation in (4.11) and finally (4.23) or (4.26). Table 1 The computational cost for the evaluation of the cost functional J and its z-gradient DzJ in terms of the number of PDE solves for the five cases of approximation of E[Q] and Var [Q] . N is the number of samples/bases for the trace estimator; p is the oversampling factor (p = 5 ∼ 10) in the Randomized Eigensolver Algorithm 2; M is the number of Monte Carlo samples.
Computational cost MC Linear Quadratic Linear+MC Quadratic+MC
5. Numerical experiments. We consider two PDE-constrained optimal control problems under uncertainty where the uncertain parameter is the discretization of an infinite-dimensional field. These experiments aim to demonstrate the computational efficiency and accuracy of the approximation based on the Taylor expansion and their MC-corrected counterparts. The first problem considers a fluid flow in a porous medium: the control variable is the fluid injection rate into the subsurface at specific wells locations, the uncertain parameter is the permeability field (modeled as a log-normal random field), and the objective is to drive the pressure measured at the production wells to a given target distribution. The second problem seeks an optimal velocity profile on the inlet boundary of a turbulent jet flow such that the jet width in a given cross-section is maximized: the governing equations are the Reynolds-averaged Navier-Stokes equations (RANS) with an algebraic closure model and a ad-hoc nonlinear advection-diffusion equation with uncertain coefficients is introduced to model the intermittency of turbulence at the edges of the jet.
The numerical results presented in this section are obtained using hIPPYlib [60] , an extensible software framework for large scale PDE-based deterministic and Bayesian inverse problems. hIPPYlib builds on FEniCS [44] (a parallel finite element element library) for the discretization of the PDE and on PETSc [6] for scalable and efficient linear algebra operations and solvers. Finally, we use the implementation of the L-BFGS algorithm in the Python library SciPy, specifically the fmin l bfgs b routine (BFGS with limited memory and box constraint).
5.1.
Optimal source control of fluid flow in a porous medium. We consider an optimal source control problem as presented in [2] . We use a finite element discretization in a uniform triangular mesh of size 65 × 33 with piecewise linear element for the discrete approximation of the state u, the control function z, and the parameter m, which results in 2145 dimensions for the parameter m. We specify the desirable pressurē u i = 3 − 8(x For the computation of the trace appearing in the quadratic approximations (3.5), (3.23), and (3.25), we use the trace estimator T 2 (·) (3.17) by solving the generalized eigenvalue problem (3.18) using the randomized Algorithm 2, with k = 100 and p = 10. We also test the Gaussian trace estimator T 1 (·) in (3.15). In Fig. 2 , we plot the errors, denoted as error 1 and error 2 for the two trace approximations, respectively, against the reference value k j=1 λ j with k = 140 at both the initial control function z = z 0 and the optimal control function z = z MC quad obtained by the variance reduction with quadratic approximation. We can observe that in both cases, the errors for T 2 (H) decays much faster than that for T 1 (H) as the result of fast decaying eigenvalues, especially at the optimal control function where more than two order of magnitude's difference of accuracy is observed at N = 100. We remark that the slow decay of the error for T 1 (·) may demand a very large N if relatively high accuracy of the trace estimator is required, which leads to a large number of PDE solves at each step of the optimization procedure, thus deteriorating the computational advantage of using the Taylor approximation. In the following test, we use T 2 (·) with N = 100.
The optimal control functions obtained with the different approximations are shown in Fig. 3 . From the plot on the right we can observe that the Monte Carlo integration (MC), the variance reduction with linear approximation (Lin+MC), and the variance reduction with quadratic approximation (Quad+MC) result in very similar optimal control functions, while the linear (Lin) and the quadratic (Quad) approximations lead to optimal control functions that are close to each other but that differ from that of the unbiased approximations. This indicates that approximation of the cost functional using only the linear or quadratic approximation may yield a large error for the optimal control function. The number of functional and z-gradient evaluations required by BFGS to reduce the ℓ ∞ norm of the projected gradient below an absolute tolerance of 10 −5 are (57, 54) for MC, (51, 50) for Lin, (47, 46) for Quad, (21, 18) for Lin+MC, and (21, 18) for Quad+MC. We remark that for Lin+MC and Quad+MC we start the optimization from the optimal control functions z lin and z quad , allowing us to save more than half of the computational cost in solving the state PDEs compared to MC starting from z 0 , see the comparison of cost in Table 4 .4. . We note that, for both quantities, the quadratic approximation is more accurate than the linear approximation for most of the realizations. We remark that both the linear and the quadratic approximations yield relatively large errors for q, thus potentially leading to inaccurate approximation of the variance Var[Q]. This may account for the difference in the optimal control functions obtained by only using the linear or the quadratic approximations for the computational of the cost functional and its derivative, as shown in Fig. 3 .
Since the quadratic approximation is strongly correlated to the true value, we may expect large variance reduction by using them as control variates. In fact, the correlation coefficient between the quadratic approximation and the true value is very close to one, 0.996 for Q and 0.998 for q. On the contrary, the linear approximation is poorly correlated to the true value (-0.211 for Q and 0.718 for q), thus leading to negligible variance reduction. In Table 2 control # samples In all cases, we can see that the quadratic approximation achieves more significant variance reduction than the linear approximation. This means that the number of samples needed to achieve a target MSE is significantly smaller for the quadratic approximation than for the linear. For example, at the initial control function z 0 , the quadratic approximation allows for a speed-up (defined as the ratio between the MSE of the Monte Carlo estimator and the MSE of the correction) of order 1000X and 100X , the quadratic approximation can still achieve a ∼ 100X speed up for evaluation of both the mean and the variance; while the linear approximation is too poor to achieve evident variance reduction. Note that the mean and the variance are both much smaller at the optimal control than those at the initial control, confirming that the cost functional is much reduced by solving the minimization problem (2.6).
Optimal boundary control of a turbulent jet flow.
We consider a turbulent jet flow modeled by a Reynolds-averaged Navier-Stokes equations coupled with a nonlinear stochastic advection-diffusion equation for the modeling of the turbulent viscosity. Specifically, the governing equations read
with the boundary conditions
Here, D = (0, 30) × (0, 10) is the computational domain (half of the physical domain for the jet flow) as shown in the left part of Fig. 5. e 1 = (1, 0) , τ and n are the unit tangential vector and the unit normal vector pointing outside the domain D along the boundary ∂D. σ n (u) = (ν + ν t ) ∇u + ∇u ⊤ · n and σ γ n (γ) = (ν + (γ + e m )ν t,0 )∇γ · n are the stress tensors. χ W is an indicator function with χ W (x) = 1 if x 2 ∈ [0, W ] and χ W (x) = 0 if x 2 ∈ (W, 10). Here we take W = 1.5. u = (u 1 , u 2 ) and p are the time-averaged velocity and pressure. ν t = γν t,0 is the turbulent viscosity, where ν t,0 represents an algebraic closure model and γ is the indicator function that is close to one near the centerline Γ C and zero outside the jet region. Based on a dimensional analysis of the turbulent planar jet, the turbulent viscosity along the jet centerline is given by
where M = ΓI ||u|| 2 ds and W are the momentum and the jet width at the inlet boundary, C and a are two adimension parameters that need to be calibrated against either experimental or direct Navier-Stokes simulation (DNS) data. The indicator function γ satisfies the nonlinear stochastic advection-diffusion equation in (5.7) with the boundary data The control function φ(z) in (5.7) is the inlet velocity profile in x 1 direction along 1 Such values are the maximum a posteriori estimates obtained by solving a calibration problem where the misfit functional is the L 2 distance between the velocity of (5.7) and the DNS data provided in [37] .
the boundary Γ I in x 2 direction, which is represented by a B-spline function as
where the coefficient vector z := (z 1 , . . . , z K ) ∈ [0, 1] K is the control variable and B k,n (t) are B-spline basis functions recursively defined as
where
Here we take K = 11 and use the B-spline of order n = 3 with 15 knots (4 repetitions at each edge) depicted in Fig. 5 . A B-spline interpolation of the inflow velocity profile used as initial control is shown on the right in Fig. 5 .
The control objective is the jet width Q along the cross-section Γ 0 at x 1 = 20 as shown in Fig. 5 , and is defined as Here we set β = 10 3 to balance the mean and the variance, and define the penalization term P(z) as (5.14)
where the first term penalizes violations of the inlet momentum constraint (β 1 = 10 3 ), and the second term controls the regularity of the inlet velocity (β 2 = 1).
The weak formulation of the turbulence model is given by: given the realization m ∈ M = L 2 (D) almost surely and the control function z ∈ Z = R K , find u ∈ V such that
where we denote the state and adjoint variables u = (u, p, γ) ∈ U and v = (v, q, η) ∈ V, The first term represents the model in the weak form given by
where S(u) = (∇u + ∇u ⊤ )/2 denotes strain tensor. The second term of (5.15) represents the stabilization by Galerkin Least-Squares (G-LS) method for advection-dominated problems
where L 1 (u) represents the strong form of the momentum equation in line 1 of (5.7), τ 1 , τ 2 and τ 3 are properly chosen stabilization parameters associated with the local Péclet number.
The third term of (5.15) represents the weak imposition of inlet velocity profile (i.e. the control function) by Nitsche's method [8] and reads 19) where the second and the fourth terms arise from integration by parts, and the first and the third terms guarantee the coercivity of the form. C d is a constant, set as
h is a local length of the boundary edge along the Dirichlet boundaries. We discretize the problem using the Finite Element Method with piecewise continuous elements (P2, P1, P1) for the state u and P1 elements for the stochastic field m. We triangulate the computational domain using an anisotropic, locally refined in the jet region, mesh with 14400 triangular elements (60 elements along the x-direction and 120 along the y-direction). After discretization, we obtain a stochastic optimization problem where the dimension of the control is 11, the state is 73084, and the stochastic parameter is 7381. As in the previous example, we use a BFGS method to solve the optimization problem (2.6) with the cost functional defined in (5.13) and the constraint defined by the state problem (5.15). At each BFGS iteration, we solve the fully-coupled nonlinear state problem using Newton method with an LU factorization of the Jacobian operator. The initial guess for the control function φ(z) is shown in the left part of Fig. 8 , and the corresponding state u on the top part of Fig. 9 . To compute all the derivatives involved in the z-gradient presented in Sec. 4 we exploit the symbolic differentiation capabilities of FEniCS [44] .
For the computation of the trace in the quadratic approximation we use both the Gaussian trace estimator T 1 (·) in (3.15) and (3.16) , and the trace estimator T 2 (·) in (3.17) obtained by solving the generalized eigenvalue problem (3.18) . Fig. 7 displays the decay of the eigenvalues as well as the approximation error of the two estimators for both the initial control z 0 and the optimal control z MC quad . The reference value for the trace tr(H) was computed (with a precision up to a 10 −8 ) as the sum of the first 140 dominant eigenvalues of H using the randomized Algorithm 2 with k = 140 and p = 10. It is evident that the second trace estimator achieves much faster decay of the error than the Gaussian trace estimator, with a gain in accuracy of about three orders magnitude when using N = 100 samples/eigenvalues. In the numerical test, we use the second trace estimator with N = 20, which already provides sufficiently accurate results. It is worth noticing that, in contrast, the Gaussian trace estimator would have required about N = 10 4 samples to achieve the same accuracy. 8 shows the optimal control functions φ(z) obtained by different approxi-mations presented in Section 3, namely the standard Monte Carlo approach (MC), the linear approximation (Lin), the quadratic approximation (Quad), and the linear and quadratic approximation with Monte Carlo correction (Lin+MC and Quad+MC, respectively). The plot on the left shows that these control functions are close to each other compared to the initial control function; the plot on the right part highlights the differences between the first four approximations and the reference optimal control solution obtained by quadratic approximation with variance reduction (Quad+MC) with M = 10 random samples for the Monte Carlo correction. As expected, the control function obtained by the linear approximation with variance reduction (Lin+MC) is the closest to that obtained by the Quad+MC, and standard MC approach is the least accurate. We remark that the differences of the optimal control functions are small because the control objective depends smoothly on the parameter and has relatively smaller variance compared to that of the parameter, as shown by the fast decay of the eigenvalues in Fig. 7 , even if the state problem is rather complicated and the velocity of the turbulent jet has sharp variation in the computational domain, see Fig.  9 . Also, Fig. 9 shows that the turbulent jet is more spread out with larger jet width at the optimal value of the control compared to that at the initial control. Fig. 9 . The velocity field of the turbulent jet flow and obtained solving the state model for the initial (top) and the optimal (bottom) inlet velocity profile. Specifically, the optimal profile was obtained using the quadratic approximation with variance reduction. Fig. 10 shows the relative difference between the true quantity of interest and the linear/quadratic approximation evaluated at 10 random samples for both Q and q = (Q−Q 0 ) 2 . It is clear that the quadratic approximation is more accurate than the linear approximation for both quantities. This allows for a drastic reduction in the variance of the Monte Carlo correction for both the linear and quadratic approximation with respect to standard Monte Carlo, as demonstrated by the MSE reported in Tables 4  and 5 . In turn, such variance reduction translates to over a 100X speed up in the computation with respect to standard Monte Carlo for the same accuracy (MSE). Moreover, it is worth noting that both the linear and quadratic approximations are more accurate for Q than for q, since Q has a smaller relative variance (i.e. the ratio between the variance and mean square value) than of q.
To investigate the scalability of the proposed algorithm, we consider up to six levels of uniform mesh refinement: 30 × 60, 60 × 120, 120 × 240, 240 × 480, 480 × 
Table 4
Variance reduction by the linear and quadratic approximations at the optimal control function z lin for different parameter dimensions. Reported are the mean-square-error (MSE) with test 10 samples for the evaluation of the mean. 960, and 720 × 1440. The dimension of the stochastic parameter m ranges from 1, 891 on the coarsest mesh to 1, 038, 961 on the finest. For the linear and quadratic approximation, we solve the optimal control problem using the BFGS algorithm with an absolute tolerance of 10 −3 for the ℓ ∞ norm of the projected gradient. We also use a mesh continuation technique to define initial guess for the control variable: on the coarsest mesh we use velocity profile in Fig. 5 (right) , and, on the finer meshes, we use the optimal control obtained from the previous (coarser) mesh. For the linear approximation with Monte Carlo correction, we set the BFGS absolute tolerance to 10 −4 and we use the solution of the linear approximation (at the same mesh resolution) as initial guess.
The scalability of our approach with respect to the stochastic dimension depends on three factors, namely the dimension independent behavior of (i) the spectral properties of the covariance preconditioned Hessian, (ii) the convergence rate of BFGS, and (iii) the variance of estimators for the Monte Carlo corrections of the objective function. The top-left plot of Fig. 11 demonstrates (i): the generalized eigenvalues of problem (3.18) at the optimal control obtained by linear approximation exhibit the same fast decay independently of the stochastic dimension (ranging from a thousand to a million), thus indicating that approximating the trace by randomized eigensolver algorithms is a scalable approach with respect to the stochastic parameter dimension. The other three plots of Fig. 11 provides numerical evidence of the mesh independent convergence of the BFGS algorithm (ii) for this particular problem. In the case of the linear and quadratic approximations using mesh-continuation, the norm of the z-gradient drops below the prescribed tolerance within 12 iterations for all mesh resolutions except the coarsest one (which requires more iterations); in the case of the linear approximation with Monte Carlo correction, BFGS converges within 19 iterations for all mesh resolutions using the solution of the linear approximation as initial guess. This implies that the gradient-based BFGS optimization algorithm is also scalable with respect to the stochastic parameter dimension. Finally, Tables 4 and 5 indicate that the variance of the Monte Carlo corrections (iii) using Taylor approximation as control variates is independent of the stochastic parameter dimension, and, furthermore, it allows for a about 100X speed up with respect to standard Monte Carlo to achieve the same accuracy (MSE). Combining the dimension independent behavior of the three factors above, we conclude that the Taylor approximation and variance reduction algorithm is scalable with respect to the parameter dimension.
6. Conclusions. In this work we proposed a scalable computational framework to solve optimal control problem under uncertainty where the cost functional involves the expectation and the variance of a scalar control objective and the state problem is governed by a stochastic PDE with high/infinite-dimensional uncertain parameters. Specifically, we advocate the use of (low-order) Taylor expansion of the control objective with respect to the uncertain parameter either to directly approximate the moments of the control objective or as a variance reduction tool by correcting the Taylor expansion with a few Monte Carlo samples of the difference. Assuming that the uncertain parameter follows a Gaussian distribution, mean and variance of the Taylor expansions can be computed analytically. In particular, while the linear approximation of the control objective is also Gaussian, the quadratic approximation is not Gaussian and the computation of its mean and variance requires to approximate the trace of the (preconditioned) Hessian of the control objective with respect to the uncertain parameter. Randomized algorithms for the solution of generalized symmetric eigenproblems [60, 54, 55] allows for accurate and efficient approximation of this trace and only require computing the action of the preconditioned Hessian in a small number of random directions. As we showed in the numerical results, this approach is more efficient and accurate than the Gaussian trace estimator when the eigenvalues of the preconditioned Hessian exhibit fast decay, which is often true when the control objective smoothly depends on the uncertain parameter regardless of the complexity of the state problem. Moreover, when the possibly biased Taylor (linear and quadratic) approximation results in large error of the optimal control function, we can use it for a variance reduction method and correct the mean and the variance by Monte Carlo integration of the residual of the Taylor approximation, which was shown to achieve considerable computational cost reduction (by several orders of magnitude) compared to a simple Monte Carlo method. The complexity of our method is independent of the nominal dimensions of the uncertain parameter; in fact, the computational cost is mostly driven by the effective parameter dimensions (i.e. the rank of the preconditioned Hessian) and by the (small) variance of the residual of the Taylor approximation, thus largely alleviating or breaking the curse of dimensionality. Gradient of the cost functional with respect to the control variable are derived from the Lagrangian functional of the optimal control problem. In the numerical examples, we used symbolic differentiation to express the (high-order) derivatives of the Lagrangian with respect to the state variable, the adjoint variable, the uncertain variable, as well as control variable. The Lagrangian formalism, in conjunction with symbolic differentiation and gradient-based optimization methods (such as BFGS), makes our methods applicable to general complex nonlinear PDE models, as demonstrated by the turbulent jet example.
Several extensions and further developments of the computational framework are interesting. At first, it is challenging yet promising to investigate higher-order Taylor expansion beyond the quadratic approximation for higher moments beyond the variance of the control objective. Secondly, further computational reduction can possibly be achieved by model order reduction for the state and the linearized PDEs. Thirdly, one can replace the Monte Carlo integration in the variance reduction by a sparse quadrature [19] . At last, application of the different Taylor approximations and vari-ance reductions in a multi-fidelity framework [50] for optimal control/optimization may lead to additional computational saving.
