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Abstract
If gravity is an emergent phenomenon, as suggested by several recent results, then the structure
of the action principle for gravity should encode this fact. With this motivation we study several
features of the Einstein-Hilbert action and establish direct connections with horizon thermodynamics.
We begin by introducing the concept of holographically conjugate variables (HCVs) in terms of which
the surface term in the action has a specific relationship with the bulk term. In addition to gab and
its conjugate momentum
√−gMcab, this procedure allows us to (re)discover and motivate strongly
the use of fab =
√−ggab and its conjugate momentum Ncab. The gravitational action can then be
interpreted as a momentum space action for these variables. We also show that many expressions
in classical gravity simplify considerably in this approach. For example, the field equations can be
written in the form ∂cf
ab = ∂Hg/∂Ncab, ∂cNcab = −∂Hg/∂fab (analogous to Hamilton’s equations)
for a suitable Hamiltonian Hg, if we use these variables. More importantly, the variation of the
surface term, evaluated on any null surface which acts a local Rindler horizon can be given a direct
thermodynamic interpretation. The term involving the variation of the dynamical variable leads to
TδS while the term involving the variation of the conjugate momentum leads to SδT . We have
found this correspondence only for the choice of variables (gab,
√−gMcab) or (fab, Ncab). We use this
result to provide a direct thermodynamical interpretation of the boundary condition in the action
principle, when it is formulated in a spacetime region bounded by the null surfaces. We analyse these
features from several different perspectives and provide a detailed description, which offers insights
about the nature of classical gravity and emergent paradigm.
1 Introduction
The curious connection between gravity and thermodynamics first came to light with the work of Beken-
stein [1–3], which ascribed to a black hole an entropy proportional to the surface area of its horizon.
Soon, it was discovered that black hole horizons possess temperature as well [4, 5]. In the four decades
since then, the intriguing connection between gravity and thermodynamics has been steadily becoming
stronger (see e.g., [6, 7] ).
One paradigm which has emerged from this connection considers the dynamics of gravity as not of
fundamental nature, but emergent from the dynamics of a more fundamental theory, just as the thermo-
dynamics of a material system emerges out of the basic dynamics of its molecules. (For a recent review,
see [8, 9]; for other work similar in spirit, see e.g., [10–14]). This paradigm has obtained support from
the following results:
a) Gravitational field equations in a wide class of theories – more general than Einstein gravity – lend
themselves to a thermodynamical interpretation [15–17];
b) Gravitational equations of motion can be obtained from thermodynamical extremum principles [18,
19];
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c) It has been possible to obtain the density of microscopic degrees of freedom through equipartition
arguments [20, 21];
d) The action functional for gravitation in a class of theories has a thermodynamic interpretation [15,
22–24];
e) Einstein’s equations reduce to Navier-Stokes equations of fluid dynamics in any spacetime when
projected on a null surface [25,26]. This generalizes previous results for black hole spacetime [27–29].
f) The euclidean path integral of the gravitational action interpreted as a partition function has provided
expressions for free energy, energy and entropy [30] in the Lanczos-Lovelock models generalizing
previously known results [15, 31].
These results show that gravity could indeed be an emergent phenomenon, similar to elasticity or fluid
mechanics.
Conventionally, however, one treats gravity like any other field and its dynamics is obtained from a
standard action principle. The fact that the theory obtained by such a variational principle possesses
an emergent description strongly suggests that the action functional itself must encode this information.
The main purpose of this paper is to explore several aspects of gravitational action principle from the
emergent gravity perspective and unravel these features to the extent possible.
In fact, it is well-known that general relativity has some peculiarities which introduces special difficulties
(not encountered in other field theories, e.g. non-Abelian gauge theories) when we try to derive the
Einstein equations from an action principle (see e.g., Chapter 6 of [32]). There does exist a scalar action,
the Einstein-Hilbert action, which, when added to the matter action, can be varied with respect to the
metric to obtain the Einstein equations. Based on the usual theoretical prejudice [33], the equations
of motion which are second order in derivatives of the coordinates, are obtained from an action which
is quadratic in the first derivatives of the dynamical variables. The generally covariant Lagrangian for
gravity, however, is forced to be at least second order in derivatives of the metric since any scalar made of
the metric and its first derivatives will have some constant value in the local inertial frame and, by virtue
of being a scalar, has the same constant value in any other frame. The usual choice, R, has a special
structure (viz. linearity in second derivatives) which allows us to obtain the equations of motion which
are only second order in the derivatives of the metric, if (and only if) we fix metric and its derivatives on
the boundary. This is possible because we can separate out the the second derivatives in the Lagrangian
into a total derivative which becomes a surface term in the action. Its variation does not contribute
to the equations of motion if we set the variations of the metric and its derivatives to be zero on the
boundary.
The main conceptual difficulty with this program — which makes gravitational action different from
those in other field theories — is that the we need to fix both the dynamical variable and its derivative
at the boundary to obtain the equations of motion. There are some issues with this procedure. Suppose
that the spacetime region we are considering is the region between two spacelike surfaces. Assume
that all quantities go to zero at spatial infinites. If we now fix the metric and its derivative on the
earlier time-slice, the Einstein equations would give us the corresponding values on the latter time-slice.
Thus, we do not really have the freedom to fix arbitrary values for the metric and its derivatives on the
boundaries. Also, setting our eyes on a quantum theory, we would not want to fix both the dynamical
variable and its derivative at the same spacelike hypersurface. Another option would be to add a term
to the action, the variation of which will cancel the terms with variation of the first derivative. A well-
known example is the Gibbons-Hawking-York counterterm [31,34] though it is not unique [35]. But this
entire approach appears a little contrived and the resulting action, for the Gibbons-Hawking-York case,
although generally covariant becomes foliation dependent.
There is, however, another aspect to this issue. If we use gab as the dynamical variables (with an
associated canonical momenta), then it turns out that the surface variation involves only the variation
of the canonical momenta. This is a nontrivial result and arises only because the surface and bulk terms
of the Hilbert Lagrangian are connected in a peculiar manner [22]. This, in turn, implies that one can
treat the Hilbert action as a momentum space action and the equations of motion can be obtained by
fixing the canonical momenta at the boundary. Thus, gravity may be better dealt with in the space of
the canonical momenta corresponding to the metric rather than in the space of the metric. Further, we
will demonstrate that this program will work with the components of gab as variables, but will fail with
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gab as variables. Although gab is a failure, we shall find that the components of the corresponding tensor
density, fab =
√−ggab, would also serve our purpose.
The variables fab =
√−ggab have been used in classical literature [36–39] but somehow does not seem
to have attracted sufficient attention in recent years. One of the purposes of this paper is to advertise
nice features of these variables and some pedagogical results. After a slight digression on how various
expressions simplify on being expressed in terms of fab and the corresponding canonical momenta, we
look more closely at the result that an integral of the surface term in Einstein-Hilbert action over a horizon
gives the entropy [15, 22–24, 40, 41] of the horizon. The results have been obtained for static metrics in
which the action will be proportional to the range of time integration τ due to the static nature of the
metric. The integrals of the surface Lagrangian over the horizon will give τTS, where τ is the range of the
time integration, T is the temperature and S is the entropy. Usually we work in Euclidean sector where
the natural choice for τ is the inverse temperature β, giving τTS = S. Alternatively, one can define the
surface Hamiltonian [9,40,41] by Hsur = −(∂Asur/∂τ) = TS and concentrate on just the integration over
the co-ordinates transverse to the horizon. A variation of this integral would provide us with TδS+SδT .
We will show that the variation of the surface term in the Einstein-Hilbert action for static metrics allows
us to identify the TδS term as arising from the variation of the dynamical variable gab or f
ab and the
SδT term arises from the variation of the corresponding canonical momenta in both cases. (In contrast,
such a nice separation does not work if, e.g., we use gab as dynamical variables).
This result extends to a very general class of null surfaces, which act as horizons for local Rindler observers
and suggests a simple thermodynamical interpretation of the variational principle. In any region bounded
by null surfaces, one can introduce local Rindler observers who perceive patches of the null surfaces as
horizons and attribute temperatures to them. Using this, we can reformulate the boundary condition for
the gravitational action principle as equivalent to keeping the temperature constant on these null surfaces.
We believe this offers some insight into the thermodynamic interpretation of action principle.
The outline of the paper is as follows. In Section 2, we review some well-known results on the structure
of the Einstein-Hilbert action to set the stage. In Section 3, we show why the variables gab and f
ab =√−ggab are preferable over gab in choosing the dynamical variables for formulating an action principle
for general relativity. Section 4 provides some useful relations between known expressions in relativity
and our canonical variables. In particular, the field equations can be written in the form ∂cf
ab =
∂Hg/∂N cab, ∂cN cab = −∂Hg/∂fab (analogous to Hamilton’s equations) for a suitable Hamiltonian Hg, if
we use these variables. Section 5 discusses the variation of the surface term in the action and explores
its relation with the canonical variables. Finally, we present our conclusions in Section 6.
The conventions used in this paper are as follows. We use the metric signature (−,+,+, ..,+). The
fundamental constants G, ~ and c have been set to unity. The Latin indices run over all space-time
indices while Greek indices will be used for purely spatial indices. The tensor density corresponding to
a tensor will be denoted by the corresponding letter in calligraphic font. For example, the Lagrangian
density will be denoted by L = √−gL.
2 Preliminaries: The Structure of the Einstein-Hilbert Action
In this section, we shall rapidly review some ideas and relations known in the literature, in order to set
the stage. As we said, there is an inherent difficulty in trying to build an action principle for general
relativity from which the gravitational equations of motion can be derived, which sets it apart from
all other theories. The dynamical equations of motion are not expected to contain derivatives of the
variable of order greater than two. This normally requires the action to contain not more than the first
derivatives of the dynamical variables. But in general relativity, we would like the Lagrangian to be a
scalar and any such scalar built out of the first derivatives will have some constant value in the local
inertial frame, and by virtue of being a scalar will have the same constant value in any other frame. The
traditional way of dealing with this situation is to construct an action consisting of the metric and its
first and second derivatives and then arrange matters such that the equations of motion are only second
order in the derivatives of the metric. In fact, this demand alone is enough to uniquely identify the
action in D = 4 dimensions. This action is the Einstein-Hilbert action, given by
16πAEH =
∫
V
d4xLEH =
∫
V
d4x
√−g R. (1)
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with LEH = R in our notation. It is useful to define a quantity Q
bcd
a and write the Lagrangian density
in an equivalent form as:
LEH ≡
√−gQ bcda Rabcd; Q bcda =
1
2
(δcag
bd − δdagbc). (2)
The advantage of this form is that it is readily generalized to gravitational theories in more than 4
dimensions where our conditions allow other terms in the action in addition to the Einstein-Hilbert term
(see e.g., Chapter 15 in [32], [42]). It is a well-known result that LEH can be decomposed into a bulk
term, which is quadratic in the derivatives of the metric, and a surface term which contains all the second
derivatives (see [36, 37]). The variation of the bulk term alone can furnish the equations of motion (as
explicitly shown in e.g., chapter 6 of [32]) while the surface term, when integrated over a horizon, is
related to the entropy of the horizon. The decomposition into bulk and surface terms is given by
LEH = Lquad + Lsur, (3)
where we have defined the bulk Lagrangian density and the surface Lagrangian density respectively
as
Lquad ≡ 2
√−gQ bcda ΓadkΓkbc; Lsur ≡ 2∂c
[√−gQ bcda Γabd] . (4)
We will also require the expression for the bulk Lagrangian in terms of the derivatives of the metric.
This is given by:
Lquad =
1
4
Mabcijk∂agbc∂igjk, (5)
where we have defined a 6−indexed tensorial object Mabcijk, given by:
Mabcijk = gaigbcgjk − 1
2
(gaigbjgck + gaigcjgbk)
+
1
2
(gakgbjgci + gajgbkgci) +
1
2
(gakgcjgbi + gajgckgbi)
− 1
2
(gakgbcgij + gajgbcgik + gibgjkgac + gicgjkgab). (6)
This has the following symmetry properties. It is symmetric in b, c and j, k and also under exchange of
the index triplets (abc) and (ijk). Eq. (5) allows us to obtain the canonical momenta corresponding to
Lquad as
√−gMabc = ∂
√−gLquad
∂(∂agbc)
=
1
2
√−g Mabcijk∂igjk. (7)
Note that Mabc is not a tensor. Nevertheless, we can define a rule for raising and lowering of indices as
in the case of tensors and lower the last two indices to define:
Mabc ≡ gbdgceMade = −
∂Lquad
∂(∂agbc)
. (8)
Thus,
√−gMabc is the negative of the canonical momentum corespondent to gbc. The negative sign in
the last term arises because ∂ag
bc = −gbdgce∂agde.
As we have stated already, the equations of motion can be derived from the bulk term alone. Once
the equations of motion are obtained, we can find solutions to them, including black hole solutions, say,
without ever bringing into discussion the surface term. If we now evaluate the surface term of the action,
on the horizon, it will reproduce the entropy of the horizon in the Euclidean sector. (In general it gives
τTS where τ is the range of integration; we get S when τ = β, the inverse temperature.) The fact that the
surface term, which is not supposed to know anything about the equations of motion, gives the entropy
when integrated over a horizon demands an explanation. We stress that, this result — in fact — is a
direct hint that gravitational action principle contains information about horizon thermodynamics.
The algebraic answer to this question lies in realizing that the bulk term Lquad and the surface term Lsur
are not independent, but related to each other by the relation
Lsur = −
[
∂c
(
gab
∂Lquad
∂(∂cgab)
)]
. (9)
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Since it relates a quantity on the surface with a quantity in the bulk, this relation has been termed
“holography” in the past [22–24]. It is the same −∂ (pq) structure of the surface term that allows us
to derive the equations of motion by fixing the canonical momentum at the boundary rather than the
metric [23]. We shall discuss this issue in the next section.
Using the canonical momenta Mabc as defined in Eq. (7), we can rewrite Eq. (9) as
Lsur = −
[
∂c
(√−ggabM cab)] ≡ ∂c (√−gV c) , (10)
where we have defined a one-indexed non-tensorial object V c given by
V c ≡ −gabM cab = gikΓcik − gckΓmkm = 2Q bcda Γabd = 2Qijkc∂igjk = −
1
g
∂b(gg
bc). (11)
Using the V c thus defined, we can write down the following expression for the canonical momentum
Mabc:
Mabc = gbdgceΓade −
1
2
gbdgacΓede −
1
2
gcdgabΓede −
1
2
gbcV a. (12)
Having thus set up the initial framework, we shall now turn to the discussion of how certain “holograph-
ically conjugate” variables (HCVs) are more suited for the variation of the gravitational action.
3 Holographically Conjugate Variables
3.1 Variation of the Action and the Holographically Conjugate Variables
Let us now consider the variation of the Einstein-Hilbert action. The variation of the Lagrangian in
Eq. (3) is (see Chapter 6 in [32]) given by
δLEH = δ({Lquad}+ {Lsur}) = {
√−gGabδgab − ∂c[
√−gM cabδgab]} − δ{∂c(
√−ggabM cab)}
=
√−gGabδgab − 2∂c[
√−gM cabδgab]− ∂c[gabδ(
√−gM cab)] (13)
where M cab is as defined in Eq. (8). Note that the surface variation has two parts, one part arising out of
the variation of the metric while the other part contains the variation of
√−gM cab, which is the negative
of the canonical momentum corresponding to gab. Hence, in order to obtain the equations of motion
we have to fix both gab and its corresponding canonical momentum at the boundaries. But as we have
argued in the introduction, there are some fundamental difficulties with this program.
On the other hand, if we write the variation in terms of gab, then a crucial sign flip leads to the cancellation
of two terms (which added together in the previous case) and we find
δ(
√−gR) = −√−gGabδgab − ∂c[gikδ(
√−gM cik)], (14)
Thus we only need to fix the canonical momenta
√−gM cik, corresponding to gik, at the boundary to
obtain the equations of motion. So, some of the concerns raised in the introduction about the variational
principle in general relativity can be addressed by treating the action principle as a momentum space
action and using the covariant components of the metric, gab as dynamical variables. [The addition of
the term −∂(pq) has a direct interpretation in quantum theory [22]. Usually, the propagator G(q2, q1)
for the dynamical variable q can be obtained from a path integral using the action built from a quadratic
Lagrangian Lq(q, ∂q). The propagator G(p2, p1) in momentum representation can be similarly obtained
from a path integral using the action built from Lq(q, ∂q)− ∂(pq).]
Since we know that M cik is made of the metric and its first derivatives, it is natural to ask how the
surface variation term in Eq. (14) looks like in terms of variations of the metric and the affine connection,
in the spirit of Palatini. (We shall discuss the Palatini variational principle in Section 4.4.) The required
expression is
− ∂c[gikδ(
√−gM cik)] = −∂c[2
√−ggbkδ(QcdbeΓedk)] ≡ −∂c[
√−ggbkδN cbk] , (15)
where Qcdab =
1
2 (δ
c
aδ
d
b − δdaδcb) is obtained by lowering an index in Qbcda as defined in Eq. (2). We have
introduced here a new object,
Nabc = −Γabc +
1
2
(Γdbdδ
a
c + Γ
d
cdδ
a
b ) = Q
ad
beΓ
e
cd +Q
ad
ceΓ
e
bd , (16)
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which is made purely from the affine connection and does not involve the metric. The reason for
introducing this object is not just aesthetics as will be clear later, in Section 3.3, along with the reason
for the demand for symmetrisation in the lower indices.
Let us compare Eq. (15) with Eq. (14) and Eq. (13). We obtained some level of simplification in going
from Eq. (13) to Eq. (14). But
√−gM cab, in spite of its simple interpretation as the canonical momen-
tum, is a complicated object in terms of the metric and its derivatives (Eq. (7)) or in terms of the metric
and the affine connection (Eq. (12)). Hence, it is a pleasant surprise to find that the surface variation
turns out to be a pure variation of the affine connection. As a consequence, we can let the metric be
arbitrary at the boundary and fix just the connection at the boundary to obtain the equations of motion.
If we consider the metric and the affine connection as two different fields a` la Palatini, then this is a
perfectly acceptable situation, although a little peculiar since we need to fix only one field out of the
two that we are considering. The reason for this can be traced to the fact that the Einstein-Hilbert
Lagrangian can be expressed in terms of the metric, the affine connection and the derivatives of the
affine connection without involving the derivatives of the metric.
If one wants to think of the variation in terms of the metric and its derivatives instead, defining the
affine connection a priori in terms of the metric and its derivatives, as we want to do, then it is more
difficult to justify setting the surface variation to zero at the boundary. As regards the possibility of
imposed boundary conditions being incompatible with the equations of motion, note that the momenta
have the same number of components as the derivatives of the metric and hence we should be able to
leave the metric components as arbitrary and achieve the momenta constraints just by manipulating the
derivatives. Thus, that issue seems to have been addressed, at least at first sight. The second issue,
related to the uncertainty principle, is not applicable here as we have to fix just the momenta among the
canonically conjugate variables.
Thus, we can make a case for the use of gab as the dynamical variables as opposed to g
ab. We shall call
the pair (gab,
√−gM cab) as “holographically conjugate” variables (HCVs) in the spirit of the −∂(pq)
structure of the surface term in terms of these variables. In the next section, we will see that the
same conclusion can be arrived in an simpler manner using some scaling arguments. In the subsection
after that, these arguments will lead us to another pair of “holographically conjugate” variables with a
symmetric, contravariant, two-indexed object taking the place of gab.
3.2 Holographically Conjugate Variables through Scaling Arguments
In this section, we shall show that the results of the previous section can also be obtained using simple
scaling arguments. There is an alternate method of arriving at Eq. (9) using scaling arguments (see
Project 6.3 in [32]). We shall describe this method below since it elucidates the role played by the use
of gab as the dynamical variable rather than g
ab.
Consider a Lagrangian L(qA, ∂iqA), where qA is some dynamical variable and A denotes a collection of
indices, such that the Lagrangian is a homogeneous function of degree µ in qA and degree λ in ∂iqA. The
Euler-Lagrange function (see Section 4.3) obtained from L for the variable qA is
FA ≡ ∂L
∂qA
− ∂i
[
∂L
∂(∂iqA)
]
. (17)
Forming the contraction qAF
A and using Euler’s theorem for homogeneous functions, one can easily
show that
qAF
A = (λ+ µ)L− ∂i
[
qA
∂L
∂(∂iqA)
]
. (18)
If we take L to be
√−gLquad and qA to be gab, we would have µ = −1 and λ = +2. Also, FA =
−√−g(Rab − 12gabR) = −
√−gGab and qAFA = √−gR. Hence, Eq. (17) becomes
√−gR = √−gLquad − ∂c
(
gab
∂
√−gLquad
∂(∂cgab)
)
(19)
=
√−gLquad − ∂c
(
gab
√−gM cab) . (20)
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On the other hand, for the case of gab as the variable, we have µ = −3, λ = +2, FA = √−gGab and
qAF
A = −√−gR. Thus, we obtain
√−gR = √−gLquad + ∂c
(
gab
∂
√−gLquad
∂(∂cgab)
)
=
√−gLquad + ∂c
[
gab(−√−gM cab)
]
, (21)
with a crucial sign difference in the second term.
In both cases, the second derivatives are confined to the surface term. Hence, if the dynamical variables
and their derivatives are fixed on the boundary of the volume under consideration, the equations of
motion can be obtained by varying Lquad alone and will be of second order in the derivatives of the
metric. As has been explained in the introduction, we cannot fix both the dynamical variable and its
corresponding momentum at the boundaries. Now, the surface term that arises from the variation of
Lquad alone will be of the form ∂(pδq) and can be eliminated by fixing the dynamical variable q at the
boundary. But Lquad has the disadvantage that it is not a tensor density and, in fact, vanishes in a local
inertial frame. A −∂(pq) term added to this Lagrangian density, as in the case of q = gab in Eq. (19),
will make it into a tensor density and also modify the surface term in the variation to the form −∂(qδp),
allowing us to fix just the canonical momenta at the boundary and obtain the equations of motion (see
section II in [23] for a detailed discussion). The explicit variation of Eq. (20) is
δ(
√−gR) = −√−gGabδgab − ∂c[gikδ(
√−gM cik)], (22)
showing that we only need to fix
√−gM cik at the boundaries to obtain the equations of motion. This
is equivalent to fixing the variation of the connection at the boundaries, as can be seen from Eq. (15).
This insight suggests that Hilbert action is better considered as describing a theory in the space of the
canonical momenta corresponding to gab.
On the other hand, Eq. (21) tells us that the surface term occurs with the wrong sign when the variable
gab is used. The explicit variation in this case leads to
δ(
√−gR) = √−gGabδgab − ∂c[gikδ(
√−gM cik)]− 2∂c[
√−gM clmδglm]. (23)
The surface term now has the variations of both the dynamical variables and the momenta. Generally,
textbooks choose gab as the dynamical variable because some extra care has to be taken to derive the
equations of motion if gab is taken as the variable (see Exercise 6.9 in [32]). But then one would either
have to ignore the variation in the surface term or cancel it with a counter-term like the Gibbons-
Hawking-York counter-term [31,34], but neither option is as simple and neat as using gab as the variable
and fixing the canonical momenta at the boundaries.
In the next section, we present another object which, along with its canonical momentum, forms a pair
of HCVs (holographically conjugate variables) and can be used in place of gab for a variational approach
to general relativity.
3.3 An Alternate Pair of Holographically Conjugate Variables
A natural question that arises is whether gab is unique in providing us with a neat and clean variational
principle for general relativity. In Appendix A, we have used scaling arguments to investigate if there
are other variables which may be used in place of gab in the variational approach to general relativity.
Although gab cannot be considered as a good variable for this purpose, we have found an object with
two contravariant indices which appears suitable. This object is the tensor density
√−ggab, denoted in
this paper by fab for typographical convenience. The variable fab scales linearly with gab i.e gab → αgab
leads to fab → αfab. It is precisely this linear scaling that makes fab a suitable substitute for gab, as
demonstrated in Appendix A. We shall use the symbol fab for the corresponding covariant tensor density,√−ggab. Note that fab is not the inverse of fab. See Appendix B for some useful properties and relations
pertaining to fab and its variation.
As proved in Appendix A, writing the Einstein-Hilbert action in terms of the new variable fab reproduces
the structure of Eq. (19). We obtain
√−gR = √−gLquad − ∂c[fab ∂(
√−gLquad)
∂(∂cfab)
] =
√−gLquad − ∂c[fabN cab] , (24)
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where we have defined the object N cik to be the canonical momentum corresponding to f
ab for Lquad
by:
N cik ≡
∂(
√−gLquad)
∂(∂cf ik)
. (25)
The explicit expression for N cik has already been written down in Eq. (16). The reason for the demand of
symmetrisation in Eq. (16) is evident now. Note that it is a simpler object than M cik and is constructed
from the affine connection alone.
Next, let us look at the expressions for variation of the Einstein-Hilbert action in terms of fab and N cab.
As we have argued in Section 3.2, the −∂(qp) structure in Eq. (24) gives rise to a −∂(qδp) surface term,
along with the bulk term which provides the equations of motion as usual. Using Eq. (14), Eq. (15) and
Eq. (B.6), we can write down the variation as
δ(
√−gR) = Rabδfab + fabδRab = Rabδfab − ∂c[f ikδN cik], (26)
In addition to their utility in simplifying the variation of the action, there are two main advantages to the
HCVs (holographically conjugate variable pairs) (gab,
√−gM cab) and (fab, N cab). The first one is that
many known expressions and formulae simplify considerably when written in terms of these variables and
make our theoretical life easier. The pair of variables (fab, N cab) gives a particularly stellar performance
in this regard and will be our variables of choice for most of the work in this paper. More importantly, the
variations of these variables on a horizon will be shown to have a direct thermodynamical interpretation.
In the next section, we shall demonstrate the first point by writing down several well-known expressions
and formulae in terms of the HCVs (holographically conjugate variables pairs).
Historically, it was indeed noted in the early days of general relativity that fab is a good variable to use
and was even given preference over gab at times [36,37]. The variables f
ab, N cab were later used, albeit the
non-symmetrised version of N cab, by Einstein in his work with Kauffman attempting to go beyond general
relativity [39,43]. A recent paper that uses these variables but does not make the identification of N cab as
the canonical momentum corresponding to fab is [44]. The paper [45] contains the analogues of some of
the expressions in terms of these variables given in the next section, but the calculations have been done
as perturbations on a flat metric. We believe the holographic relation between the bulk and the surface
terms of the action gives a simple and elegant motivation for using the variables (fab, N cab).
4 Gravity in terms of f ab and N cab
In this section, we shall show that many objects of common use have simpler expressions in terms of fab
and N cab than in the conventional description. First, note that Eq. (B.4) allows us to write
∂cf
ab =
√−gBablm∂cglm; Blmab ≡
1
2
(δlaδ
m
b + δ
l
bδ
m
a )− (1/2)glmgab (27)
and since Bablm is independent of the derivatives of g
ab, we can write
∂(∂cf
ab)
∂(∂dglm)
= δdc
√−gBablm. (28)
Using this relation and Eq. (8) and Eq. (25), we get the relation
√−gM cab = −
√−gBlmab N clm, (29)
which enables us to relate the canonical momenta corresponding to gab and f
ab by:
M cab = −BabdeN cde. (30)
This can be easily inverted using Eq. (B.3) to give
N cab = −BabdeM cde = −(M cab +
1
2
gabV c). (31)
Looking at Eq. (12), we can see that Nabc is related to the Christoffel symbols by the simple expression
Eq. (16). Thus, we can infer that although Nabc is not a tensor, δN
c
ab is a tensor because δΓ
c
ab is a tensor.
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Eq. (31) can be readily converted to an expression in terms of the first derivatives of the metric using
Eq. (7). This expression is
N cab = −1
2
BabdeM
cdeijk∂igjk. (32)
We can also write N cab in terms of ∂cf
ab using the inverse of Eq. (27), to obtain:
N cab =
−1
2
√−g
[
gciBabrs − δcr(δiagbs + δibgas)
]
∂if
rs (33)
To replace the first derivatives in the theory with canonical momenta, we need to invert Eq. (16). This
is easily done by assuming the following ansatz for the Christoffel symbols:
Γcab = aN
c
ab + b(N
d
adδ
c
b +N
d
bdδ
c
a). (34)
and substituting back in Eq. (16) to solve for a and b. We obtain
Γcab = −N cab +
1
3
(Ndadδ
c
b +N
d
bdδ
c
a). (35)
Now we can substitute for N cab in terms of M
c
ab. (We shall not display this equation explicitly as it
does not appear to simplify further.) We can use the relation ∂cgab = Γa,bc + {a ↔ b} and obtain the
derivatives of the metric to be:
∂cgab = {−gae[Nebc −
1
3
(Ndcdδ
e
b +N
d
bdδ
e
c)]} + {a↔ b}, (36)
and, further
∂cf
ab = [fad(N bdc −
1
3
δbcN
e
de)] + [a↔ b] . (37)
We shall now make use of these expressions to express the Lagrangian, curvature tensor etc. in terms of
the HCVs (holographically conjugate variables).
4.1 Riemann Tensor, Ricci Tensor and Ricci Scalar
We next give the formulas for the Riemann tensor, the Ricci tensor and the Ricci scalar in terms of Nabc
for ready reference:
Rabcd = [−(δeb∂c +Nebc)(Nade −
1
3
δadN
f
ef ) +
1
9
δacN
e
beN
f
df ]− [c↔ d] (38)
Rab = −(∂cN cab +N cadNdbc −
1
3
N cacN
d
bd) (39)
R = −gab∂cN cab − Lquad (40)
√−gR = −fab∂cN cab −
1
2
N cab∂cf
ab (41)
=
1
2
N cab∂cf
ab − ∂c(fabN cab) (42)
= −1
2
[fab∂cN
c
ab + ∂c(f
abN cab)] (43)
Here, Eq. (42) is the usual decomposition of
√−gR into a bulk term and a surface term as given in
Eq. (3) while Eq. (43) is an alternate decomposition in which the bulk term contains second derivatives
of the metric.
4.2 The Lagrangian
We can substitute for Γs in the bulk term in Eq. (4) in terms of N cabs from Eq. (35) and obtain the bulk
part of the Lagrangian to be:
Lquad = g
bdN idjN
k
bl[δ
l
iδ
j
k −
1
3
δji δ
l
k] = g
bd
(
Tr[NbNd]− 1
3
Tr[Nb]Tr[Nd]
)
(44)
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where we have taken N cab to be the cbth element of a matrix Na, and Tr[Na] is the trace of this matrix.
This also allows us to write:
Lquad = 1
2
N cab∂cf
ab , (45)
with striking simplicity. Note that this exhibits a ‘pq˙/2’ structure, which is a consequence of the fact
that the Lagrangian is quadratic in q˙. We can also write Lquad in terms of M
c
ab as
Lquad = g
bdM cdkM
k
bc −
2
3
girMkirM
d
dk −
1
3
gbkM ibiM
d
dk +
1
6
gdkg
irMdirg
xyMkxy
= gbdTr[MbMd] +
2
3
Tr[Mk]V
k − 1
3
gbdTr[Mb]Tr[Md] +
1
6
gbdV
bV d , (46)
which, in comparison to Eq. (44), appears to be quite complicated. But, from Eq. (5) and Eq. (7), the
‘pq˙/2’ structure arises with the variables (gab,
√−gM cab) also, as given below:
Lquad =
√−g
2
M cab∂cgab . (47)
The formulas for Lsur have already been given in Eq. (10) and Eq. (24). We have
Lsur = ∂c(
√−gV c) = −∂c[gab(
√−gM cab)] = −∂c[fabN cab)]. (48)
In fact, the above relations hold even without the derivatives,
√−gV c = −gab(
√−gM cab) = −fabN cab, (49)
This equation will be of use in the study of horizon thermodynamics.
4.3 Euler Derivative and the Equations of Motion
The Euler derivative of any function K[φ, ∂iφ, ...] with respect to the variable φ is defined as
δK[φ, ∂iφ, ...]
δφ
=
∂K[φ, ∂iφ, ...]
∂φ
− ∂a
[
∂K[φ, ∂iφ, ...]
∂(∂aφ)
]
+ ∂a∂b
[
∂K[φ, ∂iφ, ...]
∂(∂a∂bφ)
]
− ... (50)
The function thus obtained is also called the Euler-Lagrange function resulting from K for the variable
φ. We will use the notation E[K,φ] for this object. We have already made use of the Euler-Lagrange
functions in Section 3.2.
The most general variation of K can be written as
δK =
δK
δφ
+ surface variations (51)
Thus, when the surface terms can be consistently put to zero, the equations of motion are obtained
by equating the Euler derivative to zero (which is the origin of the nomenclature). We shall now list
the Euler-Lagrange functions obtained from Lquad for the dynamical variables under our consideration,
namely gab, gab and f
ab. The functions are, respectively,
E[Lquad, gab] =
√−gGab , (52)
E[Lquad, gab] = −
√−gGab and (53)
E[Lquad, fab] = Rab . (54)
The equations of motion in the absence of matter can be obtained by equating these functions to zero.
In the presence of matter, the matter Lagrangian has to be added to Lquad and the Euler-Lagrange
function of the total Lagrangian has to be obtained. We then get the equivalent expressions:
Gab = 8πTab; G
ab = 8πTab; Rab = 8π(Tab − gab
2
T ) . (55)
From Eq. (39), we can write down the equations of motion as
∂cN
c
ab = −N cadNdbc +
1
3
N cacN
d
bd − 8π(Tab −
gab
2
T ) , (56)
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a first order differential equation in N cab with a matter source term. In the local inertial frame, the
equation becomes
∂cN
c
ab = −8π(Tab −
ηab
2
T ) (57)
which gives a conservation law for the canonical momenta N cab valid in a space-time volume small enough
to respect our local inertial frame. The corresponding equations of motion in terms of M cab look even
nicer in the local inertial frame. They are Gab = ∂cM
cab = 8πT ab i.e.
∂cM
cab = 8πT ab (58)
Note that in the local inertial frame
√−g is unity and hence M cab = √−gM cab plays the role of
canonical momentum corresponding to the metric. Thus, if we take a region small enough for a local
inertial frame to be enforced, the surface integral of the canonical momenta corresponding to the metric
components gives the components of the matter energy-momentum tensor contained in that volume.
Such a balance between gravitational variables and matter variables will again arise when we study
horizon thermodynamics.
4.4 Palatini Variational Principle and Hamilton’s Equations for Gravity
In classical mechanics, the variation of the action is carried out regarding the dynamical variable q and
its first time-derivative, q˙ as the independent variables, for the class of actions which do not depend
on the higher time-derivatives of q. The momentum p is then defined as the partial derivative of the
Lagrangian with respect to q˙. There is an alternate way of carrying out the variation considering q and
p as independent variables, with the Lagrangian being defined as L = pq˙ −H(q, p), where H(q, p) is the
Hamiltonian of the system [46, 47]. In this case, after fixing the variations of q at the boundary, the
variation with respect to p gives the equation q˙ = ∂H/∂p, while the variation with respect to q gives
p˙ = −∂H/∂q, which are the well-known Hamilton’s equations. This variational principle is referred to
as modified Hamilton’s principle.
Analogously there are two well-known variational principles in general relativity: one in which the
components of the affine connection are considered as given in terms of the derivatives of the metric and
the variation of the Einstein-Hilbert action is carried out in terms of the variation of the metric and its
first and second derivatives; and one in which the metric and the affine connection are considered as
independent and varied separately. The second method is called the Palatini variational principle [48].
But, as we have been arguing the case for the use of the HCVs (holographically conjugate variables),
we shall now outline a version of the Palatini variational principle in terms of the variables (fab, N cab).
As these form a (q, p) pair, this would be a direct analogue of our classical mechanics exposition of the
alternate variational principle. This aspect is in contrast with the usual approach in which the metric
and connection are treated as independent variables, because the connection Γabc is not the canonically
conjugate variable to the metric gbc.
Using Eq. (39), the Einstein-Hilbert Lagrangian can be expressed as
√−gR = fabRab = fab(−∂cN cab −N cadNdbc +
1
3
N cacN
d
bd) . (59)
We will now vary this Lagrangian considering fab and N iab as independent variables. Note that Rab is
a function only of N iab and is independent of f
ab, which should not be surprising as we know Rab to be
a function only of the affine connection. The variation of the action (Eq. (59)) with respect to N iab is
given by
δ
(√−gR)|fab = fabδRab (60)
=
[
∂cf
ab − 2fadN bcd +
2
3
famNddmδ
b
c
]
δN cab − ∂c(fabδN cab) . (61)
Once we fix Nabc at the boundary, we obtain the corresponding equations of motion by equating the
symmetrised coefficient of δN cab to zero. These equations are
∂cf
ab = fadN bcd + f
bdNacd −
1
3
famNddmδ
b
c −
1
3
f bmNddmδ
a
c (62)
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Note that Eq. (62) is identical with Eq. (37). Thus, the action principle dictates the connection between
N cab and (f
ab, ∂cf
ab). In order to connect this up with the standard result ∇cgab = 0 obtained from Pala-
tini variational principle in its conventional form, we need to keep in mind that the covariant derivative
is, as of now, defined as usual in terms of the affine connection but the affine connection is not related
to the metric or its derivatives. Substituting fab =
√−ggab in Eq. (62) and contracting both sides with
gab, we can obtain the relation N
d
cd = (3/4)g
ab∂cgab which gives us:
√−gNdcd =
3
2
∂c
√−g; i.e., √−gΓdcd = ∂c
√−g (63)
We shall now use this result to evaluate
√−g∇cgab. Expanding √−g∇cgab, we find
√−g∇cgab = ∂cfab − gab∂c
√−g + fmbΓacm + fmaΓbcm . (64)
Next, using the identity ∂c
√−g = (2/3)√−gNdcd from Eq. (63) and expressing the connections in terms
of N iab variables by Eq. (16), we obtain
√−g∇cgab = ∂cfab − fadN bcd − f bdNacd +
1
3
famNdmdδ
b
c +
1
3
f bmNdmdδ
a
c , (65)
which vanishes due to Eq. (62). Hence, the equation of motion (Eq. (62)) is precisely the metricity
condition obtained by the variation of the connection in conventional Palatini formalism.
We shall now provide an alternate perspective on these results which would prove quite fruitful. Note
that Eq. (62) can be written as
∂cf
ab = − ∂
∂N cab
(
√−gR+ fab∂cN cab) (66)
We have obtained here an analogue of the Hamilton’s equation q˙ = ∂H/∂p. The analogy can be made
more precise as follows. Let us define:
Hg = fab(N cadNdbc −
1
3
N cacN
d
bd) (67)
Then, with the notional correspondence fab −→ q and N cab −→ p, we can establish:
√−gR −→ −q∂p−Hg = {p∂q −Hg} − ∂(qp) = Lquad + Lsur (68)
Comparing Eq. (67) with Eq. (44), we see that
Hg = Lquad −→ 1
2
p∂q (69)
Thus, the quadratic Lagrangian density that is used to derive the equations of motion can be also be
interpreted as a Hamiltonian density. The equation Eq. (66) can then be rewritten in the desired form
as
∂cf
ab =
∂Hg
∂N cab
(70)
Proceeding by analogy, our next stop would be the other Hamilton’s equation of motion, p˙ = −∂H/∂q.
Consider the variation of the action (Eq. (59)) with respect to the q variable fab, given by
δ
(√−gR)|Ni
ab
= Rabδf
ab . (71)
The equation of motion obtained on extremising the action with respect to variations in fab is Rab = 0
which is the same as:
−N cadNdbc +
1
3
N cacN
d
bd = ∂cN
c
ab (72)
Referring back to Eq. (67), we see that this equation can be expressed as
∂cN
c
ab = −
∂Hg
∂fab
(73)
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giving the second of the Hamilton’s equations. But unlike the case in classical mechanics where the
momentum would be conserved in the absence of external forces, we see that N cab is capable of driving
its own change, due to the nonlinear nature of gravity.
The next natural step is to consider the inclusion of the matter Lagrangian density Lm = √−gLm. This
can be accomplished by defining a total Hamiltonian as
Htot = Hg − Lm (74)
If the first term Hg, which is equal to Lquad, be considered as a kinetic term, then it is natural to think
of Lm as a potential term as far as gravity is concerned. We shall make here the assumption that the
Lm under consideration depends only on fab and not on N cab. In such a case, Eq. (62) retains its form.
Thus, if we choose to express everything in terms of the metric and its derivative, our assumption is
tantamount to the assumption that Lm does not depend on the derivatives of the metric. (This is similar
to the case in classical mechanics when we consider velocity-independent potentials.)
If we now we take the usual definition of the matter energy-momentum tensor as
Tab = − 2√−g
∂(
√−gLm)
∂gab
, (75)
we can obtain the following equality:
∂Lm
∂fab
= −1
2
[
Tab − 1
2
Tgab
]
= −1
2
Blmab Tlm ≡ −
1
2
T ab , (76)
where Blmab was defined in Appendix B. We have defined a new object T ab here, which bears to Tab the
same relation as Gab bears to Rab.
Eq. (73) is now modified to read
∂cN
c
ab = −
∂Hg
∂fab
+
∂(16πLm)
∂fab
= −N cadNdbc +
1
3
N cacN
d
bd − 8πT ab (77)
Thus, the presence of matter introduces an extra source term in the equations governing the evolution
of N cab. Using Eq. (39), it is easy to verify that Eq. (77) is equivalent to the usual Einstein’s equation of
motion, Rab = 8πG
(
Tab − (1/2)Tgab
)
.
Finally, note that the variation of the total Lagrangian, gravitational plus matter, on varying fab and
N cab is given by
δ(
√−gR+ 16πLm) =
[
∂cf
ab − fadN bcd +
1
3
famNddmδ
b
c
]
δN cab − [(∂cN cab +N cadNdbc −
1
3
N cacN
d
bd) + 8πT ab]δf
ab
−∂c(fabδN cab) (78)
The surface variation given in the second line of the above equation contains only variations of N cab and
not of fab, which happened essentially because the Lagrangian with which we started with does not
have derivatives of fab. Thus, we need to fix only the “momenta” N cab at the boundary to obtain the
equations of motion.
4.5 Noether Current
So far, we have introduced two sets of naturally conjugate variables and expressed some relevant quanti-
ties in general relativity in terms of them. The usual Einstein’s equations have also been derived from the
variation of these variables. In this subsection, we shall relate the Noether current — which arises from
the diffeomorphism invariance of the action — with the variations of Nabc and f
ab. For a general covariant
Lagrangian L(gab, Rabcd), the Noether current, corresponding to the diffeomorphism x
a → xa + ξa, can
be shown to be related to the Lie derivative of Γabc with a particular contraction of the indices with the
quantity P abcd ≡ ∂L/∂Rabcd. Since Nabc is a linear combination of the connections, we can easily convert
this relation into the required relation.
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To do this, we first recall the general form of the Noether current for a Lagrangian L(gab, Rabcd), corre-
sponding to the diffeomorphism xa → xa + ξa. It is given by (see, e.g., Project 8.1 of [32]).
Ja = 2Eab ξ
b + Lξa + δξv
a , (79)
where δξv
a is such that ∇a(δξva) is the surface term in the variation of the Lagrangian under the
diffeomorphism and Eab = 0 is the equation of motion. For the Lanczos-Lovelock models of gravity, for
example, Eab = P
akijRbkij − 12δabL and δξvj = 2P ibjd∇bδξgdi (see Section 15.4 in [32]), where P abcd ≡
(∂L/∂Rabcd) as already mentioned. The tensor P
abcd has the algebraic properties of the curvature tensor
and, additionally, it is assumed to be divergence-free in Lanczos-Lovelock models: ∇aP abcd = 0. Hence,
for Lanczos-Lovelock models, the relation between the surface contribution of the variation of action and
the Noether current is
δξv
a = Ja − 2Rabξb , (80)
where Rab ≡ P akijRbkij . We now switch to the language of Lie derivatives. For an indexed object A,
while δξA ≡ A′(x)−A(x) is the functional change in A at the same value of the space-time coordinates
under an infinitesimal coordinate transformation from xi to xi + ξi, the Lie derivative of A is defined as
£ξA = A(x) −A′(x), thus giving £ξ = −δξ. Now, we can use £ξgdi = ∇dξi +∇iξd to find
£ξv
a = −2P abdi∇b∇dξi − 4P aibd∇b∇dξi = −2P abdi∇b∇dξi + 2Ramξm , (81)
where, in the last step, we have used P aibd∇b∇dξi = −(1/2)P aibdRmibdξm. Therefore, the Noether
current turns out to be
Ja = 2Rab ξb + δξva = 2Rabξb −£ξva = 2P abdi∇b∇dξi , (82)
We will now re-express this in terms of the variation of the connection. We know that, although Γabc is
not a tensor, its Lie derivative is a tensor:
£ξΓ
a
bc = ∇b∇cξa +Racmbξm . (83)
The Lie variation of N iab is likewise a tensor. Using its definition Eq. (16) in terms of connection and
Eq. (83), we obtain the explicit expression:
£ξN
i
ab = −∇a∇bξi +
1
2
(
δia∇b∇mξm + δib∇a∇mξm
)
−Ribmaξm . (84)
Now, contracting Eq. (83) with P ibca we find
2P ibca£ξΓ
a
bc = J
i − 2Rimξm . (85)
Therefore, from Eq. (80) and Eq. (85),
δξv
i = 2P ibca£ξΓ
a
bc . (86)
It turns out that, in general relativity, we can easily write this expression in terms of Nabc. To do this,
note that in the case of general relativity, L = R and P ibca = 12 (g
icgab− giagbc) = Qibca. Now, since Nabc
is related to Γabc by Eq. (16), it is easy to show that
2P ibca£ξΓ
a
bc = g
xy£ξN
i
xy . (87)
So, the surface term in the variation of the Lagrangian density
√−gR can be expressed in different ways
as (compare with Eq. (15))
√−g∇i(δξvi) = 2
√−g∇i(P ibca£ξΓabc) =
√−g∇i(gxy£ξN ixy) , (88)
while the sought-after expression for the Noether current in terms of the variation ofNabc is given by
J i = 2Rimξm + gxy£ξN ixy (89)
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4.6 Canonical Energy-Momentum Pseudotensor
From the bulk part of the Lagrangian, one can define the canonical energy-momentum pseudotensor (up
to overall factors, also known as the Einstein pseudotensor [36, 37, 49, 50]) as:
tik =
∂(
√−gLquad)
∂(∂igab)
∂kgab − δik
√−gLquad (90)
=
∂(
√−gLquad)
∂(∂ifab)
∂kf
ab − δik
√
−fLquad (91)
= N iab∂kf
ab − 1
2
δik(N
c
ab∂cf
ab), (92)
which, when taken together with the matter energy-momentum tensor, satisfies the conservation law (see
Appendix C for a proof):
∂i(t
i
k − 16π
√−gT ik) = 0. (93)
Finally, we mention that the “trace” of the pseudotensor can be related to the Hamiltonian Hg, defined
by Eq. (67). From Eq. (92), after contracting with δki , we find t
i
i = −N cab∂cfab which is −2Lquad (see,
Eq. (45)). Therefore, using Eq. (69),
tii = −2Hg . (94)
This concludes our discussion of standard features of general theory of relativity in terms of the canoni-
cally conjugate variables (fab, N cab). We shall now discuss the connection between the HCVs (holograph-
ically conjugate variables) and the thermodynamics of horizons.
5 Thermodynamics with the Holographically Conjugate Vari-
ables
In this section, we shall show that the variations pδq and qδp obtained from our sets of HCVs (holograph-
ically conjugate variables) have direct thermodynamical interpretations when integrated over horizons.
We shall first prove the results in a general static spacetime. Then, we shall specialize to the spherically
symmetric case and examine Schwarzchild and Reissner-No¨rdstrom horizons in order to obtain a physical
feel of our results. Finally, we shall show how our results generalize to integrals over any null surface
which acts as a local Rindler horizon.
5.1 Preliminaries
We shall first set up a couple of relations involving the two canonical momenta before we proceed to the
thermodynamic relations. From Eq. (22), Eq. (26) and Eq. (B.6), we see that
∂c[gikδ(
√−gM cik)] = ∂c[
√−ggbkδN cbk]. (95)
Since V c = −gab(√−gM cab) = −fabN cab, we also have
δgik(
√−gM cik) = δfabN cab. (96)
The variations δ(
√−gM cxy) and gbxgkyδN ckb are not equal but become equal on contraction with gxy.
To characterize the difference, we define a tensorial quantity
Hab,cd ≡ gacgbd − (1/4)gabgcd (97)
which has the property that Hab,cdgab = H
ab,cdgcd = 0. This quantity is also a projector since we have
HabcdH
cd,ef = Hab,ef . In fact, any indexed quantity Qab.. can be written as
Qab... =
1
4
gabgcdQ
cd... +HabcdQ
cd.... (98)
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where dots indicate indices which are not displayed. A contraction with gab will pick up a contribution
from the first term and a contraction with Hefab will catch the second term. Using H
ab,cd, we can
write
δ(
√−gM cxy)−√−ggbxgkyδN ckb = 2(Hik,xyδcz −Hik,cyδxz )δΓzxy, (99)
which makes it clear that δ(
√−gM cxy) and √−ggbxgkyδN ckb are not equal but become equal on contrac-
tion with gxy.
Having set up these relations which would allow us to easily hop between the two pairs of HCVs (holo-
graphically conjugate variables) that we have, we shall now study the variations of the surface term of
the Einstein-Hilbert action on a horizon in terms of our variables.
5.2 Surface Term and its Variation
In this section, we shall calculate the variation of the surface term for an infinitesimal change of the
metric. It is a well-known result that the surface term integrated over a horizon in a static metric will
give the entropy of the horizon [15, 22–24, 40, 41]. More specifically, it will give τTS, where τ is the
range of time-integration, T is the Hawking temperature of the horizon and S is the Bekenstein-Hawking
entropy of the horizon. Euclidean time arguments are used to replace τ by β, the inverse of the horizon
temperature, to obtain just S. We shall not use this approach. Instead, we shall get rid of the pesky
factor of τ hanging around by defining the surface Hamiltonian for a static metric [9, 40, 41] by
Hsur = −(∂Asur/∂τ) = TS (100)
Then, we need to do our integrations only over the co-ordinates transverse to the horizon. If we then
consider a variation of Hsur, it can be split into two terms: one corresponding to the variation of the
metric variable – like pδq; while the other one is like qδp, coming from the variation of the momentum
variable N cab or
√−gM cab. We first give the general expressions for these terms in terms of metric
coefficients and the perturbation hab. Next, we shall explicitly calculate them on the horizon for a
general static spacetime. Interestingly, the first term will lead to TδS while the other will give SδT .
Finally, we will generalise this result to an arbitrary null surface.
As already described in Section 2, the surface term in the Einstein-Hilbert Lagrangian is given by Lsur =
∂c(
√−gV c), where V c is defined in Eq. (11). In order to look at the variations of Hsur, we need to
compute δ(
√−gV c). From Eq. (49), we can split the variation of the surface term into two components
as
δ(
√−gV c) = −N cabδfab − δN cabfab (101)
= −√−gM cabδgab − δ(
√−gMcab)gab. (102)
In fact, from Eq. (95) and Eq. (96), we know thatN rabδf
ab =
√−gM rabδgab and δN rabfab = δ(
√−gM rab)gab.
We shall work with the variables fab and N cab for the moment. In terms of these variables, it is clear that
the first term in the above set of equations corresponds to variations of the metric while the second term
corresponds to variations of the connection. The variation of the surface Hamiltonian Hsur in Eq. (100)
can then be split into two terms as
δHsur =
1
16π
∫
d2x⊥N
n
abδf
ab +
1
16π
∫
d2x⊥f
abδNnab (103)
where the integration is over the variables transverse to the horizon and the index n refers to the direction
normal to the horizon (see Section 5.2.1 for an explicit example).
To facilitate the calculation, we shall write down expressions, up to linear order, for small changes in the
metric. Suppose the change in the metric is of the form gab → gab+ hab with hab treated as a first order
perturbation. (To be more precise, we should work with ǫhab, and retain terms linear in ǫ and finally
set ǫ = 1. We shall not bother to do this.) Under this change, the terms in Eq. (101) are evaluated up
to linear order in hab as
Najkδf
jk =
√−gNajk
(1
2
hgjk − hjk
)
; (104)
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and
δNajkf
jk = f jk
[
− gab∂jhbk + 1
2
gab∂bhjk + h
ab∂jgbk − 1
2
hab∂bgjk
]
+
1
2
fak
[
gmn∂khmn − hmn∂kgmn
]
, (105)
where h ≡ gabhab. In the following, we shall evaluate the above terms on the horizon for a general static
spacetime.
5.2.1 A general static spacetime
For any static spacetime with a horizon, we can choose an arbitrary 2−surface and write the line element
in the form [51]:
ds2 = −N2dt2 + dn2 + σABdyAdyB , (106)
where the coordinate n corresponds to the spatial direction normal to the specified 2-surface and σAB is
the transverse metric on the 2-surface. We shall assume that there exists a Killing horizon determined
by the timelike Killing vector ξ = ∂t with the location of the horizon given by the condition N
2 → 0.
We will choose the coordinates such that n = 0 on the horizon. Then, near the horizon, N and σAB
have the expansion [51],
N = κn+O(n3); σAB = [σH(y)]AB + 1
2
[σ2(y)]ABn
2 +O(n3) . (107)
Here, κ is the surface gravity of the horizon. To evaluate Eq. (104) and Eq. (105) on the horizon, we shall
first calculate them on the n=constant surface and then take the limit n→ 0. The non-zero components
of hab are htt = −2NδN ; hAB = δσAB and the relevant non-zero components of Nabc are
Nntt = −N∂nN ; Nnnn =
∂nN
N
+
1
2
σAB∂nσAB ; N
n
AB =
1
2
∂nσAB . (108)
Using all these in Eq. (104) and Eq. (105) we find
Nnjkδf
jk =
√
σσABδσAB∂nN − N
2
√
σσACσBDδσCD∂nσAB
+
N
2
√
σσABδσABσ
CD∂nσCD +
√
σσAB∂nσABδN ; (109)
and
f jkδNnjk = 2
√
σ∂n(δN) +N
√
σσAB∂n(δσAB)− N
2
√
σσACσBDδσCD∂nσAB . (110)
Note that the variations that we have considered here are such that the structure of the metric in
Eq. (106) is preserved. We now take the horizon limit and specialize to variations which stay on the
horizon, i.e, we take the limits N → 0, i.e. the horizon limit n→ 0, and δN → 0. (See the paragraph after
Eq. (113) for a discussion of the nature of the variations considered.) Using the near-horizon expansion
of N from Eq. (107), Eq. (109) and Eq. (110) become
Nnjkδf
jk|H = 2κδ(
√
σ); f jkδNnjk|H = 2
√
σδκ . (111)
Integrating over the transverse variables and introducing the appropriate numerical factor, we find that
the two terms in the variation of the surface Hamiltonian Hsur (see Eq. (103)) are given by
1
16π
∫
d2x⊥N
n
abδf
ab =
κ
2π
δ(
A⊥
4
) = TδS; (112)
1
16π
∫
d2x⊥f
abδNnab = (
A⊥
4
)δ(
κ
2π
) = SδT. (113)
In obtaining these results, we have appealed to the zeroth law of black hole thermodynamics [52,53] (See
also Eq.(61) in [51]) and taken κ and δκ to be independent of the transverse variables.
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Let us now examine the nature of the variations we have used to obtain our results. As we have
already mentioned, the variations are such that they preserve the nature of the metric in Eq. (106). So
the variations cannot give rise to components of the metric that are zero in Eq. (106). Further, the
variations that we are considering are differences between quantities evaluated on horizons, which means
that we demand δ(N2) = 0 or equivalently δN = 0. The final horizon need not be at the same location
as the initial horizon, as will be the case in the physical example we shall consider in the next section,
Section 5.2.2.
Before proceeding further, we address, as an aside, the following question: We saw in Eq. (113) that
there is a clear correspondence between the variations pδq and qδp on the one hand and TδS and SδT
on the other hand. How special are the variables (gab,
√−gM cab) and (fab, N cab) with respect to this
result? At first sight, it might seem that the separation of the δ(TS) term into TδS and SδT terms
just corresponds to the separation of the terms with the variation of the metric and the terms with the
variation of its first derivatives. We have explicitly verified that this is not the case by considering the
splitting
δ(
√−gV c) = −δ(√−ggabM cab) = −M cabδfab − fabδM cab (114)
which did not provide us with the TδS+SδT splitting. The next natural question would be whether the
{TδS, SδT } structure corresponds to the {pδq, qδp} structure since (gab,√−gM cab) and (fab,√−gN cab)
are canonically conjugate variables. To answer this question, we looked at another canonically conjugate
pair (gab,−√−gM cab) (See Eq. (8)). The corresponding variation
δ(
√−gV c) = −δ(gab√−gM cab) = −
√−gM cabδgab − gabδ(
√−gM cab) (115)
also failed to give us the {TδS, SδT } splitting, proving that it is not a purely a result of the {pδq, qδp}
structure. Thus, gab and f
ab and the corresponding canonical momenta are indeed special for our
purpose. Although we have not yet discovered a completely satisfactory reason as to why this must be
so, we do have some indication that it must be related to the scaling arguments detailed in Appendix A.
We hope to return to this issue in a future work.
We can rewrite Eq. (112) in the form of the thermodynamic identity TdS = dE+dW . In order to obtain
this identity, we shall borrow some of the results derived in [16]. To begin with, we need to find the
variation of
√
σ. If Λ is the affine parameter corresponding to the tangent vectors of the outgoing null
geodesics, then near the horizon we find that
Λ = ΛH +
1
2
κn2 +O(n3) , (116)
where Λ = ΛH is the location of the horizon. Expressing Eq. (107) in terms of the affine parameter, we
obtain
N =
√
2κ(Λ− ΛH)1/2 +O((Λ − ΛH)3/4);
σAB = [σH(y,ΛH)]AB + κ
−1[σ2(y,ΛH)]AB(Λ− ΛH) +O((Λ − ΛH)3/2) . (117)
Let us assume that the transverse metric is independent of whatever parameters are present in the metric.
(An example is the Schwarzchild metric where the transverse metric is independent of the mass.) Then,
the variation of
√
σ would be purely due to a shift in the location of the horizon and can be written
as
δ
√
σ ≡ δΛ
√
σ =
∂
√
σ
∂Λ
δΛ =
1
2
√
σσAB
∂σAB
∂Λ
δΛ =
1
2κ
√
σσ2δΛ , (118)
where in the last step Eq. (117) has been used and σ2 ≡ σAB [σ2]AB . Therefore, we have
Nnjkδf
jk =
√
σσ2δΛ ; (119)
Near the horizon, the nn and tt components of the Einstein equations can be written as [16, 51]
1
2
(σ2 −R||) = 8πT nn = 8πT tt , (120)
where R|| denotes the Ricci scalar on the two-dimensional surfaces of constant n and t. Substituting this
in Eq. (119), we have
Nnjkδf
jk|H =
√
σ(16πT ∗∗ +R||)δΛ . (121)
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Here, ∗ can stand for either n or t because, in our case, T nn = T tt . Integrating over the transverse variables
and using Eq. (112), we obtain
1
16π
∫
d2x⊥N
n
abδf
ab =
∫
d2x⊥
√
σ(T ∗∗ +
R||
16π
)δΛ = TδS. (122)
The first term in the above equation can be interpreted either as an
∫
PdV term or an
∫
(−ρ)dV term,
where P is the transverse pressure and ρ is the energy density at the horizon, whereas the last term can
be interpreted as the variation in energy associated with the horizon δE (for details, see [16]):
δE =
∫
d2x⊥
√
σ
R||
16π
δΛ (123)
Then, we arrive at either of the following two equations:
δE = TδS +
∫
ρdV ; (124)
δE = TδS −
∫
PdV. (125)
Thus, we see that the variations of the surface term on a horizon in a general static spacetime can be
given a thermodynamical interpretation.
We shall now specialize to a spherically symmetric metric in order to gain some more physical insight
into our results.
5.2.2 An application: spherically symmetric metric
In this subsection, we shall specialize the results of the last section for a spherically symmetric metric of
the form
ds2 = −f(r, λ)dt2 + dr
2
f(r, λ)
+ r2dθ2 + r2 sin2 θdφ2. (126)
Here, λ is a parameter in the system, like the mass M for a Schwarzchild metric. We shall assume that
there exists a horizon at r = rh such that f(rh) = 0. In order to use the results in the last section, we
need to write this metric in the form of Eq. (106). Define a parameter n such that dn2 = dr2/f(r) and
n = 0 at the horizon. Near the horizon, we can expand f(r) as f(r) ≈ 2κ(r− rh), where κ is the surface
gravity associated with the horizon at rh. Taking square root and integrating from r = rh to r = r,
we obtain n =
√
2/κ(r − rh)1/2. Comparing with Eq. (116), we see that r plays the role of the affine
parameter here. Having obtained this expression, if we now make the identification N2 = f(r) and note
that σAB is the metric on the surface of the sphere with radius rh we have made all the connections
necessary to carry over the results in the previous section. But rather than referring back to the results in
the last section, we shall rederive these results (in a slightly different manner) since many of the integrals
in the last section can be explicitly evaluated in the current case. Also, it will be a good consistency
check on our results from the last section.
For the spherically symmetric metric, the radial component of the surface term in the Einstein-Hilbert
action AEH (see Eq. (1), Eq. (3) and Eq. (10)), i.e.
√−gV r/16π integrated over θ and φ at the 2-surface
at r = rh, gives us −TS.
1
16π
∫ pi
0
dθ
∫ 2pi
0
dφ
√−gV r = −TS. (127)
From Eq. (100), we can see that this is the negative of the surface Hamiltonian of the horizon.
We shall now look at the variation of the surface Hamiltonian, splitting the variation into a qδp part and a
pδq part as in Eq. (103). Our aim is to give a physical example for the results we obtained in Section 5.2.1.
We shall start by considering the variation as being due to the variation of the parameter λ due to which
the horizon will undergo a shift in position. The condition that the variation is between horizons then
means that the variations δλ and δrh are connected by the relation f(rh, λ) = f(rh + δrh, λ + δλ) = 0,
which implies
∂f
∂λ
δλ = −f ′δrh , (128)
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a condition that we shall use to simplify our expressions. The pδq term in this case is given by
1
16π
∫ pi
0
dθ
∫ 2pi
0
dφN rabδf
ab
∣∣∣∣
r=rh
=
rh
2
f ′δrh = (
κ
2π
)(
δ(4πr2h)
4
) = TδS, (129)
where we have used the relations that Hawking temperature T = κ/2π = f ′/4π and Bekenstein-Hawking
entropy S = A⊥/4. As can be expected from Eq. (127), Eq. (101) and Eq. (129), we can obtain the qδp
part as
1
16π
∫ pi
0
dθ
∫ 2pi
0
dφfabδN rab
∣∣∣∣
r=rh
= (
4πr2h
4
)[(δλ
∂
∂λ
+ δrh
∂
∂r
)(
f ′
4π
)]
∣∣∣∣
r=rh
= SδT. (130)
Eq. (129) can be rewritten making use of the Einstein equations to provide a clearer physical picture.
The Einstein equations for the spherically symmetric metric are given by
Gtt = G
r
r =
rf ′ + f − 1
r2
= 8πT tt = 8πT
r
r ; (131)
Gθθ = G
φ
φ =
2f ′ + rf ′′
2r
= 8πT tt = 8πT
r
r . (132)
Substituting in Eq. (129) from Eq. (131), we obtain
1
16π
∫ pi
0
dθ
∫ 2pi
0
dφN rabδf
ab
∣∣∣∣
r=rh
=
δrh
2
+ T tt (4πr
2
hδrh) =
δrh
2
+ T rr (4πr
2
hδrh) = TδS. (133)
The factor 4πr2hδrh is just dV , the change in volume when the horizon shifts outward by an amount δrh.
Let us assume that the region outside the horizon contains a perfect fluid at rest. The energy-momentum
tensor will be given by
Tab = (ρ+ P )uaub + Pgab (134)
and we have T 00 = −ρ and T rr = P . Then, if δrh/2 (which is δM in Schwarzchild case) is interpreted as
the change in energy δE, Eq. (133) can be written either as
δE = TδS + ρδV (135)
or
δE = TδS − PδV. (136)
Among these two interpretations, Eq. (136) is in the familiar form of the first law of thermodynamics
but Eq. (135) maybe physically more intuitive as it makes clear that there are two contributions to
the change in the energy: one contribution from the change in the area of the horizon (TδS term) and
another from the energy density of the matter engulfed by the horizon when the horizon expands outward
(ρdV term).
To understand this interpretation clearly, let us consider the special case of the Reissner-No¨rdstrom
metric. We can rewrite Eq. (133) for this case by substituting for δrh in terms of δM and δQ using
rh = r± =M ±
√
M2 −Q2. We obtain
1
16π
∫ pi
0
dθ
∫ 2pi
0
dφN rabδf
ab
∣∣∣∣
r=rh
= δM − QδQ
M ±
√
M2 −Q2 , (137)
where the left-hand side has already been identified with TδS. Further, with δE = δrh/2, we can
obtain
δE − TδS = Q
2
8πrh4
(
4πrh
2δrh
)
(138)
The energy-momentum tensor for an electromagnetic field, which is acting as the source, is given by the
expression [54]
Tµν =
1
4π
(
FµρF
ρ
ν −
1
4
gµνFρσF
ρσ
)
(139)
For the electromagnetic field of a Reissner-No¨rdstrom metric, there is only one independent non-zero
component of the field strength tensor, Ftr = −Q/r2. Evaluating the T 00 component at the horizon, we
see that Eq. (138) can be rewritten as
δE − TδS = −T 00 (4πrh2δrh) (140)
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which leads to δE − TδS = ρdV . Thus, we reproduce Eq. (135). Of course, we could also write this
relation in the form of Eq. (136). But the current version seems easier to relate to as the right-hand
side in Eq. (138) represents the contribution from the electromagnetic energy density that the horizon
engulfs as it expands outward.
5.2.3 Generalization to an Arbitrary Null Surface
In the context of emergent gravity paradigm, one extensively uses the concept of a local Rindler frame
and local Rindler horizon [17]. A local Rindler horizon is essentially a patch of the null surface in the
locally inertial frame. Every local Rindler observer would attribute a temperature and an entropy to the
local Rindler horizon. Hence it is natural to extend the above analysis for the metric near an arbitrary
null surface. We shall now discuss this formalism.
The metric in the neighbourhood of a null surface is given by
ds2 = −2rαdu2 + 2drdu− 2rβAdxAdu+ µABdxAdxB , (141)
where r = 0 corresponds to the null surface. (A detailed construction is presented in [55, 56]). As
usual, we will first calculate all the quantities on an r-constant surface and then take the r = 0 limit.
The starting point is to find the normal to an r-constant surface, which is given by na = N∇ar with
N = (2αr + r2β2)−
1
2 . The non-vanishing component of na is nr = N . The surface term on the r =
constant surface is given by
Asur =
1
16π
∫
d3x
√
hnrV
r , (142)
where V r = −(1/g)∂b(ggrb). For the given metric, it turns out that
√
h =
√
µ
N
; V r = − 1
µ
[
∂uµ+ ∂r{µ(2rα+ r2β2)}+ ∂A(µrβA)
]
. (143)
Therefore,
√
hnrV
r = − 1√
µ
∂uµ−√µ
(
2α+ 2r∂rα+ 2rβ
2 + 2r2βA∂rβ
A
)
− 2rα + r
2β2√
µ
∂rµ−√µr∂AβA − rβ
A
√
µ
∂Aµ . (144)
Since, the integration variables in Eq. (142) are u and the transverse coordinates xA, it is convenient to
take the r = 0 limit at this stage. This reduces the above equation to the following form:
√
hnrV
r = − 1√
µ
∂uµ− 2√µα . (145)
Assuming the Taylor series expansion:
√
µ =
√
µ(0)(xA) + rf(u, xA) +O(r2) (146)
we have ∂u
√
µ = r∂uf(u, x
A) +O(r2), and hence near the null surface we can write:
1√
µ
∂uµ = 2∂u
√
µ = 0;
√
µ =
√
µ(0) . (147)
Therefore Eq. (145) reduces to
√
hnrV
r = −2
√
µ(0)α. Finally, substituting this in Eq. (142), we
find
Asur = − 1
8π
∫
dud2xA
√
µ(0) α . (148)
We next expand α in a Taylor series as
α(r, u, xA) = α0(x
A) + rg(u, xA) + . . . . (149)
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Using this in Eq. (148) and then performing the integration from u = 0 to u we find
Asur = − α¯0A⊥
8π
u , (150)
where we defined an average surface gravity α¯0 as
α¯0 =
∫
d2xA
√
µ(0)α0(x
A)
A⊥
. (151)
Thus the surface term, calculated on the null surface can be interpreted as Asur = −uTS, where
T = α¯0/2π and S = A⊥/4.
Next we will calculate the terms in Eq. (105), which arise due to the metric variation, on the null surface.
We only need to compute fabδN rab since the the other term can be identified using Eq. (150). Expanding
f jkδN rjk under the metric (Eq. (141)) we obtain,
f jkδN rjk = 2f
urδN rur + f
rrδN rrr + 2f
rAδN rrA + f
ABδN rAB
= 2
√
µδ
[
− 1
2
∂rα¯+
1
2
β¯A∂rβ¯A +
1
4
µAC∂uµAC
]
+
√
µ(2rα+ r2β2)δ
[1
2
µAC∂rµAC
]
+ 2rβA
√
µδ
[
− 1
2
∂rβ¯A +
1
2
β¯C∂rµAC +
1
4
µBD∂AµBD
]
+
√
µµABδ
[1
2
∂uµAB +
1
2
(β¯2 − α¯)∂rµAB −DAβ¯B
]
, (152)
where
N rur = −Γrur +
1
2
Γaau =
1
2
(
Γuuu − Γrur + ΓAAu
)
= −1
2
∂rα¯+
1
2
β¯A∂rβ¯A +
1
4
µAC∂uµAC ;
N rrr = Γ
a
ar = Γ
A
Ar =
1
2
µAC∂rµAC ;
N rrA = −ΓrrA +
1
2
ΓaaA =
1
2
(
ΓuuA − ΓrrA + ΓBAB
)
= −1
2
∂rβ¯A +
1
2
β¯C∂rµAC +
1
4
µBD∂AµBD ;
N rAB = −ΓrAB =
1
2
∂uµAB +
1
2
(β¯2 − α¯)∂rµAB − 1
2
(
DAβ¯B +DBβ¯A
)
. (153)
with α¯ = −2rα and β¯A = −rβA being substituted in the expressions. (To calculate the components
of Nabc we have used Eq. (16) and the expressions for the connections evaluated in [56].) Near the null
surface (r = 0⇒ δr = 0), the above result reduces to
f jkδN rjk = 2
√
µδ
[
− 1
2
∂rα¯+
1
4
µAC∂uµAC
]
+
√
µµABδ
[1
2
∂uµAB
]
. (154)
Finally, use of Eq. (146) and Eq. (149) lead to vanishing of last two terms near r = 0 and thus we find
f jkδN rjk|r=0 = 2
√
µ(0)δα0. Therefore, the analogue of Eq. (113) in this case would be
1
16π
∫
d3xf jkδN rjk =
1
8π
∫
d3x
√
µ(0)δα0 , (155)
which can be represented as
1
16π
∫
d3xf jkδN rjk = uSδT . (156)
Now since Asur = uTS, the other term in the variation will be
1
16π
∫
d3xN rjkδf
jk = uTδS . (157)
Thus, we have generalized our thermodynamic interpretation to the case of the variation of the surface
term in the Einstein-Hilbert action evaluated over an arbitrary null surface.
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5.3 Connection with the ADM formalism
In this section, we shall make some comments relating our formalism with the standard ADM formalism
[57]. We expect to find some parallels between the two, since the ADM formalism also uses the language
of canonical variables. The major difference, of course, is that we have not assumed a particular foliation
of the spacetime. In the ADM formalism, we assume a foliation of the spacetime with a family of non-
intersecting spacelike hypersurfaces. The dynamics is then generally considered in the volume bounded
by two such spacelike surfaces and two timelike hypersurfaces, with one of the timelike hypersurfaces
assumed to be at spatial infinity. In the following treatment, we shall borrow the required expressions
from Chapter 12 of [32].
The dynamical variables in the ADM formalism are the components of hαβ = gαβ , the induced metric
on the spacelike surfaces of the foliation. The definition of the term “canonical momenta” in the ADM
context is different from the definition that we have adopted for our formalism in that the canonical
momenta in ADM formalism refers to the the derivatives of the Lagrangian with respect to the time
derivatives of the metric components and hence correspond to
√−gM0ab in our formalism. The ADM
Lagrangian, LADM, leads to non-zero canonical momenta conjugate to hαβ while the momenta corre-
sponding to the other metric components vanish. (This does not happen for Lquad and one can find
that M000 and M00b are in general non-zero.) The canonical momentum corresponding to hαβ is given
by
pαβ =
∂
∂(∂0hαβ)
(
√−gLADM) = −
√
h(Kαβ −Khαβ) . (158)
Here, Kαβ represents the contravariant components of the extrinsic curvature Kmn = −ham∇ann. The
extrinsic curvature for this particular foliation is given by
Kmn = −NhamhnbΓ0ab = NhamhnbN0ab (159)
Note that all the indices in the above expression can take only spatial values since h0m = 0. Taking the
trace, we obtain
2
√
hK = −√−gV 0 − 2√−gnmnnM0mn (160)
which is the expression relating the Gibbons-Hawking-York counterterm [31, 34] with the surface term
of the Einstein-Hilbert action (see e.g. Exe. 6.3 of [32]). We next write the expression for pαβ , given
by
pαβ = 2
√−gQαδγβ(h) Γ0γδ = −2
√−gQαδγβ(h) N0γδ (161)
where 2Qadcb(h) = h
achdb − habhdc, in analogy with Eq. (2).
Having thus made the necessary connections between the variables, we can look at the variations of the
action in the two formalisms. In fact, the variation obtained in Section 12.4.3 of [32] (see Eq. 12.111) is
similar in structure to the integrated version of Eq. (22) with a qδp surface term. This variation is given
by ∫
V
d4x δ(
√−gR) =
∫
V
d4x
√−gGabδgab +
∫
∂V
d3x ǫhabδp
ab (162)
where ǫ is −1 on spacelike parts of the boundary ∂V and +1 on the timelike parts. Here, hab is the
induced metric on the surface of integration and pab = −
√
h(Kab − Khab), where Kab is the extrinsic
curvature corresponding to that surface. Eq. (158) is a special case in which the surfaces are constant
time slices. In obtaining this expression from the variation of the action, a surface term has been thrown
away assuming that the surface of integration is compact. Comparing with the integrated version of
Eq. (22), we obtain
−
∫
∂V
d3x gikncδ(
√−gM cik) =
∫
∂V
d3x ǫ habδp
ab . (163)
Here, nc is the unnormalized normal to the integration surface. For example, if we were integrating over
the upper time slice of the boundary of a usual ADM integration volume, an x0 =constant surface, we
would have nc = −δ0c , where the minus sign ensures that nc is in the direction of increasing time. The
normalized normal in this case would be given by nc = −Nδ0c . On the other hand, if our integration
volume was inside an r = constant surface, we would have nc = δ
r
c and the normalized normal would be
given by nc = (1/g
rr)δ0c . Thus, we have obtained the correspondence for the qδp variation term.
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For connecting up with the pδq variation term, consider the following relation:
∫
V
d4x δ(
√−gR) =
∫
V
d4x
√−gGabδgab + δ
(∫
∂V
d3x 2
√
hKǫ
)
−
∫
∂V
d3x ǫ pabδhab (164)
If the second term was the variation of our usual surface term in the Einstein-Hilbert action, we could
have compared the last term directly.with the integral of Nδf term or Mδg term. But we have here the
Gibbons-Hawking-York counterterm instead of the surface term in Hilbert action. To obtain the desired
relation, we first write down the structure of the usual variation of the Einstein-Hilbert action. This is
given by
∫
V
d4x δ(
√−gR) =
∫
V
d4x
√−gGabδgab + δ
(∫
∂V
d3x ǫ ni
√
hV i
)
−
∫
∂V
d3x ni
√
hM iabδgab (165)
Comparing Eq. (165) with Eq. (164), we obtain
−
∫
∂V
d3x ǫ pabδhab = −
∫
∂V
d3x ni
√
hM iabδgab + δ
[∫
∂V
d3x ǫ
√
h(niV
i − 2K)
]
. (166)
We can now use the following result (see Exe. 6.3 in [32]):
V ana − 2K = 2hab∂bna − nmhns∂ngsm = −nmhns∂ngsm (167)
where we have used the result ∂bna = −(ǫ/2)nbninj .∂agij and habna = 0 (see Section 12.4.3 in [32]).
If the metric has no off-diagonal components with respect to the coordinate which labels the surfaces of
foliation, the right-hand side of Eq. (167) vanishes on the foliation surfaces. In such a case, if we assume
that the boundaries of our integration volume other than the foliation surfaces do not contribute, (i.e. in
ADM formalism, for example, assuming the integration region is between two time-slices and a time-like
surface at spatial infinity where all fields go to zero), we can write Eq. (166) as
∫
∂V
d3x ǫ pabδhab =
∫
∂V
d3x ni
√
hM iabδgab. (168)
This is the desired connection between the pδq variations; but unlike Eq. (163), this relation is valid
only when the coordinates are chosen such that 2K = niV
i, which can be achieved by demanding a
metric block diagonal with respect to the foliation coordinate. (If we take t = constant surfaces for our
foliation, for example, then the shift function should vanish.) Further, only the foliation surfaces should
contribute to the surface integral. Hence, to summarise, we have a relation between the “qδp” variations
in ADM formalism and our formalism, Eq. (163):
−
∫
∂V
d3x gikncδ(
√−gM cik) =
∫
∂V
d3x ǫ habδp
ab , (169)
and, in coordinates in which the metric is block diagonal with respect to the foliation coordinate and
non-zero contributions to the surface term come only from the foliation surfaces, we also have the
corresponding relation between pδq variations, Eq. (168):
∫
∂V
d3x ni
√
hM iabδgab =
∫
∂V
d3x ǫ pabδhab. (170)
5.4 Action Principle as a Thermodynamical Extremum Principle
In the previous analysis, we have shown that Lquad can be interpreted as a Hamiltonian (Section 4.4)
– more precisely a Hamiltonian density– and the surface integral arising from Lsur leads to −TS on a
horizon (Section 5.2). This interpretation leads to the interpretation of the Einstein-Hilbert action as a
free energy, AEH = τF = τ(E − TS), where τ is the range of time integration in any static geometry,
which has been explicitly demonstrated for static metrics in Einstein gravity [24] and also for Lanczos-
Lovelock models [30]. We shall now use this interpretation to formulate the principle of extremisation of
gravitational action as a thermodynamic extremum principle.
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The variation of the action is given by integrating Eq. (26) over a spacetime volume. This variation is
given by
16πδAEH =
∫
V
d4xδ(
√−gR) =
∫
V
d4xRabδf
ab −
∫
∂V
d3x
√
hnig
jkδN ijk, (171)
where we have rewritten the volume integral of the total divergence as a surface integral.
Now consider the variation of the action on-shell. For pure gravity (Rab = 0), the above variation reduces
to
δAEH = − 1
16π
∫
∂V
d3x
√
hnig
jkδN ijk = −
1
16π
∫
∂V
d3xf jkδNXjk , (172)
on the X =constant surface. Here X = n for a static spacetime while X = r for null metric. From
Section 5.2, we know that the right-hand side, when evaluated on a horizon, can be interpreted as a
−τSδT term. Therefore, using AEH = τ(E − TS) as has been argued, we find that the Eq. (172) can
be written as a thermodynamic identity:
δ(E − TS) = −SδT ; i.e., δE = TδS (173)
Next we shall consider the inclusion of the matter action Am. The usual matter Lagrangians are in-
dependent of the derivatives of the metric and hence the variation with respect to the metric will not
involve any surface terms. The variation of the matter Lagrangian on varying the metric is then written
in the form
δAm =
1
2
∫
V
d4x
√−gT abδgab = −1
2
∫
V
d4x
√−gT abδfab. (174)
Here, T ab = Tab − (gab/2)T ii and Tab is the energy momentum tensor corresponding to the matter
field under consideration. Then, from Eq. (171) and Eq. (174), we can impose the on-shell condition
Rab = 8πGT ab and obtain
δ[AEH +Am] = −
∫
∂V
d3xf jkδNXjk . (175)
If the matter is perfect fluid, then the matter action, with the on-shell condition, can be expressed
as
Am =
∫ √−gd4xP (176)
where P is the pressure of the fluid [58–60]. For the case of a static spacetime with P independent of fab,
the time integration can be performed to give a factor τ and the variation of the matter action will reduce
to τPδV , where V stands for the three-dimensional volume of a time-constant slice. Hence, the left hand
side of Eq. (175) can be given a thermodynamic interpretation as τδ(E−TS)+ τPδV . Thus, Eq. (173),
in a static space time with the inclusion of matter fields in the form of a perfect fluid with P =constant,
becomes δE = TδS − PδV, which is the thermodynamic identity on the horizon obtained earlier. We
thus see that the variation of the Einstein-Hilbert action allows for a straightforward thermodynamic
interpretation.
There is, however, a nicer way of interpreting the gravitational action principle in thermodynamic lan-
guage, along the following lines. We first note that, if — instead of demanding δ[AEH +Am] = 0 — we
demand the condition in Eq. (175) we will get the field equations. In such a formulation, we can use any
spacetime region V and its boundary ∂V . Consider now a spacetime region bounded by null surfaces.
Then the surface term on the right hand side of Eq. (175) can be interpreted as giving SδT based on
our earlier result in Eq. (156). Hence, the condition that the surface term vanishes is equivalent to the
condition that the variations keep the temperature of the null surfaces, as perceived by the local Rindler
observers, constant during the variation. This gives a very direct thermodynamic interpretation of the
gravitational action principle provided we formulate it in a region bounded by null surfaces. We hope to
explore this in detail in a future publication.
6 Conclusions
The variational principle in general relativity is somewhat peculiar. The key reason is the presence of
second derivatives of the metric in the Einstein-Hilbert action, which causes the surface term in the
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variation to contain variations of the metric and its derivative. Thus, in order to get the Einstein’s
equation by the usual variational method, we have to fix the metric as well as its normal derivative. The
main problems with fixing both the metric and the normal derivatives are: (a) The values at which we fix
the metric and its derivative at the boundaries might not turn out to be compatible with the equations of
motion derived. (b) If we extend our theory to the quantum domain, we should refrain from fixing both
the metric and its normal derivative on a spacelike hypersurface to avoid conflict with the uncertainty
principle. One common method for dealing with this issue is to throw the second derivatives into a
surface term and then work with the remaining (coordinate dependent) quadratic Lagrangian Lquad (see
Eq. (3)), in which case one will have to fix just the variation of the metric on the surface. The other
common procedure is to use a counterterm to cancel the variation of the surface term [31]. All these
procedures, one must admit, appear rather contrived.
In this paper, we discuss an alternate prescription. We may be in better shape conceptually by in-
terpreting the generally covariant Lagrangian (viz. the Einstein-Hilbert Lagrangian) as a momentum
space Lagrangian and fixing the canonical momenta on the boundary. We can do this in terms of the
metric gab and its canonical momenta with respect to the quadratic Lagrangian,
√−gM cab, defined in
Eq. (7). This suggests that general relativity is better represented as a theory in the space of the canon-
ical momenta M cab. The immediate direction suggested by this realization is to apply the technique
of momentum-space path integrals to general relativity, a direction which we intend to explore in the
future.
In the process, we discovered the surprising fact that this approach works only with gab but not with g
ab
and its corresponding canonical momenta. In the case of gab, the surface variation is found to contain
the variation of gab as well as its canonical momenta. We show how this is related to the −∂(pq)
structure of the surface term in the case of the variable gab and proceed to show how this structure can
be obtained by simple scaling arguments applicable for homogeneous functions. These arguments also
allow us to discover another variable fab =
√−ggab, with N cab representing the corresponding canonical
momenta. The use of N cab makes it easy to see that we are actually fixing the variation of the connection
on the boundary, a fact which needs nontrivial calculation to discover when working with gab and M
cab.
Further, as already noted in the literature before (see [36–38, 44]), many formulas simplify if we work
with fab and N cab.
The most surprising result of our investigation was the connection between these holographically conju-
gate variables (HCVs) and thermodynamic quantities pertaining to the null surfaces which act as local
Rindler horizons. The surface term in the Einstein-Hilbert action, when integrated over a horizon, gives
us the Bekenstein-Hawking entropy of the horizon when the range of time integration is fixed by pe-
riodicity in Euclidean sector. Without using the Euclidean time integration, and in fact removing the
time integration altogether, the integral of the surface term over the space variables on the horizon gives
us [9, 40, 41] the heat content Hsur = TS. In a variation of this integral, it was seen that the term TδS
is the term with the variation of gab (or f
ab) and the term with SδT is the term with the variation of
the corresponding canonical momentum. This result holds: (a)near a horizon in an arbitrary (i.e., not
necessarily spherically symmetric) static spacetime and (b) near any null surface which acts as a local
Rindler horizon.
We believe that this is a very strong result. We know that the variations of T and S are related to
the variations of the surface gravity κ and the area of the horizon respectively. Since κ is related to
the derivative of the g00 component of the metric along the direction normal to the horizon, it is clear
that the variation of the temperature cannot be given by the term with the variation of gab or f
ab and
must be contained in the term with the variation of the canonical momenta. But it is not clear why
this canonical momenta term does not contribute to the variation of the entropy. To drive this point
home, we carried out variations with certain other sets of variables (see Eq. (114) and Eq. (115) and the
accompanying discussion) and observed that we do not obtain this separation between the entropy and
the temperature. Although we do not yet have a clear line of reasoning to offer as to why this must be
so, we think that the explanation might be related to the scaling properties that were used to arrive at
the variable fab. Further, we were able to obtain this result without using the Euclidean time method.
This seems to suggest that the method of reducing the integral of surface term on a horizon to entropy
using Euclidean time arguments might not be necessary.
There are many directions to proceed forward from the work in this paper. It is not clear to us why
the special variables that we discovered through scaling turn out to be the ones that are related to
thermodynamic variables. This connection should be further explored. As already mentioned, another
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direction of work would be to try to develop a momentum space path integral approach to general
relativity. Extension of our results to the case of stationary, or more ambitiously, time-dependent metrics
and Lanczos-Lovelock models is another obvious line of attack. The simplicity of the scaling argument
that led us to discover the special nature of the variables gab and f
ab, the naturalness of our prescription
for the variational approach to general relativity compared to prescriptions existing in the literature as
well as the intriguing connection with thermodynamic variables on a horizon which is highly unlikely to
be accidental, suggests that these directions of research would prove to be quite fruitful if pursued.
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A Finding Holographically Conjugate Variables through Scal-
ing Arguments
In this section, we shall try to find alternatives to gab for which a relation of the form in Eq. (19) holds.
More explicitly, for Eq. (18) (which we reproduce below):
qAF
A = (λ+ µ)L− ∂i
[
qA
∂L
∂(∂iqA)
]
, (A.1)
we should have qAF
A =
√−gR and λ + µ = 1. We shall restrict ourselves to variables that can be
obtained by the so-called point transformations [47] i.e transformations where the new variables depend
on the old variables, but not on their derivatives i.e
h = h(gab, xi);
∂h
∂(∂cgab)
= 0. (A.2)
Further, we shall assume that the transformation has no explicit dependence on spacetime coordinates
i.e h(gab, xi) = h(gab). Here we have not specified the index structure of the variable h, but it has to
be a 2-indexed symmetric object in order to hold the degrees of freedom initially present in the metric.
First, let us look at the left-hand side of Eq. (A.1). For a point transformation from the variable q to
the variable s, we have the result that
d
dt
(
∂L
∂s˙j
)
− ∂L
∂sj
=
[
d
dt
(
∂L
∂q˙i
)
− ∂L
∂sj
]
∂qi
∂sj
. (A.3)
Generalizing to our case, we have
∂c
(
∂L
∂(∂cgab)
)
− ∂L
∂gab
=
[
∂c
(
∂L
∂(∂ch)
)
− ∂L
∂h
]
∂h
∂gab
. (A.4)
We shall now assume that h is a homogeneous function of the components of gab i.e if gab → αgab, then
h → αkh for some constant k. If we now contract both sides of Eq. (A.4) with gab and use Euler’s
theorem for homogeneous functions, we obtain
gab
[
∂c
(
∂L
∂(∂cgab)
)
− ∂L
∂gab
]
= kh
[
∂c
(
∂L
∂(∂ch)
)
− ∂L
∂h
]
. (A.5)
In terms of the notation in Eq. (A.1), we can state this result as follows. If we transform from a set
of variables qA to another set fA, such that the fA do not dependent on the derivatives of qA and are
homogeneous of degree k in qA, then
qAF
A
q −→ kfAFAf , (A.6)
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where we have used the subscript in the Euler-Lagrange function to denote the variable that has been
used.
Next we shall look at the right-hand side of Eq. (A.1). Under a point transformations, it is easy to see
that the value of λ, the degree of derivatives of the variables, remains a constant. A fallacious argument
for finding the change in µ is the following. fA being homogeneous in qA of degree k and L being
homogeneous in qA of degree µ, a change qA → αqA would correspond to a change fA → αkfA and a
change L→ αµL. Therefore, under a change fA → αfA, we should have qA → α1/kqA and L→ αµ/kL
and we can conclude that the degree of L in the variable fA is µ/k. But as is clear from Section 3.2, this
argument fails for the transformation gab → gab. To find out the error in the above argument and to derive
the correct result, consider a general term in the Lagrangian of the form (qA)
µ(∂iqB)
λ. The notation
(qA)
µ here corresponds to a term of the form {(qAqB....)→ µ terms} and (∂iqB)λ corresponds to a term
of the form {(∂iqA∂jqB....)→ λ terms}. In terms of the new variables fA, this term becomes
(qA)
µ(∂iqB)
λ = (qA[fC ])
µ(
∂qB
∂fC
∂ifC)
λ, (A.7)
where we have made use of the fact that qA does not depend on the derivatives of fB. Now, this
assumption also tells us that (∂qB/∂fC) is a function of fA alone and not its derivatives. Thus, the
factor containing derivatives of fA is (∂fC)
λ confirming that the degree in derivatives does not change
under the transformation. The factor that depends only on the variables fA and not on its derivatives
is
(qA[fC ])
µ(
∂qB
∂fC
)λ. (A.8)
We have considered fA to be a homogeneous function of qB, and qB only, of degree k. Since we are
conserving the degrees of freedom, we should be able to invert these functions and express qB in terms
of fA as homogeneous functions of degree 1/k in fA. Then, (∂qB)/(∂fC) will be a homogeneous function
of fA of degree (1/k)− 1. Hence, the above function will be a homogeneous function of fA alone, and of
degree (1/k)µ+ [(1/k)− 1]λ.
It is straightforward to generalize our results for (qA)
µ(∂qB)
λ to L and conclude that, under a trans-
formation from variables qA to variables fB homogeneous of degree k in qA and independent of the
derivatives of qA, we shall have
µ→ µ
k
+
(
1
k
− 1
)
λ; λ→ λ ; i.e., λ+ µ→ λ+ µ
k
. (A.9)
Thus, from Eq. (A.1), Eq. (A.6) and Eq. (A.9), the form of Eq. (19) is conserved only if we transform
to a variable which is homogeneous of degree k = 1 in gab. This obviously breaks down for g
ab, which
has k = −1. The determinant of gab, g, does not have the required number of degrees of freedom and
has k = 4 in four dimensions and is also unsuitable. But the variable
fab =
√−ggab
has the required number of degrees of freedom and has k = 1, thus providing a useful alternative,
contravariant in its two indices, to gab.
B Useful properties and relations pertaining to f ab
In this appendix, we shall list out some useful properties and relations pertaining to fab =
√−ggab. Its
determinant is given by
f = det(fab) = det(gab) = g. (B.1)
Hence, all the
√−g factors that hang around in expressions can be replaced by √−f . In order to use
the well-known formulas used in variation of the gravitational action while working with fab, we need to
relate the variation of gab to the variation of fab. This relation is given by
δglm =
δf lm√−f −
f lmfabδf
ab
2(
√−f)3 =
Blmab δf
ab
√−f , (B.2)
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where Blmab ≡ (1/2)(δlaδmb + δlbδma )− (1/2)glmgab = δl(aδmb) − (1/2)glmgab. We shall take Blmab to be Blmab
so that Blmab = gl(agmb) − (1/2)glmgab. Blmab satisfies the relation
Blmab B
ab
cd = δ
l
(cδ
m
d). (B.3)
This relation is valid even if we remove the explicit symmetrisation in both Blmbk and the right-hand side of
this relation. Using this relation, we can easily invert Eq. (B.2) and obtain (see Chapter 6 in [32])
δf lm =
√−gBlmab δgab. (B.4)
Hence, we have, for any two-indexed object Xlm
Xlmδg
lm =
1√−g [Xab −
1
2
gabg
lmXlm]δf
ab
=
1√−g [Xab −
1
2
gabX ]δf
ab (B.5)
Therefore, √−gGabδgab = Rabδfab. (B.6)
The Euler-Lagrange function (see Section 4.3) Fab for the variable f
ab is
Fab ≡ ∂(
√−gLquad)
∂fab
− ∂c[∂(
√−gLquad)
∂(∂cfab)
] = Rab. (B.7)
This expression can be arrived at either by explicit computation or by staring at Eq. (26).
C Proof of the Conservation Equation ∂i(t
i
k−16pi
√−gT ik) = 0
Consider the object ∂it
i
k. We have,using the definition in Eq. (91),
∂it
i
k = ∂i
[
∂(
√−gLquad)
∂(∂ifab)
∂kf
ab − δik
√
−fLquad
]
= ∂i
[
∂(
√−gLquad)
∂(∂ifab)
∂kf
ab
]
− ∂(
√−gLquad)
∂fab
∂kf
ab − ∂(
√−gLquad)
∂(∂ifab)
∂k∂if
ab
=
{
∂i
[
∂(
√−gLquad)
∂(∂ifab)
]
− ∂(
√−gLquad)
∂fab
}
∂kf
ab
= −Rab∂kfab (C.1)
It is clear from the above equation that, in the absence of matter, the object tik will be conserved once
we impose the equations of motion.
To generalize to the case with matter present, start from the Bianchi identity
√−g∇iGik = 0. Then, we
have
√−g∇iRik = (
√−g/2)∇kR, implying
2∂i(
√−gRik) =
√−ggab∇kRab +
√−gRab∂kgab = fab∂kRab . (C.2)
Hence, we have
∂it
i
k = −Rab∂kfab = −∂k(
√−gR) + fab∂kRab
= −∂k(
√−gR) + 2∂i(
√−gRik) = 2∂i
[√−g(Rik − δ
i
k
2
R)
]
= 2∂i(
√−gGik) = 16π ∂i(
√−gT ik) (C.3)
where we have used the Einstein equations Gik = 8πT
i
k in the last step. Thus, we obtain the general
conservation equation
∂i(t
i
k − 16π
√−gT ik) = 0 (C.4)
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