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We present a graphical implementation for finite processes of themobile ambients calculus.
Our encoding uses unstructured (i.e., non-hierarchical) graphs and it is sound and complete
with respect to the structural congruence of the calculus (i.e., two processes are equivalent
iff mapped to isomorphic graphs). With respect to alternative proposals for the graphical
implementation of mobile ambients, our encoding distinguishes the syntactic structure of a
process from the activation order of its components. Our solution faithfully captures a basic
feature of the calculus (ambients can be nested and reductions are propagated across the
nesting) and it allows to model the reduction semantics via a graph transformation system
containing just three rules.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Among recently introduced nominal calculi, mobile ambients [7] proved to be a popular specification formalism. Besides
the standard operators for parallel composition and name restriction, it introduces the notion of ambient, i.e., a named envi-
ronment where system evolutions may take place. The application domains of the calculus proved quite large, as witnessed
by its use in system biology [23]. Moreover, the calculus inspired novel verification tools such as spatial logic [6], where the
logical operators reflect the topological structure of a system.
As it is nowadays standard for nominal calculi, the operational semantics of mobile ambients is expressed by a set of
(structural) axioms, plus a set of inference rules, inducing a reduction relation on abstract processes. With respect to similar
foundational calculi, though, those rules are rather complex, reflecting the rich structure of processes. Such a complexity
is confirmed by the current (distributed) implementations for the calculus, as surveyed in [18] and briefly mentioned here.
Besides the usual problems of nominal calculi, linked with the use of message passing for addressing the so-called magic
matching issue (the implicitly global choice for the subprocess where the reduction has to take place), the abstract machines
have to “separate the logical distribution of ambients (the tree structure given by the syntax) from their physical distribution
(the actual sites they are running on)” [18, p. 117]: the states of themachine have to explicitly record the nesting of ambients.
This paper presents a graphical implementation for the mobile ambients calculus that exploits the dichotomy between
the tree structure of a process and the topology associated to its activationpoints, i.e., to those ambients that actually allow for
the evolution of the subprocesses they contain. The encoding is then exploited to recast the complex operational semantics
of the calculus by an easy and natural presentation via DPO rules, thus inheriting the wealth of tools and techniques for
system analysis that are available for graph transformation.
It has been indeed since its origins in the late 1960s that the theory of graph transformation has been successfully
applied in those areas where both static and dynamic modelling of systems by graphical structures play an important role.
Graph transformation has been used, for example, as a computational model for functional programming languages and for
specifying distributed systems and visual languages. Only in recent years, though, graph transformation has been used in
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the field of process algebras. In particular, it has been exploited for the specification of these formal languages: graphsmodel
processes and graph transformations simulate the reduction semantics of the calculus at hand.
The adoption of graph transformation for simulating the reduction semantics of process calculi allowed for some tech-
nology transfer. One of its foremost applications has been the distillation of observational semantics for such calculi, by
relying on the so-called borrowed context mechanism [13]: an application of the methodology has been shown, e.g., by
the authors (with Filippo Bonchi) for mobile ambients [4]. In this paper we profitably exploit another feature of the graph
transformation formalism, namely, the possibility of defining suitable concurrent semantics. This allows for obtaining such
a semantics also for any encoded calculus, hence offering a better understanding of process behaviour. In particular, we
exploit the information about dependencies among (causally related) rewriting steps offered by the concurrent semantics
of mobile ambients to identify interferences between process reductions, formalising the taxonomy proposed in [20].
The widespread acceptance of π-calculus made it the formalism usually considered when proposing a graphical frame-
work for the description of concurrent and distributed systems (see, e.g., [15] and the references therein), and even more
so after the introduction of Milner’s bigraphs [21]. However, the richness of mobile ambients may prove it a more suitable
testbed for the use of graph-based formalisms in the description of process calculi.
The earliest proposalswe are aware of are [14] and [17]. Our solution is reminiscent of the latter, lifting the use of unstruc-
tured graphs in the encoding of processes proposed there. Besides introducing a slender graph syntax (in accordance to [15]),
the differencewith the previous proposal lies in the chosen representation of the states: the lack of records for the activation
points in [17] forced the introduction of suitable rules for forwarding the information about “being enabled” to subprocesses.
The presence of such spurious rules, possibly inhibiting the execution of some reductions, made the correspondence be-
tween graph transformations and process reductions only weakly sound and complete (see, e.g., [17, Theorems 5.3 and 5.4]).
Thus, it made less meaningful the application of standard tools from graph transformation (such as the different parallelism
theorems) for discussing about properties of process evolution. Therefore, also the use of the concurrent semantics ofmobile
ambients in the study of the behaviour of a process with respect to dynamic properties such as non-interference [20] was
less appealing and intuitive. Our chosen state representation allows instead for the reuse of such techniques, as surveyed
in [15] for the π-calculus.
As far as other proposals for graphical implementation are concerned, we are aware of [8,14], using the so-called Syn-
chronised Hyper-edge Replacement framework, as well as of [22], in the mold of the standard DPO approach. Moreover, in
[19] the authors outline an encoding of mobile ambients by bigraphs, even if they leave to future work the further pursuing
of their solution.
In general, those SHR solutions are eminently hierarchical, meaning that each edge/label is itself a structured entity, and
possibly a graph. More precisely, “sequential processes become edge labels: when an action is performed, an edge labelled
by M.P is rewritten as the graph corresponding to P” [14, p. 11]. We believe that this is less adequate for calculi such as
mobile ambients, where the topology of the systems plays amajor role in discussing, e.g., about distributed implementation
and parallel execution of reductions [20], as witnessed by the results shown in Section 8 of this paper. Moreover, to the
expressive power of the SHR framework corresponds a rather complex mechanism for rule application, which results to be
less intuitive and simple than the basic DPO matching of our solution.
As far as [22] is concerned, themain differencewith respect to our proposal is in the use of a process representationwhere
the nesting of ambients is made explicit by the presence of suitable edges, instead of being implicit in the representation
of each process, as in our proposal. The resulting encoding of processes is thus centralised, and this condition results in a
complex set of graph transformation rules. Moreover, the encoding of process reduction is sound, yet not complete, thus not
allowing the reuse of tools for system analysis that we mentioned earlier.
This paper is organised as follows. Section 2 briefly recalls the calculus of mobile ambients. In Section 3 we introduce
(typed hyper-)graphs and their extension with interfaces, while Section 4 presents the DPO approach to their rewriting.
Then, in Section 5 we introduce a graphical encoding for processes of the mobile ambients calculus, and we present our
first result, namely, that our encoding is sound and complete with respect to a slight variant of the standard congruence of
mobile ambients. Themain result of our paper is presented in Section 6, which introduces a graph transformation system for
modelling the reduction semantics of mobile ambients. In Section 7 instead we propose a graph transformation system to
recover a normal form for each graphical encoding of a process. This allows us to recast the standard structural congruence
of MAs in terms of graph isomorphism. Section 8 discusses the concurrency features of our graph transformation system,
and shows how the notion of independence between rewriting stepsmay be used for giving a formal definition of both plain
and grave interferences among process reductions, as introduced in [20]. Finally, Section 9 concludes the paper.
This paper is a revised and extended version of [16]. It also includes the proofs of the illustrated results, as reported in
Appendix A, Appendix B, and Appendix C.
2. Mobile ambients
In this section we (very) briefly recall the calculus of mobile ambients [7]. In particular, we introduce the syntax and the
reduction semantics for its (finite) fragment without the communication primitives.
Table 2 shows the syntax of the calculus.We assume a setNof names ranging over bym, n, o, . . . Also, we let P,Q , R, . . .
range over the set Pof processes.
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Table 1
Syntax of mobile ambients.
P,Q ::= processes
0 inactivity
n[P] ambient
M.P action
(νn)P restriction
P1 | P2 composition
M ::= capabilities
in n can enter n
out n can exit n
open n can open n
The restriction operator (νn)P binds n in P. A name n occurring in the scope of the operator (νn) is called bound, otherwise
it is called free. We denote the set of free names of a process P by fn(P). We adopt the standard notion of α-conversion of
bound names and the standard definition for name substitution. We write P{m/n} for the process obtained by replacing
each free occurrence of n in P withm, and by α-converting the bound names to avoid conflicts withm.
The semantics of the mobile ambients calculus is given by the combination of an equivalence between processes and a
pre-order relation among them. The structural congruence, denoted by≡, is the least relation on processes that satisfies the
equations and the rules shown in Table 2. The congruence relates processes which intuitively specify the same system, up-to
a syntactical rearrangement of its components, and it is used to define the operational semantics.
The reduction relation, denoted by →, describes the evolution of processes over time: P → Q means that P reduces
to Q , that is, P can execute a computational step and it is transformed into Q . Table 3 shows the reduction rules. The first
three rules are the only three axioms for the reduction relation. In particular, the Red-In rule enables an ambient n to enter a
sibling ambientm. The Red-Out rule enables an ambient n to get out of its parent ambientm. Finally, the last axiom allows to
dissolve the boundary of an ambient n. The Red-Res, Red-Amb and Red-Par rules say that a reduction can occur underneath
restriction, ambient and parallel composition, respectively. Finally, the last rule says that the reduction relation is closed
under the structural congruence ≡.
2.1. An alternative congruence
As we stated above, the structural congruence is pivotal in the definition of the reduction relation. It is possible to take
into account different structural congruence relations. We denote by ≡′ the least relation that satisfies also the equation in
Table 2
Axioms of the structural congruence without the axiom (νn)0 = 0.
P = P (Cong-Refl)
P = Q ⇒ Q = P (Cong-Symm)
P = Q ,Q = R ⇒ P = R (Cong-Trans)
P = Q ⇒ n[P] = n[Q ] (Cong-Amb)
P = Q ⇒ M.P = M.Q (Cong-Act)
P = Q ⇒ (νn)P = (νn)Q (Cong-Res)
P = Q ⇒ P | R = Q | R (Cong-Par)
P | Q = Q | P (Cong-Par-Comm)
(P | Q) | R = P | (Q | R) (Cong-Par-Ass)
(νn)(νm)P = (νm)(νn)P (Cong-Res-Res)
(νn)(P | Q) = P | (νn)Q if n /∈ fn(P) (Cong-Res-Par)
(νn)m[P] = m[(νn)P] if n = m (Cong-Res-Amb)
P | 0 = P (Cong-Zero-Par)
(νn)P = (νm)(P{m/n}) ifm /∈ fn(P) (Cong-α)
Table 3
Reduction relation.
n[in m.P | Q ] | m[R] → m[n[P | Q ] | R] (Red-In)
m[n[out m.P | Q ] | R] → n[P | Q ] | m[R] (Red-Out)
open n.P | n[Q ] → P | Q (Red-Open)
P → Q ⇒ (νn)P → (νn)Q (Red-Res)
P → Q ⇒ n[P] → n[Q ] (Red-Amb)
P → Q ⇒ P | R → Q | R (Red-Par)
(P′ ≡ P, P′ → Q ′,Q ′ ≡ Q) ⇒ P → Q (Red-Cong)
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Table 4 besides those in Tables 2, and by →′ the reduction relation defined by the rules shown in Table 3, but closed under
the structural congruence ≡′.
Note that considering the structural congruence ≡′ does not change substantially the reduction semantics. Indeed, the
mapping from abstract processes according to ≡ into abstract processes according to ≡′ faithfully preserves the reduction
semantics, as discussed in [17] and stated by the next proposition.
Proposition 1. Let P,Q be processes. If P → Q, then P →′ Q. Vice versa, if P →′ Q, then there exists a process R, such that
P → R and Q ≡′ R.
3. Graphs and graphs with interfaces
This section presents some definitions concerning (hyper-)graphs, typed graphs and graphs with interfaces. It also intro-
duces two operators on graphs with interfaces. We refer to [5] and [9] for a detailed introduction.
Definition 1 (Graphs). A graph is a four-tuple 〈V, E, s, t〉where V is the set of nodes, E is the set of edges and s, t : E → V∗
are the source and target functions.
From now on we denote the components of a graph G by VG , EG , sG and tG .
Definition 2 (Graph morphisms). Let G, G′ be graphs. A graph morphism f : G → G′ is a pair of functions 〈fV , fE〉 such that
fV : VG → VG′ , fE : EG → EG′ and they preserve the source and target functions, i.e., fV ◦ sG = sG′ ◦ fE and fV ◦ tG = tG′ ◦ fE .
The category of graphs is denoted by Graph. We now give the definition of typed graph [10], i.e., a graph labelled over a
structure that is itself a graph.
Definition 3 (Typed graphs). Let T be a graph. A typed graph G over T is a graph |G| with a graph morphism τG : |G| → T .
Definition 4 (Typed graph morphisms). Let G, G′ be typed graphs over T . A typed graph morphism f : G → G′ is a graph
morphism f : |G| → |G′| consistent with the typing, i.e., such that τG = τG′ ◦ f .
The category of graphs typed over T is denoted by T-Graph. In the following, we assume a chosen type graph T .
To define the encoding for processes inductively, we need operations to compose graphs. So, we equip typed graphs with
suitable “handles” for interacting with an environment. The following definition introduces graphs with interfaces.
Definition 5 (Graphs with interfaces). Let J, K be typed graphs. A graph with input interface J and output interface K is a
tripleG = 〈j, G, k〉, where G is a typed graph, j : J → G and k : K → G are injective typed graph morphisms, and they are
called input and output morphisms, respectively.
Definition 6 (Interface graph morphisms). Let G,G′ be graphs with the same interface. An interface graph morphism
f : G ⇒ G′ is a typed graph morphism f : G → G′ between the underlying typed graphs that preserves the input and
output morphisms, i.e., f ◦ j = j′ and f ◦ k = k′.
We denote by J
j−→ G k← K a graph with input interface J and output interface K . If the interfaces J and K are discrete,
i.e., they contain only nodes, we represent them by sets. With an abuse of notation, in the following we refer to the nodes
belonging to the image of the input (output) morphism as inputs (outputs, respectively). We often refer implicitly to a graph
with interfaces as the representative of its isomorphism class. Moreover, we sometimes denote the class of isomorphic
graphs and its components by the same symbol.
3.1. Two operations on graphs
Now, we define two binary operators on graphs with discrete interfaces.
Definition 7 (Sequential composition). LetG = J j−→ G k← K and G′ = K j′−→ G′ k′← I be graphs with discrete interfaces.
Their sequential composition is the graph with discrete interfacesG ◦ G′ = J j′′−→ G′′ k′′← I, where G′′ is the disjoint union
G unionmulti G′, modulo the equivalence on nodes induced by k(x) = j′(x) for all x ∈ VK , and j′′ and k′′ are the uniquely induced
arrows.
Table 4
The axiom (νn)0 = 0 of the structural congruence.
(νn)0 = 0 (Cong-Zero-Res)
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Before defining the parallel composition between graphs with interfaces, we introduce the definition of compatible
graphs.
Definition 8 (Compatible graphs). LetG = J j−→ G k← K andG′ = J′ j′−→ G′ k′← K ′ be graphs with discrete interfaces. We
say thatG andG′ are compatible if τJ(x) = τJ′(x) for all x ∈ VJ ∩ VJ′ and τK(y) = τK ′(y) for all y ∈ VK ∩ VK ′ .
Definition 9 (Parallel composition). Let G = J j−→ G k← K and G′ = J′ j′−→ G′ k′← K ′ be compatible graphs with discrete
interfaces. Their parallel composition is the graph with discrete interfacesG⊗G′ = (J ∪ J′) j′′−→ G′′ k′′← (K ∪ K ′), where G′′
is the disjoint union G unionmulti G′, modulo the equivalence on nodes induced by j(x) = j′(x) for all x ∈ VJ ∩ VJ′ and k(y) = k′(y)
for all y ∈ VK ∩ VK ′ , and j′′, k′′ are the uniquely induced arrows.
Intuitively, the sequential compositionG ◦ G′ is obtained by taking the disjoint union of the graphs underlyingG and
G
′, and gluing the outputs ofGwith the corresponding inputs ofG′. Similarly, the parallel compositionG⊗G′ is obtained
by taking the disjoint union of the graphs underlyingG andG′, and gluing the inputs (outputs) ofGwith the corresponding
inputs (outputs) ofG′. Note that both operations are defined on “concrete” graphs. However, their results do not depend on
the choice of the representatives of their isomorphism classes.
Remark 1. Note that graphs with interfaces are arrows in the cospan category Cospan(T-Graph). In such categories, for
each hom-set Hom[A, B] an operator ⊗A,B : Hom[A, B] × Hom[A, B] → Hom[A, B] is defined, such that the associativ-
ity, commutativity and identity axioms hold. More precisely, for each hom-set Hom[A, B] the operator ⊗A,B is defined by
merging the sources and the targets of the two arrows in input. The parallel composition introduced in Definition 9 can be
thought as a generalisation of the operator ⊗A,B, which allows the parallel composition of any two arrows in the category
Cospan(T-Graph). The sequential composition introduced in Definition 7 instead corresponds to the standard sequential
composition in the cospan category.
Definition 10 (Graph expression). A graph expression is a term over the syntax containing all graphs with discrete interfaces
as constants, and parallel and sequential composition as binary operators. We say that an expression is well-formed if all
the occurrences of both sequential and parallel composition are defined for the interfaces of their arguments, according to
Definitions 7 and 9.
The interfaces of a well-formed graph expression are computed inductively from the interfaces of the graphs occurring
in it; the value of the expression is the graph obtained by evaluating all its operators.
3.2. Applying the operations
Let us consider the graphs with interfaces Gamb = {a, p} → Gamb ← {a, p, n} and Gin = {a, p, n} → Gin ← {m}
depicted in Fig. 1. As we will see later, these two graphs respectively represent the graphical operator modelling an ambient
n, and the graphical encoding for the process in m.0, plus a node ◦, which is both in the input and output interfaces.
Since the output interface of the graphGamb coincides with the input interface ofGin, we can compute their sequential
composition, which results in the graph with interfaces shown on the left of Fig. 2. It is obtained by the disjoint union of
Gamb and Gin, gluing the nodes of the former that are in the output interface with the nodes of the latter that are in the
input interface. Moreover, as it will become clearer later, the graph obtained by the sequential composition represents the
graphical encoding of the process P = n[in m.0].
To provide an example of parallel composition, let us consider the graphswith interfacesG = {a, p} → G ← {n,m} and
G
′ = {a, p} → G′ ← {m} depicted in Fig. 2. As said above, the graphG represents the graphical encoding of the process
P = n[in m.0], instead, as we will see later, the graphG′ is the graph encoding of the process Q = m[out m.0].
For the moment, the reader can ignore how these encodings are obtained. We only observe that in the graphG there is
an edge amb representing the ambient n and an edge in simulating the capability in m. Analogously, in the graphG′ there
is an edge amb representing the ambient m and an edge out simulating the capability out m. Moreover, ambient names
are represented by nodes of type ◦ that are in the output interfaces, and processes (subprocess) are represented by graphs
Fig. 1. Graphs with interfacesGamb andGin (left to right).
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Fig. 2. Graphs with interfacesG andG′ (left to right).
(subgraphs) that have as roots a pair of nodes 〈•,〉. Only the root nodes 〈•,〉 of the graphs representing the processes P
and Q are in the input interfaces of the corresponding graphs. Moreover, as we can note, each subprocess is represented by
a subgraph that has a different • root node, while sometimes subgraphs representing different subterms share the  root
node. We will see later why this occurs.
The two graphsG andG′ are compatible. Indeed, the type of the nodes belonging to both input interfaces coincides, and
the same thing also holds for those nodes belonging to both output interfaces. Therefore, it is possible to compute the parallel
composition of the graphsG andG′, resulting in the graphwith interfaces shown in Fig. 3. It is easy to note that it is obtained
by the union of the input interfaces and of the output interfaces, respectively, and the disjoint union of G and G′, gluing the
root nodes of both graphs and the nodes representing the name m. As we will see later, the graph with interfaces obtained
by the parallel composition ofG andG′ represents the process obtained bymaking the parallel composition between P and
Q , that is, the process P | Q .
4. Graph rewriting
In this section we introduce the basic definitions for the DPO approach to the rewriting of (typed hyper-)graphs [11,12]
and graphs with interfaces.
Definition 11 (Production). A T-typed graph production p : (L l←− K r−→ R) is a production name p and a span of graph
morphisms (L
l←− K r−→ R)with lmono in T-Graph. A T-typed graph transformation system (gts)G is a pair 〈T, P〉, where
T is a type graph and P is a set of productions with different names.
Definition 12 (Graph derivation). Let p : (L l←− K r−→ R) be a T-typed graph production and G a T-typed graph. A match
of p in G is a morphismmL : L → G. A direct derivation from G to H via production p and matchmL is a diagram as depicted
in Fig. 4, where (1) and (2) are pushouts in T-Graph. We denote this derivation by p/m : G ⇒ H, for m = 〈mL,mK ,mR〉,
or simply by G ⇒ H.
Before giving the definition of derivation between graphs with interfaces, we introduce the notion of track function.
Definition 13 (Track function). Let p be a graph production and let p/m : G ⇒ H be a direct derivation, as in Fig. 4. The
track function tr(p/m) associated with the derivation is the partial graph morphism r∗ ◦ (l∗)−1 : G → H.
The track function identifies the items before and after a derivation. It is used to give the definition of derivation between
graphs with interfaces.
Definition 14 (Graph with interfaces derivation). Let G = J j−→ G k←− K and H = J j′−→ H k′←− K be graphs with
interfaces, and let p/m : G ⇒ H be a direct derivation such that the track function tr(p/m) is total on j(J) and k(K). We
say that p/m : G ⇒ H is a direct derivation of graphs with interfaces if j′ = tr(p/m) ◦ j and k′ = tr(p/m) ◦ k.
Intuitively, a derivation between graphs with interfaces is a direct derivation between the underlying graphs, such that
inputs and outputs are preserved.
4.1. Parallel independence and confluence
We recall the classical notion of parallel independence, and state its connection with local confluence. A more general
version (with sequential independence replacing confluence) can be found in [1, Section 3.3].
Definition 15 (Parallel independence). Let p1/m1 : G ⇒ H1 and p2/m2 : G ⇒ H2 be two direct derivations as in
Fig. 5. These derivations are parallel independent if there exists an independence pair among them, i.e., two graphmorphisms
i1 : L1 → D2 and i2 : L2 → D1 such that l∗2 ◦ i1 = mL2 and l∗1 ◦ i2 = mL1 .
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Fig. 3. Graph with interfacesG⊗G′ .
Intuitively, two derivations as in Fig. 5 are parallel independent if they act on disjoint items of the graph G, or at least on
items that are simply read, and thus not deleted, by any of the two rule applications. The proposition below is a classical
result relating parallel independence with rule sequentialisation (see, e.g., [11]).
Proposition 2 (Confluence from independence). Let p1/m1 : G ⇒ H1 and p2/m2 : G ⇒ H2 be two direct derivations
as in Fig. 5 such that they are parallel independent with independence pair i1 : L1 → D2 and i2 : L2 → D1. Then, there exists
a graph H and two derivations p2/m
∗
2 : H1 ⇒ H, with match r∗2 ◦ i2, and p1/m∗1 : H2 ⇒ H, with match r∗1 ◦ i1, such that
tr(p2/m
∗
2) ◦ tr(p1/m1) = tr(p1/m∗1) ◦ tr(p2/m2).
Local confluence is thus implied by the standard notion of parallel independence. The notion is stronger than the cor-
responding property in, e.g., term rewriting, since the preservation of the track function implies not only that the two
derivations reach the same graph, but that the items of the starting graph are preserved. In particular, this implies that also
the interface morphisms are preserved.
5. Graphical encoding for processes of mobile ambients
This section introduces a graphical encoding for processes of the mobile ambients calculus. First of all, we present a
suitable type graph, depicted in Fig. 6, and then we define an inductive encoding by exploiting the composition operators
introduced in Definitions 7 and 9. This corresponds to a variant of the usual construction of the tree for a term of an algebra:
names are interpreted as variables, so they are mapped to leaves of the graph and can be safely shared.
As we can see, in the type graph there are three types of nodes: the type of a node is denoted by its shape. Intuitively,
a node of type ◦ represents an ambient name, while a graph that has as roots a pair of nodes 〈, •〉 represents a process.
More precisely, the node of type  represents the activating point for reductions of the process represented by the graph.We
need two different types of node to model processes by graphs because each graph has to model both the syntactical and
the activation dependences between the operators of a process. Indeed, in mobile ambients the nesting of operators does
not reflect the activation dependences between them, since reductions can occur inside ambients. So, in order to model a
process, we use • nodes to model the syntactical dependences between the operators of the process, and  nodes to model
their activation ones.
Each edge of the type graph, except the go edge, simulates an operator ofmobile ambients. Note that the act edge actually
represents three edges, namely in, out and open. These three edges simulate the capabilities of the calculus, the amb edge
simulates the ambient operator, and the ν edge models the restriction operator. Notice that there is no edge simulating
parallel composition. Finally, the go edge is a syntactical device for detecting the “entry” point for the computation. We
need it later to simulate the reduction semantics of mobile ambients. It allows us to forbid the occurrence of a reduction
underneath a capability operator.
All edges, except the go and ν edges, have the same type of source, that is, the node list 〈, •〉, while they have different
types of target. In particular, the amb edge has the node list 〈•, ◦〉 as target, while the in, out and open edges have the same
type of target, i.e., the node list 〈, •, ◦〉. Note that these three latter edges have a node  in the target. This node represents
the activating point for the reductions of the continuation of the capability. It is different from the activating point of the
outermost capability operator, because the reductions of the continuation can occur only after the action regulated by the
capability is executed. The amb edge instead has no node of type  in its target. In fact, the activating point for the reductions
of the process inside an ambient is the same one of the outermost ambient. This occurs because process reductions permeate
ambients. Unlike the other graphical operators, the ν operator has as root only one  node and does not have a • node. This
modelling of the restrictionoperator comes from the fact thatwe consider this operator just as a scopeoperator. This solution,
Fig. 4. A direct derivation.
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Fig. 5. Parallel independence for p1/mL1 : G ⇒ H1 and p2/mL2 : G ⇒ H2.
unlike that one proposed in [16], allows us to define an encoding of mobile ambients that captures the standard structural
congruence of the calculus, dropping the Cong-Zero-Res axiom only.
Now we define a class of graphs such that all processes can be encoded into an expression containing only those graphs
as constants, and parallel and sequential composition as binary operators. Figs. 7 and 8 depict these constant graphs. In
particular, Fig. 7 presents the graphs that correspond to the edges of the type graph. Fig. 8 presents additional constant
graphs needed for the formal presentation of our encoding. Note that in the graphs of the two figures we denote the input
interface on the left and the output interface on the right. For example, the graph ambn in the middle of Fig. 7 has as input
interface {a, p} and as output interface {a, p, n}. Since a and p are constants used by our encoding, we assume that p, a /∈ N,
while n ∈ N (whereN is the set of names of mobile ambients).
In the following, we use 0a,p as shorthand for 0a ⊗ 0p. Moreover, for a set of names, we use id and free as shorthands
for
⊗
n∈ idn and
⊗
n∈ freen, respectively. Note that both expressions arewell defined, because the⊗ operator is associative.
The definition below introduces the encoding of processes into graphs with interfaces. It maps each finite process into a
graph expression.
Definition 16 (Encoding for processes). Let P be a finite process and let be a set of names such that fn(P) ⊆ . The encoding
of P, denoted by P , is defined by structural induction according to the rules in Table 5.
Fig. 6. The type graph (for act ∈ {in, out, open}).
Fig. 7. Graphs actn (with act ∈ {in, out, open}); ambn; νn and go (left to right).
Fig. 8. Graphs 0a and 0p; 0n and freen; and idn (top to bottom and left to right).
Table 5
Encoding for processes.
0 = 0a,p ⊗ free
n[P] = ambn ◦ (idn ⊗ P)
M.P = actn ◦ (idn ⊗ P)
(νn)P = (νm ⊗ P{m/n}∪{m}) ◦ (0m ⊗ id) form /∈ 
P | Q = P ⊗ Q
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Note that the encoding M.P represents the encoding of in n.P, out n.P and open n.P, while actn represents the inn,
outn and openn graphs, respectively.
Our encoding addresses the α-conversion of restricted names by denoting them with ◦ nodes that are not in the image
of the variable morphism. The mapping is well-defined in the sense that the result is independent of the choice of the name
m in the rule for restriction.
Moreover notice that in order to capture the axioms Cong-Res-Par and Cong-Res-Amb, our encoding extends the scope of
each restriction operator to all the processes in parallel and to its parent ambient, respectively. Also, notice that the  root
is the only root node that a graph representing a subprocess shares both with the graphs representing the other processes
in parallel and with the graph representing its parent ambient. Therefore, the graphical operator modelling the restriction
is linked only to the  root of the graph representing the process where it occurs. Note that linking the graphical operator ν
also to the • root node would still allow to capture the structural axiom Cong-Res-Par, yet it would fail to recover the axiom
Cong-Res-Amb. This means that the two congruent processes (νn)m[P] andm[(νn)P], for n = m, would be represented by
different graphical encodings. This comes from the fact that in our encoding we do not use an edge to explicitly simulate
the parallel operator |. Different processes in parallel are simply represented by the fact that they share the same root nodes
〈, •〉. Instead, we use an explicit graphical operator to simulate the ambient operator, which shares with the process inside
it only the  root node.
The encoding P , where  is a set of names such that fn(P) ⊆ , is a graph with interfaces ({a, p}, ). We note that
the mapping is not surjective. In fact, there are graphs with interfaces ({a, p}, ) that are not in the image of the encoding.
The encoding of a process P is the graph Pfn(P).
Example 1. Let us consider the example below, originally proposed in [7], which illustrates a form of planned dissolution
of an ambient n
R = n[acid[out n.open n.P] | Q ] | open acid.0.
Fig. 9 depicts the graph encoding Rfn(R). We represent the graph encodings for the processes P and Q by GP and GQ ,
respectively. Moreover, for the sake of simplicity, we assume that the ambient names n and acid do not belong to the set of
free names of P and Q .
The leftmost edges, labelled amb and open, have the same roots, into which the names a and p are mapped. Those two
edges represent the topmost operators of the two parallel components of the process. The edges in themiddle, representing
from left to right the operators acid[_] and out n._, respectively, are linked to the same  root. Intuitively, this means that
they have the same activating point of the outermost ambient, and hence the reductions can permeate the two ambients
n and acid. Instead, the rightmost edge, labelled open, has a different  source that is the target of the edge out. Intuitively,
this means that this capability open can be executed only after the action out.
The graphical encoding shown in the example above models a process where all the ambient names are free. The next
example shows instead how our encoding models a process with restricted names. It also shows how our encoding is able
to capture the structural axioms Cong-Res-Res, Cong-Res-Par and Cong-Res-Amb.
Example 2. Let S be the process (νm)(νn)(m[n[P] | open n.Q ] | open m.R), wherem = n. The encoding Sfn(S) is depicted
in Fig. 10. We represent the graph encodings for the processes P, Q and R byGP ,GQ andGR, respectively. Moreover, for the
sake of simplicity, we assume that the namesm and n do not belong to the free names of P, Q and R.
The graph in Fig. 10 encodes (νn)(νm)(m[n[P] | open n.Q ] | open m.R), as well as (νm)((νn)(m[n[P] | open n.Q ]) |
open m.R) and furthermore also (νm)(m[(νn)n[P] | open n.Q ] | open m.R). The first two processes are congruent to S
by the axioms Cong-Res-Res and Cong-Res-Par, respectively. The latter is congruent to the mid one thanks to the structural
axiom Cong-Res-Amb.
Fig. 9. Graph encoding for the process n[acid[out n.open n.P] | Q ] | open acid.0.
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The following theorem states that our encoding is sound and complete with respect to the structural congruence ≡.
Theorem 1. Let P,Q be processes and let  be a set of names, such that fn(P) ∪ fn(Q) ⊆ . Then, P ≡ Q if and only if
P = Q .
The proof of Theorem 1 is shown in Appendix A.
6. A graph transformation system for mobile ambients
This sectionpresents a graph transformation systemthatmodels the reduction semantics of themobile ambients calculus.
First of all, we enrich the encoding introduced in Definition 16 in order to avoid performing reductions underneath
capability operators. To do this we attach a go edge to the  root node of each graph representing a process. The go edge is a
syntactical device needed for detecting the “entry” point for the computation of the process. Given a process P and a set of
names  such that fn(P) ⊆ , its enriched encoding is the graph P ⊗ go. We denote it by Pgo .
Fig. 11 presents the rules of the gts Ramb, which simulates the reduction semantics → introduced in Section 2. The
gts Ramb contains just three rules, namely pin, pout and popen. They simulate the Red-In, Red-Out and Red-Open reductions,
respectively. The action of the three rules is described by the node identifiers. These identifiers are of course arbitrary. They
correspond to the actual elements of the set of nodes and are used to characterise the track function.
Now we discuss the rules of the gts Ramb. In order to give a clear explanation of the rule actions, we denote by ambn
an amb edge having in its target a ◦ node identified by n. Let us consider the pin production. The pin rule preserves the
ambm edge, removes the ambn edge and re-creates this last one under ambm. Note that, after the reduction, the in edge
disappears and the nodes identified by 2p and 3p and by 1a and 3a are pair-wise coalesced. The former coalescing guarantees
the “structural” integrity of the resulting graph, i.e., that all continuation processes are put in parallel; the latter ensures, as
a side effect, that the  node 3a under the in prefix is activated.
The pout rule preserves the ambm edge and removes the ambn edge, too. It also re-creates this last one with the same
source nodes of ambm. Analogously to pin, after the reduction the out edge disappears and the nodes identified by 3p and 4p
and by 1a and 4a are pair-wise coalesced.
Finally, the popen production removes both amb and open edges. After the reduction, all the  nodes and all the • nodes
are coalesced.
It seems noteworthy that three rules suffice for recasting the reduction semantics of mobile ambients. That is possible
for two reasons. First, the closure of reduction with respect to contexts is obtained by the fact that graph morphisms allow
the embedding of a graph within a larger one. Second, no distinct instance of the rules is needed, since graph isomorphism
takes care of the closure with respect to structural congruence, and interfaces of the renaming of free names.
We now introduce the main theorems of the paper. They state that our encoding is sound and complete with respect to
the reduction relation →.
Theorem 2 (Soundness). Let P,Q be processes and  a set of names, with fn(P) ⊆ . If P → Q, then Ramb entails a direct
derivation P
go
 ⇒ Qgo .
Intuitively, a process reduction is simulated by applying a rule on an enabled event, that is, by amatch covering a subgraph
with the go operator on top.
Theorem 3 (Completeness). Let P be a process and  a set of names, with fn(P) ⊆ . If Ramb entails a direct derivation
P
go
 ⇒ G, then there exists a process Q , such that P → Q andG = Qgo .
Fig. 10. Graph encoding for the process (νm)(νn)(m[n[P] | open n.Q ] | open m.R).
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Fig. 11. The rewriting rules pin , pout and popen (top to bottom).
The proofs of Theorems 2 and 3 are shown in Appendix B.
The correspondence holds since a rule is applied only if there is a match that covers a subgraph with the go operator
on the top. This allows the occurrence of reductions inside activated ambients, but not inside capabilities. In fact, if an amb
operator is activated, that is, its  source node has an outgoing go edge, then all operators inside it are activated too, because
they have the same source node  as the amb operator. Differently, a reduction cannot occur inside the outermost capability,
because the activating point for the reductions of the continuation of a capability is different from the activating point of
the outermost capability.
The following example shows the application of some rules of the GTS Ramb to the graph encoding for the process
considered in Example 1.
Example 3. Let us consider again the process shown in Example 1
R = n[acid[out n.open n.P] | Q ] | open acid.0.
Fig. 12. Graph encoding n[acid[out n.open n.P] | Q ] | open acid.0gofn(R) .
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The graphical encoding for the process above is depicted in Fig. 9. Its enriched encoding is instead presented in Fig. 12,
where the nodes are labelled in order to denote the track function of the derivation. The edge labelled go denote the entry
point for the computation of the process.
Note that the two edges amb, the edge out and the outermost edge open can be involved in a reduction step because they
have the same activation node with an outgoing go edge. Instead, the rightmost edge, labelled open, is not activated, since
its  source is the target of another edge.
The application of the pout rule to the graph in Fig. 12 results in the graph in Fig. 13, which is the actual encoding for the
process S = acid[open n.P] | n[Q ] | open acid.0. In fact, this rewriting step simulates the transition R → S.
Now, we can apply the popen rule to the graph in Fig. 13, and we obtain the graph in Fig. 14. Note that this rewriting step
simulates the transition acid[open n.P] | n[Q ] | open acid.0 → open n.P | n[Q ].
Finally, by applying the popen rule to the graph in Fig. 14, we get the graph in Fig. 15. The derivation mimics the reduction
open n.P | n[Q ] → P | Q .
The rewriting steps shown in the example above simulate a sequence of process reductions all occurring on the top. The
next example shows how our encoding is able to simulate process reductions that are nested inside ambients.
Example 4. Let us consider the process previously shown in Example 2, namely, S = (νm)(νn)(m[n[P] | open n.Q ] |
open m.R), where m = n and m and n do not belong to the free names of P, Q and R. The encoding Sfn(S) is depicted in
Fig. 10, while the enriched encoding S
go
fn(S) is presented in Fig. 16.
Two different applications of the popen rule to the graph S
go
fn(S) are possible. The first application results in the graph
on the left of Fig. 17 and it simulates the process reduction nested inside the ambient m, namely, S → (νm)(νn)(m[P |
Q ] | open m.R). The other possible application of the popen rule instead results in the graph on the right of Fig. 17. This last
rewriting step mimics the transition S → (νm)(νn)(n[P] | open n.Q ] | R). Now, it is possible to apply again the popen rule
to both graphs in Fig. 17. The rewriting step obtained by applying the popen rule to the graph on the left mimics the transition
(νm)(νn)(m[P | Q ] | open m.R) → (νm)(νn)(P | Q | R), while the rewriting step obtained by applying the popen rule to
the graph on the right simulates the transition (νm)(νn)(n[P] | open n.Q ] | R) → (νm)(νn)(P | Q | R). Both the rewriting
steps result in the graph in Fig. 18.
7. Collecting useless restrictions
In Section 5we introduced a graphical encoding formobile ambients processes, proving its soundness and completeness.
The price to paid was the dropping of the axiom equating processes (νx)0 and 0, since the encoding of the former has the
occurrence of an edgewhich ismissing in the one of the latter. This section shows how to recast the structural congruence≡′
of mobile ambients in terms of graph isomorphism. To this end, we introduce the gtsRν : it contains just the rewriting rule
pν shown in Fig. 19. Here the span of the graph morphisms is not presented explicitly, since it is obvious. The rule removes
the useless occurrences of the restriction operator, i.e., such that the name it binds does not occur in the process. Indeed, in
the graphical encoding this means that the node ◦ representing the restricted name is not shared with other operators. The
rewriting rule removes only these ◦ nodes: it cannot be applied unless the node representing the name is isolated.
We start with a very simple technical lemma.
Lemma 1. Let pν/m1 : G ⇒ H1 and pν/m2 : G ⇒ H2 be two distinct direct derivations. Then, these derivations are parallel
independent.
This result guarantees that the definition below is well-given.
Definition 17 (Normal form). LetG be a graph with interfaces. We call normal form ofG, in symbols nf (G), the graph with
interfaces obtained by applying as many times as possible the rewriting rule of the gtsRνamb toG.
Fig. 13. Graph encoding acid[open n.P] | n[Q ] | open acid.0gofn(R) .
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Fig. 14. Graph encoding open n.P | n[Q ]gofn(R) .
In other words, the graph with interfaces nf (G) is the normal form ofG if and only if it is impossible to apply the rule
of the gtsRνamb toG.
The proposition below states that the normal form of our graphical encoding is sound and complete with respect to the
process equivalence ≡′.
Proposition 3. Let P,Q be processes and let  be a set of names, such that fn(P) ∪ fn(Q) ⊆ . Then, P ≡′ Q if and only if
nf (P) = nf (Q).
The proof of Proposition 3 is shown in Appendix C.
Example 5. Let us consider the process T = (νm)(νn)(m[P | Q ] | open m.R), where the names m and n do not belong to
the free name of P, Q and R. The graphical encoding T
go
fn(T) is shown on the left of Fig. 17. It is indeed equal to the encoding
T
go
fn(S), since fn(T) = fn(S). The normal form nf (Tgofn(T)) is represented in Fig. 20. It is obtained by applying only once the
rewriting rule in Fig. 19. Such a rule allows us to remove from the graph Tfn(T) the isolated node representing the useless
restricted name n.
We now present the theorem stating that the normal form of our encoding is sound and complete with respect to the
reduction relation →′.
Theorem 4 (Soundness and completeness). Let P,Q be processes and  a set of names, with fn(P) ⊆ . If P →′ Q, thenRamb
entails a direct derivation nf (P
go
 ) ⇒ G such that nf (G) = nf (Qgo ).
Let P be a process and  a set of names, with fn(P) ⊆ . IfRamb entails a direct derivation nf (Pgo ) ⇒ G, then there exists
a process Q , such that P →′ Q and nf (G) = nf (Qgo ).
The proof of Theorem 4 is shown in Appendix C.
We close the section by presenting another simple technical lemma.
Lemma 2. Let pν/m1 : G ⇒ H1 and p/m2 : G ⇒ H2 be two (distinct) direct derivations, for any p ∈ Ramb. Then, these
derivations are parallel independent.
Thus, the gtsRνamb given by the union ofR
ν andRamb can be considered as a graphical implementation of the reduction
semantics →′, simultaneously allowing the normalisation of a process and the execution of a reduction step.
8. Concurrency and interference
Our encoding may be exploited for defining a concurrent reduction semantics of the mobile ambients calculus. The role
of the intermediate graph K in a rewriting rule is to characterise the elements of the graph to be rewritten that are read but
not consumed by a direct derivation. Such a distinction is important when considering concurrent derivations, defined as
Fig. 15. Graph encoding P | Qgofn(R) .
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Fig. 16. Graph encoding (νm)(νn)(m[n[P] | open n.Q ] | open m.R)gofn(S) .
equivalence classes of concrete derivations up to so-called shift equivalence [11], identifying (as for the analogous, better-
known permutation equivalence of λ-calculus) those derivations that differ only for the scheduling of independent steps.
Roughly, the equivalence states the interchangeability of two direct derivations p1/m1 : G ⇒ H and p2/m2 : H ⇒ I
if they act either on disjoint parts of G, or on parts that are in the image of the intermediate graphs (in jargon, if they are
sequential independent derivations).
As far as our encoding is concerned, the presence of the operator go linked to the  root node on the interface graph
allows the simultaneous execution of several reductions. Indeed, the sharing of this operator allows the execution of several
rewriting steps which act either on disjoint parts of the graph, or on parts that are in the image of the interface graphs. Note
that the fact that the go operator is linked to the  root node also allows the simultaneous execution of different reductions
which can occur both at top-level and inside ambients.
Fig. 17. Graph encodings (νm)(νn)(m[P | Q ] | open m.R)gofn(S) and (νm)(νn)([n[P] | open n.Q ] | R)gofn(S) (left to right).
Fig. 18. Graph encoding (νm)(νn)(P | Q | R)gofn(S) .
Fig. 19. The rewriting rule pν for removing the useless restriction operators.
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Fig. 20. Normal form of the encoding (νm)(νn)(m[P | Q ] | open m.R)gofn(T) .
Let us consider the process S = (νm)(νn)(m[n[P] | open n.Q ] | open m.R), previously proposed in Examples 2 and 4.
Its graphical encoding is presented in Fig. 16. As shown in Example 4, two different rewriting steps starting from S
go
fn(S) are
possible: the rewriting step simulating the opening of the restricted ambientm, and that one simulating the opening of the
restricted ambient n. It is easy to notice that the two reductions are parallel independent. They indeed act only on disjoint
items of the graph S
go
fn(S), or on items that are simply read, and thus not deleted, by any of the two rule applications, i.e., on
items that are in the image of the graph K of the rule applied in both cases. Therefore, these two reductions can be executed
simultaneously or, put differently, local confluence ensures that they give rise to two derivations (shown in Example 4) that
differ only in the scheduling of the two steps. Note that, unlike the solution proposed in [3], here the independence is explicit
in the graph S
go
fn(S), without the need to apply any broadcasting rule.
The definition of independence can be used to give a definition of interference. As explained in [20], an interference occurs
when a derivation is corrupted by the execution of another derivation. Here authors identify two types of interferences
which they call plain interference and grave interference. The former occurs when a processmay execute the same interaction
with two different partners, while the latter occurs when the two interactions are logically different. While the former
type of interferences is sometimes desired, for example to model non-determinism, grave interferences can be considered
“programming errors”, as argued in [20].
In [20], both types of interference are defined informally. Authors use the notion of redex to denote the pair of ambients
or processes involved in a reduction, therefore, an interference occurswhen two ormore redexes share one of the interactive
partners. The problem is that different occurrences of the same subterms in a process are not identified and so, the only
notion of redex is not able to say which occurrence of the subterm is used in presence of equal subterms in the process. For
instance, let us consider the mobile ambient process n[in m.P] | n[in m.P] | m[Q ]. In it we can identify two redexes, both
formed by n[in m.P] | m[Q ], but it is obvious that we cannot identify which occurrence of the subprocess n[in m.P] they
are actually using.
Giving a formal definition of interference is instead possible by using our graphical encoding. As shown previously, the
reduction semantics ofmobile ambients ismodelled by a graph transformation system, and a process reduction is simulated
by applying a rewriting rule, that is, by finding a match of the production in the graph representing the process. The notion
ofmatch exactly identifies the subterms involved in a reduction, therefore a formal definition of plain and grave interference
can be introduced.
Definition 18 (Plain and grave interference). Let p1/m1 : G ⇒ H1 and p2/m2 : G ⇒ H2 be two direct derivations. We
say that they interfere if they are not parallel independent. The interference is said plain if p1 = p2, and grave otherwise.
Below we introduce some example of grave interference and we show how we can identify them by using the graphical
encoding.
Example 6. Let us consider the process R = open n.0 | n[in m.P] | m[Q ], originally proposed in [20], where the names m
and n do not belong to the free names of P and Q . Here the execution of the open reduction on the ambient n destroys the
possibility to perform the in reduction on the ambient m, and vice versa. Indeed, both reductions act on the same ambient
n by making changes on the structure of the process that destroy the possibility of performing the other reduction. Since
the two interactions are logically different (in the first case we apply the Red-Open rule while in the second one we apply
the Red-In rule), then a grave interference occurs. This is confirmed by the analysis of the graph in Fig. 21 (representing the
graphical encoding of the process R) and of the interface graphs of the applied rewriting rules.
The graph in Fig. 21 confirms the possibility of performing the popen and pin rules originating two derivations which
simulate the two reductions above. It is also easy to note that matches of both rewriting rules share the ambient n. This
ambient is not in the interface graphs of both rules, therefore it is consumed by them. This means that the two derivations
are not parallel independent and hence a symmetric grave interference between them occurs.
Now let us consider the process S = o[P] | n[in o.0 | m[out n.Q ]], also proposed in [20], where the names o, n
and m do not belong to the free names of P and Q . The in reduction on ambient o destroys the possibility to perform
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Fig. 21. Graph encoding open n.0 | n[in m.P] | m[Q ]gofn(R) .
Fig. 22. Graph encoding o[P] | n[in o.0 | m[out n.Q ]]gofn(S) .
the out reduction on the ambient n, but the vice versa does not hold. Indeed, after the execution of the out reduction
it is still possible to perform the in reduction although it turns out to be corrupt, that is, its execution gives a different
outcome from the one obtained by applying the same rule before the execution of the out reduction. This means that
there is what is called an asymmetric conflict [2]. It is confirmed by the analysis of the graph in Fig. 22 (representing the
graphical encoding of the process S) and of the interface graphs of the applied rewriting rules. It is easy to note that we
can apply both the rules pin and pout originating two derivations which simulate the two reductions above. In this case
the two matches share the ambient n, which is read and consumed by the pin rule and only read by the pout rule. The
fact that this last rule does not consume the ambient n means that the pin rule can be applied. Instead, it is impossible to
apply first the pin rule and then the pout rule, since the former consumes n. This situation gives rise to an asymmetric grave
interference.
9. Conclusions
We presented an encoding for finite processes of mobile ambients into graphs, proving its soundness and completeness
with respect to the operational semantics of the calculus. Differently from alternative proposals, it is based on unstructured
graphs and standard DPO approach tools, thus allowing for the reuse of analysis techniques from the graph transforma-
tion mold, along the lines of graphical encodings presented in [15,17]. Most importantly, our encoding has the ability to
model the syntactic structure of a process and to keep track of its activation points, that is, of those ambients where re-
ductions may actually take place. Therefore, it allows a simply and faithful modelling of the reduction semantics of mobile
ambients.
For the sake of space, we discarded from our presentation the communication primitives of the calculus, as well as
the recursive expressions: both could be tackled along the lines of the solution in [15]. The article also offers a list of
applications for the graphical encoding of π-calculus [15, Section 8], which could be immediately lifted to our encoding
of mobile ambients. They range from the use of graphs for verifying system properties expressed by spatial logic, to the
use of the borrowed contexts [13] approach for deriving a labelled transition system for mobile ambients [4]. It should be
remarked that this array of applications is possible thanks to our graphical implementation, where the tree structure of a
process is decoupled from its activation points. Moreover, the lack of activation rules (needed instead in [17]) guarantees a
direct correspondence between process reductions and graph derivations, thus allowing for the simultaneous execution of
reductions, possibly nested inside ambients as well as sharing some resources.
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Appendix A. Proofs of Section 5
In this section we show the proof of Theorem 1, which formalises the relation between the structural congruence≡ and
the encoding introduced in Definition 16. In order to show the correspondence, we first prove the soundness of the encoding
with respect to the structural congruence (Proposition 5), and then we prove the completeness (Proposition 7).
We begin by recalling that two processes that are structurally congruent have the same free names, as stated by the
proposition below.
Proposition 4. Let P,Q be processes. If P ≡ Q, then fn(P) = fn(Q).
The proposition below states the soundness result.
Proposition 5. Let P,Q be processes and let  be a set of names, such that fn(P) ⊆ . If P ≡ Q, then P = Q .
Proof. We proceed by induction on the depth of the inference of P ≡ Q . Since the proof is straightforward for the laws
stating that≡ is an equivalence, and that the parallel operator is associative, commutative andwith identity, we do no tackle
this cases.
• The cases of the Cong-Amb, Cong-Act, Cong-Res and Cong-Par rules are similar. They follow by induction hypothesis.
As an example, we show the case of Cong-Amb.
Suppose that P ≡ Q by the rule Cong-Amb. This means that P = n[P1], Q = n[Q1] and P1 ≡ Q1. By construction,
P = ambn ◦ (idn ⊗ P1), and Q = ambn ◦ (idn ⊗ Q1). Since P1 ≡ Q1, then by induction hypothesis
P1 = Q1 . This allows us to conclude that P = Q .• Suppose that P ≡ Q by the Cong-Res-Res rule. It means that P = (νn)(νm)P1 and Q = (νm)(νn)P1. If n = m, then
P = Q and their encodings are obviously the same. Vice versa, if n = m, then by definition P = {νr ⊗ {(νs ⊗
P1{r/n}{s/m}∪{r,s}) ◦ (0s ⊗ id∪{r})}} ◦ (0r ⊗ id), for r, s /∈  and r = s. We notice that the value of the last
expression is isomorphic to the value of (νr ⊗ νs ⊗ P1{r/n}{s/m}∪{r,s}) ◦ (0s ⊗ 0r ⊗ id). Since r, s /∈  and r = s,
we can write the encoding Q of Q as {νs ⊗ {(νr ⊗ P1{s/m}{r/n}∪{s,r}) ◦ (0r ⊗ id∪{s})}} ◦ (0s ⊗ id). Now,
the value of the latter expression is isomorphic to the value of (νs ⊗ νr ⊗ P1{s/m}{r/n}∪{s,r}) ◦ (0r ⊗ 0s ⊗ id).
Moreover, we notice that P1{r/n}{s/m} = P1{s/m}{r/n}, hence, P = Q holds.• Suppose that P ≡ Q by the Cong-Res-Par rule. It means that P = (νn)(P1 | P2), Q = P1 | (νn)P2 and n /∈
fn(P1). By definition, P = {νm ⊗ (P1{m/n}∪{m} ⊗ P2{m/n}∪{m})} ◦ (0m ⊗ id), for m /∈ . Since n /∈
fn(P1), we have P1{m/n} = P1, and so P1{m/n}∪{m} = P1∪{m}. Now, we notice that the value of νm ⊗
(P1∪{m} ⊗ P2{m/n}∪{m}) is isomorphic to the value of P1 ⊗ (νm ⊗ P2{m/n}∪{m}). We also note that
the graph represented by this last expression has the same output interface of the graph represented by νm ⊗
P2{m/n}∪{m}, hence the sequential composition (νm ⊗ P2{m/n}∪{m}) ◦ (0m ⊗ id) is defined. Moreover, since
m is not in the output interface of P1 , we can easily see that the value of {P1 ⊗ (νm ⊗ P2{m/n}∪{m})} ◦
(0m ⊗ id) is isomorphic to the value of P1 ⊗ {(νm ⊗ P2{m/n}∪{m}) ◦ (0m ⊗ id)}. Since the value of
the latter expression is also isomorphic to the value of graphical encoding Q , then we can conclude that
P = Q .• Suppose that P ≡ Q by the Cong-Res-Amb rule. This means that P = (νn)m[P1], Q = m[(νn)P1] and n =
m. By definition, P = {νr ⊗ [ambm ◦ (idm ⊗ P1{r/n}∪{r})]} ◦ (0r ⊗ id) and Q = ambm ◦ {idm ⊗
[(νr ⊗ P1{r/n}∪{r}) ◦ (0r ⊗ id)]}, for r /∈ . Now, the value of the latter expression is isomorphic to the
value of ambm ◦ {(idm ⊗ νr ⊗ P1{r/n}∪{r}) ◦ (0r ⊗ id)}, which thanks to the associativity of ◦ is isomorphic to
[ambm ◦ (idm ⊗νr ⊗ P1{r/n}∪{r})] ◦ (0r ⊗ id). Since the operator νr is linked to a  node that is both in the output
and in the input interface of the graph ambm, we can conclude that Q = {νr ⊗[ambm ◦ (idm ⊗ P1{r/n}∪{r})]} ◦
(0r ⊗ id) = P .• Suppose that P and Q are α-equivalent. It means that P = (νn)P1, Q = (νm)P1{m/n} and m /∈ fn(P1). By construc-
tion, P = (νr ⊗ P1{r/n}∪{r}) ◦ (0r ⊗ id), while Q = (νr ⊗ P1{m/n, r/m}∪{r}) ◦ (0r ⊗ id), for r /∈ .
Now, we notice that, since P1{r/n} = P1{m/n, r/m}, then P1{r/n}∪{r} = P1{m/n, r/m}∪{r}, and therefore
P = Q . 
The completeness of our encoding with respect to the structural congruence≡ is more difficult to prove. So, we need to
introduce some additional lemmas. The following lemma allows us to restrict our attention to encodings with respect to the
set of free names of a process.
Lemma 3. Let P be a process, and let  be a set of names, such that fn(P) ⊆ . Then, P = Pfn(P) ⊗ free .
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Proof. The proof proceeds by induction on the structure of P.
• Suppose that P = 0. By definition, we have 0 = 0a,p ⊗ free . Since 0∅ = 0a,p, it is immediate to see that
0 = 0∅ ⊗ free .• The cases P = n[P1] and P = M.P1 are similar. As an example, we consider P = n[P1]. By definition, we have
P = ambn ◦ (idn ⊗ P1). Since, by induction hypothesis, P1 = P1fn(P1) ⊗ free , then we have P= ambn ◦ (idn ⊗ P1fn(P1) ⊗ free). Now we notice that the value of the latter expression is isomorphic to the
value of [ambn ◦ (idn ⊗ P1fn(P))] ⊗ free . Since by definition, we have Pfn(P) = ambn ◦ (idn ⊗ P1fn(P)), it is easy
to see that P = Pfn(P) ⊗ free .• Suppose that P = (νn)P1. By definition, we have (νn)P1 = (νm ⊗ P1{m/n}∪{m}) ◦ (0m ⊗ id), for m /∈
. Since by induction hypothesis, P1{m/n}∪{m} = P1{m/n}fn(P1{m/n}) ⊗ free∪{m}, then we have (νn)P1= (νm ⊗ P1{m/n}fn(P1{m/n}) ⊗ free∪{m}) ◦ (0m ⊗ id). Now, we notice that the value of the latter expression
is isomorphic to the value of {(νm ⊗ P1{m/n}fn(P1{m/n})) ◦ (0m ⊗ idfn(P))} ⊗ free . Moreover, since m /∈ , then
m /∈ fn(P), hence, by definition, we have (νn)P1fn(P) = (νm ⊗ P1{m/n}fn(P)∪{m}) ◦ (0m ⊗ idfn(P)). So, since
fn(P1{m/n}) = fn(P) ∪ {m}, then we can easily conclude that P = Pfn(P) ⊗ free .• Suppose that P = P1 | P2. By definition, we have P = P1 ⊗ P2 . Moreover, by induction hypothesis,
P1 = P1fn(P1) ⊗ free , and analogously P2 = P2fn(P2) ⊗ free . So, we have P = (P1fn(P1) ⊗ free) ⊗
(P2fn(P2) ⊗ free). Thanks to the commutativity and the associativity of ⊗, we obtain the graph expression P =
(P1fn(P1) ⊗ P2fn(P2)) ⊗ (free ⊗ free). Now, we notice that free ⊗ free = free , and since, by definition,
Pfn(P) = P1fn(P)⊗ P2fn(P), we can easily conclude that P = Pfn(P)⊗ free , thanks to the induction hypothesis
and to the hypothesis that fn(P) ⊆ . 
To prove the completeness result, we need to introduce a normal form for processes. First, for a set of names
N = {n1, . . . , nz} such that all ni’s are pairwise distinct, let (νM) denote a shorthand for the composition (νn1) . . . (νnk).
Proposition 6 (Normal forms). Let P be a process. There exists a set of names Nr,Ng and a process nf (P), the normal form of P,
such that P ≡ nf (P) and the process nf (P) has the shape ((νNr)S) | ((νNg)0), for S = m1[A1] | . . . | mp[Ap] | M1[B1] | . . . |
Mq[Bq] and such that all Ai’s and Bj’s are in normal form (yet Ai’s have no restrictions at top level) and Nr ⊆ fn(S).
Lemma 4. Let P,Q be processes. If Pfn(P) = Qfn(Q), then P ≡ Q.
Proof. Let P′ and Q ′ be the normal forms of P and Q , respectively. Note that, since P ≡ P′ and Q ≡ Q ′, thanks to the
soundness of our encoding and to the hypothesis Pfn(P) = Qfn(Q), we have that P′fn(P′) and Q ′fn(Q ′) denote isomorphic
graphs.
The proof proceeds by induction on the structure of P′.
• Suppose that P′ = 0. By definition, we have P′fn(P′) = 0a,p ⊗ freefn(P′). Since, P′fn(P′) and Q ′fn(Q ′) denote
isomorphic graphs, they have the same interfaces, hence fn(P′) = fn(Q ′). Furthermore, there must be a bijective
correspondence between the set of edges attached to the image of the input p of the graph P′fn(P′), and the set of
edges attached to the imageof the inputpof the graph Q ′fn(Q ′). Analogously, theremust be abijective correspondence
between the sets of edges attached to the image of the inputs a of both graphs. So, since in P′fn(P′) both sets of edges
are empty, it is obvious that Q ′ = 0, and hence P′ ≡ Q ′.
• The cases P′ = n[S1] and P′ = M.S1 are similar. As an example, we consider P′ = n[S1]. By definition, P′fn(P′) =
ambn ◦ (idn ⊗ S1fn(P′)). Since P′fn(P′) and Q ′fn(Q ′) denote isomorphic graphs, they have the same interfaces, hence
fn(P′) = fn(Q ′). Furthermore, there must be a bijective correspondence between the set of edges attached to the
image of the input p of the graph P′fn(P′), and the set of edges attached to the image of the input p of the graph
Q ′fn(Q ′). Analogously, there must be a bijective correspondence between the sets of edges attached to the image of
the inputs a of both graphs. This means that Q ′ = n[T1], for some process T1. We consider the graphical encoding
for Q ′. By definition, we have Q ′fn(Q ′) = ambn ◦ (idn ⊗ T1fn(Q ′)). We know that P′fn(P′) = Q ′fn(Q ′), hence it
is obvious that S1fn(P′) = T1fn(Q ′). Since we also know that fn(P′) = fn(Q ′), then by using Lemma 3, we deduce
that S1fn(S1) = T1fn(T1). Now, by applying the induction hypothesis, we have S1 ≡ T1, and therefore, thanks to the
Cong-Amb rule, S ≡ T .
• Suppose that P′ = S1 | S2. By definition P′fn(P′) = S1fn(P′) ⊗ S2fn(P′). Since P′fn(P′) and Q ′fn(Q ′) denote
isomorphic graphs, they have the same interfaces, hence fn(P′) = fn(Q ′). Furthermore, there must be a bijective
correspondence between the set of edges attached to the image of the input p of the graph P′fn(P′), and the set of
edges attached to the imageof the inputpof the graph Q ′fn(Q ′). Analogously, theremust be abijective correspondence
between the sets of edges attached to the image of the inputs a of both graphs. This means that P′ and Q ′ have the
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same number of processes in parallel. So, since P′fn(P′) = Q ′fn(Q ′), then there exist two processes T1 and T2, such
that T = T1 | T2, and S1fn(P′) = T1fn(Q ′) and S2fn(P′) = T2fn(Q ′). Since we know that fn(P′) = fn(Q ′), then by
Lemma 3, we deduce that S1fn(S1) = T1fn(T1) and S2fn(S2) = T2fn(T2). Now, by applying the induction hypothesis,
we have S1 ≡ T1 and S2 ≡ T2. So, thanks to the Cong-Par rule, P′ ≡ Q ′.• Suppose that P′ = (νN)S. By definition, we have
P′fn(P′) = {νn1 ⊗ {{νn2 ⊗ {. . . ⊗ {(νni ⊗ Sfn(P′)∪P′ ) ◦ (0ni ⊗ idfn(P′)∪P′ \{ni})} ◦ . . .}} ◦ (0n2 ⊗ idfn(P′)∪{n1})}} ◦
(0n1 ⊗ idfn(P′))
where P′ = {n1, . . . , ni} = N. The value of the expression above is isomorphic to the value of
(νn1 ⊗ . . . ⊗ νni ⊗ Sfn(P′))∪P′ ) ◦ (0P′ ⊗ idfn(P′)).
Since P′fn(P′) and Q ′fn(Q ′) denote isomorphic graphs, they have the same interfaces and hence fn(P′) = fn(Q ′).
Furthermore, there must be a bijective correspondence between the set of edges attached to the image of the input
a of the graph P′fn(P′), and the set of edges attached to the image of the input a of the graph Q ′fn(Q ′). Analogously,
there must be a bijective correspondence between the sets of nodes ◦ of both graphs. This means that P′ and Q ′ have
the same number of restricted names, hence, Q ′ = (νm1) . . . (νmi)T for some process T .
By definition, we have
Q ′fn(Q ′) = {νm1 ⊗{{νm2 ⊗{. . .⊗{(νmi ⊗Tfn(Q ′)∪Q ′ )◦(0mi ⊗ idfn(Q ′)∪Q ′ \{mo})}◦ . . .}}◦(0m2 ⊗ idfn(Q ′)∪{m1})}}◦
(0m1 ⊗ idfn(Q ′))
where Q ′ = {m1, . . . ,mi}. The value of the expression above is isomorphic to the value of
(νm1 ⊗ . . . ⊗ νmi ⊗ Tfn(Q ′))∪Q ′ ) ◦ (0Q ′ ⊗ idfn(Q ′))
Since P′fn(P′) = Q ′fn(Q ′) and P′ andQ ′ have the same number of restricted names, then there exists a substitution
σ such that P′′ = (νm1) . . . (νmi)Sσ isα-equivalent to P′ and Sσ fn(P′′)∪Q ′ = Tfn(Q ′)∪Q ′ . We know that fn(P′′) =
fn(Q ′), hence by using Lemma 3we deduce Sσ fn(Sσ) = Tfn(T). Now,we can apply the induction hypothesis and say
that Sσ ≡ T . So, thanks to the Cong-Res rule, we conclude that P′′ ≡ Q ′. Moreover, since P′′ ≡ P′, and by Proposition
6 we know that P′ ≡ P and Q ′ ≡ Q , then it is easy to conclude that P ≡ Q . 
Now we show the completeness result by using Lemma 4 and Lemma 3.
Proposition 7. Let P,Q be processes and let  be a set of names, such that fn(P) ∪ fn(Q) ⊆ . If P = Q , then P ≡ Q.
Proof. By Lemma 3, we have P = Pfn(P) ⊗ free , and analogously Q = Qfn(Q) ⊗ free . Since, by hypothesis,
P = Q , then we have Pfn(P) = Qfn(Q). So, we can apply Lemma 4 and conclude that P ≡ Q . 
Appendix B. Proofs of Section 6
In this appendixwe present the proofs of the twomain results of the paper. In particular, first we prove Theorem 2, which
relates process reductions to graph rewrites. Then, we show the proof of the reverse direction, Theorem 3.
We begin by stating a useful lemma, saying that derivations are preserved under closure with respect to graph contexts.
Intuitively, a graph context is a graph expression “with a hole”, i.e., the single occurrence of a novel constant −.
Lemma 5. Let G be a graph with discrete interfaces, and let C[−] be a graph context such that the graph expression C[G] is
well-defined. IfRamb entails a direct derivationG ⇒ H, then it also entails a direct derivation C[G] ⇒ C[H].
A proof of a variant of the lemma above can be found in [15, Lemma B.3].
In order to prove the soundness and completeness results, we also need to introduce an extension of the encoding of
processes into graphs, presented in Definition 16. So, in the following, we consider the process encoding as parametric with
respect to the input interface. We denote by a1,p1P the graph with interfaces ({a1, p1}, ) that represents P, where  is
a set of names such that fn(P) ⊆ . Note that P = a,pP .
Moreover, we use a1,p1amb
a2,p2
n to denote the constant graph with interfaces ({a1, p1}, {a2, p2, n}), corresponding to
ambn. Analogously, we use
a1,p1act
a2,p2
n to denote the constant graph with interfaces ({a1, p1}, {a2, p2, n}), corresponding
to actn, while wewrite
a1go for the constant graphwith interfaces ({a1},∅), corresponding to go. Finally, we use a1,p1 ida2,p2a,p
as shorthand for a1 ida2a ⊗ p1 idp2p , where a1 ida2a and p1 idp2p respectively denote the constant graphswith interfaces ({a1}, {a2})
and ({p1}, {p2}), obviously corresponding to idn.
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Now, we prove that our encoding is sound with respect to →.
Proof of Theorem 2. By induction on the depth of the derivation of P → Q .
In order to prove the cases of Red-In, Red-Out and Red-Open rules, we follow the same pattern proposed in [15, LemmaC.1]
to show the soundness of encoding with respect to the reduction semantics (even if for mobile ambients the case analysis
is quite cumbersome). For each of these reduction rules, first, we choose a graph expression corresponding to the left-
hand side of the respective rule in Ramb. Then, we compute a graph expression corresponding to the application of the
rule to the given graph expression. Finally, we show how the left-hand side occurs in the encoding P
go
 , and we apply
Lemma 5.
• Assume that P → Q by Red-In rule. This means that P = n[in m.R2 | R1] | m[R3] and Q = m[n[R2 | R1] | R3].
First of all, we consider a graph expression corresponding to the left-hand side of the rule pin in Ramb, and such that
the source of the go edge occurs in the input interface, namely,
Lin = ago ⊗ [ a,pamba,pn ◦ (idn ⊗ a,pida1,p1a,p ⊗ a,pina2,p2m )] ⊗ a,pamba3,p3m .
The application of the pin rule with the identity match results in the value of
Rin = ago ⊗ [ a,pamba,pm ◦ (idm ⊗ a,pamba,pn ⊗ a,pida3,p3a,p ) ◦
(idm ⊗ idn ⊗ a3,p3 ida3,p3a,p ⊗ a,pida1,p1a,p ⊗ a,pida2,p2a,p )].
Now, we consider the graphical encoding for P. By definition, we have
P
go
 = {{ambn ◦ {idn ⊗ [inm ◦ (idm ⊗ R2)] ⊗ R1}} ⊗[ambm ◦ (idm ⊗ R3)]} ⊗ go.
The expression above can be rewritten to Lin ◦ C, where
C = idn ⊗ idm ⊗ a2,p2R2 ⊗ a1,p1R1 ⊗ a3,p3R3.
Since, by applying the pin rule, Lin ⇒ Rin, then by Lemma 5 we have Pgo ⇒ Rin ◦ C.
Now, we have to show that the value of Rin ◦ C is isomorphic to the value of Qgo . So, let us consider the graphical
encoding for Q . By definition
Q
go
 = {ambm ◦ {idm ⊗ [ambn ◦ (idn ⊗ R1 ⊗ R2)] ⊗ R3}} ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value ofRin ◦C, hence the result holds.• Suppose that P → Q has been obtained by applying Red-Out rule. It means that P = m[n[out m.R1 | R2] | R3] and
Q = n[R1 | R2] | m[R3].
Similarly as in the preceding case, first, we consider a graph expression corresponding to the left-hand side of the rule
pout inRamb, and such that the source of the go edge occurs in the input interface, namely,
Lout = ago⊗ [ a,pamba,pm ◦ (idm ⊗ a,pamba,pn ⊗ a,pida3,p3a,p ) ◦ (idm ⊗ idn ⊗ a3,p3 ida3,p3a,p ⊗ a,pouta1,p1m ⊗ a,pida2,p2a,p )].
The application of pout with the identity match results in the value of
Rout = ago ⊗ [ a,pamba,pn ◦ (idn ⊗ a,pida1,p1a,p ⊗ a,pida2,p2a,p )] ⊗ a,pamba3,p3m .
Now, we consider the graphical encoding for P. By definition
P
go
 = {ambm ◦ {idm ⊗ {ambn ◦ {idn ⊗ [outm ◦ (idm ⊗ R1)] ⊗ R2}} ⊗ R3}} ⊗ go.
The expression above can be rewritten to Lout ◦ C, where
C = idn ⊗ idm ⊗ a1,p1R1 ⊗ a2,p2R2 ⊗ a3,p3R3.
Since, by applying the pout rule, Lout ⇒ Rout , then by Lemma 5 we have Pgo ⇒ Rout ◦ C.
Now, we have to show that the value ofRout ◦ C is isomorphic to the value of Qgo . So, let us consider the graphical
encoding for Q . By definition
Q
go
 = [ambn ◦ (idn ⊗ R1 ⊗ R2)] ⊗ [ambm ◦ (idm ⊗ R3)] ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value ofRout ◦ C, hence the result holds.• Assume that P → Q by Red-Open rule. It means that P = open n.R1 | n[R2] and Q = R1 | R2.
Consider a graph expression corresponding to the left-hand side of the rule popen inRamb, and such that the source of
the go edge occurs in the input interface, namely,
Lopen = ago ⊗ a,popena1,p1n ⊗ a,pamba2,p2n .
The application of popen with the identity match results in the value of
Ropen = ago ⊗ a,pida1,p1a,p ⊗ a,pida2,p2a,p ⊗ freen.
Now, we consider the graphical encoding for P. By definition
P
go
 = {[openn ◦ (idn ⊗ R1)] ⊗ [ambn ◦ (idn ⊗ R2)]} ⊗ go.
The expression above can be rewritten to Lopen ◦ C, where
C = idn ⊗ a1,p1R1 ⊗ a2,p2R2.
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Since, by applying the popen rule Lopen ⇒ Ropen, then by Lemma 5, we have Pgo ⇒ Ropen ◦ C.
Now, we have to show that the value ofRopen ◦C is isomorphic to the value of Qgo . So, let us consider the graphical
encoding for Q . By definition
Q
go
 = (R1 ⊗ R2) ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value of ( ago ⊗ a,pida1,p1a,p ⊗ a,pida2,p2a,p ) ◦
( a1,p1R1 ⊗ a2,p2R2). Since n ∈ , it is immediate to conclude that the value of Qgo is isomorphic to the value
ofRopen ◦ C, hence the result holds.• Suppose that P → Q has been obtained by applying Red-Res rule. It means that P = (νn)P1, Q = (νn)Q1 and
P1 → Q1. Consider the graph encodings Pgo and Qgo . By definition
P
go
 = [(νm ⊗ P1{m/n}∪{m}) ◦ (0m ⊗ id)] ⊗ go,
Q
go
 = [(νm ⊗ Q1{m/n}∪{m}) ◦ (0m ⊗ id)] ⊗ go
form /∈ . It is easy to see that the value of the first expression above is isomorphic to the value of the expression
(νm ⊗ P1{m/n}go∪{m}) ◦ (0m ⊗ id).
Since P1 → Q1, then P1{m/n} → Q1{m/n}, and by induction hypothesis Ramb entails a direct derivation
P1{m/n}go∪{m} ⇒ G1, such that G1 = Q1{m/n}go∪{m}. So, we can apply Lemma 5 and say that Pgo ⇒
(νm ◦ Q1{m/n}go∪{m})◦ (0m⊗ id). We conclude by observing that the value of (νm⊗ Q1{m/n}go∪{m})◦ (0m⊗ id)
is isomorphic to the value of Q
go
 .• Assume that P → Q by Red-Amb rule. This means that P = n[P1], Q = n[Q1] and P1 → Q1.
Now, we consider the graph encodings P
go
 and Q
go
 . By definition
P
go
 = [ambn ◦ (idn ⊗ P1)] ⊗ go,
Q
go
 = [ambn ◦ (idn ⊗ Q1)] ⊗ go.
It is easy to see that the value of the first expression above is isomorphic to the value of the following expression
ambn ◦ (idn ⊗ P1go ).
Since P1 → Q1, by induction hypothesis Ramb entails a direct derivation P1go ⇒ G1, such thatG1 = Q1go . So,
we can apply Lemma 5 and say that P
go
 ⇒ ambn ◦ (idn ⊗ Q1go ). We conclude by observing that the value of
ambn ◦ (idn ⊗ Q1go ) is isomorphic to the value of Qgo .• Suppose that P → Q has been obtained by applying Red-Par rule. It means that P = P1 | R, Q = Q1 | R and P1 → Q1.
Now, we consider the graph encodings P
go
 and Q
go
 . By definition
P
go
 = (P1 ⊗ R) ⊗ go,
Q
go
 = (Q1 ⊗ R) ⊗ go.
It is easy to see that the value of the first expression above is isomorphic to the value of the following expression:
P1
go
 ⊗ R.
Since P1 → Q1, by induction hypothesis Ramb entails a direct derivation P1go ⇒ G1, such thatG1 = Q1go . So,
we conclude by observing that, by Lemma 5, P
go
 ⇒ Q1go ⊗ R , and the value of Q1go ⊗ R is isomorphic
to the value of Q
go
 .• Suppose that P → Q has been obtained by applying Red-Cong rule. This means that P ≡ P1, P1 → Q1 and Q1 ≡ Q .
Since P ≡ P1, by Theorem 1, we have P = P1 . Analogously, since Q1 ≡ Q , we have Q = Q1 . Moreover, by
hypothesis we have P1 → Q1, so we can apply the induction hypothesis and say thatRamb entails a direct derivation
P1
go
 ⇒ G, such that G = Q1go . Now, we can notice that, since P = P1 , then Pgo = P1go , and simi-
larly since Q = Q1 , then Qgo = Q1go . So, it is immediate to conclude that Ramb entails a direct derivation
P
go
 ⇒ G, such thatG = Qgo . 
To prove the completeness of our encoding with respect to the reduction relation→, we need to introduce two technical
lemmas. The first states a property that characterises those graphs with interfaces in the image of the encoding.
Lemma 6. Let P be a process. If Ramb entails a derivation P
go
 ⇒ G, then the graph with interfacesG satisfies the following
property: the underlying graph is acyclic and only ◦ nodes may have more than one incoming tentacle. Moreover, the inputs (the
node in the image of p and the node in the image of a) have no predecessors, and the outputs (the nodes in the image of ) have
no successors.
Sketch. The property clearly holds for all the graph constants used in the encoding. It is also easy to see that it is true for the
graph expressions resulting from the encoding. In fact, the property is preserved by the parallel and sequential composition
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operators, because the interfaces are discrete. Moreover, since all the rules in Ramb also preserve the property, then the
lemma holds.
Now we introduce a simple result concerning the application of rules inRamb.
Lemma 7. Let G be a graph with discrete interfaces, and let C[−] be a graph context, such that the graph expression C[G]
is well-defined and the obvious morphism G → C[G] is mono. Moreover, let m be a match for the rule p in Ramb, such that
p/m : C[G] ⇒ H′. If m covers the subgraph G, then there exists a graph with interface H, such that G ⇒ H and
H
′ = C[H].
Wenowprove the completenessof our encodingwith respect to the reduction semantics forprocesseswithno restrictions
on top.
Lemma 8. Let S be a process with no restriction operators on top and let  be a set of names, such that fn(S) ⊆ . IfRamb entails
a direct derivation S
go
 ⇒ G, then there exists a process S′ such that S → S′ andG = S′go .
Proof. The proof proceeds by induction on the structure of Swhich, with no loss of generality, could be considered in normal
form
• Assume S = 0 or S = M.S1. In both cases the proof is trivial, because there is no derivation from Sgo .• Assume S = n[S1]. By definition, we have n[S1]go = [ambn ◦ (idn ⊗ S1)]⊗ go. We notice that this last expression
can be rewritten to ambn ◦ (idn ⊗ S1go ). Moreover, note that the derivation Sgo ⇒ G via production p andmatch
m′ could have been obtained in two ways:
1. the match covers only the graph S1
go
 ;
2. the match covers both the graphs S1
go
 and ambn.
1. Suppose that the match m′ covers only the graph S1go . So, by Lemma 7, there exists a graph with interfaces G1
such that S1
go
 ⇒ G1 andG = ambn ◦ (idn ⊗G1). Since S1go ⇒ G1, we can apply the induction hypothesis
and say that there exists a process S′1, such that S1 → S′1 andG1 = S′1go .
Let us recall thatwehave to prove that there exists a process S′ such that S → S′ andG = S′go .We take S′ = n[S′1].
Since S1 → S′1, then by applying the Red-Amb rule we have S → S′. Moreover, we know thatG1 = S′1go , hence
we haveG = ambn ◦ (idn ⊗ S′1go ). We conclude by observing that the value of ambn ◦ (idn ⊗ S′1go ) is isomorphic
to the value of n[S′1]go .
2. Assume that the matchm′ covers both the graphs S1go and ambn. In this case, the rewriting step could have been
obtained only by applying the pout rule. The graph S
go
 has interfaces ({a, p}, ) and exactly one occurrence of
a go edge, which is outgoing from the image of the input a. Moreover, since S
go
 satisfies the property stated in
Lemma 6, any match m′ for the rule pout has to be injective, at most coalescing the ◦ nodes corresponding to the
namesm and n of rule pout in Fig. 11. So, the graphical encoding for S has to have the following shape
S
go
 = Lout ◦ C
where C = idn ⊗ idm ⊗ a1,p1T1 ⊗ a2,p2T2 ⊗ a3,p3T3 , for T1, T2 and T3 processes and n and m ambient
names, while Lout is the expression corresponding to the left-hand side of the pout rule, shown in the proof of
Theorem 2. So, we have thatG = Rout ◦ C.
Now, we notice that the value of S
go
 is isomorphic to the value of T
go
 , for T = m[n[out m.T1 | T2] | T3]. So, by
Theorem 1 S ≡ T .
Let us recall that we have to prove that there exists a process S′ such that S → S′ and Rout ◦ C = S′go . We take
S′ = n[T1 | T2] | m[T3]. Since T → S′ by applying Red-Out rule, and S ≡ T , we have S → S′ by Red-Cong rule.
Now, we consider the graphical encoding for S′. By definition, we have
S′go = [ambn ◦ (idn ⊗ T1 ⊗ T2)] ⊗ [ambm ◦ (idm ⊗ T3)] ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value ofRout ◦C, hence the result holds.• Assume S = S1 | S2. By definition, we have S1 | S2go = [S1 ⊗ S2]⊗ go. We notice that this last expression can
be rewritten to S1
go
 ⊗ S2 or to S1 ⊗ S2go . Moreover, we note that the derivation Sgo ⇒ G via production
p and matchm′ could have been obtained in three ways
1. the match covers only one of graphs S1
go
 and S2
go
 ;
2. the match covers both the graphs S1
go
 and S2 and pin rule has been applied;
3. the match covers both the graphs S1
go
 and S2 and popen rule has been applied.
1. Suppose that the match m′ covers only the graph S1go . So, by Lemma 7, there exists a graph with interfacesG1,
such that S1
go
 ⇒ G1 andG = G1 ⊗ S2 . Since S1go ⇒ G1, we can apply the induction hypothesis and
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say that there exists a process S′1, such that S1 → S′1 andG1 = S′1go .
Let us recall that we have to prove that there exists a process S′, such that S → S′ and G = S′go . We take
S′ = S′1 | S2. Since S1 → S′1, then by applying Red-Par rule we have S → S′. Moreover, we know thatG1 = S′1go ,
hence we haveG = S′1go ⊗ S2 . We conclude by observing that the value of S′1go ⊗ S2 is isomorphic to the
value of S′1 | S2go .
2. Assume that the matchm′ covers both graphs S1go and S2 and the pin rule has been applied. It means that the
gluing condition is satisfied, hence anymatchm′ for the rule pin cannot identify the two amb edges of the left-hand
side of the pin rule in Fig. 11. Moreover, the graph S
go
 satisfies the property stated in Lemma 6. Hence, any match
m′ for the rule pin has to be injective, at most coalescing the ◦ nodes corresponding to the names m and n of the
pin rule in Fig. 11. We note that the graph S
go
 has interfaces ({a, p}, ) and exactly one occurrence of a go edge,
which is outgoing from the image of the input a. From this follows that the graphical encoding for S has to have the
following shape
S
go
 = (Lin ◦ C) ⊗ S3
whereC = idn ⊗ idm ⊗ a1,p1T1 ⊗ a2,p2T2 ⊗ a3,p3T3 , for T1, T2, T3 and S3 processes, and n andm ambient
names,whileLin is the expression corresponding to the left-hand side of the pin rule, shown in the proof of Theorem
2. So, we have thatG = (Rin ◦ C) ⊗ S3 .
Now, we note that the value of S
go
 is isomorphic to that of T
go
 , for T = n[in m.T2 | T1] | m[T3] | S3. So S ≡ T
by Theorem 1.
Let us recall that we have to prove that there exists a process S′, such that S → S′ and (Rin ◦ C) ⊗ S3 = S′go .
We take S′ = m[n[T1 | T2] | T3] | S3. Since T → S′ by applying Red-In and Red-Par rules, and S ≡ T , we have
S → S′ by Red-Cong rule.
Now, we consider the graphical encoding for S′. By definition, we have
S′go = {ambm ◦ {idm ⊗ [ambn ◦ (idn ⊗ T1 ⊗ T2)] ⊗ T3}} ⊗ S3 ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value of (Rin ◦ C) ⊗ S3 , hence the
result holds.
3. Suppose that thematchm′ covers both graphs S1go and S2 and the popen rule has been applied. The graph S
go

has interfaces ({a, p}, ) and exactly one occurrence of a go edge, which is outgoing from the image of the input a.
Moreover, since S
go
 satisfies the property stated in Lemma 6, anymatchm
′ for the rule pout has to be injective. So,
we have that the graphical encoding for S has to have the following shape
S
go
 = (Lopen ◦ C) ⊗ S3
where C = idn ⊗ a1,p1T1 ⊗ a2,p2T2 , for T1, T2 and S3 processes and n an ambient name, while Lopen is the
expression corresponding to the left-hand side of the popen rule, shown in the proof of Theorem 2. So, we have that
G = (Ropen ◦ C) ⊗ S3 .
Now, we notice that the value of S
go
 is isomorphic to the value of T
go
 , for T = open n.T1 | n[T2] | S3. Hence
S ≡ T by Theorem 1.
Let us recall that we have to prove that there exists a process S′, such that S → S′ and G = S′go . We take
S′ = T1 | T2 | S3. SinceT → S′ byapplyingRed-OpenandRed-Par rules, andS ≡ T ,wehaveS → S′ byRed-Cong rule.
Now, we consider the graphical encoding for S′. By definition, we have
S′go = T1 ⊗ T2 ⊗ S3 ⊗ go.
It is easy to check that the value of the last expression is isomorphic to the value of (Ropen ◦C) ⊗ S3 , hence the
result holds. 
Now, we can at last show the proof of Theorem 3.
Proof of Theorem 3. Let P′ = (νn1) . . . (νni)S be the normal form of P, such that ∀j : nj /∈ . If i = 0, that is, P′ is a process
without restrictions as top operators, the result holds thanks to Lemma 8. If i > 0, by definition, we have
P = {νn1 ⊗ {{νn2 ⊗ {. . . ⊗ {(νni ⊗ S∪P′ ) ◦ (0ni ⊗ id∪P′ \{ni})} ◦ . . .}} ◦ (0n2 ⊗ id∪{n1})}} ◦ (0n1 ⊗ id)
where P′ = {n1, . . . , ni}.
The value of the expression above is isomorphic to the value of the following
(νn1 ⊗ . . . ⊗ νni ⊗ S∪P′ ) ◦ (0P′ ⊗ id).
Note that, by Proposition 6, we have P ≡ P′, hence Pgo = P′go . Since, by hypothesis, Pgo ⇒ G, and any match
covers only S∪P′ , by Lemma 7, there exists a graphG1, such that S∪P′ ⇒ G1 andG = G1 ◦ (0P′ ⊗ id). Since
S∪P′ ⇒ G1, we can apply Lemma 8 and say that there exists a process S′, such that S → S′ andG1 = S′
go
∪P′ .
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Let us recall that we have to prove that there exists a process Q , such that P → Q and G = Qgo . We take Q =
(νn1) . . . (νni)S
′. Since S → S′, then by applying Red-Res rule, we have P′ → Q . We also know that P ≡ P′, so by
Red-Cong rule we have P → Q . Moreover, sinceG1 = S′go∪P′ , thenG = (νn1 ⊗ . . . ⊗ νni ⊗ S′
go
∪P′ ) ◦ (0P′ ⊗ id).
We conclude by observing that the value of the last expression is isomorphic to the value of Q
go
 . 
Appendix C. Proofs of Section 7
In this appendix we turn our attention to the proofs of Proposition 3 and Theorem 4, which formalise respectively the
relation between the structural congruence ≡′ and the encoding introduced in Definition 16, and the relation between
process reductions according to →′ and graph rewrites.
We begin by a lemma showing that the encoding of reductions is closed with respect to the removal of restrictions.
Lemma9. Let P,Q beprocesses and let be a set of names, such that fn(P)∪fn(Q) ⊆ . If P → Q thennf (P) ⇒ nf (Q).
The proof exploits an obvious extension of Proposition 2, which is applied to finite sequences of derivations.
Lemma 10. Let P,Q be processes and let be a set of names, such that fn(P)∪ fn(Q) ⊆ . If P ≡′ Q then nf (P) = nf (Q).
The proof of the result above, the soundness of Proposition 3, is straightforward: either P ≡ Q , or at least once the law
(νn)0 = 0 has been applied. Since pν/id : (νn)0 ⇒ 0 , the proof goes by induction on the derivation, proving that
rewrites with pν are closed with respect to context application.
The completeness amounts to say that if pν/m : P ⇒ G then there exists Q such that P ≡′ Q and Q = G: a proof
sketch is not presented here, since the result plays no role in the proof of the main theorem of this section.
Proof of Theorem 4. Let us assume that P →′ Q . Then, there exists R such that P → R and R ≡′ Q by Proposition 1. This
implies that nf (P)
go ⇒ nf (Rgo ) and nf (Rgo ) = nf (Rgo ) by the lemmas above.
Vice versa, let us assume that nf (P
go
 ) ⇒ G. Then, there existsH such that Pgo ⇒ H andH reaches G by a sequence
of derivations applying the rule pν , so nf (H) = nf (G). Hence P → Q and Qgo = H, so nf (Pgo ) ⇒ nf (Qgo ) and
nf (Q
go
 ) = nf (G). 
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