Abstract-A common practice for computing an elementary transcendental function in an libm implementation nowadays has two phases: reductions of input arguments to fall into a tiny interval and polynomial approximations for the function within the interval. Typically, the interval is made tiny enough so that polynomials of very high degree aren't required for accurate approximations. Often, approximating polynomials as such are taken to be the best polynomials or any others such as the Chebyshev interpolating polynomials. The best polynomial of degree n has the property that the biggest difference between it and the function is smallest among all possible polynomials of degrees no higher than n. Thus, it is natural to choose the best polynomials over others. In this paper, it is proven that the best polynomial can only be more accurate by at most a fractional bit than the Chebyshev interpolating polynomial of the same degree in computing elementary functions or, in other words, the Chebyshev interpolating polynomials will do just as well as the best polynomials. Similar results were obtained in 1967 by Powell who, however, did not target elementary function computations in particular and placed no assumption on the function and, remarkably, whose results imply accuracy differences of no more than 2 to 3 bits in the context of this paper.
INTRODUCTION
A common practice for computing elementary transcendental functions fðxÞ has two phases (see [1] , [2] , [3] , [4] , [5] , [7] , [8] , [9] , [10] , and references therein):
1. An argument reduction that typically reduces x to fall into a very narrow interval ½À; , e.g., $ 2 À5 or smaller.
2. An efficient polynomial approximation 1 to fðxÞ for x 2 ½À; . Often, approximating polynomials are forced to match fðxÞ at x ¼ 0 for computational advantages. This is especially true when fð0Þ ¼ 0. Small ensures the use of approximating polynomials of low degrees and, consequently, little time to evaluate them. Often, is very tiny, especially for table-driven algorithms [3] , [4] , [5] , [7] , [8] , [9] , [10] . There are many ways to find approximating polynomials. Given the degree n of the polynomials, common ones are 1) finding the best polynomial p n ðxÞ that minimizes max x2½À; jfðxÞ À p n ðxÞj (or a variation of this if fð0Þ is to be preserved; see below for details) and 2) finding the Chebyshev interpolating polynomial. Rational approximation is another alternative, but it is seldom used in elementary function computations because division is much slower than addition/multiplication and, moreover, the division can only be initiated after the availability of the denominator and/or the numerator.
This paper compares the approximation accuracy achieved by the two polynomial approximation techniques. Earlier results along this line are due to Powell [6] . However, Powell's paper went largely unnoticed in the literature of elementary function computations. Even so, through practice it has become folklore [3] , [4] that the Chebyshev interpolating polynomial will be just as effective as the best polynomial with the same degree. In fact, most error analysis for the polynomial solution part in Markstein [3] is based on the Chebyshev polynomial interpolation. In this paper, we will show that the Chebyshev interpolating polynomial may be less accurate, if indeed, than the best polynomial of the same degree by only a fractional bit.
The best polynomials are typically obtained through a slowly convergent iterative procedure-the Remez procedure [11] , while we do have a close formula for the Chebyshev interpolating polynomials. This does not, however, necessarily place the best polynomial approach at a disadvantage since all approximating polynomials are precomputed in any libm implementations [1] , [12] and, thus, the cost in computing approximating polynomials becomes somewhat irrelevant. Even so, we feel that our contribution here has its significance, that is, that simple Chebyshev interpolation is sufficient and that the common practice of feeding Chebyshev interpolation polynomials into the Remez procedure offers negligible improvement, if any, and thus may be considered unnecessary.
Our results compare favorably to Powell's results which, applied to the context here, say the difference in accuracy is no more than 2 to 3 bits. It is worth mentioning that Powell's results were obtained, remarkably, without any assumption on fðxÞ.
The rest of this paper is organized as follows: Section 2 briefly introduces the general interpolation theory, enough to serve our purpose later on. Chebyshev interpolation and 1. There may be exceptions to this, e.g., computing sin x may require polynomial approximations to both sin x and cos x, depending on algorithms.
best polynomial approximations are discussed in Sections 3 and 4 with emphasis on error expansions on these approximations. Our main theorems that compare the accuracies by the two approaches are given in Section 5, where a theorem of Powell's will also be discussed. An asymptotic analysis in Section 6 on the main theorems confirms our claim made at the beginning of this paper and concludes that the approximation accuracies between the best polynomials and the Chebyshev interpolating polynomials differ by Oð 2 Þ bits for odd and even functions and by OðÞ for others. Finally, in Section 8, the main theorems are applied to the most common elementary transcendental functions, such as expðxÞ, ln x, sin x, and so on.
Notation
Throughout the remainder of this paper, the interval of interest is ½; on which fðxÞ is defined. It is assumed that fðxÞ is continuous and has continuous derivatives up to ðn þ 1Þth (or more as deemed necessary), where n is the degree of polynomials sought to approximate fðxÞ. If needed, 0 2 ð; Þ is also implied. Define
where m is the multiplicity of x ¼ 0 as a zero of fðxÞ À fð0Þ, and ":=" is the assignment operator. Usually, m ¼ 1, but may not be, e.g., for cos x it is 2. Unknown points ; 2 ½; in error equations later may be different from one occurrence to another.
GENERAL POLYNOMIAL INTERPOLATION
Polynomial interpolation is an ancient idea that is still widely in use today to approximate a function. Let
be interpolating points in the interval. The interpolating polynomial p n ðxÞ is uniquely determined by p n ðxÞ and fðxÞ coinciding at those points in the sense that, if x i is repeated k times, ðx Àx x i Þ ð 5Þ
for some minfx; 0;x x 0 ; . . . ;x x nÀm g maxfx; 0;x x 0 ; . . . ;x x nÀm g:
CHEBYSHEV INTERPOLATION
The standard Chebyshev polynomial interpolation for a function uðtÞ is on the closed interval ½À1; 1. The idea is to seek a polynomial q n ðtÞ of degree n that matches exactly uðtÞ at the zeros
of T nþ1 ðtÞ cosðn þ 1Þ arccos t, the ðn þ 1Þth Chebyshev polynomial, i.e., uðt i Þ ¼ q n ðt i Þ for i ¼ 0; 1; . . . ; n. It can be proven that (see, e.g., [3, p. 99 
Theorem 3.1. If u is odd (even), then q n is also odd (even).
Proof. This is a well-known property of Chebyshev interpolation. But, we shall give a proof here for completeness. Notice that
T nþ1 is an even function if n þ 1 is even and an odd function otherwise. Therefore, t i and Àt i appear in pairs in the list (6) . Suppose u is odd, i.e., uðÀtÞ ¼ ÀuðtÞ. Let s n ðtÞ :¼ Àq n ðÀtÞ, also a polynomial of degree n. We have
which says that s n also interpolates u at the same points (6) as q n does. Since the interpolating polynomial is unique, we conclude that q n ðtÞ s n ðtÞ ¼ Àq n ðÀtÞ, i.e., q n is odd. Now, suppose u is even, i.e., uðÀtÞ ¼ uðtÞ. Let s n ðtÞ :¼ q n ðÀtÞ, a polynomial of degree n. We have
which says that s n also interpolates u at the same points (6) as q n does. The uniqueness of the interpolating polynomial leads to q n ðtÞ s n ðtÞ ¼ q n ðÀtÞ, i.e., q n is even. t u
Now, we turn to the continuous function fðxÞ defined on an arbitrary closed interval ½; . The idea is first to devise a transformation x ¼ xðtÞ such that gðtÞ :¼ fðxðtÞÞ is defined on ½À1; 1. One such commonly used transformation is
The inverse transformation of xðtÞ is
Write, for i ¼ 0; 1; . . . ; n,
called the translated zeros in ½; of T nþ1 . The polynomial c n ðxÞ of degree n such that fðx i Þ ¼ c n ðx i Þ for all i is called the Chebyshev interpolating polynomial of degree n for fðxÞ.
The general theory described in Section 2 still applies here, so the error equation (7) holds with x i assigned here and for some 2 ½; .
for any y 0 ; y 1 ; . . . ; y n 2 ½; .
Proof. This is also well-known. Again, a proof is given for completeness; also, a key equation (13) is useful later. We
where the last equality holds because t i s are all the zeros of T nþ1 whose leading coefficient is 2 n , t is as defined by (10) . Similarly,
where q nþ1 ðtÞ is polynomial in t of degree n with leading coefficient 1. It is known [13, p. 61 ] that, on ½À1; 1, T nþ1 ðtÞ=2 n takes the least maximum absolute value among all polynomials of degree n þ 1 with leading coefficient 1. Therefore, (11) holds. t u
It follows from (7) and (8) that the Chebyshev interpolating polynomial c n ðxÞ of degree n for fðxÞ on ½; is given by
The proof of Theorem 3.2 also yields
for some 2 ½; and t is defined as in (10) .
Proof. ¼ À implies xðtÞ ¼ t. If fðxÞ is odd (even) in x, fðtÞ is odd (even) in t. Hence, by Theorem 3.1, c n ðtÞ is odd (even) in t and, thus, c n ðxÞ is odd (even) in x. t u T nþ1 ðtÞ has a zero at t ¼ 0 for even n. Thus, if ¼ À and n is even, the Chebyshev interpolating polynomial c n ðxÞ automatically satisfies c n ð0Þ ¼ fð0Þ. But, it is a different story when n is odd. As we pointed out in Section 2, we can ensure that fð0Þ is always recovered exactly by looking for a Chebyshev interpolating polynomial h nÀm ðxÞ of degree n À m for f 0 ðxÞ and then setting c c n ðxÞ :¼ fð0Þ þ x m h nÀm ðxÞ:
Notice that, now, h nÀm ðxÞ coincides with f 0 ðxÞ at the translated zerosx x i s of T nÀmþ1 . It is interesting to notice that T nÀmþ1 ð0Þ ¼ 0 also for odd n À m þ 1; this implies x ¼ 0 appears m þ 1 times in the interpolating points for fðxÞ when ¼ À; so, for odd n À m þ 1 and ¼ À, we have ðx Àx x i Þ ð18Þ
for some 2 ½; and t is defined as in (10) . It can be seen that Theorem 3.3 holds with c n replaced byc c n . There is an important implication to this fact and Theorem 3.3. Assume ¼ À and n is odd (or even), depending on whether f is odd (or even). For better error bounds, we shall always think of interpolating f (or f 0 ) at the translated zeros of T nþ2 (or of T nÀmþ2 ), in contrast to T nþ1 (or T nÀmþ1 ) for the general f. In general, this will produce a Chebyshev interpolating polynomial of degree n þ 1, but, since it has to be odd (or even), its leading coefficient must be zero! and thus degenerates to a polynomial of degree n. 
where ; 2 ½À; and t is defined as in (6).
BEST APPROXIMATION
Given a continuous function fðxÞ defined on a closed interval ½; , the best polynomial approximation b n ðxÞ of degree n for fðxÞ is the one such that
where the min is taken over all possible polynomials p n ðxÞ of degree n. It is known [13] , [14, p. 58] , [15] that b n ðxÞ exists and is unique and is characterized by the following theorem, traditionally called the Chebyshev Theorem, although he did not prove it (see [14, p. 58 ] for a detailed history of it).
Theorem 4.1 (Chebyshev). Assume f is not a polynomial of degree less than or equal to n. Then, there are at least n þ 2 points
at which fðy i Þ À b n ðy i Þ ¼ sðÀ1Þ i n for 0 i n þ 1, where s ¼ AE1, independent of i. In other words, fðxÞ À p n ðxÞ travels from one extreme point to another of the opposite sign for at least n þ 1 times.
By the continuity of the functions, we conclude that, between every two consecutive y i s, fðxÞ À b n ðxÞ has a zero, i.e., there are y 0 < z 0 < . . . < y i < z i < y iþ1 < . . . < z n < y nþ1 such that fðz i Þ ¼ b n ðz i Þ for i ¼ 0; 1; . . . ; n. So, the best polynomial may well be thought of as a Lagrange interpolation polynomial with interpolating points not known a priori and, therefore,
for some 2 ½; . Such reinterpretation is usually not useful from a numerical point of view, but it is a key step in deriving our main theorems in the next section. For the same reason as explained in Sections 2 and 3, it may also be advantageous to work with f 0 ðxÞ for the sake of simple but important mathematical identities. Let h nÀm ðxÞ be the best polynomial for f 0 ðxÞ in the sense that 
for some 2 ½; and z z 0 <z z 1 < . . . <z z nÀm . Even though, now,b b n ðxÞ is no longer the best polynomial for fðxÞ, we still call it the best polynomial at places where no confusion may rise.
It can be seen that the uniqueness of the best polynomial implies that b n andb b n are odd (even) if f is odd (even) and ¼ À. This implies: 
where z i ; ;z z i ; 2 ½À; .
Proof. Consider the case where n is odd and f is odd only. The other case can be proven in the same way. All the best polynomials of f are odd, so b nþ1 is odd. But, since n þ 1 is even, a necessary condition for b nþ1 to be odd is its leading coefficient is zero, i.e., b nþ1 's degree is no higher than n. Now, the uniqueness of the best polynomials implies b n ¼ b nþ1 .b b n ¼b b nþ1 can be proven in the same way. t u
MAIN THEOREMS
We shall use BestApprox n ðfÞ :best approximation polynomial; ChebApprox n ðfÞ :Chebyshev interpolating polynomial; of degree n, as building blocks to construct polynomials. Specifically, we will study two sets of approximation polynomials of degree n defined either as Our theorems below are only useful when ðhÞ is around 1 or at least not too big for the h of interest. The worst case is when h has a zero in ½; and then ðhÞ ¼ þ1.
Fortunately, in elementary function computations, the interval ½; is kept relatively narrow by choice and h varies little and stays away from zero and, in fact, often ðhÞ 1:2, as will be detailed in Section 7. Our theorems show the ratio of cheb over best lies in a tiny neighborhood of 1 unless fð0Þ ¼ 0, for which case the ratio of cheb over best enjoys the same property. This is significant because, as we mentioned in the introduction, it shows that simple Chebyshev interpolation is sufficient. It is also argued that, in the case ofb b n orc c n , good approximations to f 0 ðxÞ will generally yield good approximations to fðxÞ. 
Proof. best cheb holds since b n ðxÞ is the best among all polynomials of degree n. This proves the leftmost inequality in (29). We now turn to the rightmost inequality in (29). Our proof relies on (3) Odd (or even) functions are special. By Theorems 3.4 and 4.2, along the same lines of the above proof, we have the following theorem: Theorem 5.2. Let b n ðxÞ and c n ðxÞ be defined by (25) and (26).
Suppose ¼ À, f is even (odd), and n is even (odd). Then, ðx Àz z i Þ is always smaller than the other, either, where thex x i s are the translated zeros of T nÀmþ1 . Nevertheless, the following analysis indicates that a good approximation to f 0 ðxÞ would yield a good approximation to fðxÞ. Let's say that we have an approximation hðxÞ to f 0 ðxÞ and
where ÁðxÞ is the relative error (and is bounded by a tiny number). Then,
fðxÞ ÁðxÞ
:
In the case fð0Þ ¼ 0, the induced relative error to fðxÞ is also ÁðxÞ and, thus, an approximation to f 0 ðxÞ with a smaller relative error max x jÁðxÞj leads to one with a smaller relative error for fðxÞ as well. However, when fð0Þ 6 ¼ 0, a smaller max x jÁðxÞj does not necessarily imply a smaller unless the two sides of the above inequality differ dramatically, we still expect that a small relative error max x jÁðxÞj would ultimately indicate a good approximation to fðxÞ. Theorem 5.4. Letb b n ðxÞ andc c n ðxÞ be defined by (27) and (28). Suppose ¼ À, f is odd (even), and n is odd (even). Then,
For the case fð0Þ ¼ 0, (37) becomes
Powell's Theorem
Using an entirely different technique, Powell [6] showed that
Powell's technique is quite elegant and needs no assumption on f being differentiable as ours does. Powell also showed that n grows rather slowly as n grows. In fact, 
Since 1:27 log 2 ð n Þ 2:02 for 1 n 25, (40) is translated into differences of no more than 2 to 3 bits in accuracy if ðfÞ is nearly 1; see Section 6 for more analysis. Similar conclusions on approximations to f 0 ðxÞ can be derived, but we omit the detail.
AN ASYMPTOTIC ANALYSIS
We shall now perform an asymptotic analysis to explain the implications of our main theorems in the context of elementary function computations, which is the original motivation for our work. In this application, usually
It can be proven that f 0 ðxÞ > 0 and f 0 0 ðxÞ > 0, using their Maclaurin series. Therefore, for fðxÞ ¼ a We have, by (45) and (46) À 2 log 2 a 4 log 2 a; ð51Þ À log 2 a 0 3 log 2 a; ð52Þ
and, if fðxÞ ¼ a x À 1 for which f 0 ðxÞ is the same as above, polynomialsb b n ðxÞ orc c n ðxÞ should be used, by (47) À log 2 a 3 log 2 a: ð53Þ It can be seen that 5 for jxj < 1, f 0 ðxÞ > 0 and f 0 0 ðxÞ < 0, using their Maclaurin series. Therefore,
We have bounds 
It can be seen that for f 0 ðxÞ > 0, and that f 0 0 ðxÞ > 0 for x < 0 and f 0 0 ðxÞ < 0 for 0 < x, using their Maclaurin series. Therefore, The bounds in (55), as well as those in (59) and (60) for cos x, are independent of n. 
It can be proven that f 0 ðxÞ < 0 and xf 0 0 ðxÞ ! 0; so, f 0 ðxÞ is an increasing function for x > 0 and a decreasing one for x < 0. Therefore, 2ð1 À cos Þ À log 2 cos : ð60Þ Table 3 displays the upper bounds in (59) and (60) as 2 and 3 .
Function arcsin x
Here, fðxÞ ¼ arcsin x for jxj 1=2 and, then, This paper shows that the Chebyshev interpolating polynomials are just as good as the best polynomials in the context of table-driven methods for elementary function computations and, thus, the common practice of feeding Chebyshev interpolating polynomials into a Remez procedure offers negligible improvement, if any, and thus may be considered unnecessary.
Our results improve the earlier results due to Powell [6] which, however, have more general applications.
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