Some of the research was of a theoretical nature, such as the development of a number of provably polynomial-time interior-point algorithms for LP and proofs of local fast rates of convergence. The latter were based on recognizing the connection between interior-point methods for LP and Newton's method. Our work on indicators in interior-point methods for LP, on the other hand, has produced a promising computational method. Indicators were first proposed by Tapia for NLP, and are a method for identifying binding inequality constraints.
This research represents contributions across all the algorithmic aspects of interior-point methods. The understanding we have gained of interior-point methods for LP forms the basis of our current and future work on interior-point methods for NLP. Moreover, in practice, many large-scale NLP are solved using successive linear programming (SLP), where the LP subproblem is posed with L -norm constraints. Interior-point methods are well suited for use in SLP, since they allow for a very natural approximate solution to the LP subproblem.
. Trust-region SQP Newton's method for large scale, sparse, equality constrained NLP
The research in this area has produced a robust algorithm for large scale equality constrained optimization that has proven effective in the numerical trials to date. A powerful convergence theory for the algorithm was developed in Cristina Maciel's Ph.D. dissertation, under the direction of John Dennis and Mahmoud El-Alem. Michael Lewis has implemented this algorithm and applied it successfully to inverse problems in flow in porous media.
The novel idea in the large scale algorithm is the use of the conjugate reduced gradient method with the Steihaug-Toint dogleg approach as a means of solving the large, sparse SQP subproblem. This avoids the prohibitive expense of matrix factorizations, which is crucial, for instance, in the flow in porous media applications.
The merit function used in this algorithm is the augmented Lagrangian, where the penalty weight is updated according to a scheme of El-Alem. The convergence theory allows us wide latitude in the choice of multiplier estimates; we use one that is based on a division of the variables into basic and non basic variables. This choice of multiplier is inexpensive and yet does not lead to any degradation of the algorithm's performance.
. OTHER ACCOMPLISHMENTS
3 . 1 Trust-region, sequential quadratic programming (SQP), Newton's method for general, equality constrained, nonlinear programming
The main effort in this area was the continued development of trust-region algorithms for equality constrained NLP along the lines of the now well-known Celis-Dennis-Tapia (CDT) trust-region method. The CDT was originally developed and implemented under DOE sponsorship.
One of our major accomplishments in this area has been the theoretical and computational development of a less expensive trust-region subproblem than in the original CDT algorithm. In the original CDT approach, the trust-region subproblem involved the minimization of a quadratic model of the Lagrangian over the intersection of the trust-region and a region associated with improvement in linearized feasibility. This subproblem was difficult to solve, particularly when the quadratic model was not convex. To remedy this, we developed a less expensive subproblem that requires only the minimization of the model over a two-dimensional subspace. this new subproblem, the subject of Karen Williamson's Ph.D. dissertation, has proven robust and very efficient. Under separate funding, a production implementation of the algorithm is being developed.
A unified approach to global convergence of trust-region methods for nonsmooth optimization
This was the subject of Shou-Bai Li's Ph.D. dissertation, written under the direction of both John Dennis and Richard Tapia. This work unifies the body of convergence theory developed by various authors and identifies the essential components of the theory necessary to insure convergence.
. SQP augmented Lagrangian BFGS algorithms for constrained optimization
In this work, we developed an effective BFGS secant method for constrained optimization based on a family of BFGS secant updates proposed by Tapia. This earlier work was also supported by DOE. With our globalized BFGS secant method, we obtained impressive numerical results, superior to those of Powell's damped BFGS secant method for constrained optimization, the secant update algorithm of choice for the past 10 years. We also presented a convergence theory for our new BFGS secant method.
CURRENT AND FUTURE DIRECTIONS
Our research is directed towards the development of optimization algorithms to solve a class of geophysical inverse problems that include petroleum reservoir and aquifer characterization problems. These problems are of importance to the DOE mission because they are crucial in environmental cleanup and in managing oil and groundwater resources. We will cooperate with other researchers at Rice, Mary Wheeler's flow in porous media simulation group in our department and Phil Bedient's groundwater resources group in the Rice Environmental Science and Engineering Department, for the expertise in modeling, simulation, and data needed to ensure the relevance of our work. We see the following directions for this project.
. 1 Applications to flow in porous media
Under separate funding, the Texas Geophysical Parallel Computation Project, we have begun applying our equality constrained optimization methods to inverse problems in flow in porous media. The Texas Geophysical Parallel Computation Project is indirectly supported by DOE; its funding ultimately derives from a DOE oil overcharge lawsuit settlement fund.
The inverse problems we are investigating in this work are best posed as very large-scale, computational intensive NLP problems with large numbers of equality and inequality constraints. As such, these applications are providing impetus to our development of trustregion NLP methods.
We choose to view simulations -the partial differential equations that describe subsurface flow, in the case of the geophysical inverse problems -as constituting equality constraints.
These constraints we eliminate in various ways to produce NLP formulations of the inverse problem that can be solved more efficiently than the more immediate formulation. However, this approach requires that we have robust, efficient NLP methods for very large problems.
In order to produce sensible and accurate images of subsurface structure, these inverse problems also require some from of regularization of the solution in order to overcome "illposedness." We believe that this can best be done using inequality constraints, rather than through some penalization method such as Tikhonov regularization, which require the estimation of an unknown but crucial weighting parameter. Explicit inequality constraints can be devised to give very precise control over the regularization of the solution in a manner that is physically sensible for the problem.
4.2
We are already taking advantage, in novel ways, of domain decomposition methods for 
