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Introduction
This paper is devoted to the problem of characterization of the class of subsets of C which can serve as zero
sets of entire absolutely monotonic functions. This problem was posed in [1] and has been solved for finite
sets there. Here we give the
By the definition, an entire absolutely monotonic function f is an entire function representable in the
form
f(z) =
∫ ∞
0
ezuP (du), (0.1)
where P is a nonnegative finite Borel measure on R+ and the integral converges absolutely for each z ∈ C.
By the well-known S. Bernstein’s theorem [2], the class of such functions can be defined as the class of entire
functions f such that
f (k)(x) > 0, ∀k ∈ N
⋃
{0}, ∀x ∈ R. (0.2)
Entire absolutely monotonic functions form a proper subclass of the class of entire functions representable
in the form
f(z) =
∫ ∞
−∞
ezuP (du), (0.3)
where P is a finite non-negative Borel measure on R and the integral converges absolutely on C. The zero
sets corresponding to the class described by (0.3) were completely characterized in [3]. This characterization
is the following:
Theorem A ([3]). A set E ⊂ C without finite accumulation points is the zero set of a function of the form
(0.3) iff the following conditions are satisfied:
(a)
E
⋂
R = ∅, b ∈ E ⇔ b¯ ∈ E (0.4)
(multiplicities of b and b¯ are equal);
(b) for every H > 0
log n(r,H) = o(r), r →∞, (0.5)
holds, where
n(r,H) := #{z : z ∈ E, |Imz| ≤ r, |Rez| ≤ H} (0.6)
(points of E are counted with their multiplicities).
Sure, zero sets of entire absolutely monotonic functions form a subclass of sets described in the above
theorem. On the other hand, it is evident that entire absolutely monotonic functions form a subclass of the
class of entire functions bounded in each half-plane of the kind
Cω := {z : Rez ≤ ω}, ω ∈ R. (0.7)
Therefore the characterization of the zero sets of entire functions bounded in each half-plane Cω is of interest.
We give a complete characterization of these sets:
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Theorem 1 A set E = {bk}∞k=1 ⊂ C without finite accumulation points is the zero set of an entire function
bounded in Cω, ∀ω ∈ R, iff ∑
bk∈E
⋂
Cω
|Rebk|+ 1
|bk|2 + 1 <∞, ∀ω ∈ R. (0.8)
Note that the necessity of the condition (0.8) is an easy consequence of the well-known Blaschke condition
for a half-plane. It can be easily shown that the condition (0.8) implies (b) in Theorem A.
It turned out that, if we add (0.8) to the conditions of Theorem A, we do not obtain the complete
charactreization of zero sets of entire absolutely monotonic functions. In [1] it was mentioned the following
necessary condition not depending on all previous ones:
dist(x,E)→ +∞, x→ −∞. (0.9)
I.V. Ostrovskii showed (oral communication) that the following independent condition is also necessary:
(∃α ∈ (0, pi/2)) :
∑
bk∈E
⋂
{z:| arg z−pi|<α}
Re
1
x− bk → 0, x→ −∞. (0.10)
At the moment we do not know whether or not the set of conditions: (0.4), (0.8), (0.9), (0.10) gives a
complete characterization of zero sets of entire absolutely monotonic functions.
The main result of the paper is the following characterization of zero sets situated in the right half-plane:
Theorem 2 Let E = {bk}∞k=1 ⊂ {z : Rez ≥ 0} be a set without finite accumulation points. The set E is the
zero set of an entire absolutely monotonic function iff the conditions (0.4) and (0.8) are satisfied.
The necessity of these conditions is obvious. Note that in our case the conditions (0.9) and (0.10) are
satisfied automatically.
1 Main steps of the proof of Theorem 2
The first step of the proof of Theorem 2 is that of Theorem 1. This proof is contained in Sec. 3.
The second step is the proof of the following theorem which will be proved on the base of Theorem 1 in
Sec. 4.
Theorem 3 Let E = {bk}∞k=1 ⊂ {z : Rez ≥ 0} be a set without finite accumulation points and satisfying
conditions (0.4) and (0.8). There exists an entire function ψ1(z) with zero set E representable by the
absolutely convergent in C integral
ψ1(z) =
∫ ∞
0
ezxp1(x)dx (1.1)
where p1 is a real continuous on R+ function positive on an interval (0, x1), x1 > 0.
The third step is the proof of the following theorem in Sec. 5.
Theorem 4 Let ψ(z) be an entire function bounded in Cω, ∀ω ∈ R and ψ(u) > 0, u ∈ R. There exists an
entire absolutely monotonic function χ(z) without zeros such that the product ψ · χ is representable by the
absolutely convergent in C integral
ψ2(z) := ψ(z)χ(z) =
∫ ∞
0
ezxp2(x)dx, (1.2)
where p2 is a real continuous on R+ function positive on a half-ray [x2,+∞), x2 > 0.
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Sec. 6 is devoted to proofs of two technical lemmas. The fourth step of the proof of Theorem 2 is that
of the following theorem in Sec. 7.
Theorem 5 Let p : R+ → R be a continuous function such that
(a) the following integral is absolutely convergent in C:
ψ(z) :=
∫ ∞
0
ezxp(x)dx; (1.3)
(b) ψ(u) > 0, ∀u ∈ R;
(c) there exist numbers x1, x2, 0 < x1 ≤ x2 <∞ such that p(x) > 0 for x ∈ (0, x1)⋃(x2,+∞).
Then (∃ε0 > 0)(∀ε ∈ (0, ε0])(∃λ0 > 0)(∀λ ≥ λ0) the function
ψλ,ε(z) := ψ(z) · exp(λeεz) (1.4)
admits the representation
ψλ,ε(z) =
∫ ∞
0
ezxwλ,ε(x)dx (1.5)
where wλ,ε(x) ≥ 0 for all x ∈ R+.
Note that Theorem 5 is of the same character as the results of Diamond and Esse´n [4].
2 Deduction of Theorem 2 from Theorems 3, 4, 5
Let E be a set satisfying the conditions of Theorem 2. By Theorem 3 there exists an entire function ψ1(z)
with the zero set E admitting the representation (1.1) where p1(x) is a real continuous function positive on
an interval (0, x1), x1 > 0. Let us show that ψ1(z) satisfies the conditions of Theorem 4.
Evidently, ψ1(z) is an entire function bounded in Cω, ∀ω ∈ R. Moreover, ψ1(u) ∈ R for u ∈ R. Since
E
⋂
R = ∅, we have ψ1(u) 6= 0 for u ∈ R. Since p1(x) > 0 for x ∈ (0, x1), we have ψ1(u) > 0 for all u < 0
with |u| being large enough. Therefore ψ1(u) > 0, ∀u ∈ R, and the conditions of Theorem 4 are satisfied.
By Theorem 4, there exists an entire absolutely monotonic function χ(z) without zeros admitting the
representation (1.2) where p2(x) is a real continuous function positive for x ≥ x2 > 0. Since χ(u) > 0, ∀u ∈
R, we have ψ2(u) > 0, ∀u ∈ R. Since χ(z) does not vanish, the zero set of ψ2(z) coincides with E. Being
an entire absolutely monotonic function, χ(z) admits the representation
χ(z) =
∫ ∞
0
ezxQ(dx) (2.1)
where Q is a finite nonnegative Borel measure on R+. Hence
p2(x) = (p1 ∗Q)(x) =
∫ x
0
p1(x− t)Q(dt). (2.2)
Hence p2(x) > 0 for x ∈ (0, x1) because p1(x) > 0 for x ∈ (0, x1). Therefore p2(x) satisfies the conditions of
Theorem 5.
By Theorem 5, for some ε > 0, λ > 0, the function (1.4) admits the representation (1.5) where wλ,ε(x) ≥
0 for all x ∈ R+. Evidently, the zero set of ψλ,ε(z) coincides with E.
3
3 Proof of Theorem 1
As it was mentioned before, the proof of necessity is trivial. The below proof of sufficiency is based on an
idea of I.V. Ostrovskii.
3.1. Let E be a set satisfying the conditions of Theorem 1. Let
E− := E
⋂
{z : Rez < 0} = {ak}∞k=1. (3.1)
There exists a sequence of positive δk ↑ +∞, k ↑ +∞, such that
∞∑
k=1
|Reak| · δk + δ2k
|ak|2 + 1 <∞. (3.2)
Note that (3.2) implies
δk = o(|ak|), k →∞. (3.3)
Set
B1(z) :=
∞∏
k=1
1− z/ak
1− z/(δk − a¯k) . (3.4)
By (3.2) the infinite product (3.4) converges and is a meromorphic function. We shall show that B1(z) is
bounded in Cω \Kω, ∀ω ∈ R, where Kω is a compact subset of {z : Rez ≥ 0}. We have
|B1(z)|2 =
∞∏
k=1
(
1 +
δ2k − 2Reak · δk
|ak|2
) ∞∏
k=1
∣∣∣∣ ak − zδk − a¯k − z
∣∣∣∣2 =: C1 ∞∏
k=1
∣∣∣∣ ak − zδk − a¯k − z
∣∣∣∣2 , (3.5)
where C1 > 0 does not depend on z. For δk > 2ω∣∣∣∣ ak − zδk − a¯k − z
∣∣∣∣ ≤ 1, ∀z ∈ Cω. (3.6)
In particular, for ω = 0 (3.6) holds for any k ∈ N, hence
|B1(z)|2 ≤ C1, ∀z ∈ {Rez ≤ 0}. (3.7)
Since δk ↑ +∞, (3.6) holds for all ω > 0 and all sufficiently large k ≥ k0(ω). So, B1(z) is bounded in
Cω \Kω, ∀ω > 0, where Kω ⊂ {z : Rez ≥ 0} is a compact set including points −a¯k+δk, k = 1, . . . k0(ω)−1.
3.2. Let
E+ := E
⋂
{z : Rez ≥ 0} = {bk}∞k=1. (3.8)
Without loss of generality, 0 6∈ E+. From (0.8) it follows∑
bk∈Cω
⋂
E+
1
|bk|2 <∞, ∀ω ∈ R. (3.9)
Hence, for any n ∈ N, there is An > 0 such that∑
n−1≤Rebk≤n; |Imbk|≥An
n
|bk|2 ≤
1
n2
. (3.10)
Set
Πn := {z : n− 1 ≤ Rez ≤ n, |Imz| ≤ An}, (3.11)
Ω :=
∞⋃
n=1
Πn, Λ := {z : Rez ≥ 0} \ Ω. (3.12)
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By (3.10), there exists a sequence 0 < µk ↑ ∞, k ↑ ∞, such that∑
bk∈Λ
Rebk · µk + µ2k
|bk|2 <∞, (3.13)
hence
µk = o(|bk|), k → +∞. (3.14)
Set
B2(z) :=
∏
bk∈Λ
1− z/bk
1− z/(bk + µk) . (3.15)
By (3.13) the infinite product converges and is a meromorphic function. By the reasons analogous to those
related to B1(z) one can show that B2(z) is bounded in Cω \K ′ω, ∀ω ∈ R+, where K
′
ω is a compact set in
{z : Rez ≥ 0}.
3.3. Let V (z) be an entire function with zero set being union of three sets: the set of all poles of B1(z),
the set of all poles of B2(z), and the set E
⋂
Ω. Let us consider the entire function
f0(z) := B1(z)B2(z)V (z). (3.16)
The zero set of f0(z) coincides with E. But f0(z) is not necessary bounded in Cω, ∀ω ∈ R.
Further we shall need the following theorem being a simple particular case of the well-known theorem
of M.V. Keldysh (see [5]).
Theorem B Let τ(x) > 0 be a continuous non-decreasing function on R+ such that τ(x) ↑ +∞, x ↑ +∞.
Let g(z) be a function analytic in the closed domain
G = C \ {z : Rez > 0, |Imz| < τ(Rez)}. (3.17)
Then there exists an entire function Φ(z) such that
|g(z)− Φ(z)| ≤ 1, ∀z ∈ G. (3.18)
Evidently, there exists a function τ(x) satisfying the conditions of Theorem B and such that the cor-
responding domain G is free of zeros of V (z). Applying Theorem B to g(z) = log V (z), we get the entire
function Φ(z) such that
| log V (z)− Φ(z)| ≤ 1, ∀z ∈ G. (3.19)
Evidently,
f(z) := f0(z) exp(−Φ(z)) = B1(z)B2(z)V (z) exp(−Φ(z)) (3.20)
is an entire function bounded in Cω, ∀ω, with zero set E. 2
4 Proof of Theorem 3
4.1. Let E be a set satisfying conditions of Theorem 3. Let us construct an entire function f(z) bounded
in Cω, ∀ω ∈ R, by means the method of Sec.3. Since E⋂{z : Rez < 0} = ∅, the factor B1(z) will be absent
in (3.20) and
f(z) = B2(z)V (z) exp(−Φ(z)). (4.1)
Let
Λ+ := Λ
⋂
{z : Imz > 0}. (4.2)
Since E is symmetric with respect to R,
B2(z) =
∏
bk∈Λ+
(
1 +
2Rebk · µk + µ2k
|bk|2
)
·
∏
bk∈Λ+
(bk − z)(b¯k − z)
(bk + µk − z)(b¯k + µk − z)
. (4.3)
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From (3.13) and (3.14) it follows that there exists k0 ∈ N such that
Rebk · µk + µ2k
|bk|2 ≤
1
8
,
µk
|bk| ≤
1
4
, ∀k ≥ k0. (4.4)
Without loss of generality we can assume that (4.4) holds for all k ∈ N and
Rebk ≤ 14 |Imbk|, bk ∈ Λ. (4.5)
(We enlarge the region Ω if necessary.)
In what follows we shall need estimations of logB2(−r) and its derivatives. To write them, we introduce
some notations.
Let us fix 0 < β < 1 and set
q(r) :=
1
r1+β
+
∑
bk∈Λ+
2rµk
(|bk|2 + r2)2 +
∑
bk∈Λ+
µk
|bk| ·
1
|bk|2 + r2 . (4.6)
By (3.13) and (3.14) both series in the right-hand side of (4.6) converge uniformly with respect to r on each
compact subset of R+ and q(r)→ 0, as r →∞. Let
Q(r) :=
∫ ∞
r
q(t)dt =
1
β
· 1
rβ
+
∑
bk∈Λ+
µk
|bk|2 + r2 +
∑
bk∈Λ+
µk
|bk|2
(
pi
2
− arctan r|bk|
)
, r ≥ 1. (4.7)
Note that Q(r) ↓ 0, as r ↑ ∞. Further we shall denote by C with indices positive constants.
Lemma 1 The following estimations hold:
logB2(−r) ≥ −C2rQ(r), r ≥ 1; (4.8)
|(logB2(z))′ |z=−r ≤ C3Q(r), r ≥ 1; (4.9)∣∣∣∣∣
(
dj
dzj
logB2(z)
)∣∣∣∣∣
z=−r
≤ C4 · j!q(r)r2−j , j = 2, 3, . . . , r ≥ 1; (4.10)
log(|B2(−r + iy)|/B2(−r)) ≤ C5q(r)y2, y ∈ R, r ≥ 1; (4.11)
log(|B2(−r + iy)|/B2(−r)) ≤ C6q(y)y2, y ∈ R+, 1 ≤ r ≤ y/2. (4.12)
The proof of the lemma will be given in Sec. 6.
4.2. Theorem 3 is an immediate corollary of the following result.
Theorem 3
′
. Let f(z) be the function defined by (4.1). There exists an entire function ϕ(z) without
zeros such that the product ψ1(z) := f(z)ϕ(z) is representable in the form
ψ1(z) =
∫ ∞
0
ezxp1(x)dx, (4.13)
where p1 is a real continuous function on R+ positive on some interval (0, x1), x1 > 0.
Let
∆(t) :=
(
−q(t)
t
)′
t2 =
2 + β
t1+β
+
∑
bk∈Λ+
8µkt3
(t2 + |bk|2)3 +∑
bk∈Λ+
µk
|bk| ·
1
t2 + |bk|2 +
∑
bk∈Λ+
µk
|bk| ·
2t2
(t2 + |bk|2)2 , t ≥ 1. (4.14)
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Lemma 2 The function ∆(t) posesses the following properties:
(a) ∆(t) > 0, t ≥ 1;
(b)
∫∞∆(t)dt <∞;
(c) ∆(t)t→ 0, as t→ +∞;
(d) ∆(t)t3 ↑ +∞, as t ↑ +∞;
(e) ∆(t) ≤ 4q(t), t ≥ 1.
Proof of Lemma 2 is obvious.
Set
h1(z) :=
∫ A
0
(etz − 1)∆(1/t)
t3
dt, 0 < A ≤ 1. (4.15)
Since Lemma 2 (b), the integral in the right-hand side of (4.15) is absolutely convergent and h1(z) is an
entire function. Since
h
(k)
1 (x) > 0, ∀k ∈ N
⋃
{0}, ∀x ∈ R, (4.16)
the function h1(z) is entire absolutely monotonic. It is easy to see that
Reh1(x+ iy) ≤ h1(x), ∀x, y ∈ R. (4.17)
Let ϕα(z), α ∈ (0, 1), be the entire function defined by
ϕα(z) := exp
∫ 1
0
(ezt − 1)t−1−αdt. (4.18)
Note that logϕα(z) is a particular case of h1(z) corresponding to ∆ = ∆α = tα−2, A = 1.
Lemma 3 For a fixed ω, the following asymptotic equality holds in the half-plane Cω:
logϕα(z) = −Cα|z|αeiα(arg z−pi) +O(1), (4.19)
pi/2 < arg z < 3pi/2, |z| → ∞, (4.20)
where Cα > 0 does not depend on z.
Proof of Lemma 3. Setting z = ω + ρeiθ, pi/2 < θ < 3pi/2, we obtain (4.19) from the following
calculations:
logϕα(z) = ρα
∫ ρ
0
(eωt/ρ exp(eiθt)− 1)t−1−αdt = ρα
∫ ∞
0
(exp(eiθt)− 1)t−1−αdt−
ρα
∫ ∞
ρ
(exp(eiθt)− 1)t−1−αdt+ ρα
∫ ρ
0
exp(eiθt)(eωt/ρ − 1)t−1−αdt =
ραe−α(pi−θ)i
∫ ∞
0
(e−s − 1)s−1−αds+O(1), ρ→∞. (4.21)
2
4.3. Set
ψ1(z) := f(z) exp[M(h1(z)− h1(0))]ϕα(z) =
B2(z)V (z)e−Φ(z) exp[M(h1(z)− h1(0))]ϕα(z), (4.22)
where the constant M > 0 will be choosen later. Let
ϕ(z) := exp[M(h1(z)− h1(0))]ϕα(z). (4.23)
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Evidently, ϕ(z) is an entire absolutely monotonic function. Let
p1(x) :=
1
2pi
∫ ∞
−∞
e−ixηψ1(iη)dη, η ∈ R. (4.24)
Taking into account boundedness of f(z) in Cω, ∀ω ∈ R, and (4.17), (4.19), we see that the integral in the
right-hand side of (4.24) converges absolutely and uniformly with respect to x ∈ R. Using (4.17), (4.19), we
can transfer the integration in (4.24) to the line {z : Imz = ξ}, ∀ξ ∈ R. Noting that
(ψ1(x) ∈ R, ∀x ∈ R)⇒ (ψ1(ξ + iη) = ψ1(ξ − iη), ξ, η ∈ R), (4.25)
we get
p1(x) =
e−xξψ1(ξ)
2pi
∫ ∞
0
Re
(
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
)
dη, ∀ξ ∈ R. (4.26)
Hence p1(x) ∈ R for x ∈ R and
signp1(x) = sign
∫ ∞
0
Re
(
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
)
dη, ∀ξ ∈ R. (4.27)
Using (4.17) and (4.19) and putting ξ → −∞ in (4.26), we conclude that p1(x) = 0 for x < 0. Taking
sufficiently large positive ξ in (4.26), we get
p1(x) = O(e−Cx), x→ +∞, ∀C > 0. (4.28)
Hence, by the Fourier inversion formula,
ψ1(z) =
∫ ∞
0
exzp1(x)dx, ∀z ∈ C. (4.29)
We are going to show that p1(x) > 0 on some interval (0, x1), x1 > 0. For this, we represent the integral
in the right-hand side of (4.27) in the form(∫ ε1
0
+
∫ ε2
ε1
+
∫ ∞
ε2
)
Re
(
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
)
dη =: I1 + I2 + I3, (4.30)
where ε1 = ε1(ξ), ε2 = ε2(ξ) will be choosen later.
We shall estimate I1 from below, |I2| and |I3| from above and are going to show that I1 > 0 and
I1 > |I2|+ |I3| for |ξ| being large enough.
4.4.
Lemma 4 Let
θ(r) := q(r) +
∫ ∞
r
q(u)
u
du. (4.31)
The following estimations hold:
h
′
1(ξ) ≥
2
e
Q(|ξ|); (4.32)
h
′′
1(ξ) ≥
1
e
q(|ξ|); (4.33)
h
′
1(ξ) ≤
∫ ∞
|ξ|
∆(u)du+ C8∆(|ξ|)|ξ|; (4.34)
0 < h(j)1 (ξ) ≤ C9
j!
|ξ|j−2 θ(|ξ|), j = 2, 3, . . . ; (4.35)
(logϕα(ξ))
′ ≥ C10|ξ|α−1; (4.36)
(logϕα(ξ))
′′ ≥ C11|ξ|α−2; (4.37)
0 <
dj
dξj
logϕα(ξ) ≤ C12 j!|ξ|α−j , j = 1, 2, . . . , (4.38)
where ξ ≤ ξ0 < 0.
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Proof of Lemma 4. Differentiating (4.15), we get for |ξ| > 1/A:
h
′
1(ξ) ≥
∫ 1/|ξ|
0
e−t|ξ|
∆(1/t)
t2
dt ≥ 1
e
∫ ∞
|ξ|
∆(u)du. (4.39)
Using (4.14) and (4.7), we obtain (4.32).
The validity of (4.33) follows from the calculation:
h
′′
1(ξ) =
∫ A
0
e−t|ξ|
∆(1/t)
t
dt ≥
∫ 1/|ξ|
0
e−t|ξ|
∆(1/t)
t
dt ≥ 1
e
∫ ∞
|ξ|
∆(u)
u
du =
1
e
∫ ∞
|ξ|
(
−q(u)
u
)′
udu =
1
e
θ(|ξ|) ≥ 1
e
q(|ξ|). (4.40)
By (4.15)
h
(j)
1 (ξ) =
∫ A
0
e−t|ξ|∆(1/t)tj−3dt =
(∫ 1/|ξ|
0
+
∫ A
1/|ξ|
)
e−t|ξ|∆(1/t)tj−3dt =:
L1j (ξ) + L
2
j (ξ), j = 1, 2, . . . . (4.41)
As it was mentioned in (4.16) , h(j)1 (ξ) > 0, j = 1, 2, . . .. Further,
L1j (ξ) ≤
∫ 1/|ξ|
0
∆(1/t)tj−3dt =
∫ ∞
|ξ|
∆(u)u1−jdu, j = 1, 2, . . . , (4.42)
L11(ξ) ≤
∫ ∞
|ξ|
∆(u)du, (4.43)
L1j (ξ) ≤
∫ ∞
|ξ|
∆(u)
u
du
uj−2
≤ 1|ξ|j−2
∫ ∞
|ξ|
∆(u)
u
du, j = 2, 3, . . . . (4.44)
Integrating (4.44) by parts as in (4.40), we get
L1j (ξ) ≤
1
|ξ|j−2 θ(|ξ|), j = 2, 3, . . . . (4.45)
Using Lemma 2 (d), we obtain
L2j (ξ) =
∫ A
1/|ξ|
e−t|ξ|tj
∆(1/t)
t3
dt ≤ ∆(|ξ|)|ξ|3
∫ A
1/|ξ|
e−t|ξ|tjdt ≤
≤ ∆(|ξ|) j!|ξ|j−2 , j = 1, 2, . . . . (4.46)
For j = 1 we derive (4.34) from (4.43) and (4.46). Further, for j = 2, 3, . . ., (4.45) and (4.46) yield
h
(j)
1 (ξ) ≤
j!
|ξ|j−2 (θ(|ξ|) + ∆(|ξ|)). (4.47)
Using Lemma 2 (e) and the definition of θ(r), we get the right-hand side of (4.35).
Since logϕα(z) is a particular case of h1(z) (for ∆(u) = ∆α(u) = uα−2, A = 1), the estimations (4.36),
(4.37), (4.38) follow. 2
4.5. Since the function log(V (ξ + z)e−Φ(ξ+z)) is analytic in the disc {z : |z| < |ξ|/2} for ξ < 0 and
(3.19) holds, Caushy’s inequality implies∣∣∣∣∣ djdξj log(V (ξ + z)e−Φ(ξ+z))
∣∣∣∣∣ ≤ j! 2j|ξ|j . (4.48)
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Set
b1(ξ) := logψ1(ξ) = logB2(ξ) + logϕα(ξ) +M(h1(ξ)− h1(0)) + log(V (ξ)e−Φ(ξ)). (4.49)
Since f(ξ + z) 6= 0 for |z| < |ξ|, ξ < 0, we have for |η| < |ξ|/2
log
{
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
}
= −ixη +
∞∑
j=1
(iη)j
j!
b
(j)
1 (ξ). (4.50)
By (4.9),(4.32), (4.36) and (4.48),
b
′
1(ξ) = (logB2(ξ))
′
+ (logϕα(ξ))
′
+Mh
′
1(ξ) +
[
log
(
V (ξ)e−Φ(ξ)
)]′
≥
−C3Q(|ξ|) + C10|ξ|α−1 + 2M
e
Q(|ξ|)− 2|ξ| . (4.51)
Further we shall assume M ≥ eC3. Then, for |ξ| > 1,
b
′
1(ξ) ≥ C3Q(|ξ|) + C14|ξ|α−1 > 0. (4.52)
On the other hand, (4.9), (4.34), (4.38) and (4.48) imply
b
′
1(ξ) ≤ C3Q(|ξ|) + C12|ξ|α−1 +
∫ ∞
|ξ|
∆(u)du+ C8∆(|ξ|)|ξ|+ 2|ξ| . (4.53)
Taking into account Lemma 2 (b) and (c), we conclude that
b
′
1(ξ)→ 0, as ξ → −∞. (4.54)
Moreover, (4.10), (4.33), (4.37) and (4.48) imply
b
′′
1(ξ) = (logB2(ξ))
′′
+ (logϕα(ξ))
′′
+Mh
′′
1(ξ) +
[
log
(
V (ξ)e−Φ(ξ)
)]′′
≥
−2C4q(|ξ|) + C11|ξ|α−2 + M
e
q(|ξ|)− 8|ξ|2 . (4.55)
Assuming M ≥ 4C4e, we shall have
b
′′
1(ξ) ≥ 2C4q(|ξ|) + C15|ξ|α−2, |ξ| ≥ 1. (4.56)
From (4.52), (4.54), (4.56) we conclude that b
′
1(ξ) ↓ 0 as ξ ↓ −∞. Therefore the equation
b
′
1(ξ) = x (4.57)
has a unique solution ξ(x) for every x, 0 ≤ x ≤ x0, such that
ξ(x) ↓ −∞, as x ↓ 0. (4.58)
Substituting ξ = ξ(x) into (4.50), we get
log
{
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
}
= −b
′′
1(ξ)
2
η2 + τ1(ξ, η), (4.59)
where
τ1(ξ, η) :=
∞∑
j=3
(iη)j
j!
b
(j)
1 (ξ). (4.60)
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By (4.10), (4.38), (4.35) and (4.48),
|b(j)1 (ξ)| ≤ |(logB2(ξ))(j)|+ (logϕα(ξ))(j) +Mh(j)1 (ξ) +
∣∣∣∣[log(V (ξ)e−Φ(ξ))](j)∣∣∣∣ ≤ (4.61)
C4j!q(|ξ|)|ξ|2−j + C12j!|ξ|α−j + C10j!|ξ|2−jθ(|ξ|) + j! 2
j
|ξ|j , (4.62)
whence, using the definition of θ(r), we get
|b(j)1 (ξ)| ≤ C16j!(θ(|ξ|)|ξ|2 + |ξ|α)
(
2
|ξ|
)j
, j = 2, 3, . . . . (4.63)
For |η| ≤ |ξ|/4, (4.63) implies
|τ1(ξ, η)| ≤ C16(θ(|ξ|)|ξ|2 + |ξ|α)
∞∑
j=3
(
2|η|
|ξ|
)j
≤ C17 θ(|ξ|) + |ξ|
α−2
|ξ| |η|
3. (4.64)
We choose
ε1 = ε1(ξ) :=
(
pi
3C17
· |ξ|
θ(|ξ|) + |ξ|α−2
)1/3
. (4.65)
Then, for |η| < ε1, the inequality holds
|τ1(ξ, η)| ≤ pi3 . (4.66)
Using this and (4.59), we obtain
I1 =
∫ ε1
0
exp
{
−b
′′
1(ξ)
2
η2 +Reτ1(ξ, η)
}
cos(Imτ1(ξ, η))dη ≥ 12e
−pi/3
∫ ε1
0
exp
(
−b
′′
1(ξ)
2
η2
)
dη. (4.67)
Hence, by (4.63),
I1 ≥ 12e
−pi/3(θ(|ξ|) + |ξ|α−2)−1/2
∫ (θ(|ξ|)+|ξ|α−2)1/2ε1
0
exp(−C18u2)du. (4.68)
Note that (4.65) implies
(θ(|ξ|) + |ξ|α−2)1/2ε1 = C19|ξ|1/3(θ(|ξ|) + |ξ|α−2)1/6 ≥ C19|ξ|α/6 →∞, as ξ → −∞. (4.69)
Thus, (4.68) implies
I1 ≥ C20(θ(|ξ|) + |ξ|α−2)−1/2 →∞, as ξ → −∞. (4.70)
4.6. Set
ε2 = ε2(ξ) = 2|ξ|. (4.71)
Evidently,
ε1(ξ) = O(|ξ|1−α/3) < ε2(ξ) (4.72)
for sufficiently large |ξ|. We have
|I2| ≤
∫ ε2
ε1
∣∣∣∣B2(ξ + iη)B2(ξ)
∣∣∣∣ · ∣∣∣∣ϕα(ξ + iη)ϕα(ξ)
∣∣∣∣ ·
∣∣∣∣∣V (ξ + iη)e−Φ(ξ+iη)V (ξ)e−Φ(ξ)
∣∣∣∣∣ exp{M(Reh1(ξ + iη)− h1(ξ))}dη. (4.73)
For sufficiently large |ξ|,
Reh1(ξ + iη)− h1(ξ) = −2
∫ A
0
e−t|ξ| sin2
tη
2
∆(
1
t
)
dt
t3
≤ −2
∫ 1/|ξ|
0
e−t|ξ| sin2
tη
2
∆(
1
t
)
dt
t3
. (4.74)
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Since tη/2 ≤ η/(2|ξ|) ≤ 1 < pi/2 for η ≤ 2|ξ|, we have
Reh1(ξ + iη)− h1(ξ) ≤ − 2
epi2
η2
∫ 1/|ξ|
0
∆(
1
t
)
dt
t
. (4.75)
Integrating by parts as in (4.40), we get
Reh1(ξ + iη)− h1(ξ) ≤ − 2
epi2
η2θ(|ξ|). (4.76)
Substituting ∆ = ∆α = uα−2 into (4.75), we obtain
log |ϕα(ξ + iη)| − logϕα(ξ) ≤ − 2
epi2
η2
∫ 1/|ξ|
0
t1−αdt = − 2
epi2(2− α)η
2|ξ|α−2. (4.77)
From (4.11), (3.19), (4.76), (4.77), we derive
log |ψ1(ξ + iη)| − logψ1(ξ) = (log |B2(ξ + iη)| − logB2(ξ)) + (log |ϕα(ξ + iη)|−
logϕα(ξ)) +M(Reh1(ξ + iη)− h1(ξ)) +
[
log
∣∣∣V (ξ + iη)e−Φ(ξ+iη)∣∣∣− log (V (ξ)e−Φ(ξ))] ≤
C5q(|ξ|)η2 − 2
epi2(2− α)η
2|ξ|α−2 − 2
epi2
Mη2θ(|ξ|) + C21. (4.78)
Assuming M ≥ C5epi2, we get
log |ψ1(ξ + iη)| − logψ1(ξ) ≤ −C22(θ(|ξ|) + |ξ|α−2)η2 + C21. (4.79)
Since η ≥ ε1, (4.65) implies
log |ψ1(ξ + iη)| − logψ1(ξ) ≤ −C22(θ(|ξ|) + |ξ|α−2)ε21 + C21 ≤
−C23|ξ|2/3(θ(|ξ|) + |ξ|α−2)1/3 + C21 = −C23(θ(|ξ|)|ξ|2 + |ξ|α)1/3 + C21. (4.80)
Hence
|I2| ≤ 2eC21 |ξ| exp[−C23(θ(|ξ|)|ξ|2 + |ξ|α)1/3]→ 0, as ξ → −∞. (4.81)
4.7. We have
|I3| ≤
∫ ∞
ε2
∣∣∣∣B2(ξ + iη)B2(ξ)
∣∣∣∣ · ∣∣∣∣ϕα(ξ + iη)ϕα(ξ)
∣∣∣∣ ·
∣∣∣∣∣V (ξ + iη)e−Φ(ξ+iη)V (ξ)e−Φ(ξ)
∣∣∣∣∣ exp{M(Reh1(ξ + iη)− h1(ξ))}dη. (4.82)
For |ξ| > 1/(2A), we have η ≥ 2|ξ| ≥ 1/A, therefore
Reh1(ξ + iη)− h1(ξ) = −2
∫ A
0
e−t|ξ| sin2
tη
2
∆(
1
t
)
dt
t
≤ −2
∫ 1/η
0
e−t|ξ| sin2
tη
2
∆(
1
t
)
dt
t3
. (4.83)
Since tη/2 ≤ 1/2 < pi/2 for 0 ≤ t ≤ 1/2,
Reh1(ξ + iη)− h1(ξ) ≤ −2η
2
pi2
e−|ξ|/η
∫ 1/η
0
∆(
1
t
)
dt
t
≤ − 2η
2
pi2
√
e
∫ ∞
η
∆(u)
du
u
. (4.84)
Integrating by parts as in (4.40), we obtain
Reh1(ξ + iη)− h1(ξ) ≤ − 2
pi2
√
e
θ(η)η2. (4.85)
Since |ξ| < η/2, we derive from (4.12)
log |B2(ξ + iη)| − logB2(ξ) ≤ C6q(η)η2 ≤ C6θ(η)η2, 1 ≤ |ξ| < η2 . (4.86)
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Using (4.82), (4.85), (3.19) and the inequality
|ϕα(ξ + iη)| ≤ ϕα(ξ) (4.87)
(which is a particular case of (4.17)), we get∣∣∣∣ψ1(ξ + iη)ψ1(ξ)
∣∣∣∣ = ∣∣∣∣B2(ξ + iη)B2(ξ)
∣∣∣∣ · ∣∣∣∣ϕα(ξ + iη)ϕα(ξ)
∣∣∣∣ ·
∣∣∣∣∣V (ξ + iη)e−Φ(ξ+iη)V (ξ)e−Φ(ξ)
∣∣∣∣∣ · (4.88)
exp{M(Reh1(ξ + iη)− h1(ξ))} ≤ C24 exp
{
C6θ(η)η2 − 2M
pi2
√
e
θ(η)η2
}
, 2|ξ| < η <∞.
Assuming M > pi2C6
√
e and using (4.31), (4.6), we obtain∣∣∣∣ψ1(ξ + iη)ψ1(ξ)
∣∣∣∣ ≤ C24 exp(−C6θ(η)η2) ≤ C24 exp(−C6q(η)η2) ≤ C24 exp(−C6η1−β). (4.89)
Thus,
|I3| ≤ C24
∫ ∞
2|ξ|
exp(−C6η1−β)dη → 0, as |ξ| → ∞. (4.90)
Substituting (4.70), (4.81), (4.90) into (4.30), we conclude that∫ ∞
0
Re
(
e−ixη
ψ1(ξ + iη)
ψ1(ξ)
)
dη > 0, for ξ ≤ ξ0 < 0. (4.91)
Hence (4.27) and (4.58) imply that p1(x) > 0 for 0 < x < x0.
5 Proof of Theorem 4
5.1.
Lemma 5 Let g(r) ≥ 1 be a continuous nondecreasing function on R+, let β > 0. There exists an entire
function of the form
h(z) :=
∞∑
m=0
amϕ
m
α (z), am ≥ 0, (5.1)
where ϕα(z) is defined by (4.18), such that:
(a) h(r) ≥ g(r), ∀r ≥ 0;
(b) h(r + h−β(r)) ≤ 2h(r), ∀r ≥ r0.
We postpone the proof to Sec. 6.
5.2. Let ψ(z) be a function satisfying the conditions of Theorem 4. Set
F (z) := ψ(z)ϕα(z). (5.2)
By Lemma 3
|F (z)| ≤ K2ω exp(−K3ω|z|α), ∀z ∈ Cω, ∀ω ∈ R, (5.3)
holds, where K2ω and K
3
ω are positive constants not depending on z.
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Since F (x) > 0, ∀x ∈ R, there exists a continuous function δ(r) > 0 on R+ such that F (z) does not
vanish in {z : |z − ξ| < δ(ξ)}. Let
g(r) := max
{
1 + r2; max
0≤ξ≤r
(δ(ξ))−8; max
0≤ξ≤r
∣∣∣(logF (ξ))′′ ∣∣∣ ; 3| log( max
0≤ξ≤r, η∈R
|F (ξ + iη)|
)
|;
3 max
0≤ξ≤r
|(logF (ξ))′ |; sup
0≤ξ≤r
∫ ∞
−∞
∣∣∣∣F (ξ + iη)F (ξ)
∣∣∣∣ dη
}
. (5.4)
This choice of g(r) will be justified in process of proof.
Taking this g(r), β = 1/8, let us consider the entire function of Lemma 5. Set
ψ2(z) := F (z) exph(z) = ψ(z)ϕα(z) exph(z), (5.5)
χ(z) := ϕα(z) exph(z). (5.6)
Evidently, χ(z) is an entire absolutely monotonic function. Let
p2(x) :=
1
2pi
∫ ∞
−∞
e−ixηψ2(iη)dη, η ∈ R. (5.7)
Using reasonings analogous to those of Sec. 4, we show that
p2(x) = 0 for x < 0; p2(x) = O(e−Cx), x→ +∞, ∀C > 0. (5.8)
By the Fourier inversion formula,
ψ2(z) =
∫ ∞
0
exzp2(x)dx. (5.9)
As in Sec. 4, the integration can be transferred to any line {z : Imz = ξ}, and we get
p2(x) =
e−xξψ2(ξ)
2pi
∫ ∞
0
Re
(
e−ixξ
ψ2(ξ + iη)
ψ2(ξ)
)
dη, (5.10)
signp2(x) = sign
∫ ∞
0
Re
(
e−ixη
ψ2(ξ + iη)
ψ2(ξ)
)
dη. (5.11)
We are going to show that p2(x) > 0 on some interval (x2,∞), x2 > 0. To do this, we represent the
integral staying in the right-hand side of (5.11) in the form(∫ ε3
0
+
∫ ∞
ε3
)
Re
(
e−ixη
ψ2(ξ + iη)
ψ2(ξ)
)
dη =: I(1) + I(2), (5.12)
where ε3 = ε3(ξ) will be choosen later. Let us estimate I(1) from below and |I(2)| from above to show that
I(1) > 0 and I(1) > |I(2)| for ξ being large enough.
5.3. Set
b2(ξ) := logψ2(ξ) = logF (ξ) + h(ξ), (5.13)
κ(ξ) := min(δ(|ξ|), h−1/8(|ξ|)). (5.14)
Lemma 6 The following inequalities hold
b2(ξ) ≥ 23(ξ
2 + 1), ξ > 0 : (5.15)
b
′
2(ξ) > 0, ξ > 0; (5.16)
b
′′
2(ξ) > 0, ξ > 0; (5.17)
|b(j)2 (ξ)| ≤ C25j!2j(κ(ξ))−jh(ξ), ξ ≥ ξ1 > 0, j = 1, 2, . . . . (5.18)
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Proof of Lemma 6. By (5.13) and (5.4),
b2(ξ) = logF (ξ) + h(ξ) ≥ −13g(ξ) + h(ξ) ≥
2
3
h(ξ) ≥ 2
3
(ξ2 + 1), (5.19)
and (5.15) follows. Using (5.4) and Lemma 5 (a)
b
′
2(ξ) = (logF (ξ))
′
+ h
′
(ξ) ≥ − 1
3(1− α)h(ξ) + h
′(ξ); (5.20)
b
′′
2(ξ) = (logF (ξ))
′′
+ h
′′
(ξ) ≥ −h(ξ) + h′′(ξ). (5.21)
From (5.1) and (4.18) we have
h
′
(ξ) ≥ h(ξ)
∫ 1
0
eξuu−αdu ≥ 1
1− αh(ξ), (5.22)
h
′′
(ξ) ≥ h(ξ)
{(∫ 1
0
eξuu−αdu
)2
+
∫ 1
0
eξuu1−αdu
}
≥ h(ξ). (5.23)
Substituting (5.22) and (5.23) into (5.20) and (5.21) respectively, we get (5.16) and (5.17).
To prove (5.18) we need
Lemma ([6, Ch.I]) Let ν(z), |ν(0)| ≥ 1, be an entire function non-vanishing in {z : |z| < ρ}. Then∣∣∣∣∣
(
dj
dzj
log ν(z)
)
z=0
∣∣∣∣∣ ≤ C26j!ρ−j max0≤θ≤2pi log+ |ν(ρeiθ)|, j = 1, 2, . . . (5.24)
The function ν(z) = ψ2(ξ + z) is non-vanishing in {z : |z − ξ| < κ(ξ)/2} by virtue of (5.14). Moreover,
(5.13) and (5.14) imply
ν(0) = ψ2(ξ) = exp b2(ξ) ≥ e2/3 ≥ 1. (5.25)
Applying the above lemma, we get
|b(j)2 (ξ)| ≤ C27j!2j(κ(ξ))−j max
0≤θ≤2pi
log+
∣∣∣∣ψ2 (ξ + κ(ξ)2 eiθ
)∣∣∣∣ , j = 1, 2, . . . (5.26)
Using (5.13), (5.16) and the evident inequality |h(x+ iy)| ≤ h(x), we get
log+
∣∣∣∣ψ2 (ξ + κ(ξ)2 eiθ
)∣∣∣∣ ≤ log+ ∣∣∣∣F (ξ + κ(ξ)2 eiθ
)∣∣∣∣+ ∣∣∣∣h(ξ + κ(ξ)2 eiθ
)∣∣∣∣ ≤
4
3
h
(
ξ +
κ(ξ)
2
cos θ
)
≤ 4
3
h
(
ξ +
κ(ξ)
2
)
, ξ > 0. (5.27)
Whence, by (5.14) and Lemma 5 (b),
log+
∣∣∣∣ψ2 (ξ + κ(ξ)2 eiθ
)∣∣∣∣ ≤ 83h(ξ), ξ ≥ ξ1 > 0, (5.28)
Substituting this into (5.26), we get (5.18). 2
5.4. The function ψ2(z) does not vanish in {z : |z − ξ| < κ(ξ)}. Therefore
log
{
e−ixη
ψ2(ξ + iη)
ψ2(ξ)
}
= −ixη +
∞∑
j=1
(iη)j
j!
b
(j)
2 (ξ), |iη − ξ| < κ(ξ). (5.29)
From (5.15), (5.16), (5.17) we derive that
b
′
2(ξ) ↑ ∞, as ξ ↑ +∞. (5.30)
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Hence the equation
b
′
2(ξ) = x (5.31)
has a unique solution ξ = ξ(x) for all x ≥ x0 > 0. It is evident that
ξ(x) ↑ +∞, as x ↑ +∞. (5.32)
Substituting ξ = ξ(x) into (5.29), we obtain
log
(
e−ixη
ψ2(ξ + iη)
ψ2(ξ)
)
= −b
′′
2(ξ)
2
η2 + τ2(ξ, η), (5.33)
τ2(ξ, η) :=
∞∑
j=3
(iη)j
j!
b
(j)
2 (ξ). (5.34)
From (5.18) it follows that
|τ2(ξ, η)| ≤ C25h(ξ)
∞∑
j=3
2ηj
κ(ξ)j
= C25h(ξ)
(
2η
κ(ξ)
)3 (
1− 2η
κ(ξ)
)−1
. (5.35)
Assuming 0 ≤ η ≤ κ(ξ)/4, we get
|τ2(ξ, η)| ≤ C28h(ξ)(κ(ξ))−3η3 (5.36)
Let us choose
ε3 = ε3(ξ) :=
(
pi
3C28
· 1
h(ξ)
)1/3
κ(ξ). (5.37)
Then
|τ2(ξ, η)| ≤ pi3 , for 0 ≤ η ≤ ε3. (5.38)
Hence by (5.33)
I(1) =
∫ ε3
0
exp
{
−b
′′
2(ξ)
2
η2 +Reτ2(ξ, η)
}
cos(Imτ2(ξ, η))dη ≥ 12e
−pi/3
∫ ε3
0
exp
(
−b
′′
2(ξ)
2
η2
)
dη. (5.39)
Taking into account (5.17) and (5.18), we obtain
I(1) ≥ 1
2
e−pi/3
∫ ε3
0
exp
(
−C29η2 h(ξ)(κ(ξ))2
)
dη =
1
2
e−pi/3
κ(ξ)√
h(ξ)
∫ ε3√h(ξ)/κ(ξ)
0
exp(−C29u2)du (5.40)
Evidently, (5.37) implies
ε3
√
h(ξ)/κ(ξ) = C30(h(ξ))1/6 →∞, as ξ →∞. (5.41)
Hence
I(1) ≥ C31κ(ξ)/
√
h(ξ). (5.42)
By (5.14) and (5.4), κ(ξ) ≥ h−1/8(ξ). Thus
I(1) ≥ C31(h(ξ))−5/8. (5.43)
5.5. Evidently, (5.12) and (5.5) imply
|I(2)| ≤
∫ ∞
ε3
∣∣∣∣F (ξ + iη)F (ξ)
∣∣∣∣ exp{Reh(ξ + iη)− h(ξ)}dη. (5.44)
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Lemma 7 There exists ξ2 > 0 such that, for all ξ ≥ ξ2, η ≥ ε3(ξ),
Reh(ξ + iη)− h(ξ) ≤ −C32h(ξ)ε23(ξ). (5.45)
Proof of Lemma 7. We get
Reh(ξ + iη)− h(ξ) =
Re
∞∑
m=0
am
{
exp
(
m
∫ 1
0
(e(ξ+iη)t − 1)t−1−αdt
)
− exp
(
m
∫ 1
0
(eξt − 1)t−1−αdt
)}
≤
∞∑
m=0
am exp
(
m
∫ 1
0
(eξt − 1)t−1−αdt
)[
exp
(∫ 1
0
eξt(cos ηt− 1)t−1−αdt
)
− 1
]
.
Taking into account that ξ > 0 and η ≤ ε3(ξ),
Reh(ξ + iη)− h(ξ) ≤ −h(ξ)
[
1− exp
(
−2ηα
∫ η
0
sin2
u
2
u−1−αdu
)]
≤
−h(ξ)
[
1− exp
(
−2(ε3(ξ))α
∫ ε3(ξ)
0
sin2
u
2
u−1−αdu
)]
.
Since ε3(ξ) < pi/2 for ξ being large enough, we get the statement of Lemma 7 by the following way:
Reh(ξ + iη)− h(ξ) ≤ −h(ξ)
[
1− exp
(
−2(ε3(ξ))α
∫ ε3(ξ)
0
1
pi2
u1−αdu
)]
=
−h(ξ)
[
1− exp(−C33ε23(ξ))
]
≤ −C32h(ξ)ε23(ξ). 2
Substituting (5.45) into (5.44) and taking into account (5.4), we obtain
|I(2)| ≤ exp(−C32h(ξ)ε23(ξ))
∫ ∞
ε3
∣∣∣∣F (ξ + iη)F (ξ)
∣∣∣∣ dη ≤ h(ξ) exp(−C32h(ξ)ε23(ξ)).) (5.46)
Noting that (5.34), (5.14), and (5.4) imply
C32h(ξ)ε23(ξ) = C34
√
h(ξ)(κ(ξ))2 ≥ C35(h(ξ))1/12, (5.47)
we finally get from (5.46)
|I(2)| ≤ h(ξ) exp(−C35(h(ξ))5/24). (5.48)
Joining (5.48), (5.43), (5.12) and (5.11), we complete the proof of Theorem 4. 2
6 Proof of Lemmas 1 and 5
6.1. Proof of Lemma 1. First we are going to show the validity of (4.8).
By (4.3)
logB2(−r) = logC36 +
∑
bk∈Λ+
log
|bk + r|2
|bk + µk + r|2 = logC36 +
∑
bk∈Λ+
log
(
1− µ
2
k + 2Rebkµk + 2µkr
|bk + µk + r|2
)
(6.1)
From (4.4) we conclude that for all bk ∈ Λ+
µ2k + 2Rebkµk + 2µkr
|bk + µk + r|2 ≤ 2
Rebkµk + µ2k
|bk|2 + 2
µk · |bk|r
|bk|(|bk|2 + r2) ≤
1
2
. (6.2)
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Using the inequality
log(1− x) ≥ −(2 log 2)x, 0 ≤ x ≤ 1/2, (6.3)
we get
logB2(−r) ≥ logC36 − 2 log 2
∑
bk∈Λ+
µ2k + 2Rebkµk + 2µkr
|bk + µk + r|2 ≥
logC36 − 4 log 2
 ∑
bk∈Λ+
Rebkµk + µ2k
|bk|2 + r
∑
bk∈Λ+
µk
|bk|2 + r2
 (6.4)
Hence by (3.13) and (4.7), we obtain (4.8):
logB2(−r) ≥ −C2r
1
r
+
∑
bk∈Λ+
µk
|bk|2 + r2
 ≥ −C2rQ(r), r ≥ 1. (6.5)
Let us prove (4.10). From (4.3) it follows(
dj
dzj
logB2(z)
)
z=−r
= (j − 1)!
∑
bk∈Λ+
{
− 1
(bk + r)j
− 1
(b¯k + r)j
+
1
(bk + µk + r)j
+ (6.6)
1
(b¯k + µk + r)j
}
= (j − 1)!
∑
bk∈Λ+
2Re
(
1
(bk + r + µk)j
− 1
(bk + r)j
)
= −j! · 2
∑
bk∈Λ+
σk,
where
σk :=
∫ µk
0
Re
1
(bk + r + u)j+1
du. (6.7)
First we estimate σk for j ≥ 3:
|σk| ≤ µkr(|bk|2 + r2)2 ·
rj−3
(|bk|2 + r2)(j−3)/2
· 1
rj−2
≤ µkr
(|bk|2 + r2)2 ·
1
rj−2
. (6.8)
Using (4.6), (6.6), (6.7), we get (4.10) for j ≥ 3.
Now we consider j = 2:
|σk| =
∣∣∣∣∣
∫ µk
0
(Rebk + r + u)((Rebk + r + u)2 − 3(Imbk)2)
|bk + r + u|6 du
∣∣∣∣∣ ≤
3µk
Rebk + r + µk
(|bk|2 + r2)2 ≤
3
2
· µkRebk + µ
2
k
|bk|2r2 + 3
µkr
(|bk|2 + r2)2 . (6.9)
Using (4.6), (3.13), (6.6), (6.7), we get (4.10):
∣∣∣(logB2(z))′′ ∣∣∣
z=−r ≤ 2C4
 1
r2
+
∑
bk∈Λ+
2µkr
(|bk|2 + r2)2
 ≤ 2C4q(r), r ≥ 1. (6.10)
Let us prove (4.9). Substituting j = 1 into (6.6) and (6.7), we get
|σk| ≤
∣∣∣∣∣
∫ µk
0
(Rebk + r + u)2 − (Imbk)2
|bk + r + u|4 du
∣∣∣∣∣ ≤
∫ µk
0
|bk|2 + 2Rebk(r + u) + (r + u)2
|bk + r + u|4 du =∫ µk
0
|bk + r + u|2
|bk + r + u|4du (6.11)
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Then we have
|σk| ≤ µk|bk|2 + r2 . (6.12)
Using (4.7), (6.6), (6.7), we obtain (4.9).
Let us prove (4.11) and (4.12). Substituting z = −r + iy, bk = αk + iβk (r > 0, αk > 0, βk > 0, y > 0)
into (4.3), we get
2 log
|B2(z)|
B2(−r) =
∑
bk∈Λ+
(
log
(r + αk)2 + (y − βk)2
(r + αk + µk)2 + (y − βk)2 − log
(r + αk)2 + β2k
(r + αk + µk)2 + β2k
)
+
∑
bk∈Λ+
(
log
(r + αk)2 + (y + βk)2
(r + αk + µk)2 + (y + βk)2
− log (r + αk)
2 + β2k
(r + αk + µk)2 + β2k
)
=
∑
bk∈Λ+
(
log
(r + αk)2 + (y − βk)2
(r + αk)2 + β2k
− log (r + αk + µk)
2 + (y − βk)2
(r + αk + µk)2 + β2k
)
+ (6.13)
∑
bk∈Λ+
(
log
(r + αk)2 + (y + βk)2
(r + αk)2 + β2k
− log (r + αk + µk)
2 + (y + βk)2
(r + αk + µk)2 + β2k
)
=
∑
bk∈Λ+
(
γ
(1)
k + γ
(2)
k
)
,
where
γ
(1)
k := log
(
1− 2βky − y
2
(r + αk)2 + β2k
)
− log
(
1− 2βky − y
2
(r + αk)2 + β2k
· (r + αk)
2 + β2k
(r + αk + µk)2 + β2k
)
,
γ
(2)
k := log
(
1 +
2βky + y2
(r + αk)2 + β2k
)
− log
(
1 +
2βky + y2
(r + αk)2 + β2k
· (r + αk)
2 + β2k
(r + αk + µk)2 + β2k
)
. (6.14)
We shall obtain the estimates for γ(1)k and γ
(2)
k with help of the following elementary inequalities:
log(1− u)− log(1− au) ≤ u
au− 1(1− a), for 0 < u, a < 1; (6.15)
log(1 + u)− log(1 + au) ≤ u
au+ 1
(1− a), for u > 0, 0 < a < 1. (6.16)
Let us consider γ(1)k . If βk > y/2, then
0 <
2βky − y2
(r + αk)2 + β2k
=
β2k − (y − βk)2
(r + αk)2 + β2k
≤ β
2
k
(r + αk)2 + β2k
< 1, (6.17)
and we use (6.15) with
u =
|y2 − 2βky|
(r + αk)2 + β2k
, a =
(r + αk)2 + β2k
(r + αk + µk)2 + β2k
. (6.18)
If βk ≤ y/2, then y2 − 2βky ≥ 0, and we use (6.16) with u and a defined by (6.18). In both cases we obtain
γ
(1)
k ≤
2µkr + 2µkαk + µ2k
(r + αk)2 + β2k
· y
2 − 2βky
(r + αk + µk)2 + (y − βk)2 . (6.19)
To estimate γ(2)k , we use (6.16) with
u =
2βky + y2
(r + αk)2 + β2k
, a =
(r + αk)2 + β2k
(r + αk + µk)2 + β2k
. (6.20)
We obtain
γ
(2)
k ≤
2µkr + 2µkαk + µ2k
(r + αk)2 + β2k
· y
2 + 2βky
(r + αk + µk)2 + (y + βk)2
. (6.21)
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Joining (6.21), (6.19) and (6.13), we get
log
|B2(z)|
B2(−r) ≤ 2y
2
∑
bk∈Λ+
2µkr + 2µkαk + µ2k
(r + αk)2 + β2k
Dk, (6.22)
Dk :=
(r + αk + µk)2 + y2 − 3β2k
[(r + αk + µk)2 + (y − βk)2][(r + αk + µk)2 + (y + βk)2] . (6.23)
Set
M := {k : bk ∈ Λ+, (r + αk + µk)2 + y2 − 3β2k > 0}, (6.24)
Then (6.22) can be rewritten in the form
log
|B2(z)|
B2(−r) ≤ y
2
∑
k∈M
2µkr + 2µkαk + µ2k
r2 + |bk|2 Dk. (6.25)
Lemma 8 . For each k ∈M the following estimations hold
Dk ≤ 1
r2 + |bk|2 , for r > 0, y > 0; (6.26)
Dk ≤ Cy
2
(y2 + |bk|2)2 , for y > 0, 1 ≤ r ≤
y
2
. (6.27)
Proof. Evidently,
(r2 + |bk|2)Dk = (r
2 + α2k + β
2
k)[(r + αk + µk)
2 + y2 − 3β2k]
[(r + αk + µk)2 + (y − βk)2][(r + αk + µk)2 + (y + βk)2] . (6.28)
Denoting xk := r + αk + µk, we get
(r2 + |bk|2)Dk ≤ (x
2
k + β
2
k)(x
2
k + y
2 − 3β2k)
[x2k + (y − βk)2][x2k + (y + βk)2]
. (6.29)
To get (6.26), it suffices to show that
(x2k + β
2
k)(x
2
k + y
2 − 3β2k)
[x2k + (y − βk)2][x2k + (y + βk)2]
≤ 1. (6.30)
This inequality is equivalent to
x2k(y
2 + 4β2k) + (y
2 − β2k)2 − β2k(y2 − β2k) + 2β4k ≥ 0. (6.31)
The last inequality follows from the calculation:
x2k(y
2 + 4β2k) + (y
2 − β2k)2 − β2k(y2 − β2k) + 2β4k ≥ (y2 − β2k)2 − β2k(y2 − β2k) + 2β4k =
β4k
(y2 − β2k
β2k
)2
− y
2 − β2k
β2k
+ 2
 > 0 for xk > 0, y > 0, βk > 0. (6.32)
This completes the proof of (6.26).
Let us prove (6.27). For r ≤ y/2, βk ≥
√
2/3y, (4.4) implies
(r + αk + µk)2 + y2 − 3β2k ≤ 3r2 + 3α2k + 3µk + y2 − 3β2k ≤
7
4
y2 − 21
8
β2k ≤ 0. (6.33)
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Hence M ⊂ {k : βk ≤
√
2/3y}. Therefore, for each k ∈M ,
(y − βk)2
y2 + β2k
= 1− 2(y/βk)
(y/βk)2 + 1
≥ 1− 2
√
3/2
5/2
=: C37 > 0. (6.34)
Hence [
(r + αk + µk)2 + (y + βk)2
] [
(r + αk + µk)2 + (y − βk)2
]
≥[
y2 + α2k + β
2
k
] [
α2k + (y − βk)2
]
≥ C37(y2 + β2k)2. (6.35)
Using (6.33) and (6.23), we get
Dk ≤ (7/4)y
2 − (21/8)β2k
C37(y2 + β2k)2
≤ (7/4)y
2
C37(y2 + β2k)2
. (6.36)
This completes the proof of (6.27) and Lemma 8. 2
6.2. To complete proof of (4.11) we substitute (6.26) into (6.25) and use (3.13) and (4.6). Then we get
(4.11) from the following calculation:
log
|B2(z)|
B2(−r) ≤ y
2
∑
k∈M
2µkr
(r2 + |bk|2)2 +
∑
k∈M
2µkRebk + µ2k
(r2 + |bk|2)2
 ≤
C38y
2
 ∑
bk∈Λ+
2µkr
(r2 + |bk|2)2 +
1
r2
 ≤ C38y2q(r). (6.37)
To complete proof of (4.12), we substitute (6.27) into (6.25) and use (3.13) and (4.6). We get (4.12)
from the following calculation:
log
|B2(z)|
B2(−r) ≤ C39y
2
∑
k∈M
µ2k + 2Rebkµk
r2 + |bk|2 ·
y2
(y2 + |bk|2)2 +
∑
k∈M
2µkr
r2 + |bk|2 ·
y2
(y2 + |bk|2)2
 ≤
C40y
2
 1
y2
+
∑
bk∈Λ+
µk
|bk| ·
1
y2 + |bk|2
 ≤ C40y2q(y). (6.38)
6.3. Proof of Lemma 5. We need the following result.
Lemma [3]. Let s(r) ≥ 1 be a continuous nondecreasing function on R+. For any given δ > 0 and
K0 > 1, there exists an entire function y(z) with nonnegative Taylor coefficients such that
y(r) ≥ s(r), for r ≥ 0; (6.39)
y(r + y−δ(r)) ≤ K0y(r), for r ≥ r0. (6.40)
Let y(z) be an entire function of Lemma with
s(r) = max{g(r), [ϕα(r)er+2/(1− α)]2/β}, δ = β2 , K0 = 2. (6.41)
Set
h(z) = y(ϕα(z)). (6.42)
To check Lemma 5 for this h one needs just elementary estimations.
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7 Proof of Theorem 5
7.1. We shall reduce the proof to a proposition related to positivity of a system of polynomials on R+.
First we shall deduce Theorem 5 from the following proposition.
Proposition 1 Let p : [a, b]→ R be a continuous function satisfying the following conditions:
(a)
ψ(u) :=
∫ b
a
euxp(x)dx > 0, ∀u ∈ R; (7.1)
(b)
p(a) > 0, p(b) > 0. (7.2)
Then (∃ε0 > 0) (∀ε ∈ (0, ε0]) (∃λ0 > 0) (∀λ ≥ λ0) the function
ψλ,ε(z) := ψ(z) exp(λeεz) (7.3)
admits the representation by the absolutely convergent integral
ψλ,ε(z) =
∫ ∞
0
ezxwλ,ε(x)dx, (7.4)
where wλ,ε(x) ≥ 0 for x ≥ 0.
7.2. Set
ψR(u) :=
∫ R
1/R
euxp(x)dx, R > 0, (7.5)
where p(x) is a function satisfying the conditions of Theorem 5. To deduce Theorem 5 from Proposition 1,
we need the following lemma:
Lemma 9 .
There exists R0 > max(x2, 1/x1) such that ψR(u) > 0 for R ≥ R0 and u ∈ R.
Proof of Lemma 9. First we show that there exist M > 0 and R1 > 0 such that ψR(u) > 0 for
|u| ≥M, R ≥ R1.
Let ρ > 0 be a number such that p(u) > 0 for u ∈ (0, 1/ρ)⋃(ρ,∞). Fix R1 > ρ. Evidently, for all
R ≥ R1
ψR(u) ≥ ψR1(u) =
∫ R1
1/R1
euxp(x)dx, u ∈ R. (7.6)
For sufficiently large u > 0
ψR1(u) ≥
∫ R1
(ρ+R1)/2
euxp(x)dx−
∫ ρ
1/R1
eux|p(x)|dx ≥ C41e(ρ+R1)u/2 − C42eρu > 0. (7.7)
For sufficiently large |u|, u < 0,
ψR1(u) ≥
∫ [(1/R1)+(1/ρ)]/2
1/R1
euxp(x)dx−
∫ R1
1/ρ
eux|p(x)|dx > 0 (7.8)
From (7.6), (7.7) and (7.8) we conclude that there exists a constant M > 0 not depending on R such that
ψR(u) > 0, for |u| ≥M, R ≥ R1. (7.9)
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It remains to prove that there exists R0 ≥ R1 such that, for all R ≥ R0, |u| ≤ M , we have ψR(u) > 0.
From (a) of Theorem it follows that
lim
R→∞
ψR(u) = ψ(u) =
∫ ∞
0
euxp(x)dx, (7.10)
where the limit is uniform on any compact subset of R. From (b) of Theorem 5 and (7.10) it follows that
there exists R2 > 0 such that ψR(u) > 0 for R ≥ R2, |u| ≤ M . Hence ψR(u) > 0 for all u ∈ R, R ≥ R0 :=
max(R1, R2). 2
7.3. Let us deduce Theorem 5 from Proposition 1 with help of Lemma 9. Let
p(x) =: p1(x) + p2(x) + p3(x), (7.11)
where
p1(x) = 0 for x ∈ ( 1
R0
,∞); (7.12)
p2(x) = 0 for x ∈ (0, 1
R0
)
⋃
(R0,∞); (7.13)
p3(x) = 0 for x ∈ (0, R0). (7.14)
Evidently,
p1(x) ≥ 0, p3(x) ≥ 0, for x ≥ 0. (7.15)
Let us write
exp(λeεx) =
∞∑
k=0
λkeεkx
k!
=
∫ ∞
0
exudΦλ,ε(u), (7.16)
where Φλ,ε(u) is a nondecreasing jump function. Then the function
ψλ,ε(u) = ψ(u) exp(λeεu) (7.17)
admits the representation
ψλ,ε(u) =
∫ ∞
0
euxwλ,ε(x)dx, (7.18)
where
wλ,ε(x) = (p ∗ Φλ,ε)(x) = (p1 ∗ Φλ,ε)(x) + (p2 ∗ Φλ,ε)(x) + (p3 ∗ Φλ,ε)(x). (7.19)
Evidently, (7.16) implies
(p1 ∗ Φλ,ε)(x) ≥ 0, (p3 ∗ Φλ,ε)(x) ≥ 0, ∀x ∈ R. (7.20)
To prove Theorem 5, it suffices to show that
(∃ε0 > 0)(∀ε ∈ (0, ε0])(∃λ0 > 0)(∀λ ≥ λ0)(∀x ∈ R)((p2 ∗ Φλ,ε)(x)) ≥ 0). (7.21)
Lemma 9 shows that p2(x) satisfies conditions of Proposition 1. Therefore (7.21) is an immediate corollary
of Proposition 1. Thus, the deduction of Theorem 5 from Proposition 1 is completed. 2
7.4. Let us start with the proof of Proposition 1. Without loss of generality, we assume that [a, b] = [0, 1].
The condition (b) of Proposition 1 and the continuity of p(x) imply that there are ζ, γ 0 < ζ < 1/4, 3/4 <
γ < 1, such that
p(t) > 0, for t ∈ [0, ζ]
⋃
[γ, 1]. (7.22)
We have
ψλ,ε(u) = ψ(u) exp(λeεu) =
∫ ∞
0
euxwλ,ε(x)dx, (7.23)
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where
wλ,ε(x) = (p ∗ Φλ,ε)(x) (7.24)
(we set p(t) = 0 for t ∈ (−∞, 0)⋃(1,∞)). Further
wλ,ε(x) =
∫ ∞
0
p(x− t)dΦλ,ε(t) =
∫ x
(x−1)+
p(x− t)dΦλ,ε(t), (7.25)
where as usually a+ := max(a, 0). Since Φλ,ε(t) = 0 for t < 0,
wλ,ε(x) = 0, for x ≤ 0; (7.26)
wλ,ε(x) > 0, for x ∈ (0, ζ]. (7.27)
We need some additional notations:
(a) m := max{k : k ∈ Z, x− kε ≥ 0};
(b) δ := x−mε
(c) n := { the number of integers k such that kε ∈ [(x− 1)+, x]}.
Remembering the definition (7.16) of Φλ,ε, we can rewrite (7.25) in the following form:
wλ,ε(x) = p(δ)
λm
m!
+ p(δ + ε)
λm−1
(m− 1)! + . . .+
p(δ + (n− 1)ε) λ
m−n+1
(m− n+ 1)! =
λm
m!
[
p(δ) + p(δ + ε)
m
λ
+ (7.28)
p(δ + 2ε)
m
λ
(
m
λ
− 1
λ
)
+ . . .+ p(δ + (n− 1)ε)m
λ
(
m
λ
− 1
λ
)
. . .
(
m
λ
− n− 2
λ
)]
.
Let us introduce the following polynomials in y:
Qn(y, µ, β) = p(µ)+ p(µ+ ε)y+ p(µ+2ε)y(y− β)+ . . .+ p(µ+(n− 1)ε)y(y− β) · · · (y− (n− 2)β), (7.29)
Taking into account the definition of n(ε, x), we can rewrite (7.28) in the following form:
wλ,ε(x) =
λm
m!
Qn
(
m
λ
, δ,
1
λ
)
. (7.30)
That is why Proposition 1 follows from
Proposition 2 For n = n(ε, µ) = [(1− µ)/ε] + 1
(∃ε0 ∈ (0, 1))(∀ε ∈ (0, ε0])(∃β0 > 0)(∀β ∈ [0, β0])(∀µ ∈ [0, ε))(∀y ≥ 0)(Qn(y, µ, β) > 0). (7.31)
7.5. Set
Q˜n(y, µ) := p(µ) + p(µ+ ε)y + p(µ+ 2ε)y2 + . . .+ p(µ+ (n− 1)ε)yn−1. (7.32)
Proposition 3 There exist positive ε¯0, ν0 such that for all ε ∈ (0, ε¯0], µ ∈ [0, ε], y ≥ 0, the following
inequality holds
Q˜n(y, µ) ≥ ν0 > 0, (7.33)
where n = n(ε, µ) = [(1− µ)/ε] + 1.
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Let us deduce Proposition 2 from Proposition 3. Let ε0 := min{ε¯0, (1 − γ)/4)}, where γ is taken from
(7.22). We fix arbitrary ε ∈ (0, ε0]. Evidently, degrees of polynomials (7.29) are uniformly bounded (by
1 + 1/ε). Let us show that, for fixed ε ∈ (0, ε0], positive zeros of the polynomials Q˜n have a common upper
bound not depending on µ ∈ [0, ε] and β ∈ [0, 1]. We use the following (well-known)
Lemma. Let
P (z) = a0 + a1z + . . .+ anzn, an 6= 0, (7.34)
be a polynomial. Then
|P (z)| > 0, for |z| > M := 1 + 1|an| max{|aj | : 1 ≤ j ≤ n− 1}. (7.35)
The senior coefficient of Qn(y, µ, β) equals p(µ+ (n− 1)ε), and µ+ (n− 1)ε ∈ [γ, 1].
p(µ+ (n− 1)ε) ≥ min{p(t) : t ∈ [γ, 1]} > 0. (7.36)
The coefficients of Qn(y, µ, β) are bounded from above by a constant depending only on ε. By the last
Lemma,
Qn(y, µ, β) > 0, for y ≥M0(ε), 0 ≤ µ ≤ ε, 0 ≤ β ≤ 1. (7.37)
By (7.29) and n ≤ 1 + 1/ε,
lim
β→0
Qn(y, µ, β) = Q˜n(y, µ), (7.38)
and the limit is uniform with respect to (y, µ) ∈ K × [0, 1], where K is any compact subset of C. Hence by
(7.33) we conclude that there exists β0(ε) ∈ (0, 1) such that
Qn(y, µ, β) ≥ ν02 , for 0 ≤ β ≤ β0, 0 ≤ µ ≤ 1, 0 ≤ y ≤M0(ε). (7.39)
The deduction of Proposition 2 from Proposition 3 is completed.
7.6. It remains to prove Proposition 3. To this end we need the following Lemma.
Lemma 10 Let
F (t) = a0 + a1z + . . .+ an−1zn−1 (7.40)
be a polynomial with real coefficients. Assume there is q ∈ N, q < n, n < 2q such that
aq > 0, aq+1 > 0, . . . , an−1 > 0. (7.41)
Assume, moreover,
max{|aj | : 0 ≤ j ≤ q − 1} ≤ B, min{aj : q ≤ j ≤ n− 1} ≥ b. (7.42)
Then
F (t) > 0 for t ≥ max
{
1,
(
Bq
b(n− q)
)1/(n−q)}
. (7.43)
Proof. We have
F (t) ≥ b(tn−1 + tn−2 + . . .+ tq)−B(tq−1 + tq−2 + . . .+ 1) = bt
n−q − 1
t− 1
(
tq −B t
q − 1
tn−q − 1
)
. (7.44)
For q satisfying the conditions of Lemma 10,
tq − 1
tn−q − 1 ≤
q
n− q t
2q−n, for t ≥ 1. (7.45)
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Hence
F (t) ≥ bt
n−q − 1
t− 1
(
tq − Bq
b(n− q) t
2q−n
)
> 0 (7.46)
under condition (7.43).
Proof of Proposition 3. Let
B := max{|p(t)| : 0 ≤ t ≤ 1}; (7.47)
b := min{p(t) : t ∈ [0, ζ]
⋃
[γ, 1]}; (7.48)
ε(1) := min
(
ζ
4
,
1− γ
4
)
. (7.49)
We are going to apply Lemma 10 to
F1(t) = Q˜n(y, µ)− b2 , F2(t) = y
n−1
(
Q˜n(
1
y
, µ)− b
2
)
. (7.50)
with ε ∈ (0, ε(1)).
Let us estimate n and q for F1(t) in Lemma 10. Note that n is the total number of coefficients of F1(t)
and n− q is the number of positive senior ones, q is the number of other ones. The coefficients of Q˜n(y, µ)
have the form p(µ+ kε). Therefore (7.22) shows that senior coefficients of Q˜n(y, µ) are positive if k is such
that γ ≤ µ+ kε ≤ 1. Hence, n− q ≥ (1− γ)/ε− 1. Analogously, q ≤ γ/ε+ 1 and n ≤ 1/ε+ 1
Applying Lemma 10 to F1(y), we get
F1(y) > 0 for y ≥ max
{
1,
(
2B(γ/ε+ 1)
b((1− γ)/ε− 1)
)((1−γ)/ε−1)−1}
. (7.51)
Hence there exists a positive constant C45 not depending on ε and µ such that
Q˜n(y, µ) >
b
2
, for y ≥ exp(C45ε). (7.52)
Applying Lemma 10 to F2(y), we get analogously that there exists a positive constant C46 not depending
on ε and such that
Q˜n(y, µ) >
b
2
, for 0 ≤ y ≤ exp(−C46ε). (7.53)
It remains to prove the boundedness of Q˜n(y, µ) from below for exp(−C46ε) ≤ y ≤ exp(C45ε). Set
qn(u, µ) := Q˜n(euε, µ) = p(µ) + p(µ+ ε)euε + p(µ+ 2ε)e2uε + . . .+ p(µ+ (n− 1)ε)e(n−1)uε. (7.54)
By (7.52) and (7.53),
qn(u, µ) >
b
2
, for |u| > C47 := max(C45, C46), (7.55)
where constant C47 does not depend on ε and µ.
Let us consider qn(u, µ) for |u| < C47. From Proposition 1 (a) it follows that there exists positive constant
C48 such that
ψ(u) =
∫ 1
0
euxp(x)dx ≥ C48, for |u| ≤ C47. (7.56)
Note that
ε exp(uµ)qn(u, µ) = ε(p(µ)euµ + p(µ+ ε)eu(µ+ε) + p(µ+ 2ε)eu(µ+2ε) + . . .+
p(µ+ (n− 1)ε)eu(µ+(n−1)ε))→
∫ 1
0
euxp(x)dx, as ε→ 0 (7.57)
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uniformly with respect to u ∈ [−C47, C47]. We conclude that there exists ε(2) > 0 such that for all ε ∈ (0, ε(2))
ε exp(uµ)qn(u, µ) ≥ C48/2, for |u| ≤ C47, µ ∈ [0, ε]. (7.58)
Thus
qn(u, µ) ≥ C48 exp(−C47ε
(2))
2ε(2)
, for |u| < C47. (7.59)
Setting
ε¯0 = min(ε(1), ε(2)), ν0 = min
(
b
2
,
exp(−C47ε(2))
2ε(2)
)
, (7.60)
we deduce Proposition 3 from (7.54), (7.55) and (7.59). 2
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