Abstract. The Generalised Baker-Schmidt Problem (1970) concerns the f -dimensional Hausdorff measure of the set of ψ-approximable points on a nondegenerate manifold. There are two variants of this problem, concerning simultaneous and dual approximation. Beresnevich-Dickinson-Velani (in 2006, for the homogeneous setting) and Badziahin-Beresnevich-Velani (in 2013, for the inhomogeneous setting) proved the divergence part of this problem for dual approximation on arbitrary nondegenerate manifolds. The corresponding convergence counterpart represents a major challenging open question and the progress thus far has only been attained over planar curves. In this paper, we settle this problem for hypersurfaces in a more general setting, i.e. for inhomogeneous approximations and with a non-monotonic multivariable approximating function.
Introduction: Diophantine approximation on manifolds
Let n ≥ 1 be a fixed integer. Let Ψ : Z n → [0, ∞) be a multivariable approximating function, i.e. Ψ has the property that Ψ(q) → 0 as q := max(|q 1 |, . . . , |q n |) → ∞. Further let θ : R n → R be a continuous function. We consider the dual approximation problem with respect to the approximation function Ψ and the functional inhomogeneous parameter θ. Concretely, we are concerned with the set W θ n (Ψ) := x = (x 1 , . . . , x n ) ∈ R n : |q 1 x 1 + · · · + q n x n + p + θ(x)| < Ψ(q) for i.m. (p, q 1 , . . . , q n ) ∈ Z n+1 } , where 'i.m.' stands for 'infinitely many'. A vector x ∈ R n will be called (Ψ, θ)-approximable if it lies in the set W θ n (Ψ). In the case where the function θ is constant, the set W θ n (Ψ) corresponds to the familiar inhomogeneous setting and in particular, when θ = 0 the problem reduces to the homogeneous setting. We are interested in the 'size' of the set W θ n (Ψ) with respect to f -dimensional Hausdorff measure H f for some dimension function f , i.e. an increasing continuous function f : R → R with f (0) = 0. We refer to Subsection 2.1 below for a brief introduction to Hausdorff measure.
The most modern result in regards to determining the size of the set W θ n (Ψ) is the following statement due to the contributions of many authors but most importantly due to the works of Schmidt [26] and Beresnevich & Velani [10] .
Theorem SBV. Let Ψ be a multivariable approximating function. Let f be a dimension function such that r −n f (r) → ∞ as r → 0. Assume that r → r −n f (r) is decreasing and r → r 1−n f (r) is increasing. Fix θ ∈ R. Then = ∞ and Ψ is decreasing or n ≥ 2.
Note that H f is proportional to the standard Lebesgue measure when f (r) = r n . The convergence case can be settled rather straightforwardly by using the Hausdorff-Cantelli lemma. The divergence case carries the main substance, and that is where the condition on the approximating function comes into play. Theorem SBV is very significant as it encompasses many classical landmark results such as Khintchine's theorem, Jarník's theorem, and Groshev's theorem.
The problem of estimating the size of the set W θ n (Ψ) becomes more intricate if one restricts x ∈ R n to lie on a k-dimensional, nondegenerate, 1 analytic submanifold M ⊆ R n . In this branch of the theory, such a restriction essentially presumes that the components of each point of interest x are functionally related. For this reason, the description of problems of this type is often referred to as the theory of approximation of dependent quantities. When asking such questions it is natural to phrase them in terms of a suitable measure supported on the manifold, since when k < n the n-dimensional Lebesgue measure of M ∩ W θ n (Ψ) is zero irrespective of Ψ. For this reason, results in the dependent Lebesgue theory (for example, Khintchine-Groshev type theorems for manifolds) are posed in terms of the k-dimensional Lebesgue measure (=Hausdorff measure) on M.
In full generality, a complete Hausdorff measure treatment akin to Theorem SBV for manifolds M represents a deep open problem in the theory of Diophantine approximation. The problem is referred to as the Generalised Baker-Schmidt Problem (GBSP) inspired by the pioneering work of Baker & Schmidt [4] . Ideally one would want to solve the following problem in full generality.
Generalised Baker-Schmidt Problem for Hausdorff Measure. Let M be a nondegenerate submanifold of R n with dim M = k and n ≥ 2. Let Ψ be a multivariable approximating function. Let f be a dimension function such that r −k f (r) → ∞ as r → 0. Assume that r → r −k f (r) is decreasing and r → r 1−k f (r) is increasing. Prove that
In fact, this problem is stated in the most idealistic format and solving it in this form is extremely challenging. The main difficulties lie in the convergence case and therein constructing a suitable nice cover for the set W θ n (Ψ) ∩ M. We list the contributions to date to highlight the significance of this problem. Notation. In the case where the dimension function is of the form f (r) := r s for some s < k, H f is simply denoted as H s . Sometimes we will consider functions of the form Ψ(q) = ψ( q ), and in this case we use W θ n (ψ) as a shorthand for W θ n (Ψ). The function ψ : R >0 → R >0 here is called a single-variable approximating function. The Veronese curve is denoted as V n := {(x, x 2 , . . . , x n ) : x ∈ R}. By B n (x, r) we mean the ball centred at the point x ∈ R n of radius r. For real quantities A, B and a parameter t, we write A t B if A ≤ c(t)B for a constant c(t) > 0 that depends on t only (while A and B may depend on other parameters). We write A ≍ t B if A t B t A. If the constant c > 0 depends only on parameters that are constant throughout a proof, we simply write A B and B ≍ A.
1.1. Historical progression towards GBSP for Hausdorff measure. We list first the progress for the Lebesgue measure theory:
1932. Diophantine approximation on manifolds dates back to the profound conjecture of K. Mahler [24] , which can be rephrased as the statement that [5] and [13] and the divergence case was established in [7] . 2013. The first inhomogeneous Lebesgue measure result for the divergence case of W θ n (Ψ) ∩ M was established very recently in [2] .
With regards to the Hausdorff measure or dimension theory for dual approximation on manifolds, the progress has proven difficult.
1970. The first major result in this direction relating to approximation of points on the Veronese curve appeared in the landmark paper of Baker & Schmidt [4] in which they proved upper and lower bounds for Hausdorff dimension on the Veronese curve. Further, they conjectured that their lower bound is actually sharp, which was later proven to be true in [11] . 2000. Dickinson The main point of this discussion is that beyond the planar curves nothing is known for the convergence case for H f measure for both homogeneous and inhomogeneous settings. We prove the GBSP for Hausdorff measure over hypersurfaces beyond the setting of planar curves, with the additional perk that we can handle non-monotonic multivariable approximating functions. Remark 1.1. An analogue for simultaneous approximation of the GBSP for Hausdorff measure can easily be formulated with respect to the set
and in this regard similar breakthroughs to those outlined above have been made. Building on results from [8] , a complete homogeneous treatment (for both Lebesgue and Hausdorff measure) of the divergence part of the simultaneous GBSP very recently appeared in Beresnevich's seminal paper [6] . In the convergence case, the most modern results deal with approximation on planar curves in the homogeneous setting [28] and in the inhomogeneous setting [9] for both Lebesgue and Hausdorff measure and for multiple approximating functions [21] . To reiterate, establishing the convergence part of the simultaneous GBSP for arbitrary nondegenerate analytic manifolds remains an open problem. However, very recently, J.-J. Huang established the GBSP for Hausdorff measure for hypersurfaces [19] in the homogeneous setting by using new estimates on counting the rational points close to the hypersurfaces. We point out that, in contrast to dual approximation, a general formula for the Hausdorff dimension of the sets M ∩ S θ n (Ψ) cannot be expected even in the setting of homogeneous appproximation (θ = 0) on smooth planar curves, as soon as the approximation function Ψ decays sufficiently fast. Indeed, the set of rational points on the curve plays a substantial role, and it depends in a sensitive way on the algebraic nature of the curve and might even be empty. This effect has been illustrated in [6, Section 2.2] and for an illustration of this effect for different planar curves, see also [15] for rational quadrics and [25] for algebraic varieties.
Statements and corollaries of main results.
We first state some regularity conditions on the manifold M and the dimension function f .
(I) Let f be a dimension function satisfying
for some s < 2(n − 2). Obviously, (I) is satisfied for the dimension function f (x) = x s whenever s < 2(n − 2). In particular, if n ≥ 3 then this is true for all s < n − 1.
From now on we will assume the manifold M to be a hypersurface. For convenience, we will furthermore assume that M is the graph of a smooth map g : U → R, where U ⊆ R n−1 is a connected bounded open set. We denote this as M = Γ(g).
(II) Assume that the Hessian ∇ 2 g of the map g satisfies
We discuss the strengths and weaknesses of this condition in the section 3.
Remark 1.2. The condition (1.2) can be rewritten in a coordinate-free way using the concept of the second fundamental form of a hypersurface. By definition, if M is the graph of a function g then the second fundamental form of M is the map that sends a point y = (x, g(x)) to the bilinear form
It can be shown that up to a constant of proportionality, the second fundamental form is independent of the chosen coordinate system (with respect to linear changes of coordinates). Thus, (1.2) is equivalent to the coordinate-free condition H f {y ∈ M : II y is singular} = 0.
Note that this condition makes sense even if M cannot be globally written as the graph of a function, since for each y ∈ M, II y can be defined using a coordinate system such that M is locally the graph of a function.
Theorem 1.3. Let Ψ be a multivariable approximating function. Let f be a dimension function satisfying (I) and let g be a C 2 function satisfying (II). Then if M is the graph of g and θ : M → R is C 2 , then
As stated earlier, the divergence counterpart of our theorem was proved by Badziahin-BeresnevichVelani [2] but for s-dimensional Hausdorff measure and for multivariable approximating functions satisfying property P. Following the terminology of [2] , we say that an approximating function Ψ satisfies property P if it is of the form Ψ(q) = ψ( q v ) for a monotonic decreasing function ψ : R >0 → R >0 (single-variable approximation function), v = (v 1 , . . . , v n ) with v i > 0 and 1≤i≤n v i = n, and · v defined as the quasi-norm q v = max i |q i | 1/vi . It is to be noted that the techniques used in proving [2, Theorem 2] also work for the f -dimensional Hausdorff measure situation. Combining our result with [2, Theorem 2], we obtain a zero-infinity law for f -dimensional Hausdorff measure for the dual inhomogeneous approximation problem on hypersurfaces. Corollary 1.4. Let θ : M → R be a C 2 function, and let Ψ be a multivariable approximating function satisfying property P. Let f be a dimension function satisfying (I) and let g be a C 2 function satisfying (II). Then
where M is the graph of g.
Note that property (II) implies that the graph of g is 2-nondegenerate in the sense of [2] , which allows us to apply [2, Theorem 2] .
We emphasise that, as a consequence of the property P, the divergence case assumes monotonicity assumption on the approximating function Ψ. However, the convergence case does not require any monotonicity assumption on the approximating function. Considering the case f (r) = r s yields the following:
Corollary 1.5. Let θ : M → R be a C 2 function, and let Ψ be a multivariable approximating function satisfying property P. Fix s < 2(n − 2), and let g be a C 2 function satisfying property (II) with f (r) = r s . Then
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Proof of the main theorem
For completeness we give below a very brief introduction to Hausdorff measures and dimension. For further details see [16] .
Preliminaries.
Let Ω ⊆ R n . Then for any 0 < ρ ≤ ∞, any finite or countable collection {B i } of subsets of R n such that Ω ⊆ i B i and diam(B i ) ≤ ρ is called a ρ-cover of Ω. Let
where the infimum is taken over all possible ρ-covers {B i } of Ω. The f -dimensional Hausdorff measure of Ω is defined to be
The map H f : P(R n ) → [0, ∞] is a Borel measure. In the case that f (r) = r s (s ≥ 0), the measure H f is denoted H s and is called s-dimensional Hausdorff measure. For any set Ω ⊆ R n one can easily verify that there exists a unique critical value of s at which the function s → H s (Ω) "jumps" from infinity to zero. The value taken by s at this discontinuity is referred to as the Hausdorff dimension of Ω is denoted by dim H Ω; i.e. dim H Ω := inf{s ≥ 0 :
The countable collection {B i } is called a fine cover of Ω if for every ρ > 0 it contains a subcollection that is a ρ-cover of Ω.
There are many benefits of a characterisation of W θ n (Ψ) ∩ M in terms of Hausdorff measure. As stated above, one such benefit is that such a characterisation implies a formula for the Hausdorff dimension. In particular, let τ Ψ be the lower order at infinity of 1/Ψ, that is,
log t , where Ψ(t) = inf
Then Theorem 1.3 implies that for any approximating function Ψ with lower order at infinity τ Ψ , we have
Here we used the fact that q∈Z n \{0} q −τ converges if (and only if) τ > n. We state the Hausdorff measure analogue of the famous Borel-Cantelli lemma (see [12, Lemma 3 .10]) which will allow us to estimate the Hausdorff measure of certain sets via calculating the Hausdorff f -sum of a fine cover. Lemma 2.1 (Hausdorff-Cantelli lemma). Let {B i } ⊆ R n be a fine cover of a set Ω and let f be a dimension function such that
In what follows we will call the series (2.1) the f -dimensional cost of the collection {B i }. Note that if {B i } is only a cover and not a fine cover, then there is no necessary relation between f -dimensional cost and 
Proof. Let L be a Lipschitz constant for g. Since we work in R n , there exists a constant N such that for all ρ > 0, every set of diameter Lρ can be covered by at most N sets of diameter ≤ ρ. Now if {B i : i ∈ N} is a ρ-cover of A, then {B i,j : i ∈ N, j = 1, . . . , N } is a ρ-cover of B, where for each i, {B i,j : j = 1, . . . , N } is a cover of g(B i ) by sets of diameter ≤ diam(B i ). Comparing the costs of these covers, taking the infimum over all such covers, and finally taking the limit as ρ → 0, one sees that
Proof of Theorem 1.3. Recall that U ⊆ R n−1 is a connected bounded open set and that
First note that U \S M can be covered by countably many small balls B i such that ∇ 2 g(x) ∈ F i for all x ∈ B i , where F i is a compact convex set of matrices with nonzero determinant. If H f (W θ n (Ψ) ∩ Γ(g ↿ B i )) = 0 for all such B i , then it follows from (1.2) and the σ-subadditivity of measures that
) is the graph of g restricted to B i , or equivalently
Thus, we can without loss of generality assume that U is a ball and that ∇ 2 g(x) ∈ F for all x ∈ U , where F is a compact convex set of matrices with nonzero determinant.
For any p ∈ Z and q ∈ Z n , we will bound the size of the set
where K is a compact subset of U . First suppose that q n = 0. Write q = q n (r, 1) for some r ∈ Q n−1 , and let ρ = Ψ(q)/|q n |. Then
For fixed p and q, define a function h = h p,q : R n−1 → R by
for r induced by q as above. Finally, if q n = 0, then we instead let
Note that either way we have S(p, q) = {x ∈ K : |h(x)| < ρ}.
Claim 2.3. For all but finitely many q, either there exists v ∈ R n−1 such that ∇h(x) ≍ x − v for all x ∈ U , or ∇h(x) ≍ (r, 1) for all x ∈ K. Either way, we have ∇ 2 h(x) 1 for all x ∈ U .
Proof. Fix ε > 0 such that the ε-neighborhood of F , which we will denote by N (F, ε), consists of matrices whose determinant has absolute value ≥ ε. Assume first that |q n | is large enough so that ∇ 2 θ(x) ≤ ε|q n | for all x ∈ U . Then for all x ∈ U , we have ∇ 2 h(x) ∈ N (F, ε). By the mean value theorem, for all x, y ∈ U there exists A ∈ N (F, ε) such that ∇h(y) − ∇h(x) = A(y − x). It follows that
If ∇h(v) = 0 for some v ∈ U , we are done, so suppose that ∇h(x) = 0 for all x ∈ U . Then ∇h(x) 1 for all x ∈ K. Fix such an x. Since ∇g(x) , ∇θ(x) 1, and
it follows that ∇h(x) ≍ (r, 1) .
On the other hand, if r is sufficiently large, then for all x ∈ U , the equation
automatically implies that ∇h(x) ≍ (r, 1) . So the only way the claim can fail to hold is if |q n | and r are both bounded, and there are only finitely many q ∈ Z n such that this is true. Finally, since ∇ 2 g(x) and ∇ 2 θ(x) are both bounded independent of x, so is
We now split the proof according to which of the two cases in Claim 2.3 holds:
Case 1: The point v described in the claim exists. Note that by (2.2), this implies that r ≍ 1 and thus that max(|q n |, 1) ≍ q . Lemma 2.4. Let φ : U ⊆ R n−1 → R be a C 2 function, and fix α > 0, δ > 0, and x ∈ U such that B n−1 (x, α) ⊆ U . There exists a constant C > 0 depending only on U such that if
n−2 balls of radius δ.
Proof. By replacing φ with the function φ(y) = tφ(x + αy) for an appropriate constant t, we can without loss of generality assume that B n−1 (x, α) = B n−1 (0, 1) and that ∇φ(x) = 1. By rotating, we can assume that ∇φ(x) = e n−1 def = (0, . . . , 0, 1). Now consider the map
defined by the formula Φ(x) = (x 1 , . . . , x n−2 , φ(x)). We have ∇Φ(0) = I n−1 , while
It follows that ∇Φ(z) ∈ B(I n−1 , 1/C) for all z ∈ B, and thus by the mean value inequality, for all y, z ∈ B there exists A ∈ B(I n−1 , 1/C) such that Φ(z) − Φ(y) = A(z − y). If C is sufficiently large, it follows that Φ is bi-Lipschitz with a uniform bi-Lipschitz constant. But
and it is clear that the latter set can be covered by ≍ δ −(n−2) balls of radius δ, with the implied constant depending on the bi-Lipschitz constant. Now fix k ∈ Z and consider the annulus
Observe that the family (A k ) k∈Z forms a partition of R n−1 \ {v}, and when restricting to K it suffices to take into account indices k ≥ k 0 for some absolute constant k 0 . For all x ∈ A k ∩ K, we have
and thus if ε > 0 is sufficiently small (depending on the constant C appearing in Lemma 2.4), then we have
Letting α = ε2 −k , δ = ρ/ ∇h(x) ≍ 2 k ρ, and φ = h, from Lemma 2.4 we see that
Now, there exists a universal constant N depending on n such that A k can be covered by N balls of radius ε2 −k centred in A k . Since the above estimate holds for any x ∈ A k , multiplying the implied constant above by N we obtain
and summing over k gives
where k 0 ∈ Z is the smallest integer such that A k0 ∩ K = . Now, by (1.1), we have
and thus
Case 2: No such point v exists, and thus ∇h(x) ≍ (r, 1) for all x ∈ K. If ε > 0 is sufficiently small, then
for all x ∈ K. Applying Lemma 2.4 with α = ε ≍ ε 1,
and φ = h, we see that S(p, q)∩B n−1 (x, ε) can be covered by ≍ ε (ρ/ (r, 1) ) n−2 balls of radius ≍ ρ/ (r, 1) . So
Conclusion. Combining the two cases, we have shown that for all but finitely many q ∈ Z n , we have
Now since
and Ψ(q) → 0 as q → ∞, we can make the transition from H f ∞ to H f using the Hausdorff-Cantelli lemma:
Now for each q ∈ Z n the number of p ∈ Z such that S(p, q) = is q by the compactness of K, so the above series can be estimated by
We recognise the right hand side sum as the series (1.4), which converges by assumption. So H f (E K ) = 0, and since the map G(x) = (x, g(x)) is Lipschitz on K, it follows from Proposition 2.2 that
Since K ⊆ U was arbitrary, this implies (1.3).
Singular Hessian condition
In this section we characterise the Hessian condition on the function g i.e. the condition (II). First we discuss this condition on g in form of three examples. We recall that g : U → R is a C 2 function, where U ⊆ R n−1 is a connected bounded open set, that M is the graph of g, and that
We want to study the question of when
where f is a dimension function.
Example 3.1. Suppose that g is an analytic function. Then S M is an analytic set, so if
In this case, (3.1) holds for all dimension functions f such that lim inf r→0 log f (r)/ log r > n − 2.
So the main obstacle to (3.1) is when S M = U , or equivalently when ∇ 2 g(x) is singular for all x ∈ U . We will show below that this can only occur when a dense open subset of the manifold M can be fibered into (i.e. written as the disjoint union of) line segments. Example 3.2. Suppose that g : U = R n−1 → R is a multivariate real polynomial of total degree at most N ≥ 2, i.e.
where (a 1,j , . . . , a n−1,j ) run through all tuples of integers a i,j ≥ 0 whose sum over 1 ≤ i ≤ n − 1 for each j does not exceed N , J denotes the number of such tuples, and b j ∈ R for 1 ≤ j ≤ J. Then as in the previous example, unless the determinant of the Hessian vanishes identically on R n−1 , condition (3.1) is satisfied for dimension functions f such that lim inf r→0 log f (r)/ log r > n − 2, since the exceptional set is a finite union of hypersurfaces. It is thus easy to see that (3.1) holds for Lebesgue almost all choices of
On the other hand, typically we expect the variety S M to have dimension precisely n − 2, and thus if f (t) = t s for s ≤ n − 2 then the condition (3.1) will fail generically. Also notice that the Lebesgue nullset of b = (b 1 , . . . , b J ) ∈ R J where the determinant of the Hessian vanishes identically is nonempty; for example, it contains those b such that the corresponding g(x) is independent of one of the coordinates of x. When N = 2 and n = 3, another example is given by
This example can be generalised to any n ≥ 3. The vanishing Hessian condition has been intensely studied for homogeneous polynomials g. For n ≤ 5 in our notation, in this setting the condition implies that after an appropriate change of variables, the function g is independent of at least one of the variables-this was proven by Gordan and Noether [17] , who also constructed a counterexample when n = 6, thus disproving a conjecture of Hesse:
2 . See also [23] . Note that if we let
2 and thus Gordan and Noether's theorem can be demonstrated by the change of variables
Correspondingly, the graph of g can be fibered into lines of the form y 1 = constant. Also note that if g is given by (3.3), then M is fibered into three-dimensional planes of the form M ∩ {x 1 = a 1 , x 2 = a 2 }. However, the proof of Theorem 3.4 below only yields a fibering into lines: Proof. Let p ∈ U be a point such that the function
is constant in a neighborhood of p. Note that since this function is integer-valued and upper semicontinuous, the set of such points p forms a dense open set in U . Also note that by our assumption on g, the constant value that this function takes on in a neighborhood of p is ≥ 1. Now letN ⊆ U be a manifold passing through p transversally to Ker ∇ 2 g(p). Then the Jacobian transformation ∇ 2 g(x 0 ) : T p N → R n−1 is injective, so by shrinking N if necessary, we can assume that the map ∇g : N → R n−1 is an embedding. On the other hand, if γ : I ⊆ R → U is any path such that γ ′ (t) ∈ Ker ∇ 2 g(γ(t)) for all t, then ∇g is constant on the image of γ. Let W be a neighborhood of p such that every point in W can be connected to a point of N by such a path; then the image of W under ∇g is contained in the image of N . By the implicit function theorem, there exist a neighborhood X of the point q = ∇g(p) and a smooth function h : X → R such that h(∇g(x)) = 0 for all x ∈ N (and thus all x ∈ W ), but ∇h(y) = 0 for all y ∈ X. By shrinking W we can assume that ∇g(x) ∈ X for all x ∈ W .
Taking the derivative of the equation h(∇g(x)) = 0 with respect to the ith coordinate gives 0 = h ′ (∇g(x))[∂ i ∇g(x)] = ∇ 2 g(x) · ∇h(∇g(x)) i .
Since i was arbitrary, this tells us that v(x) := ∇h(∇g(x)) ∈ Ker ∇ 2 g(x). As before, if γ : I ⊆ R → W is any curve such that γ ′ (t) = v(γ(t)) for all t, then ∇g is constant on the image of γ. But then v is also constant on the image of γ, and so γ ′ is constant. Thus γ is linear, and since ∇g is constant on the image of γ, g • γ is also linear. Thus, the image of g • γ is a line segment in the manifold M, and since γ was arbitrary, this shows that G(W ) can be fibered into such line segments. Finally, since p was arbitrary we can take the union of the corresponding sets G(W ) to get a dense open subset of M that can be fibered into line segments.
