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PERIODIC HOMOGENIZATION OF GREEN’S FUNCTIONS
FOR STOKES SYSTEMS
SHU GU JINPING ZHUGE
Abstract. This paper is devoted to establishing the uniform estimates and asymptotic
behaviors of the Green’s functions (Gε,Πε) (and fundamental solutions (Γε, Qε)) for the
Stokes system with periodically oscillating coefficients (including a system of linear incom-
pressible elasticity). Particular emphasis will be placed on the new oscillation estimates for
the pressure component Πε. Also, for the first time we prove the adjustable uniform esti-
mates (i.e., Lipschitz estimate for velocity and oscillation estimate for pressure) by making
full use of the Green’s functions. Via these estimates, we establish the asymptotic expan-
sions of Gε,∇Gε,Πε and more, with a tiny loss on the errors. Some estimates obtained in
this paper are new even for Stokes system with constant coefficients, and possess potential
applications in homogenization of Stokes or elasticity system.
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1
1. Introduction and Main Results
The primary purpose of this paper is to study the asymptotic behavior of the Green’s
functions and their derivatives for Stokes systems with rapidly oscillating periodic coefficients.
Precisely, we consider the following Dirichlet problem for Stokes systems in a bounded domain
Ω ⊂ Rd, d ≥ 3, 
Lε(uε) +∇pε = F + div(h) in Ω,
div(uε) = g in Ω,
uε = f on ∂Ω,
(1.1)
with the compatibility condition ∫
Ω
g −
∫
∂Ω
f · n = 0, (1.2)
where n denotes the outward unit normal to ∂Ω. The elliptic operator Lε is defined by
Lε = −div(A(x/ε)∇) = − ∂
∂xi
[
aαβij
(x
ε
) ∂
∂xj
]
, (1.3)
where 1 ≤ i, j, α, β ≤ d (the Einstein’s summation convention is used throughout) and ε > 0
is assumed to be a small parameter. We assume that the coefficient matrix A(y) = (aαβij (y))
is real and satisfies the following conditions:
• Strong ellipticity: there exists some µ > 0 such that
µ|ξ|2 ≤ aαβij (y)ξαi ξβj ≤
1
µ
|ξ|2 for y ∈ Rd and ξ = (ξαi ) ∈ Rd×d. (1.4)
• Periodicity:
A(y + z) = A(y) for y ∈ Rd and z ∈ Zd. (1.5)
• Ho¨lder continuity: there exist λ ∈ (0, 1] and τ ≥ 0 such that
|A(x)−A(y)| ≤ τ |x− y|λ. (1.6)
The homogenization of system (1.1) has been introduced and studied in the remarkable
monographs [7] and [21]. The mechanics in the model (1.1) may be interpreted as an ap-
proximation of the stationary Newtonian flow in a porous medium (e.g., sponge), with the
understanding that viscosity varies spatially at ε-scale as the fluid contacts and infiltrates
the medium.1 In this case, the vector function uε = (u
1
ε, u
2
ε, · · · , udε) is the velocity field in a
fixed material body Ω and the scalar function pε is the pressure.
Another more practical problem related to (1.1) is the linearized incompressible elasticity
for composite materials (e.g., rubber), which can be described as (see [1, 9, 20])
−div(B(x/ε)E(vε))+∇pε = F in Ω,
div(vε) = 0 in Ω,
vε = f on ∂Ω,
(1.7)
1An alternative model for such medium is the flow in perforated domains.
2
where vε is the displacement, E(vε) :=
1
2(∇vε+(∇vε)T ) is the infinitesimal strain tensor and
pε is the effective pressure. Instead of the strong ellipticity condition (1.4), the coefficient
tensor B(y) = (bαβij (y)) satisfies the elasticity condition
bαβij = b
βα
ji = b
iβ
αj
µ|ξ|2 ≤ bαβij (y)ξαi ξβj ≤
1
µ
|ξ|2 for y ∈ Rd and symmetric ξ = (ξαi ) ∈ Rd×d.
(1.8)
For Dirichlet problem, by a well-known trick (see, e.g., [28]), system (1.7) can be reduced to
(1.1) without changing the solution. Actually, if we define B˜ = (b˜αβij ) and
b˜αβij = b
αβ
ij +
µ
2
δiαδjβ − µ
2
δiβδjα, (1.9)
where δiα is the Kronecker delta, then the solution of (1.7), (vε, pε), satisfies
− div(B˜(x/ε)∇vε(x)) +∇pε(x) = F (x), (1.10)
and B˜ satisfies the strong ellipticity condition (1.4) (possibly with a different ellipticity con-
stant). Note that the above reduction will not change the (linearized) incompressibility
condition and Dirichlet boundary value. Therefore, system (1.7) is reduced to (1.1) and we
only need to focus on the latter.
Recently, notable progress has been made towards the theory of convergence rates and
uniform regularity in homogenization of Stokes system (1.1); see [18, 17, 19, 32, 1, 9]. In
the present paper, among others, we are particularly interested in the asymptotic behavior
of the Green’s functions and their derivatives for the Stokes systems. It is well-known that
the estimates of Green’s functions (or fundamental solutions) is a central problem in partial
differential equations, as many properties of the solutions can be derived essentially from
the Green’s functions. Historically, the asymptotic expansions of the Green’s functions (and
fundamental solutions) for elliptic systems with Lε have been studied comprehensively. In
[26] and [30], the method of Bloch waves was used to study the asymptotic expansions of the
fundamental solutions and heat kernels, respectively. In [6], the asymptotic expansions of the
fundamental solutions for elliptic operator Lε were obtained via the uniform regularity theory
established in [3, 4]; and most recently, the results were extended to the higher order elliptic
systems in [25] and to parabolic equations in [13]. For elliptic systems in a bounded domain,
the asymptotic expansion for the Poisson kernel was obtained in [5], using the Dirichlet
correctors. Recently, C. E. Kenig, F. Lin and Z. Shen carried out a comprehensive study in
[23] on the asymptotic expansions for both the Green’s functions and Neumann functions.
These motivate us to investigate the Green’s functions for the Stokes systems.
To describe our main theorem, we introduce the definition of the Green’s functions, which
was proposed, for example, in [10] for Stokes system with variable coefficients (adapted in
our situation with ε).
Definition 1.1. We call a pair (Gε(x, y),Πε(x, y)) = (G
β
ε (x, y),Π
β
ε (x, y))1≤β≤d the Green’s
functions for Stokes system (1.1), if it satisfies the following properties:
(i) For each y ∈ Ω, Gε(·, y) ∈ W 1,10 (Ω;Rd×d) ∩ H2loc(Ω \ {y};Rd×d) and Πε(·, y) ∈
L10(Ω;R
d) ∩ L2loc(Ω \ {y};Rd).
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(ii) For each y, (Gε(·, y),Πε(·, y)) satisfies the following system in the sense of distribution,
Lε(Gε(·, y)) +∇Πε(·, y) = δyI in Ω,
div(Gε(·, y)) = 0 in Ω,
Gε(·, y) = 0 on ∂Ω.
(1.11)
(iii) If (uε, pε) ∈ H10 (Ω;Rd)× L20(Ω) is the weak solution of
L∗ε(uε) +∇pε = F + div(h) in Ω,
div(uε) = g in Ω,
uε = 0 on ∂Ω,
(1.12)
with smooth F, h and g satisfying
∫
Ω g = 0, then
uε(x) =
∫
Ω
Gε(y, x)
TF (y)dy −
∫
Ω
∇Gε(y, x)Th(y)dy −
∫
Ω
Πε(x, y)g(y)dy. (1.13)
Similarly, we can define the adjoint Green’s functions, denoted by (G∗ε(x, y),Π
∗
ε(x, y)), for
the adjoint Stokes system (replacing Lε by L∗ε in (1.1)). We also use (G0(x, y),Π0(x, y)) to
denote the Green’s functions for the homogenized Stokes system; see (2.5).
Let P βj (x) = xje
β for 1 ≤ j, β ≤ d and eβ be the βth unit coordinate vector. We define
the Dirichlet correctors (Φβε,j,Λ
β
ε,j) as the solution of the following system
Lε(Φβε,j) +∇Λβε,j = 0 in Ω,
div(Φβε,j) = div(P
β
j ) in Ω,
Φβε,j = P
β
j on ∂Ω.
(1.14)
Recall that the Dirichlet correctors were first introduced in [3] for elliptic systems as a re-
placement of the usual correctors (see (2.3)), in order to modify the boundary effect. Our
Dirichlet correctors invented for Stokes systems serve the same role.
The following are the main results of the paper.
Theorem 1.2. Let A satisfy (1.4), (1.5) and (1.6). Then
(i) If Ω is a bounded C1,1 domain, then for any x, y ∈ Ω,
|Gε(x, y)−G0(x, y)| ≤ Cε|x− y|d−1 . (1.15)
(ii) If Ω is a bounded C2,η domain for some η ∈ (0, 1), then for any x, y ∈ Ω,∣∣∣∣ ∂∂xi {Gαβε (x, y)} − ∂∂xi {Φαγε,j(x)} · ∂∂xj {Gγβ0 (x, y)}
∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d ,
(1.16)
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and for any x, z, y ∈ Ω,∣∣∣∣[Πβε (x, y)−Πβ0 (x, y)− Λγε,j(x) ∂∂xj {Gγβ0 (x, y)}
]
−
[
Πβε (z, y)−Πβ0 (z, y) − Λγε,j(z)
∂
∂zj
{Gγβ0 (z, y)}
]∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d +
Cε(ln[ε−1|z − y|+ 2])2
|z − y|d ,
(1.17)
where Λγε,j is uniquely specified by Λ
γ
ε,j(x0) = χ
γ
j (x0/ε) for some fixed x0 ∈ Ω (see
Lemma 6.5). The constant C depends only on d,m,A and Ω.
In the above theorem, estimates (1.15) and (1.16) should be compared to the corresponding
estimates for the Green’s functions of elliptic system in [23, Theorem 1.1], whereas estimate
(1.17) is completely new and exhibits distinct feature of the Stokes system. It is worth noting
that the left-hand side of (1.17) adopts a form of difference in the first variable. In addition, by
integrating (1.17) with respect to z and using the normalized assumption
∫
ΩΠε(z, y) dz = 0,
one can show an expansion in non-difference form with slightly worse error (see Corollary
6.7)) ∣∣∣∣Πε(x, y)−Π0(x, y)− [Λβε,j(x) ∂∂xj {Gβ0 (x, y)} − −
∫
Ω
Λβε,j(z)
∂
∂zj
{Gβ0 (z, y)}dz
]∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])3
|x− y|d .
(1.18)
We point out in advance that the proof of (1.15) follows the same idea in [23]; yet a very
different and more difficult part for Stokes systems is the strategy to deal with (1.16) and
(1.17), beacuse the pressure is inevitably involved. Following the proof of Theorem 1.2, the
asymptotic expansions for ∇y∇xGε(x, y) and ∇yΠε(x, y) are established in Theorem 7.1, and
the corresponding estimates and expansions for the fundamental solutions (Γε, Qε) of Stokes
systems are presented in Theorem 4.3 and Theorem 7.2.
As aforementioned, the estimates of the Green’s functions (or fundamental solutions) have
various crucial applications. A typical application of Theorem 1.2 is the rates of convergence
in homogenization theory. Let (uε, pε) be the solution of (1.1) with h = 0, g = 0 and f = 0
and (u0, p0) be the corresponding homogenized solution, then it follows from (1.15), (1.16),
(1.18) and the solution representation that
‖uε − u0‖Lq(Ω) ≤ Cε‖F‖Lp(Ω),
for 1 ≤ p < d and 1/q = 1/p − 1/d, or p > d and q =∞, and
‖uε − u0 − (Φβε,j − P βj )
∂uβ0
∂xj
‖
W 1,p0 (Ω)
+ ‖pε − p0 − Λβε,j
∂uβ0
∂xj
‖Lp0(Ω)
≤ Cε(ln(ε−1R0 + 2))8|
1
2
− 1
p
|‖F‖Lp(Ω),
for any 1 ≤ p ≤ ∞. See Theorem 5.5 and Theorem 6.8 for more details.
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Beyond the straightforward application in the rates of convergence, many other significant
applications may be found in the literature, such as Lp boundedness of Riesz transform [6, 30],
asymptotic expansion of the Dirichlet-to-Neumann map [23], layer potential methods [24],
quantitative analysis of boundary layers [14, 2, 29, 33], etc. We plan to conduct research on
some of these topics in other lines in the future.
We now describe the outline of the proof of Theorem 1.2 and explain some new ideas in
the proof. As we know, the existence and estimates of the Green’s functions essentially rely
on the uniform regularity estimates for the solutions of (1.1). We mention that the interior
uniform Lipschitz estimate for velocity and L∞ estimate for pressure were established by the
first author of this paper and Z. Shen in [18]. More recently, the boundary uniform estimates
were obtained by the first author of this paper and Q. Xu in [19] with data in certain spaces.
Precisely, they proved that for any x ∈ Ω,
|∇uε(x)|+
∣∣∣∣pε(x)−−∫
D1(x)
pε(y)dy
∣∣∣∣
≤ C
{
‖uε‖L2(D2(x)) + ‖h‖W 1,p(D2(x)) + ‖g‖W 1,p(D2(x)) + ‖f‖C1,η(∆2(x))
}
,
(1.19)
where Dr(x) = Br(x) ∩ Ω,∆r = Br(x) ∩ ∂Ω and −
∫
E denotes the average integral over E. In
this paper, we first improve the estimate above by assuming the minimal regularity for the
data (which is required even for the systems with constant coefficients), i.e., F ∈ Lp(Ω;Rd)
for some p > d, h ∈ C0,η(Ω;Rd×d), g ∈ C0,η(Ω) and f ∈ C1,η(∂Ω;Rd) for some η ∈ (0, 1).
Actually, in Theorem 3.1, we show that for any 0 < r ≤ diam(Ω),
‖∇uε‖L∞(Dr) + osc
Dr
[pε]
≤ C
{
1
r
(
−
∫
D4r
|uε|2
)1/2
+ r
(
−
∫
D4r
|F |p
)1/p
+ rη[h]C0,η(D4r) + ‖g‖L∞(D4r)
+ rη[g]C0,η(D4r) +
1
r
‖f‖L∞(∆4r) + ‖∇tanf‖L∞(∆4r) + rη[∇tanf ]C0,η(∆4r)
}
,
(1.20)
where oscE [v] = esssupx,y∈E|v(x) − v(y)| denotes the maximal oscillation of v on the set E.
We point out that estimate (1.20) is an improved version of (1.19). Apart from the obvious
improvement on the regularity of h and g, the novelty of (1.20) is the uniform oscillation
estimate of pε, which has apparent meaning in physics, i.e., the pressure difference. More
importantly, it allows us to control the pressure difference for any two points in the material
body Ω by connecting the points through a sequence of balls (avoiding the singular point when
dealing with the Green’s functions). This new idea of concerning the pressure difference via
uniform oscillation estimate plays a crucial role in several places of this paper and goes a long
way to explain why the right scheme of the asymptotic expansion (1.17) should be in form
of difference. We mention that the estimate of velocity uε in (1.20) follows from the line of
[27], while the oscillation estimate of pε absorbs some useful ideas in [19].
The uniform estimate (1.20), together with the result of [10], guarantees the existence of
the Green’s functions in a bounded C1,η domain. Meanwhile, by the same method for elliptic
systems, it is not hard to establish the uniform global pointwise estimates for Gε(x, y) and
its derivatives, which are exactly the same as the Green’s functions of elliptic systems; see
Theorem 4.1, (i) - (iii). On the other hand, by the new idea mentioned before regarding the
6
pressure difference, we are able to show the uniform oscillation estimate for Πε(x, y), i.e., for
any y ∈ Ω, r > 0
osc
Ω\B(y,r)
[Πε(·, y)] ≤ Cmin
{
δ(y)
rd
,
1
rd−1
}
, (1.21)
where δ(y) = dist(y, ∂Ω). Obviously, the above estimate can be written equivalently in a
form of difference, which can be compared, as we expected, with the estimate of ∇xGε(x, y).
Similarly, we also prove that for any y ∈ Ω, r > 0
osc
Ω\B(y,r)
[∇yΠε(·, y)] ≤ C
rd
, (1.22)
which can be compared with the estimate of ∇x∇yGε(x, y). We point out that there is no
similar estimate for ∇xΠε(x, y), since it behaves more like ∇2xGε(x, y), which does not possess
any uniform estimate. As far as we know, (1.21) and (1.22) are new and will play a significant
role in the proof of our main theorem.
Now we would like to describe the core ideas of the proof of Theorem 1.2. The estimate
(1.15) is obtained through the Miranda-Agmon maximum principle and a similar approach
of [23] with substantial modifications according to the Stokes systems. The Miranda-Agmon
maximum principle for Stokes system is established in Theorem 5.1 with the help of the
uniform estimates for the Green’s functions. However, the proof of (1.16) and (1.17) is much
more involved. The key of the proof is the following adjustable uniform estimates, which
seems new even for elliptic systems with constant coefficients.
Theorem 1.3. Assume Ω is a bounded C1,η domain. Let (uε, pε) be a solution of
Lε(uε) +∇pε = F + div(h) in D5r,
div(uε) = 0 in D5r,
uε = 0 on ∆5r.
(1.23)
Then for any 0 < t ≤ r (≤ diam(Ω)),
‖∇uε‖L∞(Dr) + osc
Dr
[pε] ≤ C
{
1
r
−
∫
D5r
|uε|+ ln[t−1r + 2]‖MD5r ,t(Fδ)‖L∞(D5r)
+ t
(
−
∫
D5r
|F |p
)1/p
+ ln[t−1r + 2]‖h‖L∞(D5r) + tη[h]C0,η(D5r)
}
,
(1.24)
where δ(x) = dist(x, ∂D5r), andME,t(ϕ) is the truncated Hardy-Littlewood maximal function
defined by
ME,t(ϕ)(x) = sup
s>t
−
∫
B(x,s)∩E
|ϕ|, (1.25)
and the constant C above depends only on d, η, A and Ω.
We call (1.24) the adjustable uniform estimate, since it allows us to choose the adjustable
parameter t flexibly to minimize the right-hand side of (1.24), according to certain norms
of F and h. The special function MD5r ,t(Fδ) is introduced here due to a technical reason
that may be seen in the proof Theorem 1.2 (ii). Observe that (1.24) recovers (1.20) if we
simply set t = r; see Remark 6.3. To see the usefulness of (1.24), we assume F = 0 and h is
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highly oscillatory in a form of h(x) = h˜(x/ε). Then the usual uniform estimate (1.20) gives
‖∇uε‖L∞(Dr) + oscDr [pε] . O(ε−η), while (1.24) with t = ε leads to an obviously improved
bound O(| ln ε|). The loss of O(| ln ε|), leading to the extra logarithm in (1.16), is expected
and essentially cannot be avoided, since by the singular integral theory, the mapping h 7→ ∇uε
is not bounded in L∞, even for the equation with Laplace operator.
Notice that in Theorem 1.3, we have assumed g = 0 and f = 0. This is due to the
lack of the integral representation for the pressure pε in the most general setting. Actually,
similar adjustable estimate is still valid for non-trivial data g and f , if only ‖∇uε‖L∞(Dr) is
concerned. The strategy to deal with the divergence data g is contained in Theorem 6.1 (the
theorem itself is critical for proving the Theorem 1.2). The strategy to handle the boundary
data f is contained in Theorem 6.4, where, of independent interest, we obtain an analog for
elliptic system. Precisely, we prove that if uε is the solution of Lε(uε) = div(h) in Ω and
uε = f on ∂Ω, then there exists a constant C such that for any 0 < t ≤ R0 = diam(Ω),
‖∇uε‖L∞(Ω) ≤ C ln[t−1R0 + 2]
(‖h‖L∞(Ω) + ‖∇f‖L∞(Ω))+ Ctη([h]Cη(Ω) + [∇f ]Cη(Ω)).
The last estimate is new and can be viewed as a refined version of the uniform Lipschitz
estimate proved in [3].
Finally, we point out that the proof of the adjustable estimate in Theorem 1.3 (also in
Theorem 6.1 and 6.4) essentially relies on the uniform pointwise estimates of the Green’s
functions established in Theorem 4.1 and Lemma 6.2.
The organization of the paper is the following. In section 2, we provide some preliminaries
in periodic homogenization of Stokes systems. In section 3, we establish the uniform esti-
mates, i.e., Lipschitz estimate for the velocity and oscillation for the pressure. In section 4, we
obtain the uniform estimates for the Green’s functions. Estimate (1.15) is proved in Section
5, (1.16) and (1.17) are proved in Section 6, and the expansions for ∇y∇xGε(x, y),∇yΠε(x, y)
and the fundamental solutions are given in Section 7.
2. Preliminaries
In this section, we give a review of homogenization theory of the Stokes systems with
periodic coefficients. We refer the reader to [7, pp.76-81] and [18, 17] for more details. We
begin with the solvability of Stokes system (1.1) and the energy estimate.
Theorem 2.1 ([18], Theorem 2.1). Let Ω be a bounded Lipschitz domain and A satisfy
the ellipticity condition (1.4). Assume F ∈ H−1(Ω;Rd), h ∈ L2(Ω;Rd×d), g ∈ L2(Ω) and
f ∈ H1/2(∂Ω;Rd) satisfy the compatibility condition (1.2). Then there exists a unique (up to
a constant) weak solution (uε, pε) ∈ H1(Ω;Rd)× L2(Ω) of Stokes system (1.1) such that
‖uε‖H1(Ω) + ‖pε −−
∫
Ω
pε‖L2(Ω) ≤ C
{
‖F‖H−1(Ω) + ‖h‖L2(Ω) + ‖g‖L2(Ω) + ‖f‖H1/2(∂Ω)
}
, (2.1)
where C depends only on d, µ and Ω.
In view of (2.1), for a bounded measurable set E, we define the space Lp0(E) as
Lp0(E) =
{
ϕ ∈ Lp(E) :
∫
E
ϕ = 0
}
. (2.2)
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For any ϕ ∈ Lp(E), the Lp0-norm is defined by
‖ϕ‖Lp0(E) = ‖ϕ−−
∫
E
ϕ‖Lp(E).
Let Y = (0, 1]d. Suppose A satisfies (1.4) and (1.5). For each 1 ≤ j, β ≤ d, there exist
1-periodic functions (χβj , π
β
j ) ∈ H1loc(Rd;Rd)×L2loc(Rd), which are called the correctors of the
Stokes system (1.1), such that the following cell problem holds
L1(χβj + P βj ) +∇πβj = 0 in Rd,
div(χβj ) = 0 in R
d,∫
Y
πβj = 0, and
∫
Y
χβj = 0.
(2.3)
Recall that the homogenized operator is given by L0 = −div(Â∇), where Â = (âαβij ) is the
homogenized (effective) matrix defined by
âαβij = −
∫
Y
[
aαβij (y) + a
αγ
ik (y)
∂
∂yk
(χγβj )(y)
]
dy. (2.4)
By the homogenization theory of Stokes systems (see [7, 18]), we know that, as ε→ 0,
uε ⇀ u0 weakly in H
1(Ω;Rd) and pε −−
∫
Ω
pε ⇀ p0 −−
∫
Ω
p0 weakly in L
2(Ω),
where (u0, p0) is a solution of the following homogenized (effective) Stokes system
L0(u0) +∇p0 = F + div(h) in Ω,
div(u0) = g in Ω,
u0 = f on ∂Ω.
(2.5)
Then, we introduce the dual correctors (φαβkij, q
β
ij) of Stokes system (1.1); details may be
found in [17]. For 1 ≤ i, j, α, β ≤ d, let
bαβij (y) = a
αβ
ij (y) + a
αγ
ik (y)
∂
∂yk
(χγβj (y))− âαβij . (2.6)
It is worth noting that bαβij ∈ L∞(Y ) is 1-periodic with
∫
Y b
αβ
ij (y)dy = 0.
Lemma 2.2 ([17], Lemma 3.1 and Remark 3.2). For fixed 1 ≤ i, j, β ≤ d, there exists
(φαβkij , q
β
ij) ∈ H1per(Y )×H1per(Y ) such that
bαβij =
∂
∂yk
(φαβkij) +
∂
∂yα
(qβij) and φ
αβ
kij = −φαβikj. (2.7)
Moreover,
‖φαβkij‖L∞(Y ) + ‖qβij‖L∞(Y ) ≤ C, (2.8)
and
πβj =
∂qβij
∂yi
, (2.9)
where C depends only on d and µ.
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For fixed 1 ≤ j, β ≤ d, let (V βε,j(x), T βε,j(x)) ∈ H1(Ω;Rd)× L2(Ω) satisfy{Lε(V βε,j) +∇T βε,j = 0 in Ω,
div(V βε,j) = div(P
β
j ) in Ω.
(2.10)
The following lemma plays a vital part in deriving asymptotic expansions of Green’s functions
and their derivatives. For future applications, we choose either (Φβε,j(x),Λ
β
j (x)) or (εχ
β
j (x/ε)+
P βj (x), π
β
j (x/ε)) in the place of (V
β
ε,j(x), T
β
ε,j(x)), whichever is convenient.
Lemma 2.3. Suppose that (uε, pε) ∈ H1(Ω;Rd)× L2(Ω) and (u0, p0) ∈ H2(Ω;Rd)×H1(Ω)
satisfy {
Lε(uε) +∇pε = L0(u0) +∇p0 in Ω,
div(uε) = div(u0) in Ω.
Let
wε(x) = uε(x)− u0(x)−
{
V βε,j(x)− P βj (x)
} · ∂uβ0
∂xj
, (2.11)
where (V βε,j, T
β
ε,j) is defined in (2.10) for each 1 ≤ j, β ≤ d. Then
(Lε(wε))α + ∂
∂xα
{
pε − p0 − T βε,j
∂uβ0
∂xj
− εqβij(x/ε)
∂2uβ0
∂xi∂xj
}
= − ∂
∂xi
{[
εφαβkij(x/ε) − aαγik (x/ε)
(
V γβε,j − P γβj
)] ∂2uβ0
∂xk∂xj
}
− ε ∂
∂xi
{
qβij(x/ε)
∂2uβ0
∂xα∂xj
}
+ aαγik (x/ε)
∂
∂xk
[
V γβε,j − P γβj − εχγβj (x/ε)
] ∂2uβ0
∂xi∂xj
+
[
πβj (x/ε) − T βε,j
] ∂2uβ0
∂xα∂xj
.
(2.12)
Proof. Since Lε(uε) +∇pε = L0(u0) +∇p0, a direct calculation shows that
(Lε(wε))α =
{
[L0 − Lε](u0)
}α
− ∂
∂xα
(pε − p0)−
{
Lε
([
V βε,j − P βj
]∂uβ0
∂xj
)}α
= − ∂
∂xi
{[
âαβij − aαβij (x/ε)
]∂uβ0
∂xj
}
− ∂
∂xα
(pε − p0)
+
∂
∂xi
{
aαγik (x/ε)
∂
∂xk
[
V γβε,j − P γβj
]}∂uβ0
∂xj
+ aαγik (x/ε)
∂
∂xk
[
V γβε,j − P γβj
] ∂2uβ0
∂xi∂xj
+
∂
∂xi
{
aαγik (x/ε)
[
V γβε,j − P γβj
] ∂2uβ0
∂xk∂xj
}
.
By definitions (2.10) and (2.3), we obtain that
Lε(V βε,j − P βj ) = −Lε(P βj )−∇T βε,j = Lε(εχβj (x/ε)) +∇(πβj (x/ε) − T βε,j).
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Hence,
(Lε(wε))α = ∂
∂xi
{
bαβij (x/ε)
∂uβ0
∂xj
}
− ∂
∂xα
{
pε − p0 +
[
πβj (x/ε) − T βε,j
]∂uβ0
∂xj
}
+ aαγik (x/ε)
∂
∂xk
[
V γβε,j − P γβj − χγβj (x/ε)
] ∂2uβ0
∂xi∂xj
+
[
πβj (x/ε)− T βε,j
] ∂2uβ0
∂xα∂xj
+
∂
∂xi
{
aαγik (x/ε)
[
V γβε,j − P γβj
] ∂2uβ0
∂xk∂xj
}
,
(2.13)
where bαβij (y) is defined by (2.6). By using Lemma 2.2, the first term on the right-hand side
of (2.13) may be rewritten as
∂
∂xi
{
∂
∂xk
[
εφαβkij(x/ε)
]∂uβ0
∂xj
}
+
∂
∂xi
{
∂
∂xα
[
εqβij(x/ε)
]∂uβ0
∂xj
}
:= I1 + I2.
Thanks to the anti-symmetry condition in (2.7), we have
I1 = −ε ∂
∂xi
{
φαβkij(x/ε)
∂2uβ0
∂xk∂xj
}
,
and
I2 =
∂
∂xα
{
∂
∂xi
[
εqβij(x/ε)
∂uβ0
∂xj
]}
− ∂
∂xi
{
εqβij(x/ε)
∂2uβ0
∂xα∂xj
}
.
Combining these with (2.9), we obtain (2.12) as desired. 
Finally, we provide the Cacciopoli’s inequality of Stokes systems. For any x ∈ Ω, we define
Dr = Dr(x) := Ω ∩ Br(x), where Br(x) is the ball centered at x with radius r. We also
denote by ∆r = ∆r(x) := ∂Ω ∩ Br(x) the surface ball on ∂Ω. These notations will be used
throughout.
Theorem 2.4 ([18], Theorem 6.2). Suppose that A satisfies the ellipticity condition (1.4).
Let (uε, pε) ∈ H1(Dr;Rd)× L2(Dr) be a weak solution of
Lε(uε) +∇pε = F + div(h) in Dr,
div(uε) = g in Dr,
uε = f on ∆r.
Then∫
Dr/2
|∇uε|2 ≤ C
{
1
r2
∫
Dr
|uε|2 + r2
∫
Dr
|F |2 +
∫
Dr
|h|2 +
∫
Dr
|g|2 + ‖f‖2
H1/2(∆r)
}
, (2.14)
where C depends only on d, µ and Ω.
3. Uniform Regularity
The goal of this section is to establish the uniform estimate for the solution (uε, pε) of
the general Stokes system (1.1) with data in certain spaces. The following theorem is our
main result of this section, which provides the local (both boundary and interior) Lipschtiz
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estimate for the velocity uε and oscillation estimate for the pressure pε. To state the theorem,
let x0 ∈ Ω be fixed and set Dr = Dr(x0) and ∆r = ∆r(x0) for 0 < r < diam(Ω).
Theorem 3.1. Suppose that Ω is a bounded C1,η domain and A satisfies (1.4), (1.5) and
(1.6). Assume F ∈ Lp(Ω;Rd) for some p > d, h ∈ C0,η(Ω;Rd×d), g ∈ C0,η(Ω) and f ∈
C1,η(∂Ω;Rd) for some η ∈ (0, 1), satisfying compatibility condition (1.2). Let (uε, pε) be the
weak solution of system (1.1). Then for any 0 < R < diam(Ω),
‖∇uε‖L∞(DR) + oscDR [pε]
≤ C
{
1
R
(
−
∫
D4R
|uε|2
)1/2
+R
(
−
∫
D4R
|F |p
)1/p
+Rη[h]C0,η(D4R) + ‖g‖L∞(D4R)
+Rη[g]C0,η(D4R) +
1
R
‖f‖L∞(∆4R) + ‖∇tanf‖L∞(∆4R) +Rη[∇tanf ]C0,η(∆4R)
}
,
where C depends only on d, p, η,A and Ω.
To prove the above theorem, we follow a line of [27] with some useful techniques from [19],
which relies essentially on a (positive power) rate of convergence for system (1.1). To focus
on our main result, we will just state the necessary theorem below and postpone its technical
proof to Appendix.
Theorem 3.2. Suppose Ω is a bounded C1 domain and A satisfies (1.4), (1.5) and (1.6).
Assume F ∈ Lp(Ω;Rd) for some p > d, h ∈ C0,η(Ω;Rd×d), g ∈ C0,η(Ω) for some η ∈ (0, 1/2]
and f ∈ H1(∂Ω;Rd), satisfies the compatibility condition (1.2). Let ε → 0, the system (1.1)
homogenizes to the following effective system
L0(u0) +∇p0 = F + div(h) in Ω,
div(u0) = g in Ω,
u0 = f on ∂Ω.
(3.1)
Moreover, there exists some γ = γ(d, η) > 0 such that,
‖uε − u0‖L2(Ω) + ‖pε − p0 − πε∇u0‖L20(Ω)
≤ Cεγ
(
‖F‖Lp(Ω) + ‖h‖C0,η(Ω) + ‖g‖C0,η(Ω) + ‖f‖H1(∂Ω)
)
,
(3.2)
where C depends only on d, p, η, γ,A and Ω.
Proof. The theorem is a corollary of [19, Theorem 3.1] and a general interpolation argument.
See Appendix for details. 
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Part (i): Lipschitz estimate for the velocity vε.
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Step 1: Set-up. Without loss of generality, we may assume h(x0) = 0 and R > 10ε. We
define the following auxiliary quantities:
H(t; v) =
1
t
inf
M∈Rd×d
q∈Rd
{(
−
∫
Dt
|v −Mx− q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t1+η[h]C0,η(Dt)
+ t‖g − div(Mx)‖L∞(Dt) + t1+η[g − div(Mx)]C0,η(Dt) + ‖f −Mx− q‖L∞(∆t)
+ t‖∇tan(f −Mx− q)‖L∞(∆t) + t1+η[∇tan(f −Mx− q)]C0,η(∆t)
}
,
(3.3)
and
Θ(t) =
1
t
inf
q∈Rd
{(
−
∫
Dt
|uε − q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t1+η[h]C0,η(Dt) + t‖g‖L∞(Dt)
+ t1+η[g]C0,η(Dt) + ‖f − q‖L∞(∆t) + t‖∇tan(f)‖L∞(∆t) + t1+η[∇tan(f)]C0,η(∆t)
}
.
(3.4)
Step 2: For any fixed r ∈ [ε,R], we show that there exists a weak solution (v, τ) of
L0(v) +∇τ = F + div(h) in Dr,
div(v) = g in Dr,
v = f on ∆r,
(3.5)
such that (
−
∫
Dr
|uε − v|2
)1/2
≤ Cεγr1−γΘ(2r). (3.6)
Actually, by an argument of rescaling, it suffices to show (3.6) with r = 1. First, since (uε, pε)
satisfies (1.1) in D2, it follows from the Cacciopoli’s inequality (2.14) that∫
D3/2
|∇uε|2 ≤ C
{∫
D2
|uε|2 +
∫
D2
|F |2 +
∫
D2
|h|2 +
∫
D2
|g|2 + ‖f‖2
H1/2(∆2)
}
.
By the co-area formula, there exists2 some C1 domain D˜ such that D3/2 ⊂ D˜ ⊂ D2 and∫
∂D˜\∆2
(|∇uε|2 + |uε|2) ≤ C
{∫
D2
|uε|2 +
∫
D2
|F |2 +
∫
D2
|h|2 +
∫
D2
|g|2 + ‖f‖2
H1/2(∆2)
}
.
Let (v, τ) be a weak solution of
L0(v) +∇τ = F + div(h) in D˜,
div(v) = g in D˜,
v = uε on ∂D˜.
2The construction of D˜ should preserve the C1 character of ∆2, as do all the later constructions of the
intermediate domains.
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Now by applying Theorem 3.2, we obtain that
‖uε − v‖L2(D1) ≤ ‖uε − v‖L2(D˜)
≤ Cεγ(‖uε‖H1(∂D˜) + ‖F‖Lp(D˜) + [h]C0,η(D˜t) + ‖g‖C0,η(D˜))
≤ Cεγ(‖uε‖L2(D2) + ‖F‖Lp(D2) + [h]C0,η(D2) + ‖g‖C0,η(D2) + ‖f‖C1,η(∆2)).
(3.7)
Then (3.6) holds true by applying (3.7) to uε− q for q ∈ Rd (because uε− q is also a solution)
and taking minimum over all q ∈ Rd.
Step 3: We prove that there exists θ ∈ (0, 1/4), depending only on µ, d, η and Ω, such that
H(θr; v) ≤ (1/2)H(r; v), for any r ∈ (0, R). (3.8)
Again, by rescaling, we may assume r = 1. For any θ ∈ (0, 1/4), by choosing q = v(x0) and
M = ∇v(x0), it is easy to see that
H(θ; v) ≤ Cθη1
{
‖v‖C1,η(Dθ) +
(
−
∫
D1
|F |p
)1/p
+ [h]C0,η(D1)
}
,
where η1 = min{η, 1− d/p}. By the boundary C1,η estimate for Stokes system with constant
coefficients [15], we have
‖v‖C1,η(Dθ) ≤ C
{(
−
∫
D1
|v|2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+ [h]C0,η(D1) + ‖g‖L∞(D1) + [g]C0,η(D1)
+ ‖f‖L∞(∆1) + ‖∇tan(f)‖L∞(∆1) + [∇tan(f)]C0,η(∆1)
}
.
It follows that
H(θ; v) ≤ Cθη1
{(
−
∫
D1
|v|2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+ [h]C0,η(D1) + ‖g‖L∞(D1) + [g]C0,η(D1)
+ ‖f‖L∞(∆1) + ‖∇tan(f)‖L∞(∆1) + [∇tan(f)]C0,η(∆1)
}
.
(3.9)
Now for any q ∈ Rd and M ∈ Rd×d, (v −Mx− q, τ) also satisfies the main system in (3.5).
Thus, applying (3.9) to v −Mx− q, we obtain
H(θ; v) ≤ Cθη1H(1; v),
which leads to our desired result (3.8) by fixing θ ∈ (0, 1/4) so small that Cθη1 ≤ 1/2.
Step 4: Next, we show that for any r ∈ [ε,R/2],
H(θr;uε) ≤ 1
2
H(r;uε) + C
(ε
r
)γ
Θ(2r). (3.10)
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To see this, we fix r ∈ [ε,R/2], and let (v, τ) be the solution given in Step 1. Then,
H(θr;uε) ≤ 1
θr
(
−
∫
Dθr
|uε − v|2
)1/2
+H(θr; v)
≤ C
r
(
−
∫
Dr
|uε − v|2
)1/2
+
1
2
H(r; v)
≤ 1
2
H(r;uε) +
C
r
(
−
∫
Dr
|uε − v|2
)1/2
≤ 1
2
H(r;uε) + C
(ε
r
)γ
Θ(2r),
where we have used (3.8) and (3.6) in the second and last inequality, respectively.
Step 5: Now we proceed to prove the local Lipschitz estimate for the velocity uε. We claim
that it suffices to show that for any 0 < r ≤ R/2,
Θ(r) ≤ CΘ(R). (3.11)
Indeed, if (3.11) holds true, by the Cacciopoli’s inequality (2.14), we have(
−
∫
Dr
|∇uε|2
)1/2
≤ CΘ(R),
which, by letting r → 0, implies |∇uε(x0)| ≤ CΘ(R), for the given x0 ∈ DR. Following by
the same argument, we can further show that for any x ∈ DR, |∇uε(x)| ≤ CΘ(4R). Hence,
‖∇uε‖L∞(DR) ≤ CΘ(4R) is true as desired.
The proof of (3.11) is based on [27, Lemma 8.5], of which the conditions need to be verified.
We may assume 0 < ε < 1/4 and recall the definitions of H(t;uε) and Θ(t). Let Mt,ε be the
d× d matrix such that,
H(t;uε) =
1
t
inf
q∈Rd
{(
−
∫
Dt
|uε −Mt,εx− q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t1+η[h]C0,η(Dt)
+ t‖g − div(Mt,εx)‖L∞(Dt) + t1+η[g − div(Mt,εx)]C0,η(Dt)
+ ‖f −Mt,εx− q‖L∞(∆t) + r‖∇tan(f −Mt,εx− q)‖L∞(∆t)
+ t1+η[∇tan(f −Mt,εx− q)]C0,η(∆t)
}
.
Observe that Θ(t) ≤ H(t;uε) +C|Mt,ε|. Hence, (3.10) can be written as
H(θr;uε) ≤ 1
2
H(r;uε) + Cω(ε/r) {H(2r;uε) + |M2r,ε|} , (3.12)
for any r ∈ [ε,R/2], where ω(t) = tγ .
Now, to apply [27, Lemma 8.5], we need to verify
max
r≤t≤2r
H(t;uε) + max
r≤t,s≤2r
∣∣|Mt,ε| − |Ms,ε|∣∣ ≤ CH(2r;uε). (3.13)
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The first part of (3.13) is obvious. For any t, s ∈ [r, 2r], the second part follows by
|Mt,ε −Ms,ε| ≤ inf
q∈Rd
C
r
(
−
∫
Dr
|(Mt,ε −Ms,ε)x− q|2
)1/2
≤ C
t
inf
q∈Rd
(
−
∫
Dt
|uε −Mt,εx− q|2
)1/2
+
C
s
inf
q∈Rd
(
−
∫
Ds
|uε −Ms,εx− q|2
)1/2
≤ C{H(t;uε) +H(s;uε)}
≤ CH(2r;uε).
Consequently, by applying [27, Lemma 8.5], we obtain that for ε ≤ r ≤ R/2,
Θ(r) ≤ H(r;uε) + C|Mr,ε| ≤ C{H(R;uε) + |MR,ε|}. (3.14)
Finally, observe that H(R;uε) ≤ CΘ(R) and
|MR,ε| ≤ C
R
inf
q∈Rd
(
−
∫
DR
|MR,εx+ q|2
)1/2
≤ C
R
{
inf
q∈Rd
(
−
∫
DR
|uε −MR,εx− q|2
)1/2
+ inf
q∈Rd
(
−
∫
DR
|uε − q|2
)1/2}
≤ CH(R;uε) +CΘ(R)
≤ CΘ(R).
These, combined with (3.14), gives (3.11) for ε ≤ r ≤ R/2. The case 0 < r < ε can be
handled by a blow-up argument. The proof of (3.11) is complete.
Part (ii): Oscillation estimate for the pressure pε.
Step 1: Since Ω is a C1 domain, we can construct a sequence of C1 domains {D˜t} such
that Dt ⊂ D˜t ⊂ D2t. For any ε ≤ r ≤ R/4, let (v, τ) be the solution of
L0(v) +∇τ = F + div(h) in D˜s,
div(v) = g in D˜s,
v = uε on ∂D˜s,
for some s = s(r, ε) ∈ (r,R/4) to be chosen later. Then, we show that
‖pε − τ − πε∇v‖L20(Dr) ≤ Cs
d/2
(ε
s
)γ
Θ(R). (3.15)
To this end, note that by Part (i), we know uε ∈ C0,1(DR) and hence uε ∈ H1(∂D˜s). It
follows from Theorem 3.2 and a similar argument as in the proof of (3.6) that
‖pε − τ − πε∇v‖L20(Dr) ≤ ‖pε − τ − π
ε∇v‖L20(D˜s)
≤ C
(ε
s
)γ(
sd/2Θ(2s)
)
≤ Csd/2
(ε
s
)γ
Θ(R),
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where we have used (3.11) in the last inequality.
Step 2: We prove that, for any ε ≤ r ≤ R/4,
K(r; pε) ≤

C
(ε
r
)σ
Θ(R), if r < s0,
C
{(R
r
)d/2( ε
R
)γ
+
( r
R
)η
+
(ε
r
)}
Θ(R), if r ≥ s0,
(3.16)
where σ = 2γη/(d − 2γ + 2η), s0 = R
d−2γ+2η
d+2η ε
2γ
d+2η and K is defined by
K(r;ϕ) = sup
r≤t≤2r
∣∣∣∣−∫
Dt
ϕ−−
∫
D2r
ϕ
∣∣∣∣ . (3.17)
By (3.15) and the local C0,η estimate for the pressure of Stokes systems with constant coef-
ficients (see [15]), we have
K(r; pε) ≤ K(r; pε − τ − πε∇v) +K(r; τ) +K(r;πε∇v)
≤ Cr−d/2‖pε − τ − πε∇v‖L20(D˜2r) +K(r; τ − τ(x0)) +K(r;π
ε∇v)
≤ C
(s
r
)d/2(ε
s
)γ
Θ(R) + Crη[τ ]C0,η(D2r) +K(r;π
ε∇v).
(3.18)
To estimate K(r;πε∇v), we let St = {z ∈ Zd : ε{Y + z} ⊂ Dt} and observe that
Dt\
⋃
z∈St
ε{Y + z} ⊂ Et,ε :=
{
x ∈ Dt| dist(x, ∂Dt) ≤
√
dε
}
. (3.19)
Recall that
∫
Y π(y) dy = 0, then one has∣∣∣∣−∫
Dt
πε∇v
∣∣∣∣ ≤ 1|Dt|
{∑
z∈St
∫
ε{Y+z}
∣∣πε[∇v −∇v(z)]∣∣+ ∫
Et,ε
|πε∇v|
}
≤ C
{
εη[∇v]C0,η(Dt) +
ε
t
‖∇v‖L∞(Dt)
}
.
Therefore
K(r;πε∇v) ≤ sup
r≤t≤2r
∣∣∣∣−∫
Dt
πε∇v
∣∣∣∣+ ∣∣∣∣−∫
D2r
πε∇v
∣∣∣∣
≤ C
{
εη[∇v]C0,η(D2r) +
ε
r
‖∇v‖L∞(D2r)
}
.
(3.20)
Combining (3.18) and (3.20), we obtain
K(r; pε) ≤ C
{(s
r
)d/2(ε
s
)γ
Θ(R)+ rη[τ ]C0,η(D2r)+ε
η [∇v]C0,η(D2r)+
ε
r
‖∇v‖L∞(D2r)
}
. (3.21)
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Now, for any q ∈ Rd, by the C1,η estimate for velocity and C0,η estimate for pressure of
Stokes systems with constant coefficients, we have
‖∇v‖L∞(D2r) + sη[∇v]C0,η(D2r) + sη[τ ]C0,η(D2r)
≤ C
{
1
s
(
−
∫
D˜s
|v − q|2
)1/2
+ s
(
−
∫
D˜s
|F |p
)1/p
+ sη[h]C0,η(D˜s) + ‖g‖L∞(D˜s)
+ sη[g]C0,η(D˜s) +
1
s
‖f − q‖L∞(∆˜s) + ‖∇tanf‖L∞(∆˜s) + s
η[∇tanf ]C0,η(∆˜s)
}
.
(3.22)
By using (3.6) and (3.11) again, we see that
1
s
(
−
∫
D˜s
|v − q|2
)1/2
≤ 1
s
(
−
∫
D˜s
|uε − v|2
)1/2
+
1
s
(
−
∫
D˜s
|uε − q|2
)1/2
≤ C
(ε
s
)γ
Θ(R) +
1
s
(
−
∫
D˜s
|uε − q|2
)1/2
,
and by taking infimum over all q ∈ Rd for (3.22), we have
‖∇v‖L∞(D2r) + sη[∇v]C0,η(D2r) + sη[τ ]C0,η(D2r) ≤ C
(ε
s
)γ
Θ(R) + CΘ(R). (3.23)
Then substituting (3.23) into (3.21), we arrive at
K(r; pε) ≤ C
{(s
r
)d/2(ε
s
)γ
+
(r
s
)η
+
(ε
s
)η
+
ε
r
}
Θ(R),
which implies (3.16) if we choose
s =

r
(
r
ε
)2γ/(d−2γ+2η)
, if r < R
d−2γ+2η
d+2η ε
2γ
d+2η ,
R/4, if r ≥ R d−2γ+2ηd+2η ε 2γd+2η .
Step 3: Now we are ready to prove the L∞ estimate for pressure, i.e.,
‖pε −−
∫
D2R
pε‖L∞(DR) ≤ CΘ(4R). (3.24)
Observe that this implies our desired oscillation estimate for pε, since
osc
DR
[pε] ≤ 2‖pε −−
∫
2R
pε‖L∞(DR) ≤ CΘ(4R).
Thus, it is sufficient to prove (3.24).
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For any ε < r < R/4, there must exist some k, ℓ ∈ Z such that 2kr ≤ s0 ≤ 2k+1r and
2ℓr ≤ R ≤ 2ℓ+1r. Using the triangle inequalities and (3.16), we obtain∣∣∣∣−∫
Dr
pε −−
∫
DR
pε
∣∣∣∣ ≤ k∑
i=0
K(2ir; pε) +
ℓ∑
i=k+1
K(2ir; pε)
≤ C
{(
ε
r
)σ
+
(
ε
R
) 2γη
d+2η
+ 1 +
(
ε
R
) d+2η−2γ
d+2η
}
Θ(R)
≤ CΘ(R).
Obviously, the same argument implies that for any x ∈ DR,∣∣∣∣∣−
∫
Dε(x)
pε −−
∫
DR(x)
pε
∣∣∣∣∣ ≤ CΘ(2R). (3.25)
Moreover, by a blow-up argument, we have∣∣∣∣∣pε(x)−−
∫
Dε(x)
pε
∣∣∣∣∣ ≤ CΘ(2ε) ≤ CΘ(R), (3.26)
Therefore, by (3.25), (3.26) and a similiar argument for the estimate of K(R; pε), we conclude∣∣∣∣pε(x)−−∫
D2R
pε
∣∣∣∣ ≤
∣∣∣∣∣pε(x)−−
∫
Dε(x)
pε
∣∣∣∣∣+
∣∣∣∣∣−
∫
Dε(x)
pε −−
∫
DR(x)
pε
∣∣∣∣∣+
∣∣∣∣∣−
∫
DR(x)
pε −−
∫
D2R
pε
∣∣∣∣∣
≤ CΘ(4R),
for any x ∈ DR. This proves (3.24) and hence the theorem. 
Remark 3.3. Theorem 3.1 will be used mainly in Theorem 4.1 for the estimates of Green’s
functions and in Lemma 6.5 for the estimates of Dirichlet correctors. We mention that
in order to establish the estimates of fundamental solutions in Theorem 4.3, only interior
uniform estimates will be involved in an unbounded domain Rd \ {y}. In this case, Theorem
3.1 is used simply by replacing DR with BR.
4. Estimates of Green’s Functions
This section is devoted to establishing the existence of the Green’s functions for the Stokes
system (1.1) and their corresponding pointwise estimates in a bounded C1,η domain. The
estimates of Green’s functions themselves will play essential roles in the future study of the
Dirichlet problem of Stokes systems in periodic homogenization.
To begin with, we mention the useful symmetry property for Gε (see [10])
G∗ε(x, y) = Gε(y, x)
T . (4.1)
However, Πε(x, y) does not possess such symmetry property since the positions of x and y in
Πε(x, y) are not of equal level, even if Lε is self-adjoint. Roughly speaking, Πε(x, y) behaves
more like ∇xGε(x, y), which can be seen from the following main theorem of this section.
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Theorem 4.1. Let Ω be a bounded C1,η domain and A satisfies (1.4), (1.5) and (1.6). Then
the Green’s functions (Gε,Πε) exist and are unique for Stokes system (1.1). Moreover, we
have
(i) Estimates for Gε:
|Gε(x, y)| ≤ Cmin
{
1
|x− y|d−2 ,
δ(x)
|x− y|d−1 ,
δ(y)
|x− y|d−1 ,
δ(x)δ(y)
|x− y|d
}
. (4.2)
(ii) Estimates for the first-order derivatives of Gε:
|∇xGε(x, y)| ≤ Cmin
{
1
|x− y|d−1 ,
δ(y)
|x− y|d
}
, (4.3)
and
|∇yGε(x, y)| ≤ Cmin
{
1
|x− y|d−1 ,
δ(x)
|x− y|d
}
. (4.4)
(iii) Estimate for the mixed derivatives of Gε:
|∇x∇yGε(x, y)| ≤ C|x− y|d . (4.5)
(iv) Estimates for Πε:
|Πε(x, y)−Πε(z, y)| ≤ Cmin
{
δ(y)
|x− y|d +
δ(y)
|z − y|d ,
1
|x− y|d−1 +
1
|z − y|d−1
}
. (4.6)
(v) Estimates for the derivatives of Πε:
|∇yΠε(x, y)−∇yΠε(z, y)| ≤ C
{
1
|x− y|d +
1
|z − y|d
}
. (4.7)
The estimates (i) - (v) for (Gε,Πε) are also valid for the adjoint Green’s functions (G
∗
ε ,Π
∗
ε).
The constant C above depends only on d, η,A and Ω.
Proof. The existence and uniqueness of the Green’s functions as well as a global pointwise
estimate for Gε (the first part of (4.2)) were proved in [10] under conditions (A0) - (A2)
therein, which are obviously guaranteed by the uniform Lipschitz estimate of the velocity
in Theorem 3.1. Then, all the remaining estimates in (i) and (ii) follow from a standard
argument outlined below.
First, by the Lipschitz estimate in Theorem 3.1 for uε, the first part of (4.2) implies the
first parts of (4.3) and (4.4) (the symmetry property (4.1) is used for (4.4)). These further
imply the second and third parts of (4.2) by the fact that Gε(x, y) vanishes on the boundary
and the fundamental theorem of calculus. Now by employing the Lipschitz estimate again,
the second and third parts of (4.2) lead to the second parts of (4.4) and (4.3), respectively.
Finally, the last part of (4.2) follows from either the second part of (4.3) or the second part
of (4.4), as well as the fundamental theorem of calculus.
Now we turn to the proof of (iv), while the proof of (iii) will be given later together with
(v). Let y ∈ Ω be fixed. Without loss of generality, we assume |x − y| ≤ |z − y|. Then it is
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sufficient to show
|Πε(x, y)−Πε(z, y)| ≤ Cmin
{
δ(y)
|x− y|d ,
1
|x− y|d−1
}
. (4.8)
Note that Theorem 3.1 shows that the oscillation of pressure in Dr away from y is bounded by
the average of velocity over a larger D4r. So if we can choose a family of balls with suitable
sizes, covering a connecting path from x to z, then we are able to control the maximum
oscillation of Πε between x and z.
Let r = |x− y|. Consider sets Ek = D2kr(y) \D2k−1r(y). Observe that for each k ≥ 1, Ek
can be covered by at most N balls {Bkj : j = 1, 2, · · · , N} satisfying diam(Bkj) ≥ c2kr and
dist(y, 8Bkj) ≥ C2kr, where N depends only on d. As a result,
Ω \Dr(y) =
⋃
k≥1
Ek ⊂
⋃
k,j
Bkj.
Now for each Bkj, by the oscillation estimate for pε in Theorem 3.1 as well as (4.2), we have
osc
Bkj∩Ω
[Πε(·, y)] ≤ C
diam(Bkj)
(
−
∫
2Bkj∩Ω
|Gε(w, y)|2dw
)1/2
≤ Cmin
{
δ(y)
(2kr)d
,
1
(2kr)d−1
}
.
Summing over all k and j, we have
osc
Ω\Dr(y)
[Πε(·, y)] ≤
∑
k,j
osc
Bkj∩Ω
[Πε(·, y)] ≤
∑
k≥1
N∑
j=1
Cmin
{
δ(y)
(2kr)d
,
1
(2kr)d−1
}
≤ CN min
{
δ(y)
rd
,
1
rd−1
}
,
(4.9)
which implies (4.8) and hence (4.6).
Next, we deal with (iii) and (v). Indeed, for any fixed 1 ≤ ℓ ≤ d, we notice that
( ∂∂yℓGε(·, y),
∂
∂yℓ
Πε(·, y)) is a solution of
Lε
(
∂
∂yℓ
Gε(·, y)
)
+∇ ∂
∂yℓ
Πε(·, y) = 0 in Ω \ {y},
div
(
∂
∂yℓ
Gε(·, y)
)
= 0 in Ω,
∂
∂yℓ
Gε(·, y) = 0 on ∂Ω.
(4.10)
Note that the boundary condition above is due to the second part of (4.4). (One can justify
(4.10) by first considering the difference Gε(·, y + h) − Gε(·, y) and applying a standard
regularity argument in PDEs.)
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Let y ∈ Ω be fixed. Then, by the uniform Lipschitz estimate for the velocity in Theorem
3.1 and (4.4), for any ℓ = 1, 2, · · · , d, we have∣∣∣∣∇x ∂∂yℓGε(x, y)
∣∣∣∣ ≤ C(−∫
Dr/2(x)
∣∣∣∣ ∂∂yℓGε(z, y)
∣∣∣∣2dz)1/2 ≤ C|x− y|d ,
which proves (iii) as desired.
Finally, to see (v), we use the first parts of (4.3) and (4.4), and apply the same argument
for (iv) to the system (4.10) to obtain
osc
Ω\Dr(y)
[∇yΠε(·, y)] ≤ C
rd
, for any r > 0. (4.11)
This implies the desired estimate (4.7) and the proof is now complete. 
Remark 4.2. We notice that estimates for Πε in Theorem 4.1 are in the form of difference.
By taking advantage of the assumption in the Definition 1.1 that
∫
ΩΠε(z, y)dy = 0, it can
be shown by integrating (4.6) with respect to z over Ω that
|Πε(x, y)| ≤ Cmin
{
δ(y) ln(R/δ(y) + 2)
|x− y|d ,
1
|x− y|d−1
}
. (4.12)
This is a global pointwise estimate for Πε, though the extra logarithm makes it less useful.
Nevertheless, a basic property we can see from (4.12) is that Πε(x, y) = 0 for any y ∈ ∂Ω.
With the existence and corresponding estimates of the Green’s functions, we introduce an
integral representation, derived by the integration by parts, for the velocity component of
the weak solution of (1.1):
uαε (x) =
∫
Ω
Gαβε (x, y)F
β(y)dy −
∫
Ω
∂
∂yj
Gαβε (x, y)h
β
j (y)dy −
∫
Ω
Π∗αε (y, x)g(y)dy
+
∫
∂Ω
[
− niaβγji (y/ε)
∂
∂yj
Gαβε (x, y) + Π
∗α
ε (y, x)n
γ
]
fγ(y)dσ(y).
(4.13)
For simplicity, we define
Υαγε (x, y) = −niaβγji (y/ε)
∂
∂yj
Gαβε (x, y),
and thus can briefly write (4.13) as
uε(x) =
∫
Ω
Gε(x, y)F (y)dy −
∫
Ω
∇yGε(x, y)h(y)dy −
∫
Ω
Π∗ε(y, x)g(y)dy
+
∫
∂Ω
[
Υε(x, y) + Π
∗
ε(y, x) ⊗ n
]
f(y)dσ(y).
(4.14)
Generally, there is no simple integral representation formula similar to (4.14) for the pres-
sure component pε. Nevertheless, in a particular case, i.e., h = 0, g = 0 and f = 0, we
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actually have the integral representation for both uε and pε, namely,
uε(x) =
∫
Ω
Gε(x, y)F (y)dy,
pε(x) =
∫
Ω
Πε(x, y) · F (y)dy.
(4.15)
To end this section and for future applications, we shall mention the fundamental solutions
of Stokes system (1.1) corresponding to a special case Ω = Rd. As usual, we call the pair
(Γε, Qε) the fundamental solutions of the Stokes system (1.1), if it satisfies, in the sense of
distribution, 
Lε(Γε(·, y)) +∇Qε(·, y) = δyI in Rd,
div(Γε(·, y)) = 0 in Rd,
lim
|x−y|→∞
Γε(x, y) = 0.
(4.16)
The precise definition for the fundamental solutions for Stokes system with variable coeffi-
cients can be found in [11]. Again, if (Γ∗ε, Q
∗
ε) is the the adjoint fundamental solution for the
adjoint Stokes system in Rd, then
Γ∗ε(x, y) = Γε(y, x)
T .
Then we have the following estimates for the fundamental solution (Γε, Qε).
Theorem 4.3. Assume that A satisfies (1.4), (1.5) and (1.6). Then the fundamental solu-
tions (Γε, Qε) for Stokes system exist and are unique (up to a constant for Qε). Moreover,
there exists some constant Q ∈ Rd such that for any x, y ∈ Rd, x 6= y, we have
|Γε(x, y)| ≤ C|x− y|d−2 , (4.17)
|∇xΓε(x, y)| + |∇yΓε(x, y)|+ |Qε(x, y)−Q| ≤ C|x− y|d−1 , (4.18)
|∇x∇yΓε(x, y)| + |∇yQε(x, y)| ≤ C|x− y|d , (4.19)
All the constants C above depend only on d and A.
The proof of Theorem 4.3 follows from the primary results in [11] and the same argument
as in Theorem 4.1. The only point we would like to emphasize is the existence of the constant
Q. To see this, for a given y ∈ Rd, the estimate (4.9) gives
osc
Rd\Dr(y)
[Qε(·, y)] ≤ Cr1−d,
for any r > 0. This implies that Qε(·, y) has a limit Q(y) such that
|Qε(x, y)−Q(y)| ≤ C|x− y|d−1 . (4.20)
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Then it remains to show Q(y) is independent of y. Recall that in [11, Definition 2.4], the
weak solution of {L∗ε(uε) +∇pε = 0 in Rd,
div(uε) = g in R
d,
with g ∈ C∞0 (Rd) and
∫
Rd
g = 0 is given by
uε(x) = −
∫
Rd
Qε(x, y)g(y)dy. (4.21)
Now since uε belongs to Y
1
2 = {f : |f | ∈ L2d/(d−2)(Rd) and |∇f | ∈ L2(Rd)} (see [11]) and is
uniformly Lipschitz, we have lim|x|→∞ |uε(x)| = 0. Thus, it follows from (4.20) and (4.21)
that
lim
|x|→∞
∫
Rd
Qε(x, y)g(y)dy =
∫
Rd
Q(y)g(y)dy = 0,
for any g ∈ C∞0 (Rd) with
∫
Rd
g = 0. This implies that Q must be a constant.
5. Asymptotic Expansion of Gε
5.1. Local L∞ Estimate. First, we will use (4.14) to prove an Lp estimate for the velocity
uε. For a bounded C
1,η domain Ω, we define the usual non-tangential cone for a point xˆ ∈ ∂Ω
by
C(xˆ) = {x ∈ Ω : |x− xˆ| < 2δ(x)}.
For a function F defined in Ω, we denote by (F )∗ the non-tangential maximal function on ∂Ω,
i.e., (F )∗(xˆ) = supx∈C(xˆ) |F (x)|. For f ∈ L1(∂Ω), denote M∂Ω(f) by the Hardy-Littlewood
maximal function, i.e.,
M∂Ω(f)(xˆ) = sup
r>0
−
∫
∂Ω∩B(xˆ,r)
|f(y)|dσ(y).
Theorem 5.1. Let Ω be a bounded C1,η domain and A satisfy (1.4), (1.5) and (1.6). Let
(uε, pε) be the weak solution of (1.1) with data in appropriate spaces. Then for any 1 ≤ p ≤ ∞,
‖uε‖Lp(Ω) ≤ C
(‖f‖Lq(∂Ω) + ‖g‖Lr(Ω) + ‖h‖Lr(Ω) + ‖F‖Ls(Ω)), (5.1)
where q, r and s satisfy 
q ≥ (d− 1)p
d
, and 1 < q ≤ ∞,
1
r
− 1
p
<
1
d
, and 1 ≤ r ≤ ∞,
1
s
− 1
p
<
2
d
, and 1 ≤ s ≤ ∞.
(5.2)
Proof. By the uniqueness, the component uε of the weak solution can be given by the integral
representation formula (4.14). In view of the assumption
∫
ΩΠ
∗
ε(z, x)dz = 0, we can further
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write
uε(x) =
∫
Ω
Gε(x, y)F (y)dy +
∫
Ω
∇yGε(x, y)h(y)dy
−
∫
Ω
[
Π∗ε(y, x)−−
∫
Ω
Π∗ε(z, x)dz
]
g(y)dy +
∫
∂Ω
Υε(x, y)f(y)dσ(y)
+
∫
∂Ω
{[
Π∗ε(y, x)−−
∫
Ω
Π∗ε(z, x)dz
]
⊗ n
}
f(y)dσ(y)
= u(1)ε (x) + u
(2)
ε (x) + u
(3)
ε (x) + u
(4)
ε (x) + u
(5)
ε (x),
where u
(k)
ε , k = 1, 2, 3, 4, 5, denote the five integrals in proper order in the last identity.
We first estimate u
(1)
ε (x). By (4.2), one has
|u(1)ε (x)| ≤ C
∫
Ω
|F (y)|
|x− y|d−2 dy.
It follows from [16, Lemma 7.12] that
‖u(1)ε ‖Lp ≤ C‖F‖Ls(Ω), with
1
s
− 1
p
<
2
d
. (5.3)
The estimate of u
(2)
ε is similar to u
(1)
ε by using (4.4). Thus, employing [16, Lemma 7.12]
again, we obtain
‖u(2)ε ‖Lp(Ω) ≤ C‖g‖Lr(Ω), with
1
r
− 1
p
<
1
d
. (5.4)
Next, to estimate u
(3)
ε , note that (4.6) implies
|u(3)ε (x)| =
∣∣∣∣ ∫
Ω
−
∫
Ω
[
Π∗ε(y, x)−Π∗ε(z, x)
]
dzg(y)dy
∣∣∣∣
≤ C
∫
Ω
−
∫
Ω
(
1
|x− y|d−1 +
1
|x− z|d−1
)
|g(y)|dzdy
≤ C
∫
Ω
−
∫
Ω
|g(y)|
|x− y|d−1dzdy + C
∫
Ω
−
∫
Ω
|g(y)|
|x− z|d−1 dzdy.
Clearly, the second term above is bounded by C‖g‖L1(Ω) and the first term can be handle by
[16, Lemma 7.12] analogously.
We see that
‖u(3)ε ‖Lp(Ω) ≤ C‖g‖Lr(Ω), with
1
r
− 1
p
<
1
d
. (5.5)
To estimate u
(4)
ε , we recall that (4.4) gives |Υε(x, y)| ≤ Cδ(x)|x − y|−d. Let xˆ ∈ ∂Ω such
that x ∈ C(xˆ). Then,
|u(4)ε (x)| ≤ C
∫
∂Ω
δ(x)
|x− y|d |f(y)|dσ(y) ≤ CM∂Ω(f)(xˆ).
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Therefore, using the Lq boundedness of the Hardy-Littlewood maximal function, we derive
that ‖(u(4)ε )∗‖Lq(∂Ω) ≤ C‖f‖Lq(∂Ω) for any 1 < q ≤ ∞. By a general result concerning the
non-tangential maximal function (see [22, Remark 9.3] or [31, Lemma 3.3]), we have
‖u(4)ε ‖Lp(Ω) ≤ C‖f‖Lq(∂Ω), with q ≥
(d− 1)p
d
. (5.6)
It is remaining to estimate u
(5)
ε . To this end, we write
|u(5)ε (x)| =
∫
∂Ω
−
∫
Ω
|Π∗ε(y, x)−Π∗ε(z, x)||f(y)|dzdσ(y).
In view of (4.6), we decompose the set ∂Ω×Ω, according to a fixed x, into Ex and E′x, where
Ex = {(y, z) ∈ ∂Ω× Ω : |x− y| > |x− z|} and E′x = ∂Ω× Ω \ Ex.
Now it follows from (4.6) that
|u(5)ε (x)| ≤ C
∫∫
Ex
|f(y)|
|x− z|d−1 dzdσ(y) + C
∫∫
E′x
δ(x)|f(y)|
|x− y|d dσ(y)dz
≤ C
∫
∂Ω
|f(y)|dσ(y) + CM∂Ω(f)(xˆ)
≤ CM∂Ω(f)(xˆ),
where xˆ ∈ ∂Ω is the point such that x ∈ C(xˆ). As before, we then obtain
‖u(5)ε ‖Lp(Ω) ≤ C‖(u(5)ε )∗‖Lq(∂Ω) ≤ C‖f‖Lq(∂Ω). (5.7)
Finally, (5.1) follows from (5.3), (5.4), (5.5), (5.6) and (5.7) as desired. 
Remark 5.2. If F = 0, h = 0 and g = 0, the proof of Theorem 5.1 gives rise to the estimate
of non-tangential maximal function for Dirichlet problem with Lp data, i.e.,
‖(uε)∗‖Lq(∂Ω) ≤ C‖f‖Lq(∂Ω),
for 1 < q ≤ ∞. In particular, the case p =∞ gives the Miranda-Agmon maximum principle,
namely, ‖uε‖L∞(Ω) ≤ C‖f‖L∞(∂Ω).
The following local L∞ estimate is a key step to show (1.15).
Lemma 5.3. Let Ω be a C1,η domain and (uε, pε) satisfy
Lε(uε) +∇pε = F + div(h) in D4r,
div(uε) = g in D4r,
uε = f on ∆4r.
(5.8)
with F ∈ Ls(Ω;Rd), h ∈ Lp(Ω;Rd×d), g ∈ Lp(Ω) and f ∈ L∞(Ω;Rd) for some s > d/2 and
p > d. Then
‖uε‖L∞(Dr) ≤ C
{
−
∫
D4r
|uε|+r2
(
−
∫
D4r
|F |s
)1/s
+ r
(
−
∫
D4r
|h|p
)1/p
+ r
(
−
∫
D4r
|g|p
)1/p
+ ‖f‖L∞(∆4r)
}
,
(5.9)
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where C depends only on d, s, p,A and Ω.
Proof. By a rescaling argument, we may assume r = 1. Let D˜ be a C1,η domain such that
D2 ⊂ D˜ ⊂ D4. Consider uε = u(1)ε +u(2)ε , pε = p(1)ε +p(2)ε , where (u(1)ε , p(1)ε ), (u(2)ε , p(2)ε ) satisfy
the following systems 
Lε(u(1)ε ) +∇p(1)ε = 0 in D˜,
div(u(1)ε ) = C˜ in D˜,
u(1)ε = 0 on ∂D˜ ∩ ∂Ω,
u(1)ε = uε on ∂D˜\∂Ω,
and 
Lε(u(2)ε ) +∇p(2)ε = F + div(h) in D˜,
div(u(2)ε ) = g − C˜ in D˜,
u(2)ε = f on ∂D˜ ∩ ∂Ω,
u(2)ε = 0 on ∂D˜\∂Ω,
where the constant C˜, defined by
C˜ = −
∫
D˜
g − 1
|D˜|
∫
∂D˜∩∂Ω
f · n dσ,
is applied to adjust the compatibility condition for both systems.
By Theorem 5.1, we see that u
(2)
ε is bounded by
‖u(2)ε ‖L∞(D˜)) ≤ C
{
‖f‖L∞(∆˜) + ‖F‖Ls(D˜)) + ‖g − C˜‖Lp(D˜)) + ‖h‖Lp(D˜)
}
, (5.10)
To handle u
(1)
ε , for any t > 0 and x ∈ D˜ such that D2t(x) ⊂ D˜, we apply the uniform Ho¨lder
estimate (see [18]) to obtain,
‖u(1)ε ‖L∞(Dt(x)) ≤ C
{
|C˜|+
(
−
∫
D2t(x)
|u(1)ε |2
)1/2}
.
By a convexity argument (see [12, pp. 1004-1005]), we have
‖u(1)ε ‖L∞(D1) ≤ C
{
|C˜|+−
∫
D2
∣∣u(1)ε ∣∣}
≤ C
{
|C˜|+−
∫
D2
|uε|+ ‖u(2)ε ‖L∞(D˜)
}
.
This, together with (5.10), leads to
‖uε‖L∞(D1) ≤ C
{
−
∫
D4
|uε|+ ‖F‖Ls(D4) + ‖h‖Lp(D4) + ‖g‖Lp(D4) + ‖f‖L∞(∆4)
}
.
The proof is complete. 
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Lemma 5.4. Assume Ω is a C1,η domain. Let (uε, pε) ∈ H1(D4r;Rd)×L2(D4r) satisfy (5.8),
and (u0, p0) ∈W 2,p(D4r;Rd)×W 1,p(D4r) satisfy the corresponding homogenized system, for
some p > d. Then
‖uε − u0‖L∞(Dr) ≤ C
{
−
∫
D4r
|uε − u0|+ εr
(
−
∫
D4r
|∇2u0|p
)1/p
+ ε‖∇u0‖L∞(D4r)
}
. (5.11)
Proof. To utilize Lemma 2.3, we choose (V βε,j(x), T
β
ε,j(x)) = (εχ
β
j (x/ε)+P
β
j (x), π
β
j (x/ε)), and
define
wε = uε − u0 − εχε∇u0, τε = pε − p0 + πε∇u0 + εqε∇2u0. (5.12)
Following by Lemma 2.3, (wε, τε) satisfies
Lε(wε) +∇τε = εdiv
(
[φε +Aεχε]∇2u0
)
+ εdiv
(
qε∇2u0
)
in D4r,
div(wε) = −εχεdiv(∇u0) in D4r,
wε = −εχε∇u0 on ∆4r.
(5.13)
Then by using Lemma 5.3, we have
‖wε‖L∞(Dr) ≤ C
{
−
∫
D4r
|wε|+ εr
(
−
∫
D4r
|∇2u0|p
)1/p
+ ε‖∇u0‖L∞(∆4r)
}
,
which implies (5.11) by a triangle inequality. 
5.2. Proof of Theorem 1.2 (i). Now with the help of Lemma 5.4 and a duality argument,
we are able to prove (1.15).
Proof of Theorem 1.2, Part (i). We fix x0, y0 ∈ Ω and set r = |x0 − y0|/8. Let F ∈
C∞0 (Dr(y0);R
d) and define
uε(x) =
∫
Ω
Gε(x, y)F (y)dy, and u0(x) =
∫
Ω
G0(x, y)F (y)dy. (5.14)
Then, in view of (4.14) (or (4.15)), (uε, pε) and (u0, p0) satisfy
Lε(uε) +∇pε = L0(u0) +∇p0 = F in Ω,
div(uε) = div(u0) = 0 in Ω,
uε = u0 = 0 on ∂Ω.
It follows from theW 2,p estimate of Stokes systems with constant coefficients in C1,1 domains
[15] that for any 1 < p <∞
‖∇2u0‖Lp(Ω) ≤ C‖F‖Lp(Dr(y0)). (5.15)
Also, by (5.14) and (4.3), we have
‖∇u0‖L∞(Ω) ≤ Cr
(
−
∫
Dr(y0)
|F |p
)1/p
, (5.16)
for p > d.
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Let (wε, τε) be the same as (5.12). Then, (wε, τε) satisfies the same system (5.13) in the
domain Ω. Thus, it follows from Lemma 5.4 that
‖wε‖L∞(Dr(x0)) ≤ C
{
−
∫
D4r(x0)
|wε|+ εr
(
−
∫
D4r(x0)
|∇2u0|p
)1/p
+ ε‖∇u0‖L∞(D4r(x0))
}
≤ C
{
−
∫
D4r(x0)
|wε|+ εr
(
−
∫
Dr(y0)
|F |p
)1/p}
,
(5.17)
where we have used (5.15) and (5.16) in the last inequality.
Now we decompose (wε, τε) = (w
(1)
ε , τ
(1)
ε ) + (w
(2)
ε , τ
(2)
ε ), where
Lε(w(1)ε ) +∇τ (1)ε = εdiv
(
[φε +Aεχε]∇2u0
)
+ εdiv
(
qε∇2u0
)
in Ω,
div(w(1)ε ) = −εχεdiv(∇u0)− C˜ in Ω,
w(1)ε = 0 on ∂Ω,
and 
Lε(w(2)ε ) +∇τ (2)ε = 0 in Ω,
div(w(2)ε ) = C˜ in Ω,
w(2)ε = −εχε∇u0 on ∂Ω,
and C˜ = −−∫Ω εχεdiv(∇u0) = − 1|Ω| ∫∂Ω εχε∇u0 · ndσ is a constant to adjust the compatibility
condition.
For w
(1)
ε , the energy estimate (2.1) and (5.15) provide
‖w(1)ε ‖H1(Ω) ≤ Cε‖∇2u0‖L2(Ω) ≤ Cε‖F‖L2(Dr(y0)).
By the Ho¨lder’s inequality and Sobolev embedding theorem, we have
‖w(1)ε ‖L2(Dr(x0)) ≤ Cr‖w(1)ε ‖Lq(Ω) ≤ Cεr‖F‖L2(Dr(y0)), (5.18)
where q = 2d/(d − 2). For w(2)ε , we use Theorem 5.1 to conclude
‖w(2)ε ‖L∞(Ω) ≤ Cε‖∇u0‖L∞(Ω). (5.19)
Combining (5.18) and (5.19), we have(
−
∫
Dr(x0)
|wε|2
)1/2
≤ Cεr
(
−
∫
Dr(y0)
|F |2
)1/2
+ Cε‖∇u0‖L∞(Ω)
≤ Cεr
(
−
∫
Dr(y0)
|F |p
)1/p
.
This, together with (5.17) and (5.16), leads to
|uε(x0)− u0(x0)| ≤ Cεr
(
−
∫
Dr(y0)
|F |p
)1/p
,
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where p > d. Now, in view of (5.14), it follows by duality that(
−
∫
Dr(y0)
|Gε(x0, y)−G0(x0, y)|p′dy
)1/p′
≤ Cεr1−d, (5.20)
where p′ = p/(p − 1).
Finally, recall that Gε(y, x)
T = G∗ε(x, y). Then,
L∗ε(Gε(x0, ·)T ) +∇Π∗ε(·, x0) = L∗0(G0(x0, ·)T ) +∇Π∗0(·, x0) = 0 in Dr(y0),
div(Gε(x0, ·)T ) = div(G0(x0, ·)T ) = 0 in Dr(y0),
Gε(x0, ·)T = G0(x0, ·)T = 0 on ∆r(y0).
We may apply Lemma 5.4 again to conclude that
|Gε(x0, y0)−G0(x0, y0)| ≤ C
{
−
∫
Dr(y0)
|Gε(x0, y)−G0(x0, y)|dy
+ εr
(
−
∫
Dr(y0)
|∇2yG0(x0, y)|pdy
)1/p
+ ε‖∇G0(x0, ·)‖L∞(Dr(y0))
}
≤ Cεr1−d,
where we have used (5.20) and the following W 2,p estimate (see [15])(
−
∫
Dr(y0)
|∇2G0(x0, y)|pdy
)1/p
≤ Cr−2‖G0(x0, ·)‖L∞(D2r(y0)) ≤ Cr−d.
This ends the proof. 
Theorem 5.5. Suppose that A satisfies (1.4), (1.5) and 1.6), and Ω is a bounded C1,η domain
with R0 = diam(Ω). Let F ∈ L2(Ω;Rd) and (uε, pε) ∈ H10 (Ω;Rd)× L20(Ω) be a weak solution
of 
Lε(uε) +∇pε = F in Ω,
div(uε) = 0 in Ω,
uε = 0 on ∂Ω.
Then if (i) 1 < p < d and 1q =
1
p − 1d , or (ii) p > d and q =∞, we have
‖uε − u0‖Lq(Ω) ≤ Cε‖F‖Lp(Ω). (5.21)
Moreover,
‖uε − u0‖L∞(Ω) ≤ Cε(ln[ε−1R0 + 2])1−
1
d ‖F‖Ld(Ω). (5.22)
Proof. By part (i) of Theorem 1.2 and the integral representation (4.15), we know that
|uε(x)− u0(x)| ≤ Cε
∫
Ω
|F (y)|
|x− y|d−1dy, for any x ∈ Ω,
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which proves (5.21) for 1 < p < d and 1q =
1
p − 1d by the estimates of fractional integrals [16,
Lemma 7.12]. If p > d and q =∞, (5.21) holds true by the Ho¨lder’s inequality. To see (5.22),
note that (4.2) and (1.15) imply
|uε(x)− u0(x)| ≤ C
∫
Dε(x)
|F (y)|
|x− y|d−2 dy + Cε
∫
Ω\Dε(x)
|F (y)|
|x− y|d−1 dy
≤ Cε‖F‖Ld(Ω) + Cε(ln[ε−1R0 + 2])1−
1
d ‖F‖Ld(Ω)
≤ Cε(ln[ε−1R0 + 2])1−
1
d ‖F‖Ld(Ω),
where we have used the Ho¨lder’s inequality in the second inequality. The proof is finished. 
6. Asymptotic Expansions of ∇xGε and Πε
In this section, we are going to prove part (ii) of Theorem 1.2. The key is to prove the
adjustable uniform estimates (contained in Theorem 6.1 and 1.3).
6.1. Adjustable Uniform Estimates. We first provide an adjustable Lipschitz estimate
for the divergence equation div(u) = ψ, which will be useful in deriving a better rate for the
asymptotic expansion of Πε. We encourage the reader to view the following theorem as a
sneak peek of our new idea, namely, using the Green’s functions to diminish the influence of
the Ho¨lder semi-norm of the data as small as possible.
Theorem 6.1. Let Ω be a bounded C1,η domain and R0 = diam(Ω). Given any ψ ∈ C0,η(Ω)
with
∫
Ω ψ = 0, there exists a u ∈ C1,η(Ω;Rd) satisfying div(u) = ψ in Ω and u = 0 on ∂Ω.
Moreover, for any 0 < t ≤ R0,
‖∇u‖L∞(Ω) ≤ C ln[t−1R0 + 2]‖ψ‖L∞(Ω) + Ctη[ψ]C0,η(Ω), (6.1)
where C depends only on η, d and Ω.3
Since
∫
Ω ψ = 0, there exists a unique weak solution (u, p) of the following Stokes system
∆u+∇p = 0 in Ω,
div(u) = ψ in Ω,
u = 0 on ∂Ω.
(6.2)
Thus u satisfies the divergence equation in Theorem 6.1. It is now sufficient to show (6.1).
To this end, we need the following lemma.
Lemma 6.2. Let Ω be a C1,η domain and (G∆,Π∆) be the Green’s function of system (6.2).
Then if |x− y| > 2|x− z|,∣∣Π∆(y, x)−Π∆(y, z)∣∣ ≤ C|x− z||Ω| ln
(
R0
|x− z|
)
+
C|x− z|
|x− y|d . (6.3)
3Even in this underdetermined case, estimate (6.1) is optimal in the sense that there exists bounded ψ such
that ‖∇u‖L∞(Ω) ≤ C‖ψ‖L∞(Ω) is not true for any solution of div(u) = ψ; see [8].
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Proof. Fix x, z ∈ Ω and set r = |x− z|. We first show that if y,w ∈ Ω \B2r(x), then∣∣∣[Π∆(y, x)−Π∆(y, z)] − [Π∆(w, x) −Π∆(w, z)]∣∣∣ ≤ C{ |x− z||x− y|d + |x− z||x−w|d
}
. (6.4)
Observe that to see (6.4), it suffices to show
osc
Ω\Bt(x)
[Π∆(·, x) −Π∆(·, z)] ≤ C|x− z|
td
, for any t ≥ 2r. (6.5)
Here we use a familiar argument as in Theorem 4.1. Note that Π∆(·, x) − Π∆(·, z) and
G∆(·, x) −G∆(·, z) satisfy
−∆(G∆(·, x)−G∆(·, z)) +∇(Π∆(·, x)−Π∆(·, z)) = 0 in Ω \ {x, z},
div
(
G∆(·, x) −G∆(·, z)) = 0 in Ω,(
G∆(·, x) −G∆(·, z)) = 0 on ∂Ω. (6.6)
Let B be a ball such that dist(Bt(x), 2B) ≃ 2kt ≃ diam(B) for some k ≥ 0. Then by applying
Theorem 3.1, we have
osc
B∩Ω
[Π∆(·, x)−Π∆(·, z)] ≤ C
2kt
(
−
∫
2B∩Ω
|G∆(v, x) −G∆(v, z)|2dw
)1/2
≤ C|x− z|
2kt
sup
v∈2B, ζ∈Bt(x)
|∇ζG∆(v, ζ)|
≤ C|x− z|
(2kt)d
,
where we have used (4.4) in the last inequality. Following by the same covering argument in
Theorem 4.1, we obtain the desired estimate (6.5).
Finally, we claim that (6.4) implies (6.3). Actually, by our assumption that
∫
ΩΠ
∆(w, x) dw =
0 for any x ∈ Ω, we have∣∣Π∆(y, x)−Π∆(y, z)∣∣ ≤ −∫
Ω
∣∣∣[Π∆(y, x)−Π∆(y, z)] − [Π∆(w, x) −Π∆(w, z)]∣∣∣dw
≤ C|Ω|
∫
Ω\B2r(x)
{ |x− z|
|x− y|d +
|x− z|
|x− w|d
}
dw
+
C
|Ω|
∫
Ω∩B2r(x)
{
1
|x− w|d−1 +
1
|z − w|d−1
}
dw
≤ C|x− z||Ω| ln
(
R0
|x− z|
)
+
C|x− z|
|x− y|d .
where we have used (6.4) and (4.6) in the second inequality. 
Proof of Theorem 6.1. First of all, by the Schauder’s estimate for (6.2), we have
[∇u]C0,η(Ω) ≤ C[ψ]C0,η(Ω). (6.7)
For any fixed 0 < t ≤ R0, we discuss the following two cases.
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Case 1: Assume x ∈ {δ(x) ≥ 4t}. In view of
|∇u(x)| ≤
∣∣∣∣∇u(x)−−∫
Bt(x)
∇u
∣∣∣∣+(−∫
Bt(x)
|∇u|2
)1/2
≤ Ctη[∇u]C0,η(Bt(x)) +
(
−
∫
Bt(x)
|∇u|2
)1/2
≤ Ctη[ψ]C0,η(Ω) +
(
−
∫
Bt(x)
|∇u|2
)1/2
,
(6.8)
it remains to estimate the second term on right-hand side of the above inequality.
Because u − q is also a solution of (6.2) in B4t(x) for any q ∈ Rd, by the Cacciopoli’s
inequality (2.14), we obtain(
−
∫
Bt(x)
|∇u(z)|2dz
)1/2
≤ C
t
(
−
∫
B2t(x)
|u(z)− q|2dz
)1/2
+C
(
−
∫
B2t(x)
|ψ|2
)1/2
. (6.9)
Following by the integral representation (4.14), we see that
u(x) = −
∫
Ω
Π∆(y, x)ψ(y)dy.
If we choose q = u(x) in (6.9), then for any z ∈ B2t(x),
|u(z) − u(x)| ≤ ‖ψ‖L∞(Ω)
∫
Ω
|Π∆(y, z)−Π∆(y, x)| dy
≤ ‖ψ‖L∞(Ω)
∫
B4t(x)
|Π∆(y, z)−Π∆(y, x)|dy
+ ‖ψ‖L∞(Ω)
∫
Ω\B4t(x)
|Π∆(y, z)−Π∆(y, x)|dy
≤ C‖ψ‖L∞(Ω)
∫
B4t(x)
1
|z − y|d−1 +
1
|x− y|d−1 dy
+ C‖ψ‖L∞(Ω)
∫
Ω\B4t(x)
[ |x− z|
|Ω| ln
(
R0
|x− z|
)
+
|x− z|
|x− y|d
]
dy
≤ Ct‖ψ‖L∞(Ω) + Ct ln[t−1R0]‖ψ‖L∞(Ω),
(6.10)
where we have used (4.12) and Lemma 6.2 in the third inequality. Combining this with (6.8)
and (6.9), we prove that for any x ∈ {δ(x) ≥ 4t},
|∇u(x)| ≤ C ln[t−1R0 + 2]‖ψ‖L∞(Ω) + Ctη[ψ]C0,η(Ω). (6.11)
Case 2: For any x ∈ {δ(x) < 4t}, there must exist some z ∈ D8t(x)∩{δ(x) ≥ 4t}. Therefore
by a triangle inequality
|∇u(x)| ≤ |∇u(x)−∇u(z)|+ |∇u(z)|
≤ Ctη[∇u]C0,η(D8t(x)) + |∇u(z)|
≤ C ln[t−1R0 + 2]‖ψ‖L∞(Ω) + Ctη[ψ]C0,η(Ω),
where we have used (6.7) and (6.11) in the last inequality. The proof is now finished. 
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Now we proceed to prove Theorem 1.3.
Proof of Theorem 1.3. Part (i): Adjustable Lipschitz estimate for uε.
We choose a C1,η domain D˜ such that D4r ⊂ D˜ ⊂ D5r, and decompose (uε, pε) = (u(1)ε +
u
(2)
ε , p
(1)
ε + p
(2)
ε ) such that (u
(1)
ε , p
(1)
ε ), (u
(2)
ε , p
(2)
ε ) satisfy the following systems:
Lε(u(1)ε ) +∇p(1)ε = 0 in D˜,
div(u(1)ε ) = 0 in D˜,
u(1)ε = uε on ∂D˜,
and

Lε(u(2)ε ) +∇p(2)ε = F + div(h) in D˜,
div(u(2)ε ) = 0 in D˜,
u(2)ε = 0 on ∂D˜.
It follows from Theorem 3.1 and a convexity argument that
‖∇u(1)ε ‖L∞(Dr) + osc
Dr
[p(1)ε ] ≤
C
r
−
∫
D4r
|u(1)ε | ≤ C
{
1
r
−
∫
D4r
|uε|+ ‖∇u(2)ε ‖L∞(D4r)
}
, (6.12)
where we have used ‖u(2)ε ‖L∞(D4r) ≤ Cr‖∇u(2)ε ‖L∞(D4r) in the case that D4r meet the bound-
ary ∂Ω. For the interior case, namely, D4r = B4r does not meet ∂Ω, the first inequality
of (6.12) holds true for u
(1)
ε − q, where q ∈ Rd is any constant. In particular, if we choose
q = −
∫
D4r
u
(2)
ε , then the second inequality follows by ‖u(2)ε − q‖L∞(D4r) ≤ Cr‖∇u(2)ε ‖L∞(D4r).
Let (G˜ε, Π˜ε) denote the Green’s functions of the Stokes system in D˜. To estimate ∇u(2)ε
on D4r, in view of the integral representation (4.14)
u(2)ε (x) =
∫
D˜
G˜ε(x, y)F (y) dy −
∫
D˜
∇yG˜ε(x, y)h(y) dy
=
∫
D˜
G˜ε(x, y)F (y) dy −
∫
D˜
∇yG˜ε(x, y)
[
h(y)− h(x)]dy, (6.13)
it remains to estimate
|∇u(2)ε (x)| ≤
∫
D˜
|∇xG˜ε(x, y)||F (y)| dy +
∫
D˜
|∇x∇yG˜ε(x, y)||h(y) − h(x)| dy
= I1 + I2.
(6.14)
By Theorem 4.1, it is easy to see
|∇xG˜ε(x, y)| ≤ Cmin
{
dist(y, ∂D˜)
|x− y|d ,
1
|x− y|d−1
}
≤ Cmin
{
δ(y)
|x− y|d ,
1
|x− y|d−1
}
,
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It follows that for any 0 < t ≤ r, there exists N with r ≈ 2N t so that
I1 ≤ C
∫
D˜\B(x,t)
|F (y)|δ(y)
|x− y|d dy + C‖F‖Lp(D5r)
(∫
D˜∩B(x,t)
dy
|x− y|(d−1)p′
)1/p′
≤ C
N∑
i=0
∫
Ω˜∩B(x,2i+1t)\B(x,2it)
|F (y)|δ(y)
|x− y|d dy + C‖F‖Lp(D5r)
(∫
D˜∩B(x,t)
dy
|x− y|(d−1)p′
)1/p′
≤ C ln[t−1r + 2]|MD5r ,t(Fδ)(x)| + Ct1−d/p‖F‖Lp(D5r).
(6.15)
Also, recall from Theorem 4.1 that
|∇x∇yG˜ε(x, y)| ≤ C|x− y|d ,
which yields that for any 0 < t ≤ r,
I2 ≤ C‖h‖L∞(D5r)
∫
D˜\B(x,t)
dy
|x− y|d + C[h]C0,η(D5r)
∫
D˜∩B(x,t)
dy
|x− y|d−η
≤ C ln [t−1r + 2]‖h‖L∞(D5r) + Ctη[h]C0,η(D5r). (6.16)
Substituting (6.15) and (6.16) into (6.14), and combining with (6.12), we obtain the ad-
justable Lipschitz estimate for uε, i.e., for any 0 < t ≤ r,
‖∇uε‖L∞(Dr) ≤ C
{
1
r
−
∫
D5r
|uε|+ ln[t−1r + 2]‖MD5r ,t(Fδ)‖L∞(D5r)
+ t
(
−
∫
D5r
|F |p
)1/p
+ ln[t−1r + 2]‖h‖L∞(D5r) + tη[h]C0,η(D5r)
}
.
Part (ii): Adjustable oscillation estimate for pε.
In view of (6.12), it now remains to estimate the oscillation of p
(2)
ε . By (4.15), p
(2)
ε can be
represented by
p(2)ε (x) =
∫
D˜
Π˜ε(x, y)
[
F (y) + div(h)(y)
]
dy
=
∫
D˜
Π˜ε(x, y)F (y) dy −
∫
D˜
∇yΠ˜ε(x, y)h(y) dy.
The boundary integral term vanishes since Π˜ε(x, y) = 0 for y ∈ ∂D˜; see Remark 4.2. We now
consider the pressure difference
p(2)ε (x)− p(2)ε (z) =
∫
D˜
[Π˜ε(x, y)− Π˜ε(z, y)]F (y)dy
+
∫
D˜
[∇yΠ˜ε(x, y)−∇yΠ˜ε(z, y)]h(y)dy
= J1 + J2.
(6.17)
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We first estimate J1. By (4.6), we have,
|Π˜ε(x, y)− Π˜ε(z, y)| ≤ Cmin
{
dist(y, ∂D˜)
|x− y|d +
dist(y, ∂D˜)
|z − y|d ,
1
|x− y|d−1 +
1
|z − y|d−1
}
≤ Cmin
{
δ(y)
|x− y|d +
δ(y)
|z − y|d ,
1
|x− y|d−1 +
1
|z − y|d−1
}
.
Then, it is natural to consider the integral over D˜∩{|x−y| ≤ |z−y|} and D˜∩{|x−y| > |z−y|}
separately. By the similar argument as in (6.15), we have∫
D˜∩{|x−y|≤|z−y|}
|Π˜ε(x, y)− Π˜ε(z, y)||F (y)|dy
≤ C
∫
{D˜∩{|x−y|≤|z−y|}}\Bt(x)
|F (y)|δ(y)
|x− y|d dy
+ C‖F‖Lp(D4r)
(∫
{D˜∩{|x−y|≤|z−y|}}∩Bt(x)
dy
|x− y|(d−1)p′
)1/p′
≤ C ln[t−1r + 2]|MD5r ,t(Fδ)(x)| + Ct1−d/p‖F‖Lp(D5r),
and obviously the same estimate holds for the integral over D˜ ∩ {|x − y| > |z − y|}. Hence,
we arrive at
|J1| ≤ C ln[t−1r + 2]|MD5r ,t(Fδ)(x)| + Ct
(
−
∫
D5r
|F |p
)1/p
. (6.18)
To estimate J2, we first consider the case that x and z are far enough from each other, i.e.,
there exists some constant c1 > 0 depending only on d and Ω, such that |x− z| ≥ c1r. Then
we construct the following auxiliary function ζx,zh (y) for the given x, z and h(y),
ζx,zh (y) = h(x)
|z − y|η
|x− z|η + h(z)
|x− y|η
|x− z|η .
It is easy to observe that ζx,zh (x) = h(x), ζ
x,z
h (z) = h(z) and
‖ζx,zh ‖L∞(D5r) ≤ C‖h‖L∞(D5r), (6.19)
‖∇ζx,zh (y)‖L∞(D5r) ≤ Cr−η‖h‖L∞(D5r)[|z − y|η−1 + |x− y|η−1], (6.20)
|ζx,zh (y)− h(y)| ≤ Cmin{|x− y|η, |z − y|η}
{
[h]C0,η(D5r) + r
−η‖h‖L∞(D5r)
}
. (6.21)
Inserting ζx,zh (y) into J2 and by the integration by parts, we have
J2 =
∫
D˜
[∇yΠ˜ε(x, y)−∇yΠ˜ε(z, y)][h(y) − ζx,zh (y)] dy
−
∫
D˜
[Π˜ε(x, y)− Π˜ε(z, y)]div(ζx,zh (y)) dy.
(6.22)
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Write
|J2| ≤
∫
D˜
|∇yΠ˜ε(x, y)−∇yΠ˜ε(z, y)||h(y) − ζx,zh (y)| dy
+
∫
D˜
|Π˜ε(x, y)− Π˜ε(z, y)||∇ζx,zh (y)| dy
= K1 +K2.
To estimate K1, by using (6.21), (6.19) and (4.7), we obtain∫
D˜∩{|x−y|≤|z−y|}
|∇yΠ˜ε(x, y)−∇yΠ˜ε(z, y)||h(y) − ζx,zh (y)| dy
≤ C{‖ζx,zh ‖L∞(D5r) + ‖h‖L∞(D5r)}∫
{D˜∩{|x−y|≤|z−y|}}∩Bt(x)
1
|x− y|d dy
+ C
{
[h]C0,η(D5r) + r
−η‖h‖L∞(D5r)
} ∫
{D˜∩{|x−y|≤|z−y|}}\Bt(x)
1
|x− y|d−η dy
≤ C ln[t−1r + 2]‖h‖L∞(D5r) + Ctη[h]C0,η(D5r).
The same argument also gives the estimate for the integral over D˜∩{|x−y| > |z−y|}. These
imply that
K1 ≤ C ln[t−1r + 2]‖h‖L∞(D5r) + Ctη[h]C0,η(D5r).
On the other hand, by (6.20) and (4.6), we have
K2 ≤ Cr−η‖h‖L∞(D5r)
∫
D˜
(
1
|z − y|d−1 +
1
|x− y|d−1
)
[|z − y|η−1 + |x− y|η−1] dy
≤ C‖h‖L∞(D5r).
It follows that
|J2| ≤ C ln[t−1r + 2]‖h‖L∞(D5r) + Ctη[h]C0,η(D5r). (6.23)
Combining (6.17), (6.18) and (6.23), we have proved that if |x− z| ≥ c1r,
|p(2)ε (x)− p(2)ε (z)| ≤ C
{
ln[t−1r + 2]‖MD5r ,t(Fδ)‖L∞(D5r) + t1−d/p‖F‖Lp(D5r)
+ ln[t−1r + 2]‖h‖L∞(D5r) + tη[h]C0,η(D5r)
}
.
For the case |x − z| < c1r, one can always find a z1 ∈ D˜, such that |x − z1| ≥ c2r and
|z1 − z| ≥ c2r. Then, the above inequality still holds true by a triangle inequality |p(2)ε (x)−
p
(2)
ε (z)| ≤ |p(2)ε (x)− p(2)ε (z1)|+ |p(2)ε (z1)− p(2)ε (z)|. As a consequence,
osc
D˜
[p(2)ε ] ≤ C
{
ln[t−1r + 2]‖MD5r ,t(Fδ)‖L∞(D5r) + t1−d/p‖F‖Lp(D5r)
+ ln[t−1r + 2]‖h‖L∞(D5r) + tη[h]C0,η(D5r)
}
.
(6.24)
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Finally, combining (6.12) with (6.24), we have proved the adjustable oscillation estimate
for pε,
osc
Dr
[pε] ≤ C
{
1
r
−
∫
D5r
|uε|+ ln[t−1r + 2]‖MD5r ,t(Fδ)‖L∞(D5r)
+ t
(
−
∫
D5r
|F |p
)1/p
+ ln[t−1r + 2]‖h‖L∞(D5r) + tη[h]C0,η(D5r)
}
.
The proof is now complete. 
Remark 6.3. We claim that Theorem 1.3 recovers Theorem 3.1 if we set t = r. In fact, we
only need to estimate ‖MD5r ,r(Fδ)‖L∞(D5r). Note that δ(x) = dist(x, ∂D5r) ≤ Cr. Then for
any x ∈ D5r,
MD5r ,r(Fδ)(x) ≤ Cr sup
s>r
−
∫
B(x,r)∩D5r
|F | ≤ Cr
(
−
∫
D5r
|F |p
)1/p
.
The claim then follows readily. Therefore, Theorem 1.3 can be viewed as an improved version
of Theorem 3.1 with an adjustable parameter t.
As we have mentioned in the Introduction, similar adjustable estimate may be obtained
for non-trivial boundary data f . To demonstrate this, we will show, of independent interest,
an analog for elliptic system with non-trivial boundary data.
Theorem 6.4. Assume Ω is a bounded C1,η domain and R0 = diam(Ω). Let h ∈ C0,η(Ω;Rd×d),
f ∈ C1,η(∂Ω;Rd) and uε be the weak solution of{Lε(uε) = div(h) in Ω,
uε = f on ∂Ω.
(6.25)
Then, for any 0 < t ≤ R0,
‖∇uε‖L∞(Ω) ≤ C ln[t−1R0 + 2]
(‖h‖L∞(Ω) + ‖∇f‖L∞(Ω))+ Ctη([h]C0,η(Ω) + [∇f ]C0,η(Ω)),
where C depends only on d, η,A and Ω.
Proof. We temporarily let G†ε(x, y) and P
†
ε (x, y) be the Green’s function and Poisson kernel
of Lε in Ω, respectively. By the representation formula, we have
∇uε(x) =
∫
Ω
∇xG†ε(x, y)div(h)(y)dy +
∫
∂Ω
∇xP †ε (x, y)f(y)dσ(y)
The first term above can be handled analogously as the second term of (6.13). To deal with
the second term, we extend f from ∂Ω to Rd with both ‖∇f‖L∞ and [∇f ]C0,η being preserved,
and denote the extended function still by f . Then, using the C1,η continuity, we have for any
x ∈ Ω, y ∈ ∂Ω,
|f(y)− f(x)− (y − x) · ∇f(x)| ≤ min{|x− y|1+η[∇f ]C0,η , 2|x− y|‖f‖L∞}.
38
Therefore, for any fixed t > 0∣∣∣∣ ∫
∂Ω
∇xP †ε (x, y)[f(y) − f(x)− (y − x) · ∇f(x)]dσ(y)
∣∣∣∣
≤ C
∫
∂Ω∩B(x,t)
|P †ε (x, y)||x − y|1+η[∇f ]C0,ηdσ(y)
+ C
∫
∂Ω\B(x,t)
|P †ε (x, y)||x − y|‖∇f‖L∞dσ(y)
≤ Ctη[∇f ]C0,η + C ln[R0/t+ 2]‖f‖L∞ .
(6.26)
Now observe that
∫
∂Ω∇xP †ε (x, y)dσ(y) = 0 and∫
∂Ω
∇xP †ε (x, y)y · ∇f(x)dσ(y) = ∇Φ+ε (x) · ∇f(x),
where Φ†ε(x) is the Dirichlet corrector for elliptic operator Lε (i.e., LεΦ†ε = 0) subject to
Φ†ε(x) = x on ∂Ω. Thus, (6.26) implies that
|∇uε(x)−∇Φ†ε(x) · ∇f(x)| ≤ Ctη[∇f ]C0,η + C ln[R0/t+ 2]‖∇f‖L∞ . (6.27)
Finally, note that |∇Φ†ε(x)| ≤ C (by Theorem 3.1), where C depends only on A and Ω. This,
together with (6.27), leads to the desired estimate. 
6.2. Proof of Theorem 1.2 (ii). We need some estimates for the Dirichlet correctors.
Lemma 6.5. Let Ω be a bounded C1,η domain and (Φβε,j,Λ
β
ε,j) be the matrix of Dirichlet
correctors defined in (1.14). Assume Λβε,j(x0) = π
β
j (x0/ε) for some fixed point x0 ∈ Ω with
δ(x0) > r0 > 0 (r0 will be figured out in the proof). Then
|∇Φβε,j(x)| ≤ C, |Φβε,j(x)− P βj (x)| ≤ Cε, (6.28)
and
|∇{Φβε,j(x)− P βj (x)− εχβj (x/ε)}|+ |Λβε,j(x)− πβj (x/ε)| ≤ Cmin{1, εδ(x)
}
, (6.29)
where δ(x) = dist(x, ∂Ω) and C depends only on d,A and Ω.
Proof. The first part of (6.28) directly follows from the Lipschitz estimate in Theorem 3.1.
To show the second part of (6.28), we consider uε(x) = Φ
β
ε,j(x) − P βj (x) − εχβj (x/ε) and
pε(x) = Λ
β
ε,j(x)− πβj (x/ε) and observe that (uε, pε) satisfies
Lε(uε) +∇pε = 0 in Ω,
div(uε) = 0 in Ω,
uε = −εχβj (x/ε) on ∂Ω.
By the Miranda-Agmon maximum principle (Remark 5.2), one obtains ‖uε‖L∞(Ω) ≤ Cε,
which implies the second part of (6.28).
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To see (6.29), we use the interior estimate in Theorem 3.1,
|∇uε(x)|+ osc
Bδ(x)/8(x)
[pε] ≤ C
δ(x)
(
−
∫
B(x,δ(x)/2)
|uε|2
)1/2
≤ Cε
δ(x)
, (6.30)
where we have used (6.28) in the last step. The estimate for uε in (6.30) gives the first part
of (6.29). Finally, the estimate for pε follows by a method of Harnack chain. We describe the
argument in detail as follows.
First, since Ω is a bounded C1,η domain, the following conditions are satisfied: (i) There
exists r0 > 0 such that {x ∈ Ω : δ(x) > r0} is connected and for any xˆ ∈ ∂Ω, C(xˆ) ∩ {x ∈
Ω : δ(x) > r0} 6= ∅. (ii) For any x1, x2 ∈ {x ∈ Ω : δ(x) > r0}, there exists at most M balls
{Bi : i = 1, 2, · · · ,M} such that x1 is connected to x2 by these balls. Moreover, for each i,
8Bi ⊂ Ω and diam(Bi) > r1 for some fixed r1 > 0. (iii) The above parameters r0, r1 and M
depend only on the geometry of Ω.
Now let x0 ∈ Ω be a point such that δ(x0) > r0 and pε(x0) = 0. For any x ∈ Ω, we
construct a chain of balls connecting x with x0 in two separated cases.
Case 1: δ(x) ≥ r0. Based on condition (ii), there are at mostM balls {Bi : i = 1, 2, · · · ,M}
with minimum radius r1 connecting x to x0. Therefore,
|pε(x)| = |pε(x)− pε(x0)| ≤
M∑
i=1
osc
Bi
[pε] ≤ CMε
8r1
≤
(
CMr0
8r1
)
ε
δ(x)
,
where we have used (6.30) in the second inequality.
Case 2: δ(x) < r0. Let xˆ be a point on ∂Ω such that x ∈ C(xˆ). By the condition (i), there
exists some x˜ ∈ C(xˆ) satisfying δ(x˜) > r0. Then we will construct a family of balls connecting
x to x˜. To do this, we consider the set Ek = C(xˆ) ∩ B2kδ(x)(xˆ) \ B2k−1δ(x)(xˆ). Observe that
by the definition of the non-tangential cone, for each k such that Ek 6= ∅, there exist at most
N balls, denoted by {Bki : i = 1, 2, · · · , N}, such that Ek ⊂
⋃
i
Bki and diam(Bki) > c02
kδ(x)
and 8Bki ⊂ Ω for each Bki. Now since {x, x˜} ⊂ C(xˆ) \Bδ(x)(xˆ) ⊂
⋃
i,k
Bki,
|pε(x)− pε(x˜)| ≤
∑
k,i
osc
Bki
[pε] ≤
∑
k≥1
CN
ε
c02kδ(x)
≤
(
CN
c0
)
ε
δ(x)
.
Finally, since δ(x˜) ≥ r0, we apply the result of Case 1 and conclude
|pε(x)| ≤ |pε(x)− pε(x˜)|+ |pε(x˜)|
≤
(
CN
c0
)
ε
δ(x)
+
(
CMr0
8r1
)
ε
δ(x˜)
≤
(
CN
c0
+
CMr0
8r1
)
ε
δ(x)
.
This proves the second part of (6.29). 
Note that Λε is uniquely specified in Lemma 6.5 by Λ
β
ε,j(x0) = π
β
j (x0/ε) for some interior
point x0 ∈ Ω with δ(x0) > r0 > 0. It turns out this condition is necessary for deriving the
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correct asymptotic expansions of ∇xGε and Πε. Throughout this section, we will always
assume that Λε is uniquely given by Lemma 6.5.
Proof of Theorem 1.2, Part (ii). Fix x0, y0 ∈ Ω and r = |x0−y0|/8. For any fixed 1 ≤ γ ≤ d,
we let (uε(x), pε(x)) = (G
γ
ε (x, y0),Π
γ
ε (x, y0)) and (u0(x), p0(x)) = (G
γ
0(x, y0),Π
γ
0(x, y0)), and
define
wε = uε − u0 −
{
Φβε,j − P βj
} · ∂uβ0
∂xj
, τε = pε − p0 − Λβε,j
∂uβ0
∂xj
− εqβij(x/ε)
∂2uβ0
∂xi∂xj
. (6.31)
In order to apply Theorem 1.3, we construct a C2,η domain D˜ such that D5r(x0) ⊂ D˜ ⊂
D6r(x0). By Lemma 2.3, (wε, τε) satisfies the following system
Lε(wε) +∇τε = Fε + div(hε) in D˜,
div(wε) = gε in D˜,
wε = 0 on ∆˜,
where (Fε, hε, gε) are given by
Fαε = a
αγ
ik (x/ε)
∂
∂xk
[
Φγβε,j − P γβj − εχγβj (x/ε)
] ∂2uβ0
∂xi∂xj
+
[
πβj (x/ε)− Λβε,j
] ∂2uβ0
∂xα∂xj
,
hαiε = −
[
εφαβkij(x/ε) − aαγik (x/ε)
(
Φγβε,j − P γβj
)] ∂2uβ0
∂xk∂xj
− εqβij(x/ε)
∂2uβ0
∂xα∂xj
,
gε = −
{
Φαβε,j − Pαβj
} ∂2uβ0
∂xα∂xj
.
(6.32)
Using Lemma 6.5, we have{ ‖Fεδ‖L∞(D6r) + ‖hε‖L∞(D6r) + ‖gε‖L∞(D6r) ≤ Cε‖∇2u0‖L∞(D6r),
[hε]C0,η(D6r) + [gε]C0,η(D6r) ≤ Cε1−η[∇2u0]C0,η(D6r) + Cε‖∇2u0‖L∞(D6r).
(6.33)
For the given gε ∈ C0,η(D˜) above, by Theorem 6.1, there exists a W ∈ C1,η(D˜;Rd) such
that div(W ) = gε in D˜, with W = 0 on ∂D˜, and{ ‖∇W‖L∞(D˜) ≤ C ln[t−1r + 2]‖gε‖L∞(D˜) + Ctη[gε]C0,η(D˜),
[∇W ]C0,η(D˜) ≤ Cr−η‖gε‖L∞(D˜) + C[gε]C0,η(D˜).
(6.34)
Observe that (wε −W, τε) satisfies
Lε(wε −W ) +∇τε = Fε + div(hε +Aε∇W ) in D˜,
div(wε −W ) = 0 in D˜,
wε −W = 0 on ∆˜.
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Now we can apply Theorem 1.3 to the above system to obtain
‖∇(wε −W )‖L∞(Dr) + osc
Dr
[τε]
≤ C
{
1
r
−
∫
D5r
|wε −W |+ ln[ε−1r + 2]‖MD5r ,ε(Fεδ)‖L∞(D5r) + ε
(
−
∫
D5r
|Fε|p
)1/p
+ ln[ε−1r + 2]‖hε +Aε∇W‖L∞(D5r) + εη[hε +Aε∇W ]C0,η(D5r)
}
,
where we have assigned t = ε for our situation. By (6.33) and Lemma 6.5, it is not hard to
see that ‖MD5r ,ε(Fεδ)‖L∞(D5r) ≤ Cε‖∇2u0‖L∞(D6r) and ‖Fε‖L∞(D5r) ≤ C‖∇2u0‖L∞(D5r). It
follows that
‖∇wε‖L∞(Dr) + osc
Dr
[τε]
≤ C
{
1
r
−
∫
D5r
|wε|+ ε ln[ε−1r + 2]‖∇2u0‖L∞(D5r) + ε1+η [∇2u0]C0,η(D5r)
+ ‖∇W‖L∞(D˜) + ln[ε−1r + 2]‖Aε∇W‖L∞(D˜) + εη[Aε∇W ]C0,η(D˜)
}
,
≤ C
{
1
r
−
∫
D5r
|uε − u0|+ ε
(
ln[ε−1r + 2]
)2‖∇2u0‖L∞(D6r) + ε1+η[∇2u0]C0,η(D6r)},
(6.35)
where we have used (6.33), (6.34) and the following observation{ ‖Aε∇W‖L∞(D˜) ≤ C‖∇W‖L∞(D˜),
[Aε∇W ]C0,η(D˜) ≤ Cε−η‖∇W‖L∞(D˜) + C[∇W ]C0,η(D˜).
Finally, by the already proved estimate (1.15), we have ‖uε − u0‖L∞(D6r) ≤ Cεr1−d. Also,
the C2,η estimate for G0 gives ‖∇2u0‖L∞(D6r) ≤ Cr−d, and [∇2u0]C0,η(D6r) ≤ Cr−d−η. Thus,
(6.35) implies that
∥∥∥∂uαε
∂xi
− ∂
∂xi
{Φαβε,j} ·
∂uβ0
∂xj
∥∥∥
L∞(Dr)
+ osc
Dr
[pε − p0 − Λβε,j
∂uβ0
∂xj
] ≤ Cεr−d( ln[ε−1r + 2])2.
(6.36)
Note that (1.16) is an immediate consequence of (6.36), while (1.17) follows from the same
argument as in the proof of Theorem 4.1, by a covering argument. 
Remark 6.6. Let (G∗ε(x, y),Π
∗
ε(x, y)) be the Green’s functions for the adjoint problem of (1.1).
By Theorem 1.2, and the fact that G∗ε(x, y) = Gε(y, x)
T , we have the following asymptotic
expansion,∣∣∣∣ ∂∂yi {Gβαε (x, y)} − ∂∂yi {Φ∗αγε,j (y)} · ∂∂yj {Gβγ0 (x, y)}
∣∣∣∣ ≤ Cε(ln[ε−1|x− y|+ 2])2|x− y|d , (6.37)
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and ∣∣∣∣[Π∗βε (x, y)−Π∗β0 (x, y)− Λ∗γε,j(x) ∂∂xj {Gβγ0 (y, x)}
]
−
[
Π∗βε (z, y) −Π∗β0 (z, y) − Λ∗γε,j(z)
∂
∂zj
{Gβγ0 (y, z)}
]∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d +
Cε(ln[ε−1|z − y|+ 2])2
|z − y|d ,
(6.38)
for any x, y ∈ Ω and x 6= y, where C depends only on d, η, A and Ω.
Corollary 6.7. Let Ω be a bounded C2,η domain and A satisfy (1.4), (1.5) and (1.6). Then∣∣∣∣Πε(x, y) −Π0(x, y)− [Λβε,j(x) ∂∂xj {Gβ0 (x, y)} − −
∫
Ω
Λβε,j(z)
∂
∂zj
{Gβ0 (z, y)}dz
]∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])3
|x− y|d ,
for any x, y ∈ Ω and x 6= y, where C depends only on d, η, A and Ω.
Proof. This follows from (1.17) and the assumption
∫
ΩΠε(x, y) dx = 0, as well as Theorem
4.1. 
Theorem 6.8. Let Ω be a bounded C2,η domain with R0 = diam(Ω) and A satisfy (1.4),
(1.5) and (1.6). Let 1 < p < ∞, F ∈ Lp(Ω;Rd) and (uε, pε) ∈ W 1,p0 (Ω;Rd) × Lp0(Ω) be the
weak solution of 
Lε(uε) +∇pε = F in Ω,
div(uε) = 0 in Ω,
uε = 0 on ∂Ω.
Then∥∥∥uε − u0 − {Φβε,j − P βj } · ∂uβ0∂xj
∥∥∥
W 1,p0 (Ω)
+
∥∥∥pε − p0 − Λβε,j ∂uβ0∂xj
∥∥∥
Lp0(Ω)
≤ Cε(ln[ε−1R0 + 2])8|
1
2
− 1
p
|‖F‖Lp(Ω),
(6.39)
where C depends only on d, η, p,A and Ω.
Proof. Based on Lemma 6.5 and the fact that ‖∇2u0‖Lp(Ω) ≤ C‖F‖Lp(Ω) for 1 < p < ∞, it
is sufficient to show for 1 ≤ p ≤ ∞ that∥∥∥∂uε
∂xi
− ∂
∂xi
Φβε,j
∂uβ0
∂xj
∥∥∥
Lp(Ω)
+
∥∥∥pε − p0 − [Λβε,j ∂uβ0∂xj −−
∫
Ω
Λβε,j(z)
∂uβ0
∂zj
dz
]∥∥∥
Lp(Ω)
≤ Cε(ln[ε−1R0 + 2])8|
1
2
− 1
p
|‖F‖Lp(Ω).
(6.40)
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In fact, following by the integral representation (4.15) and Corollary 6.7, we obtain that
∣∣∣∂uε
∂xi
− ∂
∂xi
Φβε,j(x)
∂uβ0
∂xj
∣∣∣+ ∣∣∣pε(x)− p0(x)− [Λβε,j(x)∂uβ0∂xj −−
∫
Ω
Λβε,j(z)
∂uβ0 (z)
∂zj
dz
]∣∣∣
≤ C
∫
Dε(x)
|F (y)|
|x− y|d−1 dy + Cε
∫
Ω\Dε(x)
(ln[ε−1|x− y|+ 2])3|F (y)|
|x− y|d dy.
This provides that left-hand side of (6.40) is bounded by Cε(ln[ε−1R0+2])
4‖F‖Lp(Ω) for the
case p = 1 and ∞. Thus, by the Riesz interpolation theorem, it remains to prove (6.40) for
the case p = 2. In order to do so, we let (wε, τε) be defined the same as in (6.31). By Lemma
2.3 and the energy estimate (2.1), we have
‖∇wε‖L2(Ω) + ‖τε‖L20(Ω) ≤ C‖∇
2u0‖L2(Ω) + Cε‖Fε‖H−1(Ω) (6.41)
where Fε is defined by (6.32).
For any ϕ ∈ H10 (Ω), by Lemma 6.5, we have∣∣∣∣∫
Ω
Fε(x)ϕ(x)dx
∣∣∣∣ ≤ Cε∫
Ω
δ(x)−1|∇2u0(x)||ϕ(x)|dx
≤ Cε‖δ(x)−1ϕ‖L2(Ω)‖∇2u0‖L2(Ω)
≤ Cε‖∇ϕ‖L2(Ω)‖∇2u0‖L2(Ω),
where we have used the Hardy’s inequality in the second inequality. This implies that
‖Fε‖H−1(Ω) ≤ Cε‖∇2u0‖L2(Ω). Thus (6.41) leads to
‖∇wε‖L2(Ω) + ‖τε‖L20(Ω) ≤ Cε‖∇
2u0‖L2(Ω),
and hence the case p = 2 now follows. This completes the proof. 
7. Asymptotic Expansions of ∇x∇yGε,∇yΠε and (Γε, Qε)
In this section, we will show the asymptotic expansions of ∇x∇yGε and ∇yΠε in a bounded
C3,η domain. We also state the corresponding results for the fundamental solutions without
a concrete proof.
Theorem 7.1. Let Ω be a bounded C3,η domain and A satisfy (1.4), (1.5) and (1.6). Then
(i). Asymptotic expansion for ∇x∇yGε(x, y),∣∣∣∣ ∂2∂xi∂yj {Gαβε (x, y)} − ∂∂xi {Φαγε,k(x)}· ∂
2
∂xk∂yℓ
{Gγσ0 (x, y)} ·
∂
∂yj
{Φ∗βσε,ℓ (y)}
∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d+1 ,
(7.1)
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(ii). Asymptotic expansion for ∇yΠε(x, y),∣∣∣∣∣
[
∂
∂yj
{Πβε (x, y)} −
∂
∂yj
{Φ∗βσε,ℓ (y)}
∂
∂yℓ
{Πσ0 (x, y)}
− Λγε,k(x)
∂2
∂xk∂yℓ
{Gγσ0 (x, y)} ·
∂
∂yj
{Φ∗βσε,ℓ (y)}
]
−
[
∂
∂yj
{Πβε (z, y)} −
∂
∂yj
{Φ∗βσε,ℓ (y)}
∂
∂yℓ
{Πσ0 (z, y)}
− Λγε,k(z)
∂2
∂zk∂yℓ
{Gγσ0 (z, y)} ·
∂
∂yj
{Φ∗βσε,ℓ (y)}
]∣∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d+1 +
Cε(ln[ε−1|z − y|+ 2])2
|z − y|d+1 ,
(7.2)
for any x, y ∈ Ω and x 6= y, where C depends only on d, η, A and Ω.
Proof. Fix x0, y0 ∈ Ω and r = |x0 − y0|/8. Fix 1 ≤ j, β ≤ d and let (uε(x), pε(x)) =(
∂
∂yj
Gβε (x, y0),
∂
∂yj
Πβε (x, y0)
)
and
uα0 (x) =
∂
∂yj
{Φ∗βσε,ℓ }(y0) ·
∂
∂yℓ
Gασ0 (x, y0),
p0(x) =
∂
∂yj
{Φ∗βσε,ℓ }(y0)
∂
∂yℓ
Πσ0 (x, y0),
in D6r = D6r(x0). Therefore, (uε, pε) and (u0, p0) satisfy the Stokes systems (1.1) and (2.5),
respectively, with all data vanishing in D6r. Let (wε, τε) be defined the same as (6.31). By a
similar argument for (6.35), it is not hard to see that
‖∇wε‖L∞(Dr) + osc
Dr
[τε]
≤ C
{
1
r
−
∫
D6r
|uε − u0|+ ε
(
ln[ε−1r + 2]
)2‖∇2u0‖L∞(D6r) + ε1+η[∇2u0]C0,η(D6r)}, (7.3)
By (6.37), we obtain that
‖uε − u0‖L∞(D6r) ≤ Cεr−d
(
ln[ε−1r + 2]
)2
.
By the C3,η estimate of G0 in a bounded C
3,η domain, we have ‖∇2u0‖L∞(D6r) ≤ Cr−d−1,
and [∇2u0]C0,η(D6r) ≤ Cr−d−1−η. Then (7.3) implies that∥∥∥∂uαε
∂xi
− ∂
∂xi
{Φαβε,j} ·
∂uβ0
∂xj
∥∥∥
L∞(Dr)
+ osc
Dr
[pε − p0 − Λβε,j
∂uβ0
∂xj
] ≤ Cε
(
ln[ε−1r + 2]
)2
rd+1
. (7.4)
Now (7.1) is a direct consequence of (7.4), while (7.2) follows by a covering argument used
in Theorem 4.1. 
For asymptotic expansions of the fundamental solution (Γε, Qε), since we deal with Ω = R
d,
the Dirichlet correctors (Φβε,j,Λ
β
ε,j) in the expansion can be simply replaced by the usual
correctors (χβj , π
β
j ). Precisely, we have
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Theorem 7.2. Let A satisfy (1.4), (1.5) and (1.6). Let (Γε, Qε) and (Γ0, Q0) be the funda-
mental solutions of (4.16) and the corresponding homogenized system, respectively. Then
(i) For any x, y ∈ Rd,
|Γε(x, y)− Γ0(x, y)| ≤ Cε|x− y|d−1 . (7.5)
(ii) For any x, y ∈ Rd,∣∣∣∣ ∂∂xi {Γαβε (x, y)} − ∂∂xi {Pαγj (x) + εχαγj (x/ε)} · ∂∂xj {Γγβ0 (x, y)}
∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d ,
(7.6)
and for any x, z, y ∈ Rd,∣∣∣∣[Qβε (x, y)−Qβ0 (x, y)− πγj (x/ε) ∂∂xj {Γγβ0 (x, y)}
]
−
[
Qβε (z, y) −Qβ0 (z, y) − πγj (z/ε)
∂
∂zj
{Γγβ0 (z, y)}
]∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d +
Cε(ln[ε−1|z − y|+ 2])2
|z − y|d .
(7.7)
(iii) For any x, y ∈ Rd,∣∣∣∣ ∂2∂xi∂yj {Γαβε (x, y)}
− ∂
∂xi
{Pαγk (x) + εχαγk (x/ε)} ·
∂2
∂xk∂yℓ
{Γγσ(x, y)} · ∂
∂yj
{P βσℓ (y) + εχ∗βσℓ (y/ε)}
∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d+1 ,
(7.8)
and∣∣∣∣∣
[
∂
∂yj
{Qβε (x, y)} −
∂
∂yj
{P βσℓ (y) + εχ∗βσℓ (y/ε)}
∂
∂yℓ
{Qσ0 (x, y)}
− πγk (x/ε)
∂2
∂xk∂yℓ
{Γγσ0 (x, y)} ·
∂
∂yj
{P βσℓ (y) + εχ∗βσℓ (y/ε)}
]
−
[
∂
∂yj
{Qβε (z, y)} −
∂
∂yj
{P βσℓ (y) + εχ∗βσℓ (y/ε)}
∂
∂yℓ
{Qσ0 (z, y)}
− πγk(z/ε)
∂2
∂zk∂yℓ
{Γγσ0 (z, y)} ·
∂
∂yj
{P βσℓ (y) + εχ∗βσℓ (y/ε)}
]∣∣∣∣∣
≤ Cε(ln[ε
−1|x− y|+ 2])2
|x− y|d+1 +
Cε(ln[ε−1|z − y|+ 2])2
|z − y|d+1 .
(7.9)
The constant C depends only on d and A.
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Appendix A. Proof of Theorem 3.2
Theorem 3.2 is a straightforward corollary of [19, Theorem 3.1] and an argument of in-
terpolation. We provide a proof here for readers’ convenience. Since we assume A is Ho¨lder
continuous, we have ‖χ‖L∞(Y ) ≤ C. Then [19, Theorem 3.1] reads as follows.
Theorem A.1. Suppose Ω is a bounded C1 domain and A satisfies (1.4), (1.5) and (1.6).
Assume F ∈ Lp(Ω;Rd), g ∈ W 1,p(Ω) for some p > d and f ∈ C0,1(∂Ω;Rd) satisfying the
compatibility (1.2). Let (uε, pε) and (u0, p0) be the solutions of (1.1) and (2.5), respectively.
Then for any σ ∈ (0, 1/2),
‖uε − u0‖L2(Ω) + ‖pε − p0 − πε∇u0‖L20(Ω)
≤ Cεσ
(
‖F‖Lp(Ω) + ‖g‖W 1,p(Ω) + ‖f‖C0,1(∂Ω)
)
,
(A.1)
where C depends only on d, p, σ,A and Ω.
Proof of Theorem 3.2. Since Ω is C1, g and h can be extended to the whole space Rd by g˜
and h˜, respectively, such that g˜ = g, h˜ = g and ‖g˜‖C0,η(Rd) ≤ C‖g‖C0,η(Ω), ‖h˜‖C0,η(Rd) ≤
C‖h‖C0,η(Ω). Also, f can be extended to a function f˜ ∈ H3/2(Rd;Rd) so that f˜ = f on ∂Ω
and ‖f˜‖H3/2(Rd) ≤ C‖f‖H1(∂Ω). Let ϕ ∈ C∞0 (Rd) be a smooth cut-off function with
∫
Rd
ϕ = 1.
Let ϕr(x) = r
−dϕ(x/r), where r ∈ (0, 1) is to be determined. Define h˜r = ϕr ∗ h˜, g˜r = ϕr ∗ g˜
and f˜r = ϕr ∗ f˜ . Then it is not hard to verify that
‖h˜r − h‖L2(Ω) ≤ Crη‖h‖C0,η(Ω), ‖g˜r − g‖L2(Ω) ≤ Crη‖g‖C0,η(Ω), (A.2)
and
‖h˜r‖W 1,p(Ω) ≤ Crη−1‖h‖C0,η(Ω), ‖g˜r‖W 1,p(Ω) ≤ Crη−1‖g‖C0,η(Ω). (A.3)
Also, we have
‖f˜r − f‖H1/2(∂Ω) ≤ Cr1/2‖f‖H1(∂Ω), ‖f˜r‖C0,1(∂Ω) ≤ Cr(1−d)/2‖f‖H1(∂Ω). (A.4)
Set
Cr =
1
|Ω|
(∫
Ω
g˜r −
∫
∂Ω
f˜r · n
)
=
1
|Ω|
(∫
Ω
g˜r −
∫
Ω
g −
∫
∂Ω
f˜r · n+
∫
∂Ω
f · n
)
.
Observe that (A.2) and (A.4) imply
|Cr| ≤ Crη
(
‖g‖C0,η(Ω) + ‖f‖H1(∂Ω)
)
. (A.5)
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Now let (uε,r, pε,r) and (u0,r, p0,r) be solutions of
Lε(uε,r) +∇pε,r = F + div(h˜r) in Ω,
div(uε,r) = g˜r − Cr in Ω,
uε,r = f˜r on ∂Ω,
and 
L0(u0,r) +∇p0,r = F + div(h˜r) in Ω,
div(u0,r) = g˜r − Cr in Ω,
u0,r = f˜r on ∂Ω.
Then it follows from Theorem A.1 that
‖uε,r − u0,r‖L2(Ω) + ‖pε,r − p0,r − πε∇u0,r‖L20(Ω)
≤ Cεσ
(
‖F‖Lp(Ω) + ‖h˜r‖W 1,p(Ω) + ‖g˜r −Cr‖W 1,p(Ω) + ‖f‖H1(∂Ω)
)
≤ Cεσr(1−d)/2
(
‖F‖Lp(Ω) + ‖h‖C0,η(Ω) + ‖g‖C0,η(Ω) + ‖f‖H1(∂Ω)
)
.
(A.6)
On the other hand, it is obvious to see uε,r − uε satisfies
Lε(uε,r − uε) +∇(pε,r − pε) = div(h˜r − h) in Ω,
div(uε,r − uε) = g˜r − g − Cr in Ω,
uε,r − uε = f˜r − f on ∂Ω,
Then applying the energy estimate (2.1), we have
‖uε,r − uε‖H1(Ω) + ‖pε,r − pε‖L20(Ω)
≤ C
(
‖h˜r − h‖L2(Ω) + C‖g˜r − g − Cr‖L2(Ω) + ‖f˜r − f‖H1/2(∂Ω)
)
≤ Crη
(
‖h‖C0,η(Ω) + ‖g‖C0,η(Ω) + ‖f‖H1(∂Ω)
)
.
(A.7)
Similarly, we also have
‖u0,r − u0‖H1(Ω) + ‖p0,r − p0‖L20(Ω) ≤ Cr
η
(
‖h‖C0,η(Ω) + ‖g‖C0,η(Ω)
)
. (A.8)
Combining this with (A.6), we obtain
‖uε − u0‖L2(Ω) + ‖pε − p0 − πε∇u0‖L˙2(Ω)
≤ C(εσr(1−d)/2 + rη)(‖F‖Lp(Ω) + ‖h‖C0,η(Ω) + ‖g‖C0,η(Ω) + ‖f‖H1(∂Ω))
≤ Cεγ
(
‖F‖Lp(Ω) + ‖h‖C0,η(Ω) + ‖g‖C0,η(Ω) + ‖f‖H1(∂Ω)
)
,
where we have chosen r = ε2σ/d in the last inequality and hence γ = 2ση/d. Since σ ∈ (0, 1/2)
is arbitrary, γ can be specified arbitrarily close to η/d. 
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