Abstract-We consider model selection and discrimination among three important lifetime distributions. These three distributions have been used quite effectively to analyze lifetime data. We study the probability of correct selection using the maximized likelihood method, as it has been used in the literature. We further compute the asymptotic probability of correct selection, and compare the theoretical, and simulation results for different sample sizes, and for different model parameters. The results have been extended for Type-I censored data also. The theoretical, and simulation results match quite well. Two real data sets have been analyzed for illustrative purposes. We also suggest a method to determine the minimum sample size required to discriminate among the three distributions for a given probability of correct selection, and a user specified protection level.
L
OG-NORMAL, Weibull, and generalized exponential (GE) distributions have been used quite effectively in analysing positively skewed data, which play important roles in reliability analysis. Often it is assumed that the data are coming from a specific parametric family, and the rest of the analyses are done based on that model assumption. But choosing a particular model is often quite difficult, and the effect due to model mis-specification can be quite severe.
Suppose is a univariate lifetime data, i.e. each , and the preliminary descriptive data analysis indicates that it is coming from a positively skewed distribution function. Therefore, any of the three distributions can be used to model the data, and all of them may fit the data very well. For certain ranges of the parameter values, the probability density function (PDF) or the cumulative distribution function (CDF) are very close to each other, but some of the other characteristics can be quite different. Now we discuss briefly the necessity of choosing the correct model if all the models fit the data reasonably well. Cox [5] first discussed the effect of choosing the wrong model. Wiens [26] demonstrated it nicely by a real data example, and recently Pascual [18] also provided the effect of mis-specification on the maximum likelihood estimators (MLE) between two distribution functions.
Consider the CDF of , , and in Fig. 1 . From Fig. 1 , the closeness of the three CDF can be easily visualized. If the data are coming from one of the three distribution functions, it can also be easily modeled by any of the other two distribution functions. Therefore, the natural questions are how to choose the correct model, and how reliable is this procedure? The problem of choosing the exact distribution becomes more difficult if the sample size is not very large, or the data are censored. If the data are coming from , then the probability of correct selection (PCS) based on Monte Carlo simulations using the maximized likelihood method (the details will be explained in Section II) is shown in Table I .
The PCS can be as small as only 0.27 when the sample size is 20. On the other hand, the effect of mis-specification can be quite severe. Let us look at the hazard functions, or the mean [27] , and the references cited there. The problem of testing whether some given observations follow one of the two possible distribution functions has been attempted by many researchers. Cox [5] , [6] first considered this problem in general for discriminating between two non-nested models; and then Atkinson [1] , Chen [4] , and Chambers & Cox [3] also made significant contributions against this problem. Due to increasing applications of the lifetime distributions, special attention has been paid in discriminating between the log-normal, and Weibull distributions (Dumonceaux & Antle [7] , Pereira [19] , Chen [4] , Quesenberry & Kent [23] , Kundu & Manglick [13] , Pascual [18] ); the gamma, and Weibull distributions (Bain & Englehardt [2] , Fearn & Nebenzahl [8] ); the gamma, and log-normal distributions (Kundu & Manglick [14] ); the log-normal, and GE distributions (Kundu & Gupta & Manglick [12] ); and the Weibull, and GE distributions (Gupta & Kundu [9] ). However, not much work has been done in discriminating between more than two distributions, except the work of Marshal & Meza & Olkin [17] , Kappenman [10] , and Taylor & Jakeman [22] . Moreover, no work has been done when the data are censored, which is a very common situation in reliability analysis.
The aim of this paper is two fold. First of all, we consider the discrimination procedure of the three well known distribution functions, which have been used quite extensively in reliability analysis. We use the maximized likelihood method to choose the best possible distribution. We obtain the asymptotic distributions of the maximized likelihood functions. Because the theoretical finite sample results are not available, we compute the PCS for different sample sizes using the asymptotic distributions. We compare the finite sample, and asymptotic results, by extensive computer simulations. The theoretical, and the experimental results match quite well, even for moderate sample sizes. Results have been extended when the data are Type-I censored. We provide the analysis of two data sets for illustrative purposes. We also provide the minimum sample size required for choosing the correct distribution for a given PCS, and a user specified protection level.
In Section II, we provide the discrimination procedure. The asymptotic probability of correct selections are provided in Section III. Comparison of the simulation, and experimental results are presented in Section IV. The results of Type-I censored data are provided in Section V. For illustrative purposes, two data analysis results are presented in Section VI. Sample size determination is provided in Section VII, and finally the conclusion appears in Section VIII.
II. DISCRIMINATION PROCEDURE
In this section, we describe the discrimination procedure on the basis of a random sample . It is assumed that the data have been generated from one of the three distributions, namely , , or ; and the corresponding likelihood functions respectively are and If , , , , , are the MLE of the corresponding parameters, then choose that particular distribution with the largest maximized likelihood value. Now we would like to study the PCS in each case. For example, if the data are actually coming from , then the probability that will be true. We consider the three cases separately. Let us consider the following statistics.
(
and the corresponding logarithms are for . Therefore, the PCS, when the data follow a Weibull distribution, is (2) Similarly, in case of log-normal, and GE distributions, the PCS can be written as (3) and (4) respectively. Now let us look at the expressions of the in terms of the corresponding MLE.
(5) (6) (7) Here, moreover, (8) III. ASYMPTOTIC DISTRIBUTIONS In this section, first we compute the joint distributions of , , and for three cases; and these will be used to compute the PCS asymptotically. From now on, we denote the almost sure convergence by a.s. For any functions , and , , , denote the mean of , variance of , and covariance between and respectively, if follows . Similarly, we define when follows , or , and the difference should be clear from the context. Now we provide the main results.
Theorem 1: Under the assumptions that the data are from , then is asymptotically bivariate normally distributed with mean vector , and dispersion matrix (9) To prove Theorem 1, we need the following lemma. 
Note that , , , and may depend on , and , but we do not make it explicit for brevity. Now, let us denote
Proof of Lemma 1: The proof of Lemma 1 is not difficult. It mainly follows using similar arguments of White ([24] , Theorem 1), and therefore it is omitted.
Proof of Theorem 1: Using Central Limit Theorem, , and are asymptotically normally distributed. Moreover, it follows that any linear combinations of with are also asymptotically normally distributed. Therefore, the bivariate normality result also immediately follows.
Along the same line, it can be shown that both , and are asymptotically bivariate normally distributed. The expressions of the elements of mean vectors, and the dispersion matrices are provided in the Appendix A. Using the exact expressions of the different elements of the mean vectors, and the covariance matrices, the asymptotic PCS can be obtained numerically by performing double integrations on the proper quadrant.
IV. NUMERICAL RESULTS
In this section, we perform some simulation experiments mainly to observe how the PCS, based on the asymptotic distributions, work for different sample sizes, and for different parameter values. All the computations are performed at the Indian Institute of Technology Kanpur using S-PLUS, and C. The programs can be obtained from the authors upon request.
We consider different parameter values, and different sample sizes for three different cases. In all the cases, we have taken the scale parameters to be 1. We have mainly varied the shape parameter. For each parameter value, and for fixed sample size , we have generated a sample of size from a particular distribution function (Weibull, log-normal, or GE). We then find the best fitted distribution based on the criterion given in Section II. We repeat this process 10,000 times, and compute the percentage of times it chooses the correct distribution function. We also compute the asymptotic PCS based on the result provided in Section III. All the results are reported in Tables II-IV. The elements in the first row in each box represent the results based on Monte Carlo simulations, and the numbers in brackets immediately below represent the results obtained by asymptotic results.
Some of the points are quite clear from the experiments. As the sample size increases, the PCS increases as expected. The asymptotic results match reasonably well in all cases considered, even when the sample size is not very large. When the data are drawn from the Weibull distribution, then the PCS increase as the shape parameter increases from 1 for all sample sizes. The PCS remain more or less constant as the shape parameter decreases from 1 for small sample sizes, but for large for large sample sizes, the PCS increase, though the increase is quite slow. But as the shape parameter decreases from 1, the PCS increase for all sample sizes. Some of the other interesting findings of these experiments can be obtained when we compare these results with the results when only two distributions are taken at a time. For example, let us compare the PCS between GE and Weibull (Gupta & Kundu [9] ), and GE and log-normal (Kundu & Gupta & Manglick [12] ), when the data are from GE distribution, and when the shape parameter of the GE distribution is 2.0. Note that, when the sample size is 20, and we have only two possibilities, namely GE and Weibull, then the PCS based on simulation is 0.57; and if the possibilities are GE, and log-normal, then the corresponding PCS is 0.68. On the other hand, when we have all the three distributions together, then the PCS based on simulation is only 0.271. Therefore, if the data are coming from GE, and even if the shape parameter is quite high, it is difficult to distinguish the three distribution functions. But the same is not true for the Weibull distribution, or the log-normal distribution.
These phenomena can be explained using the closest distances between the distribution functions. Let us consider the Kolmogorv-Smirnov (K-S) distances between the three distribution functions. The K-S distance between two distribution functions and is defined as (13) In Tables V-VII, we present the K-S distances from the parent distribution to the other two closest distribution functions.
Note that, when Weibull is the parent distribution, then the K-S distance from the Weibull to the closest log-normal is fixed, and it does not depend on the shape parameter. But its K-S distance from the Weibull to the closest GE is 0 when both have the shape parameter 1, but the K-S distance gradually increases as the shape parameter moves away from 1 in both directions. When a log-normal is the parent distribution, then also as expected the K-S distance from the log-normal to the closest Weibull is fixed. But it is observed that the K-S distance from the log-normal to the closest GE gradually decreases as decreases. Interestingly, when GE is the parent distribution, it has the minimum distance from the Weibull when the shape parameter is 1, and its distance increases as the shape parameter moves away from 1. However, the K-S distance from the log-normal distribution gradually decreases as the shape parameter increases. Therefore, it is clear that, for a certain range of the GE shape parameter, the three distributions are quite close to each other, and choosing the correct distribution becomes very difficult.
V. TYPE-I CENSORING
Because in the reliability analysis most of the times the data are censored, we investigate the effect of Type-I censoring in this discrimination procedure. We use the same maximized likelihood method as in Section II, and it is assumed that the data are Type-I censored at the time point . Without loss of generality, we take Weibull as the parent distribution. For the other two cases, similar results can be obtained. In the case of a censored sample, we denote the differences in the ratio of log-likelihoods for the censored sample as , , and corresponds to , , and respectively, as it was defined for complete sample in Section II. To calculate the PCS theoretically, we need the following result. (14) Proof: The proof of this theorem can be carried out exactly like that of the complete sample case.
We have reported results for three different , namely at 90-th, 80-th, and 70-th percentile points of the respective parent distributions in Tables VIII-X respectively. In all the three cases, as expected, it is observed that as decreases, the probability of correct selection decreases. Moreover, comparing the results with the complete sample results, it is also observed that discrimination becomes more difficult (PCS is lower) when the data are censored compared to the complete sample case as the intuition suggests. In case of GE, even when , the asymptotic results match reasonably well for sample sizes as small as 40, but the same is not true for log-normal or Weibull distributions. Therefore, in case of Type-I censoring also, the parent distribution plays an important role in PCS, and for validity of the asymptotic results for finite sample sizes.
VI. DATA ANALYSIS
In this section, we analyze two real data sets for illustrative purposes. In both cases, the sample size is not very large. It is observed that, for one case the choice is quite clear, but for the other case it is not very easy to make a decision about the model choice.
Data Set 1: The first data set (Linhardt & Zucchini [16] , page 69); represents the failure times of the air conditioning system of an airplane: 23, 261, 87, 7, 120, 14, 62, 47, 225, 71, 246, 21,  42, 20, 5, 12, 120, 11, 3, 14, 71, 11, 14, 11, 16, 90, 1, 16, 52, 95 .
We obtain the following estimates of different model parameters.
• Weibull distribution: , , .
• Log-normal distribution: , , .
• GE distribution: , , . Therefore, based on the log-likelihood values, log-normal is the preferred model. We also computed the Kolmogorov-Smirnov (K-S) distances between the empirical distribution function (EDF), and the fitted models in each case. They are 0.1047, 0.1540, and 0.1744 from the log-normal, Weibull, and GE; and the corresponding -values are 0.88, 0.44, and 0.32 respectively. We have also used a non-parametric Bootstrap to compute the proportions that it chooses different distributions. After re sampling with replacement, it chooses log-normal, Weibull, and GE at 44.4%, 39.0%, and 16.6% respectively. Therefore, based on all this information, we will choose log-normal as the preferred model in this case.
Data Set 2:
The data represents the number of revolutions (million) before failure of the 23 ball bearings in the life-test, as was originally reported in Lawless [15] • Weibull distribution: , , .
• GE distribution: , , . Therefore, based on the log-likelihood criterion, we prefer the GE distribution. The K-S distances from the EDF to the fitted log-normal, Weibull, and GE are 0.0901, 0.1521, and 0.1262; and the corresponding values are 0.98, 0.63, and 0.86 respectively. Using a re-sampling technique, it chooses the lognormal, Weibull, and GE as 47%, 32%, and 21% respectively. Therefore, the log-likelihood prefers to choose GE, but other criteria do not prefer GE. For example, K-S distance, as well as the re-sampling technique, both prefer a log-normal distribution over a GE. From these two examples, and also from the simulation results, it is clear that, not only the sample sizes, but also the model parameters, play important roles in discriminating between closely fitted models.
VII. DETERMINATION OF SAMPLE SIZE
In this section, we propose a method to determine the minimum sample size needed to discriminate among the three distri-bution functions for a given user specified probability of correct selection. Intuitively, if the distances among several distributions are large, one may not need a very large sample to discriminate them. On the other hand, if they are very close to each other, it will be extremely difficult to discriminate between them, and it may not be necessary from any practical point of view. Therefore, it is expected that the user will specify before-hand the PCS, and also the tolerance limit (similar to type-I error) in terms of the minimum distances (tolerance level) among several distribution functions, for discrimination purposes. We do not want to discriminate between two distribution functions if the distance between them is less than the tolerance level [9] . Here we use the K-S distance as a measure of distance between two distributions, similarly as in Gupta & Kundu [9] .
We have already reported the K-S distances between any two distribution functions in Tables V-VII. It is interesting to observe that the K-S distances from the log-normal to the Weibull are constant for all parameter ranges. The K-S distance from the Weibull to the GE distributions is minimum when the shape parameter is 1 (both are exponential), and it gradually increases as the shape parameter moves away from 1. The K-S distance from the log-normal to the GE distributions decreases as the shape parameter of the GE distribution increases, or the shape parameter of the log-normal distribution decreases. Now suppose we want to compute the minimum sample size needed to achieve the probability of correct selection to be 0.65 with a tolerance limit of 0.03, i.e. we do not want to discriminate among the distributions if their K-S distances are less than 0.03. Now if Weibull is the parent distribution, it is clear from Table V that, if or (approximately), then the K-S distances among the three distribution functions will be more than the tolerance level. Similarly, if log-normal is the parent distribution, then for (approximately), and if the GE distribution is the parent distribution, then for (approximately), or (approximately), this criterion will be met. Now if Weibull is the parent distribution, then from Table II it is clear that we need at least a sample of size 60 to achieve this probability of correct selection. From Table III , it is observed that, if log-normal is the parent distribution, then we need at least a sample size of 40 (approximately) to achieve this probability of correct selection. Similarly, when the GE distribution is the parent distribution, then from Table IV we observe that we need at least a sample of size 100 to achieve the required probability of correct selection. Therefore, at least a sample size of is required to achieve the required probability of correct selection at 0.65 with the tolerance level 0.03. Other cases are similar.
VIII. CONCLUSIONS
We have considered the problem of discriminating among three important lifetime distribution functions. We have used the maximized likelihood method to choose the best fitted model. We have obtained the asymptotic distributions of the ratio of the maximized log-likelihood functions, and it is observed that it follows a bivariate normal distribution. Based on the asymptotic results, we have computed the probability of correct selections, and they have been compared with the simulated results. The results have been extended for the Type-I censored data also. They match quite well, even for moderate sample sizes. Also, the probability of correct selection not only depends on the sample sizes, but it also depends on the model parameters of the parent population. We have also suggested how to obtain the minimum sample size required to achieve a given probability of correct selection for a user specified protection level. Although we have considered only Weibull, log-normal, and GE distributions, our method can be extended to other distribution functions also.
APPENDIX A
In this section, we present the exact expressions of the mean vectors, and the elements of the dispersion matrices for the three different cases. The exact expressions of most of the elements are already available in the literature. We will present those not available elsewhere; otherwise we will provide the references.
Parent Distribution is Weibull
First we need the exact expressions , , , and of Lemma 1, as all the required elements that are functions of these. Note that (15) see for details Kundu & Manglick [13] . Here, , and is the derivative of . Note that , have explicit forms in terms of , but and do not have explicit forms. They can be obtained as the roots of two non-linear equations. See Gupta & Kundu [9] for details, and also tabulated values of , and
for different values of . The exact expressions of are available in Kundu & Manglick [13] . Similarly, the exact expressions of are available in Gupta & Kundu [9] . Now we present the , which is not available anywhere. Note that if follows , then
Here, is the -th observation. Therefore, the expression for expectations, variances, and covariance can be given by Other expressions can be given similarly.
