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GLOBAL REGULARITIES OF TWO-DIMENSIONAL DENSITY PATCH
FOR INHOMOGENEOUS INCOMPRESSIBLE VISCOUS FLOW WITH
GENERAL DENSITY
XIAN LIAO AND PING ZHANG
Abstract. Toward the open question proposed by P.-L. Lions in [22] concerning the prop-
agation of regularities of density patch for viscous inhomogeneous flow, we first establish
the global in time well-posedness of two-dimensional inhomogeneous incompressible Navier-
Stokes system with initial density being of the form: η11Ω0 + η21Ωc0 , for any pair of posi-
tive constants (η1, η2), and for any bounded, simply connected W
k+2,p(R2) domain Ω0. We
then prove that the time evolved domain Ω(t) also belongs to the class of W k+2,p for any
t > 0. Thus in some sense, we have solved the aforementioned Lions’ question in the two-
dimensional case. Compared with our previous paper [21], here we remove the smallness
condition on the jump, |η1 − η2|, moreover, the techniques used in the present paper are
completely different from those in [21].
Keywords: Inhomogeneous incompressible Navier-Stokes equations, density patch,
striated distributions, Littlewood-Paley theory.
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1. Introduction
We consider the following two-dimensional inhomogeneous incompressible Navier-Stokes
equations:
(1.1)

∂tρ+ div(ρv) = 0, (t, x) ∈ R+×R2,
∂t(ρv) + div(ρv ⊗ v)−∆v +∇π = 0,
div v = 0,
(ρ, v)|t=0 = (ρ0, v0).
Here the unknown ρ is a positive function1 which represents the density of the fluid at time t
and point x, v = (v1, v2) stands for the velocity field of the fluid, and π designates the pressure
at time t and point x, which ensures the incompressibility of the fluid.
This system (1.1) can be used as a model to describe a viscous fluid that is incompressible
but has nonconstant density. Basic examples are mixtures of incompressible and non-reactant
components, flows with complex structure (e.g. blood flow or model of rivers), fluids con-
taining a melted substance, etc.
Let us notice that in the case where ρ0 ≡ 1, the system (1.1) turns out to be the classical
incompressible Navier-Stokes system (NS). We have to keep in mind that the system (1.1)
is much more complex than (NS).
This system (1.1) has three major basic features, and let us state them in general space
dimension d ≥ 2. Firstly, the incompressibility condition on the convection velocity field in
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1We do want to avoid vacuum.
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the density transport equation ensures that
(1.2) ‖ρ(t)‖L∞ = ‖ρ0‖L∞ and meas
{
x ∈ Rd | α ≤ ρ(t, x) ≤ β } is independent of t ≥ 0,
for any pair of non-negative real numbers (α, β). Secondly the kinetic energy is formally
conserved
(1.3)
1
2
∫
R
d
ρ|v(t)|2dx+
∫ t
0
‖∇v(t′)‖2
L2(Rd)
dt′ =
1
2
∫
R
d
ρ0(x)|v0(x)|2dx.
The third basic feature is the scaling invariance property. Indeed, if (ρ, v, π) is a solution of
(1.1) on [0, T ] × Rd, then the rescaled triplet (ρ, v, π)λ defined by
(1.4) (ρ, v, π)λ(t, x)
def
=
(
ρ(λ2t, λx), λv(λ2t, λx), λ2π(λ2t, λx)
)
, λ ∈ R
is also a solution of (1.1) on [0, T/λ2]× Rd. This leads to the notion of critical regularity.
Based on the energy estimate (1.3), J. Simon constructed in [26] the global weak solutions
of (1.1) with finite energy. More generally, P.-L. Lions proved the global existence of weak
solutions to the inhomogeneous incompressible Navier-Stokes system with variable viscosity
in the book [22].
In the case of smooth initial data with no vacuum, the existence result of strong unique
solutions goes back to the work of O.-A. Ladyzhenskaya and V.-A. Solonnikov [20]. Motivated
by (1.4), R. Danchin [12] established the well-posedness of (1.1) in the whole space Rd in
the so-called critical functional framework for small perturbations of some positive constant
density. The basic idea in [12] is to use functional spaces (or norms) that have the same scaling
invariance as (1.4). This result was extended to more general Besov spaces in [1, 2, 3, 4, 23].
Given that in all those aforementioned works, the density has to be at least in the Besov
space B˙
d
p
p,∞(R
d), one cannot capture discontinuities across some hypersurface. In fact, the
Besov regularity of the characteristic function of a smooth domain is only B˙
1
p
p,∞(R
d). There-
fore, those results do not apply to a mixture flow composed of two separate fluids with
different densities.
The first breakthrough along this line was made by R. Danchin and P.-B. Mucha in [13],
where they basically proved the global well-posedness of (1.1) with initial density allowing
discontinuity across a C1 interface with a sufficiently small jump. Later on, even ρ0 is only
bounded and with small fluctuation to some positive constant, J. Huang, M. Paicu and
the second author in [19] could show the global existence of solutions to (1.1) in a critical
functional framework, and the uniqueness was obtained provided assuming slightly more
regularities on the initial velocity field. R. Danchin and the second author extended this
result to the half-space setting in [15].
In the general case where ρ0 ∈ L∞(Rd) with a positive lower bound and v0 ∈ H2(Rd),
R. Danchin and P.-B. Mucha [14] proved that the system (1.1) has a unique local in time
solution. Furthermore, with the initial density fluctuation being sufficiently small, for any
initial velocity v0 ∈ B14,2(R2) ∩ L2(R2), or v0 ∈ B
2− 2
q
q,p (R
d) with small size for 1 < p <∞, d <
q <∞ and 2− 2
p
6= 1
q
, they also proved the global well-posedness of (1.1). M. Paicu, Z. Zhang
and the second author [24] improved the well-posedness results in [14] with less regularity
assumptions on the initial velocity.
A natural question to ask is whether it is possible to propagate the boundary regularities
of the interface of the fluids. In particular, P.-L. Lions proposed the following open question
in [22]: suppose the initial density ρ0 = 1D for some smooth domain D, Theorem 2.1 of [22]
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ensures at least one global weak solution (ρ, v) of (1.1) such that for all t ≥ 0, ρ(t) = 1D(t) for
some set D(t) with vol(D(t)) = vol(D). Then whether or not the regularity of D is preserved
by time evolution? Since this problem is very sophisticated due to the possible appearance
of vacuum, as a first step toward this question, here we aim at establishing the global well-
posedness of (1.1) with the initial density ρ0(x) = η11Ω0 + η21Ωc0 for any pair of positive
constants (η1, η2), and for any bounded simply connected W
k+2,p(R2) domain Ω0.
More precisely, let Ω0 be a simply connectedW
k+2,p(R2), k ≥ 1, p ∈]2, 4[, bounded domain.
Let f0 ∈ W k+2,p(R2) such that ∂Ω0 = f−10 ({0}) and ∇f0 does not vanish on ∂Ω0. Then we
can parametrize ∂Ω0 as
(1.5) γ0 : S
1 7→ ∂Ω0 via s 7→ γ0(s) with ∂sγ0(s) = ∇⊥f0(γ0(s)).
For any η1, η2 > 0, we take the initial density ρ0 and the initial velocity v0 of (1.1) as follows
ρ0(x) = η11Ω0(x) + η21Ωc0(x), v0 ∈ L2 ∩ B˙s02,1 and
∂ℓX0v0 ∈ L2 ∩ B˙sℓ2,1 for ℓ = 1, · · · , k, and X0
def
= ∇⊥f0, ∂X0v0 def= X0 · ∇v0,
(1.6)
where s0 ∈]0, 1[, sℓ def= s0 − ǫℓ/k for some fixed ǫ ∈]0, s0[, and p ∈
]
2, 2/(1 − sk)
[
.
The main ideas for us to solve the above problem come from J.-Y. Chemin [7, 8, 9, 10].
Indeed, by using the idea of conormal distributions or striated distributions, J.-Y. Chemin
[8, 9] (see also [6]) proved the global regularities of the two-dimensional vortex patch for
ideal incompressible flow. One may also check [11, 16, 17, 18, 25] for some extensions. We
emphasize that the initial velocity field v0 satisfying (1.6) belongs to some striated distribution
space. To avoid technicalities, here we prefer not to present details of such spaces. Interested
readers may check the book [10] and the references therein.
The main result of this paper states as follows:
Theorem 1.1. Let the initial data (ρ0, v0) be given by (1.5) and (1.6), for any pair of
positive constants (η1, η2). Then (1.1) has a unique global solution (ρ, v) such that ρ(t, x) =
η11Ω(t)(x) + η21Ω(t)c(x), with Ω(t) being a bounded, simply connected W
k+2,p(R2) domain
for any t > 0.
Remark 1.1. For Ω0 given by (1.5), it follows from [21] that the initial velocity v0 with
vorticity ω0 = 1Ω0(x) satisfies the assumptions of (1.6). Hence in particular, Theorem 1.1
ensures the global well-posedness of (1.1) with initial density ρ0 = η11Ω0(x) + η21Ωc0(x) and
initial vorticity ω0 = 1Ω0(x).
Remark 1.2. (1) Besides the difficulties encountered in [21], here we remove the small-
ness assumption on the jump, |η1−η2|, which is crucial in [21] to exploit the maximal
regularity estimate for the time evolutionary Stokes operator to handle the W 2,p esti-
mate of the velocity field.
(2) The method of time-weighted energy estimate in [24] will play an important role here.
However, in order to propagate the W 2,p regularity of the tangential vector field X0 of
∂Ω0, we need to deal with the energy estimate of ∇∂tv, which we can not go through
under the mere bounded density assumption. We overcome this difficulty by working
with the energy estimate of ∇Dtv, where Dt = ∂t+v·∇ denotes the material derivative.
(3) With initial density being only in the bounded function space, we can not apply the
classical ideas in [12] to propagate the Besov regularity of the velocity field as in the
previous papers [15, 19, 24]. Namely, given the initial velocity field v0 ∈ B˙sp,r, they
did not prove the solution v belonging to C([0,∞[; B˙sp,r). In this paper, motivated
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by the characterisation of Besov spaces with positive regularity index, we succeed in
establishing the propagation of the Besov regularity of the velocity field. One may
check Theorem 2.1 below for details.
2. Structure and main ideas of the proof
Before proceeding, let us first recall the definitions of Besov norms from [5] for instance.
Definition 2.1. Let us consider a smooth radial function ϕ on R, the support of which is
included in [3/4, 8/3] such that
∀τ > 0 ,
∑
j∈Z
ϕ(2−jτ) = 1 and χ(τ)
def
= 1−
∑
j≥0
ϕ(2−jτ) ∈ D([0, 4/3]).
Let us define
∆ja
def
= F−1(ϕ(2−j |ξ|)â), and Sja def= F−1(χ(2−j |ξ|)â).
Let (p, r, κ) be in [1,+∞]3 and s in R. We define the Besov norms by
‖a‖B˙sp,r
def
=
∥∥(2js‖∆ja‖Lp)j∥∥ℓr(Z) and ‖a‖L˜κT (B˙sp,r) def= ∥∥(2js‖∆ja‖Lκt (Lp))j∥∥ℓr(Z).
We remark that in the particular case when p = r = 2, the Besov spaces B˙sp,r coincide with
the classical homogeneous Sobolev spaces H˙s.
For notational simplicity, we always denote Bs def= B˙s2,1.
As a matter of fact, we shall prove a much more general version of Theorem 1.1. More
precisely, we assume the initial data satisfying
(2.1) 0 < ρ∗ ≤ ρ0 ≤ ρ∗, v0 ∈ L2 ∩ Bs0 for some s0 ∈]0, 1[,
along with the following striated regularity assumptions for ℓ = 1, · · · , k,
∂ℓ−1X0 X0 ∈W 2,p, ∂ℓX0ρ0 ∈ L∞, ∂ℓX0v0 ∈ L2 ∩ Bsℓ, with
sℓ
def
= s0 − ǫℓ/k, for some ǫ ∈]0, s0[, and p ∈
]
2, 2/(1 − sk)
[
,
(2.2)
for some vector field X0 = (X
1
0 ,X
2
0 ) and ∂X0f
def
= X0 · ∇f . Moreover, to avoid cumbersome
calculations, without loss of generality, we assume the divergence free condition on the initial
vector field X0:
(2.3) divX0 = 0.
Given the convection velocity field v, we define X(t) = (X1(t),X2(t)) via
(2.4)
{
∂tX + v · ∇X = X · ∇v,
X(0, x) = X0(x).
Conventions. In this whole context, we shall use the following conventions:
∂X
def
= X · ∇, Dt def= ∂t + v · ∇, ft def= ∂tf, σ(t) def= min {1, t} , and θ0 def= ǫ/k,
ρℓ
def
= ∂ℓXρ, v
ℓ def= ∂ℓXv, π
ℓ def= ∂ℓXπ, X
ℓ def= ∂ℓXX, and ∂
−1
X f
def
= 0,
C(v0, u0, s) def= ‖u0‖Bs exp
(A0 exp(A0‖v0‖4L2)) and C(v0, s) def= C(v0, v0, s),
Hℓ(t) def= exp exp exp · · · exp︸ ︷︷ ︸
ℓ+1 times
(Aℓ〈t〉2) with 〈t〉 def= (1 + t2) 12 ,
(2.5)
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where the constant Aℓ, 1 ≤ ℓ ≤ k depends only on ρ∗, ρ∗, s0, θ0 and
∑
0≤m≤ℓ
(‖∂m−1X0 X0‖W 2,p+
‖∂mX0ρ0‖L∞ + ‖∂mX0v0‖L2∩Bsm
)
, which may vary from lines to lines in the whole context.
Theorem 2.1. Let the initial data (ρ0, v0,X0) fulfil the assumptions (2.1), (2.2) and (2.3).
Then the coupled system (1.1) and (2.4) has a unique global solution (ρ, v,∇π,X) so that
for any t > 0
(2.6) A0(t) ≤ C(v0, s0) with A0(t) = A01(t) +A02(t),
where
A01(t)
def
= ‖v‖L∞t (L2)∩L2t (H˙1) + ‖v‖L˜∞t (Bs0 )∩L2t (B1+s0 ) +
∥∥σ 1−s02 (vt,∇2v,∇π)∥∥L2t (L2)
+ ‖σ 1−s02 v‖
L˜∞t (B
1) +
∥∥σ1− s02 (vt,∇2v,∇π)∥∥L∞t (L2) + ‖σ1− s02 ∇vt‖L2t (L2),
A02(t)
def
=
∥∥σ 3−s02 (∇Dtv,Dt∇v,∇vt)∥∥L∞t (L2) + ∥∥σ 3−s02 (D2t v,∇2Dtv,∇Dtπ)∥∥L2t (L2),
(2.7)
and for ℓ ∈ {1, · · · , k}
Aℓ(t) ≤ Hℓ(t) with
Aℓ(t)
def
= ‖vℓ‖
L˜∞t (B
sℓ )∩L2t (B
1+sℓ) + ‖Xℓ−1‖L∞t (W 2,p) +Aℓ1(t) +Aℓ2(t),
(2.8)
where
Aℓ1(t)
def
= ‖ρℓ‖L∞t (L∞) + ‖vℓ‖L∞t (L2)∩L2t (H˙1) + ‖σ
1−sℓ
2 ∇vℓ‖L∞t (L2)
+
∥∥σ 1−sℓ2 (∂tvℓ,∇2vℓ,∇πℓ)∥∥L2t (L2) and
Aℓ2(t)
def
=
∥∥σ1− sℓ2 (Dtvℓ,∇2vℓ,∇πℓ)∥∥L∞t (L2) + ‖σ1− sℓ2 ∇Dtvℓ‖L2t (L2)
+ ‖σ 3−sℓ2 ∇Dtvℓ‖L∞t (L2) +
∥∥σ 3−sℓ2 (D2t vℓ,∇2Dtvℓ,∇Dtπℓ)∥∥L2t (L2).
(2.9)
Admitting Theorem 2.1 for the time being, we now turn to the proof Theorem 1.1.
Proof of Theorem 1.1. For f0 given by (1.5), we take X0 = ∇⊥f0. Then we deduce from (1.5)
and (1.6) that for ℓ = 1, · · · , k,
divX0 = 0 and ∂
ℓ−1
X0
X0 ∈W 2,p and
0 < min {η1, η2} ≤ ρ0 ≤ max {η1, η2} and ∂ℓX0ρ0 ≡ 0.
Thus by virtue of Theorem 2.1, the coupled system (1.1) with (2.4) has a unique global
solution (ρ, v,∇π,X) so that the inequalities (2.6) and (2.8) are valid for any t > 0.
Let us denote by ψ(t, ·) the flow associated with the vector field v, that is
(2.10)
{
d
dt
ψ(t, x) = v(t, ψ(t, x)),
ψ(0, x) = x,
from which and Corollary 2.1 (see below), we infer for any t > 0,
‖∇ψ(t)− Id‖L∞ ≤ exp
(‖∇v‖L1t (L∞)) ≤ exp(〈t〉‖σ 1−s02 ∇v‖L2t (L∞)) ≤ exp (A0〈t〉) ;(2.11)
and
‖∇2ψ(t)‖Lp ≤‖∇ψ‖2L∞t (L∞)‖∇
2v‖L1t (Lp) exp
(‖∇v‖L1t (L∞))
≤ exp (A0〈t〉) ‖σ−
(
1− 1
p
−
s0
2
)
‖L2t ‖σ
(
1− 1
p
−
s0
2
)
∇2v‖L2t (Lp) ≤ exp (A0〈t〉) .
(2.12)
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Here we used the fact that 2 < p < 2/(1 − sk) so that 1− 1/p − s0/2 < 1/2.
Let Ω(t)
def
= ψ(t,Ω0). Due to (1.6), we deduce from the transport equation of (1.1) that
(2.13) ρ(t, x) = η11Ω(t)(x) + η21Ω(t)c(x).
Next we are going to prove that Ω(t) is of class W 3,p. Indeed let ∂Ω(t) be the level surface of
f(t, ·). Then f solves {
∂tf + v · ∇f = 0,
f(0, x) = f0(x),
which implies that X(t, x)
def
= ∇⊥f(t, x) solves (2.4). We thus deduce from (2.4) and (2.10)
that the tangential vector field X(t, x) = ∇⊥f(t, x) satisfies
X(t, ψ(t, x)) = X0(x) · ∇ψ(t, x).(2.14)
Moreover, in view of (2.8), we have
(2.15) Xℓ−1 ∈ L∞loc (R+;W 2,p), for ℓ = 1, · · · , k.
Then it follows then from (2.11), (2.12) and (2.15) that
∂i∂j
(
X(t, ψ(t, x))
)
= ∂i∂jψ(t, x) · ∇X(t, ψ(t, x))
+ (∂iψ ⊗ ∂jψ)(t, x) : ∇2X(t, ψ(t, x)) ∈ L∞loc (R+;Lp), ∀ 1 ≤ i, j ≤ 2.
Therefore we deduce from (1.5) and (2.14) that
(2.16) ∂s(ψ(t, γ0(s))) = X0(γ0(s)) · ∇ψ(t, γ0(s)) = X(t, ψ(t, γ0(s))) ∈ L∞loc (R+;W 2,p),
that is, Ω(t) belongs to the class of W 3,p for any t > 0.
Along the same line to the derivation of (2.16), we write
∂ℓs(ψ(t, γ0(s))) = ∂
ℓ−1
s
(
(∂X0ψ)(t, γ0(s))
)
= · · · = (∂ℓX0ψ)(t, γ0(s)), ∀ ℓ ≥ 1.
Thus in order to prove that ∂Ω(t) = ψ(t, γ0(∂Ω0)) belongs to the class of W
k+2,p for any
t > 0, it suffices to show that ∂ℓX0ψ ∈ L∞loc (R+;W 2,p) for any ℓ ∈ {1, 2, · · · , k }.
To this end, we notice that (2.14) implies that
X(t, x) = (∂X0ψ)(t, ψ
−1(t, x)),
so that for any smooth function f, we write
∂X
(
f(ψ−1(t, x))
)
=
2∑
i=1
2∑
α=1
Xi(t, x)∂αf(ψ
−1(t, x))
∂(ψ−1)α(t, x)
∂xi
=
2∑
i=1
2∑
α=1
2∑
j=1
(Xj0∂jψ
i)(t, ψ−1(t, x))
∂(ψ−1)α(t, x)
∂xi
∂αf(ψ
−1(t, x))
= (∂X0f)(ψ
−1(t, x)).
Then an inductive argument leads to
Xℓ−1(t, x) = ∂ℓ−1X
(
(∂X0ψ)(t, ψ
−1(t, x))
)
= (∂ℓX0ψ)(t, ψ
−1(t, x)), ∀ ℓ ≥ 1,
which together with (2.11), (2.12) and (2.15) implies ∂ℓX0ψ ∈ L∞loc (R+;W 2,p) for any ℓ ∈{1, 2, · · · , k }. This completes the proof of Theorem 1.1. 
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The rest of this section is devoted to the outline of the proof to Theorem 2.1. Let us begin
with the notations we are going to use in the whole context.
Notations: We denote (a|b) def= ∫
R
2 a|bdx to be the L2(R2) inner product of a and b, and
[A;B] = AB−BA to be the commutator of the operators A and B. For a . b, we mean that
there is a uniform constant C, which may be different on different lines, such that a ≤ Cb.
Finally we denote (dq)q∈Z to be a generic element of ℓ
1(Z) so that
∑
q∈Z dq = 1.
We shall first prove in Section 3 that there holds (2.6) under the assumption (2.1).
Proposition 2.1. Let (ρ, v,∇π) be a smooth enough solution of (1.1) and A01(t) be the
functional given by (2.7). Then under the hypothesis of (2.1), the following inequality is
valid for any t ≥ 0
A01(t) ≤ C(v0, s0).
Let us remark that the essence of the proof of Proposition 2.1 is to derive the a priori
estimates for ‖v‖
L˜∞t (B
s0 )
and ‖σ 1−s02 vt‖L2t (L2), which is completely new compared with the
previous references [15, 19, 24]. Due to the fact that the density function only belongs to the
bounded function space, we can not use the classical ideas in [12], namely, we can not apply
the operator ∆j to the momentum equation of (1.1) and then perform energy estimate for
∆jv.
Here the main idea of the proof to the propagation of the Besov regularities of the velocity
field is motivated by the characterization of Besov norms with positive regularity index. More
precisely, we write
(2.17) v =
∑
q∈Z
vq and ∇π =
∑
q∈Z
∇πq,
with (vq,∇πq) solving
(2.18)
 ρ∂tvq + ρv · ∇vq −∆vq +∇πq = 0,div vq = 0,
vq|t=0 = ∆qv0.
Then by performing H1 energy estimate to (2.18), one has
(2.19) ‖vq‖L∞t (L2) + ‖σ
1
2 ∂tvq‖L2t (L2) + 2
−q
(‖∇vq‖L∞t (L2) + ‖∂tvq‖L2t (L2)) . dq2−qs0‖v0‖Bs0 .
We thus deduce from Bernstein-type lemma (see Lemma 2.1 of [5] for instance) that
‖∆jv‖L∞t (L2) ≤
∑
q>j
‖∆jvq‖L∞t (L2) + 2−j
∑
q≤j
‖∆j∇vq‖L∞t (L2)
.
∑
q>j
‖vq‖L∞t (L2) + 2−j
∑
q≤j
‖∇vq‖L∞t (L2) . dj2−js0‖v0‖Bs0 ,
which together with Definition 2.1 ensures that v ∈ L˜∞t (Bs0). Indeed the same procedure
would imply that v ∈ L˜∞t (B˙s02,r) for any r ∈ [1,∞] provided that v0 ∈ B˙s02,r. However in this
case, (2.19) would become
‖σ 12 ∂tvq‖L2t (L2) + 2
−q‖∂tvq‖L2t (L2) . cq,r2
−qs0‖v0‖B˙s02,r ,
where (cq,r)q∈Z is a generic element of ℓ
r(Z) so that
∥∥(cq,r)q∈Z‖ℓr(Z) = 1. As a result, we infer
‖σ 1−s02 ∂tv‖L2t (L2) ≤
∑
q∈Z
‖∂tvq‖s0L2t (L2)‖σ
1
2∂tvq‖1−s0L2t (L2) . ‖v0‖B˙s02,r
∑
q∈Z
cq,r.
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In order to guarantee the series,
∑
q∈Z cq,r, to be convergent, the only choice is r = 1. That
is the reason why we choose to work with the initial velocity in the Besov space, Bs0 , instead
of the classical Sobolev space H˙s0 .
With Proposition 2.1, we shall exploit the 2-D interpolation inequality
(2.20) ‖a‖Lr ≤ C‖a‖
2
r
L2
‖∇a‖1−
2
r
L2
∀ r ∈]2,∞[,
to prove that
Corollary 2.1. Let r ∈ [2,∞[. Then under the same assumptions of Proposition 2.1, we
have for any t ≥ 0,∥∥σ 1−s02 v∥∥
L∞t (L
∞)
+
∥∥σ 1−s02 (1− 2r )v∥∥
L∞t (L
r)
+
∥∥σ 1−s02 ∇v∥∥
L
2r
r−2
t (L
r)
+
∥∥σ(1− 1r− s02 )∇v∥∥
L∞t (L
r)
+
∥∥σ(1− 1r− s02 )(vt,∇2v,∇π)∥∥L2t (Lr)
+
∥∥σ(1− s02 )(vt,∇2v,∇π)∥∥
L
2r
r−2
t (L
r)
+
∥∥σ 1−s02 ∇v∥∥
L2t (L
∞)
≤ C(v0, s0).
(2.21)
In order to derive the a priori estimate of ‖∇X‖L∞t (W 1,p), not only we need to perform the
energy estimate for vt but also the energy estimate of ∇vt. To this end, we get, by applying
∂t to the momentum equation of (1.1), that
ρ∂tvt + ρv · ∇vt −∆vt +∇πt = −ρt(vt + v · ∇v)− ρvt · ∇v.
To perform the energy estimate for ∇vt, we need to deal with such terms as∫
R
2
ρtDtv|vtt dx = −
∫
R
2
v · ∇ρDtv|vtt dx,
which is impossible to go through with non-Lipschitz density function ρ. This is nevertheless
the case here.
The idea to overcome this difficulty is to apply the material derivative Dt instead of ∂t to
the momentum equation of (1.1), which gives
ρD2t v −∆Dtv +∇Dtπ =FD(v, π) with
FD(u,Π)
def
= − 2∇vα · ∂α∇u−∆v · ∇u+∇vα∂αΠ.
(2.22)
Here and in what follows, repeated indices of α means summation of α from 1 to 2. We
remark that the advantage of exploiting the operator Dt is that Dtρ = 0, so that difficult
terms mentioned before do not appear anymore.
Note that due to div v = 0, one has
divDtv = div(v · ∇v) = ∂αv · ∇vα and
divD2t v = div b0 with b0
def
= v · (∇vt +Dt∇v) +Dtv · ∇v.
(2.23)
In Subsection 3.3, we shall use the following lemma to perform H˙1 energy estimate for
Dtv :
Lemma 2.1. Let (w,∇q) be a smooth enough solution of the following system:
(2.24)
{
ρD2tw −∆Dtw+∇q = F,
divDtw = div a and divD
2
tw = div b.
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Then for any s ∈]0, 1[, we have
‖σ1− s2Dtw‖2L∞t (L2)∩L2t (H˙1) + ‖σ
3−s
2 ∇Dtw‖2L∞t (L2) + ‖σ
3−s
2 (D2tw,∇2Dtw,∇q)‖2L2t (L2)
≤ C exp (C‖v0‖2L2) (‖σ 1−s2 (Dtw, a)‖2L2t (L2) + ‖σ1− s2∇a‖2L2t (L2)
+ ‖σ 3−s2 (∇ div a, b,F)‖2
L2t (L
2)
)
.
(2.25)
The main result of Subsection 3.3 states as follows:
Proposition 2.2. Let A02(t) be the functional given by (2.7). Then under the assumptions
of Proposition 2.1, the following estimate is valid for any t ≥ 0
A02(t) ≤ C(v0, s0).
This verifies the Estimate (2.6). Next let us turn to the proof of (2.8) for ℓ = 1. To this
end, let us first derive the equations satisfied by (ρ1, v1,∇π1). It is easy to observe from (2.4)
and (2.5) that
(2.26) [∂X ;Dt] = 0, that is, ∂XDtf = Dt∂Xf.
Then we get, by applying ∂ℓX to the transport equation of (1.1), that
Dtρ
ℓ = ∂tρ
ℓ + v · ∇ρℓ = 0, ℓ = 1, · · · , k,
which implies
(2.27) ‖ρℓ‖L∞(R+;L∞) ≤ ‖∂ℓX0ρ0‖L∞ , ℓ = 1, · · · , k.
While due to divX0 = 0 = div v, we deduce from (2.4) that
(2.28) ∂t(divX) + v · ∇(divX) = 0 with divX0 = 0.
Hence div v = divX = 0, a straightforward calculation shows that
(2.29) div v1 = div (∂Xv) = ∂αX · ∇vα = div (v · ∇X).
It is also easy to observe that
[∂X ; ∂i]f = −∂iX · ∇f and [∂X ; ∂2i ]f = −∂2iX · ∇f − 2∂iX · ∇∂if, i = 1, 2.(2.30)
In view of (2.26), (2.29) and (2.30), by taking ∂X to the momentum equation of (1.1), we
find that (v1,∇π1) solves
(2.31)

ρ∂tv
1 + ρv · ∇v1 −∆v1 +∇π1 = F1(v, π),
div v1 = div (v · ∇X),
v1|t=0 = ∂X0v0,
where the source term F1(v, π) is given by
(2.32) F1(v, π)
def
= −ρ1Dtv − (∆X · ∇v + 2∂αX · ∇∂αv) +∇Xα∂απ.
In Section 4, we shall use the following lemma to work with the H1 energy estimate of v1:
Lemma 2.2. Let (ρ, v,∇π) be a smooth enough solution of (1.1) and (u,∇Π) be determined
by
(2.33)
{
ρ∂tu+ ρv · ∇u−∆u+∇Π = f, (t, x) ∈ R+×R2;
div u = div g,
10 X. LIAO AND P. ZHANG
with initial data u0 = 0. Then for any s ∈]0, 1[ and δ ∈]s, 1[, one has∥∥σ 1−s2 ∇u∥∥2
L∞t (L
2)
+
∥∥σ 1−s2 (ut,∇2u,∇Π)∥∥2L2t (L2)
≤A0
( 〈t〉
δ − s‖g(0)‖
2
Bδ + ‖σ−
1−(s0−s)
2 ∇g‖2
L1t (L
2)
+
∥∥σ− s2 (f, gt)∥∥2L1t (L2) + ‖σ− s2∇g‖2L2t (L2) + ∥∥σ 1−s2 (gt,∇ div g, f)∥∥2L2t (L2)).
(2.34)
The main result concerning the H1 energy estimate of v1 lists as follows:
Proposition 2.3. Suppose that the initial data, (ρ0, v0,X0), satisfies the assumption (2.1),
(2.3) and ∂X0ρ0 ∈ L∞, ∂X0v0 ∈ L2 ∩ Bs1 . Let (ρ, v,∇π,X) be a smooth enough solution of
the coupled system (1.1) and (2.4). Then one has
(2.35) A211(t) ≤ exp
(A0〈t〉2)(A1 + ∫ t
0
(
B0(t
′) + σ(t′)−1+
θ0
2
)‖∇X(t′)‖2W 1,p dt′),
where θ0 is defined in (2.5), the functional A11(t) is determined by (2.9) and
B0(t)
def
= ‖∇v(t)‖2L2 +
∥∥σ(1− 1r− s02 )(vt,∇2v,∇π,Dtv, v ⊗∇v)(t)∥∥2Lr
+ ‖σ1− s02 ∇vt(t)‖2L2 + ‖σ
1−s0
2 ∇v(t)‖2
L∞∩L
2p
p−2
+
∥∥σ1− s02 (Dtv, v ⊗∇v, vt)(t)∥∥2L∞
+
∥∥σ 3−s02 (D2t v,∇2Dtv,Dt∇2v,∇Dtπ,Dt∇π)(t)∥∥2L2
+
∥∥σ( 32− 1r− s02 )(∇Dtv,Dt∇v,∇(v ⊗∇v),∇vt)(t)∥∥2Lr + ‖σ 3−s02 b0(t)‖2L2 ,
(2.36)
for any r ∈]2,∞[, and where b0 is given by (2.23).
To derive the equation of (Dtv
1,∇Dtπ1), we get, by applying the operator Dt to the v1
equation of (2.31) and using Dtρ = 0, that
ρD2t v
1 −∆Dtv1 +∇Dtπ1 = FD(v1, π1) +DtF1(v, π) def= F1D,(2.37)
where FD and F1 are given by (2.22) and (2.32) respectively, and we thus obtain
F1D = −2∂αv · ∇∂αv1 −∆v · ∇v1 +∇vα∂απ1
− ρ1D2t v −Dt(∆X · ∇v + 2∂αX · ∇∂αv) +Dt(∇Xα∂απ).
(2.38)
In Section 5, we shall apply Lemma 2.1 to deal with the time-weighted H1 energy estimate
of Dtv
1. This together with Proposition 2.3 leads to the energy estimate of Dtv
1 and ∇Dtv1,
namely
Proposition 2.4. Let (ρ, v,∇π,X) be a smooth solution of the coupled system (1.1) and
(2.4). Then under the hypothesis of (2.1), (2.2) for ℓ = 1 and (2.3), the Estimate (2.8) is
valid for ℓ = 1.
To handle the estimate (2.8) for ℓ varying from 2 to k when k ≥ 2, we need to derive the
equations satisfied by (vℓ,∇πℓ) and (Dtvℓ,∇Dtπℓ) respectively. Indeed by taking ∂ℓ−1X with
ℓ ≥ 2 to (2.31), we write
ρ∂tv
ℓ + ρv · ∇vℓ −∆vℓ +∇πℓ = Fℓ(v, π),(2.39)
where the source term Fℓ(v, π) is determined inductively by
Fℓ(v, π) = F1(v
ℓ−1, πℓ−1) + ∂XFℓ−1(v, π), ℓ ≥ 2,
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with the function F1(·, ·) being given by (2.32). We thus get by induction that
Fℓ(v, π) =
ℓ−1∑
i=0
∂iXF1(v
ℓ−1−i, πℓ−1−i)
=
ℓ−1∑
i=0
∂iX
(
−ρ1Dtvℓ−1−i − 2∂αX · ∇∂αvℓ−1−i −∆X · ∇vℓ−1−i +∇X · ∇πℓ−1−i
)
.
Taking into account of the fact (2.26) that [∂X ;Dt] = 0, we obtain
Fℓ(v, π) =
ℓ−1∑
i=0
i∑
j=0
Cji
(
− ρj+1Dtvℓ−1−j − 2∂jX∂αX · ∂i−jX ∇∂αvℓ−1−i
− ∂jX∆X · ∂i−jX ∇vℓ−1−i + ∂jX∇X · ∂i−jX ∇πℓ−1−i
)
.
(2.40)
On the other hand, by applying the operator Dt to (2.39) and using Dtρ = 0 once again,
we find
(2.41) ρD2t v
ℓ −∆Dtvℓ +∇Dtπℓ = DtFℓ(v, π) + FD(vℓ, πℓ) def= FℓD,
where Fℓ(·, ·) and FD(·, ·) are given respectively by (2.40) and (2.22). Again thanks to
[∂X ;Dt] = 0, we have
FℓD = −2∂αv · ∇∂αvℓ −∆v · ∇vℓ +∇v · ∇πℓ +
ℓ−1∑
i=0
i∑
j=0
Cji
(
−ρj+1D2t vℓ−1−j
−Dt
(
2∂jX∂αX · ∂i−jX ∇∂αvℓ−1−i + ∂jX∆X · ∂i−jX ∇vℓ−1−i − ∂jX∇X · ∂i−jX ∇πℓ−1−i
))
.
(2.42)
With (2.39) and (2.41), by repeating the proof of Proposition 2.4 and through an inductive
argument, we shall prove in Sections 6 and 7 that
Proposition 2.5. Let (ρ, v,∇π,X) be the smooth solution to the coupled system (1.1)
and(2.4). Then under the assumptions of (2.1), (2.2) and (2.3) with k ≥ 2, the Estimate
(2.8) is valid for ℓ = 2, · · · , k.
Now we are in the position to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. By mollifying the initial data satisfying the assumptions (2.1), (2.2)
and (2.3), we first construct the global approximate solutions to (1.1). Then along the same
lines to the proof of the above propositions, we obtain similar uniform estimates as (2.6)
and (2.8) for such approximate solutions. Finally a standard compactness argument as that
used in the proof of Theorem 1.1 of [19] completes the existence part of Theorem 2.1. The
uniqueness of such solutions has been proved in [24]. We skip the details here. 
3. The propagation of Besov regularities of the velocity field
The goal of this section is to prove the Estimate (2.6). Toward this, let us first present
some preliminary estimates for the linearized system (2.33).
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3.1. Some preliminary energy estimates. Let (ρ, v,∇π) be a smooth enough solution of
(1.1). We first deduce from (1.1) and (2.1) that
(3.1) ρ∗ ≤ ρ(t, x) ≤ ρ∗, and 1
2
‖√ρv(t)‖2L2 + ‖∇v‖2L2t (L2) =
1
2
‖√ρ0v0‖2L2 , ∀ t ≥ 0,
so that we deduce from (2.20) that
‖v‖L4t (L4) ≤ C‖v‖
1
2
L∞t (L
2)
‖∇v‖
1
2
L2t (L
2)
≤ C‖v0‖L2 , ∀ t ≥ 0.(3.2)
Lemma 3.1. Let (u,∇Π) be a smooth enough solution of (2.33). Then we have
d
dt
‖∇u(t)‖2L2 + ‖(ut,∇2u,∇Π)‖2L2 ≤ C
(‖v‖4L4‖∇u‖2L2 + ‖(gt,∇ div g, f)‖2L2).(3.3)
Proof. By taking L2(R2) inner product of the u equation of (2.33) with ut, we obtain∫
R
2
ρ|ut|2 dx+ 1
2
d
dt
‖∇u(t)‖2L2 =
∫
R
2
(
f −∇Π− ρv · ∇u)|ut dx.
It follows from the 2-D interpolation inequality (2.20) that∣∣∫
R
2
ρv · ∇u|ut dx
∣∣ ≤C‖v‖L4‖∇u‖L4‖√ρut‖L2
≤C‖v‖L4‖∇u‖
1
2
L2
‖∇2u‖
1
2
L2
‖√ρut‖L2 .
On the other hand, we get, by taking the space divergence operator to the u equation of
(2.33), that
∆Π = div
(
f − ρut − ρv · ∇u
)
+∆div u,
which together with the condition div u = div g yields
‖∇Π‖L2 ≤ C
(‖∇ div g‖L2 + ‖√ρut‖L2 + ‖v‖L4‖∇u‖L4 + ‖f‖L2),
from which, and the u equation of (2.33), we deduce that ‖∇2u‖L2 satisfies the same estimate.
This together with (2.20) ensures
(3.4) ‖∇2u‖L2 + ‖∇Π‖L2 ≤ C
(‖∇ div g‖L2 + ‖√ρut‖L2 + ‖v‖2L4‖∇u‖L2 + ‖f‖L2).
Hence we get, by using Young’s inequality, that∣∣∫
R
2
ρv · ∇u|ut dx
∣∣ ≤ C(‖v‖4L4‖∇u‖2L2 + ‖∇ div g‖2L2 + ‖f‖2L2)+ 16‖√ρut‖2L2 .
While we get, by using integration by parts and (3.4), that∣∣∫
R
2
∇Π|ut dx
∣∣ =∣∣∫
R
2
∇Π|gt dx
∣∣ ≤ ‖∇Π‖L2‖gt‖L2
≤C(‖v‖4L4‖∇u‖2L2 + ‖(gt,∇ div g, f)‖2L2)+ 16‖√ρut‖2L2 .
As a result, it comes out
d
dt
‖∇u(t)‖2L2 + ‖
√
ρut‖2L2 ≤ C
(‖v‖4L4‖∇u‖2L2 + ‖(gt,∇ div g, f)‖2L2).
This together with (3.4) leads to (3.3). 
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Proposition 3.1. Let (u,∇Π) be a smooth enough solution of (2.33) with g = 0. Then there
hold for any t ≥ 0,
‖√ρu‖2L∞t (L2) + ‖∇u‖
2
L2t (L
2) ≤ C
(‖√ρ0u0‖2L2 + ‖f‖2L1t (L2)),
‖∇u‖2L∞t (L2) + ‖(ut,∇
2u,∇Π)‖2
L2t (L
2) ≤ C
(‖∇u0‖2L2 + ‖f‖2L2t (L2)) exp(C‖v0‖4L2),(3.5)
and
‖σ 12∇u‖2L∞t (L2)+
∥∥σ 12 (ut,∇2u,∇Π)∥∥2L2t (L2)
≤C(‖u0‖2L2 + ‖f‖2L1t (L2) + ‖σ 12 f‖2L2t (L2)) exp(C‖v0‖4L2).(3.6)
Proof. By taking L2(R2) inner product of the u equation of (2.33) with u and making use of
the transport equation of (1.1), we get
(3.7)
1
2
d
dt
∫
R
2
ρ|u(t)|2 dx+ ‖∇u‖2L2 =
∫
R
2
f |u dx ≤ ‖f‖L2‖u‖L2 .
Integrating the above inequality over [0, t] yields
1
2
‖√ρu‖2L∞t (L2) + ‖∇u‖
2
L2t (L
2) ≤
1
2
‖√ρ0u0‖2L2 + C‖f‖2L1t (L2) +
1
4
‖√ρu‖2L∞t (L2),
which leads to the first inequality of (3.5).
In view of (3.2), the second inequality of (3.5) can be achieved by applying Gronwall’s
inequality to (3.3).
While we get, by multiplying (3.3) by σ(t) and then integrating the resulting inequality
over [0, t], that
σ(t)‖∇u(t)‖2L2 +
∫ t
0
σ(t′)
∥∥(ut,∇2u,∇Π)∥∥L2 dt′
≤
∫ t
0
‖∇u(t′)‖2L2 dt′ + C
∫ t
0
(‖v‖4L4σ(t′)‖∇u‖2L2 + σ(t′)‖f(t′)‖2L2) dt′.(3.8)
Then in view of (3.2) and the first inequality of (3.5), we achieve (3.6) by applying Gronwall’s
inequality. 
In particular, taking u = v and f = g = 0 in (3.6) gives rise to
Corollary 3.1. Let (ρ, v,∇π) be a smooth enough solution of (1.1). Then there holds
‖σ 12∇v‖2L∞t (L2) +
∥∥σ 12 (vt,∇2v,∇π)∥∥2L2t (L2) ≤ C‖v0‖2L2 exp(C‖v0‖4L2).(3.9)
Lemma 3.2. Let (u,∇Π) be a smooth enough solution of (2.33) with g = 0 and τ(t) be a
non-negative Lipschitz function. Then we have
‖τ 12ut‖2L∞t (L2) + ‖τ
1
2∇ut‖2L2t (L2) ≤ exp
(
C exp(C‖v0‖4L2)
) (‖τ 12 ft‖2L1t (L2)
+ ‖τ 12σ− 12 f‖2
L2t (L
2) + ‖τ
1
2σ−
1
2∇u‖2L∞t (L2) +
∫ t
0
(
τ ′ + τσ−1
)‖ut‖2L2 dt′).(3.10)
Proof. We first get, by taking ∂t to the u equation of (2.33), that
ρ∂2t u+ ρv · ∇ut −∆ut +∇Πt = −ρt(ut + v · ∇u)− ρvt · ∇u+ ft.
Taking L2(R2) inner product of the above equation with ut gives
(3.11)
1
2
d
dt
‖√ρut(t)‖2L2 + ‖∇ut‖2L2 = −
∫
R
2
(
ρt(ut + v · ∇u) + ρvt · ∇u
)|ut dx+ ∫
R
2
ft|ut dx.
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By using the transport equation of (1.1) and integrating by parts, one has∣∣∫
R
2
ρtut|ut dx
∣∣ =2∣∣∫
R
2
ρv · ∇ut|ut dx
∣∣ ≤ C‖v‖L4‖∇ut‖L2‖ut‖L4 ,
so that by applying the 2-D inequality (2.20) and Young’s inequality, we obtain
(3.12)
∣∣∫
R
2
ρtut|ut dx
∣∣ ≤ 1
6
‖∇ut‖2L2 + C‖v‖4L4‖ut‖2L2 .
Similarly, we get, by using integration by parts, that∫
R
2
ρtv · ∇u|ut dx =
∫
R
2
ρ(v · ∇)v · ∇u|ut dx
+
∫
R
2
ρ(v ⊗ v) : ∇2u|ut dx+
∫
R
2
v · ∇u|ρv · ∇ut dx.
Applying 2-D interpolation inequality (2.20) and the Estimate (3.4) gives∣∣∫
R
2
ρ(v · ∇)v · ∇u|ut dx
∣∣ .‖v‖L4‖∇v‖L4‖∇u‖L4‖ut‖L4
.‖v‖L4‖∇v‖
1
2
L2
(
‖vt‖
1
2
L2
+ ‖v‖L4‖∇v‖
1
2
L2
)
‖∇u‖
1
2
L2
×
(
‖ut‖
1
2
L2
+ ‖v‖L4‖∇u‖
1
2
L2
+ ‖f‖
1
2
L2
)
‖ut‖
1
2
L2
‖∇ut‖
1
2
L2
,
from which and Young’s inequality, we infer∣∣∫
R
2
ρ(v · ∇v) · ∇u|ut dx
∣∣ ≤ 1
18
‖∇ut‖2L2 + C
(‖v‖4L4 + ‖∇v‖2L2)‖ut‖2L2
+ ‖∇v‖2L2‖f‖2L2 + C
(‖vt‖2L2 + ‖v‖4L4‖∇v‖2L2) ‖∇u‖2L2 .
Exactly along the same line, one has∣∣∫
R
2
ρ(v ⊗ v) : ∇2u|ut dx
∣∣ ≤ C‖v‖2L8‖∇2u‖L2‖ut‖L4
≤C‖v‖
1
2
L2
‖∇v‖
3
2
L2
(‖ut‖L2 + ‖v‖2L4‖∇u‖L2 + ‖f‖L2) ‖ut‖ 12L2‖∇ut‖ 12L2
≤ 1
18
‖∇ut‖2L2 + C‖v‖2L2‖∇v‖4L2‖∇u‖2L2
+ ‖∇v‖2L2‖f‖2L2 + C
(
1 + ‖v‖2L2
) ‖∇v‖2L2‖ut‖2L2 ,
and∣∣∫
R
2
v · ∇u|ρv · ∇ut dx
∣∣ ≤ C‖v‖2L8‖∇u‖L4‖∇ut‖L2
≤C‖v‖
1
2
L2
‖∇v‖
3
2
L2
‖∇u‖
1
2
L2
(
‖√ρut‖
1
2
L2
+ ‖v‖L4‖∇u‖
1
2
L2
+ ‖f‖
1
2
L2
)
‖∇ut‖L2
≤ 1
18
‖∇ut‖2L2 + C
(‖v‖2L2‖∇v‖4L2‖∇u‖2L2 + ‖∇v‖2L2(‖ut‖2L2 + ‖f‖2L2)) .
Hence it comes out∣∣∫
R
2
ρtv · ∇u|ut dx
∣∣ ≤1
6
‖∇ut‖2L2 + C
(
1 + ‖v‖2L2
)‖∇v‖2L2‖ut‖2L2
+ C
(‖vt‖2L2 + ‖v‖2L2‖∇v‖4L2) ‖∇u‖2L2 + C‖∇v‖2L2‖f‖2L2 .(3.13)
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Finally it is easy to observe that∣∣∫
R
2
ρvt · ∇u|ut dx
∣∣ ≤ C‖vt‖L2‖∇u‖L4‖ut‖L4
≤C‖vt‖L2‖∇u‖
1
2
L2
(
‖ut‖
1
2
L2
+ ‖v‖L4‖∇u‖
1
2
L2
+ ‖f‖
1
2
L2
)
‖ut‖
1
2
L2
‖∇ut‖
1
2
L2
.
Applying Young’s inequality gives rise to∣∣∫
R
2
ρvt · ∇u|ut dx
∣∣ ≤ 1
6
‖∇ut‖2L2 + ‖vt‖2L2‖∇u‖2L2
+ σ−1(t)
(‖ut‖2L2 + ‖f‖2L2)+ C (‖v‖4L4 + σ(t)‖vt‖2L2) ‖ut‖2L2 .(3.14)
Inserting the Estimates (3.12), (3.13) and (3.14) into (3.11) gives rise to
d
dt
‖√ρut(t)‖2L2 + ‖∇ut‖2L2 ≤ C
((
1 + ‖v‖2L2
)‖∇v‖2L2 + σ(t)‖vt‖2L2) ‖ut‖2L2
+ C
(‖vt‖2L2 + ‖v‖2L2‖∇v‖4L2) ‖∇u‖2L2
+ σ−1(t)‖ut‖2L2 + C
(‖σ 12∇v‖2L2 + 1)σ−1(t)‖f‖2L2 + ‖ft‖L2‖ut‖L2 .
Multiplying the above inequality by τ(t) and then applying Gronwall’s inequality and Young’s
inequality to the resulting inequality leads to
‖τ 12ut‖2L∞t (L2) + ‖τ
1
2∇ut‖2L2t (L2) ≤ C
(
‖τ 12 ft‖2L1t (L2) +
(‖σ 12∇v‖2L∞t (L2) + 1)‖τ 12σ− 12 f‖2L2t (L2)
+
(‖σ 12 vt‖2L2t (L2) + ‖v‖2L∞t (L2)‖σ 12∇v‖2L∞t (L2)‖∇v‖2L2t (L2))‖τ 12σ− 12∇u‖2L∞t (L2)
+
∫ t
0
(
τ ′ + τσ−1
)‖ut‖2L2 dt′)× exp(C ∫ t
0
((
1 + ‖v‖2L2
)‖∇v‖2L2 + σ‖vt‖2L2) dt′),
from which, (3.1) and (3.9), we conclude the proof of (3.10). 
Proposition 3.2. Let (u,∇Π) be a smooth enough solution of (2.33) with f = g = 0. Then
one has ∥∥σ 12 (ut,∇2u,∇Π)∥∥2L∞t (L2) + ‖σ 12∇ut‖2L2 ≤ ‖∇u0‖2L2 exp (C exp(C‖v0‖4L2)) ,(3.15)
and ∥∥σ(ut,∇2u,∇Π)∥∥2L∞t (L2) + ‖σ∇ut‖2L2t (L2) ≤ ‖u0‖2L2 exp (C exp(C‖v0‖4L2)) .(3.16)
Proof. Taking f = 0 and τ(t) = σ(t) in (3.10) and using (3.5) gives
(3.17) ‖σ 12ut‖2L∞t (L2) +
∫ t
0
σ(t′)‖∇ut‖2L2 dt′ ≤ ‖∇u0‖2L2 exp
(
C exp
(
C‖v0‖4L2
))
.
Resuming the Estimate (3.17) into (3.4) and using (3.1), (3.5) and (3.9) yields∥∥σ 12 (∇2u,∇Π)∥∥2
L∞t (L
2)
≤C
(
‖σ 12ut‖2L∞t (L2) + ‖v‖
2
L∞t (L
2)‖σ
1
2∇v‖2L∞t (L2)‖∇u‖
2
L∞t (L
2)
)
≤C‖∇u0‖2L2 exp
(
C exp
(
C‖v0‖4L2
))
.
This achieves (3.15).
While by taking f = 0 and τ(t) = σ2(t) in (3.10) and using (3.6) leads to
‖σut‖2L∞t (L2) +
∫ t
0
σ2‖∇ut‖2L2 dt′ ≤ ‖u0‖2L2 exp
(
C exp
(
C‖v0‖4L2
))
.
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And hence thanks to (3.4) and (3.1), (3.6), (3.9), we obtain
∥∥σ(∇2u,∇Π)∥∥2
L∞t (L
2)
≤C
(
‖σut‖2L∞t (L2) + ‖v‖
2
L∞t (L
2)‖σ
1
2∇v‖2L∞t (L2)‖σ
1
2∇u‖2L∞t (L2)
)
≤‖u0‖2L2 exp
(
C exp
(
C‖v0‖4L2
))
.
This yields (3.16), and we complete the proof of the proposition. 
In particular, taking u = v in (3.16) gives rise to
Corollary 3.2. The following estimate is valid for smooth enough solution (ρ, v,∇π) of (1.1)
‖σ(vt,∇2v,∇π)‖2L∞t (L2) + ‖σ∇vt
∥∥2
L2t (L
2)
≤ exp (C exp(C‖v0‖4L2)) .(3.18)
3.2. Time-weighted Bs estimate of u.
Proposition 3.3. Let (ρ, v,∇π) be a smooth enough solution of (1.1) and (u,∇Π) solve
(2.33) with f = g = 0 and with initial data u0 ∈ Bs for some s ∈]0, 1[. Then there holds
‖u‖
L˜∞t (B
s)
+ ‖∇u‖
L˜2t (B
s)
≤ C‖u0‖Bs exp
(
C‖v0‖4L2
)
,(3.19)
‖σ 12∇u‖
L˜∞t (B
s) + ‖σ
1
2ut‖L˜2T (Bs) ≤ C(v0, u0, s),(3.20)
‖σ 1−s2 u‖
L˜∞t (B
1)
+
∥∥σ 1−s2 (ut,∇2u,∇Π)∥∥L2t (L2) ≤ C(v0, u0, s),(3.21)
where C(v0, u0, s) is given by (2.5).
Proof. Let (uq,∇Πq) be determined by
(3.22)
 ρ∂tuq + ρv · ∇uq −∆uq +∇Πq = 0,div uq = 0,
uq|t=0 = ∆qu0.
Then by the uniqueness of solution to (2.33) with f = g = 0, we have
u =
∑
q∈Z
uq and ∇Π =
∑
q∈Z
∇Πq.
While it follows from Definition 2.1, Bernstein type inequality (see [5]) and (3.5) that
(3.23) ‖uq‖2L∞t (L2) + ‖∇uq‖
2
L2t (L
2) ≤ C‖∆qu0‖2L2 . d2q2−2qs‖u0‖2Bs ,
and
‖∇uq‖2L∞t (L2) +
∥∥(∂tuq,∇2uq,∇Πq)∥∥2L2t (L2) ≤C‖∆qu0‖2H˙1 exp(C‖v0‖4L2)
.d2q2
2q(1−s)‖u0‖2Bs exp
(
C‖v0‖4L2
)
.
(3.24)
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Exploiting the idea used in the proof of the characterization of Besov space with positive
index (see Lemma 2.88 of [5] for instance) gives for any j ∈ Z that
‖∆ju‖L∞t (L2) + ‖∆j∇u‖L2t (L2) ≤
∑
q>j
(
‖∆juq‖L∞t (L2) + ‖∆j∇uq‖L2t (L2)
)
+ 2−j
∑
q≤j
(
‖∆j∇uq‖L∞t (L2) + ‖∆j∇2uq‖L2t (L2)
)
.
∑
q>j
(
‖uq‖L∞t (L2) + ‖∇uq‖L2t (L2)
)
+ 2−j
∑
q≤j
(
‖∇uq‖L∞t (L2) + ‖∇2uq‖L2t (L2)
)
.dj2
−js‖u0‖Bs exp
(
C‖v0‖4L2
)
,
which together with Definition 2.1 ensures the Inequality (3.19).
Similarly, we deduce from (3.6) that
‖σ 12∇uq‖2L∞t (L2) +
∥∥σ 12 (∂tuq,∇2uq,∇Πq)∥∥2L2t (L2) ≤ C‖∆qu0‖2L2 exp(C‖v0‖4L2)
. d2q2
−2qs‖u0‖2Bs exp
(
C‖v0‖4L2
)
.
(3.25)
And it follows from (3.15) that
‖σ 12∇2uq‖2L∞t (L2) + ‖σ
1
2∇∂tuq‖2L2t (L2) ≤ ‖∇∆qu0‖
2
L2 exp
(
C exp
(
C‖v0‖4L2
))
. d2q2
2q(1−s)C2(v0, u0, s).
(3.26)
Then exactly along the same line of the proof to the Inequality (3.19), we achieve the In-
equality (3.20).
Finally we deduce from the following interpolation inequality in Besov spaces:
‖σ 1−s2 u‖
L˜∞t (B
1) . ‖u‖sL˜∞t (Bs)‖σ
1
2∇u‖1−s
L˜∞t (B
s)
,
and (3.19) and (3.20), that
(3.27) ‖σ 1−s2 u‖
L˜∞t (B
1) ≤ C(v0, u0, s).
Whereas in view of (3.24) and (3.25), we have∫
R
+
σ(t)1−s‖∂tuq‖2L2 dt ≤
(∫
R
+
σ(t)‖∂tuq(t)‖2L2 dt
)1−s(∫
R
+
‖∂tuq(t)‖2L2 dt
)s
.d2qC2(v0, u0, s),
which implies(∫
R
+
σ(t)1−s‖ut‖2L2 dt
)1
2 ≤
∑
q∈Z
(∫
R
+
σ(t)1−s‖∂tuq‖2L2 dt
)1
2
. C(v0, u0, s).
The same estimate holds for
∥∥σ 1−s2 (∇2u,∇Π)∥∥
L2t (L
2)
. This together with (3.27) ensures (3.21).
We thus complete the proof of the proposition. 
Let us remark that the estimate of ‖σ 1−s2 ut‖L2t (L2) presented in Proposition 3.3 will be
crucial for us to deal with the energy estimate of ut.
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Corollary 3.3. Under the same assumptions of Proposition 3.3, one has∥∥σ1− s2 (ut,∇2u,∇Π)∥∥L∞t (L2) + ‖σ1− s2∇ut‖L2t (L2) ≤ C(v0, u0, s).(3.28)
Proof. Taking f = 0 and τ(t) = σ(t)2−s in Lemma 3.2 gives rise to∥∥σ1− s2ut‖2L∞t (L2) + ‖σ1− s2∇ut‖2L2t (L2)
≤ exp(C exp(C‖v0‖4L2))(‖σ 1−s2 ∇u‖2L∞t (L2) + ‖σ 1−s2 ut‖2L2t (L2)),
which together with Proposition 3.3 ensures that
(3.29) ‖σ1− s2ut‖L∞t (L2) + ‖σ1−
s
2∇ut‖L2t (L2) ≤ C(v0, u0, s).
As a result, by virtue of (3.4) and Corollary 3.1, Proposition 3.3, we obtain∥∥σ1− s2 (∇2u,∇Π)∥∥
L∞t (L
2)
. ‖σ1− s2ut‖L∞t (L2)
+ ‖v‖L∞t (L2)‖σ
1
2∇v‖L∞t (L2)‖σ
1−s
2 ∇u‖L∞t (L2) . C(v0, u0, s).
By summing up (3.29) and the above inequality, we achieve (3.28). 
Thanks to (3.1), Proposition 3.3 and Corollary 3.3, we conclude the proof of Proposition
2.1 by taking u = v and f = g = 0 in (2.33). Next let us present the proof of Corollary 2.1.
Proof of Corollary 2.1. We first deduce from the 2-D interpolation inequality (2.20) that for
any r ∈ [2,+∞[,∥∥σ 1−s02 (1− 2r )v∥∥
L∞t (L
r)
. ‖v‖
2
r
L∞t (L
2)
∥∥σ 1−s02 v∥∥1− 2r
L∞t (L
∞);∥∥σ 1−s02 ∇v∥∥
L
2r
r−2
t (L
r)
.
∥∥σ 1−s02 ∇v∥∥ 2r
L∞t (L
2)
∥∥σ 1−s02 ∇2v∥∥1− 2r
L2t (L
2)
;∥∥σ(1− 1r− s02 )∇v∥∥
L∞t (L
r)
.
∥∥σ 1−s02 ∇v∥∥ 2r
L∞t (L
2)
∥∥σ1− s02 ∇2v∥∥1− 2r
L∞t (L
2)
;∥∥σ(1− 1r− s02 )vt∥∥L2t (Lr) . ∥∥σ 1−s02 vt∥∥ 2rL2t (L2)∥∥σ1− s02 ∇vt∥∥1− 2rL2t (L2);∥∥σ1− s02 vt∥∥
L
2r
r−2
t (L
r)
.
∥∥σ1− s02 vt∥∥ 2rL∞t (L2)∥∥σ1− s02 ∇vt∥∥1− 2rL2t (L2),
from which and Proposition 2.1, we infer∥∥σ 1−s02 v∥∥
L∞t (L
∞)
+
∥∥σ 1−s02 (1− 2r )v∥∥
L∞t (L
r)
+
∥∥σ 1−s02 ∇v∥∥
L
2r
r−2
t (L
r)
+
∥∥σ(1− 1r− s02 )∇v∥∥
L∞t (L
r)
+
∥∥σ(1− 1r− s02 )vt∥∥L2t (Lr) + ∥∥σ1− s02 vt∥∥L 2rr−2t (Lr) . C(v0, s0).
(3.30)
While it follows from the classical estimate of Stokes operator, (2.20) and the 2-D inter-
polation inequality ‖a‖L2r . ‖a‖1−
1
r
Lr ‖∇a‖
1
r
Lr , that∥∥(∇2v,∇π)∥∥
Lr
. ‖vt‖Lr + ‖v‖L2r‖∇v‖L2r
. ‖vt‖Lr + ‖v‖
1
r
L2
‖∇v‖1−
1
r
L2
‖∇v‖1−
1
r
Lr ‖∇2v‖
1
r
Lr ,
which implies
‖(∇2v,∇π)‖Lr . ‖vt‖Lr + ‖v‖
1
r−1
L2
‖∇v‖L2‖∇v‖Lr .
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We then deduce from (3.30) that∥∥σ(1− 1r− s02 )(∇2v,∇π)∥∥
L2t (L
r)
.
∥∥σ(1− 1r− s02 )vt∥∥L2t (Lr)
+ ‖v‖
1
r−1
L∞t (L
2)
‖∇v‖L2t (L2)
∥∥σ(1− 1r− s02 )∇v∥∥
L∞t (L
r)
. C(v0, s0).
(3.31)
Along the same line, it follows from Corollary 3.1 and (3.30) that∥∥σ1− s02 (∇2v,∇π)∥∥
L
2r
r−2
t (L
r)
.
∥∥σ1− s02 vt∥∥
L
2r
r−2
t (L
r)
+ ‖v‖
1
r−1
L∞t (L
2)
‖σ 12∇v‖L∞t (L2)
∥∥σ 1−s02 ∇v∥∥
L
2r
r−2
t (L
r)
. C(v0, s0).
Finally taking r = 21−s in (3.31) and using the 2-D interpolation inequality
‖a‖L∞ . ‖a‖s
L
2
1−s
‖∇a‖1−s
L
2
1−s
. ‖a‖s
H˙s
‖∇a‖1−s
L
2
1−s
,
and Proposition 2.1, we infer∥∥σ 1−s02 ∇v∥∥
L2t (L
∞)
.‖∇v‖s0
L2t (H˙
s0 )
∥∥σ 12∇2v∥∥1−s0
L2t (L
2
1−s0 )
. C(v0, s0).
This ends the proof of Corollary 2.1. 
3.3. Time-weighted H1 estimate of Dtv. The main result of this subsection is to perform
the time-weighted H˙1 estimate of Dtv. To the end, let us first present the following lemma:
Lemma 3.3. Under the assumptions of Proposition 2.1, for any r ∈ [2,∞[, we have
‖σ1− s02 (Dtv, v ⊗∇v)‖L∞t (L2) + ‖σ
3−s0
2 (∇v ⊗∇v, v ⊗∇2v)‖L∞t (L2)
+
∥∥σ1− s02 (∇vt,∇Dtv,Dt∇v,∇v ⊗∇v, v ⊗∇2v)∥∥L2t (L2)
+
∥∥σ 3−s02 (v ⊗ (∇vt,∇Dtv),∇v ⊗∇2v,∇v ⊗∇π,Dt(v ⊗∇v))∥∥L2t (L2)
+
∥∥σ(1− 1r− s02 )(vt,∇2v,∇π,Dtv, v ⊗∇v)∥∥L2t (Lr) ≤ C(v0, s0).
(3.32)
Proof. By virtue of (2.20) and
‖a‖L∞ ≤ C‖a‖
1
2
L2
‖∇2a‖
1
2
L2
,
we deduce from (3.2), (3.9), (3.18) that for any t ∈ R+ and r ∈ [2,∞[
‖v‖L4t (L4) + ‖σ
1
2
− 1
r v‖L∞t (Lr) + ‖σ
1
2 v‖L∞t (L∞) + ‖σ
1
2∇v‖L4t (L4)
+ ‖σ1− 1r∇v‖L∞t (Lr) + ‖σ(vt,∇2v, v ⊗∇v)‖L∞t (L2) ≤ exp
(
C exp
(
C‖v0‖4L2
))
.
(3.33)
It is easy to observe that∥∥σ1− s02 (Dtv, v ⊗∇v)∥∥L∞t (L2) ≤ ‖σ1− s02 vt‖L∞t (L2) + ‖σ 14 v‖L∞t (L4)‖σ 34− s02 ∇v‖L∞t (L4),
and ∥∥σ 3−s02 (∇v ⊗∇v, v ⊗∇2v)∥∥
L∞t (L
2)
≤‖σ 34∇v‖L∞t (L4)‖σ
3
4
−
s0
2 ∇v‖L∞t (L4)
+ ‖σ 12 v‖L∞t (L∞)‖σ1−
s0
2 ∇2v‖L∞t (L2).
Hence we deduce from Proposition 2.1, Corollary 2.1 and (3.33) that
‖σ1− s02 (Dtv, v ⊗∇v)‖L∞t (L2) +
∥∥σ 3−s02 (∇v ⊗∇v, v ⊗∇2v)∥∥
L∞t (L
2)
≤ C(v0, s0).
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Exactly along the same line, we have∥∥σ 1−s02 (Dtv, v ⊗∇v)∥∥L2t (L2) ≤ ‖σ 1−s02 vt‖L2t (L2) + ‖v‖L4t (L4)‖σ 1−s02 ∇v‖L4t (L4) ≤ C(v0, s0),
and ∥∥σ1− s02 (∇Dtv,Dt∇v,∇v ⊗∇v, v ⊗∇2v)∥∥L2t (L2) ≤ ‖σ1− s02 ∇vt‖L2t (L2)
+ ‖σ 12∇v‖L4t (L4)‖σ
1−s0
2 ∇v‖L4t (L4) + ‖σ
1
2 v‖L∞t (L∞)‖σ
1−s0
2 ∇2v‖L2t (L2) ≤ C(v0, s0),
from which and (2.20), we infer for any r ∈ [2,∞[,∥∥σ(1− 1r− s02 )(Dtv, v ⊗∇v)∥∥L2t (Lr) ≤C‖σ 1−s02 (Dtv, v ⊗∇v)‖ 2rL2t (L2)
× ‖σ1− s02 (∇Dtv,∇(v ⊗∇v))‖1−
2
r
L2t (L
2)
≤ C(v0, s0),
and∥∥σ 3−s02 (v ⊗ (∇vt,∇Dtv))∥∥L2t (L2) ≤ ‖σ 12 v‖L∞t (L∞)‖σ1− s02 (∇vt,Dt∇v)‖L2t (L2) ≤ C(v0, s0).
Moreover, we deduce from Proposition 3.3 and Corollary 3.1 that∥∥σ 3−s02 (∇v ⊗∇2v,∇v ⊗∇π)∥∥
L2t (L
2)
≤‖σ 12∇v‖L4t (L4)‖σ
1−
s0
2 (∇2v,∇π)‖L4t (L4) ≤ C(v0, s0),
and ∥∥σ 3−s02 Dt(v ⊗∇v)∥∥L2t (L2) ≤‖σDtv‖L∞t (L2)‖σ 1−s02 ∇v‖L2t (L∞)
+ ‖σ 12 v‖L∞t (L∞)‖σ1−
s0
2 Dt∇v‖L2t (L2) ≤ C(v0, s0).
This completes the proof of the Lemma. 
Before proceeding the time-weighted H˙1 energy estimate, let us first present the proof of
Lemma 2.1.
Proof of Lemma 2.1. By taking L2(R2) inner product of (2.24) with Dtw, one has
1
2
d
dt
‖√ρDtw(t)‖2L2 + ‖∇Dtw‖2L2 =
∫
R
2
(F−∇q)|Dtwdx.
Multiplying the above equality by σ(t)2−s and then integrating the resulting equality over
[0, t] leads to
1
2
‖σ1− s2√ρDtw(t)‖2L2 + ‖σ1−
s
2∇Dtw‖2L2t (L2)
=
2− s
2
‖σ 1−s2 √ρDtw‖2L2t (L2) +
∫ t
0
∫
R
2
σ2−s(F−∇q)|Dtwdxdt′.
(3.34)
It is easy to observe that∣∣∫ t
0
∫
R
2
σ2−sF|Dtwdxdt′
∣∣ ≤ ‖σ 3−s2 F‖2
L2t (L
2) + ‖σ
1−s
2 Dtw‖2L2t (L2).
While due to divDtw = div a, by virtue of (2.24), we write
−
∫ t
0
∫
R
2
σ2−s∇q|Dtwdxdt′ =
∫ t
0
∫
R
2
σ2−s(ρD2tw −∆Dtw − F)|adxdt′.
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As a result, for any ε > 0, we obtain∣∣∫ t
0
∫
R
2
σ2−s∇q|Dtwdxdt′
∣∣ ≤ 1
2
(
‖σ1− s2∇Dtw‖2L2t (L2) + ε‖σ
3−s
2
√
ρD2tw‖2L2t (L2)
)
+ Cε
(
‖σ 1−s2 a‖2
L2t (L
2) + ‖σ1−
s
2∇a‖2
L2t (L
2) + ‖σ
3−s
2 F‖2
L2t (L
2)
)
.
Inserting the above inequalities into (3.34) yields
‖σ1− s2√ρDtw(t)‖2L2 + ‖σ1−
s
2∇Dtw‖2L2t (L2) ≤ C‖σ
1−s
2
√
ρDtw‖2L2t (L2)
+ ε‖σ 3−s2 √ρD2tw‖2L2t (L2) + Cε
(
‖σ 1−s2 a‖2
L2t (L
2) + ‖σ1−
s
2∇a‖2
L2t (L
2) + ‖σ
3−s
2 F‖2
L2t (L
2)
)
.
(3.35)
On the other hand, due to div v = 0, one has∫
R
2
−∆Dtw|D2twdx =
1
2
d
dt
∫
R
2
|∇Dtw|2 dx+
∫
R
2
∇Dtw : (∇vα∂αDtw)dx,
and
|
∫
R
2
∇Dtw : (∇vα∂αDtw)dx| ≤ ‖∇v‖L2‖∇Dtw‖2L4
≤ C‖∇v‖L2‖∇Dtw‖L2‖∇2Dtw‖L2 ,
so that we get, by taking the L2(R2) inner product of (2.24) with D2tw, that
‖√ρD2tw‖2L2 +
1
2
d
dt
‖∇Dtw‖2L2 =
∫
R
2
(F−∇q)|D2twdx+ C‖∇v‖L2‖∇Dtw‖L2‖∇2Dtw‖L2 .
For any η > 0, multiplying the above equality by σ(t)3−s and then integrating the resulting
equality over [0, t] leads to
1
2
∥∥σ 3−s2 ∇Dtw(t)∥∥2L2 + ∥∥σ 3−s2 √ρD2tw∥∥2L2t (L2) ≤ 3− s2 ∥∥σ1− s2∇Dtw∥∥2L2t (L2)
+
1
4
‖σ 3−s2 √ρD2tw‖L2t (L2) + C‖σ
3−s
2 F‖2
L2t (L
2) + η‖σ
3−s
2 ∇2Dtw‖2L2
+ Cη
∫ t
0
‖∇v‖2L2
∥∥σ 3−s2 ∇Dtw∥∥2L2 dt′ − ∫ t
0
∫
R
2
σ3−s∇q|D2twdxdt′.
(3.36)
By using integration by parts and the condition: divD2tw = div b, we get that∣∣∫ t
0
∫
R
2
σ3−s∇q|D2twdxdt′
∣∣ =∣∣∫ t
0
∫
R
2
σ3−s∇q|b dxdt′
∣∣
≤ η∥∥σ 3−s2 ∇q∥∥2
L2t (L
2)
+ Cη‖σ
3−s
2 b‖2
L2t (L
2).
(3.37)
To deal with the estimate of ∇2Dtw and ∇q, in view of (2.24), we write
−∆(Dtw −∇∆−1divDtw)+∇q = −ρD2tw+∇divDtw+ F.
Since div
(
Dtw−∇∆−1divDtw
)
= 0, we deduce from the classical estimate on Stokes’ operator
that
‖(∇2Dtw,∇q)‖L2 . ‖ρD2tw‖L2 + ‖∇divDtw‖L2 + ‖F‖L2 ,
which implies∥∥σ 3−s2 (∇2Dtw,∇q)∥∥L2t (L2) ≤ C∥∥σ 3−s2 (√ρD2tw,∇ div a,F)∥∥L2t (L2).(3.38)
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Inserting (3.38) into (3.37) and then substituting the resulting inequality into (3.36), we get,
by taking η so small that C2η ≤ 14 , that∥∥σ 3−s2 ∇Dtw∥∥2L∞t (L2) + ∥∥σ 3−s2 √ρD2tw∥∥2L2t (L2) ≤ C∥∥σ 3−s2 (∇ div a, b,F)∥∥2L2t (L2)
+ 3
∥∥σ1− s2∇Dtw∥∥2L2t (L2) + 2
∫ t
0
‖∇v‖2L2‖σ
3−s
2 ∇Dtw‖2L2 dt′.
Taking ε ≤ 18 , we deduce (2.25) by summing up the above inequality with 4×(3.35) and then
applying Gronwall’s inequality and using (3.38). This completes the proof of Lemma 2.1. 
Let us now turn to the proof of Proposition 2.2.
Proof of Proposition 2.2. Taking into account of (2.23), we get, by applying Lemma 2.1 to
(2.22), that ∥∥σ 3−s02 ∇Dtv∥∥2L∞t (L2) + ∥∥σ 3−s02 (√ρD2t v,∇2Dtv,∇Dtπ)∥∥2L2t (L2)
≤A0
(∥∥σ 3−s02 (Dtv, v · ∇v)∥∥2L2t (L2) + ‖σ1− s02 ∇(v · ∇v)‖2L2t (L2)
+
∥∥σ 3−s02 (∇v ⊗∇2v, b0, FD(v, π))∥∥2L2t (L2)).
(3.39)
It follows from Lemma 3.3 that∥∥σ 3−s02 (Dtv, v · ∇v)∥∥2L2t (L2) + ‖σ1− s02 ∇(v · ∇v)‖2L2t (L2) ≤ C0(v0, s0).
In view of (2.22), (2.23), we deduce from Lemma 3.3 that
‖σ 3−s02 FD(v, π)‖L2t (L2) ≤ ‖σ
3−s0
2 (∇v ⊗∇2v,∇v ⊗∇π)‖L2t (L2) ≤ C(v0, s0),
and
‖σ 3−s02 b0‖L2t (L2) ≤ ‖σ
3−s0
2
(
v ⊗ (∇vt,Dt∇v),Dtv ⊗∇v
)‖L2t (L2) ≤ C(v0, s0).(3.40)
Substituting the above inequalities into (3.39) gives rise to∥∥σ 3−s02 ∇Dtv∥∥L∞t (L2) + ∥∥σ 3−s02 (D2t v,∇2Dtv,∇Dtπ)∥∥L2t (L2) ≤ C(v0, s0),(3.41)
from which and Lemma 3.3 again, we infer
‖σ 3−s02 (Dt∇v,∇vt)‖L∞t (L2) ≤‖σ
3−s0
2 ∇Dtv‖L∞t (L2)
+
∥∥σ 3−s02 (∇v ⊗∇v, v ⊗∇2v)∥∥
L∞t (L
2)
≤ C(v0, s0).
Along with (3.41), we complete the proof of Proposition 2.2. 
We conclude this section with the following corollary concerning the estimates of such terms
as ‖σ1− s02 ∇v‖L∞t (L∞), ‖B0‖L1t , which will play an important role in the following context.
Corollary 3.4. Let (ρ, v,∇π) be a smooth enough solution of (1.1). Let r ∈ [2,∞[ and
B0(t) be determined by (2.36). Then one has∥∥σ( 32− 1r− s02 )(Dtv, vt, v ⊗∇v,∇2v,∇π)∥∥2L∞t (Lr)
+ ‖σ1− s02 ∇v‖2L∞t (L∞) +
∫ t
0
B0(t
′) dt′ ≤ C2(v0, s0).
(3.42)
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Proof. It follows from (2.20) that for any r ∈ [2,∞[,
‖σ( 32− 1r− s02 )Dtv‖L∞t (Lr) ≤ C‖σ1−
s0
2 Dtv‖
2
r
L∞t (L
2)
‖σ 3−s02 ∇Dtv‖1−
2
r
L∞t (L
2)
,
‖σ( 32− 1r− s02 )∇Dtv‖L2t (Lr) ≤ C‖σ
1−
s0
2 ∇Dtv‖
2
r
L2t (L
2)
‖σ 3−s02 ∇2Dtv‖1−
2
r
L2t (L
2)
,
which together with (3.32), (3.41) and classical estimates on Stokes operator −∆v + ∇π =
−ρDtv, ensures that for any r ∈ [2,∞[,∥∥σ( 32− 1r− s02 )(Dtv,∇2v,∇π)∥∥L∞t (Lr) + ‖σ( 32− 1r− s02 )∇Dtv‖L2t (Lr) ≤ C(v0, s0).(3.43)
Hence thanks to
‖σ1− s02 ∇v‖L∞t (L∞) ≤ C‖σ
1−s0
2 ∇v‖
1
3
L∞t (L
2)
‖σ 54− s02 ∇2v‖
2
3
L∞t (L
4)
,
‖σ1− s02 Dtv‖L2t (L∞) ≤ C‖σ
1−s0
2 Dtv‖
1
2
L2t (L
2)
‖σ 3−s02 ∇2Dtv‖
1
2
L2t (L
2)
,
and Proposition 2.1, (3.32), (3.41), (3.43), we deduce that
(3.44) ‖σ1− s02 ∇v‖L∞t (L∞) + ‖σ1−
s0
2 Dtv‖L2t (L∞) ≤ C(v0, s0).
While it follows from Corollary 2.1 and (3.33) that for any r ∈ [2,∞[,
‖σ( 32− 1r− s02 )(v ⊗∇v)‖L∞t (Lr) ≤ C‖σ
1
2 v‖L∞t (L∞)‖σ1−
1
r
−
s0
2 ∇v‖L∞t (Lr) ≤ C(v0, s0),
from which and vt = Dtv − v · ∇v, we infer from (3.43) that for r ∈ [2,+∞[∥∥σ( 32− 1r− s02 )(v ⊗∇v, vt)∥∥L∞t (Lr) ≤ C(v0, s0).
Finally it is easy to observe that
‖σ1− s02 (v ⊗∇v)‖L2t (L∞) ≤ C‖σ
1
2 v‖L∞t (L∞)‖σ
1−s0
2 ∇v‖L2t (L∞).
and ∥∥σ 3−s02 (Dt∇2v,∇Dt∇v,Dt∇π)∥∥L2t (L2) ≤ ∥∥σ 3−s02 (∇2Dtv,∇Dtπ)∥∥L2t (L2)
+ C
∥∥σ 3−s02 (∇v ⊗∇2v,∇v ⊗∇π)∥∥
L2t (L
2)
,
and
‖σ 32− 1r− s02 (∇v ⊗∇v, v ⊗∇2v)‖L2t (Lr) ≤‖σ
1− 1
r∇v‖L∞t (Lr)‖σ
1−s0
2 ∇v‖L2t (L∞)
+ ‖σ 12 v‖L∞t (L∞)‖σ1−
1
r
−
s0
2 ∇2v‖L2t (Lr).
As a consequence, we deduce from (3.32), (3.33), (3.41) and Corollary 2.1 that for r ∈ [2,+∞[
‖σ1− s02 (v ⊗∇v)‖L2t (L∞) +
∥∥σ 3−s02 (Dt∇2v,∇Dt∇v,Dt∇π)∥∥L2t (L2)
+ ‖σ( 32− 1r− s02 )(∇v ⊗∇v, v ⊗∇2v)‖L2t (Lr) ≤ C(v0, s0).
This together with
Dt∇v = ∇Dtv −∇v · ∇v, vt = Dtv − v · ∇v
and (3.43), (3.44) ensures that for r ∈ [2,+∞[
‖σ1− s02 vt‖L2t (L∞) + ‖σ(
3
2
− 1
r
−
s0
2 )(∇Dtv,Dt∇v,∇vt)‖L2t (Lr) ≤ C(v0, s0).
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This together with Propositions 2.1 and 2.2, Corollary 2.1, Lemma 3.3 and (3.40) ensures
that ∫ t
0
B0(t
′) dt′ ≤ C2(v0, s0).
This completes the proof of (3.42). 
4. Propagation of the time-weighted H1 regularity of v1
The goal of this section is to study the propagation of time-weighted H1 regularity of v1.
To this end, in view of (2.31), we split (v1,∇π1) as
(4.1) v1 = v11 + v12 and ∇π1 = ∇p11 +∇p12,
with (v11,∇p11) and (v12,∇p12) solving the following systems respectively
(4.2)
 ρ∂tv11 + ρv · ∇v11 −∆v11 +∇p11 = 0,div v11 = 0,
v11|t=0 = ∂X0v0,
and
(4.3)
 ρ∂tv12 + ρv · ∇v12 −∆v12 +∇p12 = F1(v, π),div v12 = div (v · ∇X),
v12|t=0 = 0,
where the source term F1(v, π) is given by (2.32).
Then we deduce from Proposition 3.3 that
(4.4) ‖v11‖L˜∞t (Bs1 ) + ‖∇v11‖L˜2t (Bs1 ) ≤ C‖∂X0v0‖Bs1 exp
(
C‖v0‖4L2
)
,
and
‖σ 1−s12 v11‖2L˜∞t (B1) +
∥∥σ 1−s12 (∂tv11,∇2v11,∇p11)∥∥2L2t (L2) ≤ C(v0, ∂X0v0, s1).(4.5)
4.1. Time-weighted H˙1 estimate for v12. Let us first present the proof of Lemma 2.2.
Proof of Lemma 2.2. We first get, by multiplying (3.3) by σ1−s, that
d
dt
‖σ 1−s2 ∇u(t)‖2L2+
∥∥σ 1−s2 (ut,∇2u,∇Π)∥∥2L2 ≤ (1− s)σ−s‖∇u‖2L2
+ Cσ1−s
(‖v‖4L4‖∇u‖2L2 + ‖(gt,∇ div g, f)‖2L2),
so that applying Gronwall’s inequality gives rise to
‖σ 1−s2 ∇u‖2L∞t (L2)+
∥∥σ 1−s2 (ut,∇2u,∇Π)∥∥2L2t (L2) ≤ C exp(C‖v‖4L4t (L4))
×
∫ t
0
(
σ−s‖∇u‖2L2 + σ1−s‖(gt,∇ div g, f)‖2L2
)
dt′.
(4.6)
To handle the term
∫ t
0 σ
−s‖∇u‖2
L2
dt′, let us denote
(4.7) y
def
= u− g, y = y1 + y2 and ∇Π def= ∇Π1 +∇Π2,
with (y1,∇Π1) and (y2,∇Π2) solving respectively
(4.8)

ρ∂ty1 + ρv · ∇y1 −∆y1 +∇Π1 = 0,
div y1 = 0,
y1|t=0 = −g(0),
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and
(4.9)
 ρ∂ty2 + ρv · ∇y2 −∆y2 +∇Π2 = f − (ρ∂tg + ρv · ∇g −∆g) ,div y2 = 0,
y2|t=0 = 0.
For any δ ∈]0, 1[, it follows from Proposition 3.3 that∥∥σ 1−δ2 ∇y1‖L∞t (L2) ≤ A0‖g(0)‖Bδ ,
which in particular implies for s ∈]0, δ[ that
(4.10)
∥∥σ− s2∇y1‖2L2t (L2) ≤ ∥∥σ 1−δ2 ∇y1‖2L∞t (L2)‖σ−1+δ−s‖L1t ≤ A0〈t〉δ − s ‖g(0)‖2Bδ .
Whereas for any fixed t0 ∈]0, 1[, we denote σt0(t) def=
{
σ(t) if t ≥ t0,
t0 if t ≤ t0. Then we get, by first
taking the L2 inner product of (4.9) with y2, then multiplying the equality by σ
−s
t0
(t) and
finally integrating the resulting inequality over [0, t], that
‖σ−
s
2
t0
√
ρy2(t)‖2L2 +
∫ t
0
σ−st0 ‖∇y2‖2L2 dt′
=− s
∫ t
0
σ−1−st0 σ
′
t0
‖√ρy2‖2L2 dt′ +
∫ t
0
∫
R
2
σ−st0 (f − ρ∂tg − ρv · ∇g +∆g) |y2 dxdt′
≤C∥∥σ− s2t0 (f, gt)∥∥2L1t (L2) + C‖σ 1−s02 v‖2L∞t (L∞)∥∥σ− 1−(s0−s)2 ∇g∥∥2L1t (L2)
+
1
2
‖σ−
s
2
t0
√
ρy2‖2L∞t (L2) −
∫ t
0
∫
R
2
σ−st0 ∇g|∇y2 dxdt′.
Noting that∣∣∫ t
0
∫
R
2
σ−st0 ∇g|∇y2 dx dt′
∣∣ ≤ 1
2
∥∥σ− s2t0 ∇g∥∥2L2t (L2) + 12‖σ− s2t0 ∇y2‖2L2t (L2).
This together with Corollary 2.1 ensures that∫ t
0
σ−st0 ‖∇y2‖2L2 dt′ ≤ A0
(∥∥σ− s2 (f, gt)∥∥2L1t (L2) + ∥∥σ− 1−(s0−s)2 ∇g∥∥2L1t (L2) + ‖σ− s2∇g‖2L2t (L2)),
from which, (4.7) and (4.10), we infer∫ t
0
σ−st0 ‖∇u‖2L2dt′ ≤ A0
( 〈t〉
δ − s‖g(0)‖
2
Bδ
+
∥∥σ− s2 (f, gt)∥∥2L1t (L2)
+
∥∥σ− 1−(s0−s)2 ∇g∥∥2
L1t (L
2)
+ ‖σ− s2∇g‖2
L2t (L
2)
)
.
Applying Fatou’s Lemma, we deduce that as t0 → 0+ in the above inequality, there holds∫ t
0
σ−s‖∇u‖2L2dt′ ≤ A0
( 〈t〉
δ − s‖g(0)‖
2
Bδ
+
∥∥σ− s2 (f, gt)∥∥2L1t (L2)
+
∥∥σ− 1−(s0−s)2 ∇g∥∥2
L1t (L
2)
+ ‖σ− s2∇g‖2
L2t (L
2)
)
.
Inserting the above estimate into (4.6) leads to (2.34). 
Applying Lemma 2.2 to the system (4.3) yields the time-weighted H˙1 estimate of v12.
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Proposition 4.1. Let (v12,∇p12) be a smooth enough solution of (4.3). Then there holds∥∥σ 1−s12 ∇v12∥∥2L∞t (L2) + ∥∥σ 1−s12 (∂tv12,∇2v12,∇p12)∥∥2L2t (L2) ≤ G1,X(t) with
G1,X(t)
def
= exp
(A0〈t〉2)(A1 + ∫ t
0
(
B0(t
′) + σ(t′)−1+
θ0
2
)‖∇X(t′)‖2W 1,p dt′),(4.11)
where B0(t) is given by (2.36).
Proof. Noticing that for θ0 = s0 − s1,
‖σ− 1−θ02 ∇g‖2
L1t (L
2) ≤ ‖σ−
s1
2 ∇g‖2
L2t (L
2)‖σ−1+s0‖L1t ≤ C〈t〉‖σ
−
s1
2 ∇g‖2
L2t (L
2), and
‖σ− s12 (f, gt)‖2L1t (L2) ≤ ‖σ
1−s0
2 (f, gt)‖2L2t (L2)‖σ
−1+θ0‖L1t ≤ C〈t〉‖σ
1−s0
2 (f, gt)‖2L2t (L2)
we get, by applying Lemma 2.2 (with s = s1 and δ = s0) to the system (4.3), that∥∥σ 1−s12 ∇v12∥∥2L∞t (L2) + ∥∥σ 1−s12 (∂tv12,∇2v12,∇p12)∥∥2L2t (L2) ≤ A0〈t〉(‖v0 · ∇X0‖2Bs0
+
∥∥σ− s12 ∇(v · ∇X)‖2
L2t (L
2) +
∥∥σ 1−s02 (∂t(v · ∇X),∇ div(v · ∇X), F1(v, π))∥∥2L2t (L2)).(4.12)
It follows from the law of product in Besov spaces (see [5] for instance) that
‖v0 · ∇X0‖Bs0 . ‖v0‖L2∩Bs0‖∇X0‖
B˙
2
p
p,1
. ‖v0‖L2∩Bs0‖∇X0‖W 1,p ≤ A1.
It follows from Corollary 2.1 that∥∥σ− s12 ∇(v · ∇X)‖2
L2t (L
2) ≤
∫ t
0
σ−1+θ0
(‖σ 1−s02 v‖2
L
2p
p−2
+ ‖σ 1−s02 ∇v‖2L2
)‖∇X‖2W 1,p dt′
≤A0
∫ t
0
σ(t′)−1+θ0‖∇X(t′)‖2W 1,p dt′.
While in view of (2.4), we have
(4.13) ∂t(v · ∇X) = vt · ∇X − (v · ∇)v · ∇X − vαv · ∇∂αX + v · ∇v1,
and thus it comes out∥∥σ 1−s02 ∂t(v · ∇X)∥∥2L2t (L2) .
∫ t
0
(
‖σ 1−s02 vt‖2L2 + σ−(1−s0)
(∥∥σ 1−s02 ( 12+ 1p)v∥∥4
L∞t (L
4p
p−2 )
+
∥∥σ 1−s02 v∥∥2
L∞t (L
∞)
‖σ 1−s02 ∇v‖2L∞t (L2)
))‖∇X‖2W 1,p dt′
+
∫ t
0
σ−(1−s1)
∥∥σ 1−s02 v‖2L∞t (L∞)(∥∥σ 1−s12 ∇v11‖2L2 + ∥∥σ 1−s12 ∇v12∥∥2L2) dt′,
(4.14)
from which, Corollary 2.1 and (4.5), we infer that∥∥σ 1−s02 ∂t(v · ∇X)∥∥2L2t (L2) ≤ A1〈t〉+A0
∫ t
0
((
B0(t
′) + σ(t′)−1+s0
)‖∇X(t′)‖2W 1,p
+ σ(t′)−(1−s1)‖σ 1−s12 ∇v12(t′)‖2L2
)
dt′.
Notice that due to divX = 0, we write
(4.15) ‖∇div (v · ∇X)‖L2 = ‖∇(∂αv · ∇Xα)‖L2 ≤ C
(‖∇2v‖L2 + ‖∇v‖
L
2p
p−2
)‖∇X‖W 1,p ,
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which together with Corollary 2.1 ensures that
‖σ 1−s02 ∇div (v · ∇X)‖2
L2t (L
2) ≤
∫ t
0
(‖σ 1−s02 ∇2v‖2L2 + ‖σ 1−s02 ∇v‖2
L
2p
p−2
)‖∇X‖2W 1,p dt′
≤
∫ t
0
B0(t
′)‖∇X(t′)‖2W 1,p dt′.
Similarly, we deduce from (2.27) and (2.32) that∥∥σ 1−s02 F1(v, π)‖2L2t (L2) . ‖σ 1−s02 Dtv‖2L2t (L2)
+
∫ t
0
(∥∥σ 1−s02 ∇v∥∥2
L
2p
p−2
+
∥∥σ 1−s02 (∇2v,∇π)∥∥2
L2
)
‖∇X‖2W 1,p dt′,
which together with Lemma 3.3 and Corollary 3.4 ensures that∥∥σ 1−s02 F1(v, π)‖2L2t (L2) ≤ A0 +
∫ t
0
B0(t
′)‖∇X(t′)‖2W 1,p dt′.
Inserting the above estimates into (4.12) gives rise to∥∥σ 1−s12 ∇v12∥∥2L∞t (L2) + ∥∥σ 1−s12 (∂tv12,∇2v12,∇p12)∥∥2L2t (L2) ≤ A1〈t〉2
+A0〈t〉
∫ t
0
((
B0(t
′) + σ(t′)−1+θ0
)‖∇X(t′)‖2W 1,p + σ(t′)−(1−s1)‖σ 1−s12 ∇v12(t′)‖2L2) dt′.
Applying Gronwall’s inequality leads to (4.11). This completes the proof of the proposition.

Combining (4.5) with Proposition 4.1, we obtain
Corollary 4.1. Let (ρ, v,∇π,X) be a smooth enough solution of the coupled system (1.1)
and (2.4). Then one has
‖σ 1−s12 ∇v1‖2L∞t (L2)+
∫ t
0
σ(t′)1−s1
∥∥(∂tv1,∇2v1,∇π1)∥∥2L2 dt′ ≤ G1,X(t),(4.16)
with G1,X(t) being given by (4.11).
4.2. The proof of Proposition 2.3. We first present the L2 energy estimate of v12.
Lemma 4.1. Let (v12,∇p12) be a smooth enough solution of (4.3). Then there holds
‖v12‖2L∞t (L2)+‖∇v12‖
2
L2t (L
2) ≤ G1,X(t),(4.17)
for G1,X(t) given by (4.11).
Proof. We get, by using standard energy estimate to (4.3), that
1
2
‖√ρv12‖2L∞t (L2) + ‖∇v12‖
2
L2t (L
2) =
∫ t
0
∫
R
2
(−∇p12 + F1(v, π))|v12 dxdt′.
By using div v12 = div(v · ∇X), one has∫
R
2
∇p12|v12 dx =
∫
R
2
∇p12|v · ∇X dx,
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from which and the momentum equation of (4.3), we infer
1
2
‖√ρv12‖2L∞t (L2) + ‖∇v12‖
2
L2t (L
2) =
∫ t
0
∫
R
2
F1(v, π)|(v12 − v · ∇X) dxdt′
+
∫ t
0
∫
R
2
(ρ∂tv12 + ρv · ∇v12 −∆v12) |v · ∇Xdxdt′.
(4.18)
It is easy to observe from (2.27) and (2.32) that
|
∫ t
0
∫
R
2
F1(v, π)|(v12 − v · ∇X) dxdt′| ≤ 1
4
‖√ρv12‖2L∞t (L2)
+ C
(∫ t
0
σ−
1−s0
2 × σ 1−s02 (‖∇v‖
L
2p
p−2
+ ‖(Dtv,∇2v,∇π)‖L2
)
(1 + ‖∇X‖W 1,p) dt′
)2
+ C
∫ t
0
σ−
1−s0
2 × σ 1−s02 (‖∇v‖
L
2p
p−2
+ ‖(Dtv,∇2v,∇π)‖L2
)‖v‖L2(1 + ‖∇X‖2W 1,p) dt′.
Hence by virtue of Corollary 2.1 and (2.36), we deduce∣∣∫ t
0
∫
R
2
F1(v, π)|(v12 − v · ∇X) dxdt′
∣∣ ≤1
4
‖√ρv12‖2L∞t (L2) +G1,X(t)(4.19)
for G1,X(t) given by (4.11).
Let us now turn to the estimate of the second line of (4.18). Once again, we get, by
applying Ho¨lder’s inequality, that∣∣∫ t
0
∫
R
2
ρ(∂tv12 −∆v12)|v · ∇X dxdt′
∣∣ ≤ C ∫ t
0
‖(∂tv12,∇2v12)‖L2‖v‖L2‖∇X‖L∞ dt′
≤ C∥∥σ 1−s12 (∂tv12,∇2v12)‖2L2t (L2) + C
∫ t
0
σ−(1−s1)‖v‖2L∞t (L2)‖∇X‖
2
W 1,p dt
′,
and ∣∣∫ t
0
∫
R
2
ρv · ∇v12|v · ∇X dxdt′
∣∣ ≤ ∫ t
0
‖v‖L∞‖∇v12‖L2‖v‖L2‖∇X‖L∞ dt′
≤1
2
‖∇v12‖2L2t (L2) +
∫ t
0
σ−(1−s0)
∥∥σ 1−s02 v‖2L∞t (L∞)‖v‖2L∞t (L2)‖∇X‖2W 1,p dt′.
Together with Corollary 2.1, the above inequalities ensure that∣∣ ∫ t
0
∫
R
2
(ρ∂tv12 + ρv · ∇v12 −∆v12) |v · ∇Xdxdt′
∣∣ ≤ 1
2
‖∇v12‖2L2t (L2)
+C
∥∥σ 1−s12 (∂tv12,∇2v12)‖2L2t (L2) +A0
∫ t
0
σ(t′)−1+s1‖∇X(t′)‖2W 1,p dt′.
(4.20)
Inserting the Inequalities (4.19) and (4.20) into (4.18) leads to
‖√ρv12‖2L∞t (L2) + ‖∇v12‖
2
L2t (L
2) ≤C‖σ
1−s1
2 (∂tv12,∇2v12)‖2L2t (L2) +G1,X(t)
for G1,X(t) given by (4.11). This together with Proposition 4.1 leads to (4.17). We finish the
proof of the lemma. 
Thanks to (4.1), we conclude the proof of Proposition 2.3 by combining the Estimates (4.4)
and (4.5) with Proposition 4.1 and Lemma 4.1. Moreover, we have the following corollary,
which will be used in Section 5:
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Corollary 4.2. Let G1,X(t) be given by (4.11). Then under the assumptions of Proposition
2.3, we have ∥∥σ 1−s12 (Dtv1, v1 ⊗∇v, v ⊗∇v1,∆DtX,Dt∆X)∥∥2L2t (L2)
+ ‖σ 1−s12 ∇v1‖2
L4t (L
4) +
∥∥σ1− s12 (∇v ⊗∇v1, v ⊗∇2v1, v1 ⊗∇2v)∥∥2
L2t (L
2)
+ ‖σ1− s12 (v1 ⊗∇v, v ⊗∇v1)‖2L∞t (L2) + ‖σ
3−s1
2 v1 ⊗ (Dt∇v,∇vt)‖2L2t (L2)
+
∥∥σ 3−s12 ∇v ⊗ (∇2v1,∇π1,Dtv1,Dt∆X)∥∥2L2t (L2)
+
∥∥σ 3−s12 (∇v1,Dt∇X)⊗ (∇2v,∇π,Dtv, v ⊗∇v)∥∥2L2t (L2) ≤ G1,X(t).
(4.21)
Proof. We first deduce from (2.20) and Proposition 2.3 that
‖v1‖2
L4t (L
4) + ‖σ
1−s1
2 ∇v1‖2
L4t (L
4) ≤ G1,X(t).(4.22)
Then due to∥∥σ 1−s12 (v ⊗∇v1, v1 ⊗∇v)∥∥
L2t (L
2)
≤‖v‖L4t (L4)‖σ
1−s1
2 ∇v1‖L4t (L4) + ‖σ
1−s1
2 ∇v‖L4t (L4)‖v
1‖L4t (L4),
and
‖σ 1−s12 Dtv1‖L2t (L2) ≤ ‖σ
1−s1
2 ∂tv
1‖L2t (L2) + ‖σ
1−s1
2 v · ∇v1‖L2t (L2),
we deduce from Corollary 2.1 and Proposition 2.3 that∥∥σ 1−s12 (v ⊗∇v1, v1 ⊗∇v)∥∥2
L2t (L
2)
+ ‖σ 1−s12 Dtv1‖2L2t (L2) ≤ G1,X(t).
Note that DtX = v
1, we have
(4.23) Dt∆X = ∆DtX −∆v · ∇X − 2∇vα · ∂α∇X,
from which and Proposition 2.3, we infer
‖σ 1−s12 (∆DtX,Dt∆X)‖2L2t (L2) . ‖σ
1−s1
2 ∆v1‖2
L2t (L
2)
+
∫ t
0
(‖σ 1−s02 ∆v‖2L2 + ‖σ 1−s02 ∇v‖2
L
2p
p−2
)‖∇X‖2W 1,p dt′ ≤ G1,X(t).(4.24)
On the other hand, it is easy to observe from Corollary 2.1, Proposition 2.3 and (4.22)
that ∥∥σ1− s12 (∇v ⊗∇v1, v ⊗∇2v1, v1 ⊗∇2v)∥∥
L2t (L
2)
≤ ‖σ 12∇v‖L4t (L4)‖σ
1−s1
2 ∇v1‖L4t (L4)
+ ‖σ 12 v‖L∞t (L∞)‖σ
1−s1
2 ∇2v1‖L2t (L2) + ‖v
1‖L4t (L4)‖σ
1−
s1
2 ∇2v‖L4t (L4) ≤ G
1
2
1,X(t).
(4.25)
Similarly we deduce from Corollaries 2.1 and 3.4, Proposition 2.3 and (4.24) that∥∥σ1− s12 (v1 ⊗∇v, v ⊗∇v1)∥∥
L∞t (L
2)
≤‖v1‖L∞t (L2)‖σ1−
s1
2 ∇v‖L∞t (L∞)
+ ‖σ 12 v‖L∞t (L∞)‖σ
1−s1
2 ∇v1‖L∞t (L2) ≤ G
1
2
1,X(t),
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and ∥∥σ 3−s12 ∇v ⊗ (∇2v1,∇π1,Dtv1,Dt∆X)∥∥L2t (L2)
≤ ‖σ∇v‖L∞t (L∞)‖σ
1−s1
2 (∇2v1,∇π1,Dtv1,Dt∆X)‖L2t (L2) ≤ G
1
2
1,X(t),∥∥σ 3−s12 ∇v1 ⊗ (∇2v,∇π,Dtv, v ⊗∇v)∥∥L2t (L2)
≤ ‖σ 1−s12 ∇v1‖L4t (L4)‖σ(∇
2v,∇π,Dtv, v ⊗∇v)‖L4t (L4) ≤ G
1
2
1,X(t).
As a result, we infer from Corollary 2.1 and Corollary 3.4 that∥∥σ 3−s12 Dt∇X ⊗ (∇2v,∇π,Dtv, v ⊗∇v)∥∥2L2t (L2)
≤ ∥∥σ 3−s12 ∇v1 ⊗ (∇2v,∇π,Dtv, v ⊗∇v)∥∥2L2t (L2)
+
∫ t
0
‖σ 1−s02 ∇v‖2L∞
∥∥σ1− s02 (∇2v,∇π,Dtv, v ⊗∇v)∥∥2L∞t (L2)‖∇X‖2W 1,p dt′ ≤ G1,X(t).
Finally it follows from Corollary 3.4 and Proposition 2.3 that for any r ∈]2,+∞[,
‖σ 3−s12 v1 ⊗Dt∇v‖L2t (L2) ≤ ‖σ
1−s1
r v1‖
L∞t (L
2r
r−2 )
‖σ( 32− 1r− s12 )Dt∇v‖L2t (Lr)
≤ C‖v1‖1−
2
r
L∞t (L
2)
‖σ 1−s12 ∇v1‖
2
r
L∞t (L
2)
‖σ( 32− 1r− s02 )Dt∇v‖L2t (Lr) ≤ G
1
2
1,X(t),
which together with the above estimate, (4.25) and Corollary 2.1 ensures
‖σ 3−s12 v1 ⊗∇vt‖L2t (L2) ≤‖σ
3−s1
2 v1 ⊗Dt∇v‖L2t (L2) + ‖σ
3−s1
2 v1 ⊗ (v · ∇2v)‖L2t (L2)
≤G
1
2
1,X(t) + ‖σ
1
2 v‖L∞t (L∞)‖σ1−
s1
2 v1 ⊗∇2v‖L2t (L2) ≤ G
1
2
1,X(t).
This completes the proof of the corollary. 
5. Propagation of the first-order striated regularity (continued)
The aim of this section is to prove Proposition 2.4. In order to do it, we shall first
present the time-weighted H1-energy estimate for Dtv
1, and then we derive the global a
priori estimate of ‖∇X‖L∞t (W 1,p). Finally we study the propagation of Bs1 regularity of v1.
5.1. H1 energy estimates for Dtv
1. In view of of Lemma 2.1, to close the time-weighted
H1 estimate of Dtv
1, it remains to deal with the estimates of divDtv
1 and divD2t v
1, which
are the lemmas as follows:
Lemma 5.1. Let a1
def
= 2v1 · ∇v + vt · ∇X + v∂αX · ∇vα − (v · ∇X) · ∇v. Then we have
divDtv
1 = div a1, and for G1,X(t) given by (4.11), there holds
(5.1) ‖σ 1−s12 a1‖2L2t (L2) + ‖σ
1−
s1
2 ∇a1‖2L2t (L2) + ‖σ
3−s1
2 ∇ div a1‖2L2t (L2) ≤ G1,X(t).
Proof. Due to divX = div v = 0 and [Dt; ∂X ] = 0, we observe that
div (Dtv
1) = div (∂XDtv) = div (Dtv · ∇X +XdivDtv)
= div (Dtv · ∇X +Xdiv (v · ∇v))
= div (Dtv · ∇X + ∂X(v · ∇v)− (v · ∇v) · ∇X) ,
(5.2)
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and
div (∂X(v · ∇v)) = div
(
v1 · ∇v + v · ∇v1 − (v · ∇X) · ∇v)
= div
(
2v1 · ∇v + v div v1 − (v · ∇X) · ∇v)
= div
(
2v1 · ∇v + v ∂αX · ∇vα − (v · ∇X) · ∇v
)
.
This shows that divDtv
1 = div a1. Moreover, it is easy to observe that
‖σ 1−s12 v1 · ∇v‖2
L2t (L
2) ≤ ‖σ
1−s0
2 ∇v‖2
L2t (L
∞)‖v1‖2L∞t (L2),
‖σ 1−s12 (vt · ∇X, v ⊗∇v ⊗∇X)‖2L2t (L2) ≤
∫ t
0
‖σ 1−s02 (vt, v ⊗∇v)‖2L2‖∇X‖2L∞ dt′,
from which, Proposition 2.3 and (2.36), we infer
‖σ 1−s12 a1‖2L2t (L2) ≤ G1,X(t).
While we deduce from (2.36) and Corollary 4.2 that
‖σ1− s12 ∇a1‖2L2t (L2) . ‖σ
1−
s1
2 (∇v1 · ∇v, v1 · ∇2v)‖2
L2t (L
2)
+
∫ t
0
‖σ 12+ 1p−
s0
2 (vt, v ⊗∇v)‖2
L
2p
p−2
‖∇2X‖2Lp dt′
+
∫ t
0
‖σ1− s12 (∇vt,∇(v ⊗∇v))‖2L2‖∇X‖2L∞ dt′ ≤ G1,X(t).
On the other hand, it follows from (5.2) that
divDtv
1 = div ∂XDtv = ∂αX · ∇Dtvα + 2tr(∇v1∇v)− 2tr
(
(∇Xα∂αv)∇v
)
,
from which, Corollaries 2.1, 3.4 and 4.2, we infer
‖σ 3−s12 ∇ div a1‖2L2t (L2) .‖σ
3−s1
2 ∇(∇v ⊗∇v1)‖2
L2t (L
2)
+
∫ t
0
(
‖σ 3−s12 ∇2Dtv‖2L2 + ‖σ
3−s1
2 (∇Dtv,∇v ⊗∇v)‖2
L
2p
p−2
+ ‖σ1− s02 ∇2v‖2L∞t (L2)‖σ
1−s0
2 ∇v‖2L∞
)
‖∇X‖2W 1,p dt′ ≤ G1,X(t).
This completes the proof of (5.1). 
Lemma 5.2. Let b0(t) and G1,X(t) be given by (2.23) and (4.11) respectively. Let b1
def
=
D2t v · ∇X − b0 · ∇X + ∂Xb0. Then we have
(5.3) divD2t v
1 = div b1,
and for any ε > 0, there exists a positive constant Cε > 0 so that
‖σ 3−s12 b1‖2L2t (L2) ≤ε‖σ
3−s1
2
√
ρD2t v
1‖2
L2t (L
2) + CεG1,X(t).(5.4)
Proof. It follows from (2.23) and [∂X ;Dt] = 0 that
divD2t v
1 = div (∂XD
2
t v) = div (D
2
t v · ∇X) + div
(
Xdiv (D2t v)
)
= div (D2t v · ∇X) + div
(
Xdiv b0
)
.
This together with divX = 0 ensures (5.3).
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Observing from (2.23) that
∂Xb0 = v
1 · (∇vt +Dt∇v) +Dtv1 · ∇v +Dtv · ∇v1 − (Dtv · ∇X) · ∇v
+ v · (∇∂tv1 +Dt∇v1 −∇Xα∂αvt −∇(Xt · ∇v)−Dt(∇Xα∂αv)),
we have
‖σ 3−s12 ∂Xb0‖2L2t (L2) .
∥∥σ 3−s12 v1 ⊗ (∇vt +Dt∇v)∥∥2L2t (L2)
+
∥∥σ 3−s12 (Dtv1 ⊗∇v,Dtv ⊗∇v1)∥∥2L2t (L2)
+ ‖σ 1−s02 ∇v‖2L∞t (L2)
∫ t
0
‖σ1− s02 Dtv(t′)‖2L∞‖∇X(t′)‖2W 1,p dt′
+ ‖σ 1−s02 v‖2L∞t (L∞)
∫ t
0
‖σ1− s02 ∇vt(t′)‖2L2‖∇X(t′)‖2W 1,p dt′
+ ‖σ 1−s02 v‖2L∞t (L∞)
∥∥σ(∇∂tv1 +Dt∇v1,∇(Xt · ∇v),Dt(∇X · ∇v))∥∥2L2t (L2).
(5.5)
To handle the last line of (5.5), we first deduce from (2.37) and (3.35) that
‖σ1− s12 ∇Dtv1‖2L2t (L2) ≤ C‖σ
1−s1
2
√
ρDtv
1‖2
L2t (L
2) + ε‖σ
3−s1
2
√
ρD2t v
1‖2
L2t (L
2)
+ Cε
(
‖σ 1−s12 a1‖2L2t (L2) + ‖σ
1−
s1
2 ∇a1‖2L2t (L2) + ‖σ
3−s1
2 F1D‖2L2t (L2)
)
.
(5.6)
While in view of (2.27) and (2.38), we have
‖σ 3−s12 F1D‖2L2t (L2) . ‖σ
3−s1
2 ∇v ⊗ (∇2v1,∇π1,Dt∆X)‖2L2t (L2)
+ ‖σ 3−s12 (∇v1,Dt∇X)⊗ (∇2v,∇π)‖2L2t (L2) + ‖σ
3−s0
2 D2t v‖2L2t (L2)
+
∫ t
0
(‖σ 3−s02 Dt∇v‖2
L
2p
p−2
+ ‖σ 3−s02 (Dt∇2v,Dt∇π)‖2L2
)‖∇X‖2W 1,p dt′,
from which and Proposition 2.2 and Corollary 4.2, we infer
‖σ 3−s12 F1D‖2L2t (L2) ≤ G1,X(t).(5.7)
Inserting the Inequality (5.7) into (5.6) and using Corollary 4.2 and Lemma 5.1, we achieve
‖σ1− s12 ∇Dtv1‖2L2t (L2) ≤ ε‖σ
3−s1
2
√
ρD2t v
1‖2
L2t (L
2) + CεG1,X(t),
which together with Corollary 4.2 implies∥∥σ(∇∂tv1 +Dt∇v1)∥∥2L2t (L2) ≤‖σ1− s12 ∇Dtv1‖2L2t (L2) + ∥∥σ1− s12 (v ⊗∇2v1,∇v ⊗∇v1)∥∥2L2t (L2)
≤ε‖σ 3−s12 √ρD2t v1‖2L2t (L2) + CεG1,X(t).
Wheres due to DtX = v
1, we have
‖σ∇(Xt · ∇v)‖2L2t (L2) ≤
∥∥σ1− s12 (∇v ⊗∇v1, v1 ⊗∇2v)∥∥2
L2t (L
2)
+
∫ t
0
(
‖σ
1−s0
p v‖2
L∞t (L
2p
p−2 )
‖σ 1−s02 ∇v‖2L∞ +
∥∥σ1− s02 (∇v ⊗∇v, v ⊗∇2v)∥∥2
L2
)
‖∇X‖2W 1,p dt′,
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and
‖σDt(∇X) · ∇v)‖2L2t (L2) .
∥∥σ1− s12 ∇v1 ⊗∇v‖2
L2t (L
2)
+
∫ t
0
∥∥σ1− s02 ∇v ⊗∇v‖2L2‖∇X‖2W 1,p dt′,
‖σ∇X ⊗Dt∇v‖2L2t (L2) .
∫ t
0
‖σ1− s02 Dt∇v‖2L2‖∇X‖2W 1,p dt′,
we thus deduce from Corollaries 2.1 and 4.2 that∥∥σ(∇(Xt · ∇v),Dt(∇X · ∇v))∥∥2L2t (L2) ≤ G1,X(t).
Inserting the above inequalities into (5.5) and using Corollaries 2.1 and 4.2, we find
(5.8) ‖σ 3−s12 ∂Xb0‖2L2t (L2) ≤ ε‖σ
3−s1
2
√
ρD2t v
1‖2
L2t (L
2) +G1,X(t),
which together with the fact that
‖σ 3−s12 b1‖2L2t (L2) ≤‖σ
3−s1
2 ∂Xb0‖2L2t (L2)
+
∫ t
0
(‖σ 3−s12 D2t v‖2L2 + ‖σ 3−s12 b0‖2L2)‖∇X‖2L∞ dt′,
ensures (5.4). 
With the above preparations, we can close the time-weighted H1 energy estimate of Dtv
1.
Proposition 5.1. Under the assumptions of Proposition 2.4, we have
(5.9) A11(t) +A12(t) + ‖X‖L∞t (W 2,p) ≤ H1(t),
where A11(t), A12(t) are given by (2.9) for ℓ = 1.
Proof. We get, by applying Lemma 2.1 to (2.37), that
‖σ1− s12 Dtv1‖2L∞t (L2)∩L2t (H˙1) + ‖σ
3−s1
2 ∇Dtv1‖2L∞t (L2) + ‖σ
3−s1
2 (D2t v
1,∇2Dtv1,∇Dtπ1)‖2L2t (L2)
≤ A0
(‖σ 1−s12 (Dtv1, a1)‖2L2t (L2) + ‖σ1− s12 ∇a1‖2L2t (L2) + ‖σ 3−s12 (∇ div a1, b1, F1D)‖2L2t (L2)).
Taking into account (4.21), by substituting the Estimates (5.1), (5.4) and (5.7) into the above
inequality and then choosing ε sufficiently small, we achieve
‖σ1− s12 Dtv1‖2L∞t (L2)∩L2t (H˙1) + ‖σ
3−s1
2 ∇Dtv1‖2L∞t (L2)
+ ‖σ 3−s12 (D2t v1,∇2Dtv1,∇Dtπ1)‖2L2t (L2) ≤ G1,X(t).
(5.10)
Moreover, it follows from the 2-D interpolation inequality (2.20) that for any r ∈ [2,∞[
‖σ1− s12 Dtv1‖2
L
2r
r−2
t (L
r)
≤ C‖σ1− s12 Dtv1‖2·
2
r
L∞t (L
2)
‖σ1− s12 ∇Dtv1‖2(1−
2
r
)
L2t (L
2)
≤ G1,X(t).(5.11)
Along the same line, we deduce from Proposition 2.2 that
‖σ1− s02 Dtv‖
L
2r
r−2
t (L
r)
≤ C(v0, s0) ∀ r ∈ [2,∞[.(5.12)
Let us now turn to the estimate of ‖X(t)‖W 2,p . We first get, by using Lp energy estimate
to (2.4) and (4.23), that
d
dt
‖X‖W 2,p ≤ C
(‖∇v‖L∞‖X‖W 2,p + ‖∆v‖Lp‖∇X‖L∞)+ ‖∆v1‖Lp .(5.13)
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To deal with the estimate of ‖∆v1‖Lp , we rewrite (2.31) as
−∆(v1 −∇∆−1(∂αv · ∇Xα))+∇π1 = −ρDtv1 +∇(∂αv · ∇Xα) + F1(v, π),
for F1(v, π) given by (2.32). Then due to div v
1 = ∂αv · ∇Xα, we deduce from classical
estimate for the Stokes operator and (2.32) that that for any r ∈ [2, p]
‖(∇2v1,∇π1)‖Lr ≤ C
(‖∇(∇v ⊗∇X)‖Lr + ‖ρDtv1‖Lr + ‖F1(v, π)‖Lr)
≤ C
(
‖(Dtv1,Dtv)‖Lr +
(‖∇v‖
L
rp
p−r
+ ‖(∇2v,∇π)‖Lr
)‖∇X‖W 1,p).(5.14)
Inserting (5.14) for r = p into (5.13), and integrating the resulting inequality over [0, t], we
obtain
‖X(t)‖W 2,p ≤‖X0‖W 2,p + C‖(Dtv1,Dtv)‖L1t (Lp)
+ C
∫ t
0
(‖∇v‖L∞ + ‖(∇2v,∇π)‖Lp)‖X‖W 2,p dt′.(5.15)
Note from the hypothesis that p ∈ ]2, 2/(1 − s1)[, which implies
2p
p+ 2
(1− s1
2
) < 1.
This together with (5.11) and (5.12) ensures that
‖(Dtv1,Dtv)‖2L1t (Lp) ≤‖σ
1−
s1
2 (Dtv
1,Dtv)‖2
L
2p
p−2
t (L
p)
‖σ−(1− s12 )‖2
L
2p
p+2 ([0,t])
≤ G1,X(t).
And it is obvious to observe from 2/p+ s1 > 1 that(∫ t
0
(‖∇v‖L∞ + ‖(∇2v,∇π)‖Lp)‖X‖W 2,p dt′)2 . 〈t〉∫ t
0
‖σ 1−s02 ∇v‖2L∞‖X‖2W 2,p dt′
+
∫ t
0
‖σ
(
1− 1
p
−
s0
2
)
(∇2v,∇π)‖2Lp‖X‖2W 2,p dt′
∫ t
0
σ
−2+ 2
p
+s0 dt′ ≤ G1,X(t).
Substituting the above estimates into (5.15) and using the definition of G1,X(t) given by
(4.11) leads to
‖X(t)‖2W 2,p ≤ ‖X0‖2W 2,p + exp
(A0〈t〉2)(A1 + ∫ t
0
(B0(t
′) + σ(t′)−1+
θ0
2 )‖X(t′)‖2W 2,p dt′
)
.
Then by virtue of (3.42), we get, by applying Gronwall’s inequality, that
(5.16) ‖X‖L∞t (W 2,p) ≤ A1
(
1 + ‖X0‖2W 2,p
)
exp
(
exp(A0〈t〉2)
) ≤ H1(t),
which together with Proposition 2.3 and (3.42) implies that
(5.17) A11(t) ≤ H1(t).
Similarly, by inserting (5.16) into (5.10), we arrive at
‖σ1− s12 Dtv1‖2L∞t (L2) + ‖σ
3−s1
2 ∇Dtv1‖2L∞t (L2)
+ ‖σ1− s12 ∇Dtv1‖2L2t (L2) + ‖σ
3−s1
2 (D2t v
1,∇2Dtv1,∇Dtπ1)‖2L2t (L2) ≤ H1(t).
(5.18)
On the other side, it follows from (5.14) for r = 2 that
‖σ1− s12 (∇2v1,∇π1)‖L∞t (L2) ≤ C‖σ1−
s1
2 (Dtv
1,Dtv)‖L∞t (L2)
+ C
(‖σ1− s12 ∇v‖
L∞t (L
2p
p−2 )
+ ‖σ1− s12 (∇2v,∇π)‖L∞t (L2)
)‖X‖L∞t (W 2,p),
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from which, Proposition 2.1, (5.12), and (5.18), we infer∥∥σ1− s12 (∇2v1,∇π1)∥∥
L∞t (L
2)
≤ H1(t),
which together with (5.18) implies
A12(t) ≤ H1(t).
Along with (5.16), (5.17), we conclude the proof of the proposition. 
5.2. Some implications. In this subsection, we shall derive some useful estimates implied
by Proposition 5.1.
Corollary 5.1. Under the assumptions of of Proposition 2.4, for any ε0 ∈]0, 1[ and r ∈ {2, p},
one has
A˙1(t)
def
= ‖v1‖L∞t (L2) + ‖σ
1−s1
2 v1‖
L∞t (L
2p
p−2 )
+ ‖σ 1+ε0−s12 (v1,Xt)‖L∞t (L∞)
+
∥∥σ 1−s12 (∂X∇v,∇v1,∇Xt)∥∥L∞t (L2) + ∥∥σ(1− s12 )(∂Xvt, ∂tv1,Dt∇2X)∥∥L∞t (L2)
+
∥∥σ( 12+ 1p− s12 )(∂X∇v,∇v1,Dt∇X)‖
L∞t (L
2p
p−2 )
+ ‖σ1− s12 (∂X∇v,∇v1,Dt∇X)‖L∞t (L∞)
+
∑
i+j+l=1
∥∥σ( 32− 1r− s12 )(∂iX∇∂jX∇vl,Dtvi, ∂iX∇πj)∥∥L∞t (Lr) ≤ H1(t).
Proof. In view of Proposition 5.1, we have for any r ∈ [2,+∞[
‖σ 1−s12 (1− 2r )v1‖L∞t (Lr) ≤ C‖v1‖
2
r
L∞t (L
2)
‖σ1− s12 ∇v1‖1−
2
r
L∞t (L
2)
≤ H1(t),
‖σ(1− 1r− s12 )∇v1‖L∞t (Lr) ≤ C‖σ
1−s1
2 ∇v1‖
2
r
L∞t (L
2)
‖σ1− s12 ∇2v1‖1−
2
r
L∞t (L
2)
≤ H1(t),
(5.19)
which together with 2-D the interpolation inequality, ‖a‖L∞ . ‖a‖
ε0
1+ε0
L2
‖∇a‖
1
1+ε0
L
2
1−ε0
, ensures
that for any ε0 ∈]0, 1[
‖σ 1+ε0−s12 v1‖L∞t (L∞) ≤ C‖v1‖
ε0
1+ε0
L∞t (L
2)
‖σ 1+ε0−s12 ∇v1‖
1
1+ε0
L∞t (L
2
1−ε0 )
≤ H1(t).
Furthermore, in view of (2.4) and Corollary 2.1, for any ε0 ∈]0, 1[, we infer
‖σ 1+ε0−s12 Xt‖L∞t (L∞) + ‖σ
1−s1
2 Xt‖
L∞t (L
2p
p−2 )
≤ H1(t) + C‖σ
1−s1
2 v‖L∞t (L2∩L∞)‖∇X‖L∞t (L∞) ≤ H1(t),
and ∥∥σ 1−s12 (∂X∇v,∇v1,∇Xt)∥∥L∞t (L2) ≤ ∥∥σ 1−s12 (∇v1,∇v ⊗∇X, v ⊗∇2X)∥∥L∞t (L2)
≤
(
‖σ 1−s12 (∇v1,∇v)‖L∞t (L2) + ‖σ
1−s1
2 v‖
L∞t (L
2p
p−2 )
)(
1 + ‖X‖L∞t (W 2,p)
) ≤ H1(t).
As a result, we obtain
‖σ 1+ε0−s12 (v1,Xt)‖L∞t (L∞) + ‖σ
1−s1
2 (v1,Xt)‖
L∞t (L
2p
p−2 )
+
∑
i+j=1
‖σ 1−s12 (∂iX∇vj,∇Xt)‖L∞t (L2) ≤ H1(t).
(5.20)
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Whereas it follows from Proposition 5.1 and the 2-D interpolation inequality (2.20) that
for any r ∈ [2,+∞[,
‖σ( 32− 1r− s12 )Dtv1‖L∞t (Lr) ≤ ‖σ1−
s1
2 Dtv
1‖
2
r
L∞t (L
2)
‖σ 3−s12 ∇Dtv1‖1−
2
r
L∞t (L
2)
≤ H1(t),
which together with (5.14), Corollaries 2.1 and 3.4 ensures that for r ∈ {2, p}∥∥σ( 32− 1r− s12 )(Dtv1,∇2v1,∇π1)∥∥L∞t (Lr) ≤ C(1 + ‖X‖L∞t (W 2,p))
×
(∥∥σ( 32− 1r− s12 )(Dtv1,Dtv,∇2v,∇π)∥∥L∞t (Lr) + ‖σ1− s12 ∇v‖L∞t (L∞∩L 2pp−2 )
)
≤ H1(t).
(5.21)
Then we deduce from 2-D interpolation inequality that
(5.22) ‖σ(1− s12 )∇v1‖L∞ ≤ C‖σ
1−s1
2 ∇v1‖
1/2−1/p
1−1/p
L2
‖σ
(
3
2
− 1
p
−
s1
2
)
∇2v1‖
1/2
1−1/p
Lp ≤ H1(t).
Observing that
∂X∇v = ∇v1 −∇Xα∂αv and Dt∇X = ∇v1 −∇vα∂αX.
Then in view of Corollaries 2.1, 3.4 and, (5.19), (5.22), we infer∥∥σ( 12+ 1p− s12 )(∇v1, ∂X∇v,Dt∇X)∥∥
L∞t (L
2p
p−2 )
+
∥∥σ1− s12 (∇v1, ∂X∇v,Dt∇X)∥∥L∞t (L∞)
≤
(
‖σ
(
1
2
+ 1
p
−
s1
2
)
(∇v,∇v1)‖
L∞t (L
2p
p−2 )
+ ‖σ1− s12 (∇v,∇v1)‖L∞t (L∞)
)
× (1 + ‖∇X‖L∞t (L∞)) ≤ H1(t).
(5.23)
Finally it is easy to observe that∑
i+j+l=1
∥∥σ( 32− 1r− s12 )(∂iX∇∂jX∇vl, ∂iX∂tvj ,Dtvi, ∂iX∇πj,Dt∇2X)∥∥L∞t (Lr)
=
∥∥σ( 32− 1r− s12 )(∂X∇2v,∇∂X∇v,∇2v1, ∂Xvt, ∂tv1,Dtv1, ∂X∇π,∇π1,Dt∇2X)∥∥L∞t (Lr)
≤ ∥∥σ( 32− 1r− s12 )(∇2v1,Dtv1,∇π1)∥∥L∞t (Lr)
+
∥∥σ( 32− 1r− s12 )(∇2X ⊗∇v,∇X ⊗∇2v, v · ∇v1,∇X ⊗∇π,Xt ⊗∇v)∥∥L∞t (Lr).
While it follows from Corollary 2.1 and (5.19) that for any r ∈ [2,∞[
‖σ( 32− 1r− s12 )(v1 ⊗∇v,v ⊗∇v1)‖L∞t (Lr)
≤ ‖σ 12 (v, v1)‖L∞t (L∞)‖σ(1−
1
r
−
s1
2 )(∇v,∇v1)‖L∞t (Lr) ≤ H1(t),
which together with (2.4) and (3.42) ensures that for r ∈ {2, p},∥∥σ( 32− 1r− s12 )(∇2X ⊗∇v,∇X ⊗∇2v,∇X ⊗∇π,Xt ⊗∇v, v ⊗∇v1)∥∥L∞t (Lr)
≤ C(1 + ‖X‖L∞t (W 2,p))(‖σ1− s12 ∇v‖L∞t (L∞∩L 2pp−2 )
+ ‖σ( 32− 1r− s12 )(∇2v,∇π, v ⊗∇v, v1 ⊗∇v, v ⊗∇v1)‖L∞t (Lr)
)
≤ H1(t),
from which and (5.21), we infer that for r ∈ {2, p},∑
i+j+l=1
∥∥σ( 32− 1r− s12 )(∂iX∇∂jX∇vl, ∂iX∂tvj,Dtvi, ∂iX∇πj ,Dt∇2X)∥∥L∞t (Lr) ≤ H1(t).
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This together with (5.20) and (5.23) completes the proof of the corollary 
Corollary 5.2. Under the assumptions Corollary 5.1, one has∫ t
0
B˙1(t
′) dt′ ≤ H1(t),(5.24)
where
B˙1(t)
def
=
∑
i+j=1
(∥∥σ( 12+ 1p− s12 )Dtv1(t)‖2
L
2p
p−2
+
∥∥σ1− s12 (∂iXDt∇vj , ∂iX∇Dtvj)(t)∥∥2L2
+
∥∥σ(1+ 1p− s12 )(∂iXDt∇vj , ∂iX∇Dtvj)(t)∥∥2
L
2p
p−2
+
∥∥σ 3−s12 (D2t vi, ∂iXDt∇2vj ,∇∂iX∇Dtvj , ∂iXDt∇πj)(t)∥∥2L2).
Proof. It follows from Corollary 4.2 and Proposition 5.1 that
‖σ
(
1
2
+ 1
p
−
s1
2
)
Dtv
1‖
L2t (L
2p
p−2 )
≤C‖σ 1−s12 Dtv1‖
1− 2
p
L2t (L
2)
‖σ1− s12 ∇Dtv1‖
2
p
L2t (L
2)
≤ H1(t),
and for any r ∈ [2,+∞[
‖σ 32− 1r− s12 ∇Dtv1‖L2t (Lr) ≤ C‖σ(
1−
s1
2 )∇Dtv1‖
2
r
L2t (L
2)
‖σ( 32− s12 )∇2Dtv1‖1−
2
r
L2t (L
2)
≤ H1(t).
As a result, for r = 2, 2p
p−2 , we deduce from Corollary 3.4 that∑
i+j=1
‖σ( 32− 1r− s12 )∂iX∇Dtvj‖L2t (Lr) ≤
∥∥σ( 32− 1r− s12 )(∇Dtv1, [∂X ;∇]Dtv)∥∥L2t (Lr)
≤ ‖σ( 32− 1r− s12 )(∇Dtv,∇Dtv1)‖L2t (Lr)(1 + ‖∇X‖L∞t (L∞)) ≤ H1(t).
Moreover, for r = 2 or r = 2p
p−2 , by virtue of Corollary 3.4 and Corollary 5.1, we infer∑
i+j=1
‖σ( 32− 1r− s12 )∂iXDt∇vj‖L2t (Lr) ≤
∥∥σ( 32− 1r− s12 )(Dt∇v1,Dt[∂X ;∇]v)∥∥L2t (Lr)
≤ ∥∥σ( 32− 1r− s12 )(∇Dtv1,Dt∇v)‖L2t (Lr)(1 + ‖∇X‖L∞t (L∞))
+ ‖σ( 32− 1r− s12 )(∇v ⊗∇v1,Dt∇X ⊗∇v)‖L2t (Lr)
≤ H1(t) +
(‖σ 12− 1p∇v‖L2t (Lp) + ‖σ 12∇v‖L2t (L∞))‖σ
(
1
2
+ 1
p
−
s1
2
)
(∇v1,Dt∇X)‖
L∞t (L
2p
p−2 )
≤ H1(t).
It is easy to observe that
[Dt;∇2]v1 = −∇2vα∂αv1 − 2∇vα∂α∇v1, [Dt;∇]π1 = −∇vα∂απ1,
Dt[∂X ;∇2]v = −Dt(∇2Xα∂αv + 2∇Xα∂α∇v), Dt[∂X ;∇]π = −Dt(∇Xα∂απ),
∇[∂X ;∇]Dtv = −∇(∇Xα∂αDtv),
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we deduce from Corollaries 3.4, 4.2 and 5.1, Proposition 5.1 that∑
i+j=1
∥∥σ 3−s12 (D2t vi, ∂iXDt∇2vj ,∇∂iX∇Dtvj, ∂iXDt∇πj)‖L2t (L2)
.
∥∥σ 3−s12 (D2t v1,∇2Dtv1,∇Dtπ1,∇2v ⊗∇v1,∇v ⊗∇2v1,∇v ⊗∇π1)∥∥L2t (L2)
+
∥∥σ 3−s12 Dt(∇2X ⊗∇v,∇X ⊗ (∇2v,∇π))∥∥L2t (L2) + ∥∥σ 3−s12 ∇(∇X ⊗∇Dtv)∥∥L2t (L2)
. H1(t) + ‖σ
1
2 (∇v,Dt∇X)‖L2t (L∞)‖σ
1−
s1
2 (Dt∇2X,∇2v,∇π)‖L∞t (L2)
+ ‖X‖L∞t (W 2,p)
(
‖σ 3−s12 (Dt∇v,∇Dtv)‖
L2t (L
2p
p−2 )
+ ‖σ 3−s12 (Dt∇2v,∇2Dtv,Dt∇π)‖L2t (L2)
)
≤ H1(t).
Summing up the above estimates leads to (5.24). 
5.3. Propagation of the Bs1-regularity for v1. We shall use the same strategy as that
used in the proof of Proposition 3.3 to study the Besov regularity of (v1,∇π1). Indeed let
(vq,∇πq) be the unique solution of (2.18), we shall first investigate the following system for
the unknown (uq,∇pq):
(5.25)

ρ∂tuq + ρv · ∇uq −∆uq +∇pq = F1,q with
F1,q
def
= −ρ1Dtvq − (∆X · ∇vq + 2∂αX · ∇∂αvq) +∇Xα∂απq,
div uq = div(vq · ∇X),
uq|t=0 = 0.
Let (v12,∇p12) be a smooth enough solution of (4.3). Then by virtue of (2.31), (4.3) and
(5.25), we have
(5.26) v12 =
∑
q∈Z
uq and ∇p12 =
∑
q∈Z
∇pq.
5.3.1. The L2 energy estimate. The following lemma concerning the norms of solution to
(2.18) will be very useful in the estimates that follows.
Lemma 5.3. Let (vq,∇πq) be the unique solution determined by the System (2.18). Let θ0
and C(v0, s0) be given by (2.5), then the following inequality is valid
‖vq‖
L∞t (L
2
1−θ0 )
+
∥∥σ 1−θ02 vq∥∥L∞t (L∞) + ‖∇vq‖L2t (L 21−θ0 ) + ∥∥σ 1−θ02 ∇vq∥∥L∞t (L2)
+
∥∥σ 1−θ02 ∇vq∥∥L2t (L∞) + ∥∥σ 1−θ02 (Dtvq, ∂tvq,∇2vq,∇πq)∥∥L2t (L2)
+
∥∥σ 2−θ04 (Dtvq, ∂tvq,∇2vq,∇πq)∥∥
L2t (L
4
2−θ0 )
≤ C(v0, s0)〈t〉
1
2 dq2
−qs1 .
(5.27)
Proof. It follows from (2.20), (2.18) and (3.23), (3.24), (3.25) that for any δ ∈]0, 1[
‖vq‖
L∞t (L
2
1−θ0 )
. ‖vq‖1−θ0L∞t (L2)‖∇vq‖
θ0
L∞t (L
2)
≤ C(v0, s0)dq2−qs1 ,
‖∇vq‖
L2t (L
2
1−θ0 )
. ‖∇vq‖1−θ0L2t (L2)‖∇
2vq‖θ0L2t (L2) ≤ C(v0, s0)dq2
−qs1 ,∥∥σ 1−δ2 vq∥∥
L∞t (L
2
δ )
. ‖vq‖δL∞t (L2)
∥∥σ 12∇vq∥∥1−δL∞t (L2) ≤ C(v0, s0)dq2−qs0 ,
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which together with the 2-D interpolation inequality that
‖a‖L∞ . ‖a‖
1
1+δ
L
2
δ
‖∇2a‖
δ
1+δ
L2
,
for δ = θ01−θ0 and (3.26) ensures that∥∥σ 1−θ02 vq∥∥L∞t (L∞) . ∥∥σ 1−2θ02(1−θ0) vq‖1−θ0
L∞t (L
2(1−θ0)
θ0 )
∥∥σ 12∇2vq‖θ0L∞t (L2) ≤ C(v0, s0)dq2−qs1 .
It is easy to observe that∥∥σ 1−θ02 ∇vq∥∥L∞t (L2) ≤ ‖∇vq‖θ0L∞t (L2)∥∥σ 12∇vq∥∥1−θ0L∞t (L2),∥∥σ 1−θ02 ∂tvq∥∥L2t (L2) ≤ ‖∂tvq‖θ0L2t (L2)∥∥σ 12 ∂tvq∥∥1−θ0L2t (L2),
which together with (3.24) and (3.25) implies that∥∥σ 1−θ02 ∇vq∥∥L∞t (L2) + ∥∥σ 1−θ02 ∂tvq∥∥L2t (L2) ≤ C(v0, s0)dq2−qs1 .
While note from (2.20), (3.25) and (3.26) that for δ ∈ [0, 1[, there holds∥∥σ 12∇vq∥∥
L∞t (L
2
1−δ )
≤ C∥∥σ 12∇vq∥∥1−δL∞t (L2)∥∥σ 12∇2vq∥∥δL∞t (L2) ≤ C(v0, s0)dq2−q(s0−δ),∥∥σ 12 ∂tvq∥∥
L2t (L
2
1−δ )
≤ C∥∥σ 12∂tvq∥∥1−δL2t (L2)∥∥σ 12∇∂tvq∥∥δL2t (L2) ≤ C(v0, s0)dq2−q(s0−δ).(5.28)
Then it follows from the classical estimate on Stokes operator and Corollary 2.1, (2.18) that∥∥σ 12 (∇2vq,∇πq)∥∥
L2t (L
2
1−δ )
.
∥∥σ 12∂tvq∥∥
L2t (L
2
1−δ )
+ 〈t〉 12 ‖σ 1−s02 v‖L∞t (L∞)
∥∥σ 12∇vq∥∥
L∞t (L
2
1−δ )
≤ C(v0, s0)〈t〉
1
2 dq2
−q(s0−δ).
(5.29)
Taking δ = θ02−θ0 in the second inequality of (5.28) and using (3.24) gives rise to∥∥σ 2−θ04 ∂tvq∥∥
L2t (L
4
2−θ0 )
≤‖∂tvq‖
θ0
2
L2t (L
2)
∥∥σ 12 ∂tvq∥∥1− θ02
L2t (L
2−θ0
1−θ0 )
≤ C(v0, s0)dq2−qs1 ,
which together with a similar derivation of (5.29) ensures that∥∥σ 2−θ04 (∇2vq,∇πq)∥∥
L2t (L
4
2−θ0 )
+
∥∥σ 1−θ02 (∇2vq,∇πq)∥∥L2t (L2) ≤ C(v0, s0)〈t〉 12 dq2−qs1 .
Furthermore, thanks to the following interpolation inequality
‖a‖L∞ . ‖a‖
δ
1+δ
L2
‖∇a‖
1
1+δ
L
2
1−δ
,
and (5.29), we infer∥∥σ 1−θ02 ∇vq∥∥L2t (L∞) .‖∇vq‖θ0L2t (L2)∥∥σ 12∇2vq∥∥1−θ0
L2t (L
2(1−θ0)
1−2θ0 )
≤ C(v0, s0)〈t〉
1
2 dq2
−qs1 .
By summing up the above estimates and making use of the fact that ρDtvq = ∆vq − ∇πq,
we complete the proof of (5.27). 
Let us turn to the L2 energy estimate of uq.
Lemma 5.4. Let (uq,∇pq) be the unique solution of (5.25). Then there holds
(5.30) ‖uq‖L∞t (L2) + ‖∇uq‖L2t (L2) ≤ H1(t)dq2
−qs1 .
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Proof. We first get, by using L2 energy estimate to the uq equation of (5.25), that
(5.31)
1
2
‖√ρuq(t)‖2L2 + ‖∇uq‖2L2t (L2) = −
∫ t
0
∫
R
2
∇pq|uq dxdt′ +
∫ t
0
∫
R
2
F1,q|uq dxdt′.
It follows from the definition of F1,q and (2.27) that
‖σ 2−θ04 F1,q‖L2t (L2) .‖σ
1−θ0
2 Dtvq‖L2t (L2) + ‖∆X‖L∞t (Lp)‖σ
1−θ0
2 ∇vq‖
L2t (L
2p
p−2 )
+ ‖∇X‖
L∞t (L
4
θ0 )
‖σ 2−θ04 (∇2vq,∇πq)‖
L2t (L
4
2−θ0 )
,
from which, Proposition 5.1 and Lemma 5.3, we infer for β = p−2(1−θ0)p ∈]0, 1[
‖σ 2−θ04 F1,q‖L2t (L2) . H1(t)dq2
−qs1 +
(
‖∇vq‖β
L2t (L
2
1−θ0 )
∥∥σ 1−θ02 ∇vq∥∥1−βL2t (L∞)
+
∥∥σ 2−θ04 (∇2vq,∇πq)∥∥
L2t (L
4
2−θ0 )
)
‖∇X‖L∞t (W 1,p) . H1(t)dq2−qs1 .
(5.32)
We thus obtain∣∣∫ t
0
∫
R
2
F1,q|uq dxdt′
∣∣ ≤ ∫ t
0
σ−1+
θ0
2 ‖uq‖2L2 dt′ +H1(t)d2q2−2qs1 .(5.33)
While we get, by using integration by parts and (5.25), that∫
R
2
∇pq|uq dx =
∫
R
2
∇pq|vq · ∇X dx
=
∫
R
2
(F1,q − ∂t(ρuq)− div(ρv ⊗ uq) + ∆uq) |vq · ∇X dx.
(5.34)
In view of Proposition 5.1 and Lemma 5.3, one has
(5.35) ‖vq · ∇X‖L∞t (L2) ≤ ‖vq‖L∞t (L
2
1−θ0 )
‖∇X‖
L∞t (L
2
θ0 )
≤ H1(t)dq2−qs1 ,
so that a similar derivation as (5.33) ensures
∣∣∫ t
0
∫
R
2
F1,q|vq · ∇X dxdt′
∣∣ ≤ H1(t)d2q2−2qs1 .
Again by integration by parts, we write∫
R
2
∂t(ρuq)|vq · ∇X dx = d
dt
∫
R
2
ρuq|vq · ∇X dx−
∫
R
2
ρuq|∂t(vq · ∇X) dx.
Yet it follows from Proposition 5.1, Corollary 5.1 and Lemma 5.3 that∥∥σ 2−θ04 ∂t(vq · ∇X)∥∥L2t (L2) ≤ ‖∇X‖L∞t (W 1,p)∥∥σ 2−θ04 ∂tvq∥∥L2t (L 42−θ0 )
+ C〈t〉‖σ 1−θ02 vq‖L∞t (L∞)‖σ
1−s1
2 ∇Xt‖L∞t (L2) ≤ H1(t)dq2−qs1 ,
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which together with (5.35) implies∣∣∫ t
0
∫
R
2
∂t(ρuq)|vq · ∇X dxdt′
∣∣ ≤ 1
4
‖√ρuq(t)‖2L2 +C‖vq · ∇X‖2L∞t (L2)
+ C
∫ t
0
σ−1+
θ0
2 ‖uq(t′)‖2L2 dt′ + C‖σ
2−θ0
4 ∂t(vq · ∇X)‖2L2t (L2)
≤ 1
4
‖√ρuq‖2L2 + C
∫ t
0
σ−1+
θ0
2 ‖uq(t′)‖2L2 dt′ +H1(t)d2q2−2qs1 .
Along the same line to the derivation of (5.32), one has∥∥∇(vq · ∇X)∥∥L2t (L2) ≤ 〈t〉(‖∇vq‖L2t (L 21−θ0 ) + ‖vq‖βL∞t (L 21−θ0 )‖σ
1−θ0
2 vq‖1−βL∞t (L∞)
)
‖∇X‖L∞t (W 1,p)
≤ H1(t)dq2−qs1 ,
which ensures that∣∣∫ t
0
∫
R
2
div(ρv ⊗ uq)|vq · ∇X dxdt′
∣∣ ≤ C ∫ t
0
‖v‖L4‖uq‖L4‖∇(vq · ∇X)‖L2 dt′
≤ 1
6
‖∇uq‖2L2t (L2) +
∫ t
0
‖v‖4L4‖uq‖2L2 dt′ +H1(t)d2q2−2qs1 ,
and ∣∣∫ t
0
∫
R
2
∆uq|vq · ∇X dxdt′
∣∣ ≤ 1
6
‖∇uq‖2L2t (L2) +H1(t)d
2
q2
−2qs1 .
Inserting the above estimates into (5.34) gives rise to∣∣∫ t
0
∫
R
2
∇pq|uq dxdt′
∣∣ ≤ 1
3
(‖√ρuq(t)‖2L2 + ‖∇uq‖2L2t (L2))
+ C
∫ t
0
(‖v‖4L4 + σ−1+ θ02 )‖uq(t′)‖2L2 dt′ +H1(t)d2q2−2qs1 .(5.36)
Substituting the Inequalities (5.33) and (5.36) into (5.31), we arrive at
‖√ρuq(t)‖2L2 + ‖∇uq‖2L2t (L2) ≤ C
∫ t
0
(‖v‖4L4 + σ−1+ θ02 )‖uq(t′)‖2L2 dt′ +H1(t)d2q2−2qs1 .
Then applying Gronwall’s inequality leads to (5.30). This completes the proof of the lemma.

5.3.2. The H˙1 energy estimate.
Lemma 5.5. Under the asme assumptions of Lemma 5.4, one has
(5.37) ‖∇uq‖L∞t (L2) +
∥∥(∂tuq,∇2uq,∇pq)∥∥L2t (L2) ≤ H1(t)dq2q(1−s1).
Proof. In view of (5.25), we get, by applying Lemma 3.1, that
d
dt
‖∇uq(t)‖2L2 + ‖(∂tuq,∇2uq,∇pq)‖2L2
≤ C(‖v‖4L4‖∇uq‖2L2 + ‖∂t(vq · ∇X)‖2L2 + ‖(F1,q,∇ div(vq · ∇X))‖2L2).
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Applying Gronwall’s inequality yields
‖∇uq‖2L∞t (L2) + ‖(∂tuq,∇
2uq,∇pq)‖2L2t (L2)
≤ exp(C‖v0‖4L2) (‖∂t(vq · ∇X)‖2L2 + ‖(F1,q ,∇ div(vq · ∇X))‖2L2t (L2)) .(5.38)
Note that since v0 ∈ L2 ∩ Bs0 , we observe that the Inequalities (3.23) to (3.26) hold for
any s ∈]0, s0[. In particular, it follows from (3.24), (3.26) and ρDtvq = ∆vq −∇πq that
‖(∇vq, σ
1
2∇2vq)‖L∞t (L2) +
∥∥(Dtvq,∇2vq, ∂tvq,∇πq)∥∥L2t (L2) .C(v0, s1)dq2q(1−s1),(5.39)
which together with (2.20) ensures that for any δ ∈]0, 1[,
‖∇vq‖
L
2
1−δ
t (L
2
δ )
. ‖∇vq‖δL∞t (L2)‖∇
2vq‖1−δL2t (L2) .C(v0, s1)dq2
q(1−s1).(5.40)
Similarly for any δ ∈]0, 1[, we have
‖vq‖
L∞t (L
2
δ )
.‖vq‖δL∞t (L2)‖∇vq‖
1−δ
L∞t (L
2)
. C(v0, s1 − δ)dq2q(1−s1),
and
‖σ δ2(1+δ) vq‖L∞t (L∞) .‖vq‖
1
1+δ
L∞t (L
2
δ )
‖σ 12∇2vq‖
δ
1+δ
L∞t (L
2) ≤ A0dq2q(1−s1).(5.41)
Taking δ ∈]0, s1/(1− s1)[, we deduce from (5.39), (5.41) and Corollary 5.1 that
‖∂t(vq · ∇X)‖L2t (L2) ≤‖∂tvq‖L2t (L2)‖∇X‖L∞t (L∞)
+ ‖σ δ2(1+δ) vq‖L∞t (L∞)‖σ
1−s1
2 ∇Xt‖L∞t (L2)‖σ
− 1
2(
1
1+∂
−s1)‖L2t
≤H1(t)dq2q(1−s1).
(5.42)
While due to divX = 0, we have
∇ div(vq · ∇X) = ∇∂αvq · ∇Xα + ∂αvq · ∇∇Xα,
from which, (2.27) and (5.25), we infer
‖(F1q ,∇ div(vq · ∇X))‖L2t (L2) .(1 + ‖∇X‖L∞t (W 1,p))
× (‖(Dtvq,∇2vq,∇πq)‖L2t (L2) + t
(
1
2
− 1
p
)
‖∇vq‖
L
p
t (L
2p
p−2 )
)
.
As a result, by virtue of (5.39) and (5.40) (for δ = (p − 2)/p), it comes out
(5.43) ‖(F1q,∇ div(vq · ∇X))‖L2t (L2) ≤ H1(t)dq2
q(1−s1).
Substituting the Inequalities (5.42) and (5.43) into (5.38) gives rise to (5.37). This finishes
the proof of Lemma 5.5. 
The main result of this subsection is as follows
Proposition 5.2. Under the assumptions of Proposition 2.4, we have
(5.44) ‖v1‖
L˜∞t (B
s1 ) + ‖∇v1‖L˜2t (Bs1 ) ≤ H1(t).
Proof. Indeed in view of (5.26), Lemmas 5.4 and 5.5, we deduce by a similar proof of Propo-
sition 3.3 that
‖v12‖L˜∞t (Bs1 ) + ‖∇v12‖L˜2t (Bs1 ) ≤ H1(t),
which together with (4.1) and (4.4) leads to (5.44). 
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Combing Proposition 5.1 with Proposition 5.2, we achieve Proposition 2.4.
6. Propagation of higher order striated regularity
The goal of this section is to present the proof of Proposition 2.5. To this end, for the
functional Aℓ(t) given by (2.8), we inductively assume that
(6.1) Al(t) ≤ Hl(t), for any l ≤ ℓ− 1 and ℓ ≤ k.
We shall always assume (6.1) throughout this section. We aim at establishing the Estimate
(6.1) for l = ℓ.
6.1. Deductive estimates from (6.1). In this subsection we shall derive some estimates
from the inductive assumption (6.1), which will be used constantly in the following context.
For ℓ ≥ 1, let
Rℓ(t)
def
=
∑
m+n+κ≤ℓ−1
(‖∂mX∇Xn‖L∞t (W 1,p) + ‖∂mX∇∂nX∇Xκ‖L∞t (Lp)).(6.2)
Let
r1 ∈ {2, 2p/(p− 2), +∞} , r ∈ {2, p},
r2 ∈ {2p/(p − 2), +∞} , and r3 ∈ {2, 2p/(p− 2)} ,(6.3)
and
(6.4) 0 < ε0 < min
(
sk/2,
(
p/2− 1)(1− s0) ) ,
we denote
A˙ℓ(t)
def
=
∑
i+j+l=ℓ
m+n=ℓ−1
(
‖vi‖L∞t (L2) + ‖σ
1−sℓ
2 vi‖
L∞t (L
2p
p−2 )
+ ‖σ 1+ε0−sℓ2 (vi, ∂mX∂tX)‖L∞t (L∞)
+ ‖σ 1−sℓ2 ∂mX∇Xt‖L∞t (L2) +
∥∥σ1− sℓ2 (∂iX∂tvj , ∂mXDt∇2Xn)‖L∞t (L2)
+ ‖σ
(
1− 1
r1
−
sℓ
2
)
∂iX∇vj‖L∞t (Lr1 ) + ‖σ
(
1− 1
r2
−
sℓ
2
)
∂mXDt∇Xn‖L∞t (Lr2 )
+
∥∥σ( 32− 1r− sℓ2 )(∂iX∇∂jX∇vl,Dtvi, ∂iX∇πj)‖L∞t (Lr));
(6.5)
and
B˙ℓ(t)
def
=
∑
i+j=ℓ
(
‖σ
(
3
2
− 1
r3
−
sℓ
2
)
(∂iX∇Dtvj , ∂iXDt∇vj)(t)‖2Lr3 + ‖σ
(
1
2
+ 1
p
−
sℓ
2
)
Dtv
i(t)‖2
L
2p
p−2
+
∥∥σ 3−sℓ2 (D2t vi, ∂iXDt∇2vj,∇∂iX∇Dtvj , ∂iXDt∇πj)(t)∥∥2L2);
(6.6)
and
(6.7) Aℓ(t)
def
=
∑
l≤ℓ
A˙l(t) and Bℓ(t)
def
= B0(t) +
∑
l≤ℓ
B˙l(t),
where B0(t) is given by (2.36).
Under the inductive assumption (6.1), the estimates of Rℓ−1(t),Aℓ−1(t),Bℓ−1(t) relies on
the following lemma concerning the commutative estimates, the proof of which will be post-
poned in the appendix.
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Lemma 6.1. Let ℓ ∈ {1, · · · , k} and (i, j) be any pair of nonnegative integers with i+ j ≤ ℓ.
Then for r1, r, r3 satisfying (6.3), there exists a positive constant C such that
(6.8) ‖∂iX∇Xℓ−i −∇Xℓ‖L∞t (W 1,p) + ‖∂iX∇∂
j
X∇Xℓ−i−j −∇2Xℓ‖L∞t (Lp) ≤ CR2ℓ (t),
and ∥∥σ(1− 1r1− sℓ−12 )(∂iX∇vℓ−i −∇vℓ)∥∥L∞t (Lr1 ) + ∥∥σ( 32− 1r− sℓ−12 )(∂iX∇πℓ−i −∇πℓ)∥∥L∞t (Lr)
+
∥∥σ( 32− 1r− sℓ−12 )(∂iX∇∂jX∇vℓ−i−j −∇2vℓ)∥∥L∞t (Lr) ≤ CRℓ(t)Aℓ−1(t),(6.9)
and ∥∥σ(t)( 32− 1r3− sℓ−12 )(∂iX∇Dtvℓ−i −∇Dtvℓ, ∂iXDt∇vℓ−i −∇Dtvℓ)(t)∥∥2Lr3
+
∥∥σ(t) 3−sℓ−12 (∂iXDt∇2vℓ−i −∇2Dtvℓ, ∇∂iX∇Dtvℓ−i −∇2Dtvℓ)(t)∥∥2L2
+
∥∥σ(t) 3−sℓ−12 (∂iXDt∇πℓ−i −∇Dtπℓ)(t)∥∥2L2 ≤ CR2ℓ (t)Bℓ−1(t) + CA4ℓ(t)σ−(1−sℓ).
(6.10)
Lemma 6.2. Under the assumptions of Proposition 2.5 and the inductive assumption (6.1),
one has
(6.11) Rl(t) +Al(t) +
∫ t
0 Bl(t
′) dt′ ≤ Hl(t), for 1 ≤ l ≤ ℓ− 1.
Proof. We first deduce from Corollaries 2.1 and 3.4, Proposition 2.4, Corollaries 5.1 and 5.2
that (6.11) holds for l = 1. Inductively, we assume that
(6.12) Rκ(t) + Aκ(t) +
∫ t
0
Bκ(t
′) dt′ ≤ Hκ(t), 2 ≤ κ ≤ l − 1.
We intend to show the Estimate (6.12) for κ+ 1. Indeed it follows from (6.1) that
‖∇Xβ‖L∞t (W 1,p) ≤ Hβ+1(t) ∀ β ≤ l − 1,
which together with the commutator estimate (6.8) for ℓ = κ and (6.12) ensures that
(6.13) Rκ+1(t) ≤ Hκ+1(t).
While we deduce from (2.20) and (6.1) that for any β ≤ l and r ∈ [2,∞[,
‖vβ‖L∞t (L2)∩L2t (H˙1) + ‖σ
1−sβ
2 ∇vβ‖L∞t (L2) + ‖σ
1−sβ
2 ∂tv
β‖L2t (L2)
+
∥∥σ1− sβ2 (Dtvβ ,∇2vβ ,∇πβ)∥∥L∞t (L2) + ‖σ 3−sβ2 ∇Dtvβ‖L∞t (L2)
+ ‖σ
1−sβ
2 ∇Dtvβ‖L2t (L2) + ‖σ
3−sβ
2 (D2t v
β ,∇2Dtvβ ,∇Dtπβ)‖L2t (L2)
+
∥∥σ( 32− 1r− sβ2 )Dtvβ‖L∞t (Lr) + ∥∥σ( 32− 1r− sβ2 )∇Dtvβ‖L2t (Lr) ≤ Hβ(t),
(6.14)
from which, the second inequality of (6.30) below and (6.13), we infer
(6.15)
∥∥σ( 32− 1r− sκ+12 )(Dtvκ+1,∇2vκ+1,∇πκ+1)∥∥L∞t (Lr) ≤ Hκ+1(t), r ∈ {2, p}.
Furthermore, by Corollary 2.1 and (6.14) one has
‖σ
1−sβ
2 Dtv
β‖L2t (L2) ≤ ‖σ
1−sβ
2 ∂tv
β‖L2t (L2) + ‖σ
1−sβ
2 v‖L∞t (L∞)‖∇vβ‖L2t (L2) ≤ Hβ(t), ∀β ≤ l,
from which, (6.14) and (2.20) we deduce
‖σ
(
1
2
+ 1
p
−
sκ+1
2
)
Dtv
κ+1‖
L2t (L
2p
p−2 )
≤ Hκ+1(t).(6.16)
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On the other side, in view of (6.14) and (6.15), we get, by applying (2.20) and
‖σ(1− s2)a‖L∞ ≤ C‖σ
1−s
2 a‖
1−2/p
2(1−1/p)
L2
‖σ
(
3
2
− 1
p
− s
2
)
∇a‖
1
2(1−1/p)
Lp ,
that
(6.17)
∥∥σ(1− 1r1− sκ+12 )∇vκ+1‖L∞t (Lr1 ) ≤ Hκ+1(t), ∀r1 ∈ [2,+∞].
Noticing that for any q ∈]2,∞[,
‖σ
(
1
2
− s
4(1−1/q)
)
a‖L∞ ≤ C‖a‖
1−2/q
2(1−1/q)
L2
‖σ
(
1− 1
q
− s
2
)
∇a‖
1
2(1−1/q)
Lq ,
and (2.20)
‖σ
1−sβ
2 a‖
L
2p
p−2
≤ C‖a‖1−
2
p
L2
‖σ
1−sβ
2 ∇a‖
2
p
L2
,
we deduce from (6.14) and (6.17) (by taking q = 2(sκ+1−ε0)
sκ+1−2ε0
) that
(6.18) ‖σ
1+ε0−sκ+1
2 vκ+1‖L∞t (L∞) + ‖σ
1−sκ+1
2 vκ+1‖
L∞t (L
2p
p−2 )
≤ Hκ+1(t).
To deal with the estimates pertaining to X in A˙κ+1(t), we first get from (2.4) that
(6.19) ∂κX∂tX = ∂
κ
X(v
1 − v · ∇X) = vκ+1 −
κ∑
n=0
Cnκv
n · ∂κ−nX ∇X,
and
(6.20) ∂κX∇Xt = ∂κX∇(v1 − v · ∇X) = ∂κX∇v1 −
κ∑
n=0
Cnκ
(
∂nX∇v · ∂κ−nX ∇X + vn · ∂κ−nX ∇2X
)
.
We then apply the operator ∂κ−1X to (2.4) to get
(6.21) DtX
κ−1 = ∂tX
κ−1 + v · ∇Xκ−1 = vκ,
which together with (2.30) ensures that for any nonnegative integer m ≤ κ,
∂mXDt∇Xκ−m = ∂mX∇DtXκ−m − ∂mX (∇v · ∇Xκ−m)
= ∂mX∇vκ+1−m −
m∑
n=0
Cnm∂
n
X∇vα ∂m−nX ∂αXκ−m,
(6.22)
and
∂mXDt∇2Xκ−m = ∂mX∇2DtXκ−m − ∂mX (∇2vα∂αXκ−m + 2∇vα∂α∇Xκ−m)
= ∂mX∇2vκ+1−m −
m∑
n=0
Cnm
(
∂nX∇2vα∂m−nX ∂αXκ−m + 2∂nX∇vα∂m−nX ∂α∇Xκ−m
)
.
(6.23)
By virtue of (6.2), we deduce from (6.19)-(6.20) that
‖σ
1+ε0−sκ+1
2 ∂κXXt‖L∞t (L∞) + ‖σ
1−sκ+1
2 ∂κX∇Xt‖L∞t (L2) ≤ C(1 +Rκ+1(t))
×
∑
i+j≤κ+1
(
‖σ
1+ε0−sκ+1
2 vi‖L∞t (L∞) + ‖σ
1−sκ+1
2 ∂iX∇vj‖L∞t (L2) + ‖σ
1−sκ+1
2 vi‖
L∞t (L
2p
p−2 )
)
,
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and it follows from (6.22)-(6.23) that for r2 =
2p
p−2 or r2 =∞ and for any m ≤ κ,
‖σ1−
1
r2
−
sκ+1
2 ∂mXDt∇Xκ−m‖L∞t (Lr2 ) + ‖σ1−
sκ+1
2 ∂mXDt∇2Xκ−m‖L∞t (L2)
≤ C(1 +Rκ+1(t))
∑
i+j≤κ+1
(
‖σ1−
1
r2
−
sκ+1
2 ∂iX∇vj‖L∞t (Lr2 )
+ ‖σ1−
sκ+1
2 ∂iX∇2vj‖L∞t (L2) + ‖σ1−
sκ+1
2 ∂iX∇v‖
L∞t (L
2p
p−2 )
)
.
The Estimates (6.13) to (6.18), along with (6.1), (6.9), (6.12), the above two inequalities and
the following fact for any nonnegative integer i ≤ κ+ 1,
‖σ1−
sκ+1
2 ∂iX∂tv
κ+1−i‖L∞t (L2) = ‖σ1−
sκ+1
2 (∂iXDtv
κ+1−i − ∂iX(v · ∇vκ+1−i))‖L∞t (L2)
≤ ‖σ1−
sκ+1
2 Dtv
κ+1‖L∞t (L2) + C
i∑
n=0
‖σ 12vn‖L∞t (L∞)‖σ
1−sκ+1
2 ∂i−nX ∇vκ+1−i‖L∞t (L2),
implies that
A˙κ+1(t) ≤ Hκ+1(t).(6.24)
Finally under the assumption (6.1), we deduce from the commutative estimates (6.10) and
(6.12), (6.13), (6.14), (6.16), (6.24), that
(6.25)
∫ t
0
B˙κ+1(t
′) dt′ ≤ Hκ+1(t).
Whence in view of (6.7), by summing up (6.12), (6.13), (6.24) and (6.25), we conclude that
(6.12) is valid for κ+ 1. Hence Lemma 6.2 follows. 
6.2. Some preliminary estimates. According to Lemma 2.2 and (2.39), the time-weighted
H1 energy estimates of vℓ relies on the estimates of Fℓ(v, π), div v
ℓ and ∇div vℓ, which is the
goal of this subsection.
Let us first calculate div vℓ. Notice that div v1 = div (v · ∇X). Suppose inductively that
div vℓ−1 = div gℓ−1, then due to divX = 0 we have
div vℓ = div (∂Xv
ℓ−1) = div
(
vℓ−1 · ∇X +Xdiv gℓ−1
)
= div
(
vℓ−1 · ∇X + ∂Xgℓ−1 − gℓ−1 · ∇X
)
def
= div gℓ.
(6.26)
We denote
(6.27) EXf def= ∂Xf − f · ∇X.
It is easy to observe that
div EXf = ∂Xdiv f.
We thus get, by using (6.26) and an inductive argument, that
gℓ =
ℓ−1∑
i=0
E iX(vℓ−1−i · ∇X),(6.28)
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and
div vℓ =
ℓ−1∑
i=0
div E iX(vℓ−1−i · ∇X) =
ℓ−1∑
i=0
∂iXdiv (v
ℓ−1−i · ∇X)
=
ℓ−1∑
i=0
∂iX(∂αv
ℓ−1−i · ∇Xα).
(6.29)
Lemma 6.3. For ℓ = 2, · · · , k, and r ∈ {2, p}, there hold
‖σ( 32− 1r−
sℓ−1
2 )(Fℓ(v, π),∇div vℓ)(t)‖Lr ≤ Hℓ−1(t)(1 + ‖∇Xℓ−1‖W 1,p) and∥∥σ( 32− 1r− sℓ2 )(∇2vℓ,∇πℓ)(t)∥∥
Lr
≤ C‖σ( 32− 1r− sℓ2 )Dtvℓ(t)‖Lr
+Hℓ−1(t)
(
1 + ‖∇Xℓ−1(t)‖W 1,p
)
.
(6.30)
Proof. For r = 2 or p, we deduce from (2.40) that
‖Fℓ(v, π)‖Lr ≤ C
(
Rℓ−1(t) +
ℓ∑
j=1
‖ρj‖L∞ + ‖∂ℓ−1X ∇X‖L∞ + ‖∂ℓ−1X ∆X‖Lp
)
×
∑
i+j≤ℓ−1
(
‖(Dtvj, ∂iX∇2vj , ∂iX∇πj)‖Lr + ‖∂iX∇vj‖
L
pr
p−r
)
,
which together with (6.5) and (6.8), ensures that for r = 2 or r = p
‖Fℓ(v, π)‖Lr ≤ C
(
Rℓ−1(t) +R
2
ℓ−1(t) +
ℓ∑
j=1
‖ρℓ‖L∞ + ‖∇Xℓ−1‖W 1,p
)
σ−(
3
2
− 1
r
−
sℓ−1
2 )Aℓ−1(t).
As a result, we deduce from Lemma 6.2 and (2.27) that for r = 2 or r = p
‖Fℓ(v, π)‖Lr ≤ Hℓ−1(t)σ(t)−(
3
2
− 1
r
−
sℓ−1
2 )
(
1 + ‖∇Xℓ−1‖W 1,p
)
.(6.31)
While it follows from (6.29) that
∇div vℓ =
ℓ−1∑
i=0
i∑
j=0
Cji∇
(
∂jX∂αv
ℓ−1−i · ∂i−jX ∇Xα
)
,
from which, we infer for r = 2 or r = p
‖∇div vℓ‖Lr ≤C
(
Rℓ−1(t) + ‖∂ℓ−1X ∇X‖L∞ + ‖∇∂ℓ−1X ∇X‖Lp
)
×
∑
i+j≤ℓ−1
(
‖∇∂iX∇vj‖Lr + ‖∂iX∇vj‖
L
pr
p−r
)
.
Then we deduce from (6.5) and the commutative estimate (6.8) that for r = 2, p,
‖∇div vℓ‖Lr ≤ C
(
Rℓ−1(t) +R
2
ℓ−1(t) + ‖∇Xℓ−1‖W 1,p
)
σ−(
3
2
− 1
r
−
sℓ−1
2 )Aℓ−1(t).
By virtue of Lemma 6.2 and (6.31), we obtain the first inequality of (6.30).
On the other hand, in view of (2.39), we write
−∆(vℓ −∇∆−1div vℓ) +∇πℓ = ∇div vℓ − ρDtvℓ + Fℓ(v, π),
so that for any r ∈]1,∞[, it follows from classical estimates for Stokes operator that
‖(∇2vℓ,∇πℓ)‖Lr ≤ C
(‖∇div vℓ‖Lr + ‖ρDtvℓ‖Lr + ‖Fℓ(v, π)‖Lr),(6.32)
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which together with the first inequality of (6.30) gives rise to the second one of (6.30). This
completes the proof of the lemma. 
Lemma 6.4. Let gℓ be given by (6.28). Then one has
‖gℓ(t)‖L2 + σ(t)
1−sℓ−1
2 ‖∇gℓ(t)‖L2 ≤ Hℓ−1(t)
(
1 + ‖∇Xℓ−1(t)‖W 1,p
)
,
‖∂tgℓ(t)‖L2 ≤ ‖v‖L∞‖∇vℓ‖L2 +Hℓ−1(t)σ(t)−(1−
sℓ−1
2 )
(
1 + ‖∇Xℓ−1(t)‖W 1,p
)
.
(6.33)
Proof. It follows from (6.28) that
gℓ =
ℓ−1∑
i=0
(
∂X − (∇X)T ·
)i
(vℓ−1−i · ∇X)
=
ℓ−1∑
i=0
∑
i1+···+ir=i
∂i1X(v
ℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂ir−1X (−∇X)ir .
(6.34)
It is obvious to observe from (6.34), Lemmas 6.1 and 6.2 that
‖gℓ‖L2 ≤‖v · ∂ℓ−1X ∇X‖L2 +
∑
l≤ℓ−2,i≤ℓ−1
‖vi‖L2‖∂lX∇X‖ℓ−1L∞
≤
( ∑
i≤ℓ−1
‖vi‖L2
)(‖∂ℓ−1X ∇X‖L∞ +Rℓ−1ℓ−1(t))
≤Hℓ−1(t)(1 + ‖∇Xℓ−1‖W 1,p).
(6.35)
While by taking ∂κ with κ = 0, 1, 2 (here ∂0
def
= ∂t) to (6.34) and using (2.30), we write
∂κgℓ = g
1
ℓ,κ + g
2
ℓ,κ,(6.36)
where
g1ℓ,κ
def
=
ℓ−1∑
i=1
∑
i1+···+ir=i−1
(
∂i1X
(
∂κX · ∇∂i2X(vℓ−1−i · ∇X)
) · · · ∂ir−1X (−∇X)ir
+ ∂i1X(v
ℓ−1−i · ∇X) · · · ∂ij−1X
(
∂κX · ∇∂ijX(−∇X)ij+1
) · · · ∂ir−1X (−∇X)ir
+ ∂i1X(v
ℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂
ij
X∂κ(−∇X) · · · ∂ir−1X (−∇X)ir
)
,
and
g2ℓ,κ
def
=
ℓ−1∑
i=0
∑
i1+···+ir=i
∂i1X∂κ(v
ℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂ir−1X (−∇X)ir .
Notice that the indices i1, i2, · · · , ir satisfy i1+ · · · ir ≤ ℓ−2 in g1ℓ,κ. We thus get, by applying
Lemma 6.2, that for κ = 1, 2,
‖g1ℓ,κ‖L2 ≤ C
∑
i+j≤ℓ−2
Hℓ−1(t)
(‖∂iX∇vj‖L2 + ‖vi‖
L
2p
p−2
) ≤ CHℓ−1(t)σ− 1−sℓ−12 Aℓ−1(t).
To handle g2ℓ,κ, we separate the case when i1 = i = ℓ− 1 from others to get
‖g2ℓ,κ‖L2 ≤ ‖∇v‖L2‖∂ℓ−1X ∇X‖L∞ + ‖v‖
L
2p
p−2
‖∂ℓ−1X ∇2X‖Lp
+ C
∑
i+j≤ℓ−1
Hℓ−1(t)
(‖∂iX∇vj‖L2 + ‖vi‖
L
2p
p−2
)
,
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from which and the commutative estimate (6.8), we infer
‖g2ℓ,κ‖L2 ≤ C
(Hℓ−1(t) + ‖∇Xℓ−1‖W 1,p)σ− 1−sℓ−12 Aℓ−1(t).
Combining the above estimates of g1ℓ,κ and g
2
ℓ,κ with (6.35) and Lemma 6.2, we obtain the
first estimate of (6.33).
Along the same line, we deduce from (6.36) that
‖g1ℓ,0‖L2 .Hℓ−1(t)
∑
i+j≤ℓ−2
l≤ℓ−2
(
‖∂lXXt‖L∞
(‖∂iX∇vj‖L2 + ‖vi‖
L
2p
p−2
)
+ ‖∂lX∇Xt‖L2‖vi‖L∞
)
.Hℓ−1(t)σ−(1−
sℓ−1
2 )
∑
i+j≤ℓ−2
l≤ℓ−2
(
‖σ 12 ∂lXXt‖L∞
(‖σ 1−sℓ−12 ∂iX∇vj‖L2
+ ‖σ
1−sℓ−1
2 vi‖
L
2p
p−2
)
+ ‖σ
1−sℓ−1
2 ∂lX∇Xt‖L2‖σ
1
2 vi‖L∞
)
,
from which and Lemma 6.2, we infer that
‖g1ℓ,0‖L2 ≤ Hℓ−1(t)σ−(1−
sℓ−1
2 )A2ℓ−1(t) ≤ Hℓ−1(t)σ−(1−
sℓ−1
2 ).(6.37)
While by separating the case when i1 = i = ℓ− 1 from others and taking into account of the
fact that: Xt = −v · ∇X + v1 one has
‖g2ℓ,0‖L2 .‖vt · ∂ℓ−1X ∇X‖L2 + ‖v ⊗ ∂ℓ−1X ∇(v · ∇X)‖L2 + ‖v · ∂ℓ−1X ∇v1‖L2
+ C
∑
i+j≤ℓ−1
l+m≤ℓ−1,m≤ℓ−2
Hℓ−1(t)
(‖∂iX∂tvj‖L2 + ‖vl‖L∞‖∂mX∇Xt‖L2),
which yields
‖g2ℓ,0‖L2 ≤
(‖(vt, v ⊗∇v)‖L2 + ‖v ⊗ v‖
L
2p
p−2
)(‖∂ℓ−1X ∇X‖L∞ + ‖∂ℓ−1X ∇2X‖Lp)
+ ‖v · ∇vℓ‖L2 +
∑
i+j≤ℓ−1
(‖v ⊗ ∂iX∇vj‖L2 + ‖v ⊗ vi‖
L
2p
p−2
)
Rℓ−1(t)
+ ‖v ⊗ (∂ℓ−1X ∇v1 −∇vℓ)‖L2 + CHℓ−1(t)σ−(1−
sℓ−1
2 )
(
Aℓ−1(t) + A
2
ℓ−1(t)
)
.
However, due to
∂ℓ−1X ∇v1 −∇vℓ =
ℓ−2∑
i=0
∂iX [∂X ,∇]vℓ−i−1 = −
ℓ−2∑
i=0
∂iX(∇X · ∇vℓ−i−1)
= −
ℓ−2∑
i=0
i∑
m=0
Cmi ∂
m
X (∇X) · ∂i−mX ∇vℓ−i−1,
we deduce from the commutative estimate (6.8) and Lemma 6.2 that
‖g2ℓ,0‖L2 ≤‖v‖L∞‖∇vℓ‖L2 +Hℓ−1(t)σ−(1−
sℓ−1
2 ) + C
(Hℓ−1(t) + ‖∇Xℓ−1‖W 1,p)
×
∑
i+j≤ℓ−1
(
‖vt‖L2 + ‖v‖L∞
(‖∂iX∇vj‖L2 + ‖vi‖
L
2p
p−2
))
≤‖v‖L∞‖∇vℓ‖L2 +Hℓ−1(t)σ−(1−
sℓ−1
2 )
(
1 + ‖∇Xℓ−1‖W 1,p
)
,
which together with the Estimate (6.37) ensures the second estimate of (6.33). This finishes
the proof of Lemma 6.4. 
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6.3. Time-weighted H1 energy estimate of vℓ. In this subsection, we follow the same
lines as that in Section 4 to derive the time-weighted H1 estimate of vℓ. Similar to the
beginning of Section 4, due to (2.39), we first decompose (vℓ,∇πℓ) as
(6.38) vℓ = vℓ1 + vℓ2, and ∇πℓ = ∇pℓ1 +∇pℓ2,
with (vℓ1,∇pℓ1) and (vℓ2,∇pℓ2) solving the following systems respectively
(6.39)

ρ∂tvℓ1 + ρv · ∇vℓ1 −∆vℓ1 +∇pℓ1 = 0,
div vℓ1 = 0,
vℓ1|t=0 = ∂ℓX0v0,
and
(6.40)

ρ∂tvℓ2 + ρv · ∇vℓ2 −∆vℓ2 +∇pℓ2 = Fℓ(v, π),
div vℓ2 = div gℓ,
vℓ2|t=0 = 0,
where Fℓ(v, π) and gℓ are given by (2.40) and (6.28) respectively.
It follows from Proposition 3.3 that
(6.41) ‖vℓ1‖L˜∞t (Bsℓ ) + ‖∇vℓ1‖L˜2t (Bsℓ) ≤ C‖∂
ℓ
X0
v0‖Bsℓ exp
(
C‖v0‖4L2
)
,
and
‖σ 1−sℓ2 ∇vℓ1‖L∞t (L2) +
∥∥σ 1−sℓ2 (∂tvℓ1,∇2vℓ1,∇pℓ1)∥∥L2t (L2) ≤ C(v0, ∂ℓX0v0, sℓ).(6.42)
Proposition 6.1. Let Aℓ1(t) be given by (2.9). Then under the assumptions of Proposition
2.5, we have
(6.43) A2ℓ1(t) ≤ Aℓ exp
(A0〈t〉2)+Hℓ−1(t)(1+∫ t
0
σ
−
(
1−
θ0
2
)
‖∇Xℓ−1(t′)‖2W 1,p dt′
)
def
= G˜ℓ,X(t).
Proof. We first deduce from Lemma 2.2 and (6.40) that
‖σ 1−sℓ2 ∇vℓ2‖2L˜∞t (L2) +
∥∥σ 1−sℓ2 (∂tvℓ2,∇2vℓ2,∇pℓ2)∥∥L2t (L2)
≤ A0〈t〉
(
‖gℓ(0)‖2Bsℓ−1 +
∥∥σ− sℓ2 (∂tgℓ, Fℓ(v, π))∥∥2L1t (L2) + ‖σ− 1−(s0−sℓ)2 ∇gℓ‖2L1t (L2)
+ ‖σ− sℓ2 ∇gℓ‖2L2t (L2) +
∥∥σ 1−sℓ2 (∂tgℓ,∇ div gℓ, Fℓ(v, π))∥∥2L2t (L2)).
(6.44)
In view of (6.34), we get, by applying the law of product in Besov spaces (see [5] for instance),
that
‖gℓ(0)‖Bsℓ−1 ≤ C
∑
i,j,l≤ℓ−1
‖vi(0)‖Bsℓ−1‖∂jX0∇X0‖l
B˙
2
p
p,1
≤ C
∑
i,j≤ℓ−1
‖vi(0)‖Bsℓ−1‖∂jX0∇X0‖lW 1,p
≤ C(‖v‖L2∩Bs0 , · · · , ‖∂ℓ−1X0 v0‖Bsℓ−1 , ‖X0‖W 2,p , · · · , ‖∂ℓ−1X0 X0‖W 2,p) ≤ Aℓ.
While it follows from Lemma 6.3 and θ0 = sℓ−1 − sℓ that∥∥σ− sℓ2 Fℓ(v, π)∥∥2L1t (L2)+∥∥σ 1−sℓ2 (∇ div gℓ, Fℓ(v, π))∥∥2L2t (L2)
.H2ℓ−1(t)
∫ t
0
σ
−
(
1−
θ0
2
)(
1 + ‖∇Xℓ−1‖2W 1,p
)
dt′.
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And Lemma 6.4 ensures that∥∥σ− sℓ2 ∂tgℓ∥∥2L1t (L2) + ‖σ− 1−(s0−sℓ)2 ∇gℓ‖2L1t (L2) + ‖σ− sℓ2 ∇gℓ‖2L2t (L2) + ‖σ 1−sℓ2 ∂tgℓ‖2L2t (L2)
. 〈t〉‖σ 1−s02 v‖2L∞t (L∞)
∫ t
0
σ−(1−
s0
2 )‖σ 1−sℓ2 ∇vℓ‖2L2 dt′
+H2ℓ−1(t)
∫ t
0
σ
−
(
1−
θ0
2
)(
1 + ‖∇Xℓ−1‖2W 1,p
)
dt′.
Yet it follows from (6.38) that∫ t
0
σ−(1−
s0
2 )‖σ 1−sℓ2 ∇vℓ‖2L2 dt′ .〈t〉‖σ
1−sℓ
2 ∇vℓ1‖2L∞t (L2) +
∫ t
0
σ−(1−
s0
2 )‖σ 1−sℓ2 ∇vℓ2‖2L2 dt′.
This together with (6.42) implies∥∥σ− sℓ2 ∂tgℓ∥∥2L1t (L2) + ‖σ− 1−(s0−sℓ)2 ∇gℓ‖2L1t (L2) + ‖σ− sℓ2 ∇gℓ‖2L2t (L2) + ‖σ 1−sℓ2 ∂tgℓ‖2L2t (L2)
. Aℓ〈t〉2 +A0〈t〉
∫ t
0
σ−(1−
s0
2 )‖σ 1−sℓ2 ∇vℓ2‖2L2 dt′
+H2ℓ−1(t)
∫ t
0
σ
−
(
1−
θ0
2
)(
1 + ‖∇Xℓ−1‖2W 1,p
)
dt′.
Inserting the above estimates into (6.44) and applying Gronwall’s inequality gives rise to
(6.45) ‖σ 1−sℓ2 ∇vℓ2‖2L˜∞t (L2) +
∥∥σ 1−sℓ2 (∂tvℓ2,∇2vℓ2,∇pℓ2)∥∥2L2t (L2) ≤ G˜ℓ,X(t),
for G˜ℓ,X(t) given by (6.43).
Let us now turn to the L2 energy estimate of vℓ. Similar to the derivation of (4.18), we get,
by taking L2(R2) inner product of (6.40) with vℓ2 and making use of the fact: div vℓ2 = div gℓ,
that
1
2
d
dt
‖√ρvℓ2‖2L2 + ‖∇vℓ2‖2L2 =
∫
R
2
Fℓ(v, π)|(vℓ2 − gℓ) dx
+
∫
R
2
(ρ∂tvℓ2 + ρv · ∇vℓ2 −∆vℓ2)|gℓ dx.
(6.46)
By virtue of Lemmas 6.3 and 6.4, we find
|
∫
R
2
Fℓ(v, π)|(vℓ2 − gℓ) dx| ≤ σ1−sℓ‖Fℓ(v, π)‖2L2 + σ−(1−sℓ)‖vℓ2‖2L2 + σ−(1−sℓ)‖gℓ‖2L2
≤ σ−(1−sℓ)‖vℓ2‖2L2 +Hℓ−1(t)σ−(1−θ0)
(
1 + ‖∇Xℓ−1‖2W 1,p
)
,
and
|
∫
R
2
(ρ∂tvℓ2 + ρv · ∇vℓ2 −∆vℓ2)|gℓ dx| . ‖σ
1−sℓ
2 (∂tvℓ2,∆vℓ2)‖2L2
+ C‖v‖2L∞‖σ
1−sℓ
2 ∇vℓ2‖2L2 +Hℓ−1(t)σ−(1−sℓ)
(
1 + ‖∇Xℓ−1‖2W 1,p
)
.
Inserting the above inequalities into (6.46) and then applying Gronwall’s inequality to the
resulting inequality, we achieve
‖vℓ2‖2L∞t (L2) + ‖∇vℓ2‖
2
L2t (L
2) ≤ C exp (〈t〉)
(
‖σ 1−sℓ2 (∂tvℓ2,∆vℓ2)‖2L2t (L2)
+ ‖v‖2
L2t (L
∞)‖σ
1−sℓ
2 ∇vℓ2‖2L∞t (L2) +Hℓ−1(t)
∫ t
0
σ−(1−θ0)
(
1 + ‖∇Xℓ−1‖2W 1,p
)
dt′
)
,
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which together with Corollary 2.1 and (6.45) ensures that
‖vℓ2‖2L∞t (L2) + ‖∇vℓ2‖
2
L2t (L
2) ≤ G˜ℓ,X(t).(6.47)
By summing up (6.41), (6.42), (6.45) and (6.47), we conclude the proof of (6.43). 
Corollary 6.1. Under the assumptions of Proposition 6.1, one has
‖σ
1−sℓ
p vℓ‖2
L∞t (L
2p
p−2 )
+ ‖σ 1−sℓ2 (Dtvℓ,∇∂ℓX∇v,Dt∂ℓ−1X ∆X)‖2L2t (L2)
+ ‖σ
1−sℓ
p (∇vℓ, ∂ℓX∇v,Dt∂ℓ−1X ∇X)‖2
L2t (L
2p
p−2 )
≤ G˜ℓ,X(t).
(6.48)
Proof. We first deduce from Proposition 6.1 and the 2-D interpolation inequality (2.20) that
‖σ
1−sℓ
p vℓ‖2
L∞t (L
2p
p−2 )
≤ C
(
‖vℓ‖1−
2
p
L∞t (L
2)
‖σ 1−sℓ2 ∇vℓ‖
2
p
L∞t (L
2)
)2
≤ G˜ℓ,X(t).
It follows from Corollary 2.1 and Proposition 6.1 that
‖σ 1−sℓ2 Dtvℓ‖2L2t (L2) ≤ ‖σ
1−sℓ
2 ∂tv
ℓ‖2
L2t (L
2) + ‖v‖2L2t (L∞)‖σ
1−sℓ
2 ∇vℓ‖2L∞t (L2) ≤ G˜ℓ,X(t).
While it is easy to observe from (2.30) that
∇∂ℓX∇v = ∇
ℓ−1∑
i=0
∂iX [∂X ;∇]vℓ−1−i +∇2vℓ = −
ℓ−1∑
i=0
∇∂iX(∇X · ∇vℓ−1−i) +∇2vℓ,
from which, we infer
‖σ 1−sℓ2 (∇∂ℓX∇v −∇2vℓ)‖2L2t (L2) .
(‖σ1− s02 ∇v‖2
L∞t (L
2p
p−2 )
+ ‖σ1− s02 ∇2v‖2L∞t (L2)
)
×
∫ t
0
σ−(1−θ0)
(‖∇∂ℓ−1X ∇X‖2Lp + ‖∂ℓ−1X ∇X‖2L∞) dt′
+〈t〉
∑
l≤ℓ−2,i+j≤ℓ−1
(
‖∇∂lX∇X‖2L∞t (Lp)‖σ
1−
sℓ−1
2 ∂iX∇vj‖2
L∞t (L
2p
p−2 )
+ ‖∂lX∇X‖2L∞t (L∞)‖σ
1−
sℓ−1
2 ∇∂iX∇vj‖2L∞t (L2)
)
.
As a result, we deduce from Lemmas 6.1 and 6.2, and Proposition 6.1 that
‖σ 1−sℓ2 ∇∂ℓX∇v‖2L2t (L2) ≤ G˜ℓ,X(t).(6.49)
Next due to DtX
ℓ−1 = vℓ, we have
Dt∂
ℓ−1
X ∆X = Dt
ℓ−2∑
i=0
∂iX [∂X ;∆]X
ℓ−2−i +Dt∆X
ℓ−1
= −
ℓ−2∑
i=0
Dt∂
i
X
(
∆X · ∇Xℓ−2−i + 2∂αX · ∇∂αXℓ−2−i
)
+∆vℓ − (∆v · ∇Xℓ−1 + 2∂αv · ∇∂αXℓ−1),
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and it thus comes out
‖σ 1−sℓ2 (Dt∂ℓ−1X ∆X −∆vℓ)‖2L2t (L2)
. 〈t〉
∑
m+n+κ+l≤ℓ−2
(
‖σ1−
sℓ−1
2 Dt∂
m
X∇2Xn‖2L∞t (L2)‖∂
κ
X∇Xl‖2L∞t (L∞)
+ ‖∂mX∇2Xn‖2L∞t (Lp)‖σ
1−
sℓ−1
2 Dt∂
κ
X∇Xl‖2
L∞t (L
2p
p−2 )
)
+
(
‖σ1−
sℓ−1
2 ∇2v‖2L∞t (L2) + ‖σ
1−
sℓ−1
2 ∇v‖2
L∞t (L
2p
p−2 )
)∫ t
0
σ−(1−θ0)‖∇Xℓ−1‖2W 1,p dt′,
from which and Lemma 6.2, Proposition 6.1, we infer that
‖σ 1−sℓ2 Dt∂ℓ−1X ∆X‖2L2t (L2) ≤ G˜ℓ,X(t).
On the other hand, by virtue of (6.43), we get from (2.20) that
‖σ
1−sℓ
p ∇vℓ‖2
L2t (L
2p
p−2 )
≤ C
(
‖∇vℓ‖1−
2
p
L2t (L
2)
‖σ 1−sℓ2 ∇2vℓ‖
2
p
L2t (L
2)
)2
≤ G˜ℓ,X(t).(6.50)
Then, due to
∂ℓX∇v =
ℓ−1∑
i=0
∂iX [∂X ;∇]vℓ−1−i +∇vℓ = −
ℓ−1∑
i=0
∂iX(∇X · ∇vℓ−1−i) +∇vℓ,
we have (noticing p > 2)
‖σ
1−sℓ
p (∂ℓX∇v −∇vℓ)‖2
L2t (L
2p
p−2 )
≤
∫ t
0
σ
−1+s0−
2
p
sℓ‖∂ℓ−1X ∇X‖2L∞ dt′‖σ
1
2
+ 1
p
−
s0
2 ∇v‖2
L∞t (L
2p
p−2 )
+ 〈t〉
∑
m≤ℓ−2,i+j≤ℓ−1
‖∂mX∇X‖2L∞t (L∞)‖σ
1
2
+ 1
p
−
sℓ−1
2 ∂iX∇vj‖2
L∞t (L
2p
p−2 )
.
This together with Lemma 6.2 and (6.50) ensures that (6.50) also holds for ∂ℓX∇v.
Finally observing from (2.4) and (2.30) that
Dt∂
ℓ−1
X ∇X = Dt
ℓ−2∑
i=0
∂iX [∂X ;∇]Xℓ−2−i +Dt∇Xℓ−1
= −
ℓ−2∑
i=0
Dt∂
i
X(∇X · ∇Xℓ−2−i) +∇vℓ −∇v · ∇Xℓ−1,
we infer from Lemma 6.2 and (6.50)
‖σ
1−sℓ
p (Dt∂
ℓ−1
X ∇X −∇vℓ)‖2
L2t (L
2p
p−2 )
≤
∫ t
0
σ−1+s0−
2
p
sℓ‖∇Xℓ−1‖2L∞ dt′‖σ
1
2
+ 1
p
−
s0
2 ∇v‖2
L∞t (L
2p
p−2 )
+ 〈t〉
∑
m+n+κ+l≤ℓ−2
‖σ 12+ 1p−
sℓ−1
2 ∂mXDt∇Xn‖2
L∞t (L
2p
p−2 )
‖∂κX∇Xl‖2L∞t (L∞) ≤ G˜ℓ,X(t).
This completes the proof of (6.48). 
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7. Energy estimate of Dtv
ℓ
The goal of this section is to derive the time-weighted H1 energy estimate for Dtv
ℓ. To
this end, for FℓD given by (2.42), we denote
F˜ℓD
def
=FℓD + 2∂αv · ∇∂αvℓ +∆v · ∇vℓ −∇v · ∇πℓ + ρℓD2t v
+ 2Dt(∂
ℓ−1
X ∂αX · ∇∂αv) +Dt(∂ℓ−1X ∆X · ∇v)−Dt(∂ℓ−1X ∇X · ∇π).
(7.1)
Then by (2.27) and (2.42), we find
|F˜ℓD| .
∑
i+j≤ℓ−1,l≤ℓ−2
(
|D2t vi|+ |∂lXDt∇X|
(|∂iX∇2vj |+ |∂iX∇πj|)
+ |∂lX∇X|
(|∂iXDt∇2vj |+ |∂iXDt∇πj|)+ |∂lXDt∆X||∂iX∇vj |+ |∂lX∆X||∂iXDt∇vj |),
which together with (6.5), (6.6) and Lemma 6.2 implies
‖F˜ℓD‖2L2 ≤ H2ℓ−1(t)
∑
i+j≤ℓ−1
(
‖(D2t vi, ∂iXDt∇2vj , ∂iXDt∇πj)‖2L2 + ‖∂iXDt∇vj‖2
L
2p
p−2
)
+ C
∑
i+j≤ℓ−1,l≤ℓ−2
‖(∂lXDt∇X, ∂iX∇vj)‖2L∞‖(∂iX∇2vj , ∂iX∇πj, ∂lXDt∆X)‖2L2
≤ H2ℓ−1(t)
(
σ(t)−(3−sℓ−1)Bℓ−1(t) + σ(t)
−(4−2sℓ−1)
)
.
As a result, we deduce from (7.1) and Lemma 6.2 that
‖σ 3−sℓ2 FℓD‖2L2t (L2) ≤ H
2
ℓ−1(t) + C‖σ∇v‖2L∞t (L∞)‖σ
1−sℓ
2 (∇2vℓ,∇πℓ,Dt∂ℓ−1X ∆X)‖2L2t (L2)
+ C‖σ 32− 1p−
sℓ
2 (∇2v,∇π)‖2L∞t (Lp)‖σ
1
p (∇vℓ,Dt∂ℓ−1X ∇X)‖2
L2t (L
2p
p−2 )
+ C
∫ t
0
(‖(ρℓ, ∂ℓ−1X ∇X)‖2L∞ + ‖∂ℓ−1X ∆X‖2Lp)
×
(
‖σ 3−sℓ2 (D2t v,Dt∇2v,Dt∇π)‖2L2 + ‖σ
3−sℓ
2 Dt∇v‖2
L
2p
p−2
)
dt′.
By virtue of (2.27), Corollary 3.4, Proposition 6.1 and Corollary 6.1, we arrive at
Lemma 7.1. For ℓ = 2, · · · , k, there holds
‖σ 3−sℓ2 FℓD‖2L2t (L2) ≤ H
2
ℓ−1(t)
(
Aℓ +
∫ t
0
(
B0(t
′) + σ(t′)−(1−
θ0
2
)
)‖∇Xℓ−1(t′)‖2W 1,p dt′),
for B0(t) given by (2.36).
Let the operator EX be given by (6.27). Then in view of (5.2), we have
(7.2) a
def
= Dtv · ∇X + EX(v · ∇v) and divDtv1 = div a.
Inductively, let us assume that divDtv
ℓ−1 = div aℓ−1 for ℓ ≥ 2. We then deduce that
divDtv
ℓ = div (∂XDtv
ℓ−1) = div
(
Dtv
ℓ−1 · ∇X +XdivDtvℓ−1
)
= div
(
Dtv
ℓ−1 · ∇X + EXaℓ−1
)
.
This gives
(7.3) aℓ
def
= Dtv
ℓ−1 · ∇X + EXaℓ−1 and divDtvℓ = div aℓ.
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We thus get by induction that for ℓ ≥ 2,
aℓ =
ℓ−1∑
i=0
E iX(Dtvℓ−1−i · ∇X) + EℓX(v · ∇v)
=
ℓ−1∑
i=0
∑
i1+···+ir=i
∂i1X(Dtv
ℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂ir−1X (−∇X)ir
+
∑
j1+···+jl=ℓ,j1 6=ℓ
∂j1X (v · ∇v) · ∂j2X (−∇X)j3 · · · ∂
jl−1
X (−∇X)jl + ∂ℓX(v · ∇v).
(7.4)
The main result concerning the estimate of aℓ is as follows:
Lemma 7.2. For ℓ = 2, · · · , k, let aℓ be given by (7.3). Then there holds
‖σ 1−sℓ2 aℓ‖2L2t (L2)+‖σ
1−
sℓ
2 ∇aℓ‖2L2t (L2) + ‖σ
3−sℓ
2 ∇ div aℓ‖2L2t (L2) ≤ Gℓ,X(t).(7.5)
Here and in all that follows, for Bℓ(t) determined by (6.7), we always designate
(7.6) Gℓ,X(t)
def
= H2ℓ−1(t)
(
Aℓ +
∫ t
0
(
Bℓ−1(t
′) + σ(t′)−(1−
θ0
2
)
)‖∇Xℓ−1(t′)‖2W 1,p dt′).
Proof. Let
(7.7) zℓ
def
= aℓ − vℓ · ∇v − v · ∂ℓX∇v.
Then we deduce from Lemma 6.2 and (7.4) that
‖zℓ(t)‖L2 ≤
(Hℓ−1(t) + ‖∂ℓ−1X ∇X‖L∞)σ(t)−(1− sℓ−12 )
×
∑
i+j≤ℓ−1
(‖σ1− sℓ−12 Dtvi‖L2 + ‖σ 12 vi‖L∞‖σ 1−sℓ−12 ∂jX∇v‖L2),
which together with Lemma 6.2 implies
‖σ 1−sℓ2 zℓ(t)‖2L2 ≤ H2ℓ−1(t)σ(t)−(1−θ0)
(
1 + ‖∇Xℓ−1‖2W 1,p
)
.(7.8)
To handle the estimate of ∇zℓ, by virtue of (7.4) and (7.7), we write
∇zℓ = Zℓ,1 + Zℓ,2 + Zℓ,3 +
∑
i+j=ℓ
i 6=ℓ,j 6=ℓ
∇(vi · ∂jX∇v),
where
Zℓ,1
def
=
ℓ−1∑
i=1
∑
i1+···+ir=i−1
(
∂i1X
(∇X · ∇∂i2X(Dtvℓ−1−i · ∇X)) · · · ∂ir−1X (−∇X)ir ,
+ ∂i1X(Dtv
ℓ−1−i · ∇X) · · · ∂im−1X
(∇X · ∇∂imX (−∇X)im+1) · · · ∂ir−1X (−∇X)ir
+ ∂i1X(Dtv
ℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂imX ∇(−∇X) · · · ∂ir−1X (−∇X)ir
)
,
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and
Zℓ,2
def
=
∑
j1+···+jl=ℓ−1
(
∂j1X
(∇X · ∇∂j2X (v · ∇v)) · · · ∂jl−1X (−∇X)jl
+ ∂j1X (v · ∇v) · · · ∂jn−1X
(∇X · ∇∂jnX (−∇X)jn+1) · · · ∂jl−1X (−∇X)jl
+ ∂j1X (v · ∇v) · ∂j2X (−∇X)j3 · · · ∂jnX∇(−∇X) · · · ∂
jl−1
X (−∇X)jl
)
,
and
Zℓ,3
def
=
ℓ−1∑
i=0
∑
i1+···+ir=i
∂i1X∇(Dtvℓ−1−i · ∇X) · ∂i2X(−∇X)i3 · · · ∂ir−1X (−∇X)ir
+
∑
j1+···+jl=ℓ,j1 6=ℓ
∂j1X∇(v · ∇v) · ∂j2X (−∇X)j3 · · · ∂
jl−1
X (−∇X)jl .
This gives rise to
‖∇zℓ(t)‖L2 ≤Hℓ−1(t)(1 + ‖∇Xℓ−1‖W 1,p)
∑
i+j,l≤ℓ−1
(
‖∂iX∇Dtvj‖L2 + ‖Dtvi‖
L
2p
p−2
+ σ(t)−
3−sℓ−1
2 ‖σ1−
sℓ−1
2 ∂iX∇vj‖L∞
(‖σ 1−sℓ−12 ∂lX∇v‖L2 + ‖σ 12 vl‖
L
2p
p−2
)
+ σ(t)−
3−sℓ−1
2 ‖σ 12vl‖L∞‖σ1−
sℓ−1
2 ∂iX∇∂jX∇v‖L2
)
,
from which and Lemma 6.2, we infer that
‖σ1− sℓ2 ∇zℓ(t)‖2L2 ≤ H2ℓ−1(t)(1 + ‖∇Xℓ−1‖2W 1,p)
(
Bℓ−1(t) + σ(t)
−(1−θ0)
)
.(7.9)
Taking into account of (7.7), we deduce from (7.8) and (7.9) that
‖σ 1−sℓ2 aℓ‖2L2t (L2) ≤ ‖σ
1
p∂ℓX∇v‖2
L2t (L
2p
p−2 )
‖σ 12− 1p−
s0
2 v‖2L∞t (Lp)
+ ‖vℓ‖2L∞t (L2)‖σ
1−sℓ
2 ∇v‖2
L2t (L
∞) +H2ℓ−1(t)
(
1 +
∫ t
0
σ(t′)−(1−θ0)‖∇Xℓ−1(t′)‖2W 1,p dt′
)
,
and
‖σ1− sℓ2 ∇aℓ‖2L2t (L2) ≤ ‖σ
1−sℓ
p (∇vℓ, ∂ℓX∇v)‖2
L2t (L
2p
p−2 )
‖σ1− 1p−
s0
2 ∇v‖2L∞t (Lp)
+ ‖vℓ‖2
L4t (L
4)‖σ1−
sℓ
2 ∇2v‖2
L4t (L
4) + ‖σ
1
2 v‖2L∞t (L∞)‖σ
1−sℓ
2 ∇∂ℓX∇v‖2L2t (L2)
+H2ℓ−1(t)
(
1 +
∫ t
0
(
Bℓ−1(t
′) + σ(t′)−(1−θ0)
)‖∇Xℓ−1(t′)‖2W 1,p dt′).
Together with Corollary 2.1, Proposition 6.1 and Corollary 6.1, we conclude
‖σ 1−sℓ2 aℓ‖2L2t (L2)+‖σ
1−
sℓ
2 ∇aℓ‖2L2t (L2)
≤H2ℓ−1(t)
(
Aℓ +
∫ t
0
(
Bℓ−1(t
′) + σ(t′)−(1−
θ0
2
)
)‖∇Xℓ−1(t′)‖2W 1,p dt′).(7.10)
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Finally let us turn to the estimate of ∇div aℓ. Indeed due to div EXf = ∂Xdiv f and (7.4),
we write
div aℓ =
ℓ−1∑
i=0
∂iXdiv (Dtv
ℓ−1−i · ∇X) + ∂ℓXdiv (v · ∇v)
=
ℓ−1∑
i=0
∂iX(∇Dtvℓ−1−i : ∇X) + ∂ℓX(∇v : ∇v),
so that it comes out
‖σ 3−sℓ2 ∇ div aℓ‖L2t (L2) ≤
(∫ t
0
(‖σ 3−sℓ2 ∇2Dtv‖2L2 + ‖σ 3−sℓ2 ∇Dtv‖2
L
2p
p−2
)‖∂ℓ−1X ∇X‖2W 1,p dt′) 12
+ CRℓ−1(t)
∑
i+j≤ℓ−1
(
‖σ 3−sℓ2 ∇∂iX∇Dtvj‖L2t (L2) + ‖σ
3−sℓ
2 ∂iX∇Dtvj‖
L2t (L
2p
p−2 )
)
+ ‖σ 32− 1p−
s0
2 ∇2v‖L∞t (Lp)‖σ
1
p ∂ℓX∇v‖
L2t (L
2p
p−2 )
+ ‖σ∇v‖L∞t (L∞)‖σ
1−sℓ
2 ∇∂ℓX∇v‖L2t (L2)
+
∑
i,j≤ℓ−1
‖σ 32− 1p−
sℓ−1
2 ∇∂iX∇v‖L∞t (Lp)‖σ
1
2
+ 1
p ∂jX∇v‖
L∞t (L
2p
p−2 )
‖σ− 1−θ02 ‖L2([0,t]),
Then by virtue of (7.10) and Corollary 3.4, Lemma 6.2, (6.8), Proposition 6.1 and Corollary
6.1, we complete the proof of (7.5). 
In view of Lemma 2.1, to close the time-weighted H1 energy estimate of Dtv
ℓ, we also
need the estimate of divD2t v
ℓ. Indeed taking into account of (5.3), we inductively assume
that divD2t v
ℓ−1 = div bℓ−1, then one has
divD2t v
ℓ = div (∂XD
2
t v
ℓ−1) = div
(
D2t v
ℓ−1 · ∇X +XdivD2t vℓ−1
)
= div
(
D2t v
ℓ−1 · ∇X + EXbℓ−1
) def
= div bℓ.
(7.11)
Lemma 7.3. Let bℓ be given by (7.11). Then for ℓ = 2, · · · , k, one has
‖σ 3−sℓ2 bℓ‖2L2t (L2) ≤ Cε‖σ
3−sℓ
2 D2t v
ℓ‖2
L2t (L
2) + CεGℓ,X(t),(7.12)
with Gℓ,X(t) given by (7.6).
Proof. For b0 given by (2.23), we thus get, by using induction to (7.11), that
bℓ =
ℓ−1∑
i=0
E iX(D2t vℓ−1−i · ∇X) + EℓXb0
=
ℓ−1∑
i=0
∑
i1+···+ir=i
∂i1X(D
2
t v
ℓ−1−i · ∇X) · · · ∂ir−1X (−∇X)ir +
∑
j1+···+jl=ℓ
∂j1X b0 · · · ∂
jl−1
X (−∇X)jl .
It is easy to observe from (2.23) that
b0 = v · (∇vt +Dt∇v) +Dtv · ∇v = 2v ·Dt∇v − v · ∇(v · ∇v) +Dtv · ∇v,
58 X. LIAO AND P. ZHANG
we obtain
‖σ 3−sℓ2 bℓ‖2L2t (L2) ≤
∫ t
0
∥∥σ 3−sℓ2 (D2t v, b0)∥∥2L2‖∇Xℓ−1‖2L∞ dt′
+ 2‖σ 12 v‖2L∞t (L∞)‖σ
1−
sℓ
2 ∂ℓXDt∇v‖2L2t (L2) + ‖σ∇v‖
2
L∞t (L
∞)‖σ
1−sℓ
2 Dtv
ℓ‖2
L2t (L
2)
+ C‖σ 1pvℓ‖2
L∞t (L
2p
p−2 )
‖σ 32− 1p−
s0
2 (Dt∇v,∇(v ⊗∇v))‖2L2t (Lp)
+ ‖σ 1p∂ℓX∇v‖2
L2t (L
2p
p−2 )
‖σ 32− 1p−
s0
2 (v ⊗∇v,Dtv)‖2L∞t (Lp)
+ C(1 +Rℓ−1(t))
2
∑
i,j≤ℓ−1
(
〈t〉‖σ1−
sℓ−1
2 Dtv
i‖2L∞t (L2)‖σ∂
j
X∇v‖2L∞t (L∞)
+ ‖σ 3−sℓ2 D2t vi‖2L2t (L2) + ‖σv
i‖2L∞t (L∞)‖σ
1−
sℓ
2 (∂jX∇(v · ∇v),Dt∂jX∇v)‖2L2t (L2)
)
.
(7.13)
Noticing that
∂ℓXDt∇v = ∂ℓX [Dt;∇]v +
ℓ−1∑
i=0
∂iX [∂X ;∇]Dtvℓ−1−i +∇Dtvℓ,
we obtain
‖σ1− sℓ2 ∂ℓXDt∇v‖L2t (L2) ≤‖σ
1−
sℓ
2 ∇Dtvℓ‖L2t (L2) + 2‖σ
1
p∂ℓX∇v‖
L2t (L
2p
p−2 )
‖σ1− 1p−
s0
2 ∇v‖L∞t (Lp)
+
(∫ t
0
‖σ1− sℓ2 ∇Dtv‖2L2‖∇Xℓ−1‖2L∞ dt′
) 1
2
+
∑
i,j≤ℓ−1
‖σ∂iX∇v‖L∞t (L∞)‖σ
1−sℓ−1
2 ∂jX∇v‖L∞t (L2)‖σ−
1−θ0
2 ‖L2([0,t])
+ C(Rℓ−1(t) +R
2
ℓ−1(t))
∑
i+j≤ℓ−1
‖σ1− sℓ2 ∂iX∇Dtvj‖L2t (L2),
from which, Corollary 2.1, Lemma 6.2 and Corollary 6.1, we infer
‖σ1− sℓ2 ∂ℓXDt∇v‖2L2t (L2) ≤‖σ
1−
sℓ
2 ∇Dtvℓ‖2L2t (L2)
+ G˜ℓ,X(t) +
∫ t
0
‖σ1− sℓ2 ∇Dtv‖2L2‖∇Xℓ−1‖2L∞ dt′.
(7.14)
Yet for any ε > 0, we get, by applying (3.35) to the equation (2.41), that
‖σ1− sℓ2 ∇Dtvℓ‖2L2t (L2) ≤C‖σ
1−sℓ
2 Dtv
ℓ‖2
L2t (L
2) + ε‖σ
3−sℓ
2 D2t v
ℓ‖2
L2t (L
2)
+ Cε
(
‖σ 1−sℓ2 aℓ‖2L2t (L2) + ‖σ
1−
sℓ
2 ∇aℓ‖2L2t (L2) + ‖σ
3−sℓ
2 FℓD‖2L2t (L2)
)
.
Inserting the above estimate into (7.14) and using Corollary 6.1, Lemmas 7.1 and 7.2, we
achieve
‖σ1− sℓ2 ∂ℓXDt∇v‖2L2t (L2) ≤ε‖σ
3−sℓ
2 D2t v
ℓ‖2
L2t (L
2) + CεGℓ,X(t).(7.15)
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Finally, we notice that∑
j≤ℓ−1
‖σ1− sℓ2 ∂jX∇(v · ∇v)‖L2t (L2) ≤C〈t〉
1
2
∑
i+l≤ℓ−1
(
‖σ 12vi‖L∞t (L∞)‖σ1−
sℓ−1
2 ∂lX∇2v‖L∞t (L2)
+ ‖σ1−
sℓ−1
2 ∂iX∇v‖L∞t (L∞)‖σ
1
2∂lX∇v‖L∞t (L2)
)
.
Substituting the above inequality and (7.15) into (7.13) and using Corollaries 2.1 and 3.4,
Lemma 6.2, Corollary 6.1, we conclude the proof of (7.12). 
Proposition 7.1. Let Aℓ1(t), Aℓ2(t) be given by (2.9). Then under the assumptions of
Proposition 2.5, we have
(7.16) Aℓ1(t) +Aℓ2(t) + ‖X‖L∞t (W 2,p) ≤ Hℓ(t).
Proof. We first get, by applying Lemma 2.1 to the System (2.41), that
A2ℓ2(t) ≤A0
(‖σ 1−sℓ2 (Dtvℓ, aℓ)‖2L2t (L2) + ‖σ1− sℓ2 ∇aℓ‖2L2t (L2) + ‖σ 3−sℓ2 (∇ div aℓ, bℓ, FℓD)‖2L2t (L2)),
from which, Proposition 6.1, Corollary 6.1 and Lemmas 7.1, 7.2 and 7.3, we infer
A2ℓ1(t) +A
2
ℓ2(t) ≤Cε‖σ
3−sℓ
2 D2t v
ℓ‖2
L2t (L
2) + CεGℓ,X(t),
for Aℓ1(t), Aℓ2(t) and Gℓ,X(t) given by (2.9) and (7.12) respectively. Taking ε so small that
Cε ≤ 12 ensures
(7.17) A2ℓ1(t) +A
2
ℓ2(t) ≤ Gℓ,X(t).
By virtue of (7.17), we get, by applying (2.20), that for any r ∈ [2,∞[
‖σ1− sℓ2 Dtvℓ‖
L
2r
r−2
t (L
r)
≤ G
1
2
ℓ,X(t),
which together with the fact: p < 2/(1 − sℓ), ensures that
‖Dtvℓ‖L1t (Lp) = ‖σ
1−
sℓ
2 Dtv
ℓ‖
L
2p
p−2
t (L
p)
‖σ−1+ sℓ2 ‖
L
2p
p+2 ([0,t])
≤ G
1
2
ℓ,X(t).(7.18)
On the other hand, taking into account of (6.21) and vℓ = X · ∇vℓ−1, we get, by using the
Lp type energy estimate and Lemma 6.2, that
‖Xℓ−1(t)‖Lp ≤‖∂ℓ−1X0 X0‖Lp + ‖vℓ‖L1t (Lp)
≤‖∂ℓ−1X0 X0‖Lp + 〈t〉‖X‖L∞t (L∞)‖σ1−
sℓ−1
2 ∇vℓ−1‖L∞t (Lp) ≤ Aℓ +Hℓ−1(t).
(7.19)
Applying ∆ to (6.21) gives
∂t∆X
ℓ−1 + v · ∇∆Xℓ−1 = −∆v · ∇Xℓ−1 − 2∂αv · ∇∂αXℓ−1 +∆vℓ,
from which, we infer
‖∆Xℓ−1(t)‖Lp ≤ ‖∆∂ℓ−1X0 X0‖Lp +
∫ t
0
(‖∆v‖Lp + ‖∇v‖L∞)‖∇Xℓ−1‖W 1,p dt′ + ‖∆vℓ‖L1t (Lp).
Summing up the above inequality with (7.19), and then applying Gronwall’s inequality to
the resulting inequality and using Corollary 2.1, we achieve
‖Xℓ−1‖L∞t (W 2,p) ≤ exp
(A0t)(Aℓ +Hℓ−1(t) + ‖∆vℓ‖L1t (Lp)),
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which together with the second inequality of (6.30) ensures that
‖Xℓ−1‖L∞t (W 2,p) ≤ Hℓ−1(t)
(
Aℓ + ‖Dtvℓ‖L1t (Lp) +
∫ t
0
σ
−
(
3
2
− 1
p
−
sℓ
2
)
‖∇Xℓ−1‖W 1,p dt′
)
.
Inserting (7.18) into the above inequality and using the fact that (noticing also 1
p
> 1−sℓ2 )∫ t
0
σ−(
3
2
− 1
p
−
sℓ−1
2
)‖∇Xℓ−1‖W 1,p dt′ ≤ 〈t〉
1
2
(∫ t
0
σ−(1−
θ0
2
)‖∇Xℓ−1‖2W 1,p dt′
) 1
2
,
we infer
‖Xℓ−1‖2L∞t (W 2,p) ≤ Gℓ,X(t).
Taking into account of the definition of Gℓ,X(t) given by (7.6), we get, by applying Gronwall’s
inequality and Lemma 6.2, that
(7.20) ‖Xℓ−1‖L∞t (W 2,p) ≤ Hℓ(t).
Substituting (7.20) into (7.17) leads to (7.16). This completes the proof of Proposition
7.1. 
With Proposition 7.1, to complete the proof of Proposition 2.5, it remains to prove that
(7.21) ‖vℓ‖L∞t (Bsℓ ) + ‖∇vℓ‖L2t (Bsℓ ) ≤ Hℓ(t).
The proof of (7.21) follows exactly the same argument as those in proofs of Propositions 3.3
and 5.2. It is quite involved but does not contain new ideas. We skip the details here.
Appendix A. Proof of Lemma 6.1
In this appendix we present the proof of Lemma 6.1, which basically follows the same
arguments as the proof of Lemma 4.1 in [21].
Let us first present some identities which will be used in what follows. Let (m,n) be
nonnegative integer pair such that m+ n ≤ ℓ− 1, f be a smooth enough function. Then it
follows from (2.30) that
∂m+1X ∇∂ℓ−m−1X f −∇∂ℓXf =
m∑
κ=0
∂κX [∂X ;∇]∂ℓ−κ−1X f
= −
m∑
κ=0
κ∑
l=0
C lκ∂
l
X∇Xα∂κ−lX ∂α∂ℓ−κ−1X f ;
(A.1)
and
∂m+1X ∇2∂ℓ−m−1X f −∇2∂ℓXf =
m∑
κ=0
∂κX [∂X ;∇2]∂ℓ−κ−1X f
= −
m∑
κ=0
κ∑
l=0
C lκ
(
∂lX∇2Xα∂κ−lX ∂α∂ℓ−κ−1X f + 2∂lX∇Xα ∂κ−lX ∇∂α∂ℓ−κ−1X f
)
;
(A.2)
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and
∂mX∇∂n+1X ∇∂ℓ−m−n−1X f − ∂mX∇2∂ℓ−mX f =
n∑
κ=0
∂mX∇∂κX [∂X ;∇]∂ℓ−m−κ−1X f
= −
n∑
κ=0
κ∑
l=0
C lκ∂
m
X∇
(
∂lX∇Xα ∂κ−lX ∂α∂ℓ−m−κ−1X f
)
= −
m∑
q=0
n∑
κ=0
κ∑
l=0
CqmC
l
κ
(
∂qX∇∂lX∇Xα ∂κ−l+m−qX ∂α∂ℓ−m−κ−1X f
+ ∂l+qX ∇Xα∂m−qX ∇∂κ−lX ∂α∂ℓ−m−κ−1X f
)
;
(A.3)
and
∂m+1X ∇∂nX∇∂ℓ−m−n−1X f −∇∂m+n+1X ∇∂ℓ−m−n−1X f
=
m∑
κ=0
∂κX [∂X ;∇]∂m−κ+nX ∇∂ℓ−m−n−1X f
=
m∑
κ=0
κ∑
l=0
C lκ∂
l
X∇Xα ∂κ−lX ∂α∂m−κ+nX ∇∂ℓ−m−n−1X f.
(A.4)
A.1. Proof of (6.8). We shall first present the estimate to the second term in (6.8). It is
easy to observe that (6.8) holds trivially when i+ j = 0. Suppose by induction that (6.8) is
valid for any pair of nonnegative integers (i, j) with i+ j ≤ ℓ−1, and it suffices to show (6.8)
in the following two cases:
i ≤ ℓ− 1, j ≤ ℓ such that i+ j ≤ ℓ or i ≤ ℓ, j ≤ ℓ− 1 such that i+ j ≤ ℓ.
• Case i ≤ ℓ− 1, j ≤ ℓ with i+ j ≤ ℓ.
We first deduce from (A.3) and (6.2) that for nonnegative integers m,n ≤ ℓ − 1 with
m+ n ≤ ℓ− 1∥∥∂mX∇∂n+1X ∇Xℓ−m−n−1 − ∂mX∇2Xℓ−m∥∥L∞t (Lp)
≤ C
m∑
q=0
n∑
κ=0
κ∑
l=0
(∥∥∂qX∇∂lX∇X∥∥L∞t (Lp)∥∥∂κ−l+m−qX ∇Xℓ−m−κ−1∥∥L∞t (L∞)
+ ‖∂l+qX ∇X‖L∞t (L∞)
∥∥∂m−qX ∇∂κ−lX ∇Xℓ−m−κ−1X∥∥L∞t (Lp))
≤ C
∑
l≤ℓ−1
Rl+1(t)Rℓ−l(t) ≤ CR2ℓ (t).
This in turn shows that for any pair of nonnegative integers (i, j) with i ≤ ℓ − 1, j ≤ ℓ,
i+ j ≤ ℓ, ∥∥∂iX∇∂jX∇Xℓ−i−j − ∂iX∇2Xℓ−i∥∥L∞t (Lp) ≤ CR2ℓ (t).(A.5)
Taking i = 0 in (A.5) leads to∥∥∇∂jX∇Xℓ−j −∇2Xℓ∥∥L∞t (Lp) ≤ CR2ℓ(t), ∀ j ≤ ℓ.(A.6)
• Case i ≤ ℓ, j ≤ ℓ− 1 with i+ j ≤ ℓ.
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It follows from (A.4) that for nonnegative integer pair (m,n) satisfying m+ n ≤ ℓ− 1,∥∥∂m+1X ∇∂nX∇Xℓ−m−n−1 −∇∂m+n+1X ∇Xℓ−m−n−1∥∥Lp
≤
m∑
κ=0
κ∑
l=0
C lκ
∥∥∂lX∇X∥∥L∞∥∥∂κ−lX ∇∂m−κ+nX ∇Xℓ−m−n−1∥∥Lp ≤ CR2ℓ (t).
This together with (A.6) ensures that for (i, j) satisfying i ≤ ℓ, j ≤ ℓ− 1, and i+ j ≤ ℓ,∥∥∂iX∇∂jX∇Xℓ−i−j −∇2Xℓ∥∥L∞t (Lp) ≤∥∥∂iX∇∂jX∇Xℓ−i−j −∇∂i+jX ∇Xℓ−i−j∥∥L∞t (Lp)
+
∥∥∇∂i+jX ∇Xℓ−i−j −∇2Xℓ∥∥L∞t (Lp) ≤ CR2ℓ (t).(A.7)
Taking j = 0 in (A.7) gives rise to∥∥∂iX∇2Xℓ−i −∇2Xℓ∥∥L∞t (Lp) ≤ CR2ℓ (t), ∀ i ≤ ℓ.(A.8)
Combining (A.5) with (A.8), we obtain for (i, j) satisfying i ≤ ℓ− 1, j ≤ ℓ, and i+ j ≤ ℓ that∥∥∂iX∇∂jX∇Xℓ−i−j −∇2Xℓ∥∥L∞t (Lp) ≤∥∥∂iX∇∂jX∇Xℓ−i−j − ∂iX∇2Xℓ−i∥∥L∞t (Lp)
+
∥∥∂iX∇2Xℓ−i −∇2Xℓ∥∥L∞t (Lp) ≤ CR2ℓ (t),
which together with (A.7) ensures that (A.7) holds for all nonnegative integer pair (i, j)
satisfying i+ j ≤ ℓ.
Along the same line, it follows from (A.1) that for any integer 0 ≤ m ≤ ℓ− 1,∥∥∂m+1X ∇Xℓ−m−1 −∇Xℓ∥∥L∞t (Lp) ≤C
m∑
κ=0
κ∑
l=0
‖∂lX∇X‖L∞t (L∞)‖∂κ−lX ∇Xℓ−κ−1‖L∞t (Lp),
which together with the definition of Rℓ(t) given by (6.2) implies
‖∂iX∇Xℓ−i −∇Xℓ‖L∞t (Lp) ≤ CR2ℓ (t), ∀ 0 ≤ i ≤ ℓ.
This together with (A.7) shows (6.8).
A.2. Proof of (6.9).
A.2.1. The estimates of (∂iX∇vℓ−i −∇vℓ) and (∂iX∇πℓ−i −∇πℓ). It is easy to observe from
(A.1) that for any nonnegative integer m ≤ ℓ− 1 and for any r ∈ [1,+∞] that
‖∂m+1X ∇vℓ−m−1 −∇vℓ‖Lr ≤ C
m∑
κ=0
κ∑
l=0
‖∂lX∇X‖L∞‖∂κ−lX ∇vℓ−κ−1‖Lr , ∀ m ≤ ℓ− 1.
Hence we get for r1 ∈
{
2, 2p
p−2 ,+∞
}
and for 1 ≤ i ≤ ℓ,
∥∥σ(1− 1r1− sℓ−12 )(∂iX∇vℓ−i −∇vℓ)‖L∞t (Lr1 )
≤ C
i−1∑
κ=0
κ∑
l=0
‖∂lX∇X‖L∞t (L∞)
∥∥σ(1− 1r1− sℓ−12 )∂κ−lX ∇vℓ−κ−1∥∥L∞t (Lr1 ) ≤ CRℓ(t)Aℓ−1(t).(A.9)
Along the same line, we obtain for r ∈ {2, p},
(A.10)
∥∥σ( 32− 1r− sℓ−12 )(∂iX∇πℓ−i −∇πℓ)∥∥L∞t (Lr) ≤ CRℓ(t)Aℓ−1(t).
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A.2.2. The estimate of (∂iX∇∂jX∇vℓ−i−j −∇2vℓ). It follows from (A.3) that for the nonneg-
ative integer pair (m,n) with m+ n ≤ ℓ− 1 and for r ∈ {2, p}∥∥σ( 32− 1r− sℓ−12 )(∂mX∇∂n+1X ∇vℓ−m−n−1 − ∂mX∇2vℓ−m)‖Lr
≤ C
m∑
q=0
n∑
κ=0
κ∑
l=0
(
‖∂qX∇∂lX∇X‖Lp
∥∥σ1− sℓ−12 ∂κ−l+m−qX ∇vℓ−m−κ−1∥∥
L
2p
p−2 ∩L∞
+ ‖∂l+qX ∇X‖L∞
∥∥σ( 32− 1r− sℓ−12 )∂m−qX ∇∂κ−lX ∇vℓ−m−κ−1∥∥Lr),
which together with (6.2) and (6.5) implies that for r ∈ {2, p} and any nonnegative integer
pair (i, j) satisfying i ≤ ℓ− 1, j ≤ ℓ with i+ j ≤ ℓ∥∥σ( 32− 1r− sℓ−12 )(∂iX∇∂jX∇vℓ−i−j − ∂iX∇2vℓ−i)∥∥L∞t (Lr) ≤ CRℓ(t)Aℓ−1(t).(A.11)
Similarly for non-negative integer pair (m,n) satisfying m + n ≤ ℓ − 1, we deduce from
(A.4) that for r ∈ {2, p}
‖∂m+1X ∇∂nX∇vℓ−m−n−1 −∇∂m+n+1X ∇vℓ−m−n−1‖Lr
≤ C
m∑
κ=0
κ∑
l=0
∥∥∂lX∇X∥∥L∞‖∂κ−lX ∇∂m−κ+nX ∇vℓ−m−n−1‖Lr ,
which ensures that for r ∈ {2, p} and any nonnegative integer pair (i, j) satisfying i ≤ ℓ, j ≤
ℓ− 1 with i+ j ≤ ℓ∥∥σ( 32− 1r− sℓ−12 )(∂iX∇∂jX∇vℓ−i−j −∇∂i+jX ∇vℓ−i−j)∥∥L∞t (Lr) ≤ CRℓ(t)Aℓ−1(t).(A.12)
With (A.11) and (A.12), we can repeat the proof of (6.8) to conclude that for any integer
pair (i, j) satisfying i+ j ≤ ℓ and r ∈ {2, p}∥∥σ( 32− 1r− sℓ−12 )(∂iX∇∂jX∇vℓ−i−j −∇2vℓ)∥∥L∞t (Lr) ≤ CRℓ(t)Aℓ−1(t).(A.13)
Along with (A.9) and (A.10), we complete the proof of (6.9).
A.3. Proof of (6.10).
A.3.1. The estimates of
(
∂iX∇Dtvℓ−i−∇Dtvℓ, ∂iXDt∇vℓ−i−∇Dtvℓ, ∂iXDt∇πℓ−i−∇Dtπℓ
)
.
It is easy to observe from (A.1) and [Dt; ∂X ] = 0 that for nonnegative integer m ≤ ℓ− 1,
∂m+1X ∇Dtvℓ−m−1 −∇Dtvℓ = −
m∑
κ=0
κ∑
l=0
C lκ∂
l
X∇Xα∂κ−lX ∂αDtvℓ−κ−1,
and
∂m+1X Dt∇vℓ−m−1 −Dt∇vℓ = Dt(∂m+1X ∇vℓ−m−1 −∇vℓ)
= −
m∑
κ=0
κ∑
l=0
C lκ
(
∂lXDt∇Xα∂κ−lX ∂αvℓ−κ−1 + ∂lX∇Xα∂κ−lX Dt∂αvℓ−κ−1
)
,
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so that we write∥∥σ( 32− 1r3− sℓ−12 )(∂m+1X ∇Dtvℓ−m−1 −∇Dtvℓ, ∂m+1X Dt∇vℓ−m−1 −Dt∇vℓ)∥∥Lr3
≤ C
m∑
κ=0
κ∑
l=0
(
‖∂lX∇X‖L∞t (L∞)
∥∥σ( 32− 1r3− sℓ−12 )(∂κ−lX ∇Dtvℓ−κ−1, ∂κ−lX Dt∇vℓ−κ−1)∥∥Lr3
+ σ(t)−
1−sℓ
2 ‖σ1− sℓ2 ∂lXDt∇X‖L∞t (L∞)
∥∥σ(1− 1r3− sℓ−12 )∂κ−lX ∇vℓ−κ−1‖L∞t (Lr3 )),
which together with the fact∥∥σ( 32− 1r3− sℓ−12 )(Dt∇vℓ −∇Dtvℓ)∥∥Lr3 = ∥∥σ( 32− 1r3− sℓ−12 )∇v · ∇vℓ∥∥Lr3
≤ σ− 1−sℓ2 ‖σ1− s02 ∇v‖L∞t (L∞)‖σ
1− 1
r3
−
sℓ
2 ∇vℓ‖L∞t (Lr3 ),
ensures that for nonnegative integer i ≤ ℓ and r3 = 2 or 2pp−2∥∥σ( 32− 1r3− sℓ−12 )(∂iX∇Dtvℓ−i −∇Dtvℓ,∂iXDt∇vℓ−i −Dt∇vℓ)∥∥2Lr3
≤ CR2ℓ (t)Bℓ−1(t) + CA4ℓ(t)σ−(1−sℓ).
(A.14)
The same argument yields for m ≤ ℓ− 1 that∥∥σ 3−sℓ−12 (∂m+1X Dt∇πℓ−m−1 −Dt∇πℓ)∥∥L2
≤ C
m∑
κ=0
κ∑
l=0
(
‖∂lX∇X‖L∞t (L∞)
∥∥σ 3−sℓ−12 ∂κ−lX Dt∇πℓ−κ−1∥∥L2
+ σ(t)−
1−sℓ
2 ‖σ1− sℓ2 ∂lXDt∇X‖L∞t (L∞)
∥∥σ1− sℓ−12 ∂κ−lX ∇πℓ−κ−1‖L∞t (L2)),
which together with the fact∥∥σ 3−sℓ−12 (Dt∇πℓ −∇Dtπℓ)‖L2 = ∥∥σ 3−sℓ−12 (∇v · ∇πℓ)∥∥L2
≤ σ− 1−sℓ2 ‖σ1− s02 ∇v‖L∞t (L∞)‖σ1−
sℓ
2 ∇πℓ‖L∞t (L2),
implies that
(A.15)
∥∥σ(t) 3−sℓ−12 (∂iXDt∇πℓ−i −∇Dtπℓ)(t)∥∥2L2 ≤ CR2ℓ (t)Bℓ−1(t) +CA4ℓ (t)σ−(1−sℓ).
A.3.2. The estimate of (∂iXDt∇2vℓ−i − ∇2Dtvℓ). We first deduce from (A.2) that for non-
negative integer m ≤ ℓ− 1
‖σ
3−sℓ−1
2 (Dt∂
m+1
X ∇2vℓ−m−1 −Dt∇2vℓ)‖L2
≤ C
m∑
κ=0
κ∑
l=0
(
σ−
1−sℓ
2 ‖σ1− sℓ2 ∂lXDt∇2X‖L∞t (L2)‖σ1−
sℓ−1
2 ∂κ−lX ∇vℓ−κ−1‖L∞t (L∞)
+ ‖∂lX∇2X‖L∞t (Lp)‖σ
3−sℓ−1
2 ∂κ−lX Dt∇vℓ−κ−1‖
L
2p
p−2
+ σ−
1−sℓ
2 ‖σ1− sℓ2 ∂lXDt∇X‖L∞t (L∞)‖σ1−
sℓ−1
2 ∂κ−lX ∇2vℓ−κ−1‖L∞t (L2)
+ ‖∂lX∇X‖L∞t (L∞)‖σ
3−sℓ−1
2 ∂κ−lX Dt∇2vℓ−κ−1‖L2
)
,
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which implies that for any nonnegative integer i ≤ ℓ,
‖σ
3−sℓ−1
2 (Dt∂
i
X∇2vℓ−i −Dt∇2vℓ)‖2L2 ≤ CR2ℓ(t)Bℓ−1(t) + CA4ℓ(t)σ−(1−sℓ).
We notice then∥∥σ 3−sℓ−12 (Dt∇2vℓ −∇2Dtvℓ)‖L2 = ∥∥σ 3−sℓ−12 (∇2v · ∇vℓ + 2∇v · ∇2vℓ)‖L2
≤ σ(t)− 1−sℓ2
(
‖σ1− s02 ∇2v‖L2‖σ1−
sℓ
2 ∇vℓ‖L∞ + 2‖σ1−
s0
2 ∇v‖L∞
∥∥σ1− sℓ2 ∇2vℓ‖L2)
≤ CA2ℓ(t)σ(t)−
1−sℓ
2 ,
from which and the the above inequality, we infer that for any nonnegative integer i ≤ ℓ,
‖σ
3−sℓ−1
2 (∂iXDt∇2vℓ−i −∇2Dtvℓ)‖2L2 ≤ CR2ℓ (t)Bℓ−1(t) +CA4ℓ (t)σ−(1−sℓ).(A.16)
A.3.3. The esimate of (∇∂iX∇Dtvℓ−i−∇2Dtvℓ). Again it is easy to observe from (A.1) that
for nonnegative integer m ≤ ℓ− 1
‖∇∂m+1X ∇Dtvℓ−m−1 −∇2Dtvℓ‖L2 = ‖∇(∂m+1X ∇Dtvℓ−m−1 −∇Dtvℓ)‖L2
≤ C
m∑
κ=0
κ∑
l=0
(
‖∇∂lX∇X‖Lp‖∂κ−lX ∇Dtvℓ−κ−1‖
L
2p
p−2
+ ‖∂lX∇X‖L∞‖∇∂κ−lX ∇Dtvℓ−κ−1‖L2
)
,
which implies for any integer 0 ≤ i ≤ ℓ that
(A.17)
∥∥σ 3−sℓ−12 (∇∂iX∇Dtvℓ−i −∇2Dtvℓ)(t)∥∥2L2 ≤ CR2ℓ (t)Bℓ−1(t).
By summing up the Estimates (A.14), (A.15), (A.16) and (A.17), we achiveve (6.10). This
completes the proof of the lemma.
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