Abstract. We construct a new class of maximal acyclic matchings on the Salvetti complex of a locally finite hyperplane arrangement. Using discrete Morse theory, we then obtain an explicit proof of the minimality of the complement. Our construction provides interesting insights also in the well-studied case of finite arrangements, and gives a nice geometric description of the Betti numbers of the complement. The minimal complex is compatible with restrictions, and this allows us to prove the isomorphism of Brieskorn's Lemma by a simple bijection of the critical cells. Finally, in the case of line arrangements, we describe the algebraic Morse complex which computes the homology with coefficients in an abelian local system.
Introduction
Let A be a locally finite arrangement of affine hyperplanes in R n . The complement M (A) ⊆ C n of the complexified arrangement A C is a well studied topological space. As proved by Salvetti [Sal87, Sal94] , M (A) has the homotopy type of an n-dimensional CW complex. This complex is usually called the Salvetti complex of A, and we denote it by Sal(A).
For a finite arrangement A, in [Ran02, DP03, Yos07] it was proved that the complement M (A) has the homotopy type of a minimal CW complex, i.e. with a number of k-cells equal to the k-th Betti number. This minimality result was later made more explicit with discrete Morse theory, in [SS07] (for finite affine arrangements), [Del08] (for finite central arrangements and oriented matroids in general), [GS09] (for finite line arrangements), [dD15] (for affine arrangements with a finite number of directions).
In this work we consider a (possibly infinite) affine arrangement A, and construct a minimal CW model for the complement M (A). This is obtained applying discrete Morse theory to the Salvetti complex of A. For a (possibly infinite) CW complex, by "minimal" we mean that all the incidence numbers vanish. As in the well known case of finite arrangements, we obtain a geometrically meaningful bijection between cells in the minimal CW model and chambers of A.
Our starting point is the work of Delucchi on the minimality of oriented matroids [Del08] . Specifically, we build on the idea of decomposing the Salvetti complex according to some "good" total order of the chambers. For a general affine arrangement, however, the combinatorial order used in [Del08] does not yield a decomposition with the desired properties. In Section 3 we introduce a class of total orders of the chambers for which we are able to extend the construction of Delucchi, and we call them valid orders. We remark that in [Del08, Question 4.18] it was explicitly asked for one such extension to affine arrangements. For a finite affine arrangement, the polar order of Salvetti and Settepanella [SS07] is valid (Remark 3.7). Therefore our work contributes to linking the constructions of [SS07] and [Del08] (see also [Del08, Remark 3.8 
]).
In Section 4 we show how to construct an acyclic matching on Sal(A) for any given valid order.
Theorem 4.10. Let A be a locally finite hyperplane arrangement, with a given valid order of the set of chambers. Then there exists a proper acyclic matching on Sal(A) with critical cells in bijection with the chambers.
In the same section we also prove the following two results. The first one can be regarded as a generalization of [Del08, Theorem 3.6], and the second one is the analogue of [Del08, Theorem 3.6] where (finite) oriented matroids are replaced by locally finite hyperplane arrangements.
Theorem 4.9. Let X be a k-dimensional polytope in R k , and let y ∈ R k be a point outside X that does not lie in the affine hull of any facet of X. Then there exists an acyclic matching on the poset of faces of X visible from y, such that no face is critical.
Theorem 4.11. Let A be a locally finite hyperplane arrangement. For every chamber C ∈ C(A), there is a proper acyclic matching on the poset of faces F (A) such that C is the only critical face.
In Section 5 we construct valid orders for any locally finite arrangement A, considering the Euclidean distance of the chambers from a fixed generic point x 0 ∈ R n . In this way, we obtain a family of matchings on Sal(A) that we call Euclidean matchings. The idea of constructing a minimal complex that depends on a "generic point" appears to be new, as opposed to the more classical approach of using a "generic flag" [Yos07, SS07, GS09] . The critical cells are in bijection with the chambers, and can be described explicitly.
Theorem 5.8. Let A be a locally finite arrangement in R n . For every generic point x 0 ∈ R n , there exists a Euclidean matching on Sal(A) with base point x 0 . Such a matching has exactly one critical cell C, F C for every chamber C ∈ C(A), where F C is the smallest face of C that contains the projection of x 0 onto C.
We prove that, also for infinite arrangements, the Morse complex of a Euclidean matching is minimal.
Theorem 5.12. Let A be a locally finite hyperplane arrangement in R n , and let M be a Euclidean matching on Sal(A) with base point x 0 . Then the associated Morse complex Sal(A) M is minimal (i.e. all the incidence numbers vanish).
In particular, we obtain a new geometric way to read the Betti numbers and the Poincaré polynomial of M (A) from the arrangement A.
Corollary 5.13. Let A be a (locally) finite hyperplane arrangement in R n , and let x 0 ∈ R n be a generic point. The k-th Betti number of the complement M (A) is equal to the number of chambers C such that the projection of x 0 onto C lies in the relative interior of a face F C of codimension k. Equivalently, the Poincaré polynomial of A is given by π(A, t) = C∈ C(A) t codim FC .
In Section 6 we use Euclidean matchings to obtain a proof of Brieskorn's Lemma (for locally finite complexified arrangements) which makes no use of algebraic geometry. In addition, we show that for every flat X there exist Euclidean matchings on Sal(A) for which the Morse complex of the subarrangement A X is naturally included into the Morse complex of A.
Finally, in Section 7 we give an explicit description of the algebraic Morse complex that computes the homology of M (A) with coefficients in an abelian local system, for any locally finite line arrangement A in R 2 . We compare our result with the one of Gaiffi and Salvetti [GS09] , where similar formulas are obtained in the case of finite line arrangements (using the polar matchings of Salvetti and Settepanella [SS07] ).
Background and notations
In this section we briefly recall some basic definitions and results about hyperplane arrangements, discrete Morse theory, polytopes, and shellability.
2.1. Hyperplane arrangements. See [OT13] for a general reference about hyperplane arrangements. Our notations mostly agree with those of [SS07] and [Del08] .
Let A be a locally finite arrangement of affine hyperplanes in R n . Denote by M (A) ⊆ C n the complement of the complexified arrangement A C . The arrangement A gives rise to a stratification of R n into subspaces called faces (see [Bou68, Chapter 5] ). It is more convenient for us to work with the closure of these subspaces, so we assume from now on that the faces are closed. By relative interior of a face F we mean the topological interior of F inside the affine span of F . The faces of codimension 0 are called chambers. Denote the set of faces by F = F (A), and the set of the chambers by C = C(A). The set F has a natural partial order: F G if and only if F ⊇ G. The poset F is called face poset of A, and it is ranked by codimension.
Given two chambers C, C ′ ∈ C, let s(C, C ′ ) ⊆ A be the set of hyperplanes which separate C and C ′ . Also, denote by W C ⊆ A the set of hyperplanes that intersect C in a face of codimension 1. These hyperplanes are called walls of C.
For every chamber C, the set C can be endowed with a partial order ≤ C defined as follows:
In the language of oriented matroids, (C, ≤ C ) is called the tope poset based at C [BLVS + 99, Definition 4.2.9]. Let L = L(A) be the poset of intersections of the hyperplanes in A, ordered by reverse inclusion. An element X ∈ L is called a flat. Notice that the entire space R n is an element of L (being the intersection of zero hyperplanes), and it is in fact the unique minimal element of L. The poset L is a geometric semilattice called poset of flats, and it is also ranked by codimension. Denote by L k (A) ⊆ L(A) the set of flats of codimension k.
For a subset U ⊆ R n (usually a face or a flat), let supp(U ) ⊆ A be the subarrangement of A consisting of the hyperplanes that contain U . This is called the support of U . Also, denote by |U | ⊆ R n the affine span of U . Notice that, for a face F ∈ F , we have |F | ∈ L.
Given a flat X ∈ L, we also use the notation A X to indicate the support of X (this operation is called restriction). Denote by A X the arrangement in X given by {H ∩ X | H ∈ A X } (this operation is called contraction). Let π X : C(A) → C(A X ) be the natural projection, which maps a chamber C ∈ C(A) to the unique chamber of A X that contains C.
For a chamber C ∈ C and a face F ∈ F , denote by C.F the unique chamber
. In other words, this is the unique chamber containing F and lying in the same chamber as C in A |F | . In addition, if C F , denote by C F the chamber opposite to C with respect to F . The Salvetti complex of A, first introduced in [Sal87] , is a regular CW complex homotopy equivalent to the complement M (A) in C n (see also [GR89, BZ92, Sal94, OT13] ). Its poset of cells Sal(A) is defined as follows. There is a k-cell C, F for each pair (C, F ) where C ∈ C is a chamber and F ∈ F is a face of C of codimension k. A cell C, F is in the boundary of D, G if and only if F ≺ G and D.F = C. 2.2. Discrete Morse theory. We recall here the main concepts of Forman's discrete Morse theory [For98, For02] . We follow the point of view of Chari [Cha00] , using acyclic matchings instead of discrete Morse functions, and we make use of the generality of [Bat02, Section 3] for the case of infinite CW complexes.
Let (P, <) be a ranked poset. If q < p in P and there is no element r ∈ P with q < r < p, then we write q ⋖ p. Given p ∈ P we define P ≤p = {q ∈ P | q ≤ p}.
Let G be the Hasse diagram of P , i.e. the graph with vertex set P and having an edge (p, q) whenever q ⋖ p. Denote by E = {(p, q) ∈ P × P | q ⋖ p} the set of edges of G.
Given a subset M of E, we can orient all edges of G in the following way: an edge (p, q) ∈ E is oriented from p to q if the pair does not belong to M, otherwise in the opposite direction. Denote this oriented graph by G M .
Definition 2.2 (Acyclic matching [Cha00] ). A matching on P is a subset M ⊆ E such that every element of P appears in at most one edge of M. A matching M is acyclic if the graph G M has no directed cycle.
Given a matching M on P , an alternating path is a directed path in G M such that two consecutive edges of the path do not belong both to M or both to E \ M. The elements of P that do not appear in any edge of M are called critical (with respect to the matching M).
Definition 2.3 (Grading [Bat02] ). Let Q be a poset. A poset map ϕ : P → Q is called a Q-grading of P . The Q-grading ϕ is compact if ϕ −1 (Q ≤q ) ⊆ P is finite for all q ∈ Q. A matching M on P is homogeneous with respect to the Q-grading
An acyclic matching M is proper if it is homogeneous with respect to some compact grading.
The following is a direct consequence of the definition of a proper matching (cf. [Bat02, Definition 3.2.5 and Remark 3.2.17]).
Lemma 2.4 ([Bat02]
). Let M be a proper acyclic matching on a poset P , and let p ∈ P . Then there is a finite number of alternating paths starting from p, and each of them has a finite length.
We are ready to state the main theorem of discrete Morse theory. This particular formulation follows from [Bat02, Theorem 3.2.14 and Remark 3.2.17] Theorem 2.5 ([For98, Cha00, Bat02]). Let X be a regular CW complex, and let P be its poset of cells. If M is a proper acyclic matching on P , then X is homotopy equivalent to a CW complex X M (called the Morse complex of M) with cells in dimension-preserving bijection with the critical cells of X.
The construction of the Morse complex is explicit in terms of the CW complex X and the matching M (see for example [Bat02] ). This allows to obtain relations between the incidence numbers with Z coefficients in the Morse complex and incidence numbers in the starting complex.
Theorem 2.6 ([Bat02, Theorem 3.4.2]). Let X be a regular CW complex, P its poset of cells and M a proper acyclic matching on P . Let X M be the Morse complex of M. Given two critical cells σ, τ ∈ X with dim σ = dim τ + 1, denote by σ M and τ M the corresponding cells in X M . Then the incidence number between σ M and τ M in X M is given by
where Γ(σ, τ ) is the set of all alternating paths between σ and τ . If γ ∈ Γ(σ, τ ) is of the form
Finally, recall the following standard tool to construct acyclic matchings.
Theorem 2.7 (Patchwork theorem [Koz08, Theorem 11.10]). Let ϕ : P → Q be a Q-grading of P . For all q ∈ Q, assume to have an acyclic matching M q ⊆ E that involves only elements of the subposet ϕ −1 (q) ⊆ P . Then the union of these matchings is itself an acyclic matching on P .
2.3. Polyhedra, polytopes and shellability. In this section we briefly recall some notions and results from [Zie12] .
Definition 2.8. A polyhedron is an intersection of finitely many closed halfspaces in some R d . A polytope is a bounded polyhedron.
Given a polyhedron P , denote by F (P ) the set of its faces (considering the polyhedron P itself as a trivial face). The faces of codimension 1 are called facets. In addition, denote by F (∂P ) the boundary complex of P , i.e. the complex that contains only the proper faces of P . Definition 2.9. We say that a facet G ∈ F (P ) is visible from a point p ∈ R d if every line segment from p to a point of G does not intersect the interior of P (cf. [Zie12, Theorem 8.12]). We say that a face F ∈ F (P ) is visible from p if all the facets G ⊇ F of P are visible from p. In particular, notice that the entire polyhedron P is always visible.
We are now able to recall the notion of shellability of the boundary complex of a polytope.
Definition 2.10 ([Zie12, Definition 8.1]). A shelling of the boundary complex of a polytope P is a linear ordering F 1 , F 2 , . . . , F s of the facets of P such that either the facets are points, or the following conditions are satisfied.
(1) The boundary complex F (∂F 1 ) of the first facet has a shelling.
(2) For 1 < j ≤ s, the intersection of the facet F j with the previous facets is nonempty and is a beginning segment of a shelling of F (∂F j ), that is
A polytope is shellable if its boundary complex has a shelling.
To conclude, recall the following two results about shellability of the boundary complex of a polytope.
Lemma 2.11 ([Zie12, Lemma 8.10]). If F 1 , F 2 , . . . , F s is a shelling order for the boundary of a polytope P , then so is the reverse order F s , F s−1 , . . . , F 1 .
Theorem 2.12 ( [BM72] , [Zie12, Theorem 8 .12]). Let P ⊆ R d be a d-polytope, and let x ∈ R d be a point outside P . If x lies in general position (that is, not in the affine hull of a facet of P ), then the boundary complex of the polytope has a shelling in which the facets of P that are visible from x come first.
Decomposition of the Salvetti complex
Our aim is to construct an acyclic matching on the Salvetti complex of a locally finite affine arrangement A, with critical cells in explicit bijection with the chambers of A. Following the ideas of Delucchi [Del08] , we want to decompose the Salvetti complex into "pieces" (one piece for every chamber) and construct an acyclic matching on each of these pieces with exactly one critical cell. More formally, we are going to decompose the poset of cells Sal(A) as a disjoint union
so that every subposet N (C) ⊆ Sal(A) admits an acyclic matching with one critical cell.
Definition 3.1. Given a chamber C ∈ C, let S(C) ⊆ Sal(A) be the set of all the cells C ′ , F ∈ Sal(A) such that C ′ = C.F . In other words, a cell is in S(C) if all the hyperplanes in supp(F ) do not separate C and C ′ .
Notice that the cells in S(C) form a subcomplex of the Salvetti complex (using poset terminology, S(C) is a lower ideal in Sal(A)). This subcomplex is dual to the stratification of R n induced by A. Also, the natural map S(C) → F which sends C ′ , F to F is a poset isomorphism. Now fix a total order ⊣ of the chambers:
(when C is infinite, the order type is that of natural numbers).
Definition 3.2. For every chamber C ∈ C, let N (C) ⊆ S(C) be the subset consisting of all the cells not included in any S(C ′ ) with C ′ ⊣ C.
The union of the subcomplexes S(C), for C ∈ C, is the entire complex Sal(A). Then the subsets N (C), for C ∈ C, form a partition of Sal(A). All the 0-cells are contained in N (C 0 ) = S(C 0 ). Therefore, for C = C 0 , the cells of N (C) do not form a subcomplex of the Salvetti complex. If A is a (finite) central arrangement, this definition of N (C) coincides with the one given in [Del08, Section 4].
We want now to choose the total order ⊣ of the chambers so that each N (C) admits an acyclic matching with exactly one critical cell. In [Del08] , this is done taking any linear extension of the partial order ≤ C0 , for any base chamber C 0 . Such a total order works well for central arrangements but not for general affine arrangements, as we see in the following two examples.
Example 3.3. Consider a non-central arrangement of three lines in the plane, as in Figure 1 on the left. Choose C 0 to be one of the three simplicial unbounded chambers. In any linear extension of ≤ C0 , the last chamber C 6 must be the nonsimplicial unbounded chamber opposite to C 0 . However, S(C 6 ) ⊆ C =C6 S(C), so N (C 6 ) is empty, and therefore it does not admit an acyclic matching with one critical cell. Figure 2 shows the decomposition of the Salvetti complex for one of the possible linear extensions of ≤ C0 .
Example 3.4. Consider the arrangement of five lines depicted on the right of Figure 1 . For every choice of a base chamber C 0 and for every linear extension of ≤ C0 , there is some chamber C such that N (C) is empty.
We are now going to state a condition on the total order ⊣ on C that produces a decomposition of the Salvetti complex with the desired properties. First recall the following definition from [Del08] . Definition 3.5. Given a chamber C and a total order ⊣ on C, let
Notice that J (C) is an upper ideal of L, and it coincides with L for C = C 0 . In [Del08, Theorem 4.15] it is proved that, if A is a (finite) central arrangement and ⊣ is a linear extension of ≤ C0 (for any choice of C 0 ∈ C), then J (C) is a principal upper ideal for every chamber C ∈ C. This is the condition we need.
Definition 3.6 (Valid order). A total order ⊣ on C is valid if, for every chamber C ∈ C, J (C) is a principal upper ideal generated by some flat X C = |F C | ∈ L where F C is a face of C.
The total orders of Example 3.3 are not valid, because J (C 6 ) is empty. A valid order that begins with the chamber C 0 of Example 3.3 is showed in Figure 3 .
The previous definition is the starting point of our answer to [Del08, Question 4.18], where it was asked for an extension of the arguments of [Del08] to affine arrangements. Sections 4 and 5 will motivate this definition.
Remark 3.7. If A is a finite affine arrangement, the polar order of the chambers defined by Salvetti and Settepanella [SS07, Definition 4.5] is valid. Indeed, J (C) is a principal upper ideal generated by X C = |F C |, where F C is the smallest face of C with respect to the polar order of the faces. Therefore Definition 3.6 highlights the link between the constructions of [SS07] and [Del08] (see also [Del08, Remark 3.8]). The results of Section 4, if applied to polar orders, give rise to acyclic matchings that are related to the polar matchings of [SS07] .
Construction of the acyclic matching
Throughout this section we assume to have an arrangement A together with a valid order ⊣ of C (as in Definition 3.6). Using the decomposition
of Section 3 (induced by the valid order ⊣), we are going to construct a proper acyclic matching on Sal(A) with critical cells in bijection with the chambers. More precisely, we are going to construct an acyclic matching on every N (C) with exactly one critical cell, and then attach these matchings together using the Patchwork Theorem (Theorem 2.7). This strategy is the same as the one employed in [Del08] , but our proofs are different since we deal with affine and possibly infinite arrangements.
Lemma 4.1. Suppose that ⊣ is a valid order of C, in the sense of Definition 3.6. Then
(a) Total order of the chambers 
(a) Total order of the chambers
Figure 3. A non-central arrangement of three lines in the plane, with a valid order of the chambers. For every chamber C except C 0 , the generator X C of J (C) is highlighted.
Proof. To prove the inclusion ⊆, assume by contradiction that there exists some cell D, F ∈ N (C) with F X C . By minimality of X C in J (C), we have that |F | / ∈ J (C). This means that there exists a chamber
. By the same argument as before we can deduce that
Recall that, for a chamber D ∈ C and a face F D, we denote by D F the chamber opposite to D with respect to F . For every chamber C ∈ C, consider the mapη
We now show that η C is a poset map, if we endow C with the partial order ≤ C .
.
The matching on N (C) will be obtained as a union of acyclic matchings on each fiber η −1 C (E) of η C . Lemma 4.2, together with the Patchwork Theorem, will ensure that the matching on N (C) is acyclic. We now fix two chambers C and E, and study the fiber η −1 C (E). Lemma 4.3. Let ⊣ be a valid order of C, and let C, E be two chambers. A cell D, F ∈ Sal(A) is in the fiber η −1
We want now to prove that a cell D, F that satisfies the given conditions is in the fiber η −1 C (E). Since D is opposite to E with respect to F , we deduce that supp(F ) ⊆ s(D, E). Then, using the hypothesis supp(F ) ⊆ s(C, E), we obtain
F . Then we immediately have the following corollary. C (E) is in order-preserving (and rank-preserving) bijection with the set of faces
Assume from now on that the fiber η −1
C (E) is non-empty. The above corollary can be restated as follows, restricting to the flat X C .
Corollary 4.5. Suppose that the fiber η C (E) is in orderpreserving bijection with the set of faces
Proof. By Definition 3.6,
′ is a chamber of A XC , then the same is true for E ′ , since they are opposite with respect to F and F ⊆ X C (by Lemma 4.1). Let 
XC . The second part is mostly a rewriting of Corollary 4.4, but some care should be taken since we are passing from the arrangement A to the arrangement A XC . To avoid confusion, in A XC write supp ′ and s ′ in place of supp and s. Given a face F ⊆ X C , we need to prove that supp(F ) ⊆ s(C, E) in A if and only if supp
Constructing an acyclic matching on η −1 C (E) is then the same as constructing an acyclic matching on the set of faces of E ′ given by Corollary 4.5. We start by considering the special case E ′ = C ′ .
Lemma 4.6. Suppose that the fiber η −1
C (E) is non-empty. Then E ′ = C ′ if and only if E is the chamber opposite to C with respect to X C . In this case, η −1
Proof. If E is opposite to C with respect to X C , then clearly
As in the proof of Corollary 4.5, we have that
In other words, the chambers
C, D and E all contain the face
This means that E is the opposite of C with respect to X C . The previous argument also shows that η
In particular, for every chamber C there is exactly one fiber η −1
This fiber contains exactly one cell, which is going to be critical with respect to our matching.
Consider now the case E ′ = C ′ . In view of Corollary 4.5, we work with the restricted arrangement A XC in X C . Until Lemma 4.8, all our notations (for example, supp(F ) and s(C ′ , E ′ )) are intended with respect to the arrangement A XC . In what follows, we make use of the definitions and facts of Section 2.3.
Lemma 4.7. Let y C ′ be a point in the interior of C ′ . The faces F E ′ such that supp(F ) ⊆ s(C ′ , E ′ ) are exactly the faces of E ′ that are visible from y C ′ .
Proof. Suppose that supp(F ) ⊆ s(C ′ , E ′ ). In particular, for every facet G ⊇ F of E ′ , the hyperplane |G| ∈ A XC separates C ′ and E ′ and so G is visible from y C ′ . Then F is visible from y C ′ .
Conversely, suppose that F is visible from y C ′ . Denote by B ⊆ supp(F ) the set of hyperplanes |G| where G ⊇ F is a facet of E ′ . All the facets G ⊇ F of E ′ are visible from y C ′ , so the hyperplanes |G| separate C ′ and E ′ . In other words,
and π |F | (E ′ ) are therefore opposite to each other, and B is the set of their walls. Then every hyperplane in supp(F ) separates C ′ and E ′ .
Fix an arbitrary point y C ′ in the interior of C ′ . By the previous lemma, the faces F given by Corollary 4.5 are exactly the faces of E ′ that are visible from y C ′ . See Figure 5 for an example.
The idea now is that, if E ′ is bounded, the boundary of E ′ is shellable and we can use a shelling to construct an acyclic matching on the set of visible faces. We first need to reduce to the case of a bounded chamber (i.e. a polytope). faces ofẼ that are visible from y C ′ is isomorphic to the poset of faces of E ′ that are visible from y C ′ .
Proof. Let X C ∼ = R k . Let Q be a finite set of points which contains y C ′ and a point in the relative interior of each visible face of E ′ . For i = 1, . . . , k, define q i ∈ R as the minimum of all the i-th coordinates of the points in Q, and q i as the maximum. Choose A ′ as the set of the 2k hyperplanes of the form {x i = q i − 1} and {x i = q i + 1}, for i = 1, . . . , k. LetẼ be the chamber of A XC ∪ A ′ that contains Q \ {y C ′ }. By construction,Ẽ is bounded and is contained in E ′ . See Figure 6 for an example.
The walls of E ′ and ofẼ are related as follows:
The hyperplanes in W E ′ separate y C ′ andẼ, whereas the hyperplanes in A ′′ do not. This means that a facetG ofẼ is visible if and only if |G| ∈ W E ′ . There is a natural order-preserving (and rank-preserving) injection ϕ from the set V of the visible faces F of E ′ to the set of faces ofẼ, which maps a face F to the unique faceF ofẼ such that F ∩ Q ⊆F ⊆ F . We want to show that the image of ϕ coincides with the set of visible faces ofẼ.
Consider a facetG ofẼ. ThenG is in the image of ϕ if and only if |G| ∈ A ′′ , which happens if and only ifG is visible.
Consider now a generic faceF ofẼ. IfF = ϕ(F ) for some F ∈ V, then Q∩F ⊆F and soF is not contained in any hyperplane of A ′′ . Then all the facetsG ⊇F of E are visible, and soF is visible. Conversely, ifF is not in the image of ϕ, thenF is contained in some hyperplane of A ′′ and therefore also in some non-visible facet G. ThenF is not visible.
We now show that the poset of visible faces of a polytope admits an acyclic matching such that no face is critical. We will use this result on the polytopeẼ, in order to obtain a matching on the fiber η −1
Theorem 4.9. Let X be a k-dimensional polytope in R k , and let y ∈ R k be a point outside X that does not lie in the affine hull of any facet of X. Then there exists an acyclic matching on the poset of faces of X visible from y such that no face is critical.
Proof. By [Zie12, Theorem 8.12] and [Zie12, Lemma 8.10], there is a shelling G 1 , . . . , G s of ∂X such that the facets visible from y are the last ones. Suppose that G t , G t+1 , . . . , G s are the visible facets. Notice that there is at least one visible facet and at least one non-visible facet. In particular, the first facet G 1 is not visible and the last facet G s is visible. In other words, we have 2 ≤ t ≤ s.
In [Del08, Proposition 1] it is proved that a shelling of a regular CW complex Y induces an acyclic matching on the poset of cells (P, <) of Y (augmented with the empty face ∅), with critical cells corresponding to the spanning facets of the shelling. In our case, Y = ∂X is a regular CW decomposition of a sphere, so the only spanning facet of a shelling is the last one (see for example [Del08, Lemma 2.13]).
Let M be an acyclic matching on ∂X induced by the shelling G 1 , . . . , G s , as in [Del08, Proposition 1]. We claim that the construction of [Del08] produces a matching which is homogeneous with respect to the grading ϕ : (P, <) → {1, . . . , s} given by ϕ(F ) = min{i ∈ {1, . . . , s} | F ≤ G i }. To prove this, we need to briefly go through the construction of M. The first step [Del08, Lemma 2.10] is to construct a total order ⊏ i on each P i (the set of faces of codimension i). The order ⊏ 0 is simply the shelling order of the facets. It follows from the recursive construction of ⊏ i that each ϕ| Pi : (P i , ⊏ i ) → {1, . . . , s} is orderpreserving. Then the linear extension ⊳ of P constructed in [Del08, Definition 2.11] is such that ϕ : (P, ⊳) → {1, . . . , s} is also order-preserving. By construction of the matching [Del08, Lemma 2.12], if (p, q) ∈ M (with p ≥ q) then p ⊳ q. From this we obtain ϕ(p) ≥ ϕ(q) and ϕ(p) ≤ ϕ(q), so ϕ(p) = ϕ(q). Therefore the matching is homogeneous with respect to ϕ.
The set of visible faces of X is ϕ −1 ({t, . . . , s}) ∪ {X}. Notice that the empty face ∅ belongs to ϕ −1 (1), so it does not appear in ϕ −1 ({t, . . . , s}) because t ≥ 2. Let M ′ be the restriction of M to ϕ −1 ({t, . . . , s}). This is an acyclic matching on ϕ −1 ({t, . . . , s}) with exactly one critical face, the facet G s . Then M ′ ∪ {(X, G s )} is an acyclic matching on the poset of visible faces of X such that no face is critical.
We are finally able to attach the matchings on the fibers η −1 C (E), using the previous results of this section.
Theorem 4.10. Let A be a locally finite hyperplane arrangement, and let ⊣ be a valid order of the set of chambers C(A). For every chamber C ∈ C(A), there exists a proper acyclic matching on N (C) such that the only critical cell is C, F C . The union of these matchings forms a proper acyclic matching on Sal(A) with critical cells in bijection with the chambers.
Proof. Consider the map η : Sal(A) → C × C defined as
where C ∈ C is the chamber such that D, F ∈ N (C). Corollary 4.5 provides a description of the non-empty fibers η −1 (C, E), since by definition we have η −1 (C, E) = η −1
C (E). By Lemma 4.6, we know that for every C ∈ C there is exactly one non-empty fiber such that E ∩ X C = C ∩ X C , and this fiber contains the single cell C, F C . By Lemma 4.7 and Lemma 4.8, every other non-empty fiber η −1 (C, E) is isomorphic to the poset of visible faces of some polytope in X C (with respect to some external point not lying on the affine hull of the facets). Finally, by Theorem 4.9, this poset admits an acyclic matching with no critical faces.
We want to use the Patchwork Theorem (Theorem 2.7) to attach these matchings together. To do so, we first need to define a partial order on C × C that makes η a poset map. The order ≤ on C × C is the transitive closure of:
(here we denote by the "less than or equal to" with respect to the total order ⊣).
To prove that η is a poset map, suppose to have
is a lower ideal of Sal(A), we immediately obtain that D ′ , F ′ ∈ S(C) and thus C ′ C. Then, Lemma 4.2 implies that E ′ ≤ C E. Therefore (C ′ , E ′ ) ≤ (C, E). By the Patchwork Theorem, the union of the matchings on the fibers of η forms an acyclic matching on Sal(A), with critical cells in bijection with the chambers.
We now need to prove that this matching is proper. To do so, we prove that the (C × C)-grading η is compact. Since every fiber η −1 (C, E) is finite by Lemma 4.3, we only need to show that the poset (C × C) ≤(C,E) is finite for every pair of chambers (C, E).
We prove this by double induction, first on the chamber C (with respect to the order ⊣) and then on m = |s(C, E)|. The base case C = C 0 and m = 0 is trivial, since E = C 0 .
We want now to prove the induction step. Given a pair (C, m) ∈ C × N, suppose that the claim is true for every pair (C ′ , m ′ ) such that either C ′ ⊣ C, or C ′ = C and m ′ < m. For every chamber E with |s(C, E)| = m we have that
This is a union of a finite number of sets, and by induction hypothesis every set
By the Patchwork Theorem, the matchings on the fibers η −1 (C, E) can be attached together to form a proper acyclic matching on Sal(A). By construction, this matching is a union of proper acyclic matchings on the subposets N (C) for C ∈ C, each of them having C, F C as the only critical cell.
We end this section with a few remarks. We are not going to use them in the rest of this paper, but they are interesting by themselves (especially in relation with [Del08] ).
The first remark is that, without the need of a valid order, the results of this section allow to obtain a proper acyclic matching on S(C 0 ) (for any chamber C 0 ∈ C) with the single critical cell C 0 , C 0 . This is because N (C 0 ) = S(C 0 ), and in the construction of the matching on N (C 0 ) we do not use the existence of a valid order that begins with C 0 . As noted in Section 3, there is a natural poset isomorphism S(C 0 ) ∼ = F for every chamber C 0 ∈ C. Then the existence of an acyclic matching on S(C 0 ) can be stated purely in terms of F , without speaking of the Salvetti complex. This result appears in [Del08, Theorem 3.6] in the case of the face poset of an oriented matroid.
The second remark is that, given a valid order ⊣ of C and a chamber C ∈ C, the poset N (C) is isomorphic to F (A XC ). This is the analogue of [Del08, Lemma 4.20].
Lemma 4.12. Suppose that ⊣ is a valid order of C. For every chamber C ∈ C there is a poset isomorphism
Proof. The isomorphism in the left-to-right direction sends a cell D, F ∈ N (C) to the face F , which is in F (A XC ) by Lemma 4.1. The inverse map sends a face F ∈ F (A XC ) to the cell C.F, F , which is in N (C) by definition of S(C) and by Lemma 4.1. These maps are order-preserving.
Together, Lemma 4.12 and Theorem 4.11 give an alternative (but equivalent) construction of our matching on Sal(A), closer to the approach of [Del08] .
Euclidean matchings
In this section we are going to construct a valid order ⊣ eu of the set of chambers C, for any locally finite arrangement A, using the Euclidean distance in R n . Then we are going to prove that the matching induced by this order (given by Theorem 4.10) yields a minimal Morse complex.
Denote by d the Euclidean distance in R n . Also, if K is a closed convex subset of R n , denote by ρ K (x) the projection of a point
The first step is to prove that there exist a lot of generic points with respect to the arrangement A. For this, we need the following technical lemma. By measure we always mean the Lebesgue measure in R n .
Lemma 5.1. Let K 1 and K 2 be two closed convex subsets of R n . Let
Then S has measure zero.
Proof. This proof was suggested by Federico Glaudo.
19], and its gradient in a point x ∈ K i is the versor with direction x − ρ Ki (x).
Let
. On this set, the function f is differentiable and its gradient does not vanish. It is known that the gradient of f must vanish almost everywhere on A ∩ f −1 (0) [EG92, Corollary 1 of Section 3.1], hence A ∩ f −1 (0) has measure zero.
It is easy to check that the points in K 1 ∪ K 2 cannot belong to S. Then S = A ∩ f −1 (0) has measure zero.
Lemma 5.2 (Generic points)
. Given a locally finite hyperplane arrangement A in R n , let G ⊆ R n be the set of points x ∈ R n such that:
Then the complement of G has measure zero. In particular, G is dense in R n .
Proof. Given C, C ′ ∈ C, let S C,C ′ be the set of points x ∈ R n such that d(x, C 1 ) = d(x, C 2 ) and ρ C1 (x) = ρ C2 (x). By Lemma 5.1, every S C,C ′ has measure zero.
Similarly
We have that T L,L ′ is an affine subspace of R n of codimension at least 1, and in particular it has measure zero. The complement of G is the union of all the sets S C,C ′ for C,
L. This is a finite or countable union of sets of measure zero, hence it has measure zero.
We call generic points the elements of G, as defined in Lemma 5.2. Notice that, by condition (ii) with L = R n , a generic point must lie in the complement of A.
Remark 5.3. An equivalent definition of a generic point is the following: x 0 ∈ R n is generic with respect to A if and only if every flat of A has a different distance from x 0 . Indeed, this definition immediately implies condition (ii) of Lemma 5.2. It also implies condition (i), because for any chamber C we have d(x 0 , C) = d(x 0 , L) where L is the smallest flat that contains ρ C (x 0 ). Conversely, suppose that x 0 satisfies both conditions (i) and
, by condition (ii) the projections ρ L (x 0 ) and ρ L ′ (x 0 ) must lie in the relative interior of faces F, F ′ ∈ F with |F | = L and |F ′ | = L ′ . Defining C as the chamber containing F and with the greatest distance from x 0 , we immediately obtain that ρ L (x 0 ) = ρ C (x 0 ). If C ′ in defined in the same way (using F ′ and L ′ ), the chambers C and
With this equivalent definition, it is possible to prove Lemma 5.2 in an alternative way without using Lemma 5.1 (cf. Lemma 5.11).
We are now able to define Euclidean orders.
Definition 5.4 (Euclidean orders).
A total order ⊣ eu of the set of chambers C is Euclidean if there exists a generic point
The point x 0 is called a base point of the Euclidean order ⊣ eu .
In other words, a Euclidean order is a linear extension of the partial order on
, for some fixed generic point x 0 ∈ R n . In particular, for every generic point x 0 there exists at least one Euclidean order with x 0 as a base point. Since the set of generic points is dense, we immediately get the following corollary.
Corollary 5.5. For every chamber C 0 ∈ C, there exists a Euclidean order ⊣ eu that starts with C 0 .
Proof. It is enough to take the base point x 0 in the interior of the chamber C 0 .
See Figure 7 for an example of a Euclidean order. We now prove that every Euclidean order is valid, in the sense of Definition 3.6. Theorem 5.6. Let ⊣ eu be a Euclidean order with base point x 0 . For every chamber C, let x C = ρ C (x 0 ) and let F C be the smallest face of C that contains x C . Then J (C) is the principal upper ideal generated by X C = |F C |. Therefore ⊣ eu is a valid order.
Proof. First we want to prove that X C ∈ J (C). This is equivalent to proving that for every chamber C ′ ⊣ eu C there exists a hyperplane H ∈ supp(X C ) ∩ s(C, C ′ ). We have that ρ XC (x 0 ) = x C because F C is the smallest face that contains x C . Then it is also true that ρ πX C (C) (x 0 ) = x C . Given a chamber C ′ ⊣ eu C, we have two possibilities.
•
, because all the points of π XC (C) have distance at least d(x 0 , C) from x 0 . This means that there exists a hyperplane H ∈ supp(X C ) = A XC which separates C and C ′ .
. Since x 0 is a generic point, we have that
Then F C is a common face of C and C ′ , and every hyperplane in s(C, C ′ ) contains F C .
Now we want to prove that X ⊆ X C for every X ∈ J (C). Suppose by contradiction that X X C for some X ∈ J (C). In particular, X C = R n and thus x 0 = x C . We first prove that supp(X C ∪ X) is non-empty.
Let C ′ be the chamber of A such that x 0 ∈ π XC (C ′ ) and
, the entire line segment ℓ from x 0 to x C is contained in
Since X ∈ J (C), there exists a hyperplane H ∈ supp(X) ∩ s(C, C ′ ). We also have that F C ⊆ C ∩ C ′ , and thus X C ⊆ H.
Consider now the flat X ′ = ∩ {Z ∈ L | X C ∪ X ⊆ Z}, i.e. the meet of X C and X in L. The flat X ′ is contained in the hyperplane H constructed above, so in particular X ′ = R n . In addition, since X X C , X ′ is different from X C . Then the point y 0 = ρ X ′ (x 0 ) is different from x C , and we have d(x 0 , y 0 ) < d(x 0 , x C ), because x 0 is generic (see condition (ii) of Lemma 5.2). Let F be the smallest face that contains the line segment [x C , x C + ǫ(y 0 − x C )] for some ǫ > 0. By construction, for every chamber C ′′ such that C ′′ F we have that C ′′ ⊣ eu C. This holds in particular for C ′′ = C.F . Then we have supp(F ) ∩ s(C, C ′′ ) = ∅. Since X ∈ J (C) and C ′′ ⊣ eu C, there exists a hyperplane H ∈ supp(X) ∩ s(C, C ′′ ). By construction, x C ∈ C ∩ C ′′ and then X C is contained in every hyperplane of s(C, C ′′ ). In particular, X C ⊆ H. Therefore X C ∪ X ⊆ H, which means that H ∈ supp(X C ∪ X) ⊆ supp(X ′ ). Both x C and y 0 belong to X ′ , hence F ⊆ X ′ . Putting everything together, we get
This is a contradiction.
Since Euclidean orders are valid, we are able to construct acyclic matchings on the Salvetti complex of any arrangement.
Definition 5.7 (Euclidean matchings). Let A be a locally finite hyperplane arrangement in R n . We say that an acyclic matching M on Sal(A) is a Euclidean matching with base point x 0 ∈ R n if:
(i) the point x 0 is generic with respect to A; (ii) M is homogeneous with respect to the poset map η : Sal(A) → C × C induced by a Euclidean order ⊣ eu with base point x 0 (defined as in the proof of Theorem 4.10); (iii) there is exactly one critical cell C, F C for every chamber C ∈ C, where F C is the smallest face of C that contains ρ C (x 0 ). Notice that, by condition (ii), a Euclidean matching is also proper.
Theorem 5.8. Let A be a locally finite arrangement in R n . For every generic point x 0 ∈ R n , there exists a Euclidean matching on Sal(A) with base point x 0 .
Proof. It follows from Theorems 4.10 and 5.6.
Remark 5.9. For a given generic point x 0 , there might be more than one Euclidean order ⊣ eu with base point x 0 . Nonetheless, all Euclidean orders with a given base point produce the same faces F C (by Theorem 5.6) and the same critical cells (by Theorem 4.10). The decomposition
also depends only on x 0 (by Lemma 4.1), and therefore the definition of a Euclidean matching is not influenced by the choice of ⊣ eu (once the base point x 0 is fixed).
We are going to prove that a Euclidean matching yields a minimal Morse complex. In order to do so, we first prove two lemmas about generic points.
Lemma 5.10. Let x 0 ∈ R n . If x 0 is generic with respect to an arrangement A, then it is also generic with respect to any subarrangement A ′ ⊆ A.
Proof. Condition (i) for A ′ holds because a chamber of A ′ is a union of chambers of A. Condition (ii) follows from the fact that L(A ′ ) ⊆ L(A).
Lemma 5.11. Let A be a locally finite arrangement in R n , and let x 0 ∈ R n be a generic point with respect to A. Let H ⊆ (R n \ {0}) × R ⊆ R n+1 be the set of elements (a 1 , . . . , a n , b) such that x 0 is generic also with respect to the arrangement A ∪ {H}, where H is the hyperplane defined by the equation a 1 x 1 + · · · + a n x n = b. Then the complement of H in R n+1 has measure zero. In particular, H is dense in R n+1 .
Proof. In this proof we use the equivalent definition of a generic point given in Remark 5.3. Assume that H intersects generically every flat X ∈ L(A), i.e. codim(X ∩ H) = codim(X) + 1. These conditions exclude a subset of measure zero in R n+1 . Since x 0 is generic with respect to A, the distances between x 0 and the flats of A are all distinct. Consider now a flat of A ∪ {H} of the form X ∩ H, for some flat X ∈ L(A) of dimension ≥ 1. The squared distance d 2 (x 0 , X ∩ H) is a rational function of the coefficients (a 1 , . . . , a n , b) that define H.
Given two flats X, Y ∈ L(A) with dim(X) ≥ 1, the condition d 
can be written as a polynomial equation q(a 1 , . . . , a n , b) = 0. Up to exchanging X and Y , we can assume that
). Therefore the polynomial q is not identically zero, and the zero locus of q has measure zero.
Then the complement of H is contained in a finite or countable union of sets of measure zero, thus it has measure zero.
Theorem 5.12 (Minimality). Let A be a locally finite hyperplane arrangement in R n , and let M be a Euclidean matching on Sal(A) with base point x 0 . Then the associated Morse complex Sal(A) M is minimal (i.e., all the incidence numbers vanish).
Proof. If the arrangement A is finite, it is well know that the sum of the Betti numbers of Sal(A) is equal to the number of chambers [OS80, Zas97] . By Theorem 4.10, the critical cells of M are in bijection with the chambers. Then the Morse complex is minimal.
Suppose from now on that A is infinite. Fix a chamber C ∈ C, and consider the associated critical cell C, F C ∈ N (C). Recall from the proof of Theorem 4.10 the definition of the poset map η : Sal(A) → C × C, and let (C, E) = η( C, F C ). Since the matching is proper, the set η −1 ((C × C) ≤(C,E) ) is finite. Consider now the finite set of faces
Let B ⊆ R n be an open Euclidean ball centered in x 0 that contains the projection ρ F (x 0 ) for every face F ∈ U. LetĀ be a set of n + 1 hyperplanes that do not intersect B, such that: x 0 is still generic with respect to A ∪Ā; the chamber K of the arrangementĀ containing B is bounded. Such an arrangementĀ exists thanks to Lemma 5.11. Consider the finite arrangement
and let F K ⊆ F (A) be the set of faces of A that intersect the interior of K. Notice that, by construction, we have U ⊆ F K . In addition, there is a natural orderpreserving and rank-preserving injection ϕ :
The image of ϕ consists of the faces of A ′ that intersect the interior of K. By construction and Lemma 5.10 x 0 is still generic with respect to A ′ and all the chambers D ∈ C(A) with d(x 0 , D) ≤ d(x 0 , C) intersect the interior of K. Then, given a Euclidean order ⊣ eu of C(A) with base point x 0 , there exists a Euclidean order ⊣ ′ eu of C(A ′ ) with base point x 0 such that ϕ is an order-preserving bijection between the initial segment of (C(A), ⊣ eu ) up to C and the initial segment of
. Since U ⊆ F K , the map ϕ induces an order-preserving and orientation-preserving injection ψ :
. By definition of S, a fiber of η is either disjoint from S or entirely contained in S. Therefore, a non-critical cell of S is matched with another cell of S.
We now use the order ⊣ 
. By Corollary 4.5 and Lemma 4.7, the fiber η ′−1 (C ′ , E ′ ) is isomorphic to the poset of faces of E ′ ∩ X C ′ visible from some point y C ′ in the relative interior of C ′ ∩ X C ′ . By construction of A ′ , the map ϕ induces a bijection between the faces of E ′ ∩ X C ′ visible from y C ′ and the faces ofĒ ∩ XC =Ē ∩ X C ′ visible from y C ′ : if F is a visible face ofĒ ∩ X C ′ , then F ∈ U and so ϕ(F ) is still visible; conversely, a visible face F ′ of E ′ ∩ XC cannot be contained in any hyperplane ofĀ, and by construction of A ′ it must also be a face ofĒ. Therefore the fiber η ′−1 (C ′ , E ′ ) is the isomorphic image of the fiber η −1 (C,Ē) under the map ψ. We have proved that a fiber of η ′ is either disjoint from S ′ or entirely contained in S ′ . Then we can choose the Euclidean matching M ′ so that its restriction to S ′ coincides with the image of the restriction of M to S under the isomorphism
such that there is at least one alternating path from C, F C to D, G . Since M is homogeneous with respect to η, every alternating path starting from C, F is entirely contained in S. In particular, D, G ∈ S. Then the map ψ : S → S ′ induces a bijection between the alternating paths from C, F to D, G in Sal(A) (with respect to the matching M) and the alternating paths from ψ( C, F ) to ψ( D, G ) in Sal(A ′ ) (with respect to the matching M ′ ). In particular, the incidence number between C, F and D, G in the Morse complex Sal(A) M is the same as the incidence number between ψ( C, F ) and ψ( D, G ) in the Morse complex Sal(A ′ ) M ′ . Since A ′ is finite, the Morse complex Sal(A ′ ) M ′ is minimal and all its incidence numbers vanish. Therefore the incidence number between C, F and D, G in Sal(A) M also vanishes.
The following result is a direct consequence of Theorems 5.8 and 5.12. It gives a simple geometric way to compute the Betti numbers of the complement of an arrangement.
Corollary 5.13 (Betti numbers). Let A be a (locally) finite hyperplane arrangement in R n , and let x 0 ∈ R n be a generic point. The k-th Betti number of the complement M (A) is equal to the number of chambers C such that the projection
Figure 7. Euclidean order with respect to x 0 . The faces F i = F Ci defined in Theorem 5.6 are highlighted in red.
ρ C (x 0 ) lies in the relative interior of a face F C of codimension k. Equivalently, the Poincaré polynomial of A is given by
Example 5.14. Consider the line arrangement A of Figure 7 . For the given generic point x 0 in the interior of C 0 , the computation of the Betti numbers b i according to Corollary 5.13 goes as follows: there is one chamber (namely C 0 ) such that the projection of x 0 lies in its interior, so b 0 = 1; there are four chambers (namely C 1 , C 2 , C 3 and C 5 ) such that the projection of x 0 lies in the interior of a 1-dimensional face, so b 1 = 4; finally, for the remaining chambers (C 4 , C 6 , C 7 , C 8 and C 9 ) the projection of x 0 is a 0-dimensional face, so b 2 = 5.
Remark 5.15. For any choice of the generic point x 0 , the only chamber that contributes to the 0-th Betti number is the one containing x 0 . In addition, for every hyperplane H ∈ A there is exactly one chamber C such that ρ C (x 0 ) ∈ H and ρ C (x 0 ) ∈ H ′ for every H ′ ∈ A \ {H}. Therefore Corollary 5.13 immediately implies the well-known facts that b 0 (A) = 1 and b 1 (A) = |A|.
Brieskorn's Lemma and naturality
In this section we are going to relate the Morse complex of A, constructed using a Euclidean matching, to the Morse complexes of subarrangements A X .
Given a flat X ∈ L(A), for every faceF ∈ F (A) such that |F | = X there is a natural inclusion of Sal(A X ) into Sal(A). It maps a cell D, G ∈ Sal(A X ) to the unique cell C, F ∈ Sal(A) such thatF ⊆ F ⊆ G, dim F = dim G, and C ⊆ D. We call this the inclusion of Sal(A X ) into Sal(A) aroundF . Geometrically, this corresponds to including the complement of A C X , intersected with a neighbourhood of some point in the interior ofF , into M (A). The inclusions Sal(A X ) ֒→ Sal(A) that we are going to consider in this section are always of this type, for some facē F ∈ F (A) with |F | = X.
Recall from Definition 5.7 that a Euclidean matching has a critical cell C, F C ∈ Sal(A) for every chamber C, where F C is the smallest face of C containing ρ C (x 0 ). Every critical cell C, F C is thus associated to a flat X C = |F C |. Conversely, given a flat X ∈ L(A), the critical cells C, F C associated to X are exactly those for which ρ C (x 0 ) = ρ X (x 0 ). This simple observation yields a proof of Brieskorn's Lemma, a classical result in the theory of hyperplane arrangements due to Brieskorn [Bri73] . See also [OT13, Lemma 5 .91] and [CD17, Proposition 3.3.3].
Lemma 6.1 (Brieskorn's Lemma [Bri73] ). Let A be a locally finite arrangement in R n . For every k ≥ 0, there is an isomorphism
induced by suitable inclusions j X : Sal(A X ) ֒→ Sal(A) of CW complexes. The inverse isomorphism θ −1 k is induced by the natural inclusion maps i X :
Proof. Let x 0 ∈ R n be a generic point with respect to A, and let M be a Euclidean matching on Sal(A) with base point x 0 . Let X ∈ L k be a flat of codimension k. By Lemma 5.10, the point x 0 is generic also with respect to the subarrangement A X . Consider the inclusion j X : Sal(A X ) ֒→ Sal(A) around the unique face of A containing the projection ρ X (x 0 ). Let M X be a Euclidean matching on Sal(A X ) with base point x 0 .
All homology groups in this proof are with integer coefficients. By Theorem 5.12, we have that H k (Sal(A)) is a free abelian group generated by elements of the form
for each critical k-cell C, F C of Sal(A). Similarly, for every flat X ∈ L k , we have that H k (Sal(A X )) is a free abelian group generated by elements of the same form as above, one for every critical k-cell of Sal(A X ). The critical k-cells of Sal(A X ) are in bijection (through the map j X ) with the critical k-cells C, F of Sal(A) such that |F | = X. Then the inclusions j X induce an isomorphism
be the homotopy equivalences constructed in [Sal87] . Then the composition
is the isomorphism θ k as in the statement.
By naturality of Salvetti's construction, the following diagram is commutative up to homotopy.
Looking at the induced commutative diagram in homology, we obtain that the inverse isomorphism θ −1 k is induced by the inclusion maps i X .
Remark 6.2. With an idea similar to the one employed in the previous proof, it might be possible to derive a version of Brieskorn's Lemma for abstract oriented matroids. We leave this as a potential direction for future works.
If we fix a flat X ∈ L(A), it is possible to choose the base point x 0 so that the Morse complex of Sal(A X ) injects into the Morse complex of Sal(A). We prove this naturality property in the following lemma.
Lemma 6.3. Let X ∈ L(A) be a flat, and fix an inclusion j : Sal(A X ) ֒→ Sal(A) around some faceF with |F | = X. There exist Euclidean matchings M X and M, on Sal(A X ) and Sal(A) respectively, such that:
(i) they share the same base point x 0 ; (ii) j(M X ) ⊆ M; (iii) the inclusion j induces an inclusion of the Morse complex of Sal(A X ) into the Morse complex of Sal(A).
Proof. Let x 0 ∈ R n be a generic point such that d(x 0 ,F ) < d(x 0 , H) for every hyperplane H ∈ A\A X (the existence of x 0 follows from Lemma 5.2). For example, we can choose a point y in the relative interior ofF , and then take x 0 in a small neighbourhood of y.
Let ⊣ eu and ⊣ ′ eu be Euclidean orders with base point x 0 on C(A) and C(A X ), respectively. Notice that, by construction of x 0 , the total order ⊣ eu starts with the chambers containingF .
Let η : Sal(A) → C(A) × C(A) be the poset map defined in the proof of Theorem 4.10, induced by the total order ⊣ eu . Let η ′ : Sal(A X ) → C(A X ) × C(A X ) be the analogous poset map for the arrangement A X , induced by the total order ⊣ ′ eu . Then, for every pair of chambers C, E ∈ C(A) containingF , we have
In other words, the inclusion j maps fibers of η ′ to fibers of η. Notice that, by Remark 5.9, these fibers only depend on x 0 and not on the particular choices of the Euclidean orders ⊣ eu and ⊣ ′ eu . Let M X be a Euclidean matching on Sal(A X ) with base point x 0 . Recall that a Euclidean matching on Sal(A) with base point x 0 is constructed on the fibers of η (see Definition 5.7). Then there exists a Euclidean matching M on Sal(A) with base point x 0 that contains j(M X ).
The alternating paths in Sal(A) starting from cells in the subcomplex j(Sal(A X )) remain in this subcomplex. Therefore j induces an inclusion of the Morse complex of Sal(A X ) (with respect to the matching M X ) into the Morse complex of Sal(A) (with respect to the matching M).
Local homology of line arrangements
Let A be a locally finite line arrangement in R 2 . In this section we are going to describe the algebraic Morse complex (associated to a Euclidean matching) that computes the homology of the complement M (A) with coefficients in an abelian local system. Then we are going to compare the obtained complex with the algebraic complex of Gaiffi and Salvetti [GS09] , which is based on the polar matching of Salvetti and Settepanella [SS07] .
An abelian local system L on M (A) is determined by the elements t ℓ ∈ Aut(L) associated to elementary positive loops around every line ℓ ∈ A (cf. We refer to [SS07, Section 5] for a detailed explanation of how to compute these incidence numbers, given an acyclic matching on the Salvetti complex Sal(A). We only make the following substantial change of convention with respect to [SS07, GS09] : given a cell C, F , we choose as its representative point the 0-cell C F , C F , where C F is the chamber opposite to C with respect to F (the role of the representative point is thoroughly described in [Ste43, Section 9]). It is more convenient to choose C F , C F instead of C, C , because in this way two matched cells have the same representative point.
We 
where [ D, G : C, F ] Z = ±1 denotes the integral incidence number in Sal(A). Let x 0 ∈ R 2 be a generic point with respect to the line arrangement A, and fix a Euclidean matching M on the Salvetti complex Sal(A) with base point x 0 . Let C 0 be the chamber containing x 0 (this is the first chamber in any Euclidean order with base point x 0 ). Recall that the matching M is constructed on the fibers of the map η : Sal(A) → C × C.
To compute the algebraic Morse complex (see [Koz08, Definition 11 .23]), we first need to describe the alternating paths between critical cells. The alternating paths between a critical 1-cell C, F and the only critical 0-cell C 0 , C 0 are particularly simple, since all the 0-cells are in N (C 0 ).
Lemma 7.1. Let C, F be a critical 1-cell. Denote by C ′ the unique chamber containing F other than C. There are exactly two alternating paths from C, F to the only critical 0-cell C 0 , C 0 :
(after C ′ , C ′ , they continue in the same way).
Proof. Since C, F is critical, the line |F | separates C and C 0 . In the boundary of the 1-cell C, F there are the two 0-cells C, C and C ′ , C ′ . The 0-cell C, C is matched with the 1-cell C ′ , F , because these are the unique cells in the fiber η −1 (C 0 , C). Then an alternating path starting with C, F ց C, C is forced to continue with ր C ′ , F ց C ′ , C ′ . After C ′ , C ′ there is exactly one way to continue the path, because every non-critical 0-cell is matched with some 1-cell, and this 1-cell has exactly one other 0-cell in the boundary. Since the matching is proper, one such path must eventually reach the critical 0-cell C 0 , C 0 .
We can use the previous lemma to compute the boundary ∂ 1 . The resulting formula coincides with the one of [GS09, Proposition 4.1].
Proposition 7.2. The incidence number between a critical 1-cell C, F and the only critical 0-cell C 0 , C 0 in the Morse complex is given by
Proof. The orientation of a 1-cell C ,F is defined so that [ C ,F , CF ,CF ] Z = 1. Now, if C ,F ∈ N (C 0 ), thenC is closer to C 0 with respect toCF and so we have that:
By Lemma 7.1 we see that there are exactly two alternating paths between C, F and C 0 , C 0 , and by [Koz08, Definition 11.23] the incidence number in the Morse complex is given by
Since |F | ∈ s(C 0 , C) ∩ s(C F , C), the first term is
The second term is given by
Now we want to compute the boundary ∂ 2 . To simplify the notation, denote a 2-cell D, {p} also by D, p , where p ∈ R 2 is the intersection point of two or more lines of A.
It is convenient to assign the orientation of the 2-cells so that they behave well with respect to the matching. Given a 2-cell D, p ∈ N (C 0 ), we choose the orientation in the following way. Let ℓ, ℓ ′ be the two walls of D that pass through p. Let ℓ be the one that does not separate D from C 0 if it exists, or otherwise the closest one to x 0 . Then the orientation of D, p is the one for which [ D, p , D, ℓ ] Z = 1. The orientation of the 2-cells in N (C 0 ) is assigned arbitrarily.
The reason of this choice is that the incidence number between two matched cells is always +1. Indeed, if C ′ is the chamber such that
We are going to show that there is a correspondence between alternating paths from critical 2-cells to critical 1-cells and certain sequences of elements of L 1 (A).
Consider an alternating path of the form
where D, p is a critical 2-cell and C n , F n is a critical 1-cell. By construction of the matching, none of the cells in (7.1) belongs to N (C 0 ). We have that the starting cell D, p and the sequence (F 1 , . . . , F n ) uniquely determine the alternating path. This is because for each i there are only two cells of the form C ′ , F i for some C ′ ∈ C, and one of these cells is in N (C 0 ). Then C i is uniquely determined by F i for every i, and D i , p i is the cell matched with C i , F i .
We are now going to describe which sequences in L 1 (A) give rise to an alternating path. Given a face F ∈ L 1 (A), let ℓ = |F |. If ρ ℓ (x 0 ) / ∈ F , we denote by p(F ) the endpoint of F which is closer to ρ ℓ (x 0 ). In addition, let C(F ) be the unique chamber containing F such that C(F ), F / ∈ N (C 0 ).
Definition 7.3. Given two different faces F, G ∈ L 1 (A), we write F → G if • F ∩ G = {p(F )};
• |F | = |G|, or F and C 0 lie in the same half-plane with respect to |G|.
Lemma 7.4. Let D, p be a critical 2-cell and C, F a critical 1-cell. The alternating paths between D, p and C, F are in one to one correspondence with the sequences in L 1 (A) of the form (F 1 → F 2 → . . . → F n = F ) such that C(F 1 ), F 1 < D, p .
Proof. Consider an alternating path as in (7.1). We have already seen that such a path is completely determined by the starting cell D, p and by the sequence (F 1 , . . . , F n ). Clearly the condition C(F 1 ), F 1 < D, p must be satisfied. We want to show that F i → F i+1 for each i = 1, . . . , n − 1. Let E i be the chamber opposite to C(F i ) with respect to F i . By construction of the matching, it is immediate to see that the cell C(F i ), F i is matched with D(F i ), p(F i ) , where D(F i ) is the chamber opposite to E i with respect to p(F i ).
By hypothesis we have that C(F i+1 ), F i+1 < D(F i ), p(F i ) which implies that F i ∩ F i+1 = {p(F i )} and that D(F i ).F i+1 = C(F i+1 ). Since C(F i+1 ), F i+1 / ∈ N (C 0 ), we have that C 0 and C(F i+1 ) are in opposite half-planes with respect to |F i+1 |. The same is true for F i and C(F i+1 ), because D(F i ) and F i are in opposite half-planes with respect to |F i+1 |, unless F i ⊂ |F i+1 |. Then we have that F i → F i+1 .
Conversely, we now prove that every sequence (F 1 → F 2 → · · · → F n = F ) satisfying C(F 1 ), F 1 < D, p has an associated alternating path. We do this by induction on the length n of the sequence.
The case n = 1 is trivial, since we already know that C(F 1 ), F 1 < D, p . In the induction step, we need only to prove that F → G implies C(G), G < D(F ), p(F ) . From the first condition of Definition 7.3, we have that G ≺ {p(F )}. We need to check that D(F ).G = C(G). By definition of C(G), this is equivalent to proving that D(F ) and C 0 lie in opposite half-planes with respect to |G|. This is true because F and C 0 lie in the same half-plane with respect to |G|. Now that we have a description of the alternating paths, we can use it to compute the boundary of the Morse complex. Lemma 7.6. Given two different faces F, G ∈ F 1 (A) such that F → G, we have
where the product is on the set of lines ℓ = |G| passing through p(F ), such that G and C 0 lie in opposite half-planes, whereas F and C 0 lie in the same closed half-plane (with respect to ℓ). The sign is +1 if p(F ) = p(G), and −1 otherwise.
Proof. Denote by E(F ) and E(G) the chambers C(F ) F and C(G) G , respectively. Notice that E(F ) = D(F ) p(F ) , and therefore [ D(F ), p(F ) : C(F ), F ] = 1. See Figure 8 for an example. Now we need to determineū(E(F ), E(G)), which is the product of the positive loops around the hyperplanes in s(C 0 , E(G)) ∩ s(E(F ), E(G)). By definition of E(G), we have that s(C 0 , E(G)) is the set of lines different from |G| for which G and C 0 in opposite half-planes. Since every line in s(E(F ), E(G)) goes through p(F ), it is now easy to see that s(C 0 , E(G)) ∩ s(E(F ), E(G)) is the set described in the statement.
We now need to determine the sign. If p(G) = p(F ), then we immediately see that G is in the half-plane delimited by |F | that contains D(F ). The opposite is true if p(G) = p(F ). By our choice of the orientation, we obtain the stated result. Figure 9 , obtained by deconing the reflection arrangement of type A 3 . Given a chamber C i , denote by C i , F i the associated critical cell if it is of dimension 1, or by C i , p i if it is of dimension 2. Applying Theorem 7.7 and Lemma 7.6, we obtain the boundary matrix ∂ 2 of Table 1 . This matrix is slightly simpler than the one computed in [GS09, Section 7], but there are many similarities. Specializing to the case t 1 = . . . = t 5 = t, we obtain that
as already computed for example in [GS09] .
C 4 , p 4 C 5 , p 5 C 7 , p 7 C 9 , p 9 C 10 , p 10 C 11 , p 11 C 1 , F 1 1 − t 4 t 4 (t 2 − 1) 0 0 t 1 − 1 t 1 (1 − t 5 ) C 2 , F 2 t 2 t 3 − 1 t 2 − 1 1 − t 1 0 0 0 C 3 , F 3 t 3 (1 − t 4 ) 1 − t 3 t 4 0 t 5 − 1 0 0 C 6 , F 6 0 0 t 4 − 1 0 1 − t 3 t 5 1 − t 5 C 8 , F 8 0 0 0 1 − t 2 t 3 (t 1 − 1) t 1 t 3 − 1 
