Abstract. Interpolation of jointly infeasible predicates plays important roles in various program verification techniques such as invariant synthesis and CEGAR. Intrigued by the recent result by Dai et al. that combines real algebraic geometry and SDP optimization in synthesis of polynomial interpolants, the current paper contributes its enhancement that yields sharper and simpler interpolants. The enhancement is made possible by: theoretical observations in real algebraic geometry; and our continued fraction-based algorithm that rounds off (potentially erroneous) numerical solutions of SDP solvers. Experiment results support our tool's effectiveness; we also demonstrate the benefit of sharp and simple interpolants in program verification examples.
Introduction
Interpolation for Program Verification Interpolation in logic is a classic problem. Given formulas ϕ and ψ that are jointly unsatisfiable (meaning |= ϕ∧ψ ⇒ ⊥), one asks for a "simple" formula ξ such that |= ϕ ⇒ ξ and |= ξ ∧ ψ ⇒ ⊥. The simplicity requirement on ξ can be a formal one (like the common variable condition, see Def. 2.6) but it can also be informal, like "ξ is desirably much simpler than ϕ and ψ (that are gigantic)." Anyway the intention is that ξ should be a simple witness for the joint unsatisfiability of ϕ and ψ, that is, an "essential reason" why ϕ and ψ cannot coexist.
This classic problem of interpolation has found various applications in static analysis and program verification [11, 13, 15, [21] [22] [23] . This is particularly the case with techniques based on automated reasoning, where one relies on symbolic predicate abstraction in order to deal with infinite-state systems like (behaviors of) programs. It is crucial for the success of such techniques that we discover "good" predicates that capture the essence of the systems' properties. Interpolants-as simple witnesses of incompatibility-have proved to be potent candidates for these "good" predicates.
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Interpolation via Optimization and Real Algebraic Geometry A lot of research efforts have been made towards efficient interpolation algorithms. One of the earliest is [5] : it relies on Farkas' lemma for synthesizing linear interpolants (i.e. interpolants expressed by linear inequalities). This work and subsequent ones have signified the roles of optimization problems and their algorithms in efficient synthesis of interpolants.
In this line of research we find the recent contribution by Dai et al. [8] remarkable, from both theoretical and implementation viewpoints. Towards synthesis of nonlinear interpolants (that are expressed by polynomial inequalities), their framework in [8] works as follows.
-On the theory side it relies on Stengle's Positivstellensatz-a fundamental result in real algebraic geometry [3, 33] -and relaxes the interpolation problem to the problem of finding a suitable "disjointness certificate." The latter consists of a few polynomials subject to certain conditions. -On the implementation side it relies on state-of-the-art SDP solvers to efficiently solve the SDP problem that results from the above relaxation.
In [8] it is reported that the above framework successfully synthesizes nontrivial nonlinear interpolants, where some examples are taken from program verification scenarios.
Contribution The current work contributes an enhancement of the framework from [8] .
Our specific concerns are in sharpness and simplicity of interpolants.
Example 1.1 (sharp interpolant) Let T := (y > x ∧ x > −y) and T := (y ≤ −x 2 ). These designate the blue and red areas in the figure, respectively. We would like an interpolant S so that T implies S and S is disjoint from T . Note however that such an interpolant S must be "sharp." The areas of T and T almost intersect with each other at (x, y) = (0, 0). That is, the conditions T and T are barely disjoint in the sense that, once we replace > with ≥ in T , they are no longer disjoint. (See Def. 3.1 for formal definitions.)
The original framework in [8] fails to synthesize such "sharp" interpolants; and this failure is theoretically guaranteed (see §3.1). In contrast our modification of the framework succeeds: it yields an interpolant 8y + 4x 2 > 0 (the green hatched area).
Example 1.2 (simple interpolant)
Let T := (y ≥ x 2 + 1) and T := (y ≤ −x 2 − 1). The implementation aiSat [6] of the workflow in [8] succeeds and synthesizes an interpolant 284.3340y + 0.0012x 2 y > 0. In contrast our tool synthesizes 5y + 2 > 0 that is much simpler.
The last two examples demonstrate two issues that we found in the original framework in [8] . Our enhanced framework shall address these issues of sharpness and simplicity, employing the following two main technical pieces.
The first piece is sharpened Positivstellensatz-inspired relaxation ( §3). We start with the relaxation in [8] that reduces interpolation to finding polynomial certificates. We devise its "sharp" variant that features: use of strict inequalities > (instead of disequalities =); and a corresponding adaptation of Positivstellensatz that uses a notion we call strict cone. Our sharpened relaxation allows encoding to SDP problems, much like in [8] .
The second technical piece that we rely on is our continued fraction-based rounding algorithm. We employ the algorithm in what we call the rounding-validation loop (see §4), a workflow from [12] that addresses the challenge of numerical errors.
Numerical relaxation of problems in automated reasoning-such as the SDP relaxation in [8] and in the current work-is nowadays common, because of potential performance improvement brought by numerical solvers. However a numerical solution is subject to numerical errors, and due to those errors, the solution may not satisfy the original constraint. This challenge is identified by many authors [2, 12, 17, 26, 27, 29] .
Moreover, even if a numerical solution satisfies the original constraint, the solution often involves floating-point numbers and thus is not simple. See Example 1.2, where one may wonder if the coefficient 0.0012 should be simply 0. Such complication is a disadvantage in applications in program verification, where we use interpolants as candidates for "useful" predicates. These predicates should grasp essence and reflect insights of programmers; it is our hypothesis that such predicates should be simple. Similar arguments have been made in previous works such as [16, 34] .
To cope with the last challenges of potential unsoundness and lack of simplicity, we employ a workflow that we call the rounding-validation loop. The workflow has been used e.g. in [12] ; see Fig. 1 (pp. 14) for a schematic overview. In the "rounding" phase we apply our continued fraction-based rounding algorithm to a candidate obtained as a numerical solution of an SDP solver. In the "validation" phase the rounded candidate is fed back to the original constraints and their satisfaction is checked by purely symbolic means. If validation fails, we increment the depth of rounding-so that the candidate becomes less simple but closer to the original candidate-and we run the loop again.
, as shown in the figure. These are barely disjoint and hence the algorithm in [8] does not apply to it. In our workflow, the first interpolant candidate that an SDP solver yields is f (x, y) ≥ 0, where Being the output of a numerical solver the coefficients are far from simple integers.
Here coefficients in very different scales coexist-for example one may wonder if the coefficient 8.1145×10 −14 for x could just have been 0. Worse, the above candidate is in fact not an interpolant: x = 0, y = −1 is in the region of T but we have f (0, −1) < 0.
By subsequently applying our rounding-validation loop, we eventually obtain a candidate 34y 2 − 68y − 102 ≥ 0, and its validity is guaranteed by our tool. This workflow of the rounding-validation loop is adopted from [12] . Our technical contribution lies in the rounding algorithm that we use therein. It can be seen an extension of the well-known rounding procedure by continued fraction expansion. The original procedure, employed e.g. in [26] , rounds a real number into a rational number (i.e. a ratio k 1 : k 2 between two integers). In contrast, our current extension rounds a ratio r 1 : · · · : r n between n real numbers into a simpler ratio k 1 : · · · : k n .
We have implemented our enhancement of [8] ; we call our tool SSINT (Sharp and Simple Interpolants). Our experiment results support its effectiveness: the tool succeeds in synthesizing sharp interpolants (while the workflow in [8] is guaranteed to fail); and our program verification examples demonstrate the benefit of sharp and simple interpolants (synthesized by our tool) in verification. The latter benefit is demonstrated by the following example; the example is discussed in further detail later in §5. Example 1.4 (program verification) Consider the imperative program in Listing 1.1 (pp. 17). Let us verify its assertion (the last line) by counterexample-guided abstraction refinement (CEGAR) [4] , in which we try to synthesize suitable predicates that separate the reachable region (that is under-approximated by finitely many samples of execution traces) and the unsafe region ((xa) + 2(ya) < 0). The use of interpolants as candidates for such separating predicates has been advocated by many authors, including [13] .
Let us say that the first execution trace we sampled is the one in which the while loop is not executed at all (1 → 2 → 3 → 4 → 16 in line numbers). Following the workflow of CEGAR by interpolation, we are now required to compute an interpolant of T := (xa = 0 ∧ ya = 0) and T := ((xa) + 2(ya) < 0). Because T and T are "barely disjoint" (in the sense of Example 1.1, that is, the closures of T and T are no longer disjoint), the procedure in [8] cannot generate any interpolant. In contrast, our implementation-based on our refined use of Stengle's positivstellensatz, see §3-successfully discovers an interpolant (xa) + 2(ya) ≥ 0. This interpolant happens to be an invariant of the program and proves the safety of the program.
Later in §5 we explain this example in further detail. Putinar's positivstellensatz [28] is a well-known variation of Stengle's positivstellensatz; it is known to allow simpler SDP relaxation than Stengle's. However it does not suit the purpose of the current paper because: 1) it does not allow mixture of strict and non-strict inequalities; and 2) it requires a compactness condition. There is a common trick to force strict inequalities in a framework that only allows non-strict inequalities, namely to add a small perturbation. We find that this trick does not work in our program verification examples; see §5.
Related Work
The problem with numerical errors in SDP solving has been discussed in the literature. Harrison [12] is one of the first to tackle the problem: the work introduces the workflow of the rounding-validation loop; the rounding algorithm used there increments a denominator at each step and thus is simpler than our continued fraction-based one. The same rounding algorithm is used in [2] , as we observe in the code. Peyrl & Parrilo [26] , towards the goal of sum-of-square decomposition in rational coefficients, employs a rounding algorithm by continued fractions. The difference from our current algorithm is that they apply continued fraction expansion to each of the coefficients, while our generalized algorithm simplifies the ratio between the coefficients altogether. The main technical novelty of [26] lies in identification of a condition for validity of a rounded candidate. This framework is further extended in Kaltofen et al. [17] for a different optimization problem, combined with the Gauss-Newton iteration.
More recently, an approach using a simultaneous Diophantine approximation algorithmthat computes the best approximation within a given bound of denominator-is considered by Lin et al. [20] . They focus on finding a rational fine approximation to the output of SDP solvers, and do not aim at simpler certificates. Roux et al. [29] proposes methods that guarantee existence of a solution relying on numerical solutions of SDP solvers. They mainly focus on strictly feasible problems, and therefore some of our examples in §5 are out of their scope. Dai et al. [7] address the same problem of numerical errors in the context of barrier-certificate synthesis. They use quantifier elimination (QE) for validation, while our validation method relies on a well-known characterization of positive semidefiniteness (whose check is less expensive than QE; see §4.2).
Future Work The workflow of the rounding-validation loop [12] is simple but potentially effective: in combination with our rounding algorithm based on continued fractions, we speculate that the workflow can offer a general methodology for coping with numerical errors in verification and in symbolic reasoning. Certainly our current implementation is not the best of the workflow: for example, the validation phase of §4 could be further improved by techniques from interval arithmetic, e.g. from [30] .
Collaboration between numerical and symbolic computation in general (like in [1] ) interests us, too. For example in our workflow (Fig. 1 , pp. 14) there is a disconnection between the SDP phase and later: passing additional information (such as gradients) from the SDP phase can make the rounding-validation loop more effective.
Our current examples are rather simple and small. While they serve as a feasibility study of the proposed interpolation method, practical applicability of the method in the context of program verification is yet to be confirmed. We plan to conduct more extensive case studies, using common program verification benchmarks such as in [32] , making comparison with other methods, and further refining our method in its course.
Organization of the Paper In §2 we review the framework in [8] . Its lack of sharpness is established in §3.1; this motivates our sharpened Positivstellensatz-inspired relaxation of interpolation in §3.2. In §4 we describe our whole workflow and its implementation, describing the rounding-validation loop and the continued fraction-based algorithm used therein. In §5 we present experimental results and discuss the benefits in program verification. Some proofs and details are deferred to appendices.
Preliminaries
Here we review the previous interpolation algorithm by Dai et al. [8] . It is preceded by its mathematical bedrock, namely Stengle's Positivstellensatz [33] .
Real Algebraic Geometry and Stengle's Positivstellensatz
We write X for a sequence X 1 , X 2 , . . . , X k of variables, and R[X] for the set of polynomials in X 1 , . . . , X k over R. We sometimes write f (X) for a polynomial f ∈ R[X] in order to signify that the variables in f are restricted to those in X.
Definition 2.1 (SAS
is a cone if it satisfies the following closure properties:
A set I ⊆ R[X] is an ideal if it satisfies: 1) 0 ∈ I; 2) f, g ∈ I implies f + g ∈ I; and 3) f g ∈ I for any f ∈ R[X] and g ∈ I.
For a subset A of R[X], we write: C(A), M(A), and I(A) for the smallest cone, multiplicative monoid, and ideal, respectively, that includes A.
The last notions encapsulate closure properties of inequality/disequality/equality predicates, respectively, in the following sense. The definition of T ⊆ R k is in Def. 2.1.
The following theorem is commonly attributed to [33] . See also [3] .
The polynomials f, g, h can be seen as an infeasible certificate of the SAS = T . The "if" direction is shown easily: if x ∈ T then we have f (x) ≥ 0, g(x) 2 > 0 and h(x) = 0 (by Lem. 2.3), leading to a contradiction. The "only if" direction is nontrivial and remarkable; it is however not used in the algorithm of [8] nor in this paper.
SOS polynomials play important roles, both theoretically and in implementation.
Definition 2.5 (sum of squares (SOS)) A polynomial is called a sum of squares (SOS)
if it can be written in the form p
is exactly the set of sums of squares (Def. 2.2).
The Interpolation Algorithm by Dai et al.
Definition 2.6 (interpolant) Let T and T be SAS = 's, in variables X, Y and in X, Z, respectively, given in the following form. Here we assume that each variable in X occurs both in T and T , and that Y ∩ Z = ∅.
Assume further that T and T are disjoint, that is, T ∩ T = ∅. An SAS = S is an interpolant of T and T if it satisfies the following:
1. T ⊆ S ; 2. S ∩ T = ∅; and 3. (the common variable condition) the SAS = S is in the variables X, that is, S contains only those variables which occur both in T and T .
Towards efficient synthesis of nonlinear interpolants Dai et al. [8] introduced a workflow that hinges on the following variation of Positivstellensatz.
Theorem 2.7 (disjointness certificate in [8, §4] ) Let T , T be the SAS = 's in (2). Assume there exist
Assume further that f allows a decomposition f = f +f , with some f ∈ C(f 1 , . . . , f s ) and f ∈ C(f 1 , . . . , f s ). (An element h in the ideal always allows a decomposition h = h + h such that h ∈ I(h 1 , . . . , h u ) and h ∈ I(h 1 , . . . , h u ).) Under the assumptions T and T are disjoint. Moreover the SAS =
satisfies the conditions of an interpolant of T and T (Def. 2.6), except for Cond. 3. (the common variable condition).
Proof. The proof is much like the "if" part of Thm. 2.4. It suffices to show that S is an interpolant; then the disjointness of T and T follows. To see T ⊆ S , assume x ∈ T . Then we have f (x) ≥ 0 and h(x) = 0 by Lem. 2.3; additionally g(x)
2 ≥ 0 holds too. Thus 1/2 + f (x) + g(x) 2 + h(x) ≥ 1/2 > 0 and we have x ∈ S .
Algorithm 1
The interpolation algorithm by Dai et al. [8] . Here 2 = {0, 1} (2), and b ∈ N (the maximum degree) 2: output: either an interpolant S of T and T , or FAIL 3: h := (
{g is roughly of degree b/2}
are polynomials, -and they are subject to the constraint
To see S ∩ T = ∅, we firstly observe that the following holds for any x.
Assume x ∈ S ∩ T . By x ∈ S we have 1/2+f (x)+(g(x)) 2 +h(x) > 0; and by x ∈ T we have f (x) ≥ 0 and h (x) = 0 (Lem. 2.3), hence 1/2+f (x)+h (x) ≥ 1/2 > 0. Thus the right-hand side of (5) is strictly positive, a contradiction.
Note that we no longer have completeness: existence of an interpolant like (4) is not guaranteed. Nevertheless Thm. 2.7 offers a sound method to construct an interpolant, namely by finding a suitable disjointness certificate f, f , g, h, h .
The interpolation algorithm in [8] is shown in Algorithm 1, where search for a disjointness certificate f, f , g, h, h is relaxed to the following problem. Input:
, and maximum degrees d 1 , . . . , d n , e 1 , . . . , e m ∈ N Output:
SOSs s 1 ∈ C(∅) ≤d1 , . . . , s n ∈ C(∅) ≤dn and polynomials
Here R[X] ≤e denotes the set of polynomials in X whose degree is no bigger than e. Similarly C(∅) ≤d is the set of SOSs with degree ≤ d.
The problem PDioph SOS is principally about finding polynomials s i , t j subject to i s i ϕ i + j t j ψ j + ξ = 0; this problem is known as polynomial Diophantine equations. In PDioph SOS SOS requirements are additionally imposed on part of a solution (namely s i ); degrees are bounded, too, for algorithmic purposes.
In Algorithm 1 we rely on Thm. 2.7 to generate an interpolant: roughly speaking, one looks for a disjointness certificate f, f , g, h, h within a predetermined maximum degree b. This search is relaxed to an instance of PDioph SOS (Def. 2.8), with n = 2 s + 2 s , m = u + u , and ξ = 1 + g 2 , as in Line 4. The last relaxation, introduced in [8] , is derived from the following representation of elements of the cone C(
. This is a standard fact in ring theory.
) is given by the product of finitely many elements from − → g , − → g (here multiplicity matters). In Algorithm 1 a polynomial g is fixed to a "big" one. This is justified as follows: in case the constraint (6) is satisfiable using a smaller polynomial g instead of g, by multiplying the whole equality (6) by 1 + (g/g )
2 we see that (6) is satisfiable using g, too.
-For the cone C( − → f , − → f ) we use the following fact (here 2 = {0, 1}). The lemma seems to be widely known but we present a proof in Appendix A.1 for the record.
Lemma 2.9 An arbitrary element f of the cone C(f 1 , . . . , f s ) can be expressed as f = i∈2
The last representation justifies the definition of f and h in Algorithm 1 (Line 5). We also observe that Line 6 of Algorithm 1 corresponds to (4) Intrigued by its solid mathematical foundation in real algebraic geometry as well as its efficient implementation that exploits state-of-the-art SDP solvers, we studied the framework by Dai et al. [8] (it was sketched in §2.2). In its course we obtained the following observations that motivate our current technical contributions.
We first observed that Algorithm 1 from [8] fails to find "sharp" interpolants for "barely disjoint" predicates (see Example 1.1). This turns out to be a general phenomenon (see Prop. 3.3).
Definition 3.1 (symbolic closure) Let T be the SAS = 's in (1). The symbolic closure T • of T is the SAS = that is obtained by dropping all the disequality constraints g j (x) = 0 in T .
The intuition of symbolic closure of T is to replace all strict inequalities g j (X, Y ) > 0 in T with the corresponding non-strict ones g j (X, Y ) ≥ 0. Since only ≥, = and = are allowed in SAS = 's, strict inequalities g j (X, Y ) > 0 are presented in the SAS = T by using both g j (X, Y ) ≥ 0 and g j (X, Y ) = 0. The last definition drops the latter disequality ( =) requirement.
The notion of symbolic closure most of the time coincides with closure with respect to the usual Euclidean topology, but not in some singular cases. See Appendix B. 
The conditions in Prop. 3.3 on the polynomials f , g, h are those for disjointness certificates for T and T (Thm. 2.7). As a consequence: if T and T are only barely disjoint, interpolation relying on Thm. 2.7-that underlies the framework in [8] -never succeeds.
Interpolation via Positivstellensatz, Sharpened
The last observation motivates our "sharper" variant of Thm. 2.7-a technical contribution that we shall present shortly in Thm. 3.8. We switch input formats by replacing disequalities = (Def. 2.1) with <. This small change turns out to be useful when we formulate our main result (Thm. 3.8).
Definition 3.4 (SAS < ) A semialgebraic system with strict inequalities (SAS < ) T , in variables X 1 , X 2 , . . . , X k , is a sequence
of inequalities f i (X) ≥ 0, strict inequalities g j (X) > 0 and equalities h k (X) = 0.
SAS < 's have the same expressive power as SAS = 's, as witnessed by the following mutual translation. For the SAS = T in (1), the SAS < T :
One crucial piece for Positivstellensatz was the closure properties of inequalities/disequalities/equalities encapsulated in the notions of cone/multiplicative monoid/ideal (Lem. 2.3). We devise a counterpart for strict inequalities. (g 1 , . . . , g t ).
We can now formulate adaptation of Positivstellensatz. Its proof is in Appendix A.3.
Theorem 3.7 (Positivstellensatz for SAS < ) Let T be the SAS < in (8) . It is infeasible (i.e. T = ∅) if and only if there exist f ∈ C(f 1 , . . . , f s , g 1 , . . . , g t ), g ∈ SC(g 1 , . . . , g t ) and h ∈ I(h 1 , . . . , h u ) such that f + g + h = 0.
From this we derive the following adaptation of Thm. 2.7 that allows to synthesize sharp interpolants. The idea is as follows. In Thm. 2.7, the constants 1 (in (3)) and 1/2 (in (4)) are there to enforce strict positivity. This is a useful trick but sometimes too "dull": one can get rid of these constants and still make the proof of Thm. 2.7 work, for example when g(x) happens to belong to M(g 1 , . . . , g t ) instead of M(g 1 , . . . , g t , g 1 , . . . , g t ).
Theorem 3.8 (disjointness certificate from strict cones) Let T and T be the following SAS < 's, where X denotes the variables that occur in both of T , T .
Assume there exist
. . , g t ) , h ∈ I(h 1 , . . . , h u ) , and h ∈ I(h 1 , . . . , h u )
Then the SAS < 's T and T are disjoint. Moreover the SAS <
The proof is like for Thm. 2.7. We also have the following symmetric variant.
Theorem 3.9 Assume the conditions of Thm. 3.8, but let us now require g ∈ SC(g 1 , . . . , g t ) (instead of g ∈ SC(g 1 , . . . , g t )). Then S = (f + h ≥ 0) is an interpolant of T and T (except for the common variable condition).
Algorithm 2 Our interpolation algorithm based on Thm. 3.8. Here 2 = {0, 1} and (9), and b ∈ N (the maximum degree) 2: output: either an interpolant S of T and T , or FAIL 3: Solve (an extension of) PDioph SOS to find ( − → α ,
-αij ∈ C(∅) ≤b (for i ∈ 2 s , j ∈ 2 t ) and α i ,j ∈ C(∅) ≤b (for i ∈ 2 s , j ∈ 2 t ) are SOSs, -βj ∈ R[X] ≤b (for j ∈ [1, u]) and β j ∈ R[X] ≤b (for j ∈ [1, u ]) are polynomials, -and γ k ∈ R ≥0 (for k ∈ σ(b)) are nonnegative real numbers, that are subject to the constraints i∈2 s , j∈2 t αijf
some equality constraints that forces the common variable condition.
may not be found, in which case return FAIL) 4: f := i∈2 s , j∈2 t αijf
Example 3.10 Let us apply Thm. 3.8 to T = (−y > 0) and T = (y − x ≥ 0, y + x ≥ 0) (these are only barely disjoint). There exists a disjointness certificate f, f , g, h, h : indeed, we can take f = 0 ∈ C(−y), f = 2y = (y − x) + (y + x) ∈ C(y − x, y + x), g = 2(−y) ∈ SC(−y), and h = h = 0 ∈ I(∅); for these we have f +f +g +h+h = 0. This way an interpolant S = (f + g + h > 0) = (−2y > 0) is derived.
Remark 3.11 Our use of strict cones allows to use a polynomial g in (11) . This is in contrast with g 2 in (4) and yields an interpolant of a potentially smaller degree.
We derive an interpolation algorithm from Thm. 3.8; see Algorithm 2. An algorithm based on Thm. 3.9 can be derived similarly, too.
Algorithm 2 reduces search for a disjointness certificate f, f , g, h, h (from Thm. 3.8) to a problem similar to PDioph SOS (Line 3). Unlike the original definition of PDioph SOS (Def. 2.8), here we impose additional constraints (13) (14) other than the equality (12) that comes from (10). It turns out that, much like PDioph SOS allows relaxation to SDP problems [8, 24, 25] , the problem in Line 3 can also be reduced to an SDP problem.
The constraint (13) is there to force g = k∈b t γ k g k1 1 · · · g kt t (see (4) ) to belong to the strict cone SC(g 1 , . . . , g t ). A natural requirement k∈b t γ k > 0 for that purpose does not allow encoding to an SDP constraint so we do not use it. Our relaxation from k∈b t γ k > 0 to k∈b t γ k ≥ 1 is inspired by [31] ; it does not lead to loss of generality in our current task of finding polynomial certificates.
The constraints (14) are extracted in the following straightforward manner: we look at the coefficient of each monomial in f + g + h (see Line 5); and for each monomial that involves variables other than X we require the coefficient to be equal to 0. The constraint is linear in the SDP variables, that we can roughly consider as the coefficients of the monomials in − → α ,
Derivation of Algorithm 2 from Thm. 3.9 also relies on the following analogue of Lem. 2.9. Its proof is in Appendix A.4.
Lemma 3.12 An arbitrary element of the strict cone SC(f 1 , . . . , f s ) can be expressed as i∈N
, where α i ∈ R ≥0 are nonnegative reals (for i ∈ N s ) such that: there exists i such that α i > 0; and α i = 0 for only finitely many i.
To summarize: our analysis of the framework of [8] has led to a new algorithm (Algorithm 2) that allows "sharp" interpolation of barely disjoint SASs. This algorithm is based on strict inequalities (>) instead of disequalities ( =); we introduced the corresponding notion of strict cone. The algorithm allows solution by numeric SDP solvers. Moreover we observe that the common variable condition-that seems to be only partially addressed in [8] -allows encoding as SDP constraints.
We conclude by noting that our algorithm (Algorithm 2) generalizes Algorithm 1 from [8] . More specifically, given SAS = 's T and T that are disjoint, if Algorithm 1 finds an interpolant, then Algorithm 2 also finds an interpolant after suitable translation of T and T to SAS < 's. See Appendix C.
Implementation: Numerical Errors and Rounding
Our implementation, that we named SSINT (Sharp and Simple Interpolants), is essentially Algorithm 2; in it we use an SDP solver to solve Line 3. Specifically we use the SDP solver SDPT3 [35] via YALMIP as the backend.
The biggest issue in the course of implementation is numerical errors-they are inevitable due to (numerical) interior point methods that underlie most state-of-the-art SDP solvers. For one thing, we often get incorrect interpolants due to numerical errors (Example 1.3). For another, in the context of program verification simpler interpolants are often more useful, reflecting simplicity of human insights (see §1). Numerical solutions, on the contrary, do not very often provide humans with clear-cut understanding.
In our implementation we cope with numerical errors by rounding numbers. More specifically we round ratios x 1 : x 2 : · · · : x n because our goal is to simplify a polynomial inequality f + g + h > 0 (imagine the ratio between coefficients). For this purpose we employ an extension of continued fraction expansion, a procedure used e.g. for the purpose of Diophantine approximation [19] (i.e. finding the best rational approximation k 1 /k 2 of a given real r). Concretely, our extension takes a ratio x 1 : · · · : x n of natural numbers (and a parameter d that we call depth), and returns a simplified ratio y 1 : · · · : y n .
Overall the workflow of our tool SSINT is as in Fig. 1 .
-We first run Algorithm 2. Its output-more precisely the solution of the SDP problem in Line 3-may not yield an interpolant, due to numerical errors. The output is therefore called a candidate v. In other words, we try candidates v 1 , v 2 , . . . , from simpler to more complex, until we obtain a symbolically certified interpolant (or fail). This is the rounding and validation workflow that we adopted from [12] . Our workflow involves another parameter c ∈ N that we call precision. It is used in an empirical implementation trick that we apply to the original candidate v: we round it off to c decimal places.
The tool SSINT is implemented in OCaml. When run with SAS < 's T , T (and a parameter b ∈ N for the maximum degree, see Algorithm 2) as input, the tool generates MATLAB code that conducts the workflow in Fig. 1 . The latter relies on the SDP solver SDPT3 [35] via YALMIP as the backend. Continued fraction expansion is a well-known method for rounding a real number to a rational; it is known to satisfy an optimality condition called Diophantine approximation. One can think of it as a procedure that simplifies ratios x 1 : x 2 of two numbers.
Rounding
In our tool we use our extension of the procedure that simplifies ratios x 1 : · · · : x n . It is the algorithm CFE in Algorithm 3. An example is in the above table, where x = (871465, 55625, 359255). One sees that the ratio gets more complicated as the depth d becomes bigger. For the depth d = 7, 8 the output is equivalent to the input x.
Our algorithm CFE enjoys the following pleasant properties. Their proofs are in Appendix A.5. Algorithm 3 Extended continued fraction expansion CFE 1: input: x = (x1, . . . , xn) ∈ N n (at least one of x1, . . . , xn is nonzero), and depth d ∈ N>0 2: Pick p so that xp is the smallest among the nonzero elements in x1, . . . , xn (say the smallest among such p's) 3: a := ( x1/xp , . . . , xn/xp ) 4: if d = 1 then 5:
y := a/ gcd(a) 6: return y 7: else
8:
r := (x1 − a1xp, . . . ,
r := CFE(r, d − 1) {a recursive call} 10: y := (a1r p + r 1 , . . . ,
return y/ gcd(y) 12: end if
The algorithm CFE takes a positive ratio x as input. In the workflow in Fig. 1 CFE is applied to ratios with both positive and negative numbers; we deal with such input by first taking absolute values and later adjusting signs.
Validation
Potential unsoundness of verification methods due to numerical errors has been identified as a major challenge (see e.g. [2, 12, 17, 26, 27, 29] ). In our tool we enforce soundness (i.e. that the output is indeed an interpolant) by the validation phase in Fig. 1 .
There the candidate v d in question is fed back to the constraints in (the SDP problem that is solved in) Algorithm 2, 6 and we check the constraints are satisfied. The check must be symbolic. For equality constraints such symbolic check is easy. For semidefiniteness constraints, we rely on the following well-known fact: a symmetric real matrix M is positive semidefinite if and only if all the principal minors of M are nonnegative. This characterization allows us to check semidefiniteness using only addition and multiplication. We find no computation in our validation phase to be overly expensive. This is in contrast with QE-based validation methods employed e.g. in [7] : while symbolic and exact, the CAD algorithm for QE is known to be limited in scalability.
Experiments
We now present some experiment results. In the first part we present some simple geometric examples that call for "sharp" interpolants; in the second we discuss some program verification scenarios. These examples demonstrate our tool's capability of producing simple and sharp interpolants, together the benefits of such interpolants in program verification techniques.
The experiments were done on Apple MacBook Pro with 2.7 GHz Intel Core i5 CPU and 16 GB memory. As we described in §4, our tool SSINT consists of OCaml code that generates MATLAB code; the latter runs the workflow in Fig. 1 . Running the OCaml code finishes in milliseconds; running the resulting MATLAB code takes longer, typically for seconds. The execution time shown here is the average of 10 runs.
Our tool has two parameters: the maximum degree b and precision c ( §4). In all our examples the common variable condition (in Def. 2.6) is successfully enforced. Table 1 summarizes the performance of our tool on interpolation problems. For the input 6, we tried parameters (b, c) = (1, 1), (1, 2) , . . . , (1, 5) and (2, 5) but all failed, leading to FAIL in Fig. 1 . The input 9 contains disjunction, which is not allowed in SAS < 's. It is dealt with using the technique described in [8, §3.1]: an interpolant of T and T is given by i j S ij , where S ij is an interpolant of each pair of disjuncts T i and T j of T and T , respectively.
Geometric Examples
Program Verification Example I: Infeasibility Checking Consider the code in Listing 1.1; this is from [8, §7] . We shall solve Subproblem 1 in [8, §7] : if the property (xa) + 2(ya) ≥ 0 holds at Line 5, then it holds too after the execution along 5 → 6 → 7 → 8 → 9 → 13 → 14. The execution is expressed as the SAS T in Fig. 3 . Then our goal is to show that the negation T = ((xa 1 ) + 2(ya 1 ) < 0) of the desired property is disjoint from T .
Our tool yields S = 8 − 14(ya 1 ) − 7(xa 1 ) ≥ 0 as an interpolant of these T and T (in 14.1 seconds, with parameters b = 0, c = 3 and depth d = 11). The interpolant witnesses disjointness. Our interpolant is far simpler than the interpolant given in [8] . 7 Here the simplicity of our interpolant brings robustness as its benefit. Consider the other path 5 → · · · → 8 → 11 → 13 → 14 of execution from Line 5 to 14, and let T 0 be the SAS that expresses the execution. It turns out that our interpolant S in the above is at the same time an interpolant of T 0 and T . Thus our algorithm has managed, aiming at simpler interpolants, to automatically discover −14(ya) − 7(xa) (that is, (xa) + 2(ya)) as a value that is significant regardless of the choice made in Line 8.
Program Verification Example II: CEGAR This is the example we discussed in Example 1.4. Here we provide further details, aiming at readers familiar with CEGAR.
One of the most important applications of interpolation in verification is in counterexampleguided abstraction refinement (CEGAR) [4] . There an interpolant S is used as (a candidate for) the "essential reason" to distinguish positive examples T from negative counterexamples T .
As an example let us verify Listing 1.1 by CEGAR. Starting from the empty set of abstraction predicates, CEGAR would find the path p 1 := (1 → 2 → 3 → 4 → 16) as 7 3 > 0 is given in [8] . We note that, to show disjointness of T and T , an interpolant of any splitting of T ∪ T would suffice. It is not specified [8] which splitting they used. Table 1 . Experiment results. T and T are inputs, and S is our output (see Fig. 2 too) . The "time" column shows the execution time (in seconds) of the generated MATLAB code, b and c show the successful choice of parameters, and d is the depth for which the workflow in Fig. 1 
43. Consequently we add (xa) + 2(ya) ≥ 0 as a new abstraction predicate and run the CEGAR loop again. This second run succeeds, since (xa) + 2(ya) ≥ 0 turns out to be a suitable invariant for the loop in Line 4. We conclude safety of Listing 1.1.
We tried to do the same with the tool aiSat [6, 8] instead of our SSINT. It does not succeed in interpolating T = (xa = 0, ya = 0) and T = ((xa) + 2(ya) < 0), since sharpness is required here (Prop. 3.3). As a workaround we tried strengthening T = ((xa) + 2(ya) < 0) into T 0 = ((xa) + 2(ya) ≤ −10 −7 ); aiSat then succeeded and yielded an interpolant S = (137.3430+5493721088(ya)+2746860544(xa) > 0). This predicate, however, cannot exclude the spurious path p 1 because S and the negation (xa) + 2(ya) < 0 of the assertion are satisfiable with xa = 0 and ya = −1.25 × 10 −8 .
Program Verification Example III: CEGAR Here is another CEGAR example.
Consider the code in Listing 1.2 that models movement with constant acceleration. We initially have the empty set of abstraction predicates. After the first run of the CEGAR loop we would obtain a counterexample path p 1 := (1 → 2 → 3 → 6); note that, since there are no predicates yet, x can be anything and thus the assertion may fail. We let T 1 := (x = 0, v = 0) express the counterexample p 1 and T 1 := (x < 0) express the negation of the assertion. For these T 1 , T 1 our tool SSINT synthesizes S 1 := (2x ≥ 0) as their interpolant (in 1.92 seconds, with b = 0, c = 5, and d = 1).
Thus we add 2x ≥ 0 as an abstraction predicate and run the CEGAR loop again. We would then find the path p 2 := (1 → 2 → 3 → 4 → 5 → 6) as a counterexamplenote that the previous counterexample p 1 is successfully excluded by the new predicate 2x ≥ 0. Much like before, we let T 2 := (v 1 = 0) express an initial segment of the path p 2 and let T 2 := (x 1 = 0, v 2 = v 1 + 2, x 2 = x 1 + 2v 1 , x 2 < 0) express the rest of the path p 2 (together with the negation of the assertion), and we shall look for their interpolant S 2 as the witness of infeasibility of the path p 2 . SSINT succeeds, yielding S 2 := (8v 1 ≥ 0) in 2.87 seconds with b = 0, c = 5, d = 1.
In the third run of the CEGAR loop we use both 2x ≥ 0 and 8v ≥ 0 (from S 1 , S 2 ) as abstraction predicates. The proof then succeeds and we conclude safety of Listing 1.2.
We did not succeed in doing the same with aiSat. In the first CEGAR loop an interpolant of T 1 and T 1 cannot be computed because it has to be sharp. As we did in the previous example we could strengthen T 1 to T 1 := (x ≤ 10 −7 ) and use an interpolant of T 1 and T 1 instead for the next iteration. aiSat generated an interpolant 3790.1050 + 75802091520.0000x > 0 of T 1 and T 1 ; however this fails to exclude the spurious counterexample path p 1 .
Overall this example demonstrates that sharpness of interpolants can be a decisive issue in their application in program verification. 
Lem. 2.9 is an immediate consequence of the following lemma.
where i = (i 1 , . . . , i s ).
Proof. The left-to-right direction is proved by induction on the construction of C(f 1 , . . . , f s ).
Let f ∈ C(f 1 , . . . , f s ).
1. Case: f = f λ for some λ = 1, . . . , s.
2. Case:
3. Case:
s ). g and h have the form
where
. . , f s ). Then f indeed belongs to C(f 1 , . . . , f s ), because cones are closed under addition and multiplication.
A.2 Proof of Prop. 3.3
We argue by contradiction. Assume that there exist polynomials f , g, h that satisfy the conditions in the proposition. By the feasibility assumption there exists some r ∈ T • ∩ T • . For this r we have f (r) + h(r) ≥ 0 by Lem. 2.3, while by 1
A.3 Proof of Thm. 3.7
The "if" direction is easy. Suppose there exist such polynomials f, g, h as required. Assume r ∈ T ; then we have f (r) ≥ 0, g(r) > 0, and h(r) = 0 by Lem. 2.3 and 3.6. Thus we have f (r) + g(r) + h(r) > 0, which contradicts with f + g + h = 0. Therefore T = ∅.
For the "only if" direction we rely on Thm. 2.4, via the translation of SAS < 's to SAS = 's that we described after Def. 3.4, and use the fact that M(g 1 , . . . , g t ) ⊆ SC(g 1 , . . . , g t ).
A.4 Proof of Lem. 3.12
We introduce a notion similar to quadratic module to represent strict cones. 
Proof. The left-to-right direction is proved by induction on the construction of SC(f 1 , . . . , f s ). Let f ∈ SC(f 1 , . . . , f s ).
2. Case: f = r for some r ∈ R >0 .
3. Case: f = g + h for some g, h ∈ SC(f 1 , . . . , f s ) ∩ PM(f 
where r i , r j ∈ R ≥0 . Let q λ = i+j=λ r i r j . Then obviously there are only finitely many λ such that q λ > 0. Moreover, there exists λ such that q λ > 0. Indeed, for i and j such that r i , r j > 0, we have
Therefore, gh = . . , f s ). Moreover, either r > 0 or there exists at least one such i. Therefore we conclude that f ∈ SC(f 1 , . . . , f s ), because strict cones are closed under addition and multiplication.
A.5 Proof of Lem. 4.1
We first notice that in case where the output of CFE(r, d − 1) in Line 10 equals r, then we can check that the value of y at Line 11 equals x by a straightforward calculation.
We can prove the lemma by induction on max{x i | 1 ≤ i ≤ n}. We check several cases in turn.
1. In the case where there is only one nonzero element in x, set M = 1. For simplicity, we consider the case x = (k, 0, 0). Then p = 1 and a = (1, 0, 0). Therefore if d = 1, then y = a = x (as ratios). If d > 1, then r = (k, 0, 0), so by induction on d we obtain r = r, and thus y = x by the remark above.
2. In the case where there are more than one nonzero elements, and all of them are the same, set M = 2. For simplicity, we consider the case x = (k, k, k, 0, 0). Then p = 1 and a = (1, 1, 1, 0, 0) . If d ≥ M = 2, then else-branch is taken, and r = (k, 0, 0, 0, 0). By the previous case, we have r = r. Therefore y = x by the remark. 3. In other cases, let r as in Line 9, and M be the depth d for which CFE(r, d) stabilizes (such M exists by the induction hypothesis). Then for any d ≥ M + 1 we have r = r, and thus y = x by the remark.
The second claim is obvious from the construction of the algorithm.
B Topological and Algebraic Closure
Let us consider the difference between topological closure and algebraic closure, that is, the difference between T • ⊆ R k (where T • is from Def. 3.1) and T ⊆ R k . Here ( ) refers to the closure with respect to the Euclidean topology of R k . They coincide in many cases but do not always. For example, for T = (x 3 − 2x 2 + x ≤ 0, 
Proof. The proof is by induction on n. 
