Doctor of Philosophy by Moore, Emily Brooke
MOLECULAR DYNAMICS STUDIES OF SUPERCOOLED 
 
















A dissertation submitted to the faculty of  
The University of Utah 














Department of Chemistry 
 


























Copyright © Emily Brooke Moore 2012 
 
All Rights Reserved 








The dissertation of  
has been approved by the following supervisory committee members: 
 
 , Chair  
Date Approved 
 , Member  
 
Date Approved 
 , Member  
 
Date Approved 
 , Member  
 
Date Approved 




and by  , Chair of  
the Department of  
 





Michael D. Morse 12/15/2010
















There remain many unanswered questions regarding the structure and behavior 
of water, particularly when cooled below the melting temperature into water’s 
supercooled region. In this region, liquid water is metastable, and rapid crystallization 
makes it difficult to study experimentally the liquid and the crystallization process. 
Computational studies are hindered by the complexity of accurately modeling water and 
the computational cost of simulating processes such as crystallization.  
In this work, the development and validation of mW, a monatomic water model, 
is presented. This model is able to quantitatively reproduce the structure, dynamic 
anomalies and phase behavior of water without hydrogen atoms or electrostatics by 
reproducing water’s propensity to form locally tetrahedral structures. Using the mW 
water model in molecular dynamics simulations, we show the evolution of the local 
structure of water from 300 - 100 K. We find that the thermodynamic and structural 
properties studied, density, tetrahedrality and structural correlation length, change 
maximally or are maximum at 202 ± 2 K, the liquid-liquid transformation temperature. 
Shifting to water confined within cylindrical nanopores, we present the 
development of a rotationally invariant method, the CHILL algorithm, to distinguish 
between liquid, hexagonal and cubic ice. We analyze the process of homogeneous 
nucleation, growth and melting within hydrophilic pores, as well as the effect of water-
pore interaction strength on the melting of ice and liquid-ice coexistence within pores. 
 
Crystallization within the nanopores results in cubic ice with hexagonal stacking faults in 
agreement with experiments.  
We also investigate crystallization of bulk liquid within water’s experimentally 
inaccessible “no man’s land”. Crystallization occurs through rapid development of ice 
nuclei that grow and consolidate, precluding the measurement of diffusion within the 
liquid. Analysis of how ice structure develops shows that hexagonal ice can exist in large 
fractions at times prior to what has been observed in experiments.  
Finally, crystallization mechanism and timescales are studied over a range of 
temperatures above and below the liquid-liquid transformation temperature. It is just 
below the liquid-liquid transformation temperature we observe the change from 
nucleation-dominated to growth-dominated crystallization, providing evidence of a 
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 Water has been the subject of research for centuries.1 This is no doubt due to 
water’s ubiquity, as well as its biological and atmospheric significance, but also for the 
shear complexity of behavior exhibited by a seemingly simple molecular substance. A 
popular website2 devoted to water research lists 67 water anomalies. These anomalies 
range from water’s unusually high melting point in comparison to other hydrides from 
the same group of the periodic table, to the uncommon increase in the speed of sound 
through water upon heating. Water research attracts scientists from many different 
backgrounds, from biochemists and physical chemists to condensed matter physicists 
and engineers, studying many aspects of water’s behavior and interactions with other 
materials. With so many aspects of water behavior under study, it is important to specify 
the scope of this work up front: to elucidate the mechanism through which water 
undergoes the change from liquid to ice over a range of conditions.  
Although water is one of the most well researched liquids, the mechanism 
through which homogeneous ice nucleation occurs, how pure liquid water forms ice, is 
not yet understood. Development of methods for controlling ice nucleation is needed in 
many areas, including fuel cells and biopreserved drugs and proteins. In atmospheric 
sciences, improved estimates of water/ice proportions in clouds would increase climate 




In the process of studying such a richly complex substance, opportunities to 
expand this work into related areas appeared, resulting in a collection of studies that 
provide insight into a range of cold water behavior. These include studies on i) the local 
structure of water under conditions impossible to explore with current experiments, ii) 
the effect of confinement on liquid-ice coexistence, crystallization and melting, iii) the 
formation of a metastable ice structure different from the common hexagonal ice and iv) 
the relationship between temperature, liquid structure and the crystallization process. 
Though a variety of issues are addressed, the structure of water and how structure 
affects, or in some cases drives, the phase changes within the supercooled liquid will be 
the common thread linking the chapters of this work. 
First, we begin broadly by introducing the metastable phase diagram of water 
from very hot to very cold temperatures. This allows for a specific region of the phase 
diagram, referred to as “no man’s land” and the focus of much of this work, to be 
highlighted before describing the main results to be presented. As each chapter includes 
a detailed introduction, only a brief summary of the main results is included here.   
Figure 1.1 shows the phase diagram of water, including the metastable phases, at 
1 atm of pressure. Starting in the stable region, upon cooling the liquid, a number of 
changes occur. We know from X-ray diffraction that the structure of the liquid becomes 
more similar to that of ice,4 in which each molecule has four nearest neighbors. A 
number of response functions show unusual behavior,5,6 including the compressibility 
(how the volume changes with a change in pressure), the coefficient of thermal 
expansion (how the volume changes with a change in temperature) and the heat capacity 
(the amount of heat required to raise the temperature a given amount). For each of these 
response functions, a typical liquid shows a monotonous decrease upon cooling. The 
compressibility of water decreases until 319 K, where a minimum is reached. Upon 




                           
Figure 1.1 Water’s Metastable Phase Diagram 
The phases of water at 1 atm of pressure are shown. Above the boiling temperature TB, 





behaves similarly, with a minimum at 308 K. The coefficient of thermal expansion is zero 
at 277 K, the temperature of maximum density of water, before decreasing rapidly.  
Below the melting temperature, TM = 273 K, ice I is the stable phase and liquid 
water is metastable.7 The formation of an ice nucleus, necessary for the process of 
crystallization, requires the development of an ordered region within the disordered 
liquid. Since the process of nucleation requires overcoming an energy barrier, the result 
of a competition between the cost of creating a liquid/ice interface and the benefit of 
developing the stable phase, pure water does not freeze homogeneously upon reaching 
the melting temperature.7 In fact, in the absence of impurities or interfaces that promote 
the nucleation of ice, liquid water can be supercooled down to TH = 235 K, the 
homogeneous nucleation temperature, before crystallization becomes unavoidable on 
experimental timescales of about one second, nearly forty degrees below the melting 






















detailed in chapters 4 and 6-8. It is in this supercooled region, between 273 K and 235 K 
in which many anomalies of water become more pronounced, including the previously 
mentioned response functions.1,5,9  
If cooled rapidly, at a rate of more than 106 Ks-1, to a temperature below the glass 
transition temperature, TG = 136 K, crystallization of micron-sized droplets can be 
avoided and a glass is formed.1 In the glassy state, water is an amorphous solid, 
characterized, like ice, by very slow dynamics, but lacking long-range order.10 At a 
pressure of 1 atm (shown in Figure 1.1), water molecules that form the glassy water each 
have about four nearest neighbors, similar to the ice though, again, the glass lacks the 
long range order found in ice. The structure of the glass is made up of a collection of 
disordered tetrahedra, while in the ice the tetrahedra are aligned. Upon increasing the 
pressure to 0.6 GPa, the glass undergoes a sharp transition to a 20% denser glass, in 
which each molecule has five nearest neighbors.11 This means that glassy water comes in 
two varieties, the low-density amorphous (LDA) and high-density amorphous (HDA) 
glass. Warming of the glassy water results in an ultraviscous liquid prior to 
crystallization at TX = 150 K,12,13 which is the lower bound of “no man’s land.” Thus, a 
complex picture of the physical properties of water emerges, resulting in a difficult task 
for those attempting to form a coherent theory of water capable of encompassing water’s 
properties across its entire phase diagram.  
 The liquid-liquid phase transition14 and the singularity free scenarios15 are the 
two most prominent theories to explain the behavior of water currently being studied. 
The liquid-liquid critical point scenario proposes that the transition observed in glassy 
water, from LDA to HDA, has a corresponding liquid-liquid transition within “no man’s 
land” that ultimately ends in a second critical point. In the singularity free scenario, no 
critical point within the metastable phase diagram is necessary. Regardless of where 




behavior can be related based on the relative weight they place on the directional 
strength and the cooperative strength of hydrogen bonding in water. This means that 
current theory places the determining factor for the physical properties of the liquid on 
water’s preference for tetrahedral structure.  
 Each of these scenarios contain aspects that remain unproven by experiments, 
due to the difficulty of studying highly metastable liquid water.1 More detail about the 
specific insights provided by, and the limitations of, current experiments are described 
within each chapter. Computer simulations provide an alternative way to probe water’s 
properties in regions of the phase diagram beyond the current reaches of experiment. 
Development of an accurate computational model of water is notoriously difficult, 
requiring a balance between the addition of full atomistic detail and computational 
efficiency. Too much detail limits the size of simulations possible, in time and length 
scales. Not enough detail and the result is a qualitative description of water behavior at 
best. Prior to this work, the study of crystallization has been limited to simulations of less 
than 800 rigid water molecules (in which each molecule’s oxygen-hydrogen bond lengths 
and angles are fixed) modeled using classical potentials.16 Simulations large enough for 
comparison of ice structure to X-ray diffraction experiments require more than 30,000 
water molecules.13,17  
In chapter 2, the development of the model used throughout this dissertation, the 
mW model, is described. A summary of the current state of water modeling and the 
validation of the mW water model is provided. We show that it is possible to 
quantitatively reproduce properties of water, including the structure, dynamic anomalies 
and phase behavior, with a computationally very efficient model. This model contains no 
hydrogen atoms or electrostatics, yet reproduces the key feature central to the current 




 In chapter 3, we use this model to investigate the structure of liquid water from 
the stable liquid at 350 K to the glass at 100 K. Specific details of what is known from 
experiments up to the boundaries of “no man’s land”, along with the results of prior 
theoretical and simulation studies of the properties of water in this region are described 
and discussed. We find that the liquid continues its trend toward locally tetrahedral 
structure, transforming from predominately five-coordinated (molecules having exactly 
five neighboring molecules in its first neighbor shell) to four-coordinated at the liquid-
liquid transformation temperature, TLL = 202 ± 2 K. Upon approaching TLL, regions of 
four-coordinated molecules form within the liquid, exhibiting power law growth in the 
correlation length between these regions as the liquid is cooled towards TLL. This is the 
first determination from computer simulations of an increase in structural correlation 
length in supercooled water, providing evidence of the existence of a critical point 
consistent with the liquid-liquid critical point scenario described previously. Using 
small-angle X-ray scattering, Huang et al.18 recently confirmed our predictions, 
observing increasing correlation lengths to down to 252 K that fit power law behavior.  
 In chapters 4 and 5, we shift from bulk water to water confined within cylindrical 
nanopores. Confinement can greatly effect water’s phase changes, typically decreasing 
significantly the melting and freezing temperatures in comparison to bulk water. To 
study the process of melting and freezing within water, we must be able to distinguish 
between the liquid, which becomes increasingly ice-like on cooling, and the ice, which 
can have either cubic or hexagonal structure. We show in chapter 4 that the lack of long 
range order found in the liquid can be used to distinguish liquid from ice, even when 
both are locally tetrahedral, and that a subtle difference between the hexagonal and cubic 
ice structures can be exploited to differentiate the two structures. We developed the first 
rotationally invariant method distinguishing between the liquid and cubic and hexagonal 




show the development of complex stacking patterns of the cubic and hexagonal ices upon 
crystallization from the confined liquid and the dissolution of the structure upon melting 
with molecular level resolution. 
 In the only simulation study of liquid-ice coexistence within nanopores to date, 
chapter 5 focuses on premelting within cylindrical nanopores and how the melting 
temperature of the ice is affected by the strength of interaction between confined ice and 
the pore walls. Our results show that the radius of the ice cylinder within the pores 
determines the melting temperature, the water-pore interaction is only significant to the 
extent it affects the amount of liquid in coexistence with the ice and correspondingly, the 
radius of the ice cylinder. 
 In chapters 6 and 7, we take the exploration of cubic and hexagonal ice formation 
to bulk supercooled liquid water, performing large-scale simulations of crystallization in 
bulk. Chapter 6 details the general crystallization process from the liquid, the first 
simulation study of crystallization within “no man’s land.” We find that the 
crystallization occurs through rapid ice development throughout the simulation cell, 
followed by consolidation of the individual ice clusters into larger crystallites. The onset 
of such rapid crystallization precludes the measurement of diffusion of liquid water 
within “no man’s land”, as the equilibration of the liquid is shorter than the onset of 
crystallization. 
In chapter 7, we use the ability to distinguish liquid from cubic and hexagonal 
ices for closer analysis of the nucleation, growth and consolidation processes that occur 
during spontaneous crystallization within “no man’s land.” Upon comparison of the 
static structure factor obtained from our simulations to those obtained from diffraction 
experiments,13,19 we find excellent agreement, both showing development of peaks 
characteristic with the cubic ice structure. With the molecular level detail afforded by the 




cubic ice, significant amounts of ‘silent’ hexagonal ice, present as layers between the 
cubic ice, can be present prior to the appearance of characteristic hexagonal structure 
peaks in the static structure factor. We show that cubic ice is preferred at ice cluster sizes 
smaller than either the cubic or hexagonal unit cell, ruling out thermodynamic 
arguments based upon cubic ice having a lower interfacial energy than hexagonal ice.  
In the final chapter, we compare the timescales and mechanisms of 
crystallization from hundreds of crystallization events over a range of temperatures. 
Above TLL, crystallization times are dominated by the time required for nucleation with 
very short growth times. Below TLL, nucleation is rapid and the time required for crystal 
growth is long. This result links the local structure of the liquid with the kinetics of 
crystallization and provides evidence for the existence of a kinetic spinodal, the limit of 
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Water Modeled As an Intermediate Element between Carbon and Silicon t 
Valeria !\'Iolinero· and Emily B. Moore 
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Water and silicon are chemically di~simil:'r substant'Cs with common physical propcnics. Their liquids display 
a temperature: of maximum density. increased diffusivily on compression. and they form tetrahedral crystals 
and tetrahedral amorphous phases. The common feature: to water. si licon. and carbon is the formation of 
lelrahcdrJlly coordinated units. We exploit these similarities 10 de\'clop a coorse-grJined model of water 
(mW) that is essentially 3n atom with tetrahedralilY imcrmcdiall: between carbon and s ilicon. mW mimics 
the hydrogen.bonded SU\Jc ltlre of wate r through the introduction of a nonbond ang ular dependcnt term that 
encourages tetrahedral configurations. The model departs from the prevailing paradigm in water modeling: 
the use of long·mnged forces (elec;:rostmics) to produce short·ranged (hydrogen·bonded) Slructur.: . roW has 
only short.range interactions yet it reproduces the energetics. dens ity and structure of liquid watcr. and its 
anomalies and phase transitions with comparnble or better accuracy than the most popular atomistic models 
of water. at less than I % of the computmional cost. We conclude that it is nOlthe nature of the intcractions 
but the connectivity of the molecules th:1I determines the structural and thermodynamic behavior of water. 
The speedup in computing lime prtvidcd by mW makes il particularly useful for the study of s low processes 
in deeply supcrtooled watl'T, the mechanism of ice nucleation, wening·dry ing transitions. and as a realiStic 
water model for coarse.grJ ined simulations of biollmlecules ~nd complex materials. 
I. Introduct ion 
Computer simulations play an important role in undetSlanding 
the significance of microscopic interactions in water properties. 
The firsl model of liquid water was proposed in 19)) by Bernal 
and Fowler: an icclike di sordered IClmhcdraJ structure ari sing 
from the e lectrostatic illteractiolls between c lose ne~hbors.1 
About hundred atomistic potentials of water havc been devel · 
oped since then. l1Ie apparent profligacy of atomistic poIentials 
is not JUSt a tribute to water·! essential role in naTUrt. but an 
admission of the difficulty in representing the complc~ physics 
of water with a simple and cfficientto compute model. Atomistic 
modcls used in molecular simulations use long·ranged forces 
(electrostatics) 10 produce short·ranged letrahedral ~tructure 
(hydrogen bonds). The most popular models of water. SI'C ,l 
S I'CE,l TIP)P.~ TIP4P,~ TIPSP.' llI\d their polariwble CC:oUsins,6-'I 
follow th is modeling paradigm based on the electrostale nature 
of the intennolecular interactions in real water. 
[n this :micle we address the question of what are the essential 
ingredients for a model to generute the themJOdymunie. dynmnie. 
and structural anomal ies of water. II) " 'hik quanlitati,·ely repro-
ducing water's experimental structure. energetics. ar.d phase 
behavior. Can a coarse· grained model without cle< lTOstatic 
interactions and hydrogen atoms reproduce the struClure and 
phase behavior of water as accurately as all ·atoms models? 
TIM: idea of developing a coorse·grnined model ()f water, 
without hydrogen and electrostatics. is not new."- I' Here we 
make a distinction between coarse-grained and toy models of 
water. the former are parametrized to quantitatively I1produce 
some water propertics. while the laller aim to qualitati~ely 
capture water·s anomalous behavior without anempting to 
reproducc faithfully the properties of water. The phaS<. challge 
' !':an of the .pcc .. t.oeaion -AqUCOll' SoIUI""" and Their 1r.II:-rfacc.-. 
• To ... hom c~""" ....... td be addressN. E· ..... lt Vah,'; •. 
Molinerollu.ah.edu. Phone: + 18Ot ·5S5·9618. Fax: + 1801·S3t-4J5J. 
energetics and the structure.'! of the condensed phases of 
wulerli~c toy models arc not close to tOOse of waler, but the 
models provide insight on which micmsoopic intel1lCtioM can 
produce wa terlike anomalous behavior. El:amples of waterlike 
toy models of water are the Mercc:de~·BeIl~ model in twOn .16 
and three dimcnsions.17 iSOlTOpic potentials with tWO charac· 
teri stic kttgth.sc;.Ies. IWJ and modified van dt,. .... Waals models. II» 
All these models produce waterlike anomalies and 11I0st of them 
also produce liquid-liquid transitions. 
Existillg coarse· grained models of water withou t electrostatics 
and hydrogen moms represent intermolecular interactions with 
a spherically symmetric potential. [t has ba:n prol'ed that 
isotropic potentials cannot reproduce the energetics and structure 
of watcr simultaneously .1 4 Isotropic models that reproduce the 
radial distribulion function (rdf) of liquid water are unable to 
fC[)roduce the o~ygen-o~ygcn-<l~ygen angular distributioll 
function (ad!). I' they underestimate the internal energy of the 
liquid by about 5O%.1l alld they do not produce the most 
characteristic anomaly of waler. the existence of a density 
m:l.)(imum. 14 Morco,·cr. iSOlropic monatomic mooels of water 
do not form a telnlhcdml crystal or a low·density glass on 
eooling.1bey model a ··normal"· liquid. not water. 
To in'·estigatc whether a coarse-grained model can reproduce 
the structures and phase behavior of wDter without using 
electrostatics and hydrogen atoms, we first shift our al1cntloll 
from water 10 simple monatomic systems that also form 
tetrahedral structures: si lieOIl and gennanium. Similar to water. 
these elements form tetmhedral crys tals al room pressurt and 
have two amorphous pha.ses:lU"I a low· and a high·density glass. 
lhc Iow·density glauc:s. 10w--dc:nsilY amorphous ice (LOA). a·Si 
and a-Ge. 3TC disordered structUR.'S with tctmhedral ooonIination . .:lI>-JJ 
The high·density glasses of these: three substances also have 
analogous structure.:!9 
l1Ie simi larities between water. Si, ~nd Ge also encompass 
tlte phase diagram and anomal ies. These three belong to a 
1O.10211jp8O.'i227c CCC. S40.75 0 2009 American Chemical Society 
Published on Web 1012912008 
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Water As an Imermc:diutc Element between C and Si 
handful of substances whose liquid is denser than the crystal. 
resulting in a decrease of the melting temper.Hure with pressure. 
Th-e density of "normal"" liquids increases mooOlonously on 
cooling. The density of water. on the other hand. di,plays a 
maximum at 4 °C and sharply decreases in the supercooled 
region. 'o Silicon also displays a density maximum. deep in the 
supercooled rcgime . .lI.I Th-e dynamics of these liquids al'\: also 
anomalous: while the viscosity of "nonna!"" liquids increases 
with pressure, liquid sil icon and water become more fluid on 
compression.'o.Jl This anomaly is more pronounced in the 
deeply supe rcooled regime. and disappears at higher tempera-
tures. IO 
Tbc similarities between these lelrahcdmll iquids suggest that 
water. as silicon. may be modelcd as a single panicle INith only 
short·mnged intemclion •. This does not mean I~I electrostatic 
imemctions or the hydrogen atoms are irre levant in determining 
water strocture and thermodynamics. but that their e ffe<:t may 
be cffa:t ivdy produced with a monatonlic shon-runged potemi31. 
II. 1I.Iodel llnd l'I lethods 
A. Th e mW Monatomic Water Model. To '"ma~e water 
out ofsilicon··. we stllrt from the Stillinger-Weber (S \'i) si licon 
potcntiaPl In the SW model. tetrailedrul coordination of the 
atoms is favored by adding to a pairwisc potential vi r) a three-
body term Io')(r.8) that penali7.<"s configurutions with angles that 
are not tctrahcdnal , II = virl + A. Io')(r ,O). The iXlramete! A. tunes 
the strength of the tetmhedral penally.» The higher tile ,'alue 
of;" the more tetrllhcdnal the mockl is. 
Tbc full expression of the SW potential as a function of the 
distances bet\\'e('n pairs of atoms and the nnglc5 formed by 
triplcts of aloms is given by 
where)l A = 7.1)49556277. B = 0.6022245584, p == 4 q = O. 
and y = 1,2 gi"e the fonn and scale to the potcntial. the reduced 
cutoff u = 1.8 ensures that 311 terms in the potential and forces 
go to 7.ero at a distance aa, and the cosine quadr:ltic lenn around 
0" s 109.47" f:wors tctrailedrnl :Ulgles. The P.1rumctc:r8A. scales 
the repu lsive three-body term and detennines the strength of 
the tetrahedral interuction in the model: its value for silicon is 
2 1.'! Two additional parwllClers set the e ..... rgy scale t (die depth 
of the two-body interoction potential) and the length scale a 
(the particle diameter) of the model . Note that the SW potential 
can be WTinen in a reduced form independent of the \alues of 
a and t. Only the tetrllhcdrality A. and the si7.e and energy scale. 
a and t, are tunal to produce the monatomic wa ter medel mW 
that represents each molecule as a single atom with tetrahocdral 
interactions. 
8 . Simulation i)c tll lLs. We carried out I1lOlecular dynamics 
(MO) simulations using LAM MPS , a massively parallel MO 
sortware de"eloped by Plimpton et <11 .)( A reduced t im~ step of 
0.025 was used for the parametrization and validation. r'Ql" the 
fi nal set of parameters we found tllat timcsteps up to 10 fs (0,05 
in reduced units) cansen'e the energy beuer than 1110000 in 
microcanonical s imulations of 1()6 steps. We used a 10 fs step 
for the simulations 10 validate the properties of the model. exc<"pl 
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for the high pressure simulations and those th;ll involve an open 
interface, when: a 5 fs step was used. Where indicated. the 
temper-HUT<" and pn:ssure were controlled with the Nase- ]-]oover 
thermostat and barostat with relaxation times I ~nd 2.5 ps, 
respectively. All isobaric simulations were at p = O. Except 
when otherwisc is indica ted. Ihe system contained 4(9(j p-1niclcs 
in a periodic box and the simUlation time was 10 ns , 
C. I>roperty Computation. Ml'/Iillg Tl'lIIpl'riJlllr l'. Th-e 
Structures of hexagonal (Ih) and cubic (Ie) ices without hydrogen 
atoms CorTeSpOnd to hexagonal and cubic diamond, respectively. 
Their melting temperatures (T.) were determined through the 
phase coe~istencc method. as implememed and discussed in 
detail in ref 35. In this method. a perfect crystal and .1 liquid 
slab are put in contoct to faci litate the growth of the stable phase 
on isobaric iSOlhennal (NPT) 11.10 nrn. Garcia Fcml nde7. et al. 
applied this method to atomistic models of water and proved 
that it reproduces the melting temperatures obtained fro m free 
energy calculations.oJ' We start from a periodic cell of dimen-
sions approximately 50 A x 30 A x 30 A. whcre half of it 
(-25 A x 30 A x 30 A) is a perfect cubic or hocxagonal 
diamond crystal and the other half is a liquid , In .1 NPT 
simulation starting from this system below T ... ice grow~ until 
it mcompas.scs all the system. same for the liquid above T .... 
We determine T m as the mean value between the highest T for 
which does not melt at the lowest Tfor which it does, and r~pon 
as the error bar half the difference between these two. In the 
case of the mW potent ial, we cstimated the predsion from fi"e 
independent series of simulations for each of the two C!)'stalline 
SUlICIUI'\:S. 
/)t" S;ly. /-:"Ihalpy, IIwl Capatity. and Cornprtssibil;/y, Tbc 
dens ity was determined as p = NMI(N,,(V,). where where N is 
the number of panides in and V the "olume of the s imulation 
cell . M = 18.015 g is the molar weight of waler, N" is 
Avogadro·s number and ( ... ) indicates a time averoge over an 
equilibrium simulation. The enthalpies of the condensed phase.'i 
were computed as (/1):: {E + pv,. where E is thoc total ellCl"gy 
per mol. V the simulation volume per mol, and p tile pressure 
of the system. We assumed Ihe molar enthalpy of the vapor 
was thm of an ideal gas with lero internal energy. If ... :: 1.5 
RT + ,N"", == 2.5 RT. Relatively small systems, 512 or 576 
particles, were used for the enthalpies eale-ulat ion in lhe 
parameter search. whi le the results reponed for the fin al mW 
potential were obtained with <1096 particles. 
An isobaric quench simulation from 320 to 205 K in 230 ns 
(rate 0.5 Kns- I) was used to compute (il the temperature 
dependence of the density and the location of its max imum. 
and (i i) the enthalpy of the liquid. and its tcmpcmtun: deriv3th-e. 
Cpo The rate of ehange of the temperature is slow compared 
with the equilibmlion time of the liquid. and we assume that 
lhe liquid is in local equilibrinm. H(D and ~n werc computed 
from a rolling avemge 0\"1'1" one nanosecond-length in tcrvals. 
Tbc assumpt ion of local equilibrium was verified by comput ing 
the average density and enthalpy for 5 to 10 ns isolilermal 
simulations at se\"erultcmpemtures along the whole lemperature 
range: the a"crage values are indistinguishable from those of 
the slow ramp. The usc of the slow ramp is advantageous in 
determining the position of the density maximum without the 
need of interpol~tion. The enthalpy was fitted 10 an equat ion of 
the formJ6 H,."JD == A + BT + C{TITo - l )~ (correlat ion 
coefficient 0.999824) from which the isobaric heat capacity was 
obIained by analyti cal derivation, Cp == dllldD,,Ii. 
The isothetmal compressibi lity of mW liquid at 300 K IIround 
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where P! and PI are I'll abo l'e and below p.,.. The average 
pressures P1 and PI were computed from a 10 n5 NVT sillulation 
mT=300 K. 
Radial and AIIgrdor Dis/ributioll Functiolls. The pair 
distribution function between two water sites in the coarse-
grained model "''liS computed lIS an ensemble average aI'er pairs 
of water particles 
1be average number of neighbors in the liquid up to adistlll\Ce 
Rc is g iven by 
The adfwllS computed as an ensemble average over the angles 
between eaeh water and its c losest lie neighbors 
1'(0) ~ N:, (f \' I' .(0 - O~)) 
9 ~ 6'f i >'i 
where n, is the number of angles subtended by tile "< ndghbors 
around lhe central molecule k. We selectcd ". "" 8 to compare 
with the neut ron scattering results of Strassle et aJ. K 
Self-Diffusion Coefficielll. Thc diffusion coefficient of liquid 
water was computed from the slope of the lllC a~ square 
displacement wi th time using Einstein' S relmion 
D = lim ~(lr(,) - r(0)17 
.-- '" 
At room pressure. staUSl ICS .... 'ere collected at temperatures 
ranging from 363 to 243 K. To study the density dependence 
of the diffusioo ooc:fficient. NVT simulmions wcre performed 
at 243 and 220 K at densities from 0.94 to 1.20 g ·c,,·'. 
Sur/ace Tensioll. The Iiquid- "apor surface tension was 
determined as in ref 39: a periodic liquid slab contain"g 1024 
panicles was placed between twO empty regions. witb its 11'.'0 
interfaces perpendicular to the ~ uis. The dimensions of the 
periodic cell conraining the slab and the vacuum region is Lr. 
= L)' = 30 A and ~ = 100 A. The surface tension was Clblained 
from the avcrage ovcr 20 ns NVT simulation al 300 K of the 
components of the pressure tensors ungential and perpendicular 
10 the liquid-vacuum interface. /,p,) and /,pH). respcclively::W 
The error was propagated from the uncertainties in /,p,) and 
/,p,,). 
D. Parameterization of mW. To find the opt imum values 
of i.. c. and 0 ..... 1' implemented a noniterative procedu:-c . First . 
we computed the melting lempc:rature for III in lhe range 22 < 
;: < 21 in reduced unils. r .. -(n. Second. for each value of 
Molinero and Moore 
mW 
,., -..... "'''' j 
- ..... ""'" 
- 611_(2731<) 
- 611. (2131() 
_____________ J 
','r -;=J~~J ~.5 23 23.5 2.f 2~.5 25 , 
Figu.... t. Oplimi7~ion of lhe leuaMW"a1 parameler .. for 11M: 
monaromil:- Wlilcr. The nllio bcl ..... ft'n 11M: cnlhalpies o f ,·apori7.arion. 
sublimauon. and mehing in SW polenri als and lhe: experirncnr !-how. 
best agrecmenr for a ldrnlledrality A - 23. 15. The enefgy scale for 
each of these JIO\entia!s is obWncd by requiring lhal the compultd 
melting point ag~ with lhe upuimen\lll "alucs for hengonat ke. 
Tetrahe<kal parameter. ). 
Figu .... 2. Phase diagram of modified SW potential as a funclion of 
the slrenJlh of the lClr2hc:d11l1 rel"'lsi , 'c parameter .. al 7trO ~S\l re. 
The sllIbIe el)'st~1 is IClrahcdral for A ,. 18.75: for 1es1 ~rahedral 
polcntials all 8<OORlinated IlCCcryilul is more stable.)] Caroon .... ,acer. 
!iliron. and germanium can be considered as members of this fll/tlHy 
""ith differenr tctrahnlra.l strenglh: k = 26.2 .. ...... == 23. IS (thi' 
""ork)'''o; - 2t.Jl and .i.o. - 20.'"' Their reduced melring pOinlS. T..A/ 
c. are indicalcd by circles on the (OUislence (u .... ·e. "The: hollow 
rhomboid signals the ~ralledrality ( .. - U .4 at/, - 0) for ,,'hich the 
lvt: xi~ling l"T)'SlUl anrJliljuid h~"c the samt: \Jt:n,ily. a.rt:<Jn .. ilh .. :> 
24.4 is II", only on<: of these: substances for which the t~al (boIh 
diamond and lhe mOSt sable gnphite) is ikMer than tIw: tiquid." 
letrnhedral parameter ....... 'e found the e nergy scale c(l) that 
yie lds the experi mental T. of w:ltcr: 213. 15 K = T.·(i.)£().)1 
k.,. whcre kb is Boltl.mann· s constant. Thin!. the phase change 
en thalpies ..... erc computed as a function of ).. The value I. = 
23. 15 was selected as the one that best reproduce ..... atc(s 
vaporization enthalpy (sec Figure I). Finally. lhe value or Q 
was scaled to reproduce the density of the liqu id at 298 K. 
The interact ion paramerers of mW all: i. = 23.15. C "" 6.1 89 
Kealfmol and 0 = 2.3925 A; all olher paralllCters are identical 
to silicon in rcf 32. "The potential is very short ranged: all forces 
between atoms farther than 4.32 A afl! zero. The parametrization 
of mW places water as an element with tetrahedralit) intermedi-
ate between si li con and carbon: Figure 2 shov.s that the 
lct1':lhedral strtnglh of water. l - 23.15 is highcr than lhat of 
silicon). '" 2 1 l2 and germanium i. "" 2()26 and lower than thm 
of carbon. ). "" 26.2.00 The telrahcdral onlering C :> water:> 5i 
:> Ge is supported by an increasing number of firsl rlc:ighbors 
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TABU: 1; Comparison or Water Moot!1s and E"penmenl" 
T .. rrE)( It"II t.II .. (T,.) "....(T.,) Aoo (T.,) .0..,...0(298 K) Illl.~ (298 K) f) (298 K) )'LV (300 K) TMI) -~ (K) (t ea l' moI - ') (g -em-I) (g -em- I ) (g -em- I ) (teal -mol- ') (10-1 cm1·s- ') mJ_m- 1 ( K) (fMDJ (, -em ') 
.. , 273. 15 1.436 0.999 0.917 0."" 10.52 2.3 71.6 277 0.99997 
mW 274.6 1.26 t .OOl 0.918 0.997 10.65 6.' 66.0 
"" 
1.003 
sec ( 191) 0.62 0.991 0.934 0.917 10.56 ' 0 53.4 228 0.008 
SO'CE (2 1$) 0.74 U)()7 0.9.'iO 0.999 10.76 2.4 61.3 
'" 
1.012 
TlP3P (146) 0.30 1.017 0.9.0 0.986 10. 17 '.3 49.5 182 1.038 
TlNP 
'" 
1.05 1.002 0."" 1.001 10.65 39 54.7 2S3 1.008 
TlPSP (274) U.s 0.987 0.982 0.999 10.46 26 52.3 2" 0.98'1 
· ~klting te11l~"'tures of heJ;:~gonal i~. densities of liquid. and cry.tal phase at eoe~i5lence and enlbalpy of melting an: from rd 71. 
P:lrentheses end05ing a Too signallhat lhe stable CI}"t.:1I is iee II . IKI1 hexagoo.l.l i~. for ~ models. n Diffusioo rodfieiclIlS D and densily at 
298 K an: from rds 73 l,nd 74. Liquid·vacuum surface terti;oos are from n:f 75. TMD and its C(lrn:Sponding liquid o:icnsity ~ are from 
n:f 76. Bold nu mbers s;gnal the closest I&'«menl " 'ith the experiment. 
We benchmarked mW against SPCE. the least e:;.pensi'·e 
atomistic model , in simulations with 1600 molecu les, mW is 
ISO limes faster than SPCE. The speedup ari ses fromlhc smaller 
number of par1icles ( I versus 3) the longer timesteps (10 versus 
15 (5) and Shor1er range of imer.lctions (cutoff at 4.32 ~ versus 
Ewald sums). 
III. Resul ts 
Energetics, Density a nd Surface Tension. The melting 
tcmper:uure T ... enthalpy of sublimat ion of ice at T _ ~ nthalpy 
of vapOOl.:ltion of the liquid computed with molecular dynamic$ 
simulations of mW are within 2% of the experimental values. 
as shown in Table I. In agreement with experiment, the mW 
model predicts that hexagonal ice (T. = 274.6 ± I KJ is more 
stable than cubic ice (T .. = 271.5 ± I K). The densi ty of mW 
liquid is within 1% of the experimcntal value in the lerrper.ltun: 
r.lnge 250 to 350 K. 
How well a water model reproduces the liquid-vapor surface 
tension is of tile highest ~Ievance for tile study o f water nt the 
vacuum and hydrophobic imerfaces. welling-drying tnnsitions 
and hydrophobic attraction. The liquid-vacuum surface tension 
of mW aI 300 K is Ytv = 66 ± 2 mJ/ml. whiCh is in vcry good 
agreement with tile experimental value. 7 1.6 mJ/m!. 
Slrucln l"e. Simple liquids. suCh lIS molten metals, Iypically 
ha"e an average of - II lirst neighbors. At 25 · C, water has an 
a"erage of 5.1 to 5.3 molecules in the first coordination shell 
and characteristical ly shon-TlIlIged radial ordcring.o4W The mdial 
distribution function was IJOI considered in the pammori7.luion 
of mW. Nevertheless. Figure 3 shows that the structu:-e of the 
mW liquid is in exccllent agreement with the one defiled from 
X-r.ly and neutron diffraction experiments for water"s..o! (Figure 
3b). The number of watcr neighbors up to a di stance )f 3.5 A 
is between 5.1 and 5.3 for the neutronIX-r.lY refined 51ructures 
of Soper"'l (,nd is 5.1 for the monatomic water (mW 1as 4.25 
neighbors within the fi rst 3.3 A). 
The adf provides a more stringent val idat ion for the quality 
of a water mooel. The monatomic model quantitath'ely repro-
duces the e~perimenlal 000 adr of liquid waterJ' (Fi,ure 3a). 
The intermolecular forces in the mW model vanish at just 4.3 
A. so .... e conclude thut 1000g·mnge forces are IJOI needed to 
reproduce the characteristically shon-ranged structure of the 
liquid. 
Density ,\nonla ly. Among watcr thermodynamic ammalies. 
the best t nown is the density maximum at4 · C . Most t tomist ic 
mooels of water reproduce the existeoct! o f a density maximum 
with varied sueci!SS in predicting the tempemture of maximum 
densi ty (T MD). Figure 4 shows the liquid dens ity as a function 
of temperature at room pressure for water, mW. and atomistic 
'l/:·~ 
°0 30 150 90 120 150 180 
e (degrees) 
.·ll:u~ J . The: t~~dr.tl monalomi~ III<)(\o:J w,!hout d«troSuuk 
inLrfXtioo, n:produces [he j.lruclun: (If wlItn. (I) Angular distribution 
(""",inn of ~igho d ..... _<1 My!!~" "";gh ....... i .. w .. ~ '1 298 K in 
eqreriment" (red) ald mW simulalion (blot). Dashed line is the random 
di Wibut ion. (b) Radial dislriOOlioo function of liquid Waler It 298K in 
mW (blue line) IIId u~ri~nt; X-ray diffrxtion i~ from rtf45 (ye llow 
,in; ks) and n:fi~ j.lruclurc from Ad.·anco:d Ught Soun:e X'I1IY and 
neul .... <l3ta is from ref 42 (red and bl3C ~ li nes). (e) Thc: ex~rimental 
radi~1 struc ture of LOAn (red) is " 'e ll n:producw by the mW model 
(blue). 
models; Table I summarizes the TMD and lIlaJI imum densities. 
~. The density maximum ofmW is 1.003 g-cm- '. which 
is in excellent agreement with the e~perimcntal value of 0.99997 
g _cm- l .046 ·lhe tempermure of lIIaJlimuJII density (TMD) o f mW 
is 250 K. Which is below tile melting temperature and tile: 
experimental value of 277 K.06 While the TMD is an intrinsic 
properly of the liquid, tile melting point depends QIIlht rel~ tive 
enthalpy (md entropy of liquid and crysta l. mW was panun · 
ctrized to reproduce the experimental me lting temperature. but 
it can be argued that monatomic watcor should ha,'c a melting 
poinl higher than moleC\llar water, bea.use there is no contribu-
ti on from the rotational entropy to the melting of the monatomic 
liquid . We interpret thatlhc location of tit.! TM D in mW below 
T .. (as also OOseryed in sil icon~ is a oonsequeocc of the 
monatomic character of the model. 
Ileat Cll llacil,! Anoma ly_ Aoother consequence ofmW being 
monatomic is a low heat capacity. mW has one-third of the 


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Figu~ 4. Tcmper.uu~ dependence of the density of liquid "'atcr alp 
= I atm. The uperimcntll (bbclcd up) density ma~imum is 
qu~htath'cly ~produ«d by all (llolllistk moIkl, of watel and the 
monatomk model ... ~th telr.lht<hl inICnK"Iior.; n,W bul noI II)' isotr~ 
pair poIentiais th.:it rrproduce the f3dial di.suibution function cf "'3I<:r." 
Atomistic d~la from ~f: Tll'5P(black circles). T1 N f'(,,·hitesquares). 
TlPJ I' (black Irianllles). SI'C (while circles). Experimental deu:ilY from 
~f 46. 
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Figur. 5. The coruunl ~"UTC heat capacity of liquid ..... ·er shows 
a mart:ccl illCrease in the supercooled region. coinc:i<Jc.ont with tho: 
expansion oflhe density (Fillure 4). Experimetllal data. available do .. " 
to ~5 K. is well represenlcd by c,A.n - O.44(TI222·W'" + 74.J.'" 
The dotted linc: eXlrapolates the tit into the lemperaltre range 
experirrrnlally i"",,«»ible due to ice cryw.lli:talion. The hea; capacity 
of monalomic " '3Ier mW is well described by c,(n" 2.Y, (nlSS-
I) · ... + 28.25 in the Icmp"~ I"lIJIBc 20S w 320 K. 
degrees of freedom of momistic waler. alld a constant pressu~ 
heal capacity C, al 25 °C that is 44% of the e~perimcn.al value 
(33 , 'ersus 7j.31/ Kmol ol6). The low value should be nllinly due 
10 the loss of the rotational con tribution to lhe liqu i:.l ·s heal 
capacity. 
In Figure 5. we presenl the heat capacity of liquid lIater alld 
mW. wi lh respcct lo thdr values m 300 K. There is a sharp 
increase in the Cp of supertooled liquid w31e1""'7 thaI O)IT('lates 
with the dramatic "oJume expansion shown in Figure 4. The 
coal"9:·grained model mW reproduces this thcrmoJyna11lic 
anomaly associated to lhe Ir.IIlsformalion of the liquid 10 a low-
density almost perfectly letr:lhedr:ll amorphous phlSe ($('(' 
below). The experimenlal heat capadty. a\"ailable down 10 245 
K. is well represented by cp(n = 0.44(TI222- I) - u + 74.3..16 
11w: heat capacity of monatomic Water mW is wdl described 
by c,t..n = 2.36 (TIl8j- W I-' + 28.2j in the lemperal~re r:lngt" 
20j 10 320 K. 11w: temper.lture of the Ir.lnsfonnalion i. shifted 
to lowcr te11lper.ltures with respect to the e~p<'rimen' for the 
sa me: reasons discussed abo"e for the density lIl3Xim~m. 
Diffusion Anomaly. The diffusion coefficienl of mW at 298 
K is D = 6.j >( 1O- 'cm!/s. almost lhree times lhe experimental 
value (see Table I ). The mobili ty in mW is faster because the 
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l"iIlUr. 6. Dirru~ion coefficient of mW and upcriln(nuJ water as a 
funttion of l~mpn1lt u~. ~ diffusion rodtki(nl of rnorwomic walo:!" 
(bl"" drcl~s) is higher and Ie'S s~n,iti,.., 10 lemp~r;llure than the 
experirncmaJ one (~ diaroonds). 
o 0.95 1.05 1.1 1.15 1;-
p (glcm~ 
}'Igu~ 7. The monatomic ",Iler ~prodtlCes lI"31er's diffusivity 
31101l1a1y. Relati'.., diffusiQfl with ~s~ to thaI al p = I gkm) at 243 
K (black circles) and 220 K (,ny circles). 
molecules are not slowed down by the rt:()I"ientation of hydrogen 
atoms.. The eff«l of the Ixi.: ofhydmgens is not only an increase 
in the magnitude of the mobility but also a lower activalion 
energy than the ellperimcnt: Figure 6 shows that D of mW is 
less sensitive 10 tempernture than that of the experimental 
subsunce. 11w: consequence is that mW reaches the deeply 
supen:ooled state lI'here the liquid Ir.msforms to a low..tJcnsity 
Structun::. with rdatively high mobility . 
Experimcntally and in atomislic s imulations with the SPCIE 
model. waler diffusi\"ily auain. a 11la:cimurn when the liq uid is 
compn:ssed to a density of about 1.1 g ·cm-l .... 'O<) 11w: coorse· 
grained model reproduces lhis anomaloos density dependence: 
the diffus ivity passes through a maximum for a density of 1.1 
and 1.08 g ' cm- J at T= 243 and 220 K. respecti vely (Figure 
7). 11w: ratio D ... IJ)(p = I g ' cm-l ) (Ihe sU"ength of the. 
Ul1Qmaly) is comparable in lhe experiment and ooarse·grained 
simulalions if the lemperatUre is measured from the TMD; at 
2j K below the 11\10. the enhancemenl in dirrusi ~ity is 1.8w 
alld 1.7j. respectively. 
l'base Transro rma t ions of Supercooled Water. The exist· 
enee ofa density maJIimum and a heat capacilY that <bmatically 
increases in supercooled liquid siliconll and waler is rel3led 10 
the stabilizmioo of 10w..<Jensily amOlphous StruCtures (a·Si (tnd 
LDA) at low lemper:ltu~s. Computer simulal ions or Si with 
lhe Stillingcr-Weber potential reveal a firsl order li~id- liquid 
lr:lnsilion at room pressure.~l It is still debaled whetber (and in 
which pressure range) a first Ofdcr tr.lnsilion sep3r.lleS the high· 
and low-density liquids in waler. 21 On the one halld. experi-

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HDL 
LDL 
O.97r. __ "'" 
X "relaxed"' LDL 
'96" ,l;;--"""7l...--.i.---"c;!;;;-"':"" 
- t60 tOO 200 220 240 
T(K) 
f lgu", I!. (color online) Uquid- liquid lr:Ul~fOmull ion in .w""rcooIcd 
liquid ""liter. The: density of liquid "",Ier through a li near IeOlpcr1ltUn: 
quench at a 10 Klns rate displays a sharp lr:InSition 3t T ... - 202 K 
from a hi gh·de",ily ~ n.Jcture (HDL) 10 • IQW-dcnsity on:! (LDI.). 
ReluwQfI of the liquid below Tu. prod"""u a liq uid of 1Qv..(I'" tlcl\~ity. 
indic:ltotl with a ~ cross. The: liquid- liquid tran~fom,aliQfl oumpclr$ 
wilh ice CI"}'>IaJlizalion. Ihal occurs aroond Tu. for quenchi .. g rales I 
"h". 
mental studies are hindered by the erysmllization of the 
metastable liquid when it approaches the putati"e location of 
the liquid- liqu id coexistence line. The easy crysta llization 
makes it difflcull to study the charactcristics of deeply super-
cooled water and the proct'$s of vitrification or ice nLdcation 
in uperimcnts. On the Glher hand. the slow dynamics of the 
supercooled liquid hinders its study through atomistic simula-
tions. The monatomic model. with its low computational cost 
and hig/lcr mobility. is adequate to fill in thi s gap in IX study 
of phase transitions and propenies of supereooled water. 
As observed in the experiments. the product. ice or glass. of 
a fust quenching of the monatomic liquid wutcr at room pressure 
depends on the cooling rate: we find thai mW form l ice for 
cooling rates 1()9 IUs or slower. At higher qucnching r:l;cs. mW 
water trnnsfonns to a low-tknsity liquid (LOL) that vilrifies to 
LOA (see Figure 8). It is interesting to OOIe Ihat crysta lli7.ation 
in the qu~n~hing simulations happens always arwnd the 
tCmperature where the Iligh-density liquid trn nsfonns into the 
low-density one. Tu. = 202 K for the mW model at I aim. 
More studies are na-ded to determine whether the liquid- liquid 
transformation is continuous or first order. 
TIie cooling rat~ nceded to bypass crysta llization in a system 
with 4096 mW is ...... IOJ fastet" than in experi ments il .. olving 
mic ron-s i7.cd droplets; ice nucleation in mW is se"enl orders 
of magni lUdc faster th:m in real water. The reasons:are probably 
two-fold: (i) the lack of hydrogcns that reduc~ the 9.:arch in 
configurational space to produce ice nuclei. and (ii) the higher 
diffusivity of the liqu id. also due to a lack of hydrogel atoms. 
The highest rJte ma kes fcasible the collection of the t~ousands 
of crysta llizat ion trajectories needed to c haracterize tile sto-
chastic process of ice nucleation. It should be noted thm the 
ice nucleation ti mes are a strongly varying function of tile 
tcmperature. and a systcm with 4096 mW can be eqtilibratoo 
down to 205 K without interference of crystalli zation. [n thi s 
condition. the characteristic time for ice nucleation is 30ns while 
the relaxation time of the monatomic liquid is less flan o ne 
nunosecond.ll The study of the tncchan ism of ice nucleation in 
bulk and in nanopores and its relationship to water polyamor-
phism will be presented in separate communications. 
If crystallil.ation is bypassed it is possible (but difficult !) to 
paniall y relax the low densi ty liquid at a temperature below 
Tu.. The relaxed density for a system of 5 12 molecules after 
J. Pit)"!. Chem. B. Vol. 111. N il. 11.2009 40 13 
130 ns NPT simulation at 190 K is shown as a cross in Figure 
8. The structure of mW's LOL is an amorphous tetrahedral 
net .... 'OI"k with an average of 4.04 tirst neighbors and rdf in 
excellent agreement with the one for LOA measured by neutron 
diffraction (Figure 3c). TIie formation of amorphous icc. nOi 
considered in the parametri7.atio n of mW. supports the hypoth-
esis that a monatomic model with shon ·ranged tetrahedral 
interactions is enough the produce the main featu res of waters 
phase behavior at room pressure. 
IV. [)jseu.'iS ion 
Can a coarse-grained model without electrosl.iltic internctions 
and hydrogen atoms reproduce water propcnies as accurJtely 
as all-atoms models? Table I compares the performance of nlW. 
SPC. SPCE. TIP3P. TIP4P. and T IP5P in repre~nting kcy 
propenies of water at room temperature and thc melting point. 
mW outperforms the atomistic models in 6 out o f the 10 
proper1ies listed in the table: the pr~'di ction of hexagon.:a l ice as 
the stable crystal at room pressure and its me lting point. the 
enthalpy of melting of ice. the densi ty of the liquid at T. and 
298 K. and the maximum density of the liquid and the 
liquid- Vllpor surface tension. Of the Glher four. the enthalpy 
of vaporization is j ust 1.2% aOOI'e the experiment.al "alue fOf" 
mW. The enthalpy of sublimation of ice (not reported for most 
atomistic models) is on ly 1.1% higher than experiment. Let us 
address now the three proper1ies for which mW is OUIperfonncd 
by al least one atomistic model. Thc predicted lemperature of 
maximum density. 27 K below ellperiment. is in the middle of 
atomistic range (" 'orst. TIP) P. 95 K below: best. TlP5P. 8 K 
above) . The diffusion coefficicnt is the on])' propeny o f Table 
I for which mW trail s all atomistic models: mW predkts a value 
2.8 times the e)lperimem. " 'hile atomistic models predict from 
I.~ (best. SPCE) to 2.3 (worst. llP3P) of water's value. The 
second worst reproduced (lfopeny is the density of icc. 
overestimat~'d by all models, for ..... hich mW is beller only to 
TIPSP (best: SPC). 
Overall. mW outperforms the most popular alomi)tic models 
in the representation of the ten properties of Table I. But then:: 
is a price paid for the lack of hydrogens: o n the one hand. mW 
canOOl "extend and bend" hydrogen bonds as water does. 
resulling in ti l a reduced densi ty gap between liquid water and 
ice and (ii) a lo .... er isothermal compressibility, Ii"T "" 1.9 10- ' 
atm- I at 300 K compared ..... ith the experimental value o f 4.58 
10-' atm- l.oI6 While it may be possible to impro"e the flexibilit y 
of the model to better reproduce the compressibility and ice 
densilY without significant deterioration of OIher propcnies. it 
is 001 elea r to us that this can be done wlli le keeping a simple 
fonn of the intermolecular interactions. On tile Glher hand. the 
lack of hydrogen atoms is responsible for the highest diffusivit y 
of the monatomic model: coarse-grained models e"olve on 
smoother potential energy surfaces better than rull y atomistic 
ones.l l and the hydrogcn's effectively produce a frict ion on 
walers center o f mass translation. 
The true Achilles heel or coorse-grained models is the heat 
capacity: a model wi th less degrees of freedom necessarily 
underestimates C,. Water' s rotat ional contributions to the heat 
capacity -active in the liquid and vapor phases- are absent in 
the monatomic model. The underestimation of C, will produce 
a degrudation of the agreement in thc energies and entropies as 
the temperature mo,'cs away from the one u~d in the 
parametrization (273 and 298 K. in this case). 
mW displays the diffusional and thermodynamic anomalies 
of water. We nOle thai the density of maxi mum diffusivily and 
the magnitude of the enhancement are in "cry good agreement 
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with the cxp!'rimcnt. ahhQugh the pressure is o~ereSlimlted. due 
to a low compressibili ty. This suppons a structural origin for 
the diITusivity m.aximum in water. h would be interuting 10 
detemline whether mW reproduces the hierarchy of :lnClIIalies'l 
observed for atomiSlic models of water. Th ... thel"lTlO.lynamic 
anomalies are produced by a sharp high- to low- density 
transformation of the liquid at Tu. that is fifty degrees below 
the TMO. as observed in uperimcnts of nanoconfined wmer.l-I 
We computed the heat capaci ty of the liquid down 10 a few 
kelvins abo\"e T u. and foulld a po",-...r law behavior (figure 3) 
thm predicts divergence at a temper.lture 17 K below t.e actual 
T u.. of the model. These results. ~nd the obscrvation of ice 
nucleation from supercooled wat ... r suggest that mW will be 
useful in understanding the puzzling behavior of water at low 
temperatures. close and inside "no man's land··.ZI 
TIle monntomic t ... trahedral model faithfully reproWces the 
structure of ice. liquid water. and 10w..<Jensity amorplOus ice 
using extremely short r.mged imeractiom: all forces go !ntOOthly 
to 1.ero at 4.32 A. a distance shorter th~1I th ... seCOlld peak ill 
the liquid·s rdf. Compare this with thc long mnged cienrosmtic 
forces used in IItomisti c simulations of waler. We oonc ude that 
long-ranged interactions are not needed to model the ~tructure 
of water. Th ... introduction of a nonbond angle depend!nt term 
in the coarse-grained interaction potential is essential to capture 
the phys ics of water intermolecular interactions and r::5u hs in 
a model of water in which the molecules arc "hydrogen bonded" 
although there arc no hydrogen atoms. The hydrogen alQms can 
be regarded as the ··glu ... ·· that kecps the oxygens in h~drogcn· 
bonded positions. 
How well can the monatomic wat ... T model reproduce the 
structure nnd properties of aqueous solut iolls and · .... ater at 
interfaces? ElcctrQSulI ic interactions arc essent ial for the sol-
~ ation of ions and hydrophil ic molecules, but mW does not 
speak the language of elcctrostatics. It is llCCessary D mimic 
the effect of these intcrnctions through sOOn-ranged potentials 
'0 prescn.·e the computational e ffi ciency of 'he coarse-grained 
modcl. Even if the efficiency was !lot a concern. til<: use of 
elC(1rostatics for the solute-solute interactions does roo: address 
the problem of how do water and solute intcract without 
elec trosllIti cs. Preliminary results from our group 500'" thm it 
i ~ possible to reproduce the main effect of hydrophilic I.l1d ionic 
solutes on the structure of water. the decrease in tetralledrality 
evidenced in the experiments by the depression of th~ secolld 
peak in the 00 rdfSs with only shon-ranged SW poten:ials.$6 1t 
is still an open question whether this can be ex.ended 10 model 
two challenging properties of ionic solutions: the slll~i l ization 
of solvent-separalCd ion pairs ill aqueous solu.ions and the 
layering of cnt ions and an ions a. different depths from the water· 
~ acuum interface.'1 
It has becn reponed that a good description of h)·drophobic 
effects in simulations correlates with an accurate description of 
.he liquid density over a broad tempera tu re range.5I 1l1oe 
signatun:s of the hydrophobic effect have been traced to water's 
low compressibili'y and rela.i\·ely low decrease of density on 
heating. compared to organic solvents.S'J Recently. Buldyrev et 
nl.l.I found that the Jagla model (nn isotropic ramp potential 
with tWO chnracteristic length-scales .hal displays the thenno-
dynamic. structurnl. and diffusional anomalies as water but not 
water·s characteristic liquid and crystal structures) produces 
watcrlike solvation thcnnodynnmics for hydrophobic solutes: 
a solubili.y minimum as a function oftempcr~ture and swell ing 
of hydrophobic polymer chains at low temperature. ~ir study 
suggests that waterlikc solvation of hydrophobic molecqles may 
be gh'en by the ability of the sol\"ent to expand on cooling. 
Mol inero nnd Moon:: 
The density of liquid mW is within 1'.1. of experimcnt for 250 
< T < 350 K. which is in betlcr agreement than the alomistic 
models (Figure 3 and Table I) despite the low TMO. The ex tem 
by which mW can pr ... dict hydrophobic hydration remains to 
be studied. but the good agreement in the density and its 
temperature dependence. energetics. Slructure. and surface 
tcnsion suggClits Ihm mW will be a realistic Waler sol\'en t for 
hydrophobic molecules in coarse·grained simula.ions. 
An interesting question is whether the monmomic model. 
parametri7.ed from bulk dala. can reproduce interfaci~ 1 properties 
of water. We have shown abovc that mW reproduces the 
liquid-v(lpOI" surface tension of water at ambient conditions. 
In wort to be reported elsewhere.60,61 we found that the 
monatomic model produces Ihe phase behavior of interfacial 
atomistic models of water in hydrophobic confinement : mW 
confined between nanoscopie hydrophobic disks di,plays wei-
ting-drying transitionsflO at surface separatioos in good agreement 
with those foulld in atomistic studies.t;Uol and at lower temper-
atures it fornts bilaycr ice and other ice ~ tructurcs related to 
bulk hexagonal ice,61 also observed in alomistic simulations.MoM 
V. Conclllsions 
Tctrahedrali ly. through the format ion of hydrogen bonds, is 
arguably the defining characteris tic of water interactions. Head-
Gordon and Rick found that modified SPCJE and TIP·W-Ew 
models that form only two hydrogen bonds do not produce 
waterlike propertics.66 Debenedclli and co-..... ortcrs reach ... d the 
same condusion for SPCIE potentials fOf" which the H- O- H 
angle is modified to hinder the tetrahedral coordin~tion of the 
molecu les.~7 In this wort . we strip water of atomistic det.:lil and 
repn:sent it as an atom with very shon-ranged 1etruhcdral 
interactions. The success of the mW model in reproducing thc 
liquid. crystal. and glass structures of water. their energetics. 
liquid anomnlies. and the correspondillg phase tr.msitions 
strongly indicatcs that the nature of the intermolecular interac-
tions. covalent/metallic or dipolc/hydrogcn bond. is less defining 
of the structural and thermodynamic behavior of these sub--
stances thnn the formation of tetrahedral configurations. More 
provocativc. the monatomic water model mW is just a more 
tctrahedral silicon atom with the corresponding change in energy 
and density scale. Only one of the seven paramclcrs of the 
reduced Stillinger-Weber polcntial for silicon is tuned to 
produce a model that is surpri si ngly accurate in the description 
of Waler. Water and si licon not only belong to the same family 
but they arc close siblings. 
Allgell et al. have qualit.:ltive posit ioned water withill the 
family of tetrahedrnl liquids and conclude that water behavior 
is intermediate betwecn silicon and s ilica.~ In devcloping mW 
we mo\·c a Stcp funhcr and quantify how diffcrent wlter. silicon 
carbon. and germanium are in tenns of a single parameter: the 
strength of the tctrnhedral intcrnctions. This quantitative re la-
tionship provides a ullified framework to understand the risc 
and death of anomalous behavior along the famil y of tctrahedrnl 
liquids. Results ill this respect will be presented in a future 
communication. 
mW is a model without hydrogens and electrostatics but. of 
course. there are propertics ofwaicr that require the clectrostat ics 
and the hydrogen atoms for their description (e.g .. dielectric 
[Jropcnies. rotational dynamics. all its chemistry!). 1l1oe mW 
coarse-grained model does not replace atomistic representations 
of water bUi providcs insight on which imermolecular interac-
tions are responsible for water behavior. We conclude that the 
lack of hydrogen·s has more impact on water properties. that 
is. lower hcat capaci ty. lower structural flexibility to accom-
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modale compression. less hindered diffusivity. than !he shorten-
ing of the intemlOlecular interactions to 4.32 A. l'hcre is an 
increasing interest in developing lheories.w and modcls1O to 
replace the long-r.tnged elcctroSlalic interactions by effecti ve 
short-range potentials in all atom simulations. I:.c\·ekov 1'1 al. 
recently co.1I'SC-grained the imenlCtions of SPC and TIP3P 
lnodels to produce fully atomistic models where the e~trost.atic 
imemctions arc replaced by a function thai vanishes al 10 A.1O 
'The :lIomist ic short-nlllged potCmiaIs reproduce the rdr. dcnsilY. 
imemal energy. compressibilily. and diffusion cocfficiem of the 
original models. 'The success of Ihis "ooarse_gmining in interac-
l ion Spacc"'10 supports our conclusion that the topol~y of the 
;ntfmclions. and not the range of the potential. is th¢ key to 
model water. 
'The most scvere represcntabilily issue of isotropk: monatomic 
waler models. namely their inability to simultaneously reproduce 
Ihe sttueture and energetics of water at any state point. is 
rcmo\'ed by the introduction of the tctrnhedral internclbns. 'The 
llIonatomic tetrahedral llIodel prooicts the siudicd \\'ater proper-
ties (with the notorious exception of the response fuooions) to 
have comparable or beller accuracy than atomistic mode ls. The 
use of an isotropic interactions does not degrade the efficiency 
oft hc model: mW is 2 orders of magnitude faster than the least 
expensive atomist ic model. 
Coarse-grained mode ls of p::!lymcrs. proteins. carbo~ydmtes. 
biomembr.mes. and other molecules ha\'e been developed in 
recent years. We expect that mW will be combined ..... ilh these 
or new models 10 produce a computationally efficiell repre-
sentation of water in coarse-grained simulations ofbiolTolecules 
and materials. 'The accuracy of coarse-grained models in 
reproducing the propenies or solmions and interfacial water. 
panicularly for ion-rontaining systems. is a question that 
deser .. es further study. 
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Growing correlation length in supercooled water
Emily B. Moore and Valeria Molineroa
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The evolution of the structure of water from the stable high temperature liquid to its glass,
low-density amorphous ice LDA, is studied through large-scale molecular dynamics simulations
with the mW model J. Phys. Chem. B 113, 4008 2009. We characterize the density, translational,
and orientational ordering of liquid water from the high temperature stable liquid to the low-density
glass LDA at the critical cooling rate for vitriﬁcation. A continuous transition to a tetrahedrally
ordered low-density liquid is observed at 50 K below the temperature of maximum density and 25
K above a temperature of minimum density. The structures of the low-density liquid and glass are
consistent with that of a continuous random tetrahedral network. The liquid-liquid transformation
temperature TLL, deﬁned by the maximum isobaric expansivity, coincides with the maximum rate of
change in the local structure of water. Long-range structural ﬂuctuations of patches of
four-coordinated molecules form in the liquid. The correlation length of the four-coordinated
patches in the liquid increases according to a power law in the range 300 K to TLL+10 K; a
maximum is predicted at TLL. To the best of our knowledge this is the ﬁrst direct estimation of the
Widom line of supercooled water through the analysis of structural correlations. © 2009 American
Institute of Physics. DOI: 10.1063/1.3158470
I. INTRODUCTION
Water is a ubiquitous liquid with many unusual proper-
ties. It has been known for centuries that there exists a tem-
perature of maximum density TMD for water located just
above the melting point. More recent experiments in the
1970s by Angell and co-workers1,2 were able to measure the
properties of supercooled water and ﬁnd that the density of
the liquid drops sharply on cooling, accompanied by an in-
crease in the constant temperature heat capacity Cp and the
isothermal compressibility T. More intriguing, the increase
in Cp and T seemed to follow power laws that would di-
verge at a singular temperature Ts=228 K.3 Equilibration of
bulk liquid water is impossible at this temperature because Ts
lies just below the temperature of homogeneous nucleation
of ice, TH=231 K.
Several theories have been proposed to explain the
anomalous thermodynamic behavior of water.4–7 All theories
attribute the anomalies of water to the formation of hydrogen
bonded tetrahedral structures that become more favorable at
low temperatures.7 The two that are currently under consid-
eration are the liquid-liquid phase transition5 and the singu-
larity free6 hypotheses. In both theories the anomalies are a
result of anticorrelated volume and entropy ﬂuctuations, that
would result from the formation of patches of fully hydrogen
bonded water molecules as the temperature decreases.7 In the
singularity-free hypothesis, the enhanced ﬂuctuations result
in maxima for the response functions but do not lead to a
ﬁrst order transition. The liquid-liquid transition hypothesis
proposes that supercooled water separates into two phases,
low-density liquid LDL and high-density liquid HDL, for
pressures higher than that of a liquid-liquid critical point
LLCP. Support for this hypothesis arises from simulations
of various water models5,8 and also from the existence of at
least two different amorphous solid phases of water that in-
terconvert through a reversible, sharp, ﬁrst-order-like
transition.9 Careful decompression experiments by Mishima
and Stanley10 suggest that the LLCP of water could be lo-
cated around Tc
LL
=220 K and pc
LL
=1000 atm. A more recent
estimation based on a scaled equation of state, yields a simi-
lar critical temperature, Tc
LL
=232 K, and a considerably
lower critical pressure, pc
LL
=270 atm.11
The liquid-liquid transition in water has some important
differences with its close cousin, the vapor-liquid transition.
First, the higher entropy phase by deﬁnition the higher tem-
perature one is the denser one, leading to a negatively
sloped coexistence line in the p-T plane. This characteristic
is shared with the liquid-ice transition. Second, on approach-
ing the LLCP the difference in entropy between the liquid
phases S is more signiﬁcant than the difference in density,
leading to an estimated slope of the coexistence line
dp /dTLL=S /V that is 30 times higher than for the
liquid-vapor transition.11,12 The preponderance of entropy
over density as the relevant order parameter is also common
to the liquid-crystal transition. A very important difference
between liquid-liquid and liquid-ice transitions, however, is
that the latter involves phases of different symmetries and
does not end in a critical point.
At pressures lower than the liquid-liquid critical point, in
the supercritical region, liquid water would consist of a ﬂuc-
tuating mixture of molecules with local ordering similar to
those found in LDL and HDL. The structure ﬂuctuations
would be more pronounced at the supercritical continuation
of the ﬁrst order liquid-liquid transition line, called the
aAuthor to whom correspondence should be addressed. Electronic mail:
valeria.molinero@utah.edu.
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Widom line TWp,13–16 at which the correlation length of the
structure ﬂuctuations  reaches its maximum value. Emanat-
ing from the critical point, there must also be loci of maxi-
mum values of the heat capacity, isothermal compressibility,
and isobaric expansivity. These loci of maximal response
converge as the system approaches the critical point.17 Ato-
mistic simulations of the ST2 model of water show that the
loci of maximum response functions converge to a single
line already at about a thousand atmospheres away from the
LLCP.18 Correlation lengths in deeply supercooled water
have not been computed before from simulations. Correla-
tion lengths have been derived from the experimental struc-
ture factor, Sq, of supercooled water, although the results
give a contradictory account. Bosio and co-workers19 com-
puted the structure factor using x-ray and small angle neu-
tron scattering SANS and concluded that the correlation
length increased with supercooling. Xie et al.20 used small
angle x-ray scattering SAXS to investigate the density ﬂuc-
tuations from 273 to 239 K. They found that in this range the
correlation length increases slowly, less than would be ex-
pected if a liquid-liquid transformation were pending just
below TH. The study of long-range structure ﬂuctuations is a
challenge for simulations due to the large system sizes re-
quired to access the low q region of the structure factor.
Based on the experimental results, the increase in Sq is
expected at q1 Å−1, and an appropriate characterization of
the correlation length would require access to q0.1 Å−1.
This requires simulation cells of at least 15 nm side, in-
volving more than 100 000 water molecules. Simulation
studies of ordering in supercooled water have been limited to
systems with less than 1000 molecules, making it possible to
extract qualitative information about the intermediate-range
ordering of four-coordinated LDL-like molecules.21 Here
we study the structure ﬂuctuations in water from the hot
liquid to the deeply supercooled liquid regime, through
large-scale molecular dynamics MD simulations involving
more than a quarter million molecules using a novel coarse-
grained water model. From these simulations we extract cor-
relation lengths that show a power-law increase in super-
cooled water.
In addressing the evolution of structure in stable and
supercooled water by MD simulations, one main limitation is
the computational expense. In simulations, it is difﬁcult to
equilibrate the liquid in the deeply supercooled region or
simulate systems that are large enough to allow the study of
long-range correlations in density and structure ﬂuctuations.
To address these issues, we developed a monatomic model of
water, mW, that represents each water molecule as a single
particle with tetrahedral interactions that mimic the effect of
hydrogen bonds.22 The monatomic water mW model belongs
to a family of tetrahedral potentials23 that also model the
group IV elements of the periodic table C,24 Si,25 and Ge.26
The mW model does not have hydrogen atoms or electrostat-
ics yet it reproduces the structure of water, ice, and LDA
glass, the phase transitions between them melting, freezing,
and liquid-liquid transformation and the thermodynamic and
dynamic anomalies of liquid water. The accuracy of mW in
describing the structure, anomalies, and phase behavior of
water is comparable to or better than that of the most popular
atomistic water models SPC, SPCE, TIP3P, TIP4P, and
TIP5P while the mW simulations are about a hundred times
less expensive.22 For an exhaustive assessment of the prop-
erties and limitations of the mW model we refer the reader to
Ref. 22. The use of the mW model allows for simulations of
large systems for long times, providing the opportunity to
compute and analyze the temperature dependence of the
long-range correlation of structure ﬂuctuations for tempera-
tures down to TH, from which we determine the location of
the Widom line.
A second question that we address in this study is how
the structure of liquid water evolves as it is cooled from high
temperature, into the metastable supercooled region, and ﬁ-
nally transforming into a glass. Equilibrium properties of
bulk liquid water have been studied in experiments down to
T235 K.27,28 Below this temperature the rate of ice nucle-
ation increases precipitously and the liquid cannot be equili-
brated at TTH=231 K. Between TH and the glass transi-
tion of water, Tg136 K,2 liquid water is in “no-man’s
land”.29 In this region the rate of ice nucleation becomes
comparable to the time required for equilibration of the liq-
uid and its properties cannot be probed with current experi-
mental techniques. Crystallization, however, can be avoided
by hyperquenching liquid water at a rate of 106 K s−1.2
The resulting system is a glass, low-density amorphous ice
LDA. LDA is vitriﬁed LDL and its structure is quite differ-
ent from that of room temperature water. This high quench-
ing rate makes it impossible to study the evolution of the
structure of water as it approaches TH and crosses into “no-
man’s land”.
The low computational cost and fast equilibration of
mW water, due to the lack of hydrogen atoms, permit the
study of the evolution of the structure of water over a broad
temperature range as it converts to LDA. In addition, this
analysis can be done under conditions that best mimic ex-
periment, at the critical cooling rate for vitriﬁcation, which is
1010 K s−1 for the mW model. This leads to a better equili-
bration of the low-density phase that attains a structure con-
sistent to that of a random tetrahedral network. It should be
noted that the critical cooling rate in the simulations is 104
times higher than in the experiment. This is because the crys-
tallization rate as well as the diffusivity is higher in the
absence of hydrogen atoms; the dynamics of the monatomic
water evolves in a smoother potential energy surface than
fully atomistic water.
This paper is organized as follows: Sec. II details the
water model and simulation methods, Secs. III–VI present
the analysis of the change in structure for the water as it is
quenched from a temperature close to the boiling point to the
LDA glass, and a discussion of the validity of mixture mod-
els to describe the density of water. To the best of our knowl-
edge, this paper presents the ﬁrst determination of a power-
law increase in the correlation length of structure ﬂuctuations
in supercooled water and a direct determination of the Wi-
dom line as the locus of maximum correlation length. Sec-
tion VII contains a discussion of these results.
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II. WATER MODEL AND SIMULATION METHODS
Water was modeled by the mW force ﬁeld.22 The mW







































where A=7.049 556 277, B=0.602 224 558 4, p=4 q=0,
and =1.2 give the form of the potential, o=109.47° and
=23.15 encourages tetrahedral conﬁgurations. The energy
scale 	=6.189 kcal /mol and characteristic size 

=2.3925 Å determine the strength of the interactions and the
excluded size of the water molecule and a=1.8 deﬁnes the
cutoff for all interactions at a
=4.3 Å.22 The parameters of
the mW potential are identical to those of Stillinger–Weber
silicon,25 except for 	, 
, and  that were adjusted to repro-
duce the experimental values of the melting temperature of
hexagonal ice, and the density and enthalpy of vaporization
of liquid water at that temperature.22 It is known that isotro-
pic coarse-grained models of water perform poorly in terms
of transferability across a temperature range and in their abil-
ity to simultaneously reproduce thermodynamic and struc-
tural properties of the liquid.30 This is mainly due to the fact
that isotropic, purely radial, interactions do not sufﬁce to
represent the physics of water interactions. We found that the
introduction of anisotropic interactions that mimic the effect
of hydrogen bonds allow for a good description of the ther-
modynamic anomalies of water, its phase change enthalpy
and the formation of phases that were not considered in the
parametrization, such as LDA Ref. 22 and water
clathrates.31
MD simulations were performed using LAMMPS.32 The
systems consisted of cubic simulation cells with periodic
boundary conditions. The equations of motion were inte-
grated using the velocity Verlet algorithm with a time step of
5 fs. All simulations were done at room pressure. The tem-
perature and pressure in the simulations were controlled us-
ing the Nose–Hoover thermostat and barostat with relaxation
times 0.5 and 2.5 ps, respectively, for the smaller system and
both 10 ps for the larger system.
The properties of ice were computed from a NPT simu-
lation of a periodic cell of hexagonal ice containing 36 864
mW particles. The structure factors and correlation lengths in
liquid water where computed from NPT simulations of an
N=262 144 water system 20 nm cell length at constant
temperature. All other properties of liquid and glassy water
were computed from NPT simulations of the 32 768 mol-
ecule system 10 nm cell length for which T was varied
linearly between 350 and 100 K at a rate of 10 K ns−1, the
critical cooling rate to avoid ice crystallization with mW
water.
III. DENSITY EXTREMA AND LIQUID-LIQUID
TRANSFORMATION.
The best and oldest known example of water’s anoma-
lies is the density maximum max.28 The temperature of
maximum density for bulk water is TMD=277 K. Recently
it has been shown that, under conditions of conﬁnement in
silica nanopores that prevent crystallization, water displays a
maximum at TMD275 K and also displays a minimum
density min at TmD203 K.33 A density minimum in su-
percooled water was formerly predicted by atomistic
simulations18,34 and recently reported for the water-like Jagla
model.35 Between the TMD and TmD conﬁned liquid water
undergoes a continuous structural transition that has been
monitored through Raman scattering36 and proton chemical
shift in NMR.37 The liquid-liquid transformation temperature
of water in silica nanopores, deﬁned as the temperature of
maximum structural change, was found to be
TLL235 K.36,37
The temperatures of density minimum and liquid-liquid
transformation lie below the temperature of homogeneous
nucleation of bulk water and cannot be resolved at the
106 K /s hyperquenching rate needed to vitrify water drop-
lets in experiments. We characterize the density and water
structure as it is cooled from the hot liquid at 350 K to the
LDA glass at 100 K at the critical cooling rate for vitriﬁca-
tion in these simulations, 1010 K /s. Cooling at the subcriti-
cal cooling rate of 2109 K /s produces results identical to
those shown below down to 202 K, but lead to ice forma-
tion instead of vitriﬁcation in the low temperature region.
Figure 1 shows the evolution of the density in the cool-
ing run from 350 to 100 K. The density increases in the
stable region, reaches a maximum at TMD=2501 K, fol-
lowed by a sharp drop, with a maximum isobaric expansivity
p at 2022 K and a minimum at TmD=1753 K. On
warming up the hyperquenched system from 100 K at the
same rate, we observe a slight density relaxation at T
145 K. This suggests that mW water vitriﬁes at Tg
145 K for this cooling rate. The location of the TmD ob-














FIG. 1. Color online Density of mW water, as the temperature is cooled at
the critical rate for vitriﬁcation full line. The arrows indicate the density
maximum at TMD=2501 K and density minimum at TmD=1753 K.
The vertical dashed line indicates the temperature of maximum rate of
change in the density, the liquid-liquid transition temperature TLL
=2022 K. The ﬁt to Eq. 7 with quadratic expressions for VL and VH
dashed line accurately reproduces the density of water from hot stable
liquid to low temperature glass.
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tained upon warming is slightly displaced to higher tempera-
tures, TmD=1823 K. The magnitude of density relax-
ation between cooling and warming cycles is just 0.25% at
182 K.
The locus of maximum p is the liquid-liquid transfor-
mation temperature, TLL=2022 K for mW water. In the
ﬁrst order transition region, ppc, the density would present
a discontinuity as HDL converts to LDL. In the supercritical
region, ppc, p should display a ﬁnite maximum that—as
indicated in Sec. I—must coincide with the loci of maximum
in all response functions and correlation length as the system
approaches the critical point. We use the acronym TLL indis-
tinctly for the continuous transformation seen at pressures
below the critical pressure and the discontinuous, truly ﬁrst
order, transition at higher pressures between HDL and LDL.
Note that the density extrema and liquid-liquid transfor-
mation in mW are displaced 30 K down with respect to
water in the nanopore, leading to the same gap TMD-TLL
50 K and TMD-TmD75 K as in the experiment. It is
not clear whether or how the results for nanoconﬁned water
can be translated to bulk water, as the thermodynamics of a
nanoconﬁned liquid is strongly inﬂuenced by the interactions
with the conﬁning interface. We expect however, a displace-
ment of the liquid properties of mW to lower temperatures
with respect to experimental water in bulk, as the mW model
was parametrized to reproduce the experimental melting
temperature of ice, while Tm should be higher for a mon-
atomic model because the loss of rotational contributions to
the liquid entropy would destabilize the monatomic liquid
phase, as discussed in Ref. 22.
The density maximum predicted by the mW model,
1.003 g /cm3 is in excellent agreement with 0.999 97 g /cm3
of experiments. The predicted density minimum is
0.967 g /cm3, higher than the 0.925 g /cm3 reported for wa-
ter conﬁned in silica nanopores.36 The model predicts that
the density of the low-density liquid is 2.3% lower than that
of ice, as also reported in Ref. 38 based on the experimental
densities from Refs. 39. The absolute densities of ice and
LDA predicted by the mW model are, however, higher than
in experiment. We attribute this to the inability of the coarse-
grained model to reproduce the extension of the O–H–O hy-
drogen bonds, due to the lack of hydrogen atoms.
The transformation from high- to low-density liquid is
continuous. A small hysteresis, less than 8 K, is observed on
warming up. Ice formation occurred in the warming up cycle
as the low-density liquid approached TLL. A continuous
liquid-liquid transformation is consistent with the most prob-
able scenario for water that involves the existence of a ﬁrst
order high-density to low-density liquid-liquid phase transi-
tion LLPT in the supercooled region that would end at a
positive pressure liquid-liquid critical point LLCP.10 It is
also consistent with the singularity free scenario.6 A prelimi-
nary determination indicates that the mW model presents a
LLCP around 190 K and 1200 atm,40 thus TLL at p1 atm
belongs to the Widom line, the supercritical extension of the
ﬁrst order liquid-liquid transition line.13,14 The Widom line is
the locus of maximum correlation length. In Sec. VI we de-
termine the temperature of maximum correlation length and
show that it coincides with TLL computed from the maximum
isobaric expansivity. Prior to that, in Secs. IV and V we
discuss the changes in local ordering that occur in liquid
water in its path to LDA and the validity of mixture models
for the density.
IV. INCREASE IN LOCAL ORDERING FROM HIGH
TEMPERATURE LIQUID WATER TO LDA GLASS.
A. Pair distribution function
The tetrahedral topology of water’s hydrogen bonded
conﬁgurations imparts to the liquid structure characteristics
that are very different from those of simple liquids: i the
average coordination number of water is low, 5.20.1
neighbors up to 3.5 Å at room temperature41 and 3.90.1 in
LDA at 80 K,42 ii the ratio of the positions of the ﬁrst and
second peak in the oxygen-oxygen radial distribution func-
tion rdf corresponds to those of a tetrahedron, and iii the
angular distribution function adf presents a prominent peak
around tetrahedral angles. The mW model quantitatively re-
produces these features and provides an adf and rdf in excel-
lent agreement with experiment for the room temperature
liquid and LDA glass.22




N2i=1 j1 r − rij , 4
where V is the volume, rij is the distance between i, j mol-
ecules, and ¯  denotes an ensemble average. From the rdf
we computed the average number of neighbors nc in the






Figure 2 displays the rdf of mW water as it is cooled
from 350 to 100 K at the critical cooling rate for vitriﬁcation,
10 K/ns. The glass has the rdf of LDA see Ref. 22 for a
comparison with experiment. The liquid rdf changes sharply
around the liquid-liquid transformation temperature TLL
=2022 K. Vitriﬁcation around 145 K has no distinct effect
on the structure. The main changes on cooling are i an
increase in intensity of the “tetrahedral peaks,” centered at
2.75 and 4.45 Å and ii a decrease in density in the broad
region around 3.3 Å that corresponds to “interstitial” water
molecules loosely coordinated to the central one. In agree-
ment with atomistic simulations the number of neighbors up
to rc3.25 Å is constant, 4.03, for all temperatures.43
Cooling at the subcritical rate of 2109 K /s leads to
the formation of ice, evidenced by the splitting of the second
peak of the rdf. The structural transformation of stable liquid
water to LDA at room pressure produces a set of invariant
points in the rdf. The three lowest in the model are at 2.9,
4.0, and 5.1 Å, in excellent agreement with those at 2.95, 3.9,
and 5.1 Å reported from x-ray diffraction of water between
313 and 262 K.44 The existence of isosbestic points in the rdf
and other spectra of liquid water has been considered as evi-
dence for the existence of two structural motifs.45 Section V
addresses this issue.
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B. Orientational order
We measured the average tetrahedral ordering of the
four-closest neighbors around the water molecules through
the order parameter Q,46 computed for each conﬁguration of
the N=32 768 water system as









cos ikj + 13
2
, 6
where ikj is the angle subtended between the central water
molecule k and two of its four-closest neighbors. Q is one for
a perfect tetrahedral crystal where all ikj=109.47° and zero
for a system in which the distribution of these angles is ran-
dom. This quantity cannot be measured in experiments, but it
has been used to characterize the structure of liquid and
amorphous solid water in simulations.47–49 The structure of
the liquid water becomes more tetrahedral on cooling, as
seen in Fig. 3. At T=300 K and p=1 atm, the orientational
order predicted by the mW model, Q=0.70, agrees with the
one predicted by the atomistic TIP5P model, Q=0.69.50 A
steep increase in tetrahedral ordering is observed for T below
the TMD of the model, TMD=250 K.22 The maximum rate
of change in tetrahedrality, dQ /dT, of liquid water occurs at
TLL
Q
=2021 K, which is the same liquid-liquid transforma-
tion temperature TLL determined from the maximum d /dT.
Atomistic simulations also show that there is a maximum
rate of change in tetrahedrality for water in the supercooled
region, at the liquid transformation temperature deﬁned by a
maximum in heat capacity.49 A coincidence of the maximum
dQ /dT and Cp is also observed for the mW model.51
At the liquid-liquid transformation temperature TLL the
average tetrahedrality of water is Q=0.85. It continues to
grow on cooling, slowly below the TmD, until it reaches
Tg145 K. Below Tg the changes in tetrahedral ordering
are minimal. It attains a maximum Q=0.93 for the hyper-
quenched LDA glass at 100 K. Q of LDA in this work is
higher than the 0.84 reported for hyperquenched SPCE wa-
ter, a potential known to underestimate the tetrahedrality of
water.48 The faster dynamics of the coarse-grained model
also facilitates the relaxation to the tetrahedral low-density
structures.






















FIG. 2. Color online Upper panel: Radial distribution function rdf of
liquid mW water hyperquenched at the critical cooling rate for vitriﬁcation.
The full lines correspond to the structure of the high temperature high-
density liquid from 350 K to TMD=250 K, with the rdf for T=300 K
shown with a thin dashed line. The structure at the liquid-liquid transforma-
tion temperature TLL=202 K is shown with a thick dashed line and the rdf
of low-density liquid and glass at 160 and 120 K with dotted lines. Lower
panel: Differential rdf of the liquid with respect to the LDA glass at 120 K;
same symbols as in upper panel. Notice that the interstitial region centered
at 3.3 Å arises from the merging of two distinct interstitial bands, one
centered at 3.6 Å and another at 3.1 Å. The liquid-liquid transformation
involves the loss of interstitial waters between the ﬁrst and second shell and
a strengthening of the tetrahedral peak centered at 4.5 Å.

















r = 3.0 to 3.2 Å
r = 3.3 to 3.5 Å
FIG. 3. Color online Upper panel: Evolution of the orientational order
parameter, Q, on hyperquenching of liquid water at the critical cooling rate
for vitriﬁcation. The dashed vertical line indicates the temperature for which
the rate of change of tetrahedrality, dQ /dT, is maximal. This temperature
coincides with the temperature of the liquid-liquid transformation deter-
mined from the density Fig. 1 and the fraction of four-coordinated mol-
ecules lower panel of this ﬁgure. Lower panel: Fraction of four-
coordinated molecules f4 increases on cooling of liquid water. The different
curves represent f4 values computed using various ﬁrst coordination shell
radial cutoffs, rc, that include the minimum in the rdf of room temperature
water, 3.5 Å, to the end of the ﬁrst peak in LDA, 3.0 Å. The fraction of
four-coordinated molecules increases for 3.0 Årc3.2 Å from 18% to
50% thick dashed lines, reaches a maximum at 3.25 Å line with circles,
rc for which the average number of neighbors is independent of temperature
and decreases from 50%–23% for 3.3 Årc3.5 Å full lines. The ver-
tical dashed line indicates the location of the liquid transformation tempera-
ture, TLL, determined as the temperature where the maximum rate of struc-
tural change df4 /dT occurs. TLL is independent of the radial cutoff used, and
coincides with the one determined from the change in tetrahedrality upper
panel and density Fig. 1. The low-density glass has the structure of a
random tetrahedral network.
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What is the maximum tetrahedral ordering of LDA that
is still compatible with a truly amorphous state? Hexagonal
ice at 100 K has Q=0.99. LDA glass may be modeled as a
random tetrahedral network RTN.52 This is the model used
to represent a-Si and a-Ge, known to be isomorphic with
amorphous solid water.52,53 The RTN model assumes that all
molecules have exactly four neighbors and ﬁrst neighbor dis-
tances deviate little e.g., 1%–2% from those of the tet-
rahedral crystal; the angles in the RTN, however, are not
perfectly tetrahedral, resulting in loss of long-range order in
the solid. Assuming that coordination defects decrease the
tetrahedral ordering, the upper limit of Q will be determined
by the minimum angular standard deviation that is consistent
with a RTN. These are 9.1° to 11.4° for RTN constructed to
represent the amorphous phases of C, Si, and Ge.54 The an-
gular distribution functions for the four-closest neighbors of
LDA and hexagonal ice at 100 K are Gaussian with mean
values of 108.9° and 109.5°, respectively. What distinguishes
glass from ice is the magnitude of the angular dispersion: 11°
for the LDA and 4° for the crystal at 100 K. A better measure
of the actual standard deviation of the intermolecular angles
is obtained if the structures are quenched to the local mini-
mum to remove the vibrational contribution. We ﬁnd that this
intrinsic angular dispersion of ice is negligible, while that of
hyperquenched LDA is 9.5°, in agreement with what is ex-
pected for continuous random tetrahedral networks. Never-
theless, liquid water does not reach a state of perfect RTN in
our hyperquenching simulations: only 90% to 95% of the
molecules are four-coordinated in the glass, as discussed in
Sec. IV C. The average Q for the water molecules in LDA
that have four neighbors up to rc=3.5 Å is 0.96. This is
likely close to the upper limit for an amorphous tetrahedral
solid. It is clear that while Q is an appropriate order param-
eter to describe the liquid-liquid transformation in water, it is
not a good one to distinguish LDA from ice.
C. Population of N-coordinated molecules
To further characterize the structure of liquid water we
computed the fraction fN of molecules with N=0,1 , . . . ,8
neighbors within the ﬁrst coordination shell up to a cutoff
distance rc. A natural cutoff distance to deﬁne the ﬁrst coor-
dination shell is the location of the ﬁrst minimum of the rdf,
at 3.5 Å for T=300 K. As the ﬁrst peak becomes more pro-
nounced at low temperatures, an alternative deﬁnition for the
ﬁrst shell could include waters that are found within the dis-
tances encompassed by the ﬁrst peak in LDA, 3.0 Å. It is
useful at this point to address the question: how does the
choice of rc affect the analysis of water structure? This ques-
tion is relevant to interpret the results arising from experi-
mental techniques that differ in their spatial reach.
The lower panel of Fig. 3 presents the temperature evo-
lution of f4, the fraction of four-coordinated molecules, for a
series of shell cutoff distances 3.0rc3.5 Å. The f4
curves have a sigmoidlike shape for all rc with an increase in
the fraction of four-coordinated molecules observed in the
supercooled region. The maximum rate of change for the
structural transformation occurs at TLL
f4
=2012 K, irrespec-
tive of the choice of rc. This is the same liquid-liquid tem-
perature as determined from the density and the tetrahedral
order parameter. The fraction of four-coordinated liquid, f4,
increases around TLL
f4 while all other fN experience a con-
comitant sharp decrease not shown. f4 levels off to a maxi-
mum f4=0.920.03 depending on the choice of rc for the
hyperquenched glass at 100 K. This glass has 4.06 neighbors
in the ﬁrst shell.
While the different f4T curves converge in the low
temperature limit, the f4 predicted at high temperatures is
strongly dependent on the radius used to deﬁne the ﬁrst
neighbor shell Fig. 3. The average number of neighbors for
a radial cutoff of 3.25 Å is 4.05 for 350 KT
100 K, yet f4 is a strongly varying function of T. The
liquid transformation monitored at rc=3.25 Å occurs with
constant average coordination, mainly through a compensa-
tion of the fraction of undercoordinated f3 and overcoordi-
nated f5 water molecules. The maximum dynamic range for
f4 is found at the extremes, rc=3.5 Å and 3.0 Å Fig. 3. For
rc=3.5 Å, a shell that encompasses all the neighbors up to
the ﬁrst minimum of the rdf at 300 K, the fraction of mol-
ecules with less than four neighbors is always insigniﬁcant
and we ﬁnd that at T=300 K f4 is 0.24, f5 is 0.44, f6 is
0.25, and f7 is 0.06.
While the similarity of QT and f4T curves may give
the impression that the four-coordinated molecules in the liq-
uid have Q values close to those of LDA, this is not the case.
The four-coordinated molecules in high temperature water
are less orientationally ordered than in the low temperature
liquid. At T=350 K, for example, the average tetrahedrality
of the four-coordinated molecules is 0.72Q40.77 de-
pending on the choice of rc. These values are closer to the
Q=0.67 obtained when all molecules at T=350 K are con-
sidered than to the Q=0.93 of LDA.
By all measures, the liquid transformation on cooling
corresponds to an increase in tetrahedrality. Based on this we
classify the water molecules into two structural components:
those with four neighbors up to rc which we refer to as low,
L, for the low temperature structure and all others high, H.
It should be kept in mind that the H and L type of water
molecules of are not two distinct species but only structural
motifs selected from the continuum structure of the liquid. At
room temperature, the exchange rate of molecules between L
and H states is on the order of 1 ps.
V. TWO-COMPONENT ANALYSIS OF THE
ANOMALOUS DENSITY OF WATER
We now address the validity of describing the density of
water as a combination of the density of the L and H struc-
tural components introduced in Sec. IV. As early as 1892,
Röngten55 proposed that water was a mixture of isolated
“icebergs” in a sea of denser liquid. Much debate ensued on
whether liquid water consists of a few well-deﬁned structural
motifs or a continuum of structures. Vedamuthu et al.56 ana-
lyzed the experimental density of water from 243 to 313 K,
ﬁnding that the molar volume can be decomposed as a sum
of contributions from two components,
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V = fLVL + fHVH, 7
where fL and fH= 1-fL are the fraction of molecules of the
low and high-density components, with molar volume VL
and VH that differ in 25%. These authors considered that
most of the temperature dependence was implicit in fLT,
for which they assumed a sigmoidal shape. Their results in-
dicated that the density maximum could be explained by an
increase in the fraction of low-density component in the liq-
uid. The same mixture model with pressure and temperature
dependent coefﬁcients was used to explain water’s isother-
mal compressibility minimum at 323 K Ref. 56 and the
change of the radial distribution functions with pressure and
temperature.57 Robinson et al. interpreted VL and VH as the
molar volumes of the pure L and H components which they
associated with the structures of hexagonal ice Ih and the
high-pressure polymorph ice II, respectively. In Eq. 7, VL
and VH are the volumes of the pure L and H liquids only if L
and H form an ideal mixture. The sigmoidlike form of f4T
Fig. 3 points to strong cooperativity in liquid water that
would contradict the idea of an ideal mixture. In a more
general case, VL and VH in Eq. 7 are partial molar volumes,
Vi = 
 Vninj,p,T, 8
where ni is the number of moles of component i and the
derivative is taken at constant T, p, and number of moles of
j. It should be noted, however, that the composition f4 fL in
Eq. 7 is not a true external variable: the proportion of L
and H structures in liquid water cannot be modiﬁed indepen-
dently of T.
The molar volume of liquid water in our simulations is
accurately reproduced by Eq. 7 if VL and VH are repre-
sented by quadratic functions of T. Figure 1 shows the ﬁt of
the density to Eq. 7 with f4 deﬁned from rc=3.5 Å. The
selection of any other cutoff, 3.0rc3.5 Å, produces a ﬁt
of the same quality, but the actual volumes associated with L
and H are cutoff dependent as are the identities of L and H.
At the melting temperature, VH is 10 to 20% smaller than VL,
with the lowest difference corresponding to the maximum
cutoff, rc=3.5 Å. We ﬁnd that for some values of rc Eq. 7
yield a nonmonotonous VHT: it decreases down to 200 K
followed by an increase in the low temperature region. These
results may be biased by the insensitivity of Eq. 7 to the
values of VH in the temperature range where 1-f4 is small.
On the other hand, VL is a monotonously increasing function
of T for all choices of rc. AVoronoi analysis of the volume of
four-coordinated clusters in SPCE water indicated that the
clusters of four-coordinated molecules do not attain a volume
higher than the rest of the liquid until they reach a certain
size about 10–20 molecules that depends also on the value
of the tetrahedral order parameter Q.46 The clustering of
four-coordinated molecules is discussed in Sec. VI; for the
purpose of Eq. 7, this cooperative effect in the volume of L
is convoluted with the temperature dependence in the partial
molar volume VL.
Our results indicate that, in the analysis of experimental
data using Eq. 7, caution should be taken in the interpreta-
tion of the meaning of VH and VL as their values depend on
the choice of fL and their interpretation as volume of two
components on the assumption of ideal solution of L and H.
The temperatures of density extrema can also be ana-
lyzed in terms of Eq. 7. TMD and TmD are given by the
two zeros of p and the liquid-liquid transformation tempera-
ture TLL by its maximum,
pV = 
dVdTp = VL − VHdf4dT + f4dVLdT + 1 − f4dVHdT .
9
The thermal expansivity of VL and VH are responsible for the
existence of density extrema. If VL and VH were constants,
the density would decrease monotonously. The sharpness of
the density change, however, is exclusively due to the change
in structure of the liquid on cooling, given by df4 /dT. TLL
and TLLf
4
are identical because the ﬁrst term of Eq. 9 domi-
nates between TMD and TmD, and VL and VH are slowly
varying functions of T.
VI. GROWING CORRELATION LENGTH
IN SUPERCOOLED WATER
We now address what is the organization of the L mol-
ecules in water, and whether the increase in four coordina-
tion on cooling is accompanied by structure ﬂuctuations with
growing correlation length. We present ﬁrst an analysis of
the clustering of the L molecules and then the calculation of
the correlation length from the analysis of the structure
ﬂuctuations.
To investigate the medium range order and development
of L domains in water structure we computed the average







ri − rj2, 10
where M is the number of water molecules in the cluster, r
are the molecular coordinates and the sum is over all the
pairs of molecules in the cluster. A distance rc=3.5 Å, cor-
responding to the ﬁrst minimum in the radial distribution
function of mW liquid at room temperature, was used as a
cutoff for the clustering of N-coordinated molecules. The
largest cluster is deﬁned as the one containing the most mol-
ecules for each conﬁguration.
Figure 4 displays the average Rg,4 over all the L clusters
and the average radius of gyration of the largest clusters
above their percolation temperature Tp225 K. They both
show two regimes: a constant Rg,4 for T300 K followed
by an increasing cluster size and radius of gyration in the
supercooled region. These two regimes are mirrored by the
change in the fraction of four-coordinated molecules Fig. 2.
In agreement with our ﬁndings, a recent report on the rela-
tion of the dynamics and structure of liquid water58 indicates
that the ratio of molecules with high and low Q in bulk
TIP5P water and the ratio of spectral intensities attributed to
HDL and LDL in the IR spectra of water conﬁned in silica
nanopores follow the same trend observed for the monatomic
liquid water: the “structural composition” of water is tem-
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perature insensitive at temperatures higher than about 300 K,
below which it starts to change toward the low-density form.
In the “normal liquid” regime, at T300 K when the
concentration of L is almost constant, the largest four-
coordinated clusters contain 60 molecules with an average
radius of gyration of 91 Å. The nonsphericity NS of the
clusters, deﬁned as the ratio between the actual Rg and the Rg
of a sphere containing the same number of molecules with
ﬁrst neighbors distance of 3.5 Å, is 1.5 over this tempera-
ture range. The four-coordinated clusters are immersed in a
network of percolated H clusters. A comparison of the size
and NS of the largest four-coordinated clusters with the larg-
est six-coordinated ones at room temperature shows that the
four-coordinated ones are more compact 1.5 versus 2.2 and
with less particles 60 versus 300, in spite of the two frac-
tions, f4 and f6, being equal.
Between room temperature and the temperature of maxi-
mum density, TMD=250 K, the number of molecules in the
largest cluster triples, accompanied by an increase in radius
of gyration from 9 to 14 Å, and the clusters become less
spherical, NS increases from 1.5 to 1.8. Below TMD, the
largest cluster grows dramatically, spanning the whole sys-
tem at 225 K. A snapshot of a liquid conﬁguration at 210
K Fig. 5 shows well separated L and H domains in the
percolated structure.
A direct measurement of the radius of gyration and
shape of low-density liquid clusters is not possible in experi-
ments. The correlation length of the density ﬂuctuations,
however, can be extracted from the analysis of the structure
factor Sq obtained in SANS or SAXS experiments. In
terms of the Ornstein–Zernicke equation the growth in the
structure factor at low q long distance takes the form




where  is the correlation length, Sn is a background compo-
nent, and Ckb is a constant. The structure factor of super-
cooled water has been obtained from x ray, SANS and SAXS
experiments.19,20 The correlation lengths derived from these
measurements do not agree with each other, and indicate
different trends with supercooling: The x-ray and SANS re-
sults from Refs. 19 suggest a signiﬁcant increase in the cor-
relation length with supercooling, while a study of the den-
sity ﬂuctuations from 273 to 239 K through SANS in Ref. 20
indicates that the correlation length increases slowly. This
increase is from 3.6 to 3.8 Å when the correction in Eq.
11 involves a constant nonzero background and from
2.0 Å2.8 Å when the background is assumed to be
zero.
We computed the structure factor of water from 370 to
210 K for simulation cells with linear dimensions 20 nm,
containing more than 14 million molecules. To our knowl-
edge, this is the largest water system for which structural
correlations have been analyzed through simulations. The
structure factor Sq was calculated from the Fourier Trans-
form of the corresponding rdf,





where the density  and rdf gr were computed over 4 ns
NPT equilibrium trajectories of the N=266 144 molecule
system at each T, after an equilibration period of at least 6
ns. Hyperquenching simulations, such as those presented in
Secs. III and IV for the analysis of the density and local
structure, do not sufﬁce to gather the statistics needed to
compute the structure factor. We investigated the long-range
correlations in water density down to q=0.1 Å−1. The dif-
ference in density between the L and H components for the
mW model was not enough to produce a discernible increase
in Sq at low q Fig. 6. Visual inspection of the system,
however, shows well-deﬁned clusters and a growing charac-











FIG. 4. Color online The average radius of gyration of the largest cluster
of four-coordinated molecules, Rg
largest, smooth line shows a steep in-
crease between room temperature and the percolation threshold of the four-
coordinated molecules around 225 K. The average over all clusters of four-
coordinated molecules, multiplied by a factor of 4, 4Rg
ALL, is shown by
the dashed line. A cutoff distance corresponding to the ﬁrst minimum in the
rdf of room temperature water was selected for clustering.















FIG. 5. Color online Correlation length of the structure ﬂuctuations,  line
with circles, where circles represent the data points computed from equi-
librium simulations of systems with 262 144 water molecules linear cell
dimensions 20 nm, vary little from the boiling point to room temperature
while showing a pronounced increase at low temperatures. At T300 K,
the correlation length increases with a power-law full smooth line. The
maximum correlation length deﬁnes the Widom temperature for the mW
water model at room pressure, TW=200 K, that coincides with the liquid-
liquid transformation temperature deduced from the change in density and
local structure Figs. 1 and 2. Insets: Snapshots of the 262 144 molecule
system are shown at room temperature, the TMD and 10 K above the liquid-
liquid transition. The darker spots signal four-coordinated molecules, the
others are shown in a lighter tone. Long-range correlations of four-
coordinated molecules are evident at low temperature.
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teristic size of the four-coordinated domains when the liquid
is cooled toward TLL see snapshots in Fig. 5. Not only the
proportion of L particles increases on cooling but they also
agglomerate into larger, better-deﬁned, domains as the sys-
tem approaches TLL. This is characteristic of water’s liquid-
liquid transition, where there is more of a change in ordering
rather than a change in density.
To quantify this increase in structural correlation length,
we computed the structure factor S4q from the density cor-
relations of the four-coordinated liquid L alone, using Eq.
12, where  is replaced by 4 and gr by g4r, with L
deﬁned as molecules that are four-coordinated up to a radial
cutoff distance rc. S4q measures structure ﬂuctuations
rather than density ﬂuctuations. The resulting S4q for rc
=3.3 Å and rc=3.2 Å showed no apparent increase in the
low q region. For all the other rc values of our study 3.0,
3.1, 3.4, and 3.5 Å S4q showed a pronounced increase at
low q, in the range below 1 Å−1 Fig. 6 shows the structure
factors for rc=3.5 Å, consistent with an increase in the
compressibility of the liquid as it approaches the Widom
line.
The largest increase in S4q at low q occurs for rc
=3.5 Å. In what follows we restrict the analysis of structural
correlations to this cutoff value. The correlation lengths 
were obtained by ﬁtting S4q to the Ornstein–Zernicke Eq.
11 with a q-independent background in the range q
=0.1–1.0 Å−1. We ﬁnd that  increase with supercooling
from 1.5 Å at room temperature to 3.3 Å at 210 K Fig. 5. In
agreement with the results of Ref. 20, we ﬁnd the assumption
of zero background leads to the prediction of smaller values
of . We distinguish two regimes for the correlation length ,
same as we found for the radius of gyration and the fraction
of four-coordinated molecules:
i From the boiling point to room temperature, water
behaves as a “normal liquid” with almost constant
structural composition in terms of L and H and little
change in , from 1.5 Å at 370 K to 1.6 Å at 300 K.
ii Between 300 and 210 K, the correlation length in-
creases according to a power law,
 = o
 TTW − 1
−
, 13
with =1.280.03 Å, =0.300.02, and TW
=2002 K Fig. 5. The temperature of maximum
correlation length, TW is the locus of the Widom line14
at room pressure. The locus of maximum correlation
length, maximum isobaric expansivity, and maximum





. This is what is expected if the liquid-
liquid transformation has a critical point at positive
pressure, which is the case for the mW water model
and the most probable scenario for real water.
Equation 13 suggests that the correlation length diverges
at TW=2002 K. If the liquid-liquid transition is continu-
ous at room pressure, however, the increase in  should
round when the system approaches TW that is the same as
TLL leading to a ﬁnite maximum. We have been unable to
determine this maximum correlation length and, in general, 
at T210 K because of the spontaneous ice formation in
the system as it is equilibrated close to TLL and enters no-
man’s land.
Our simulations support the analysis of the x-ray and
SANS experiments19 in which a growing correlation length
was found for the density ﬂuctuations in supercooled water.
The long-range structure ﬂuctuations would lead to signiﬁ-
cant density ﬂuctuations if the experimental difference be-
tween the density of LDL and HDL were reproduced by the
model. The simulations presented here are, to the best of our
knowledge, the ﬁrst to yield correlation lengths for the long-
range structure ﬂuctuations of supercooled water.
Using statistical mechanical arguments, Berthier et al.59
demonstrated that the length scale of dynamical ﬂuctuations
in a liquid the characteristic size of the domains that have
correlated dynamics is related to the cross correlations be-
tween local ﬂuctuations of the dynamical variable e.g., den-
sity and the local enthalpy. As the local enthalpy51 as well as
local dynamics60 of liquid water depend on the local struc-
ture of the liquid, a corollary of this relation would be the
prediction of a growing dynamical correlation length d in
liquid water accompanying the power-law increase in struc-
tural correlation length  as the liquid approaches the Widom
line. It should be noted that the relation derived in Ref. 59
holds even in the absence of any large-scale static correla-
tions. In water and other liquids that present a liquid-liquid
critical point, however, dynamical correlations may be driven
by structural correlations.
A relationship between the Widom line and the break-
down of the Stokes–Einstein SE relationship in water has
been proposed in the literature, and interpreted in terms of
dynamical heterogeneities and an increase in the fraction of
tetrahedrally coordinated molecules in the liquid.15,58,61 The
onset temperature Tx290 K at which the SE relation
changes to a fractional SE relation for water conﬁned in
MCM-41-S silica nanopores correlates with the onset of in-
crease in the population of LDA-like water molecules in the
conﬁned liquid, determined from the decomposition of the
IR spectra.58 In the present work we show that the onset of














FIG. 6. Color online Structure factors for four-coordinated molecules,
S4q bold lines, are shown in order of increasing temperature from the top
down; 210, 212, 215, 218, 220, 222, 225, 230, 240, 250, 260, 280, and 300
K. The arrows indicate the direction of increasing temperature. A signiﬁcant
increase in the low q region, associated with the development of larger
patches of four-coordinated molecules, is observed for all the temperatures.
The thick curves correspond to the total structure factor Sq at 300 K full
line and 210 K line with small circles, for which no increase at low q is
observed in the simulations.
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increase in L population coincides with the onset temperature
of power-law increase in the correlation length , that for the
mW model occurs at 300 K. The increase in dynamic corre-
lation length associated with the growth of the static corre-
lations as water approaches the Widom line may be associ-
ated with the breaking of the SE relation reported in Ref. 58.
VII. CONCLUSIONS
In this work we presented an analysis of the structural
transformation of water from the stable high temperature liq-
uid phase to the low temperature glass using large-scale mo-
lecular dynamics simulations. The evolution of the structure
of water on hyperquenching has been studied before through
simulations.34,48 Two characteristics, however, make the
simulations of the present work unique: First, liquid water
was hyperquenched at the critical cooling rate for vitriﬁca-
tion, the slowest cooling rate that does not produce ice crys-
tallization. This condition mimics that of experiments and
leads to more relaxed structures for low-density amorphous
water compared to those formed at higher rates. Second, we
perform equilibrium simulations of systems containing more
than 14 million water molecules to analyze the existence of
large-scale structure ﬂuctuations as the system approaches a
continuous liquid-liquid transformation in the supercooled
region. The simulation of long times and large-scale systems
were made possible by the use of the mW water model,
which is more than a hundred times faster than atomistic
simulations with Ewald sums.22
The evolution from high temperature liquid water to
LDA glass was analyzed through the following order param-
eters: i a thermodynamic property, the liquid density, ii
two measures of local structure, the tetrahedral order param-
eter Q, and the fraction of four-coordinated molecules f4
using a variety of ﬁrst shell distance cutoffs and iii a mea-
sure of the long-range structure ﬂuctuations in the system,
the correlation length . The tetrahedrality of the liquid, mea-
sured by Q and f4, increases monotonously on cooling. The
density displays two extrema, a density maximum and den-
sity minimum, which bracket a sharp continuous liquid-
liquid LL transition. All these thermodynamic and struc-
tural properties change maximally  ,Q , f4 or are maximal
 at the same temperature, the liquid-liquid transformation
temperature, TLL=2022 K.
The ﬁnal product of the hyperquenching of liquid water
is glass or ice depending on the cooling rate. At the critical
cooling rate for vitriﬁcation the simulations produce low-
density amorphous ice. We have shown here and in Ref. 22
that the monatomic model faithfully reproduces the angular
and radial distribution function of water at room temperature
and in the LDA glass. The latter has the structure of a ran-
dom tetrahedral network: the fraction of four-coordinated
molecules is close to one, the orientational order parameter is
close to that of ice, a Gaussian distribution of water-water-
water angles is tetrahedral with 9.5° angular dispersion and
the density is lower than that of the crystal.
The anomalous temperature dependence of the density
of water from high temperature liquid to LDA glass can be
written as a simple combination of contributions from two
structural components, L and H, where L denotes the four-
coordinated molecules and H all the others. The coefﬁcients
of Eq. 7, however, should not be interpreted as the molar
volumes of two different structural components L and H but
rather as their partial molar volumes subject to a constraint,
as the “composition” of the liquid cannot be modiﬁed inde-
pendent of temperature. This implies that caution should be
taken when interpreting the density of water in terms of a
mixture model, as methods or approximations that provide
distinct f4T curves would lead to different sets of VL and
VH in Eq. 7. The same applies to the interpretation of other
extensive thermodynamic properties e.g., enthalpy, entropy,
and free energy in terms of mixture models. The thermody-
namics of liquid water, in bulk, and in conﬁnement is dis-
cussed in a separate communication.51
This leaves the question: are there two structural compo-
nents in liquid water? The existence of isosbestic points in
the rdf and spectra of water has been considered an indica-
tion of the existence of two components, or structural motifs,
in liquid water.45,62 In our simulations, we ﬁnd isosbestic
points in the rdf, at the same positions as in the experiments.
Isosbestic points, however, do not need to arise from the
existence of distinct species;63 Smith et al.64 showed that
isosbestic points in the IR spectra of water arise from a
single peaked distribution of hydrogen bonded conﬁgura-
tions. The L and H structural components deﬁned in this
work do not correspond to well-deﬁned structures separated
by an energy barrier but rather they arise from the projection
of the continuous structure of the liquid according to a two
state basis set, each state associated with different number of
neighbors in the ﬁrst coordination shell. The arbitrariness of
the selection becomes evident in the choices of the cutoff
that deﬁne the ﬁrst shell: any value from 3.0 to 3.5 Å yields
valid “mixtures” in which the identity of the L and H com-
ponents themselves change, as well as the properties associ-
ated with them. The same arbitrariness may be associated
with the classiﬁcation of water into two components through
the analysis of experimental data arising from different tech-
niques. Widely different fractions of the low-density/fully
hydrogen bonded/tetrahedral component at room temperature
have been suggested in the literature from the analysis of the
density,56 x-ray emission and absorption spectroscopy,62,65
and Raman spectroscopy.36,64
Our results point to three distinct temperature regions in
terms of water structure: from the boiling point to room tem-
perature the structural composition of the liquid and the cor-
relation length changes little and the liquid behaves like a
normal liquid. From room temperature to the temperature of
minimum density the tetrahedrality of the liquid increases
dramatically, with a corresponding drop in density. The
liquid-liquid transformation is responsible for the anomalies
of water in this second region. The correlation length of
structure ﬂuctuations increases in a power-law fashion with a
maximum predicted at the liquid-liquid transformation tem-
perature TLL. In the third region, at temperatures lower than
the temperature of minimum density, liquid water, and its
glass LDA have the structure of a random tetrahedral
network.
As expected from previous estimations of S /V for the
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LL transition in the vicinity of its critical point,11 the signa-
ture of the liquid-liquid transition is ordering, the liquid ap-
proaching a structure close to that of ice albeit without trans-
lational symmetry, more than a volumetric change. We
clearly observe a pronounced increase in the structure factor
S4q of four-coordinated molecules at low q values. The
growing correlation length of the structure ﬂuctuations below
room temperature, due to the formation of extended patches
of four-coordinated liquid, follows a power-law from which
we determine the Widom temperature. This temperature co-
incides with that of TLL computed from the density and frac-
tion of molecules with four neighbors or highly tetrahedral
local environment. The existence of long-range structure
ﬂuctuations is not a trivial corollary of an increase in , f4,
and Q, but it implies a high degree of cooperativity that is,
for the water model of this study, associated with the exis-
tence of a close ﬁrst order phase transition. The good agree-
ment between the water properties predicted with the mW
model and experiment suggests, but does not prove, that this
may also be the case for real water.
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The nucleation, growth, structure and melting of ice in 3 nm diameter hydrophilic nanopores are
studied through molecular dynamics simulations with the mW water model. The melting
temperature of water in the pore was Tporem = 223 K, 51 K lower than the melting point of bulk
water in the model and in excellent agreement with experimental determinations for 3 nm silica
pores. Liquid and ice coexist in equilibrium at the melting point and down to temperatures as low
as 180 K. Liquid water is located at the interface of the pore wall, increasing from one monolayer
at the freezing temperature, Tporef = 195 K, to two monolayers a few degrees below T
pore
m .
Crystallization of ice in the pore occurs through homogeneous nucleation. At the freezing
temperature, the critical nucleus contains B75 to 100 molecules, with a radius of gyration similar
to the radius of the pore. The critical nuclei contain features of both cubic and hexagonal ice,
although stacking of hexagonal and cubic layers is not deﬁned until the nuclei reach
B150 molecules. The structure of the conﬁned ice is rich in stacking faults, in agreement with the
interpretation of X-ray and neutron diﬀraction experiments. Though the presence of cubic layers
is twice as prevalent as hexagonal ones, the crystals should not be considered defective Ic as
sequences with more than three adjacent cubic (or hexagonal) layers are extremely rare in the
conﬁned ice.
1. Introduction
Conﬁnement is known to aﬀect the phase behavior of liquids.1
Water is arguably the most studied liquid in bulk and in
conﬁnement due to its relevance in technology and the natural
sciences, from biology to geology. Understanding how the
anomalous thermodynamics and phase diagram of water
depend on the characteristic dimensions of conﬁnement is an
active research area of fundamental and practical interest.2
MCM-41 and SBA-15 nanoporous silica are widely used in
studies of water conﬁned in cylindrical geometries, as these
materials provide well deﬁned arrays of monodisperse
cylindrical nanopores with a tunable diameter from 2 to 10 nm.
NMR analysis indicates that MCM-41 pores (2–4.4 nm
diameter) have an atomically smooth interior surface, while
SBA-15 presents a more corrugated interface.3,4 The melting
and freezing behavior of water in silica pores has been
characterized through NMR, diﬀerential scanning calorimetry
(DSC), and neutron and X-ray diﬀraction.5–10 These studies
show that the melting temperature of ice in the pores is
depressed with respect to the bulk. The depression in the
melting point can be represented by a modiﬁed Gibbs–Thomson
equation taking into account that the eﬀective radius of the
conﬁned ice cylinder is smaller than the radius R of the pore,
due to the existence of a water layer of width d that is not
crystallized at Tm,
6 DTm= KGT/(R d). The Gibbs–Thomson
constant, KGT, can be derived from classical thermodynamics
by adding an interfacial term to the free energy of each phase.
Under the assumption that the liquid phase completely wets
the pore, the decrease in the melting point depends only
on properties of bulk water. For a cylindrical nanopore6
KGT = 2T
bulk
m gice–liquidVliquid/DHm, where Vliquid is the molar
volume of the liquid phase, gice–liquid is the interfacial tension
between ice and liquid, and DHm is the enthalpy of melting of
ice. The value of the constant, evaluated from the experimental
bulk quantities at Tbulkm is KGT = 52.4 K nm.
9 From the
analysis of ice melting in MCM-41 and SBA-15 silica pores
with radii ranging from 2 to 12 nm, the constants were ﬁtted
to KGT = 49.5  2 K nm and d = 0.35  0.4 nm,5
KGT = 52  2 K nm and d = 0.38  0.06 nm,7 and KGT =
52.4 0.6 K nm and d= 0.6 0.01 nm.6 A recent study of the
melting point depression in acid-functionalized SBA-15 silica
pores (for which the walls were decorated with carboxylic,
phosphonic and sulfonic acid) revealed that the change in
water–pore interactions has an extremely weak eﬀect on
DTm.
11 The freezing temperature Tf of water in the nanopores
also decreases with the radius of the pore. Although
freezing—contrary to melting—is a non-equilibrium process,
a modiﬁed Gibbs–Thomson equation was also found to ﬁt the
depression in Tf.
11 More intriguing, the temperature gap
between freezing and melting, as well as the enthalpy of
melting, vanish for pores of a diameter B2.7 nm.6,11 This
eﬀect has been attributed to the end of the ﬁrst-order character
of the crystallization transition under conditions of extreme
conﬁnement.6
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The Tf, Tm and DHm of water in the nanopores have been
determined accurately from NMR and DSC analysis. The
structure of water in the crystallized nanopores, however,
remains elusive. The modiﬁed Gibbs–Thomson relation
suggests the presence of a non-freezable water layer, but it
provides no insight into its structure nor is it accurate in
describing its width (partly because the radii of the pores are
subject to uncertainties and reported values depend on the
measurement techniques). NMR results show evidence of the
presence of mobile components in the nanopores that have
been interpreted as viscous liquid and a plastic form of ice.12
NMR cannot indicate, however, the localization of the liquid
inside the pore, e.g. whether all the liquid is at the interface.
Neutron diﬀraction studies of ﬁlled and partly ﬁlled SBA-15
pores show the existence of defective cubic ice and an
amorphous component in the crystallized pore.13–15 It should
be noted that cubic ice formed in bulk samples does not have a
pure cubic structure but contains hexagonal stacking faults
(evident in the form of the 100 peak of Ih in the diﬀraction
patterns), in amounts that depend on the method and experi-
mental conditions under which the ice is formed.16–19 Liu et al.
conjectured that there is an interfacial region between the ice
at the center of the R = 4.3 nm pore and its surface that
contains a disordered form of water/ice, which reversibly
converts to ice at lower temperatures.13 X-ray diﬀraction
studies of MCM-41 and SBA-15 pores of diameter 4.4–72 nm
also provide evidence of the presence of a hexagonal and cubic
ice hybrid, although no features characteristic of hexagonal ice
were found for pores of diameter 4.4 nm.20 Morishige and
Uematsu modeled the experimental diﬀraction pattern as
arising from hexagonal ice with a certain probability of
stacking faults; they found that the density of faults decreased
as the pores become wider and proposed that the stacking
sequences of the conﬁned ice are nearly random.20
Molecular simulations have a spatial resolution that makes
them optimum for the study of ice structure in the nanopores,
the existence and distribution of a liquid phase and of the
melting, nucleation and growth processes. The study of water
crystallization through atomistic simulations, however, is
challenging, as crystallization requires spontaneous nucleation
of small crystallites and their growth. Ice nucleation is a
stochastic rare event, and its modeling through simulations
requires either extensive sampling involving very long simulations
or the use of simulation techniques to sample rare events. The
ﬁrst strategy, also known as the ‘‘brute force’’ approach, was
pursued in the studies of the nucleation of ice from bulk
water,21 from a system with a water–vacuum interface,22 from
water conﬁned between planar surfaces23–30 and in narrow
carbon nanotubes.31 Spontaneous crystallization of water in
simulations of hydrophilic cylindrical nanopores has not been
reported to date. The second strategy has been applied to
study the nucleation of bulk ice through Monte Carlo (MC)
simulations with umbrella sampling along a predeﬁned
reaction coordinate that accounts for the global change in
symmetry as liquid water transforms into ice,32,33 and through
metadynamics simulations,34 which favored the crossing of
nucleation barriers along the same reaction coordinate as in
ref. 32. The umbrella sampling25 and the metadynamics27
simulations led to diﬀerent results, predicting, respectively,
hexagonal (Ih) and cubic (Ic) ice to be the product of crystal-
lization, in spite of using the same TIP4P model under equal
temperature and pressure conditions, and applying biased
sampling along the same reaction coordinates. Ih is the stable
crystal of TIP4P water at room pressure.35,36 Brukhno et al.
introduced a maximum projection method that distinguishes
cubic and hexagonal ice, which they used to bias the formation
of ice in parallel tempering umbrella sampling MC simula-
tions.33 Their method as is cannot be used to recognize Ih and
Ic arbitrarily oriented in the simulation cell (because it is not
rotationally invariant), although it is adequate to grow ice
with hexagonal and cubic stacking in a predetermined ﬁxed
orientation. The orientation of the stacking faults in conﬁned
ice, however, is not known beforehand and the axis of the
stacking (the c-axis) may change directions as the crystal
grows along the pore.
In this work, we use molecular dynamics simulations to
address the following questions: how do the temperatures of
melting and freezing of water in the nanopore compare with
bulk water, how does water nucleate and grow ice in a
hydrophilic nanopore, and what is the structure of the
crystallized water in the pore. The most critical challenges
faced by molecular simulations of nucleation and growth of
ice, and the recognition of its structure, are:
(i) The accuracy of the water models. Of the most popular
atomistic models of water, only TIP4P predicts that ice Ih is
the most stable phase, while TIP3P, SPC, SPC/E and TIP5P
predict that ice II is the stable crystal at room pressure.37,38
The melting point of Ih with TIP4P is 232 K;37 an improved
version of the model, TIP4P/ice predicts 272.2 K.39 The
melting point of Ic for the TIP4P/ice model has not been
reported to date.
(ii) The computational cost of atomistic simulations limits
the studies to small systems (to date, less than 800 molecules
simulated with classical methods using rigid water potentials).
In the case of ‘‘brute force’’ simulations, this cost hinders the
production of enough unconstrained simulations to extract
information on the size of the critical nuclei and mechanisms
of crystallization.
(iii) Methods to sample rare events relying on the mapping
of the free energy along a reaction coordinate for the
nucleation and growth seem to give either inconsistent
structures or be limited to growing ice in predetermined
directions, making them inadequate to elucidate the stacking
structure of ice in the nanopores.
(iv) The lack of simple to implement rotationally invariant
methods to identify the growth of hexagonal and cubic ice, as
pure crystals or in randomly oriented stacked conﬁgurations.
In this work we address (i) and (ii) by using the mW coarse-
grained model of water whose computational implementation
is 180 times more eﬃcient than that of atomistic models with
Ewald sums,40 yet accurately describes the thermodynamics
and structures of liquid water, Ih and Ic. The monatomic
water model mW represents each water molecule by a single
particle with three-body nonbonding interactions that mimic
hydrogen bonds.40 mW reproduces the structure of water
phases (ice, clathrates, liquid, low density amorphous
ice),40–42 the thermodynamic anomalies of water and the
enthalpy of the phase transitions between liquid, vapor and
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ice with comparable or better accuracy than the most popular
atomistic water models, including TIP4P/ice.40 Important
for this study, mW predicts that the most stable crystal is
hexagonal ice, with melting temperature Tm
Ih = 274 K. mW
predicts that cubic ice is slightly less stable, Tm
Ic = 271 K, in
excellent agreement with the 271.7 K estimated from thermo-
dynamic cycles.43 While the thermodynamics and structure of
water are well represented by the mW model,40–42 water
mobility is not. Although mW correctly describes the
well-known diﬀusion anomaly of water (the existence of a
diﬀusivity maximum on compression), it does not reproduce
the characteristic times of diﬀusion of the liquid.40 The
diﬀusivity of liquid mW water is about twice the experimental
value at room temperature, with the diﬀerence increasing upon
cooling. The diﬀusion coeﬃcient of mW is less sensitive to
temperature than found in experiments because the energy of
the coarse-grained model only depends on the oxygen
positions, and thus it does not account for the full barrier of
breaking hydrogen bonds as water diﬀuses. We note, however,
that the energy of the hydrogen bonds is well accounted for in
mW, which reproduces the enthalpies of vaporization and
melting within just 0.17 kcal mol1 of the experimental
values;40 it is the barrier for breaking the bonds that is smaller,
not the energy diﬀerence between stable states. The faster
dynamics of mW is an asset for the study of crystallization, as
both nucleation and growth rates are enhanced in the
coarse-grained model. Thus, in addition to the 180 times
increase in eﬃciency of the mW model (measured in terms
of the computing time required to simulate a ﬁxed amount of
time, e.g. 10 ns, for a given number of molecules), the rate of
nucleation and growth of ice in the mWmodel is enhanced due
to the faster intrinsic dynamics of the coarse-grained water.
This makes it possible to produce an ensemble of crystallizing
trajectories through unconstrained (‘‘brute force’’) MD
simulations of supercooled water, the approach we take in
this work.
The last challenge, the recognition of hexagonal and cubic
ice, is addressed with a novel, simple method that makes use of
the correlation of bond order parameters44,45 to compute the
number of staggered and eclipsed intermolecular O  O bonds
that distinguish the two polymorphs. The method we
introduce in this work is easy to implement and recognizes
Ic, Ih and any hybrids of the two, irrespective of the
orientation of the crystallites in space. This feature makes it
particularly suitable to characterize the structure of ice as it
grows in the anisotropic environment of the nanopore,
without assuming that the stacking faults have a preferred
alignment with the axis of the pore.
We present a study of the nucleation, growth, structure and
melting of ice in a cylindrical hydrophilic nanopore with an
internal diameter of 3 nm. For this work, we select a
simple—idealized—pore: the pore wall itself is made of water.
The conﬁguration of the molecules of the wall corresponds to
that of liquid water at 298 K. The molecules of the pore wall
are allowed to vibrate, but they are restrained from diﬀusing
away through soft harmonic intermolecular bonds with their
closest neighbors in the wall. The intermolecular interactions
of water with the wall are the same as for water with itself. The
rationale for studying the melting and freezing of water in a
water–wall pore is that under the assumption of complete
wetting of the pore wall by water, the Gibbs–Thomson
constant depends only on bulk water properties. The implication
is that for a fully wetting surface the equilibrium melting
temperature of water in the pore depends on the radius of
the pore, but not on the chemical details of its surface. This
corollary agrees with the results of recent experiments, in
which it was found that decoration of the surface of SBA-15
silica with acid groups did not aﬀect the melting and freezing
temperatures of water.11 Experimental studies on MCM-41
and SBS-15 silicas suggest that even in the crystallized pore
there may be a layer of liquid water wetting the pore
wall.5–7,12–15 Based on these arguments, we expect that the
thermodynamics of melting and freezing of water reported for
water conﬁned in SBS-15 and MCM-41 silica are common to
other hydrophilic nanopores for which water wets completely
the surface, such as the one selected for this study.
The paper is organized as follows: section 2 describes the
simulation methods and models. Section 3 presents a newmethod
for the identiﬁcation of ice polymorphs and shows the equivalence
to crystallographic methods for the classiﬁcation of stacking
faults in ice. Section 4 presents the results for the nanopores
and section 5 the most important conclusions of this work.
2. Simulation model and methods
Water potential
The monatomic water model mW consists of a sum of
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where rij is the distance between particles i and j, yijk is the
angle formed by the vectors _rij and _rik, A = 7.049556277,
B = 0.6022245584, p = 4, q = 0, g = 1.2, a = 1.8, y0 =
109.471, s = 2.3925 A˚, e = 6.189 kcal mol1, and l = 23.15.
The three-body term adds an energy penalty to conﬁgurations
with angles that depart from y0, encouraging ‘‘hydrogen
bonded’’ tetrahedral conﬁgurations. The mW model does
not have electrostatics or hydrogen atoms. The short-range
of the potential (less than 4.32 A˚) and the lack of hydrogen
atoms, allowing for longer integration steps, makes mW
180 times faster than atomistic simulations of rigid models
with Ewald sums. We refer the interested reader to ref. 40 for
the details on the parameterization, validation, benchmarking
and evaluation of the mW model.
Pore systems
The pore-wall and the liquid contained in the pore were made
of water. An open cylindrical nanopore was built from an
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instantaneous conﬁguration of liquid water containing 12 288
coarse-grained molecules equilibrated at 298 K and 1 atm
(density 0.997 g cm3) in a simulation cell 5 nm wide in the x
and y directions and about 15 nm long in the z direction. The
molecules in this conﬁguration were assigned to two groups,
according to their position: pore wall and water. The pore wall
was made of the particles found (a) outside a cylinder of radius
1.5 nm from the center of the block in (x,y) and (b) their
z positions were not in the ﬁrst 1 nm slab of the block:
(xi  xcenter)2 + (yi  ycenter)2 Z (1.5 nm)2- zi4 1 nm (2)
This deﬁnes a pore wall made of 7859 particles forming an
open cylindrical pore of radius 1.5 nm and length 14 nm. The
remaining 4429 particles form the water phase. The water
phase was T-shaped, with a ﬂexible 1 nm length head block
that allows for expansion of the liquid on cooling and crystal-
lization. The nonbonding interactions between all particles
were described with the mW model. The particles in the pore
wall vibrate like in a solid: the wall molecules were restrained
around their original intermolecular distances through
harmonic bond potentials, K(rij  rijo)2, with their ﬁrst
neighbors within the wall (rij
o o 3.5 A˚). We used a soft bond
constant, K= 30 kcal A˚2, compatible with the large time step
of the mWmodel (10 fs, see below) but suﬃcient to ensure that
the intermolecular structure of the wall remains the one of the
equilibrium conﬁguration of liquid water at 298 K from which
the pore wall was made. The pore wall vibrates like a solid but
it has the structure (in terms of intermolecular distances and
angles) of liquid water at 298 K. From the point of view of the
water inside the pore, the wall presents the structure and
interactions of liquid water. To quantify the roughness of
the pore wall, we computed the width over which the radial
density of the wall, measured from the center of the pore,
decays from 90 to 10% of its bulk matrix value. The t10–90
computed over a 100 ns trajectory of the pore ﬁlled with water
at 200 K was 1.45 A˚.
Simulation methods
We carried out molecular dynamics simulations in the NPT
ensemble using LAMMPS.46 The equations of motion were
integrated with the Velocity Verlet algorithm with a time step
of 10 fs. The systems were simulated with periodic boundary
conditions. The temperature was controlled with a Nose–
Hoover thermostat with relaxation time 0.5 ps. The pressure
was controlled at p= 1 atm through a Nose–Hoover barostat
with time constant 2.5 ps. The z dimension of the cell was
allowed to dilate and contract independently of the x and y
dimensions, to account for the anisotropy introduced by
the pore.
Tetrahedral order and alignment in bulk reference systems
Periodic cells of Ih and Ic, containing 576 and 512 water
particles, respectively, were built using crystallographic data.
The simulation cells for low-density amorphous ice (LDA, the
glass of water) and liquid water contained 512 water molecules
each, simulated at 150 and 298 K, respectively. The LDA was
produced by cooling of the bulk liquid at the critical vitriﬁcation
rate, following the protocols of ref. 41. The tetrahedral order
parameter qt and orientational alignment a (eqn (3) and (5),
see section 3) were computed from 200 conﬁgurations
extracted from 0.5 ns simulations.
Freezing temperature
To compute the fastest cooling rate that produces ice
crystallization and the freezing temperature Tporef , liquid water
in the pore was ﬁrst equilibrated at 220 K for 20 ns and
subsequently cooled from 220 to 180 K at linear rates 10, 1,
0.5, 0.2 and 0.1 K ns1. Each temperature ramp was simulated
by setting the target temperature of the thermostat as a linear
function of time. Crystallization was quantiﬁed through the
analysis of the total number of molecules in the ice phase, Nice,
and the number of molecules in the largest ice nuclei,
Nlargest ice cluster, as a function of temperature. T
pore
f was
considered to be that for the onset of ice growth in the system.
Isothermal freezing of water in the nanopore
To garner statistics on the process of crystallization and
the structure of ice in the nanopore, we performed ten
independent simulations at Tporef . These simulations started
from uncorrelated conﬁgurations from a simulation of liquid
water in the pore at 220 K, quenched instantaneously to
Tporef and evolved for 80 to 170 ns, until the crystallization
of water in the pore was complete. Completion of the
crystallization was monitored through the time evolution of
the energy and the number of molecules in the ice phase.
Melting temperature of ice in the nanopore
We determined the melting temperature Tporem for ice in the
pore from constant temperature simulation of fully crystal-
lized systems (the result of the crystallization simulations
described above) at p = 1 atm and T = 220, 225, 230 and
235 K for 10 ns. The enthalpy of melting was computed from
the diﬀerence of the enthalpy of water in the pore at the lowest
temperature for which all water in the pore is liquid and the
highest temperature for which there is ice in the pore, divided
by the total number of molecules in the water phase.
3. Identiﬁcation of ice
Here we introduce a simple method to identify hexagonal and
cubic ice as crystallization proceeds from liquid water. Two
challenges must be addressed: the ﬁrst is to distinguish liquid
from crystal, and the second is to diﬀerentiate Ic and Ih
polymorphs.
The CHILL algorithm
To distinguish liquid from crystal we adopt the local bond
order parameter method developed by ten Wolde et al. for the
identiﬁcation of crystal nuclei in Lennard-Jones systems,45
based on the order parameters introduced by Steinhardt
et al.44 In this method, molecules are classiﬁed as belonging
to the crystal or liquid based on the coherence of their
orientational order with that of their neighbors. The analysis
of the coherence of local ordering rather than the local
ordering itself is particularly critical for the identiﬁcation of
ice from deeply supercooled liquid water, as the structure
of the latter becomes increasingly tetrahedral on cooling,
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acquiring the structure of a random tetrahedral network in the
glass state.41 The local tetrahedral order qt around each
molecule k is deﬁned by47










where yikj is the angle subtended between the central water
molecule k and two of its 4-closest neighbors. qt(k) is 1 for a
tetrahedral conﬁguration. Fig. 1 displays the distribution of
local tetrahedral ordering around the water molecules in Ih, Ic
and low-density amorphous ice (LDA) at 150 K, and liquid
water at room temperature. P(qt) cannot distinguish the ice
phases from the LDA glass. Patches of tetrahedrally coordinated
molecules with LDA-like structure develop and increase in size
as liquid water is cooled, rendering the distribution of
tetrahedral order of the liquid increasingly overlapped with
that of the crystals.41
The increasing tetrahedrality of liquid water on cooling
hinders the possibility of using a measure of local tetrahedr-
ality around each water molecule as classiﬁcation of belonging
to ice or liquid.41 The tetrahedra centered on neighbor mole-
cules, however, are aligned in a well-deﬁned way in ice and
randomly aligned in the liquid and glass. This diﬀerence is the
basis of the identiﬁcation of crystal particles of the bond order
parameter method that we adopt in this work. The local
order around each water i is deﬁned by a local orientational







The qlm(i) project the orientational structure of the four closest
neighbors of a molecule on a basis of spherical harmonics
Yl,m(yij,fij) = Yl,m(rˆij), where rˆij is the unit vector that connects
i with one of its four closest neighbors j. The alignment of
the orientation of the local structures is measured by the
normalized dot product of _ql between each pair of neighbor
molecules,
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where qlm is the complex conjugate of qlm. To determine the
optimum l that distinguishes between structures Ih, Ic and the
liquid, we computed the distribution of alignments, Pl(a), for
l = 1, 2,. . .10 for Ih, Ic and LDA at T = 150 K, and liquid
water at 300 K. We found that l = 3 and 4 provide the best
resolution of these structures. In what follows we adopt l= 3,
as it involves the least number of calculations. It should be
noted that while the global orientational order parameter Ql of
the crystals is zero for l = 3, it is not for l = 4,44 thus,
classiﬁcation based on the latter should be used in cases where
the total order needs to be biased (e.g. in an umbrella sampling
or metadynamics calculation) towards the formation of
the crystal phase. The global order is always zero for the
amorphous systems.
Fig. 2 shows the distributions of alignment between local
structures for l= 3. Contrary to the local tetrahedrality qt, the
alignment a presents sharply distinct distributions for ice and
LDA glass. Moreover, the distribution of tetrahedral alignments
allows for a distinction between cubic and hexagonal ice. All
water molecules in Ih and Ic are tetrahedrally coordinated.
The main diﬀerence between these polymorphs is that in cubic
ice all water molecules have a staggered arrangement of
intermolecular bonds with respect to its four neighbors, while
in hexagonal ice three of the intermolecular bonds are
staggered and one, parallel to the Ih c-axis, is eclipsed. With
Fig. 1 Probability density of the tetrahedral order parameter qt
shown for Ih (solid black), Ic (dashed green), low-density amorphous
ice LDA (dash-dotted red) and room temperature liquid water (dotted
blue). Note that the distributions for Ih and Ic overlap completely,
because they both have perfectly tetrahedral environments. The
overlap in P(qt) for Ih, Ic and LDA does not allow these structures
to be distinguished using qt.
Fig. 2 Probability density of the alignment of orientational order,
P3(a). Same symbols as in Fig. 1. The distribution of alignments is
sharp for Ih and Ic, with a peak around a= 1 for both Ih and Ic that
signal a staggered arrangement of intermolecular bonds (with all four
neighbors in Ic, with three of the four neighbors in Ih), and a peak
around a = 0.11 for Ih that corresponds to the neighbor with
eclipsed conﬁguration. We use the number of staggered and eclipsed
neighbors to distinguish between molecules that belong to diﬀerent ice
polymorphs and the liquid.
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l = 3, perfect staggered water–water bonds yield a = 1 and
perfect eclipsed bonds a = 0.11. This provides the basis for
the classiﬁcation of the structures of ice and liquid as the
crystallization of water proceeds in the nanopore.
We classify the molecules according to the alignment of
their orientation with respect to that of its four closest
neighbors into four groups:
	 C: A molecule that belongs to the cubic ice phase has all
bonds with its four closest neighbors staggered. To allow for
thermal ﬂuctuations, we deﬁne a staggered bond as one with a
o 0.8.
	 H: A molecule that belongs to the hexagonal ice phase. It
has three staggered bonds (a o 0.8) and one eclipsed bond
(0.2 o a o 0.05) with its four closest neighbors.
	 I: A molecule that belongs to the ice phase but does not
satisfy the strict requisites for beingH or C. This is the case for
molecules in the surface of crystallites. We deﬁne I as those
having (i) only two staggered bonds and at least one neighbor
with more than two staggered bonds, or (ii) three staggered
bonds, no eclipsed bond, and at least one neighbor with two
staggered bonds. The latter allows for the identiﬁcation of ice
in non-compact crystallites.
	 L: A molecule that belongs to the liquid or amorphous
phase. These are molecules that do not satisfy the requisites
indicated above. L indicates that the structure is amorphous as
in the liquid. The mobility of the L molecules is used to
distinguish whether they form a liquid or a glass (e.g. LDA).
Using this algorithm, that we name CHILL, we ﬁnd that
100% of the molecules in Ih are classiﬁed as H, 100% of
the molecules in Ic as C, 0.1% of the molecules in room
temperature water are classiﬁed as crystalline, and 12% of the
LDA glass is classiﬁed as crystal, of which 91% is I. The
largest ice cluster in LDA was found to contain 19  8 water
molecules. The ﬁnding of small ice nuclei in LDA is a
consequence of the metastable nature of this phase, and not
an artifact of the identiﬁcation method.
Identiﬁcation of stacking sequences in ice
Our classiﬁcation of the ice polymorphs with the CHILL
algorithm is based on the identiﬁcation of the number of
staggered and eclipsed bonds for each water molecule. The
usual classiﬁcation of hexagonal and cubic crystal is based on
the repetition of sequences of layers: ABABAB. . . for
hexagonal and ABDABDABD. . . for cubic. A fault is a break
in the ordering of the sequences of the cubic or hexagonal
crystal.18 A growth fault is the incorporation of a single
hexagonal (cubic) sequence in a cubic (hexagonal) lattice. An
example of a cubic sequence with a growth fault is
ABDABADBADB, where the introduction of A layer, leaves
B ﬂanked by two identical layers, producing a hexagonal layer
(h layer).18 A deformation fault incorporates two adjacent
hexagonal (cubic) layers in a cubic (hexagonal) sequence. An
example of a deformation fault in a cubic sequence is
ABDABABDABD that arises from the addition of AB to a
cubic sequence and yields two layers (BA) with hexagonal
order. Instead of using the letters A, B and D to indicate the
absolute position of the layers, it is more convenient to
indicate whether the layers are hexagonal (ﬂanked by identical
ones), or cubic (ﬂanked by distinct ones). We use lowercase h
and c to denote a hexagonal and cubic layer, respectively.17,18
In terms of our classiﬁcation of the molecules based on the
number of staggered and eclipsed bonds with their four closest
neighbors, an h layer corresponds to the plane between two
adjacent layers of H molecules; and a c layer to the plane
between two layers of C molecules. Note that an isolated layer
of H (or C) molecules is not possible, as the deﬁnition
of staggered or eclipsed bonds involves always a pair.
Fig. 3 illustrates the correspondence of the layer-based and
molecule-based assignments for the repeated hhc sequence,
also known as 9R.48
4. Results and discussion
A Freezing temperature of water in the nanopore
Although water is not a good glass former, micron-sized
droplets of water can be vitriﬁed when cooled at rates of
about 106 K s1.49 Due to the lack of hydrogen atoms, crystal
nucleation and growth are faster in the mW model than in
real water.40 The maximum cooling rate that produces
crystallization of bulk mW is qx = 2 K ns
1 for a system of
32 768 molecules and qx = 1 K ns
1 for 512 molecules.40,41
The temperature of crystallization of water at qx is
Tbulkf E 200 K for these systems. This temperature is about
30 K lower than for bulk experimental water, for which the
temperature of homogeneous nucleation is 231 K.50
We quantiﬁed the degree of crystallization of water in the
pore for quenching rates ranging from 10 to 0.1 K ns1. Fig. 4
shows the number of particles in the largest ice nucleus
(including cubic, hexagonal and interfacial ice) along these
quenching trajectories. The fastest cooling rate that leads to
crystallization—albeit converting only 25% of the water into
ice—is 1 K ns1. This is comparable to qx for the bulk system,
although in the bulk simulations essentially all the water was
crystallized at 1 K ns1. We found that not even the slowest
quenching rates lead to crystallization of all the water at
180 K. The maximum conversion to ice was 66%. The other
34% of water consists of a liquid layer of water that wets the
surface of the pore (more details in 4.C and 4.D). Our results
Fig. 3 Assignment of hexagonal and cubic layers for the 9R
structure, a repetition of the hhc stacking sequence. The water
molecules (hydrogen not shown) are colored according to the
classiﬁcation as hexagonal H (green) or cubic C (red). The lower
row of labels indicate the absolute positions of the layers (here named
A, B and D), and the upper label indicates whether it is a hexagonal
layer h, or a cubic layer c. An easy way to visualize a h (or c) layer is to
look for the plane between pairs of adjacent H (or C) molecules along
the c-axis of the stacked crystal.
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conﬁrm the existence of mobile liquid water in the crystallized
pores previously deduced from NMR and DSC measurements.
The freezing temperature of water in the pore, Tporef , ranged
from 197 to 193 K for rates 0.1 K ns1 to 1 K ns1 (Fig. 4).
The crystallization of ice in the quenching simulations started
in the head of the pore for the 0.1 K ns1 simulation, inside the
volume conﬁned by the pore for the 0.2 and 0.5 K ns1 ones,
and from diﬀerent nucleation sites, inside the pore and in the
head, for the 1 K ns1. We selected Tporef = 195 K for the
studies of isothermal freezing described in the next section.
The freezing point depression, measured with respect to
bulk mW water is DTf E 7 K. The experimental freezing
temperature of water in the 3 nm diameter pores of MCM-41
isB213–223 K,6,7 this is 8–18 K lower than the temperature of
homogeneous nucleation of water, TH. In separate work,
51 we
show that the freezing temperature of water tracks closely the
temperature of the high- to low-density transformation in the
supercooled liquid.41
B Nucleation and growth of ice in the nanopore
Crystallization involves the nucleation and growth of ice
crystallites. Fig. 5 shows the number of molecules in the largest
ice nucleus as a function of time for a representative freezing
trajectory at Tporef = 195 K. There are two well deﬁned time
regimes: an induction period during which ice nuclei containing
less than 70 water particles form and dissolve, and a growth
period in which the nuclei develop into larger crystals. The
induction time is stochastic, for this set of ten simulations it
was found to last between 52 and 134 ns. After the growth
started at the nucleation time tn, all samples crystallized within
17  4 ns. From the size of the unsuccessful nuclei formed
during the induction period in the isothermal and quenching
trajectories, we estimate that the critical ice nucleus contains
about 75–100 water molecules. The radius of gyration of the
ice nuclei of critical size, 0.8–1.2 nm, is similar to the radius of
the pore, 1.5 nm. The nucleation of ice is homogeneous: the
formation of the nuclei is not assisted by the pore wall surface.
In all the isothermal simulations, the full pore crystallized
from a single nucleus that grows to form a crystal that spans
the entire pore. This is not surprising, as formation of the
critical nucleus is a rare event and the volume of water in the
pore is small (B100 nm3). We found that in 8 out of 10
simulations the successful nuclei originated in the head of the
pore, theB1 nm slab at the extreme of the periodic system. It
should be noted that in our simulations, the volume ratio
between the water contained in the pore and its head is
approximately 3 : 1. When the relative frequency of successful
nucleation events is weighted by such a ratio, it turns out that
the speciﬁc probability (per unit of volume) of an event leading
to crystallization inside the pore is only 6% at 195 K. This
result is reﬂecting that the growth of ice is hindered under
conﬁnement because the radius of the pore is comparable to
the critical nucleation size. In experiments where the pores are
usually much longer than in the simulations, we expect a larger
fraction of successful nucleation events inside the pore.
Fig. 6 shows snapshots of the growth of ice in the pore. Only
the water molecules that belong to the cubic (C) or hexagonal
(H) polymorphs are shown. These are surrounded by
interfacial ice (I) and embedded in the liquid (L). The
crystallization starts with the formation of a small nucleus in
which cubic and hexagonal features are present, although
stacking of h and c layers are not yet evident until the nuclei
reach B150 molecules. These grow into a single crystallite
comprised of well-deﬁned stacking planes. The orientation of
the stacking with respect to the axis of the pore is random, and
is determined by the initial growth of the critical nucleus.
C Structure of ice in the nanopores
Fig. 7 shows representative snapshots of the conﬁned ice after
crystallization is complete. All the samples present profuse
stacking of h and c layers in a continuous crystallite, with a
c-axis that changes direction every 5.5  2 nm. Table 1
summarizes the average percentages of liquid and ice (cubic,
hexagonal and interfacial) in the crystallized nanopores. We
veriﬁed that the molecules classiﬁed as part of the liquid phase
are mobile within the time scale of the simulations. As
observed in the quenching simulations, not all the water in
the pore can be crystallized at Tporef = 195 K, although this
temperature is B30 K below the corresponding melting point
(see 4.D below). Liquid water accounts for 37.4  4.4% of the
equilibrium contents of the pore at 195 K. Most of the
liquid, 88  6%, is in the ﬁrst monolayer that wets the pore
Fig. 4 Number of particles in the largest ice nucleus versus tempera-
ture, along the quenching trajectories with constant cooling rate
0.1 K ns1 (violet), 0.2 K ns1 (black), 0.5 K ns1 (red), 1 K ns1 (green)
and 10 K ns1 (blue). Crystallization is observed for qx r 1 K ns1.
The onset temperature of crystallization ranges from 196 K for the
slowest ramp to 193 K for 1 K ns1. At the end of the cooling ramp,
the percentage of ice was 25% of the total water in the pore for 1 K ns1,
54% for 0.5 K ns1, 62% for 0.2 K ns1 and 66% for 0.1 K ns1.
Fig. 5 Number of particles in the largest ice nucleus versus time for a
representative crystallizing trajectory. A latent period, 0 o t o tn =
130 ns, is followed by ice growth. The inset shows a detail of the largest
nucleus size during the latent period. From the largest size attained
before nucleation, we estimate the critical nucleus size to contain about
75–100 water molecules at 195 K.
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wall. Of this wetting layer, 3
4
of its molecules are liquid and the
other 1
4
belong to interfacial ice (Table 1).
The ratio of cubic to hexagonal ice in the pore is about 2 : 1
(Table 1). The energy of bulk Ih and Ic are similiar: at 195 K
the mW model predicts HIc  HIh = 0  30 J mol1, in good
agreement with the 35 J mol1 measured with adiabatic
calorimetry.52 In spite of the variety of stacking arrangements
found in the ten crystallized pores, their energies per mole of
water were identical within 80 J. This suggests that stacking
does not aﬀect signiﬁcantly the energy of the crystals, and is
consistent with the almost random arrangement of h and c
layers observed in these pores. From the analysis of the
stacking sequences of the ten pores, we computed the
probabilities for pairs of layers of type hh, hc, ch and cc to
be followed by a c layer.17,19 These are, respectively, a= 0.72,
b = 0.71, g = 0.70 and d = 0.61. Note that the probability
that two hexagonal layers are followed by a third h, 1  a =
0.28, is much lower than the probability of c following a cc
sequence, d = 0.61. Hansen et al. obtained the same
qualitative result from their analysis of the diﬀraction patterns
of bulk ice I formed by decompression of ice V and IX.17
Morishige and Uematsu estimated the growth fault probabilitya
from the analysis of the diﬀraction patterns of ice in silica
nanopores: they reported values of a which increase from 0.1
to 0.53 as the pore diameter narrows from 72 to 9.8 nm.20 The
value we ﬁnd for the 3 nm pore, a = 0.72, is consistent with
an extrapolation of the trend towards higher growth fault
probability deduced from their X-ray diﬀraction experiments.
The diﬀraction patterns on ref. 17 indicate that the
hexagonal sequences in ice I obtained from decompression
of ice V and IX appear mainly in pairs (deformation faults)
and rarely as singles (growth faults). This is not the case in the
narrow R = 1.5 nm nanopores: we ﬁnd four times as many
hexagonal growth faults (a chc sequence) than hexagonal
deformation faults (chhc sequence). The ratio is almost 1 : 1
for the cubic faults (hch vs. hcch sequences). Cubic and
hexagonal deformation faults (hcch vs. chhc) occur in a 3 : 2
proportion. It should be noted, however, that these faults are
not embedded in long cubic or hexagonal sequences: pure
cubic or hexagonal sequences with more than three layers are
rare in the nanoconﬁned ice.
Fig. 6 Progression of crystallization from the nucleation time, tn, for
a representative crystallizing trajectory. Only the hexagonal H (green)
and cubic C (red) water particles are shown. The largest ice nucleus
(including hexagonal, cubic and interfacial ice) along this progression
contains 127, 1021, 2109 and 2844 molecules. Note that the system
crystallizes from a single ice nucleus, which appears to grow from the
left and right side of the ﬁgure due to the periodic boundary conditions
of the simulations. The stacking directions are not well deﬁned for the
critical nucleus, but develop soon afterwards and are already well
deﬁned 2 ns after nucleation.
Fig. 7 Conﬁgurations of the conﬁned ice at the freezing temperature.
Panels A, B and C show the cubic (red) and hexagonal (green)
components of the ice formed in three diﬀerent simulations. The lower
panel displays also the interfacial ice (blue) and liquid (grey) of the
conﬁguration of panel C.
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D Melting point of ice in the nanopore
In the simulations, we observed melting of ice in the nanopore
at 225 K but not at 220 K. We assign the melting point of
ice in the pore to Tporem = 222.5  2.5 K. This is in
excellent agreement with the 215 r Tporem r 231 K predicted
for R = 1.5 nm by the Gibbs–Thomson equation with the
KGT and d ﬁtted from experiments in MCM-41 and SBA-15
pores.5–7 The agreement with the experiments conﬁrms that
the depression in the melting point is determined by the
properties of pure water and ice (well reproduced by the
mW model), and not the details of the water–pore inter-
action.11 It is not possible to determine KGT and d from a
single pore radius. Nevertheless, we note that the amount
of water in the pore, about one monolayer (d B 0.35 nm)
at Tporef = 195 K, increased to about two monolayers at
220 K. Table 1 shows that the total fraction of liquid in the
pore increased from 37% at 195 K to 51% at 220 K, and
that the fraction of liquid in the water layer that contacts
the pore wall increased from 71.3% at 195 K to 83.9% at
220 K. Moreover, at 220 K the liquid makes up 3
4
of the total
water in the ﬁrst plus second layer combined, d o 0.55 nm
from the surface of the pore. The width of the liquid layer
observed in the simulation just below Tporem is B0.5 nm,
in good agreement with the 0.35–0.6 nm obtained from
the ﬁt of the experimental Tporem to the modiﬁed Gibbs–
Thomson equation.5–7 The observed increase in the amount
of liquid in equilibrium with the pore as the temperature
approaches the melting point conﬁrms the conjecture of Liu
et al.13 of an interfacial region where water reversibly converts
to a disordered form of ice (that we call interfacial ice) at lower
temperatures. Premelting has been observed for other liquids
conﬁned by cylindrical nanopores and simple models predict a
continuous increase of the liquid layer on heating followed by
a sharp transition at Tporem .
53
The enthalpy of melting of water in the nanopore was
42% of the bulk value. A comparable reduction in the value
of the enthalpy of fusion has been reported in experimental
studies.6,8 The ratio DHporem /DH
bulk
m observed in this work
agrees quantitatively with that of ref. 8 for a 3 nm diameter
MCM-41 pore, but it is larger than that reported in ref. 6
for the same diameter pore. It should be noted that these
two works diﬀer in the assignment of the size of the pore:
while R = 1.5 nm could correspond to MCM-41 C12
according to ref. 6, that diameter would be intermediate
between those of MCM-41 C14 and MCM-41 C16 according
to ref. 8. The reduction in the enthalpy of melting we observe is
consistent with the lower fraction of ice in the pore, about
50% of the total amount of conﬁned water.
5. Conclusions
In this work, molecular simulations were used to determine
the existence and location of liquid water in crystallized
nanopores, the structure of the nanoconﬁned ice, and the
microscopic mechanism of nucleation and growth of ice in
the pores. To the best of our knowledge, this is the ﬁrst
simulation study that reports the nucleation and structure of
ice in hydrophilic nanopores. The main challenges to
this endeavor have been the diﬃculty in nucleating ice in
simulations and a lack of a simple rotationally invariant
methods to identify ice and its polymorphs. In this work, we
surmounted the ﬁrst through the use of an accurate and
eﬃcient coarse-grained model of water and the second through
the development of a simple method to classify each molecule
as belonging to liquid, hexagonal, cubic or interfacial ice based
on the number of staggered and eclipsed water–water inter-
molecular bonds with its four closest neighbors.
The equilibrium melting temperature of the conﬁned ice in
the 3 nm pore with water walls is in excellent agreement
with the experimental melting point in MCM-41 silica with
the same pore diameter. This may either indicate that the
interactions of water with a water wall and with a silica wall
are similar, or that the ice–liquid equilibrium temperature is
not very sensitive to the details of the water–pore interaction.
The latter possibility is supported by the results of Findenegg
and coworkers on surface modiﬁed SBA-15.11 Determination
of the melting temperature for other water–pore potentials is
necessary to clarify the weights of the two arguments.
The simulations conﬁrm conjectures on the existence of a
liquid layer at the surface of the pore and its widening as the
temperature approaches the melting point.13 At 220 K, about
3 K below the melting point, the liquid encompasses two water
layers, while at 195 K, the freezing temperature, the liquid
extends over one monolayer. The water–water and water–wall
interactions are identical in this study, thus the formation of a
premelted layer does not arise from a diﬀerence in interactions
but from the fact that the liquid can accommodate better to
the structure of the wall than the crystal. For surfaces that
present strong water absorption, known to be the case in
titania nanopores,54 the wall will be paved with an additional
adsorbed water layer—thus essentially making it a narrower
pore with a water surface, as the one considered in this study.
The situation may be diﬀerent for partially wetting and
non-wetting interfaces, for which the formation of a liquid
layer at the pore surface may not oﬀer a free energy advantage.
The nucleation of ice in the pore is homogeneous: the pore
wall surface does not assist in the formation of the ice
Table 1 Percentages of liquid and cubic, hexagonal and interstitial ice in the crystallized nanopores. 1st and 1st + 2nd shells denote the layers of
water within 0.35 and 0.55 nm of the pore surface, respectively
%Hexagonal (H) %Cubic (C) %Interfacial (I) %Liquid (L)
All water, 195 K 11.2  3.3 23.2  3.6 28.2  1.0 37.4  4.4
1st shell, 195 K 2.2  1.1 4.0  1.9 22.5  3.4 71.3  3.1
All water, 220 K 7.9  2.5 19.2  2.2 22.3  1.9 50.6  2.1
1st shell, 220 K 0.8  0.4 2.5  0.8 12.8  1.7 83.9  3.8
1st + 2nd shell, 220 K 1.7  0.5 4.4  0.9 17.1  1.8 76.8  4.1
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crystallites; it does not even wet the nuclei. From the analysis
of the largest ice nucleus vs. time in the isothermal crystal-
lization trajectories and the quenching runs, we estimate that
the critical nucleus contains B75 to 100 molecules and its
radius of gyration isB1.0 nm, close to the 1.5 nm radius of the
pore, thus hindering nucleation. The eﬀect should be more
pronounced for narrower pores, for which crystallization is
not observed in the experiments.6,11 Stacking layers become
apparent in nuclei ofB150 molecules, and their orientation is
maintained when these crystallites grow, giving rise to varied
assortments of crystal orientations with respect to the axis of
the pore. The nanoconﬁned ice is rich in stacking faults, in
agreement with the interpretation of X-ray diﬀraction of
Morishige and Uematsu,20 and neutron diﬀraction of Dore
and coworkers.13–15 We ﬁnd a 2 : 1 ratio of cubic to hexagonal
layers in the conﬁned ice. This is the same ratio derived
from the neutron diﬀraction spectra of ice I recovered by
decompression of ice V.17 A diﬀerence, however, is the
abundance of both growth and deformation faults in the
conﬁned ice, while the former are absent in the bulk ice. In
spite of the relative abundance of cubic layers, the conﬁned ice
should not be considered a cubic ice with defects: Ic (and Ih)
domains with more than three layers are rare in this
narrow pore.
The results and insights from NMR, DSC, neutron and
X-ray diﬀraction experiments and simulations are complementary
and yield a more complete picture of the state of water in
nanoporous materials. This work shows the suitability of
coarse-grained simulations with the mW model in describing
the phase behavior and structure of water in crystallized
nanopores. The very good agreement between the simulations
of water conﬁned in a pore with water walls and the experi-
ments reported for water in nanoporous silica suggests that
either the details of the wall–water interaction potential have
small eﬀect on the ice-structure and liquid–ice equilibrium in
nanopores or that the interactions of water with a silica wall
and a water wall are similar. These are both interesting
possibilities that we will investigate in the future.
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LIQUID-ICE COEXISTENCE BELOW THE MELTING TEMPERATURE  
 






Nanoconfined water exhibits freezing and melting temperatures typically lower 
that that of bulk water. The melting point depression for confinement within cylindrical 
nanopores is often described in terms of an inverse relationship with the pore radius, 
where smaller pore radii are found to have larger melting temperature depressions. 
However, the effect of the interaction strength between the pore wall and the confined 
water on phase changes is unclear. In the case of melting, it is unclear how the nature of 
the pore wall affects the liquid-ice coexistence below the melting temperature in 
confinement. In this chapter, we study the effect of the interaction strength between the 
pore wall and the confined fluid on the melting temperature for the case of water confined 
within nanopores of varying hydrophilicity/hydrophobicity. Using molecular dynamics 
simulations with the mW water model, we examine the liquid-ice coexistence and melting 
temperature of water confined within strongly hydrophobic to strongly hydrophilic 4 nm 
diameter cylindrical pores.  We find that the water-pore interaction strength affects the 
width of the liquid layer and that the radius of the confined ice corresponds to the melting 







Understanding the behavior of substances in confinement has practical relevance 
in biological systems and in the design of nanomaterials,1,2 as well as fundamental 
importance in clarifying finite size and surface force effects on phase transitions.1 In 
comparison to bulk systems, confinement typically leads to decreases in the freezing and 
melting temperatures,3-6 though in some cases the opposite is possible.7 Differences in 
the temperature of phase transitions from the bulk result from the high surface to 
volume ratio present within confined systems.2,8 Of particular interest is the effect of the 
nature of the confining material on the phase transitions of the confined substance. 
In this chapter, we study the effect of changing the water-pore interactions of 
cylindrical nanopores, from strongly hydrophobic to hydrophilic, on the melting 
temperature of ice. Experimental studies of cylindrical nanopores typically utilize 
hydrophilic nanoporous silica, SBA-15 and MCM-41, which allow for pore radius 
selection from 1 nm to 4 nm (MCM-41) and from 2.5 up to 5 nm (SBA-15).6 Ice melting 
and freezing temperatures are lower than in bulk water, decreasing as the pore radius is 
decreased.9,10 The melting point depression can be described by a modified Gibbs-
Thomson equation, ΔTm=-KGT/(R-d), where KGT is the Gibbs-Thomson constant, R is the 
radius of the pore and d is the width of a liquid layer that wets the pore wall.2,6 KGT = 
2Tmbulkγice-liqVliq/ΔHm, where Tmbulk is the bulk melting temperature, γice-liq is the liquid-ice 
surface tension, Vliq is the molar volume of the liquid phase and ΔHm is the enthalpy of 
melting of the ice phase.11 This constant was found to be 52.4 K nm when using values for 
bulk water.5 Similar values, ranging from 49.5 ± 2 K nm4 to 52.4 ± 0.6 K nm6 have been 
determined from fits to the modified Gibbs-Thomson equation using data from silica 
nanopores. For the case of water, radii above 5 nm have the same melting temperature as 
water in bulk,6 while pores less than ~1.5 nm in diameter, extreme confinement, do not 
exhibit a first order melting transition.6,11 For water confined within pores having a 
 
radius intermediate between extreme confinement and bulk-like behavior, 
experimentally determined melting temperatures from silica pores have been fit to the 
modified Gibbs-Thomson equation with d ranging from 0.35 ± 0.04 nm12 up to 0.60 ± 
0.01 nm.6  
 It is currently unclear what effect the chemical nature of the pore wall has on the 
melting temperature depression and the state of water in the pore.6 Findenegg and 
coworkers used calorimetry to study the melting of ice in SBA-15 pores functionalized 
with carboxylic acid, sulfonic acid or phosphonic acid.6 They found that the melting 
temperature was minimally affected by changes in the surface-modifier, suggesting a 
weak dependence of the melting point on the water-pore interactions. Analysis of the 
melting temperature depression of MCM-41 nanopores with hydrophobic groups of the 
type R-N+-(CH3)3 where the R groups range from C8H17 to C18H37,13 suggest no difference 
in melting temperature above a pore radius of 3 nm. From a radius of 3 nm down to 2.5 
nm, the melting temperature of the hydrophobic pores is as much as 12 K lower than the 
undecorated MCM-41 pores with the same radius, though melting within individual pores 
was spread out over a temperature of more than 10 K.13 
 Below the melting temperature, there exists a premelted layer of liquid water at 
the surface of ice, in bulk as well as in confinement.14 Within nanopores, the width of the 
liquid layer cannot be determined directly, with reported values being obtained from fits 
of the melting temperature to the modified Gibbs-Thomson equation.15 Unfortunately, 
this only provides the width of the liquid layer at the melting temperature, assuming the 
KGT constant and the determination of the pore radius is accurate, and provides no insight 
into the temperature dependence of the liquid layer width in confinement. 
In this chapter, we will investigate the effect of the water-pore interaction on the 
melting temperature, and the coexistence of liquid and ice in the nanopores using 





Nanopores were built as described in chapter 4, with the same T-shape and 1 nm 
head block, with the cylindrical opening within the pores having a radius of 2 nm. This 
resulted in systems containing 12,288 molecules, with 5,439 molecules forming the pore 
wall and 6,849 water molecules found within the pore and the head block. The length of 





Water was modeled using the coarse-grained mW water potential, as described in 
chapter 2. The particles that form the pore walls were modeled using the same form and 
constants of the mW water potential, with pore-pore interactions the same as water-
water interactions. For the water-pore interactions σ, λ and ε were changed, while all 
other constants remained the same as in the mW potential. Changing the characteristic 
size σwp to 3.2 Å minimized diffusion of water molecules into the pore wall while 
changing λwp to 0.0 maintained that no particular orientational preference was 
encouraged, no hydrogen bonding, between the water molecules and molecules that 
formed the pore wall. To vary the strength of the water-pore interactions, εwp was set to 
0.1 kcal mol-1, 0.2 kcal mol-1, 0.3 kcal mol-1, 0.5 kcal mol-1 or 1.0 kcal mol-1. In a sixth 
case, the water-pore interactions were set to water-water, with εwp of 6.189 kcal mol-1, σwp 





Using LAMMPS,16 molecular dynamics simulations were carried out in the 
isothermal-isobaric ensemble, with equations of motion integrated with the Velocity 
 
Verlet algorithm with a timestep of 10 fs. The temperature was controlled with the Nose-
Hoover thermostat, with a relaxation time of 0.5 ps. The Nose-Hoover barostat was used 
to control the pressure, 1 atm for all simulations, with a time constant of 2.5 ps. The 
expansion/contraction of the simulation cell in the x and y dimensions were coupled. Due 
to the anisotropy of the system, the z dimension was allowed to dilate and contract 
independently. The systems were simulated with periodic boundary conditions. The 
isothermal simulations were performed at temperatures ranging from 190 K to 260 K, 
long enough for equilibration of the water within the pore, requiring up to 200 ns at each 
state point. The CHILL algorithm, described in the previous chapter, was used to 
distinguish between core ice, interfacial ice and liquid water. 
The pore with εwp = 0.1 kcal mol-1 is strongly hydrophobic, resulting in expulsion of 
the liquid from the pore rapidly upon melting. Because of this, we were able to study this 





Each simulation was started with the same structure, consisting of annealed ice 
within the pore, shown in Figure 5.2. To make the starting structure, a nanopore with 
water-pore interactions set to water-water containing liquid water was allowed to freeze 
at 190 K. The system was then annealed for 100 ns at 220 K until the only liquid water 
remaining was a monolayer wetting the pore wall.  
 
 
Hydrophilicity/Hydrophobicity of Nanopores 
 
Contact Angle. To assess the hydrophilicity/hydrophobicity for each water-wall 
interaction strength, εwp, we performed simulations of water nanodroplets on a 
stationary plate with the water-wall interactions the same as the water-pore interactions 
used in the nanopore simulations, Figure 5.1. The droplets consisted of water molecules 
 
modeled with the mW model. The plate consisted of 3785 stationary mW water 
molecules in a structure corresponding to an instantaneous configuration of liquid water 
at 298 K. The simulations were done at constant volume (with enough room to prevent 
interactions between replicas of the droplet due to periodic boundary conditions) at 298 
K. Each NVT simulation was run for 20 ns. 
Adsorption Energy. The adsorption energy for the hydrophilic pores was 
determined as in Ref. 17, computing the average interaction energy between water and 
pore over 25 ns simulations of nanopores 10% filled with water, for which the water-
water interaction was turned off to efficiently sample the energy of adsorption at the 
limit of very low water content. 
 
 
Radial Density Profiles 
 
We computed histograms of the number of water molecules classified as core ice 
(cubic and hexagonal ice), interfacial ice, liquid or pore wall, binned every 0.2 Å from the 
center of the pore along the pore and averaged over the length of the simulation. The 





Using molecule dynamics simulations of nanopores 11.5 nm in length with a 
cylindrical cavity 4 nm in diameter filled with water, we vary the strength of the water-
pore interactions to determine the effect of hydrophobic and hydrophilic interactions on 
the melting temperature, amount of liquid in coexistence with ice and the mechanism of 
melting.   
We determine whether each pore is hydrophilic or hydrophobic from the contact 
angle of a nanodroplet of water on a planar surface with the same water-surface 
interactions as the water-pore interactions. To compare the strength of the 
 
hydrophilicity for pores with hydrophilic water-pore interactions, we calculated the 
surface adsorption energy for each pore wall. Figure 5.1 shows the adsorption energies 
and the contact angles for the various nanopores used in this study. The transition from 
hydrophobic to hydrophilic is identified by a change in contact angle to less than 90° 
between droplet and plate. The hydrophilicity increases with water-pore attraction: εwp ≤ 
0.3 kcal mol-1 corresponds to hydrophobic pores and εwp > 0.3 kcal mol-1 to hydrophilic 
pores. Throughout this chapter, comparisons will be made to that of a pore with water-
pore interactions equal to that of water-water interactions, which has an adsorption 
energy of 6.83 ± 0.08 kcal mol-1, in comparison to the adsorption energy of 5.63 ± 0.08 





We conducted isothermal simulations with water-pore interactions from i) εwp = 
0.1 kcal mol-1 (strongly hydrophobic, sufficient to cause expulsion of the liquid from the 
pore immediately upon melting) to εwp = 1.0 kcal mol-1 (strongly hydrophilic), and ii) a 
pore with εwp and other parameters equal to that of water. Each filled pore was simulated 
between 190 K and 260 K, for up to 200 ns at each temperature. The simulations of all 
nanopores started from the same annealed ice structure, shown in Figure 5.2, with 
velocities randomized at the onset of each simulation. Data for the melting temperatures, 
obtained from the molecular dynamics simulations are shown in Figure 5.3. The melting 
temperatures were determined from the simulations by the appearance of a sharp 
increase in the fraction of liquid in the pore, from predominately ice to all liquid.  
The simulations predict a melting temperature of 241 ± 1 K for the hydrophobic 
pore walls and for the hydrophilic pore with water-like wall-water interactions (shown in 
Figure 5.3). For the hydrophilic pore walls with εwp = 0.5 and 1.0 kcal mol-1, the melting 
temperature decreases with increasing hydrophilicity to 236 ± 1 K and 227 ± 2 K,  
 
                                      
 
 
                                           
Figure 5.1 Hydrophilicity/Hydrophobicity of Water-Pore Interactions 
The interaction strengths, εwp of the various nanopores used in this study are shown in 
units of kcal/mol. The results of simulations of a nanodroplet of water on a plate, with 
the plate consisting of stationary molecules in the configuration of an instantaneous 
snapshot of liquid water 298 K liquid, is shown. The change from hydrophilic to 
hydrophobic water-pore interaction occurs at εwp above 0.3 kcal mol-1, when the contact 































Figure 5.2 Annealed Ice 
Each simulation started from the same annealed ice configuration. The contents of the 
pore and the head block are shown. Within the pore, excluding the end reservoir, the 
configuration consists of cubic ice (red) with hexagonal  (green) stacking faults, 
surrounded by interfacial ice (blue) with a liquid monolayer (transparent grey) wetting 
the pore wall (not shown), for a total of 70% ice and 30% liquid. ‘Bonds’ are shown 
between molecules of the same type, cubic or hexagonal, that are within 3.5 Å distance. 
 
    
 
 
       
Figure 5.3 Melting Temperatures 
The melting temperature versus pore radius is shown for the simulations (blue circles, 
green and orange squares and black X), the Gibbs-Thomson equation with d = 0.6 nm 
(solid line) and Ref. 6 experiments, water in silica nanopores (red circles) and water in 
acid functionalized silica nanopores (turquoise squares). From the simulations, the 
orange square corresponds to the melting temperature of the nanopore with εwp = 1.0 
kcal mol-1, green square corresponds to εwp = 0.5 kcal mol-1, blue circles correspond to the 
pore made out of water and the black X corresponds to the pores with εwp = 0.1, 0.2 and 
0.3 kcal mol-1 (melting temperatures overlap). 
 
respectively. Melting temperatures of ice in silica pores determined by Findenegg et al.,6 
consistent with the modified Gibbs-Thomson fit using the same KGT and with d = 0.60 ± 
01 nm, are also shown in Figure 5.3. The hydrophobic and water-like pores have a 
melting temperature slightly above that found by Findenegg et al. for the 2 nm diameter 
silica pore, the pore with εwp = 1.0 kcal mol-1 has a lower melting temperature and the 
melting temperature for the pore with εwp = 0.5 kcal mol-1 is in excellent agreement.  
As an initial approximation, we assume that the KGT constant from the Gibbs-
Thomson equation is independent of temperature and water-pore interaction strength. 
In this case, the results suggest that the hydrophobic nanopores and the water-like pore 
have a larger ice radius, R - d, corresponding to a thinner liquid layer wetting the pore 
wall than the pores with εwp = 0.5 and 1.0 kcal mol-1. The pore with εwp = 0.5 kcal mol-1 
would then have a liquid layer thickness of 0.6 nm at the melting temperature, while εwp 
= 1.0 kcal mol-1 has a thicker liquid layer. In the following section, we compare the 
liquid-ice coexistence across a range of temperatures, allowing for direct observation of 





The modified Gibbs-Thomson equation provides an indirect measure of the 
thickness of liquid layer wetting the pore wall at the melting temperature. The width, d of 
the water layer obtained from fitting the experimental melting temperature in silica 
pores to the modified Gibbs-Thomson equation, as shown in Figure 5.3, predicts 44% of 
the water in the pore is liquid at the melting temperature, in excellent agreement with 
the 45 ± 2 % obtained from the simulations of the water-like pore at 240 K, just prior to 
melting. While accurate at the melting temperature for water-like pores, the modified 
Gibbs-Thomson equation does not provide any insight into how the liquid layer changes 
with temperature, or with water-pore interactions strength, which could effect the value 
 
of KGT. Studies of ice at a flat silica interface14,18 as well as phenomenological models of 
premelting within cylindrical nanopores10,19 show a strong temperature dependence on 
the width of the liquid. Using the results of the molecular dynamics simulations, we 
present here an analysis of the liquid layer at the water-pore interface across 
temperatures from 190 K up to the melting temperature.  
Fraction of Liquid in Coexistence with Ice. Figure 5.4 shows the fraction of liquid 
inside the pore as a function of temperature for all the pores of this study. Each pore 
shows a similar trend. At 190 K, all pores have the lowest fraction of liquid water present 
through the temperature range 190-260 K. The slope of the curve around 190 K suggests 
that the fraction of liquid will not go to zero before vitrification occurs, likely around 150 
K,20 even for the most hydrophobic case. As the temperature increases up to 10 K from 
the melting point, the fraction of liquid increases modestly. Near the melting 
temperature, the increase in the fraction of liquid within the pore becomes more 
pronounced, increasing about 5 % in 10 K. Once the melting temperature is reached, the 
liquid fraction increases abruptly to one.  
The coexistence of liquid and ice has been described using a phenomenological 
model,10,19 in which the free energy for the melting and freezing of pure water within an 
infinite cylindrical pore with radius R0, containing a cylindrical core of ice of radius R   
(R0 – R is the thickness of the liquid layer) is given by, 




⎠ ⎟      (5.1) 
where ρs and ρl are the number densities of the solid and the liquid, µs and µl are the 
chemical potential of the solid and the liquid, γsw, γsl and γlw are the interfacial tensions 
associated with the solid/liquid, solid/wall and liquid/wall interfaces. The first two terms 
correspond to the volume free energy of the liquid and ice, while the third and fourth 







Figure 5.4 Fraction of Liquid 
The fraction of liquid in the nanopores is shown as a function of temperature for all 
water-pore interaction strengths, εwp = 0.1 (black), 0.2 (red), 0.3 (purple), water (blue), 
0.5 (light green), and 1.0 kcal mol-1 (dark green). Each point was obtained as an average 
of the fraction of liquid over the course of the simulations, from 50-200 ns in length. The 
error bars correspond to the standard deviation from the average. Dashed orange line 
corresponds to the predicted liquid fraction using the phenomenological model and 
water and water-pore interaction parameters of Ref. 19 for a pore of 2 nm radius.  
 
corresponds to a short-range, exponential relationship, between the solid/liquid and the 
liquid/wall interfaces, with a correlation length, ξ.10,19 Factoring out all terms that 
depend only on the constant, R0 and substituting for the chemical potential a term 
dependent upon the mean enthalpy of fusion from T to the bulk melting temperature T0, 
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results in the following equation for the free energy in terms of the radius of the 
cylindrical ice core, 
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From the global minima of the free energy as a function of R over a range of 
temperatures, the radius of the ice core and the radius of the liquid layer can be found, 
allowing for the determination of the total fraction of liquid. In general, this model 
predicts a continuous increase in the liquid layer upon heating, and a sharp transition 
upon reaching the melting temperature.  
A direct comparison with predictions from this model to those found from our 
simulations is shown in Figure 5.4. Linear extrapolations of the enthalpy of fusion and 
the interfacial tensions were obtained from Ref.21 as used in Ref. 19, assuming a 
hydrophilic pore like silica, where the value of γsw - γsl - γlw is positive as in the case 
where the liquid completely wets the pore wall. The correlation length obtained from the 
references is short, 0.17 nm. The model predicts an onset temperature of premelting near 
198 K with a steep increase of the fraction of liquid up to the melting temperature at 242 
K. While this is qualitatively similar to the simulation results, with a melting 
 
temperature, Tm = 243 K, near that of the water-like pore and the hydrophobic pores, the 
model predictions show a stronger temperature dependence of the liquid fraction as 
evidenced by the higher slope of the liquid fraction curve below the melting temperature, 
with no liquid present at low temperatures. Increasing the hydrophilicity, i.e. increasing 
the value of γsw - γsl - γlw, increases the fraction of liquid within the pore leading to a 
lower melting temperature, while a negative value of γsw - γsl - γlw, as in the case of a 
hydrophobic pore, decreases the fraction of liquid present and increases the melting 
temperature. In the following section, we look more closely at the width of the liquid 
layer and core ice as a function of temperature and water-pore interaction strength. 
 Experimental analysis of the temperature dependence of the width of the liquid 
layer for an ice/silica flat surface shows temperature dependent logarithmic growth, with 
large increases within 10 K of the melting temperature.6,14 This is precisely what we 
observe, though with one notable difference being a continuous presence of liquid layer 
for all temperatures in the simulations, rather than onset of a premelted layer at a 
specific temperature. The simulations used in this study were equilibrated for up to 200 
ns and the fraction of liquid remained consistent, though it is possible that longer 
simulations could result in the eventual freezing of the liquid layer in the lower range of 
temperatures analyzed.  
Width of the Liquid Layer. We now describe the width of the liquid layer as a 
function of temperature over various water-pore interaction strengths. In Figure 5.5 we 
show snapshots, side and top view, of all pores except εwp = 0.2 kcal mol-1 showing the 
liquid layer, interfacial ice and core ice (cubic ice with hexagonal stacking faults) at 190 K 
and 240 K. All pores show a central region consisting of core ice with an outer layer of 






Figure 5.5 Liquid Layer Thicknesses 
Snapshots showing the state of water inside nanopores with εwp = 0.1, 0.3, 0.5, 1.0 kcal 
mol-1 at a) 190 K and b) just below the melting temperature. For comparison, the pore 
made out of water is also shown. Core ice (hexagonal and cubic) is shown in grey, 






 water  0.3
 0.5  1.0
235 K 225 K
 
and a final outer layer consisting of liquid. Notice the decreasing patchiness of the liquid 
found at each temperature upon decreasing the hydrophobicity. Nearly 20% of the water 
within the pore with εwp = 0.1 kcal mol-1 is liquid at 190 K, though there are a significant 
number of patches of water in contact with the pore wall without a liquid layer present. 
For the most hydrophilic case, with εwp = 1.0 kcal mol-1 there is significant layering of the 
liquid at the surface, from two layers at 190 K to more than three layers just below the 
melting temperature.  
To provide a better cross-sectional view of the location of the core ice, interfacial 
ice and liquid layers, Figure 5.6 shows a plot of the radial density of the core ice, 
interfacial ice, liquid layer and the pore wall for the strongly hydrophobic pore, the pore 
made out of water and the hydrophilic pores. In each case, the core ice fills the innermost 
region of the pore, with a slight amount of interfacial ice, up to 1.25-1.5 nm from the 
center of the pore. Between the core ice and the pore wall, there is a small amount of 
interfacial ice and varying amounts of liquid. At a temperature just below the melting 
temperature, the outer layer of ice decreases, with corresponding growth in the amount 
of liquid. The amount of interfacial ice found between the core ice and the pore wall 
remains the same or slightly decreases at the higher temperature.  
For the water-pore interactions without hydrogen bonding (all simulations except 
for the water-water pore), increasing the strength of the interaction decreases the 
melting temperature. Comparing Figure 5.6 panels a, c and d, the radius of the ice core 
for the hydrophobic pore just below the melting temperature, panel a, is about 1.4 nm as 
judged from the width at half of the maximum of density, 0.4 g cm-3. The hydrophilic 
pores with water-pore interactions having no preference for tetrahedral structure (the 
result of no hydrogen bonding), panels c and d, have ice core radii of about 1.2 and 1 nm. 
Comparing the pore with water-water interactions, in which the potential has a 






Figure 5.6 Radial Density Distributions of Liquid and Ice 
The radial density for molecules that form the pore wall (black), liquid water (red), 
interfacial ice (green) and core ice (blue) is shown. For comparison, distributions are 





a) εwp = 0.1 kcal/mol    b) εwp = water   
c) εwp = 0.5 kcal/mol    d) εwp = 1.0 kcal/mol   
 
same as the case of the hydrophobic pore, while the radius of the core ice, 1.2 nm, is less 
than that of the hydrophobic pore, suggesting that the presence of hydrogen bonding 
between the water within the pore and the pore wall decreases the interfacial tension and 
acts to stabilize the core ice. 
 
 
Mechanism of Ice Melting 
 
 Melting of the core ice occurs through continued growth of the liquid layer, at the 
expense of the ice. Figure 5.7 shows snapshots of the melting of core ice for the case of 
the pore made out of water at 242 K, the lowest temperature for which melting is 
observed for this water-pore interaction strength. Starting from the initial configuration, 
Figure 5.5 panel a, there is only a single monolayer of liquid wetting the pore wall. As the 
temperature increases, the thickness of the liquid layer increases from a patchy 
monolayer to a monolayer with patches of bilayer, see Figure 5.2. At and above the 
melting temperature, the bilayer regions increase, resulting in the eventual dissolution of 





Using molecular dynamics simulations of nanopores with a radius of 2 nm and 
varying the strength of the water-pore interactions from strongly hydrophobic to 
strongly hydrophilic, we study the liquid-ice coexistence from 190 K up to the melting 
temperature and the effect of water-pore interaction strength on the melting 
temperature.  
We find that even at the lowest temperature studied there exists a premelted 
layer. The width of the premelted layer is the least for the hydrophobic pores, while 
increasing the water-pore interaction strength increases the liquid layer width. Upon 
warming the nanopore, the width of the liquid layer increases, with the largest increases  
 
         
Figure 5.7 Melting 
The nanopore made out of water as it melts at 242 K. The core ice, shown with cubic ice 
(red) and hexagonal ice (green) begins as stacking faulted region filling the majority of 
the pore. The interfacial ice (blue) surrounds the core ice and the liquid (transparent 
grey) wets the pore wall (not shown). At this temperature, the melting occurs rapidly, 
within 4 ns of the start of the isothermal simulation. The starting configuration is shown 
in panel a, followed by the next 4 ns at 1 ns intervals. Melting within the pore is complete 
by panel e, though the water within the head block (not shown), which has a melting 
temperature of bulk water, remains crystalline, leading to some remaining crystal in 
contact with the head pore at either end of the pore.  
a) t = t0
b) t0 + 1
c) t0 + 2
d) t0 + 3
e) t0 + 4
 
occurring within 10 K of the melting temperature, consistent with experimental analysis 
of water on a flat surface.6,14  
The melting temperature was the same for all hydrophobic pores, 241 ± 1 K, 
consistent with the similarity in ice core radius observed for these pores. Analysis of the 
effect of water-pore strength on melting temperature in partially filled 1.5 nm radius 
pores, using analogous molecular dynamics simulations with the mW water model,22 
shows no difference between melting temperatures of hydrophobic pores and water-
water pores, same as shown here for the completely filled pores, suggesting that the 
minimal effect of the hydrophobic pores on the melting temperature, in comparison to 
the pores made out of water, persists at smaller pore radii. The hydrophilic pores without 
hydrogen bonding water-pore interactions had melting temperatures that decreased with 
increasing water-pore interaction strength, 236 ± 1 K and 227 ± 2 K, consistent with a 
decreasing ice core radius. The nanopore with water-pore interactions the same as 
water-water interactions, with hydrogen bonding, had a melting temperature the same 
as the hydrophobic pores, though with slightly larger ice core radius. For all nanopores, 
melting followed the same trend, with the liquid layer increasing, leaving regions of the 
core ice only 3-4 layers thick just prior to complete melting of the core ice.  
While it is the radius of the core ice that determines the melting temperature, 
hydrophilic and hydrophobic water-pore interactions and the presence of hydrogen 
bonding effect differently the width of the liquid layer, and ultimately the radius of the 
ice core. Further analysis into the effect of hydrophilic and hydrophobic pores, with and 
without hydrogen bonding, is necessary to more fully understand the effect of water-pore 
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Ice crystallization in water’s “no-man’s land”
Emily B. Moore and Valeria Molineroa
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The crystallization of water at 180 K is studied through large-scale molecular dynamics simulations
with the monatomic water model mW. This temperature is in the middle of water’s “no-man’s land,”
where rapid ice crystallization prevents the elucidation of the structure of liquid water and its
transformation into ice with state of the art experimental methods. We ﬁnd that critical ice nuclei
that contain less than ten water molecules form in a time scale shorter than the time required for
the relaxation of the liquid, suggesting that supercooled liquid water cannot be properly equilibrated
in this region. We distinguish three stages in the crystallization of water at 180 K: concurrent
nucleation and growth of ice, followed by consolidation that decreases the number density of ice
nuclei, and ﬁnally, slow growth of the crystallites without change in their number density. The
kinetics of the transformation along the three stages is well described by a single compacted
exponential Avrami equation with n1.7. This work conﬁrms the coexistence of ice and liquid after
water is crystallized in “no-man’s land”: the formation of ice plateaus when there is still 15%–20%
of liquid water in the systems, thinly dispersed between ice I crystals with linear dimensions ranging
from 3 to 10 nm. We speculate that the nanoscopic size of the crystallites decreases their melting
point and slows their evolution toward the thermodynamically most stable fully crystalline state.
© 2010 American Institute of Physics. doi:10.1063/1.3451112
I. INTRODUCTION
Little is known about the state of liquid water and the
mechanism of crystallization of ice in the heart of what is
known as water’s “no-man’s land.”1 This is the region of
water’s phase diagram where crystallization of supercooled
water is too fast to be studied with the state of the art experi-
mental techniques. Its upper boundary corresponds to the
temperature of homogeneous nucleation of ice,
TH235 K.2,3 Its lower boundary is the highest temperature
at which amorphous water can be detected in experiments,
Tx155 K.4,5 Understanding the mechanisms, extent, and
product of water crystallization in “no-man’s land” is of cen-
tral importance for the prediction of cloud formation in the
atmosphere6–8 and the state of water in interstellar space.9,10
The structure and thermodynamics of liquid water at the
melting point are very different from those of the low-
density amorphous ice LDA glass: the coordination in the
ﬁrst shell decreases from 5.1 in the liquid to 4 in the glass,11
the excess enthalpy with respect to ice is from 6.00 to
1.35 kJ/mol,12 and the excess entropy is from 22.0 to
1.7 J/K mol.13 Several hypotheses14–18 have been proposed to
explain these stark differences and the thermodynamic
anomalies of liquid water, such as the density maximum at
4 °C and the increase in heat capacity and compressibility
upon cooling.1,2,19 There is now general consensus that the
structural transformation in liquid water at room pressure is
continuous.12,13 This is consistent with both the liquid-liquid
critical point LLCP Ref. 14 and singularity free SF
Ref. 15 hypotheses. The LLCP theory proposes that two
distinct phases of liquid water, low-density liquid and high-
density liquid, exist at pressures higher than a critical pres-
sure pc in the supercooled region of water’s phase diagram.
The two liquid phases would convert through a ﬁrst order
transition that ends at a critical point; the latter tentatively
located at pc1000 atm and at Tc220 K.20 In the SF
theory the structural transition is continuous at all
pressures.15,21 The existence of two distinct glass phases
LDA and high-density amorphous ice that interconvert
through a sharp and reversible transition at high pressure
supports the LLCP scenario.22–24
Knowledge of the structure and thermodynamics of liq-
uid water in “no-man’s land” is the key for a comprehensive
understanding of water and an assessment of existing theo-
ries. A direct experimental study, however, has not yet been
possible due to the rapid crystallization of ice in this region.
The result of the crystallization of water in “no-man’s land”
is also disputed.4,7,10,25–31 Diffraction patterns of water crys-
tallized at temperatures lower than about 200 K display all
the diffraction peaks characteristic of cubic ice but only one
the 100 peak of hexagonal ice.7,10,25,26,30,32 Studies of cubic
ice produced from decompression of high-pressure ice
phases show that the 100 signal arises from the presence of
hexagonal layers intercalated as stacking faults into a cubic
structure.33–35 The detailed structure fraction of cubic and
hexagonal ice I polymorphs and distribution and type of
stacking faults of the ice formed by crystallization of liquid
water in “no-man’s land” is not known. Similarly, there is not
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yet a clear consensus on the fraction of water that remains in
the liquid state after crystallization: the ﬁnal percentage of
noncrystalline water—either amorphous solid or liquid—has
been reported to be within 5% and 50%, depending on the
sample preparation and the method of analysis.10,25–27,36
Through a combination of x-ray diffraction and calorimetry,
Kohl et al.26 concluded that at most 20% of the water that
crystallized at 183 K remains in a liquid or amorphous form,
while Jenniskens and Blake25 employed a combination of
transmission electron microscopy, temperature programed
desorption, and infrared spectroscopy to study water crystal-
lized under the same conditions and concluded that 50% of
the water remains in amorphous or liquid state.
Molecular simulations have an optimum spatial reso-
lution for the study of the structure of liquid water and ice
nuclei and the microscopic mechanisms of ice formation.
The computational cost of atomistic simulations, however,
has limited the study of ice crystallization to small systems
less than 800 rigid water molecules modeled with classical
potentials.37,38 A study of the formation of ice crystallites
requires simulation cells with dimensions of at least 10 nm
33 000 water molecules to allow for the development of
crystal domains of a size comparable to the 5 nm deduced
from the width of the ice diffraction peaks in experiments.9,25
The formation of ice proceeds through nucleation and
growth of the crystallites.3 The spontaneous creation of ice
nuclei is stochastic and controls the crystallization at tem-
peratures above TH; advanced sampling methods can be used
to reduce its computational cost.39–41 Water crystallization in
“no-man’s land”, on the other hand, may be dominated by
the slow growth of the ice crystals in the viscous environ-
ment of the deeply supercooled liquid, requiring long simu-
lations for the completion of the crystallization. Considering
the challenges associated with the atomistic modeling of ice
crystallization, it is not surprising that very few atomistic
simulations of ice nucleation and growth have been reported
to date,37–41 none of them in water’s “no-man’s land”.
In this work, we overcome the computational limitations
of atomistic simulations through the use of a very efﬁcient
coarse-grained model of water, the monatomic water mW
model.42 Molecular simulations with the mW model are
more than two orders of magnitude computationally more
efﬁcient than with atomistic water models using Ewald
sums.
42 The mW model represents each water molecule as a
single particle that interacts through very short-ranged inter-
actions, which encourage “hydrogen-bonded” structures be-
tween the water molecules, without the explicit inclusion of
hydrogen atoms. The coarse grained model reproduces the
structure of liquid water, the LDA glass, ice and clathrate
hydrates, and the thermodynamics of the phase transforma-
tions between them.42–47 In previous work we used large-
scale molecular dynamics MD simulations with the mW
model to characterize the evolution of the structure of liquid
water from stable liquid at 350 K to the LDA glass at 100 K,
when the liquid is cooled at the slowest rate that avoids ice
crystallization.43 In agreement with the inferences from ex-
periments, we found that the structural transformation is con-
tinuous at room pressure. A liquid-liquid transformation tem-
perature, deﬁned as the temperature for which there is a
maximum change in the density and structure of liquid water,
occurs at TLL=201 K. We have also determined that do-
mains of four-coordinated water molecules develop in liquid
water already at room temperature and their characteristic
length grows as water is supercooled, reaching a maximum
correlation length at TLL.
43 A growing correlation length is
consistent with the existence of a LLCP at high pressures,
which for the mW model seems to be located around
1200 atm and 190 K.48
The melting temperature of hexagonal ice is 274 K in the
mW model.42,44 Crystallization of mW water occurs at
around 200 K if the liquid is quenched at a rate slower than
the critical rate for vitriﬁcation 10 K/ns.42,43 This sets the
upper limit for “no-man’s land” in the mW model; the lower
is set by the glass transition temperature, Tg150 K.43 In
this study we investigate the crystallization of water in the
heart of “no-man’s land”, at T=180 K, conditions at which
the structure of the liquid is already close to that of the ran-
dom tetrahedral network of the LDA glass43 while the mo-
bility of water is large enough to allow for complete crystal-
lization within coarse-grained simulations lasting less than
1 s.
We have recently used the mW water model to study the
freezing, melting and structure of ice in hydrophilic nano-
pores at 195 K, the TH of water in the pore.46 Under these
conditions, we found that the rate of crystallization was con-
trolled by the rate of formation of the critical ice nuclei. We
estimated the critical ice nuclei to contain a core of about
75–100 water molecules at TH. The crystallization of water
in the pore resulted in single crystals of ice I that contained
cubic and hexagonal layers in a ratio of about 2:1, sur-
rounded by a sheath of liquid water. In agreement with the
results of NMR experiments, we found liquid water in equi-
librium with ice in the pore down to 180 K, 50 K below the
melting point the simulations predicted Tm=230 K for wa-
ter in the 3 nm diameter pore,46 same as determined through
differential scanning calorimetry in Ref. 49. In the present
work, we use the models and methodology of Ref. 46 to
identify ice and analyze the nucleation and growth of ice I in
bulk water at 180 K. We address two fundamental questions:
ﬁrst, whether liquid water can be equilibrated in “no-man’s
land”. This region has been deﬁned in terms of the impossi-
bility of characterizing the liquid with the state of the art
methods; our question is whether the liquid can be equili-
brated at all before it crystallizes to ice. Second, what is the
mechanism by which ice nucleates and grows in “no-man’s
land”, how does the structure of water evolve through the
crystallization process, and what is the fraction and distribu-
tion of liquid water in coexistence with ice in the crystallized
system.
II. MODEL AND METHODS
A. Water potential
Water was modeled using the mW model.42 The mW
potential consists of a sum of pairwise 2r and three-body
3r , contributions,
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where A=7.049 556 277, B=0.602 224 558 4, p=4 q=0,
=1.2, a=1.8, 0=109.47°, 
=2.3925 Å, 	
=6.189 kcal mol−1, and =23.15. The three-body term adds
an energy penalty to conﬁgurations with angles different
from 0, which in this parametrization encourage hydrogen-
bonded tetrahedral conﬁgurations. The mass of a mW par-
ticle corresponds to that of a water molecule. The mW model
was parametrized to reproduce the melting temperature, va-
porization enthalpy, and density of liquid water at 298 K and
1 atm. The mW model does not have electrostatics or hydro-
gen atoms, allowing for longer integration steps, up to 10 fs.
This, coupled with the short range of the potential less than
4.32 Å, and the decrease in the number of particles, make
the mW model about 180 times computationally more efﬁ-
cient than atomistic simulations of rigid water models using
Ewald sums.42,50
B. Simulation methods
MD simulations were performed using LAMMPS.51 Sys-
tems consisted of 32 768 mW particles in a cubic simulation
cell with periodic boundary conditions cell dimensions
10 nm. The velocity Verlet algorithm was used to inte-
grate the equations of motion with a time step of 10 fs. All
simulations were evolved at a pressure of 1 atm in the iso-
thermal isobaric ensemble NpT. Temperature and pressure
were controlled using the Nosé–Hoover thermostat and
barostat with relaxation times of 1.0 and 5.0 ps, respectively.
C. Isothermal crystallization of instantaneously
quenched liquid water
We selected ﬁve uncorrelated conﬁgurations from a
single MD trajectory of water at T=300 K. The conﬁgura-
tions were instantaneously quenched to T=110 K and
evolved under NpT conditions at that temperature for 0.3 ns.
The end points of the short simulations at 110 K are the
starting conﬁgurations for the ﬁve QL for instantaneously
quenched liquid 590 ns simulations at 180 K.
D. Isothermal crystallization of warmed-up LDA glass
It is not possible to instantaneously quench liquid water
in experiments. The initial conﬁguration for the study of
crystallization above Tg involves the heating of LDA glass to
the target temperature. We vitriﬁed liquid water to LDA by
cooling of the liquid from 350 to 100 K at the critical cooling
rate for vitriﬁcation of mW water, 10 K ns−1.43 Then, the
glass was heated at 10 K ns−1 from 100 up to 180 K. Upon
reaching 180 K, the temperature was held constant and the
system was allowed to evolve for 590 ns. This trajectory and
system is termed WG for warmed glass.
E. Identiﬁcation of ice
As a measure of water’s crystallinity during nucleation
and growth, we utilize the CHILL algorithm that we previ-
ously developed for the identiﬁcation of ice.46 The algorithm
makes use of the local coordination of the water molecules
and the correlation of orientations between the ﬁrst coordi-
nation shells of neighboring waters to determine the amount
of liquid, ice I which we refer to as core ice and interfacial
ice an intermediate between ice I and liquid present in each
conﬁguration of the system. We denote the sum of core ice
and interfacial ice as total ice.
F. Identiﬁcation of ice nuclei
Individual ice nuclei are characterized using a clustering
algorithm with a distance cutoff of 3.5 Å, the ﬁrst minimum
of the water-water radial distribution function rdf. Starting
from a molecule classiﬁed by the CHILL algorithm to have
the local symmetry of core ice, the clustering algorithm ﬁnds
all similarly classiﬁed neighboring molecules within the dis-
tance cutoff, searching around all new positively identiﬁed
molecules until no more are found. The second hydration
shell in ice I includes 12 molecules. To be considered as an
ice nucleus, more than two neighboring tetrahedra must be
involved in the ice cluster. While counting the number of ice
nuclei, we consider only those formed by more than ten wa-
ter molecules.
G. Diffusion
The mean square displacement, r2t, was determined
as the average over all particles of the squared displacement
from their original positions at t=0, the beginning of the
simulations at 180 K. Statistics was collected for each of the
QL and WG systems over the 590 ns simulations.
H. Radial distribution function
The rdf between water molecules was computed for the








r − rij , 2
where  is Dirac’s delta function, V is the volume, and rij is
the distance between i and j molecules.
I. Radius of gyration and nonsphericity
The radius of gyration RG of each ice nucleus is a mea-







ri − rj2, 3
where N is the number of water molecules in the nucleus, r
are the molecular coordinates, and the sum is over all pairs of
molecules in the nucleus. The nonsphericity NS is the ratio
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between the actual RG of the nucleus and the RG of a sphere
containing the same number of molecules.43 A NS of 1 cor-
responds to a perfectly spherical nucleus. The less spheri-
cally shaped nuclei have higher NS values.
III. RESULTS AND DISCUSSION
We investigate the kinetics and microscopic mechanism
of crystallization of ice from liquid water during isothermal
simulations at 180 K. This temperature is right in the middle
of “no-man’s land”, where ice crystallization is too fast to be
characterized with the current experimental methods. We
perform a series of 590 ns long MD simulations on systems
containing 32 768 water molecules 1000 nm3 volume per
simulation cell. Two different sets of starting liquid conﬁgu-
rations were considered in this study: ﬁve initial conﬁgura-
tions obtained from instantaneous quenching of liquid water
from 300 to 110 K, with 0.3 ns at 110 K during which the
number in neighbors of the ﬁrst coordination shell decreases
from 5.1 to 4.2, followed by an instantaneous warm-up from
110 to 180 K. We denote these as the QL systems. The ad-
vantage of using these initial conditions is the complete ab-
sence of viable ice nuclei at the beginning of the simulation
trajectory. It is, however, impossible to instantaneously
quench a liquid in experiments. We obtain a more realistic
initial conﬁguration by quickly warming a previously formed
LDA glass to 180 K. We denote this system as WG.
Figure 1 presents snapshots for one of the QL systems
along the crystallization trajectory. For clarity, panels a–h
show only water molecules that are parts of core ice clusters,
while the last panel shows all core ice, interfacial ice, and
liquid water in different colors, at the end of the 590 ns
simulation. The snapshots provide valuable insight into the
process of ice formation in “no-man’s land”: ﬁrst, the induc-
tion period is negligible; viable ice nuclei are formed within
the ﬁrst nanosecond. An analysis of the individual nuclei
indicates that the critical nuclei, which have equal probabil-
ity of growth and dissolution, contain no more than ten water
molecules. Second, the ice nuclei form randomly within the
1000 nm3 volume of the periodic cell. Third, ice nucleation
and growth occur concurrently for about a hundred nanosec-
onds. Nucleation cannot be separated from growth. Fourth,
by the end of the simulation, most of the water crystallized in
the form of a few ice crystallites with linear dimensions on
the order of 5 nm; the ice crystallites are separated by thin
regions of amorphous water.
A. Kinetics of ice crystallization
To quantify the nucleation and growth of ice from super-
cooled water, we computed the time evolution of the fraction
f ice of interfacial and core ice, and their sum, total ice. These
are shown in Fig. 2a. In the case of the QL systems, the
curve represents an average over ﬁve trajectories and the
error bars measure the variability between simulations. The
curves of Fig. 2a conﬁrm the assessment about the lack of
induction period for the nucleation: the ice starts to form
immediately after the temperature of the systems is set at
180 K. Notice the small dispersion for the set of QL trajec-
tories. This indicates that the overall advance of the crystal-
lization is not very sensitive to the initial liquid structure,
consistent with a negligible stochastic induction period.
We start with the analysis of the fraction of interfacial
ice. The trajectories exhibit a signiﬁcant initial t=0 fraction
of the water molecules as interfacial ice: 20% for the WG
and 8% for the QL systems this fraction is less than 0.2% in
water at 300 K. The high fraction of interfacial ice at t=0
may seem surprising as there is very little core ice present.
The molecules classiﬁed as interfacial ice have a local struc-
ture intermediate between a tetrahedrally coordinated liquid
and ice as if they were at the interface of ice crystals. Nev-
ertheless, we observe that until the ice crystallites become
relatively large e.g., panel d of Fig. 1 most of the mol-
ecules classiﬁed as interfacial ice form small clusters and
sparse threads and are actually unrelated to crystal cores.
While the initial amount of interfacial ice in QL doubles to
16% during the ﬁrst 2 ns, only 2% of core ice forms in the
QL systems during that period. This suggests that the in-
crease in interfacial ice is due primarily to the structural re-
laxation of supercooled liquid water and is not driven by the
formation of ice crystallites. Even relatively large clusters of







FIG. 1. Snapshots of the crystallization of water at 180 K, starting from
instantaneously quenched liquid QL. The simulation cell has 10 nm
side. Through panels a–h, the water molecules that belong to the ice
cores are shown in blue and all other molecules are hidden. During stage I
panels a–e, there is an increase in the number and size of the ice nuclei.
Stage II starts when the number of ice nuclei peaks at 100 ns panel e and
continues until only a few nuclei result from the process of growth and
consolidation. Stage III starts at 300 ns panel g and involves slow growth
and consolidation of the crystallites. At t=590 ns panel i, 80% of the
water has crystallized: 50% forms the core of the crystallites blue, 30% is
interfacial ice surrounding them orange, and 20% remains in the amor-
phous state between crystallites green. By t=590 ns, the crystallites had
reached sizes of several nanometers and further consolidation is no longer
possible through rearrangement in the time scales accessible to the
simulations.
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interfacial water are unable to nucleate the formation of ice
crystals; thus, we conclude that these threads and clusters of
water molecules with structure intermediate between ice and
liquid are a constitutive part of the structure of water at
180 K. As the ice crystallites grow, genuine interfacial ice
forms at their surface. By the end of the simulation, the mol-
ecules classiﬁed as interfacial ice are actually on the surface
of ice crystallites, as seen in panel i of Fig. 1. The result is
that except for a moderate increase during the ﬁrst 50 ns,
the fraction of interfacial ice remains essentially constant and
is not a good indicator of the advance of the crystallization.
The water molecules in core ice have the same local
ordering of bulk ice I. As illustrated in Fig. 1, the increase in
core ice reﬂects the advance of the crystallization. Figure
2a shows that, as expected, there is no core ice in the QL
systems at the beginning of the simulation at 180 K. The WG
system which had a history as LDA starts with 5% of core
ice already present in the glass. This is in agreement with the
5% ice determined in LDA through calorimetry and x-ray
diffraction experiments.26,52 The evolution of core ice is
qualitatively the same for the initial conﬁgurations obtained
from the liquid or the glass: both lack a noticeable induction
time and increase in a sigmoidlike manner, resulting in the
conversion of 50%–60% of the water into core ice.
It is customary to analyze the kinetics of crystallization
using Avrami’s equation,53
f ice_coret = fcoreinitial + fcorefinal − fcoreinitial1 − exp− ktn , 4
where f ice_core is the fraction of core ice, fcoreinitial is the initial
amount of core ice, and fcorefinal accounts for the predicted
amount of core ice at the end of the crystallization. The
Avrami exponent n reﬂects the steepness of the crystalliza-
tion process. Along with the rate coefﬁcient k, n determines
the characteristic time scale of the crystallization, x=k−1/n.
Table I lists the parameters that best represent the growth of
core ice. The best ﬁts to Eq. 4 are shown in Fig. 2a. The
time scales, x=k−1/n, for the formation of core ice in the
simulations are 240 ns for QL and 200 ns for WG. The
Avrami exponents obtained from simulations are n=1.66 for
QL and 1.72 for WG. The optimized parameters would sug-
gest that there is already 5% of core ice at the beginning of
the QL simulations, essentially the same as for WG, although
that fraction of core ice is actually not achieved in the QL
simulations until t=20 ns. Forcing of fcoreinitial in QL to zero
results in a slightly poorer ﬁt with n=1.3 and x=200 ns.
Hage et al.54 used fourier transform infrared spectros-
copy FTIR to analyze the kinetics of crystallization of hy-
perquenched glassy water heated to temperatures in the range
of 140–146 K. Their analysis resulted in Avrami exponents
of n=1.50.2, very well reproduced by our simulations. A
comparison of the time scales of crystallization in the simu-
lation and experiment is not as straightforward for two rea-
sons: ﬁrst, there have been no experimental determinations
of crystallization rates at 180 K. The closest temperature at
which the kinetics was studied is 155 K.55 We extrapolated
the experimental data from measurements in the range of
125–155 K in Refs. 10 and 54–56, assuming an Arrhenius
temperature dependence with constant activation energy and
pre-exponent. This results in predicted rates of crystallization
on the order of 10−2 s at 180 K. These extrapolated time
scales are 105 times longer than predicted by the mW simu-

































FIG. 2. a Fraction of total, core, and interfacial ice over the course of the
590 ns simulations at 180 K. Orange lines: crystallization of warmed-up
LDA glass, WG. Black lines: average for the crystallization of the ﬁve
instantaneously quenched liquid, QLs. The dashed green lines are the frac-
tions of core ice described by Eq. 4 with the coefﬁcients of Table I. b
Time evolution of the number of ice nuclei containing ten or more mol-
ecules of core ice. The volume of the simulation cell is 1000 nm3. Black
and orange dots represent the data for the QL and WG simulations, respec-
tively. The lines are running averages to assist the visualization. The dashed
vertical lines distinguish three stages in ice crystallization: development of
nuclei in stage I, consolidation of neighboring nuclei in stage II, and growth
and aging of crystallites in stage III.
TABLE I. Kinetic coefﬁcients that best represent the evolution of core ice in




k ns−n 0.000 11 0.000 12
n 1.66 1.72
t=k−1/n ns 240 200
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lations. This leads us to the second, and fundamental, reason
that prevents a direct comparison: the dynamics, including
the diffusion and crystallization, of the mW model are intrin-
sically faster than that of a fully atomistic system.
Faster crystallization in the coarse-grained simulations is
expected because coarse-grained models evolve in a
smoother potential energy landscape than atomistic systems.
At room temperature, the diffusion coefﬁcient of mW water
is about twice the experimental value, and this ratio increases
upon cooling.42 Since the energy of the coarse-grained model
depends only on the oxygen positions, mW simulations un-
derestimate the barrier for breaking hydrogen bonds that is
part of the mechanism of mobility and of crystallization of
water. We note that the mW model correctly accounts for the
energy of breaking hydrogen bonds: the enthalpy of vapor-
ization and melting determined using the mW model are
within just 0.17 kcal mol−1 of the experimental values.42
Thus, the energy difference between stable states is well ac-
counted for, leaving only the barrier for breaking bonds un-
derestimated. This barrier controls the mobility of water, and
since the time scales of growth depend on the ability of mol-
ecules to diffuse to and incorporate into the developing ice
interface, the barrier also modulates the rate of crystalliza-
tion. If the mobility and crystallization rates are affected to
the same extent by the decrease in the barriers due to the
removal of the explicit hydrogen atoms, then the ratio of the
diffusion coefﬁcients in the coarse-grained simulations and
experiment could be used to scale the rate of crystallization




mWDmW /Dexpt. We cannot test the
validity of this conjecture because there is no experimental
data on water’s diffusivity at 180 K determination is pre-
vented by the fast crystallization rates. The diffusion coef-
ﬁcient of water in the simulations at 180 K can be estimated
from the evolution of the mean square displacement r2t
see Fig. 3,
logr2t = log6D +  logt . 5
In the case of Fickian diffusion, =1 and D is the diffusion
coefﬁcient. The r2t in the simulations does not increase
linearly with time. As crystallization progresses, the mobility
of water becomes increasingly hindered by the crystallites,
leading to the observed subdiffusive behavior: =0.4 for QL
and 0.5 for WG. The D obtained from the ﬁts to Eq. 5 are
610−8 cm2 s−1 for QL and 410−8 cm2 s−1 for WG.
These are only approximations to the actual diffusion coef-
ﬁcient because 1 and the liquid is out of equilibrium,
transforming into ice in a time scale comparable to its mo-
bility. For example, the average displacement of the water
molecules after 200 ns, the characteristic time scale for the
crystallization, is just 10 Å. This is less than three times the
diameter of a water molecule. From this and the structural
relaxation of the QL, we infer that at 180 K, and probably
throughout most of “no-man’s land”, the time scale for the
relaxation of the liquid is comparable to the time scale for its
crystallization to ice. We conclude that liquid water cannot
be equilibrated in “no-man’s land”.
B. Mechanism of crystallization of ice
In the absence of enough microscopic data on the evo-
lution of ice structure during the crystallization, the value of
the Avrami exponent n has been used to infer the mechanism
of formation of ice just above the glass transition tempera-
ture. The exponents n found in this study are identical,
within the error bars, to the 1.50.2 found by Hage et
al.54,55 in their experimental study of ice crystallization from
warmed-up LDA in the range of 140–155 K. These authors
found that when isothermal crystallization was preceded by
annealing at lower temperatures, allowing for the formation
of crystalline seeds, the Avrami exponent rose to n2.4.54
Jenniskens and Blake10 studied ice crystallization starting
with LDA warmed at 125–143 K. They monitored the
growth through the 220 peak of cubic ice, which they mea-
sured by x-ray diffraction. In that temperature range, they
observed a regime of fast increase of intensity of the 220
peak, followed by a regime of more gradual increase. They
optimized the Avrami exponent for each regime, ﬁnding n
=2.00.3 for the rapid growth and 0.80.3 for the gradual
growth.10 Jenniskens and Blake contended that the interme-
diate values of Hage et al. are related to the blending of the
two regimes due to the lack of ice seeds in the glass usually
formed by previous annealing. From this broad range of n
values, several hypotheses have been put forth for the
mechanism of crystallization of ice: diffusionally controlled
growth of spherical crystallites with constant nucleation rate
for n2.5 Refs. 10 and 54 and with rapidly decreasing
nucleation rate for n1.5,10 and that the value of n is not
related to the shape of the crystallites but indicates that the
crystallization barrier decreases as crystallization proceeds.55






























FIG. 3. Mean square displacement of water at 180 K. The initial mobility is
higher for the instantaneously quenched liquid QL black line than for the
warmed glass WG orange line. The dashed lines show the best ﬁt to Eq.
5. Water mobility in the QL and WG systems is strongly subdiffusive due
to the formation of ice crystallites along the simulations. The exponent  in
Eq. 5 is 0.4 for QL and 0.52 for WG.
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workers found n4 for the crystallization of thin LDA ﬁlms
deposited on metallic substrates at temperatures between 140
and 146 K, which they interpreted in terms of random bulk
nucleation with a constant rate and isotropic growth of the
crystalline nuclei.36,57 A value of n=3 is expected for isotro-
pic growth of spherical crystals, while n=1 is a limiting case
for random appearance of icelike molecules in the system.
The high value of n in Refs. 36 and 57 suggests that a few
relatively large ice seeds may exist under the conditions of
these experiments and dominate the growth of ice, while
smaller nuclei form and compete to grow ice in the present
simulations and the experiments of Refs. 10, 54, and 55. In
what follows, we characterize the nucleation and growth of
the ice crystallites that give rise to n1.7 in the simulations.
A complete elucidation of the microscopic mechanism of
crystallization of ice in “no-man’s land” requires an analysis
of the size, distribution, and structure of individual ice nuclei
and their evolution in time. The temporal and spatial reso-
lution needed to address the nucleation and growth of indi-
vidual ice nuclei is inaccessible to current experimental
methods, while it is available in the simulation trajectories of
this work. Figure 2b shows the number of core ice nuclei as
a function of time. Only ice nuclei with more than ten mol-
ecules of core ice were considered. The WG system starts
with ten of these nuclei, while there is none at the beginning
of the QL trajectories. Nevertheless, all the systems exhibit
similar evolutions of the number of ice nuclei with time: a
sharp rise in the number of nuclei during the ﬁrst 40 ns
Figs. 1a–1c, followed by a slower increase that leads to
a maximum density of nuclei around 100 ns Figs. 1d and
1e, after which the density of ice nuclei decreases due to
consolidation of nuclei into larger clusters, leaving a handful
of ice crystallites Figs. 1f and 1g. The number of crys-
tallites remains constant during the last stage of growth
t250 ns for WG and t350 for QL. Based on these
regimes, we distinguish three stages in the crystallization of
ice: stage I, during which there is an increase in the number
of ice nuclei, stage II characterized by a decrease in the
number of nuclei due to consolidation, and stage III during
which there is ice formation without change in the number of
crystallites.
Stage I is characterized by the random formation of ice
nuclei throughout the system and their growth until crowding
occurs and nuclei cannot grow without impinging on each
other. The nucleation time usually involves a latent stage
during which small subcritical nuclei form and dissolve until
a critically sized nucleus develops and grows. Based on the
size of nuclei that grow without dissolution, we estimate that
the critical ice nuclei at 180 K contain less than ten mol-
ecules, smaller than the size of two adjoined tetrahedral
units.58 There is essentially no latent period at 180 K: there
are no nuclei at the beginning of the QL trajectories, and 2 ns
later these have an average of four nuclei, each consisting of
about 20 molecules. These nuclei are already larger than a
critical nucleus and continue to grow. Thus, the latent stage
before the appearance of viable nuclei is shorter than 2 ns.
This is less than the time required for the system to relax to
the structure of metastable liquid mW water at 180 K be-
tween 2 and 12 ns, based on the initial relaxation of interfa-
cial ice Fig. 2a and the average time it takes for a mol-
ecule to displace a molecular diameter, 3.5 Å Fig. 3.
The density of ice nuclei in the QL trajectories increases
until t=100 ns when it reaches 0.05 nuclei /nm3
4515 nuclei in 1000 nm3 volume. About 80% of
these nuclei have formed by t=40 ns, at which time the
fraction of core ice is just 8% because the nuclei are rela-
tively small. The ice nuclei have a broad range of compact-
ness. The nonsphericity coefﬁcient NS of nuclei with less
than 1000 molecules ranges from NS=1.7 very nonspheri-
cal to NS=1.1 nearly spherical. The corresponding radii of
gyration RG are below 2 nm.
At t40 ns, the rate of nucleation formation of nuclei
with more than ten molecules starts to decrease noticeably
as the nuclei grow large enough to touch and coalesce e.g.,
panels d and e of Fig. 1. By t=100 ns, the fraction of
core ice reached 16%, the value that corresponds to the per-
colation threshold in a randomly growing system59 and the
nuclei are already crowding one another. We also ﬁnd that at
t=100 ns, one or two nuclei have outsized the other 40
nuclei and grown to contain over 1500 water molecules
about one-third of the core ice in the system at that time.
The radii of gyration of these large nuclei range from six to
nine molecular diameters. Their sphericity is relatively low,
NS=1.50.2. We note that the NS of the nuclei is not asso-
ciated with an evident preferential growth parallel or perpen-
dicular to the axis of the ice crystals but to their formation
through a combination of growth of small ice clusters and
their consolidation with neighboring nuclei. Figure 4 shows
the rdf of water as a function of the fraction of core ice for
the same QL trajectory displayed in Fig. 1. Even when the
ice clusters are quite extended, the signature peak character-
istics of ice structure are barely noticeable in the rdf. The
presence of ice is not evident in the rdf until the end of stage
I when there is already 16% of core ice in the system.
The evolution of WG is similar to QL, with the differ-
ence that in WG there were already 11 nuclei at t=0, the
largest containing 145 molecules and the remaining 10 with
an average size of 2111 molecules. Consistent with our
estimation of a critical nucleus with less than ten molecules,
all these nuclei survived and continued to grow, leading to a
lack of latent stage in WG. As observed for the QL systems,
a maximum density of nuclei was reached at 100 ns, but,
due to the initial seeding, there are less and larger ice nuclei
at that time. Two nuclei out of the 40 total contain about
1500 molecules, while the remaining nuclei consist of 500
molecules or less.
Stage II is characterized by the growth and consolidation
of ice nuclei to yield a few crystallites in the 1000 nm3
volume. In the simulations at 180 K, this period extends
from 100 to 350 ns in the QL systems and 250 ns for
the WG system. The maximum rates of ice crystallization,
measured as df ice_core /dt, occur during this stage.
The density of ice nuclei decreases by an order of mag-
nitude during stage II as the nuclei consolidate into larger
crystallites. This decrease in the number of nuclei continues
until they form one or two large nuclei containing more than
30% of the water in the 1000 nm3 volume along with
smaller ones separated by interfacial ice and liquid water.
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Through this process of consolidation, the larger nuclei of
core ice percolate the simulation cell and RG can no longer
be used to measure the size or shape of the crystallites.
The consolidation in the QL systems results in one or
two large ice clusters surrounded by a handful of smaller
ones. For the WG system, consolidation results in a single
ice crystallite that encompasses half of the simulation cell
16 000 molecules. We ﬁnd that this crystallite in the WG
system originates in the pre-existing largest ice core nucleus
inherited from the LDA glass. Without competition between
multiple equivalently sized nuclei, the crystallization process
in WG is dominated by the consolidation of smaller nuclei to
a single large crystallite rather than multiple nuclei growing
to large size before consolidating.
Stage III is reached at the end of the consolidation pro-
cess 250 ns for WG and 350 ns for QL when the ice
crystallites are already too large to reorganize and fuse
within the time scale of the simulation. This stage is charac-
terized by a slow growth in the size of crystallites without
change in the number of ice clusters compare, for example,
the structure of ice at 300 and 590 ns in Fig. 1. We deﬁne a
crystallite in terms of connectivity, and a crystallite can con-
tain several regions in which ice grew with different orien-
tations, as is clear in the structure of the six systems at the
end of the simulations Fig. 5. By the end of the isothermal
crystallization simulations, the QL systems contain 503%
core ice, 301% interfacial ice, and 202% liquid. The
fraction of ice is higher for WG: 60% is core ice, 25% is
interfacial ice, and 15% is liquid. The interfacial ice is at the
surface of the cores and not as isolated threads as in the
beginning of the simulation. The liquid water remaining at
590 ns is located in the narrow regions between the ice do-
mains. A similar fraction of ice, 65%, has been estimated
after water crystallization in thin ﬁlm experiments.36 Jenni-
skens and Blake10,25 monitored the fraction of ice through the
220 diffraction peak of Ic and found 30% conversion of
LDA into cubic ice when applying a heating ramp up to
172 K. The results we report here for core ice include both
cubic and hexagonal polymorphs. A detailed study of the
structure of the ice formed at 180 K, including the formation
of cubic and hexagonal patterns and stacking faults, is pre-
sented in a separate communication.60 Here, we note that in
agreement with Refs. 25 and 10, the fraction of cubic ice at
the end of the crystallization simulations of this study is
30%–40%, with the higher amount corresponding to the WG
system. We found that ice I formed by crystallization of su-
percooled liquid water either hyperquenched from the liquid
or warmed up from the LDA glass consists of intercalated
layers of cubic and hexagonal ice in a ratio of about 2:1.60
This is the same ratio deduced for the structure of ice I
obtained by decompression of high pressure ice
polymorphs33–35 and by freezing of liquid water in
nanopores.46,61


















FIG. 4. Water-water rdf as ice crystallizes from supercooled water at 180 K.
The labels indicate the fraction of core ice and the corresponding snapshot
in Fig. 1. The curves are displaced vertically to facilitate the visualization.
The rdf for 2% ice is duplicated solid and dashed blue lines to show how
insensitive the rdf is to the changes that occur due to crystallization during
stage I. The ice signatures become evident when the system enters stage II
and the ice crystallites thicken.
WG QL 1
QL 2 QL 3
QL 4 QL 5
FIG. 5. Final structures of water in the six simulation cells after 590 ns at
180 K. The core of the ice crystallites is shown in blue, the interfacial ice in
orange, and the liquid between crystallites in green. The WG system has the
largest crystallites. The simulation cells are 10 nm per side and periodic in
the three dimensions.
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IV. CONCLUSIONS
We investigated the kinetics and mechanism of ice crys-
tallization from liquid water at 180 K through large-scale
MD simulations with the mW model. At this temperature, the
crystallization rate is too fast for a study of its kinetics with
the state of the art experimental methods and too slow for
atomistic simulations. To the best of our knowledge, this is
the ﬁrst simulation study that reports on crystallization of ice
in water’s “no-man’s land” and the ﬁrst microscopic study of
the formation and growth of ice nuclei in this region. We
note that atomistic simulations of water crystallization at
180 K would probably take about 107 times more computing
time: the mW model is not only 180 times more efﬁcient that
atomistic models i.e., it takes less than 1/100th of CPU time
to simulate the same number of nanoseconds but it also has
an intrinsically faster dynamics due to the absence of hydro-
gen atoms. An Arrhenius extrapolation to 180 K of the ex-
perimental crystallization rates around 140–150 K predicts
crystallization times that are 105 times slower than observed
in the coarse-grained simulations. We conjecture that the ra-
tio between the crystallization times may be associated with
the ratio between the characteristic times of diffusion of wa-
ter in the experiment and the model. Further simulation stud-
ies at temperatures for which experimental crystallization
and diffusion data for water is available are necessary to
assess the validity of this hypothesis.
The characteristic time for crystallization of water at
180 K is mainly determined by the growth of ice. The for-
mation of viable nuclei larger than the critical size, which
we estimate to consist of less than ten molecules occurs in
less than 2 ns, a time that is shorter than the time needed for
the equilibration of the liquid. This implies that at 180 K, and
probably throughout all “no-man’s land”, liquid water is in
what Kiselev labeled the “nonthermodyamic habitat,”62–64
where a liquid cannot be equilibrated because the character-
istic time for the formation of a critical nucleus is compa-
rable to or shorter than the relaxation time to local equilib-
rium. This scenario was already anticipated by Kauzmann in
1948 as the resolution of his now famous paradox on the
entropy of liquids becoming negative when extrapolated into
the deeply supercooled regime: “The following resolution of
the paradox is proposed: there is reason to believe that as the
temperature is lowered, the ‘ambiguous’ regions of phase
space intermediate between the deﬁnitely crystalline and
deﬁnitely liquid regions begin to be able to contribute sig-
niﬁcantly to the partition function of the liquid. This means
that the free energy barriers between the liquid and the crys-
tal tend to become relatively small at low temperatures. In
particular, the barrier to crystal nucleus formation, which
tends to be very large just below the melting point, may, at
low temperatures, be reduced to approximately the same
height as the free energy barriers which impede molecular
reorientations in the liquid and which have been shown to be
responsible for glass formation. Under these circumstances,
crystal nuclei will form and grow at about the same rate as
the liquid changes its structure following a change in tem-
perature or pressure. In other words, the time required for the
liquid to crystallize becomes of the same order as the time
required for it to change its structure following some change
in its surroundings. If, then, measurements are to be made on
such a liquid before it has had a chance to crystallize, these
measurements must also be made before the liquid can bring
its structure into equilibrium with its surroundings.”65 This is
the case for liquid water at 180 K: the local structure of
liquid water, after undergoing a structural transition at higher
temperature involving a decrease in density, has nearly at-
tained the rdf, fraction of four-coordinated molecules and
tetrahedrality of LDA, which is itself very close in local
structure to crystalline ice I.43 As the liquid approaches the
local structure of ice, the barriers that separate the liquid and
ice states decrease, making nucleation unavoidable before
liquid water relaxes to a local thermodynamic equilibrium.
The mobility of water decreases with time and it is strongly
subdiffusive due to the concurrent crystallization. Although
we ﬁnd that water presents considerable mobility at 180 K
in disagreement with a recent conjecture that water is a solid
glass below 228 K Ref. 66, our results indicate that the
equilibrium diffusion coefﬁcient of water cannot be deter-
mined in “no-man’s land” because by the characteristic time
of the crystallization of ice, the molecules have displaced
over just three molecular diameters.
The simulations predict that the kinetics of ice crystalli-
zation at 180 K follows Avrami’s equation with n1.7, in
excellent agreement with the n=1.50.2 determined from
experiments of crystallization of warmed-up LDA around
150 K.54,55 We ﬁnd that crystallization occurs through ran-
dom nucleation and growth of the crystallites. We distinguish
three stages in the crystallization of ice: a ﬁrst stage during
which the density of ice nuclei increases at the same time as
the nuclei grow in size, a second stage in which the density
of nuclei decreases due to the consolidation of neighboring
ice nuclei into larger crystallites, and a third stage during
which the crystallites grow slowly without any change in the
number of ice clusters. At the end of the crystallization,
80%–85% of the liquid has crystallized 50%–60% forming
the core of the crystallites, the rest paving their surfaces.
The remaining 20% of the water molecules remained in
the amorphous phase in the interstices between ice domains.
Our results are consistent with the analysis of Jenniskens and
co-workers, who investigated the changes in the structure
and morphology of the crystallized water ﬁlms from 140 to
210 K and concluded that liquid ice was present in coexist-
ence with the ice crystallites,25 and the analysis of Dohnalek
et al., who estimated that about 65% of the water is in the
crystal state after LDA is crystallized around 140 K.36 The
latter is comparable to the percentage of core ice obtained at
the end of the crystallization trajectories. The characteristic
sizes of the crystalline ice domains at the end of the crystal-
lization see Fig. 4 range from about 3 to 10 nm, in good
agreement with the 7 nm deduced from the broadening of
the diffraction peaks in Ref. 10. The nanoscopic size of the
ice crystallites, which decreases their melting point accord-
ing to the Gibbs–Thomson effect,67 may be responsible for
the lack of signiﬁcant driving force for further growth during
stage III. The nanocrystalline state, however, should be meta-
stable with respect to the consolidation into macroscopic
crystals; thus, we expect a very slow evolution toward larger
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ice crystals and higher fraction of ice as the system evolves
toward equilibrium. The time scale of that aging process
should be controlled by the kinetic barriers for the consoli-
dation of crystallites into seamless larger ice crystals.
It may be surprising that a model without hydrogen at-
oms is able to describe the structure of water and its mecha-
nism of crystallization. We note, however, that although the
hydrogen atoms are not present in the mW model, their effect
on the organization of the water molecules is taken into ac-
count through the three-body term of the mW potential that
encourages tetrahedral conﬁgurations. Thus, effectively, mW
produces hydrogen-bonded structures without the explicit in-
clusion of hydrogen atoms. In this respect, we previously
demonstrated that the mW model reproduces the structure of
ice, clathrates, liquid, and LDA, and the phase transforma-
tions between them.42–47 The results of this work, along with
our previous study of the melting, nucleation, and structure
of ice in hydrophilic nanopores46 and ice conﬁned between
parallel surfaces,47 indicate that the mW model is appropriate
to gain insight into the microscopic mechanism of nucleation
and growth of ice.
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Water crystallization at 180 K is studied using large-scale molecular dynamics 
simulations of the mW water model. At this temperature, crystallization results in cubic 
ice with hexagonal stacking faults, though it is unclear how the cubic ice structure 
develops and how the hexagonal stacking faults form. In this work, we find that the 
relative amounts of cubic and hexagonal ice are kinetically controlled. Preferential 
development of cubic ice over hexagonal ice begins prior to the development of regular 
stacking patterns, starting with ice clusters as small as five molecules and continuing 
through clusters larger than 20,000 molecules. The size of the smallest cluster for which 
cubic ice is preferred precludes arguments for the cubic ice preference based upon 
growth of ice from the cubic or hexagonal unit cells. The stacking patterns that develop 
occur nearly randomly throughout the ice structures, with growth and deformation faults 
found. We also find that large ice crystallites are formed through a process of 
consolidation. In this process, multiple small clusters join, through direct attachment or 
rearrangement mechanisms. For all systems, the resulting structures contain a single 
large ice crystallite consisting of 15 ± 1% hexagonal ice, 35 ± 3% cubic ice and 30 ± 1% 
interfacial ice, though the static structure factor fails to show any characteristic 


hexagonal ice peaks. In fact, characteristic cubic ice peaks cannot be distinguished until 





Recent experiments have shown that homogeneous freezing of water results in 
cubic ice at temperatures up to ~235 K, much higher than previously thought possible. 
Earth’s atmosphere, from the upper troposphere to the lower mesosphere, has 
temperatures ranging from 200 K to less than 120 K.1 An important mechanism for cloud 
development within these regions is the homogeneous nucleation of ice from aqueous 
aerosols, previously thought to freeze predominately to the hexagonal ice structure. 
Freezing to the cubic ice structure would result in cloud microphysics different from 
those predicted, altering our understanding of the processes typical within these clouds 
and requiring changes in current cloud modeling efforts.   
Observations of the rare Schiener’s halo, first described in 1629,2 was proposed to 
be the result of refracted light from cubic ice in the atmosphere by Whalley in 1981.3 For 
this to be true, cubic ice would have to develop from the liquid under atmospheric 
conditions. Experimental difficulty in observing formation of cubic ice from liquid water 
lead, in part, to the proposal that Schiener’s halo may be due to development of 
polycrystalline hexagonal ice and may not provide evidence of atmospheric cubic ice at 
all.4 While laboratory formation of cubic ice was first observed, through recovery of high 
pressure ice, as a new crystalline structure by Dewar in 19055 and first characterized as 
cubic ice from samples obtained through vapor deposition by Konig in 1942,6 formation 
of cubic ice from the liquid was not observed until 1987, when hyperquenched aerosol 
droplets were found to crystallize to the cubic structure.7 Since then, cubic ice has been 
found from direct measurements of characteristic cubic diffraction patterns in ice 
particles from the atmosphere, constituting 25% of the ice particles in one study of 


Antarctic polar stratospheric clouds.8 More recent studies show that homogeneous 
nucleation of pure water and aqueous solution aerosols result in cubic ice at 
temperatures as high as ~235 K and are metastable up to 243 K.9,10 Studies prior to this 
reported homogeneous nucleation of pure water droplets to predominately cubic ice only 
when hyperquenched to temperatures of 190 K or lower.7 Based on the new, higher 
temperatures at which cubic ice has been observed, reanalysis of the homogeneous 
nucleation data obtained to date,11 along with studies to expand our current 
understanding of cubic ice are underway by atmospheric scientists, with the goal of 
better understanding the role of cubic ice in cold cloud processes.  
Of particular interest is the nanoscopic structure of cubic ice within cirrus clouds 
found in the upper troposphere and in polar stratospheric and mesospheric clouds, 
which play important roles in determining Earth’s climate. Cirrus clouds, covering 20-
30% of Earth, exert radiative warming by scattering incoming sunlight and absorbing 
radiation from the Earth’s surface.12 Polar stratospheric and mesospheric clouds provide 
sites for chemical reactions that contribute to ozone depletion. The structure of the ice 
particles, determined by the particle formation conditions, affects the optical and 
chemical properties of the clouds. 
Transformations between phases in atmospheric water droplets depend strongly 
on temperature. Atmospheric water can exist in multiple crystalline and amorphous 
phases with a complex series of size, time and temperature dependent phase transitions 
possible. The crystalline phases include hexagonal and cubic ice, while water’s 
amorphous phases include the liquid, supercooled liquid (liquid water below the melting 
temperature, Tm) and the highly viscous amorphous solid water found at temperatures 
below 150 K.13 Supercooled liquid water can exist down to a temperature of ~235 K 
before crystallization becomes unavoidable.14 While hexagonal ice is the stable phase 
below Tm, nucleation to the metastable cubic ice has been observed from 160 - 240 K 


before transforming to hexagonal ice over time. Cubic and hexagonal ice have different 
radiative properties and the transition from cubic to hexagonal ice can result in 
dehydration of the cold clouds, altering the water vapor concentration.15 In comparison 
to a cloud containing atmospheric water particles that freezes predominately to 
hexagonal ice, crystallization to cubic ice would result in significantly different 
microphysical properties. 16,17 It is currently unclear what crystal structures predominate 
from the freezing of water under typical conditions in the upper atmosphere.10  
The differences between cubic and hexagonal ice are subtle but significant.16 
Hexagonal and cubic ice have similar densities, though cubic ice has a higher vapor 
pressure16 and lower melting temperature. From calculations of the free energies of cubic 
and hexagonal ice over temperatures from 53-273 K the free energy of hexagonal ice was 
found to be about 100 J mol-1 lower than cubic.18 Cubic ice consists of connected six-
membered rings, all in chair conformation with each water molecule forming a 
tetrahedron with its four nearest neighbors. Hexagonal ice consists of six-membered 
rings also, but two-thirds of the rings form the chair conformation perpendicular to the 
hexagonal axis, while the remaining third form the boat conformation. During crystal 
growth, conversion from a cubic to a hexagonal layer can occur through a 60° or 180° 
rotation about the 111 plane of cubic ice.19 Rotations occurring during the growth of cubic 
ice result in hexagonal ice stacking faults within the cubic ice structure.  
The observance of cubic ice nucleating from supercooled water is consistent with 
the empirically determined Ostwald step rule,20 in which crystallization from solution 
occurs first to the structure that is easiest to form, rather than the most stable, with a 
transition to the most stable ice structure occurring in a subsequent step. The 
preferential formation of the metastable cubic ice over the hexagonal structure has long 
been attributed to a lower surface tension in the cubic ice nucleus when compared to 
hexagonal ice.19,21-23 Theoretically, it has been determined that the 111 plane of cubic ice 

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has a lower interfacial energy than the basal or prism planes of hexagonal ice below a 
critical temperature.21 This argument depends on the critical nucleus in both ices having 
the faceted structure of pure cubic or hexagonal ice. In chapter 6, we showed that the 
critical nucleus at 180 K consists of around 10 core molecules, too small to show specific 
faceted character. In order to answer fully the question of why cubic ice forms instead of 
hexagonal, the structure of the critical nuclei that lead to the growth of cubic ice is 
needed.  
The relative amount of cubic ice and the structure of any constituent hexagonal 
stacking faults at conditions found in the atmosphere have yet to be determined. Recent 
studies of cubic ice formed in the laboratory include vapor deposition,24 relaxation of 
high pressure ices by warming at ambient pressure25 and cooling emulsions of 
microdroplets.9 Analysis of the resulting cubic structures show evidence of the 100 
hexagonal plane, suggesting that hexagonal stacking faults are intrinsic to the naturally 
forming cubic ice structure.26,27 Indeed, stacking faults, along with the presence of 
amorphous water, make exact determinations of the structure of cubic ice under various 
conditions difficult.25 From fits to neutron powder diffraction analysis of the 
decompression of ice V and IX, Hansen et al.25 found that the amount of cubic ice 
present remained in the 90 - 95% range from 165 - 190 K, where hexagonal ice was found 
predominately within two-layer deformation faults within the cubic structure. The 
amount of cubic ice decreased significantly to about 40% at 200 K and continued to 
decrease until pure hexagonal ice was found at 240 K. During the transition to hexagonal 
ice, the amount of cubic and hexagonal interfaces, where a rotation had led to a switch 
from cubic (hexagonal) to hexagonal (cubic), did not increase, suggesting that the 
transition into hexagonal ice occurs through growth of the hexagonal deformation faults 
to include more layers at the expense of the cubic ice. Murray and Bertram9 found that 
water droplets less than 10 microns in diameter cooled from room temperature to 173 K 

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contain from 50-80% cubic ice, with smaller droplets corresponding to the higher 
percentages of cubic ice. This size dependence is an effect of the more efficient transfer of 
evolved heat from crystallization in smaller droplets, while larger droplets heat up 
towards the cubic to hexagonal recrystallization temperature.11   
In addition to the issue of which ice phase is present, amorphous water can also 
coexist with the ice.28,29 Liquid water in bulk cannot be equilibrated at temperatures 
below ~235 K, though Jenniskens et al. found significant percentages of amorphous 
water, up to 50%, coexisting with cubic ice in vapor deposited water. In that study, cubic 
ice developed at 160 K through rapid growth of small ice domains, within an amorphous 
water matrix.24 The resulting cubic ice was thought to have layers of liquid or amorphous 
water covering the crystallites, as evidenced by significant peak broadening found in 
structure factor analysis.  
In this chapter, we focus on the evolution of cubic and hexagonal ice features 
throughout crystallization from the liquid at 180 K, a temperature under which upper 
tropospheric cirrus and polar stratospheric clouds form. We utilize the mW model in 
large-scale molecular dynamics simulations allowing analysis of the evolution of cubic 
ice with stacking faults at length scales large enough to permit spontaneous appearance 
of many nuclei, development of stacking faults and the consolidation of growing nuclei 
into larger crystallites. We first describe the final ice structures obtained from the 
simulations and compare these with experiments. We then describe the development of 
hexagonal and cubic local symmetry within the nuclei, including the appearance of 
stacking patterns. Finally, we show two mechanisms through which consolidation of 
neighboring nuclei into larger crystallites occurs. Implications of these findings within 







The mW water model, introduced in chapter 2, is used in all simulations. 
Molecular dynamics (MD) simulations of water in bulk were performed using 
LAMMPS.30 The systems consisted of 32,768 mW particles in cubic simulation cells (~10 
nm edge length), simulated with periodic boundary conditions. The equations of motion 
were integrated using the velocity Verlet algorithm with time step 10 fs. The Nose-
Hoover thermostat and barostat were used to control the temperature and pressure 
(NPT ensemble), with relaxation times of 1.0 and 5.0 ps, respectively. 
Isothermal Crystallization of Water. Two different sets of liquid configurations were 
used as starting points for the isothermal simulations considered in this study: five initial 
configurations were obtained from instantaneous quenching of liquid water from 300 to 
110 K, with 0.3 ns at 110 K, followed by an instantaneous warm-up from 110 to 180 K. We 
refer to these as the QL systems. We obtained a sixth initial configuration by fast 
warming to 180 K of a previously formed LDA glass. We refer to this system as WG. 
Upon reaching 180 K, for all systems, the temperature was held constant and the system 





As a measure of water’s crystallinity during nucleation and growth, we utilize the 
CHILL algorithm described previously in chapter 4 for the identification of cubic and 
hexagonal ice in confined water.  
Identification of Nuclei and Crystallites. To characterize individual ice nuclei, we 
use the same clustering method as described in chapter 6. In this case, we distinguish 
between C and H molecules, while in chapter 6 we considered these ’core’ molecules 
without differentiating between the two structures.  


 Static Structure Factor. The static structure factor S(q), was computed from the 
radial distribution function, g(r) as in chapter 3. The results for S(q) determinations are 
shown for three different types of systems in this chapter. In the case of the 
hyperquenched water, the focus of this chapter, S(q) was determined for individual 
configurations at intervals during the crystallization of hyperquenched water. For 
comparison with purely hexagonal and purely cubic systems, the S(q) was determined 
for pure hexagonal and pure cubic ice structures in NPT simulations at 195 K using 
simulation cells with linear dimensions ~50 nm. Also for comparison, the S(q) for low-
density amorphous water (LDA) was obtained from a single configuration taken at 150 K 
after quenching liquid water from 300 K at a rate of 10 Ks-1 for a system with linear 





A series of instantaneous quenches from liquid water at 300 K to the supercooled 
liquid at 180 K were produced, resulting in trajectories in which crystallization occurs. 
These were generated from a single trajectory at 300 K, where five configurations were 
selected at 3 ns intervals from which new simulations were initiated and evolved at 180 K 
and 1 atm for 590 ns. We refer to these systems as the quenched liquid systems (QL). We 
obtained a sixth initial configuration by fast warming to 180 K of a previously formed 
LDA glass. We refer to this system as the warmed glass (WG). Using the CHILL 
algorithm, we differentiate between cubic, hexagonal and interfacial ice and the liquid 
throughout crystallization, allowing for a microscopic analysis of the evolution of ice 
formation. Throughout this chapter, C is used to represent molecules with cubic local 
symmetry and H for molecules with hexagonal local symmetry. C+H refers to the total 




In chapter 6 we distinguished three stages in the crystallization process of water 
at 180 K, based upon the development, consolidation and growth of the ice nuclei. We 
consider ice nuclei as clusters of more than ten C and H molecules.  
Stage I. This stage consists of the development and growth of multiple ice nuclei, 
distributed throughout the simulation cell. Development of the initial nuclei is quick, 
with all five QL systems containing viable nuclei by t = 3 ns. We estimate that the critical 
ice nuclei at 180 K contain less than ten molecules, based upon the size of nuclei that 
grow without dissolution. In both QL and WG, these initial nuclei continue to grow as 
new nuclei develop, until crowding of neighboring nuclei within the simulation cell 
occurs. Once this begins, the total number of individual nuclei reaches a maximum of 
~0.05 nuclei/nm3 (45±15 nuclei in 1000 nm3 volume), signaling the beginning of Stage 
II. 
Stage II. Growth of the nuclei continues with crowding leading to consolidation 
of neighboring nuclei, decreasing the total amount of individual nuclei until only a few 
(1-4) remain. Of the remaining nuclei, one consists of more than 10,000 molecules, while 
the remaining few nuclei consist of less than 200 molecules. The nuclei, and regions 
within the same nuclei, are separated by interfacial ice and amorphous water. 
Stage III. The final stage is reached at the end of the consolidation process (~250 
ns for WG and ~350 ns for QL) when the ice crystallites become too large to consolidate 
further within the time scale of the simulation. This stage is characterized by a slow 
growth in the size of crystallites without any change in the number of ice nuclei. 
At the end of the crystallization, 80% of the liquid has crystallized (~50% C+H, 
cubic ice with hexagonal stacking faults, the rest being interfacial ice covering the 
crystallite surface). The leftover 20% of the water molecules remain as amorphous water 
in the interstices between ice domains.  

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From the kinetics of ice formation, we now turn attention to the cubic and 
hexagonal structure of the resulting ice. First, the final crystal structures obtained from 
the simulations will be compared to experimental cubic ice. The process of crystallization 
will then be described, starting with the development of the initial nuclei, development 
of stacking patterns, onset of cubic structure preference and then the mechanisms for 
consolidation into the larger crystallites. 
 
 
Final Ice Structure: Composite of Cubic and Hexagonal Ice 
 
 Pure cubic and pure hexagonal ices have give different diffraction patterns, 
resulting in different characteristic peaks in their structure factors.31 Analysis of the 
structure factor of an ice sample can indicate the presence (or absence) of cubic and 
hexagonal ice structures. Figure 7.1 (panels a and b) show the structure factors for pure 
hexagonal ice and pure cubic ice from q = 1 - 5 Å-1 (1.3 - 6.3 Å) obtained from simulations 
of the pure structures as outlined in the methods section. Peaks are labeled with the 
Miller indices of the crystal planes. The main characteristic peaks found in the structure 
factor of hexagonal ice include a triplet of peaks corresponding to the 100, 002 and 101 
hexagonal ice planes centered at 1.7 Å-1, a singlet at 2.3 Å-1 (102) and a second triplet of 
peaks (110, 103 and 112) with the two outer edges found at 2.8 (110) and 3.3 Å-1 (112). 
The main characteristic peaks in the structure factor of cubic ice include three single 
peaks at 1.7, 2.8 and 3.3 Å-1, corresponding to the 111, 220 and 311 cubic ice planes, 
respectively.7,9,25 Peaks found in experiment and those found in simulations are 
compared in the following sections. 
 Experimental determinations of the structure factor of cubic ice show the peaks 
characteristic of the cubic ice structure and at least the 100 peak of hexagonal ice, 
indicative of stacking faults. Increasing presence of hexagonal peaks is typical, with 




    
           
Figure 7.1. Evolution of Ice Development in Static Structure Factor 
The S(q) is shown first for pure hexagonal ice and cubic ice. Relevant peaks have been 
labeled with their Miller indices. The S(q) for a single QL simulation at various 
percentages of C+H content is shown, along with the S(q) for LDA. (LDA in red, 5% C+H 
in green, 10% C+H in blue, 20% C+H in turquoise and 50% C+H in black) To highlight 
the evolution of peaks as the amount of ice within the system increases, the bottom panel 
shows the difference from LDA (colors same as in ‘crystallizing’ S(q) panel. Vertical lines 
at 1.74, 2.34 (dashed), 2.84 and 3.32 provide a guide to the eyes for comparison of the 
presence (solid) or absence (dashed) for four relevant peaks.  
































micron-sized water droplets hyperquenched at rates of 106 - 107 Ks-1 to temperatures 
ranging from 130 - 190 K by Kohl et al.26 resulted in X-ray diffractograms with the 100 
hexagonal peak and increasing cubic number and intensity of cubic peaks as the 
temperature of droplet deposition increased. At a temperature of 130 K, only the 
hexagonal 100 and cubic 111 peaks were discernable, while at 190 K all characteristic 
cubic peaks were clearly present with the additional hexagonal 100 peak. Above 230 K, a 
phase transition from cubic to hexagonal ice was observed. 
 From the neutron powder diffraction data of the ice V recovered to room pressure 
at temperatures from 145 – 240 K, Hansen et al.,25 found similar results in the 
temperature range of 147 – 185 K. From temperatures of 190 K and up, they found a 
mixture of characteristic peaks in the structure factor, with the hexagonal 101 and 102 
peaks appearing. By 240 K the system converted to hexagonal ice, with a structure factor 
matching that of pure hexagonal ice with no cubic peaks present. 
 From selected area x-ray diffraction studies of a 10 µm diameter area of vapor-
deposited water, Jenniskens and Blake32 monitored the growth of cubic ice from the 
increase in intensity of the 220 cubic ice peak. Around 150 K, the cubic 220 and 311 
peaks become distinguishable from the amorphous water background, and continue to 
become more defined until development of the 220 peak slowed at about 165 K. Further 
heating resulted in sublimation at 180 K.  
 Final crystal structures from QL and WG systems are shown in Figure 7.2. 
Crystallization of mW hyperquenched in a periodic, 1000 nm3 sized simulation cell, 
results in a single large crystallite consisting of stacking-faulted cubic and hexagonal ice, 
with 1-2 small nuclei (<200 molecules) remaining. Each crystallite is bordered by 
interfacial ice and amorphous water.  
 Figure 7.1(c) shows the evolution of the structure factor during the development 
of ice in the simulations. The structure factor results from one trajectory is shown, but all  
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Figure 7.2. Final Ice Structures 
Final structures of water in the six simulation cells (one WG system and five QL systems) 
are shown after 590 ns at 180 K. The C molecules are shown in red, H in green, the 
interfacial ice in blue and the liquid in grey. The simulation cells are 10 nm per side and 








trajectories, QL and WG, follow similar changes in structure factor during crystallization. 
To further highlight the development of structure, we show the S(q) results with 100% of 
the LDA S(q) subtracted in Figure 6(c). Initially, liquid water at 180 K has a structure 
similar to that of LDA, with broadened peaks at 1.7 Å-1 and 3.2 Å-1. At 5% C+H (the total 
amount of C molecules plus the total amount of H molecules), there is a slight 
sharpening of the 1.7 Å-1 peak, but no other discernable differences from the LDA 
structure factor curve. At 10% C+H, other characteristically cubic peaks begin to appear, 
including the beginnings of the 2.8 and 3.3 Å-1 peaks, in addition to further sharpening of 
the 1.7 Å-1 peak. Increased sharpening of the three characteristic cubic peaks continues, 
resulting in broadened peaks at 1.7, 2.8 and 3.3 Å-1 for the final crystal structure (50% 
C+H).  
Overall, the changes in structure factor throughout crystallization in the 
simulations are in good agreement with the results found from the determination of the 
crystal structure of hyperquenched water droplets, vapor deposited water and recovered 
ice V. The lack of a distinguishable 100 peak can be attributed to the significant 
broadening of the peaks, which is due to the presence of amorphous water, crystallite 
size and random orientation of regions of the crystallites.29 
In the following section, we compare the results obtained from the crystallization 
simulations to those of the experimental results based on the amount of amorphous ice 
and the presence of stacking faults.  
Presence of Amorphous Water. The coexistence of cubic ice and liquid or 
amorphous water is thought to occur in the temperature range of 140-210 K based on 
changes found in the structure and morphology of crystallizing water films.29 The 
amount of amorphous ice that persists up to the transition to hexagonal ice is unclear. In 
the work of Jenniskens, et al.,29 crystallization from the low density amorphous ice was 
found to occur within regions of restrained amorphous water. The restrained amorphous 
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water has a structure that is slightly more ordered than the low density amorphous ice. 
They propose that the restrained amorphous water they observe coexisting metastably 
with the cubic ice contains short-range hexagonal stacking order, which prevents its 
incorporation into the developing cubic ice. They observe 30% crystallization to cubic 
ice, leaving up to 70% of the water as amorphous. Kohl, et al., however, find through x-
ray diffraction and differential scanning calorimetry evidence of only a 20% amorphous 
component.  
From the simulations, the amount of amorphous water decreases from 85% at 
the beginning of the simulations, right before the onset of crystallization, to ~ 20% of the 
total system at the end of the simulations. This latter amount is similar to the maximum 
amount of amorphous water attributed to the droplets deposited at 190 K of Kohl et al., 
(with droplets deposited at lower temperatures containing more amorphous liquid, up to 
95% amorphous at 130 K).  
Stacking Faults. From analysis of neutron powder diffraction data, Hansen et al. 
25 found that upon decompressing and warming ice V to 145-185 K and 1 atm, it yields 
crystallites of cubic ice with hexagonal stacking faults. The authors deduced that cubic 
ice constituted up to about 95% of the recovered crystallites. From a fit of the powdered 
diffraction data to a structural model,33 the hexagonal stacking present was estimated to 
occur predominately as growth (single) and deformation (double) faults. They concluded 
that cubic ice recovered from ice V at 170 K contained 37% growth faults, 40% 
deformation faults, 23% in three, four or five layers and 1% with six or more layers. The 
crystallites increased in size over time and temperature, from 25 nm at 147 K to 70 nm at 
190 K. On warming further, the cubic ice transformed to hexagonal ice.  
Cubic and hexagonal stacking fractions were not quantitatively determined from 
the X-ray analysis of hyperquenched water droplets,26 though characteristics of the 
diffraction results were attributed to the presence of stacking. Similarly, no quantitative 
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determinations of the amounts of stacking fractions was done in the study of vapor 
deposited water, though twinning planes (deformation faults) were observed from 
bright-field imaging of the samples. To the best of our knowledge, the cubic and 
hexagonal stacking patterns formed from warming of the LDA ice have not yet been 
reported.  
Ice from the simulations consisted of 50 ± 3% cubic ice with hexagonal stacking. 
We find examples of various stacking sequences in the final WG and QL systems, Figure 
7.2, with ratios of cubic to hexagonal layers from 1:1 up to 8:1, with no greater than 8 
sequential cubic layers or 5 sequential hexagonal layers. As reported in the analysis of 
recovered ice V25, we find that hexagonal stacking faults occur predominately in growth 
and deformation faults. Three or more consecutive hexagonal layers are rare, 
constituting less than 5% of total occurrences of hexagonal layering. We consider the 
resulting ice to be a composite of cubic and hexagonal ice rather than cubic ice with 
hexagonal impurities.  
Chapter 4 includes detailed analysis of ice formed within a 3 nm diameter 
hydrophilic pore. Here we briefly compare relevant results from the nanoconfined 
crystallization to the bulk. As in the bulk system, the resulting nanoconfined ice is also 
rich in stacking faults. In the nanoconfined case, there were four times the amount of 
hexagonal growth faults as deformation faults, with the bulk containing about half as 
many growth faults as deformation faults. Stacking of more than three identical layers, 
cubic or hexagonal, were rare in the nanoconfined ice, while in the bulk up to eight layers 
of cubic ice is common. Similar to the nanoconfined ice, hexagonal stacking in greater 
than three layers is rare. Only single cases of four and five layer hexagonal stacking exist 
in the bulk ice structures. Confinement increases the likelihood of a mismatched layer, 
leading to more growth faults and a decrease in the average number of continuous cubic 
structure layers. The free growth possible in the bulk systems continues much farther 
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into the development of the nuclei, until multiple nuclei are large enough to hinder 
growth of their neighbors. 
 The hexagonal stacking faults obtained from the simulations are consistent 
with the results of those found previously from fits to experimental data, while in 
comparison to nanoconfined ice, the bulk cubic ice with stacking faults contains less 
stacking faults overall, and a lower prevalence of growth faults.  
 
 
Development of Ice Nuclei 
 
From small crystalline domains within the surrounding liquid, cubic ice develops, 
though experiments currently lack the necessary temporal and spatial resolution 
necessary to provide detailed descriptions of the nucleation and growth mechanism. 
Mechanisms inferred from the Avrami exponent, obtained from fits to the Avrami 
equation described in chapter 6, give unclear results that differ depending on the 
preparation and history of the cubic ice sample. Proposed mechanisms include a 
constant24 or rapidly decreasing nucleation rate with diffusion controlled growth of 
spherical nuclei34 and a constant nucleation rate with isotropic nuclei growth.35 
Development of stacking within cubic ice is also unclear from experimental studies, 
though the resulting ratio of cubic to hexagonal ice is typically 2:1, determined from 
recovered ice V25,27,33 and nanoconfined water36 prior to onset of the transition to 
hexagonal ice. 
We now present a general overview of the development of cubic and hexagonal 
ice structures. Figure 7.3 shows snapshots of the evolution of cubic and hexagonal ice for 
a representative system. Nucleation occurs rapidly, with clusters containing C and H 
molecules found throughout the simulation cell (Figure 7.3 panel a). These initial nuclei 
continue to grow while new nuclei develop. Notice the beginning of stacking patterns, 
alternating layers of C and H, found at 10% C+H (Figure 7.3 panel b). By 25% C+H 
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(Figure 7.3 panel c), a process of consolidating the growing nuclei has begun, resulting in 
the final crystal structure (Figure 7.3 panel d), with a section of the final crystallite 
containing aligned layers that span the height of the simulation cell. 
Figure 7.4 shows the development of cubic ice preference, the amount of C per H 
molecule, as a function of the total fraction of C+H, fC+H in the system for the five QL and 
single WG crystallization trajectories. Initially, there is a slight preference for hexagonal 
ice, with 1 C for every 2 H molecules present, indicative of the substantial difference 
between the initial liquid structure and the final ice structure. Quickly the amount of C 
that develops overtakes the amount of H, reaching 1.5 C molecules for every H by 5% 
C+H and about 2 C for every H by 15% C+H. At 15% C+H content, consolidation of the 
nuclei begins. The development of cubic preference is similar for each crystallizing 
trajectory up to the onset of nuclei consolidation, where further growth of the nuclei 
requires cooperative rearrangements resulting in variations in the final amount of cubic 
preference, from 1.8 to 2.5 more C than H.  
We now focus on the growth of individual nuclei from their initial appearance to 
the point where consolidation of neighboring nuclei into larger crystallites begins, where 
the total amount of cubic and hexagonal ice in the QL systems reaches 15%. This includes 
analysis of the initial development of nuclei, size and general morphology, and the 
evolution of hexagonal and cubic stacking.  
At t = 0, the fraction of cubic and hexagonal ice in the QL systems is 1%, half of 
which consist of molecules with cubic local symmetry and half with hexagonal local 
symmetry. C and H molecules appear throughout the simulation cell, and are not in 
clusters consisting of more than four or five molecules, though most are isolated and 
have no C or H nearest neighbors. Once the system consists of 3% C and H, all QL 








Figure 7.3. Evolution of Cubic and Hexagonal Stacking 
Snapshots of a single QL trajectory at 5, 10, 25 and 50% C+H molecules is shown. The C 
molecules are red while H molecules are green. Notice that at 5% C+H content, small 
clusters of predominately C molecules are distributed throughout the simulation cell. By 
10% C+H content, 5-10 clusters have begun to dominate in size. At 25% C+H 
consolidation has occurred such that many clusters are have grown into one another, 
making it difficult to distinguish between clusters visually. By 50% C+H, the end of the 
simulation, regions of ice span the height of the simulation cell. 
 
 
                           
Figure 7.4. Development of Cubic Preference During Crystallization 
Cubic preference, the amount of C molecules for each H molecule, increases as 
crystallization proceeds. Initially hexagonal is preferred, but quickly the amount of cubic 
ice overtakes the hexagonal ice, eventually reaching 1.8-2.5 times more cubic than 
hexagonal.  
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with 11-35 molecules. The nuclei appear as chains or clusters of complete or partially 
developed six-membered rings, as shown in Figure 7.5 panel a. Most of the nuclei do not 
consist of a single C or H type, but consist of C intermixed with H. As the majority of 
these initial clusters survive, growing into larger nuclei, the critical nucleus size is 10 or 
less at 180 K.  
Typically, the process from the initial appearance of a small cluster of C and H 
molecules to the formation of a stable, persistent core (Figure 7.5) involves an initial 
stage of structural change, where the constituent molecules that make up an ice nucleus 
do not change significantly, but their positions, and thus each molecule’s local 
environment, shifts. Figure 7.5 panel a shows an example of this, where a persistent core 
has not yet developed, though fluctuations between partial and complete six-membered 
rings occur. The appearance of six-membered rings stabilizes this shifting; increasing the 
lifetime of an individual clusters arrangement of molecules, Figure 7.5 panel b. Once 
multiple connected six-membered rings develop, forming a stable core typically 
consisting of C molecules as shown in Figure 7.5 panel c, growth continues from this core 
region, through addition of molecules to the outer edges, Figure 7.5 panel d.  
The persistence of hexagonal structures appears dependent upon the presence of 
adjacent cubic structures. Pairs of H molecules often appear along the outer edges of a 
more developed stacking of C molecules. Once a pair of H molecules ‘connects’ two more 
developed cubic structures, growth perpendicular to the hexagonal c-axis continues with 
the hexagonal layer fixed in-between, representing one way that a hexagonal 
deformation fault forms within a predominately cubic structure, Figure 7.5 e. The 
presence of persistent stacking patterns appear in nuclei containing about 200 or more 





Preference for Cubic Ice  
 
Prior investigations of the polycrystalline nature of deeply supercooled water 
involved determinations of a smaller specific interfacial energy for the cubic 111 planes 
than the hexagonal prism or basal planes, based on a model of broken hydrogen bonds 
along these planes,19 and from approximations of the interfacial energy and the enthalpy 
difference between the cubic and hexagonal ices22. For each of these determinations, it 
was found that below a critical temperature, the activation energy is less for a cubic 
embryo than a hexagonal one, thus cubic nuclei develop and grow. Our results suggest 
alternatively, that the cubic and hexagonal stacking patterns found upon crystallization 
of deeply supercooled water originate from ice clusters too small to have cubic or 
hexagonal planes, thus previous thermodynamic arguments for the cubic preference may 
not be relevant to growth of stacking faulted cubic ice. 
To determine the onset of C preference in the ice clusters, we investigate the 
relative fractions of the two ice types in clusters containing 2 to 15 C and H molecules. 
Figure 7.6 shows the distributions for clusters of size two, five, ten and sixteen from the 
simulations up to 15% C+H molecules. Analysis of clusters containing two, three and 
four C and/or H molecules are found to follow a binomial distribution, indicating 
random clustering. For example, 25% of clusters containing only two molecules consist 
of zero C molecules (all H molecules) and 28% consist of all C molecules, the remaining 
47% of clusters consist of one C molecule and one H molecule, similar to what would be 
expected for a random distribution of two types into pairs (25% of clusters consisting of 
2 C, 25% consisting of 2 H and 50% consisting of 1 C and 1 H). For clusters consisting of 
five molecules or more, the distribution shifts, favoring more cubic molecules, with 
larger shifts occurring for larger cluster sizes. Very few clusters are found containing only 
C or only H molecules, particularly for clusters containing more than five molecules. 




Figure 7.5 Development of Stacking within Individual Nuclei 
Growth of a single nucleus from initial fluctuating cluster (panel), development of a 
persistent cubic core (panels b-d) up to appearance of hexagonal stacking faults. Each 




                                   
Figure 7.6. Development of Cubic Preference within Nuclei 
The population distribution is shown for clusters of size two (triangles), five (diamonds), 
ten (squares) and sixteen (circles) water molecules. Lines with open symbols are the 
expected population for a random distribution, while filled symbols show actual 
distribution from QL simulations. The average ratio of C:H is 1 for clusters with 2 core 
ice molecules, 1 for size 3, 1.3 for size 5 , 1.7 for size 16. 
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more), the onset of cubic ice preference significantly precedes stacking development and 
does not occur in the presence of clusters consisting of solely cubic ice or solely 
hexagonal ice. Thus, we do not observe in the simulations the development of cubic or 
hexagonal ice from a pure cubic or pure hexagonal origin. 
The mW water model accurately reproduces the experimental determinations of 
the melting temperature and the relative stability of the ice structures. Cubic ice has a 
melting temperature 3 K below hexagonal ice in the simulations, making hexagonal ice 
slightly more stable than cubic, as in experiments.18 The entropy difference between the 
two structures is negligable, so the thermodynamic stability is represented by the 
enthalpy of crystallization. For a 2:1 preferences for cubic ice, there would need to be ~1 
kJ mol-1 difference favoring cubic over hexagonal ice development at 180 K, which is not 
found in the simulations. 
A comparison of the average potential energy of the molecules in the clusters of 
various sizes shows that the distribution of energies for clusters of sizes 2-16 overlap. For 
clusters of size 16, the average potential energy of a molecule in a cluster containing 8 or 
less C molecules was -48.36 ± 0.42 kJ/mol, for clusters containing 9 or more C 
molecules the average potential energy is -48.36 ± 0.46 kJ/mol. For molecules in 
clusters containing 0-5 C molecules, the average potential energy is -48.40 ± 0.50 
kJ/mol while those containing 11-16 C molecules had an average energy of -48.32 ± 0.42 
kJ/mol showing no significant differences regardless of constituent amount of C 
molecules.  
With the occurrence of cubic preference appearing at very small cluster sizes (5 
and up) and the lack of a significant energy difference between clusters of varying 
amounts of constituent C and H molecules, cubic preference due to thermodynamic 
arguments can be ruled out, leaving kinetics as the determining factor. This could be the 
result of degeneracy related to the anisotropy of the ice structures, perhaps there are 
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more ways to form the cubic ice than the hexagonal ice during growth from the initial 
nuclei or the kinetic barriers could be different, favoring the cubic ice. This remains an 
open question for future studies. 
 
 
Mechanisms of Consolidation of Ice Crystallites  
 
Once the amount of C+H molecules reaches 15% of the system, the total number 
of nuclei decreases through growth and consolidation of neighboring nuclei into larger 
crystallites. We use the term crystallites here to differentiate between smaller nuclei that 
have grown predominately through incorporation of neighboring individual molecules at 
the periphery of the nucleus from larger structures that have developed predominately 
through consolidation of two or more neighboring nuclei.  
We distinguish two different mechanisms of consolidation during crystallization 
of ice from hyperquenched water. Representative examples are shown in Figure 7.7. The 
first mechanism involves direct attachment of one nucleus to a neighboring nucleus. The 
second mechanism involves rearrangement of a nucleus along with attachment. In a 
third case, two nuclei grow close but neither rearrangement nor direct attachment occurs 
in the timescales of the simulations. Instead, a barrier of interfacial ice and amorphous 
water develops between the two misaligned crystallites. It is within this stage, with the 
growth of the nuclei into large crystallites, that the interfacial ice is found solely as an 
interface between the structured ice crystallite and the surrounding liquid. We now 
describe each mechanisms in detail. 
Mechanism 1: Direct attachment. This mechanism of consolidation occurs when 
two neighboring nuclei have parallel stacking axes (see the arrows in Figure 7.7 a). 
Figure 7.7 a shows an example of the direct attachment mechanism of consolidation. As 
two nuclei grow towards one another, (left and center panels) the nuclei merge into a 
single crystallite (right panel).  
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Figure 7.7. Consolidation Mechanisms and Non-consolidation 
Examples of the two types of consolidation mechanisms and one of non-consolidation 
are shown as a series of snapshots from QL systems. “Bonds” are shown between 
neighboring C molecules (red) and between neighboring H molecules (green). In a) two 
nuclei grow near one another (left), with their stacking planes aligned. They are able to 
consolidate (center), maintaining both of their original stacking planes (right). For the 
case of b) two nuclei have grown near one another with their stacking planes misaligned 
(left). A process of rearrangement occurs, allowing the smaller nucleus to be 
incorporated into the larger nucleus (center), while sacrificing the stacking plane of the 
smaller nucleus (right). In c) two nuclei grow close with stacking planes misaligned 
(left). Rearrangement would require much longer timescales than those achieved by our 
simulations, so the two nuclei remain separated by a layer of liquid water and interfacial 







Mechanism 2: Rearrangement. This mechanism of consolidation occurs when 
two neighboring nuclei meet with their stacking planes misaligned, Figure 7.7 b. One 
nucleus, typically the smaller of the two, rearranges over a time ranging from 10 - 100 ns 
(left and center panels), so that the stacking axis orients parallel to the larger nucleus as 
the two join (right panel). Diffusion is very slow at the low temperatures of the 
simulations, so that becoming part of the developing nuclei requires only small local 
rearrangements to occur. 
Non-consolidation. When two neighboring crystallites approach one another 
with their stacking axes misaligned, but each has a size too large to be easily rearranged, 
consolidation of the two does not occur, Figure 7.7 c (left and center panels). The near 
edges of the two nuclei then remain bordered by interfacial ice and/or amorphous water, 
as shown in Figure 7.7 c (right panel). Compared to the time for rearrangement observed 
in smaller nuclei, which consist of generally less than 1000 molecules, the time required 
for rearrangement of the large crystallites (containing >2000 molecules) reach beyond 
the timescales of the simulations presented here. When raised to a higher temperature, 
260 K, above the region of no-man’s land but still below the melting temperature of 
water, further consolidation is observed in timescales of less than 100 ns. The resulting 
structure upon annealing is a single, completely aligned crystallite with 2:1 cubic to 
hexagonal ratio with nearly all hexagonal stacking faults as deformation faults. 
Consolidation continues through the direct and rearrangement mechanisms until only 
one crystallite remains. After 590 ns, the five simulations of liquid water instantaneously 
quenched to 180 K consist of 15 ± 1% H, 35 ± 3% C, 30 ± 1% interfacial and 20 ± 2% 







 Using the mW water model in molecular dynamics simulations, we studied the 
process of crystallization from the liquid to cubic ice with hexagonal stacking faults at 
180 K. Previous experimental studies have shown evidence of the stacking faulted cubic 
ice and in this work, the onset of stacking, development of cubic ice preference and 
consolidation of the nuclei into larger crystallites is analyzed in detail.  
 From the structure factor obtained from simulations, the peaks characteristic to 
cubic ice are observed consistent with experimental results. Using the CHILL algorithm 
to distinguish molecules with cubic, hexagonal, interfacial and amorphous local 
symmetry provides molecular level detail into the structure development. After nearly 
600 ns of simulations of the 1000 nm3 volume systems, the liquid water crystallized to a 
complex consolidation of 30% cubic ice with 15% of the system consisting of hexagonal 
stacking faults, 30% interfacial ice surrounding the stacking faulted cubic ice crystallites 
and 20% amorphous ice filling the spaces between the crystallites. The 100 hexagonal 
peak in the structure factor could not be distinguished from the 111 peak of cubic ice, 
likely due to peak broadening from the small size of the crystallites and amorphous water 
present. The majority of hexagonal stacking was found as deformation faults, precluding 
the development of peaks in the structure factor that result from more than two layers of 
hexagonal ice.  
 Only a subtle sharpening of a single peak was observed with 5% cubic and 
hexagonal ice in the system. More significant peak structure had developed by 10% cubic 
and hexagonal ice content. This is consistent with the development of persistent stacking 
fractions occurring in nuclei consisting of ~200 molecules, which first occurs around 
10% C+H. Prior to this, C and H molecules are arranged in a nearly random distribution 
of clusters. Without many multiple stacked layers of a particular ice type, the planes that 
give rise to peaks of higher order than the 111 of cubic and likely, the 100 of hexagonal 
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ice, do not form. Experimental determinations of the amount of ice present typically 
follow the growth of a single peak through crystallization, with the relative growth of the 
peak compared to its maximum used to determine the relative amount of ice present. 
With the significant development of ice remaining essentially indistinguishable up until 
10% crystallized, the possibility of ‘hidden’ amounts of ice in experimental samples 
should be considered.  
 The resulting crystallites consisted of 20% amorphous liquid. While the 
results from simulations are consistent with those of experiment, differences in the way 
in which amorphous water is characterized in the various experimental methods and 
within the simulations presented here make comparisons of the precise amount of 
amorphous component subject to some uncertainty. It is clear from both experiment and 
simulation that the amorphous component in the crystallization of cubic ice is 
considerable, at least during initial formation of the crystallites. The combination of 
cubic, amorphous water and hexagonal ice present in the 180 K isothermal simulations 
suggests that in estimations of the structure of water found in cold clouds, the use of 
thermodynamic values from the assumption of a single predominate ice structure, 
hexagonal or cubic, may not be sufficiently accurate.  
Similar to results found from the decompression of high pressure polymorphs25,33 
and freezing of water in nanopores,36 we find a preference for cubic ice that develops 
quickly upon onset of crystallization, resulting in final crystal ratios (C:H) of 1.8:1 to 
2.5:1. The preference for cubic ice is observed in clusters as small as size 5, and this 
coupled with a lack of sufficient difference in potential energy between clusters of 
different C and H constituents, we conclude that the preference for cubic ice precedes the 
development of cubic and hexagonal stacking patterns, which occurs in the absence of a 
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RELATIONSHIP BETWEEN STRUCTURE AND CRYSTALLIZATION  
 






Homogeneous nucleation of ice is studied through molecular dynamics 
simulations using the mW water model. The liquid-liquid transformation temperature 
TLL, the temperature at which the maximum rate of change in the local structure of water 
occurs, is found to be the locus of the maximum crystallization rate. This is the first 
direct evidence obtained from simulation of a structural connection to the kinetic limit of 
stability of the liquid phase. Above TLL, crystallization shows timescales dominated by 
the nucleation process with well-defined timescales for nucleation and growth. The 
critical ice nuclei are found to contain 70-130 water molecules and are preferentially 
wetted by four-coordinated molecules in the liquid phase. Below TLL, crystallization 
timescales are dominated by the growth of ice nuclei, with nucleation and growth 





Liquid water can be supercooled below water’s melting temperature, while 
remaining a liquid, to the homogeneous nucleation temperature, TH ~ 235 K1. For 
temperatures below TH, homogeneous nucleation of the bulk liquid cannot be avoided 
and water rapidly crystallizes.2 Evidence of the presence of liquid water in coexistence 
 
with ice3 and the glass4 suggest that liquid water can persist at temperatures below TH, 
but it is unknown what determines the lowest temperature at which the bulk liquid can 
be equilibrated. 
It is well known that water undergoes significant changes in structure5,6 and 
thermodynamics7 when cooled to temperatures approaching TH. The heat capacity and 
thermal expansivity increase dramatically.8 Extrapolations of these response functions to 
temperatures below TH result in divergence at an experimentally unreachable 
temperature, TS ~ 228 K.9 Diffusion10 and density11 of liquid water decreases as the 
average number of nearest neighbors for each molecule transitions upon cooling from  
5.2 ± 0.1 at 298 K12 to an average local liquid structure approaching, but not quite 
reaching, the four coordinated structures found in hexagonal and cubic ice13 and the low-
density amorphous ice (3.9 ± 0.1 at 80 K14).  Increasing fractions of locally favored 
structures,15 local tetrahedral structure for water16 and local icosahedral structure for 
simple liquids,15 can result in frustration of the liquid leading to glass or gel formation 
when the locally favored structure is not similar to the structure of the lowest energy 
crystalline phase.15 In this chapter, we show evidence that it is the change in liquid 
structure that leads to the diminished lifetime of the bulk liquid phase at TH.  
It is difficult to experimentally probe this low temperature range, due to rapid 
crystallization facilitated by impurities that lead to heterogeneous nucleation and the 
shock sensitivity of this highly metastable liquid.17 While the average local coordination 
becomes more tetrahedral, density fluctuations present in the liquid, which facilitate the 
formation of crystalline nuclei, increase. Using small-angle x-ray scattering (SAXS)18 and 
small-angle neutron scattering (SANS),19 increased density fluctuations upon cooling are 
observed, though accounts differ on the magnitude of the correlation lengths of these 
fluctuations. In chapter 3, the liquid phase in equilibrium was studied over the 
temperature range from 300 K – 210 K. Correlation lengths were determined for this 
 
temperature range, showing power law behavior. Recent experiments20 confirmed our 
prior results; the exact power law fit we predicted was observed.  
We also found that from the boiling point to T = 300 K, water maintains a near 
constant structural composition, with no significant change in the amount of four-
coordinated molecules present. No anomalous behavior is observed, consistent with 
experimental structural6 and thermodynamic analysis.21 In the temperature range from 
300 K to 210 K, there is an increase in structural correlation length coinciding with an 
increase in the fraction of four coordinated molecules. The liquid develops regions of 
four coordinated molecules that form an interconnected network at the percolation 
temperature of ~225 K.  
Efforts to develop a unified description of water’s behavior, metastable and 
stable, have resulted in a number of theories, notably the liquid-liquid phase transition22 
and the singularity free23 hypotheses. Each hypothesis attributes water’s anomalies to the 
development of increasingly tetrahedral structure at low temperatures. The former 
invokes two phases of liquid, a low-density liquid (LDL) and high-density liquid (HDL), 
while the latter posits that no singularity is required as a maximum in response functions 
is a thermodynamic necessity upon cooling of liquids with a density anomaly.23   
Simulations seem ideally suited for the study of supercooled water, providing the 
ability to probe with atomistic detail regions of water’s phase diagram inaccessible to 
experiment. While experiments are hindered by the rapid rate of crystallization of water 
near TH, occurring on the order of a second or less,2 the timescales of crystallization are 
long by atomistic simulation standards, where microsecond simulations are a 
challenge.24,25 The only successful case of spontaneous crystallization of the bulk liquid 
using molecular dynamics prior to the work presented here was the result of six, multiple 
microsecond, simulations of 512 TIP4P water molecules, from which only one 
crystallization event occurred.25 Special sampling techniques have been used to reduce 
 
the computational cost of studying crystallization, including Monte Carlo simulations 
utilizing umbrella sampling with the global change in symmetry during crystallization as 
the predefined reaction coordinate26 and simulations utilizing metadynamics,24 a method 
to accelerate achievement of rare events. The latter study concluded that simulation cells 
containing at least 2,000-4,000 water molecules are needed to avoid finite size effects. 
Atomistic simulations of this size resulting in crystallization are not currently possible. 
The mW model, a coarse-grained model of water introduced in chapter 2, is able 
to overcome these barriers of time and size, resulting in simulations capable of providing 
insight into regions of water’s phase diagram which atomistic simulations and 
experiments cannot yet provide. The mW model is able to reproduce water’s anomalies, 
phase transitions (see chapter 2) and thermodynamics (see chapter 3) at less than 
1/100th the computational cost of atomistic models. Each water molecule is represented 
as a single particle, resulting in increased diffusivity in comparison to experiment and a 
smoother energy potential sampled by the coarse-grained model, while maintaining 
water’s connectivity through tetrahedral interactions that mimic hydrogen-bonding.  
 Attempts to equilibrate liquid water at temperatures below 210 K result in the 
onset of crystallization within 4 ns for a system with ~260,000 molecules. Extrapolating 
the correlation length of structural fluctuations to temperatures below 210 K show a 
maximum at TW = 200 ± 2 K. Hyperquenching of the liquid at a rate of 1010 Kns-1 allows 
structural analysis of the liquid through the range of temperatures in which 
crystallization inhibits isothermal analysis of the liquid, 150 K < T < 210 K. The 
maximum rate of change from the predominately high-density liquid (local coordination 
>4) to that of the low-density, locally tetrahedral, structure occurs at TLL = 202 ± 2 K (see 
chapter 2). 
In this work, we present results of nearly a thousand simulations in the 
temperature range of TLL ± 10 K. Analysis of the crystallization process over this range of 
 
temperatures shows two distinctly different regions of crystallization kinetics. The 
change in kinetics occurs at TLL, evidence that the homogeneous nucleation temperature 
of water is induced by the structural change, increased tetrahedrality, of the liquid phase. 
Characteristics of the growing nuclei are determined, including the size of the critical 







All simulations were performed with the molecular dynamics code LAMMPS.27 
The systems consisted of 4,096 mW28 water molecules in a cubic cell with periodic 
boundary conditions. Preliminary simulations were completed with 4,096 and 13,768 
molecule systems where the 4,096-molecule (5 nm box edge length) system gave results 
consistent with the larger system size. The results presented below were obtained from 
the 4,096-molecule system size. The equations of motion were integrated using the 
Velocity Verlet algorithm with a timestep of 10 fs. In the simulations presented, constant 
pressure, temperature and number of molecules were maintained, with the pressure 
being 1 atm unless otherwise noted. The temperature and pressure in the simulations 
were controlled with the Nose-Hoover thermostat and barostat, with time constants of 1 





A series of simulations were run with the goal of collecting the many hundreds of 
crystallizing trajectories necessary for statistical analysis of the crystallization 
mechanism and timescales. To produce independent trajectories, starting configurations 
were taken at 500 ps intervals from a single simulation at 300 K. From the starting 
configuration, the temperature was dropped to the temperature of interest, Tquench. The 
 
quench temperatures ranged from 192 to 210 K, all at a pressure of 1 atm. From the time 
at which Tquench is reached, the simulation was run until 70% of system was crystallized, 
as determined by the order parameters described below. The time required to convert 
70% of the water into ice is considered the crystallization time, τX. For each Tquench, 60 - 
110 crystallized trajectories were collected, resulting in nearly a thousand simulations up 
to 350 ns in length. 
 
Identification of the Ice Nuclei  
 
 The CHILL algorithm (see methods section in chapter 7) was used to distinguish 
between molecules with local environments of the liquid, cubic ice (C), hexagonal ice (H) 
and an intermediate structure, interfacial ice. We consider an ice nucleus to consist of 
clusters of molecules with any ice-like local environment (C, H and interfacial). The size 
of the crystalline nuclei is determined by counting how many molecules having ice-like 
local environments can be found along a continuous path using 3.5 Å as the neighbor 
distance cutoff.  


Mean First Passage Time (MFPT) Method 
 
The mean first passage time (MFPT)29 method provides a way to determine the 
characteristic timescale of the barrier crossing event for an activated process, in this case 
when nucleation has occurred, and the magnitude of the chosen order parameter that 
corresponds to a 50% chance of crystallization. The ice nucleus size, n, and its radius of 
gyration Rg, were chosen as order parameters for the advance of the crystallization. 
Analysis using the nuclei size is described in detail below. 
With the size of the ice nuclei as the order parameter, the nucleation time τnuc 
and the critical nuclei size, n* can be determined. No a priori knowledge of the critical 
nucleus size is required, though many crystallizing trajectories are necessary for 
 
sufficient statistics.30 For a series of trajectories at a given temperature, the mean time of 
first appearance is recorded for the largest nucleus in each configuration. A plot of the 
mean first passage time, the time it takes for a given nucleus size, n, to grow rather than 
dissolve for the first time, versus nuclei size results in a sigmoidal curve that can be 
described by the following equation:29  
  
 




where τ(n) is the mean first passage time as a function of cluster size, n. τnuc is the 
nucleation time and n* is the critical cluster size. c is a measure of the local curvature at 
the top of the barrier and the error function is  
 
 
                                                               




The time corresponding to the plateau at the top of the sigmoidal curve is the nucleation 
time, and the inflection point corresponds to the critical nucleus size. For cases where 
the barrier to nucleation is low compared to the thermal energy (<kT), the plot of the 
MFPT vs nuclei size lacks a plateau or a well-defined inflection point.  
 
 
Radius of Gyration and Nonsphericity of Nuclei 
 
 Determinations of the radius of gyration, Rg and nonsphericity, NS of the nuclei 








A series of simulations were run to compare the growth probabilities of selected 
critically sized nuclei based on radius of gyration. Configurations containing a critically 
sized nucleus, with size n*, were chosen and the radius of gyration and nonsphericity of 
the nucleus was recorded. A series of 200 simulations were run from 50 starting 
configurations at 205 K, each initiated with newly randomized velocities, resulting in 
200 unique simulations from each starting configuration. The probability of growth from 
the initial nucleus was calculated as the number of trajectories (out of the two hundred 
total) that resulted in nuclei growth after 5 ns. 
 
 
Local Liquid Environment of the Nuclei 
 
 To characterize the solvation shell of the crystalline clusters, analysis of 
trajectories at 1 atm of pressure and temperatures of 200 K and 205 K were used. For 
configurations at 5 ps intervals, the total number of four-coordinated, N4 and higher-
coordinated molecules (5-, 6- and 7-coordinated molecules), NH in the liquid phase were 
determined. The ratio of four-coordinated to higher-coordinated, N4/NH represents the 
ratio expected to surround each nucleus if no preference is shown for either type. For the 
same configurations, the nuclei were located and the total number of four-coordinated, 
n4 and higher-coordinated molecules, nH in the liquid phase, located within a 3.5 Å 
distance from the nucleus were found.  The ratio of four-coordinated to higher-
coordinated molecules found within this first neighbor shell of each nucleus, n4/nH 





Hundreds of crystallizing trajectories were obtained in order to compare the 
trend in crystallization timescales and mechanism to the structural changes found in 
 
water across the temperature range of TLL ± 10 K. We present here the results of this 
analysis, starting with examples of representative crystallization events at various 
temperatures along with the average crystallization times. We then compare the 
crystallization times to the changes in liquid structure over the same temperature range 
and show that the crystallization rate reaches a maximum at the temperature where the 
greatest structural change within the liquid is found, at TLL. 
 
 
Maximum Crystallization Rate Occurs at TLL 
 
Crystallization is the result of nucleation, the development of a critically sized 
nucleus that has a 50% chance of growing or dissolving, and growth, the addition of 
molecules to the growing nucleus. To determine the onset and progress of crystallization, 
we look at three indicators; the average potential energy per molecule, the largest ice 
cluster size and the total amount of ice. A substantial decrease in the potential energy, a 
global property of the system, signals when crystallization has occurred. While useful for 
providing a general timeline of a crystallization event, it lacks the molecular level detail 
necessary for precise determinations of the onset and progress of crystallization and 
differentiation between nucleation and growth. To obtain molecular level detail of 
crystallization, we use the CHILL algorithm (see Appendix A) to distinguish between 
molecules having the local symmetry of ice and liquid based upon the arrangement of 
nearest neighbors. Molecules with local symmetry of cubic, hexagonal or interfacial ice 
structures are considered ice and the remaining molecules are considered liquid. This 
allows for characterization of the pre-critical nuclei, nucleation and the onset of growth. 
In Figure 8.1, the potential energy per molecule (panels a and b), the fraction of 
total molecules contained in the largest nucleus, fLN and the fraction of total ice, fICE 





Figure 8.1. Advance of the crystallization   
The potential energy of individual crystallizing trajectories as a function of time at a) 208 
K (black) and 205 K (red) and b) TLL = 202 K (black), 195 K (blue) and 192 K (red). The 
fraction of the total system made up of the largest ice nucleus (solid) and the total 
amount of ice in the system (circles) for c) 208 K (black) and 205 K (red) and d) 202 K 
(black), 195 K (blue) and 192 K (red). Horizontal dashed line shows where 70% of the 
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 
trajectories at temperatures above TLL (panels a and c) and temperatures at or below TLL 
(panels b and d). For the determination of crystallization times, we consider a system as 
crystallized at the point where 70% ice is reached. Once the largest nucleus reaches more 
than ~50% of the total system, growth of the nucleus includes essentially all ice within 
the system as any other nuclei have either dissolved or been incorporated into the 
growing nucleus, shown by the overlap found in fLN and fICE above fICE = 0.20 (Figure 8.1 
panel c) and fICE = 0.40 (Figure 8.1 panel d). An energy cutoff could have been used to 
determine the crystallization times, though particularly at low temperatures, the average 
potential energy per molecule does not give a consistent measure of the amount of ice 
that has formed.  
For temperatures above TLL (Figure 8.1 panel a), the energy fluctuates around its 
average value for the liquid state until crystallization occurs. A quick decrease in energy 
signals crystallization, with the lower energy crystalline state being reached within a few 
nanoseconds. The values of fLN shows a similar fluctuation at an average size prior to 
crystallization (Figure 8.1 panel b), the development and dissolving of pre-critical nuclei, 
with a quick increase over the course of a few nanoseconds at the onset of growth, 
resulting in more than 70% of the system crystallizing. For temperatures at or below TLL 
a different trend occurs. Instead of an abrupt drop in energy at the onset of growth 
(Figure 8.1 panel b), there is a slow decline in energy during crystallization, requiring 
many nanoseconds to reach the lower energy crystalline state. The corresponding 
increase in fLN shows a similar lack of abrupt change, with large fluctuations occurring in 
the nucleus size below fLN ~ 0.30, and many nanoseconds passing from the onset of 
growth and the point of 70% crystalline.  
The average crystallization time for each temperature is given in Table 4.1, along 
with nucleation and growth times and the critical nucleus sizes, to be described in the 
following section. The average crystallization time decreases upon cooling, finding a 
 
minimum just below TLL and then increases again. This trend is illustrated in Figure 8.2 
panel a. The spread in crystallization times is larger at higher temperatures. This is due 
to the stochastic process of nucleation during the crystallization time, which will be 
discussed in the following section. The crystallization rate J, is the number of 
crystallization events that occur per unit of time, given by J = τX-1. Due to the inverse 
relationship between crystallization time and rate, upon cooling to TLL the rate of 
crystallization increases, finding a maximum around TLL before decreasing again. The 
decrease in crystallization rate, a result of a change in mechanism, will also be described 
in the next section. 
We now compare the trend found in crystallization times with the structural 
changes that occur upon cooling the liquid. In Figure 8.2 panel b, we show the fraction of 
four-coordinated molecules, the amount of molecules with four neighbors within a 3.5 Å 







Crystallization Times and Critical Nucleus Sizes 
 
 
Temperature (K) τN (ns)  τG (ns) τX (ns)  n* 
180a <1 285 ± 20 285 ± 20 < 10 
192 <1 25 ± 3 25 ± 3 - 
195 <1 10 ± 3 12 ± 3 - 
200 3 ± 2 5± 2 6 ± 2 103 
202 5 ± 3 3 ± 1 8 ± 3 96 
205 30 ± 28 2 ± 1 36 ± 28 96 
208 240 ± 88 2 ± 1 183 ± 88 91 
 




boiling temperature to 300 K, no increase in the number of four-coordinated molecules 
occurs. The amount of four-coordinated molecules increases slowly in the range from 
300 K (23% four-coordinated) to 240 K (30% four-coordinated). The rate of structural 
change increases quickly from 240 K to 180 K, with a maximum change in structure 
found at TLL = 202 ± 2 K.  
A plot of the temperature versus crystallization time results in a nose-shaped 
curve, shown in Figure 8.2 panel a, with the point centered just below TLL. Above TLL, the 
liquid consists of molecules with high-coordination local environments, with an average 
coordination number larger than four. Below TLL, the liquid consists of predominately 
lower-density, four coordinated, local environments (> 60% of molecules). TLL is not the 
percolation temperature, which is ~ 225 K, but the point of greatest growth of the 
already existing network of four-coordinated regions. At the temperature of maximum 
structural change, the crystallization time is minimal, corresponding to a maximum 
crystallization rate. We propose that the location of the maximum crystallization rate 
sets the homogeneous nucleation temperature and is a consequence of the increase in 
tetrahedral structure. 
Direct comparison of the simulation and experimental crystallization rates is not 
possible, because coarse-grained models evolve on a smoother potential energy 
landscape, thus requiring less configurational space sampling prior to achievement of 
crystallization. This results in intrinsically faster timescales for crystallization events. For 
the mW model, in which the energy for hydrogen bond breaking is correct, as evidenced 
by the very good agreement in the enthalpy of vaporization and melting to that of 
experiment, (see chapter 2) it is only the barrier for bond breaking that is 
underestimated by the monatomic model. Estimates of the nucleation rate at 200 K, 
from recent extrapolations of experimental results to temperatures below TH, range from 
1021-1024 cm-3 s-1. Simulations using the mW model at 200 K have a nucleation rate of       
 
              
         
 
Figure 8.2. Maximum Structural Change and Maximum Crystallization Rate 
Average crystallization times are shown in panel a. Note y-axis is in log scale. Maximum 
crystallization rate is found at T – 200 K, just below TLL. The change in fraction of four 
coordinated molecules is shown in panel b. Maximum change in fraction of four 
coordinated molecules occurs at TLL = 202 K. Horizontal dashed line in panel b 


























3 x 1029 cm-3 s-1, five to eight orders of magnitude faster. While the absolute 
crystallization times may not be comparable to experiments, a scaling factor may exist 
allowing for conversion of simulation timescales to experimental timescales. This 
possibility is discussed in more detail in chapter 6. For this chapter, we are interested in 
the general trend in crystallization times. 
Experiments cannot determine the crystallization rate below TH ~235 K, as the 
timescales of crystallization becomes too short to measure with state of the art 
instruments.2 Though mW is the only water model developed to-date capable of 
spontaneous crystallization within observable timescales in simulation cells large enough 
to avoid finite size effects, above T ~ 210 K crystallization requires timescales longer than 
multiple microseconds, too long to observe even with the mW model. Using techniques 
developed for rare event sampling, such as forward flux sampling, higher temperature 
crystallization events can be achieved. While application of forward flux sampling using 
the mW water model will be completed in the future, this chapter focuses on only the 
temperature range surrounding TLL, where experimental crystallization rates are not 
available, and may not even be possible to obtain (see chapter 6).   
In experiment, TH is the temperature below which the equilibration of the liquid 
phase becomes too short, a second or less, to be measured with current instruments. It is 
at this point in which rapid crystallization precludes study of the liquid phase (and the 
crystallization process, for that matter) in experiments. In the mW simulations, we are 
able to simulate crystallization in a range of temperatures, from the stochastic nucleation 
above TLL to temperatures where rapid nucleation occurs prior to the equilibration of the 
liquid, below TLL. When onset of crystallization begins before the liquid can be 
equilibrated, a kinetic spinodal has been reached. The kinetic spinodal is a limit of 
stability, the location of which is dependant upon the ease at which the ice forms from 
the liquid. With the ability to observe with microscopic detail the crystallization process, 
 
the determination that the maximum crystallization rate is found at the temperature of 
greatest structural change provides evidence that the kinetic limit of stability for the 
liquid is reached due to the structural changes found in water upon cooling.  
 
 
Crystallization Kinetics Change at TLL 
 
 We now describe the observed change in crystallization mechanism, from 
nucleation-dominated above TLL to growth-dominated below TLL. First, the 
crystallization timescales will be separated into their component nucleation and growth 
times, with the aid of the MFPT method to determine the nucleation time and the critical 
cluster size. To illustrate the differences between the two crystallization regimes, we 
describe each region in detail. 
The mean first passage time (MFPT) method of Wedekind et al.29 is used to 
extract the nucleation times tN and critical nucleus size n* from the analysis of about a 
hundred crystallizing trajectories for each quench temperature. Accurate values of n* and 
τN can be extracted through the MFPT analysis when the characteristic time of 
nucleation is much larger than the characteristic time of crystal growth. During 
crystallization, nuclei develop and dissolve until a nucleus of critical size, n*, forms. A 
critically sized nucleus has a 50% chance of either growing or dissolving into the 
surrounding liquid. Once a critically sized nucleus develops and grows, rather than 
dissolving, nucleation has occurred and growth of this nucleus continues until the system 
is crystallized. When distinct nucleation and growth times exist, the result is a MFPT 
curve that is sigmoidal with a plateau at large nucleus sizes. This is the situation for T > 
TLL, where Figure 8.3 panel a shows a plateau above nuclei sizes of ~175 molecules for T 
= 208 K.  
In the case of a low barrier to nucleation, growth times are no longer distinct 
from nucleation times, as the two are occurring simultaneously. The resulting MFPT 
 
curves contain, instead of a plateau, a continuous increase at large nuclei sizes for 202 K 
and 200 K, Figure 8.3 panel b. This demonstrates a change in the mechanism of 
crystallization, from nucleation-dominated crystallization with distinct nucleation and 
growth times, above TLL, to growth-dominated crystallization where nucleation and slow 
growth occur simultaneously, below TLL. The nucleation time, τN obtained from the fit of 
the MFPT curves to equation 4.1 and the growth time, τG the average time from 
development of the critical cluster size to τX, are presented in Table 4.1.  
 
 
Temperatures above TLL    
 





Figure 8.3. Mean First Passage Time Data and Fits  
Panel a) Smooth line is the mean first passage times for 208 K. Dashed line is the fit to 
equation 4.1. Vertical dashed line is the inflection point of the curve, which corresponds 
to the critical nucleus size. Uncertainty in the critical nucleus size is determined from the 
standard deviation of the mean first passage times. The plateau at large (greater than 
200) nucleus size corresponds to the nucleation time. Panel b) Smooth line is the mean 
first passage times for 202 K (upper set of curves) and 200 K (lower set of curves). 
Dashed line shows fit to equation 4.1. A plateau is not found at large cluster sizes for 




growth. Three stages of crystallization are found for temperatures above TLL.  
 
Induction Stage. During this stage, structure and density fluctuations in the 
supercooled liquid water give rise to ice nuclei that are too small to survive and so they 
dissolve. Due to the stochastic nature of crystallization, where the time to each 
nucleation event cannot be predicted precisely, each trajectory begins with an induction 
stage of varying length. In Figure 8.1 panel a, the induction times range from 50 ns for 
205 K to nearly 300 ns for the 208 K trajectory. The size of the largest ice nucleus 
fluctuates from 10 - 150 molecules, with the average size ranging from 10-20 for the 
higher temperatures and 25 - 45 for temperatures close to TLL. The induction stage ends 
with the stochastic formation of a critically sized ice nucleus that grows. Formation of the 
critically sized nucleus is the rate-limiting step in this crystallization process. 
Fast Growth. Upon formation of a growing critical nucleus, the total energy 
drops sharply accompanying an increase in the size of the largest ice nucleus to more 
than 70% of the system. While multiple ice nuclei grow and dissolve simultaneously 
during the induction stage, growth of a critical nucleus during the fast growth stage 
quickly overtakes the entire system, typically growing to absorb all smaller nuclei that 
may also occupy the simulation cell. This ultimately results in a single crystallite that 
spans the entire system. The fast growth period is significantly shorter than the 
induction time, requiring less than 5 ns in simulations at temperatures above TLL. This 
stage ends when the final ice nucleus reaches a size comparable to the size of the 
simulation cell.  
Slow Growth. A third stage follows in which the energy decreases slowly while 
the crystal continues growing in the interstitial spaces. This process may require 
rearrangement of the system to eventually include all molecules into the ice structure. 
For this work, we focus on the timescales and mechanisms of nucleation and growth, not 
 
rearrangement or recrystallization. Recording of the crystallization trajectories is 
stopped once 70% of the system is ice, typically at the onset of the slow growth stage. 
In an analysis of a single crystallizing trajectory consisting of 512 TIP4P water 
molecules, Matsumoto et al.25 distinguished an additional stage in the crystallization 
trajectory between induction and growth. The atomistic system presented a small dip in 
energy (about 2%) at the beginning of the growth process. We observe the same in 
crystallization simulations consisting of 512 mW water molecules (not shown): as the 
size of the critical ice nucleus is comparable to the total system size, its formation is 
accompanied with a small decrease in energy. This is not the case for the larger systems 
we report here, for which the critical nucleus contains less than 3% of the molecules in 
the simulation cell.  
Temperatures below TLL  
  
Crystallization below TLL shows significant differences when compared to higher 
temperatures: most noticeably, the induction time appears absent. For T ≤ TLL, the 
growth time becomes longer than the nucleation time of the system, signaling a change 
in kinetics. In this case, the rate-limiting step in the process of crystallization is no longer 
formation of the critical nucleus, but also includes how fast the ice nuclei can grow as the 
nucleation timescales and the growth timescales become coupled.  
At TLL, the energy appears stable for about 5 ns before decreasing, signaling 
crystallization, but during that apparent induction time the largest ice nucleus is growing 
in size, not maintaining a consistent average for more than a few nanoseconds (Figure 
8.1 panel d). The energy starts its initial decrease quickly upon quenching to 
temperatures below TLL. Growth of the largest nucleus is slow, but constant as multiple 
ice nuclei compete for largest nucleus in the system up to sizes of nLN = 0.30, resulting in 
large fluctuations in the largest nucleus size in the early stages of growth. Eventually a  
 
 
stage similar to the slow growth stage of the higher temperature crystallization is 
reached. For example, T = 195 K (Figure 8.1 panel b) reaches the slow growth stage at 
about 20 ns, where a relatively constant energy is found as the system makes slight 
rearrangements while progressing to the final crystal structure. 
When comparing the largest nucleus size for trajectories above and below TLL, in 
the temperature range below TLL there are significant fluctuations in the largest nucleus  
size below nLN = 0.30 (Figure 8.1 panel d). To illustrate the cause, we present snapshots 
of a system at 208 K and 192 K at 20% crystallized and 70% crystallized in Figure 8.4. 
Note that at 70% crystalline, we consider the crystallization complete and record the 
time required to reach this point as the crystallization time, τX.  
For 208 K in Figure 8.4 panel a, at 20% crystallized there is one large growing ice 
nucleus (the nucleus has grown through the periodic boundary conditions, appearing to 
be in the top and bottom of the simulation cell, but is a single connected nucleus). This is 
characteristic of nucleation above TLL, in which a single critical nucleus develops and 
grows to include the entire system. At 70% crystallized, there is a crevice in the middle of 
the simulation cell, where the two sides of the ice crystal approached but are unable to 
join, due to misalignment of the growth planes. Within this crevice exists the remaining 
amorphous water (not shown).  
For 193 K, Figure 8.4 b, at 20% crystalline, there exist multiple nuclei spread 
throughout the simulation cell. Each of these could potentially gain a few molecules and 
then be considered the largest nucleus or become connected (or disconnected) with a 
neighboring nucleus, resulting in a large increase (or decrease) in size. Crystallization 
below TLL can be described as slow growth of many nuclei. By 70% crystallized, the nuclei 
have consolidated into a single large ice structure, though multiple crevices can be seen, 






           
Figure 8.4. Ice Crystallization Above and Below TLL 
‘Bonds’ between molecules considered as ice (cubic, hexagonal and interfacial) are 
shown, with all other molecules invisible. Crystallization is shown at 208 K (panel a) and 
192 K (panel b) for 20% and 70% ice content. Note that system is periodic, so in all cases 
crystals are continuous at the box edges. 
a  208 K  20%      70%
b 192 K   20%      70%
 
 The resulting crystallization mechanism below TLL involves quick development of 
multiple nucleation sites, indication of a low (≤ kT) barrier to nucleation. This is 
evidence of spinodal decomposition, where the limit of stability of the liquid has been 
reached. While a thermodynamic spinodal is not reached in the mW model under the 
conditions of these simulations, at which point the critical nucleus size is one, the change 
in mechanism is likely due to reaching a kinetic spinodal. Above TLL the existence of an 
induction time, during which the structure of water fluctuates while maintaining a 
consistent average provides evidence that the liquid structure has relaxed prior to onset 
of crystallization. For temperatures below TLL, the lack of induction time is the result of 
crystallization occurring prior to relaxation of the liquid. A kinetic spinodal is the point 
where the lifetime of the liquid, the time to onset of crystallization, is comparable to the 
relaxation time of the liquid, precisely what we observe below TLL. Kiselev,31 using the 
IAPWS-95 equation of state and extrapolations of the surface tension, predicted the 
temperature of the kinetic spinodal to lie just below TH, consistent with our results.  
 
 
Critical Ice Nuclei  
 
Each nucleation event is unique and relies upon random fluctuations within the 
liquid. A critically sized nucleus that grows in one system, leading to crystallization, may 
dissolve in another, meaning that it is not the characterization of a single critical nucleus 
that we seek, but an ensemble average for numerous nucleation events.  
Size. In the temperature range from 200-208 K, the critical ice nucleus 
contains 100±30 molecules (0.7-1.0 nm radius if assumed to be spherically shaped). The 
critical size is insensitive to temperature within this range. Temperature independent 
critical nucleus sizes were also predicted for this temperature range by Kiselev31 using 
Classical Nucleation Theory (CNT) and equations of state. In the temperature range T < 
200 K, well into the growth-dominated crystallization domain, nucleation and growth 
 
occur simultaneously, blending together the two timescales. This results in a MFPT 
without an inflection point from which to determine the critical nucleus size. The barrier 
to nucleation is decreasing upon cooling, as evidenced by the multiple nucleation sites 
that develop at short timescales (within a few nanoseconds), so the critical nucleus size is 
no larger than that obtained for the higher temperature range. Based on our estimate of 
the critical nucleus size for crystallization at 180 K (see chapter 6) the critical nuclei in 
the temperature range from 190 – 200 K likely contain 10 - 100 molecules. 
Experimental results on freezing water droplets in emulsion32,33 have been 
interpreted using CNT as indicating that the critical nucleus has a radius between 1-1.5 
nm, consisting of 150-500 molecules near TH. Huang and Bartell, using CNT and the rate 
of crystallization of water clusters containing 4,000-6,000 water molecules, derived 
critical nucleus sizes of 0.7 nm radius at 200 K .32 Kiselev, using CNT and equations of 
state extrapolated into the metastable region,31 obtained a critical nucleus size of 0.7-1.2 
nm over the temperature range of 190-230 K.  
In previous estimates of critical nucleus size, the following approximations are 
invoked within CNT to allow for quantitative determinations of nucleus size:34,35 
• The forming ice nucleus is compact, typically considered spherical.34,36 As we will 
show in the following section, elongated and non-spherical nuclei are also possible.  
• The forming ice nucleus has a surface tension related to that of the macroscopic 
surface tension. It is not possible to quantitatively determine the surface tension far 
from the melting temperature, and at such small nucleus sizes, surface tension begins 
to lose meaning. 35,37 
• Equilibrium exists in which the critical ice nucleus forms through one-by-one addition 
of water molecules in consecutive equilibria. Instead, crystallization is non-
equilibrium event and it is through random fluctuations that the critically sized ice 
nucleus appears. 36,38 
 
While consistent with experimental results and theoretical predictions both utilize 
approximations from CNT. This work provides the first direct measurement of the 
critical ice nucleus size from spontaneous nucleation events free of finite-size effects and 
is independent of any particular nucleation theory.  
While nucleus size is an important factor in the process of nucleation, it is only 
one characteristic of the critical nuclei. The shape and local environment of nuclei also 
play a role in determining whether growth or dissolution will occur. Localized analysis of 
individual nuclei is not yet possible experimentally, and the necessary data is readily 
available from the simulations of crystallization presented here. In the following two 
sections, we describe the characteristic shape and local liquid environment from analysis 
of nearly half a million nuclei. 
Shape. The critical nuclei are typically not compact or spherical in shape, but can 
be elongated and asymmetric. To determine the characteristic size regardless of shape, 
MFPT analysis was completed using as the reaction coordinate the radius of gyration, Rg 
a measure of the average distance between molecules in the ice nuclei. Note, the 
determination of the critical radius, Rg is independent of critical number of molecules, 
n*. The critical Rg* was found to be 1.1-1.2 nm over the temperature range 200-208 K. 
This is consistent with a non-compact critical nucleus size of n* = 70-130 water 
molecules. The distribution of Rg found for nuclei of critical size, n* is shown in Figure 
8.5 panel a. Most of the critically sized nuclei have an Rg of 0.8-0.9 nm, slightly less than 
Rg*, with the distribution broadening to include larger Rg values as the temperature is 
decreased. 
A measure of compactness, the non-sphericity NS of the nuclei, defined as the 
ratio between the actual Rg and the Rg of a sphere containing the same number of 
molecules, was used to determine characteristic compactness of the critical nuclei. 
Smaller NS values correspond to nuclei that are more compact, with a nucleus having an 
 
NS of 1 being spherical in shape. Figure 8.5 panel b shows the distribution of NS found 
for critically sized clusters, where NS values of 1.2-1.3 are most common, with a shift 
toward less compact nuclei at lower temperatures.  
We now have defined three parameters capable of describing the critical nuclei, size of 
nuclei, n and Rg and a measure of the shape, NS. To help illustrate the variations of 
nuclei possible, Figure 8.6 shows a sample of nuclei of various size and shape taken from 
nine different crystallization trajectories at 205 K. Critically sized nuclei can be compact 
(Figure 8.6 top row), slightly elongated (Figure 8.6 middle row) or quite elongated 
(Figure 8.6, bottom row). Nuclei with greater amounts of constituent molecules tend to 
have larger Rg values, though a compact nucleus can contain more molecules than a 
nucleus with larger Rg. Notice that even the most compact nuclei (NS near 1) in Figure 
8.6 is only roughly spherical, and is rare in the distribution of NS for all critically sized 
nuclei (Figure 8.5). Most critically sized nuclei have the slightly elongated shape shown 
in Figure 8.6 middle row. 
If the critical nuclei are not spherical in shape, is NS a useful indicator of whether 
a nucleus has a higher or lower probability of leading to crystallization of the system? To 
answer this question we took individual configurations containing ice nuclei with a 
critical number of water molecules (90-100) and various NS (from the elongated NS of 
1.72 to the more compact NS of 1.06) and ran two hundred simulations from the 
configuration containing each nucleus at 205 K, changing the velocities of all the 
molecules in the system at the beginning of each simulation so that every trajectory is 
unique. By determining the fraction of crystallization events, fC resulting from the 
various nuclei we found that the more compact nuclei tend to have a higher probability 
of growth than the elongated, more string-like nuclei, though the ice nucleus does not 
have to be completely compact to have a greater than 50% chance of growth. The fact 
that nuclei with an NS of 1.65 and 1.4 can have crystallization NS values fractions
 
 
Figure 8.5. Distribution of Rg and NS for Critically Sized Nuclei 
Panel a shows a histogram of the Rg values for all critically sized nuclei (70-130 water 
molecules) at three different temperatures, 205 K (black), 202 K (red) and 200 K (blue). 
For these same temperatures, panel b shows the histogram of the NS values for all 






Figure 8.6. Examples of Critical Ice Nuclei at 205 K 
Critical nuclei with various size, Rg and NS values are shown. The top row nuclei have the 
lowest NS values and are the most compact, the middle row of nuclei have intermediate 
and are slightly elongated. The lower row of nuclei have high NS values and are 
elongated. 
a b
Rg = 0.87 nm  
n = 90  n = 105  n = 120 
Rg = 0.73 nm  
Rg = 1.2 nm  
Rg = 0.82 nm  
Rg = 0.96 nm  
Rg = 0.68 nm  
Rg = 0.92 nm  









                          
 
Figure 8.7. Effect of Nonsphericity on Crystallization Fraction 
The fraction of simulations (out of 200 total) that result in crystallization from nuclei of 
size 90-100 molecules at 205 K with different compactness (NS) is shown. More compact 
nuclei typically result in a higher fraction of crystallization events. The solid red line is a 




comparable to much more compact nuclei shows the complexity in describing completely 
the critical nucleus.  
Local Environment. The environment surrounding the forming ice nuclei 
consists of a dynamic exchange of water molecules from the disordered liquid and 
tetrahedrally ordered ice, creating a complex setting in which the ice nuclei form and 
dissolve. By analysis of the local liquid environment surrounding the ice nuclei, the 
characteristics of the liquid regions that give rise to nuclei are determined. 
Prior to crystallization, the change from higher-coordinated to four-coordinated 
and from liquid local symmetry to ice local symmetry requires only slight changes in 
neighboring molecule alignment. The identity of water molecules as belonging to the 
liquid or the ice can change quickly (with transitions occurring in the picosecond to 
nanosecond timescales in these simulations), though typically the larger the region of ice 
 
the longer the constituent molecules’ classifications are maintained. The changing 
environment of liquid and ice is due to the inherently dynamic conditions of the highly 
supercooled liquid and is not an artifact of the method of structural classification. 
From analysis of the liquid surrounding the critically sized nuclei, we observe 
twice as many four-coordinated molecules surrounding ice nuclei as higher-coordinated 
molecules (Figure 8.8). Even though the liquid environment becomes more four-
coordinated on cooling, (Figure 8.2 panel b), the local liquid environment of the ice 
nuclei contain 30-70% more four-coordinated molecules surrounding the ice nuclei than 
would be expected based on the fraction of total four-coordinated and higher-
coordinated molecules in each configuration. This demonstrates that the ice nuclei are 
preferentially wetted by four-coordinated molecules in the liquid phase. This result is 
found regardless of nucleus size, from pre-critical nuclei to nuclei containing 400 
molecules.  
To make certain that this result is independent of the structural classification 
from the CHILL algorithm, we reanalyzed the crystallization trajectories using a more 
relaxed variation of the CHILL algorithm. In this variation, less stringent structural 
requirements are used in determining the ice structures, which essentially allows for the 
(liquid) outer shell to be included as ice in the nuclei. The results are the same, more 
four-coordinated molecules surround the ice nuclei than would be expected from a 
random distribution. 
The regions of four-coordinated liquid molecules are not sufficiently large to fully 
contain the critically sized ice nuclei. Once nuclei grow to sizes larger than 200 
molecules, for temperatures above 200 K, crystallization is inevitable. The determination 
that the number of four-coordinated molecules in the liquid surrounding the critical 
nuclei is consistently tw0-thirds of the liquid environment up to and beyond critical sizes 
may indicate that once growth of the nucleus begins, cooperative fluctuations in the  
 
 
      
 
     
     
Figure 8.8. Ice Nuclei Local Environment  
Amount of four-coordinated, n4 and higher-coordinated, nH molecules in contact with 
the ice nuclei at 205 K (circles) and 200 K (squares). Data is separated by nuclei sizes, 
for nuclei containing 10-50 molecules (black), 51-100 (red), 101-150 (blue), 151-200 
(green), 201-300 (purple) and 301-400 molecules (turquoise). Line fit (solid black) to 
the 205 K data corresponds to x = 2y, while line fit (solid red) to 200 K data corresponds 
to y = 2.5x.  The total amount of four-coordinated molecules found within the systems at 
205 K, y = 0.75x is shown (dashed black) and 200 K, y = 0.54x, (dashed red). Each ice 
nucleus size averages at least twice as many four-coordinated molecules as higher-
coordinated molecules, even though there are less than twice as many four-coordinated 
molecules as higher-coordinated molecules in total within the systems. 
 
surrounding liquid aid in the fast growth of the nuclei.  Lower temperatures have higher 





In chapter 3, simulation studies using the mW water model showed a maximum 
in the density fluctuations of water at the liquid-liquid transformation temperature, TLL 
= 202 ± 2 K. In this work, we have presented an analysis of the kinetics of ice 
crystallization at temperatures around TLL. From more than a thousand simulations, we 
obtained hundreds of crystallization events allowing for analysis of the relative 
timescales of the crystallization process in two domains of crystallization. The 
temperature of greatest structural change in the liquid was found to coincide with 
maximum crystallization rate and the change in crystallization mechanism from 
nucleation-dominated to growth-dominated. This change from nucleation to growth 
dominance marks the kinetic spinodal.  
Above TLL, crystallization timescales are dominated by the nucleation process, 
with an induction period prior to nucleation ranging from one to hundreds of 
nanoseconds. Growth in this region is immediate, requiring only a few nanoseconds for a 
single critical nucleus to grow from less than 3% of the total number of molecules to 70% 
or more. Below TLL, crystallization timescales are growth-dominated, with nucleation 
occurring quickly, typically less than a nanosecond, but with growth requiring 
significantly longer. In this low temperature region, the increasingly tetrahedral 
coordination of the water molecules effectively slows diffusion, contributing to the slow 
growth process.39 Nucleation at this temperature occurs not through growth of a single 
critical nucleus, as found at higher temperatures, but through growth of multiple nuclei. 
The shorter time scales of nucleation compared to relaxation of the liquid (for which we 
 
use the growth time) evidence that at TLL supercooled liquid water reaches a kinetic 
spinodal, the kinetic limit of stability of the liquid phase.  
The critical nuclei were characterized based on size and shape. The critical nuclei 
were found to contain about a 100 water molecules, and have a radius of gyration of 1.1-
1.2 nm, consistent with theoretical and experimental determinations using classical 
nucleation theory, though determined in this work directly from the kinetics of the 
crystallization process without the aid of any nucleation particularly nucleation theory. 
Most critical nuclei were found to be slightly elongated, rather than compact spheres, 
though more compact nuclei typically had a greater probability of leading to 
crystallization. The liquid environment surrounding the nuclei was found to contain 
twice as many four-coordinated molecules as molecules with higher coordination.  
The work presented here renders a complex picture of ice crystallization, with 
liquid water at temperatures higher than TLL crystallizing after developing, through 
fluctuations in the liquid, ice nuclei that are preferentially wetted, though not encased, 
by patches of four-coordinated molecules. These nuclei are typically slightly elongated, 
and upon onset of growth, the liquid environment continues to be predominately four-
coordinated with rapid growth leading to crystallization of the system. At lower 
temperatures, crystallization also occurs through development of nuclei preferentially 
wetted by four-coordinated molecules, though nucleation is rapid. The critical nuclei are 
typically more elongated than at higher temperatures, and found with more neighboring 
four-coordinated molecules in the surrounding liquid than critical nuclei at higher 
temperatures. With multiple nuclei developing in close proximity, and surrounded 
predominately by four-coordinated molecules, crowding occurs, slowing down the 
growth process. 
Prior analysis of the effect of structural change in the liquid was studied with 
respect to the process of vitrification, how the liquid forms a glass.15,16 In systems where 
 
the local structure of the liquid favors symmetries inconsistent with the crystalline 
phase, vitrification occurs. Consistent with the fact that liquid water is a poor glass 
former, we find that the change in structure within liquid water upon cooling results in 
increased crystallization rates, until a kinetic spinodal is reached. At this point 
nucleation is occurring rapidly at multiple sites within the simulation cell. This work 
provides the first direct evidence from simulation studies of water of a connection 
between the structure of the liquid, the lowest temperature at which the liquid can be 
equilibrated and the kinetics of crystallization. 
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