We study a simple random walk on an n-dimensional hypercube. For any starting position we find the probability of hitting vertex a before hitting vertex b, whenever a and b share the same edge. This generalizes the model in [2] (see Exercise 1.3.7 there).
Random walks, electric networks, hypercube 60G50, 60J45 Consider an n-dimensional hypercube, that is a graph with 2 n vertices in the set {0, 1} n . A vertex x of a hypercube can be encoded by a sequence x = (x 1 , x 2 , . . . , x n ) where each x i is either 0 or 1. Two vertices x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) are connected by an edge, if and only if n i=1 |x i − y i | = 1, that is x and y differ in exactly one coordinate (for example when n = 5, x = (0, 1, 0, 1, 0), and y = (0, 0, 0, 1, 0) ). For two vertices x and y the (graph) distance between them is the quantity |x − y| := n i=1 |x i − y i |, that is the smallest number of edges on the path connecting x and y.
A simple random walk on a hypercube is a particle which moves from one vertex to another along the edges of this graph, with equal probabilities.
Since each vertex is connected by an edge to exactly n other vertices, the probability to go to any particular neighbor equals 1/n, and is independent of the past movements. Such a walk has been fairly extensively studied, especially its asymptotic properties, but we were not able to find in the published materials the exact formula found by us in Theorem 1. Probably the most relevant references for the walk on the hypercube would be [1] , [2] and [3] , which of course does not expire the set of the available literature on the topic.
Suppose we have two distinct vertices a and b. Start a random walk at some point X 0 = x and denote its position at time n as X n . Assume that the walk stops when it hits either a or b. Our aim is to compute the probability that X n hits b before it hits a. Formally, if τ = inf{n ≥ 0 : X n = a or b} we want to compute Theorem 1 Suppose we start a simple random walk on the hypercube from point x = (x 1 , x 2 , . . . , x n ). Then the probability that this walk hits b before a, 
Proof: As it is noted in [2] , instead of finding the probability p(x) we can solve a seemingly completely different problem from electric networks as follows. Suppose that each edge of the hypercube is replaced by a unit resistor. Attach a 1 volt battery to points a and b, such that the voltage at a, denoted as v(a), equals 0, and the voltage at b is v(b) = 1. Then the voltage at vertex x, denoted by v(x) is equal exactly to the unknown probability p(x). Thus, to solve our problem, we will use the language and the methods borrowed from electric network theory. For example, if two or more resistors are connected in series, they may be replaced by a single resistor whose resistance is the sum of their resistances. Also, m (≥ 2) resistors in parallel may be replaced by a single resistor with resistance R equal to 1/(R From the symmetry it follows that the voltage at all vertices of the cube lying in the set
is the same and depends on k only. Let us denote this voltage w k . Similarly, the voltage at all vertices in
is also the same, let us denote this voltagew k . Moreover, from symmetry, the probability to hit a = (0, . . . , 0, 0) before b = (0, . . . , 0, 1) starting from (x 1 , x 2 , . . . , x n−1 , 0) is the same as the probability to hit b before a starting from (x 1 , x 2 , . . . , x n−1 , 1), we obtaiñ
Obviously, we have
Now for 1 ≤ k ≤ n−1, the vertex x = (x 1 , x 2 , . . . , x n−1 , 0) ∈ W k is connected to n vertices
. . .
where the last one lies inW k , and among the first n − 1 vertices k lie in W k−1 and n−1−k in W k+1 (since there are exactly k ones and n−1−k zeros in the set {x 1 , x 2 , . . . , x n−1 }). From Kirchhoff's and Ohm's Laws, stating that the sum of all currents from a vertex is zero, and the current that flows through an edge equals the difference in voltages divided by the resistance of that edge (which are all one in our case), we conclude that
whence taking into account (1)
Additionally, for k = n − 1, we obtain in the same way
Thus we have to solve the system of equations (2), (3), and (4). To this end, first set w k = 1 2
− u k for all k, then our system becomes
with the additional condition u n = 0 (its value does not matter anyway since it is multiplied by 0 for k = n − 1). Note that intuitively we must end up with u k ≥ 0, since every vertex x ∈ W k is closer to a than to b. Thus the probability w k to hit b before a should not exceed 1 2 . We can rewrite system (5) as
Solving system (6) backwards, we obtain
etc. With some guessing, one can notice that
for i = n, n − 1, n − 2, n − 3. Let us prove by induction that this is true for all i = 1, . . . , n. Indeed, we already know that (7) holds for i = n, . . . , n − 3. Suppose that (7) holds for i = k + 1, k + 2, . . . , n. Let us establish (7) for i = k. Indeed, from (6), plugging in (7) with i = k + 1, we obtain
yielding ku k−1 = nu n−1 + (n − k)u k and thus completing the induction.
In the next step we want to compute u i as a function of u n−1 . Let us denote u n−1 = c and substitute Remark 2 On the other hand, the formula for the probability that the walk started at a = (0, 0, . . . , 0) is located at vertex x = (x 1 , x 2 , . . . , x n ) at time N with |x| = n i=1 x i = k is known and given by formula (3.1) in [1] :
