Abstract. By making use of the approximation method, we obtain the existence and regularity of the viscosity solutions for the generalized mean curvature flow. The asymptotic behavior of the flow is also considered. In particular, the Dirichlet problem of the degenerate elliptic equation
Introduction
Let n < 6, and D ⊂ R n+1 a bounded domain with a C 2 boundary of mean curvature H ≥ 0 with respect to its outer unit normal. For Ω = R n+1 \ D and a nonnegative function f ∈ C 0,1 (Ω), Bernhard Hein considered the viscosity solutions of the inverse mean curvature flow (cf. Here u t = ∂u ∂t , ∇u = grad u, div is the divergence operator in R n+1 . He proved that there exists a unique nonnegative weak solution which satisfies (1.1). And there is a positive constant C = C(n, D, f ) such that for x ∈ Ω and all t > 0,
Y.Giga, M.Ohuma and M.Sato studied the following Neumann problem (cf. 
where γ is the outer unit normal of ∂D and f (x) ∈ C 2 (D). They discovered some interesting properties of the solution u(x, t) (see Theorem 1.1 in [2] ) which satisfies (1.2) in viscosity sense.
Inspired from [1] and [2] , we investigate the global properties of solutions of the generalized mean curvature flow equations (1.3) u t − |∇u| div ∇u |∇u| + ν = 0, (x, t) ∈ D × (0, +∞), where ν is a constant. The equation (1. 3) has a geometric significance because γ-level surface Γ(t) of u moves by its mean curvature when ν = 0 provided ∇u does not vanish on Γ(t). Such a motion of surfaces has been studied by many authors in various conditions (cf. [3] , [4] , [5] , [6] , [7] , [8] ).
However, the uniformly gradient estimates for solutions of (1.3) are little known and crucial for studying the global properties of viscosity solutions.
In the present paper we consider the initial and boundary value problem
Here h(x) and g(x) are the given functions on D.
Our main purposes are to show the existence and regularity of the viscosity solutions for (1.4), study their asymptotic behavior, and prove that u(x, t) converges to a solution of the Dirichlet problem of degenerate elliptic equation
as t → +∞. The solvability of (1.5) doses not seem to be easily found in literature as far as we knew.
Quite naturally, we always use the following notations
Firstly we introduce the definition of viscosity solutions. Definition 1.1. Suppose that u(x, t) is a function in C(D×[0, +∞)) and satisfies the initial and boundary conditions of (1.
bounded open set, which satisfies
and at (x, t) that
Or there exists η = (η 1 , η 2 , · · · , η n+1 ) with |η| ≤ 1 at (x, t) such that
Then u(x, t) is viscosity sub-solution of (1.4). Definition 1.2. Suppose that u(x, t) is a function in C(D×[0, +∞)) and satisfies the initial and boundary conditions of (1.
Then u(x, t) is viscosity super-solution of (1.4). Definition 1.3. If u(x, t) is a viscosity sub-solution and also is a viscosity super-solution of (1.4), then u(x, t) is a viscosity solution of (1.4).
Let us fix
and suppose that D is a smooth strictly convex bounded domain in R n+1 , and |ν| < nH0 n+1 , where H 0 is the positive lower bound of the mean curvature of ∂D.
One of the main results in this paper is the existence and regularity of viscosity solutions of (1.4). Theorem 1.4. There exists a unique function u(x, t) which satisfies (1.4) in viscosity sense and
where the constant C depends only on n, ν, D, h C 2 (∂D) and g C 2 (D) .
As an application of Theorem 1.4, we have Corollary 1.5. Suppose u(x, t) is the viscosity solution of (1.4). Then there exists a function v(x)
and v(x) satisfies (1.5) in viscosity sense. Remark 1.6. By Corollary 1.5 the Dirichlet problem (1.5) is solvable. But we don't know whether the viscosity solutions of (1.5) is unique.
that D ′ is a smooth convex bounded domain in R n , such that
where x ′ = (x 1 , · · · , x n ) and m is a positive constant.
Theorem 1.7. Let ν ≥ 0 and suppose that g(x ′ , x n+1 ) is a non-decreasing function of x n+1 which satisfies
where λ is a constant. Then the viscosity solution u(x, t) in C(D×[0, +∞)) of (1.4) satisfies
In the next section we construct an approximation problem of (1.4) and establish uniform estimates for their classical solutions. In the last section we present the proof of the main results.
Preliminary Estimates
Consider the approximate problem of (1.4) (with ǫ ∈ (0, 1)) in a smooth strictly convex bounded
We want to use the continuity method to prove the solvability of (2.1) and then obtain the estimates similarly to (1.7) and (1.8).
In order to solve (2.1) we use the following form of fixed point theorem (cf. [9] ).
(1) χ is continuous and compact.
(2) χ(b, 0) = 0, ∀b ∈ B.
(3) There exists constant C > 0 such that
For any T > 0, we define
From the theory on linear parabolic equation (cf. [10] ) and for anyũ ∈ B, σ ∈ [0, 1], there exists a unique function u, where u ∈ B, u ∈ W 2,1
By (2.2) we can define a map from B × [0, 1] to B and denote u = χ(ũ, σ). The main step in our argument is to validate the three conditions of Lemma 2.1 one by one.
It is obvious that χ(ũ, 0) = 0 for everyũ ∈ B by the uniqueness of the initial and boundary value problem (2.2). We see that the map χ is compact by Schauder estimates and Sobolev embedding theorem (cf. [10] ). Consequently we claim that χ is continuous. In deed, this fact follows from the compactness of χ and the uniqueness of the mapping χ(ũ, σ).
So it remains to verify the third condition for applying Lemma 2.1 to the problem (2.2). Suppose
By using regularity theory,
is equivalence to the boundness of u and ∇u in the L ∞ norm which is independence of σ if
In this section we derive W 1,∞ estimates for the classical solutions of (2.3) in which the bound is not only independent of σ, but also independent of ǫ and T .
and
The estimates follow from the next three lemmas. The following comparison principle is by Theorem 14.1 in [10] .
The estimates of the maximum norm for the solutions of (2.3) is the following:
where C is depending only on h C(∂D) , g C(D) , and D.
Proof.
Step 1. By |ν| < nH0 n+1 and Theorem 16.10 in [9] , there exists
Then w is a classical solution of the following Dirichlet problem:
It follows from Theorem 6.1 in [11] that there exists a constant C depending only on n and diamD
Step 2. Suppose that κ is a positive constant which will be determined later. Set v
By (2.6) we can choose κ depending only on h C(∂D) , g C(D) , and D such that
By applying Lemma 2.2 we arrive at
For the same reason we obtain
This yields the desired results.
The following is the gradient estimates for the solutions of (2.3).
and is a solution of (2.3). Then
where C is depending only on h C 2 (∂D) , g C 1 (D) and D.
Step 1. We derive the gradient estimates of u at the boundary and the methods comes from [4] . Set w = u − h. Then by (2.3) w satisfies the following equations on D × (0, T ):
In the neighborhood Θ of ∂D × [0, T ) we will construct the functions ψ ± which are independent of t and satisfy
Consequently by Lemma 2.2 we have
For (x, t) ∈ ∂D × [0, T ), if a is the normal vector of ∂D such that
Then by (2.9) and (2.11) we obtain
Letting s → 0, we have ∂ψ
In the following we constitute ψ + and ψ − which satisfy (2.8)-(2.10) in detail. Firstly set
where d(x) is the distance from x to ∂D, ρ and λ are positive constant which will be determined later. Selecting the positive constant ρ to be small enough such that d(x) satisfies
(b) In N , |∇d| = 1, and
(c) If x ∈ N , then there exists x 0 ∈ ∂D such that d(x) = |x − x 0 |. By Lemma 14.17 in [9] we can present the formula
where k 1 , k 2 , · · · , k n are the principle curvature of ∂D at x 0 .
Because ∂D is strictly convex, the mean curvature of ∂D have the positive lower bound and we denote it by H 0 . Choosing ρ < 1 H0 and by (2.13) we have (2.14)
Now we verify ψ + satisfying (2.8)-(2.10) one by one.
(1) By the definition of d(x), ψ + satisfies (2.9).
(2) If x ∈ N , then we can choose x 0 ∈ ∂D such that d(x) = |x − x 0 |. And by w(x 0 , 0) = 0 we obtain
where β is depending only on h C 1 (∂D) and g C 1 (D) . On the other hand, if x ∈ ∂N ∩ D, then d(x) = ρ. So we can select the positive constant λ, such that ψ + satisfies (2.10).
(3) ψ + satisfies (2.8). In fact,
Then by (2.14) and Σ
By Lemma 14.17 in [9] , |d ij | have an upper bound depending only on ∂D. Let positive constant λ to be large enough then we obtain (2.15)
where C is depending only on ∂D, h C 2 (∂D) . From (2.15) and |ν| < nH 0 let λ to be large enough which is depending only on ∂D and h C 2 (∂D) then we have
For the same reason we can construct ψ − which satisfies (2.8)-(2.10). So we have obtained the desired results of step 1 by (2.12).
Step 2. For i ∈ {1, 2, · · · , n + 1}, let ̟ = u i . Differentiating (2.3) with respect to x i we get
where
By the maximum principle for linear parabolic equation (cf. [10] ) and (2.12) we obtain (2.8).
From Lemma 2.1-2.4 and the Schauder estimates we conclude that Theorem 2.5. For any ǫ > 0, there exists u ǫ which satisfies
and u ǫ is a classical solution of (2.1). And there holds
where C depends only on h C 2 (∂D) , g C 1 (D) , H 0 and D.
Corollary 2.6. Suppose u ǫ is a classical solution of (2.1). Then there holds
Proof. Set
From (2.1) we see that
Substituting (2.18) into (2.17) we obtain (2.19)
For (2.19) integrating from 0 to T and using (2.5) we have
where C is a constant which is independent of ǫ. Taking T → +∞ we get
Combining (2.7) with (2.20) we arrive at
Corollary 2.7. Suppose u ǫ is a classical solution of (2.1). Then there holds
where C depends only on g C 2 (D) .
Proof. Set ω = u ǫ t . Differentiating (2.1) with respect to t we get
This yields (2.21) by using maximum principle .
The proof of main results
In the third section, we give the proof of Theorem 1. 
Combining Corollary 2.6 with Fatou's Lemma we verify that u satisfies ( Consider the viscosity solution u of (1.4). For (
From (1.7) and the Ascoli-Arzela's Theorem, there exists a subsequence of {u k } (still denote the subsequence by {u k }) and the function v(x, t), such that
By (1.8) we obtain
Letting k → +∞ we have
It follows from (3.1) and (3.2) that for any φ ∈ C ∞ 0 (D) and χ ∈ C ∞ 0 (0, 1),
By (1.4) u k satisfies the following equation in viscosity sense
From (3.4) taking k → +∞ and using (1.7),(3.1),(3.3) and applying Theorem 2.4 in [3] we deduce
in viscosity sense. This completes the proof of Corollary 1.5.
Proof of Theorem 1.7. Firstly taking positive constant δ to be small enough we can construct a pair of non-decreasing C 2 functions g + (τ ) and g − (τ ) such that (3.5)
In fact, by the hypothesis of g we can choose g
By smoothing the point (m + δ, λ) and letting ǫ = ǫ(δ) to be small enough we obtain g − (τ ) which satisfies (3.5).
Let
We claim that u + (x ′ , x n+1 , t) and u − (x ′ , x n+1 , t) are viscosity sub-solution and viscosity supersolution of (1.4) respectively. Then using Theorem 1.7 in [12] , i.e, the comparison principle for the viscosity solution of (1.4) which is likely to Lemma 2.2, we get
In particular, if x n+1 ≥ m + δ for any δ > 0, then u + (x ′ , x n+1 , t) = u − (x ′ , x n+1 , t) ≡ λ by making use of (3, 5) . Taking δ → 0 we obtain (1.11).
Now we prove that u + (x ′ , x n+1 , t) is viscosity super-solution of (1.4). In a similar way we can prove that u − (x ′ , x n+1 , t) is a viscosity sub-solution of (1.4). Then at (x, t) we have
If ∇ϕ = 0. Then by taking η = (η 1 , η 2 , · · · , η n , η n+1 ) = (0, 0, · · · , 0, 1) and using (3.7) we obtain (3.8)
By (3.7) and (3.8) there holds
On the other hand, if ∇ϕ = 0. Then by (3.7) we get Combining (3.7) with (3.9), we obtain (3.10)
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It follows from (3.10) and (3.11) that δ ij − ϕ i ϕ i |∇ϕ| 2 ϕ ij + ν|∇ϕ| ≤ ϕ t .
So we conclude that u + (x ′ , x n+1 , t) is viscosity super-solution of (1.4) . This completes the proof of Theorem 1.7.
