Inference of phylogenetic trees using the maximum likelihood (ML) 
Introduction
Phylogenetic trees are used to represent the evolutionary history of a set of n organisms (also called taxa). A multiple alignment of a small region of their DNA or protein sequences can be used as input for the computation of phylogenies. In a computational context phylogenetic trees are usually strictly bifurcating unrooted trees. The organisms of the alignment are located at the tips and the inner nodes represent extinct common ancestors. The branches of the tree represent the time which was required for the mutation of one species into another-new-one. The inference of phylogenies with computational methods has many important applications in medical and biological research, such as e.g. drug discovery and conservation biology (see [1] for a summary). Due to the rapid growth of available sequence data and the constant improvement of multiple alignment methods it has now become feasible to compute large trees which comprise more than 1,000 organisms. The computation of the tree-of-life containing representatives of all living beings on earth is one of the grand challenges in Bioinformatics.
The fundamental algorithmic problem computational phylogeny faces consists in the immense amount of potential tree topologies. This number grows exponentially with the number of sequences n, e.g. for n = 50 organisms there already exist 2.84 * 10 76 alternative topologies; a number almost as large as the number of atoms in the universe (≈ 10 80 ). In fact, it has already been demonstrated that finding the optimal tree under the maximum likelihood (ML) criterion is NPhard [4] . However, despite the algorithmic complexity and the high computational cost of the ML function, significant progress has been achieved with the release of fast and accurate sequential and parallel programs such as e.g. PHYML [8] , IQPNNI [16] , MetaPIGA [13] , TreeFinder [11] , GAML [2] , TREE-PUZZLE [22] and RAxML [23] . Typically, these programs allow for inference of 1,000 taxon trees on a single CPU in reasonable times. Since the main focus of program development has rightfully been on search algorithms, technical issues such as memory efficiency and manual optimization of the source code have been neglected. Despite the distinct statistical approach, programs for Bayesian inference such as MrBayes [10] heavily rely on the frequent evaluation of the likelihood function and therefore share the same technical problems.
Therefore, a paradigm shift towards technical implementation issues in ML program development is required to enable inference of larger phylogenetic trees in the future. For example, a recent critical review of the RAxML source code from a technical perspective lead to some simple technical optimizations which yield run time improvements of factor 1.66 on 1,000 taxa up to 67 on 25,000 taxa. For the 25,000 taxon case RAxML already required 2GB of main memory under the simple HKY85 [9] model of nucleotide substitution without rate heterogeneity. Thus, if the Γ model with quadruple memory requirements was to be used on this large alignment, such an analysis would not be feasible. Within the context of continuous data accumulation, increasing memory shortage and the growing discrepancy between CPU and memory access speeds the present paper intends to analyze whether the Γ model of rate heterogeneity can be replaced by the significantly faster and less memory-intensive CAT model from a purely empirical perspective. The basic objective is to determine if comparable trees-with respect to their Γ likelihood score and topological similarity-can be obtained by using CAT on typical real world biological data. It can not be emphasized enough, that all final tree topologies in this paper, whether inferred under Γ or CAT, are compared on the basis of their Γ likelihood values to ensure a fair comparison using the objective function and to account for the preferred model in the phylogenetics community which currently is the Γ model. The basic question asked in this paper is if a significantly faster search under the CAT model can yield final tree topologies with similar Γ likelihood values as a search under Γ. This is then placed into a high performance computing perspective, since CAT appears to be the only technically feasible solution (duo to reduced memory requirements) to incorporate rate heterogeneity into analyses of huge trees.
The remainder of this paper is organized as follows: In Section 2 the computationally relevant mathematical background of the Γ and CAT models for ML-based tree inference is outlined. In addition, the relatively few existing alternative implementations (except that of RAxML) of the CAT model are mentioned. Section 3 describes the algorithm which is used in RAxML to optimize and categorize the per-site individual rates. Furthermore, a dedicated algorithm for the refinement under Γ (R Γ algorithm) is briefly described which allows for additional refinement of final trees obtained with the CAT model under the Γ model. The results of the large experimental study on 19 real-world alignments and a performance comparison with the popular IQPNNI and PHYML programs is provided in Section 4. Moreover, the memory efficiency of the competing models is analyzed in terms of L2 and L3 cache misses. Section 5 provides a conclusion and addresses issues of current and future work.
Models of Rate Heterogeneity
As already mentioned there exist two basic methods to account for rate heterogeneity among sites (alignment columns): individual per-site evolutionary rates and the Γ model [26] of rate heterogeneity. The main reason that the model of per-site evolutionary sites is not often used, is based mainly on statistical concerns that optimizing the evolutionary rate for each individual site might lead to over-parameterizing and thus over-fitting the data [26] . However, the effect of overestimation can be alleviated by using a fixed number c m of rate categories (CAT model), where m is the number of distinct patterns (columns) in the alignment. In this case every individually optimized evolutionary rate r i where i = 1, ..., m has to be mapped to one of the rate categories ρ j where j = 0, ..., c − 1. In addition, the individual values of the ρ j have initially to be determined by taking into account the distribution of r i values. This categorization-hence the name CAT-of c rate categories also has a computational advantage over using m individual rates: A relatively large number of exponentials has to be computed per individual rate in order to obtain the respective transition probability matrix. The number of invocations of the compute-intensive exp() function is reduced to a constant c which typically ranges between 25-100 in comparison to the full alignment length m which typically ranges from 500-2,000 (see Table 1 ). To the best of the author's knowledge, models of per-site evolutionary rates are currently only implemented in RAxML, IQPNNI, PHYLIP [7] , and fastDNAml [17] .
However, in IQPNNI the per-site rates are not categorized and only the likelihood of the intermediate and final trees is evaluated using this model. This means that the actual tree search is conducted using the plain model without rate heterogeneity (B.Q. Minh, personal communication). Therefore, IQPNNI has only been executed using the Γ model of rate heterogeneity for the performance comparison in Table 2 . It is worth noting though, that individual rates r i in IQPNNI are optimized using a different approach [15] than in RAxML.
The approach implemented in fastDNAml and PHYLIP is very similar to the CAT model in RAxML. The main difference is that in fastDNAml the number of individual rate categories is fixed to a maximum of 36. and that a separate program (DNArates [18] ) is required to compute and categorize the evolutionary rates based on a fixed tree. Thus, in contrast to RAxML, fastDNAml does not offer the possibility to re-adapt the parameters of the CAT model to a changing topology during the inference process. Unfortunately, the process of rate optimization and categorization in DNArates has never been published.
The need to account for rate heterogeneity in MLbased analyses is broadly accepted in the community. Moreover, Biologists often have to incorporate the Γ model into their studies in order obtain publishable results because there also exists strong biological evidence for rate variation among sites. It has been demonstrated [26] , that ML inference under the assumption of rate homogeneity can lead to erroneous results if rates vary among sites. The intention of this paper is not to argue against Γ in a statistical sense but to empirically determine if CAT can be used as a vehicle to circumvent the complexity of Γ.
CAT versus Γ:
The HPC Perspective: The goal of this paragraph is to provide a notion of the amount of memory space and arithmetic operations required to compute the ML score for a tree topology under CAT and Γ. The seminal paper by Felsenstein [6] and the chapter by Swofford et al. [24] provide detailed descriptions of the mathematical background. Within the HPC context the focus is on the memory space and amount of floating point operations required by CAT and Γ. In most ML implementations the execution time is largely dominated by two basic operations: the computation of the likelihood vectors (also called partial likelihoods arrays) and the optimization of branch lengths. Those operations typically require ≥ 90% of execution time (e.g. for a dataset with 150 sequences: 92.72% of total execution time in PHYML and 92.89% in RAxML-VI). Thus, an acceleration of these functions on a technical level is crucial. The number n (n: number of taxa) and the length of the likelihood vectors m (m: number of distinct patterns/columns in the alignment), dominate the memory consumption of typical ML implementations. Thus, the overall memory consumption is of O(n * m).
After a change of the tree topology the likelihood of the tree is computed by filling in the likelihood vectors affected by the change bottom-up. To understand how the individual likelihood vectors are updated with given branch lengths bq, br consider a subtree rooted at node p with immediate descendants r and q and like- 
where f() is a simple function, i.e. requires just a few FLOPs, to combine the values of g(q[i], bq) and g(r[i], br). The g() function however is more computationally intensive since it contains the evaluation of the transition probabilities. The parameters bq and br represent the branch lengths. The above pseudocode represents the main computational load of a typical ML implementation. Note that, the optimization of branch lengths is very similar with respect to the loop structure and therefore omitted at this point.
Accommodating CAT: Given the optimized rates per site and given the rate categorization (see Section 3) one can easily modify the basic for-loop to accommodate the CAT model. At each iteration of the loop the evolutionary rate r of the current position i has to be determined. This is performed by looking up the respective rate category of position i in category[]. Note that, 0 ≤ cat < c where c is the maximum number of rate categories specified by the user (default in RAxML-VI is 50 rate categories). The rate[] vector is pre-computed before the main forloop mainly in order to avoid redundant invocations of the exp() function. In order to account for distinct per-site rates the g() function now also depends on the rate category of the site. The pseudocode for updating the likelihood vectors with rate categories is indicated below: Accommodating Γ: The computationally more complex form of dealing with heterogeneous rates, due to the fact that significantly more memory and floating point operations are required (typically factor 4), consists in using either discrete or continuous stochastic models for the rate distribution at each site. In this case every site has a certain probability of evolving at any rate contained in a given probability distribution. For example a concrete distribution of the likelihood for one site is obtained by summing over all products of likelihoods for the discrete rates times the probability from the distribution. In the continuous case likelihoods must be integrated over the entire probability distribution.
The most common and most broadly used distribution types are the continuous [25] and discrete [26] Γ distribution. The actual form of the Γ function is determined by the α shape parameter which is optimized based on the likelihood. Small α values (α = 0.1) stand for high rate heterogeneity and large values (α = 5.0) for low rate heterogeneity. For computational reasons, in most ML programs the default is to use a Γ distribution with 4 discrete rates. This represents an acceptable trade-off between inference time, memory consumption and accuracy. The implementation of the Γ model in RAxML also uses 4 discrete rates which in addition have been hard-coded in the main for-loops and manually optimized to ensure a fair comparison with the highly optimized implementation of the CAT model.
Given the four individual rates from the discrete Γ distribution r0,... The above pseudocode clearly shows why using Γ is almost prohibitive for computing huge trees: Per iteration of the for-loop it requires almost the quadruple number of floating point operations. Since memory shortage currently represents one of the main obstacles for inference of larger phylogenies the quadruple memory space required by Γ is even more problematic. Therefore, with respect to the HPC perspective and inference of huge trees, the CAT model should, and in the 25,000 taxon case must, be preferred over the Γ model due to the significantly inferior inference times and memory consumption.
Algorithms

Rate Category Optimization & Classification:
The per-site evolutionary rates of a tree in RAxML are obtained by maximizing their individual per-site likelihood values. The lowest possible rate has been limited to 0.0001 to avoid numerical problems. The largest possible rate is arbitrary. The per-site rates are optimized using a Brent-like iterative method [19] . Provided the optimized individual rates r i , i = 1, ..., m they have to be mapped to the respective rate categories ρ j , j = 0, ..., c − 1. RAxML uses a very simple procedure to categorize rates which is mainly based on the per-site likelihood contributions l(r i It is important to note, that the parameter for the optimization of per-site evolutionary rates is lowered progressively. It is lowered at each invocation of the rate category optimization function, which is executed after each iteration of the RAxML tree search algorithm.
The R Γ Algorithm: The R Γ (read Refinement under Γ) optimization option is a modified version of the standard hill-climbing search algorithm of RAxML as described in [23] . R Γ optimization can be invoked by specifying -f h in the command line of RAxML. The purpose of this search algorithm is to further optimize trees under Γ that have initially been computed under CAT. For example, initial trees can be inferred using CAT and then further be refined using Γ with the R Γ search algorithm. One main difference with respect to the standard search algorithm is that the maximum rearrangement setting is limited to a distance of 5. In addition, the analytical optimization of branch lengths (for details see [23] ) which is mainly intended for the initial optimization phase where many improved trees are encountered, is omitted. Thus, the lengths of branches adjacent to the insertion points of subtrees are optimized thoroughly during the entire optimization process. The limitation of the rearrangement distance and the choice to optimize branches thoroughly are due to the assumption that refinement under a distinct, though related, model of substitution will not result in dramatic changes of the tree topology. This is of course a very questionable and perhaps dangerous assumption, but works well in the concrete case: a refinement of trees inferred with CAT under Γ (see next Section). The combined inference process of trees under CAT with a subsequent refinement using R Γ will henceforth be called CAT+R Γ .
Experimental Setup & Results
Test Data: In order to conduct experiments, a relatively large number of 19 real-world alignments from various sources has been used. The alignments comprising 150, 200, 250, 500, 1,000, and 1,665 taxa (150 ARB,...,1663 ARB) have been extracted from the ARB small subunit ribosomal ribonucleic acid (ssu rRNA) database [14] . Those alignments contain organisms from the domains Eukarya, Bacteria and Archaea. In addition, the 101 and 150 sequence data sets (101 SC, 150 SC, available at www.indiana.edu/˜rac/hpc/fastDNAml) are used. Furthermore, two well-known real data sets comprising 218 and 500 sequences (218 RDPII, 500 ZILLA) were included into the test set. In particular, the 500 ZILLA alignment has been studied extensively under the parsimony criterion [3] . A 193-taxon data set 193 VINH is also included which has been used by Vinh et al. [12] to assess performance of the PhyNav program. A set of 7 alignments comprising 73, 74, 104, 128, 144, 178, and 180 mitochondrial DNA sequences of mammals (73 Olaf,...,180 Olaf) have kindly been provided by Olaf Bininda-Emonds from the Technische Universität München. Finally, an alignment of 715 archaeal 16s sequences (715 CHUCK) has been obtained from the Pace Laboratory at the University of Colorado at Boulder. It is important to note that, except for the 128 OLAF dataset, it was not possible to obtain realworld alignments with a Γ shape parameter α ≤ 0.3 or α ≥ 1.4. The general consensus of responses from Biologists was that the above range of α values is typical for real alignment data (personal communications). In a paper on bacterial phylogenies Dalevi et al. make the same observation [5] .
Test Platforms: PHYML (v2.4.4), RAxML (now available as RAxML-VI (v1.0)), and IQPNNI (v3.0.b1) have been compiled using gcc-3.3.3. All performance tests where executed on the Infiniband-cluster at the Technische Universität München, equipped with 36 2.4GHz Quad-Opteron nodes and 8GB of main memory per node. In order to measure the amount of cache misses in RAxML an Intel 1.3GHz Itanium processor was used, since hardware counters can easily be obtained on this architecture using pfmon.
Experimental Setup: For each alignment, a set of randomized parsimony starting trees was generated with RAxML (see [23] ). For the smaller alignments (≤ 250 sequences) 10 distinct starting trees per dataset were generated and for the larger ones (> 250 sequences) 5 trees. In order to keep the inference times within reasonable limits the HKY85 model of nucleotide substitution was used.
On each dataset/starting tree combination a RAxML search was executed using the HKY85+Γ model, the HKY85+CAT model with c = 25 rate categories and the HKY85+CAT model with c = 50 rate categories. Moreover, the final HKY85+CAT trees were refined using the R Γ algorithm. To ensure a fair comparison the final Γ log likelihood values l Γ were computed for all trees obtained under HKY85+CAT. Therefore, all likelihood-based comparisons in this study refer to Γ likelihood values! This evaluation of final topologies was performed using the RAxML model and branch length optimization option -f e, i.e. the topology itself was not altered. The topological Robinson-Foulds distances [21] were also computed using the respective final trees of each individual run with Γ, CAT, and CAT+R Γ . In order to determine the number of L2 and L3 cache misses RAxML was executed once per datasets on 8 alignments (see Table 3 ) with one fixed starting tree under the HKY85+Γ and HKY85+CAT (c = 25) models.
PHYML and IQPNNI have been executed once on each alignment under the HKY85+Γ model. The programs have only been executed once per dataset, since they use a deterministic neighbor joining starting tree. Note that, there exist subtle differences in the numerical implementation of the likelihood function between PHYML and IQPNNI and RAxML, especially with respect to scaling very small likelihood values. To this end, the Γ likelihood values of all final tree topologies have been computed with RAxML (-f e command line option) to ensure a fair comparison of scores. PHYML is a purely deterministic program and the inference process terminated in all cases. In IQPNNI the number of iterations of the search algorithm can be set to arbitrary values. Therefore, the number of iterations of the IQPNNI algorithm was set to approximately match the inference times of RAxML (execution time ratios between 0.7 and 1.5, see Table 2 ).
Results:
As already mentioned the main argument against using the Γ model is the high memory consumption and the high computational cost. To emphasize this point Figure 1 Table 1 . Note that, the apparently small likelihood differences in Table 2 are significant since they have been calculated based on the log likelihood values and therefore indicate the difference in log likelihood units. Table 2 In addition, columns l Γ (P)/l Γ (R) and l Γ (I)/l Γ (R) depict the ratio of the Γ likelihood values of the final trees l Γ (PHYML)/l Γ (RAxML)and l Γ (IQPNNI)/l Γ (RAxML). Table 2 . Performance comparison of RAxML-CAT with IQPNNI and PHYML Table 3 indicates the ratios L2(Γ)/L2(CAT) and L3(Γ)/L3(CAT) of the number of L2 and L3 cache misses RAxML produced under the CAT and Γ models for a representative subset of alignments. Column T(Γ)/T(CAT) indicates the execution time ratios. It is important to emphasize that these results deviate from the results in Table 1 Table 3 . L2 and L3 Cache misses for Γ and CAT Discussion: Modeling processes we know little about, such as evolution, can lead to controversial dis- cussions and views. Thus, an empirical approach which takes into account the biological and medical insights which can be achieved using competing models should be adopted. This also holds for modeling rate heterogeneity in ML programs. The general necessity of incorporating rate heterogeneity has been empirically deduced and accepted. In order to account for the prevailing views trees inferred via CAT have been evaluated under Γ to demonstrate that CAT can find topologies with equally good and even partially better likelihood values than Γ under exactly the same search algorithm. Thus, CAT can be used as a workaround for the computationally intense Γ model in a large number of practical cases. In addition, the R Γ search option has been incorporated into RAxML to offer a trade-off between the currently widely preferred Γ model and the speed of CAT. The CAT+R Γ algorithm still yields an average reduction in execution times by a factor of 2.8. The maximum average deviations in Γ likelihood scores range between −0.000392 and +0.001454 for CAT and −0.000127 and +0.001549 for CAT+R Γ respectively (see Table 1 ). The scoredifferences in those cases where CAT yields inferior average likelihoods than Γ are acceptable. Moreover, on average over all datasets both CAT and CAT+R Γ yield better Γ likelihood scores at significantly lower inference times. Despite the relatively small average deviations of likelihood scores the topological distance between trees obtained by Γ and CAT is in some cases relatively large (104 OLAF, 101 SC, 193 VINH, 218 RDPII, 1663 ARB). Due to the more exhaustive search algorithm and the highly optimized implementation of the likelihood functions, both for Γ and CAT, RAxML clearly out-competes other fast and popular ML programs such as IQPNNI and PHYML within the same amount of execution time. For PHYML the maximum score deviations range from −0.000052 to +0.006013 and for IQPNNI from −0.000248 to +0.003195. It is important to note, that IQPNNI and PHYML only out-competed RAxML under CAT without refinement on 3 of the smaller datasets where considerations regarding inference times and memory consumption are less important. Simulated data has not been used in the present study because there is no means to generate simulated alignment data with SeqGen [20] under the CAT model as opposed to the Γ model. Therefore, such an analysis would a priori be biased in favor of Γ. From the HPC perspective, the arguments in favor of CAT are evident: The inference times are significantly better for CAT and CAT+R Γ due to the lower number of L2 and L3 cache misses (see Table 3 ) and the smaller number of floating point operations. In addition, analyses of huge trees with several thousands of taxa, can be conducted with a quadruple (for the most common implementation of Γ using 4 distinct rate categories) alignment size under CAT.
Conclusion & Future Work
To the best of the author's knowledge this paper provides the first comparative study of the Γ and CAT models of rate heterogeneity on typical real-world alignment data under the same search algorithm. In addition, the first detailed description of a simple rate categorization algorithm is given. The current release of RAxML-VI which is available as open source code at www.ics.foth.gr/˜stamatak also incorporates the R Γ algorithm. It is important to note that the results in this paper have been obtained using the old and significantly slower hill-climbing search algorithm of RAxML-V. The final Γ likelihood values of trees inferred under CAT and CAT+R Γ are in many cases better than those computed under Γ and only slightly worse in the remaining cases. Moreover, RAxML under CAT (without R Γ ) out-competes other popular and fast ML programs under Γ on all large datasets where HPC-related considerations are important. However, a method to mathematically determine a "good" number of rate categories c for a specific alignment under some statistical criterion is desirable. Nonetheless, based on the Γ likelihood scores, it has been demonstrated, that CAT can be used as a replacement for Γ. Moreover, CAT currently represents the only computationally feasible solution to accommodate rate heterogeneity in the analyses of huge trees, given that an analysis of 25,000 taxa with RAxML-VI currently requires 2GB of main memory.
