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Resumo Com a evoluc¸a˜o da tecnologia nos u´ltimos anos, os computadores porta´teis
tornaram-se capazes de satisfazer grande parte das necessidades dos utiliza-
dores a n´ıvel pessoal, proporcionando uma mobilidade que os computadores
de secreta´ria na˜o permitiam. Assim, hoje em dia, os computadores pessoais
sa˜o cada vez mais porta´teis, em detrimento dos computadores fixos.
E´ comum as universidades terem computadores fixos dispon´ıveis para os
estudantes nos seus departamentos, mas devido a` mudanc¸a de contexto
dos computadores pessoais, a mobilidade destes deixou de ser um problema
o que leva a que os alunos optem muitas vezes por utilizar os seus com-
putadores porta´teis em detrimento dos computadores fixos disponibilizados
pelas universidades, tornado-se assim estes u´ltimos obsoletos.
A manutenc¸a˜o dos computadores fixos disponibilizados pelas universidades
e´ bastante dispendiosa e apesar de pouco utilizados, existem alguns aspetos
em que a utilizac¸a˜o dos computadores pessoais dos alunos na˜o e´ deseja´vel,
em particular a realizac¸a˜o de exames pra´ticos onde e´ necessa´rio restringir
as permisso˜es dos utilizadores. Nos computadores fixos das universidades,
os docentes teˆm privile´gios de acesso sobre o sistema operativo, permitindo
assim manipular as permisso˜es dos restantes utilizadores, ao contra´rio dos
computadores pessoais dos alunos, onde e´ o pro´prio aluno que tem total
controlo sobre as mesmas no seu sistema operativo.
O DETIboot vem resolver o problema de utilizac¸a˜o de computadores pes-
soais durante a realizac¸a˜o de exames pra´ticos, oferecendo aos docentes
a oportunidade de executar facilmente um sistema operativo, configurado
pelos pro´prios, nos computadores porta´teis dos alunos, passando assim o
controlo das permisso˜es dos utilizadores para os docentes.
Para isso, foi desenvolvido um me´todo de transfereˆncia de ficheiros que
consiste na transmissa˜o em difusa˜o sem fios, em modo ad-hoc, baseado em
co´digos Fountain de forma a suprimir a perda de pacotes da comunicac¸a˜o
sem fios. Com isto, foi tambe´m desenvolvido um me´todo de arranque do
sistema operativo que utiliza uma imagem transmitida como sendo a raiz
do mesmo, em detrimento de um dispositivo de armazenamento como e´
habitual.

Abstract With the improvements of computers technology in the last years, laptop
computers have become powerful enough to satisfy the needs of the users
in personal context with the mobility that are not present in desktops.
So, nowadays, personal computers are mostly laptops instead of desktop
computers.
Universities usually have desktop computers available to the students in
campus but with the mobility present in today laptops, many students prefer
to use their own laptops in detriment of University desktops, making this
computers useless.
Universities spend many resources in maintenance of these computers and
beside they became useless, in some cases the use of students laptops is
not desirable, like laboratory exams where is necessary restrict users per-
missions. In university desktops, professors have privileged access over the
operating system, giving them the possibility of change users permissions,
unlike students laptops where themselves have full control over the opera-
ting system.
DETIboot comes to resolve the problem of using personal computers on
pratical exames, by giving professors the opportunity of easily run a custom
operating system, configured by their own, in students laptops, passing on
control of users permissions to the professors.
For this propose, was developed a file transfer method consisting on wireless
broadcast transmission, in ad-hoc mode, based on Fountain Codes to sup-
press packets loss of wireless communication. With this, was also developed
a boot operating system method using transmitted file as being the root,
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Esta dissertac¸a˜o surgiu de uma necessidade atual das universidades, mais concretamente
em relac¸a˜o ao desuso, por parte dos alunos, dos computadores fixos disponibilizados pelas
mesmas. Existe ainda a necessidade de manter estes computadores nas universidades, acar-
retando custos elevados, devido a algumas tarefas na˜o realiza´veis nos computadores pessoais
dos alunos. Assim, o objetivo principal desta dissertac¸a˜o visou a criac¸a˜o de mecanismos que
permitam tornar tais tarefas realiza´veis nos computadores pessoais dos alunos. Em particu-
lar, estudou-se um processo ra´pido e flex´ıvel de carregamento de um sistema operativo Linux,
numa populac¸a˜o de ma´quinas arbitrariamente grande durante um per´ıodo de tempo curto.
No final desta dissertac¸a˜o, o objetivo principal foi cumprido com resultados bastante
satisfato´rios (ver cap´ıtulo 5), para ale´m de ainda ser poss´ıvel utilizar a soluc¸a˜o encontrada
noutros contextos, como por exemplo a realizac¸a˜o de workshops, ou qualquer outro contexto
em que seja favora´vel a distribuic¸a˜o de um sistema operativo pre´ configurado.
1.1 Motivac¸a˜o
Hoje em dia, e´ indispensa´vel a qualquer aluno universita´rio ter um computador pessoal,
de forma a poder realizar as mais diversas tarefas ao longo do seu percurso acade´mico. Com
a evoluc¸a˜o da tecnologia, os computadores porta´teis tornaram-se suficientemente poderosos
para desempenhar essas tarefas, para ale´m de poderem estar sempre presentes no trabalho
dia´rio e algo no´mada dos alunos, ao contra´rio dos computadores fixos, que embora consigam
ter normalmente melhor performance, carecem de falta de mobilidade. Assim, grande parte
dos estudantes universita´rios possui um computador porta´til e muitos preferem transporta´-lo
e prescindir dos computadores fixos disponibilizados pelas universidades.
Os computadores disponibilizados pelas universidades sa˜o bastante dispendiosos, tanto
em termos de custo material como a n´ıvel de recursos humanos, e com o aumento do seu
desuso justifica-se diminuir estes custos. No entanto, existem algumas situac¸o˜es em que a
utilizac¸a˜o dos computadores pessoais dos alunos na˜o e´ deseja´vel, como a realizac¸a˜o de exames
pra´ticos, visto que os alunos teˆm controlo total sobre os seus computadores, ao contra´rio
dos computadores fixos das universidades, aos quais normalmente apenas os docentes teˆm
acesso privilegiado, podendo assim configurar aplicac¸o˜es e definir as permisso˜es de acesso dos
restantes utilizadores, limitando deste modo a utilizac¸a˜o dos alunos.
Assim, a motivac¸a˜o principal para esta dissertac¸a˜o foi a de fornecer alternativas via´veis aos
computadores fixos disponibilizados pelas universidades, permitindo assim que estas possam
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reduzir ao ma´ximo o nu´mero de computadores disponibilizados e diminuir substancialmente
ou eliminar os custos necessa´rios para a manutenc¸a˜o destes.
1.2 Problema
Durante a realizac¸a˜o de exames pra´ticos em que e´ necessa´ria a utilizac¸a˜o de sistemas
computacionais, muitas vezes e´ necessa´rio restringir as permisso˜es destes, como o acesso a`
Internet ou a dispositivos de armazenamento de dados (internos ou externos), para que os
alunos na˜o tenham acesso a informac¸a˜o na˜o autorizada ou ajuda externa personalizada que
os possa beneficiar durante a realizac¸a˜o da prova.
Utilizando os computadores fixos disponibilizados pelas universidades, os docentes podem
configurar os seus sistemas operativos de forma a restringir o acesso a servic¸os indeseja´veis
aos alunos, devido ao acesso privilegiado que os docentes teˆm sobre o sistema operativo dos
computadores das universidades.
Nos computadores pessoais dos alunos acontece precisamente o contra´rio, pois sa˜o os
alunos que teˆm acesso privilegiado ao seu sistema operativo, tornando assim dif´ıcil, sena˜o
imposs´ıvel, a tarefa dos docentes em restringir as permisso˜es dos alunos nos seus pro´prios
sistemas.
Assim, para que os docentes consigam ter controlo sobre os computadores pessoais dos
alunos, e´ necessa´rio que estes u´ltimos na˜o tenham acesso privilegiado ao sistema operativo,
ou seja, na˜o podem ser administradores do sistema operativo a correr nos seus pro´prios
computadores. Mais ainda, os alunos na˜o devera˜o ter acesso aos sistemas em avanc¸o, de
forma a na˜o poderem estudar e contrariar, em antecipac¸a˜o, as suas pol´ıticas restritivas.
Com isto, facilmente se identifica o problema em causa, sendo este a necessidade de car-
regar e executar um sistema operativo pre´ configurado em computadores de terceiros, permi-
tindo assim aos docentes configurarem um determinado sistema operativo com as restric¸o˜es e
aplicac¸o˜es desejadas e executa´-lo nos sistemas computacionais dos alunos, removendo assim
o papel de administradores do sistema operativo aos alunos.
No entanto, e´ necessa´rio que o carregamento do sistema operativo seja efetuado em tempo
u´til, por populac¸a˜o numerosa, e garantir tambe´m a detec¸a˜o de ma´quinas virtuais de forma
a poder invalidar a execuc¸a˜o do sistema operativo nas mesmas. Este u´ltimo aspeto, embora
tenha sido estudado e ate´ desenvolvido um me´todo de detec¸a˜o de ma´quinas virtuais baseado
na instruc¸a˜o ma´quina RDTSC, na˜o e´ abordado nesta dissertac¸a˜o, o que na˜o o exclui de um
trabalho futuro.
1.3 Contribuic¸a˜o
Nesta dissertac¸a˜o de mestrado e´ estudado um me´todo de distribuic¸a˜o e execuc¸a˜o de um
sistema operativo, previamente configurado, de forma a permitir realizar uma tarefa e, simul-
taneamente, limitando a utilizac¸a˜o dos sistemas computacionais de terceiros.
De modo a encontrar a melhor forma de distribuir e executar um sistema operativo em
va´rios sistemas computacionais, foram estudados os diversos me´todos de arranque atualmente
existentes, bem como todo o processo de inicializac¸a˜o dos sistemas operativos Linux e as
caracter´ısticas dos sistemas de ficheiros mais utilizados, permitindo assim identificar quais as
limitac¸o˜es atuais e quais as tecnologias ja´ existentes, de forma a idealizar a melhor soluc¸a˜o
poss´ıvel, para os dias de hoje.
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Com este estudo foi enta˜o poss´ıvel identificar que, embora ja´ existam me´todos de arranque
de sistemas operativos pre´ configurados (distribuic¸o˜es live, ver secc¸a˜o 2.2.1) e ate´ a possibi-
lidade de distribuir o sistema operativo remotamente (PXE, ver secc¸a˜o 2.2.1), ainda existem
aspetos que podem ser explorados, como a utilizac¸a˜o de redes sem fios de modo a melhorar a
acessibilidade por parte dos utilizadores, bem como a utilizac¸a˜o de transmissa˜o em difusa˜o,
permitindo ter melhor desempenho devido a tornar a velocidade de transfereˆncia de dados
independente do nu´mero de utilizadores.
Posto isto, nesta dissertac¸a˜o foi enta˜o estudada uma soluc¸a˜o para a distribuic¸a˜o e arranque
de sistemas operativos em computadores de terceiros, utilizando redes sem fios WiFi, em modo
ad-hoc, como canal de comunicac¸a˜o e utilizando transmissa˜o em difusa˜o, de forma a permitir
distribuir e arrancar um sistema operativo num determinado espac¸o geogra´fico sem quaisquer
restric¸o˜es quanto ao nu´mero de utilizadores, ou seja, escala´vel.
Assim, para a executar o me´todo de arranque DETIboot, e´ necessa´rio que exista um no´
na rede responsa´vel pela transmissa˜o em difusa˜o do sistema operativo, e para que os restantes
no´s da rede consigam receber o sistema operativo completo e sem erros, a transmissa˜o e´
codificada utilizando te´cnicas de network coding (co´digos Fountain, ver secc¸a˜o 2.5) de forma
a permitir diferentes instantes de inicializac¸a˜o e a suprimir as eventuais perdas de pacotes,
sem a necessidade de registo ou feedback por parte das ma´quinas clientes, retirando assim a
sobrecarga criada pelo envio de mensagens de notificac¸a˜o. Sem esta sobrecarga, o me´todo de
arranque DETIboot torna-se escala´vel, mantendo um desempenho constante e independente
quanto a` variac¸a˜o do nu´mero de ma´quinas clientes presentes em simultaˆneo.
O me´todo de arranque DETIboot foi desenhado para correr nos sistemas computacionais
mais comuns entre os alunos, ou seja, computadores porta´teis comuns de 64 bits. Assim,
a soluc¸a˜o desenvolvida no aˆmbito desta dissertac¸a˜o na˜o abrange todos os tipos de sistemas
computacionais utilizados pelos alunos, mais concretamente sistemas computacionais Apple e
ma´quinas de 32 bits. Apesar da existeˆncia desta limitac¸a˜o na soluc¸a˜o desenvolvida, e´ poss´ıvel
adaptar esta de forma a obter diferentes verso˜es do me´todo de arranque DETIboot, para





Neste cap´ıtulo sa˜o contextualizados os principais temas abordados no desenvolvimento
desta dissertac¸a˜o, facilitando assim a compreensa˜o global da mesma.
Devido ao contexto em que esta dissertac¸a˜o esta´ inserida, arranque e distribuic¸a˜o em
redes sem fios de sistemas operativos pre´ configurados, sa˜o abordados temas relacionados
com sistemas operativos Linux, redes de comunicac¸a˜o sem fios e te´cnicas de network coding.
Assim, no aˆmbito desta dissertac¸a˜o, foram explorados conceitos relativamente a sistemas de
ficheiros (ver secc¸a˜o 2.1), me´todos de arranque existentes em sistemas Linux (ver secc¸a˜o 2.2),
mudanc¸a de nu´cleo corrente (ver secc¸a˜o 2.3), redes sem fios WiFi (ver secc¸a˜o 2.4) e co´digos
Fountain (ver secc¸a˜o 2.5).
2.1 Sistemas de ficheiros
Em informa´tica, o sistema de ficheiros e´ a forma de organizac¸a˜o dos dados em dispositivos
de armazenamento. Sabendo interpretar o sistema de ficheiros de um determinado disposi-
tivo de armazenamento, o sistema operativo consegue descodificar os dados armazenados no
mesmo e realizar operac¸o˜es de leitura e escrita.
Um sistema de ficheiros e´ assim uma forma de criar uma estrutura lo´gica de acesso a
dados numa partic¸a˜o. Sendo assim, tambe´m e´ importante referir que so´ pode existir um tipo
de sistemas de ficheiros por partic¸a˜o.
Existem va´rios formatos de sistemas de ficheiros, com caracter´ısticas diferentes e diversos
fins. Nesta dissertac¸a˜o sera˜o aprofundados 2 sistemas de ficheiros, menos conhecidos, mas
importantes no contexto da mesma, Initramfs (ver secc¸a˜o 2.1.1) e Squashfs (ver secc¸a˜o 2.1.2)
[1] [2] [3].
2.1.1 Initramfs
O Initramfs e´ um sistema de ficheiros, usado normalmente no arranque de sistema operati-
vos Linux, que corre unicamente em memo´ria RAM e tem como principal finalidade preparar,
montar e inicializar o sistema de ficheiros real do sistema operativo.
Este sistema de ficheiros e´ um arquivo cpio [4], ou seja, um arquivo de mu´ltiplos ficheiros
na˜o comprimido. No entanto e´ poss´ıvel (e recomendado) comprimir este arquivo, podendo
ser utilizados os formatos de compressa˜o gzip, bzip2, LZMA, XZ ou LZO.
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O Initramfs e´ normalmente alocado em memo´ria pelo bootloader . Assim que inicializado o
nu´cleo, este faz a descompressa˜o do ficheiro, caso seja necessa´rio, e utiliza-o como sendo o seu
sistema de ficheiros principal, ficando este alocado em memo´ria RAM. Isto leva a que a criac¸a˜o
de um Initramfs seja espec´ıfica para um determinado nu´cleo de forma a poder incorporar os
mo´dulos necessa´rios e espec´ıficos do mesmo.
Terminado o processo de montagem do Initramfs, por defeito e´ executado o ficheiro /init
deste, podendo ser definido outro ficheiro atrave´s da inclusa˜o da opc¸a˜o ”rdinit=<ficheiro>”
nos paraˆmetros de arranque do nu´cleo, passados normalmente pelo bootloader. O processo
despoletado no Initramfs normalmente trata de preparar, montar e inicializar o sistema de
ficheiros real do sistema operativo. A inicializac¸a˜o deste, por defeito, e´ feita atrave´s do ficheiro
/sbin/init, podendo tambe´m este ser definido nos paraˆmetros de arranque do nu´cleo utilizando
a opc¸a˜o ”init=<ficheiro>” [5].
2.1.2 Squashfs
O Squashfs e´ um sistema de ficheiros desenvolvido para sistemas Linux, com apenas per-
misso˜es de leitura, ou seja, sem permisso˜es de escrita, devido a este se tratar de um sistema
de ficheiros comprimido. O Squashfs comprime ficheiros, inodes e direto´rios, e suporta blo-
cos com tamanho ate´ 1 MB para maior compressa˜o. O Squashfs foi desenvolvido para uso
geral de sistemas de ficheiros, de apenas leitura, em ma´quinas com limitac¸o˜es de memo´ria
(ex. sistemas embutidos), devido a permitir reduzir o tamanho total deste. A versa˜o original
do Squashfs apenas suportava compressa˜o gzip, no entanto, os nu´cleos Linux mais atuais
suportam tambe´m compressa˜o LZMA/LZMA2 e LZO [6].
2.2 Me´todos de arranque
Quando um sistema computacional e´ iniciado, este comec¸a sempre por executar o co´digo
presente na memo´ria permanente (ROM). Nos computadores pessoais mais comuns, o pro-
grama alocado nesta memo´ria e´ normalmente a BIOS (Basic Input/Output System ), e mais
recentemente UEFI (Unified Extensible Firmware Interface). A principal tarefa destes pro-
gramas e´ a inicializac¸a˜o global do sistema computacional e hardware presente.
Apo´s completa a fase de inicializac¸a˜o, a execuc¸a˜o do sistema computacional e´ passada
para a aplicac¸a˜o presente no Master Boot Record (MBR) do dispositivo de armazenamento
de arranque definido. Normalmente e´ poss´ıvel definir previamente qual o dispositivo de ar-
mazenamento de arranque, ou seja, para onde deve ser encaminhada a execuc¸a˜o do sistema
computacional apo´s a fase de inicializac¸a˜o.
O MBR de um dispositivo de armazenamento corresponde aos primeiros 512 bytes deste,
seguindo-se a informac¸a˜o da tabela de particionamento do dispositivo. Existem va´rias formas
de organizar a informac¸a˜o do MBR mas sempre com 512 bytes de tamanho total e a aplicac¸a˜o
de arranque nos primeiros bytes.
Esta forma de arranque dos sistemas computacionais permite que estes possam ser geridos
por diferentes sistemas operativos e que estes possam ser alterados sem comprometer a fase
de inicializac¸a˜o do hardware, estando assim a execuc¸a˜o do sistema computacional apenas
dependente do co´digo presente no MBR do dispositivo de arranque, sendo normalmente as
aplicac¸o˜es utilizadas no MBR nomeadas de bootloaders.
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2.2.1 Linux
O arranque dos sistemas Linux, como qualquer outro sistema operativo, e´ auxiliado por
um bootloader que se encontra normalmente alocado no MBR do dispositivo de arranque,
logo o bootloader e´ o primeiro programa a ser executado apo´s a inicializac¸a˜o da BIOS.
Existem diversos bootloaders para sistemas Linux, cada um com as suas caracter´ısticas,
mas todos eles permitem instalar, em memo´ria RAM, o nu´cleo do sistema operativo, os
paraˆmetros de arranque e um Initramfs (opcional), passando de seguida o controlo do sistema
computacional para o nu´cleo instalado.
O processo seguinte depende da opc¸a˜o (ou na˜o) pela utilizac¸a˜o de um Initramfs. Caso
o arranque do sistema operativo seja efetuado sem o aux´ılio de um Initramfs, e´ o pro´prio
nu´cleo que se encarrega de todo o processo de montagem e arranque do sistema operativo,
consoante as opc¸o˜es inclu´ıdas nos paraˆmetros do mesmo, sendo no entanto a customizac¸a˜o
do arranque limitada. Caso contra´rio, sera´ o Initramfs a realizar todo esse trabalho, como
descrito anteriormente (ver secc¸a˜o 2.1.1), removendo assim as limitac¸o˜es impostas pelo nu´cleo
na customizac¸a˜o do arranque do sistema operativo (ver figura 2.1) [7].
Figura 2.1: Diagrama ilustrativo do arranque de sistemas operativos Linux
Casper/Live
O me´todo de arranque Casper foi concebido de forma a permitir utilizar um sistema
operativo sem a necessidade de instalac¸a˜o pre´via, ou seja, permite arrancar um sistema ope-
rativo Linux pre´ configurado, armazenado num dispositivo de armazenamento de dados, em
qualquer sistema computacional, desde que este possua os requisitos mı´nimos para o correto
funcionamento do mesmo.
Assim, utilizando o me´todo Casper, e´ poss´ıvel iniciar o mesmo sistema operativo em
diferentes sistemas computacionais, utilizando o mesmo dispositivo de armazenamento de
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dados.
Para isso, e´ necessa´rio que o Initramfs utilizado no arranque do sistema computacional,
contenha o me´todo de arranque Casper e que esteja presente nos paraˆmetros de arranque do
nu´cleo a opc¸a˜o ”boot=casper”. Esta opc¸a˜o permite identificar qual o me´todo de arranque que
deve ser utilizado na execuc¸a˜o do Initramfs.
Como o me´todo de arranque Casper atua no Initramfs, o restante processo de arranque
permanece igual, estando a diferenc¸a na forma de montagem do sistema de ficheiros real do
sistema operativo. De forma a diminuir o tamanho do sistema de ficheiros real, e´ utilizada uma
imagem deste, presente no dispositivo de armazenamento de arranque, no formato Squashfs
(ver secc¸a˜o 2.1.2), e montado um overlay em memo´ria RAM sobre este como sendo a raiz
do sistema operativo, permitindo assim escrever no sistema de ficheiros do sistema operativo,
removendo a limitac¸a˜o de escrita do sistema de ficheiros Squashfs, apesar desta informac¸a˜o
na˜o persistir apo´s o encerramento do sistema operativo.
Assim, durante a execuc¸a˜o do sistema operativo, as operac¸o˜es de leitura ao sistema de
ficheiros sa˜o feitas sobre a imagem Squashfs presente no dispositivo de armazenamento e as
operac¸o˜es de escrita sa˜o feitas na partic¸a˜o criada em memo´ria RAM (overlay) [8].
PXE
O PXE (Preboot eXecution Environment) e´ um me´todo de arranque remoto que utiliza
uma arquitetura do tipo cliente-servidor, ou seja, o conteu´do do sistema operativo na˜o se
encontra em nenhum dispositivo de armazenamento de dados do sistema computacional (cli-
ente) que o vai arrancar, sendo este transferido de outro sistema computacional (servidor)
durante o arranque e execuc¸a˜o do sistema operativo. Esta tecnologia permite assim executar
um sistema operativo num sistema computacional, sem a necessidade de utilizac¸a˜o de dispo-
sitivos de armazenamento de dados persistentes. Este tipo de utilizac¸a˜o e´ tambe´m conhecida
como sistemas diskless.
Para que seja poss´ıvel executar este me´todo de arranque, a placa Ethernet do cliente e´
utilizada como dispositivo de arranque, o que implica que exista um Master Boot Record
(MBR) no firmware desta, contendo o co´digo necessa´rio para inicializar o sistema operativo,
ou seja, o me´todo de arranque PXE.
Iniciado o me´todo de arranque PXE, o cliente comec¸a por identificar se existem servidores
de arranque PXE dispon´ıveis na rede presente. Estes servidores anunciam a sua existeˆncia
utilizando a opc¸a˜o DHCPOFFER do protocolo DHCP, onde e´ indicado qual o seu IP e quais
as opc¸o˜es dispon´ıveis, podendo cada opc¸a˜o representar um sistema operativo diferente, ou ate´
o mesmo sistema operativo mas com opc¸o˜es de arranque diferentes (ex. debug).
De seguida, e apo´s ter adquirido um enderec¸o IP utilizando o protocolo DHCP, o cliente
obte´m junto de um servidor PXE informac¸a˜o relativamente ao nu´cleo, paraˆmetros de arranque
e Initamfs, de uma determinada opc¸a˜o deste, de modo a possibilitar assim a transfereˆncia
destes para memo´ria, utilizando o protocolo TFTP (Trivial File Transfer Protocol).
Apo´s a conclusa˜o das transfereˆncias, e´ efetuado o processo normal de arranque utilizando
os ficheiros transferidos, ou seja, e´ montado o Initramfs em memo´ria RAM e executado o
nu´cleo, sendo o restante processo de arranque executado consoante os dados obtidos. Nor-
malmente e´ montada uma partic¸a˜o NFS (Network File System [9] [10]) durante a execuc¸a˜o
do Initramfs, como sendo a raiz do sistema operativo, de modo a apenas ser transferida a
informac¸a˜o do sistema de ficheiros utilizada pelos clientes, ou seja, cada bloco de dados do
sistema de ficheiros dos clientes apenas e´ transferido no momento da primeira operac¸a˜o de
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leitura do mesmo.
Os servic¸os PXE, TFTP e NFS podem ser disponibilizados por um u´nico servidor, ou
distribu´ıdos por diferentes servidores independentes (ver figura 2.2) [11] [12].
Figura 2.2: Diagrama ilustrativo do arranque de sistemas operativos utilizando a tecnologia
PXE
2.3 kexec
O kexec e´ uma ferramenta dispon´ıvel para sistemas operativos Linux, que utiliza uma sys-
tem call (kexec loader) do nu´cleo em execuc¸a˜o para carregar e executar um novo nu´cleo, ins-
talando o novo nu´cleo na mesma zona de memo´ria onde se encontra o nu´cleo atual. Para isso,
e´ necessa´rio que o nu´cleo corrente tenha sido compilado com a opc¸a˜o ”CONFIG KEXEC=y”
de forma a este estar preparado para a mudanc¸a de nu´cleo.
Para ale´m de alocar em memo´ria um novo nu´cleo, a system call permite tambe´m instalar
em conjunto com o nu´cleo, um sistema de ficheiros inicial (Initramfs) e os paraˆmetros de
arranque do nu´cleo, permitindo assim que estes na˜o se percam durante o softreset ao sistema
realizado pelo kexec.
As fases de carregamento e execuc¸a˜o do kexec podem ser efetuadas em separado, per-
mitindo assim executar outras tarefas entre as duas fases, sendo normalmente a tarefa mais
usual o encerramento das aplicac¸o˜es em execuc¸a˜o.
Inicializada a execuc¸a˜o do kexec, o nu´cleo corrente e´ substitu´ıdo pelo novo nu´cleo, a
memo´ria RAM e´ libertada, exceto os dados alocados pela system call (kexec loader), e exe-
cutado diretamente o novo nu´cleo, descartando assim a fase de inicializac¸a˜o da BIOS e do
bootloader. Devido a isto, o kexec e´ bastante utilizado para reiniciar sistemas operativos, pois
permite acelerar este processo, visto ser poupado o tempo gasto durante a execuc¸a˜o da BIOS
e do bootloader.
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Como a fase da BIOS e´ descartada durante a execuc¸a˜o do kexec, o hardware do sistema
computacional na˜o e´ reinicializado e o estado do firmware dos dispositivos e´ mantido, existindo
assim a possibilidade de ocorrer alguma instabilidade no hardware do sistema computacional.
De um modo geral, o kexec pode ser visto como um bootloader que pode ser executado
em qualquer fase de execuc¸a˜o de um sistema operativo, ao inve´s de restrito a` fase inicial de
arranque do mesmo [13] [14].
2.4 Redes WiFi
Com o aumento da mobilidade dos equipamentos informa´ticos, as redes cabladas tor-
naram-se um entrave a essa mesma mobilidade, fazendo com que as redes sem fios WiFi
ganhassem importaˆncia nos dias de hoje, sendo ja´ praticamente indispensa´veis para qualquer
dispositivo mo´vel (e na˜o so´).
Embora as redes sem fios WiFi permitam obter melhor mobilidade, estas teˆm um alcance
limitado, esta˜o sujeitas a maiores interfereˆncias externas e as taxas de transfereˆncia de dados
sa˜o em geral mais baixas do que as redes cabladas. No entanto, estas limitac¸o˜es teˆm vindo a
ser corrigidas e melhoradas com o amadurecimento da tecnologia.
De forma a poder restringir o acesso a`s redes WiFi, estas podem ser protegidas utilizando
diferentes me´todos de seguranc¸a, sendo estes WEP, WPA e WPA2.
Existem dois tipos de arquitetura poss´ıvel para este tipo de redes: (1) estruturadas, onde
a comunicac¸a˜o e´ feita atrave´s de um Access Point (AP), ou (2) ad-hoc, onde a comunicac¸a˜o
e´ gerida pelos pro´prios intervenientes da rede [15].
2.4.1 Estruturadas
As redes sem fios WiFi estruturadas podem ser vistas como um modelo cliente-servidor,
em que a comunicac¸a˜o entre dois no´s e´ sempre feita atrave´s de um AP (Access Point), tanto
entre no´s dentro da mesma rede, como entre no´s de redes diferentes ou o acesso a redes
externas (ex. Internet). Na˜o existe comunicac¸a˜o direta entre os no´s da rede, sendo esta
sempre feita atrave´s de um AP, mesmo que os no´s estejam ao alcance um do outro.
Neste tipo de redes, para uma estac¸a˜o pertencer a` mesma, e´ necessa´rio que esta se associe
a um AP, de modo a este incluir a estac¸a˜o na rede e, caso a rede esteja protegida, e´ necessa´rio
autenticar-se perante o AP, utilizando o me´todo de seguranc¸a definido neste.
Desta forma, o AP tem total controlo sobre a rede, sendo a gesta˜o desta da inteira res-
ponsabilidade do mesmo (ver figura 2.3).
2.4.2 Ad-hoc
Ao contra´rio das redes WiFi estruturadas, as rede WiFi ad-hoc podem ser vistas como
uma arquitetura P2P (peer-to-peer), em que a comunicac¸a˜o e´ feita diretamente entre os no´s
da rede, sem a interversa˜o de terceiros, ou seja, sem intermedia´rios na comunicac¸a˜o entre dois
no´s. Assim para que possa existir comunicac¸a˜o entre dois no´s da mesma rede, e´ necessa´rio
que ambos estejam no alcance um do outro.
Deste modo, nas redes ad-hoc, na˜o existe nenhum no´ responsa´vel pela gesta˜o da rede,
sendo esta feita por todos os seus intervenientes e embora na˜o exista associac¸a˜o por parte
dos intervenientes neste tipo de redes, e´ poss´ıvel proteger a rede utilizando os me´todos de
seguranc¸a das redes WiFi, referidos anteriormente (ver secc¸a˜o 2.4). Visto na˜o existir nenhuma
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Figura 2.3: Diagrama ilustrativo de uma rede sem fios WiFi estruturada
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estac¸a˜o principal responsa´vel pela rede, o acesso a redes externas e´ da inteira responsabilidade
de cada estac¸a˜o, podendo no entanto cada estac¸a˜o partilhar as suas ligac¸o˜es externas com
as restantes estac¸o˜es, por exemplo, caso uma estac¸a˜o tenha acesso a` Internet, esta pode ser
partilhada com as restantes, sendo a comunicac¸a˜o encaminhada pela estac¸a˜o que partilha a
mesma (ver figura 2.4).
Figura 2.4: Diagrama ilustrativo de uma rede sem fios WiFi ad-hoc
2.5 Co´digos Fountain
Os co´digos Fountain sa˜o uma te´cnica de network coding, ou seja, uma te´cnica de codificac¸a˜o
de dados prop´ıcia a comunicac¸o˜es com probabilidade de falhas em que na˜o e´ poss´ıvel, ou na˜o
e´ deseja´vel, obter feedback por parte dos recetores, permitindo assim transferir informac¸a˜o
sem necessidade de notificac¸o˜es sobre o estado de entrega dos pacotes.
Um co´digo Fountain o´timo e´ aquele que possibilita que um dado conteu´do, dividido em k
s´ımbolos, seja poss´ıvel de recuperar utilizando quaisquer k blocos codificados.
A ideia base subjacente a` transmissa˜o de dados com co´digos Fountain e´ existir um codifi-
cador que funciona como uma fonte, estando este constantemente a gerar blocos codificados,
a partir de k s´ımbolos originais. Quaisquer que sejam os blocos adquiridos por um descodifi-
cador, este consegue recuperar os k s´ımbolos originais utilizando k blocos codificados.
No entanto, o ponto o´timo dos co´digos Fountain e´ muito dif´ıcil de atingir, sendo necessa´rio
sempre um pouco mais do que os k blocos codificados para se conseguir descodificar os k
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s´ımbolos originais.
Existem va´rias implementac¸o˜es diferentes deste tipo de co´digos, tendo sido a primeira
desenvolvida por Michael Luby e denominada LT codes (Luby Transform code). As imple-
mentac¸o˜es mais recentes destes co´digos permitem ter menor complexidade de codificac¸a˜o e
descodificac¸a˜o, sendo os Raptor codes os mais eficientes hoje em dia, conseguindo tempos de
codificac¸a˜o e descodificac¸a˜o lineares [16] [17] [18] [19] [20].
2.5.1 LT Codes
Os LT Codes foram a primeira implementac¸a˜o pra´tica, perto do o´timo, dos co´digos Foun-
tain, desenvolvido por Michael Luby em 1998 e publicado em 2002. Estes co´digos utilizam
matrizes esparsas nas tarefas de codificac¸a˜o e descodificac¸a˜o, sendo caracterizados pela uti-
lizac¸a˜o da operac¸a˜o lo´gica XOR (ou exclusivo, ⊕) no processo de codificac¸a˜o e descodificac¸a˜o
de mensagens.
Para melhor descrever o processo de codificac¸a˜o e descodificac¸a˜o destes co´digos, sera˜o
utilizadas as seguintes definic¸o˜es:
• a mensagem original e´ divida em k partes de igual tamanho;
• cada parte da mensagem original e´ designada por s´ımbolo;
• uma Codeword e´ uma combinac¸a˜o linear de s´ımbolos da mensagem;
• o grau de uma Codeword representa o nu´mero de s´ımbolos codificados na mesma.
Codificac¸a˜o
No processo de codificac¸a˜o dos LT Codes, uma Codeword e´ o resultado da operac¸a˜o
lo´gica XOR de va´rios s´ımbolos, sendo estes s´ımbolos escolhidos atrave´s um algoritmo pseudo-
aleato´rio, desde de que seja utilizado o mesmo algoritmo no processo de descodificac¸a˜o.
Codeword = S1 ⊕ S2 ⊕ S3 ⊕ ... ⊕ Sn (2.1)
A escolha do grau das Codewords no momento da codificac¸a˜o e´ extremamente relevante
para a otimizac¸a˜o da descodificac¸a˜o dos s´ımbolos. Concretamente, deve-se assegurar que o
grau das Codewords respeita certas condic¸o˜es, garantindo uma descodificac¸a˜o de todos os
s´ımbolos originais perto do o´timo. Para assegurar essas condic¸o˜es, o grau das Codewords
e´ determinado segundo uma distribuic¸a˜o de probabilidade discreta espec´ıfica, descrita de
seguida.
Distribuic¸a˜o do Grau
A func¸a˜o de distribuic¸a˜o do grau das Codewords inicialmente implementada para os LT




d(d− 1) para d = 2,3,...,K
(2.2)
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Como se pode observar na equac¸a˜o, a probabilidade de um dado grau diminui a` medida que
este aumenta, ou seja, quanto maior o grau menor a sua probabilidade. No entanto, na pra´tica
verificou-se que com esta distribuic¸a˜o na˜o se conseguia obter os resultados pretendidos. Isto
porque aquando da descodificac¸a˜o, na˜o haveria Codewords de grau 1 suficientes para completar
a descodificac¸a˜o, alongando o nu´mero de Codewords necessa´rias. A soluc¸a˜o encontrada foi
modificar a distribuic¸a˜o ideal soliton de modo a compensar o nu´mero de Codewords com grau
1, otimizando assim o processo de descodificac¸a˜o. A esta distribuic¸a˜o deu-se o nome de robust
soliton.
A distribuic¸a˜o robust soliton(µ) depende de dois paraˆmetros, c e δ, que podem ser alterados
de modo a controlar o nu´mero de Codewords com grau 1 geradas na codificac¸a˜o.









d para d = 1, 2, ..., (K/S)− 1
S
K log(S/δ) para d = K/S
0 para d > K/S
(2.3)










O processo de descodificac¸a˜o e´ feito utilizando Codewords de grau 1, ou seja, blocos
descodificados que representam um dos k s´ımbolos originais. Assim, e assumindo que o
descodificador sabe qual o ı´ndice dos s´ımbolos que compo˜em uma Codeword, este procede da
seguinte forma:
1. escolhe uma Codeword de grau 1 (s´ımbolo) ainda na˜o utilizado;
2. procura quais as Codewords de grau superior a 1 dependentes do s´ımbolo escolhido;
3. adiciona o s´ımbolo, utilizando a operac¸a˜o lo´gica XOR (⊕), a`s Codewords selecionadas
no ponto anterior;
4. atualiza o estado das Codewords;
Este ciclo e´ repetido enquanto o nu´mero de Codewords descodificadas e diferentes (s´ımbolos)
for menor que k.
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Iterac¸a˜o S´ımbolos Codewords Operac¸a˜o
1 S1, S2
C1 7→ S1⊕ S2⊕ S3
C2 7→ S3⊕ S4
C1 = C1⊕ S1
= S1⊕ S2⊕ S3⊕ S1
= S2⊕ S3
2 S1, S2
C1 7→ S2⊕ S3
C2 7→ S3⊕ S4
C1 = C1⊕ S2
= S2⊕ S3⊕ S2
= S3
3 S1, S2, S3 C2 7→ S3⊕ S4
C2 = C2⊕ S3
= S3⊕ S4⊕ S3
= S4
4 S1, S2, S3, S4





A arquitetura do sistema DETIboot baseia-se num modelo cliente-servidor, onde existe
um no´ na rede responsa´vel pela transmissa˜o do sistema operativo (servidor), e os restantes
no´s da rede funcionam como clientes, recebendo o sistema operativo transmitido pelo servidor
e executando o mesmo apo´s a transfereˆncia estar conclu´ıda.
Para comodidade dos utilizadores e melhor usabilidade do sistema DETIboot, a comu-
nicac¸a˜o e´ feita utilizando redes sem fios WiFi, permitindo assim o fa´cil acesso a` transmissa˜o
do servidor por parte dos clientes e mobilidade do servidor. Assim, e´ necessa´rio que os siste-
mas computacionais, tanto dos clientes como do servidor, estejam munidos de dispositivos de
rede sem fios WiFi, internos ou externos, de forma a poderem comunicar entre si.
A rede sem fios WiFi utilizada no sistema DETIboot e´ do tipo ad-hoc (ver secc¸a˜o 2.4.2),
permitindo assim que o servidor na˜o necessite de ter caracter´ısticas de Access Point (AP)
e libertando tambe´m o servidor das tarefas de gesta˜o da rede desempenhadas pelos APs,
limitando-se a transmitir a informac¸a˜o sem outras preocupac¸o˜es. Tambe´m por ser uma rede
ad-hoc, os clientes podem entrar e sair da rede, em qualquer instante, sem perturbar a trans-
missa˜o do servidor, pois na˜o existe a necessidade de associac¸a˜o por parte dos clientes (ver
figura 3.1).
3.1 Estudos pre´vios
Ate´ ser encontrada a soluc¸a˜o final do sistema DETIboot, para distribuir e arrancar um
sistema operativo em ma´quinas de terceiros, este sofreu va´rias transformac¸o˜es de forma a cor-
rigir as limitac¸o˜es que foram surgindo, tanto a n´ıvel de seguranc¸a como a n´ıvel de usabilidade
e desempenho.
A soluc¸a˜o inicialmente planeada para o sistema DETIboot passava pela utilizac¸a˜o de
dispositivos de armazenamento de dados porta´teis (pen USB) como meio de distribuic¸a˜o do
sistema operativo, ou seja, o sistema operativo seria armazenado e arrancado atrave´s de um
dispositivo de armazenamento USB, sendo o DETIboot uma extensa˜o ao me´todo de arranque
Casper (ver secc¸a˜o 2.2.1). Rapidamente se concluiu que este me´todo poderia trazer se´rios
problemas de seguranc¸a, visto que facilmente se poderia adulterar o conteu´do do dispositivo
de armazenamento utilizado. Ale´m disso, resultaria numa fraca usabilidade relativamente a`
distribuic¸a˜o e manipulac¸a˜o do sistema operativo, visto que seria necessa´rio replicar os dados
do sistema operativo pelos va´rios dispositivos de armazenamento de dados sempre que este
sofresse alguma alterac¸a˜o, por mais pequena que fosse.
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Figura 3.1: Diagrama exemplificativo de uma poss´ıvel distribuic¸a˜o dos clientes e servidor do
sistema DETIboot.
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De forma a melhorar a seguranc¸a e usabilidade do sistema, abordou-se o problema uti-
lizando a tecnologia PXE (ver secc¸a˜o 2.2.1), permitindo assim ter o conteu´do do sistema
operativo (sistema de ficheiros) remoto, com aux´ılio da tecnologia NFS (Network File System
[9]), facilitando assim a distribuic¸a˜o do mesmo e permitindo proteger este contra escrita por
parte de terceiros. No entanto, e apesar deste me´todo resolver os problemas de seguranc¸a e
usabilidade da primeira abordagem, o desempenho do sistema ficaria demasiado dependente
do nu´mero de utilizadores, ou seja, o tempo de arranque do sistema operativo aumentaria
consideravelmente com o aumento do nu´mero de utilizadores (na˜o escala´vel).
Assim, com as limitac¸o˜es encontradas nas 2 abordagens anteriores, idealizaram-se os
princ´ıpios ba´sicos necessa´rios para o correto funcionamento do me´todo de arranque DETI-
boot:
• Distribuic¸a˜o do sistema de ficheiros remota (melhor usabilidade);
• Utilizadores sem permisso˜es de escrita (melhor seguranc¸a);
• Independeˆncia relativamente ao nu´mero de utilizadores (melhor desempenho).
A partir destes princ´ıpios nasceu a soluc¸a˜o final para o me´todo de arranque DETIboot,
que consiste na utilizac¸a˜o de um modelo cliente-servidor numa rede sem fios WiFi (ad-hoc),
de modo a permitir uma melhor usabilidade tanto por parte dos clientes como do servidor.
O sistema computacional utilizado como servidor, fica assim responsa´vel por transmitir a
informac¸a˜o necessa´ria para a execuc¸a˜o de um sistema operativo Linux (nu´cleo e sistema de
ficheiros). Para evitar problemas de escalabilidade (melhor desempenho), a transmissa˜o e´
feita em difusa˜o na rede e sa˜o utilizados co´digos Fountain para suprimir a perda de pacotes
resultante da falta de feedback na comunicac¸a˜o por difusa˜o. Este me´todo de transmissa˜o
permite que qualquer sistema computacional (cliente) que esteja ao alcance do servidor, receba
uma imagem do sistema operativo contento o nu´cleo e sistema de ficheiros respetivo, em
qualquer instante e de forma independente relativamente aos restantes clientes.
3.2 Rede de comunicac¸a˜o
Para que o sistema operativo possa ser acedido remotamente pelos clientes, e´ necessa´rio
que exista comunicac¸a˜o entre estes e o servidor. As redes sem fios WiFi permitem que tal
seja poss´ıvel num determinado espac¸o geogra´fico de forma ra´pida e sem a necessidade de pre´-
instalac¸a˜o, ao contra´rio das redes cabladas onde e´ necessa´rio que o espac¸o em questa˜o esteja
devidamente equipado (ligac¸o˜es por cabo).
No entanto, como descrito na secc¸a˜o 2.4, as redes sem fios WiFi podem ser estruturadas
ou ad-hoc. No sistema DETIboot pretendeu-se minimizar os requisitos e responsabilidades
do servidor na rede, de forma a conseguir obter a melhor taxa de transmissa˜o de dados
poss´ıvel. Visto que a utilizac¸a˜o de redes sem fios WiFi estruturadas no sistema DETIboot
implicaria que o servidor tivesse carater´ısticas de Access Point (AP) e ficasse responsa´vel
pela gesta˜o total da rede, incluindo o encaminhamento de todo o tra´fego da rede, optou-se
pela utilizac¸a˜o de uma rede sem fios WiFi do tipo ad-hoc, libertando assim o servidor de tais
tarefas e tornando-o responsa´vel por apenas uma u´nica tarefa: difundir o sistema operativo
pelos clientes presentes na rede. A opc¸a˜o pelo tipo de rede sem fios WiFi ad-hoc permite
tambe´m que os clientes possam entrar e sair da rede, em qualquer instante, sem perturbar a
transmissa˜o do servidor visto na˜o existir a necessidade de associac¸a˜o por parte dos clientes.
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Um aspeto importante que foi tido em conta no desenho da arquitetura do sistema DE-
TIboot e´ de que este seja escala´vel, ou seja, suporte um nu´mero ilimitado de utilizadores
com a menor variac¸a˜o de desempenho poss´ıvel ou ate´ mesmo ter um desempenho constante,
independentemente do nu´mero de utilizadores. Assim, optou-se por utilizar comunicac¸a˜o em
difusa˜o por parte do servidor de forma a que este tenha uma taxa de transmissa˜o de dados
constante e independente do nu´mero de clientes presentes na rede. No entanto, as redes sem
fios WiFi sa˜o bastante propensas a ru´ıdo externo, existindo perdas de pacotes diferentes entre
os clientes. Devido a` inexisteˆncia de feedback nas comunicac¸o˜es por difusa˜o, tambe´m na˜o
existe retransmissa˜o dos pacotes perdidos, sendo assim necessa´ria uma soluc¸a˜o para suprimir
a perda de pacotes resultante do modelo de comunicac¸a˜o adotado.
A soluc¸a˜o encontrada para suprimir esta perda foi a utilizac¸a˜o de co´digos Fountain (ver
secc¸a˜o 2.5), criando aleatoriedade nos blocos transmitidos pelo servidor e permitindo que os
clientes consigam reconstruir o ficheiro transmitido pelo servidor a partir de quaisquer blocos
transmitidos, com o agravamento de serem necessa´rios cerca de 5% mais blocos do que os que
compo˜em o ficheiro original transmitido.
Como a transmissa˜o e´ feita diretamente e em difusa˜o, na˜o existe necessidade de reenca-
minhamento de tra´fego por parte dos clientes, ou seja, utilizac¸a˜o de comunicac¸a˜o IP. Posto
isto, na˜o existe atribuic¸a˜o de IPs na rede, logo na˜o e´ necessa´rio a existeˆncia de um servic¸o
DHCP no servidor e a comunicac¸a˜o e´ feita de forma cano´nica sobre a camada de ligac¸a˜o de
dados (L2), sem a utilizac¸a˜o de nenhum protocolo de transporte (L4), nem nenhum protocolo
de rede (L3), sendo a camada de ligac¸a˜o de dados responsa´vel por garantir a integridade dos
pacotes e a utilizac¸a˜o de co´digos Fountain para suprimir a perda de pacotes como ja´ referido
[21].
No sistema DETIboot, devido a` inexisteˆncia de feedback, apenas o servidor envia pacotes
para a rede, limitando-se os clientes a receber os pacotes transmitidos. Para que os clientes
possam entender a transmissa˜o do servidor, foi desenhado o protocolo de comunicac¸a˜o File
Broadcast Protocol (FBP, ver secc¸a˜o 3.2.1), permitindo ao servidor transmitir uma Codeword
por pacote. Em cada trama e´ tambe´m inclu´ıda informac¸a˜o relevante sobre a Codeword e
a mensagem original, como o nu´mero de s´ımbolos que compo˜em a mensagem, a semente
utilizada na gerac¸a˜o dos ı´ndices da Codeword e o grau da Codeword. Esta informac¸a˜o e´ vital
para que os clientes consigam descodificar as Codewords e reconstruir o ficheiro transmitido
pelo servidor (ver figura 3.2).
3.2.1 Protocolo FBP
O protocolo desenhado para a comunicac¸a˜o entre o servidor e os clientes foi feito de modo
a permitir a transmissa˜o de blocos de dados codificados (Codewords) por parte do servidor,
e descodificac¸a˜o dos mesmos por parte dos clientes, tendo como principal objetivo maximizar
o tamanho do bloco de dados de cada trama, diminuindo assim o nu´mero total de tramas
necessa´rias por ficheiro. Assim, cada trama e´ composta pelos seguintes campos:
• k: nu´mero total de s´ımbolos que compo˜em o ficheiro original;
• seed: semente utilizada na gerac¸a˜o da Codeword ;
• degree: grau da Codeword ;
• data: bloco de dados codificados (Codeword);
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Figura 3.2: Diagrama ilustrativo da comunicac¸a˜o WiFi, utilizando pacotes FBP.
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k seed degree data
4 octetos 4 octetos 4 octetos 0-1488 octetos
Tabela 3.1: File Broadcast Protocol (FBP) - Protocolo de rede (L3), identificado atrave´s do
co´digo/tipo 0x1986.
Para a descodificac¸a˜o de uma Codeword e´ necessa´rio conhecer os ı´ndices dos blocos origi-
nais que compo˜em a mesma. A especificac¸a˜o direta destes no protocolo implicaria a diminuic¸a˜o
do tamanho do bloco de dados codificados de cada trama ou ate´ a utilizac¸a˜o de outra trama
suplementar com essa indicac¸a˜o, prejudicando assim o desempenho da transmissa˜o.
A soluc¸a˜o encontrada para este problema foi incluir em cada trama a semente utilizada
pelo codificador na gerac¸a˜o do bloco de dados codificado, ou seja, a semente utilizada para
gerar pseudo-aleatoriamente os ı´ndices dos blocos combinados. Para ale´m da semente (seed)
e do bloco de dados codificado (data), e´ necessa´rio ainda que o servidor transmita o nu´mero
total de s´ımbolos que compo˜em o ficheiro (k) e o nu´mero de blocos combinados na Codeword
(degree) e que ambos (cliente e servidor) usem a mesma func¸a˜o pseudo-aleato´ria.
Assim, utilizando este protocolo, o descodificador (cliente) ao receber uma trama consegue
extrair desta o nu´mero total de s´ımbolos que compo˜em o ficheiro (k), o bloco de dados
codificados (data), a semente utilizada pelo codificador na gerac¸a˜o da Codeword (seed) e o
grau da Codeword (degree). Atrave´s da semente e do grau, o descodificador consegue replicar
os ı´ndices gerados pelo codificador, ou seja, os ı´ndices da Codeword, visto se tratar de uma
gerac¸a˜o pseudo-aleato´ria.
Durante a gerac¸a˜o dos ı´ndices de uma Codeword, e´ necessa´rio garantir que estes na˜o se
repetem de modo a evitar ter blocos repetidos na mesma Codeword. Para isso, e´ utilizado um
array de dimensa˜o igual a k para auxiliar a gerac¸a˜o de ı´ndices de forma a garantir que estes
na˜o se repetem, segundo o seguinte algoritmo:
empty_val=0xFFFFFFFF; // definic¸~ao do valor de vazio
// func¸~ao de inicializac¸~ao do array auxiliar com o valor vazio
initRand(int k) {
for(i=0 ; i<k ; i++) {
array[i]=empty_val;
}
set_rand(seed); // semente a utilizar na gerac¸~ao pseudo-aleato´ria
r = k; // limite de utilizac¸~ao do array (ma´ximo)
}
// func¸~ao de gerac¸~ao de um nu´mero aleato´rio sem repetic¸~ao
getRand() {
i = rand() % r; // i = valor pseudo-aleato´rio entre 0 e r
result = array[i] == empty_val ? i : array[i];




for(i=0 ; i < degree ; i++) {
index[i] = getRand();
}
Este algoritmo trata de inicializar um array auxiliar com o valor definido como vazio, de
modo a indicar que todas as posic¸o˜es do array se encontram livres. E´ tambe´m feita na fase de
inicializac¸a˜o a definic¸a˜o da semente (seed) a utilizar na gerac¸a˜o pseudo-aleato´ria e a definic¸a˜o
do limite de utilizac¸a˜o do array (r), sendo este igual a k.
Apo´s a fase de inicializac¸a˜o, sempre que solicitado um novo nu´mero, e´ gerado pseudo-
aleatoriamente um nu´mero entre 0 e r (i). Caso a posic¸a˜o do array respetiva ao nu´mero
gerado esteja livre (array[i]==empty_val) e´ devolvido o nu´mero gerado (i), caso contra´rio
e´ devolvido o valor presente na posic¸a˜o do array respetiva (array[i]).
Antes da devoluc¸a˜o do valor gerado, e´ decrementado o valor de r e atualizado o valor da
posic¸a˜o do array utilizado (array[i]) com um valor ainda na˜o gerado, sendo este r caso o
valor correspondente no array seja vazio (array[r]==empty_val), caso contra´rio e´ atualizado
com o valor ainda na˜o gerado presente na posic¸a˜o do array respetiva(array[r]).
Desta forma, garante-se que e´ sempre gerado um novo nu´mero entre 0 e k, sem colidir
com os nu´meros gerados anteriormente.
3.3 Cliente
Na arquitetura do sistema DETIboot, os clientes sa˜o ma´quinas que recebem e arrancam
o sistema operativo transmitido pelo servidor. Para um determinado sistema computacional
funcionar como cliente do sistema DETIboot, e´ necessa´rio que este execute o me´todo de
arranque DETIboot na sua fase de arranque, ou seja, antes de iniciado o sistema operativo.
Assim, qualquer ma´quina que cumpra os requisitos mı´nimos (ver secc¸a˜o 3.3.1) necessa´rios
pode receber (ver secc¸a˜o 3.3.2) e armazenar (ver secc¸a˜o 3.3.3) um sistema operativo transmi-
tido pelo servidor, e de seguida arrancar (ver secc¸a˜o 3.3.4) o mesmo.
Para que todo o processo de recec¸a˜o, armazenamento e arranque do sistema operativo seja
feito na fase de arranque da ma´quina cliente, optou-se pela utilizac¸a˜o de um nu´cleo Linux e
Initramfs respetivo, contendo os programas de arranque do DETIboot e os drivers wireless
necessa´rios para a utilizac¸a˜o de dispositivos de rede sem fios WiFi.
No entanto, os programas de arranque do DETIboot teˆm de lidar com ma´quinas muito
variadas, o que podera´ criar algumas limitac¸o˜es e variac¸o˜es de desempenho (ver cap´ıtulo 5).
3.3.1 Requisitos mı´nimos
Para a execuc¸a˜o do me´todo de arranque DETIboot, o cliente necessita de possuir um
dispositivo de comunicac¸a˜o sem fios WiFi, sendo que todos os computadores porta´teis hoje
em dia ja´ veˆm com este tipo de dispositivos integrados. Para ale´m disso, e´ ainda essencial
que a ma´quina cliente tenha acesso aos programas necessa´rios para a execuc¸a˜o do me´todo
de arranque DETIboot, sendo o mais natural estes estarem alojados num dispositivo de
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armazenamento de dados, interno ou externo, acess´ıvel na fase de arranque das ma´quinas em
questa˜o.
3.3.2 Recec¸a˜o do SO
No me´todo de arranque DETIboot, os clientes recebem o sistema operativo atrave´s da
transfereˆncia de uma imagem do mesmo, emitida por um determinado servidor numa rede
sem fios WiFi ad-hoc. Esta transfereˆncia e´ feita com co´digos Fountain (ver secc¸a˜o 2.5) onde os
blocos da imagem transmitida sa˜o codificados de forma a permitir aos clientes reconstruirem a
mesma a partir de quaisquer blocos adquiridos. Esta forma de transfereˆncia permite suprimir
a perda de pacotes dos clientes sem a necessidade de feedback, sendo no entanto necessa´rio
adquirir cerca de 5% mais blocos do que os que compo˜em a imagem emitida.
3.3.3 Armazenamento do SO
Apo´s a recec¸a˜o do sistema operativo, e´ necessa´rio armazenar o seu sistema de ficheiros na
ma´quina cliente de modo a permitir o posterior arranque do mesmo. Como o DETIboot foi
desenhado para a realizac¸a˜o de exames pra´ticos, e´ necessa´rio garantir que tudo se passa sem
deixar ”marca” nos clientes (na˜o fazem estragos), portanto a opc¸a˜o pelo armazenamento em
memo´ria RAM e´ a mais indicada. No entanto, esta acarreta alguns problemas, tais como a
limitac¸a˜o deste tipo de armazenamento nos computadores porta´teis, sendo necessa´rio garantir
que os clientes possuam memo´ria RAM suficiente para armazenar o sistema operativo. Outro
inconveniente do armazenamento do sistema operativo em memo´ria RAM e´ que durante a
mudanc¸a de nu´cleo (kexec, ver secc¸a˜o 2.3) esta memo´ria e´ libertada, sendo apenas mantidos
os dados referentes ao nu´cleo e Initramfs carregado. A resoluc¸a˜o deste problema e´ feita na
fase de construc¸a˜o da imagem do sistema operativo, tendo sido encontradas duas soluc¸o˜es:
• Utilizar distribuic¸o˜es cujo sistema de ficheiros seja no formato Initramfs (ex. Slitaz);
• Incluir o sistema de ficheiros no Initramfs de arranque.
Apesar desta abordagem pelo armazenamento do sistema de ficheiro em memo´ria RAM
aumentar o consumo desta, as operac¸o˜es de leitura e escrita tornam-se mais ra´pidas devido
a` velocidade de acesso das mesmas ser maior em memo´ria RAM do que em dispositivos de
armazenamento de dados persistentes, e permite que o sistema operativo seja automatica-
mente descartado apo´s a realizac¸a˜o da prova devido a` memo´ria RAM ser vola´til. Isto permite
tambe´m que embora o sistema operativo possa ser obtido e analisado pelos alunos de forma
a tentarem contornar as restric¸o˜es impostas pelos docentes durante a sua configurac¸a˜o, estes
na˜o o conseguira˜o em tempo u´til.
3.3.4 Arranque do SO
O arranque do sistema operativo e´ auxiliado pela ferramenta kexec (ver secc¸a˜o 2.3), per-
mitindo utilizar o nu´cleo e arrancar o sistema operativo importados sem a necessidade de os
transferir permanentemente para um dispositivo de armazenamento de dados e sem a necessi-
dade de reiniciar completamente o sistema computacional. O restante processo de arranque,
apo´s a execuc¸a˜o do kexec, e´ da inteira responsabilidade do sistema operativo importado. De
modo a permitir alguma customizac¸a˜o do arranque do sistema operativo, inclusive ate´ trans-
ferir este para um dispositivo de armazenamento de dados persistente e arrancar a partir do
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mesmo, as instruc¸a˜o de arranque do sistema operativo devem ser passadas atrave´s da inclusa˜o
do ficheiro ”startup” contendo as mesmas, na raiz da imagem transmitida (ver figura 3.3).
Figura 3.3: Diagrama ilustrativo do arranque de sistemas operativos utilizando o me´todo de
arranque DETIboot
3.4 Servidor
Na arquitetura do sistema DETIboot, o servidor e´ a estac¸a˜o responsa´vel pela transmissa˜o
do sistema operativo para todos os clientes alcanc¸a´veis pelo mesmo e presentes na rede. Ao
contra´rio das ma´quinas dos clientes, para um determinado sistema computacional funcionar
como servidor do sistema DETIboot, e´ necessa´rio que este execute o processo de transmissa˜o
da imagem de um sistema operativo apo´s a inicializac¸a˜o do seu pro´prio sistema operativo.
No sistema DETIboot, pode ser utilizado qualquer tipo de sistema computacional como
servidor, desde ma´quinas com grande capacidade de processamento, routers ou ate´ os no-
vos mini-PCs, desde que possuam os requisitos mı´nimos (ver secc¸a˜o 3.4.1) necessa´rios para
armazenar (ver secc¸a˜o 3.4.2) e emitir (ver secc¸a˜o 3.4.3) um sistema operativo. Pore´m, as
caracter´ısticas deste e a dimensa˜o do sistema operativo difundido para os clientes pode influ-
enciar o desempenho global do sistema (ver cap´ıtulo 5).
3.4.1 Requisitos mı´nimos
Para a transmissa˜o de um sistema operativo, o servidor necessita possuir um dispositivo
de comunicac¸a˜o sem fios WiFi, interno ou externo, de forma a possibilitar a comunicac¸a˜o
com os clientes. E´ ainda necessa´rio que o servidor disponha de acesso a` imagem do sistema
operativo a transmitir.
Outros dois requisitos, embora na˜o sejam essenciais mas que podem influenciar drasti-
camente o desempenho do servidor sa˜o: a capacidade de memo´ria RAM do mesmo, sendo
necessa´rio que o servidor tenha memo´ria RAM livre suficiente para armazenar a imagem do
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sistema operativo a transmitir, evitando a utilizac¸a˜o de memo´ria virtual que pode prejudicar
bastante a taxa de transmissa˜o de dados do servidor devido a criar uma atividade de pa-
ginac¸a˜o muito intensa. Por defeito, a taxa de transmissa˜o de pacotes por difusa˜o nas redes
WiFi e´ limitada a 1 Mb/s, sendo necessa´rio que o servidor possua mecanismos para definir o
basic rate e multicast rate da interface de rede WiFi utilizada, de modo a aumentar a taxa
de transmissa˜o do sistema operativo.
3.4.2 Armazenamento do SO
Para emitir um sistema operativo, o servidor necessita de ter acesso ao conteu´do do mesmo,
ou seja, necessita de ter acesso a uma imagem do sistema operativo. Esta imagem pode
ser armazenada em qualquer dispositivo de armazenamento de dados, interno ou externo,
podendo no entanto a velocidade de acesso a este influenciar o desempenho do servidor,
devido a ser necessa´rio efetuar operac¸o˜es de leitura sobre os blocos da mensagem original,
sempre que gerada uma nova Codeword. A combinac¸a˜o de blocos aleato´rios em Codewords
obriga a aceder aleatoriamente a regio˜es muito distintas da imagem, o que pode originar um
problema de paginac¸a˜o excessiva caso a imagem na˜o consiga caber totalmente em memo´ria
RAM durante todo o processo de codificac¸a˜o (ver cap´ıtulo 5).
3.4.3 Emissa˜o do SO
A emissa˜o da imagem do sistema operativo por parte do servidor e´ feita utilizando co´digos
Fountain (ver secc¸a˜o 2.5) atrave´s de uma interface de rede WiFi, previamente configurada
numa rede ad-hoc. Esta emissa˜o consiste na gerac¸a˜o e difusa˜o constante de Codewords, atrave´s
de pacotes do tipo FBP (ver secc¸a˜o 3.2.1). Assim, o servidor esta´ constantemente a debitar
pacotes FBP para a rede, funcionando como uma fonte de dados (Codewords), utilizada pelos
clientes para reconstruir a imagem do sistema operativo, a partir de quaisquer Codewords em
qualquer instante.
Devido a` comunicac¸a˜o ser feita em difusa˜o em redes WiFi, e´ necessa´rio definir o basic rate
e multicast rate da interface de rede utilizada pelo servidor de modo a aumentar a taxa de
transmissa˜o, visto que, por defeito, a difusa˜o de pacotes em redes WiFi e´ limitada a uma taxa
de 1 Mb/s de modo a manter a compatibilidade com todas as normas WiFi (principalmente
a 802.11b). Isto implica que a definic¸a˜o do basic rate e multicast rate pode causar a perda de
compatibilidade com normas que na˜o suportem os valores definidos, sendo 54 Mb/s o valor
ma´ximo mais adequado de forma a manter a compatibilidade com a norma mais utilizada




Neste cap´ıtulo e´ exposta a implementac¸a˜o da soluc¸a˜o final do DETIboot bem como toda
a investigac¸a˜o feita ate´ se chegar a esta.
Assim, na secc¸a˜o 4.1 e´ descrita a rede utilizada na comunicac¸a˜o do sistema DETIboot,
onde sa˜o detalhados os pormenores da mesma. Na secc¸a˜o 4.2 e´ abordada a implementac¸a˜o
dos co´digos Fountain, onde e´ descrito o processo de codificac¸a˜o e descodificac¸a˜o implemen-
tado utilizando os mesmos. As aplicac¸o˜es e scripts desenvolvidos, necessa´rios para o correto
funcionamento do me´todo de arranque DETIboot, sa˜o descritos nas secc¸o˜es 4.3 e 4.4 res-
petivamente. Por u´ltimo, na secc¸a˜o 4.5 e´ exposta a integrac¸a˜o final de todos os mo´dulos
desenvolvidos.
4.1 Rede
Como descrito anteriormente no cap´ıtulo 3, a comunicac¸a˜o entre o servidor e os clientes e´
feita atrave´s de uma rede sem fios WiFi, em modo ad-hoc. De forma a auxiliar e minimizar
poss´ıveis erros na configurac¸a˜o da rede, foram desenvolvidos 2 scripts de configurac¸a˜o dos
dispositivos WiFi, descritos mais a` frente na secc¸a˜o 4.4, onde o u´nico paraˆmetro varia´vel e´
o canal de comunicac¸a˜o, permitindo assim utilizar um canal pouco congestionado ou ate´ ter
2 ou mais servidores a difundir sistemas operativos distintos na mesma a´rea mas em canais
diferentes. Os paraˆmetros fixos sa˜o o SSID e o BSSID, garantindo assim que todas as estac¸o˜es
permanecem ligadas a` mesma rede, mesmo que fora do alcance umas das outras, ou sem qual-
quer comunicac¸a˜o/transmissa˜o de dados na mesma. Esta rede e´ criada pelo primeiro sistema
computacional a configurar o seu dispositivo WiFi, seja cliente ou servidor. A configurac¸a˜o
do cliente e servidor difere apenas na configurac¸a˜o da taxa de transmissa˜o de dados em di-
fusa˜o. A transmissa˜o de pacotes broadcast em redes sem fios WiFi e´ limitada a 1 Mbit/s,
sendo assim necessa´rio definir o basic rate e multicast rate no servidor, de modo a aumentar
a taxa de transmissa˜o de pacotes broadcast deste. A ferramenta iw, dispon´ıvel em sistemas
Linux, permite efetuar tais configurac¸o˜es, sendo assim utilizada pelo servidor para configu-
rar a sua interface de rede. Como as estac¸o˜es cliente na˜o transmitem qualquer informac¸a˜o,
na˜o e´ necessa´rio definir o basic rate e multicast rate destes, sendo portanto utilizada a fer-
ramenta iwconfig, que embora mais limitada suporta interfaces de rede mais antigas, para a
configurac¸a˜o das suas interfaces de rede.
Os dados transmitidos pelo servidor realizam a codificac¸a˜o de uma imagem ISO utilizando
um algoritmo desenvolvido baseado nos co´digos Fountain (ver secc¸a˜o 2.5). A transmissa˜o em
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difusa˜o permite distribuir a imagem por todas as estac¸o˜es no seu alcance sem necessidade
de feedback. Embora possa existir perda de pacotes, este e´ irrelevante para o processo de
descodificac¸a˜o do ficheiro por parte dos clientes, devido a` aleatoriedade introduzida pelos
co´digos Fountain.
O conteu´do desta imagem ISO e´ composta pelo nu´cleo, o sistema de ficheiros do sistema
operativo no formato Initramfs e o ficheiro ”startup” contendo as instruc¸o˜es de arranque do
sistema operativo transmitido.
4.2 Co´digos Fountain
A codificac¸a˜o e descodificac¸a˜o dos dados transmitidos foi implementada utilizando um
algoritmo baseado nos co´digos Fountain, mais precisamente nos LT Codes (ver secc¸a˜o 2.5.1).
Esta implementac¸a˜o foi desenvolvida utilizando a linguagem de programac¸a˜o C++, de forma
a tirar partido da programac¸a˜o orientada a objetos, tendo sido criadas as seguintes classes:
• Codeword: representa um bloco codificado (ver secc¸a˜o 4.2.1);
• Symbol: representa um bloco descodificado (ver secc¸a˜o 4.2.1);
• RandPerm: permite gerar um nu´mero arbitra´rio de ı´ndices aleato´rios sem repetic¸a˜o (ver
secc¸a˜o 4.2.1);
• Encoder: responsa´vel pela gerac¸a˜o de Codewords (ver secc¸a˜o 4.2.2);
• Decoder: responsa´vel pela descodificac¸a˜o de Codewords (ver secc¸a˜o 4.2.3).
Para ale´m destas classes, foram ainda desenvolvidas algumas func¸o˜es auxiliares em C que
permitem, entre outras, gerar o grau das Codewords segundo a distribuic¸a˜o robust soliton
(ver secc¸a˜o 2.5.1), e realizar as operac¸o˜es XOR (⊕) utilizando instruc¸o˜es vectorizadas, caso
o processador do sistema computacional as suporte, de modo a melhorar o desempenho dos
processos de codificac¸a˜o e descodificac¸a˜o.
Este co´digo foi desenvolvido de forma a possibilitar a codificac¸a˜o e descodificac¸a˜o de
dados utilizando co´digos Fountain, atrave´s das classes Encoder e Decoder respetivamente,
em qualquer aplicac¸a˜o desenvolvida em C++, como e´ o caso das aplicac¸o˜es desenvolvidas no
contexto desta dissertac¸a˜o, fbp-server (ver secc¸a˜o 4.3.3) e fbp-cliente (ver secc¸a˜o 4.3.2).
4.2.1 Classes auxiliares
Codeword
Esta classe e´ utilizada para guardar os blocos de dados codificados, um bloco por objeto,
e os seguintes atributos necessa´rios para a sua descodificac¸a˜o:
• char* data: refereˆncia para o bloco de dados;
• off_t data_size: tamanho do bloco de dados;
• int degree: grau corrente da Codeword ;
• int index: combinac¸a˜o linear dos ı´ndices dos s´ımbolos originais que compo˜e a Co-
deword ;
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• int seed: semente utilizada na gerac¸a˜o da Codeword.
Assim sempre que um objeto desta classe e´ instanciado, e´ armazenado o bloco de dados
codificado em memo´ria, definidos os atributos data size, degree e seed consoante a Codeword
armazenada e o atributo index e´ definido atrave´s da combinac¸a˜o linear de todos os ı´ndices
dos blocos que compo˜e a Codeword.
Sempre que e´ removido um s´ımbolo da Codeword, utilizando a operac¸a˜o XOR com um
bloco de dados descodificado, o degree e´ decrementado uma unidade e o index e´ o resultado
da operac¸a˜o lo´gica XOR entre o mesmo e o ı´ndice do bloco descodificado utilizado.
Symbol
A classe Symbol e´ utilizada para identificar os blocos descodificados e os blocos codificados
(Codewords) dependentes de um determinado s´ımbolo. Assim, esta classe e´ composta por
apenas 2 atributos:
• Codeword* decoded_word: refereˆncia para uma Codeword descodificada;
• list<Codeword*> codewords: lista de refereˆncias de Codewords.
Durante o processo de descodificac¸a˜o, os objetos cujo s´ımbolo correspondente esteja desco-
dificado, utilizam o atributo decoded word para referenciar a Codeword descodificada corres-
pondente. Os s´ımbolos ainda na˜o descodificados utilizam a lista codewords para referenciar
as Codewords dependentes do mesmo.
RandPerm
Na gerac¸a˜o de uma Codeword sa˜o escolhidos x blocos aleato´rios da mensagem original e
combinados atrave´s da operac¸a˜o lo´gica XOR. Sendo x o grau da Codeword, e´ necessa´rio gerar
x ı´ndices entre 0 e k, para cada Codeword. Como este processo de gerac¸a˜o de ı´ndices e´ feito
sempre que gerada uma nova Codeword, o tempo despendido pelo servidor neste processo
pode comprometer o desempenho deste, mais concretamente diminuir a taxa de transmissa˜o,
sendo necessa´rio otimizar o mesmo. A classe RandPerm foi desenvolvida para este mesmo
propo´sito permitindo gerar nu´meros inteiros aleato´rios, sem repetic¸a˜o, entre 0 e um determi-
nado nu´mero, de forma otimizada. Assim, a classe RandPerm e´ composta por 3 atributos:
• int n: limite superior dos nu´meros gerados;
• int r: nu´mero de possibilidades restantes;
• int array: memo´ria para garantir que os nu´meros gerados na˜o se repetem.
No momento de instanciac¸a˜o de um objeto desta classe, e´ indicado o limite superior
dos nu´meros a serem gerados (n), sendo a varia´vel r inicializada com este mesmo valor. O
array e´ alocado tambe´m na fase de inicializac¸a˜o com n nu´meros inteiros e definido o valor
0xFFFFFFFF em todos eles que indica que um determinado nu´mero ainda na˜o foi gerado,
ou seja, todos eles.
Sempre que invocada a func¸a˜o de atribuic¸a˜o de um novo nu´mero aleato´rio (getPerm())
sobre o objeto, e´ decrementado o valor de r uma unidade, gerado um nu´mero pseudo-aleato´rio
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i, entre 0 e r, e caso array[i] == 0xFFFFFFFF o valor de retorno da func¸a˜o e´ i, caso
contra´rio o valor de retorno e´ array[i]. Apo´s encontrado o valor de retorno, e´ necessa´rio
atualizar o valor de array[i], sendo este r caso array[r] == 0xFFFFFFFF , caso contra´rio
array[i] = array[r]. Este processo garante assim que os nu´meros gerados na˜o se repetem, de
forma eficiente (ver figura 4.1).
4.2.2 Classe Encoder
Esta classe e´ responsa´vel pela gerac¸a˜o das Codewords, sendo estas geradas consoante os
paraˆmetros passados a quando a sua instanciac¸a˜o (construtor), permitindo assim definir os
dados originais, tamanho das Codewords e opcionalmente os paraˆmetros da distribuic¸a˜o do
grau robust soliton (c e δ). Apo´s a instanciac¸a˜o da classe, sempre que invocada a func¸a˜o
genCodeword sobre o objeto instanciado, e´ gerada uma nova Codeword, tendo como valores
de retorno a semente utilizada na gerac¸a˜o dos ı´ndices, o grau da Codeword (gerado utilizando
a distribuic¸a˜o robust soliton) e o bloco de dados codificados, necessa´rios para a descodificac¸a˜o
da mesma. Assim, utilizando estes valores retornados em conjunto com o nu´mero total de
s´ımbolos, facilmente se compo˜em uma trama FBP (ver secc¸a˜o 3.2.1) para poder ser difundida
pelos clientes.
Os paraˆmetros do construtor desta classe sa˜o um ponteiro para os dados a codificar, o
tamanho total destes dados (k s´ımbolos), o tamanho de cada Codeword e opcionalmente
os valores de c e δ referentes a` func¸a˜o de distribuc¸a˜o do grau, permitindo assim gerar Co-
dewords de qualquer tamanho, a partir de qualquer conjunto de dados e manipular a func¸a˜o
de distribuic¸a˜o do grau das Codewords.
4.2.3 Classe Decoder
Esta classe e´ responsa´vel pela descodificac¸a˜o de Codewords, sendo este processo realizado
por uma thread espec´ıfica, de forma a permitir que a aplicac¸a˜o/thread principal que utiliza esta
classe possa desempenhar outras tarefas, enquanto o processo de descodificac¸a˜o e´ executado.
Para instanciar esta classe (construtor), e´ necessa´rio indicar qual o nu´mero de s´ımbolos
que compo˜em a informac¸a˜o original (k) e o tamanho de cada Codeword.
Apo´s a instanciac¸a˜o da classe, e´ poss´ıvel iniciar ou suspender o processo de descodificac¸a˜o,
desempenhado por uma thread espec´ıfica, atrave´s das func¸o˜es start e stop, respetivamente.
Para adicionar Codewords ao processo de descodificac¸a˜o, e´ utilizada a func¸a˜o addCodeword
que instaˆncia um objeto do tipo Codeword com os paraˆmetros indicados na mesma e guarda
uma refereˆncia para o objeto criado numa lista, de forma a disponibilizar as Codewords a`
thread responsa´vel pela descodificac¸a˜o sem bloquear a thread principal, libertando assim esta
u´ltima para outras tarefas.
Conclu´ıdo o processo de descodificac¸a˜o, a informac¸a˜o resultante pode ser escrita numa
determinada zona de memo´ria ou ficheiro, utilizando a func¸a˜o writeData.
O processo de descodificac¸a˜o pode requerer bastante esforc¸o computacional, tanto em ter-
mos de processamento como a n´ıvel de memo´ria RAM, aumentando consoante o tamanho
da mensagem transmitida. Assim de forma a na˜o existir duplicac¸a˜o de Codewords, estas sa˜o
armazenadas uma u´nica vez em memo´ria e utilizadas refereˆncias para as mesmas, atrave´s
de uma lista de k s´ımbolos, contendo cada s´ımbolo refereˆncias para as Codewords depen-
dentes, permitindo assim uma pesquisa ra´pida e eficiente pelas Codewords dependentes de
um determinado s´ımbolo e minimizando o consumo de memo´ria. No caso das Codewords ja´
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Figura 4.1: Diagrama exemplificativo do algoritmo desenvolvido de gerac¸a˜o de nu´meros
aleato´rios sem repetic¸a˜o.
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descodificadas, sera˜o tambe´m referenciadas pelos s´ımbolos correspondentes, utilizando uma
varia´vel espec´ıfica que quando diferente do valo nulo, indica que o s´ımbolo esta´ descodificado







6Tabela 4.1: Diagrama exemplificativo do processo de desco-
dificac¸a˜o utilizando o algoritmo desenvolvido.
4.3 Aplicac¸o˜es
Nesta dissertac¸a˜o, foram desenvolvidas duas aplicac¸o˜es (fbp-client e fbp-server, ver secc¸o˜es
4.3.2 e 4.3.3 respetivamente) de forma a permitir a difusa˜o e recec¸a˜o de um ficheiro codificado
usando co´digos Fountain, atrave´s de um canal de comunicac¸a˜o sujeito a perda de pacotes e
sem necessidade de feedback por parte do(s) recetor(es), u´til em situac¸o˜es em que o feedback
por parte dos recetores na˜o e´ poss´ıvel ou indeseja´vel.
Assim, para ale´m das aplicac¸o˜es, foi criado um novo protocolo de comunicac¸a˜o, FBP (File
Broadcast Protocol, ver secc¸a˜o 4.3.1) , possibilitando transmissa˜o em difusa˜o, sobre a camada
de ligac¸a˜o de dados (L2), de ficheiros codificados com co´digos Fountain.
4.3.1 Comunicac¸a˜o
Como descrito na secc¸a˜o 3.2, a comunicac¸a˜o entre as aplicac¸o˜es e´ feita sobre a camada
de ligac¸a˜o de dados (L2), sem a utilizac¸a˜o de nenhum protocolo de transporte (L4) nem
nenhum protocolo de rede (L3), sendo a camada de ligac¸a˜o de dados responsa´vel por garantir
a integridade dos pacotes e a utilizac¸a˜o de co´digos Fountain como forma de suprimir a perda
de pacotes sem necessidade de feedback [21]. Assim, na comunicac¸a˜o entre as aplicac¸o˜es, sa˜o
utilizados sockets (L2) pelo servidor e cliente para o envio e recec¸a˜o de tramas respetivamente.
Como na˜o existe feedback por parte dos recetores, apenas a aplicac¸a˜o responsa´vel pela
transmissa˜o do ficheiro (fbp-server) transmite pacotes na rede, limitando-se as aplicac¸o˜es dos
recetores (fbp-client) a receber os pacotes transmitidos.
Os pacotes transmitido pelo servidor sa˜o pacotes FBP (ver secc¸a˜o 3.2.1), sendo transmi-
tida uma Codeword por pacote. Em cada pacote e´ tambe´m inclu´ıda informac¸a˜o relevante
sobre a Codewords e mensagem original, como o nu´mero de s´ımbolos que compo˜em a men-
sagem, a semente utilizada na gerac¸a˜o dos ı´ndices da Codeword e o grau da Codeword. Esta
informac¸a˜o e´ vital para que os clientes consigam descodificar as Codewords e reconstruir o
ficheiro transmitido pelo servidor.
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4.3.2 fbp-client
A aplicac¸a˜o fbp-client processa apenas os pacotes do tipo 0x1986 recebidos por uma de-
terminada interface de rede. Todos os pacotes FBP recebidos pela interface de rede definida
no momento de iniciac¸a˜o da aplicac¸a˜o sa˜o processados por esta aplicac¸a˜o.
Iniciada a aplicac¸a˜o, o primeiro pacote FBP recebido e´ utilizado para instanciar a classe
Decoder (ver secc¸a˜o 4.2.3) com o valor de k passado no pacote, sendo o valor do tamanho das
Codewords fixo (1488 bytes). De seguida e´ iniciado o processo de descodificac¸a˜o e adicionada
a Codeword recebida ao processo.
Ate´ que a aplicac¸a˜o seja interrompida ou ate´ que o processo de descodificac¸a˜o obtenha k
s´ımbolos originais, a aplicac¸a˜o entra num ciclo cont´ınuo a receber pacotes FBP e a passar as
Codewords recebidas para a classe Decoder.
Apo´s a conclusa˜o do ciclo, e caso a aplicac¸a˜o na˜o tenha sido interrompida, ou seja, te-
nham sido descodificados k s´ımbolos, o ficheiro recebido e´ escrito numa determinada zona de
memo´ria ou num dispositivo de armazenamento de dados.
Modo de utilizac¸~ao: fbp-client -i <interface> -o <out_file>
-i Interface a utilizar na transfere^ncia
-o Ficheiro de escrita dos dados recebidos
Exemplo: fbp-client -i wlan0 -o /tmp/out.iso
4.3.3 fbp-server
A aplicac¸a˜o fbp-server envia constantemente pacotes do tipo 0x1986 (FBP) atrave´s de
uma determinada interface de rede, ou seja, esta´ constantemente a debitar pacotes FBP na
rede atrave´s da interface definida no momento de iniciac¸a˜o da aplicac¸a˜o.
Iniciada a aplicac¸a˜o, esta comec¸a por instanciar a classe Encoder (ver secc¸a˜o 4.2.2), com
os dados de um determinado ficheiro. De seguida, esta entra num ciclo infinito onde e´ gerada
uma Codeword e transmitida utilizando o protocolo FBP, a cada iterac¸a˜o. Este processo e´
executado infinitamente, ate´ a aplicac¸a˜o ser terminada explicitamente.
Modo de utilizac¸~ao: fbp-server -i <interface> -f <file> [-d <MAC_dest>]
-i Interface a utilizar na transfere^ncia
-f Ficheiro a transmitir
-d (opcional) Permite definir uma transmiss~ao unicast
Exemplo: fbp-server -i wlan1 -f file.iso
4.4 Scripts
Para auxiliar a configurac¸a˜o e execuc¸a˜o global do sistema DETIboot, foram desenvolvidos
shell scripts com diferentes func¸o˜es, permitindo assim uma fa´cil utilizac¸a˜o do DETIboot e
minimizando poss´ıveis erros de utilizac¸a˜o/configurac¸a˜o do mesmo.
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4.4.1 init-adhoc-client.sh
Script responsa´vel pela configurac¸a˜o de uma interface de rede WiFi, para utilizac¸a˜o no
contexto DETIboot, utilizando a ferramenta iwconfig que, embora obsoleta, e´ compat´ıvel a
maioria dos drivers para dispositivos de rede sem fios WiFi em sistemas Linux.
Modo de utilizac¸~ao: init-adhoc-client.sh -i <interface> -c <canal>
-i Interface a configurar
-c Canal da rede WiFi
Exemplo: init-adhoc-client.sh -i wlan0 -c 6
4.4.2 init-adhoc-server.sh
Script responsa´vel pela configurac¸a˜o de uma interface de rede WiFi, para utilizac¸a˜o no
contexto DETIboot, utilizando a ferramenta iw. Esta aplicac¸a˜o embora mais avanc¸ada que a
iwconfig, pode provocar problemas de compatibilidade com alguns drivers de dispositivos de
rede sem fios WiFi mais antigos.
Este script e´ utilizado pelo servidor e tem como principal vantagem em relac¸a˜o ao script
dos clientes (ver secc¸a˜o 4.4.1), definir o basic rate e multicast rate em 54 Mbits/s (ma´ximo
da norma 802.11g), permitindo assim aumentar a taxa de transmissa˜o de pacotes em difusa˜o
na rede sem fios WiFi (ad-hoc).
Modo de utilizac¸~ao: init-adhoc-server.sh -i <interface> -c <canal>
-i Interface a configurar
-c Canal da rede WiFi
Exemplo: init-adhoc-server.sh -i wlan1 -c 6
4.4.3 DETIboot
O script DETIboot foi desenhado para correr num sistema de ficheiros Initramfs (ver
secc¸a˜o 2.1.1), sendo este executado caso a opc¸a˜o ”boot=DETIboot” esteja presente nos
paraˆmetros de arranque do nu´cleo.
Este script comec¸a por configurar uma interface de rede utilizando o script init-adhoc-
cliente.sh (ver secc¸a˜o 4.4.1), de seguida e´ iniciada a transfereˆncia de uma imagem ISO uti-
lizando a aplicac¸a˜o fbp-cliente (ver secc¸a˜o 4.3.2). Conclu´ıda a transfereˆncia, a imagem e´
montada numa pasta tempora´ria e executado o ficheiro startup presente na mesma. Este fi-
cheiro startup pode ser um qualquer tipo de ficheiro executa´vel em ambiente Linux, tendo sido
utilizado no desenvolvimento desta dissertac¸a˜o um ficheiro shell script contendo as instruc¸o˜es
necessa´rias para o arranque do sistema operativo.
4.5 Integrac¸a˜o
A integrac¸a˜o final do cliente e servidor permite distribuir e arrancar um sistema operativo,
utilizando redes sem fios WiFi, de forma eficiente. A rede e´ utilizada em modo ad-hoc e
o sistema operativo transmitido em difusa˜o pelo servidor, sem feedback sobre os pacotes
recebidos por parte dos clientes, grac¸as a` codificac¸a˜o utilizada (co´digos Fountain, ver secc¸a˜o
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4.2), de forma a conseguir cumprir com os princ´ıpios ba´sicos idealizados para o sucesso do
DETIboot:
• Distribuic¸a˜o do sistema de ficheiros remota (melhor usabilidade) √
• Utilizadores sem permisso˜es de escrita (melhor seguranc¸a) √
• Independeˆncia relativamente ao nu´mero de utilizadores (melhor desempenho) √
4.5.1 Cliente
O arranque de um sistema operativo utilizando o me´todo de arranque DETIboot num sis-
tema computacional e´ feito atrave´s de um nu´cleo Linux e respetivo Initramfs, sendo necessa´rio
que este Initramfs tenha inclu´ıdo o me´todo de arranque DETIboot, composto pelo pro´prio
script de arranque DETIboot (ver secc¸a˜o 4.4.3), o script init-adhoc-client.sh para configurar a
interface de rede (ver secc¸a˜o 4.4.1), a aplicac¸a˜o fbp-client para fazer a transfereˆncia do sistema
operativo (ver secc¸a˜o 4.3.2) e o kexec para proceder a` execuc¸a˜o do sistema operativo transfe-
rido (ver secc¸a˜o 2.3). E´ necessa´rio ainda incluir no Initramfs os drivers wireless pro´prios para
o nu´cleo executado, para que seja poss´ıvel utilizar dispositivos de rede sem fios WiFi durante
a execuc¸a˜o do me´todo de arranque DETIboot, necessa´rio para a transfereˆncia do sistema
operativo. Para auxiliar a construc¸a˜o do Initramfs, foi utilizada a ferramenta mkinitramfs,
dispon´ıvel nas distribuic¸o˜es Ubuntu, que permite gerar um Initramfs para um determinado
nu´cleo, a partir de ficheiros de configurac¸a˜o espec´ıficos, permitindo assim customizar o seu
conteu´do.
A inicializac¸a˜o do nu´cleo e Initramfs e´ feita atrave´s de um bootloader Linux, tendo sido
utilizado no desenvolvimento desta dissertac¸a˜o o bootloader GRUB (mas qualquer outro pode
ser utilizado), sendo necessa´rio que o bootloader passe alguns argumentos fundamentais ao
nu´cleo no momento de arranque e existindo alguns argumentos extra opcionais:
• "boot=DETIboot": Identifica qual o me´todo de arranque que deve ser executado no
Initramfs;
• "if_wifi=<interface>": Identifica qual a interface de rede a utilizar pelo DETIboot;
• "debug_mode": (Opcional) Execuc¸a˜o do me´todo de arranque DETIboot em modo de-
bug;
• "nomodeset": (Opcional) Indica ao nu´cleo para na˜o carregar os drivers de v´ıdeo, resol-
vendo problemas detetados durante a execuc¸a˜o do kexec com algumas placas gra´ficas.
4.5.2 Servidor
O servidor do sistema DETIboot pode ser qualquer sistema computacional, desde que
esteja a correr um sistema operativo Linux. Desta forma, e´ poss´ıvel utilizar como servidor os
mais diversos tipos de sistemas computacionais, desde os mais poderosos computacionalmente,
ate´ aos novos mini-PCs, embora o desempenho do mesmo possa sofrer variac¸o˜es.
Para colocar um sistema computacional a desempenhar a func¸a˜o de servidor do me´todo
de arranque DETIboot, basta executar o script init-adhoc-server.sh (ver secc¸a˜o 4.4.2) para
configurar a interface de rede e apo´s a conclusa˜o deste, executar a aplicac¸a˜o fbp-server (ver
secc¸a˜o 4.3.3) para transmitir um determinado ficheiro, sendo que em ambos deve ser utilizada
a mesma interface de rede WiFi.
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4.5.3 Imagem do Sistema Operativo
A imagem transmitida pelo servidor deve estar no formato ISO e conter pelo menos o
ficheiro ”startup”, na sua raiz, com as instruc¸o˜es a executar pelos clientes para iniciarem o
sistema operativo.
Para ale´m do ficheiro ”startup”, e´ aconselha´vel que o ficheiro ISO transmitido contenha
tambe´m um nu´cleo Linux e respetivo Initramfs com o sistema de ficheiros real do sistema
operativo embutido, ou seja, incluir no Initramfs do nu´cleo o sistema de ficheiros final, de
modo a na˜o ser necessa´ria a utilizac¸a˜o de dispositivos de armazenamento de dados para alocar
o sistema de ficheiros, ficando este armazenado em memo´ria, aumentando assim o desempenho
global do sistema, com a desvantagem de aumentar tambe´m o consumo de memo´ria RAM
dos clientes durante a execuc¸a˜o do sistema operativo.
No desenvolvimento desta dissertac¸a˜o, foi utilizada uma imagem ISO composta pelo nu´cleo
e Initramfs de uma distribuic¸a˜o live (Slax) e inclu´ıdo neste Initramfs o sistema de ficheiros
da distribuic¸a˜o. Optou-se pela distribuic¸a˜o Slax devido ao facto de esta estar de certa forma
otimizada para correr apenas em memo´ria RAM.
O ficheiro ”startup” utilizado e´ composto por apenas uma instruc¸a˜o que consiste na exe-
cuc¸a˜o do kexec (ver secc¸a˜o 2.3) utilizando o nu´cleo e Initramfs presentes no ficheiro ISO
transmitido e os argumentos do nu´cleo, necessa´rios para a correta execuc¸a˜o do sistema ope-
rativo em questa˜o.
#!/bin/sh
# ficheiro startup utilizado no desenvolvimento da dissertac¸~ao
kexec -f ./vmlinuz --initrd=./initrd.img --append="slax.flags=xmode"
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O me´todo de arranque DETIboot pode ser avaliado fundamentalmente pelo desempenho
em relac¸a˜o a` distribuic¸a˜o e arranque de um sistema operativo, mais concretamente em relac¸a˜o
ao tempo total despendido no arranque de um sistema operativo utilizando este me´todo.
Assim, para avaliar a eficieˆncia do sistema DETIboot, foi analisado o seu desempenho
relativamente a` comunicac¸a˜o sem fios WiFi e respetiva velocidade de transmissa˜o (ver secc¸a˜o
5.1.1), processo de codificac¸a˜o e descodificac¸a˜o utilizando co´digos Fountain (ver secc¸a˜o 5.1.2),
arranque apo´s a transfereˆncia do sistema operativo (ver secc¸a˜o 5.1.3) e o desempenho do
sistema operativo transferido (ver secc¸a˜o 5.1.4).
Foram tambe´m identificadas algumas limitac¸o˜es presentes no me´todo desenvolvido (ver
secc¸a˜o 5.2), bem como realizados testes de campo relativamente a` difusa˜o de pacotes em redes
sem fios WiFi e relativamente a` execuc¸a˜o do me´todo de arranque DETIboot desenvolvido (ver
secc¸a˜o 5.3).
5.1 Desempenho
O desempenho global do sistema DETIboot pode ser influenciado por diversos fatores e
em diferentes fases do processo de arranque do sistema operativo. Sendo assim, a avaliac¸a˜o
do desempenho do me´todo de arranque DETIboot pode ser dividida por diferentes situac¸o˜es,
cada uma com as suas particularidades, influenciando direta ou indiretamente o desempenho
global do mesmo.
5.1.1 Comunicac¸a˜o
A comunicac¸a˜o em redes sem fios em geral e´ bastante sujeita a interfereˆncias e ru´ıdo,
ficando assim a qualidade da comunicac¸a˜o dependente de fatores externos presentes no am-
biente em que estas se encontram. Como o me´todo de arranque utiliza este tipo de redes, o
seu desempenho e´ afetado diretamente pelos mesmos fatores que influenciam o desempenho
das comunicac¸o˜es sem fios, como por exemplo a presenc¸a de outras comunicac¸o˜es na mesma
frequeˆncia de comunicac¸a˜o, objetos presentes na a´rea abrangida (variando a influeˆncia con-
soante a sua composic¸a˜o), entre outros.
Em termos do per´ımetro de alcance do servidor, este esta´ diretamente ligado a` capacidade
de alcance do dispositivo de rede sem fios WiFi utilizado pelo mesmo na transmissa˜o do
sistema operativo e, embora o alcance possa variar consoante o dispositivo de rede sem fios
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WiFi utilizado, os clientes mais pro´ximos do servidor tera˜o sempre melhor desempenho na
transfereˆncia do sistema operativo, pois consoante a distaˆncia aumenta, a relac¸a˜o sinal-ru´ıdo
piora e por esse motivo a taxa de erros aumenta, originando que o nu´mero de tramas perdidas
aumente.
Devido aos fatores mencionados, na˜o foi poss´ıvel encontrar um valor preciso para a taxa de
transmissa˜o de dados do sistema DETIboot, no entanto verificou-se que esta varia entre os 30
Mbits/s e 40 Mbits/s de dados u´teis, ou seja, dados consumidos pelas aplicac¸o˜es desenvolvidas,
descartando os dados relativos a`s camadas de rede inferiores nesta contabilizac¸a˜o.
5.1.2 Co´digos Fountain
Os processos de codificac¸a˜o e descodificac¸a˜o dos co´digos Fountain exigem algum esforc¸o
computacional, podendo estes influenciar a taxa de transfereˆncia da imagem do sistema ope-
rativo.
De forma a minimizar este problema, foram utilizadas instruc¸o˜es vectorizadas, caso o pro-
cessador do sistema computacional em questa˜o as suporte, de forma a melhorar o desempenho
das operac¸o˜es XOR realizadas, diminuindo assim o tempo despendido nesta tarefa.
Na aplicac¸a˜o fbp-client (ver secc¸a˜o 4.3.2), utilizada pelos clientes para receberem o sistema
operativo, os processos de recec¸a˜o de pacotes e descodificac¸a˜o dos mesmos foram separados em
threads independentes, permitindo assim receber novos pacotes mesmo que o processo de des-
codificac¸a˜o de uma determinada Codeword recebida ainda na˜o esteja conclu´ıdo, minimizando
a influeˆncia do processo de descodificac¸a˜o na taxa de transfereˆncia.
Na aplicac¸a˜o fbp-server (ver secc¸a˜o 4.3.3), utilizada pelo servidor para transmitir a imagem
do sistema operativo, a soluc¸a˜o anterior na˜o e´ aplica´vel, visto que o processo de transmissa˜o
e´ dependente do processo de codificac¸a˜o, ou seja, para transmitir um pacote e´ necessa´rio que
primeiro seja codificada uma Codeword. Assim, a capacidade de processamento do sistema
computacional utilizado como servidor, tem mais influeˆncia na taxa de transfereˆncia do sis-
tema operativo, e consequentemente no desempenho global do me´todo de arranque DETIboot,
visto que o desempenho do servidor influencia o desempenho dos clientes. Ao contra´rio do
servidor, o desempenho de cada cliente na˜o influencia o desempenho do servidor ou de qual-
quer outro cliente, visto estes terem um comportamento passivo, ou seja, limitam-se a escutar
as tramas difundidas pelo servidor na rede sem emitirem qualquer trama para a mesma.
Outro fator que influencia diretamente o desempenho global do me´todo de arranque DE-
TIboot, e´ a escolha do valor de ”c”, respetivo a` distribuic¸a˜o do grau (robust soliton, ver secc¸a˜o
2.5.1) utilizado na gerac¸a˜o de Codewords. Este valor permite manipular a percentagem de
Codewords de grau 1 (s´ımbolos) durante o processo de gerac¸a˜o de Codewords, influenciando
assim o nu´mero de Codewords necessa´rias pelos clientes para conseguirem descodificar total-
mente o ficheiro transmitido, bem como a memo´ria utilizada pela aplicac¸a˜o.
De forma a encontrar um valor de ”c” que permita obter um melhor desempenho do
me´todo de arranque DETIboot, foram analisados resultados dos 3 valores de ”c” mais acon-
selha´veis. Assim, as figuras 5.1, 5.2 e 5.3 demonstram os resultados obtidos das simulac¸o˜es
realizadas referentes a` transmissa˜o de uma imagem com k = 10000, com diferentes valores de
”c”, onde os histogramas representam o nu´mero de Codewords utilizadas na descodificac¸a˜o
total da imagem em 2000 experieˆncias e os gra´ficos representam o nu´mero de Codewords
armazenadas e descodificadas ao longo de uma descodificac¸a˜o da imagem transmitida.
Com estes resultados, foi poss´ıvel verificar que a opc¸a˜o por um valor de ”c” igual a 0.03
e´ a mais indicada devido a oferecer a melhor relac¸a˜o entre a me´dia de Codewords necessa´ria,
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Figura 5.1: (a) Histograma representativo do nu´mero de Codewords necessa´rias para a des-
codificac¸a˜o completa da imagem transmitida e gra´fico ilustrativo da utilizac¸a˜o de memo´ria
durante uma descodificac¸a˜o (b), com c = 0.01
a b
Figura 5.2: (a) Histograma representativo do nu´mero de Codewords necessa´rias para a des-
codificac¸a˜o completa da imagem transmitida e gra´fico ilustrativo da utilizac¸a˜o de memo´ria
durante uma descodificac¸a˜o (b), com c = 0.03
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Figura 5.3: (a) Histograma representativo do nu´mero de Codewords necessa´rias para a des-
codificac¸a˜o completa da imagem transmitida e gra´fico ilustrativo da utilizac¸a˜o de memo´ria
durante uma descodificac¸a˜o (b), com c = 0.1
variac¸a˜o de Codewords necessa´rias (desvio padra˜o) e memo´ria ocupada pela aplicac¸a˜o recetora,
ou seja, permite que a descodificac¸a˜o total da imagem transmitida na˜o varie muito entre os
clientes (desvio padra˜o) tornando a transfereˆncia o mais imparcial poss´ıvel, sejam necessa´rias
menos Codewords quanto poss´ıvel de modo a diminuir o tempo de descodificac¸a˜o (me´dia), e
diminuir o consumo de memo´ria RAM que pode ser bastante vantajoso em ma´quinas com
pouca capacidade da mesma.
5.1.3 Arranque
O tempo de arranque do sistema operativo e´ assim afetado pelos va´rios fatores menciona-
dos anteriormente em relac¸a˜o a` transfereˆncia deste, sendo o desempenho do sistema na fase
posterior a` transfereˆncia dependente da capacidade do sistema computacional em questa˜o.
Apo´s a transfereˆncia do sistema operativo, a inicializac¸a˜o deste e´ similar ao arranque
normal de um sistema operativo Linux, tornando assim o desempenho desta fase ideˆntica
ao me´todo normal de arranque, tendo como principais fatores de influeˆncia a capacidade
de processamento do sistema computacional utilizado, bem como a configurac¸a˜o do sistema
operativo transferido. No entanto, nesta fase, o me´todo de arranque DETIboot consegue ter
melhor desempenho em relac¸a˜o ao me´todo normal, visto que o sistema de ficheiros encontra-se
em memo´ria RAM, ao contra´rio do me´todo normal em que este se encontra num dispositivo
de armazenamento de dados, logo o me´todo DETIboot consegue assim melhores velocidades
nas operac¸o˜es de leitura e escrita no sistema de ficheiros em relac¸a˜o ao me´todo normal.
Devido aos diversos fatores ja´ mencionados, na˜o e´ poss´ıvel estabelecer um valor exato
para o tempo total despendido no arranque de um sistema operativo utilizando o me´todo de
arranque DETIboot, como em qualquer outro me´todo de arranque. No entanto comprovou-se
que o arranque de um sistema operativo de aproximadamente 400 MB, utilizando o me´todo
DETIboot demora cerca de 2 a 3 minutos.
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5.1.4 Sistema Operativo
O desempenho do sistema operativo transferido pode variar consoante a distribuic¸a˜o uti-
lizada e as configurac¸o˜es feitas na mesma.
Nesta dissertac¸a˜o foi utilizada a distribuic¸a˜o Slax, devido a esta estar de certa forma
preparada para correr unicamente em memo´ria, sem recurso a nenhum dispositivo de ar-
mazenamento de dados, consumindo pouco mais de 700 MB de memo´ria RAM apo´s todo o
processo de arranque estar conclu´ıdo.
Embora a utilizac¸a˜o da memo´ria RAM para armazenar o sistema de ficheiros aumente
significativamente o consumo desta, o desempenho global das operac¸o˜es de leitura e escrita
no sistema de ficheiros tambe´m melhoram, devido a` maior velocidade de acesso a` memo´ria
em relac¸a˜o a um dispositivo de armazenamento de dados.
5.2 Limitac¸o˜es
Sendo a comunicac¸a˜o feita utilizando redes sem fios WiFi, a utilizac¸a˜o do sistema DE-
TIboot e´ limitado geograficamente, estando o seu alcance dependente do dispositivo WiFi
utilizado pelo servidor, como descrito anteriormente no cap´ıtulo 3.
Para ale´m da limitac¸a˜o geogra´fica, os clientes do sistema DETIboot necessitam de ter
capacidade de memo´ria RAM suficiente para o armazenamento e arranque do sistema opera-
tivo transmitido, ou seja, os clientes necessitam de ter no mı´nimo memo´ria RAM dispon´ıvel
para armazenar o nu´cleo Linux e o Initramfs transmitidos, mais o tamanho ocupado pelo
mesmo Initramfs descomprimido, pois durante a fase de inicializac¸a˜o do nu´cleo, o Initramfs e´
descomprimido por este em memo´ria, e so´ apo´s a finalizac¸a˜o deste processo e´ que o Initramfs
comprimido e´ descartado. Em valores concretos, desprezando a memo´ria despendida no arma-
zenamento do nu´cleo (30-40 MB), caso o Initramfs ocupe em memo´ria 700 MB comprimido
e 1500 MB descomprimido, e´ necessa´rio que os sistemas computacionais dos clientes tenham
no mı´nimo 700MB + 15000MB = 2200MB(2.2GB).
O desenvolvimento do me´todo de arranque DETIboot ficou tambe´m limitado a clientes
com sistemas computacionais de 64 bits, visto permitir melhor desempenho no processo de
descodificac¸a˜o das Codewords, e a execuc¸a˜o deste em sistemas computacionais Apple tambe´m
na˜o e´ suportada devido a caracter´ısticas de arranque espec´ıficas dos mesmos. No entanto
estas limitac¸o˜es poderiam ser resolvidas com a criac¸a˜o de diferentes verso˜es para os va´rios
sistemas, permitindo assim o suporte para ma´quinas de 32 bits e Apple.
Em relac¸a˜o ao servidor, este pode ser qualquer tipo de sistema computacional, no entanto
nesta dissertac¸a˜o apenas foram desenvolvidas aplicac¸o˜es para sistemas operativos Linux. Um
aspeto importante do servidor e´ que caso este na˜o tenha memo´ria RAM livre suficiente para
armazenar o ficheiro transmitido, o processo de gerac¸a˜o de Codewords ira´ criar uma atividade
de paginac¸a˜o muito intensa o que causara´ um aumento significativo do tempo despendido
nas operac¸o˜es de codificac¸a˜o, diminuindo assim drasticamente a velocidade de transmissa˜o da
imagem do sistema operativo.
Outro fator que pode limitar a velocidade de transmissa˜o do servidor e´ a interface WiFi
utilizada que, devido a` utilizac¸a˜o da ferramenta iw para definir o basic rate e multicast,
e´ necessa´rio que os drivers desta suportem a API nl80211, caso contra´rio a velocidade de
transmissa˜o de pacotes broadcast fica limitada a 1 Mb/s.
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5.3 Testes de campo
No aˆmbito desta dissertac¸a˜o, foram realizados 2 testes de campo distintos, embora com
os mesmos utilizadores e no mesmo ambiente, de forma a obter informac¸o˜es relevantes para
a avaliac¸a˜o global do me´todo de arranque DETIboot.
Os testes realizados tinham como objetivo avaliar a difusa˜o de tramas em redes sem fios
WiFi, e o desempenho global do me´todo de arranque DETIboot.
Assim, as avaliac¸o˜es feitas foram separadas em 2 testes, um em relac¸a˜o a` comunicac¸a˜o
sem fios e outra em relac¸a˜o ao desempenho do sistema DETIboot.
Ambos os testes foram realizados no mesmo ambiente (sala de aula) e com os mesmos
utilizadores (corpo acade´mico convidado), com a distribuic¸a˜o representada na figura 5.4.
Figura 5.4: Diagrama ilustrativo da disposic¸a˜o dos utilizadores durante os testes realizados.
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5.3.1 Dimensa˜o o´tima das tramas
Para se conseguir ter uma melhor percec¸a˜o da difusa˜o de pacotes em redes sem fios WiFi,
foi feito um teste de modo a avaliar o desempenho desta, contabilizando a taxa de de´bito de
dados do servidor e a perda de pacotes em cada recetor durante difusa˜o de pacotes.
De forma a permitir esta contabilizac¸a˜o, foi transmitido um ficheiro de aproximadamente
10 MB contendo dados aleato´rios e incluindo no in´ıcio de cada trama um campo de 32 bits,
representando o ı´ndice de cada trama. Assim, os recetores conseguem identificar as perda de
pacotes atrave´s da diferenc¸a dos ı´ndices das tramas recebidas.
No fim da transmissa˜o, existe um espac¸o temporal para os recetores enviarem o nu´mero
de perdas de pacotes para o servidor, permitindo assim uma fa´cil recolha dos resultados.
Para melhor avaliar o desempenho da transmissa˜o, foram realizados 3 tipos de teste dife-
rentes, onde cada tipo difere no comprimento das tramas utilizadas, sendo cada teste identi-
ficado por um nu´mero (´ındice), com as caracter´ısticas presentes na tabela 5.1.
Ficheiro Transmitido ' 10 MB




Tabela 5.1: I´ndices dos testes realizados e respetivas caracter´ısticas
Assim, durante o teste realizado com utilizadores, foram executados 3 vezes cada tipo de
teste, tendo sido obtidos os resultados que se podem observar nas tabelas 5.2 e 5.3, em termos
individuais e globais respetivamente.
Em relac¸a˜o a` velocidade de transmissa˜o tambe´m se observaram variac¸o˜es nos diferentes
testes realizados, devido aos diferentes comprimentos das tramas utilizados, pois embora a
taxa de transmissa˜o de tramas se mantenha, a quantidade de informac¸a˜o em cada trama
varia, alterando assim a taxa da transmissa˜o de dados.
Assim, na tabela 5.4 sa˜o indicados os resultados obtidos nos testes realizados em relac¸a˜o
ao tempo e velocidade de transmissa˜o de um ficheiro de 10 MB para cada tipo de teste, 1 , 2
e 3.
Observando os resultados referidos, pode-se concluir que embora exista alguma variac¸a˜o
em relac¸a˜o a` perda de pacotes nos diferentes testes realizados, esta na˜o e´ muito significativa, ao
contra´rio da taxa de transmissa˜o de dados onde se verifica bastante diferenc¸a entre os testes
realizados, tornando assim a opc¸a˜o pelo comprimento ma´ximo de trama (teste 1) a mais
indicada visto se conseguir a taxa de transmissa˜o de dados mais elevada, ja´ que a diferenc¸a
da perda de pacotes ser quase insignificante.
5.3.2 DETIboot
Apo´s o teste a` difusa˜o de pacotes em redes sem fios WiFi, foi realizado um teste ao
me´todo de arranque desenvolvido no aˆmbito desta dissertac¸a˜o (DETIboot), sendo utilizado
o comprimento de trama ma´ximo, equivalente ao teste do tipo 1 anterior, devido a se ter
comprovado que a diminuic¸a˜o do comprimento das tramas na˜o era bene´fico.
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Este teste consistiu na execuc¸a˜o integral do me´todo de arranque DETIboot, tendo sido
contabilizado o tempo despendido pelos sistemas computacionais dos utilizadores ate´ terem
o sistema operativo completamente inicializado e aparecer o ambiente de trabalho do SO.
Apo´s o teste, foi feita uma recolha de informac¸a˜o junto dos utilizadores, respetiva ao tempo
despendido pelo arranque do sistema operativo, utilizando o me´todo de arranque DETIboot,
e algumas caracter´ısticas dos seus sistemas computacionais bem como eventuais problemas
encontrados.
Os resultados obtidos neste teste conseguiram superar as expectativas, embora o nu´mero
de utilizadores tivesse ficado aque´m do que era esperado, pois verificou-se em alguns casos
que o tempo de arranque foi inferior ao esperado (menos de dois minutos), para ale´m de o
tempo ma´ximo registado ser de apenas pouco mais de dois minutos e meio. Registaram-se
tambe´m dois problemas na execuc¸a˜o do me´todo de arranque DETIboot, no entanto o problema
resultante da execuc¸a˜o do me´todo de arranque DETIboot num sistema computacional de 32
bits era esperado e o problema provocado por conflitos com a placa de v´ıdeo num dos sistemas
computacionais testados tem fa´cil resoluc¸a˜o (ver secc¸a˜o 5.3.3 para mais detalhes). Na figura
5.5 sa˜o descritos os resultados obtidos, relativamente ao teste realizado.
5.3.3 Problemas
Nos teste realizados foram encontrados 2 problemas diferentes com sistemas computacio-
nais distintos.
O primeiro problema encontrado ja´ era conhecido, mas no entanto na˜o esperado, tendo
sido reportado pelo PC 4. A causa deste problema deveu-se ao sistema computacional em
questa˜o usar um processador com arquitetura de 32 bits e o me´todo de arranque DETIboot
utilizar um nu´cleo de 64 bits de forma a permitir acelerar o processo de descodificac¸a˜o, tendo
assim este sistema computacional falhado ambos os testes. Embora este problema ja´ fosse
conhecido previamente, na˜o era esperado encontrar utilizadores com sistemas computacionais
com processadores de 32 bits, visto que ja´ a` algum tempo que esta tecnologia se tornou
obsoleta.
O outro problema encontrado foi reportado pelo PC 6, e embora com problemas, foi
poss´ıvel contribuir nos testes realizados, visto que o problema ocorreu no momento de inicia-
lizac¸a˜o da interface gra´fica do sistema operativo, permitindo assim disponibilizar informac¸a˜o
relativamente a` perda de pacotes e tempo de arranque, embora o sistema operativo tenha fi-
cado inutiliza´vel. Este problema foi causado pelos drivers de v´ıdeo e reportado pelo utilizador
como sendo um problema frequente no seu sistema computacional com va´rias distribuic¸o˜es
Linux. Foi tambe´m poss´ıvel identificar junto do utilizador uma soluc¸a˜o para o problema, que
passaria pela inclusa˜o da opc¸a˜o nomodeset nos paraˆmetros de arranque do nu´cleo do sistema
operativo, ou seja, incluir esta opc¸a˜o na execuc¸a˜o do kexec, presente no ficheiro ”startup” da
imagem transmitida.
Assim, embora tenham ocorrido problemas na execuc¸a˜o do me´todo de arranque DETIboot,
ambos os problemas reportados sa˜o soluciona´veis, um atrave´s da utilizac¸a˜o de um nu´cleo de 32
bits e outro atrave´s da inclusa˜o da opc¸a˜o nomodeset nos paraˆmetros de arranque do nu´cleo
do sistema operativo. No entanto, a experieˆncia realizada pode na˜o cobrir todos os tipos























































































Tabela 5.2: Informac¸a˜o relativa a` perda de pacotes individual de cada utilizador, nos testes
realizados.
49
Tipo de Teste Perda Mı´nima Perda Me´dia Perda Ma´xima
1 1,36% 9,67% 30,56%
2 0,84% 7,19% 25,66%
3 0,92% 7,75% 18,28%
Tabela 5.3: Informac¸a˜o relativa a` perda de pacotes global dos utilizadores, nos teste realizados.
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Resultados (imagem ' 10 MB)
Teste
Tempo de transmissa˜o (s) Taxa de transmissa˜o (Mb/s)
mı´nimo me´dio ma´ximo mı´nimo me´dio ma´ximo
1 (1500 bytes) 2.53 2.73 2.88 29.11 30.87 33.22
2 (1000 bytes) 3.20 3.43 3.78 22.18 24.62 26.24
3 (500 bytes) 5.29 8.55 10.50 7.99 10.79 15.87
Tabela 5.4: Resultados obtidos pelo servidor, durante a realizac¸a˜o dos testes de avaliac¸a˜o da
difusa˜o de tramas em redes WiFi
Figura 5.5: Informac¸a˜o relativa aos sistema computacionais utilizados e desempenho dos





O principal objetivo do DETIboot passava pelo desenvolvimento de uma alternativa via´vel
aos computadores obsoletos disponibilizados pelas universidades, mais concretamente a` pos-
sibilidade de utilizac¸a˜o de computadores pessoais durante a realizac¸a˜o de exames pra´ticos.
Conclu´ıdo o desenvolvimento, o DETIboot apresenta argumentos va´lidos para se tor-
nar uma realidade num futuro pro´ximo, dada a sua facilidade de utilizac¸a˜o e o desempenho
demonstrado, permitindo assim a`s universidades reduzir significativamente o nu´mero de com-
putadores disponibilizados e assim poupar nos custos de manutenc¸a˜o e renovac¸a˜o destes.
Para ale´m de resolver o problema a que foi proposto, o DETIboot apresenta uma forma
inovadora de arranque nos sistemas operativos Linux, abrindo assim um infinda´vel nu´mero
de possibilidades de utilizac¸a˜o do DETIboot. Para ale´m da realizac¸a˜o de exames pra´ticos,
por exemplo na realizac¸a˜o de workshops, passa a ser poss´ıvel distribuir um sistema operativo
preparado para o mesmo por todos os participante, prescindindo das pre´-configurac¸o˜es ne-
cessa´rias por parte dos utilizadores que normalmente criam problemas devido a`s diferentes
configurac¸o˜es e variantes de sistemas operativos utilizados.
Durante o desenvolvimento do DETIboot foram analisadas va´rias formas de arranque de
sistemas operativos Linux, de forma a encontrar um me´todo de arranque que explore as fa-
lhas existentes, melhorando o desempenho e a usabilidade das soluc¸o˜es atuais no arranque de
sistemas operativos Linux remotamente. O DETIboot, para ale´m de conseguir cumprir esses
objetivos, permite ainda que surjam novos casos de utilizac¸a˜o, como o exemplo dos workshops
referido anteriormente, tornando assim o trabalho realizado no aˆmbito desta dissertac¸a˜o bas-
tante u´til para a evoluc¸a˜o do arranque de sistemas operativos remotamente.
Apo´s o desenvolvimento e avaliac¸a˜o do me´todo de arranque DETIboot, foi ainda reali-
zada uma experieˆncia com outra distribuic¸a˜o Linux (Slitaz), tendo-se observado melhorias de
desempenho. A opc¸a˜o por esta distribuic¸a˜o deveu-se ao facto de o sistema de ficheiros desta
ser ja´ no formato Initramfs e possuir mecanismos de gerac¸a˜o de imagens customizadas.
Em termos de formac¸a˜o, esta dissertac¸a˜o foi extremamente enriquecedora, visto comple-
mentar o conhecimento adquirido ao longo do percurso acade´mico, mais concretamente nas
a´reas de sistemas operativos, redes de comunicac¸a˜o e network coding, bem como experieˆncia
em investigac¸a˜o cient´ıfica.
Concluindo, considero o trabalho desenvolvido nesta dissertac¸a˜o de enorme utilidade,
tanto em termos de contributo cient´ıfico, como a n´ıvel de experieˆncia pessoal visto ter conse-
guido contribuir com algo inovador e ter conseguido adquirir bastante conhecimento comple-
mentar durante a realizac¸a˜o da mesma.
53
6.1 Trabalho futuro
Embora o resultado final do me´todo de arranque DETIboot desenvolvido no aˆmbito desta
dissertac¸a˜o possibilite ja´ a distribuic¸a˜o e arranque de sistemas operativos Linux em computa-
dores de terceiros, existem ainda algumas limitac¸o˜es que podem ser corrigidas (ver secc¸a˜o 5.2)
e e´ poss´ıvel que surjam eventuais problemas com uma maior utilizac¸a˜o do mesmo, visto o teste
realizado na˜o ter tido a aflueˆncia desejada, podendo assim existir sistemas computacionais
problema´ticos com caracter´ısticas diferentes dos testados. Assim, um aspeto importante no
futuro sera´ a realizac¸a˜o de uma experieˆncia de utilizac¸a˜o do me´todo de arranque DETIboot
com um nu´mero alargado de utilizadores.
Outro aspeto que foi analisado mas na˜o concretizado e´ a execuc¸a˜o do me´todo de arranque
DETIboot em ma´quinas que na˜o utilizem a BIOS na fase de inicializac¸a˜o do sistema compu-
tacional, como e´ o caso dos sistemas computacionais Apple e outros mais recentes, que usam
o EFI/UEFI em detrimento da BIOS.
A distribuic¸a˜o Linux utilizada no DETIboot (Slax), embora otimizada para correr em
memo´ria, foi idealizada para ser carregada atrave´s de um dispositivo de armazenamento de
dados e na˜o atrave´s de memo´ria RAM, o que pode causar duplicac¸a˜o de dados em memo´ria,
podendo assim o desempenho do DETIboot ser melhorado atrave´s do desenvolvido de uma
distribuic¸a˜o Linux base, idealizada para o me´todo de arranque DETIboot, de forma a melhorar
o desempenho do mesmo.
Outros aspetos importantes que poderiam ser implementados com o desenvolvimento de
uma distribuic¸a˜o espec´ıfica para o me´todo de arranque DETIboot, seriam a implementac¸a˜o de
mecanismos de seguranc¸a, como a prevenc¸a˜o de execuc¸a˜o do sistema operativo em ma´quinas
virtuais, mecanismos para fa´cil gesta˜o e configurac¸a˜o do sistema operativo, como a alterac¸a˜o
das permisso˜es dos utilizadores e criac¸a˜o dos mesmos ou ate´ a inclusa˜o de novas rotinas de
arranque, como a inclusa˜o de pastas remotas (NFS) no sistema operativo permitindo ter
dados persistentes, entre outros.
Assim, o DETIboot para ale´m de resolver o problema a que foi proposto, pode ainda
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