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Abstract Two‐phase systems, where one phase is solid and the other is fluid, are widespread in nature.
Examples include reservoir rocks holding vital fluids like water or petroleum, slurries of partially crystallized
magmas, fluids migrating along faults filled with fault gouge, and even the semibrittle crust. Previous
studies of two‐phase systems have shown that the fluid phase plays an important role in deformation
localization and dynamics (e.g., Higashi & Sumita, 2009, https://doi.org/10.1029/2008JB005999; Reber
et al., 2014, https://doi.org/10.1002/2014GL059832). Here, we present results from experiments
investigating the influence of a fluid phase on force distribution in a granular media during simple shear. We
use photoelastic polyurethane discs as the granular or solid phase and a linear viscous silicone as the fluid
phase. The photoelastic property of the discs allows for direct observation and measurement of force
magnitude and distribution. We compare the two‐phase experiments to granular experiments without
silicone. The addition and percentage of the fluid phase has a strong impact on the force distribution and the
overall force chain orientations. In the two‐phase system, the force chains form parallel to the shear plane
and only rotate to the principal stress direction with an increase in strain. Locally, the fluid phase can
support forces and terminate force chains over an extended period of time. Our results are in line with
findings from numerical studies investigating the formation of slow slip events, proposing that these events
are the result of dynamic interactions between solid and viscous phases.
Plain Language Summary Systems containing a solid and a fluid phase are common in nature,
including settings such as aquifers, petroleum reservoirs, water saturated fault sediments, and partially
molten magmas. Previous work on two‐phase systems has shown that the fluid phase is able to change
deformation dynamics and increase deformation localization when compared to single‐phase brittle
systems.We conduct experiments using photoelastic discs as the solid phase and a silicone as the fluid phase.
The photoelastic property allows for visualization and quantification of forces. We compare the two‐phase
experiments to granular experiments without silicone. Without silicone, force distributes along chains
of discs that span the experimental apparatus. These force chains form in characteristic orientations that
hold true throughout an experiment. The addition of the fluid phase significantly changes the force
distribution. In two‐phase experiments, force chains initially do not span the entirety of the experimental
box and instead localize along a shear plane in the middle of the experiment. These force chain orientations
change over time. We find that the fluid can support forces for extended periods of time. Our findings
highlight the importance of the fluid phase on deformation in two‐phase systems, which may have both
economic and societal consequences.
1. Introduction
Geological systems are often complex and contain more than one material phase. Fluid‐like and solid‐like
phases can coexist, leading to a complex deformation behavior. Such mixed systems can be found in the
mantle where a mixture of magma and crystalline material is suspected (Cordonnier et al., 2012;
Deubelbeiss et al., 2011; Lejeune & Richet, 1995), in the lower middle crust where despite all phases being
below the solidus, different mineral phases exhibit different rheologies under the same pressure and tem-
perature conditions (e.g., quartz deforms in a viscous manner, while feldspar fails brittle) (Evans et al., 1990;
Handy, 1990; Mancktelow, 2008), in the upper crust where sedimentary rocks host a fluid phase such as
hydrocarbons or water in their pore spaces (e.g., Maliva, 2016; Osborn et al., 2011; Soeder, 2018), or in sur-
face processes such as landslides and liquefaction events (Brodsky & Kanamori, 2001; Goren et al., 2011;
Iverson et al., 2000; Lejeune & Richet, 1995; Ross et al., 1987; Sibson, 1996). Most recently, such semibrittle
materials have also been suggested to play a role in the formation of slow slip and tremor events (Beall
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et al., 2019a; Birren & Reber, 2019; Fagereng & Sibson, 2010; Hayman & Lavier, 2014; Reber et al., 2015;
Webber et al., 2018). The commonality of all these systems is that they have two phases where one is solid
(brittle, strong) and the other one is fluid like (viscous, weak). The deformation of these two‐phase systems
is controlled by a multitude of factors including the rheology of the individual phases, the competency con-
trast between the phases, their spatial distribution, and their volume fraction (Handy, 1990; Holyoke &
Tullis, 2006; Jammes et al., 2015; Jordan, 1988; Li et al., 2007).
Studies of poly‐phase geological systems suggest that the fluid‐like phase has a significant impact on the
deformation behavior (Handy, 1990; Jammes et al., 2015; Pec et al., 2016). For a small amount of
fluid‐like phase, the bulk rheology is governed by the solid phase; the material is in a load‐bearing frame-
work with stresses distributed along solid‐phase contacts and deformation mostly occurring via brittle fail-
ure or grain rearrangement in the solid phase. With an increase of fluid‐like phase, the bulk rheology moves
away from being dominated by the solid phase toward a rheology governed by the fluid‐like phase. Whether
both phases are actively deforming and howmuch of the fluid‐like phase is necessary to dominate the defor-
mation is mainly dependent on the competency or strength contrast between the two phases. For a large
strength contrast, the fluid‐like phase will dominate the rheology if it makes up 30% or more of the
two‐phase system (Holyoke & Tullis, 2006; Jordan, 1988). However, for a small strength contrast, both the
solid and the fluid phases will accommodate deformation. Several theoretical mixing laws have been sug-
gested to describe the dependence of the effective viscosity of the two‐phase system on the concentration
of the solid phase (Handy, 1994; Ji, 2004; Jordan, 1987; Roscoe, 1952).
Our knowledge of the stress distribution in such two‐phase systems during deformation is quite limited as
stress is not easily observable in most materials (e.g., Reber et al., 2020). Knowing the stress distribution
and the location of stress peaks in a system is essential for understanding the material failure. The physics
community has been interested in the force distribution in granular materials for many years (Cates
et al., 1998; Herrmann et al., 1997; Liu et al., 1995; Majmudar & Behringer, 2005; Radjai et al., 1996), mainly
because granular systems can be considered to be both fluids and solids. The stress distribution in a granular
medium is only uniform in cases of perfect packing. As soon as the material shows disorder, the stress dis-
tribution is no longer uniform, and force chains develop. Force chains form when individual particles form
bridges supporting stresses across the compressional direction (Cates et al., 1998; Peters et al., 2005). The for-
mation and breaking of such force chains is associated with jamming in granular systems (Jaeger et al., 1996).
As long as the force chains are intact, the system is jammed and behaves like a solid. With continuous defor-
mation, these chains can break and rearrange, leading to stick‐slip motion and a temporary “flow” of the sys-
tem (Albert et al., 2001; Daniels & Hayman, 2008).
Physical experiments on mixed granular/viscous systems have shown that the deformation dynamics
change significantly when a viscous phase is added to a granular frictional material (Geminard et al., 1999;
Higashi & Sumita, 2009; Huang et al., 2005; Jang & Khonsari, 2005; Reber et al., 2014). Depending on the
viscosity of the fluid, the effects range from a simple change in effective stress (low‐viscosity fluids) (e.g.,
Mahabadi & Jang, 2017) to changes in deformation dynamics and localization (high‐viscosity fluids) (e.g.,
Higashi & Sumita, 2009; Reber et al., 2014).
Here, we present results from physical experiments investigating the impact of a fluid phase on the force dis-
tribution in a two‐phase material during simple shear deformation. By employing photoelastic materials, we
document the force chain evolution in dry granular experiments as well as in experiments where the pore
space is filled with a high‐viscosity fluid. Our results show that the addition of a fluid phase has a significant
impact on the force magnitude and distribution during deformation.
2. Method
Experiments are performed using a linear simple shear table consisting of two plates, where one plate is sta-
tionary, while the other plate is pulled at a constant rate of 0.337 mm/s (Figure 1a). This setup creates a dis-
crete shear plane in the middle of the experiment where the two plates meet. The experimental material is
confined by an aluminum frame to ensure the conservation of volume. During deformation, we record the
overall force with a Chatillon DFS II piezoelectric force gauge andmeasure the displacement using a Celesco
cable transducer. Both are measured at a rate of 10 Hz (Daniels & Hayman, 2008, 2009; Randolph‐Flagg &
Reber, 2020; Reber et al., 2014).
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For the experiments, we chose a strain‐rate convenient to attain high enough forces to visualize important
variations between the two types of experiments over time. At the imposed strain rate (3.74 × 10−4 s−1),
the silicone behaves as a linear viscous fluid (Weijermars, 1986). The silicone viscosity is high enough to pre-
vent leaking during the time it takes to conduct an experiment.
As model materials, we use 6.25‐mm‐thick circular polyurethane discs of two diameters (9 and 11 mm) as
well as a linear viscous silicone (Dow Corning PDMS‐DC SGM36) with a viscosity of 4 × 104 Pa s at room
temperature. A single layer of 2,300–1,754 discs with a diameter of 9 mm and 884–674 discs with a diameter
of 11 mm fills an area 90 cm long and 30 cm wide; the packing density is varied between 85% and 65% of the
total experiment area. Having two disc sizes prevents perfect packing and instantaneous locking of the
experiment during deformation. The silicone adheres to the polyurethane discs preventing free slip between
the two materials.
The polyurethane discs are photoelastic. Photoelasticity is an optical material property, which transforms
the transparent isotropic material into an anisotropic refractive (birefringent) material when subjected to
a force (Hecht & Zajac, 1974). When stressed, the discs transmit light at varying intensities and exhibit
sequential fringe patterns based on progressive force applied to each individual disc (Figure 1c) (Daniels
et al., 2017). Fringe patterns form due to optical interference produced by the dependence of the refractive
index of amaterial on the difference between principal stresses (Frocht, 1941). These fringe patterns can only
be viewed using cross‐polarized light (Figure 1b). Discs that support forces display fringes and appear bright,
while discs that are not supporting forces remain black under cross‐polarized light. We refer the reader to
Daniels et al. (2017) for a short and comprehensive overview of photoelasticity and the construction of a
polariscope.
To quantify the evolution and magnitude of these force networks or force chains, we take time‐lapse photo-
graphs of the experiments from above with and without the second polarizer at 3‐s intervals. To quantify the
forces acting on each disc, we use a code developed by Daniels et al. (2017). The code, PEGS, uses the photo-
elastic images to calculate contact forces based on the fringe pattern displayed by each disc. The light inten-
sity I at any location in the material can be calculated using the following equation:
I ¼ sin2π σ1 − σ2ð Þ
Fσ
; (1)
where Fσ is the stress optic coefficient that accounts for the reactional property of the material to stresses
(Frocht, 1941). Only two stresses are considered, σ1 and σ2, because the material is only deformed in two
dimensions. The stress optic coefficient Fσ is a material constant and can be calculated by
Figure 1. (a) Linear simple shear table exhibiting sinistral motion. Confining box shown as yellow‐shaded region.
(b) Schematic circular polariscope setup used for viewing the fringe patterns in the photoelastic discs. Circular
polarizer = linear polarizer + quarter‐wave plate. (c) Fringe pattern in a single disc with increasing force.
10.1029/2020JB019771Journal of Geophysical Research: Solid Earth
LADD AND REBER 3 of 17
Fσ ¼ λ=Ct; (2)
where C is an optical property of material measured in Brewsters (Figure 6a), λ is the wavelength (m) of
the light source used for the experiments, and t is the thickness of the material (Puckett, 2012).
In addition, the stress optic coefficient can be determined empirically by using a diametric load test. We sub-
ject a disc to a known force and record the corresponding fringe number (Figure 1c). The fringe number is
counted from the edge to the center of a disc; each dark band and each light band is worth 0.5 fringes so that
a pair of light and dark fringes is equal to one fringe (Daniels et al., 2017; Puckett, 2012). With the force and
fringe number, the stress optic coefficient can then be determined in the following manner (Puckett, 2012):
Fσ ¼ 4FπRNFringe: (3)
F is the force (N) applied to the disc, R is the radius (m) of the disc, and NFringe the fringe number. We record
NFringe for increasing forces and calculate Fσ using the slope of the line produced by Equation 3. We obtain
Fσ ≈ 123 kg/s2. Once Fσ is known, the contact forces in each disc can be calculated by using Equation 1.
To calibrate the fringe matching portion of the code, the light intensity difference between sequential pixels
in an image (G2) needs to be known.G2 is used as a contact verificationmethod and for creating the synthetic
force images to match to experimental fringe images. A sufficient change in light intensity determined by G2
must be attained for a contact between two discs to be validated. Once contacts are validated, contact forces
can be calculated. To calibrate G2 for force calculation purposes, we input the Fσ value of the material into a
separate code from the PEGS (photoelastic grain solver) package. This code creates synthetic photoelastic
response images to probe the appropriate G2 scaling. For each force, the G2 vaules are obtained from the
respective synthetic image (see Figure S1 in the supporting information). The relationship calculated here
between G2 and force on synthetic images allows forces to be found based on fringe image matching.
Changing the Fσ value changes sythetic fringe counts, so having the correct Fσ value is vital to calculating
forces correctly.
The first step when using PEGS is to input two images, the cross‐polarized image with the photoelastic
response of the discs and a nonpolarized image for finding the disc positions. From the input images, the
code will first find the location of each disc. In a second step, the individual discs are cropped, and their posi-
tion is matched to the photoelastic image. Next, disc brightness and position are used to find neighboring
discs experiencing force. Force chain traces are plotted based on the neighbors found. Force calculation at
the individual disc level is solved based on brightness and fringe number. Last, all computed discs are com-
bined into a full synthetic force image. See Daniels et al. (2017) for a detailed description of the code.
To obtain the orientation of the force chains at various strains, we use the force chain traces produced by
PEGS.We employ FracPaQ, a fracture orientation evaluation code developed by Healy et al. (2017), to obtain
the orientations of individual force chain segments as well as the average of all chains.
2.1. Balancing Forces
To validate the calibration of the code, we compare the calculated total force in an experiment to the force
recorded by the force gauge during deformation. This validation is done for granular experiments as well as
for two‐phase experiments where the pore spaces between the discs are filled with a fluid. For a meaningful
comparison between the calculated and measured forces, we subtract the force required to move the empty
experimental table (background force) from the force measured during the experiment (Figures 2 and 3, red
line). Because the images employed for force calculations do not capture the entire experiment, the calcu-
lated forces have to be scaled. The images used for force calculation capture between 15% and 30% of the total
table area (Figures 2b and 3b). Once the measured bulk force and the calculated force are corrected, we can
compare the two independent force measurements. In the granular experiment, the average difference
between the total and the calculated force is 0.48 N with a standard deviation of 0.59 N (Figure 2c). This
is 2.5% of the overall force in the granular experiment. The average difference between the total and the cal-
culated force of the two‐phase experiment is 0.46 N, with a standard deviation of 0.645 N (Figure 3c). The
error in the two‐phase experiments is <1% of the total force.
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3. Results
In order to isolate the influence of the fluid phase on the stress distribution during deformation, we per-
formed 10 experiments in the absence of the fluid phase for comparison with 10 two‐phase experiments.
Both types of experiments have a packing density of 85%. The only difference between the two sets of experi-
ments is the addition of the fluid phase; the strain rate, number of discs, and shear box dimensions are held
constant. Experiments are run until discs begin to pop out of plane, usually around a shear strain of γ = 0.15
for granular experiments and γ = 0.25 for two‐phase experiments.
Qualitatively, there are evident differences between the two sets of experiments. In the granular experi-
ments, force chains form a framework pattern spanning the width of the experimental box and distributing
the force to the boundaries of the experimental box (Figure 4). This behavior is common in granular materi-
als and has been observed in a multitude of different experiments (Cates et al., 1998; Daniels &
Hayman, 2008; Majmudar & Behringer, 2005). We observe an increase in number of force chains with con-
tinuous deformation (Figure 4). Furthermore, the discs appear brighter with an increase in strain and there-
fore stress. In comparison to the granular experiments, the experiments containing a viscous fluid show
force chain patterns that differ in several aspects (Figure 4). Overall, more discs appear bright even at the
onset of deformation. While some force chains extend to the boundaries, strong force chains can be observed
close to the center of the experiment. Discs that are close to the shear plane imposed by the experimental
table are highly stressed, while discs away from the shear plane show less stress. As shear strain increases,
the force chains grow toward the boundaries of the experimental box. Also contrasting the granular
Figure 2. (a) Total force measured during a granular experiment (blue) and background force from the table with no
grains (red). (b) Representation of area photographed during this granular experiment and used by the code for
calculating forces. In this experiment, the yellow box represents 19.57% of the table area. (c) Table for comparing
measured and calculated forces. The last row compares the force measured by the gauge to the force calculated by the
code.
10.1029/2020JB019771Journal of Geophysical Research: Solid Earth
LADD AND REBER 5 of 17
experiments, the force chains change in intensity along their lengths. Discs away from the shear plane are
less stressed and form fewer fringes than discs close to the shear plane.
Another difference between granular and two‐phase experiments can be seen in the measure of the bulk
force (Figures 2a and 3a). The granular experiments load quickly before a small drop in force occurs. The
Figure 3. (a) Total force measured during a two‐phase experiment (blue) and background force from table with only
silicone present (red). (b) Representation of area photographed during this two‐phase experiment and used by code for
calculating forces. In this experiment, the yellow box represents 18.89% of the table area. (c) Table for comparing
measured and calculated forces. The last row compares the force measured by the gauge to the force calculated by the
code.
Figure 4. Force chain networks in granular experiments (top row) and two‐phase experiments (bottom row) at low and
high strains. The bright line in the middle of each photographs marks the shear plane imposed by the experimental
apparatus.
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force then increases throughout the rest of the experiments with minor oscillations. The two‐phase experi-
ments also exhibit a quick loading period, but then force gradually decreases throughout the rest of the
experiment. We attribute this decrease in force to the lubrication in the experiment due to the fluid phase
(Reber et al., 2014).
3.1. Force Chain Evolution
During the course of a granular, experiment the formation and breaking of several force chains can be
observed. Overall, we see an increase in the number of force chains with increasing strain (Figure 5).
While we would expect to find no force chains at the onset of the experiments, we do observe some minor
force chains developing during the setup of the experiment. They are a side effect of the experimental setup
and fail as soon as deformation sets in (Figure 5, γ = 0). At a shear strain of γ = 0.004, some new force chains
have formed. The maximum recorded force in an individual disc is 2.25 N. With increasing strain, force
chains increase in number and in brightness, indicating that they are supporting higher forces. At
γ = 0.075, the maximum force measured in any force chain is 2.50 N. At γ = 0.100, there are multiple force
chains supporting a maximum force of 2.50 N. At γ= 0.125, some of the force chains have failed and are sup-
porting less force.
Comparing the granular experiments to the two‐phase experiments, we observe an overall higher force in
the two‐phase experiments reaching up to 2.83 N in an individual disc (Figure 5). Similar to the granular
experiments, we see some minor force chains that are due to the experimental setup (Figure 5, γ = 0). At
the onset of shearing, new chains form and localize along the shear plane. Discs located in close proximity
to the shear plane experience the highest forces, while discs close to the edge of the experimental box are
undeformed. At γ = 0.050, the force chains have grown in length away from the shear plane. Discs at the
shear plane appear to be experiencing lower forces but are actually so highly strained that light does not pass
efficiently through the discs for accurate force calculation. Above γ = 0.050, the force chains stop growing
toward the edges of the experimental box. In contrast to the granular experiments, force chains in
two‐phase experiments do not suddenly fail along their whole length. Instead, discs slipping at the shear
plane can lead to a reduction of force in a chain, but as soon as that chain is again in contact with another
disc at the shear plane, force will increase once more in the chain.
Figure 5. Force chain distribution and force magnitude for a typical granular (top) and two‐phase (bottom) experiment
with increasing strain. Colors correspond to forces in N.
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To illustrate this difference in the force chain failure dynamics, we count the number of discs supporting
>1 N of force. In the granular experiment, the number of discs experiencing >1 N of force increases with
strain in a nonsmooth fashion (Figure 6a). This sawtooth pattern is evidence of the formation and failure
of force chains, where failures correspond to a decreasing number of discs reaching the threshold force.
The number of discs experiencing a force larger than 1 N in two‐phase experiments differs from the number
in granular experiments (Figure 6). At γ = 0, many of the discs already show a force >1 N. As soon as defor-
mation sets in, we observe a rapid increase in the number of discs with a force above 1 N. Between γ = 0 and
γ = 0.025, the largest increase in discs displaying force above 1 N occurs. At γ = 0.05, the number of discs
above the threshold begins to level off and eventually approximate a steady state. At this point, more than
50% of the discs in the experiments experience large enough forces to pass above the threshold level. In com-
parison, fewer than 20% of all discs in the granular experiments reach strains high enough to pass above the
threshold level at any point in the experiments. The shape of the curves from the two‐phase experiments
further indicates that force chains only fail temporarily, since there are few decreases in the number of discs
above the threshold force.
Zooming in on an individual force chain, we observe a difference in behavior between the granular and
two‐phase experiments. In granular experiments, all force supporting discs are in contact with at least two
other discs. This leads to force chains that span the entire width of the experimental box. Discs in contact
with only one other disc do not support any force (Figures 7a and 7b, circled disc). This is in contrast to
the observations in two‐phase experiments where it is not uncommon to see discs that show fringe patterns,
which are in contact with only one other disc (Figures 7c and 7d). The disc investigated in Figure 8 shows
one real contact to a neighboring disc (circled in blue). The other three contacts (circled in purple, yellow,
and orange) show ghost contacts that are bridged by the fluid. This means that the disc is not in direct con-
tact with more than one other disc, but instead, the stress is transferred via the fluid phase. During the life of
the experiment, this disc experiences an increase followed by a decrease in force where individual contacts to
other discs contribute various amounts of force (Figure 8). This normal force is transmitted through the fluid
as a pressure in the fluid. The fluid around this specific disc was able to support an average force of 0.65 N for
over 60 s.
Figure 6. Number of discs with a brightness above 1 N of force plotted against strain. (a) Five granular experiments and
(b) five two‐phase experiments. Colors represent individual experiments.
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3.2. Force Chain Orientations
To quantify the orientation of the individual force chains, we obtain the orientation of individual segments
of each force chain. A segment is defined as the line from the center of one disc to the center of the next disc
involved in a force chain. The azimuthal value of each segment is then plotted in a rose diagram using 10°
interval bins (Figure 9). Colors represent the azimuth of each bin. Bin sizes represent a percentage of the
total number of force chain segments counted in the experiment at a given strain. To compare different
experiments to each other, we calculate and plot the average force chain orientation (Figure 10). For refer-
ence, the shear plane of the experimental apparatus aligns with the 90–270° orientation.
Force chains in a granular experiment develop in two major orientations, 15° and 80° at low strain and shift
slightly to 15° and 75° at higher strain (Figures 9a and 9b). The average force chain orientation nearly bisects
the two major orientations, plotting at 38° at low strain and at 34° at high strain. Very few chains form with
an orientation between 90° and 180°.
At low strain, force chains in a two‐phase experiment develop in a dominant orientation between 70° and
100°. The average force chain orientation falls within that range with 79° (Figure 9c). At high strains, there
are no obvious dominant orientations (Figure 9d). The average force chain orientation of this high strain
two‐phase experiment is 56°.
By amassing average force chain orientations of all 20 experiments, we find that the average orientations dif-
fer between granular and two‐phase experiments as well as between low and high strains (Figure 10,
Table 1). The average angle of the force chain segments from all the low strain granular experiments is
58° (Figure 10a). At an increased strain, the average angle decreases to 54° (Figure 10b). The two‐phase
low strain experiments have an average angle of 78° (Figure 10c), while at a high strain, the average angle
decreases to 54° (Figure 10d).
Figure 7. Photo of (a) granular experiment and (c) two‐phase experiment under cross‐polarized light. Circled disc is in
contact with only one other disc. (b and d) Synthetic force image produced by PEGS code showing the same disc
assembly. Note that larger discs have a diameter of 11 mm.
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We use the Kullback‐Leibler (KL) divergence method to quantify the significance of difference between the
different experiments. The KL divergence method can be used to compare data generated under different
conditions for similarities and differences (Kullback & Leibler, 1951). KL divergence values are dimension-
less with larger numbers corresponding to more difference between distribution densities. A statistically sig-
nificant difference is assigned based on the data set being used. Our KL data have two size distributions on
the order of 0.1 and 0.01. Because of the order of magnitude difference for our data, a difference of 0.1 is con-
sidered as being statistically significant.
When comparing the low strain to the high strain experiments in a granular setting, the divergence is 0.098.
In two‐phase experiments, the comparison between low and high strain leads to a KL divergence of 0.138.
Figure 10 shows that the difference between average force chain orientations in two‐phase experiments
between low and high strain is large, while the difference between low and high strain in the granular
experiments is small, which is reflected in the KL divergence numbers. When we compare granular experi-
ments to two‐phase experiments at low strains and high strains, we obtain KL divergence numbers of 0.178
and 0.151, respectively. The force chain orientations between the two types of experiments are significantly
different at both strains (Table 1).
Figure 8. Force evolution of circled disc in Figures 7c and 7d through time. (a) Time versus force on four different disc
contacts. (b) Photographs of experiment showing the same disc assembly at 126, 156, 174, and 210 s since the onset of
deformation. (c) Calculated fringe patterns of the same disc assembly. Colored circles indicate different force contacts.
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3.3. Effect of Varying Clast Proportion in Two‐Phase Experiments
To investigate the effect of the packing density on the force chain development in the two‐phase experi-
ments, we vary the clast proportion between 85% and 65%. We keep the ratio of small to large discs constant.
Independent of the packing density, force chains develop in a similar manner. We observe a strong localiza-
tion of deformation at the onset of deformation.With increasing deformation, the force gets distributed away
from the shear plane. While at a high clast concentration (packing density of 85%, Figures 11a–11d), the
force chains grow until they reach the boundary of the experimental box, this cannot be observed for lower
clast concentrations (Figures 11e–11l). With a decrease in packing density, the deformation remains
localized.
4. Discussion
The experiments presented here belong to the category of granular photoelastic experiments, which have
been used to study deformation dynamics in granular materials before (e.g., Clark et al., 2012; Daniels
et al., 2017; Daniels & Hayman, 2008; Iikawa et al., 2016; Mahabadi & Jang, 2017; Majmudar &
Behringer, 2005; Uenishi & Goji, 2018). The experiments are designed in an analytical framework
(Hooke, 1968; Paola et al., 2009; Reber et al., 2020). This is in contrast to experiments designed in an
analogy‐based framework where a direct scalability to the natural prototype can be achieved by applying
a simple algebraic operation. Experiments in an analytical framework do not have to fulfill such a stringent
scaling, but they still need to capture enough of the dynamics observed in the prototype to serve as a
Figure 9. Rose diagrams showing force chain orientations. Colors represent azimuth values. (a) Granular experiment at
low strain, γ = 0.004. (b) Granular experiment at γ = 0.08. (c) Two‐phase experiment at γ = 0.004. (d) Two‐phase
experiment at γ = 0.08. Arrows represent the principal stress orientation. The shear plane of the experimental apparatus
aligns with the 90° orientation.
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plausible testing ground to investigate the problem at hand. Even though the here presented experiments
cannot be simply scaled, they allow us to make in situ observations on how the presence of the fluid
phase impacts the distribution of force during simple shear in a granular media, which in all likelihood is
similar to processes observed in nature (Fagereng & Sibson, 2010; Handy, 1990; Hayman & Lavier, 2014).
Even though most natural two‐phase systems are expected to be three‐dimensional, our experiments inves-
tigate the problem in two dimensions. This simplification allows for a direct observation of the force chains
and their associated stress fluctuations through time. One disadvantage of conducting the two‐phase experi-
ments in 2D is that the fluid phase can be easily separated into nonconnected pores, especially in pores cre-
ated by three surrounding discs. This is, however, not an exclusively two‐dimensional problem but could
also affect a system in 3D and has a direct effect on the pore fluid pressure during deformation as equilibra-
tion of the pressure can be inhibited in nonconnected pores (Aharonov et al., 1997; Goren et al., 2011).
Figure 10. Average force chain orientations of granular and two‐phase experiments at low and high strains. The black
arrows represent the principal stress direction. Like the rose diagrams, the top of the chart represents 0°. (a) Average
force chain orientations of 10 low strain granular experiments. (b) Average orientations of the same granular experiments
at higher strain, γ = 0.08. (c) Average orientations of 10 low strain two‐phase experiments. (d) Average orientations of the
same 10 two‐phase experiments at higher strain, γ = 0.08.
Table 1
Overall Average Angle of Force Chains in the Respective Experiments at Low and High Strain and KL Divergence Values Between Respective Experiments
Force chain angles
Av. low strain G Av. high strain G Av. low strain TP Av. high strain TP
58 54 78 54
KL divergence
Low strain G – high strain G Low strain TP – high strain TP Low strain G – low strain TP High strain G ‐ High strain TP
0.098 0.138 0.178 0.151
Abbreviations: G = granular experiments, TP = Two‐phase experiments.
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The grain shapes in the here presented study are idealized to investigate the influence of the fluid phase.
Discs of two different diameters are distributed randomly to inhibit perfect packing, and therefore locking,
during deformation which occurs in single‐size granular systems (Kennedy, 2006). Using discs also mini-
mizes shape effects that would lead to uneven stress distributions (e.g., Ju et al., 2018). Even though grain
shape and orientation, as well as the distribution of the phases, are important parameters that can determine
how a two‐phase system deforms (Handy, 1990; Jordan, 1987; Montesi, 2013), they are currently not
accounted for in our experiments.
Similar to the findings presented in Reber et al. (2014) where they investigate the impact of fluid viscosity on
the deformation dynamics in a two‐phase system, we observe that the addition of the fluid phase impacts the
deformation localization. While we do not monitor the motion of individual discs, we see an increase in the
localization of the force. This localization increases with a decrease in clast concentration. All the experi-
ments with a fluid phase show that the force is strongly localized around the shear plane of the experimental
table at the onset of deformation. With an increase of strain, the deformation becomes more distributed
(Figure 11). A similar behavior has also been documented in a numerical study of a quartz and feldspar mix-
ture at semibrittle crustal conditions (Jammes et al., 2015). The results presented here suggest that the
fluid‐like phase can impede deformation in the solid phase, but only for a limited amount of time.
Eventually the system will equilibrate and the solid phase will be supporting the majority of the force, lead-
ing to a widening of the shear zone (Figure 5). During this initial localization of deformation in the
two‐phase experiment, the system is not able to support shear forces, especially at lower disc concentrations
(Figure 11). This is in contrast to granular systems where the force chain networks span the entire experi-
ment and provide resistance to shearing (Howell et al., 1999). This difference in behavior has direct implica-
tions for the stability of a two‐phase system during deformation.
While we do not monitor the pore pressure in the experiment, we observe that the fluid is able to exert force
onto the discs (Figures 8 and 11). Our results indicate that force chains in two‐phase experiments are less
likely to fail (Figures 5 and 6) as the fluid phase can temporarily support forces. The fluid viscosity has a large
effect on howmuch force can be supported and over what time scales. For fluids with a low viscosity, such as
water, the viscous phase leads only to a slight increase in number of contact forces (Mahabadi & Jang, 2017).
This temporary support of force in a weak phase can also be observed in numerical models investigating the
deformation dynamics of a subduction mélange (Beall et al., 2019b). Beall and colleagues found that stress
amplifies within the stronger material due to jamming and the formation of force chains. During these
jammed periods, the fluid‐like phase can exert enough force onto the solid phase to provide a potential expla-
nation for fracturing of brittle materials in the presence of overall moderate fluid pressures. A significant
Figure 11. Force chain distribution and force magnitude of two‐phase experiments with a clast concentration of 85% (top
row), 75% middle row, and 65% bottom row.
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difference between these numerical simulations and the here presented experiments is the ratio between the
two phases. Beall et al. (2019b) investigate the deformation of a two‐phase system with a ratio of the slid‐like
to fluid‐like phases between 0.3 and 0.64. The numerical study by Beall et al. (2019b) employs significantly
fewer but larger clasts. They observe a force chain orientation that is subparallel to the principal stress orien-
tation, while the force chains in our two‐phase experiments start out at an orientation parallel to the shear
plane and only over time become subparallel to the principal stress orientation.
To compare the bulk rheology of the two‐phase experiments to the bulk rheology used by Beall et al. (2019b),
we calculate the effective viscosity of the composite material following the Marone‐Pierce‐Katano model
(Barnes, 2003). This model calculates the effective viscosity of a mixture of a Newtonian fluid phase and a
densely packed granular material





where η0 is the viscosity of the fluid phase, ϕ is the disc fraction, and ϕm is the maximum disc fraction.
With a maximum disc fraction in the experiments of 0.907 (Kennedy, 2006), the two‐phase experiments
have an effective viscosity of 7.17 × 106 Pa s. Normalizing the effective viscosity with the viscosity of
the fluid phase reveals that the bulk viscosity of our experiments is consistent with the theoretical mixing
model without jamming proposed by Roscoe (1952). Similar to our findings, results obtained by Beall
et al. (2019b) also plot along the Roscoe without jamming mixture law for clast ratios between 0.3 and
0.64.
While the numerical study of Beall and the here presented experiments use generalized clast geometries,
Webber et al. (2018) base their numerical model that investigates the effect of a two‐phase system on defor-
mation dynamics on observations form nature. They use the distribution of the two phases on observations
from a subduction mélange (Chrystals Beach Complex, NZ), where the distribution between the two phases
is 70% competent clasts and 30% weak matrix. They report cyclic formation of strain transients during defor-
mation, which can be compared to slow slip events in nature. The potential of slow slip events being gov-
erned by the interaction of a brittle/solid phase with a fluid/viscous phase has been suggested by
numerous authors (e.g., Beall et al., 2019a; Fagereng & Sibson, 2010; Lavier et al., 2013; Reber et al., 2014,
2015; Webber et al., 2018). The idea behind this is that an altering clast‐ or matrix‐supported rheology can
lead to either fast slip (earthquakes, clast‐supported rheology) or slow slip events (matrix‐supported rheol-
ogy). While we did not monitor slip dynamics in our experiments, we measured how much force the weak
phase can support over time. The presented findings are in line with results obtained from numerical simu-
lations (Beall et al., 2019a, 2019b; Webber et al., 2018) and strengthen the argument that the presence of a
weak phase has the potential to distribute forces more evenly leading to the potential of creep and the for-
mation of slow slip events.
5. Conclusions
Displacement, force, and force chain distributions are measured during simple shear experiments of granu-
lar and two‐phase systems. The photoelastic quality of the granular material allows for in situ observation of
stress distribution during deformation within each system. The addition of a fluid phase to a granular system
has an impact on multiple aspects of the deformation:
1. In the granular experiments, force chains build a load‐bearing framework that spans the entire experi-
mental chamber from the onset of deformation. In the presence of a fluid phase, no load‐bearing force
chain network develops at the onset of deformation, reducing the ability of the system to withstand shear
forces. In two‐phase systems, the force chains initially localize along the shear plane imposed by the
experimental apparatus and terminate before reaching the boundaries. With an increase in strain, the
force chains, however, grow longer, and deformation becomes more distributed.
2. The clast concentration in two‐phase systems governs the degree of force localization. This localization is
more pronounced in experiments with a low clast concentration.
3. In granular experiments, force chains form predominantly parallel to the principle stress direction. This
overall force chain orientation is independent of strain. In the two‐phase experiments, the mean
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orientation of the force chains changes with increasing deformation from an orientation subparallel to
the shear direction to an orientation approximating the principle stress direction.
4. Force chains grow in number and magnitude in a nonlinear fashion as stress increases in the granular
experiments, where chains break and rearrange continuously. In the two‐phase experiments, the forces
are distributedmore evenly, leading to an increasing number of discs supporting force with an increase in
strain.
5. The results from two‐phase experiments show that force can be supported for a limited time by the fluid
phase.
The results from the experiments show that the presence of a fluid phase in a granular material has a signif-
icant impact on the force distribution within the system. This can lead to a change in the ability to support
shear stresses during deformation, which may have a direct impact on extraction of natural resources, stabi-
lity of faults, or deformation localization and dynamics in the middle crust.
Data Availability Statement
The raw data used for this publication can be accessed via the Iowa State University data repository (https://
doi.org/10.25380/iastate.12103989).
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