Abstract. A protein is identified by a finite sequence of amino acids, each of them chosen from a set of 20 elements. The Protein Structure Prediction Problem is the problem of predicting the 3D native conformation of a protein, when its sequence of amino acids is known. This problem is fundamental for biological and pharmaceutical research. All current mathematical models of the problem are affected by intrinsic computational limits. In particular, simulation-based techniques that handle every chemical interaction between all atoms in the amino acids (and the solvent) are not feasible due to the huge amount of computations involved. These programs are typically written in imperative languages and hard to be parallelized. Moreover, each approach is based on a particular energy function. In the literature there are various proposals and there is no common agreement on which is the most reliable. In this paper we present a novel framework for ab-initio simulations using Concurrent Constraint Programming. We are not aware of any other similar proposals in the literature. Each amino acid of an input protein is viewed as an independent process that communicates with the others. The framework allows a modular representation of the problem and it is easily extensible for further refinements. Simulations at this level of abstraction allow faster calculation. We provide a first preliminary working example in Mozart, to show the feasibility and the power of the method. The code is intrinsically concurrent and thus easy to be parallelized.
Introduction
The Protein Structure Prediction Problem (PSP) is the problem of predicting the 3D native conformation of a protein, when the sequence made of 20 kinds of amino acids (or residues) is known. The process for reaching this state is known as the protein folding. This problem is fundamental for biological and pharmaceutical research. Currently, the native conformations of more than 26000 proteins are available in the Protein Data Bank (PDB) [3] . Restricting to proteins of typical length (i.e. less than 500), there are more than 20 500 possible sequences.
Moreover, for a single protein even admitting only two allowed positions for an amino acid given the positions of the previous, the number of possible conformations is of the same order. These numbers highlight the need for a general computational tool. The PSP problem can be modelled as an optimization problem involving energy functions to be minimized and constraints on the amino acids' positions. Even simple abstractions are NP-complete (see, e.g., [8] ). Nevertheless, in the last thirty years, the global optimization for the PSP problem has been tackled with different classes of methods (ab-initio modelling): simulated annealing [14] , genetic algorithms [13] , smoothing methods [25] , branch and bound [18] and constraints [2] . When some additional knowledge is available (e.g., a database of already annotated proteins), it is possible to employ a different class of methods (homology modelling): the protein is matched against very similar sequences and the conformation prediction exploits this valuable information.
In this work we concentrate on ab-initio modelling. In this case, an all-atom computer simulation is typically unpractical. Even with strong simplifications it would require many CPU hours per nanosecond for a small protein on a PC. To overcome this limit, most of the approaches use database fragment assembly and/or simplified models to determine an approximate and faster solution.
Ab-initio methods are based on the Anfinsen thermodynamic hypothesis [1] : the (native) conformation adopted by a protein is the most stable one, i.e. the one with minimum free energy. A fundamental role in the design of a predictive method is played by the spatial representation of the protein and the static energy function, which is to be at a minimum for native conformations.
Simplified models of proteins are attractive in many respects: they allow clear derivation of kinetic and thermodynamic properties; the simplified representation of the actual protein, often by one or two centers of interaction per residue, allows a much faster computation and generates also smoother energy hyper-surfaces which implies faster dynamics. Unfortunately, there is no general agreement on the potential that should be used with these models, and several different energy functions can be found in literature [24] .
In this paper we present a new high-level framework for ab-initio simulation in Concurrent Constraint Programming [22] . CCP is a programming framework where computations are based on communication (using ask and tell primitives) between independent processes/agents. Each agent is capable to check satisfiability and/or impose new constraints. Each amino acid in the protein is modelled as an independent and parallel process, which reacts to modifications of spatial positions of other amino acids. Each process evolves in a Montecarlo simulation framework, exploiting the most recent information available about the surrounding objects. Every time a process updates its position, it also tells the changes to the others with a communication based on the instantiation of logical variables.
Note that the framework is independent from the protein spatial model and energy function. As preliminary test, we adopt a basic energy function description, used to implement in Mozart [26] a first version of the simulation exploiting the CCP techniques. In this model, each aminoacid is represented by an off-lattice, single center of interaction. The energy function is composed by the empirical contact term developed in [4] and used in constraint-based approach to the problem [10, 9] . Moreover, to model properly an off-lattice energy field, we also include a bond length term, a bend angle term and a torsion angle term, similar to [27] . Note that in [20] the correlation between torsion angles and related bend angles is thoroughly studied. In this paper, we do not provide many details on this specific energy function and tuning procedure, since in the next future we plan to test our framework replacing this naive energy model with a well-known reduced model (i.e. UNRES [15] ).
To test our framework, we simulate a poly-alanine sequence, which has an high tendency to fold into an α-helix. Even with a so coarse model (in terms of amino acid representation and energy function), we obtain a proper helical structure.
The paper is organized as follows. In Sect. 2 we briefly discuss the main results related to the solution of the PSP problem. The problem is then formalized in Section 3. In Sect. 4 we present our encoding in CCP. In Sect. 5 we describe the energy model employed. In Sect. 6 we provide some details of the Mozart implementation and in Sect. 7 we show our preliminary results. In Sect. 8 we draw some conclusions.
Related Work
We refer to [24] for a detailed review. We wish to focus here on the ab-initio approaches, namely, approaches that are not based on similarities to already known proteins. All-atoms ab-initio simulations by means of molecular dynamics (e.g. [21, 5, 16] ), are precluded by the intrinsic complexity of the needed operations. More efficient methods are offered by simplified models. It is accepted that important features of protein sequences are the local propensity to adopt welldefined secondary structures, as well as the polar and hydrophobic interactions. The secondary structure propensity may be included in simulation through either rigid constraints (as done in [10, 9] ) or energy terms which depend on the type of amino acids involved, derived from statistical database analysis. Interactions between amino acids may be treated either considering their chemical and physical properties or using a statistical approach. One relevant problem is the correlation between the different propensities and interactions singled out: as far as empirical contact energies are concerned, in [4] it is compiled a table which has been proven to be rather accurate, when tested on several decoys' sets. Similar tables have been provided based on different criteria by other authors [17] . Thirumalai and coworkers [27] have designed a forcefield suited for representing a protein through its C α -chain, which includes bonds, bend, and torsion angle energy terms. Scheraga and coworkers [15] have used a similar model including side-chain centroids.
As we describe in Sect. 3, the problem can also be formulated as a nonlinear minimization problem, where the spatial domain for the amino acids is a discrete lattice. A constraint-based approach to this problem on the so-called Face Centered Cubic lattice, with a further abstraction on amino acids (they are split into two families H and P), is successfully solved in [2] for proteins of length up to 160. A constraint-based solution to the general problem (with the 20 amino acids) is proposed instead in [10, 9] , where proteins of length up to 50 are solved. In the latter approach, the solution search is based on the constraint solver for finite domains of SICStus Prolog [6] .
As said above, we are not currently aware of any other approach modelling amino acids as concurrent processes.
Proteins and the PSP Problem
A protein is a sequence of 20 kinds of linked units, called amino acids. This sequence is called the primary structure of a protein.
Each protein always reaches a peculiar 3D conformation, called native conformation or tertiary structure, which determines its function. The protein structure prediction problem is the problem of predicting the tertiary structure of a protein given its primary structure. It is accepted that the primary structure uniquely determines the tertiary structure. Due to entropic considerations [1] , it is also accepted that the tertiary structure is the one that minimizes the global energy of the protein. Though, there is no common agreement on which energy function should model correctly the phenomenon.
Each amino acid is made by several atoms (cf. Fig. 1 ); there is a part common to all amino acids, the N-C α -C backbone, and a characteristic part known as side chain, which consists of a number of atoms ranging from 1 to 18. Each amino acid is linked to the following with the incoming and outgoing edges represented by arrows in Fig. 1 . A well-defined energy function should consider all possible interactions between all atoms of every amino acid composing the protein. A review of the various forces and potentials at this abstraction level can be found in [19] .
A more abstract view of amino acids considers each of them as a single sphere centered in the C α atom. The distance between two consecutive C α atoms is assumed to be 3.8Å, measure chosen as unitary. Recent work has been done to model energy functions with this level of abstraction. A pair of non consecutive amino acids contributes to the energy when the two amino acids are in contact, namely under a given distance that can be approximated by 2 units. A table that points out the energy associated to pairs of amino acids in contact has been developed [17, 4] .
Remark 1.
We show how is possible to formalize the protein folding problem as an optimization problem. Given a sequence S = s 1 · · · s n , with s i aminoacids, a folding of S is a function ω : {1, . . . , n} −→ R 3 such that: |ω(i) − ω(i + 1)| = 1, and |ω(i) − ω(j)| ≥ 1 for i = j. The first constraint states that consecutive aminoacids have the fixed unitary distance; the second that each aminoacid occupies a unitary sphere and that two spheres cannot overlap. In Sect. 5 we present a more refined description that deals with local interactions. In particular, the hard constraint |ω(i) − ω(j)| ≥ 1 will be rewritten as a soft constraint, namely a smoother potential barrier that has the effect of repelling two colliding residues, together with other local energy interactions.
The protein folding problem can be reduced to the optimization problem of finding the folding ω of S such that the following energy is minimized [7, 9] :
Pot(x, y) denotes the energy value associated to a contact between amino acids x and y.
The CCP Simulation Framework
In this section we describe the novel abstract framework of simulation. The approach is independent on the spatial model of the protein and on the energy model employed. Using a Concurrent Constraint Logic Programming language we can encode the problem associating an independent process to each amino acid involved. Processes react to changes of position of other processes.
The main program
Let us assume that the input is the list S = [s 1 , . . . , s n ] of amino acids. The main procedure is described in Fig. 2 by lines 1-6 . The variable Init contains n lists, each of them associated to the respective amino acid. I1 ... In are the initial positions of the amino acids s 1 , . . . , s n , respectively. Each list contains the history of moves done by the corresponding amino acid. This procedure concurrently calls n executions of the procedure run each of them instantiated by the index i in the input sequence passed as parameter.
The process related to the amino acid ID is activated when a new position is computed by some other amino acid (lines 9-12). This control is made by checking that unbounded variables become a list. Note that many concurrent updates can occur while a process is monitoring the changes. When at least one modification happened, the predicate getLast retrieves the latest information available and updatePosition calculates the new position as explained in the next Subsection. When the new position is computed, it is added to the list by means of tell and the process performs another loop.
Simulating moves
The procedure run (lines 7-16) computes a new position for the corresponding amino acid implementing a Montecarlo-like simulation (cf., e.g., [7, page 44] ). Each amino acid can move in the space guided by its evaluation of the energy function. The knowledge of other's positions and amino acids' type is sufficient to completely evaluate the function. Each time the procedure updatePosition is invoked, the amino acid a i estimates its current potential P c , according to its position p. Moreover, a new position p is devised, according to a moving strategy (see next Subsection).
The amino acid evaluates then the new potential P n associated to p (P c and P n are computed using the formula (1)). If P n < P c , the amino acid updates its position to p .
If P n ≥ P c , the position p seems not suitable to improve the local potential. However, it is possible that moving the aminoacid in worse positions allows to exit from a position of a local minimum. The Montecarlo technique is that of accepting the position p if a randomly generated value rand ∈ [0, 1] is less than a value depending on P n − P c :
Temp is a parameter simulating the temperature effects. Technically, it controls the acceptance ratio of moves that increase the energy. In Montecarlo algorithms Temp remains constant and it can be proven that allowing sufficient time the native conformation depending on the energy functions is reached. Simulating annealing methods slowly decrease the value of Temp during simulation (observe that when Temp is close to 0, the test rand < e
is typically false, and thus only moves that decrease the energy are allowed).
Moving strategy
As said in Sect. 2, two consecutive amino acids tend to stay at a distance of 3.8Å from each other. Instead of stating this as a hard constraint, we preferred to use a soft constraint (the bond energy term).
Moving the residues blindly in the space leads very often to a great increase of this energy contribution. Therefore, we implemented a more clever moving strategy, that selects a new position according to a specific spatial probability distribution. Let us consider the case of an internal aminoacid a i in the sequence (cf. Fig. 3) . If the distance between a i and its neighbors is fixed, this residue has only one degree of freedom of movement, i.e. it can move only on the circumference which is the intersection of the two spheres centered in its neighbors and with radius equal to the respective distances.
Hence, we first randomly select a point P on this circumference according to a gaussian distribution, with the maximal probability assigned to the current position of a i . Then, allowing for little variations of the distance, we select a point in the plane orthogonal to the circumference and passing for P , according to a 2-dimensional gaussian distribution centered in P (the resulting distribution is a non-uniform toroidal distribution in the space, with its peak centered in the current position of the residue).
The case of the first and the last aminoacids is slightly different, as they have two degrees of freedom, namely the surface of the sphere centered in their only neighbors. Hence, we select a point on this surface, according to a 2-dimensional gaussian distribution centered in the current position of the residue, and then we shift it along the radius, always according to a gaussian distribution centered on the surface.
Our moving strategy is able to explore the whole space of configurations, although we give less chances to those moves that provide high energy contribution.
Energy function for folding simulation
In this section we briefly describe the energy function we use to implement our preliminary simulation of the folding process dynamics. However, as already said, our framework is parametric w.r.t. a given energy function. The four energy contributions are related to bond distance (E b ), bend angle (E a ), torsion angle (E t ), and contact interaction (E c ) (cf. [27] ). For the sake of simplicity, assume that s = s 1 , s 2 , . . . , s n contain the names of the n amino acids as well as their positions. The total energy E depends on s as follows:
where η b , η a , η t , η c are set for blending the energy contributions. For each pair of consecutive amino acids s i , s i+1 , we have a quadratic term
where r(s i , s i+1 ) is the distance between the C α of the two amino acids and r 0 is the typical amino acid distance of 3.8Å. The bend energy is associated to the bend angle formed by a triplet of consecutive C α s. The distribution is rather constant for every protein in the PDB and independent from the types of amino acids involved. The profile (see [11] ) can be approximated by a combination of two Gaussian distributions, one around 120 degrees and the other, sharper, around 90 degrees. The energy is obtained applying the opposite logarithm to the distribution function:
The torsion angle energy function is modelled using statistical information of torsional behavior extracted from the PDB. In detail, four C α atoms (C αi , C αi+1 , C αi+2 and C αi+3 ) form a specific torsion angle: it is the angle between the normal to the plane spanned by C αi , C αi+1 and C αi+2 and the normal to the plane spanned by C αi+1 , C αi+2 and C αi+3 . The angle is positive when, looking along r 23 = C αi+2 − C αi+1 , the atom C αi+3 rotates clockwise. This angle is influenced both by the type of the amino acids involved and by their position in the protein. The information available in the PDB does not allow one to reconstruct a sharp distribution profile of each combination of amino acids (there are only 2.000 proteins with less than 25% homology, i.e. that carry non redundant information). Consequently, we first identify four classes of amino acids which share the same torsional behavior and we calculate the distribution profile for every sequence of 4 consecutive classes. This profile is approximated by the sum of two Gaussians. The function has the form:
where the parameters a 1 , a 2 , σ 1 , σ 2 , φ 1 , φ 2 depend on the classes of the four residues, while σ 0 is used to adapt the distribution variance to an effective energy function. Actually, there is a well-known correlation between the bend and the torsion angles [20] . We have not used it in this paper.
For each pair of amino acids s i and s j , such that |i − j| ≥ 3 we consider the contact interaction term of the form
where r(s i , s j ) is the distance between the C α of s i and s j and r 0 (s i , s j ) is a parameter describing the steric hindrance between a pair of non consecutive amino acids s i and s j . In our model, r 0 (s i , s j ) is the sum of the radii of the two spheres that represent the two specific amino acids. An approximation of them is derived in [11] . A crucial problem while dealing with energy functions is to set correctly the parameters involved, as their value changes dramatically the energy landscape and influences the behavior of the simulation. We performed an optimization using a sampling of 700 proteins from PDB database with less than 25% homology. We calculated the sum of the squares of the difference between the energy computed for their native conformation and the folding energy (i.e., the free energy required to unfold a protein, which has been roughly approximated as proportional to the number of amino acids). Then we minimized this function using a simulated annealing method, identifying an optimal value for the scaling parameters. The rationale behind this procedure is to tune parameters as to have reasonable energies computed on known native protein structures.
As said before, we do not present here the fully detailed description of the methods involved, since this energy function is considered as a simple test to drive a real implementation of our framework.
Mozart implementation
In this section we describe some details of the implementation of the simulation technique in the language Mozart [26] . In Mozart it is natural to model concurrent programs in a simple notation mixing classes, constraints, and logic variables. Code's length is less than 1000 lines; the code can be found in http: //www.dimi.uniud.it/dovier/PF.
The core scheme described in Sect. 4.1 is expanded with the help of two classes: Protein and Amino. The first class implements the simulation predicate and basically coordinates each process that is associated to an amino acid, i.e. amino acid creation, launch, statistics and termination. The Amino class describes each single amino acid. Protein contains and runs a number of Amino classes equal to the number of amino acids in the simulated protein.
As said before, lists are used to store positions of the various amino acids during computation. The data structure is described by the class PosList that allows us to access the tail and last elements of the list in constant time, making use of Mozart class attributes (non logical variables).
The method add behaves as the tell operator in CCP. Each call add(El ) expands the list by one element and leaves the internal variable tail not instantiated, as described in Sect. 4.1.
The Amino class provides some methods for the process maintenance (e.g. live, act, die, debug) and others for the loop act, described in Sect. 4.1. The concurrent asks (lines 9-12) check if at least one tail gets instantiated (i.e. a new position is communicated by another amino acid). This test is accomplished by the method Wait4News reported in Fig. 4 . To implement this check it is necessary to generate n threads, one for each tail to be checked. Our solution is to nest then n threads that launch a cond blocking test for each ask (cf. CCP translation of ask in [12] ). In fact, since n is unbounded, it is not possible to statically write an explicit piece of code to handle the test. Each cond branch is associated to a distinct process that terminates either when its guard associated is realized or whenever another process terminates, by means of the additional shared variable Done. On line 21, the notation | denotes the structure of a list, with general unassigned variables (i.e. ). When a tail is instantiated, this variable is unified with a term of the kind El | and thus the cond test is verified. We give some details about the implementation of updatePosition and the subsequent tell (lines [14] [15] . The updatePosition method in Mozart reproduces what we described in Sect. 4.2. The computation of the energy is accomplished calling the method energy(X Y Z E), where X,Y and Z are the coordinates of the amino acid and E is the energy associated as described in Sect. 5. Note that we invoke twice the function: the first time with the actual coordinates and the second with the new position generated by a random shift. Once the two energies are compared, the next position is set and communicated via add([X Y Z] ) to the appropriate PosList.
Experimental results
In this section we present the results of some tests of our program. First of all, note that we do not expect outstanding results, due to the naive energy function in use. In fact, we are interested in testing more the feasibility of the framework than the potential. However, we successfully run the code on a sequence of Alanines, that is known to have a high tendency to form a single helix. As initial state of the protein we set each amino acid along a line with a step of the bond distance (3.8Å). We run the simulation for 60 seconds on a PC, 1GHz, 256MB. In Figure 7 we show the resulting proper helix for a list of 14 Alanines. We would like to compare this result to a sequential simulation in C based on the same energy functions, where concurrency is simulated by a simple sequential loop on the amino acids. We noticed that the behavior of the folding pathway is different. In Mozart, some amino acids compute the energy with a partial updated information about the 3D conformation, due to concurrent communication and synchronism. In practice the amino acids consider the latest information available about the others and this fact influence the shape of the energy function. This shows that the concurrent approach is suitable to be employed in a folding process and it offers a new direction to be investigated, namely the parallel interaction between objects during the fold.
For completeness, we also tested the reliability of our energy function: we run the simulation for some PDB proteins (with known native conformation). It turned out that some aminoacids actually lie in a local minimum given our simple energy model. As expected, for some others the description does not completely capture their properties. In fact, running a simulation for some time, we noted that the global minimum of these proteins tends to move into another conformation, which has better energy according to our model. This clearly shows that a more robust energy model is required. See the next section for other details.
Future work and Conclusions
In this paper we present a novel concurrent constraint programming framework to simulate a protein folding process. The approach is independent on the spatial representation and energy model of the proteins. The objective is to provide a powerful tool for obtaining the native conformation of a given protein; moreover, as a side effect, we compute all the history of the folding process. This scheme is general and it allows fast prototyping. The key idea is to identify every biological entity (i.e. amino acid, but easily extensible to atoms and molecules) with a concurrent process. We implemented a preliminary version, to show the feasibility and the power of the method. We define a simplified energy function, to test the implementation, and we are able to fold properly a helix.
In the future we plan to improve the level of approximation, i.e. to describe each residue by means of two elements: the C α atom and the side-chain (cf. Fig. 7 ). In particular, we want to model the side-chains as ellipsoids and we plan to use the well-established UNRES force field [15] . This is a step towards allatoms concurrent simulations. Our method requires simpler computations and, moreover, is easy to be parallelized.
It seems promising to design an optimized communication framework which adapts dynamically according to the 3D folding. For example, it could be possible to reduce the communications between non-influent pairs of entities (e.g. two distant amino acids provide a poor energy contribution, thus a lazy position update is feasible). Moreover, we want to formalize a novel concept of cooperative approach, in which a cooperation strategy between processes is induced dynamically by the current configuration. We want to investigate the possibility offered by our concurrent framework to represent the dynamical evolution of the system and to manage the propensity to form local regular sub-conformations (e.g. secondary structure elements), to achieve a speed up in the folding pathway.
Our concurrent constraints simulation could be combined with other approaches. Since the computational costs also depend on the complexity of the energy function, it seems reasonable to proceed by levels: a first phase (e.g. the simulation approach with the SICStus Prolog code developed in [9] , which performs an on-lattice minimization of a simplified contact interaction energy) could be used to quickly generate a preliminary and coarse solution that can be used as input of our concurrent approach. The result of our simulation can be then refined again by an all-atom simulation. The output of each phase is a folded protein with an optimal folding for the specific energy model. Refining the model and starting from a folding closer to the native state, makes the next phase more effective, since the conformational space to be searched is smaller.
Other concurrent implementations (e.g., in JCC [23] and in traditional concurrent Prolog languages, such as CIAO Prolog, CS-Prolog II, or Arity/Prolog32) will be carried on after the inclusion of UNRES energy function.
