Local Exact Controllability of a Parabolic System of Chemotaxis by Guo, Bao-Zhu & Zhang, Liang
ar
X
iv
:1
30
3.
45
81
v1
  [
ma
th.
OC
]  
19
 M
ar 
20
13
Local Exact Controllability of a Parabolic System of
Chemotaxis∗
Bao-Zhu Guoa,c and Liang Zhangb,c†
aAcademy of Mathematics and Systems Science, Academia Sinica
Beijing 100190, China
bDepartment of Mathematics,
Wuhan University of Technology, Wuhan 430070, China
cSchool of Computational and Applied Mathematics
University of the Witwatersrand, Wits 2050, Johannesburg, South Africa
December 23, 2012
Abstract
This paper studies the controllability problem of a parabolic system of chemotaxis. The local
exact controllability to trajectories of the system imposed one control force only is obtained by
applying Kakutani’s fixed point theorem combined with the null controllability of the associated
linearized parabolic system. The control function is shown to be in L∞(Q), which is estimated
by using the methods of maximal regularity and Lp-Lq estimates of parabolic equations.
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1 Introduction and main results
Let Ω ⊂ RN (N ≥ 1) be a bounded domain with sufficient smooth boundary ∂Ω. Let ω be a
nonempty open subset of Ω, and T > 0. We denote Q = Ω × (0, T ), Σ = ∂Ω × (0, T ) and
Qω = ω×(0, T ). Throughout this paper, we useW
s,q(Ω),W 2,1q (Q) and Cα(Ω) (s, α ≥ 0, 1 ≤ q ≤ ∞)
for the usual Sobolev spaces (e.g., [30]), and set Hm(Ω) = Wm,2(Ω) for m ∈ N. Lp(Ω) and Lp(Q)
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(1 ≤ p ≤ ∞) are the usual Lebesgue function spaces with the norm | · |p and ‖ · ‖p, respectively.
Moreover, let
V 1(Q) =
{
y|y ∈ L2(0, T ;H1(Ω)), ∂ty ∈ L
2(0, T ;H1(Ω)∗)
}
,
V 2(Q) =
{
y|y ∈ L2(0, T ;H2(Ω)), ∂ty ∈ L
2(Q)
}
,
be equipped with their graph norms, where H1(Ω)∗ denotes the dual space of H1(Ω). The duality
between H1(Ω)∗ and H1(Ω) is denoted by 〈·, ·〉.
In this paper, we are concerned with the following controlled parabolic system with state func-
tions u ≡ u(x, t) and v ≡ v(x, t) :

∂tu = ∇ · (∇u− χu∇v) + 1ωf in Q,
∂tv = ∆v − γv + δu in Q,
∂νu = 0, ∂νv = 0 on Σ,
u(x, 0) = u0(x) v(x, 0) = v0(x) x ∈ Ω,
(1.1)
where ∂t = ∂/∂t, and ∂ν = ∂/∂ν stands for the derivative with respect to the outer normal ν of
∂Ω, 1ω represents the characteristic function of ω, f ≡ f(x, t) is the control function so that 1ωf
is the control force acting from the outside on a portion of the domain Ω, u0 and v0 are the initial
values, and χ, γ and δ are given positive constants.
A pair of functions (u, v) with
u ∈ V 1(Q) ∩ L∞(Q), v ∈ V 2(Q) ∩ L∞(Q)
is called a weak solution of (1.1) if for all ϕ ∈ L2(0, T ;H1(Ω)), the following identities hold:
∫ T
0
〈∂tu, ϕ〉 dt+
∫∫
Q
[(∇u− χu∇v) · ∇ϕ+ 1ωfϕ] dxdt = 0,∫∫
Q
ϕ∂tvdxdt+
∫∫
Q
[∇v · ∇ϕ+ (−γv + δu)ϕ] dxdt = 0.
We write the free system of (1.1), that is, in the absence of f , as follows:

∂tu = ∇ · (∇u− χu∇v) in Q,
∂tv = ∆v − γv + δu in Q,
∂νu = 0, ∂νv = 0 on Σ,
u(x, 0) = u0(x) v(x, 0) = v0(x) x ∈ Ω.
(1.2)
The system (1.2) is a prototype chemotaxis system so called Keller-Segel model which describes
the aggregation process of slime mold resulting from chemotactic attraction. In (1.2), u represents
the density of the cellular slime mold, v is the density of the chemical substance (see [29]). In the
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last decade, there is a large number of works devoted to the mathematical analysis of the Keller-
Segel system. Several topics on the Keller-Segel model for chemotaxis such as aggregation, blow-up
of solutions, and chemotactic collapse, etc., have been concerned and some significant results have
been achieved from different discipline perspectives. In Horstmann [27] and Hillen and Painter [26],
it provides a detailed introduction into the mathematics of the Keller-Segel model for chemotaxis
with abundant references therein. Here we would mention a few facts about the local and global
existence of solutions for the Keller-Segel model. Generally speaking, the blow-up of solutions of
Keller-Segel system in finite or infinite time depends strongly on the space dimension. In 1-d case,
a finite time blow-up never occur, and the global solution exists and converges to the stationary
solution as times goes to infinity (see [32]). But the blow-up may occur in finite or infinite time in
n-dimensional case for n ≥ 3 (see [11, 28]). For the 2-d case, several thresholds have been found.
When the mass of the initial data is below some threshold value, the solution exists globally in
time and its L∞-norm is uniformly bounded for all time. While the mass of the initial data is
larger than some threshold value, the solution will blow up either in finite or in infinite time (see
[9, 20, 35]).
Due to blow-up feature of solutions of the Keller-Segel model, it is interesting to consider
some controllability problems. Let (u, v) be a trajectory, i.e., a solution of (1.2) corresponding
to some initial value (u0, v0). We say that the system (1.2) is locally exactly controllable to the
trajectory (u, v) at time T , if there exists a neighborhood O of (u0, v0) such that for any initial
data (u0, v0) ∈ O, the solution (u, v) of (1.1) driven by some control function f satisfies
u(x, T ) = u(x, T ), v(x, T ) = v(x, T ), for x ∈ Ω a.e.,
where the neighborhood O and the control function space will be specified later.
In this paper, we suppose that u, v verify the following regularity properties:
u, v ∈ L∞(Q),∇v ∈ L∞(Q)N . (1.3)
Remark 1.1. The solution (u, v) of the system (1.2) exists at least locally in time interval [0, T1]
for T1 < Tmax with sufficiently small initial data (u0, v0), where Tmax is the maximal existence
time (see [27] and reference therein). If the system is locally exactly controllable, then we can
drive the state of the system by some control force to a given trajectory at time T ≤ T1 before the
time Tmax to avoid blow-up. It is also worth indicating that the reason we consider the local exact
controllability instead of exact controllability is that the solution may blow up when the mass of
initial value is larger than some threshold value.
Remark 1.2. When (u, v) = (0, 0), the local exact controllability is reduced to the local null
controllability. If the system (1.1) is locally null controllable at time T with some control, then we
can switch off the control after time T and the system will keep into zero afterwards.
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This paper is devoted to the local exact controllability of the coupled parabolic system (1.1)
via one control. The controllability of parabolic systems of coupled equations attracts intensive
attention in the last few years. In Barbu [7], it studies the local exact controllability to steady
states with controls acting on each equation of the system via the same interior domain. This
could be done by taking it as a direct consequence of the controllability of the scalar parabolic
equations. It is much more interesting and applicable to consider the controllability of a parabolic
system with one control force imposed on one equation of the system. Ammar Kdjodia et al. [1] is
the first work of this kind. They show that the phase-field system is locally exactly controllable to
the trajectory by one control force. The series of works of Ammar Kdjodia et al. ([2, 3, 4]), and
the works of Gonza´lez-Burgos et al. ([22, 10, 14, 15]), have extended such problem to more general
cases. The survey paper [5] gives a comprehensive introduction to this topic. For more works of
the controllability of parabolic equations, we also refer to [16, 17, 18, 19] and [12].
However, as to our best knowledge, very few results are available to the control problems of the
system (1.1). In Ryu and Yagi [34], it considers an optimal control problem of the system (1.1) with
the control to be distributed on the second equation of (1.1). The present paper can be considered
as a first work on the controllability of the system (1.1). There are some other kinds of interesting
control problems for the system (1.1). In the system (1.1), the chemotactic term −χ∇ · (u∇v)
causes much more mathematical difficulties than the coupled parabolic systems aforementioned.
The techniques presented in this paper would be useful for other forms of chemotaxis system such
as the parabolic-elliptic chemotaxis system, and even for other coupled systems like drift-diffusion
equations from the semiconductor device.
The idea of obtaining the controllability of (1.1) is somehow classical: We first establish the null
controllability of the linearized system and then apply the fixed point theorem. Now we consider
the null controllability of the linearized system of (1.1), which is written as follows:

∂ty = ∆y −∇ · (By)−∇ · (a∇z) + 1ωf in Q,
∂tz = ∆z − γz + δy in Q,
∂νy = 0, ∂νz = 0 on Σ,
y(x, 0) = y0(x) z(x, 0) = z0(x) x ∈ Ω,
(1.4)
where a ∈ L∞(Q), B ∈ L∞(Q)N with B · ν = 0 on Σ, f ∈ L2(Q) is the control force, and
y0, z0 ∈ L
2(Ω) are given initial data. To study the null controllability of (1.4), we are led to
consider the observability of the adjoint system of (1.4):

−∂tφ = ∆φ+B∇φ+ δθ in Q,
−∂tθ = ∆θ − γθ −∇ · (a∇φ) in Q,
∂νφ = 0, ∂νθ = 0 on Σ,
φ(x, T ) = φT (x), θ(x, T ) = θT (x) x ∈ Ω,
(1.5)
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where φT , θT ∈ L2(Ω). It is well-known that the null controllability of (1.4) is equivalent to the
observability inequality for system (1.5):
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤ C
∫∫
Qω
|φ|2 dxdt
for every solution (φ, θ) of (1.5). However, in order to obtain the input space of L∞(Q), we need
to establish instead an improved observability inequality of the following
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤ C
∫∫
Qω
e
3
2
sα |φ|2 dxdt, (1.6)
which can be derived from a global Carleman inequality∫∫
Q
e2sα
(
|φ|2 + |θ|2
)
dxdt ≤ C
∫∫
Qω
e
3
2
sα |φ|2 dxdt (1.7)
for every solution (φ, θ) of (1.5). Here, in (1.6) and (1.7), C denotes some positive constant
independent of φ and θ, α = α(x, t) is a weight function which will be specified precisely in Section
2, and s is a real number considered as parameter. The basic idea for the inequality (1.7) comes
originally from [14] and [22], where similar inequalities are obtained for some cascaded system and
parabolic system of phase-field.
Now we state our first result.
Theorem 1.1. Let T > 0. For any (y0, z0) ∈ L
2(Ω) × L2(Ω), there exists a control f ∈ L∞(Q)
such that the solution (y, z) of system (1.4) corresponding to f satisfies (y, z) ∈ V 1(Q) × V 1(Q)
and y(x, T ) = 0, z(x, T ) = 0 for x ∈ Ω almost everywhere. Moreover, the control f satisfies
‖f‖∞ ≤ e
Cκ (|y0|2 + ‖z0‖2) (1.8)
where C is a positive constant depending only on Ω and ω, and
κ = (1 + ‖a‖2∞ + ‖B‖
2
∞)T +
1
T
+ 1 + ‖a‖∞ + ‖B‖∞. (1.9)
The approach used here to obtain the L∞(Q) control is originally from [7] (see also [36]). We
improve this approach to get the explicit representation of the bound with respect to T by adopting
some techniques from semigroup theory such as Lp-Lq estimate and maximal Lp-regularity.
The main result of this paper is the following Theorem 1.2.
Theorem 1.2. Let p > N + 2. Let (u, v) be a trajectory of (1.2) corresponding to (u¯0, v¯0) and
satisfy (1.3). Then, there exists a positive constant c1 independent of T such that for each (u0, v0)
that satisfies
|u0 − u0|∞ + ‖v0 − v0‖W 2(1−
1
p ),p(Ω)
≤ e−c1(1+T+
1
T ), (1.10)
there is a control f ∈ L∞(Q) such that system (1.1) admits a solution (u, v) satisfying
u ∈ V 1(Q) ∩ L∞(Q), v ∈ V 2(Q) ∩ L∞(Q),
and u(x, T ) = u(x, T ), v(x, T ) = v(x, T ) for x ∈ Ω almost everywhere.
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We proceed as follows. In next section, Section 2, we give some preliminary results. Section 3
is devoted to the proof of the Theorem 1.1. The proof of Theorem 1.2 is presented in section 4.
It is pointed out that throughout the paper, we use C to denote a positive constant that is
independent of time T in most cases but may be dependent of Ω, ω. In the later case we may write
C(Ω, ω) instead of a special specification.
2 Preliminaries
In this section, we collect some results that are needed in later sections. These results are particu-
larly useful in the establishment of the regularity of linear parabolic system and the L∞-estimate
of controls.
For p ∈ (1,∞), let A := Ap denote the sectorial operator defined by
Apu := −∆u, ∀ u ∈ D(Ap) :=
{
u ∈W 2,p(Ω); ∂νu|∂Ω = 0
}
. (2.1)
Suppose that γ is a positive constant.
(i) Let α ≥ 0 and D ((A+ γ)α) be the function space endowed with the graph norm. Then
D ((A+ γ)α) is a Banach space with the following embedding properties ([24, p.39])
D ((A+ γ)α) →֒ W 1,p(Ω) if α >
1
2
, (2.2)
and D ((A+ γ)α) →֒ Cγ(Ω) if 0 ≤ γ < 2α−
n
p
. (2.3)
(ii) Let
{
e−tA
}
t≥0
and
{
e−t(A+γ)
}
t≥0
be the analytic C0-semigroups generated by −A and −(A+
γ) on Lp(Ω)(1 < p <∞), respectively. By standard C0-semigroup theory, we have ([13, 33])
∣∣e−tAu∣∣
q
≤ Cm(t)−
N
2
( 1
p
− 1
q
) |u|p , (2.4)
and
∣∣∣(A+ γ)αe−t(A+γ)∣∣∣
q
≤ Ct−
N
2
( 1
p
− 1
q
)−α |u|p (2.5)
for all u ∈ Lp(Ω), t > 0 and 1 < p ≤ q <∞, where m(t) = min{1, t}.
(iii) Let α ≥ 0 and 1 < p <∞. Then for any ε > 0 there exists a constant Cε depending on Ω, ε
and p such that ([28, Lemma 2.1])
∣∣(A+ γ)αe−tA∇ · u∣∣
p
≤ Cεt
−α− 1
2
−ε |u|p (2.6)
for all u ∈ Lp(Ω), t > 0.
As a consequence of (2.4) and (2.6), we have
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(iv) For any ε > 0, there exists a constant Cε depending on Ω, ε and p, such that∣∣e−tA∇ · u∣∣
q
≤ Cεm(t)
− 1
2
−ε−N
2
( 1
p
− 1
q
)
|u|p (2.7)
for all u ∈ Lp(Ω), t > 0, 1 < p ≤ q <∞.
(v) (Maximal regularity) Let 1 < p <∞. If F ∈ Lp(Q) and u0 ∈W
2(1− 1
p
),p(Ω) with ∂νu0 = 0 on
∂Ω, then there exists a unique solution of
du
dt
= (A+ γ)u+ F for a.e. t ∈ (0, T ), u(0) = u0
that satisfies ∥∥∥∥dudt
∥∥∥∥
p
p
+ ‖(A+ γ)u‖pp + ‖u‖
p
p ≤ C
(
‖F‖pp + ‖u0‖
p
W
2(1− 1p ),p(Ω)
)
, (2.8)
where C is a positive constant independent of T and F .
Inequality (2.8) was first established as Theorem 9.1 of [30] in Chapter IV, but the independency
of C with respect to T is given later as Theorem 1.1 of [31] (see also Theorem 2.3 of [21]).
Now we consider the well-posedness of the following linear parabolic system which contains
(1.4) as its special case. 

∂ty = ∆y −∇ · (By)−∇ · (a∇z) + F in Q,
∂tz = ∆z − γz + δy in Q,
∂νy = 0, ∂νz = 0 on Σ,
y(x, 0) = y0(x) z(x, 0) = z0(x) x ∈ Ω.
(2.9)
Proposition 2.1. Let a ∈ L∞(Q) and B ∈ L∞(Q)N with B · ν = 0 on Σ.
(i) If y0, z0 ∈ L
2(Ω) and F ∈ L2(Q), then system (2.9) admits a unique solution (y, z) ∈ V 1(Q)×
V 1(Q) satisfying
‖y‖2V 1(Q) + ‖z‖
2
V 1(Q) ≤ e
Cκ
(
|y0|
2
2 + |z0|
2
2 + ‖F‖
2
2
)
; (2.10)
(ii) Let 2 ≤ p <∞. If F ∈ Lp(Q), y0 ∈ L
p(Ω) and z0 ∈W
2(1− 1
p
),p
(Ω) with ∂νz0 = 0 on ∂Ω, then
system (2.9) admits a unique solution (y, z) ∈ Lp(Q)×W 2,1p (Q) satisfying
‖y‖pp + ‖z‖
p
W 2,1p (Q)
≤ eCκ
(
|y0|
p
p + ‖z0‖
p
W
2(1− 1p ),p(Ω)
+ ‖F‖pp
)
; (2.11)
(iii) Let p > N + 2. If F ∈ L∞(Q), y0 ∈ L
∞(Ω) and z0 ∈ W
1,p(Ω) with ∂νz0 = 0 on ∂Ω, then
system (2.9) admits a solution (y, z) ∈ L∞(Q)× L∞(Q) satisfying
‖y‖∞ + ‖z‖∞ ≤ e
Cκ
(
|y0|∞ + ‖z0‖W 1,p(Ω) + ‖F‖∞
)
, (2.12)
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where κ is given by (1.9) and C = C(Ω).
Proof. The existence of solution with respect to y0, z0 and F in different function spaces can be
deduced similarly as in [30] for which we omit here. We only show the required estimates with
respect to time T . Since the proof for (2.10) is similar to (2.11), we need only to show (2.11).
Multiply the first equation of (2.9) by |y|p−2y and integrate over Ω, to get
d
dt
|y|pp +
∫
Ω
|∇y|2 |y|p−2 dx ≤ C
(
1 + ‖a‖2∞ + ‖B‖
2
∞
)
|y|pp + C ‖a‖
2
∞ |∇z|
p
p +C |F |
p
p , (2.13)
and in the same way, to get from the second equation of (2.9) that
d
dt
|z|pp +
∫
Ω
|∇z|2 |z|p−2 dx+ |z|pp ≤ C |y|
p
p . (2.14)
Differentiate |∇z|pp with respect to t and take the second equation of (2.9) into account again to
obtain
d
dt
|∇z|pp +
∫
Ω
|∇z|p−2 |∆z|2 dx ≤ C |∇z|pp + C
(
|y|pp + |z|
p
p
)
. (2.15)
The inequalities (2.13)-(2.15) together with Gronwall’s inequality lead to
|y(·, t)|pp + |z(·, t)|
p
p + |∇z(·, t)|
p
p ≤ e
Cκ
(
|y0|
p
p + ‖z0‖
p
W 1,p(Ω)
)
(2.16)
for all t ∈ [0, T ]. On the other hand, by the maximal regularity (2.8) for the second equation of
(2.9), it follows that
‖∂tz‖
p
p + ‖∆z‖
p
p + ‖z‖
p
p ≤ C
(
‖z0‖
p
W
2(1− 1p ),p(Ω)
+ ‖y‖pp + ‖z‖
p
p
)
,
which together with (2.16) yields (2.11).
Now we turn to the L∞-estimate (2.12). We first assume that y0 ∈ C
(
Ω
)
and F ∈ C
(
Q
)
. Let A
be defined by (2.1), and let
{
e−tA
}
t≥0
and
{
e−t(A+γ)
}
t≥0
be the analytic C0-semigroups generated
by −A and −(A + γ) in Lp(Ω), 1 < p < ∞, respectively. Then the solution (y, z) of system (2.9)
can be represented as follows
y(·, t) = e−tAy0 +
∫ t
0
e−(t−s)A [−∇ · (By)−∇ · (a∇z) + F ] (·, s)ds, (2.17)
z(·, t) = e−t(A+γ)z0 + δ
∫ t
0
e−(t−s)(A+γ)y(·, s)ds. (2.18)
Take the norm of C
(
Ω
)
on both sides of (2.17) to get
‖y(·, t)‖C(Ω) ≤
∥∥e−tAy0∥∥C(Ω) +
∫ t
0
∥∥∥e−(t−s)A∇ · (By + a∇z) (·, s)∥∥∥
C(Ω)
ds
+
∫ t
0
∥∥∥e−(t−s)AF (·, s)∥∥∥
C(Ω)
ds. (2.19)
To estimate (2.19), we first observe that the operator −A generates a bounded analytic semigroup
on C
(
Ω
)
([6]). It follows from the maximum principle that∥∥e−tAy0∥∥C(Ω) ≤ ‖y0‖C(Ω) , (2.20)
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and ∥∥∥e−(t−s)AF (·, s)∥∥∥
C(Ω)
≤ ‖F (·, s)‖C(Ω) (2.21)
for any 0 ≤ s ≤ t. Since p > N + 2, we can take ε and α such that
0 < ε <
p−N − 2
2p
and
N
2p
< α <
1
2
−
1
p
− ε.
Then, with the help of (2.3), (2.6) and the Ho¨lder inequality, we have, for any t ∈ [0, T ], that∫ t
0
∥∥∥e−(t−s)A∇ · (By + a∇z)) (·, s)∥∥∥
C(Ω)
ds
≤
∫ t
0
∣∣∣(A+ γ)αe−(t−s)A (By + a∇z) (·, s)∣∣∣
p
ds
≤ C
∫ t
0
(t− s)−α−
1
2
−ε |(By + a∇z) (·, s)|p ds
≤ C (1 + ‖a‖∞ + ‖B‖∞) (‖y‖p + ‖∇z‖p)T
1
2
−α−ε− 1
p .
This together with (2.16) gives∫ t
0
∥∥∥e−(t−s)A∇ · (By + a∇z)) (·, s)∥∥∥
C(Ω)
ds ≤ eCκ
(
|y0|p + ‖z0‖W 1,p(Ω) + ‖F‖p
)
. (2.22)
By (2.19)-(2.22), we obtain
‖y‖∞ ≤ e
Cκ
(
‖y0‖∞ + ‖z0‖W 1,p(Ω) + ‖F‖∞
)
. (2.23)
Next, take the norm of W 1,p(Ω) on both sides of (2.18) to get
‖z(·, t)‖W 1,p(Ω) ≤
∥∥∥e−t(A+γ)z0∥∥∥
W 1,p(Ω)
+δ
∫ t
0
∥∥∥e−(t−s)(A+γ)y(·, s)∥∥∥
W 1,p(Ω)
ds, (2.24)
for any t ∈ [0, T ]. To estimate (2.24), we first notice that∥∥∥e−t(A+γ)z0∥∥∥
W 1,p(Ω)
≤ eCT ‖z0‖W 1,p(Ω) (2.25)
which can be obtained by the same energy method used in proving (2.16). Let 12 < α < 1−
1
p . By
(2.2), (2.5) and the Ho¨lder inequality, we have that for any t ∈ [0, T ],∫ t
0
∥∥∥e−(t−s)(A+γ)y(·, s)∥∥∥
W 1,p(Ω)
ds ≤ C
∫ t
0
∣∣∣(A+ γ)αe−(t−s)(A+γ)y(·, s)∣∣∣
p
ds
≤ C
∫ t
0
(t− s)−α |y(·, s)|p ds
≤ C ‖y‖p T
−α+1− 1
p .
This together with (2.16) gives∫ t
0
∥∥∥e−(t−s)(A+γ)y(·, s)∥∥∥
W 1,p(Ω)
ds ≤ eCκ
(
|y0|p + ‖z0‖W 1,p(Ω) + ‖F‖p
)
. (2.26)
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Finally, by (2.24)-(2.26) and the Sobolev embedding W 1,p(Ω) →֒ C(Ω) for p > N , we get
‖z‖∞ ≤ e
Cκ
(
‖y0‖∞ + ‖z0‖W 1,p(Ω) + ‖F‖∞
)
. (2.27)
To complete the proof, let us consider the general case that y0 ∈ L
∞(Ω) and F ∈ L∞(Q). This
can be done by smoothing the data and density argument. Precisely, let {y0n}
∞
n=1 ⊂ C(Ω¯) and
{Fn}
∞
n=1 ⊂ C(Q¯) be such that y0n → y0 in L
2(Ω), Fn → F in L
2(Q) and |y0n|∞ ≤ |y0|∞ , ‖Fn‖∞ ≤
‖F‖∞ . For each n, let (yn, zn) be a solution of (2.9) corresponding to y0n, z0, Fn, which satisfies the
inequalities (2.10) and (2.12) with (y, z) replaced by (yn, zn). Thus, by the uniformly boundedness,
we can extract subsequences of (yn, zn) such that it converges to (y, z), which is a weak solution of
(2.9) corresponding to y0, z0 and F . Moreover, y, z satisfy the inequality (2.12). ✷
3 Proof of Theorem 1.1
To prove Theorem 1.1, we first establish a global Carleman inequality for the adjoint system (1.5).
Let ω′ ⊂⊂ ω, that is, ω′ ⊂ ω, be a nonempty open subset. Then, there is a function β ∈ C2(Ω)
such that β(x) > 0 for all x ∈ Ω, and β|∂Ω = 0, |∇β(x)| > 0 for all x ∈ Ω \ ω′ (see [19, Lemma
1.1]). For λ > 0, set
ϕ =
eλβ
t(T − t)
, α =
eλβ − e
2λ‖β‖
C(Ω)
t(T − t)
, (3.1)
and
γ(λ) = e2λ‖β‖C(Ω) . (3.2)
Lemma 3.1. Let fi ∈ L
2(Q), i = 0, 1, . . . , N . Then there exists a constant λ0 = λ0(Ω, ω
′) > 1,
such that for all λ ≥ λ0 and s ≥ γ(λ)(T + T
2),∫∫
Q
[
(sϕ)1+d|∇z|2 + (sϕ)3+d|z|2
]
e2sα dxdt
≤ C
(∫∫
Q
(sϕ)de2sα|f0|
2 dxdt+
N∑
i=1
∫∫
Q
(sϕ)2+de2sα|fi|
2 dxdt
+
∫∫
Qω′
(sϕ)3+de2sα|z|2 dxdt
)
(3.3)
for all solutions z to the equation

∂tz −∆z = f0 +
∑N
i=1
∂fi
∂xi
in Q,
∂νz = 0 on Σ,
z(x, 0) = z0(x) x ∈ Ω,
with z0 ∈ L
2(Ω), where C = C(Ω, ω′), and γ(λ) given by (3.2).
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Essentially speaking, Lemma 3.1 has been proven in [23] (see also [22]) but the explicit inde-
pendency of the constant C with respect to T is shown in a similar way as in [16] and [18]. For
notational simplicity in the sequel, we introduce
I1(s, λ;φ) =
∫∫
Q
[
(sϕ)3 |∇φ|2 + (sϕ)5 |φ|2
]
e2sαdxdt, (3.4)
and
I2(s, λ; θ) =
∫∫
Q
[
sϕ |∇θ|2 + (sϕ)3 |θ|2
]
e2sαdxdt. (3.5)
Lemma 3.2. There exists a positive constant λ1 = C(Ω, ω, ω
′)(1+‖a‖2∞+‖B‖
2
∞) satisfying γ(λ1) ≥
λ1 > 1 such that for any λ ≥ λ1, s ≥ γ(λ)(T + T
2) and φT , θT ∈ L2(Ω), the associated solution
(φ, θ) to (1.5) satisfies
I1(s, λ;φ) + I2(s, λ; θ) ≤ C1
∫∫
Qω
λ8(sϕ)9e2sα |φ|2 dxdt, (3.6)
where C1 = C1(Ω, ω
′, ω).
Proof. Applying Lemma 3.1 to the first equation of (1.5) with d = 2 and the second one with
d = 0, respectively, we obtain that there exist positive constants c0(Ω, ω
′) and λ01 satisfying
γ(λ01) ≥ λ
0
1 = c0(Ω, ω
′)
(
1 + ‖a‖2∞ + ‖B‖
2
∞
)
> 1 (3.7)
such that for all λ ≥ λ01 and s ≥ γ (λ) (T + T
2),
I1(s, λ;φ) + I2(s, λ; θ) ≤ c1
∫∫
Qω′
[
(sϕ)5 |φ|2 + (sϕ)3 |θ|2
]
e2sαdxdt (3.8)
for all solutions (φ, θ) to (1.5) with φT , θT ∈ L2(Ω), where and in what follows, the symbol ci, i =
1, 2, . . . , stand for some positive constants depending on Ω, ω′ and ω.
Next, let ξ ∈ C∞0 (Ω) be such that ξ = 1 in ω
′, ξ = 0 in Ω \ ω, 0 ≤ ξ ≤ 1 in ω, and
∆ξ · ξ−1/2 ∈ L∞(Ω),∇ξ · ξ−1/2 ∈ L∞(Ω)N . (3.9)
The existence of such a function ξ is easy to obtain (see, for instance [14]). Set
η = (sϕ)3e2sα.
Multiply the first equation of (1.5) by θηξ to get
δ
∫∫
Q
(sϕ)3e2sα |θ|2 ξdxdt =
∫∫
Q
ηξθ [−∂tφ−∆φ−B∇φ] dxdt
=
∫∫
Q
{ηξφ [−∆θ + γθ +∇ · (a∇φ)] + φθξ (∂tη) + ηξθ (−∆φ−B∇φ)} dxdt.
Integration by parts gives
δ
∫∫
Q
(sϕ)3e2sα |θ|2 ξdxdt =
7∑
i=1
Ji, (3.10)
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where
J1 =
∫∫
Q
φθ(∂tη + γη)ξdxdt, J2 =
∫∫
Q
φ∇(ηξ) · ∇θdxdt,
J3 = −
∫∫
Q
aφ∇(ηξ) · ∇φdxdt, J4 =
∫∫
Q
θ∇(ηξ) · ∇φdxdt,
J5 = −
∫∫
Q
θηξB∇φdxdt, J6 =
∫∫
Q
ηξ∇θ · ∇φdxdt,
J7 = −
∫∫
Q
a |∇φ|2 ηξdxdt.
To estimate these integrals, we first observe by (3.1) and (3.9) that
|∂tη| ≤ (sϕ)
5e2sα; |∇(ηξ)| ≤ C(ξ1/2s3ϕ3 + ξλs4ϕ4)e2sα.
This together with Cauchy’s inequality gives the estimation of Ji, i = 1, . . . , 6 as follows:
J1 ≤ ε1I2(s, λ; θ) +
C
4ε1
∫∫
Q
[
(sϕ)3 + (sϕ)7
]
e2sα |φ|2 ξdxdt; (3.11)
J2 ≤ ε1I2(s, λ; θ) +
C
4ε1
∫∫
Q
[
(sϕ)5 + λ2(sϕ)7
]
e2sα |φ|2 ξdxdt; (3.12)
J3 ≤ ε1I1(s, λ;φ) +
C ‖a‖2∞
4ε1
∫∫
Q
[
(sϕ)3 + λ2(sϕ)5
]
e2sα |φ|2 ξdxdt; (3.13)
J4 ≤ ε1I2(s, λ; θ) +
c2
2ε1
∫∫
Q
[
(sϕ)3 + λ(sϕ)5
]
e2sα |∇φ|2 ξdxdt; (3.14)
J5 ≤ ε1I2(s, λ; θ) +
c3 ‖B‖
2
∞
4ε1
∫∫
Q
(sϕ)3e2sα |∇φ|2 ξdxdt; (3.15)
J6 ≤ ε1I2(s, λ; θ) +
c4
4ε1
∫∫
Q
(sϕ)5e2sα |∇φ|2 ξdxdt; (3.16)
J7 ≤ ‖a‖∞
∫∫
Q
(sϕ)3e2sα |∇φ|2 ξdxdt, (3.17)
where ε1 is an arbitrary positive constant which will be determined later.
The inequalities (3.14)-(3.17) lead to
J4 + J5 + J6 + J7 ≤ 3ε1I2(s, λ; θ) +
c5
ε1
(1 + ‖a‖2∞ + ‖B‖
2
∞)
×
∫∫
Q
λ2(sϕ)5e2sα |∇φ|2 ξdxdt. (3.18)
Next, we estimate the integral on the right hand side of the inequality (3.18). Let
η˜ = λ2(sϕ)5e2sα.
Multiply the first equation of (1.5) by η˜ξφ and integrate over Q to obtain, by the integration by
parts, that ∫∫
Q
λ2(sϕ)5e2sα |∇φ|2 ξdxdt =
11∑
i=8
Ji,
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where
J8 = −
1
2
∫∫
Q
φ2ξ∂tη˜dxdt, J9 = −
∫∫
Q
φ∇(η˜ξ) · ∇φdxdt,
J10 =
∫∫
Q
φη˜ξB∇φdxdt, J11 = δ
∫∫
Q
θφη˜ξdxdt.
Since
|∂tη˜| ≤ Cλ
2(sϕ)7e2sα, |∇(η˜ξ)| ≤ C(ξ1/2λ2s5ϕ5 + λ3s6ϕ6ξ)e2sα,
in the same way of estimating J1-J7, we can get for any ε2 > 0 that
J8 ≤ C
∫∫
Q
λ2(sϕ)7e2sα |φ|2 ξdxdt; (3.19)
J9 ≤ ε2I1(s, λ;φ) +
C
2ε2
∫∫
Q
[
λ4(sϕ)7 + λ6(sϕ)9
]
e2sα |φ|2 ξdxdt; (3.20)
J10 ≤ ε2I2(s, λ; θ) +
C ‖B‖2∞
4ε2
∫∫
Q
λ4(sϕ)7e2sα |φ|2 ξdxdt; (3.21)
J11 ≤ ε2I1(s, λ;φ) +
C
4ε2
∫∫
Q
λ4(sϕ)7e2sα |φ|2 ξdxdt. (3.22)
Finally, we take
ε1 =
δ
10c1
, and ε2 =
δ
10c1c5(1 + ‖a‖
2
∞ + ‖B‖
2
∞)
×
δ
20c1
to get, from (3.10)-(3.22), that
I1(s, λ;φ) + I2(s, λ; θ) ≤ c6(1 + ‖a‖
2
∞ + ‖B‖
2
∞)
2
∫∫
Qω
λ6(sϕ)9e2sα |φ|2 dxdt.
Thus there is a positive constant
γ(λ1) ≥ λ1 = c6
(
1 + ‖a‖2∞ + ‖B‖
2
∞
)
≥ λ01 > 1
such that for any λ ≥ λ1 and s ≥ γ(λ)(T + T
2), the inequality (3.6) holds, where λ01 is given by
(3.7). ✷
Proposition 3.1. There exist positive constants λ and s such that, for all T > 0, φT , θT ∈ L2(Ω),
the solution (φ, θ) of the system (1.5) satisfies
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤ e
Cκ
∫∫
Qω
e
3
2
sα |φ|2 dxdt, (3.23)
where κ is given by (1.9).
Proof. By integration by parts, we observe that
−
d
dt
|φ|22 + |∇φ|
2
2 ≤ (1 + ‖B‖
2
∞) |φ|
2
2 + δ
2 |θ|22 , (3.24)
and
−
d
dt
|θ|22 + |∇θ|
2
2 + 2γ |θ|
2
2 ≤ ‖a‖
2
∞ |∇φ|
2
2 . (3.25)
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Suppose first that ‖a‖∞ ≥ 1. Multiply (3.24) by ‖a‖
2
∞ to get by (3.25) that
d
dt
[
eC(1+‖a‖
2
∞+‖B‖
2
∞)t
(
‖a‖2∞ |φ|
2
2 + |θ|
2
2
)]
≥ 0.
Integrating above inequality over [0, t] for any t ∈ (0, T ] gives
‖a‖2∞ |φ(·, 0)|
2
2 + |θ(·, 0)|
2
2 ≤ e
C(1+‖a‖2∞+‖B‖
2
∞)T
(
‖a‖2∞ |φ(·, t)|
2
2 + |θ(·, t)|
2
2
)
,
which implies that
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤ e
C[(1+‖a‖2∞+‖B‖
2
∞)T+‖a‖∞]
(
|φ(·, t)|22 + |θ(·, t)|
2
2
)
(3.26)
for any t ∈ (0, T ]. The integration of (3.26) on both sides over [T/4, 3T/4] leads to
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤
2
T
eC[(1+‖a‖
2
∞+‖B‖
2
∞)T+‖a‖∞]
∫ 3T
4
T
4
∫
Ω
|φ|2 + |θ|2 dxdt.
Since
(sϕ)−5e−2sα, (sϕ)−3e−2sα ≤ e
Cs
T2 in Ω×
[
T
4
,
3T
4
]
,
it follows by (3.6) that
|φ(·, 0)|22 + |θ(·, 0)|
2
2 ≤
2C1
T
eC[(1+‖a‖
2
∞+‖B‖
2
∞)T+‖a‖∞]+
Cs
T2
∫∫
Qω
λ8(sϕ)9e2sα |φ|2 dxdt,
where by taking λ and s as
λ = C
(
1 + ‖a‖2∞ + ‖B‖
2
∞
)
, s = C
(
1 + ‖a‖2∞ + ‖B‖
2
∞
)
(T + T 2),
we get (3.23).
Finally, if ‖a‖∞ < 1, then
d
dt
[
eC(1+‖B‖
2
∞)t
(
|φ|22 + |θ|
2
2
)]
≥ 0.
is a direct consequence of (3.24) and (3.25). Thus, (3.26) verifies. In a similar argument as in the
proof of ‖a‖∞ ≥ 1, one can easily get (3.23). This completes the proof. ✷
Proof of Theorem 1.1. Let s and λ be such that the observability estimate (3.23) and
η(λ) = e
−λ‖β‖
C(Ω) <
1
2
(3.27)
hold. Let ε > 0 and consider the following optimal control problem
Minimize
{∫∫
Qω
|f |2 e−
3
2
sαdxdt+
1
ε
(
|y(·, T )|22 + |z(·, T )|
2
2
)}
subject to all f ∈ L2(Q), where (y, z) is the solution of (1.4) associated to f . The existence of an
optimal pair (fε, yε, zε) to the above optimal control problem follows from the standard argument.
By the Pontryagin maximum principle ([8]),
fε = 1ωφεe
3
2
sα. (3.28)
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Here, (φε, θε) is the solution of the adjoint system following:

−∂tφε = ∆φε +B∇φε + δθε in Q,
−∂tθε = ∆θε − γθε −∇ · (a∇φε) in Q,
∂νφε = 0, ∂νθε = 0 on Σ,
(φε, θε)(x, T ) = −
1
ε (yε, zε)(x, T ) x ∈ Ω,
(3.29)
where (yε, zε) is the solution of (1.4) with f = fε. By (1.4), (3.28), (3.29), and Proposition 3.1, it
follows that ∫∫
Qω
|φε|
2 e
3
2
sαdxdt+
1
ε
(
|y(·, T )|22 + |z(·, T )|
2
2
)
≤ eCκ
(
|y0|
2
2 + |z0|
2
2
)
. (3.30)
We can simply get from (3.28) and (3.30) that the control function fε satisfies
‖fε‖
2
2 ≤ e
Cκ
(
|y0|
2
2 + |z0|
2
2
)
.
Next we show that fε can be taken in L
∞(Q). To this end, let τ be a sufficiently small
positive constant and let {τj}
M+1
j=0 be a finite increasing sequence such that 0 < τj < τ, j =
0, 1, . . . ,M, τM+1 = τ. Let {pi}
M
i=0 be another finite increasing sequence such that p0 = 2, pM >
(N + 2)/2 and, (
N
2
+ 1
)(
1
pi
−
1
pi+1
)
<
1
4
, i = 0, 1, . . . ,M − 1. (3.31)
Set
α0 = min
Ω
α =
1− e2s‖β‖C(Ω)
t(T − t)
.
By (3.1),
α0 ≤ α ≤
α0
1 + η(λ)
< 0,
where η(λ) is defined by (3.27).
For each i, i = 0, 1, . . . ,M,M + 1, define
ζi(x, t) = e
(s+τi)α0φε(x, T − t),
̺i(x, t) = e
(s+τi)α0θε(x, T − t),
Gi(x, t) =
[
∂t(e
(s+τi)α0)
]
φε(x, T − t),
Hi(x, t) =
[
∂t(e
(s+τi)α0)
]
θε(x, T − t),
and
a˜(x, t) = a(x, T − t), B˜(x, t) = B(x, T − t).
Then for each i, (ζi, ̺i) solves the following system:

∂tζi −∆ζi = B˜∇ζi + δ̺i +Gi in Q,
∂t̺i −∆̺i = −γ̺i −∇ · (a˜∇ζi) +Hi in Q,
∂νζi = 0, ∂ν̺i = 0 on Σ,
ζi(x, 0) = 0, ̺i(x, 0) = 0 x ∈ Ω.
(3.32)
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Now we apply the Lp-Lq estimate to the above system. By the semigroup theory, the solution
(ζi, ̺i), i = 1, 2, . . . ,M + 1, of (3.32) can be represented as
ζi(·, t) =
∫ t
0
e−(t−s)A
[
B˜∇ζi + δ̺i +Gi
]
(·, s)ds, (3.33)
̺i(·, t) =
∫ t
0
e−(t−s)A [−γ̺i −∇ · (a˜∇ζi) +Hi] (·, s)ds. (3.34)
Firstly, by (2.4) to (3.33), we have
|ζi(·, t)|pi = C
∫ t
0
m(t− s)
−N
2
(
1
pi−1
− 1
pi
) ∣∣∣(B˜∇ζi + δ̺i +Gi) (·, s)∣∣∣
pi−1
ds,
which can be estimated by Young’s convolution inequality (see, e.g. [13, p.3]) as
‖ζi‖pi ≤ C
(
‖B‖∞ ‖∇ζi‖pi−1 + ‖̺i‖pi−1 + ‖Gi‖pi−1
)
×
[∫ T
0
m(t)
−N
2
(
1
pi−1
− 1
pi
)
ri
] 1
ri
(3.35)
where ri = 1/[1 − (1/pi−1) + (1/pi)]. Similarly, applying (2.4) and (2.7) with ε =
1
4 to (3.34), we
have
|̺i(·, t)|pi = C
∫ t
0
m(t− s)
−N
2
(
1
pi−1
− 1
pi
)
|(−γ̺i +Hi) (·, s)|pi−1 ds
+C ‖a‖∞
∫ t
0
m(t− s)
−N
2
(
1
pi−1
− 1
pi
)
− 1
2
− 1
4 |∇ζi(·, s)|pi−1 ds,
which can also be estimated by Young’s convolution inequality as
‖̺i‖pi ≤ C
(
‖̺i‖pi−1 + ‖Hi‖pi−1
)[∫ T
0
m(t)
−N
2
(
1
pi−1
− 1
pi
)
ri
dt
] 1
ri
+C ‖a‖∞ ‖∇ζi‖pi−1
[∫ T
0
m(t)
(
−N
2
(
1
pi−1
− 1
pi
)
− 3
4
)
ri
dt
] 1
ri
. (3.36)
Owing to (3.31), we also have
[∫ T
0
m(t)
−N
2
(
1
pi−1
− 1
pi
)
ri
dt
] 1
ri
≤ C
[
(T + 1)
1
ri + T
−(N2 +1)
(
1
pi
− 1
pi+1
)
+1
]
(3.37)
and [∫ T
0
m(t)
(
−N
2
(
1
pi−1
− 1
pi
)
− 3
4
)
ri
dt
] 1
ri
≤ C
[
(T + 1)
1
ri + T
−(N2 +1)
(
1
pi
− 1
pi+1
)
+ 1
4
]
. (3.38)
Secondly, we estimate the energy of solution (ζi, ̺i) to get the following L
pi−1-estimate
‖ζi‖pi−1 + ‖̺i‖pi−1 + ‖∇ζi‖pi−1 ≤ e
Cκ
(
‖Gi‖pi−1 + ‖Hi‖pi−1
)
. (3.39)
This inequality together with (3.35), (3.36), (3.37), and (3.38) gives
‖ζi‖pi + ‖̺i‖pi ≤ e
Cκ
(
‖Gi‖pi−1 + ‖Hi‖pi−1
)
. (3.40)
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Since
‖Gi‖pi−1 ≤ CT ‖ζi−1‖pi−1 and ‖Hi‖pi−1 ≤ CT ‖̺i−1‖pi−1 , (3.41)
it follows from (3.40) that
‖ζi‖pi + ‖̺i‖pi ≤ e
Ciκ
(
‖ζi−1‖pi−1 + ‖̺i−1‖pi−1
)
, (3.42)
where Ci = Ci(Ω, ω), i = 0, 1, . . . ,M, are positive constants. The iteration inequality (3.42) from 0
to M implies that
‖ζM‖pM + ‖̺M‖pM ≤ e
Cκ (‖ζ0‖2 + ‖̺0‖2) . (3.43)
By the definition of ζ0 and ̺0, we obtain from(3.30) and (3.43) that
‖ζM‖pM + ‖̺M‖pM ≤ e
Cκ (‖y0‖2 + ‖z0‖2) . (3.44)
Finally, we apply LpM -maximal regularity for the first equation of (3.32) for ζM+1 to get
‖∂tζM+1‖pM + ‖∆ζM+1‖pM + ‖ζM+1‖pM
≤ C
(
‖B‖∞ ‖∇ζM+1‖pM + ‖̺M+1‖pM + ‖GM+1‖pM
)
.
This, by taking into account of (3.41) and (3.39), leads to
‖ζM+1‖W 2,1pM (Q)
≤ eCκ
(
‖ζM‖pM + ‖̺M‖pM
)
.
Hence, by the imbedding inequality ([30, Lemma 3.3,Ch.II])
‖ζM+1‖C(Q) ≤ e
C(1+T+ 1
T
) ‖ζM+1‖W 2,1pM (Q)
,
for pM > (N + 2)/2, and by (3.44), we get
‖ζM+1‖∞ ≤ e
Cκ (‖y0‖2 + ‖z0‖2) .
That is ∥∥∥φεe(s+τ)α0∥∥∥
∞
≤ eCκ (‖y0‖2 + ‖z0‖2) .
which together with (3.28) yields∥∥∥e[−s( 12−η(λ))+τ(1+η(λ))]αfε∥∥∥
∞
≤ eCκ (‖y0‖2 + ‖z0‖2) ,
where η(λ) is given by (3.27). This gives, by choosing τ small enough such that
−s
(
1
2
− η(λ)
)
+ τ(1 + η(λ)) < 0,
that
‖fε‖∞ ≤ e
Cκ (‖y0‖2 + ‖z0‖2) .
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The above inequality enables us to extract a subsequences of fε, still denoted by itself, such that
fε → f weakly in L
2(Q), weakly∗ in L∞(Q) as ε → 0. Let (yε, zε) be the solution to the system
associated to fε. Then, by Proposition 2.1, we see that yε and zε are both bounded in V
1(Q).
Thus, there exist subsequences yε and zε, still denoted by themselves, such that
yε → y, zε → z weakly in V
1(Q); strongly in L2(Q)
for (y, z) ∈ V 1(Q) ∩ C([0, T ];L2(Ω)), which is the weak solution of the system corresponding to
f ∈ L∞(Q), and y(x, T ) = 0 and z(x, T ) = 0 almost everywhere in Ω. This completes the proof. ✷
4 Proof of Theorem 1.2
Let (u, v) be a trajectory of the system (1.2) with the initial value (u0, v0), which satisfies (1.3).
Set u = u + y, v = v + z, y0 = u0 − u0, z0 = v0 − v0. Then, (y, z) solves the following parabolic
system 

∂ty = ∆y − χ∇ · (y∇v)− χ∇ · ((u+ y)∇z) + 1ωf in Q,
∂tz = ∆z − γz + δy in Q,
∂νy = 0, ∂νz = 0 on Σ,
y(x, 0) = y0(x) z(x, 0) = z0(x) x ∈ Ω.
(4.1)
The local exact controllability of the system (1.1) is equivalent to the local null controllability of
the system (4.1).
Let K = {η ∈ L∞(Q)| ‖η‖∞ ≤ 1}. For each η ∈ K, we consider the following linearized system

∂ty = ∆y −∇ · (By)−∇ · (aη∇z) + 1ωf in Q,
∂tz = ∆z − γz + δy in Q,
∂νy = 0, ∂νz = 0 on Σ,
y(x, 0) = y0(x) z(x, 0) = z0(x) x ∈ Ω,
(4.2)
where aη = χ(u+ η) and B = χ∇v. By (1.3), we see that
aη ∈ L
∞(Q), B ∈ L∞(Q)N with B · ν = 0 on Σ.
so system (4.2) is casted into the exact framework of system (1.4). Thus, we can apply Theorem
1.1 to obtain that for each η ∈ K, there exists a pair ((y, z), f)which solves system (4.2) with
y(x, T ) = 0, z(x, T ) = 0 almost everywhere in Ω. Here and in what follows, we denote by (y, z) the
solution to system (4.2) corresponding to f and η if there is no ambiguity. By (1.8), we see that
the control functions are bounded as follows:
‖f‖∞ ≤ e
Cκ0 (|y0|2 + |z0|2) , (4.3)
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where
κ0 = c0
(
1 + T +
1
T
)
. (4.4)
By (2.12) of Proposition 2.1 and (4.3), we have the following estimate
‖y‖V 1(Q) + ‖z‖V 2(Q) + ‖y‖∞ + ‖z‖∞ ≤ e
Cκ0
(
|y0|∞ + ‖z0‖W 1,qN (Ω)
)
. (4.5)
For η ∈ K, define a multi-valued mapping Λ : K → 2L
2(Q) by
Λ(η) =

 y ∈ L
2(Q)
∣∣∣∣∣∣∣∣
∃f satisfying (4.3) such that (y, z) is
the solution to (4.2) corresponding to η and f ,
and y(x, T ) = z(x, T ) = 0 a.e. in Ω

 .
We apply Kakutani’s fixed-point theorem ([8, p.7]) to the map Λ to prove Theorem 1.2. First, it
is clear that K is a convex subset of L2(Q). By the argument above, we see that Λ(η) is nonempty
and convex for each η ∈ K. Moreover, by (4.5), Λ(η) is bounded in V 1(Q) for each η ∈ K and
hence Λ(η) is a compact subset of L2(Q) by the Aubin-Lions lemma ([8, p.17]).
Next, we show that Λ is upper semi-continuous. To this purpose, let {ηn}
∞
n=1 be a sequence of
functions in K such that ηn → η strongly in L
2(Q), and let yn ∈ Λ(ηn) for each n. Then, by the
definition of Λ(ηn), there exists fn for each n such that (yn, zn) solves the following system

∂tyn = ∆yn −∇ · (Byn)−∇ · (aηn∇zn) + 1ωfn in Q,
∂tzn = ∆zn − γzn + δyn in Q,
∂νyn = 0, ∂νzn = 0 on Σ,
yn(x, 0) = y0(x) zn(x, 0) = z0(x) x ∈ Ω,
(4.6)
and yn(x, T ) = zn(x, T ) = 0 for x ∈ Ω almost everywhere. Moreover, the control fn satisfies
‖fn‖∞ ≤ e
Cκ0 (|y0|2 + |z0|2) . (4.7)
By (4.7) and Proposition 2.1, we obtain
‖yn‖V 1(Q) + ‖zn‖V 2(Q) ≤ e
Cκ
(
|y0|2 + ‖z0‖W 1,2(Ω)
)
. (4.8)
By (4.7), (4.8) and applying the Aubin-Lions lemma again, we can get f ∈ L∞(Q), y ∈ V 1(Q),
z ∈ V 2(Q) and the subsequences of fn, yn, zn, still denoted by themselves, such that
fn → f weakly
∗ in L∞(Q), and weakly in L2(Q);
yn → y weakly in V
1(Q), and strongly in L2(Q);
zn → z weakly in V
2(Q), and strongly in L2(0, T ;H1(Ω)).
Passing to the limit as n→∞ in (4.6), we get that (y, z) is a weak solution of (4.6) corresponding
to η. We claim that that y ∈ Λ(η). Actually, let Yn = yn − y, Zn = zn − z, and Fn = 1ω(fn − f).
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Then (Yn, Zn) solves the following system

∂tYn = ∆Yn −∇ · (BYn)
−∇ · [aηn∇Zn + (aηn − aη)∇z] + Fn in Q,
∂tZn = ∆Zn − γZn + δYn in Q,
∂νYn = 0, ∂νZn = 0 on Σ,
Yn(x, 0) = 0 Zn(x, 0) = 0 x ∈ Ω.
(4.9)
Multiply the first equation of (4.9) by Yn, and integrate over Ω, to give
d
dt
|Yn|
2
2 + |∇Yn|
2
2 ≤ C ‖B‖
2
∞ |Yn|
2
2 + C ‖aηn‖
2
∞ |∇Zn|
2
2
+C
∫
Ω
|ηn − η|
2 |∇z|2 dx+ C
∫
Ω
FnYndx. (4.10)
In the same way to the second equation of (4.9), we have
d
dt
|Zn|
2
2 + |∇Zn|
2
2 + γ |Zn|
2
2 ≤ C |Yn|
2
2 . (4.11)
Differentiate |∇Zn|
2
2 with respect to t to get, from the second equation of (4.9), that
d
dt
|∇Zn|
2
2 + |∆Zn|
2
2 + γ |∇Zn|
2
2 ≤ C |Yn|
2
2 . (4.12)
Since ‖aηn‖∞ ≤ C, it follows from (4.10)-(4.12) and Gronwall’s lemma that
|Yn(·, t)|
2
2 + |Zn(·, t)|
2
2 + |∇Zn(·, t)|
2
2 (4.13)
≤ eC(1+‖B‖
2
∞)T
(∫
Ω
|ηn − η|
2 |∇z|2 dx+
∫
Ω
FnYndx
)
.
On the other hand, since (y, z) solves (4.2), by (ii) of Proposition 2.1, we get that
‖z‖
W 2,1p (Q)
≤ C
(
|y0|p + ‖z0‖W 2(1−
1
p ),p(Ω)
+ ‖1ωf‖p
)
,
which together with (4.3) implies
‖z‖W 2,1p (Q) ≤ C
(
|y0|p + ‖z0‖W 2(1−
1
p ),p(Ω)
)
. (4.14)
Since W 2,1p (Q) →֒ C1(Q) for p > N + 2 ([30, Lemma 3.3, Ch II]), it follows from (4.14) that
‖∇z‖C(Q)N ≤ C
(
|y0|p + ‖z0‖W 2(1−
1
p ),p(Ω)
)
. (4.15)
Since ηn → η strongly in L
2(Q), Yn → 0 strongly in L
2(Q), and Fn → 0 weakly in L
2(Q), thus,
by (4.15), we see that the right hand side of (4.13) tends to 0 as n → ∞. Hence, |Yn(·, t)|2 → 0,
|Zn(·, t)|2 → 0 for all t ∈ [0, T ]. Since yn(x, T ) = zn(x, T ) = 0 in Ω almost everywhere, we get that
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y(x, T ) = z(x, T ) = 0 in Ω almost everywhere, which implies that y ∈ Λ(η). This shows that Λ is
upper semi-continuous.
Now it remains to show that Λ(K) ⊂ K. By Proposition 2.1, for any y ∈ Λ(K),
‖y‖∞ ≤ e
c1κ0
(
|y0|∞ + ‖z0‖W 2(1−
1
p ),p(Ω)
)
,
where c1 is a positive constant. Take δ = e
−c1κ0 such that if |y0|∞ + ‖z0‖W 2(1−
1
p ),p(Ω)
≤ δ which is
exactly (1.10), then ‖y‖∞ ≤ 1 and hence Λ(K) ⊂ K. Therefore, the conditions of Kakutani’s fixed
point are satisfied, that is, if the initial data (u0, v0) satisfies (1.10), then there exists at least one
fixed point y, which together with z, is the solution of (1.1) corresponding with some control f and
satisfies y(x, T ) = 0 and z(x, T ) = 0 for x ∈ Ω almost everywhere. This completes the proof. ✷
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