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ABSTRACT
This paper discuss an intelligent space concepts, goals and developments. The review presents an analysis of seven
intelligent meeting rooms, equipment and developed services. One of the main goals of intelligent space is the
development of proactive services. Realization of such types of services requires the analysis of current situation
in a room as well as behaviour of the audience. Implementation of methods for facial features analysis are the first
step for this goal destination. This paper presents an algorithm for facial image normalization and recognition as
well as a developed system for automatic registration and identification of meeting participants in the intelligent
room. The developed algorithm is intended for processing of low resolution facial images with approximate size
of 30x30 pixels. The experiments shows distribution of participants recognition rate by variety of their face sizes.
In addition, implementation of blur estimation method at preliminary stage of facial image processing shows an
increase of the whole system speed as well as a decrease in face recognition error rate.
Keywords
Computer vision, face recognition, image normalization, low resolution image, image quality estimation, intelli-
gent room.
1 INTRODUCTION
The development of technologies for the automated
processing of audiovisual and other types of data is re-
quired at a constant growth of volumes of recorded data.
The significant amount of these data is related to photo
and video recording. The automatic image processing
usually includes preliminary processing (elimination of
images of unsatisfactory quality, light normalization,
noise removal, etc.), feature extraction, object segmen-
tation and pattern recognition. Often it is necessary to
select some images of high quality corresponding to the
requirements of a particular technical task from an im-
age database. For an operator such work is not difficult,
however, if the amount of data is large, especially at the
stage of preliminary processing, it is advisable to auto-
mate the process of image quality evaluating and elim-
ination of the frames with no reliable data. In addition,
implementation of blur estimation methods at prelimi-
nary stage allows increasing accuracy of pattern recog-
nition methods.
This paper is organized as follows. Section 2 presents a
concept and goals of an intelligent space. Section 3 dis-
cusses facial image normalization methods. Section 4
describes the developed algorithm for facial image nor-
malization and recognition. Section 5 presents the ex-
periments, conditions and results.
2 INTELLIGENT SPACE
The research work of recent years in the development
of prototypes of intelligent spaces (in most cases, in-
telligent meeting rooms) for scientific projects has been
analyzed. Let us consider the functionality of these pro-
totypes of intelligent meeting rooms. By functionality
we understand their equipment and methods for the im-
plementation of information support services and the
automation of the support of activities. The sensory
equipment of the intelligent meeting room can be di-
vided into two types: primary equipment for the record-
ing of events in the entire space of the conference room
and supporting equipment for a more detailed analysis
of specific areas of interest identified by the main equip-
ment.The list of sensory and multimedia equipment of
rooms and the methods used for processing audiovi-
sual signals are given in [Ronzhin15a]. Most intelli-
gent meeting rooms are equipped with audio and video
recording equipment as well as with advanced I/O mul-
timedia devices. An analysis of the data [Ronzhin15a]
shows that the services for recording, broadcasting, and
logging of activities, as well as the creation of test au-
diovisual databases, are implemented in almost all con-
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sidered intelligent meeting rooms. However, services
that are important for the automation of the course of
activities, such as automatic participant recording, cur-
rent speaker detection, integration of participant de-
vices with the intelligent meeting room’s system, and
automatic generation of multimedia report, were imple-
mented only in half of these intelligent meeting rooms.
3 METHODS FOR IMAGE NORMAL-
IZATION
The paper [Xie08] presents a framework for solving the
illumination problem in face recognition tasks. Fea-
tures extracted from face images may be divided into
two categories small- and large-scale features also may
be called as small and large intrinsic details respec-
tively. The first aim in [Xie08] was decomposition of
face image into two features images by implementation
of logarithm total variation method (LTV) with inter-
point second-order cone program (SCCP) algorithm for
approximate estimation of LTV model [Chen06]. The
second aim was processing of decomposed face image
elements for smoothing of small-scale and illumina-
tion normalization of large-scale features. For illumina-
tion normalization in work [Xie08] methods non-point
light quotient image relighting (NPL-QI) and truncat-
ing discrete cosine transform coefficients in logarithm
domain (LOG-DCT) were separately employed and es-
timated. All processed features are used for reconstruc-
tion of normalized face image. It shows [Xie11] that
implementation of NPL-QI allows one to extend the il-
lumination estimation from single light source to any
type illumination conditions and simulate face images
under arbitrary that conditions. The LOG-DCT is not
so likely for image normalization because it loss some
low-frequency information during image restoration.
The paper [Liu08] presents a method of illumination
transition of an image (ITI) for illumination estimation
and image re-rendering. This method is based on the
calculation of face similarity factor, which is consid-
ered: the more similarity comparison of an image with
more weighted pre-referenced personal face image al-
lows generating a person-specific reference face Tx,z:
Tx,z =
ΣikiAiz+ ε
ΣikiAix+ ε
where k = (k1,k2, . . . ,kTN is the weight coefficient, Ai is
an images array of subject i, x and z are current and ex-
pected illumination parameters respectively, ε is a small
constant (ε = 1), which is used in [Liu08] in case of be-
ing divided by zero. The experimental results [Liu08]
show that current method may be used for illumination
normalization of facial images as preprocessing in face
recognition methods.
In continuation of works [Xie08, Xie11, Liu08], the pa-
per [Xie14] presents the implementation of empirical
mode decomposition (EMD) [Huang98] for illumina-
tion preprocessing of facial images. This method can
adaptively decompose a complex signal into intrinsic
mode functions (IMFs), which are relevant to intrin-
sic physical significances. A face image may be repre-
sented as Lambertian reflectance assumption [Xie08]:
I(x,y) = R(x,y)L(x,y),
where I(x,y) is the observed intensity, R(x,y) is the
reflectance (albedo), and L(x,y) is the shading or il-
lumination component. The right side of this formula
is multiplicative and the EMD decomposes signal into
IMFs in an additive form. So, factorization in the loga-
rithm domain of EMD (LEMD) was used in [Liu08] for
conversion of multiplicative model into additive:
f = log I = logR+ logL.
Because the EMD can decompose a signal into a set of
IMFs with different frequencies, the R and L compo-
nents may be estimated as:
R= exp
(
K0
∑
k=1
dk
)
,L= exp
(
∑
(
k = K0)Kdk+ r
)
,
where dk are the IMFs with different frequencies k, r
is residue, and K0 is a settable parameter, in [Xie14]
K0 = 2.
The complete algorithm for illumination normalization
in facial images, presented in [Xie14], is:
1. Computation of the logarithm of image;
2. Perform the 1-D EMD of gathered logarithm (exper-
iment result in [Xie14] shows that 1-D EMD method
have better recognition performances);
3. Detection of shadow regions. In this stage each
IMFs have been analyzed. There is shadow in a
IMFs if D · em2IMF > θ1 is satisfied the binarization
operator with threshold θ2 = mIMF/2 is applied to
analyzed IMF or residue, where D and mIMF are
variance and mean pixel values recently as well as
the threshold θ1 = 0.1 [Xie14], and then each con-
nected black area is marked as a shadow region;
4. Grayscale adjustment. Gray level Substitution of
each detected region by average gray level (with the
use of Gaussian weighting) of its neighboring re-
gion.
5. Restoration of the image using processed IMFs and
residue and conversion of it to original image space.
For experiments only frontal-face images from same
databases as in work [Xie11] were carried out.
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4 ALGORITHM FOR FACIAL IMAGE
NORMALIZATION AND RECOGNI-
TION
The proposed algorithm of participant identification
based on group photo processing is a part of an
intelligent meeting room software, which is described
in detail in [Ronzhin15a]. First of all, what is the group
photo? The classic or porters photo is an image with
simple background and several peoples, who stay or sit
one by one on the foreground and look at the camera
point. But the group photo, which was captured during
a meeting, has more complexity, including: 1) complex
background; 2) occlusions of participants by each
other; 3) illumination and shadow variety; 4) blurred
participant’s faces (by their own movements at the
shooting moment); 5) small size of participant’s face
region on an image.
In this stage of research the algorithm (Fig. 1) will de-
cide first three and fifth problem. The image quality es-
timation methods would not be implemented in the al-
gorithm, because state of the art methods cannot make a
decision about blurriness of an image with a low resolu-
tion (approximately 30x30 pixels), details of such prob-
lem are presented in [Ronzhin15b]. The high resolu-
tion image (1280x1024 pixels), which is a group photo
of participants sitting in chairs, is processed for finding
their faces by face detection procedure [Viola03]. Then
each face region is processed for estimation of facial
reference points such as eyes, nose and mouth. This
information is used for images dividing into two cate-
gories – frontal-face and other (with angle more than
15 degree from camera point) by the head orientation
estimation procedure. For frontal-face images the cor-
rected region was extracted as rectangle and for other
images as ellipsoid. These procedures are used for de-
cision of complex background and occlusion problems
by reduction of background patches in a facial region.
After extraction of the final participant facial region, in-
formation about distance to the participant and illumi-
nation in the room was analyzed. Such information was
gathered from the audiovisual monitoring system of the
intelligent meeting room [Ronzhin15a], description of
the room can be found in [Yusupov11].
For image decomposition in the proposed algorithm,
the LTV model and LEMD method based on the re-
sult in [Xie11, Xie14] will be used separately. In addi-
tion, after decomposition by LTV model, the threshold-
average filtering will be used for smoothing the small-
scale features. As presented in [Xie14], the LEMD
decompose facial image into several IMFs, and the
illumination-insensitive facial representation is stored
in first IMFs. So, in this case, for large-scale features
normalization will be IMFs from second to residue. In
LTV model application for this aim NPL-QI and LOG-
DCT algorithms would be separately used for normal-
ization of shadow and illumination as well as for re-
construction of normalized image. The final step of
the algorithm is the identification of the participant by
recognition of his face, which is based on Local Binary
Patterns method (LBP) [Ahonen06].
5 EXPERIMENTS
For the experimental evaluation of the automatic partic-
ipants registration system during the events in the intel-
ligent meeting room, participants photos were accumu-
lated only at the first algorithm of the system. As a re-
sult, the number of accumulated photos was more than
55000 for 36 participants. The training database con-
tains 20 photos for each participant. For estimation of
the influence of participants face size change on recog-
nition rate, it was decided to divide them into several
groups. Figure (Fig. 2a) shows distribution of partici-
pants by variety difference of their face sizes in ranges
from 0 to 10, from 10 to 20, and so on. Most of partic-
ipants have a difference between minimum and maxi-
mum face sizes in range from 30 to 40 pixels. (Fig. 2b)
shows a distribution of recognition rate for three meth-
ods for the groups of participants. From (Fig. 2b) it
is obvious that with increasing of the participant’s face
size variety difference, the recognition accuracy grad-
ually decreases. This is due to the fact that at the nor-
malization of images to a uniform size, a distortion in
certain facial features like eyes, nose, mouth may occur.
6 CONCLUSION
Personalized user service and satisfaction of user needs
in an unobtrusive and almost invisible form by analyz-
ing their behaviour and determining the current situa-
tion is the main idea in the concept of an ambient in-
telligent space. The awareness of the conference room
of the spatial position of participants, their current ac-
tivities, their role in the activity, and their preferences
provides intelligent control over multimedia and other
equipment in the room. In order to determine the cur-
rent behaviour of participants and analyze the situa-
tion, modern interconnected methods and a software for
audiovisual processing of data that automatically con-
trol audio and video recording equipment are required.
Considering the experimental conditions (different dis-
tances from the camera to the participant, lighting,
movement of participants while taking pictures) that in-
fluence the quality and quantity of the facial features ex-
tracted from the image, which are directly influenced by
the accuracy of recognition and occurrence of false pos-
itives, we can conclude that the best results are shown
by the method LBP 79,5%.
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Figure 1: Scheme of the participant identification algorithm
Figure 2: Distribution of participants recognition rate by variety of their face sizes
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