At each outer iteration of standard Augmented Lagrangian methods one tries to solve a box-constrained optimization problem with some prescribed tolerance. In the continuous world, using exact arithmetic, this subproblem is always solvable. Therefore, the possibility of finishing the subproblem resolution without satisfying the theoretical stopping conditions is not contemplated in usual convergence theories. However, in practice, one might not be able to solve the subproblem up to the required precision. This may be due to different reasons. One of them is that the presence of an excessively large penalty parameter could impair the performance of the box-constraint optimization solver. In this paper a practical strategy for decreasing the penalty parameter in situations like the one mentioned above is proposed. More generally, the different decisions that may be taken when, in practice, one is not able to solve the Augmented Lagrangian subproblem will be discussed. As a result, an improved Augmented Lagrangian method is presented, which takes into account numerical difficulties in a satisfactory way, preserving suitable convergence theory. Numerical experiments are presented involving all the CUTEr collection test problems.
Introduction
The problem considered in this paper is Minimize f (x) subject to h(x) = 0, g(x) ≤ 0, x ∈ Ω,
where f : IR n → IR, h : IR n → IR m , g : IR n → IR p are sufficiently smooth and
The penalty-Lagrangian method implemented in Algencan [2, 3] employs the Powell-HestenesRockafellar [10, 24, 25, 27] augmented Lagrangian defined by
for ρ > 0, λ ∈ IR m , µ ∈ IR p + , x ∈ Ω. The k-th iterate of Algencan is an approximate minimizer of L ρ k (x,λ k ,μ k ) with respect to x ∈ Ω. The vectorsλ k ∈ IR m ,μ k ∈ IR p + are safeguarded estimates of the Lagrange multipliers associated with problem (1) . The approximate minimizer x k should satisfy the condition
where P Ω denotes the Euclidean projection on Ω and {ε k } is a non-negative sequence that tends to zero. Since Ω is compact and L ρ k is continuous, a global solution of
necessarily exists. Usual bound-constraint solvers as Gencan [6, 8, 9] (the solver used in Algencan) are guaranteed to find points that satisfy (3) up to any required precision ε k > 0. Therefore, in theory, x k is always well defined. However, in practice, it may be impossible to achieve the condition (3) . Several diagnostics are possible at Gencan exit, for example, the number of inner iterations of the box-constraint solver could have been excessive, or the progress between consecutive iterates could have been very small. Sometimes, the condition (3) is impossible to obtain in practice due to the natural lack of precision of floating point calculations. These observations are also true for other popular box-constraint optimization methods like ASA-CG [23] , FMINCON [12, 13] , L-BFGS-B [11, 29] , SBMIN [15, 16] and many others.
In the first implementations of Algencan, all the diagnostics that implied a failure on the fulfillment of (3) were ignored. In the present paper we recognize the fact that the lack of fulfillment of stopping criteria is a real problem that may be addressed with algorithmic tools, which should involve a cautious strategy for increasing the penalty parameter and a more detailed convergence theory. On the other hand, in many situations in which the method is progreding well and the Lagrange multipliers are well approximated, the penalty parameter may be excessively large and admits to be decreased. Moderate values of the penalty parameters generally cause a better behavior of the box-constraint solver. Augmented Lagrangian functions with large penalty parameters use to be dominated by the feasibility terms and, as a consequence, the objective function of the subproblem may not decrease at Newtonian iterations of Gencan. The necessity of maintaining moderate values of penalty parameters is more dramatic when one has a large-scale problem in which Newton steps are not possible and one is forced to use low-memory iterations for solving subproblems. This paper is organized as follows. The basic algorithm is presented in Section 2, where its termination properties are proved. Numerical implementation and experiments are given in Section 3. Conclusions are stated in Section 4.
Notation. The symbol · denotes an arbitrary norm. We write ε k ↓ 0 to indicate that {ε k } is a (not necessarily decreasing) sequence of non-negative numbers that tends to zero. For all v ∈ IR n , we denote v + = (max{v 1 , 0}, . . . max{v n , 0})
T . We denote IN = {0, 1, 2, . . . }. If h : IR n → IR m , we denote ∇h(x) = (∇h 1 (x), . . . , ∇h m (x)).
Algorithms
In this section we define three algorithms with nonmonotone penalty parameters and we prove basic termination results. The more general one is Algorithm 2.1, from which the other two are modifications or particular cases.
Algorithm 2.1
Assume that {ρ k } is a sequence of positive numbers that tends to infinity. Let ε k ↓ 0,λ 1 ∈ [λ min , λ max ] m ,μ 1 ∈ [0, µ max ] p , ρ 1 ≥ 0, r ∈ (0, 1). Set k ← 1.
Step 1. Compute x k ∈ Ω such that:
Step 2. Define
Step 3. Define, for all i = 1, . . . , p,
}.
define ρ k+1 ≥ 0.
Else, define ρ k+1 ≥ρ k+1 .
Step 4.
Step 5. Set k ← k + 1 and go to Step 1.
Remark. Algorithm 2.1 is a modification of the Augmented Lagrangian algorithm with lowerlevel constraints presented in [2] . The progress in terms of feasibility and complementarity at each outer iteration is checked at (7) . This test was introduced in [7] , where it was proved that penalty parameters are bounded under weaker conditions than the ones used in [2] . When sufficient improvement is detected at (7), we admit decreasing the penalty parameter in a way that will be described later. The role of the sequence {ρ k } is to guarantee that penalty parameters go to infinity in the case that (7) fails to hold infinitely many times. In practice {ρ k } should be a sequence that tends slowly to infinity.
Let us prove now that, in a finite number of iterations, Algorithm 2.1 finds a stationary point of the infeasibility up to an arbitrary precision. First, let us define, for all x ∈ Ω, the infeasibility measure Φ(x) by:
Clearly,
for all x ∈ Ω.
Lemma 2.1. Assume that {x k } is a sequence generated by Algorithm 2.1, the sequence {ρ k } is bounded and ε > 0 is arbitrary. Then, there exists k 0 ∈ IN such that
Proof. Since lim k→∞ρk = ∞ and ρ k+1 ≥ρ k when (7) does not hold, the boundedness of {ρ k } implies that there exists k 0 ∈ IN such that (7) takes place for all k ≥ k 0 . Therefore, lim k→∞ h(x k ) = 0 and lim k→∞ V k = 0. Thus,
for all i = 1, . . . , p. Thus, lim k→∞ g i (x k ) + = 0 for all i = 1, . . . , p. This completes the proof. 2
Practical problems with empty feasible region may appear in applications. Therefore, it is useful to predict the behavior of nonlinear programming algorithms in such situations. In the following lemma we prove that, when Algorithm 2.1 is not able to find feasible points (in particular, when no feasible point exists) a stationary point of the infeasibility up to an arbitrary precision is found in a finite number of iterations. This result may help to elaborate practical tests to stop the algorithm declaring "possible infeasibility".
Lemma 2.2. Assume that {x
k } is a sequence generated by Algorithm 2.1 and ε > 0 is arbitrary. Then, there exists a sequence of infinitely many indices K ⊂ IN such that, for all k ∈ K,
Proof. Consider first the case in which the sequence {ρ k } is bounded. By Lemma 2.1 we have that lim k→∞ Φ(x k ) = 0. Therefore,
Since h and g are continuously differentiable, x k ∈ Ω for all k, and Ω is compact, there exists c > 0 such that
for all k ∈ IN . By (12) and (13) we have that
Therefore, by (11) , lim
Since x k ∈ Ω, this implies the desired result in the case that the sequence {ρ k } is bounded. Assume now that {ρ k } is not bounded. Therefore there exists an infinite sequence of indices K ⊂ IN such that lim k∈K ρ k = ∞. Suppose, by contradiction, that there exists an infinite set of indices
for all k ∈ K 1 . Since Ω is compact, the sequence {x k } k∈K1 admits a convergent subsequence {x k } k∈K2 . Say, lim k∈K2 x k = x * ∈ Ω. Taking limits for k ∈ K 2 in (14), we obtain
Therefore, there exists ε ′ > 0 such that
By norm-equivalence and (5), since ε k → 0 and ρ k → ∞ for k ∈ K, there exists k 0 ∈ IN such that for all k ∈ K, k ≥ k 0 , we have that ρ k ≥ 1 and
Therefore,
Since ρ k ≥ 1, direct calculation shows that
Thus,
Taking limits for k ∈ K 2 , by the continuity of projections, we obtain:
This contradicts (15) . Therefore, for all k ∈ K large enough we have that
as we wanted to prove. 2
In the following theorem we predict the behavior of Algorithm 2.1 in a finite number of iterations. We show that, when the penalty parameters are bounded, the algorithm finds a feasible point with an arbitrary precision and an approximate KKT point. No constraint qualifications are required for this result, which is true even in the case that no exact KKT points exist. (For a discussion about approximate and exact KKT points see [1, 5] .) In the case of unbounded penalty parameters it is interesting to observe that, besides finding an approximate stationary point of infeasibility, the algorithm also finds points that satisfies a condition that evokes KKT.
Theorem 2.1. Assume that {x k } is a sequence generated by Algorithm 2.1 and ε feas > 0, ε opt > 0, ε compl > 0 are arbitrary. Then, if the sequence {ρ k } is bounded, there exists k 0 ∈ IN such that
and
for all k ≥ k 0 . If the sequence {ρ k } is unbounded and
and (17) holds for all k ∈ K, k ≥ k 0 .
Proof. By (5) and the definitions of λ k+1 and µ k+1 given in (6) one has that, for all k = 1, 2, . . .,
Since Ω is compact, by the continuity of ∇g, there exists M > 0 such that
We consider first the case in which the sequence {ρ k } is bounded. By Lemma 2.1, there exists
Therefore, if K i contains infinitely many indices, since V k i tends to zero, we have that
Thus, by the boundedness of ∇g i (x k ) we have:
Now, by (19) ,
(21) By (20) , (21) and the continuity of projections, it follows that
Then, (17) follows for all k large enough. Let us consider now the case in which there exists an infinite sequence of indices K ⊂ IN such that lim k∈K ρ k = ∞. By Lemma 2.2, there exists k 0 ∈ IN such that for all k ∈ K, k ≥ k 0 we have that (18) holds andμ
The current available version of Algencan (June 2010) is a particular case of Algorithm 2.1. The main difference is that, in that version, when (7) holds, we set ρ k+1 = ρ k and, when (7) does not hold ρ k+1 is chosen as a multiple of ρ k . As a consequence, when (7) fails to hold infinitely many times, the whole sequence {ρ k } tends to infinity in the traditional Algencan method.
The results proved for Algorithm 2.1 predict the computational behavior in a finite number of iterations, provided that computations are not subject to rounding errors. The main consequence of the exact arithmetic assumption is the fact that the condition (5) can always be obtained by the algorithm that solves the subproblem. The property (17) shows that Algorithm 2.1 satisfies an approximate KKT condition in the sense of [1] , as the original Algencan does. Moreover, Theorem 2.1 provides adequate criteria for stopping the algorithmic execution. The arguments of Theorems 4.1 and 4.2 of [2] may be used to prove that feasible limit points generated by the algorithm satisfy the KKT conditions provided that the CPLD (constant positive linear dependence) constraint qualification [4, 26] is fulfilled.
Roughly speaking, in Algorithm 2.1 one considers that an outer iteration failed to improve feasibility-complementarity when the condition (7) does not hold. In practical computations we feel the necessity of relaxing this condition. When feasibility-complementarity is already satisfactory according to some given tolerance we may consider that the outer iteration has been satisfactory. For example, if, at the end of the algorithm, we wish to satisfy feasibility-optimality with tolerance 10 −8 and, at two consecutive iterations, the feasibility-optimality levels are 10
and 10 −9 respectively, it is sensible to consider that the latter outer iteration has been successful. Decisions like this are usually presented as computational features that are necessary due to the presence of inexact floating-point computations. In the following algorithm we will state explicitly a new criterion for outer iteration success and we will derive rigorous termination (convergence) results.
Algorithm 2.2
Assume, as in Algorithm 2.1, that {ρ k } is a sequence of positive numbers that tends to infinity.
Step 1. Compute x k ∈ Ω such that (5) holds.
Step 2. Compute λ k+1 and µ k+1 as in (6).
Condition (22) says that, with some tolerance ε tol , the point x k is feasible and complementarity conditions are satisfied. In this case, as in the case of (7), the algorithm considers that it is not mandatory to increase the penalty parameter and, so, an arbitrary (possibly smaller) penalty parameter may be chosen. The diagonal entries of S h and S g are scaling parameters whose practical meaning will be given later.
In the following theorem we prove termination properties for Algorithm 2.2.
Theorem 2.2. Assume that {x k } is a sequence generated by Algorithm 2.2 and ε tol > 0, ε opt > 0, ε feas ≥ ε tol , ε compl ≥ ε tol are arbitrary. Let M > 0 be such that
for all x ∈ Ω. Then, if the sequence {ρ k } is bounded, we have that
for k large enough. Moreover, when {ρ k } is bounded, there exists k 0 ∈ IN such that (24) holds and (27) for all k ≥ k 0 . If the sequence {ρ k } is unbounded and lim k∈K ρ k = ∞, there exists k 0 ∈ IN such that (18) and (17) hold for all k ∈ K, k ≥ k 0 .
Proof. If {ρ k } is unbounded the desired result follows as in Theorem 2.1. Consider the case in which {ρ k } is bounded. By (7) and (22) we have that (24) holds and V k ∞ ≤ ε tol < ε compl for k large enough. By (5) and (19), (26) also holds for k large enough. Therefore, there exists
Since ε compl ≥ ε tol , we have:
Therefore, by (23) ,
Then, by the contraction property of projections,
Therefore, by (5), and the triangle inequality,
where c is a constant that depends only on the norm · . Therefore, (27) holds for k large enough. This completes the proof. 2
The third algorithm presented in this section is, essentially, a particular case of Algorithm 2.2, for which we will report computational results. In this algorithm we will consider explicitly the possibility of failure of the box-constraint minimization solver that tries to solve the inner iteration subproblems. This solver will be called Gencan from now on, since Gencan [9] is the algorithm used in our implementations, but it may be replaced by any other box-constraint solver generating stationary cluster points. In Algorithm 2.3 we come closer to real practical computations by means of a relaxation of the condition ε k → 0.
Algorithm 2.3
Assume that ε opt > 0, {ε k } is a non-negative sequence such that ε k ≤ ε opt for k large enough, {ǫ k } is a non-negative sequence such that
and r ∈ (0, 1). Let S h and S g be as in Algorithm 2.2. Let x 0 ∈ Ω be an initial approximation to the solution of (1). Define Φ(x) as in (10) and compute
Set k ← 1.
Step 1. Compute x k ∈ Ω using Gencan applied to the subproblem
If (5) does not hold, we say that iteration k is "incomplete".
Step 3.1.
and go to Step 4.
Step 3.2. If (22) does not hold, define ν k+1 = ν k and go to Step 3.4.
Step 3.3. (Procedure when max{ S
Consider the following three conditions:
If these three conditions are fulfilled, set
, and compute
Otherwise, set ν k+1 = ν k and ρ k+1 = ρ k . Go to Step 4.
Step 3.4. If (7) holds, set ρ k+1 = ρ k . Otherwise, set
Step 4. Setλ
Remark. We take advantage of the possibility of reducing the penalty parameter when (22) holds and the three conditions mentioned at Step 3.3 are fulfilled. This means that, for two consecutive outer iterations, the sufficiente feasibility-complementarity condition (22) was verified but Gencan was not able to obtain the desired optimality improvement. This is the case in which we think that the failure of Gencan may be due to the presence of an unacceptably large penalty parameter and that things may improve if the penalty parameter is reduced. The possible reduction of the penalty parameter is performed using (30). The motivation for this reduction formula follows. The Augmented Lagrangian function (2) for problem (1) and for the particular case (λ, µ)
So, if Φ(x) = 0, the value of ρ that "keeps the Augmented Lagrangian well balanced" is given by ρ = 0.5|f (x)|/Φ(x). In (30), a safeguarded value that gives one more order of magnitude to the feasibility than to the objective function is considered. Note that the shrinking safeguarding bounds ρ a and ρ b try to correct this rough guess if it shows to be inappropriate. Theorem 2.3 below provides the theoretical justification for stopping the execution of the algorithm declaring "Convergence". Theorem 2.3. Assume that {x k } is a sequence generated by Algorithm 2.3. Let ε tol > 0, ε opt > 0, ε feas ≥ ε tol , be arbitrary. Then:
1. If, at most, a finite number of iterations is incomplete, there exists k 0 ∈ IN such that
for all k large enough.
3. If {ρ k } is unbounded (with lim k∈K ρ k = ∞), then (34) takes place for all k ∈ K large enough. Moreover, given an arbitrary ε > 0, there exists
Proof. Assume first that at most a finite number of iteration is incomplete. Therefore, (5) holds for all k large enough. Then, since ε k ≤ ε opt for k large enough, the first part of the thesis holds. Assume now that {ρ k } is bounded. We consider two possibilities:
2. ν k is constant for k large enough.
In the first case, we have that lim k→∞ γ ν k ρ min = ∞. Therefore, since {ρ k } is bounded, it turns out that ρ k+1 is chosen at (31) at most a finite number of times. In the second case, ν k is increased a finite number of times. Therefore, ρ k+1 is chosen at (30) at most a finite number of times. This means that, for k large enough, ρ k+1 is chosen at (31) or ρ k+1 = ρ k . If the choice at (31) takes place infinitely many times we would have that ρ k → ∞. This is impossible since {ρ k } has been assumed to be bounded. Therefore, in both cases we have that ρ k+1 is not chosen at (31) for k large enough. This implies that, for k large enough, at least one of the conditions (7) or (22) necessarily holds. This implies that (33) and (34) hold for k large enough. This completes the proof of the second part of the thesis. Now, assume that the sequence {ρ k } is unbounded. By (6), we have that
By the boundedness ofμ k , if g i (x k ) < −ε tol we have that −g i (x k ) > ε tol and, thus, µ k+1 = 0 if ρ k is large enough. This means that, for ρ k sufficiently large, either
Finally, let ε be an arbitrarily small positive number. By the uniform continuity of P Ω , ∇h, ∇g on the compact set Ω, there exists k 0 ∈ IN such that for k ∈ K, k ≥ k 0 , we have that ρ k ≥ 1 and
Now,
Moreover, since ρ k ≥ 1,
Therefore, the desired result follows from (36). This completes the proof.
2
The theorems proved in this section justify the decision of stopping the execution of the Augmented Lagrangian method with nonmonotone penalty parameters when conditions (32), (33) and (34) take place. In exact arithmetic, the fulfillment of (32) is guaranteed, since the convergence theory of reasonable box-constraint solvers ensure that (5) is eventually satisfied at every outer iteration. Here we recognize that, due to several reasons, Gencan could fail to satisfy (5), therefore we guarantee that (32) is fulfilled only if at most a finite number of iterations is incomplete. If the sequence of penalty parameters is bounded both (33) and (34) necessarily hold. The first condition means that approximate feasibility is satisfied and the second says that approximate complementarity holds. Observe that, with a bounded sequence of penalty parameters, the fulfillment of (33) and (34) occurs even when the approximate Lagrangian condition (32) does not take place. The non-fulfillment of (32) may be caused by poor scaling of the variables or by deficiencies of the box-constraint solver in cases in which feasibility and complementarity are satisfactory.
The third part of Theorem 2.3 says that, with unbounded penalty parameters, the complementarity conditions are eventually fulfilled. We cannot guarantee the fulfillment of (33) because, perhaps, the problem has no feasible points. Note that no assumption on the feasibility of the original problem is required in the theorems. Therefore, discarding the possible failure of the boxconstraint solver, Lemma 2.2 indicates that, when ρ k → ∞ and an approximately feasible point is not found, we are in presence of an approximate stationary point of the infeasibility Φ. Moreover, the property (36) indicates that, when ρ k → ∞, the stationarity precision of the infeasibility measure Φ coincides, eventually, with the precision obtained at the Gencan execution.
Numerical experiments
We coded Algorithm 2.3 with the following algorithmic parameters: ε feas = 10 −8 ; ε opt = 10 −8 ; ε tol = 10 −8 ; ε k = ε opt for all k; λ min = −10 20 , λ max = 10 20 , µ max = 10 20 ; λ 1 = 0, µ 1 = 0; γ = 10 or γ = 2 (see discussion later); r = 0.5; ρ min = 10 −8 ; and ρ max = 10 8 . We used · = · ∞ in all the calculations.
We defined the sequence {ǫ k } in the following way:
we set
Otherwise, we set
At each outer iteration the convergence stopping criterion of the internal solver Gencan was:
The execution of Algorithm 2.3 is interrupted in the following situations: (C) Convergence: (32), (33) and (34) were fulfilled; (T) Time exceeded: The algorithm ran during 5 minutes of CPU time; (R) Huge penalty parameter: ρ k ≥ 10 20 ; and (I) Very large number of outer iterations:
Remarks. In the practical implementation of Algorithm 2.3, complete iterations are the ones that satisfy (5) but the box-constraint solver stopping criterion is based on the auxiliary sequence {ǫ k }, defined by (37,40,41). The arguments that support these decisions are the following:
• At the first iteration we stop the box-constraint solver with a rather mild criterion because it makes no sense to spend a lot of time solving accurately a subproblem whose solution may be far from the solution of the original problem.
• If, at some iteration, we obtained reasonable values for feasibility-complementarity and optimality, we require more precision at next call of the box-constraint solver (40). This decision is sensible because in this case we are probably close to the solution of the original problem.
• If, on the contrary, either feasibility-complementarity or optimality measures are not satisfactory, we maintain, at iteration k + 1, the box stopping criterion used at iteration k (41). Note that, by Theorem 2.3, the complementarity condition will be ultimately satisfied independently of problem feasibility. Therefore, (38) essentially indicates almost-feasibility. If our original problem is (very) infeasible, (38) will never take place, and we will never solve the box-constrained problem with high precision. On the other hand, if (39) does not hold, we deduce that the subproblem is hard for the box-constraint solver and the decision of maintaining the stopping criterion aims to save computer time that could be spent without profit.
As we mentioned in previous sections, the algorithm used for box-constraint minimization at inner iterations is Gencan [9] with its default parameters. Replacing Step 3.3 of Algorithm 2.3 by
Step 3.3. Set ρ k+1 = ρ k and go to Step 4,
we obtain the current (June 2010) monotone version of Algencan. Algorithm 2.3 was coded in double precision Fortran 77 and compiled with gfortran (GNU Fortran (GCC) 4.4.1). The compiler optimization option -O4 was adopted. All the experiments were run on a 2.4GHz Intel Core2 Quad Q6600 with 4.0GB of RAM memory and Linux Operating System.
Our test problems are of the form
We define f , h, g, s f by:
We define S h ∈ IR m×m as the diagonal matrix whose entries are s hi , i = 1, . . . m and S g ∈ IR p×p as the diagonal matrix whose entries are s gi , i = 1, . . . , p. Therefore, the feasibility criterion (33) is equivalent to
In the numerical experiments, we considered all the (644) nonlinear programming problems from the CUTEr collection [22] in the form (44). We excluded pure feasibility problems (with no objective function), pure bound-constrained problems (only with constraints ℓ ≤ x ≤ u) and unconstrained problems.
We stopped the execution of Algorithm 2.3 declaring convergence when, for some k, the conditions (32), (48) and (34) were fulfilled. Therefore, as in [28] , assuming that (44) is the original problem and that (1) is the scaled one, our convergence criterion aims feasibility of the original problem but KKT-optimality and complementarity for the scaled problem. We implicitly consider that most users are interested in finding truly feasible points for their (original) problems with the smallest possible value of the (original) objective function. Accurate fulfillment of KKT conditions in terms of the original problem is not an objective in most cases, since one cannot predict the degree in which precision will be affected by scaling. In most cases, using the KKT criterion with respect to the scaled problem is quite satisfactory.
We consider that the result of a method M 1 is more satisfactory than the result of a method M 2 in two situations: When M 1 finds a feasible point and M 2 does not, and when both find feasible points and the objective function value found by M 1 is sufficiently smaller than the one found by M 2 . In any of these two situations, we consider that M 1 is more robust than M 2 . If both methods found feasible points with similar functional values, we consider that the most efficient method is the one that uses less CPU time.
By being widely accepted in the Optimization literature, we opted by presenting the numerical comparisons using performance profiles graphics, formally described in [21] . Performance profiles are useful to graphically represent a comparison between several methods on a large set of test problems. They show the fraction ω M (τ ) of problems a method M solved within a prescribed limit on its performance measurement (like, for example, CPU time). For each problem, the imposed limit is a proportion τ ≥ 1 of the performance measurement of the most efficient method for this particular problem. It means that, for a method M , ω M (τ ≡ 1) represents the fraction of problems for which the method was the most efficient over all the methods. On the other hand, ω M (τ ≡ ∞) represents the fraction of problems for which method M was able to find a solution, independently of the required effort. Therefore, the fraction ω M (τ ≡ 1) is usually associated with the efficiency of method M , while ω M (τ ≡ ∞) is associated with the robustness of the method.
In the performance profiles of the forthcoming subsections, we use CPU time as performance measurement. The CPU time of each pair method/problem was limited to 5 minutes. This limitation should be taken into account in the global performance analysis. If, at the end of the execution, an algorithm found a feasible point and obtained the smallest functional value, i.e., it found a functional value f such that 
where f min is the smallest functional value considering the algorithms that found a feasible point, then we say the the algorithm solved the problem. Otherwise, we say that the algorithm failed and we set its computer CPU time equal to +∞.
Choice of the increasing factor for the penalty parameter
In a first set of numerical experiments, we aim to give an answer to an old discussion between the authors of this paper. When, in Algencan, the penalty parameter needs to be increased, it is multiplied, in (31), by the increasing factor γ. Should we maintain the classical default choice γ = 10 or a smaller increasing factor (say, γ = 2) could be better? Figure 1 shows a comparison, using performance profiles, between Algencan (June 2010) with γ = 10, which in the figure is identified as "Fast increase", and Algencan with γ = 2, identified in the figure as "Slow increase". Analysing Figure 1 , we see that, as expected, increasing the penalty parameter faster makes the method more efficient. At the same time, it may be surprising that the efficiency gain was not followed by a robustness loss. Efficiencies of the methods (measured as in the performance profiles graphic) are 73.13% and 56.83%, respectively; while robustness rates are 84.31% and 84.16%, respectively. Algencan (γ = 10) satisfied the stopping criterion associated with convergence in 537 problems, while this figure is 532 for Algencan (γ = 2). In 7 problems, Algencan (γ = 10) found a feasible point and Algencan (γ = 2) did not. The opposite situation occurred in only 4 problems. Table 1 shows the objective function value and the feasibility obtained by the two methods in those 11 problems. In the table, "SC" means stopping criterion (recall that "C" stands for convergence, "T" stands for maximum of CPU Time achieved, "R" stands for very large penalty parameter, and "I" stands for maximum number of outer iterations achieved). Considering that the desired infeasibility tolerance required to the methods was ε feas = 10 −8 , and assuming that 10 −4 would also be "reasonable", we have that: (a) Among the 4 cases in which Algencan (γ = 2) found a feasible point up to the required feasibility tolerance and Algencan (γ = 10) failed, in 3 of them Algencan (γ = 10) also found a feasible point up to a reasonable tolerance; (b) Among the 7 problems in which the opposite situation occurred, Algencan (γ = 2) found a feasible point up to a reasonable feasibility tolerance in only 4 problems.
The methods found different local minimizers in 56 problems. Recall that we are considering that two local minimizers are "different" if the associated functional values do not satisfy (49). However, giving a look at the figures one concludes that, in fact, both function values are very similar in many of the 56 cases considered as different local minimizers. In particular, if we consider only those 34 problems in which both versions satisfied the convergence stopping criterion, we can see that in 17 of them the objective function values coincide in the first three significant digits or they are both "very small". In the remaining 17 problems, the objective function value found by Algencan (γ = 2) was smaller in 11 cases while the objective function value found by Algencan (γ = 10) was smaller in 6 cases. Therefore, the slightly better robustness of Algencan (γ = 10) is Table 1 : Problems in which only one method (Algencan (γ = 10) or Algencan (γ = 2)) found a feasible point. associated with the cases in which this method found a feasible point while Algencan (γ = 2) did not. Summing up, we consider that both versions have very similar robustness. The choice γ = 10 will remain to be the default one, due to its slightly better efficiency.
Monotone and nonmonotone versions of Algencan
The two versions of Algencan considered in this section use γ = 10. Algencan-Nonmonotone is a particular case of Algorithm 2.3, while Algencan-Monotone coincides with Algorithm 2.3 with the exception of Step 3.3, as indicated in (43).
Algencan-Monotone and Algencan-Nonmonotone have identical performances in 523 problems (out of 644). In these 523 problems Gencan never failed to satisfy (42). Therefore, for comparing these two algorithms we analyze the remaining 121 problems. Figure 2 shows the performance profiles corresponding to this comparison. On this set of 121 problems, efficiencies of AlgencanMonotone and Algencan-Nonmonotone are 49.58% and 55.37% respectively, while robustness rates are 58.67% and 62.80%, respectively. The differences correspond to 15 problems in which the methods stopped by different stopping criteria. Table 3 shows the details. Observe that AlgencanNonmonotone stopped satisfying the convergence stopping criterion (32,48,34) predicted by Theorem 2.3 in 13 problems. In one problem the computer time was exhausted and in other problem the penalty parameter became too large. On the other hand, Algencan-Monotone exhausted the allowed number of iterations in 11 problems, exhausted the allowed computer time in 3 problems and stopped because the penalty parameter was too large in one problem. Both versions of Algencan found feasible points in these 15 problems. In 6 problems the final objective function value obtained by Algencan-Nonmonotone was clearly better than the one obtained by Algencan-Monotone. In the remaining 9 problems the objective function values were equivalent. This shows that in some cases Algencan-Monotone finds a feasible point with a completely satisfactory functional value but success is not detected due to the presence of very large penalty parameters. This inconvenient seems to be overcome by the nonmonotone version of Algencan which, therefore, provides the user with a more sensible criterion for evaluating computer results and decreases substantially computer time. On the other hand, functional values obtained by Algencan-Nonmonotone are at least as good, and sometimes better, than the ones obtained by Algencan-Monotone.
Reliability: Comparison with Lancelot
In order to assess the reliability of our present research concerning practical Augmented Lagrangian algorithms we include a brief comparison with Lancelot B, the classical method described in [ , using all the HSL subroutines required to improve its performance and without Metis. We used all its default parameters. Algencan and Lancelot B have similar stopping criteria related to optimality, feasibility and complementarity. Lancelot B has no explicit stopping criterion related to complementarity because it adds slacks variables to the original problem, arriving to a problem with only equality constraints. In Lancelot B, as well in Algencan, the sup-norm is used to measured primal and dual infeasibilities, i.e, constraints and projected gradient of the Lagrangian. However, there are two differences in the Algencan and Lancelot B stopping criteria related to success: (i) by default, Algencan measures feasibility of the original problem (48) and optimality and complementarity of a scaled problem (32,34), while Lancelot B, by default, does not scale the original problem; and (ii) the default accuracy used by Algencan to check (32,34,48) is ε opt = ε tol = ε feas = ε = 10 −8 , while the default accuracy used by Lancelot B to check primal and dual infeasibilities is ε = 10 −5 (see [18] p. 129 and p.138). Regarding (i), we think that the most fair choice is to use the default options of each method. Regarding (ii), we performed two comparisons: in the first comparison we used the default accuracy ε = 10 −8 of Algencan for both methods, while in the second comparison we used the default accuracy ε = 10 −5 of Lancelot B for both methods. As most comparisons between different methods, the current one required decisions that can be beneficial or prejudicial to any of the competing methods. In order to claim that a method "is better" than other method, a much careful analysis should be done. The only intention of the present comparison is to show that Algencan is competitive with a well established NLP Augmented Lagrangian solver like Lancelot B.
Disclaim made, let us go to the figures. Figure 3a shows the performance profile comparing Algencan and Lancelot B using ε = 10 −8 . Efficiencies of the methods (measured as in the performance profiles graphic) are 69.25% and 47.51%, respectively; while robustness rates are 82.14% In 62 problems, both methods failed to find a feasible point, i.e., a point satisfying (48) with ε feas = ε = 10 −8 . Algencan found a feasible point in 101 problems in which Lancelot B failed in finding a feasible point while the opposite situation occurred in 11 problems. Because of this difference regarding achieving feasibility, both methods exhibit similar performance profiles curves with the one of Algencan being around 10% above the other. This result may be related to the relatively strict tolerance ε feas = ε = 10 −8 used in (48) to declare that a given point is feasible. Figure 3b shows the performance profile comparing Algencan and Lancelot B using ε = 10 −5 . Efficiencies of the methods (measured as in the performance profiles graphic) are 58.85% and 51.55%, respectively; while robustness rates are 66.61% and 63.35%, respectively. Algencan satisfied the stopping criterion associated with convergence in 559 problems, while this figure is 464 for Lancelot B. Algencan stopped achieving the maximum CPU Time in 59 cases and Lancelot B in 48 cases. In the remaining cases both methods stopped by different stopping criteria. Both methods found equivalent minimizers in 242 problems and different minimizers in 261 problems. Among these 261 cases, Lancelot B found a better minimizer in 155 cases and the opposite situation occurred in the other 106 cases. In 48 problems, both methods failed to find a feasible point, i.e., a point satisfying (48) with ε feas = ε = 10 −5 . Algencan found a feasible point in 81 problems in which Lancelot B failed in finding a feasible point while the opposite situation occurred in 12 problems. Because of this difference regarding achieving feasibility, both methods exhibit similar performance profiles curves with the one of Algencan a little bit above the other. Note that the differences of this results with the ones of the paragraph above (related to the experiment with ε = 10 −8 ) reflect the usage of a looser accuracy for the stopping criterion. Note also that the methods seem to have found different local minimizers in many cases. This is clearly connected to the loss stopping criteria associated with the relatively strict criterion (49) used to decide whether to functional values are equivalent or not. Anyway, the overall conclusion is similar the one obtained in the previous experiment, i.e., Algencan performance is as least as good the performance of Lancelot B. . In Algencan, using tolerance ε means that we set ε opt = ε tol = ε feas = ε in (32,34,48). In Lancelot B, it means that we set the primal and dual required accuracies equal to ε. Case (a) corresponds to the default values used in Algencan while case (b) corresponds to the default values used in Lancelot B.
Conclusions
This work presented an improvement of the nonlinear programming solver Algencan. The improvement is related to the possibility of reducing the penalty parameter in certain circumstances and required modifications on the algorithm and its convergence theory. The modifications were strictly motivated by numerical experience. We took into account the possible failure of the box-constraint optimization solver when trying to solve Augmented Lagrangian subproblems. This possibility is not contemplated in usual convergence theory because, theoretically, reasonable box-constraint solvers always find almost stationary points. The proposed modifications lead to a new default version of Algencan, being more efficient and robust than its predecessor.
