This paper investigates the impact of the storms Katrina and Rita on firm survival in the Orleans Parish. In particular, a Bayesian spatial probit model is used to assess the impact of a number of firm characteristics on firm survival. The results reveal that larger firms and those with less flooding are more likely to survive. Larger chain stores were less likely to return to the city than sole proprietorships. Spatial results also reveal a very strong spatial component to firm survival just after the storm which diminished as time passed.
Introduction
In the form of Hurricanes Katrina and Rita, New Orleans and the gulf coast faced perhaps the most devastating natural disasters in the history of the United States. The disasters left policy makers with difficult questions not addressed in the academic literature. Fortunately, the disaster also left researchers with empirical data from a natural experiment of epic proportions.
This study addresses one key policy question, the determinant of business survival and recovery in the aftermath of a large scale natural disaster. According to the White House, 1 the Federal Government has provided over $ 114 billion in resources ($ 127 billion including tax relief) to the Gulf States to assist in rebuilding. State and Federal government officials faced the challenge of quickly implementing programs to minimize business failures and aide in the recovery process. Much of the academic literature focuses on business survival under normal operating conditions.
One body of literature is based on the theoretical model developed by Jovanovic (1982) which predicts a positive relationship between firm survival and firm age. The implications predicted by this model have been tested empirically by several authors. Dunne, Roberts, and Samuleson (1989) use The Census of Manufacturers dataset to study survival rates for 219,754 plants from the manufacturing industry and find that survival increases with age and size. Audretsch (1991) finds the same relationship between firm survival, firm size and age by analyzing survival rates for 11,000 firms across different manufacturing industries using the U.S. Small Business Data Base. The study also finds that differences in survival rates are due to differences in technological regimes and industry specific characteristics such as scale economies and capital intensity. The aggregation to the industry level is motivated by data limitations. Audretsch and Mahmood (1995) address this problem and extend the analysis by allowing firm specific characteristics to influence survival rates. Using a dataset compiled by the U.S. Small Business Administration, the authors estimate a hazard duration model for 12,251 firms in the manufacturing sector and find that survival rates depend not only on industry specific characteristics such as technological conditions and scale economies, but also on establishment specific characteristics. The establishment specific characteristics identified are ownership structure and size. The study also confirms the positive relationship between firm survival and firm size and age. Caves (1998) , Sutton (1997) , and Geroski (1995) present ample surveys of the relevant literature and offer a summary of the main stylized facts. For other countries similar findings are found for: Canada (Baldwin and Gorecki 1991 , Baldwin 1995 , Baldwin and Rafiquzzaman 1995 , Portugal Guimaraes 1995, Mata and Portugal 1994) , and Germany (Wagner 1994) .
The second body of literature has evolved in the direction of analyzing firm survival at the product market level. A novelty of these studies is that firm survival is analyzed in the context of an evolutionary product 1 www.whitehouse.gov/infocus/katrina market. The idea was first introduced by Gort and Kleppe (1982) who identify five stages of product life cycle based on net entry in the market. The authors conclude that firm survival is determined by technological changes as the market evolves over the life cycle of the products. Argawal (1996) and Agarwal and Gort (1996) use the Thomas Register of American Manufacturers database and analyze firm survival in the product life cycle framework. Argawal (1997) follows the same framework and considers the influence on firm survival of both firm specific characteristics and market product characteristics. The common finding across these studies is that the probability of survival changes across different stages of product life cycle development. Agarwal and Audretsch (2001) 
use the Thomas Register of American Manufacturers and
analyze the relationship between firm survival and size in the context of the product life cycle framework.
The study finds that while there is a positive relationship between size and survival in the early stages of development of the market, this relationship is no longer true for later stages of development. Agarwal and Gort (2002) conduct an analysis on firm survival by grouping the data according to the different stages of the product life cycle. The authors separate the different impacts on firm survival in industry specific life cycle factors and firm specific life cycle ones and take into account the effect of the two on each other. Their findings confirm the importance of both product and firm life cycle in determining firm survival.
Both of these strains of literature provide general guidance for our study, but do not specifically address the issue of business survival in a large scale disaster. One exception is Dahlhamer and Tierney (1997) , who investigate the impact of the Northridge earthquake on 1,110 Los Angeles firms. Dahlhamer and Tierney find that the key factors predicting business performance were business size, disruption of operations, earthquake shaking intensity, and utilization of post-disaster aid. Much of the other literature on economic consequences of disasters focuses on community level effects (Friesma, et. al. 1979 , Rossi, et. al. 1983 , Wright et. al. 1979 ).
Another approach is case study or qualitative analysis. For example, Runyan's (2006) qualitative analysis of Katrina is based on face-to-face interviews of seventeen small business owners affected by the storm. Another related study is the street survey of businesses after hurricane Katrina conducted by Campanella (2007) .
On a dataset containing 651 businesses established before the storm hit and 56 new businesses over a period of 15 months, the author conducts weekly street surveys to assess the status of New Orleans businesses recovery. Although the study is mainly based on summary statistics, since the geographical area under investigation is identical to ours, this study is of particular interest for our research. The author finds that locally owned businesses opened faster than large chain stores and businesses offering luxury items opened faster than businesses offering necessity goods. Finally, businesses located in less flooded areas opened faster when compared to ones located in more heavily flooded areas.
This paper is organized as follows. In the next section we describe the dataset used. Sections 3 and 4 describe the spatial probit model specification and the methodology used. The results are presented in Section 5. Section 6 concludes.
This paper examines the impact of Hurricanes Katrina and Rita on firm survival in Orleans Parish, Louisiana. In particular, we focus on explaining firm survival for the whole parish and by industry. Hurricane
Katrina was characterized as one of the deadliest hurricanes to make landfall in the United States. The most affected area was New Orleans, Louisiana, both in terms of loss of life and property destruction. The cause was the failure of the levee system resulting in flooding for most of the city and surrounding areas. Using GIS maps, we are able to append flood depths to this data. advantage by not removing seasonal firms or those simply failing to report in a given quarter.
A second important issue is that some businesses report zero employment and wages, but are still considered open by the LDOL. For the purpose of our study these firms should be considered as not operating.
Third, in some cases LDOL estimates the employment and wages for some firms that fail to report. These three issues might be unimportant for most purposes. However, in the wake of an event such as Hurricane Katrina, particularly when the goal is to determine the patterns of entry and exit, these issues are crucial.
This study follows Terrell and Bilbo's method of using a very conservative measure to determine whether
an employer is open. The methodology uses the fact that the QCEW data includes a variable describing the way in which the data was obtained (whether it was estimated or reported by the employer). Based on this variable, we define employers as open only if they report positive values for employment or wages in at least one month in a particular quarter. We expect heavily flooded establishments to reopen more slowly than the less flooded ones. In order to test this hypothesis we construct a categorical variable capturing the feet of water as following: no flood, between 0 and 2 feet of water, between 2 and 4 feet of water, between 4 and 6 feet of water, between 6 and 8 feet of water, and finally above 8 feet of water.
One of the main contributions of this paper is the analysis of the spatial interactions between firms. We allow for a firm's decision to reopen to be influenced by the decision to reopen of nearby firms. Therefore we need information on neighboring firms. The latitude and longitude data was used to identify the nearest neighbors for each firm in our sample. Based on this we construct a 8,171× 8,171 spatial weight matrix (W)
for every combination of firms in our dataset. We rely on a spatial contiguity relationship between firms in constructing the matrix W. Therefore the weight matrix reflects the spatial relationship between firms and is constructed such that each element w ij of the matrix is assigned a value of 1 if firm j and firm i have a contiguity relationship and 0 in the absence of such a relationship. When we use the term contiguity relationship we follow the spatial literature and refer to the fact that firms i and j have a common border and therefore are considered neighbors. The diagonal elements were all set to zero. Next we row standardize the matrix by dividing each element w ij in the matrix by the row sum such that all rows sum to one. The row standardization does not change the relative spatial dependency among observations. By dividing each element of the matrix by the row sum we implicitly assume that the decision of reopening for each firm is a weighted average of the same decision of nearby firms and that all nearby firms are assigned the same weight. Other more complicated weighting schemes are possible, depending on how one wishes to quantify the degree of contiguity between firms. For the purpose of this paper we simply want to account for spatial effects in the reopening decision, therefore any type of spatial dependency is acceptable.
Before proceeding any further we want to provide the reader with some intuition regarding the importance of the spatial weight matrix. A related concept in spatial econometrics is the spatial lag concept. While the first order contiguity matrix W provides information about each firm's neighbors, the spatial lag matrix provides information about the neighbors of neighbors. For the purpose of this study, this concept is very important since by using spatial lags the initial impact of neighbors on the decision to reopen propagates through space and has an impact on the decision of reopening of neighbors of neighbors.
The size of each establishment is another factor affecting the probability of reopening. We construct 4 categories based on the average employment across the three months of that quarter: size1 includes firms with average employment between 1 and 4 employees; size2 between 5 and 49 employees; size3 between 50 and 249 employees, and size4 includes firms with more than 250 employees.
The relative size of the establishment is also a factor that could affect the reopening decision. The variable relative size is calculated to make a distinction between locally owned businesses and chain stores.
This hypothesis was also tested by Campanella (2007) who finds that locally owned businesses are reopening sooner than large chain stores. We calculate the variable relative size for each quarter by dividing the average employment across the three months of that quarter for each establishment by the the sum of average employment across all Louisiana establishments with the same reporting unit. Therefore a value close to one implies that we are looking at a locally owned business, while a value close to zero indicates a chain store. We also construct interactions between this variable and flooding variables (rel size&flood).
The type of industry is also expected to affect the firm reopening decision. We expect establishments in certain industries to open faster than in other ones. For this purpose we construct dummy variables for each of the 20 business categories presented in Table 1 .
Summary statistics for all these variables are presented in Table 2 . 
Spatial Probit Model Specification
This section focuses on the statistical model for whether an establishment is open conditional on that establishment's characteristics. As previously stated, an "establishment" denotes a single location for an employer. We use a modified version of the spatial probit model introduced by Smith and LeSage (2002) . We model the establishment's decision to stay in business or not as a function of temporally and spatially varying observable and unobservable factors. The goal is to characterize the probability that an establishment is open in a given time period.
We start by introducing the main assumptions in the model and the notation that will be used for the rest to be open or closed is the result of an entrepreneur's decision to maximize their utility. An event will occur with a certain probability p if the utility derived from choosing that alternative is greater than the utility from the other alternative. Let z i be the difference in utility from alternatives 1 and 0. The difference in utility is modeled as:
where i = 1 . . . m, x i is a vector of observed establishment specific attributes, β is a vector of unobserved parameters to be estimated, θ i is an unobserved random effect component, and ǫ i is the stochastic error term with ǫ i ∼ N (0, 1). We do not observe z i , but only observe the sign of z i . We observe the establishment choice y i being equal to 1 or 0, depending on whether z i has a positive sign indicating the higher utility from this alternative or a negative sign associated with the lower utility associated with this alternative.
Therefore we observe:
4 We address differences in behavior across the ownership class variable relative size (see discussion in the data section) measuring employment at this establishment as a ratio of total employment at this location to that of all establishments under the same ownership in Louisiana.
The probability of choosing alternative 1 is given by:
The distinction between this model and the standard probit model is the term θ i . The unobserved component θ i is constructed such that it allows for spatial correlation across establishments. In other words we assume that differences in utilities are similar for neighboring establishments. This is obtained by specifying θ i according to a spatial autoregressive structure:
is a row standardized spatial weight matrix such that m j=1 w ij = 1. ρ can be interpreted as the degree of spacial dependence across establishments. The spatial autocorrelation is thus determined by both ρ and W. We can write equation (4) in matrix notation:
where u ∼ N (0, σ 2 I m ) and I m is the identity matrix.
Let B ρ = I m − ρW . We can obtain a solution for θ using (5):
Note that the matrix B −1 ρ plays a role similar to a lag polynomial in time series econometrics. This matrix captures the fact that spatial shocks (u) affect neighbors in space in much the same way that time series shocks affect observations close in time. Given our weight matrix, a shock to one firm has a first order impact of ρ on contiguous establishments, ρ 2 on establishments contiguous to those establishments, and so forth.
From (6) we see that the distribution for θ is given by:
The error term ǫ is assumed to be conditionally independent of the spatial unobserved component such that ǫ|θ ∼ N (0, σ 2 ǫ ) and we assume σ 2 ǫ = 1. The full model in matrix notation is given by:
Our statistical approach is a simplification of the LeSage and Smith (2002) model assuming a homoscedastic ǫ i . Bayesian inference is preferred in this setting primarily because it is easier to implement than the EM algorithm suggested by McMillen (1992) for the analogous frequentist model. In addition, the Bayesian approach provides exact small sample inferences.
Prior distributions for the unknown parameters complete the statistical model. Following LeSage and Smith, we assume
Given the statistical model summarized in section 3, LeSage and Smith (2002) provide the full conditionals required to the model by Monte Carlo Markov Chain (MCMC) methods. The MCMC method arrives at the target distribution of the unknown parameters by sequentially sampling from a set of conditional distributions of the parameters. This is very useful since usually it is difficult to find an analytical result for the posterior densities. The MCMC method provides a sample from the posterior density and we can use this sample to draw inferences about the parameters of interest. Under mild regularity conditions satisfied in this application, these samples converge to sample from the posterior distribution.
The Bayesian framework uses the idea of a loss function. The loss function is a measure of the loss incurred when comparing the true value of the parameter with the estimated value. The Bayesian estimator is obtained by minimizing the loss function. Suppose that we are interested in estimating g(µ), where g is the function of interest. In order to obtain the estimate of g we minimize the expected value of the loss function. In the case of a quadratic loss function this is reduced to minimizing:
By differentiating (12) with respect to g(µ) and equating to zero we obtain:
Therefore the point estimator for g(µ) is the posterior meanĝ(µ) = E[g(µ)|y]. Then for a sample of size N from the posterior distribution we can approximate the posterior mean by:
Following the same approach we can approximate the posterior variance by:
The MCMC algorithm follows that of Smith and LeSage (2002) and primarily a Gibbs sampling approach.
For clarity, the notation used in this paper is identical to that introduced by Smith and LeSage (2002) . The problem consists of constructing a sampling algorithm for the set of unknown parameters given by (β, ρ, σ 2 ).
Implementing the MCMC method also requires data augmentation to sample θ and z.
Intuitively, one can see that conditional on θ and the latent variable z, the equation
is simply a linear regression model.
Thus, the conditional posterior distribution of β is proportional to the multinormal density:
where
The conditional distribution of θ also follows a normal distribution:
The conditional posterior distribution of σ 2 (or the related precision H p ) is related to a chi-squared distribution in the following way:
The conditional posterior distribution of ρ is given by:
max ] and λ min and λ max are the minimum and maximum eigenvalues of W. The distribution in (20) is non standard and therefore we cannot sample from it directly. One solution to this problem is to use a Metropolis-Hastings algorithm. Smith and LeSage (2002) suggest using univariate numerical integration rather than a Metropolis-Hastings algorithm in this setting. In particular, we use the properties of the inverted gamma distribution to integrate out the nuisance parameter σ 2 . Then equation (20) can be written as:
Before sampling from this posterior distribution for ρ we need to calculate the normalizing constant that transforms (21) in a proper density function that integrates to one. The normalizing constant can be found by integrating (21) Finally, we need a conditional posterior distribution for the latent variable z. This distribution is a truncated normal distribution where the truncation depends on the observed choice for each firm:
The Gibbs sampler is given by the following iterative process: Before proceeding, it is useful to note that the full conditionals may differ substantially from the marginal densities for each of these parameters. For example, the fact that the conditional density of θ i is mean zero does not imply that the posterior mean of θ i is zero. In fact, we expect the posterior mean for parameter θ i to differ substantially across firms to capture the impact of other open or closed businesses on the probability that firm i is open.
Results
In this section we present results from the estimation of the model discussed in the previous section.
We start by comparing results from the spatial model presented and a non-spatial probit model specification. Therefore, we estimate both a non-spatial probit specification and a spatial probit specification using 
Spatial Bayesian Results
This section discusses results from the spatial probit model specification developed in Section 3. Table   5 .2 contains results for all three quarters. While the coefficients are informative in indicating the direction of change in probabilities, their magnitudes are not very informative. Therefore we also report marginal effects in Table 5 .2. Additional reports for particular firms can be found in the Appendix.
Perhaps the most surprising finding is the relationship between the relative size variable and the probability of reopening. Campanella (2007) reports results from data gathered during bicycle tours over a 15 month period. One interesting result from Campanella's study was that locally owned businesses were more likely to reopen than large chain businesses. The relative size variable has a positive sign in all 3 quarters. To interpret the relative size variable, it is useful to think of a simple example where a firm may have multiple locations with an identical number of employees. In this case, the relative size variable is simply 1 divided by the number of locations. For a sole proprietorship relative size is one, with two locations it takes a value one-half, with twenty locations 0.05 and so forth. Thus, the change of 1 is roughly moving from a very large to hold other factors constant, the fact that the similarity between our 26.5% and the 26% difference in his study is reassuring.
The interaction term between the relative size of the firm and the flood variable has a negative sign in the first quarter. The sign flips for the following 2 quarters considered. Two years later after Katrina hit, locally owned businesses that were flooded are more likely to reopen.
With respect to the size of the firm, Tables 3 and 5 .2 contain three dummy variables with over 250 employees as the omitted group. Recall that the literature predicts higher survival rates for larger firms.
With regard to very small employers, our results conform to this prediction. Table 5 When we examine the relationship between the industry category and the reopening decision we find the following. All industry types except utilities and accommodation and food services were more likely to reopen immediately after the storm when compared to public administration businesses. Firms in construction had a higher probability of reopening by a factor of 0.2 in all three quarters considered when compared to public administration businesses. 
