The Delaunay Tree is a hierarchical data structure that has been introduced in [4] and analysed in [5,2]. For a given set of sites ,9 in the plane and an order of insertion for these sites, the Delaunay Tree stores all the successive Delaunay triangulations. As proved before, the Delaunay Tree allows the insertior/of a site in logarithmic expected time and linear expected space, when the insertion sequence is randomized.
I n t r o d u c t i o n
The Delaunay triangulation and its dual, the Vorono'/diagram, are subjects of major interest in Computational Geometry. A lot of algorithms compute it in optimal f~(n log n) time [16, 12, 11, 8, 15] . But the~qe algorithms are rather complicated and difficult to implement effectively, so the sub-optimal algorithm [9] is often preferred. Furthermore, this algorithm is on-line and does not impose to compute again the whole triangulation at each insertion.
In the last, few years some simpler algorithms have been proposed, non optimal in the worst case but with a good randomized complexity. Some of these algorithms [6, 13] use a conflict graph and so are static. The others are on-line ; a first idea of on-line algorithms was presented in [4] and a randomized analysis can be found in [10, 2] .
Incremental randomized algorithms have also been used for constructing higher order Voronoi" diagrams [14, 3] .
None of the above algorithms allows deletion. Using the algorithm of [1] a site can be removed from a Delaunay triangulation in time sensitive to the modification; their algorithm can however not be combined with an algorithm to insert sites with a good complexity.
In this paper we propose an extension of the Delaunay Tree [4,5] to allow insertion, deletion or location of a site in the Delaunay triangulation with expected complexities O(log n) where n is the number of sites actually present. The cost of a deletion can be improved (to O(log log N) if the complcxity is computed as a function of the total number N of sites. The bounds are randomized, i.e. all possible orders for already inserted sites are supposed to be equally likely and when a site is deleted, it may be any site with the same probability.
Section 2 explains the principle of the Delaunay Tree, for insertion only, Section 3 defines the problem of deleting a site~ Sections 3.2 arid 3.3 describe the algorithm~ and Section 4 gives the complexity analysis. Finally in Appendix A we present some practical results.
The Delaunay Tree
The Delaunay Tree was introduced in [4] , studied in a randomized context [5] and also extended to higher order Voronoi" diagrams [3] and to various problems (convex hull~, arrangements, Vorono]" diagrams of line segments... ) [2] . We first recall some basic ideas of this structure, before we take interest in the deletion algorithm. More details can be found in [5] .
Let E be the euclidean planc, and $ a set of n sites such that no four sites are cocircular. The Delannay triangulation of S is the unique triangulation such that the circumscribing disk to each triangle does not contain any other site of S. If a site lies inside the circumscribing disk to a triangle, we say that the site is in conflict with the triangle.
In these terms, the Ddaunay triangulation is the set of triangles without conflict. The algorithm described in [4, 5] is an on-line algorithm to construct the Delaunay triangulation of 6" by adding sites one by one.
The Delaunay Tree is a hierarchical structure based on the incremental procedure of [9] . During the incremental algorithm, each site is introduced one after another and the triangulation is updated after each insertion. Let p be a site to be introduced in the triangulation. All the triangles in conflict with p can no longer be triangles of the triangulation (and are eliminated in the incremental algorithm). The union of these triangles is a star-shaped polygon R(p) with respect to p. Let F(p) denote the set of edges on the bounda13, of R(p). The new triangles are obtained by linking p to the edges of F(p).
The Ddannay Tree is constructed in a similar way. But, instead of eliminating triangles during the different steps of the construction, we store all the triangles which have been constructed as nodes of the Ddaunay Tree, and at each step we define relationships between triangles of the successive Delaunay triangulations. The aim of this structure is to find R(p) efficiently.
For the initialization step we take the first three sites. They generate one finite triangle and three half-plaaaes (infinite triangles). These 4 triangles will be the sons of the root of the tree.
