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Abstract
In this paper we provide an explicit construction of a distinctive multiple Dirichlet series associated to products of
quadratic Dirichlet L-series, which we believe should be tightly connected to a generalized metaplectic Whittaker
function on the double cover of a Kac-Moody group. To do so, we first impose a set of axioms, independent of any
group of functional equations, which the aforementioned object should satisfy. As a consequence, we deduce that the
coefficients of the p-parts of the multiple Dirichlet series satisfy certain recurrence relations. These relations lead to a
family of identities, which turns out to be encoded in the combinatorial structure of certain moduli spaces of admissible
double covers. Finally, via this crucial connection, we apply Deligne’s theory of weights to express inductively the
coefficients of the p-parts in terms of the eigenvalues of Frobenius acting on the `-adic étale cohomology of local
systems on the moduliHg[2] of hyperelliptic curves of genus g with level 2 structure.
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1 Introduction
For a reduced root system Φ of rank r and a number field F containing the 2n-th roots of unity, one associates a Weyl
group multiple Dirichlet series (see [13], [14] and [15])
ZΨ(s1, . . . , sr; Φ) =∑ H(c1, . . . , cr)Ψ(c1, . . . , cr)N(c1)−s1⋯N(cr)−sr (1)
the sum being over non-zero ideals c1 = (c1), . . . , cr = (cr) of the ring oS of S-integers for some sufficiently large set
S of places; it is assumed that the finite set S contains all archimedean places, and that oS is a principal ideal domain.
The product HΨ remains unchanged if ci (1 ≤ i ≤ r) is multiplied by a unit, i.e., it is a function of ideals in oS . The
function H is very important, giving the structure of the multiple Dirichlet series; it is completely determined, via a
twisted multiplicativity, by the function field analog of ZΨ(s1, . . . , sr; Φ), which turns out to be a rational function.
Alternatively, one specifies the p-parts of ZΨ for primes (p), that is, the generating series
∑
k1,...,kr≥0H(pk1, . . . , pkr)N(p)−k1s1−⋯−krsr .
The factor Ψ is less important, and represents a technical device chosen from a finite-dimensional vector space of func-
tions on FS =∏v∈S Fv, constant on cosets of an open subgroup, such that, together withH, it gives a multiple Dirichlet
series possessing meromorphic continuation to Cr and satisfying a finite group of functional equations isomorphic to
the Weyl group of Φ.
Over the past ten years or so, it has emerged that these multiple Dirichlet series can be understood in the world of
Eisenstein series. More precisely, let G be a simply connected algebraic group over F whose root system is the dual
of the root system Φ, i.e., Φ is the root system of the L-group LG. Then Brubaker, Bump and Friedberg [14] made the
following conjecture:
Eisenstein Conjecture. — TheWeyl group multiple Dirichlet seriesZΨ(s1, . . . , sr; Φ) in (1) is a Whittaker coefficient
of a minimal parabolic Eisenstein series on an n-fold metaplectic cover G˜ of G.
This conjecture has been established in the case of metaplectic covers of GLn by Brubaker, Bump and Friedberg
[16, 17]. Shortly after [16] and [17] have been published, Chinta and Offen [28] obtained formulas for the spherical
Whittaker functions on the m-fold metaplectic cover of GLn over a p-adic field. Their formulas generalize the well-
known formula of Shintani for the spherical GLn–Whittaker function, which corresponds to the nonmetaplectic case,
i.e., m = 1. Furthermore, the authors provide in [28] the relationship between p-adic metaplectic Whittaker functions
and the local parts of Weyl group multiple Dirichlet series associated to root systems of type An−1. Very recently,
McNamara [71] extended the results of Chinta and Offen to the more general case of covers of unramified reductive
groups; see also [75].
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For very important applications, it is necessary, however, to establish the relevant analytic properties of Weyl group
multiple Dirichlet series possessing infinite groups of functional equations. While the theory of Weyl group multiple
Dirichlet series associated with classical (finite) root systems has seen great advances in the last decade, it is not at all
clear how to extend this theory to the more general setting of Kac-Moody Lie algebras and their Weyl groups. Un-
doubtedly, such an extension will require deep foundational work. In this regard, a Casselman-Shalika type formula for
Whittaker functions on metaplectic covers of Kac-Moody groups over non-archimedean local fields has been recently
established by Patnaik and Puskás in their beautiful paper [76]; their work builds on [74] and [75]. However, except for
some special cases of affine Kac-Moody groups, it is not at all clear, even conjecturally, how their formula is related to
the local parts of Weyl group multiple Dirichlet series.
In this paper we provide an explicit construction of a distinctive multiple Dirichlet series associated to products of
quadratic Dirichlet L-series, which we believe should be tightly connected to a generalized metaplectic Whittaker
function on the double cover of a Kac-Moody group. To do so, we shall first impose a set of axioms, independent of
any group of functional equations, which the aforementioned object should satisfy1; see also [90] and [91], where the
same axiomatic approach was taken up to construct Weyl group multiple Dirichlet series associated to simply-laced
affine root systems. As a consequence, we deduce that the coefficients of the p-parts of the multiple Dirichlet series
we are interested in satisfy certain recurrence relations. These relations lead to a family of identities, which in turn,
as shown in Sections 7 and 8, is encoded in the combinatorial structure of certain moduli spaces of admissible double
covers. Finally, via this crucial connection, we apply Deligne’s theory of weights to express inductively the coefficients
of the p-parts of the multiple Dirichlet series in terms of certain q-Weil numbers (the eigenvalues of Frobenius acting
on the `-adic étale cohomology of local systems on the moduli Hg[2] of hyperelliptic curves of genus g with level 2
structure).
More concretely, let χd denote the real primitive Dirichlet character associated to Q(√d). For r ≥ 1, we take the
multiple Dirichlet series attached to the r-th moment of quadratic Dirichlet L-series to be of the form (cf. [26] in the
finite-dimensional case)
∑
m1,...,mr, d−odd
d=d0d21, d0−sq. free
χ
d0
(m̂1)⋯χd0(m̂r)
ms11 ⋯msrr (d0d21)sr+1 ⋅ b(m1, . . . ,mr, d) (with b(1, . . . ,1) = 1)
where m̂i, for i = 1, . . . , r, denotes the part ofmi coprime to d0. The coefficients b(m1, . . . ,mr, d) are assumed to be
multiplicative,
b(m1, . . . ,mr, d) = ∏
pki∥mi
pl∥d
b(pk1, . . . , pkr, pl)
the product being over primes p ≠ 2. The generating series
∑
k1,...,kr, l≥0 b(pk1, . . . , pkr, pl)p−k1s1−⋯−krsr−lsr+1
is usually referred to as the p-part of the multiple Dirichlet series.
To specify the coefficients b(pk1, . . . , pkr, pl), let Fq be a finite field of odd characteristic, and consider a similar mul-
tiple Dirichlet series over Fq(x). In particular, for m1, . . . ,mr, d monic polynomials in Fq[x], we have multiplicative
coefficients a(m1, . . . ,mr, d),
a(m1, . . . ,mr, d) = ∏
piki∥mi
pil∥d
a(pik1, . . . , pikr, pil)
the product being taken this time over monic irreducibles pi in Fq[x]. For compatibility reasons, we shall assume that
a(pik1, . . . , pikr,1) = 1 for all k1, . . . , kr ∈ N, and that a(pik1, . . . , pikr, pi) = 0 unless k1 = ⋯ = kr = 0, in which case this
1These axioms are easily verified in the finite-dimensional case.
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coefficient is 1. Furthermore, the multiple Dirichlet series can also be expressed as a power series
∑
k1,...,kr, l≥0λ(k1, . . . , kr, l; q) q−k1s1−⋯−krsr−lsr+1
in this case. We require that the coefficients λ(k1, . . . , kr, l; ⋅ ) be defined at 1/q for every odd prime power q, and
that
a(pik1, . . . , pikr, pil) = ∣pi∣k1+⋯+kr+lλ(k1, . . . , kr, l; 1/∣pi∣)
for every monic irreducible pi in Fq[x]. In addition, we require that
b(pk1, . . . , pkr, pl) = pk1+⋯+kr+lλ(k1, . . . , kr, l; 1/p)
for all primes p ≠ 2. In other words, the p-part of the multiple Dirichlet series over the rationals coincides with the
pi-part of the multiple Dirichlet series over Fp(x), for every linear monic polynomial pi in Fp[x]. It may be worth
remarking that the same principle applies over any number field [26, 27], allowing one to obtain the corresponding
multiple Dirichlet series in this context. Thus we need only discuss the rational function field case.
It turns out that any (untwisted) Weyl group multiple Dirichlet series over the rational function field and any of its own
pi-parts can be transformed into each other by a simple change of variables. This remarkable fact (which is also assumed
in this work) was first noticed in [23] and [24] for Φ = A2. Of course, the conditions imposed so far do not suffice to
determine a Weyl group multiple Dirichlet series. In the finite-dimensional case, one starts with a reduced root system
Φ, and seeks to construct a multiple Dirichlet series satisfying a group of functional equations isomorphic to the Weyl
group of Φ. Over a rational function field this object can be obtained by using the Chinta-Gunnells averaging (over the
Weyl group of Φ) method, introduced in [26] and further developed in [25] and [27]. This method has been extended
by Lee and Zhang [69] to symmetrizable Kac-Moody root systems, but in general, the series constructed in this way
fails to satisfy the required conditions. For the Weyl group multiple Dirichlet series associated to moments of quadratic
Dirichlet L-series, for example, the underlying group of functional equations is isomorphic to the Weyl groupWr of
the Kac-Moody algebra g(A) with generalized Cartan matrix (cf. [59])
A =
⎛⎜⎜⎜⎜⎜⎝
2 −1
2 −1⋮
2 −1−1 −1 ⋯ −1 2
⎞⎟⎟⎟⎟⎟⎠
.
In particular, this group is finite if r ≤ 3 and infinite if r ≥ 4. The Chinta-Gunnells construction gives in this context a
series whose coefficients are easily seen (see [18] and [69]) to be polynomial functions of q. On the other hand, as long
as r is large enough2 this property is not compatible with the above conditions imposed on this series. What happens
is that this construction is missing the precise contribution corresponding to the so-called imaginary roots of g(A),
which grows in complexity as r increases.
Instead, we proceed as follows. The conditions imposed on the multiple Dirichlet series over Fq(x) imply immediately
the identity:
λ(k1, . . . , kr, l; q) =∑χd0(mˆ1)⋯χd0(mˆr)a(m1, . . . ,mr, d) (for fixed k1, . . . , kr, l ∈ N) (2)
the sumbeing over all monic polynomialsm1, . . . , d of degrees k1, . . . , l, respectively; the coefficients a(m1, . . . ,mr, d)
can be expressed as
a(m1, . . . ,mr, d) = ∏
piki∥mi
pil∥d
q(k1+⋯+kr+l)degpiλ(k1, . . . , kr, l; q−degpi).
2For instance, one can take r ≥ 9.
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These identities lead to a recurrence relation in the coefficients λ(k1, . . . , kr, l; q). (For this, we shall need to impose one
additional constraint on these coefficients.) The main question arises whether, for any given r, there exists a multiple
Dirichlet series satisfying all our requirements; this will be answered affirmatively by providing the explicit construction
of this (uniquely determined) series.
To construct this multiple Dirichlet series, we proceed by induction on l.We have:
λ(k1, . . . , kr,0; q) = qk1+⋯+kr
and
λ(k1, . . . , kr,1; q) = ⎧⎪⎪⎨⎪⎪⎩q if k1 = ⋯ = kr = 00 otherwise;
these follow directly from the compatibility/initial conditions. The coefficients corresponding to l = 2 can be read off
from the identity
∑
k1,...,kr ≥0λ(k1, . . . , kr,2; q) tk11 ⋯ tkrr =
r∏
i=1 (1 − qti)−1 ⋅ Resz=0 [ qz
2 − q2
z(z − 1) r∏i=1 (1 − zti)(1 − qtiz )] (3)
(see PropositionC.1, Appendix C); in particular, the coefficientsλ(k1, . . . , kr,2; q) are polynomial functions of q.
The first non-trivial coefficients occur when l = 3. To describe how these coefficients can be obtained, for κ =(k1, . . . , kr) ∈ Nr, put ∣κ∣ = k1 + ⋯ + kr. Let r1 = r1(κ) and r2 = r2(κ) denote the number of components of κ
equal to 1 and 2, respectively. Then, in this case, (2) can be written as
λ(κ,3; q) − q∣κ∣+4λ(κ,3; 1/q) = a(κ,3; q) (4)
where a(κ,3; q) = 0, unless r1 is even and r1 + 2r2 = ∣κ∣, in which case,
a(κ,3; q) = qr2M3(r1; q) + (q − 1) ⋅ ∑
κ′∈Nr
ki−k′i=0,1
(−1)∣κ−κ′∣ q∣κ′∣+3λ(κ′,2; 1/q).
HereM3(r; q) is the moment-sum defined by
M3(r; q) ∶= ∑
deg d0 =3
d0−monic & square-free
⎛⎝− ∑θ ∈Fq χ(d0(θ))⎞⎠
r
where χ is the non-trivial real character of F×q , extended to Fq by setting χ(0) ∶= 0. One will notice that (4) implies the
functional equation
a(κ,3; q) = − q∣κ∣+4a(κ,3; 1/q)
which is not at all a priori clear from the above expression of a(κ,3; q), when r1 is even and r1 + 2r2 = ∣κ∣. The
reason for this functional equation is, roughly, that a(κ,3; q) is a quantity attached to the one-point compactificationA¯1 of the moduli space A1 of elliptic curves, with qr2M3(r1; q) corresponding to A1 and the remaining piece of
a(κ,3; q) corresponding to the boundary. In the general case, a similar geometric interpretation of (2) is required for
our purposes, and establishing it (which is quite non-trivial) represents the main contribution of this work.
For example, take r = 10, k1 = ⋯ = kr = 1, and for simplicity, assume that q ≥ 3 is a prime. One finds that
a(1, . . . ,1,3; q) = 42q8 − 42q6 − q2τ(q) + qτ(q)
where the function n↦ τ(n) is Ramanujan’s τ -function, i.e., the n-th Fourier coefficient of the cusp form
∆(z) ∶= e2piiz ∞∏
m=1(1 − e2piimz)24 = ∞∑n=1 τ(n)e2piinz (z = x + iy with y > 0)
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of weight 12 for the group SL2(Z). This is an immediate consequence of (3) and a well-known identity of Bryan Birch
[11]. We shall impose an additional (dominance) condition to determine the coefficients λ(κ, l; q), which in this case
gives
λ(1, . . . ,1,3; q) = 42 q8 − q2τ(q).
More generally, we will prove:
Theorem. — Let q ≥ 3 be a prime, and let T2k(q) ∶= Tr(Tq ∣S2k) denote the trace of the Hecke operator Tq acting
on the space of elliptic cusp forms of weight 2k on SL2(Z). For κ = (k1, . . . , kr) ∈ Nr, let r1 = r1(κ) and r2 = r2(κ)
denote the number of components of κ equal to 1 and 2, respectively. If r1 + 2r2 = ∣κ∣, and r1 = 2R is even, then
λ(κ,3; q) = (2R)!
R!(R + 1)!qR+r2+3 − R∑j=1 (2j + 1) (2R)! q
R+r2−j+2(R − j)!(R + j + 1)! T2j+2(q).
Otherwise, the coefficients λ(κ,3; q) all vanish.
When dealing with the general case, it is more convenient to workwithmoments defined for partitions n = (1n1,2n2, . . .)
by
An(t1, . . . , tr, q) ∶= ∑
d ∈P(n,q)(
r∏
k=1PCd(tk));
here P(n, q) = P(n,Fq) ⊂ Fq[x] is the set of all monic square-free polynomials d with factorization type n, and PCd
(d ∈ P(n, q)) is the numerator of the zeta function of the (hyper)elliptic curve Cd/Fq defined by the affine model
y2 = d(x). The connection with the cohomology of local systems on moduli spaces of hyperelliptic curves comes
by expressing the symmetric polynomial An(t1, . . . , tr, q) in terms of symplectic Schur functions [46, Appendix A,
§A.3., A.45], and by applying Behrend’s Lefschetz trace formula [6] to each of the corresponding coefficients. This
alternative expression and the Poincaré-Verdier duality will be used to define An(t1, . . . , tr,1/q).
We note here that an identity of independent interest is obtained by taking a suitable linear combination of the quantities
An(q−1/2, . . . , q−1/2, q) (see (50)). Concretely, for a partition λ = (λ1 ≥ ⋯ ≥ λg ≥ 0) of weight ∣λ∣, let Vλ denote the
corresponding irreducible representation of Sp2g(C). For λ ⊆ (rg) (i.e., λi ≤ r for all 1 ≤ i ≤ g), define λ† ∶= (g−λ′r ≥⋯ ≥ g−λ′1),where the non-zero integers among λ′j (j = 1, . . . , r) are the parts of the conjugate partition of λ.As usual,
write
r∏
k=1
k!(2k)! = gr(r(r + 1)/2)!
for the constant appearing in the moment-conjectures of Conrey-Farmer [29] and Keating-Snaith [61] for the leading-
order asymptotics of the moments of L-functions within symplectic families, and let
Pr(x) = r∏
i=1(x + 2i) ∏1≤i<j≤r(x + i + j).
The polynomial Pr(x−1) appears in the main term of the polynomialQr(x) conjectured by Conrey, Farmer, Keating,
Rubinstein and Snaith [30]; see also the recent work of Andrade and Keating [2, Conjecture 5] in the function-field
setting. With this notation, we have
1
q2g(q − 1) ∑deg d=2g+1
d monic & square-free
L( 12 , χd)r = grPr(2g)(r(r + 1)/2)! + ∑ (dimVλ†)Tr(F ∗∣ eλc (Hg(w1)⊗Fq Fq)) q1−2g− ∣λ∣2
the sum in the right-hand side being over all non-trivial partitions λ ⊆ (rg) of evenweight, and the trace of the geometric
Frobenius F ∗ on the Euler characteristic eλc (Hg(w1)⊗Fq Fq) is given by
Tr(F ∗∣ eλc (Hg(w1)⊗Fq Fq)) = q ∣λ∣2 −1q − 1 ∑deg d=2g+1
d monic & square-free
s⟨λ⟩(ω1(Cd)±1, . . . , ωg(Cd)±1);
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here s⟨λ⟩ is the symplectic Schur function associated to Vλ, and for a hyperelliptic curve Cd, ω1(Cd), . . . , ωg(Cd),
ω1(Cd)−1, . . . , ωg(Cd)−1 are the normalized (i.e., unitary) eigenvalues of the endomorphism F ∗ ofH1ét(C¯d,Q`) (with
` ∤ q). The sum in the right-hand side of the above moment-identity can be estimated using the following well-known
result [60, Theorem 10.8.2] of Katz and Sarnak:
Theorem (Katz-Sarnak). — There exist positive constants A(g) and C(g) such that, for every partition λ ⊆ (rg),
λ ≠ 0, of even weight, we have the estimate
1
q2g(q − 1) RRRRRRRRRRR ∑deg d=2g+1
d monic & square-free
s⟨λ⟩(ω1(Cd)±1, . . . , ωg(Cd)±1)RRRRRRRRRRR ≤ 2C(g)(dimVλ)√q
as long as q = ∣Fq ∣ ≥ A(g).
Returning now to our main goal, we shall see that (2) (suitably transformed) reflects in fact certain relations among
slightly more general moments of characteristic polynomialsAn,i,j(t1, . . . , tr, q), defined for partitions n, i and j. These
moments can be obtained by applying certain differential operators to An(t1, . . . , q); in particular, we can define
An,i,j(t1, . . . , tr,1/q). We reiterate that the identity (2) (and implicitly the relations among An,i,j(t1, . . . , tr, q)) is
just hypothetical at this point.
For notational convenience, we state here our main result only in the split case, i.e., for partitions n of the form (1n).
Although quite technical, the relations among the moments An,i,j(t1, . . . , tr, q) and their moduli interpretation in the
general case, discussed in detail in Sections 7 and 8, follow the same principle as in the split case.
For n ≥ 1, let Pn ⊂ Fq[x] denote the set of all monic square-free polynomials of degree n splitting in Fq. Define
Ni,j(d, q) (for d ∈ Pn and i, j ≥ 0) by
Ni,j(d, q) = i−1∏
k=0(q − n + a1(Cd) +  − 2k2 )
j−1∏
l=0 (q − n − a1(Cd) −  − 2l2 )
with  = 0 or 1 according as n is odd or even, and a1(Cd) ∶= Tr(F ∗∣H1ét(C¯d,Q`)). (If i = 0 or j = 0, we take the
corresponding product to be 1.) Put
An,i,j(t1, . . . , tr, q) ∶= ∑
d ∈Pn (Ni,j(d, q)
r∏
k=1PCd(tk)).
Note that if we denote DAn,0,0(t1, . . . , tr, q) = ∂An,0,0∂tr+1 (t1, . . . , tr,0, q), then
DAn,0,0(t1, . . . , tr, q) = − ∑
d ∈Pn (a1(Cd)
r∏
k=1PCd(tk)).
Define D
k
An,0,0(t1, . . . , tr, q) (k ∈ N) by iterating. Then
An,i,j(t1, . . . , tr, q) = i!j!((q−n+−D)/2i )((q−n−+D)/2j )An,0,0(t1, . . . , tr, q)
where the two binomial symbols are viewed as differential polynomials inD. The right-hand side of this identity makes
sense if we replace q by 1/q, allowing us to define An,i,j(t1, . . . , tr,1/q).
Now, for x, y and z algebraically independent variables, consider the (exponential) generating functions:
codd(x, y, z; t1, . . . , tr, q) = ∑
n,i,j ≥0
A2n+1,i,j(t1, . . . , tr, q)x2n+1yizj
i!j!E˜(−t1, . . . ,−tr)iE˜(t1, . . . , tr)j
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and
ceven(x, y, z; t1, . . . , tr, q) = E˜(t1, . . . , tr)[(1 + z/E˜(t1, . . . , tr))q − 1]
+ ∑
n≥1 ∑i,j ≥0 A2n,i,j(t1, . . . , tr, q)x
2nyizj
i!j!E˜(−t1, . . . ,−tr)iE˜(t1, . . . , tr)j
where
E˜(t1, . . . , tr) = r∏
k=1
1(1 − tk)(1 − qtk) ;
we have
codd(x, z, y;−t1, . . . ,−tr, q) = codd(x, y, z; t1, . . . , tr, q).
Finally, define
c(x, t1, . . . , tr, q) = (codd(x, y, z; t1, . . . , tr, q), ceven(x, z, y;−t1, . . . ,−tr, q), ceven(x, y, z; t1, . . . , tr, q))
where x ∶= (x, y, z). Then the relations required in this case are precisely the ones encoded in the following theorem,
which itself is of independent interest.
Theorem (The Split Case). — We have
c(c(x,T, q), q T,1/q) = x.
In other words, c(x,T, q) is the formal compositional inverse of c(x, q T,1/q).
To prove this, we shall make essential use of the functional relation satisfied by the power series c¯(x,T, q) constructed
later in Section 8. The corresponding functional relation in the general case is a simple consequence of Theorem 8.4,
whose proof in turn rests on a careful analysis of the combinatorial structure of certain moduli spaces of admissible
double covers.
The above result is in the same spirit as the following beautiful theorem of Getzler:
Theorem (Getzler). — LetM0,n denote the moduli space of Riemann surfaces of genus zero with n ordered marked
points, and letM0,n denote its Deligne-Mumford compactification. Then the generating series
f(x) = x − ∞∑
n=2χ(M0,n+1)xnn! = 2x − (1 + x) log(1 + x) and g(x) = x + ∞∑n=2χ(M0,n+1)xnn!
of Euler characteristics are compositional inverses of one another.
In fact, Getzler’s theorem is easily seen to be the limiting case of our theorem as
t1 = ⋯ = tr = 0, y = z and q → 1
see Section 8 for details. Closely related results can be found in the work of Kisin and Lehrer [62], where it is shown
how, in certain circumstances, an equivariant comparison theorem in `-adic cohomology may be used to convert the
computation of the graded character of the induced action of a finite group (acting as a group of automorphisms of a
smooth complex algebraic variety defined over a number field) on cohomology into questions about numbers of rational
points of varieties over finite fields.
Having established a similar result in the general case, we shall apply Deligne’s theory of weights to determine induc-
tively (essentially as in the case when l = 3) the coefficients λ(k1, . . . , kr, l; q); see Section 9 for details. The upshot is
that we obtain inductively an expression for the differences
λ(k1, . . . , kr, l; q) − qk1+⋯+kr+l+1λ(k1, . . . , kr, l; 1/q)
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in terms of q-Weil numbers, from which the coefficients λ(k1, . . . , kr, l; q) are determined by imposing the dominance
condition. Notice that, by applying a well-known result of Deligne [32, Proposition 4.8] which, in the notation of 6.1,
gives that
Tλ+2(q) = Tr(Tq ∣Sλ+2) = Tr(F ∗∣H1! (A1 ⊗Fq Fq,V(λ)))
the above formula for the coefficients λ(k1, . . . , kr,3; q) is, indeed, of this type.
The multiple Dirichlet series over Q constructed in this paper may be written symbolically as
∑
d−odd
L(2)(s1, χd)⋯L(2)(sr, χd)
dsr+1 (5)
although, strictly speaking, the numerator is a product of L-series onlywhen d is square-free. When r ≤ 3, this multiple
Dirichlet series and its analytic properties have been studied in [83], [53], [19], [38] and [39].
On the other hand, it was noticed by Bump, Friedberg and Hoffstein in [19] that multiple Dirichlet series satisfying
infinite groups of functional equations (e.g., (5) when r = 4) cannot be continued in s1, s2, . . . everywhere, i.e., they
must have a wall of singularities; see the conjectures in loc. cit., p. 167 and p. 170. We should say that obtaining the
continuation of (5), when r ≥ 4, to a domain in Cr+1 containing the point ( 12 ,..., 12 ,1) is an extremely difficult problem;
the analogous problem for affineWeyl group multiple Dirichlet series over rational function fields of odd characteristic
has been investigated in [18], [90] and [91] (see also [44], where an asymptotic formula for the fourth moment of
quadratic Dirichlet L-functions in the rational function field case, summed over monic square-free polynomials, has
been established). As far as we can see, when r ≥ 5, this is a very difficult problem even in the rational function
field case. We should point out here that a similar “natural boundary” phenomenon occurs when dealing with the
meromorphic continuation of negative (i.e., lower triangular) parabolic Eisenstein series on loop groups, introduced in
[12] in the function field case; see also [47], and the introduction of [48]. As already alluded to at the beginning of this
introduction, the meromorphic continuation of similar metaplectic loop group Eisenstein series could potentially yield
the relevant analytic properties of (5) when r = 4.
Finally, let us briefly describe the structure of the paper. In Section 2, we collect some generalities about quadratic
Dirichlet L-functions, which will be used later in the paper. We then discuss the method introduced by Bump, Friedberg
and Hoffstein in [20] to construct multiple Dirichlet series attached to moments of quadratic L-series. In particular, this
method gives the “correct”Weyl groupmultiple Dirichlet series onlywhen r ≤ 3. In Section 3, we first list the conditions
which the Weyl group multiple Dirichlet series (to be constructed) has to satisfy; these conditions imply immediately
the identity (2). Next, we wish to express the left-hand side of this identity more conveniently. Probably the most
efficient way to proceed is to reformulate (2) in terms of generating functions; after some preliminary considerations,
we do so in Section 4. It is this form of the original identity where the moments An,i,j(t1, . . . , tr, q) arise. In Section
5, we combine a well-known formula for the above moment-sumsM3(r; q) (see [11] and [58]) with Proposition B.2,
Appendix B, Proposition D.1, Appendix D, and the formula given in Proposition C.2, Appendix C to illustrate how the
coefficients λ(k1, . . . , kr, l; q) (l = 3,4) are constructed. In Section 6, we review some facts about the cohomology of
symplectic local systems on moduli of hyperelliptic curves, and discuss the cohomological interpretation of the above
moment-sums An(t1, . . . , tr, q).We then use this interpretation to define An(t1, . . . , tr,1/q) by duality. In Section 7,
we prove our main result, first in the split case, and then in general, subject to a functional relation satisfied by a certain
generating function, whose proof is postponed to Section 8. In particular, this ensures the compatibility of the relations
generated by (2) among the coefficients of the multiple Dirichlet series. In Section 8, we study various generating series
attached to moduli spaces of admissible double covers, and then show how these series are connected to the generating
series introduced in the previous sections. We then use this connection to establish the functional relation needed to
finish the proof of Theorem 7.5. This section, which may be of some interest in its own right, is essentially independent
from the rest of the paper. In Section 9, we recall some facts from Deligne’s theory [35], which will then be used to
determine inductively the coefficients λ(k1, . . . , kr, l; q). It should be pointed out that the arguments can be reversed
to obtain new information about the cohomology of local systems on moduli of hyperelliptic curves, assuming full
knowledge3 of the coefficients λ(k1, . . . , kr, l; q).We illustrate this in Section 10 by computing explicitly the trace of
3When r ≤ 3, these coefficients can be computed from the explicit expressions of Z(t1, . . . , tr+1; q) (r ≤ 3) recorded in Appendix A.
9
Frobenius on the (motivic) Euler characteristic corresponding to the Eisenstein cohomology of local systems on moduli
spaces of principally polarized abelian surfaces, and thus recovering a result of Bergström, Faber and van der Geer (see
[8, Corollary 4.6] and [49, Theorem 9.1]).
Here is a roadmap summarizing the key steps of our construction:
Relations among
the coefficients
determining MDS
Axioms of MDS
Theorem 7.5
reformulating
enhanced relations
among the
coefficients of MDS
C¯(X,T, q)
satisfying relation
(81)
Geometric
construction of a
C¯(X,T, q)
satisfying (81)
For the reader’s convenience, we have also included four appendices. In the first one, we provide the (previously known)
simple description of theWeyl group multiple Dirichlet series discussed in this paper, for each r ≤ 4. In Appendix C, we
compute explicitly the generating series of the coefficients λ(k1, . . . , kr,2; q), and in Appendices B and D, we discuss
some elementary relations among moments of character sums used in previous sections.
Acknowledgements. We are very grateful to Jeff Hoffstein, Will Sawin and Ian Whitehead for their comments and
suggestions. We would also like to thank Max Planck Institute for Mathematics, where parts of this work have been
completed, for support and for providing a wonderful working environment. The second author (VP) would like to
thank the School of Mathematics of the University of Minnesota for its hospitality. He was supported by UEFISCDI
grant PN-II-RU-TE-2014-4-2077.
2 Preliminaries
We recall that for a smooth, projective, and geometrically connected curve C of genus g ≥ 1 over a finite field F = Fq
with q elements, one defines the zeta function ZC(t) of C by
ZC(t) = exp⎛⎝∑n≥1 ∣C(Fqn)∣ tnn ⎞⎠ (for ∣t∣ < 1/q).
It is well-known that ZC(t) is a rational function
ZC(t) = PC(t)(1 − t)(1 − qt)
with numerator PC(t) ∈ Z[t] of degree 2g, and constant term PC(0) = 1.Moreover, it satisfies the functional equation
ZC(t) = (qt2)g−1ZC(1/qt). (6)
Although we shall not need it here, we recall for completeness that the analogue of the Riemann hypothesis, proved by
André Weil [87], states that PC(t) has all its zeros on the circle ∣t∣ = q−1/2.
From now on, we shall assume that q is odd, and fix once for all an algebraic closure F of F. For a non-zero polynomial
m ∈ F[x], we define its norm by ∣m∣ = qdegm. Let pi ∈ F[x] be monic and irreducible. For a polynomial d ∈ F[x]
coprime to pi, we define the Legendre symbol (d/pi) = 1 or −1 according as d is a square modulo pi or not; if d ∈ F[x]
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and pi divides d, we set (d/pi) = 0. Finally, define (d/m) for arbitrary d ∈ F[x] and monic m ∈ F[x] by setting(d/m) = 1 ifm = 1, and by multiplicativity for generalm.
The quadratic residue symbol (d/m) we just defined is completely multiplicative in both d and m, and satisfies the
following reciprocity law [79]:
Reciprocity. For d,m ∈ F[x] monic polynomials, we have
( d
m
) = (−1) ∣d∣−12 ∣m∣−12 (m
d
) .
In addition, we have the supplement
( d
m
) = sgndegm(d) (for d ∈ F×)
where sgn(d) = 1 or −1 according as d is a square in F or not.
L-functions. For d ∈ F[x] square-free and a monic polynomialm ∈ F[x], let χd(m) ∶= (d/m).We define the quadratic
Dirichlet L-function attached to χd by
L(s,χd) = ∑
m ∈F[x]
m−monic
χd(m)∣m∣−s = ∏
pi
(1 − χd(pi)∣pi∣−s)−1 (for complex s with R(s) > 1);
see Artin [4]. Here the product is over all monic irreducible polynomials pi ∈ F[x]. In particular, when d = 1 (i.e., χd
is trivial) we obtain the zeta function of F(x),
ζF(x)(s) = ∑
m−monic ∣m∣−s = 11 − q1−s
and for d ∈ F× ∖ (F×)2
L(s,χd) = 1
1 + q1−s .
If deg d = k ≥ 1, the L-function L(s,χd) is a polynomial (in q−s) of degree k − 1. To be more precise, let Cd denote
the hyperelliptic curve defined in affine form by y2 = d(x), and consider the numerator PCd(t) of the zeta function
ZCd(t); if deg d = 1,2, we take PCd(t) = 1. Then
L(s,χd) = k−1∑
i=0 q−is ∑degm=i
m−monic
χd(m) = (1 ± q−s)kPCd(q−s)
where the + or − sign is determined according to whether the leading coefficient of d is a square in F or not, and k = 0
or 1 according as k is odd or even. From (6), we deduce that L(s,χd) satisfies the functional equation
(1 ± q−s)−kL(s,χd) = q(k+1)(s− 12 )∣d∣ 12−s(1 ± qs−1)−kL(1 − s,χd). (7)
Multiple Dirichlet series attached to moments of quadratic L-functions. Adapting the discussion from [20], this is a
function of several complex variables admitting series representations of the form
Z(s1, . . . , sr+1) = ∑
d ∈F[x]
d−monic
A(s1, . . . , sr;d)∣d∣sr+1 = ∑m1,...,mr ∈F[x]
m1,...,mr−monic
B(sr+1;m1, . . . ,mr)∣m1∣s1⋯ ∣mr ∣sr (8)
for s1, . . . , sr+1 with sufficiently large real parts, and whose coefficients are Euler products
A(s1, . . . , sr;d) = ∏
pi
pil∥d
Api, l(s1, . . . , sr, d0) and B(sr+1;m1, . . . ,mr) = ∏
pi
piki∥mi
Bpi,κ(sr+1,M0)
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over all monic irreducibles pi ∈ F[x]. Here we set κ = (k1, . . . , kr), and for d,m1, . . . ,mr monic polynomials, we
denoted by d0 andM0 the monic square-free parts of d andM = m1⋯mr, respectively. Letting χ̃M0(pi) = (pi/M0)
and ∣κ∣ = k1 +⋯ + kr, we can present the local factors as
Api, l(s1, . . . , sr, d0) = ⎧⎪⎪⎨⎪⎪⎩∏
r
i=1(1 − χd0(pi)∣pi∣−si)−1 ⋅ Ppi, l(s1, . . . , sr, χd0(pi)) if l ≥ 0 is even
Ppi, l(s1, . . . , sr) if l is odd
and
Bpi,κ(sr+1,M0) = ⎧⎪⎪⎨⎪⎪⎩(1 − χ̃M0(pi)∣pi∣
−sr+1)−1 ⋅ Qpi,κ(sr+1, χ̃M0(pi)) if ∣κ∣ ≥ 0 is even
Qpi,κ(sr+1) if ∣κ∣ is odd
for a certain class of polynomials Ppi, l (respectively Qpi,κ) in ∣pi∣−s1, . . . , ∣pi∣−sr (respectively ∣pi∣−sr+1 ) characterized as
follows.
For arbitrary odd prime power q, κ = (k1, . . . , kr) ∈ Nr and l ∈ N, there exist (see [20]) polynomials Pl(t1, . . . , tr; q)
and Qκ(tr+1; q) in t1, . . . , tr (respectively tr+1) with coefficients depending on l and q (respectively κ and q) such
that:(1). For sufficiently small ∣t1∣, . . . , ∣tr+1∣, we have
(1 − t1)−1⋯ (1 − tr)−1 ∑
l−evenPl(t1, . . . , tr; q)tlr+1 + ∑l−oddPl(t1, . . . , tr; q)tlr+1= (1 − tr+1)−1 ∑∣κ∣−evenQκ(tr+1; q)tk11 ⋯ tkrr + ∑∣κ∣−oddQκ(tr+1; q)tk11 ⋯ tkrr
i.e., the generating series of the polynomials Pl(t1, . . . , tr; q) andQκ(tr+1; q) coincide. We take this series normalized
by assuming that P0(0, . . . ,0; q) = 1.(2). The power series in t1, . . . , tr+1 obtained by expanding
∑
l≥0Pl(t1, . . . , tr; q)tlr+1
is absolutely convergent for arbitrary t1, . . . , tr ∈ C, provided ∣tr+1∣ is sufficiently small, and for arbitrary tr+1 ∈ C,
provided all ∣t1∣, . . . , ∣tr ∣ are sufficiently small.(3). The polynomials Pl(t1, . . . , tr; q) are symmetric in the variables t1, . . . , tr, and they satisfy the functional equa-
tion
Pl(t1, t2, . . . , tr; q) = ⎧⎪⎪⎨⎪⎪⎩(qt
2
1)l/2Pl(1/qt1, t2, . . . , tr; q) if l is even(qt21)(l−1)/2Pl(1/qt1, t2, . . . , tr; q) if l is odd.
(4). The polynomials Qκ(tr+1; q) satisfy the functional equation
Qκ(tr+1; q) = ⎧⎪⎪⎨⎪⎪⎩(qt
2
r+1)∣κ∣/2Qκ(1/qtr+1; q) if ∣κ∣ is even(qt2r+1)(∣κ∣−1)/2Qκ(1/qtr+1; q) if ∣κ∣ is odd.
(5). If l is odd, Pl(t1, . . . , tr; q) = Pl(−t1, . . . ,−tr; q).
Defining
Ppi, l(s1, . . . , sr, χd0(pi)) = Pl(χd0(pi)∣pi∣−s1, . . . , χd0(pi)∣pi∣−sr ; ∣pi∣) if l ≥ 0 is even
Ppi, l(s1, . . . , sr) = Pl(∣pi∣−s1, . . . , ∣pi∣−sr ; ∣pi∣) if l is odd
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and
Qpi,κ(sr+1, χ̃M0(pi)) = Qκ(χ̃M0(pi)∣pi∣−sr+1 ; ∣pi∣) if ∣κ∣ ≥ 0 is even
Qpi,κ(sr+1) = Qκ(∣pi∣−sr+1 ; ∣pi∣) if ∣κ∣ is odd
one checks that, indeed, the identity (8) holds. Note that Pl(t1, . . . , tr; q) = 1 if l = 0,1, and hence A(s1, . . . , sr; 1) =
ζF(x)(s1)⋯ ζF(x)(sr), and A(s1, . . . , sr;d0) = L(s1, χd0)⋯L(sr, χd0) if d = d0 is monic and square-free; we also
have B(sr+1;m1, . . . ,mr) = L(sr+1, χ̃m1⋯mr) if the product m1⋯mr is monic and square-free. Accordingly, it
makes sense to denote the coefficients A(s1, . . . , sr;d) and B(sr+1;m1, . . . ,mr), for arbitrary monic polynomials
d,m1, . . . ,mr, byL(s1, χd)⋯L(sr, χd) andL(sr+1, χ̃m1⋯mr), respectively. We hope that our notation is not causing
any confusion, especially with a product of r imprimitive L-functions in case d is not a square-free polynomial.
It can be observed that the multiple Dirichlet series (8) can be expressed as a power series in q−si , i = 1, . . . , r + 1,
for s1, . . . , sr+1 with sufficiently large real parts. In what follows, we shall substitute ti = q−si for i = 1, . . . , r + 1,
set T = (t1, . . . , tr), and denote the power series of (8) by Z(T, tr+1; q). This function satisfies a group of functional
equations generated by the r + 1 involutions αi ∶ (T, tr+1) → (t1, . . . ,1/qti, . . . , tr,√q titr+1) for 1 ≤ i ≤ r, and
αr+1 ∶ (T, tr+1)→ (√q tr+1T,1/qtr+1). Indeed, from the definition of Z(T, tr+1; q) and (7), one finds that:
Z(T, tr+1; q) = 1√
q ti
(Z(αi(T, tr+1); q) −Z(αi(T,−tr+1); q)
2
)
− 1 − ti
ti(1 − qti)(Z(αi(T, tr+1); q) +Z(αi(T,−tr+1); q)2 )
(9)
for 1 ≤ i ≤ r, and
Z(T, tr+1; q) = 1√
q tr+1 (Z(αr+1(T, tr+1); q) −Z(αr+1(−T, tr+1); q)2 )
− 1 − tr+1
tr+1(1 − qtr+1)(Z(αr+1(T, tr+1); q) +Z(αr+1(−T, tr+1); q)2 )
(10)
where for the latter, we use in addition the quadratic reciprocity. The group of functional equations is isomorphic to
the Coxeter group Wr mentioned in the introduction. In particular, it is finite if r ≤ 3, and infinite if r ≥ 4. It is
straightforward to check that the functional equations (9) and (10) are equivalent to certain recurrence relations among
the coefficients of the power series Z(T, tr+1; q). Fortunately, when r ≤ 3, one can apply these recurrence relations as
in the proof of Theorem 3.7 in [18] to determine all the coefficients of Z(T, tr+1; q); we refer the reader to Appendix A
for an expression of Z(T, tr+1; q) as a rational function in each case. When r ≥ 4, we just remark for the moment that
additional information is required to completely characterize the power series Z(T, tr+1; q); the case r = 4 discussed
in [18] is still very special in many respects.
On the other hand, letting P (T, tr+1; q) denote the generating series in (1), the properties (3) and (4) satisfied by the
polynomials Pl and Qκ, respectively, translate into the functional equations:
P (T, tr+1; q) = 1√
q ti
(P (αi(T, tr+1); q) − P (αi(T,−tr+1); q)
2
)
− 1 − qti
qti(1 − ti)(P (αi(T, tr+1); q) + P (αi(T,−tr+1); q)2 )
for i = 1, . . . , r, and
P (T, tr+1; q) = 1√
q tr+1 (P (αr+1(T, tr+1); q) − P (αr+1(−T, tr+1); q)2 )
− 1 − qtr+1
qtr+1(1 − tr+1)(P (αr+1(T, tr+1); q) + P (αr+1(−T, tr+1); q)2 ).
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As in [26], we call P (T, tr+1; q), for q = ∣pi∣, the pi-part of Z(T, tr+1; q). We note that there is a slight difference, as
explained in [26, Remark 4.3], between this definition of the pi-part of our multiple Dirichlet series, and the generating
series of the p-part-coefficient H(pk1, . . . , pkr) in [13], [14], [15] and [27].
Just as forZ(T, tr+1; q), the power series P (T, tr+1; q) is also uniquely determined by its properties, when r ≤ 3. Then,
we must have that
P (T, tr+1; q) = Z(qT, qtr+1; 1/q) (for r ≤ 3) (11)
as the power series in the right-hand side satisfies the required properties. The reader might want to verify the relevant
facts about Z(qT, qtr+1; 1/q), when r ≤ 3, using the expression of Z(T, tr+1; q) given in Appendix A. Unfortunately,
when r ≥ 4 the properties (1) – (5) are insufficient to determine P (T, tr+1; q), the obvious reason being that in this
case there exist non-trivial power series in t1, . . . , tr+1 invariant under the group of functional equations. For example,
if r = 4 a power series in the variable t1⋯ t4t25 is, indeed, invariant under this group. Very shortly, we shall propose a
way to remedy this deficiency, but before doing so, let us conclude this section with the following remark.
Remark. As indicated in the introduction, every choice of the generating series (1) gives rise, as above (with just some
standard adjustments), to the corresponding number field version of (8). When r ≤ 3, thisWeyl groupmultiple Dirichlet
series is a Whittaker coefficient of a minimal parabolic Eisenstein series on the double cover of a split, semisimple,
simply-connected algebraic group. To investigate the possibility of extending this result, it is important (as previous
experience shows) to have the potential candidates for the generating series P (T, tr+1; q) (r ≥ 4) available beforehand.
3 The series Z(T, tr+1; q) and moments of character sums
To correct the deficiency indicated at the end of the previous section, we begin by imposing more stringent conditions
on the multiple Dirichlet series (8). It is interesting to note that our assumptions make no reference to the groupWr of
functional equations.
As in [24], we first require Z(s1, . . . , sr+1) to be of the form
Z(s1, . . . , sr+1) = ∑
m1,...,mr, d ∈F[x]
d=d0d21, d0 square-free
χ
d0
(mˆ1)⋯χd0(mˆr)∣m1∣s1⋯ ∣mr ∣sr ∣d∣sr+1 ⋅ a(m1, . . . ,mr, d) (12)
the sum taken over all (r + 1)-tuples of monic polynomials, with mˆi the part ofmi coprime to d0 for i = 1, . . . , r. The
coefficients a(m1, . . . ,mr, d) are assumed to be multiplicative, i.e.,
a(m1, . . . ,mr, d) = ∏
piki∥mi
pil∥d
a(pik1, . . . , pikr, pil) (13)
the product being taken over monic irreducibles pi ∈ F[x]. Now, express the series (12) as
Z(T, tr+1; q) = ∑
k1,...,kr, l≥0 λ(k1, . . . , kr, l; q) tk11 ⋯ tkrr tlr+1 (14)
where, as before, we substituted ti = q−si , for i = 1, . . . , r + 1, and set T = (t1, . . . , tr).We require a(pik1, . . . , pikr, pil)
and λ(k1, . . . , kr, l; q) be such that:
(i) Initial Conditions. The subseries
∑
k1,...,kr ≥0λ(k1, . . . , kr,0; q) tk11 ⋯ tkrr =
r∏
i=1
1
1 − qti
14
i.e., is a product of r zeta functions. In addition,
∑
k1,...,kr ≥0λ(k1, . . . , kr,1; q) tk11 ⋯ tkrr = ∑deg d=1
d−monic
L(s1, χd)⋯L(sr, χd) = q
and ∑
l≥0 λ(0, . . . ,0, l; q) tlr+1 = 11 − qtr+1 .
In particular, a(1, . . . ,1,1) = λ(0, . . . ,0,0; q) = 1.
(ii) Extension of (11). Fix nonnegative integers k1, . . . , kr, l. Then, for each odd prime p, there exists a finite number
of complex numbers cj and wj = paj+ ibj (aj , bj ∈ R) such that
λ(k1, . . . , kr, l;pn) =∑
j
cj(wnj +wnj ) (for all n ∈ Z)
all data in the right-hand side depending on k1, . . . , kr, l and p.Moreover,
a(pik1, . . . , pikr, pil) = ∣pi∣k1+⋯+kr+lλ(k1, . . . , kr, l; 1/∣pi∣)
for every monic irreducible pi ∈ F[x].
(iii) Dominance. For every (r+1)-tuple (k1, . . . , kr, l) ∈ Nr+1 with k1+⋯+kr+l ≥ 2, the coefficientλ(k1, . . . , kr, l; q)
represents the dominant half (as in the example below) of
λ(k1, . . . , kr, l; q) − qk1+⋯+kr+l+1λ(k1, . . . , kr, l; 1/q)
that is, min{aj} > (k1 +⋯ + kr + l + 1)/2.
Example. When r = 10, k1 = ⋯ = kr = 1, l = 3, and q is an odd prime, it turns out (see Section 5) that
λ(1, . . . ,1,3; q) − q14λ(1, . . . ,1,3; 1/q) = 42q8 − 42q6 − q2τ(q) + qτ(q)
where τ(q) is Ramanujan’s tau function; we recall, see [32], that τ(q) = αq + αq with ∣αq ∣ = q11/2. By (iii), it follows
that λ(1, . . . ,1,3; q) = 42q8 − q2τ(q). (Here we set τ(1/q) = q−11τ(q).)
To obtain concrete information about the coefficients of the multiple Dirichlet series (12), fix k1, . . . , kr, l ∈ N. Com-
paring the coefficients (k1, . . . , kr, l) of (12) and (14), we see that
λ(k1, . . . , kr, l; q) = ∑ χd0(mˆ1)⋯χd0(mˆr)a(m1, . . . ,mr, d) (15)
with the sum over all monic polynomials m1, . . . ,mr, d of degrees k1, . . . , kr, l, respectively. By (13) and (ii), the
dependence of the coefficients a(m1, . . . ,mr, d) on monic irreducible polynomials pi is only upon their degrees µpi,
and the exact powers ν1,pi, . . . , νr,pi, νpi to which pi is dividingm1, . . . ,mr, d. This simple observation will be used to
express the right-hand side of (15) in terms of classical moments of (projective) character sums defined for partitions
µ = (µ1 ≥ ⋯ ≥ µn ≥ 1) and γ = (1γ1, . . . ,mγm) by
Mµ,γ(q) = ∑
d0 ∈P(µ)
m∏
j=1
⎛⎝− 1 + (−1)deg d02 − ∑θ ∈Fj χj(d0(θ))⎞⎠
γ
j
.
Here the sum is over the subset P(µ) ⊂ F[x] of all monic square-free polynomials d0 having factorization type (over
F) into irreducibles d0 =∏ni=1 pii with degpii = µi ; for j ≥ 1, we put Fj = Fqj , and χj ∶= χ ○NFj /F is the non-trivial real
character of F×j , extended to Fj by setting χj(0) ∶= 0. The connection to moments of character sums will play a major
role in this work. It will become apparent that the conditions (i) – (iii) together with the identity (15) allow a recursive
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computation of the coefficients λ(k1, . . . , kr, l; q), provided certain precise information about the momentsMµ,γ(q)
could be obtained.
We begin by first summing over allm1, . . . ,mr, d with prescribed factorizations into irreducibles by giving a partition
µ = (µ1 ≥ ⋯ ≥ µn ≥ 1) together with a collection of (r + 1)-tuples (ν1j , . . . , νrj , νj) ∈ Nr+1, with 1 ≤ j ≤ n, such that
n∑
j=1 νijµj = ki and n∑j=1 νjµj = l (for i = 1, . . . , r). (16)
To µ and N ∶= (ν1j , . . . , νrj , νj)1≤j≤n as above, we associate the coefficients
λµ(N ; q) ∶= n∏
j=1 qµj(ν1j+⋯+νrj+νj)λ(ν1j , . . . , νrj , νj ; 1/qµj) (17)
and certain character sums Sµ,N defined as follows. Split the set of indices 1 ≤ j ≤ n into two parts J0 and J1 according
as νj is odd or even. Let ν ∶= (ν1, . . . , νn), and let Pν(µ) ⊂ F[x] denote the set of all monic square-free polynomials
d0 having factorization type into irreducibles,∏j∈J0 pij with degpij = µj .With this notation, we define
Sµ,N ∶= Cµ,ν ⋅ ∑
d0 ∈Pν(µ) ∑∗(θj)j∈J1 ∏j ∈J1 χµj(d0(θj))ν1j+⋯+νrj
where∑∗ indicates that we are summing over all tuples (θj)j∈J1 such that F(θj) = Fµj for every j ∈ J1, and σ(θj) ≠ θj′
for all σ ∈ Gal(F/F), and all j ≠ j′. The normalizing constant is given by
Cµ,ν = m∏
i=1
1
ni!µ
ni
j
i
where µj
1
, . . . , µjm are the distinct components of (µj)j∈J1 , and ni, for i = 1, . . . ,m, is the multiplicity of µji in J1,
i.e., the cardinality of the set J(i)1 = {j ∈ J1 ∶ µj = µji }.
Recalling that χ
d0
(pi) = χj(d0(θ)) (see [79]) for monic d0, pi ∈ F[x], with d0 square-free and pi irreducible of degree
j, and θ ∈ F any root of pi, we see that the identity (15) can be presented in the equivalent form
λ(κ, l; q) = ∑λµ(N ; q)Sµ,N ((κ, l) ∶= (k1, . . . , kr, l)) (18)
with the sum over all pairs (µ,N ) satisfying (16) and the following simple condition: for all j ∈ J0 and j′ ∈ J1 such
that µj = µj′ , we shall always assume that j < j′.
From the initial conditions (i), we compute
λ(k1, . . . , kr,0; q) = qk1+⋯+kr (19)
for all k1, . . . , kr ∈ N, and
λ(k1, . . . , kr,1; q) = ⎧⎪⎪⎨⎪⎪⎩q if k1 = ⋯ = kr = 00 otherwise. (20)
Thus, it suffices to focus our investigation on the coefficients λ(κ, l; q) with l ≥ 2.
The following proposition computes the part of the sum in (18) corresponding to coefficients λµ(N ; q) containing a
factor λ(κ′, l′; 1/q) with l′ = l.
Proposition 3.1. — For κ = (k1, . . . , kr) ∈ Nr and l ≥ 2, let a(κ, l; q) denote the part of the sum in (18) over all pairs(µ,N ) for which λµ(N ; q) does not contain a factor of the form λ(κ′, l; 1/q). Then,
λ(κ, l; q) − a(κ, l; q) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
q∣κ∣+l+1λ(κ, l; 1/q) if l is odd∑
κ′ ≤κ q∣κ∣+l−r(κ−κ
′)+1 (q − 1)r(κ−κ′)λ(κ′, l; 1/q) if l is even
where ∣κ∣ = k1 +⋯ + kr, and r(κ − κ′) is the number of non-zero components of κ − κ′.
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Proof. Let λµ(N ; q) be a coefficient containing a factor of the form λ(κ′, l; 1/q). Since
λµ(N ; q) = n∏
j=1 qµj(ν1j+⋯+νrj+νj)λ(ν1j , . . . , νrj , νj ; 1/qµj) with n∑j=1 νjµj = l
it follows that νj
0
= l and µj
0
= 1 for some 1 ≤ j0 ≤ n, and νj = 0 for j ≠ j0 . By (19), we see that λµ(N ; q) =
q∣κ′∣+lλ(κ′, l; 1/q). The contribution of the part in (18) attached to this coefficient comes then from (r + 1)-tuples of
monic polynomials
((x − θ)k′1m1, . . . , (x − θ)k′rmr, (x − θ)l) (with θ ∈ F andmi(θ) ≠ 0 for i = 1, . . . , r)
and is obtained immediately from the coefficient κ − κ′ = (k1 − k′1, . . . , kr − k′r) of
∑
θ ∈F ∑m1,...,mr χx−θ(m1)⋯χx−θ(mr)∣m1∣s1⋯ ∣mr ∣sr = ∑θ ∈F
r∏
i=1L(si, χx−θ) = q (for l odd)
and
q ⋅ r∏
i=1
1 − q−si
1 − q1−si (for l even).
The coefficient (k1 − k′1, . . . , kr − k′r) of the last product is q∣κ∣+l−r(κ−κ′)+1(q − 1)r(κ−κ′).
The proposition now follows by summing over all κ′ ≤ κ.
Remark. One can use a similar argument as in the proof of Proposition 3.1 to obtain the part of the sum in a(κ, l; q)
corresponding to an arbitrary coefficient λµ(N ; q). Indeed, recall that to a given pair (µ,N ), we associated a set of
polynomials Pν(µ), and we split the set of indices 1 ≤ j ≤ n into two parts J0 and J1. By (17) and (19), we have
λµ(N ; q) = ∏
j ∉J01 q
µj(ν1j+⋯+νrj+νj)λ(ν1j , . . . , νrj , νj ; 1/qµj)
where J01 ∶= {j ∈ J1 ∶ νj = 0}. Set µ0 ∶= (µj)j∈{1,...,n}/J01 and N0 ∶= (ν1j , . . . , νrj , νj)j∈{1,...,n}/J01 , i.e., (µ0 ,N0) is
the pair obtained by removing the components of µ and N corresponding to all elements in J01 . For convenience, let
us refer to (µ0 ,N0) as a primitive pair, and to (µ,N ) as a pair derived from (µ0 ,N0). Since λµ(N ; q) = λµ0(N0; q),
we can express the identity (18) as
λ(κ, l; q) = ∑(µ
0
,N0)−primitiveλµ0(N0; q) ∑(µ,N )−derived from (µ0 , N0)Sµ,N . (21)
To achieve our goal, consider µ0 = (µ1, . . . , µn0 ) andN0 = (ν1j , . . . , νrj , νj)1≤j≤n0 giving a primitive pair (µ0 , N0).
Let ν0 = (ν1, . . . , νn0 ), and let J0 and J1 be, as before, the sets of indices 1 ≤ j ≤ n0 associated to ν0 . If κ′ =(k′1, . . . , k′r), with k′i = ∑1≤j≤n0 νijµj for i = 1, . . . , r, we see that the inner sum in (21) (corresponding to (µ0 , N0))
is
Cµ
0
, ν
0
⋅ ∑
d0 ∈Pν
0
(µ
0
) ∑∗(θj)j∈J1
⎛⎝ ∏j ∈J1 χµj(d0(θj))ν1j+⋯+νrj⎞⎠ b(θj)d0 (κ − κ′). (22)
Here,
b
(θj)
d0
(κ − κ′) = Coefficient(k1−k′1,...,kr−k′r)⎡⎢⎢⎢⎢⎣
r∏
i=1 (1 − qti)−1 ∏j ∈J1(1 − tµji )
⎤⎥⎥⎥⎥⎦ (if d0 = 1). (23)
When d0 is non-constant,
b
(θj)
d0
(κ − κ′) = Coefficient(k1−k′1,...,kr−k′r)⎡⎢⎢⎢⎢⎣
r∏
i=1 (1 − ti)d0PCd0(ti) ∏j ∈J1(1 − χµj(d0(θj)) tµji )
⎤⎥⎥⎥⎥⎦ (24)
where PCd0(t) denotes, as in Section 2, the numerator of the zeta function ZCd0(t), and d0 = 0 or 1 according as deg d0
is odd or even. As deg d0 ≡ l (mod 2), the exponent d0 = l depends, in fact, only on the parity of l.
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Example. Let us take l = 2. By Proposition 3.1, we know that
λ(κ,2; q) = a(κ,2; q) + ∑
κ′ ≤κ q
∣κ∣−r(κ−κ′)+3(q − 1)r(κ−κ′)λ(κ′,2; 1/q). (25)
Note that every coefficient λµ(N ; q) appearing in a(κ,2; q) is either 0 or 1; the product (17) involves only coeffi-
cients λ(ν1j , . . . , νrj , νj ; 1/qµj) with νj ∈ {0,1}, from which, by (19) and (20), one deduces that λµ(N ; q) ∈ {0,1}.
Moreover, the above remark implies that
a(κ,2; q) = ∑
deg d0=2
d0 monic and square-free
bd0(κ)
where bd0(κ) is the coefficient (k1, . . . , kr) of the product
r∏
i=1 (1 − ti)PCd0(ti) = r∏i=1 (1 − ti).
Hence,
a(κ,2; q) = ⎧⎪⎪⎨⎪⎪⎩(−1)
∣κ∣ q(q − 1) if ki = 0 or 1 for all i = 1, . . . , r
0 otherwise.
The identity (25) allows a recursive computation of the coefficients λ(κ,2; q). To see this, it is convenient to simplify
notation by setting λ2(r; q) ∶= λ(1, . . . ,1,2; q). Since λ(κ,2; q) = λ2(j; q) when κ = (k1, . . . , kr) with ki = 0 or 1 for
all i = 1, . . . , r, and ∣κ∣ = j, we deduce that
λ2(r; q) − qr+3λ2(r; 1/q) = (−1)rq(q − 1) + r−1∑
j=0 (rj) qj+3(q − 1)r−jλ2(j; 1/q).
To put things in perspective, one should think of the quantity (−1)rq(q −1), representing a(κ,2; q) for κ = (1, . . . ,1),
as obtained from the simple identity
∑
deg d0=2
d0 monic and square-free
(∑
θ ∈F χ(d0(θ)))
r = (−1)rq(q − 1) (for r ∈ N). (26)
For example, take r = 6. By the method we are just describing, one finds inductively that:
λ2(0; q) = q2 λ2(1; q) = 0 λ2(2; q) = q3 λ2(3; q) = q4 λ2(4; q) = 2q4 + q5 λ2(5; q) = 5q5 + q6.
(An alternative way of finding these coefficients, but only when r ≤ 3, comes by expressing the rational function
Z(T, t4; q) into a power series.) Replacing q by 1/q in these values of λ2(j; q) (0 ≤ j ≤ 5), we obtain:
λ2(6; q) − q9λ2(6; 1/q) = q7 + 9q6 + 5q5 − 5q4 − 9q3 − q2.
By condition (iii), we identify λ2(6; q) with the dominant half of the right-hand side, obtaining
λ2(6; q) = q7 + 9q6 + 5q5.
In Appendix C we shall see that
λ2(r; q) = [ r2 ]∑
j=1
1(r − j + 1)(r − j) r!j!(j − 1)!(r − 2j)! qr+2−j (for r ≥ 1)
where [x] denotes the integer part of a real number x.
18
Presumably, all coefficients λ(κ, l; q) can be determined by a similar procedure using an induction over l and r, should
one be able to get some information about the moment-sumsMµ,γ(q) defined in this section. More precisely, we need
a different expression forMµ,γ(q) playing the same role as (26) did in the above example. To gain more insight into the
general problem, consider a coefficient λ(κ, l; q) with l ≥ 3. For simplicity, let us assume that l is odd. By Proposition
3.1, we have
λ(κ, l; q) − q∣κ∣+l+1λ(κ, l; 1/q) = a(κ, l; q).
The right-hand side involves only coefficients λ(κ, l′; q) with l′ < l (which are supposed to be known by the induction
hypothesis), and hence, a(κ, l; q) is an explicit combination of moments of character sums. Moreover, the left-hand
side of the identity suggests that a(κ, l; q) should satisfy the functional equation
a(κ, l; q) = − q∣κ∣+l+1a(κ, l; 1/q).
Accordingly, one needs to find an alternative expression of a(κ, l; q), allowing to identify (by condition (iii)) the two
parts corresponding to λ(κ, l; q) and −q∣κ∣+l+1λ(κ, l; 1/q). This will be completely clarified in Sections 7 and 8.
4 The generating series of a(κ, l; q)
For l ∈ N and algebraically independent variables t1, . . . , tr, consider the generating series
Λl(T, q) = ∑
κ ∈Nr λ(κ, l; q)Tκ and Al(T, q) = ∑κ ∈Nr a(κ, l; q)Tκ
where we set Tκ ∶= tk11 ⋯ tkrr . By Proposition 3.1, Λl(T, q) should satisfy:
Λl(T, q) = Al(T, q) + ql+1E(q T )l
E(T )l Λl(q T,1/q) (for l ≥ 2) (27)
where
E(T ) = r∏
i=1 (1 − ti)−1
and l= 0 or 1 according as l is odd or even. The product E(T ) should be interpreted as the gamma factor of Λl(T, q)
when l is even. The identity (27) implies that Al(T, q) should satisfy the functional equation
E(T )lAl(T, q) = − ql+1E(q T )lAl(q T,1/q). (28)
Note that Λl(T, q) is just what ∑
deg d=l
d−monic
L(s1, χd)⋯L(sr, χd)
(with q−si replaced by ti for i = 1, . . . , r) should be.
To gain a better understanding of what these generating functions should be, fix a partition µ = (µ1 ≥ ⋯ ≥ µn ≥ 1) and
an n-tuple of positive integers ν = (ν1, . . . , νn) such that
n∑
j=1νjµj = l.
We shall assume throughout the section that l ≥ 2. Let Aµ,ν(T, q) denote the generating series whose κ-th coefficient
is the part of the sum in (21) corresponding to all primitive pairs (µ0 ,N0) for which µ0 = µ and ν0 = ν. For instance,
if µ = (1) and ν = (l) we have
Aµ,ν(T, q) = ql+1E(q T )l
E(T )l Λl(q T,1/q).
19
Note that
Al(T, q) + ql+1E(q T )l
E(T )l Λl(q T,1/q) = ∑(µ,ν)Aµ,ν(T, q). (29)
This reduces the study of Al(T, q) to the study of the generating series Aµ,ν(T, q), for arbitrary µ and ν.
The following special case is an immediate consequence of (21), (22) and (23).
Proposition 4.1. — Let µj
1
, . . . , µjm be the distinct components of µ, each µji occurring with multiplicity ni. If all
components νj , j = 1, . . . , n, of ν are even, then
Aµ,ν(T, q) = ql m∏
i=1
(Irrq(µj
i
))!
ni! (Irrq(µj
i
) − ni)! ⋅E(q T ) n∏j=1 Λνj(q
µjTµj,1/qµj)
E(Tµj)
where Irrq(µj
i
) denotes the number of irreducible polynomials of degree µj
i
over F.
For general µ and ν, split, as before, the set of indices 1 ≤ j ≤ n into two parts J0 and J1 according as νj is odd or even.
For all j ∈ J0 and j′ ∈ J1 such that µj = µj′ , we shall assume that j < j′. For ε = (εj)j∈J1 with εj ∈ {1,2}, let
Λεµ,ν(T, q) = ql ∏
j ∈J0 Λνj(qµjTµj,1/qµj) ⋅ ∏j ∈J1 Λνj(q
µjTµj,1/qµj) + (−1)εjΛνj(−qµjTµj,1/qµj)
2
and
Uεµ,ν(T, q) = Cµ,νE(T )l ∑d0 ∈Pν(µ) ∑∗(θj) ⎛⎝∏j ∈J1 χµj(d0(θj))εj ⋅
r∏
i=1PCd0(ti) ∏j ∈J1(1 − χµj(d0(θj)) tµji )⎞⎠ .
Here Cµ,ν is the normalizing constant defined in the previous section. By (21), (22) and (24), it is not hard to see that
the contribution to Al(T, q) corresponding to (µ, ν) is
Aµ,ν(T, q) = ∑
ε
Uεµ,ν(T, q)Λεµ,ν(T, q)
the sum being taken over all ε as above.
To allow more flexibility in these expressions, introduce a sum in Uεµ,ν(T, q) over all tuples δ = (δj)j∈J1 with δj ∈{−1,1}, and sum over d0 ∈ Pν(µ) and (θj)j∈J1 such that χµj(d0(θj)) = δj . Note that for every d0 ∈ Pν(µ) and δ, the
number Nµ,ν(d0, δ) of such tuples (θj)j∈J1 can be expressed as
Nµ,ν(d0, δ) = ∑∗(θj)
d0(θj)≠0
⎛⎝∏j ∈J1 δjχµj(d0(θj)) + 12 ⎞⎠ = 12∣J1 ∣ ∑S⊆J1 δSbSµ(d0)
with
δS ∶= ∏
j ∈S δj and b
S
µ(d0) ∶= ∑∗(θj)j∈J1
d0(θj)≠0
⎛⎝∏j ∈Sχµj(d0(θj))⎞⎠ .
Moreover, for every δ = (δj)j∈J1 , we have
∑
ε
⎛⎝∏j ∈J1 δεjj ⎞⎠Λεµ,ν(T, q) = ql ∏j ∈J0 Λνj(qµjTµj,1/qµj) ⋅ ∏j ∈J1 Λνj(δjqµjTµj,1/qµj).
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From these two observations it follows that
Aµ,ν(T, q) = Cµ,ν
E(T )l ∑δ ⎛⎝ ∑d0 ∈Pν(µ)Nµ,ν(d0, δ)
r∏
i=1PCd0(ti)⎞⎠ ⋅Λδ,µ,ν(T, q) (30)
with
Λδ,µ,ν(T, q) ∶= ql ∏
j ∈J0 Λνj(qµjTµj,1/qµj) ⋅ ∏j ∈J1 Λνj(δjq
µjTµj,1/qµj)
E(δjTµj) . (31)
Our next objective is to obtain an explicit expression for the character sum bSµ(d0) in Nµ,ν(d0, δ) in terms of the
coefficients of the characteristic polynomial PCd0(t). For this purpose, let us first fix some notation.
For every ω ≥ 1, let F′ω denote the set of all elements in Fω = Fqω of degree ω over F. For s, t ≥ 0 with s + t ≥ 1, and a
monic square-free polynomial d0 over F, we set
b(s,t)ω (d0) ∶= ∑∗(θ1,...,θs+t) ⎛⎝
s∏
j=1χω(d0(θj)) ⋅ s+t∏j=s+1χω(d0(θj))2⎞⎠
where, as before, the sum is over all tuples (θj)s+tj=1 with θj ∈ F′ω for every 1 ≤ j ≤ s + t, and σ(θj) ≠ θj′ for all
σ ∈ Gal(F/F), and all j ≠ j′. Finally, let
a∗ω(d0) = ∑
θ ∈F′ω χω(d0(θ)) and cω(d0) = ∑θ ∈F′ω χω(d0(θ))2.
Note that cω(d0) is constant on Pν(µ).
Now write bSµ(d0) in Nµ,ν(d0, δ) as
bSµ(d0) = ∑∗(θj)j∈J1
⎛⎝∏j ∈Sχµj(d0(θj)) ⋅ ∏j ∈S′ χµj(d0(θj))2⎞⎠
where S′ denotes the complement of the subset S in J1. Let µj
1
, . . . , µjm be, as before, the distinct components of(µj)j∈J1 , and for i = 1, . . . ,m, set J(i)1 ∶= {j ∈ J1 ∶ µj = µji }.With this notation, we can further write
bSµ(d0) = m∏
i=1 ∑∗(θj)
j∈J(i)
1
⎛⎜⎝ ∏j ∈S∩J(i)1 χµji(d0(θj)) ⋅ ∏j ∈S′∩J(i)1 χµji(d0(θj))2
⎞⎟⎠ =
m∏
i=1 b
(s
i
, t
i
)
µj
i
(d0)
where si = ∣S ∩J(i)1 ∣ and ti = ∣S′ ∩J(i)1 ∣ (so that ∣J(i)1 ∣ = si + ti ) for i = 1, . . . ,m.Moreover, it is easy to see that
b(s,t)ω (d0) = b(s,0)ω (d0) ⋅ t−1∏
j=0(cω(d0) − ωs − ωj) (if t ≥ 1)
and hence, we can restrict ourselves to the character sums
bsω(d0) = b(s,0)ω (d0) = ∑∗(θ1,...,θs)⎛⎝
s∏
j=1χω(d0(θj))⎞⎠ .
The following lemma expresses bsω(d0) in terms of a∗ω(d0) and cω(d0).
Lemma 4.2. — For ω, s ≥ 1, and d0 a monic square-free polynomial over F, we have
bsω(d0) = s!∑ (−ω)s−∣i∣z(i) ⋅ a∗ω(d0)∣iodd∣cω(d0)∣ieven∣
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where the sum is over all s-tuples i = (i1, . . . , is) of nonnegative integers with i1 + 2i2 + ⋯ + sis = s, z(i) = i1!1i1 ⋅
i2!2
i2⋯ is!sis, and ∣i∣ = ∣iodd∣ + ∣ieven∣; here ∣iodd∣ = i1 + i3 +⋯ (respectively ∣ieven∣ = i2 + i4 +⋯) is the sum of the odd
(respectively even) components of i. Equivalently, we have the identity:
1 + ∑
s≥1
bsω(d0)
s!
Xs = (1 + ωX) cω(d0)+a∗ω(d0)2ω (1 − ωX) cω(d0)−a∗ω(d0)2ω .
Proof. Consider the j-th elementary symmetric and power sum polynomials in k variables,
ej(x1, . . . , xk) = ∑
1≤i1<⋯<ij≤kxi1⋯xij and pj(x1, . . . , xk) = xj1 +⋯ + xjk
respectively. For i = (i1, . . . , is) an s-tuple of nonnegative integers with i1 + 2i2 +⋯ + sis = s, set p(i) ∶= pi11 pi22 ⋯piss .
By [46, Appendix A, §A.1., Exercise A.32∗ (vi)], we have the identity
es = ∑ (−1)∣i∣−s
z(i) ⋅ p(i) (32)
where the sum is over all i = (i1, . . . , is) as above, ∣i∣ = i1 + i2 +⋯ + is, and z(i) is the product in the statement of this
lemma. This identity is encoded in the well-known identity of formal power series:
1 + k∑
s=1 (−1)sests = exp⎛⎝ − ∑j ≥1 pj t
j
j
⎞⎠. (33)
We apply (32) and (33) in our context as follows. Let OGalω = {O1, . . . ,Okω} denote the set of Galois orbits in F′ω , and
set χω(d0(O)) ∶= χω(d0(θ)) for O ∈ OGalω and θ ∈ O. Clearly the value of χω(d0(O)) is independent of the choice
of θ ∈ O. Since
1
s!
1
ωs
bsω(d0) = ∑
1≤i1<⋯<is≤kω χω(d0(Oi1))⋯χω(d0(Ois)) = es(χω(d0(O1)), . . . , χω(d0(Okω)))
as it can be easily checked, the lemma follows by applying (32) and (33).
Using this lemma, we can write
Nµ,ν(d0, δ) = 1
2
∣J1 ∣ ∑
S⊆J1 δS ⋅
m∏
i=1 b
s
i
µji
(d0) ⋅ ti−1∏
j=0 (cµji(d0) − µjisi − µjij) (34)
with
δS = ∏
j ∈S δj and b
s
i
µji
(d0) = (si)!∑ (−µji)si− ∣i∣
z(i) ⋅ a∗µji(d0)∣iodd∣cµji(d0)∣ieven∣.
The sum in the expression of bsiµji(d0) is over all si -tuples i = (ι1 , . . . , ιsi ) of nonnegative integers with ι1 + 2ι2 +⋯ +
siιsi = si .
The following proposition gives a simpler expression for Nµ,ν(d0, δ).
Proposition 4.3. — For i = 1, . . . ,m, let ni denote the cardinality of the set J(i)1 . If δ = (δj)j∈J1 with δj ∈ {−1,1} and
d0 ∈ Pν(µ), we have
Nµ,ν(d0, δ) = m∏
i=1
( cµji(d0)+a∗µji(d0)
2µji
)! ( cµji(d0)−a∗µji(d0)
2µji
)!µniji( cµji(d0)+a∗µji(d0)
2µji
− n+
δ(i))! ( cµji(d0)−a∗µji(d0)2µji − n−δ(i))!
where δ(i) = (δj)j∈J(i)1 , and n±δ(i) = (ni ± ∣δ(i)∣)/2.
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Proof. We observe from (34) that Nµ,ν(d0, δ) factors as
Nµ,ν(d0, δ) = m∏
i=1N (i)µ,ν(d0, δ(i))
where
N (i)µ,ν(d0, δ(i)) = 12ni ni∑s
i
=0 b
(s
i
, n
i
−s
i
)
µji
(d0) ⋅ ∑
Si⊆J(i)1∣Si∣= si
δSi .
The inner sum is
es
i
(δ(i)) = Coefficienttsi(1 + t)(ni+∣δ(i)∣)/2 (1 − t)(ni−∣δ(i)∣)/2
and hence,
N (i)µ,ν(d0, δ(i)) = 12ni ni∑s
i
=0 b
(s
i
, n
i
−s
i
)
µji
(d0) ⋅ si∑
h=0 (−1)si−h((ni + ∣δ
(i)∣)/2
h
)((ni − ∣δ(i)∣)/2
si− h ).
On the other hand, by the second identity in the lemma, we deduce easily that the generating polynomial Fω(X,Y ) =
Fω,a∗ω(d0),cω(d0)(X,Y ) of b(s, t)ω (d0)/(s!t!) is
Fω(X,Y ) = ∑
s,t≥0 b(s, t)ω (d0)Xss! Y tt! = (1 + ωX + ωY )cω(d0)+a
∗
ω(d0)
2ω (1 − ωX + ωY )cω(d0)−a∗ω(d0)2ω .
One verifies that
N (i)µ,ν(d0, δ(i)) = Coefficient
X
n+
δ(i) [(n+δ(i))!2ni ( ∂∂Y − ∂∂X )n
−
δ(i)
Fµji(X,Y )∣
X=Y ].
It is also easy to see that for a power series in two variables F (X,Y ) = ∑s,t≥0 bs,tXss! Y tt! , we have the formal series
identity ∑
n≥0 [( ∂∂Y − ∂∂X )
n
F (X,Y )∣
X=Y =V ]U
n
n!
= F (V −U,V +U).
From these simple observations, it follows (as stated in the proposition) that for d0 ∈ Pν(µ) and δ = (δj)j∈J1 with
δj ∈ {−1,1}, we have
Nµ,ν(d0, δ) = m∏
i=1
( cµji(d0)+a∗µji(d0)
2µji
)! ( cµji(d0)−a∗µji(d0)
2µji
)!µniji( cµji(d0)+a∗µji(d0)
2µji
− n+
δ(i))! ( cµji(d0)−a∗µji(d0)2µji − n−δ(i))! .
Now, for a hyperelliptic curve Cd0 of genus g corresponding to a monic square-free polynomial d0 ∈ F[x] of degree
2g + 1 or 2g + 2, and a prime ` different from the characteristic p of F, we recall that
PCd0(t) = det(I − F ∗t ∣H1ét(C¯d0 ,Q`))
where C¯d0 is obtained from Cd0 by extending the scalars from F to F, and F ∗ is the endomorphism of the `-adic étale
cohomology induced by the Frobenius morphism F ∶ C¯d0 → C¯d0 . Let α1(Cd0), . . . , α2g(Cd0) denote the eigenvalues
of F ∗, ordered in such a way that αk(Cd0)αk+g(Cd0) = q, and for every positive integer j, put
aj(Cd0) ∶= − 1 + (−1)deg d02 − ∑θ ∈Fj χj(d0(θ)) = Tr(F ∗j ∣H1ét(C¯d0 ,Q`)). (35)
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Writing PCd0(t) as
PCd0(t) = 1 + 2g∑
k=1(−1)kλk(Cd0)tk
it follows from (32) that
λk(Cd0) = ek(α1(Cd0), . . . , α2g(Cd0)) =∑ (−1)∣ik ∣−kz(ik) ⋅ a(ik)(Cd0)
the sum being over all k-tuples ik = (i1, . . . , ik) of nonnegative integers such that i1 + ⋯ + kik = k. Here we set
a(ik)(Cd0) ∶= a1(Cd0)i1⋯ak(Cd0)ik (with the understanding that aj(Cd0)ij = 1 if ij = 0 for some j).
One can easily express a∗ω(d0) (ω ≥ 1) in terms of the classical character sums (35) and the elementary quantities
cω/2u(d0), with u = 1,2, . . . , as follows. We can write
ak(Cd0) = − 1 + (−1)deg d02 − ∑ω∣k ∑θ ∈F′ω χk(d0(θ)) (for k ≥ 1).
Recalling that for θ ∈ Fω, we have χk(d0(θ)) = χω(d0(θ)) or χω(d0(θ))2 according as k/ω is odd or even, we can
rewrite the above equality as
− 1 + (−1)deg d0
2
− ak(Cd0) = ∑
k/ω−odda
∗
ω(d0) + ∑
k/ω−even cω(d0).
By setting ρω = 1 or 0 according as ω is a power of two or not, and d0 ∶= (1 + (−1)deg d0)/2, it follows using the
Möbius inversion that
a∗ω(d0) = −ρωd0 − ∑
k∣ω
ω/k−odd
µ(ω/k)ak(Cd0) − a∑
u=1 cω/2u(d0) (for 2a ∥ ω).
Note that we can express PCd0(t) as
PCd0(t) = (1 − t)−d0 ⋅ ∞∏
m=1(1 − tm)− cm(d0)+a
∗
m(d0)
2m (1 + tm)− cm(d0)−a∗m(d0)2m . (36)
5 The coefficients λ(κ, l; q) for l = 3,4
To determine the coefficients λ(κ,3; q), we follow the strategy outlined at the end of Section 3. By Proposition
3.1,
λ(κ,3; q) − q∣κ∣+4λ(κ,3; 1/q) = a(κ,3; q)
with a(κ,3; q) computed using Remark 2 in Section 3. Explicitly,
a(κ,3; q) = ∑
deg d0=3
d0−monic & square-free
bd0(κ) + ∑
κ′ ≤κ
⎛⎜⎜⎝ ∑deg d0=1
d0−monic
∑
θ ∈Fχ(d0(θ))∣κ′∣ b(θ)d0 (κ − κ′)
⎞⎟⎟⎠ ⋅ q∣κ
′∣+2λ(κ′,2; 1/q)
where bd0(κ) is the coefficient (k1, . . . , kr) of
r∏
i=1PCd0(ti) = r∏i=1(1 − a(Cd0)ti + qt2i )
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and
b
(θ)
d0
(κ − κ′) = ⎧⎪⎪⎨⎪⎪⎩(−χ(d0(θ)))
∣κ−κ′∣ if ki − k′i = 0 or 1 for all i = 1, . . . , r
0 otherwise.
For every κ′ = (k′1, . . . , k′r) ∈ Nr whose components satisfy ki − k′i = 0 or 1 for all i = 1, . . . , r, we have
∑
deg d0=1
d0−monic
∑
θ ∈Fχ(d0(θ))∣κ′∣ b(θ)d0 (κ − κ′) =
⎧⎪⎪⎨⎪⎪⎩(−1)
∣κ−κ′∣ q(q − 1) if ∣κ∣ is even
0 if ∣κ∣ is odd.
It follows that the triple sum in the expression of a(κ,3; q) is
q(q − 1) ⋅ ∑
κ′ ≤κ
ki−k′i=0,1
(−1)∣κ−κ′∣ q∣κ′∣+2λ(κ′,2; 1/q)
or zero according as ∣κ∣ is even or odd.
To deal with the remaining part of a(κ,3; q), let
M3(r; q) ∶= ∑
deg d0=3
d0−monic & square-free
a(Cd0)r = ∑
deg d0=3
d0−monic & square-free
(−∑
θ ∈F χ(d0(θ)))
r
.
Notice that a simple substitution θ → θ0θ, with χ(θ0) = −1, implies immediately that M3(r; q) = 0 for r odd. We
normalizeM3(r; q) by settingM∗3(r; q) ∶= (q(q − 1))−1M3(r; q). Using the Eichler-Selberg trace formula [81] (see
also [65, Appendix by D. Zagier, pp. 44–54]), Birch [11] and Ihara [58] proved4 independently the following beautiful
theorem:
Theorem (Birch-Ihara). — If F = Fq is a finite field of odd characteristic p, then
k−1∑
r=0 (k + r − 12r )(−q)k−1−rM∗3(2r; q) = −T2k(q) − 1 (for k ≥ 1)
with T2k(q) = Tr(Tq ∣S2k) if q = p, and T2k(q) = Tr(Tq ∣S2k) − p2k−1Tr(Tq/p2 ∣S2k) if q ≠ p, where Tr(Tn ∣S2k) is
the trace of the Hecke operator Tn acting on the space of elliptic cusp forms of weight 2k on the full modular group.
Equivalently, for r ≥ 0 we have the identity:
M∗3(2r; q) = (2r)!r!(r + 1)!qr+1 − r∑k=1(2k + 1) (2r)! q
r−k(r − k)!(r + k + 1)!(T2k+2(q) + 1).
The above result is the main ingredient in the determination of the coefficients λ(κ,3; q) which is given in the follow-
ing
Theorem 5.1. — For κ = (k1, . . . , kr) ∈ Nr, let r1 = r1(κ) and r2 = r2(κ) denote the number of components of κ
equal to 1 and 2, respectively. If r1 + 2r2 = ∣κ∣, and r1 = 2R is even, then
λ(κ,3; q) = (2R)!
R!(R + 1)!qR+r2+3 − R∑j=1 (2j + 1) (2R)! q
R+r2−j+2(R − j)!(R + j + 1)! T2j+2(q).
Otherwise, the coefficients λ(κ,3; q) all vanish.
4Strictly speaking, in [11] this is proved, for simplicity, in the case when q is an odd prime, and it is implicit, for an arbitrary finite field of odd
characteristic, in [58].
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Proof. From the above considerations and the discussion in Appendix C, it is easy to see that a(κ,3; q) = 0, unless r1
is even, and r1 + 2r2 = ∣κ∣.Moreover,
(q(q − 1))−1a(κ,3; q) = qr2M∗3(r1; q) + ∑
κ′ ≤κ
ki−k′i=0,1
(−1)∣κ−κ′∣ q∣κ′∣+2λ(κ′,2; 1/q)
in the remaining case. The sum in the right is
R∑
j=0(2j + 1) (2R)! q
R+r2−j(R − j)!(R + j + 1)!
see Appendix C, which combined with Birch-Ihara identity gives
a(κ,3; q) = (2R)!
R!(R + 1)!qR+r2+3 − R∑j=1(2j + 1) (2R)! q
R+r2−j+2(R − j)!(R + j + 1)! T2j+2(q)
− (2R)!
R!(R + 1)!qR+r2+1 + R∑j=1(2j + 1) (2R)! q
R+r2−j+1(R − j)!(R + j + 1)! T2j+2(q).
(Notice the cancellation that occurs in the process of obtaining the last expression of a(κ,3; q).) Letting
T2j+2(1/q) ∶= q−2j−1T2j+2(q)
we can present the second sum as
R∑
j=1(2j + 1) (2R)! q
R+r2+j+2(R − j)!(R + j + 1)! T2j+2(1/q).
To finish the proof, we notice that the coefficient λ(κ,3; q) in the statement of the theorem is just the dominant half of
a(κ,3; q).
The case l = 4. To find the coefficients λ(κ,4; q), we apply Proposition 3.1 with l = 4, and thus
λ(κ,4; q) = a(κ,4; q) + ∑
κ′≤κ q
∣κ∣−r(κ−κ′)+5(q − 1)r(κ−κ′)λ(κ′,4; 1/q).
The right-hand side of the identity consists of distinct contributions corresponding to pairs x = (x1 ≥ ⋯ ≥ xm) and
y = (y1, . . . , ym), with xi, yi positive integers for all i = 1, . . . ,m, such that
m∑
i=1 yixi = 4. (37)
(Notice that the contribution corresponding to 4 ⋅ 1 is precisely the sum in the right-hand side of the identity.)
To compute a(κ,4; q), recall the notation introduced in Section 3. By (17), (19) and (20), for every partition µ = (µ1 ≥⋯ ≥ µn ≥ 1) and N = (ν1j , . . . , νrj , νj)1≤j≤n, subject to νj = 0 or 1 for all j = 1, . . . , n, and
n∑
j=1νijµj = ki, ∑j ∉J01 µj = 4 (for i = 1, . . . , r)
we have
λµ(N ; q) = ∏
j ∉J01 q
µj(ν1j+⋯+νrj+1)λ(ν1j , . . . , νrj ,1; 1/qµj) = 1
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if ν1j = ⋯ = νrj = 0 for all j ∉ J01 , and zero otherwise. By Remark 3 in Section 3, we see that for every fixed
κ = (k1, . . . , kr) ∈ Nr, the total contribution to a(κ,4; q) corresponding to all such pairs (µ,N ) is
∑
deg d0=4
d0−monic & square-free
bd0(κ)
where bd0(κ) is the coefficient (k1, . . . , kr) of
r∏
i=1(1 − ti)(1 − a(Cd0)ti + qt2i ) with a(Cd0) = −1 − ∑θ ∈Fχ(d0(θ)).
Note that this contribution corresponds to the five partitions x = (x1 ≥ ⋯ ≥ xm),1 ≤ m ≤ 4, of 4. (For every partition
x, we choose y1 = ⋯ = ym = 1 in (37).) In what follows, we shall refer to the expression
∑
deg d0=4
d0−monic & square-free
( r∏
i=1(1 − ti)(1 − a(Cd0)ti + qt2i )) (38)
as the non-degenerate part of A4(T, q).
There are four additional (degenerate) contributions to a(κ,4; q) which can be computed similarly using Remark 3 in
Section 3. They are:
1
2
(q − 1) ⋅ ∑
2κ′ ≤κ q
∣κ∣+5(1 − q−2)r(κ−2κ′)−r1(κ−2κ′)λ(κ′,2; 1/q2)
with generating series
q5(q − 1)
2
E(q T )Λ2(q2T 2,1/q2)
E(T )E(−T ) (39)
corresponding to 2 ⋅ 2 in (37),
1
2
q∣κ∣+5(q − 1) ⋅ ∑
κ′, κ′′
κ′+κ′′≤κ
(q − 1
q
)2r(κ−κ′−κ′′) (q(q − 2)(q − 1)2 )r1(κ−κ
′−κ′′)
λ(κ′,2; 1/q)λ(κ′′,2; 1/q)
with generating series
q5(q − 1)
2
E(q T )Λ2(q T,1/q)2
E(T )2 (40)
corresponding to 2 ⋅ 1 + 2 ⋅ 1,
∑
κ′ ≤κ
ki−k′i ≤2
r1(κ−κ′)=0
⎧⎪⎪⎨⎪⎪⎩q(q − 1)
2 if ∣κ′∣ + r(κ − κ′) even−q(q − 1) if ∣κ′∣ + r(κ − κ′) odd ⋅ q∣κ′∣+2 λ(κ′,2; 1/q)
+ q(q − 1)(q − 2)
2
⋅ ∑
κ′ ≤κ
ki−k′i ≤2
r1(κ−κ′)≠0
(−2)r1(κ−κ′) q∣κ′∣+2λ(κ′,2; 1/q)
with generating series
q3(q − 1)(q − 2)
2
Λ2(q T,1/q)
E(T )2 + q4(q − 1)2 Λ2(−q T,1/q)E(T )E(−T ) (41)
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corresponding to 1 ⋅ 2 + 2 ⋅ 1 or 2 ⋅ 1 + 1 ⋅ 1 + 1 ⋅ 1, and finally
(q − 1) ⋅ ∑
κ′ ≤κ
ki−k′i=0,1
(−1)∣κ−κ′∣ q∣κ′∣+4λ(κ′,3; 1/q)
with generating series
q4(q − 1)Λ3(q T,1/q)
E(T ) (42)
corresponding to 3⋅1+1⋅1.Notice that in the above degenerate contributions we have evaluated the elementary character
sums that occur.
Now set M4(r; q) ∶= ∑
deg d0=4
d0−monic & square-free
a(Cd0)r = ∑
deg d0=4
d0−monic & square-free
(−1 − ∑
θ ∈Fχ(d0(θ)))
r
.
We have: M4(r; q) = ⎧⎪⎪⎨⎪⎪⎩−M3(r + 1; q) if r is oddqM3(r; q) if r is even
see Appendix D for details. Accordingly, we can express the non-degenerate contribution (38) as
1
E(T ) ∑κ
r1(κ)+2r2(κ)=∣κ∣
M3(r1(κ); q)qr2(κ)+1Tκ + 1
E(T ) ∑κ
r1(κ)+2r2(κ)=∣κ∣
M3(r1(κ) + 1; q)qr2(κ)Tκ
where, as before, ri(κ) = #{j ∶ kj = i} for i = 1,2.With this last piece of information, we are now in the position to
justify the functional equation satisfied by A4(T, q).
Proposition 5.2. — The generating series A4(T, q) satisfies the functional equation
E(T )A4(T, q) = − q5E(q T )A4(q T,1/q).
Proof. The idea of the proof is to identify the parts ofE(T )A4(T, q) satisfying the functional equation in the statement
of the proposition. Indeed, from the l = 3 case we know that
Λ3(T, q) − q4Λ3(q T,1/q) = A(0)3 (T, q) + q3(q − 1)2 (Λ2(q T,1/q)E(T ) + Λ2(−q T,1/q)E(−T ) )
where
A
(0)
3 (T, q) ∶= ∑
κ
r1(κ)+2r2(κ)=∣κ∣
M3(r1(κ); q)qr2(κ)Tκ
is the non-degenerate part of A3(T, q). Using this identity together with (41), (42), and the above expression of (38),
compute
E(T )A4(T, q) − qΛ3(T, q) + q4Λ3(q T,1/q)
which should clearly satisfy the correct functional equation. Moreover, employing the identity
−q2 +E(T )Λ2(T, q) = −q + q3E(q T )Λ2(q T,1/q)
corresponding to the l = 2 case, it follows that both expressions:
q(q − 1)
2E(T )E(q T ) − q3(q − 1)Λ2(q T,1/q)E(T ) + q5(q − 1)2 E(q T )Λ2(q T,1/q)2E(T )
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and − q(q − 1)
2E(−T )E(−q T ) + q5(q − 1)2 E(q T )Λ2(q2T 2,1/q2)E(−T )
satisfy the desired functional equation. A simple calculation reduces then the problem to showing the identity
A
(1)
3 (T, q) + q5A(1)3 (q T,1/q) = q(q2 − 1)(q − 1)2 ( 1E(−T )E(−q T ) − 1E(T )E(q T )) (43)
where we set
A
(1)
3 (T, q) ∶= ∑
κ
r1(κ)+2r2(κ)=∣κ∣
M3(r1(κ) + 1; q)qr2(κ)Tκ.
To prove this, we add an additional variable tr+1 (i.e., pass from r to r+1) and split the sumdefiningA(0)3 (t1, . . . , tr, tr+1, q) =
A
(0)
3 (T, tr+1, q) into three parts according to whether kr+1 = 0, 1 or 2 to obtain:
A
(0)
3 (T, tr+1, q) = (1 + qt2r+1)A(0)3 (T, q) + tr+1A(1)3 (T, q). (44)
Replacing ti by qti for all i = 1, . . . , r + 1, q by 1/q, and then multiplying by q4, we obtain
q4A
(0)
3 (q T, qtr+1,1/q) = q4(1 + qt2r+1)A(0)3 (q T,1/q) + q5tr+1A(1)3 (q T,1/q). (45)
Add (44) and (45), and apply the identity
A
(0)
3 (T, q) = Λ3(T, q) − q4Λ3(q T,1/q) − q3(q − 1)2 (Λ2(q T,1/q)E(T ) + Λ2(−q T,1/q)E(−T ) )
to express A(0)3 (T, tr+1, q), A(0)3 (q T, qtr+1,1/q), A(0)3 (T, q) and A(0)3 (q T,1/q) in terms of Λ2. Now (43) follows by
applying the identity corresponding to the l = 2 case in the form
Λ2(T, q)
E(q T ) − q3 Λ2(q T,1/q)E(T ) = q(q − 1)E(T )E(q T )
and completes the proof of the proposition.
Using the relation in Proposition 3.1 rewritten in the equivalent form
λ(κ,4; q) − q∣κ∣+5λ(κ,4; 1/q) = a(κ,4; q) + ∑
κ′ <κ q
∣κ∣−r(κ−κ′)+5(q − 1)r(κ−κ′)λ(κ′,4; 1/q) (46)
we can find recursively the coefficients λ(κ,4; q); the sum in (46) can be expressed as
∑
κ′ <κ (a(κ′,4; q) − λ(κ′,4; q) + q∣κ∣+5λ(κ′,4; 1/q))
and hence, the right-hand side of (46) satisfies the same symmetry, as q → 1/q, as the κ-coefficient
∑
κ′ ≤κa(κ′,4; q)
of E(T )A4(T, q) does (cf. Proposition 5.2). The coefficients of A4(T, q) are determined by expressing the momentsM4(r; q) in (38) using Birch-Ihara identity (see also Appendix D), and by (39), (40), (41) (combined with the com-
putations in Appendix C), (42) and Theorem 5.1.
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Now starting from λ(0, . . . ,0,4; q) = q4 and using the above information, one obtains the coefficients λ(κ,4; q) in the
form
λ(κ,4; q) = P0(q) + [(r1(κ)+1)/2]∑
j=5 Pj(q)T2j+2(q)
where P0(q) = P0(κ, q), P5(q) = P5(κ, q), . . . are polynomials with integer coefficients, independent of q, such
that:
degP0 ≤ ∣κ∣ + 4 degPj ≤ ∣κ∣ − 2j + 3 (for j = 5, . . . , [(r1(κ) + 1)/2])
and
q[(∣κ∣+1)/2]+3 ∣ P0(q) q[∣κ∣/2]−j+3 ∣ Pj(q) (for j = 5, . . . , [(r1(κ) + 1)/2]).
In the general case we shall use the same idea to determine the coefficients λ(κ, l; q), but for this we need (28) for
arbitrary l, and a suitable substitute for Birch-Ihara identity; such an identity is available, unfortunately, only in very
special cases.
6 Cohomological interpretation of the moment-sums
For the purposes of this section, it is more convenient to work with the slightly modifiedmoment-sums M˜ν,γ(q) defined
for partitions ν = (1ν1, . . . , (2g + 2)ν2g+2) of 2g + 2, and γ = (1γ1, . . . , gγg), g ≥ 2, by
M˜ν,γ(q) = ∣GL2(F)∣−1 ⋅ ∑
d0 ∈Pg(ν,F)
g∏
j=1aj(Cd0)γj
where Pg(ν, F) ⊂ F[x] is the subset of all square-free polynomials of degree 2g + 1 or 2g + 2 defining hyperelliptic
curves whose ramification points have fields of definition given by ν, and where aj(Cd0) = Tr(F ∗j ∣H1ét(C¯d0 ,Q`)).
The normalizing factor ∣GL2(F)∣ represents the number of F-isomorphisms between curves Cd0 (d0 ∈ Pg(ν, F)), see
[51, Section 3] and [7, Section 3]. When g = 2 these sums appear in [8, eqn. (5.1)].
Notice that M˜ν,γ(q) vanishes if its weight ∣γ∣ ∶= γ1 +2γ2 +⋯+ gγg is odd. Note also that M˜ν,γ(q) can be expressed in
terms of the sumsMµ,γ(q) introduced in Section 3 and vice versa. (To see it the other way around, apply the functional
equation (2.1) of ZCd0(t), d0 ∈ P(µ), and Propositions B.1, B.2 in Appendix B.)
It turns out that the moment-sums M˜ν,γ(q) arise naturally when studying the cohomology of local systems on certain
classical moduli spaces. To make this precise, let Ag denote the moduli stack of principally polarized abelian schemes
of relative dimension g; this is a smooth (but not proper) Deligne-Mumford stack defined over Spec(Z). We shall
need to work with the moduli stack Ag,2 over Spec(Z[1/2]) classifying principally polarized abelian schemes of
relative dimension g with principal symplectic level-2 structure. (The standard reference on these moduli and their
compactification is [43].)
6.1 Local systems on Ag
Let GSp2g denote the Chevalley group scheme over Z of symplectic similitudes on the symplectic space Z2g with its
standard non-degenerate alternating form defined by (u, v) × (u′, v′) ↦ u ⋅ tv′ − v ⋅ tu′ for u, v, u′, v′ ∈ Zg. We can
write
GSp2g(R) = {δ = (A BC D) ∣A ⋅ tB −B ⋅ tA = C ⋅ tD −D ⋅ tC = 0,A ⋅ tD −B ⋅ tC = η(δ)Ig for η(δ) ∈ R×}
for any commutative ringR with identity. The homomorphism η ∶ GSp2g → Gm is called the multiplier representation
of GSp2g. The kernel of η is by definition the group scheme Sp2g.
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For λ = (λ1 ≥ ⋯ ≥ λg ≥ 0), we have natural Q`-adic smooth étale sheaves V(λ) on Ag ⊗ Z[1/`] corresponding
to irreducible algebraic representations Vλ of GSp2g(Q). Specifically, the Q`-sheaf V = V(1,0, . . . ,0) = R1pi∗Q`,
defined using the universal family pi ∶ X → Ag, corresponds to the contragredient of the standard representation V of
GSp2g(Q).We have a non-degenerate alternating pairing
V ×V→ Q`(−1).
For general λ, the Q`-sheaf V(λ) occurs in the decomposition of
Symλ1−λ2(V)⊗⋯⊗ Symλg−1−λg(∧g−1V)⊗ Symλg(∧gV)
into irreducibles; it is the `-adic coefficient system of weight ∣λ∣ = λ1 + ⋯ + λg corresponding to the irreducible
representation Vλ with dominant weight (λ1−λ2)ω1+⋯+(λg−1−λg)ωg−1+λgωg − ∣λ∣η.Here ω1, . . . , ωg is the set of
fundamental weights. If λ1 > ⋯ > λg > 0, the local system V(λ) will be called regular. Finally, the Tate sheaf Q`(1)
corresponds to η.
In a series of papers, Bergström, Faber, and van der Geer investigated the motivic Euler characteristic
ec(A,V(λ)) = g(g+1)∑
i=0 (−1)i[Hic(A,V(λ))]
when A = Ag, g = 2,3 (see [41], [9]), and A = A2,2 (see [8]). This expression is taken in the Grothendieck group
K0(GalQ) of `-adic Gal(Q/Q)-representations, or in K0(MHS), the Grothendieck group of the category of mixed
Hodge structures5. (Here and throughout the section, we shall use the same notation V(λ) for the corresponding local
systems obtained by pullback to Ag,2.)
Remark. As the compactly supported cohomology of V(λ) on A = Ag (or Ag,2) always vanishes if ∣λ∣ is odd, one can
only consider local systems V(λ) of even weights.
In [43, Theorem 5.5, p. 233], Faltings and Chai provided Hodge filtrations of mixed Hodge structures on the cohomol-
ogy groups Hic(Ag ⊗C,V(λ)) and Hi(Ag ⊗C,V(λ)) (and also on Hic(Ag,2 ⊗C,V(λ)) and Hi(Ag,2 ⊗C,V(λ)))
of weights ≤ ∣λ∣ + i and ≥ ∣λ∣ + i, respectively. (There is also an analogue of this for the `-adic cohomology.) A
main ingredient in their theory is the construction in [42], using some ideas of Bernstein, Gelfand and Gelfand, of
a complex K●λ of vector bundles, called the dual BGG-complex for λ, which is a direct summand in the de Rham
complex of V(λ)∨; this complex is a filtered resolution of V(λ)∨. The steps in the Hodge filtrations are given (see
[9]) by the sums of the elements of any of the 2g subsets of {λg + 1, λg−1 + 2, . . . , λ1 + g}. It was also proved by
Faltings [42] that, for V(λ) regular, the inner cohomology groups Hi! (A,V(λ)) (A = Ag, or Ag,2), i.e., the image
of the natural map Hic(A,V(λ)) → Hi(A,V(λ)), vanish for i ≠ g(g + 1)/2. The middle inner cohomology group
H
g(g+1)/2
! (A,V(λ)) is pure of weight ∣λ∣+g(g+1)/2, and by [43, Section 6, p. 237], the step of the Hodge filtration of
H
g(g+1)/2
! (A⊗C,V(λ)) corresponding to the full set {λg +1, λg−1+2, . . . , λ1+g} can be identified with the complex
vector space Sn(λ)(Γ(A)) of Siegel modular cusp forms of weight n(λ) = (λ1−λ2, λ2−λ3, . . . , λg−1−λg, λg +g+1)
on Γ(A), with Γ(A) = Sp2g(Z) if A = Ag, and Γ(A) = Γg[2] is the kernel of Sp2g(Z) → Sp2g(Z/2) if A = Ag,2.
For basic facts about the theory of Siegel modular forms, we refer the reader to [3], [43] and [45]. It is expected (see
[9] for more details) that
ec(A,V(λ)) = (−1) g(g+1)2 Ŝ[Γ(A), n(λ)] + eg,endo(A, λ) + eg,Eis(A, λ) (47)
forλ ≠ (0, . . . ,0)with ∣λ∣ ≡ 0 (mod 2),where Ŝ[Γ(A), n(λ)] is the conjecturalmotive in [9] associated toSn(λ)(Γ(A)),
eg,endo(A, λ) is the Euler characteristic of the remaining part of the inner cohomology, presumably consisting of con-
tributions connected to the endoscopic groups, and eg,Eis(A, λ) denotes the Euler characteristic corresponding to the
kernel of the natural map Hic(A,V(λ)) → Hi(A,V(λ)), called the Eisenstein cohomology. The most successful
5In this instance, we are taking the compactly supported cohomology of the Betti version of V(λ), constructed from V = R1pi∗Q, on A⊗C.
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method used to investigate variants of (47) is that developed by Ihara, Langlands and Kottwitz, and it is based on a
comparison between the Grothendieck-Lefschetz and Arthur-Selberg trace formulas, see [72], [73] and [64]. When
g = 2, see [78, Theorem 2.1], [56], [66], [88], [89], [85] and [86]; when g = 1, see [80], [31], and the classical work
[32].
The connection to the sums M˜ν,γ(q) comes by considering the `-adic Euler characteristic ec(Hg[2] ⊗Q,V′(λ)) in
K0(GalQ) of the hyperelliptic Jacobian locusHg[2] inAg,2.HereV′(λ) denotes the restriction ofV(λ) toHg[2]. Let[Hg[2](F)] denote the set of isomorphism classes of the category Hg[2](F). By Torelli’s theorem [68, Appendice,
Théorème 1], we can identify the elements of [Hg[2](F)] by isomorphism classes of tuples (C,w1, . . . ,w2g+2) of
hyperelliptic curves of genus g together with their 2g + 2 marked Weierstrass points; we shall also identify the local
system V′(λ) and its pullback under the Torelli morphism.
The natural action of the symmetric group S2g+2 onHg[2] induces a decomposition of the representationHic(Hg[2]⊗
F,V′(λ)) into a direct sum of factorsHic,µ(Hg[2]⊗ F,V′(λ)) indexed by the partitions µ of 2g + 2, and by [46, eqn.
(2.32)], the weighted sum
χµ(id)(2g + 2)! ∑σ ∈S2g+2 χµ(σ−1) ⋅ σ∗ ∶Hic(Hg[2]⊗FF,V′(λ))→Hic(Hg[2]⊗FF,V′(λ))
is the projection of Hic(Hg[2]⊗ F,V′(λ)) onto Hic,µ(Hg[2]⊗ F,V′(λ)). Here χµ is the character of the irreducible
representation Rµ of S2g+2 corresponding to µ. For a conjugacy class [ν] of S2g+2 determined by a partition ν =(1ν1, . . . , (2g + 2)ν2g+2) of 2g + 2, we shall denote the value χµ(σ) (for σ ∈ [ν]) by χµ(ν).
Now for any partition λ of length at most g, let s⟨λ⟩ denote the symplectic Schur function (see [46, Appendix A, §A.3.,
A.45]) associated to the irreducible representation Vλ. If we write s⟨λ⟩ = ∑∣γ∣≤∣λ∣ rλγp(γ) for some rλγ ∈ Q, where the
sum is over γ = (1γ1, . . . , gγg), and p(γ) = pγ11 ⋯pγgg is the power sum polynomial associated to γ, then by Behrend’s
Lefschetz trace formula (see [6] or [67, Thm. 19.3.4]), the trace of the geometric Frobenius on ec,µ(Hg[2]⊗F,V′(λ))
is given by
Tr(F ∗∣ ec,µ(Hg[2]⊗FF,V′(λ))) = q ∣λ∣2 χµ(id)∣GL2(F)∣∑ν χµ(ν) ∑d0 ∈Pg(ν,F) s⟨λ⟩(ω1(Cd0)±1, . . . , ωg(Cd0)±1). (48)
Here for a hyperelliptic curve Cd0 (d0 ∈ Pg(ν, F)), ω1(Cd0), . . . , ωg(Cd0), ω1(Cd0)−1, . . . , ωg(Cd0)−1 denote the
normalized (i.e., unitary) eigenvalues of F ∗; one can also see this by applying the Lefschetz trace formula to the
correspondence on (Hg[2], p∗V′(λ)) defined by composing the action of an element σ−1 ∈ [ν] with Frobenius (i.e.,
the relative Frobenius with respect to the F-structure induced by σ−1), where Hg[2] denotes the coarse moduli space
ofHg[2]⊗FF, and p ∶Hg[2]⊗FF→Hg[2] is the natural map.
In terms of the moment-sums M˜ν,γ(q),
Tr(F ∗∣ ec,µ(Hg[2]⊗FF,V′(λ))) = χµ(id)∑
ν
χµ(ν) ∑∣γ∣≤ ∣λ∣ rλγq ∣λ∣−∣γ∣2 M˜ν,γ(q)
see also [7], [8] and [9]. (Notice that ∣γ∣ stands here for the sum γ1 + 2γ2 +⋯+ gγg.) The last equation can be inverted
to express M˜ν,γ(q), and henceMν,γ(q), in terms of Tr(F ∗∣ ec,µ(Hg[2]⊗ F,V′(λ))). It would be very interesting to
identify the contribution of the Euler characteristic ec(Hg[2],V′(λ)) to (47) when A = Ag,2.
6.2 Moments of characteristic polynomials
If λ = (λ1 ≥ ⋯ ≥ λg ≥ 0) is a partition, we shall write λ ⊆ (rg) to indicate that λi ≤ r for all 1 ≤ i ≤ g. For λ ⊆ (rg), let
λ† = (g−λ′r ≥ ⋯ ≥ g−λ′1), where the non-zero integers among λ′j , j = 1, . . . , r, are the parts of the conjugate partition
λ′ of λ.
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Lemma 6.1. — For independent variables t1, . . . , tr, z1, . . . , zg, we have the identity
g∏
i=1
r∏
j=1 (zi + z−1i + tj + t−1j ) = ∑λ⊆(rg) s⟨λ⟩(z±11 , . . . , z±1g )s⟨λ†⟩(t±11 , . . . , t±1r ).
Proof. See [21, Section 5].
Lemma 6.2. —With notations as above, we have
∑
d0 ∈Pg(ν,F) s⟨λ⟩(ω1(Cd0)±1, . . . , ωg(Cd0)±1) = 0 (if ∣λ∣ is odd).
Proof. Write as above
s⟨λ⟩(z±11 , . . . , z±1g ) = ∑∣γ∣≤ ∣λ∣ rλγp(γ)(z±11 , . . . , z±1g ).
Replacing zi by −zi for i = 1, . . . , g, we deduce that rλγ = 0 unless ∣λ∣ and ∣γ∣ have the same parity. In particular, if ∣λ∣
is odd the only terms that contribute are those corresponding to partitions γ of odd weights.
Now take zi = ωi(Cd0) (i = 1, . . . , g) for d0 ∈ Pg(ν, F), and recall that if Cd0 is the hyperelliptic curve corresponding
to d0, then
ak(Cd0) = Tr(F ∗k ∣H1ét(C¯d0 ,Q`)) = − ∑
θ ∈P1(F
qk
)χk(d0(θ)).
Note that
∑
d0 ∈Pg(ν,F)p
(γ)(ω1(Cd0)±1, . . . , ωg(Cd0)±1) = ∑
d0 ∈Pg(ν,F) q
− ∣γ∣2 g∏
k=1ak(Cd0)γk = 0 (if ∣γ∣ is odd)
and the lemma follows.
Theorem 6.3. — For any partition µ of 2g + 2 and independent variables t1, . . . , tr, let Sµ(T, q) = Sµ(t1, . . . , tr, q)
be defined by
Sµ(T, q) = χµ(id)∣GL2(F)∣∑ν χµ(ν) ∑d0 ∈Pg(ν,F)(
r∏
k=1PCd0(tk)) .
Then
Sµ(T, q) = (t1⋯ tr)g ∑
λ⊆(rg)∣λ∣-even
Tr(F ∗∣ ec,µ(Hg[2]⊗ F,V′(λ)⊗Q`(∣λ∣/2))) s⟨λ†⟩(q± 12 t±11 , . . . , q± 12 t±1r ) q gr2 .
Proof. For any d0 ∈ Pg(ν, F),we apply Lemma 6.1 with tk → −√q tk for k = 1, . . . , r, and z±11 , . . . , z±1g chosen to be the
normalized (by √q) eigenvalues of the Frobenius F ∗ onH1ét(C¯d0 ,Q`), with ` a prime different from the characteristic
of F.Multiplying both sides of the identity by (−1)gr(√qt1⋯√qtr)gχµ(ν) and summing over d0 and ν, the theorem
follows at once from (48) and Lemma 6.2.
Remark. By applying Lemma 6.1 and the identity
m∏
i=1
g∏
j=1(1 − tizj)−1(1 − tiz−1j )−1 = ∏1≤ i< j ≤m(1 − titj)−1 ⋅ ∑l(λ)≤g s⟨λ⟩(Z±1)sλ(T )
(see [21, Section 5, Proof of Theorem 4]) one can obtain in a similar fashion the variant of Theorem 6.3 for sums
of ratios of characteristic polynomials; here sλ is the ordinary Schur polynomial, Z±1 = (z1, z−11 , . . . , zg, z−1g ), and
T = (t1, . . . , tm).
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Let S = (χµ(ν))µ,ν , where µ, ν indicate respectively the rows and columns of S. This is the transpose of the transi-
tion matrix from the basis of the Q-vector space of homogeneous symmetric polynomials of degree 2g + 2 in 2g + 2
variables consisting of the power sum polynomials to the basis consisting of the ordinary Schur polynomials. If
ν = (1ν1,2ν2, . . . , (2g + 2)ν2g+2), put, as before, z(ν) = ν1!1ν1ν2!2ν2⋯ν2g+2!(2g + 2)ν2g+2 . Then by [46, Appendix A,
§A.1, Exercise A.29], we have S−1 = (χµ(ν)/z(ν))ν,µ. Accordingly, if we denote the components of
tS ⋅ (χµ(id)−1ec,µ(Hg[2],V′(λ)))µ
by e˜c,ν(Hg[2],V′(λ)), then Theorem 6.3 implies that, for every ν, we have6
z(ν)∣GL2(F)∣ ∑d0 ∈Pg(ν,F)(
r∏
k=1PCd0(tk)) = (t1⋯ tr)g ∑λ⊆(rg)∣λ∣-even Tr(F
∗∣ e˜c,ν(Hg[2]⊗FF,V′(λ))) s⟨λ†⟩(q± 12T ±1) q gr−∣λ∣2 . (49)
Recalling that χµ is the character of the irreducible representation Rµ of S2g+2 corresponding to µ, note that
χµ(id) = dimRµ = (2g + 2)!∏ki=1(µi + k − i)! ∏1≤ i< j ≤k(µi − µj + j − i) (if µ = (µ1 ≥ ⋯ ≥ µk ≥ 0))
(see, for instance, [46, §4.1, eqn. (4.11)]).
By letting
eλc (Hg(w1)) ∶ = ∑
ν=(1ν1,...,(2g+2)ν2g+2)
ν1
z(ν) e˜c,ν(Hg[2],V′(λ)) (50)
one obtains the following
Theorem 6.4. — For g ≥ 1, we have
1
q(q − 1) ∑deg d=2g+1
d square-free
( r∏
k=1PCd(tk)) = (t1⋯ tr)g ∑λ⊆(rg)∣λ∣-even Tr(F
∗∣ eλc (Hg(w1)⊗FF)) s⟨λ†⟩(q± 12T ±1) q gr−∣λ∣2 (51)
the first sum being over monic polynomials in F[x]. When g = 1, we defineH1(w1) ∶= A1.
Proof. When g = 1 this is clear, and so we can assume that g ≥ 2. By (49) and (50), the right-hand side clearly equals
1∣GL2(F)∣ ∑ν=(1ν1,...,(2g+2)ν2g+2)ν1 ⋅ ∑d0 ∈Pg(ν,F)(
r∏
k=1PCd0(tk)) .
Note that ∣GL2(F)∣ = q(q + 1)(q − 1)2. We split the sum in the left-hand side of (51) according to the factorization
types µ = (1µ1, . . . , (2g + 1)µ2g+1), with ∣µ∣ = 2g + 1, of d.
Now for a hyperelliptic curve Cd0 , express the product of PCd0(tk) over k = 1, . . . , r in the form
r∏
k=1PCd0(tk) = exp( −
∞∑
j=1
aj(Cd0)
j
⋅ r∑
k=1 t
j
k)
with
aj(Cd0) = Tr(F ∗j ∣H1ét(C¯d0 ,Q`)) = − ∑
θ ∈P1(Fqj )χj(d0(θ)).
6This can probably be better formulated using S2g+2-equivariant Euler characteristics.
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Applying this, we see that it suffices to show that
∑
µ=(1µ1,...,(2g+1)µ2g+1) ∑d ∈P(µ)
m∏
j=1aj(Cd)γj = 1q2 − 1 ∑ν=(1ν1,...,(2g+2)ν2g+2)ν1 ∑d0 ∈Pg(ν,F)
m∏
j=1aj(Cd0)γj.
for any partition γ = (1γ1, . . . ,mγm). Here P(µ) ⊂ F[x] denotes, as in Section 3, the set of all monic square-free
polynomials d with factorization type µ. It is easy to see that both sides vanish when γ has odd weight (see also the
beginning of the proof of Lemma 7.2). When ∣γ∣ is even, the identity is easily reduced to
∑
µ=(1µ1,...,(2g+1)µ2g+1) ∑d ∈P(µ)
m∏
j=1aj(Cd)γj = 1q + 1 ∑ν=(1ν1,...,(2g+2)ν2g+2)ν1 ∑d0 ∈Pg(ν,F)
d0-monic
m∏
j=1aj(Cd0)γj. (52)
By Proposition B.1 in Appendix B, for any partition µ = (1µ1, . . . , (2g + 1)µ2g+1) of 2g + 1, we have
∑
d ∈P(µ)
m∏
j=1aj(Cd)γj = µ1 + 1q + 1 ⎛⎝ ∑d0 ∈P(µ)
m∏
j=1aj(Cd0)γj + ∑d0 ∈P(µ′)
m∏
j=1aj(Cd0)γj⎞⎠
with µ′ ∶= (1µ1+1, . . . , (2g + 1)µ2g+1). Clearly this implies (52), and completes the proof.
Corollary 6.5. — Notation being as in Theorem 6.4, we have
1
q(q − 1) ∑deg d=2g+1
d square-free
L( 12 , χd)r = ∑
λ⊆(rg)∣λ∣-even
(dimVλ†)Tr(F ∗∣ eλc (Hg(w1)⊗FF)) q− ∣λ∣2 .
Proof. We recall from Section 2 that L(s,χd) = PCd(q−s). The identity stated is just the limiting case of the identity
in Theorem 6.4 as ti → 1/√q, for i = 1, . . . , r.
When g = 1,2, one can use Theorem (Birch-Ihara), and the results in [56], [78] to express the traces of Frobenius on
ec(Ag ⊗ F,V(λ)) in terms of traces of Hecke operators on spaces of Siegel (vector-valued) modular forms. We give
here the simplest version of this trace comparison in the following corollary.
Corollary 6.6. — Notation being as in Section 5, if g = 1 we have
1
q(q − 1) ∑deg d=3
d square-free
L( 12 , χd)r = r∑
λ=0
λ-even
(dimVλ†)(−1 − Tλ+2(q)) q−λ2
where we take Tλ+2(q) = −q − 1 if λ = 0.
Proof. Expressing the traces of Frobenius in (51) in terms of moment-sums, our assertion follows at once by combining
Corollary 6.5 and Theorem (Birch-Ihara).
Remark. By [46, §24.2, Exercise 24.20], the dimension of the irreducible representation Vλ† is
dimVλ† = ∏ri=1(g + r − λ′i − i + 1) ⋅∏1≤i<j≤r(λ′j − λ′i + j − i)(2g + 2r + 2 − λ′i − λ′j − i − j)
1!⋯ (2r − 3)!(2r − 1)! .
In particular, if λ = 0 we can write
dimV0† = r∏
k=1
k!(2k)! ⋅ r∏i=1(2g + 2i) ∏1≤ i< j ≤ r(2g + i + j).
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Note that the first product is precisely the constant gr/(r(r + 1)/2)! appearing in the moment-conjectures of Conrey-
Farmer [29] andKeating-Snaith [61] for the leading-order asymptotics of themoments of L-functions within symplectic
families. Moreover, if we let
Pr(x) = r∏
i=1(x + 2i) ∏1≤ i< j ≤ r(x + i + j)
then the polynomial Pr(x − 1) appears in the main term of the polynomial Qr(x) conjectured by Conrey, Farmer,
Keating, Rubinstein and Snaith [30]; see also the recent work of Andrade-Keating [2, Conjecture 5] in the function-
field setting. In particular, P1(x − 1) = 1 + x, P2(x − 1) = 6 + 11x + 6x2 + x3 and
P3(x − 1) = 360 + 942x + 949x2 + 480x3 + 130x4 + 18x5 + x6;
compare this to eqns. (5.16), (5.21) and (5.26), respectively, in [2].
By counting points over F, one finds easily that Tr(F ∗∣ e0c (Hg(w1)⊗FF)) = q2g−1, and therefore
(dimV0†)Tr(F ∗∣ e0c (Hg(w1)⊗FF)) = grPr(2g)(r(r + 1)/2)! q2g−1.
If ∣λ∣ ≠ 0, we have the well-known result [60, Theorem 10.8.2] of Katz and Sarnak: there exist positive constants A(g)
and C(g) such that we have the estimate
1
q(q − 1) RRRRRRRRRRR ∑deg d=2g+1
d monic & square-free
s⟨λ⟩(ω1(Cd)±1, . . . , ωg(Cd)±1)RRRRRRRRRRR ≤ 2C(g)(dimVλ)q2g− 32 (if q ≥ A(g)).
The (normalized) sum in the left-hand side is precisely q−∣λ∣/2Tr(F ∗∣ eλc (Hg(w1) ⊗ F)); this follows from (51) and
Lemma 6.1, or by combining theGrothendieck trace formula [54], [55] (see also the end of Section 9) with [60, Theorem
10.1.18.3].
Of great importance for us is that Theorem 6.3 allows us to make the following definition:
Definition 6.1. For any partition µ of 2g+2,we define qdimHg[2]Sµ(q T,1/q) = q2g−1Sµ(q T,1/q) by simply replacing
the compactly supported cohomology in Theorem 6.3 with Hiµ(Hg[2]⊗ F,V′(λ)⊗Q`(∣λ∣/2)), that is
q2g−1Sµ(q T,1/q) = (t1⋯ tr)g ∑
λ⊆(rg)∣λ∣-even
Tr(Φ−1q ∣ eµ(Hg[2]⊗ F,V′(λ)⊗Q`(∣λ∣/2))) s⟨λ†⟩(q± 12 t±11 , . . . , q± 12 t±1r ) q gr2 .
Here Φq is the arithmetic Frobenius endomorphism relative to F acting, by transport of structures, on the `-adic coho-
mology.
Note that this definition is made according to the duality between cohomology with compact support and ordinary
cohomology. We recall that for a Deligne-Mumford stack X, assumed to be smooth over some base S and purely d-
dimensional, a map f ∶ X → S and a Q`-local system F on X (with ` invertible on our base), the Poincaré-Verdier
duality gives a natural isomorphism (see [10]):
RHomS(Rf!F ,Q`) ≅ Rf∗(F∨(−d)[−2d]).
In the next section, we shall need to work with the sums of products of characteristic polynomialsAν(T, q) defined for
partitions ν = (1ν1,2ν2, . . .) of 2g + 1 or 2g + 2 by
Aν(T, q) = ∑
d ∈P(ν)(
r∏
k=1PCd(tk)).
Here P(ν) = P(ν, q) ⊂ F[x] stands, as before, for the set of all monic square-free polynomials with factorization type
ν. Since the moment-sumsMµ,γ(q) can be expressed in terms of M˜ν,γ(q) (by Propositions B.1 and B.2 in Appendix
B), we can express Aν(T, q), analogously, as a sum of traces of Euler characteristics. (This will be made precise in
9.2.) Accordingly, we can define Aν(q T,1/q) similarly.
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7 The main theorem
We recall that our main goal is to construct inductively a sequence of generating series (Λl(T, q))l≥2 satisfying (27).
In particular, for every fixed l ≥ 2, the generating series
Al(T, q) = ∑(µ,ν)≠((1),(l))Aµ,ν(T, q)
with Aµ,ν(T, q) as in Proposition 4.1 and (30), has to satisfy the functional equation
E(T )lAl(T, q) + ql+1E(q T )lAl(q T,1/q) = 0 (53)
with l = 0 or 1 according as l is odd or even.
To see how (53) can be explained, consider
ql+1E(q T )lAl(q T,1/q) = ql+1E(q T )l ⋅ ∑(µ,ν)≠((1),(l))Aµ,ν(q T,1/q)
and express Aµ,ν(q T,1/q), for each (µ, ν), by (30) (or by the formula in Proposition 4.1). The other term in (53) has
a similar expression, and it is related to that of E(q T )lAl(q T,1/q) by replacing q → 1/q and T → q T. Assuming
for the moment that the identity (27) holds for all 2 ≤ l′ < l, and applying it to transform each factor Λνj(±Tµj, qµj) of
each term in ql+1E(q T )lAl(q T,1/q) into Λνj(±qµjTµj,1/qµj), one finds that
E(T )lAl(T, q) + ql+1E(q T )lAl(q T,1/q)
can be expressed as a sum over monomials of the form
∏
j ∈J0
νj≠1
Λνj(qµjTµj,1/qµj) ⋅ ∏
j ∈J1
Λνj(δjqµjTµj,1/qµj)
E(δjTµj) . (54)
(We are omitting here the factors corresponding to all j ∈ J0 for which νj = 1 as qΛ1(q T,1/q) = 1 by (20).) Henceforth,
we shall slightly abuse notation and continue to use Λδ,µ,ν(T, q) to denote the monomial (54). If we put
Σδ,µ,ν(T, q; l) ∶= CoefficientΛδ,µ,ν(T,q) [E(T )lAl(T, q) + ql+1E(q T )lAl(q T,1/q)]
then we will show that
Σδ,µ,ν(T, q; l) = 0 (55)
for all δ, µ, ν and l ≥ 2. It is clear that this strengthening of (53) makes no reference whatsoever to any of the generating
series Λl(T, q) (l ≥ 2). Simply put, showing (55) is a completely independent problem. In this section and the next,
we shall see how the family of identities (55) is encoded in the combinatorial structure of moduli spaces of admis-
sible double covers. Once this is established, we shall apply Deligne’s theory of weights to construct the sequence(Λl(T, q))l≥2.
7.1 A Special Case
For greater clarity, let us begin by first investigating the identities (55) corresponding to partitions of the form (1n),
that is, corresponding to
Σn(T, q) ∶= CoefficientΛ3(qT,1/q)n [E(T )nA3n(T, q) + q3n+1E(q T )nA3n(q T,1/q)] (for n ≥ 2). (56)
Although the main ideas involved in the general case are essentially the same, the overall discussion of it may seem
quite technical.
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For n ≥ 1, let Pn ⊂ Fq[x] denote the set of all monic square-free polynomials of degree n splitting in Fq. For i, j ≥ 0
and d ∈ Pn, define
Ni,j(d, q) = i−1∏
k=0(q − n + a1(Cd) +  − 2k2 )
j−1∏
l=0 (q − n − a1(Cd) −  − 2l2 )
where  = 0 or 1 according as n is odd or even. Here if i = 0 or j = 0, we take the corresponding product to be 1.
(Recall that a1(Cd) = Tr(F ∗∣H1ét(C¯d,Q`)) with ` a prime different from the characteristic of Fq.) Set
An,i,j(T, q) ∶= ∑
d ∈Pn (Ni,j(d, q)
r∏
k=1PCd(tk)).
Note that if we denote DAn,0,0(T, q) = ∂An,0,0∂tr+1 (t1, . . . , tr,0, q), we can write
DAn,0,0(T, q) = − ∑
d ∈Pn (a1(Cd)
r∏
k=1PCd(tk)).
Define D
k
An,0,0(T, q) for k ∈ N by iterating. Then, it is clear that
An,i,j(T, q) = i!j!((q−n+−D)/2i )((q−n−+D)/2j )An,0,0(T, q) (for n ≥ 1).
Here the two binomial symbols are viewed as differential polynomials inD. Note that the right-hand side makes sense
if we replace T by q T and q by 1/q, allowing us to define An,i,j(q T,1/q).
For x, y and z algebraically independent variables, consider the (exponential) generating functions
codd(x, y, z;T, q) = ∑
n,i,j ≥0
A2n+1,i,j(T, q)x2n+1yizj
i!j!E˜(−T )iE˜(T )j
and
ceven(x, y, z;T, q) = E˜(T )[(1 + z/E˜(T ))q − 1] + ∑
n≥1 ∑i,j ≥0 A2n,i,j(T, q)x
2nyizj
i!j!E˜(−T )iE˜(T )j
where E˜(T ) ∶= E(T )E(q T ). Since A2n+1,i,j(−T, q) = A2n+1,j,i(T, q) (see Lemma 7.2), we see that
codd(x, z, y;−T, q) = codd(x, y, z;T, q).
Let c(x,T, q) = (codd(x, y, z;T, q), ceven(x, z, y;−T, q), ceven(x, y, z;T, q)), where we set x ∶= (x, y, z).
Theorem 7.1. —With notation as above, we have
c(c(x,T, q), q T,1/q) = x.
In other words, c(x,T, q) is the formal compositional inverse of c(x, q T,1/q).
Proof. Expand
codd(c(x,T, q); q T,1/q) = ∑
n,i,j ≥0C2n+1,i,j(T, q)x2n+1yizj
and
ceven(c(x,T, q); q T,1/q) = ∑
n,i,j ≥0C2n,i,j(T, q)x2nyizj .
Note that C1,0,0(T, q) = A1,0,0(q T,1/q)A1,0,0(T, q) = 1, and C1,i,j(T, q) = 0 if either i ≠ 0 or j ≠ 0. Similarly,
C0,0,1(T, q) = 1, and C0,i,j(T, q) = 0 otherwise. Moreover, one checks that
ΣN(T, q) = q CN,0,0(T, q) (for N ≥ 2)
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with ΣN(T, q) given by (56).
We shall first prove that if CN,0,0(T, q) = 0 for an N ≥ 2, then CN,I,J(T, q) = 0 for all I, J ≥ 0. Indeed, note that for
any N, we can write
CN,0,0(T, q) =∑
α
cαMα(T, q)
where the sum is over tuples α = (α1, . . . , αn, α−n+1, . . . , α−n+i, α+n+i+1, . . . , α+n+i+j) ∈ Nn+i+j (∣α∣ = α1 +⋯+α+n+i+j =
N ), with α1, . . . , αn all odd, and α±k’s all even, and where
Mα(T, q) ∶= ( n∏
m=1Aαm,0,0(T, q) ⋅ n+i∏k=n+1Aα−k,0,0(−T, q) ⋅
n+i+j∏
l=n+i+1Aα+l ,0,0(T, q)) An,i,j(q T,1/q)E˜(−T )iE˜(T )j .
Here we allow n = 0 if we put
A0,i,j(T, q) = ⎧⎪⎪⎨⎪⎪⎩
q!(q−j)! E˜(T ) if i = 0 and j ≥ 1
0 if i = j = 0 or i ≠ 0.
(Of course, α = (α+1 , . . . , α+j ) in this case.) To express the coefficient cα, it is rather convenient to represent α =(1κ1,3κ3,5κ5, . . . ; 2κ−2,4κ−4,6κ−6, . . . ; 2κ+2,4κ+4,6κ+6, . . .).With this notation, one checks that
cα = ( nκ1,κ3,κ5,...)
κ−2 !κ+2 !κ−4 !κ+4 !⋯ .
Now assume that CN,0,0(T, q) = 0 for some N ≥ 2. Pick arbitrary I, J ≥ 0, and express CN,I,J(T, q), as above,
in terms of the coefficients An,i,j . We can relate the expression of CN,I,J(T, q) to the corresponding expression of
CN,0,0(T, q) in the following way. Every term, say, cα˜Mα˜(T, q), occurring in CN,I,J(T, q) is attached to a tuple
α˜ = (α1, i1, j1; . . . ;αn, in, jn;α−n+1, in+1, jn+1; . . .) by
Mα˜(T, q) = Aα1,i1,j1(T, q)
i1! j1! E˜(−T )i1E˜(T )j1⋯ Aα−n+1,in+1,jn+1(−T, q)in+1! jn+1! E˜(T )in+1E˜(−T )jn+1⋯An,k,l(q T,1/q)E˜(−T )kE˜(T )l .
Here α1, . . . , αn, α−n+1, . . . are exactly as before. Let α = (α1, α2, . . . , αn, . . .) be obtained by taking the corresponding
non-zero components of α˜.We refer to α˜ as derived from α, and denote this by α˜/α. It is clear that cαMα(T, q) occurs
in the expression of CN,0,0(T, q). Furthermore, one checks that the contribution of all terms cα˜Mα˜(T, q), with α˜/α
for a fixed α, in CN,I,J(T, q) is
∑˜
α/α cα˜Mα˜(T, q) = cα ⋅
((1+q−N−D)/2
I
)((1−q−N+D)/2
J
)
Mα(T, q)
E˜(−T )IE˜(T )J
with  as above. The last identity holds even if α is such that n = 0. Summing now over all α, it follows that
CN,I,J(T, q) = ((1+q−N−D)/2I )((1−q−N+D)/2J )CN,0,0(T, q)
E˜(−T )IE˜(T )J = 0.
Now, suppose that Cn,i,j(T, q) = 0 for 2 ≤ n ≤ N − 1, and all i, j ≥ 0, and let us show that CN,0,0(T, q) = 0. (It is easy
to check that C2,0,0(T, q) = 0, hence C2,i,j(T, q) = 0 for i, j ≥ 0 by what we just proved.) We shall assume that N is
odd since the argument is completely analogous if N is even. Accordingly, we can write
codd(c(x,T, q); q T,1/q) = x + ∑
n≥ (N−1)/2 ∑i,j ≥0C2n+1,i,j(T, q)x2n+1yizj .
39
To this we apply c¯(x,T, q) ∶= (A¯odd(x,T, q), A¯even(x,−T, q), A¯even(x,T, q)) given in Section 8, and satisfying
c(c(c¯(x,T, q), T, q), q T,1/q) = c¯(x,T, q). (57)
This implies that
∑
n≥ (N−1)/2 ∑i,j ≥0C2n+1,i,j(T, q) A¯odd(x,T, q)2n+1A¯even(x,−T, q)iA¯even(x,T, q)j = 0.
Taking the coefficient of xN, it follows that CN,0,0(T, q) = 0.
This combined with the previous step completes an induction process and the proof of the theorem.
In particular, we have
ΣN(T, q) = 0 (for N ≥ 2)
which is just (55) corresponding to (1N).
7.2 The General Case
In what follows, we shall extend the above considerations in a way that will allow us to treat all partitions at once.
Before doing so, let us fix some notation.
Notation. Throughout this subsection n, i, j, . . . will denote partitions written as n = (1n1,2n2, . . .), where for all but
finitely many j ≥ 1, nj = 0. As usual, ∣n∣ = n1 + 2n2 + ⋯ stands for the weight of n. For every n = (1n1,2n2, . . .), let
P(n, q) = P(n,Fq) ⊂ Fq[x] denote the set of all monic square-free polynomials dwith factorization type n. Let
An(T, q) ∶= ∑
d ∈P(n,q)(
r∏
k=1PCd(tk)). (58)
(Ifn1, n2, . . . are all zero, we denote the corresponding partition by 0, and takeA0(T, q) to be zero.) Note thatAn(T, q)
corresponds to the sum An,0,0(T, q) introduced at the beginning of the previous subsection. In addition, for n ≠ 0 as
above, and i = (1i1,2i2, . . .), j = (1j1,2j2, . . .), we define An,i,j(T, q) by
An,i,j(T, q) ∶= ∑
d ∈P(n,q)
⎛⎝∏m≥1 (
cm(d,q)+a∗m(d,q)
2m
)!( cm(d,q)−a∗m(d,q)
2m
)!( cm(d,q)+a∗m(d,q)
2m
− jm)!( cm(d,q)−a∗m(d,q)2m − im)! ⋅
r∏
k=1PCd(tk)⎞⎠ (59)
where cm(d, q) = cm(d) and a∗m(d, q) = a∗m(d) are as defined before. It is understood that An,0,0(T, q) = An(T, q).
Notice that the quantity
cm(d, q) = ∑
θ ∈F′
qm
χm(d(θ))2 =m(Irrq(m) − nm) (form ≥ 1) (60)
does not depend on d ∈ P(n, q).We shall also need the following transform of An,i,j(T, q) defined by
ιAn,i,j(T, q) = ∑
d ∈P(n,q)
⎛⎝∏m≥1 (
cm(d,q)+ (−1)ma∗m(d,q)
2m
)!( cm(d,q)− (−1)ma∗m(d,q)
2m
)!( cm(d,q)+ (−1)ma∗m(d,q)
2m
− jm)!( cm(d,q)− (−1)ma∗m(d,q)2m − im)! ⋅
r∏
k=1PCd(−tk)⎞⎠ .
Lemma 7.2. — If ∣n∣ is odd, then ιAn,i,j(T, q) = An,i,j(T, q) for arbitrary partitions i and j.
40
Proof. For i = (1i1,2i2, . . .), consider the moment-sum
Mn,i(q) = ∑
d ∈P(n,q)a
(i)(Cd) = ∑
d ∈P(n,q)∏j ( − ∑θj ∈Fqj χj(d(θj)))
ij
.
As before, by changing θj → ξθj , with χ(ξ) = −1 (ξ ∈ Fq), one sees thatMn,i(q) = 0 whenever ∣i∣ is odd. Expressing
An(T, q) in the form
An(T, q) = ∑
d ∈P(n,q)(
r∏
k=1PCd(tk)) = ∑d ∈P(n,q) exp( −
∞∑
j=1
aj(Cd)
j
⋅ r∑
k=1 t
j
k)
it follows that An(−T, q) = An(T, q). This identity holds for arbitrary r. Accordingly, by adding more variables
tr+1, tr+2, . . . , tr+s to t1, . . . , tr, we see that
(−1)α1+⋯+αs ∂α1+⋯+αsAn
∂tα1r+1⋯∂tαsr+s (−t1, . . . ,−tr,0, . . . ,0, q) = ∂
α1+⋯+αsAn
∂tα1r+1⋯∂tαsr+s (t1, . . . , tr,0, . . . ,0, q) (61)
for arbitrary α1, . . . , αs ∈ N. Dividing both sides by α1!⋯αs!, and expressing
PCd(t) = 1 + 2g∑
α=1(−1)αλα(Cd)tα
we deduce that
(−1)α1+⋯+αs ⋅ ∑
d ∈P(n,q)(λα1(Cd)⋯λαs(Cd)
r∏
k=1PCd(−tk)) = ∑d ∈P(n,q)(λα1(Cd)⋯λαs(Cd)
r∏
k=1PCd(tk)).
Now recall that we expressed the quantities a∗m(d, q) by
a∗m(d, q) = − ∑
k ∣m
m/k−odd
µ(m/k)ak(Cd) − ν2(m)∑
u=1 cm/2u(d, q) (form ≥ 1 and d ∈ P(n, q)) (62)
where ν2 denotes the 2-adic order. By applying Girard’s formula (more commonly known as Girard-Waring formula),
ak(Cd) = k∑ (−1)l1+⋯+lk+k(l1 +⋯ + lk − 1)!
l1!⋯ lk! λl11 (Cd)⋯λlkk (Cd) (63)
summed over all nonnegative integers l1, . . . , lk such that l1 + 2l2 +⋯ + klk = k, it follows that
∑
d ∈P(n,q)(−1)ma∗m(d, q) ⋅
r∏
k=1PCd(−tk) = ∑d ∈P(n,q)a∗m(d, q) ⋅
r∏
k=1PCd(tk) (form ≥ 1).
This identity extends to
∑
d ∈P(n,q)H(−a∗1(d, q), a∗2(d, q), . . .)
r∏
k=1PCd(−tk) = ∑d ∈P(n,q)H(a∗1(d, q), a∗2(d, q), . . .)
r∏
k=1PCd(tk)
for arbitrary polynomial expressions H in a∗1(d, q), a∗2(d, q), . . . , and the lemma follows.
Remark. We can expressAn,i,j(T, q) = Dn,i,j,qAn(T, q)7, an identity which allows us to defineAn,i,j(q T,1/q). Clearly
ιAn,i,j(q T,1/q) = An,i,j(q T,1/q) when ∣n∣ is odd.
7The differential operator Dn,i,j,q is obtained as follows. For l1, . . . , lk ∈ N, let
∂l1,...,lk = ( 11!l12!l2 ⋯k!lk ) ⋅ ∂l1+2l2+⋯+klk∂tr+1⋯∂tr+l1∂t2r+l1+1⋯∂t2r+l1+l2⋯∂tkr+l1+⋯+lk−1+1⋯∂tkr+l1+⋯+lk .
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Let X1, . . . ,Xn, . . . , Y1, . . . , Z1, . . . be algebraically independent variables. Let X = (Xn)n≥1, Y = (Yn)n≥1, Z =(Zn)n≥1, and set X ∶= (X,Y,Z). For k ≥ 1 and a partition n, let kn and Xkn denote, respectively, the partition(kn1, (2k)n2, . . .) and the product Xn1k Xn22k ⋯.
Now, for k ≥ 1, let E˜(T k, qk) = E(T k)E(qkT k), where we recall that E(T ) =∏ri=1 (1 − ti)−1. Define the generating
series
Ck,odd(X,T, q) = ∑
n,i,j∣n∣−odd
An,i,j(T k, qk)XknY kiZkj
i!j!E−(T k, qk)iE+(T k, qk)j
C+k,even(X,T, q) = ∑
n,i,j∣n∣−even
An,i,j(T k, qk)XknY kiZkj
i!j!E−(T k, qk)iE+(T k, qk)j
and
C−k,even(X,T, q) = ∑
n,i,j∣n∣−even
ιAn,i,j(T k, qk)XknY kiZkj
i!j!E−(T k, qk)iE+(T k, qk)j ;
here A0,i,j(T, q) and ιA0,i,j(T, q) are taken such that:
f0(Y,Z,T, q) ∶= ∑
i,j
A0,i,j(T, q)Y iZj
i!j!
= E(T )E(q T ) [−1 + ∞∏
m=1(1 +Zm)Irrq(m)] (64)
and ∑
i,j
ιA0,i,j(T, q)Y iZj
i!j!
= E(−T )E(−q T ) [−1 + ∏
m−odd(1 + Ym)Irrq(m) ⋅ ∏m−even(1 +Zm)Irrq(m)] . (65)
Also, E−(T k, qk)i and E+(T k, qk)j are defined by
E−(T k, qk)i = E˜(−T k, qk)i1⋯ E˜(−Tmk, qmk)im⋯
and
E+(T k, qk)j = E˜(T k, qk)j1⋯ E˜(Tmk, qmk)jm⋯.
Let Codd(X,T, q) = (Ck,odd(X,T, q))k≥1, C±even(X,T, q) = (C±k,even(X,T, q))k≥1, and set
C(X,T, q) ∶= (Codd(X,T, q),C−even(X,T, q),C+even(X,T, q)).
Note that by a passage from q to qk we understand a base change to Fqk . Accordingly, Ck,odd(X,T, q), for example, is
just C1,odd(X,T, qk) in which we replace
t1, . . . , tr, . . . ,Xm, . . . , Ym, . . . , Zm, . . .
Define D∗m = ∑
k ∣m(m/k)−odd
µ(m/k)k∑ (−1)l1+⋯+lk+1(l1 +⋯ + lk − 1)!
l1!⋯ lk! ∂l1,...,lk
the inner sum being over all l1, . . . , lk ∈ N satisfying l1 + 2l2 +⋯ + klk = k. By (60), (62) and (63)
∑
d ∈P(n,q)a
∗
m(d, q) ⋅ r∏
k=1PCd(tk) = D∗mAn(T, q) − [ρm(1 + (−1)∣n∣)/2 + m ⋅
ν2(m)∑
u=1 (Irrq(m/2u) − nm/2u)/2u]An(T, q)
with ρm= 1 or 0 according asm is a power of two or not. Then Dn,i,j,qAn(T, q) is obtained by replacing a∗m(d, q), for eachm, by
D∗m − ρm(1 + (−1)∣n∣)/2 − m ⋅ ν2(m)∑
u=1 (Irrq(m/2u) − nm/2u)/2u
in (59).
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by
tk1 , . . . , t
k
r , . . . ,Xkm, . . . , Ykm, . . . , Zkm, . . . ,
respectively. One defines C(X,q T,1/q) as follows. For a partition n = (1n1,2n2, . . .), put
fn(Y,Z,T, q) =∑
i,j
An,i,j(T, q)Y iZj
i!j!
.
Note that, for n ≠ 0, we can write
fn(Y,Z,T, q) = ∑
d ∈P(n,q)
⎡⎢⎢⎢⎢⎣
∞∏
m=1(1 + Ym) cm(d,q)−a
∗
m(d,q)
2m (1 +Zm) cm(d,q)+a∗m(d,q)2m ⋅ r∏
k=1PCd(tk)
⎤⎥⎥⎥⎥⎦.
Replacing cm(d, q) bym(Irrq(m) − nm) and a∗m(d, q) by
D∗m(n, q) = D∗m − ρm(1 + (−1)∣n∣)/2 − m ⋅ ν2(m)∑
u=1 (Irrq(m/2u) − nm/2u)/2u
where D∗m is the differential operator defined above, we can further write
fn(Y,Z,T, q) = ∏∞m=1(1+Ym)(Irrq(m)−nm)/2−D∗m(n,q)/2m(1+Zm)(Irrq(m)−nm)/2+D∗m(n,q)/2mAn(T, q).
Here (1 +U)D, for a variable U and a (differential) operator D, stands for the formal power series
1 + ∞∑
n=1
D(D − 1)⋯ (D − n + 1)
n!
Un.
In particular, if n = 1 (i.e., n = (1n1,2n2, . . .) with n1 = 1 and nm = 0 form ≥ 2), then
f1(Y,Z,T, q) = q ∞∏
m=1(1 + Ym)cm/2ν2(m)(q2
ν2(m))/(2m)(1 +Zm)[2cm(q)− cm/2ν2(m)(q2ν2(m))]/(2m) (66)
where
cm(q) = ⎧⎪⎪⎨⎪⎪⎩q − 1 ifm = 1m Irrq(m) ifm ≥ 2. (67)
We define
fn(Y,Z, q T,1/q) = ∏∞m=1(1+Ym)(Irr1/q(m)−nm)/2−D∗m(n,1/q)/2m(1+Zm)(Irr1/q(m)−nm)/2+D∗m(n,1/q)/2mAn(q T,1/q)
and Ck,odd(X,q T,1/q), for all integers k ≥ 1, by
Ck,odd(X,q T,1/q) = ∑
n∣n∣−odd
fn((Ymk/E˜(−Tmk, qmk))m≥1, (Zmk/E˜(Tmk, qmk))m≥1, qkT k, q−k)Xkn.
Define C±k,even(X,q T,1/q) similarly, and let Codd(X,q T,1/q), C±even(X,q T,1/q) and C(X,q T,1/q) be as defined
above.
Using the generating function C(X,T, q), we can reinterpret (27) and the relations (55) as follows. Let
Zodd(T, tr+1; q) = [Z(T, tr+1; q) −Z(T,−tr+1; q)] /2 = ∑
l−oddΛl(T, q)tlr+1
and
Zeven(T, tr+1; q) = [Z(T, tr+1; q) +Z(T,−tr+1; q)] /2 = ∑
l−evenΛl(T, q)tlr+1
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denote the odd (respectively even) part of the series Z(T, tr+1; q) in (14). Put
Zodd(T, tr+1; q) = (Zodd(T k, tkr+1; qk))k≥1 and Z±even(T, tr+1; q) = (E(±T k)Zeven(±T k, tkr+1; qk))k≥1.
If we set
Z(T, tr+1; q) ∶= (Zodd(T, tr+1; q), Z−even(T, tr+1; q), Z+even(T, tr+1; q))
then by (29), Proposition 4.1 and (30), the relation (27) can be expressed as
Z(T, tr+1; q) = C(Z(q T, qtr+1; 1/q), T, q). (68)
For the purpose of interpreting the relations (55), let C0(X,T, q) = C(X,T, q) − q ⋆ X, where for X as above,
q ⋆X = ((qnXn)n≥1, (qnYn)n≥1, (qnZn)n≥1) is the linear part of C(X,T, q). Then (68) can be rewritten as
Z(T, tr+1; q) − q ⋆Z(q T, qtr+1; 1/q) = C0(Z(q T, qtr+1; 1/q), T, q).
Replacing q → 1/q, T → q T, tr+1 → qtr+1, and substituting Z(T, tr+1; q) by using (68), we see that Z(q T, qtr+1; 1/q)
has to satisfy
Z(q T, qtr+1; 1/q) − (q−1) ⋆C(Z(q T, qtr+1; 1/q), T, q) = C0(C(Z(q T, qtr+1; 1/q), T, q), q T,1/q).
The last identity prompts us to wonder if we have in fact:
X − (q−1) ⋆C(X,T, q) = C0(C(X,T, q), q T,1/q) (69)
or what amounts to the same,
C(C(X,T, q), q T,1/q) =X. (70)
Clearly (69) and (70) are equivalent to the relations (55).
Shortly, we will show (see Theorem 7.5) that, indeed, (70) holds. Its proof depends chiefly upon understanding how
(70) is encoded in the combinatorial structure of certain moduli spaces, see Section 8.
We shall need the following well-known identities:
Lemma 7.3. — Form ∈ N×, we have
∑
h∣m Irrq1(h)Irrqh2 (m/h) = Irrq1q2(m)
where for an indeterminate t, we put
Irrt(m) =m−1∑
k∣mµ(m/k)tk.
In particular, ifm ≥ 2, then ∑
h∣m Irrq−1(h)Irrqh(m/h) = 0
and ∑
h∣mh Irrq(h) = qm (form ≥ 1).
Proof. Indeed, the left-hand side of the identity can be written as
1
m
∑
h∣m(∑k∣hµ(h/k)qk1)(∑l∣mh µ(m/hl)qhl2 ) = 1m ∑k∣m qk1 ∑l∣mk µ(mlk )qlk2 ∑n∣l µ(n).
44
Since ∑n∣l µ(n) = 0 if l > 1, it follows that
∑
h∣m Irrq1(h)Irrqh2 (m/h) = 1m ∑k∣mµ(mk )(q1q2)k = Irrq1q2(m).
The second identity in the statement of the lemma follows by replacing q1 and q2 by q−1 and q, respectively. By equating
the coefficients of tm, i.e., the leading coefficients, on both sides of the identity
∑
h∣m Irrq(h)Irrth(m/h) = Irrqt(m)
we deduce that ∑h∣m h Irrq(h) = qm form ≥ 1.
For N ≥ 1, let D∗N be the differential operator defined by
D∗N = ∑
k∣N(N/k)−odd
µ(N/k)k∑ (−1)l1+⋯+lk+1(l1 +⋯ + lk − 1)!
l1!⋯ lk! ∂l1,...,lk (71)
the inner sum being over all l1, . . . , lk ∈ N satisfying l1 +⋯+klk = k.We shall need some elementary properties of the
action of this operator on the C-algebra B consisting of linear combinations
∑
α
cαFα(T ) (cα ∈ C and Fα(T ) = r∏
k=1 fα(tk) )
with fα(t) of the form
fα(t) = exp( ∞∑
j=1
aα(j)
j
tj) (aα(j) ∈ C for all j ≥ 1)
(viewed as a composition of formal power-series), for all α. In particular, An,i,j(T, q) is in B, and by using the results
of Section 8 (specifically, see (91)), one can express inductively An,i,j(q T,1/q) as a linear combination (independent
of r) of derivatives ∂l1,...,lsAm,p,l(T, q) (l1, . . . , ls ∈ N), hence An,i,j(q T,1/q) is also in B for any partitions n, i and j.
It is understood that, for F (T ) ∈ B, its formal derivative D∗NF (T ) is taken as in the right-hand side of (61). ClearlyD∗N is C-linear, and it satisfies the Leibniz rule D∗N(FG)(T ) = G(T )D∗NF (T ) +F (T )D∗NG(T ), for F (T ) and G(T )
in B. In addition, if Fα(T ) is as above, then
D∗
NFα(T ) = Fα(T ) ⋅ ∑
k∣N
N/k−odd
µ(N/k)aα(k).
In particular, we have
Lemma 7.4. — For sequences {γl}l≥1 and {ηl}l≥1 of complex numbers, define
f(t) = ∞∏
l=1 (1 − qlt2l)γl/2 and g(t) =∏l≥1(1 + t
l
1 − tl )ηl/2l.
Put F (T ) =∏rk=1 f(tk) and G(T ) =∏rk=1 g(tk). Then, for any N ∈ N×, we have
D∗
NF (T ) = ⎛⎝ ∑lm=N
m−even
lγl ∑
h∣m(m/h)−even
µ(m
h
)qlh⎞⎠F (T ) (72)
and D∗
NG(T ) = ηNG(T ) (73)
with the understanding that the double sum in the right-hand side of (72) vanishes if N is odd.
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Proof. Writing
f(t) = exp( ∞∑
l=1
γl
2
log (1 − qlt2l))
and expanding log (1 − qlt2l) = −∑∞m=1(qlmt2lm/m), the identity (72) follows after a simple calculation.
Similarly,
D∗
NG(T ) = ⎛⎝ ∑JM=N
M−odd
µ(M) ∑
lk=J
k−odd
ηl
⎞⎠G(T )
and (73) follows by applying the Möbius inversion. This completes the proof.
The remaining of this section is devoted to the proof of our main theorem in the general case, subject to a functional
relation, whose proof will be given in Section 8.
Theorem 7.5. —With the above notation, we have
C(C(X,T, q), q T,1/q) =X.
In other words, C(X,T, q) is the formal compositional inverse of C(X,q T,1/q).
Proof. As in the previous subsection, we shall reduce the assertion of the theorem to the existence of a generating
function satisfying a functional relation, see Section 8.
First, notice that it is enough to show that
C1,odd(C(X,T, q), q T,1/q) =X1
C−1,even(C(X,T, q), q T,1/q) = Y1 and C+1,even(C(X,T, q), q T,1/q) = Z1. By Lemma 7.2, the expansion of An(T, q)
in terms of the symplectic Schur functions s⟨λ†⟩(q± 12T ±1) is only over partitions of even weight whenever ∣n∣ is odd;
therefore, An(−q T,1/q) = An(q T,1/q), and from the definition of An,i,j(q T,1/q),
ιAn,i,j(q T,1/q) = An,i,j(q T,1/q)
whenever ∣n∣ is odd (see also the above remark). Replacing T by −T (i.e., tk by −tk for 1 ≤ k ≤ r), and interchanging
Y1 and Z1, Y3 and Z3, . . . , it follows that we have the implication
C+1,even(C(X,T, q), q T,1/q) = Z1 Ô⇒ C−1,even(C(X,T, q), q T,1/q) = Y1.
Now expand
C1,odd(C(X,T, q), q T,1/q) = ∑
n,i,j∣n∣−odd
Cn,i,j(T, q)XnY iZj
and
C+1,even(C(X,T, q), q T,1/q) = ∑
n,i,j∣n∣−even
Cn,i,j(T, q)XnY iZj.
By (66), the subseries of C1,odd(C(X,T, q), q T,1/q) corresponding to n = 1 can be expressed by
X1∑
i,j
C1,i,j(T, q)Y iZj =X1 ∞∏
m=1 (1 + Ym/E˜(−Tm, qm))ω−m(q)(1 +Zm/E˜(Tm, qm))ω+m(q)
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where form ≥ 1 with 2b ∥m,
ω−m(q) = cm/2b(q2b)2m + ∑l∣m
m/l−odd
Irrql(m/l) cl/2b(q−2b)
2l
and
ω+m(q) = 2cm(q) − cm/2b(q2b)2m + ∑k∣m
m/k−even
ck(1/q) Irrqk(m/k)
k
+ ∑
l∣m
m/l−odd
Irrql(m/l)(2cl(1/q) − cl/2b(q−2b))
2l
.
Putm = 2bm′. Ifm′ = 1, then, by (67),
ω−m(q) = 2−b−1 ⋅ (c1(q2b) + q2bc1(q−2b)) = 0
and ifm′ > 1, we can write
ω−m(q) = cm′(q2b)2b+1m′ + ∑l′∣m′ cl′(q
−2b) Irr
q2bl′ (m′/l′)
2b+1l′ = 2−b−1 ∑l′∣m′ Irrq−2b (l′) Irrq2bl′ (m′/l′).
The last sum vanishes by Lemma 7.3. Similarly, ω+1 (q) = 0, and ifm > 1, one can reduce ω+m(q) to
ω+m(q) = − cm′(q2b)2b+1m′ + Irrq2b (m′) − Irr1(m′)2b+1 .
Thus ω+m(q) = 0.
Next, notice that
∑
i,j
C0,i,j(T, q)Y iZj = E(T )E(qT ) ⎡⎢⎢⎢⎢⎣
∞∏
k,l=1(1 + ZklE(T kl)E(qklT kl))
Irrq−1(k)Irrqk(l) − 1⎤⎥⎥⎥⎥⎦ .
By Lemma 7.3 ∑
kl=m Irrq−1(k)Irrqk(l) = 0 (ifm > 1)
and so ∑
i,j
C0,i,j(T, q)Y iZj = E(T )E(qT ) ⎡⎢⎢⎢⎢⎣(1 + Z1E(T )E(qT ))
Irrq−1(1)Irrq(1) − 1⎤⎥⎥⎥⎥⎦ = Z1.
Our next step is to show that if CN,0,0(T, q) = 0 for a partitionN of weight ∣N∣ ≥ 2, then CN,I,J(T, q) = 0 for arbitrary
partitions I and J.As in the proof of Theorem 7.1, we shall deduce this from the fact thatCN,I,J(T, q) = ∗CN,0,0(T, q)
for a certain differential operator ∗; the precise definition of this differential operator is given in (80).
Indeed, as in the proof of Theorem 7.1, we first write
CN,0,0(T, q) =∑
S
cSMS(T, q)
summed over tuples S = (S1, . . . , S−1 , . . . , S+1 , . . .) with each Sk, or S±l , itself a tuple of partitions; for k ≥ 1, Sk =(nk1,nk2, . . . ,nknk) with ∣nkh∣ odd for all 1 ≤ h ≤ nk, and for l ≥ 1, S±l = (n±l1,n±l2, . . . ,n±ln±
l
) with ∣n±lm∣ even for all
1 ≤m ≤ n±l ; we also require that
N = n11 ∪⋯ ∪ n1n1 ∪ 2n21 ∪⋯ ∪ 2n2n2 ∪⋯ ∪ n−11 ∪⋯ ∪ n−1n−1 ∪⋯ ∪ ln+l1 ∪⋯ ∪ ln+ln+l ∪⋯.
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If we defineMSk(T, q) andMS±l (T, q) by
MSk(T, q) = Ank1(T, q)⋯Anknk(T, q) and MS±l (T, q) = An±l1(±T, q)⋯An±ln±
l
(±T, q)
thenMS(T, q) above is given by
MS(T, q) = An,i,j(q T,1/q)
E−(T, q)iE+(T, q)j ⋅ ∏k,l,l′MSk(T k, qk)MS−l (T l, ql)MS+l′ (T l′, ql′)
with n = (1n1,2n2, . . .), i = (1n−1,2n−2, . . .) and j = (1n+1,2n+2, . . .). The constant cS is given in (75).
Define
D∗(Y,Z) = ∞∏
N=1(1 + Z˜N1 + Y˜N )
D∗
N
2N
where, for notational convenience, we set Y˜N ∶= YN /E˜(−TN, qN) and Z˜N ∶= ZN /E˜(TN, qN), and where D∗N for
N ≥ 1 is the differential operator defined by (71). The idea is to compare D∗(Y,Z)MS(T, q) with the contribution of all
the terms derived from, or corresponding to MS(T, q), for fixed S, in the composition C1,odd(C(X,T, q), q T,1/q).
We will show that these two agree up to a normalizing factor, depending only upon the fixed partition N.
First, the contribution of all the terms derived fromMS(T, q) in C1,odd(C(X,T, q), q T,1/q) can be easily described
as follows. Consider the subseries Xnfn((Y˜m)m≥1, (Z˜m)m≥1, q T,1/q) of C1,odd(X,q T,1/q), where we recall that
fn(Y,Z, q T,1/q) = ∏∞m=1(1+Ym)(Irr1/q(m)−nm)/2−D∗m(n,1/q)/2m(1+Zm)(Irr1/q(m)−nm)/2+D∗m(n,1/q)/2mAn(q T,1/q);
for simplicity, let us assume that ∣n∣ is odd. In Xnfn((Y˜m)m≥1, (Z˜m)m≥1, q T,1/q), replace Xk, Yl and Zl′ for all
k, l, l′ ≥ 1 by the subseries of Ck,odd(X,T, q),C−l,even(X,T, q) and C+l′,even(X,T, q) given by
∑Xknkhfnkh((Y˜km)m≥1, (Z˜km)m≥1, T k, qk)
f−0 ((Y˜lm)m≥1, (Z˜lm)m≥1, T l, ql) + ∑X ln−lhf−n−
lh
((Y˜lm)m≥1, (Z˜lm)m≥1, T l, ql)
and
f+0 ((Y˜l′m)m≥1, (Z˜l′m)m≥1, T l′, ql′) + ∑X l′n+l′hf+n+
l′h((Y˜l′m)m≥1, (Z˜l′m)m≥1, T l′, ql′)
respectively, the sums being over all the distinct components of Sk, S−l and S+l′ . Here, for a partition n of even weight,
we put: f+n (Y,Z,T, q) = fn(Y,Z,T, q), and
f−n (Y,Z,T, q) =∑
i,j
ιAn,i,j(T, q)Y iZj
i!j!
;
the generating series f+0 (Y,Z,T, q) = f0(Y,Z,T, q) (resp. f−0 (Y,Z,T, q)) is defined by (64) (resp. (65)). This gives
an expression, in which the coefficient of XN ∶= Xn11⋯Xn1n1X2n21⋯X ln+l1⋯X ln+ln+l ⋯ is precisely the contribution
of all the terms corresponding to the monomialMS(T, q).
To write this contribution explicitly, define
fSk(Y,Z,T, q) = ( nkm(nk1), . . . ,m(nkpk))fnk1(Y,Z,T k, qk)⋯ fnknk(Y,Z,T k, qk)
where nk1, . . . ,nkpk are the distinct components of Sk, and m(nkh) denotes the multiplicity (i.e., the number of oc-
currences) of nkh in Sk, for all 1 ≤ h ≤ pk. Similarly, define
fS±
l
(Y,Z,T, q) = ( E±l (n,1/q)
m(n±l1), . . . ,m(n±lp±l ),E±l (n,1/q) −⋯ −m(n±lp±l ))
f±n±
l1
(Y,Z,T l, ql)
g±0(Y,Z,T l, ql) ⋯
f±n±ln±
l
(Y,Z,T l, ql)
g±0(Y,Z,T l, ql)
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where we put g±0(Y,Z,T, q) = 1 + (f±0 (Y,Z,T, q)/E˜(±T, q)), and
E±l (n,1/q) = (Irr1/q(l) − nl)/2 ±D∗l(n,1/q)/2l
are precisely the exponents in the product appearing in the above expression of fn(Y,Z, q T,1/q). If we set
fS(Y,Z,T, q) ∶= ∏
k,l,l′ fSk((Y˜kα)α, (Z˜kα)α, T, q)fS−l ((Y˜lα)α, (Z˜lα)α, T, q)fS+l′ ((Y˜l′α)α, (Z˜l′α)α, T, q)
then the contribution we are interested in is expressed by
fS(Y,Z,T,q)∏∞l=1∏m−odd (1+Y˜lm)Irrql (m)E−l (n,1/q)(1+Z˜lm)Irrql (m)E+l (n,1/q)∏m−even (1+Z˜lm)Irrql (m)(Irrq−1 (l)−nl)An(q T,1/q)
E−(T, q)iE+(T, q)j . (74)
In this expression, the differential operators commute with each other, and we have
An,i,j(q T,1/q) = ∏l E±l (n,1/q)(E±l (n,1/q)−1)⋯ (E±l (n,1/q)+1−m(n±l1)−⋯−m(n±lp±l ))An(q T,1/q).
The remaining parts of the multinomial coefficients make up the constant cS, that is,
cS =∏
k
( nk
m(nk1), . . . ,m(nkpk))∏l (m(n−l1)!⋯m(n−lp−l )!m(n+l1)!⋯m(n+lp+l )!)−1. (75)
To simplify things, using Lemma 7.3, one can write the products in (74) as
∞∏
l=1 ∏m−odd(1 + Z˜lm1 + Y˜lm )
Irr
ql
(m)D∗
l
(n,1/q)
2l ∏
m−even(1 + Z˜lm1 + Y˜lm )
Irr
ql
(m)(Irr
q−1 (l)−nl)
2 ∏
m
[(1 + Y˜lm)(1 + Z˜lm)] lm−nlIrrql (m)2 (76)
with 1 = 1 and N = 0 if N ≥ 2. We combine the factor ∏∞l,m=1[(1 + Y˜lm)(1 + Z˜lm)]−nlIrrql(m)/2 in (76) with
fS(Y,Z,T, q). Note that the products in (76) not involving any of theD∗l(n,1/q) (l = 1,2, . . .) act on An(q T,1/q) by
scalar multiplication. Let
G = ∞∏
l=1 ∏m−odd(1 + Z˜lm1 + Y˜lm )
Irr
ql
(m)D∗
l
(n,1/q)
2l ∏
m−even(1 + Z˜lm1 + Y˜lm )
Irr
ql
(m)(Irr
q−1 (l)−nl)
2
.
Lemma 7.6. —With notations as above, we have
G = ∞∏
N=1(1 + Z˜N1 + Y˜N )
(D̃∗N +RN )/2N
with D̃∗N = ∑
k∣N(N/k)−odd
qkµ(N/k)k∑ (−1)l1+⋯+lk+1(l1 +⋯ + lk − 1)!
l1!⋯ lk! ∂l1,...,lk
the inner sum being over all l1, . . . , lk ∈ N satisfying l1 + 2l2 +⋯ + klk = k, and
RN = ∑
lm=N
m−even
l(Irrq−1(l) − nl) ⋅ ∑
h∣m(m/h)−even
µ(m
h
)qlh.
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Proof. In (2N)−1 ∑
lm=N
m−odd
m Irrql(m)D∗l(n,1/q)
replace D∗l(n,1/q) by
D∗l(n,1/q) = D∗l − lν2(l)∑
u=1 (Irrq−1(l/2u) − nl/2u)/2u
(recall that we are assuming that ∣n∣ is odd) to get
(2N)−1 ∑
lm=N
m−odd
m Irrql(m)D∗l − (2N)−1 ∑
lm=N
m−odd
m Irrql(m) lν2(l)∑
u=1 (Irrq−1(l/2u) − nl/2u)/2u. (77)
Since D∗l = ∑
k∣l(l/k)−odd
µ(l/k)k∑ (−1)l1+⋯+lk+1(l1 +⋯ + lk − 1)!
l1!⋯ lk! ∂l1,...,lk
we can use the Möbius inversion, in the form
x(l) = ∑
k∣l(l/k)−odd
µ(l/k)y(k) ⇐⇒ y(m) = ∑
h∣m(m/h)−odd
x(h)
to express the first sum in (77) as
(2N)−1 ∑
k∣N(N/k)−odd
qkµ(N/k)k∑ (−1)l1+⋯+lk+1(l1 +⋯ + lk − 1)!
l1!⋯ lk! ∂l1,...,lk .
Similarly, if we put x(l) = l∑ν2(l)u=1 (Irrq−1(l/2u) − nl/2u)/2u, then
y(m) = ∑
h∣m(m/h)−odd
x(h) = ∑
l∣(m/2) l(Irrq−1(l) − nl)
and (2N)−1 ∑
lm=N
m−odd
m Irrql(m)x(l) = (2N)−1 ∑
lm=N
m−odd
m Irrql(m) ∑
k∣l(l/k)−odd
µ(l/k)y(k). (78)
Summing first over k and using the definition of Irrql(m), we can express the right-hand side of (78) as(2N)−1 ∑
k∣N(N/k)−odd
y(k) ∑
ms=(N/k)µ(s)∑h∣mµ(h)qNh = (2N)−1 ∑k∣N(N/k)−oddµ(N/k)y(k)q
k.
This further equals to (2N)−1 ∑
lm=N
m−even
l(Irrq−1(l) − nl) ⋅ ∑
h∣m(m/h)−odd
µ(m/h)qlh.
Our assertion follows at once from the fact that
∞∏
l=1 ∏m−even(1 + Z˜lm1 + Y˜lm )
Irr
ql
(m)(Irr
q−1 (l)−nl)
2 = ∞∏
N=1(1 + Z˜N1 + Y˜N )
QN /2N
with QN = ∑
lm=N
m−even
l(Irrq−1(l) − nl)∑
h∣mµ(mh )qlh.
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Now for any partition n = (1n1,2n2, . . .) of odd weight, express
fn(Y,Z,T, q) = ∏∞m=1(1+Ym)(Irrq(m)−nm)/2−D∗m(n,q)/2m(1+Zm)(Irrq(m)−nm)/2+D∗m(n,q)/2mAn(T, q).
Note that by (64) and (65), for any partition n ≠ 0 of even weight, we can also write
f+n (Y,Z,T, q)
g+0(Y,Z,T, q) = ∏m(1+Ym)(Irrq(m)−nm)/2−D∗m(n,q)/2m(1+Zm)−(Irrq(m)+nm)/2+D∗m(n,q)/2mAn(T, q)
and
f−n (Y,Z,T, q)
g−0(Y,Z,T, q) = ∏m(1+Ym)−
nm + (−1)m+1Irrq(m)
2
+ (−1)m+1D∗m(n,q)
2m (1+Zm)−nm + (−1)mIrrq(m)2 + (−1)mD∗m(n,q)2m (ιAn(T, q)).
One can combine the definition of fS(Y,Z,T, q) with the above identities to express
fS(Y,Z,T, q) ∞∏
l,m=1[(1 + Y˜lm)(1 + Z˜lm)]−nlIrrql(m)/2. (79)
Indeed, by applying the first identity to∏k≥1 fSk((Y˜km)m, (Z˜km)m, T, q), notice that the product in (79) cancels out.
Furthermore, by putting XNl =X lnl1⋯X lnlnl⋯X ln+l1⋯X ln+ln+l , for l ≥ 1, we can also separate out the product
∞∏
l=1
∞∏
m=1[(1 + Y˜lm)(1 + Z˜lm)]−(exponent ofXlm inXNl)/2
which clearly depends only upon our original fixed partition N. The remaining part of fS(Y,Z,T, q), which acts on
An(q T,1/q) by scalar multiplication, can be expressed using (58). (Recall that the differential operatorD∗m(n, q), for
m ≥ 1, acts on a product∏rk=1 PCd(tk), with d ∈ P(n, q), as scalar multiplication by a∗m(d, q).)
Consider now D∗(Y,Z)MS(T, q). By the properties of the differential operator D∗N , we can write
D∗(Y,Z)MS(T, q) = D∗(Y,Z)An,i,j(q T,1/q) ⋅D∗(Y,Z)(∏k,l,l′MSk(T k, qk)MS−l (T l, ql)MS+l′ (T l′, ql′)
E−(T, q)iE+(T, q)j )
where, for all N ≥ 1, D∗N acts on An,i,j(q T,1/q) by D̃∗N (see Lemma 7.6). The second part
D∗(Y,Z)(∏
k
MS
k
(T k, qk) ⋅ ∏l,l′MS−l (T l, ql)MS+l′ (T l′, ql′)
E−(T, q)iE+(T, q)j )
can be easily handled as follows. Express first the factors Ankh(T k, qk) (resp. An±lh(±T l, ql)) of MSk(T k, qk) (resp.
MS±
l
(T l, ql)) by their definition (58); also, write explicitly E−(T, q)iE+(T, q)j. For nkh = (1n1(nkh),2n2(nkh), . . .),
express each characteristic polynomial PCd(tkα), for d ∈ P(nkh, qk) and α = 1, . . . , r, by
PCd(tkα) = (1 − qkt2kα )− 12 ∞∏
i=1(1 − t2kiα )ni(nkh)2 ⋅ ∞∏j=1(1 + t
kj
α
1 − tkjα )
a∗
j
(d,qk)
2j
.
For n±lh = (1n1(n±lh),2n2(n±lh), . . .), we express
(1 − tlα)(1 − qltlα)PCd(tlα) = ∞∏
i=1(1 − t2liα )ni(n
±
lh
)
2 ⋅ ∞∏
j=1(1 + t
lj
α
1 − tljα )
j ⋅(a∗j (d,ql)2j − Irrql (j)2 )
(for d ∈ P(n±lh, ql)).
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Here  = ±1, the sign agreeing with that on n±lh. Notice that the product
D∗(Y,Z)( r∏
α=1
∞∏
k=1 (1 − qkt2kα )−nk/2) ⋅
D∗(Y,Z)( r∏
α=1
∞∏
l=1
∞∏
m=1 (1 − t2lmα )(exponent ofXlm inXNl)/2)
factors out. Since (1 − t2)1/2 = ∞∏
l=1 (1 − qlt2l)Irrq−1(l)/2
it follows easily, using Lemma 7.4 (72), that
D∗(Y,Z)( r∏
α=1 (1 − t2α)1/2 ∞∏k=1 (1 − qkt2kα )−nk/2)E(T 2)1/2
is precisely the contribution of the remaining part of the product G in Lemma 7.6, i.e.,∏∞N=1 ( 1+Z˜N1+Y˜N )RN2N to (74). Then
to each of the remaining terms, one applies Lemma 7.4 (73) to match each of them with the remaining contributions
in (79).
Putting everything together, it follows that we can express (74) as
cSKN(Y,Z) ⋅ D∗(Y,Z)[E(T 2)−1/2MS(T, q)]E(T 2)1/2
where we set KN(Y,Z) ∶= ∏∞l=1∏∞m=1[(1 + Y˜lm)(1 + Z˜lm)](lm− exponent ofXlm inXNl)/2∏∞l=1∏∞m=1∏∞ν=1 (1+Z˜2νlm1+Y˜2νlm)−(exponent ofXlm inXNl)/2ν+1
.
Accordingly, if we define
DN,I,J(T, q) = E(T 2)1/2 CoefficientY IZJ[KN(Y,Z) ⋅ D∗(Y,Z)E(T 2)−1/2D∗(Y,Z)] (80)
then it is clear that CN,I,J(T, q) = DN,I,J(T,q)CN,0,0(T, q). Hence CN,I,J(T, q) = 0 if CN,0,0(T, q) = 0. Notice that
by Lemma 7.4 (72), applied with γ1 = 1, γl = 0 for l ≥ 2, and q = 1, one could express
D∗(Y,Z)E(T 2)−1/2 ⋅E(T 2)1/2 = ∞∏
ν=1(1 + Z˜2ν1 + Y˜2ν )
−2−ν−1
which could be absorbed into KN(Y,Z).
The argument is completely analogous if ∣n∣ is even.
In the next section, we shall construct C¯(X,T, q) such that
C(C(C¯(X,T, q), T, q), q T,1/q) = C¯(X,T, q). (81)
As in the proof of Theorem 7.1, one deduces easily that CN,0,0(T, q) = 0 if one assumes that CN′,0,0(T, q) = 0, for
all partitions N′ of weights 2 ≤ ∣N′∣ < ∣N∣. (One checks directly that CN,0,0(T, q) = 0 when N = (12), or N = (21).)
This completes the proof of the theorem subject to the construction of C¯(X,T, q) satisfying the required properties.
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8 The series C¯(X,T, q)
In this section, we shall construct the general series C¯(X,T, q) satisfying the relation (81), and thus concluding the
proof of Theorem 7.5; the series c¯(x,T, q) used in the final step of the proof of Theorem 7.1 is just a specialization of
C¯(X,T, q).Most of what we will say here is independent from the rest of the paper8.
To put things in perspective, we begin by discussing the occurrence of a special case of the series C¯(X,T, q)9 in the
context of a well-known result of Ezra Getzler.
LetM0,n (n ≥ 3) denote the moduli space of irreducible, non-singular, projective curves of genus 0 with n distinct
marked points. LetM0,n denote its Deligne-Mumford compactification, consisting of the stable curves of genus 0 with
n distinct marked points. It is well-known (see [36] and [63]) that the corresponding Deligne-Mumford stacksM0,n
and M¯0,n are smooth and defined over Z.
We recall that for a Deligne-Mumford stack X of finite type over Z, one defines its number of points over a finite field
Fq to be
#X(Fq) = ∑
ξ ∈ [X(Fq)]
1
#AutFq(ξ)
the sum being taken over the isomorphism classes of the category X(Fq). Here, for an isomorphism class ξ, AutFq(ξ)
denotes the finite group of automorphisms of any object representing ξ. In particular, if X =M0,n, then, by counting
points, one sees that
#M0,n(Fq) = #M0,n(Fq) = n−2∏
k=2(q − k) (n ≥ 3).
The number of points #M¯0,n(Fq) (n ≥ 3) can be obtained from the following theorem of Getzler [50]; see also
McMullen [70].
Theorem (Getzler). — The generating functions
f(x) = x − ∞∑
n=2 #M0,n+1(Fq)xnn! = 1 + q2x − (1 + x)qq(q − 1) and g(x) = x + ∞∑n=2 #M¯0,n+1(Fq)xnn!
are formal compositional inverses of one another.
Note that g(x) = g(x, q) satisfies the functional equation
q2g(x, q) = q(q − 1)x + g(qx,1/q) (82)
which can be verified directly.
The connection between the function g(x) in Getzler’s theorem and c¯(x,T, q) used in the proof of Theorem 7.1 can
be easily seen as follows. First, set t1 = ⋯ = tr = 0 and y = z in codd(x, y, z;T, q) and ceven(x, y, z;T, q) introduced
in 7.1. Denoting codd(x, z, z; 0, . . . ,0, q) (resp. ceven(x, z, z; 0, . . . ,0, q)) by codd(x, z; q) (resp. ceven(x, z; q)), one can
write, for example,
codd(x, z; q) = ∑
n,k ≥0x
2n+1zk ∑
i+j=k
A2n+1,i,j(0, . . . ,0, q)
i!j!
.
For fixed n ≥ 1 and k ≥ 0, we have
∑
i+j=k
An,i,j(0, . . . ,0, q)
i!j!
= ∑
d ∈Pn ∑i+j=k Ni,j(d, q)i!j! = ∑d ∈Pn ∑i+j=k (
q−n++a1(Cd)
2
i
)( q−n−−a1(Cd)2
j
).
8We hope that some of the readers will find the material included in this section of independent interest.
9This series is obtained by specializingX1 = x, Xn = 0, for n ≥ 2, and taking t1 = ⋯ = tr = 0.
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The last double sum is just (q
n
)(q−n
k
). Hence
codd(x, z; q) = (1 + x + z)q − (1 − x + z)q
2
.
Similarly,
ceven(x, z; q) = −1 + (1 + x + z)q + (1 − x + z)q
2
.
Next, consider
c¯(x, q) ∶= c¯(x,T, q)∣t1=⋯=tr=0 = (A¯odd(x, q), A¯even(x, q), A¯even(x, q))
where c¯(x,T, q) will be given in 7.5. The components A¯odd(x, q) and A¯even(x, q) are formal power series of the
form
A¯odd(x, q) = x + ∑
m≥3
m−odd
am(q)xm and A¯even(x, q) = ∑
m≥2
m−even
am(q)xm
and (as it turns out in this special case) these series can also be obtained as the unique solution of the system
codd(A¯odd(x, q), A¯even(x, q); q) = − q(q − 1)x + q2A¯odd(x, q)
and
ceven(A¯odd(x, q), A¯even(x, q); q) = q2A¯even(x, q).
Setting A ∶= A¯odd + A¯even, it follows that(codd + ceven)(A¯odd(x, q), A¯even(x, q); q) = −1 + (1 +A(x, q))q = −q(q − 1)x + q2A(x, q)
and thus
A(x, q) = g(x, q) = x + ∞∑
n=2 #M¯0,n+1(Fq)xnn! .
Note that the functional equation (82) implies the relation (57).
As we shall shortly see, Getzler’s theorem will be used, in fact, in the initial step of the construction of the more general
series C¯(X,T, q).
8.1 Moduli spaces of admissible double covers
We first need to introduce certain moduli spaces of admissible double covers, and some generating series attached to
them.
For an even positive integer n and a nonnegative integerm such thatm+n ≥ 3, letAdmn,m denote the moduli space of
admissible double covers over stable curves of genus 0 with n branched points and additionalm marked points. These
moduli spaces are smooth, proper Deligne-Mumford stacks defined over SpecZ[ 1
2
]; the standard references for stacks
of admissible covers are [57] and [1].
Let Fq be, as before, a finite field of odd characteristic, and let Fq be a fixed algebraic closure of it. We shall consider
the moduli space Admn,m over Fq.
The group G ∶= Gn,m ∶= Sn × (S2 ≀ Sm) acts on the Fq-points of the elements of Admn,m by permuting the marked
points of the target curves and (eventually) by switching the points in the corresponding fibers. It is mentioned in [22]
(p. 2), with reference to [84] and [92], that, for the hyperoctahedral group S2 ≀ Sm of order 2m ⋅m!, the conjugacy
classes are parametrized by pairs of partitions (i, j) such that ∣i∣+ ∣j∣ =m. Thus the conjugacy classes of the groupGn,m
are parametrized by triples of partitions (n, i, j) with ∣n∣ = n and ∣i∣ + ∣j∣ =m.
To be more precise, an element σ of the hyperoctahedral factor S2 ≀ Sm can be viewed as a signed permutation acting
on the set I ∶= {±1, . . . ,±m} with the property that σ(a) = −σ(−a) for all a ∈ I. The orbit of an element a ∈ I is either
54
even (i.e., if b is in the orbit of a then −b is also in the orbit of a) or, alternatively, the orbit of a is disjoint from the
orbit of −a. The two partitions (i, j) corresponding to the conjugacy class of σ are determined by these orbits. Here i
corresponds to the even orbits and j to the remaining ones.
Let D → C be an admissible double cover. Let P ∈ C(Fq) be a marked point which is not branched, and let (P1, P2)
be the points above P. Let σ ∈ S2 ≀ Sm, and assume that D → C is invariant under Fσ. If the orbit of [(P1, P2) → P ]
is even, there exists a smallest positive integer k such that σk([(P1, P2) → P ]) = [(P2, P1) → P ]. It follows that
P ∈ C(Fqk) and F k(P1) = P2; thus P1 and P2 are not defined over Fqk . If the orbit of [(P1, P2)→ P ] is disjoint from
the orbit of [(P2, P1) → P ], then F k(P1) = P1 and F k(P2) = P2 for all k such that σk(P ) = P, and thus the points
above P are defined over the same field as P.
For any τ ∈ G, consider the set AdmFτn,m of fixed points of Fτ on Admn,m. Note that there exists a unique moduliAdmτn,m such that Admτn,m ⊗Fq Fq ≃ Admn,m ⊗Fq Fq
and Fτ becomes the relative Frobenius endomorphism induced by this Fq-structure on Admn,m.
For partitions n = (1n1,2n2, . . .), i = (1i1,2i2, . . .) and j = (1j1,2j2, . . .) with n of even weight and ∣n∣ + ∣i∣ + ∣j∣ ≥ 3, letDn,i,j denote the category of admissible double covers over Fq of genus 0 stable curves with branching given by n, i.e.,
with nk branched Fqk -Galois orbits of cardinality k (for k = 1,2, . . .), and additional marked points of the base given
by the partitions i and j such that:
∗ each point in the set of marked points corresponding to j and the points in its fiber are defined over the same field,
∗ the points in the fiber of any marked point corresponding to i are defined over an (necessarily quadratic) extension
of the field of definition of the base point.
By convention, we extend this notation to the case ∣n∣ = n = 0, where trivial (unramified) admissible double cov-
ers can be identified with elements of the moduli space M0,∣j∣. Moreover, let Dn,i,j denote the subcategory of Dn,i,j
corresponding to the smooth locus.
For independent variables X = (X1,X2, . . .), Y = (Y1, Y2, . . .) and Z = (Z1, Z2, . . .), we introduce the generating
series D(X,Y,Z; q) and D¯(X,Y,Z; q) defined by
D(X,Y,Z; q) ∶= ∑
n,i,j
#Dn,i,j(Fq)XnY iZj (83)
and
D¯(X,Y,Z; q) ∶= ∑
n,i,j
#Dn,i,j(Fq)XnY iZj. (84)
In what follows, we shall identifyAdmFτn,m with [Dn,i,j(Fq)],where τ is any element in the conjugacy class represented
by (n, i, j).
By the Grothendieck-Lefschetz trace formula [5, 6],
#Dn,i,j(Fq) = qdimAdmn,m∑
k
(−1)k Tr(Φqτ−1 ∣Hk(Admn,m ⊗Fq Fq,Q`))
where ` is a prime different from the characteristic of Fq, Φq is the arithmetic Frobenius endomorphism (relative to
Fq), and Φqτ−1 acts, by transport of structures, on the `-adic cohomology. We also define
D¯(X,Y,Z; 1/q) ∶= ∑
n,i,j
(∑
k
(−1)k Tr(Φqτ−1 ∣Hk(Admn,m ⊗Fq Fq,Q`)))XnY iZj. (85)
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8.2 A homomorphism
Tomake the transition fromD(X,Y,Z; q) and D¯(X,Y,Z; q) to generating functions of products of characteristic poly-
nomials, closely related to C(X,T, q), and to construct the function C¯(X,T, q), which is the main goal of this section,
it is convenient to introduce two rings of formal power series equipped with additional structure, and a homomorphism
between them compatible with the (additional) structure of the rings. As we shall shortly see, this homomorphism
enjoys additional properties.
Let F = Q(q) be the field of rational functions in a variable q; we assume that q takes values in the set of prime powers.
Let R ∶= RF denote the ring of formal power series in infinitely many variables X ∶= (Xn)n≥1, Y ∶= (Yn)n≥1 and
Z ∶= (Zn)n≥1 with coefficients in F. We also consider S ∶= SF, the ring of formal power series in infinitely many
variables X ∶= (Xn)n≥1 and p ∶= (pn)n≥1 with coefficients in F.
On each R and S, we define:
1. A family of ring homomorphisms (Adams operations), {ψn}n∈Z>0 such that:
(a) ψn(Xm) =Xmn
(b) ψn(Ym) = Ymn
(c) ψn(Zm) = Zmn
(d) ψn(pm) = pmn
(e) ψnf(q) = f(qn) for f ∈ F
2. The involution ι characterized by:
(a) ι(Yn) = Zn if n is odd
(b) ι(Zn) = Yn if n is odd
(c) ι(pn) = −pn if n is odd, respectively
(d) All the other variables (and constants) are fixed by ι
3. The involution δ given by:
(a) δf(X,Y,Z; q) ∶= f(q ⋆X,q ⋆ Y, q ⋆Z; 1/q)
(b) δh(X,p; q) ∶= h(q ⋆X,q ⋆ p; 1/q), respectively
Here q ⋆ (Un)n≥1 ∶= (qnUn)n≥1 for any set of variables (Un)n≥1.
Using (83), (84) and (85), one can extend ψn, ι and δ to the generating series D(X,Y,Z; q) and D¯(X,Y,Z; q) (or
similar such series) in an obvious way. For example,
ψmD¯(X,Y,Z; q) ∶= ∑
n,i,j
#Dn,i,j(Fqm)ψm(Xn)ψm(Y i)ψm(Zj) (form ≥ 1)
and
δD¯(X,Y,Z; q) ∶= D¯(q⋆X,q⋆Y, q⋆Z; 1/q) = ∑
n,i,j
q∣n∣+∣i∣+∣j∣(∑
k
(−1)kTr(Φqτ−1 ∣Hk(Admn,m⊗FqFq,Q`)))XnY iZj.
Since dimAdmn,m = n +m − 3, note that we have the relation
δD¯(X,Y,Z; q) = q3D¯(X,Y,Z; q). (86)
We remark that one may choose to work more generally with formal power series over the Grothendieck ring of
the abelian category RepQ`(Gal(Q/Q)) of `-adic Galois representations, where one can define natural operations{ψn}n∈Z, cf. [82, Chapters 5, 6].
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For two elements f ∈ R and g = (g1, g2, g3) ∈ R3 such that gi (i = 1,2,3) has no constant term, we define the plethystic
substitution f ○ g by replacing Xn ↦ ψn(g1), Yn ↦ ψn(g2) and Zn ↦ ψn(g3) (n ≥ 1) in the expression of f.
8.3 Special elements
In each of the rings R and S there exists a special element defined as follows.
On R consider the element
∂Z1D0(Z; q) = −1 − qZ1 +∏n≥1(1 +Zn)Irrq(n)q(q − 1) ∈ R
where
D0(Z; q) = −1 + (1 +Z1)∏n≥1(1 +Zn)Irrq(n)
q(q2 − 1) − Z212(q − 1) − Z1q(q − 1) − Z22(q + 1)
is the constant term in X = (Xn)n≥1 of D(X,Y,Z; q), and ∂Z1 denotes the partial derivative with respect to Z1. The
expression ofD0(Z; q) can be obtained by direct computation; see also [37, p. 7, Remark], whereD0(Z; q) is denoted
by ch0(V)(p). Now, the special element we consider is the unique solution S(Z; q) of the equation
∂Z1D0(Z; q) ○ (Z1 + S(Z; q)) = S(Z; q) (87)
where “○" is the plethystic substitution10. Letting D¯0(Z; q) denote the constant term inX = (Xn)n≥1 of D¯(X,Y,Z; q),
we have
S(Z; q) = ∂Z1D¯0(Z; q).
This identity can be easily deduced from [52, Theorem 7.17] and [52, Theorem 7.15 (c)], or [37, Corollary 4.2].
The special element on S is
E(p) ∶= exp (∑
n≥1
pn
n
) = 1 +∑
k≥1
1
k!
(∑
n≥1
pn
n
)k.
With the above notation and terminology, we have:
Proposition 8.1. — There exists a unique homomorphism pi ∶ R→ S with the following properties:
pi∣F = IdF, pi(X1) =X1, pi(1 +Z1 + S(Z; q)) = E(p),
pi ○ ψn = ψn○ pi ∀n ≥ 1 and pi ○ ι = ι ○ pi.
Moreover, we have
pi(Z1) = 1 − q2 + q2E(p) − δE(p)
q(q − 1) and pi ○ δ = δ ○ pi.
Proof. By setting deg(Xn) = deg(Yn) = deg(Zn) = deg(pn) = n, we obtain a grading on each of the rings R and S.
Then, via Adams operations, each of the rings is freely generated by the degree one elements. From the definition of
∂Z1D0(Z; q) and (87), we see that every monomial in S(Z; q) has (weighted) degree ≥ 2. Since
E(p) = 1 + p1 + higher degree terms
and Y1 = ι(Z1), the existence and uniqueness of pi follows.
To compute pi(Z1), we first express (87) in the equivalent form
(Z1 − ∂Z1D0(Z; q)) ○ (Z1 + S(Z; q)) = Z1.
10This is defined by replacing Zn ↦ (Zn + ψnS(Z; q)) (n ≥ 1) in the expression of ∂Z1D0(Z; q).
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Applying pi to both sides, and using the fact that pi ○ ψn = ψn○ pi, one gets:
pi(Z1) = (Z1 − ∂Z1D0(Z; q)) ○ pi(Z1 + S(Z; q)) = E(p) − 1 − ∂Z1D0(Z; q) ○ (E(p) − 1).
Thus
pi(Z1) = 1 − q2 + q2E(p) −∏n≥1(ψnE(p))Irrq(n)
q(q − 1) .
We have the formula ∏
n≥1(ψnE(p))Irrq(n) = δE(p) (88)
which can be easily verified by matching the logarithms of the two sides, and the expression of pi(Z1) stated follows.
Finally, to prove that pi commutes with δ, we note that the formula for pi(Z1) implies that pi(δ(Z1)) = δ(pi(Z1)). The
remaining relations can be verified by simple calculations.
8.4 Further Computations
The formulas given in the next two lemmas will play a key role in our argument.
Lemma 8.2. — Let ∂Z1S(Z; q) denote the partial derivative of S(Z; q) with respect to Z1. Then
pi(1 + ∂Z1S(Z; q)) = (q − 1)E(p)qE(p) − δE(p) .
Proof. Writing (87) explicitly and differentiating with respect to Z1, we find easily that
∂Z1S(Z; q) = (1 + ∂Z1S(Z; q)) ⋅ {−(1 +Z1 + S(Z; q)) +∏n≥1 (1 +Zn + ψnS(Z; q))Irrq(n)(q − 1)(1 +Z1 + S(Z; q)) } .
To this we apply pi. Then Proposition 8.1 and (88) yield
pi(1 + ∂Z1S(Z; q)) − 1 = pi(1 + ∂Z1S(Z; q)) ⋅ (−E(p) + δE(p)(q − 1)E(p) )
and the lemma follows.
Lemma 8.3. — Let ∂X1D2(X,Y,Z; q) be defined by
∂X1D2(X,Y,Z; q) = 2X1(∏m(1 + Ym)
c
m/2ν2(m)(q2ν2(m))/(2m)(1 +Zm)[2cm(q)− cm/2ν2(m)(q2ν2(m))]/(2m) − 1)
q(q − 1) ∈ R.
DefineK(X,Y,Z; q) as the unique solution of the equation
∂X1D2(X,Y,Z; q) ○ (X1 +K(X,Y,Z; q), Y1 + ι(S(Z; q)), Z1 + S(Z; q)) =K(X,Y,Z; q)
where ○ is the plethystic substitution. Then
pi(K(X,Y,Z; q)) = 0.
In particular, pi(∂X1K(X,Y,Z; q)) = 0.
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Proof. As before, using Proposition 8.1 and (88), we write
pi(K(X,Y,Z; q)) = 2(X1 +K(X,Y,Z; q))
⎛⎝∏m (ψmιE(p)ψmE(p) )cm/2ν2(m)(q2
ν2(m))/(2m) ⋅ δE(p)
E(p) − 1⎞⎠
q(q − 1) .
The lemma follows from the identity
∏
m≥1(ψmιE(p)ψmE(p) )
c
m/2ν2(m)(q2ν2(m))/(2m) = E(p)
δE(p) .
Remark. It can be verified thatK(X,Y,Z; q) in the last lemma is precisely
K(X,Y,Z; q) = ∂X1D¯2(X,Y,Z; q)
where D¯2(X,Y,Z; q) is the coefficient of X21 in D¯(X,Y,Z; q).
8.5 Essential parts of admissible double covers with marked points
For a function F (X,Y,Z; q), define
∂F (X,Y,Z; q) ∶= (∂X1F (X,Y,Z; q), ∂Y1F (X,Y,Z; q), ∂Z1F (X,Y,Z; q))
where ∂X1 , ∂Y1 and ∂Z1 denote the partial derivatives of F with respect to X1, Y1 and Z1, respectively.
The main purpose of this section is to obtain a recursive relation for pi(∂D¯(X,Y,Z; q)). To do so, we begin by intro-
ducing some useful notation and terminology.
Let C be an admissible double cover with a distinguished smooth point P0 = P0(C) sometimes called the root of C;
we shall always assume that the point of the base curve corresponding to P0 is defined over the field of definition of C.
The irreducible component of C containing P0 is called the root component of C. To each point P of C, by which we
mean a point of the base curve together with its fiber, we associate a color, or type, κ(P ) as follows:
(i) κ(P ) = white, or X1-type, if the fiber of the corresponding point of the base curve consists of one point.
(ii) κ(P ) = blue, or Z1-type, if the fiber of the corresponding point of the base curve consists of two points, and
both these points are defined over the same field as the corresponding point of the base curve.
(iii) κ(P ) = red, or Y1-type, if the fiber of the corresponding point of the base curve consists of two points, and these
points are not defined over the same field as the corresponding point of the base curve.
For a type ♡ ∈ {X1, Y1, Z1}, we shall denote by E♡(p) the function
E♡(p) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if ♡ =X1
ιE(p) if ♡ = Y1
E(p) if ♡ = Z1.
In what follows, we shall consider only rooted admissible double covers. For ♡ ∈ {X1, Y1, Z1}, let ∂♡Dn,i,j denote
the category of rooted admissible double covers C over Fq whose distinguished points P0(C) are of type ♡, and the
corresponding points of the base curves are marked points, i.e., the point corresponding to P0(C) is one of the ∣n∣
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branch points if ♡ = X1, or one of the ∣j∣ (resp. ∣i∣) marked points if ♡ = Z1 (resp. ♡ = Y1). Note that the point of the
base curve corresponding to P0(C) is defined over Fq.We also define
∂♡Dn = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂X1Dn,0,0 if ♡ =X1
∂Y1Dn,(1),0 if ♡ = Y1
∂Z1Dn,0,(1) if ♡ = Z1.
From now on, a point P of an admissible double cover C will be called ramified or unramified according as the cor-
responding point of the base curve is branched or not. We shall also refer to a point of an admissible double cover as
being a node (or marked) if the corresponding point of the base is so. Finally, for each point P ∈ C, let nP stand for
the degree of P, that is, nP = [k(P ) ∶ k], where k is the field of definition of C.
Let C ([C] ∈ [Dn,i,j(Fq)] with ∣n∣ ≥ 2 even, and ∣n∣ + ∣i∣ + ∣j∣ ≥ 3) be an admissible double cover with a distinguished
point (i.e., a root) over Fq of type ♡.We define its essential part, denoted by ess(C), to be the admissible double cover
obtained from C by repeating the process of deleting all the unramified markings and stabilizing it. The isomorphism
class of the resulting cover is an element of [∂♡Dn(Fq)]. Note that ∂♡D¯(X,Y,Z; q) can be expressed as
∂♡D¯(X,Y,Z; q) = ∑[C0]∈[∂♡Dn(Fq)] ∑[ess(C)]= [C0] 1#AutFq(C)Xn(C)Y i(C)Zj(C)
where, for ♡ ∈ {X1, Y1, Z1} and [C] ∈ [∂♡Dn,i,j(Fq)], n(C), i(C) and j(C) are such that:
♡ ⋅Xn(C)Y i(C)Zj(C) =XnY iZj.
The process of constructing ess(C) can be reversed, and one has the following explicit reconstruction of all admissible
double covers that have the same essential part:
(i) Consider a finite set S of Galois orbits of points that are not nodes, ramified points, or the root. Decompose the
set S = S1 ∪S2 into two disjoint, possibly empty, subsets. We mark the orbits in S1, and in every Galois orbit in
S2 of a point, say, P, we insert a Galois orbit of an unramified admissible double cover defined over Fq(P ) with
marked points and a root of the same type as P, i.e., the point P is identified with the root.
(ii) In the Galois orbit of a node P (or the root P0), we can either leave it as it is, or insert a Galois orbit of an
admissible double cover defined over Fq(P ) (or Fq = Fq(P0)) with marked points, the rootQ0, and one additional
distinguished point11 Q1 defined over Fq(P ) (or Fq = Fq(P0)), bothQ0 andQ1 of the same type asP (orP0), and
with no ramified points, other than possiblyQ0 andQ1. In the case of a node, consider the partial normalization
of the base curve at the point p corresponding to P. Since p is a separating node, the corresponding points{p0, p1} of the normalization at p (i.e., the normalized double point) can be chosen such that p0 and the point
corresponding to the root lie in the same connected component of the partial normalization, whereas p1 lies
in the other connected component. This yields two admissible double covers, with base curves the connected
components of the partial normalization at p, each with a point p˜j (j = 0,1) – namely, that corresponding to pj .
We identify p˜0 withQ0 and p˜1 withQ1. In the remaining case, we identify the root P0 withQ0, andQ1 becomes
the root of the resulting cover.
(iii) In the Galois orbit of a ramified point P, different from the root, we can either just leave the orbit marked, or,
alternatively, insert a Galois orbit of an admissible double cover defined over Fq(P )with marked points and with
two ramified points Q0 and Q1 defined over Fq(P ), the point Q0 being also the root of the cover. In this case,
we identify P with Q0.
Starting with C ([C] ∈ [∂♡Dn(Fq)]), one applies (i), (ii) and (iii) (only once) to obtain an admissible double cover
whose essential part is C.
11In the sense that we choose it always to be the last marked point defined over the field of definition of the admissible double cover.
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Finally, for an admissible double cover C defined over Fq, we define
PC(p) = PC(p, q) ∶= ∏
P ∈C+/GFq ψ
nPE(p) ∏
P ∈C−/GFq ψ
nPιE(p)
where C+ (resp. C−) is the set of Fq-points of C of blue (resp. red) color, andGFq = Gal(Fq/Fq). If C is a hyperelliptic
curve over Fq then, under the specialization pn ↦ pn(T ) = ∑i≥1 tni for all n ≥ 1, we have by (36) that
PC(p(T )) = E(T )(C) ⋅ ∏
m≥1E(Tm) cm(C)+a
∗
m(C)
2m E(−Tm) cm(C)−a∗m(C)2m = ∏
i≥1PC(ti)
where E(T ) =∏i≥1(1 − ti)−1.
We now prove the following
Theorem 8.4. — Consider the series H(X,Y,Z;p, q) defined by
H(X,Y,Z;p, q) = (X1, q − 1
ιE(p)(qιE(p) − διE(p))Y1, q − 1E(p)(qE(p) − δE(p))Z1)
○ ∂( ∑
n,i,j
∑[C]∈[Dn,i,j(Fq)] PC(p)#AutFq(C) ⋅XnY iZj).
Letting
D¯∗(X,Y,Z; q) ∶= D¯(X,Y,Z; q) − D¯0(Z; q) = ∑
n,i,j∣n∣≥2 & even
#Dn,i,j(Fq)XnY iZj
we have
H(X,Y,Z;p, q) ○ (X1 + pi(∂X1D¯∗)(X,p; q), pi(∂Y1D¯∗)(X,p; q)ιE(p) , pi(∂Z1D¯∗)(X,p; q)E(p) )
= (pi(∂X1D¯∗)(X,p; q), pi(∂Y1D¯∗)(X,p; q)ιE(p) , pi(∂Z1D¯∗)(X,p; q)E(p) ).
Proof. For any ♡ ∈ {X1, Y1, Z1}, we first write pi(∂♡D¯∗)(X,p; q) as
pi(∂♡D¯∗)(X,p; q) = ∑∣n∣≥2∣n∣−even ∑[C]∈[∂♡Dn(Fq)]
ακ(P0(C))(p)Xn(C)
#AutFq(C) ∏P ∈C+/GFq ψnPE(p) ∏P ∈C−/GFq ψnPιE(p)
⋅ ∏
P ∈N(C)/GFq ψ
nPακ(P )(p)
(89)
where N(C) denotes the set of nodes of C,
α♡(p) = α♡(p, q) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 if ♡ =X1
q −1
qιE(p)− διE(p) if ♡ = Y1
q −1
qE(p)− δE(p) if ♡ = Z1
and GFq = Gal(Fq/Fq).
Indeed, one follows the recipe to reconstruct all the admissible double covers from a fixed C with [C] ∈ [∂♡Dn(Fq)].
Counting the number of curves that can be inserted by the process, it follows from Proposition 8.1, Lemma 8.2 and
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Lemma 8.3 that, after applying pi, the contribution corresponding to the Galois orbit of a node (or the root) P is
ψnP(ακ(P )(p) ⋅ Eκ(P )(p)), while the contribution corresponding to the Galois orbit of a point P which is neither a
node nor the root is ψnPEκ(P )(p).
Next, one considers all the curves C with the same root component C0. Note that C0 can be represented by a hyperel-
liptic curve with marked points given by the nodes of C belonging to C0, and with a distinguished point given by the
root. In particular, [C0] is an element of [Dn,i,j(Fq)] for some partitions n, i and j. Now the contribution to the first
two products in (89) coming from the points of C0 is PC0(p). Finally, notice that the subcurves of C emerging from
C0 in a Galois orbit of a node P contributes the same as in ψnP(pi(∂κ(P )D¯∗)(X,p;q)Eκ(P )(p) ) if κ(P ) = Y1 or Z1, and as in
ψnP(X1 + pi(∂X1D¯∗)(X,p; q)) if κ(P ) =X1, and the theorem follows.
Corollary 8.5. — Define B(X,Y,Z;p, q) by
B(X,Y,Z;p, q) = (qX1, qY1, qZ1) + q(q − 1) ⋅ (X1, qιE(p) − διE(p)(q − 1) ⋅ διE(p) Y1, qE(p) − δE(p)(q − 1) ⋅ δE(p) Z1) ○H(X,Y,Z;p, q).
Then
B(X,Y,Z;p, q) ○ (X1 + pi(∂X1D¯∗)(X,p; q), pi(∂Y1D¯∗)(X,p; q)ιE(p) , pi(∂Z1D¯∗)(X,p; q)E(p) )
= δ(X1 + pi(∂X1D¯∗)(X,p; q), pi(∂Y1D¯∗)(X,p; q)ιE(p) , pi(∂Z1D¯∗)(X,p; q)E(p) ).
Proof. A simple calculation using the relation in Theorem 8.4 implies that the left-hand side of the identity in the
corollary is (qX1 + q2pi(∂X1D¯∗)(X,p; q), q2pi(∂Y1D¯∗)(X,p; q)διE(p) , q2pi(∂Z1D¯∗)(X,p; q)δE(p) ).
From the definition of D¯0(Z; q), we have that
δD¯0(Z; q) = q3D¯0(Z; q). (90)
Differentiating (86) and (90), one finds the relations
δ(∂X1D¯∗)(X,Y,Z; q) = q2∂X1D¯∗(X,Y,Z; q)
δ(∂Y1D¯∗)(X,Y,Z; q) = q2∂Y1D¯∗(X,Y,Z; q)
δ(∂Z1D¯∗)(X,Y,Z; q) = q2∂Z1D¯∗(X,Y,Z; q)
and thus we can write
q2pi(∂X1D¯∗)(X,p; q) = pi(q2∂X1D¯∗(X,Y,Z; q)) = pi(δ(∂X1D¯∗)(X,Y,Z; q))
(and similarly for the other partial derivatives of D¯∗(X,Y,Z; q)).
The corollary follows now from the commutativity of pi and δ, see Proposition 8.1.
8.6 Finishing the proof of Theorem 7.5
From now on we specialize p = (pn)n≥1 to be the power sums,
pn = pn(T ) =∑
i≥1 tni
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for independent variables T = (ti)i≥1. For compatibility, put ψn(ti) = tni , ι(ti) = −ti and δ(ti) = qti, for all i ≥ 1.We
define the plethystic substitution for functions in the variables X,Y,Z,T and q in the obvious way.
We first establish the connection between the function
C1(X,T, q) ∶= (C1,odd(X,T, q),C−1,even(X,T, q),C+1,even(X,T, q))
(see 7.2) and the function B(X,T, q) = B(X,Y,Z;p, q)∣(pn→pn(T ), n≥1). To do so, consider temporarily the function
C∗1 (X,T, q) defined by
C∗1 (X,T, q) = − (qX1, qE˜(−T, q)Y1, qE˜(T, q)Z1) +C1(X,T, q) ○ (X1, E˜(−T, q)Y1, E˜(T, q)Z1)
where, as before, E˜(T, q) = E(T )E(q T ).Note that we have removed the linear parts of the components ofC1(X,T, q).
LetM(X,T, q) denote the part of the functionH introduced in Theorem 8.4 (normalized by q(q−1)) given by
M(X,T, q) = q(q − 1) ⋅ ∂( ∑
n,i,j
∑[C]∈[Dn,i,j(Fq)] ∏i≥1 PC(ti)#AutFq(C) ⋅XnY iZj).
Then, by a simple counting argument, we see that
C∗1 (X,T, q) =M(X,T, q).
From the definition of B(X,T, q), it follows easily that
C1(X,T, q) = (X1, E˜(−T, q)Y1, E˜(T, q)Z1) ○B(X,T, q) ○ (X1, Y1
E˜(−T, q) , Z1E˜(T, q))
that is, C1(X,T, q) and B(X,T, q) are conjugated under a linear plethystic transformation. Thus we can rewrite the
relation in Corollary 8.5 as
C1(X,T, q) ○ C¯1(X,T, q) = δ(C¯1(X,T, q)) = C¯1(q ⋆X,q T,1/q) (91)
where
C¯1(X,T, q) ∶= (X1 + pi(∂X1D¯∗)(X,T, q),E(−q T ) ⋅ pi(∂Y1D¯∗)(X,T, q),E(q T ) ⋅ pi(∂Z1D¯∗)(X,T, q)).
Notice that
X1 + pi(∂X1D¯∗)(X,T, q) =X1 + higher degree terms
while
pi(∂Z1D¯∗)(X,T, q) = ∑
n,i,j∣n∣≥2 & even∣n∣+∣i∣+∣j∣≥3
#Dn,i,j(Fq)Xn ⋅ pi(Y i∂Z1Zj)(T, q).
Applying C1(X,q T,1/q) ○ − to both sides, we obtain
C1(X,q T,1/q) ○C1(X,T, q) ○ C¯1(X,T, q) = C1(X,q T,1/q) ○ C¯1(q ⋆X,q T,1/q) = C¯1(X,T, q)
which implies the functional relation (81) used to finish the proof of Theorem 7.5.
Finally, the function c¯(x,T, q) used to complete the induction process in the proof of Theorem 7.1 is obtained by
specializing X1 = x and Xn = 0, for n ≥ 2, in C¯1(X,T, q).
63
9 Constructing the generating series Λl(T, q)
To determine the coefficients λ(κ, l; q) of Λl(T, q), for l ≥ 5 and κ = (k1, . . . , kr) ∈ Nr, one proceeds as in the case
l = 4.We show that every coefficient λ(κ, l; q) is a finite sum
λ(κ, l; q) =∑
j
P
(κ,l)
j (q)αj (92)
where P (κ,l)j (x) ∈ Q[x] is independent of q for all j, and αj are distinct q-Weil algebraic integers of weightsmj ∈ N;
every αj occurs in the sum together with all its complex conjugates, andP (κ,l)j (x) = P (κ,l)j′ (x) if the algebraic numbers
αj and αj′ are conjugates over Q.Moreover, for each j, we have
degP
(κ,l)
j +mj ≤ ∣κ∣ + l and P (κ,l)j (x)2 ≡ 0 (mod x∣κ∣+l−mj+2) (93)
with ∣κ∣ = k1 +⋯ + kr. As we shall see, the numbers αj are the (suitably) normalized eigenvalues of Frobenius acting
on the componentsH●c,µ(Hg[2]⊗Fq,V′(λ)) of the S2g+2-isotypic decomposition ofH●c (Hg[2]⊗Fq,V′(λ)).
Note that
λ(κ, l; 1/q) =∑
j
P
(κ,l)
j (1/q)q−mjαj ; (94)
compare also with [82, (∗), p. 6]. Accordingly, we must have that
λ(κ, l; q) − q∣κ∣+l+1λ(κ, l; 1/q) = ∑
j
(P (κ,l)j (q) − q∣κ∣+l−mj+1P (κ,l)j (1/q))αj ; (95)
note that Q(κ,l)j (x) ∶= x∣κ∣+l−mjP (κ,l)j (1/x) ∈ Q[x], and xdegQ(κ,l)j +2 ∣ P (κ,l)j (x) for all j, which says that (iii) in
Section 3 is satisfied. As Fq is an arbitrary finite field of odd characteristic, the condition (ii) is also satisfied.
Now let us justify our assertions. From the initial conditions (i) in Section 3, we have λ(0, . . . ,0, l; q) = ql.We argue
by induction on κ and l. Assume that (92) (together with the corresponding conditions on the polynomials and q-Weil
integers involved) holds for all coefficients λ(∗, l′;∗) with l′ < l, and all coefficients λ(κ′, l; q) with κ′ < κ. Consider
(27) in the symmetric form
E(T )lΛl(T, q) = E(T )lAl(T, q) + ql+1E(q T )lΛl(q T,1/q).
By equating the coefficients of Tκ = tk11 ⋯ tkrr on both sides, we find that the left-hand side of (95) can be expressed as
∑
κ′ ≤κa(κ′, l; q) − ∑κ′ <κ (λ(κ′, l; q) − q∣κ∣+l+1λ(κ′, l; 1/q)) (96)
if l is even, and a(κ, l; q) if l is odd.
We recall that the generating series Al(T, q) satisfies the functional equation (53); as explained at the beginning of
Section 7, (53) is implied by the identities (55), or equivalently (70) (proved in Theorem 7.5). Accordingly, if l is odd,
a(κ, l; q) satisfies the functional equation
a(κ, l; q) = − q∣κ∣+l+1a(κ, l; 1/q) (97)
for each κ = (k1, . . . , kr) ∈ Nr. It is clear that both sums in (96) also satisfy the functional equation (97); the first sum
in (96) is the coefficient of Tκ in E(T )Al(T, q).
Next, we shall apply Deligne’s theory of weights to express the first sum in (96) (respectively a(κ, l; q)when l is odd) in
terms of q-Weil numbers. The coefficient λ(κ, l; q) will then be easily determined from the corresponding expression
of the sums (96). To this end, let us first recall some facts from Deligne’s theory that we shall need. We follow the
standard reference [35].
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Let Fq be a finite field with q elements. Fix Fq an algebraic closure of Fq. Let F be a constructible Q`-sheaf (` ∤ q)
on a scheme X of finite type over Fq. Set X ∶= X ⊗Fq Fq, and denote the pullback of F to X by F. The Frobenius
morphism F ∶ X → X induces a natural isomorphism F ∗ ∶ F ∗F ∼→ F. The finite morphisms F and F ∗ define an
endomorphism
F ∗ ∶Hic(X,F)→Hic(X,F ∗F)→Hic(X,F)
of cohomology groups with compact support. For a closed point y ∈ ∣X ∣ , F ∗ defines a morphism
F ∗y ∶ FF (y) → Fy.
Let x ∈ ∣X ∣ be a closed point, and let x¯ be a geometric point ofX over x. (The closed point ofX corresponding to x¯ is
also denoted by x¯.) Let F ∗x denote the endomorphism F ∗degxx¯ of Fx¯, where degx ∶= [Fq(x) ∶ Fq]. Up to isomorphism,(Fx¯, F ∗x ) does not depend on the choice of x¯. If we put
det(I − F ∗x t ∣F) = det(I − F ∗x t ∣Fx¯)
then the Grothendieck-Lefschetz trace formula (see [54], [55] and [34]) gives the following identity12 of formal power
series:
L(X,F, t) ∶= ∏
x ∈ ∣X ∣det(I − F ∗x tdegx ∣F)−1 = ∏i det (I − F ∗t ∣Hic(X,F))(−1)
i+1
.
9.1 Deligne’s purity theorem
Let notations be as above.
Definition 9.1. Let K be a field of characteristic 0, and let n ∈ Z. An element λ ∈ K is called a q-Weil number of
weight n if λ is algebraic over Q, and all its complex conjugates have absolute value qn/2.
Definition 9.2. Let F be a constructible Q`-sheaf on the Fq-scheme X. The sheaf F is said to be pure of weight n
if, for every closed point x ∈ ∣X ∣, the Q`-eigenvalues of the endomorphism F ∗x are N(x) ∶= ∣Fq(x)∣-Weil numbers of
weight n. The sheaf F is said to be mixed if it admits a finite increasing filtration by constructible Q`-subsheaves with
successive quotients that are pure. The weights of the successive quotients are the weights of F.
Theorem (Deligne). —Let f ∶X → S be a separated map between finite-type Fq-schemes, and let F be a constructible
Q`-sheaf mixed of weights ≤ n on X. Then the sheaf Rif!F on S is mixed of weights ≤ n + i, for all i. In particular,
every eigenvalue α of Frobenius on Hic(X,F) is a q-Weil number of weightm, for some integerm ≤ n + i.
Now let Hg[2] (g ≥ 2) denote the coarse moduli space of Hg[2] ⊗Fq Fq, and let p ∶ Hg[2] ⊗Fq Fq → Hg[2] be the
natural map. The direct image V′λ ∶= p∗V′(λ) on Hg[2] is a constructible sheaf, pure of weight ∣λ∣. We recall from
6.1 that V′(λ) is the `-adic local system (for a prime ` ∤ q) on Hg[2] corresponding to the irreducible symplectic
representation Vλ; as in loc. cit., the pullback of this local system toHg[2]⊗Fq Fq will still be denoted by V′(λ). If we
put
ec(Hg[2],V′λ) = ∑
i≥0 (−1)i[Hic(Hg[2],V′λ)]
then the trace of Frobenius on ec(Hg[2] ⊗Fq Fq,V′(λ)) is the same as the trace of the corresponding Frobenius on
ec(Hg[2],V′λ) (cf. Section 2 in [10]). By Deligne’s theorem, every eigenvalue of Frobenius on Hic(Hg[2],V′λ) is
a q-Weil number of weight at most ∣λ∣ + i. Since V′λ is in particular integral, every eigenvalue is in fact a q-Weil
algebraic integer (cf. Corollaire (3.3.4) in [35]). Of course, the cohomology group Hic(Hg[2],V′λ) vanishes for i >
12The Grothendieck-Lefschetz trace formula is commonly given as the identity obtained by equating coefficients on both sides of the logarithmic
derivative of L(X,F, t).
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2dim(Hg[2]) = 4g − 2. The natural action of the symmetric group S2g+2 onHg[2] induces an isotypic decomposition
of the Galois representation H●c (Hg[2]⊗Fq Fq,V′(λ)) as
H●c (Hg[2]⊗Fq Fq,V′(λ)) = ⊕
µ⊢2g+2H●c,µ(Hg[2]⊗Fq Fq,V′(λ))
where for an irreducible representation Rµ of S2g+2 indexed by the partition µ of 2g + 2,
H●c,µ(Hg[2]⊗Fq Fq,V′(λ)) = Rµ ⊗HomS2g+2(Rµ,H●c (Hg[2]⊗Fq Fq,V′(λ))).
By Theorem 6.3 and (49), for each ν = (1ν1,2ν2, . . . , (2g + 2)ν2g+2), the sum
1∣GL2(Fq)∣ ∑d ∈Pg(ν,Fq)(
r∏
k=1PCd(tk)) (98)
can be expressed in terms of traces ofF ∗ onH●c,µ(Hg[2]⊗FqFq,V′(λ))with λ ⊆ (rg) and ∣λ∣ even; the q-Weil algebraic
integers appearing in Tr(F ∗∣ e˜c,ν(Hg[2] ⊗Fq Fq,V′(λ))) are of weights at most ∣λ∣ + 4g − 2. Moreover, for every λ,
q− ∣λ∣2 (q 12 t1⋯ q 12 tr)gs⟨λ†⟩(q± 12 t±11 , . . . , q± 12 t±1r ) (99)
in (49) is easily seen to be a polynomial in t1, . . . , tr; the weight ∣κ∣ of any monomial tk11 ⋯ tkrr occurring in this poly-
nomial is an even integer in the set {∣λ∣, . . . ,2rg − ∣λ∣}. Hence the powers of q occurring in this polynomial are all
nonnegative and ≤ rg − ∣λ∣.
We express (98) in terms of q-Weil numbers as follows. Fix λ ⊆ (rg) a partition with ∣λ∣ even. Let β be an eigenvalue
of F ∗ onH●c,µ(Hg[2]⊗Fq Fq,V′(λ)) of weightmβ ≤ ∣λ∣ + 2d, where d = 2g − 1 = dimHg[2]. By duality, q∣λ∣+dβ−1 =
q∣λ∣+d−mβ β¯ is an eigenvalue of Frobenius on the ordinary cohomology. We normalize β by setting
α ∶= ⎧⎪⎪⎨⎪⎪⎩β ifmβ ≤ ∣λ∣ + dq∣λ∣+d−mββ ifmβ > ∣λ∣ + d
and denote bymα the weight of α. Notice thatmα +mβ ≤ 2(∣λ∣ + d), with equality ifmβ ≥ ∣λ∣ + d.
Let κ = (k1, . . . , kr) ∈ Nr be such that ∣κ∣ is even and ∣λ∣ ≤ ∣κ∣ ≤ 2rg− ∣λ∣, and consider the coefficient of the monomial
tk11 ⋯ tkrr in the sum (98) corresponding to λ. Note that tk11 ⋯ tkrr comes together with a q(∣κ∣−∣λ∣)/2 in the polynomial
(99). By taking this into account, we see that the relevant part of the contribution of an eigenvalue β to the coefficient
we are interested in is q(∣κ∣−∣λ∣)/2β. Notice that
q(∣κ∣−∣λ∣)/2β = qmβ−d+(∣κ∣−3∣λ∣)/2α (ifmβ > ∣λ∣ + d).
Referring to the right-hand side of this identity, consider the sum between the degree of the coefficient of α and the
weightmα of α.We shall need the following simple estimate of this quantity:
mα +mβ − d + (∣κ∣ − 3∣λ∣)/2 = 2(∣λ∣ + d) − d + (∣κ∣ − 3∣λ∣)/2 = d + (∣κ∣ + ∣λ∣)/2 ≤ ∣κ∣ + d (100)
as ∣κ∣ ≥ ∣λ∣.
The fact that the normalized eigenvaluesα ofF ∗ on the compactly supported cohomology are algebraic integers follows
from [33, §5, Appendice, Théorème 5.2.2]; see also [40, Appendix, Theorem 0.2].
9.2 Decomposing Al(T, q) in terms of q-Weil numbers
We shall now combine our induction assumptions and the above considerations with (29), Proposition 4.1, (30) and
(31) to express the coefficient of Tκ = tk11 ⋯ tkrr in E(T )lAl(T, q) in terms of traces of Frobenius on the cohomology
of the local systems V′(λ) onHg[2]⊗Fq Fq.
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Consider first the sum An(T, q) (n = (1n1,2n2, . . .)) introduced at the beginning of 7.2. We can express it in terms of
the sum (98) as follows. For d ∈ P(n, q), we write
r∏
k=1PCd(tk) = exp( −
∞∑
j=1
aj(Cd)
j
⋅ r∑
k=1 t
j
k)
with
aj(Cd) = Tr(F ∗j ∣H1ét(C¯d,Q`)) = − ∑
θ ∈P1(Fqj )χj(d(θ)).
Using this identity, express An(T, q) as
An(T, q) = ∑
d ∈P(n,q) exp( −
∞∑
j=1
aj(Cd)
j
⋅ r∑
k=1 t
j
k).
We distinguish two cases according as ∣n∣ is even or odd. If ∣n∣ is odd, then, by Proposition B.1, Appendix B, we can
further express
An(T, q) = (n1 + 1)∣GL2(Fq)∣
q2 − 1
⎡⎢⎢⎢⎢⎣ 1∣GL2(Fq)∣ ∑d ∈P(∣n′ ∣/2)−1(n′,Fq)(
r∏
k=1PCd(tk))
⎤⎥⎥⎥⎥⎦
where n′ ∶= (1n1+1,2n2, . . .). If ∣n∣ is even, we write
An(T, q) = 1
2
∑
ε=0,1 ∑d ∈P(n,q)
⎡⎢⎢⎢⎣exp( −
∞∑
j=1
aj(Cd)
j
⋅ r∑
k=1 t
j
k) + (−1)ε exp( − ∞∑
j=1
aj(Cd)
j
⋅ r∑
k=1(−tk)j)
⎤⎥⎥⎥⎦ .
Again, by Proposition B.1, the even (ε = 0) part is just
(q + 1 − n1)∣GL2(Fq)∣
q2 − 1
⎡⎢⎢⎢⎢⎣ 1∣GL2(Fq)∣ ∑d ∈P(∣n∣/2)−1(n,Fq)(
r∏
k=1PCd(tk))
⎤⎥⎥⎥⎥⎦.
Note that this holds even when n1 = 0. The remaining part can be expressed using Proposition B.2, Appendix B
as ∣GL2(Fq)∣
q2 − 1
⎡⎢⎢⎢⎢⎣ 1∣GL2(Fq)∣ ∑d ∈P(∣n∣/2)−1(n,Fq)(
r∏
k=1PCd(tk)) dPCddtr+1 (0)
⎤⎥⎥⎥⎥⎦.
Accordingly, we obtain the desired expression for the coefficients of An(T, q),
CoefficientTκAn(T, q) = ∑
α
p(κ,n)α (q)α (for κ ∈ Nr) (101)
in terms of normalized eigenvalues of Frobenius on the cohomology of the local systems V′(λ) (∣λ∣ ≤ ∣κ∣ + 1) on
Hg[2]⊗Fq Fq. Here p(κ,n)α (q) are polynomials in q with rational coefficients, and since ∣GL2(Fq)∣ = q(q + 1)(q − 1)2,
p
(κ,n)
α (0) = 0, for every α; if α and α′ are conjugates, p(κ,n)α = p(κ,n)α′ . Furthermore, by (100) (applied also with r
replaced by r + 1), we see that
deg p(κ,n)α +mα ≤ ∣κ∣ + ∣n∣.
Remark. By Poincaré duality and Definition 6.1 we find that
CoefficientTκAn(T,1/q) = ∑
α
p(κ,n)α (1/q)α−1.
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As in the proof of Lemma 7.2, by increasing r to r + r′ in (101) with r′ sufficiently large, differentiating accordingly,
and then setting tr+1 = ⋯ = tr+r′ = 0, we see that (101) yields a similar expression for the coefficients of a sum of the
form ∑
d ∈P(n,q)(H(a∗1(d, q), a∗2(d, q), . . .) ⋅
r∏
k=1PCd(tk)) .
Here H(⋯) is any given polynomial expression in a∗1(d, q), a∗2(d, q), . . . . This applies in particular to (59), and for
partitions n, i and j (n ≠ 0), note that the degree of the coefficient of any eigenvalue α occurring in the expression of
CoefficientTκAn,i,j(T, q) is at most ∣κ∣ + ∣n∣ + ∣i∣ + ∣j∣ −mα.
We can now prove the following
Theorem 9.1. — For κ = (k1, . . . , kr) ∈ Nr, the coefficient of tk11 ⋯ tkrr in E(T )lAl(T, q) can be expressed as∑
α
R(κ,l)α (q)α
the sum being over the distinct (normalized) eigenvalues of Frobenius acting on (H●c,µ(Hg[2]⊗ Fq,V′(λ)))g,λ,µ with
g ≤ [(l − 1)/2], and R(κ,l)α (x) ∈ xQ[x]. Moreover, we have degR(κ,l)α +mα ≤ ∣κ∣ + l.
Proof. By (29), it suffices to investigate the coefficients of E(T )lAµ,ν(T, q) for µ ≠ (1) and ν ≠ (l).We recall that
µ = (µ1 ≥ ⋯ ≥ µn ≥ 1) and ν = (ν1, . . . , νn) are such that ν1µ1 + ⋯ + νnµn = l. By the induction assumptions (see
(92), (93) and (94)), the coefficients of qνjµjΛνj(qµjTµj,1/qµj) can be expressed as
qµj(∣κ∣+νj)λ(κ, νj ; 1/qµj) =∑
α
qµj(∣κ∣+νj−mα)P (κ,νj)α (1/qµj)αµj (κ ∈ Nr)
where Q(κ,νj)α (x) ∶= x∣κ∣+νj−mαP (κ,νj)α (1/x) ∈ Q[x] with xdegQ(κ,νj)α +2 ∣ P (κ,νj)α (x) for all α and 1 ≤ j ≤ n; then,
clearly, deg Q(κ,νj)α ≤ (∣κ∣ + νj −mα − 2)/2, and so
deg Q(κ,νj)α +mα ≤ (∣κ∣ + νj +mα − 2)/2 ≤ ∣κ∣ + νj − 1.
It follows that for κ1 ∈ Nr, the coefficients of the q-Weil numbers α1 occurring in CoefficientTκ1Λδ,µ,ν(T, q), with
Λδ,µ,ν(T, q) defined by (31), are polynomials of degree at most ∣κ1∣ + l − ∣µ∣ −mα1 with rational coefficients.
To handle the other part of E(T )lAµ,ν(T, q) in (30), note that the sum
∑
d0 ∈Pν(µ)(Nµ,ν(d0, δ)
r∏
i=1PCd0(ti))
is (up to a constant) justAn,i,j(T, q)with n = (µj)j∈J0 , and i, j determined by splitting (µj)j∈J1 (depending on δ) using
Proposition 4.3. As ∣n∣ + ∣i∣ + ∣j∣ = ∣µ∣, the coefficient of any eigenvalue α2 in CoefficientTκ2An,i,j(T, q) (κ2 ∈ Nr) is a
polynomial of degree at most ∣κ2∣+ ∣µ∣−mα2 with rational coefficients. Our assertions follow now for contributions to
E(T )lAl(T, q) given by (30).
To complete the proof, note that, for Aµ,ν(T, q) given by Proposition 4.1, the same estimates apply.
We can further assume that the sum in the theorem is reduced in the sense that α′ = qnα for some n ∈ N if and only if
α′ = α. Since ∑
α
R(κ,l)α (qn)αn = −∑
α
qn(∣κ∣+l−mα+1)R(κ,l)α (1/qn)αn (for all n ≥ 1)
(obtained from (53) applied over a finite extension Fqn of Fq), it follows that
R(κ,l)α (x) = −x∣κ∣+l−mα+1R(κ,l)α (1/x) (for all α).
Using this combined with (96), one defines λ(κ, l; q) by cutting off the coefficient of each q-Weil algebraic integer in
the expression of (96) accordingly.
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10 An application
For 0 ≤ i ≤ 6, let A2(wi) denote the quotient stack A2,2/S6−i, where S6−i is the subgroup of S6 fixing {1, . . . , i}
pointwise. Here we identify GSp4(Z/2)with S6, as in [8, Section 2], under the isomorphism defined by an embedding
of the stackH2[2] (denoted byM2(w6) in [8]) into A2,2. Take13 i = 1, and consider the Euler characteristic
eEis(A2(w1)⊗Q,V(λ)) = 6∑
j=0 (−1)j[HjEis(A2(w1)⊗Q,V(λ))]
where λ = (λ1 ≥ λ2 ≥ 0) with ∣λ∣ = λ1 + λ2 ≡ 0 (mod 2).
In what follows, we shall be interested in computing the trace of Frobenius
Tr(F ∗∣ eEis(A2(w1)⊗Q,V(λ))) = Tr(F ∗∣ eEis(A2(w1)⊗ Fq,V(λ)))
see also [49] and [8]. To do so, we first recall (see Theorem 6.4) that
1
q(q − 1) ∑deg d0=5
d0−monic & square-free
( r∏
k=1PCd0(tk)) = (t1⋯ tr)2 ∑λ⊆(r2)∣λ∣-even Tr(F
∗∣ eλc (H2(w1)⊗ Fq)) s⟨λ†⟩(q± 12T ±1) qr− ∣λ∣2 .
Put
A
(0)
5 (T, q) ∶= ∑
deg d0=5
d0−monic & square-free
( r∏
k=1PCd0(tk))
and note that we can express
A
(0)
5 (T, q) = q(q − 1)∣GL2(Fq)∣ ∑ν=(1ν1,...,6ν6) ν1 ⋅ ∑d0 ∈P2(ν,Fq) (
r∏
k=1PCd0(tk)) .
For each partition ν = (1ν1, . . . ,6ν6), the (normalized) inner sum
1∣GL2(Fq)∣ ∑d0 ∈P2(ν,Fq)(
r∏
k=1PCd0(tk)) (102)
can be thought of as the contribution corresponding to Jacobians of smooth projective irreducible algebraic curves of
genus two in the moduli of principally polarized abelian surfaces. As we are interested in the Euler characteristics of
A2(w1), to (102) we add the remaining contribution
1
2
1∣G(Fq)∣2 ∑ν=σ ∪ τ ∑f ∈P1(σ,Fq)
h ∈P1(τ,Fq)
( r∏
k=1PEf (tk)PEh(tk)) + 12 1∣G(Fq2)∣ ∑f ∈P1(ν1/2,Fq2)(
r∏
k=1PEf (t2k)) (103)
corresponding to pairs of elliptic curves joined at the origin. Here the first sum is over all ordered choices of partitions
σ and τ of 3 such that ν = σ ∪ τ, and P1(µ,Fq) (for a partition µ of 3 and a finite field Fq of odd characteristic)
denotes the subset of Fq[x] consisting of all square-free cubic polynomials with factorization type µ; each element
f ∈ P1(µ,Fq) defines an elliptic curve Ef given by y2 = f(x) with x =∞ as origin. The normalizing constant∣G(Fq)∣ = q(q − 1)2
represents the number of Fq-isomorphisms among the elliptic curves Ef (f ∈ P1(µ,Fq)). The second contribution
in (103), corresponding to elliptic curves defined over Fq2 , each curve being joined at the origin with its Frobenius
13We are taking i = 1 for simplicity.
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conjugate, occurs only if ν is of the form (2ν2,4ν4,6ν6), in which case we set ν1/2 ∶= (1ν2,2ν4,3ν6) (see [8, Section5]).
Accordingly, if A(2,1)(T, q) and A(13)(T, q) are defined by (58), the generating function
(t1⋯ tr)2 ∑
λ⊆(r2)∣λ∣-even
Tr(F ∗∣ ec(A2(w1)⊗Q,V(λ))) s⟨λ†⟩(q± 12T ±1) qr− ∣λ∣2 (104)
is just
A
(0)
5 (T, q)
q(q − 1) + A
(0)
3 (T, q)(A(2,1)(T, q) + 3A(13)(T, q))
q2(q − 1)2
with
A
(0)
3 (T, q) = ∑
deg f=3
f−monic & square-free
( r∏
k=1PEf (tk)) .
We recall now that the full Eisenstein cohomology is the difference between the compactly supported and the usual
cohomology, and the corresponding Euler characteristic is
efullEis(A2(w1),V(λ)) = ec(A2(w1),V(λ)) − e(A2(w1),V(λ)).
Letting
A
(2)
3 (T, q) = A(2,1)(T, q) + 3A(13)(T, q)
it follows that the generating function (104) corresponding to efullEis(A2(w1),V(λ)) equals
A
(0)
5 (T, q)
q(q − 1) + A(0)3 (T, q)A(2)3 (T, q)q2(q − 1)2
− q4A(0)5 (q T,1/q)
q−1 − 1 − q5A(0)3 (q T,1/q)A(2)3 (q T,1/q)(q−1 − 1)2 .
(105)
On the other hand, the generating seriesA5(T, q) introduced at the beginning of Section 4 can be decomposed as
A5(T, q) = A(0)5 (T, q) + degenerate part
where the degenerate part consists of the following contributions:
q2(qA(0)3 (T, q) −A(2)3 (T, q) +A(1)3 (T, q))
2
Λ2(q T,1/q)
E(T )
+ q2(qA(0)3 (−T, q) −A(2)3 (−T, q) +A(1)3 (−T, q))
2
Λ2(−q T,1/q)
E(−T )
(106)
corresponding to the partitions 1 ⋅ 1 + 1 ⋅ 1 + 1 ⋅ 1 + 2 ⋅ 1, 1 ⋅ 2 + 1 ⋅ 1 + 2 ⋅ 1 and 1 ⋅ 3 + 2 ⋅ 1,
q3A
(2)
3 (T, q)Λ3(q T,1/q) (107)
corresponding to 1 ⋅ 1 + 1 ⋅ 1 + 3 ⋅ 1 and 1 ⋅ 2 + 3 ⋅ 1,
q5(q − 1)2
4
Λ2(q2T 2,1/q2)
E(T 2) + q5(q2 − 1)4 Λ2(−q2T 2,1/q2)E(−T 2) (108)
corresponding to 2 ⋅ 2 + 1 ⋅ 1,
q5(q − 1)2
4
Λ2(q T,1/q)Λ2(−q T,1/q)
E(T )E(−T ) + q5(q − 1)(q − 3)8 (Λ2(q T,1/q)2E(T )2 + Λ2(−q T,1/q)2E(−T )2 ) (109)
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corresponding to 2 ⋅ 1 + 2 ⋅ 1 + 1 ⋅ 1,
q6(q − 1)
2
Λ3(q T,1/q)(Λ2(q T,1/q)
E(T ) + Λ2(−q T,1/q)E(−T ) ) (110)
corresponding to 3 ⋅ 1 + 2 ⋅ 1, and finally
q5(q − 1)
2
(Λ4(q T,1/q)
E(T ) + Λ4(−q T,1/q)E(−T ) ) (111)
corresponding to 4 ⋅ 1 + 1 ⋅ 1.We recall that
A5(T, q) = − q6A5(q T,1/q).
Dividing both sides by q2 − q, and using the trivial identity
q2 − q = − q3( 1
q2
− 1
q
)
we see that
A5(T, q)
q2 − q − q3A5(q T,1/q)q−2 − q−1 = 0. (112)
Notice that the results of Section 8 (specifically, see (91)) give, in particular, a formula for the trace of Frobenius on
eλfullEis(Hg(w1)⊗ Fq) (g ≥ 2); when g = 2, the corresponding formula can be made explicit. In what follows, we shall
illustrate this in the case of A2(w1), thus recovering the formula in [8, Corollary 4.6], and proved in [49, Theorem
9.1].
Theorem (Bergström-Faber-van der Geer). — For every λ = (λ1 ≥ λ2 ≥ 0), the trace of Frobenius F ∗ on
eEis(A2(w1)⊗ Fq,V(λ)) is given by
[λ1 − λ2 − 1
4
] − [λ1 + λ2 + 1
4
] qλ2+1 + ⎧⎪⎪⎨⎪⎪⎩2 + 2Tλ2+2(q) if λ2 is even−2Tλ1+3(q) if λ2 is odd.
Proof. First, express the left-hand side of (112) using (106)–(111), and then apply (27) to transform eachΛl(±Tm, qm),
for 2 ≤ l ≤ 4, into Λl(±qmTm, q−m); we also write the corresponding contributionAl(±Tm, qm) explicitly by recalling
that E(T )A2(T, q) = q2 − q, that is,
A3(T, q) = A(0)3 (T, q) + q3(q − 1)2 (Λ2(q T,1/q)E(T ) + Λ2(−q T,1/q)E(−T ) )
and, by (38)–(42),
E(T )A4(T, q) = qA(0)3 (T, q) +A(1)3 (T, q) + q5(q − 1)2 E(q T )Λ2(q2T 2,1/q2)E(−T )
+ q3(q − 1) [q2E(q T )Λ2(q T,1/q)2
2E(T ) + (q − 2)Λ2(q T,1/q)2E(T ) + qΛ2(−q T,1/q)2E(−T ) + qΛ3(q T,1/q)]
with A(1)3 (T, q) defined as in the proof of Proposition 5.2. To simplify things somewhat, we can use the identities:
Λ3(−q T,1/q) = Λ3(q T,1/q) A(0)3 (−T, q) = A(0)3 (T, q) and A(2)3 (−T, q) = A(2)3 (T, q).
In the expression obtained, the coefficient of every monomial
Λl1(±qm1Tm1, q−m1)k1⋯Λln(±qmnTmn, q−mn)kn (k1, . . . , kn ≥ 0)
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has to vanish. By taking the coefficient of Λ3(q T,1/q) we find, in particular, that
A
(2)
3 (T, q) + q4A(2)3 (q T,1/q) = q(q − 1)2( 1E(T )E(q T ) + 1E(−T )E(−q T )).
We also need (43) together with the identity
A
(0)
3 (T, q) + q4A(0)3 (q T,1/q) = q(q − 1)22 ( 1E(T )E(q T ) + 1E(−T )E(−q T ))
which follows easily by combining the above expression ofA3(T, q)with the functional equations (28) and (27), applied
for l = 3 and l = 2, respectively.
Now subtract the constant term of the expression obtained for the left-hand side of (112) (i.e., all the terms free of
factors Λl(±qmTm, q−m) with 2 ≤ l ≤ 4) from (105). By using the last two identities and (43), we can express
each A(j)3 (q T,1/q) (j = 0,1,2) in terms of A(j)3 (T, q), giving the following alternative expression for the generating
function of the trace of Frobenius on efullEis(A2(w1)⊗ Fq,V(λ)) ∶
(q + 1)A(0)3 (T, q) +A(1)3 (T, q)
qE(T )E(q T ) + (q + 1)A(0)3 (−T, q) +A(1)3 (−T, q)qE(−T )E(−q T )
− (q − 1)3
8
( 1
E(T )2E(q T )2 + 1E(−T )2E(−q T )2 ) + 14 (q − 1)(q + 1)2E(−T 2)E(−q2T 2) − (q + 1)(q − 1)2E(T 2)E(q2T 2) .
Note that (q + 1)A(0)3 (T, q) +A(1)3 (T, q) = ∑
deg f=3
f−monic & square-free
[(q + 1 − a(Ef)) ⋅ r∏
k=1PEf (tk)] .
Expressing PEf (tk) for all f as
PEf (tk) = 1 − a(Ef)tk + qt2k = (1 −√q αEf tk)(1 −√q α¯Ef tk) (with ∣αEf ∣ = 1)
it follows from Lemma 6.1 that we can write
(q + 1)A(0)3 (T, q) +A(1)3 (T, q)
E(T )E(q T )
=∑
f
[(q + 1 − a(Ef)) r∏
k=1(1 −√q αEf tk)(1 −√q α¯Ef tk)(1 − tk)(1 − qtk)]
= qr(t1⋯ tr)2∑
f
⎡⎢⎢⎢⎢⎣(q + 1 − a(Ef)) ⋅ ∑λ⊆(r2)(−1)∣λ∣s⟨λ⟩(α±1Ef , q± 12 )s⟨λ†⟩(q± 12 t±11 , . . . , q± 12 t±1r )
⎤⎥⎥⎥⎥⎦ .
(113)
By applying the Weyl character formula, for each λ ⊆ (r2),
s⟨λ⟩(α±1Ef , q± 12 ) =
RRRRRRRRRRR
αλ1+2Ef − α−λ1−2Ef αλ2+1Ef − α−λ2−1Ef
q
λ1+2
2 − q−λ1+22 q λ2+12 − q−λ2+12
RRRRRRRRRRR∣α2Ef − α−2Ef αEf − α−1Ef
q − q−1 q 12 − q− 12 ∣
= −√q s⟨λ2⟩(q± 12 ) s⟨λ1+1⟩(α±1Ef ) − s⟨λ1+1⟩(q± 12 ) s⟨λ2⟩(α±1Ef )
q + 1 − a(Ef) .
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Substituting this into (113), summing over f and applying Birch-Ihara identity, one sees that
(q + 1)A(0)3 (T, q) +A(1)3 (T, q)
qE(T )E(q T ) + (q + 1)A(0)3 (−T, q) +A(1)3 (−T, q)qE(−T )E(−q T )
= 2(t1⋯ tr)2 ∑
λ⊆(r2)
λ1, λ2-odd
(1 + Tλ1+3(q)) qr+ 1−λ12 (q λ2+12 − q−λ2+12 )s⟨λ†⟩(q± 12T ±1)
+ 2(t1⋯ tr)2 ∑
λ⊆(r2)
λ1, λ2-even
(−1 − Tλ2+2(q)) qr+1−λ22 (q1+λ12 − q−1−λ12 )s⟨λ†⟩(q± 12T ±1). (114)
On the other hand, we can write
− (q − 1)3
8
( 1
E(T )2E(q T )2 + 1E(−T )2E(−q T )2 ) + 14 (q − 1)(q + 1)2E(−T 2)E(−q2T 2) − (q + 1)(q − 1)2E(T 2)E(q2T 2) (115)
= qr(t1⋯ tr)2 ∑
λ⊆(r2)∣λ∣-even
[ − 1
4
(q − 1)3s⟨λ⟩(q± 12 , q± 12 ) + 14(q − 1)(q + 1)2s⟨λ⟩(iq± 12 ,−iq± 12 )
− (q + 1)(q − 1)2s⟨λ⟩(q± 12 ,−q± 12 )]s⟨λ†⟩(q± 12T ±1).
Using again the Weyl character formula, we have
s⟨λ⟩(q± 12 , q± 12 ) = (λ1 + 2)(q2+λ1 + 1)(q1+λ2 − 1) − (λ2 + 1)(q2+λ1 − 1)(q1+λ2 + 1)(q − 1)3 q− ∣λ∣2
s⟨λ⟩(iq± 12 ,−iq± 12 ) = (−1)(λ1−λ2)/2 (q2+λ1 − (−1)λ1)(q1+λ2 + (−1)λ2)(q2 − 1)(q + 1) q− ∣λ∣2
and
s⟨λ⟩(q± 12 ,−q± 12 ) = (−1)λ1 (q2+λ1 − 1)(q1+λ2 − 1)(q2 − 1)(q − 1) q− ∣λ∣2 .
Fix λ ⊆ (r2) of even weight. By adding the coefficients of qr− ∣λ∣2 (t1⋯ tr)2s⟨λ†⟩(q± 12T ±1) in (114) and (115), we obtain
the expression
[λ1 − λ2 − 1
4
] − [λ1 + λ2 + 1
4
] qλ2+1 + ⎧⎪⎪⎨⎪⎪⎩2 + 2Tλ2+2(q) if λ2 is even−2Tλ1+3(q) if λ2 is odd
− ⎛⎝[λ1 − λ2 − 14 ] − [λ1 + λ2 + 14 ] q−λ2−1 +
⎧⎪⎪⎨⎪⎪⎩2 + 2Tλ2+2(1/q) if λ2 is even−2Tλ1+3(1/q) if λ2 is odd ⎞⎠ q3+∣λ∣.
We recall that, by convention, we take T2(q) = − q − 1.
The full Eisenstein cohomology is anti-invariant under Poincaré duality, and is determined by the Eisenstein coho-
mology by antisymmetrizing. By [77, Theorem 3.5], the terms in the above expression that come from the compactly
supported Eisenstein cohomology are precisely those of weights < ∣λ∣+3which completes the proof of the theorem.
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A Appendix
In this appendix, we give, for each r ≤ 3, the explicit expression of the power series Z(T, tr+1; q) in Section 2 as
a rational function. One way to obtain these expressions is by using the averaging technique in [26]. In fact, the
expression of (11) as a rational function is given in [26, Example 3.6] when r = 1, and [26, Example 3.7] when r = 2.
Accordingly, we have
Z(t1, t2; q) = 1 − q2t1t2(1 − qt1) (1 − qt2) (1 − q3t21t22)
when r = 1, and
Z(t1, t2, t3; q) = 1 − q2t1t3 − q2t2t3 + q3t1t2t3 + q3t1t2t23 − q4t21t2t23 − q4t1t22t23 + q6t21t22t33(1 − qt1) (1 − qt2) (1 − qt3) (1 − q3t21t23) (1 − q3t22t23) (1 − q4t21t22t23)
when r = 2. For r = 3, we used instead the recurrence relations in the proof of Theorem 3.7 in [18]. If we put
Z(t1, t2, t3, t4; q) = N(t1, t2, t3, t4; q)
D(t1, t2, t3, t4; q)
then by using Mathematica, one finds:
N(t1, t2, t3, t4; q) = 1 − q2t1t4 − q2t2t4 + q3t1t2t4 − q2t3t4 + q3t1t3t4 + q3t2t3t4 − q4t1t2t3t4+ q3t1t2t24 − q4t21t2t24 − q4t1t22t24 + q3t1t3t24 − q4t21t3t24 + q3t2t3t24 − 2q4t1t2t3t24 + q4t21t2t3t24+ q5t21t2t3t24 − q4t22t3t24 + q4t1t22t3t24 + q5t1t22t3t24 − q5t21t22t3t24 − q4t1t23t24 − q4t2t23t24 + q4t1t2t23t24 + q5t1t2t23t24− q5t21t2t23t24 − q5t1t22t23t24 + q6t21t22t34 − q5t1t2t3t34 + q6t21t2t3t34 − q6t31t2t3t34 + q6t1t22t3t34 − q6t21t22t3t34− q7t21t22t3t34 + q7t31t22t3t34 − q6t1t32t3t34 + q7t21t32t3t34 + q6t21t23t34 + q6t1t2t23t34 − q6t21t2t23t34 − q7t21t2t23t34+ q7t31t2t23t34 + q6t22t23t34 − q6t1t22t23t34 − q7t1t22t23t34 + 3q7t21t22t23t34 − q8t31t22t23t34 + q7t1t32t23t34 − q8t21t32t23t34− q6t1t2t33t34 + q7t21t2t33t34 + q7t1t22t33t34 − q8t21t22t33t34 − q8t31t32t3t44 + q8t21t22t23t44 − q8t31t22t23t44 + q9t41t22t23t44− q8t21t32t23t44 + q9t31t32t23t44 + q9t21t42t23t44 − q8t31t2t33t44 − q8t21t22t33t44 + q9t31t22t33t44 − q8t1t32t33t44 + q9t21t32t33t44− q9t31t32t33t44 + q9t21t22t43t44 + q9t31t32t3t54 − q9t21t22t23t54 + q9t31t22t23t54 − q10t41t22t23t54 + q9t21t32t23t54 − q10t31t32t23t54− q10t21t42t23t54 + q9t31t2t33t54 + q9t21t22t33t54 − q10t31t22t33t54 + q9t1t32t33t54 − q10t21t32t33t54 + q10t31t32t33t54 − q10t21t22t43t54− q10t31t32t23t64 + q11t41t32t23t64 + q11t31t42t23t64 − q12t41t42t23t64 − q10t31t22t33t64 + q11t41t22t33t64 − q10t21t32t33t64 + 3q11t31t32t33t64− q11t41t32t33t64 − q12t41t32t33t64 + q12t51t32t33t64 + q11t21t42t33t64 − q11t31t42t33t64 − q12t31t42t33t64 + q12t41t42t33t64 + q12t31t52t33t64+ q11t31t22t43t64 − q12t41t22t43t64 + q11t21t32t43t64 − q11t31t32t43t64 − q12t31t32t43t64 + q12t41t32t43t64 − q12t21t42t43t64 + q12t31t42t43t64− q13t41t42t43t64 + q12t31t32t53t64 − q13t41t32t33t74 − q13t31t42t33t74 + q13t41t42t33t74 + q14t41t42t33t74 − q14t51t42t33t74 − q14t41t52t33t74− q13t31t32t43t74 + q13t41t32t43t74 + q14t41t32t43t74 − q14t51t32t43t74 + q13t31t42t43t74 + q14t31t42t43t74 − 2q14t41t42t43t74 + q15t51t42t43t74− q14t31t52t43t74 + q15t41t52t43t74 − q14t41t32t53t74 − q14t31t42t53t74 + q15t41t42t53t74 − q14t41t42t43t84 + q15t51t42t43t84 + q15t41t52t43t84− q16t51t52t43t84 + q15t41t42t53t84 − q16t51t42t53t84 − q16t41t52t53t84 + q18t51t52t53t94.
The corresponding denominator is easily seen to be
D(t1, t2, t3, t4; q) = (1 − qt1) (1 − qt2) (1 − qt3) (1 − qt4) (1 − q3t21t24) (1 − q3t22t24) (1 − q3t23t24)⋅ (1 − q4t21t22t24) (1 − q4t21t23t24) (1 − q4t22t23t24) (1 − q5t21t22t23t24) (1 − q6t21t22t23t44) .
A simple comparisonwith the corresponding (transformed) rational function (11) shows in each case that our conditions
(i) – (iii) (see Section 3) are satisfied.
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We conclude this appendix by remarking that Ian Whitehead established in his doctoral thesis that the unique multiple
Dirichlet series associated to the fourth moment of quadratic Dirichlet L-series over Fq(x) satisfying the conditions (i)
– (iii) is given by
Z4(t1, . . . , t5; q) = ∞∏
l=0 (1 − q6l+6 (t1t2t3t4t25)2l+2)−1(1 − q6l+7 (t1t2t3t4t25)2l+2)−1 ⋅ Z(t1, . . . , t5; q) (116)
where Z(t1, . . . , t5; q) is such that its residue at t5 = 1/q corresponds to [18, eqn. (4.29)] by setting tj = q−sj, for
j = 1, . . . ,4; the series Z4(t1, . . . , t5; q) can be made quite explicit by expressing it in terms of the average [18, eqn.
(4.16)]. There is also a number field version of this multiple Dirichlet series (obtained from (116) as explained in
the introduction). The series (116) (or its number field counterpart) is precisely the multiple Dirichlet series that we
expect to occur in a Fourier-Whittaker coefficient of an Eisenstein series on the double cover of a loop group (with the
corresponding affine Weyl group isomorphic toW4).
B Appendix
Throughout this appendix, F will be a fixed finite field of odd characteristic. For partitions µ = (1µ1,2µ2, . . . , nµn) and
γ = (1γ1,2γ2, . . . ,mγm), we shall denote µ′ = (1µ1+1,2µ2, . . . , nµn) and γ′ = (1γ1+1,2γ2, . . . ,mγm). LetMµ,γ(q) (for
µ and γ as above) be defined as in Section 3.
We have the following
Proposition B.1. — For ∣µ∣ = 2g + 1, we have
µ1 + 1
q + 1 (Mµ,γ(q) +Mµ′,γ(q)) =Mµ,γ(q).
Proof. The identity we need to prove is equivalent to(µ1 + 1)Mµ′,γ(q) = (q − µ1)Mµ,γ(q). (117)
For any partition ν = (1ν1,2ν2, . . .), let P(ν) ⊂ F[x] denote the set of all monic square-free polynomials with factor-
ization type ν. For each d ∈ P(µ) and α ∈ F such that d(α) ≠ 0, let dα ∈ P(µ′) be defined by
dα(x) = (x − α)2g+2
d(α) d(α + 1x − α).
Notice that for each d there are exactly q − µ1 choices of α, and for each such choice, we must have dα(α) = 0.
Conversely, let d˜ ∈ P(µ′), and let α ∈ F be a root of d˜. (The polynomial d˜ has exactly µ1 + 1 distinct roots in F.) If we
define
d(x) = (x − α)2g+2
d˜
′(α) d˜(α + 1x − α)
then d ∈ P(µ), d(α) ≠ 0 and d˜ = dα, where dα is defined as above.
Since the hyperelliptic curvesCd andCdα corresponding to d ∈ P(µ) and dα are isomorphic, the identity (117) follows
by a simple counting argument.
We remark that both sides of the identity in the above proposition vanish if the partition γ has odd weight. When
γ = (1γ1, . . . , gγg) (g ≥ 2) has even weight, we can express the identity in the equivalent form
(µ1 + 1)M˜µ′,γ(q) = 1
q(q − 1)Mµ,γ(q)
where M˜µ′,γ(q) is the moment-sum introduced at the beginning of Section 6.
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Proposition B.2. — For ∣µ∣ = 2g + 1 and ∣γ∣ odd, we have the identity
Mµ′,γ′(q) +Mµ,γ′(q) = − (q + 1)Mµ′,γ(q).
Moreover, if µ = (2µ2,3µ3, . . .) is a partition of weight 2g + 2, and ∣γ∣ is odd, then
Mµ,γ′(q) = − (q + 1)Mµ,γ(q).
Proof. We first write
Mµ′,γ′(q) = −Mµ′,γ(q) − ∑
θ ∈F ∑d ∈P(µ′)χ(d(θ))(
m∏
j=1aj(Cd)γj)
and let P0(µ′) (respectively P0(µ′)) denote the set of polynomials in P(µ′) which do not vanish (respectively vanish)
at 0. Replacing d(x) by d(x − θ) (for each θ ∈ F), we see that
Mµ′,γ′(q) = −Mµ′,γ(q) − q ∑
d ∈P0(µ′)χ(d(0))(
m∏
j=1aj(Cd)γj).
Since ∣γ∣ is odd, we can write
χ(d(0)) = χ(d(0))∣γ∣ = m∏
j=1χj(d(0))γj (for d ∈ P0(µ′)).
Moreover, one can express χj(d(0))aj(Cd), for d ∈ P0(µ′) and j = 1, . . . ,m, as
−1 − χj( 1
d(0)) − ∑θ ∈F×j χj(θ2g+2 d(1/θ)d(0) ).
By using the transformation d(x)↦ x2g+2
d(0) d(1/x) on P0(µ′), it follows that
∑
d ∈P0(µ′)χ(d(0))(
m∏
j=1aj(Cd)γj) = ∑d ∈P0(µ′)
m∏
j=1aj(Cd)γj
and hence
Mµ′,γ′(q) = − (q + 1)Mµ′,γ(q) + q ∑
d ∈P0(µ′)
m∏
j=1aj(Cd)γj . (118)
Similarly,
Mµ,γ′(q) = −∑
θ ∈F ∑d ∈P(µ)χ(d(θ))(
m∏
j=1aj(Cd)γj) = − q ∑d ∈P0(µ)χ(d(0))(
m∏
j=1aj(Cd)γj)
from which we deduce, as before, that
Mµ,γ′(q) = − q ∑
d ∈P0(µ′)
m∏
j=1aj(Cd)γj . (119)
Now from (118) and (119), it follows that
Mµ′,γ′(q) +Mµ,γ′(q) = − (q + 1)Mµ′,γ(q)
which proves our first assertion.
The second assertion is proved by a similar argument.
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C Appendix
Let us consider (25), written in the equivalent form
λ(κ,2; q) − q∣κ∣+3λ(κ,2; 1/q) = a(κ,2; q) + ∑
κ′<κ q
∣κ∣−r(κ−κ′)+3(q − 1)r(κ−κ′)λ(κ′,2; 1/q)
for κ = (k1, . . . , kr) ∈ Nr (r ≥ 1), where
a(κ,2; q) = ⎧⎪⎪⎨⎪⎪⎩(−1)
∣κ∣ q(q − 1) if ki = 0 or 1 for all i = 1, . . . , r
0 otherwise.
This is equivalent to (27) (with l = 2), which can be written explicitly as
Λ2(T, q) = q(q − 1)
E(T ) + q3E(q T )E(T ) Λ2(q T,1/q). (120)
We recall that T = (t1, . . . , tr), q T = (qt1, . . . , qtr), and
E(T ) = r∏
i=1(1 − ti)−1.
As explained in Section 5, in the case l = 4, starting from λ(0, . . . ,0,2; q) = q2, we can find recursively the coef-
ficients λ(κ,2; q) = P (κ, q) in polynomial form; the polynomials P (κ, q) have integer coefficients, are independent
of q, degP (κ, q) ≤ ∣κ∣ + 2 (condition ensuring that q∣κ∣+3λ(κ,2; 1/q) is a polynomial with no constant term), and
q[(∣κ∣+1)/2]+2 ∣ P (κ, q) (implying that deg(q∣κ∣+3λ(κ,2; 1/q)) < [(∣κ∣ + 1)/2] + 2).
The generating series of P (κ, q). Let notations be as above, and take
Λ2(T, q) = ∑
κ ∈Nr P (κ, q)Tκ
where, for κ = (k1, . . . , kr), we put (as before) Tκ ∶= tk11 ⋯ tkrr .
Proposition C.1. —We have
Λ2(T, q) = qE(q T )Res
z=0 [ z2 − qz(z − 1) ⋅ 1E(z T )E(q T /z)].
Proof. Put f(z, T, q) = qz2−1
z(z−1) ⋅ 1E(qzT )E(T /z) . Then (120) amounts to:
Res
z=1 f(z, T, q) + Resz=0 f(z, T, q) = Resz=0 [f(1/z, T, q)/z]. (121)
Since f(⋅, T, q), as a function of z is rational, the left-hand side of (121) equals
−Res
z=∞ f(z, T, q) = Resz=0 [f(1/z, T, q)/z2]
and thus we are left to show that
Res
z=0 [f(1/z, T, q)/z2] = Resz=0 [f(1/z, T, q)/z]. (122)
Now (z − 1
z2
)f(1/z, T, q) = 1
E(z T )E(q T /z) − qz2 1E(z T )E(q T /z)
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and note that
Res
z=0 [ 1E(z T )E(q T /z)] = −Resz=∞ [ 1E(z T )E(q T /z)] = Resz=0 [ 1z2 1E(T /z)E(qzT )].
Replacing z by z/q in the expression of the last residue, we have
q2 Res
z=0 [ 1z2 1E(q T /z)E(zT )] = qResz=0 [ 1z2 1E(T /z)E(qzT )]
and (122) follows. As
q2Λ2(q T,1/q) = ∑
κ ∈Nr q
∣κ∣+2P (κ,1/q)Tκ = E(T )Res
z=0 [ qz2 − 1z(z − 1) ⋅ 1E(qz T )E(T /z)]
clearly q∣κ∣+2P (κ,1/q) is a polynomial in q, or, what amounts to the same, degP (κ, q) ≤ ∣κ∣ + 2.
Finally, let us fix κ ∈ Nr. Then
P (κ, q) = ∑
κ′≤κ
k′1,...,k′r ∈{0,1,2}
(−1)r1(κ′)q∣κ−κ′∣+r2(κ′)+1 Res
z=0 [ z2 − qz(z − 1)(qz + z)r1(κ′)] (123)
where, as before, rj(κ′) (j = 1,2) is the number of components of κ′ equal to j. For each κ′, the expression
q∣κ−κ′∣+r2(κ′)+1 Res
z=0 [ z2 − qz(z − 1)(qz + z)r1(κ′)]
is trivially a polynomial in q, and it is easy to see that the exponent of the largest power of q dividing this polynomial
is at least ∣κ − κ′∣ + r2(κ′) + r1(κ′)
2
+ 2 = ∣κ − κ′∣
2
+ ∣κ∣
2
+ 2.
Then clearly q[(∣κ∣+1)/2]+2 ∣ P (κ, q), and our assertion follows now from the uniqueness of a polynomial solution
Λ2(T, q) to (120) satisfying the above properties.
Notice that by taking κ = (1,1, . . . ,1) ∈ Nr in (123), we can write
λ2(r; q) ∶= λ(1, . . . ,1,2; q) = ∑
κ′≤κ
k′1,...,k′r ∈{0,1}
(−1)∣κ′∣ qr−∣κ′∣+1 Res
z=0 [ z2 − qz(z − 1)(qz + z)∣κ′∣]
from which it follows that
λ2(r; q) = [ r2 ]∑
j=1
1(r − j + 1)(r − j) r!j!(j − 1)!(r − 2j)! qr+2−j
as claimed in Section 3, Example 3.
The following identity was used in the proof of Theorem 5.1.
Proposition C.2. — If κ = (k1, . . . , kr) ∈ Nr is such that r1(κ) = 2R is even, and ∣κ∣ = r1(κ) + 2r2(κ) then
∑
κ′≤κ
ki−k′i=0,1
(−1)∣κ−κ′∣ q∣κ′∣+2λ(κ′,2; 1/q) = R∑
j=0 (2j + 1) (2R)! q
R+r2(κ)−j(R − j)!(R + j + 1)!
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Proof. The left-hand side of the identity is the coefficient of Tκ = tk11 ⋯ tkrr in
q2
Λ2(q T,1/q)
E(T ) = Resz=0 [ qz2 − 1z(z − 1) ⋅ 1E(qz T )E(T /z)];
it vanishes, unless ∣κ∣ = r1(κ) + 2r2(κ). If ∣κ∣ = r1(κ) + 2r2(κ), and r1(κ) = 2R, then we can express this coefficient
by
qr2(κ) ⋅Res
z=0 [ qz2 − 1z(z − 1)(qz + 1z)2R ]
from which our assertion follows.
D Appendix
As before, let F = Fq be a fixed finite field of odd characteristic, and let χ denote the non-trivial real character of F×,
extended to F by χ(0) = 0. For r ∈ N, let
M3(r; q) = ∑
deg d=3
d−monic & square-free
(−∑
θ ∈Fχ(d(θ)))
r
and M4(r; q) = ∑
deg d=4
d−monic & square-free
(−1 − ∑
θ ∈Fχ(d(θ)))
r
.
be the moment-sums introduced in Section 5.
The purpose of this appendix is to discuss the identity
M4(r; q) = ⎧⎪⎪⎨⎪⎪⎩−M3(r + 1; q) if r is oddqM3(r; q) if r is even
used in the proof of Proposition 5.2. Notice that Proposition B.2, applied for all partitions of 4, implies easily the
equivalence: M4(r; q) = −M3(r + 1; q) if r is odd ⇐⇒ M4(r; q) = qM3(r; q) if r is even.
Accordingly, it suffices to prove the following
Proposition D.1. — For r ∈ N even, we haveM4(r; q) = qM3(r; q).
Proof. Recall that every complete, non-singular curve of genus one over F has an F-rational point, and so, it is isomor-
phic to its Jacobian; the Jacobian is an elliptic curve defined over F. Let
E(r; q) = ∑[E] a(E)
r
#AutF(E)
the sum being over all F-isomorphism classes of elliptic curves over F, and where a(E) = q + 1 − #E(F).We shall
compareM4(r; q) andM3(r; q) with E(r; q). To do so, let P denote the set of square-free polynomials of degree 3
or 4 with coefficients in F. Let Cd denote the curve corresponding to d ∈ P. The groupG = (GL2(F) × F×) /D, where
D = {((α
α
) , α2) ∶ α ∈ F×} ,
acts on P by
gd(x) = (γx + δ)4
η2
d(αx + β
γx + δ ) (for g = [((α βγ δ) , η)] ∈ G and d ∈ P) ;
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the corresponding curves Cd and Cgd are clearly F-isomorphic. As explained in [7, pp. 268-269], we can write
E(r; q) = ∑[d] ∈P/G a(Cd)
r
#StabG(d) = 1#G ∑d ∈Pa(Cd)r.
Since #G = ∣GL2(F)∣ = q(q + 1)(q − 1)2 and r is even, this identity can be written in the form
E(r; q) = 1
q3 − q (M3(r; q) +M4(r; q)). (124)
Now, let E/F be an elliptic curve. It is well-known that the Riemann-Roch theorem gives an isomorphism of E onto a
curve given by a Weierstrass equation of the form y2 = d(x), for some monic square-free cubic polynomial d ∈ F[x].
Moreover, any two such Weierstrass equations for E are related by a linear change of variables of the form
x = α2x′ + β and y = α3y′ (with α ∈ F× and β ∈ F).
(Recall that we are assuming that char(F) > 2.) Identifying the group of these transformations with the corresponding
subgroup (say G0) of G, it follows that
E(r; q) = ∑{d∈F[x] ∶monic and square-free, deg d = 3}/G0 a(Cd)
r
#StabG0(d) = 1#G0M3(r; q).
Thus
E(r; q) = 1
q2 − qM3(r; q)
which, combined with (124), gives the identity in the proposition.
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