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В статье инвариантным образом определено понятие лагранжевых сечений в 
расслоённых пространствах скоростей произвольного порядка, сформулированы и 
доказаны их свойства, дан инвариантный критерий  решения задачи , получено 
необходимое условие лагранжевых сечений и систем ОДУ произвольного чётного 
порядка. 
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Введение. 
Вариационное исчисление является одним из старейших и богатых содержанием 
и приложениями разделов математического анализа. Вариационные задачи (например, 
изопериметрические) рассматривались и в древности, но исследовались 
геометрическими методами. Поэтому началом зарождения вариационного исчисления 
можно считать работу Ферма 1662 г., в которой аналитическими методами исследована 
задача о распространении света из одной оптической среды в другую и о преломлении 
света на границе двух сред. Далее аналогичные (но  более общие) вариационные задачи 
исследовались Ньютоном (задача о наименьшей поверхности вращения - в 1685 г.), Д. 
Бернулли (задача о брахистохроне) и др. 
В 1696 году И. Бернулли сформулировал и опубликовал математическую 
проблему с предложением для математиков своего времени заняться её решением. В 
задаче о брахистохроне требовалось найти форму гладкой кривой, соединяющей две 
точки,  так  чтобы материальная точка, двигаясь по ней без трения под действием силы 
тяжести, прошла участок между этими точками за минимальное время. Задача была ре-
шена крупнейшими учёными того времени – Я. Бернулли, Г. Лейбницем, франц. учё-
ным Г. Лопиталем и И. Ньютоном. 
Свои подходы к решению этой задачи предложили Эйлер, Лагранж, что привело к 
рождению вариационного исчисления. Эти решения наметили многие направления бу-
дущей общей теории. И. Бернулли исходил из оптико-механических аналогий, Я. Бер-
нулли применил принцип Гюйгенса, Лейбниц решил задачу, заменяя кривую ломаны-
ми, заложив тем самым основу прямым методам в вариационном исчислении.  
Настоящими творцами общей теории вариационного исчисления (которые дали 
название этой науке) являются Эйлер (уравнения Эйлера) и Лагранж (метод вариаций). 
Далее следует Лежандр (исследование второй вариации—необходимое условие 
Лежандра), Гамильтон и Якоби (понятие сопряженной точки, необходимое условие 
Якоби, теория Гамильтона — Якоби), Клебш и Майер (задачи с функционалами более 
общей природы, необходимое условие Клёбша, поля экстремалей Майера), 
Вейерштрасс (задачи в параметрической форме, достаточные условия сильного 
экстремума). Работы Майера конца XIX века послужили основой для углубленного 
исследования вариационных задач Лагранжа и Майера, доказательства правила 
множителей для них и др. В начале XX в. Гильберт ввел свой известный инвариантный 
интеграл для доказательства достаточных условий экстремума, Кнезер исследовал 
задачи с подвижными концами, получил геометрическое условие Якоби (при помощи 
огибающей семейства экстремалей).  
Дифференциальная геометрия возникла и развивалась в тесной связи с 
математическим анализом, который сам в значительной степени вырос из задач 
геометрии. Многие геометрические понятия предшествовали соответствующим 
понятиям анализа. Так, например, понятие касательной предшествовало 
понятию производной, понятие площади и объема — понятию интеграла. 
 
Возникновение дифференциальной геометрии относится к XVIII веку и связано с 
именами Эйлера и Монжа. Первое сводное сочинение по теории поверхностей 
написано Монжем («Приложение анализа к геометрии», 1795). 
В 1827 Гаусс опубликовал работу «Общее исследование о кривых поверхностях», в 
которой заложил основы теории поверхностей в её современном виде. С тех пор 
дифференциальная геометрия перестала быть только приложением анализа и заняла 
самостоятельное место в математике. 
Огромную роль в развитии всей геометрии, в том числе и дифференциальной 
геометрии, сыграло открытие неевклидовой геометрии. Риман в своей лекции «О 
гипотезах, лежащих в основаниях геометрии» (1854) заложил основы римановой 
геометрии, наиболее развитой части современной дифференциальной геометрии. 
Теоретико-групповая точка зрения Клейна, изложенная в его «Эрлангенской 
программе» (1872), то есть: геометрия — учение об инвариантах групп 
преобразований, в применении к дифференциальной геометрии была развита Картаном, 
который построил теорию пространств проективной связности и аффинной связности. 
Основная задача дифференциальной геометрии состоит в нахождении и описании 
дифференциальных инвариантов геометрических структур. Необходимым аппаратом  
здесь является исчисление струй. Это понятие интенсивно использовалось в теории 
геометрических структур высшего порядка  в работах В.В.Вагнера, Г.Ф.Лаптева, 
Л.Е.Евтушика, М.О.Рахулы, а в последнее время в теории особенностей гладких 
отображений М.Голубицким,  В.Гийеминым и геометрической теории нелинейных 
дифференциальных уравнений А.М.Виноградовым, В.В.Лычагиным.  Представленная 
работа является продолжением работ авторов  [9, 10,13,16,17,18,19]. 
 
 
 
Основные определения и математические объекты. 
 
Дифференциально-геометрические структуры, используемые в работе: mX  – 
гладкое многообразие размерности m; n mT X – гладкое расслоенное пространство 
скоростей порядка n с базой расслоения mX ;  : n mL T X → ℜ  – невырожденная функция в 
точке n nx mv T X∈ . 
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называется обобщенным импульсом   ранга n    для функции  ℜ→mp XTL :  в 
локальных координатах (x) базы  mX  расслоения  mp XT  где 
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в базе mX  расслоения   m
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Замечание 1.   Обобщенный импульс ранг n определен для функций  
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производной. 
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 Теорема 2[10](закон преобразования импульсов при замене системы координат в 
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многообразие mX ). Предполагается, что mX  — бесконечно гладкое многообразие.                     
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Постановка задачи. 
Дифференциально-геометрические структуры, используемые в работе: mX  – 
гладкое многообразие размерности m; n mT X – гладкое расслоенное пространство 
 скоростей порядка n с базой расслоения mX ;   
: n mL T X → ℜ  – невырожденная функция в точке n nx mv T X∈  
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Преобразуем левую часть в сумме (3): 
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Подставляем  полученное выражение (5)   в  (3): 
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Значит, выражение (3) равное выражению (6) с учетом (8) имеет вид: 
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На основании  (7) имеют место равенства:  
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Подставляем (15) в  (14), получим: 
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Теорема3 доказана. 
 
Теорема 4.   ℜ→mn XTL :  невырожденная(вырожденная) функция в точке 
m
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x XTv ∈ , в системе координат )(x базе mX  расслоения. Тогда в любой другой системе 
координат )(x  в базе mX функция ℜ→mn XTL :  также будет соответственно 
невырожденной(вырожденной), следовательно свойства вырожденности и 
невырожденности  не зависит от выбора локальной системы координат в базе mX , то 
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Теорема доказана. 
Определение 3. Гладкое отображение  )0(: lkXTXTf mlmk <≤→     
называется сечением, если следующая диаграмма коммутативна: 
 
Определение 4. Пусть )( 120 −nxvU  — окрестность точки 120 −nxv в расслоении   
m
n XT 12 − .  
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называется (гладким) подмногообразием, порождённым сечением 
m
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n XTvUXTf 212012 )(: →⊃ −− .  
 
Определение 5. Подмногообразие 
 
 { }mnxxLxmnnxL vXTVvV ℜ∈=⊂∈== 0))((|)( 2)(22 ϕεεε  
Где  mnnm
n VXTL ℜ→⊃ 2: pi    — невырожденная функция,  ),...,,( )(
.
nxxxL    локальная 
запись в системе координат )(x , называется лагранжевым подмногообразием над  
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0 )( ⊂ ,которое, когда это не будет приводить к недоразумению, мы будем 
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2⊂ε .   Здесь 
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диффеоморфизм в локальной карте ),( 2 xmn XTV ϕ⊂  расслоённого пространства  
m
n XT 2 )   - гладкая функция, которая в локальной  
системе координат )(x  в базе  mX расслоённого пространства  mn XT 2   имеет вид:  
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Теорема 5.   Определение 5  корректно, так как оно не зависит от выбора локаль-
ных координат  )(x  в базе  mX    расслоённого пространства  mn XT 2  , то есть  
независимо от выбора локальных координат  )(x  в базе  mX    в окрестности точки 
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Более точно:  если   )(xxx =    - произвольная невырожденная замена в базе  mX    
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- координатные записи отображений   
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Аналогично, 
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По теореме 2 для mjink ,1,,0 ==  имеем:  
i
jknj
k
m
j
j
iknj
k
kn
i
k
x
xx
xxxnp
x
xx
xxxnpxxxnp
∂
∂
⋅=
∂
∂
⋅=
−
•
=
−
•−•
∑
)(),...,,)(()(),...,,)((),...,,)((
)2(
1
)2()2(
 ,   0))(det( ≠
∂
∂
i
j
x
xx
  в 
частности для  0=k (импульсы 0-го порядка – функциональные части в уравнениях 
Эйлера - 
Лагранжа)
=
∂
∂
⋅=
∂
∂
⋅==
−
•
=
−
••−•
∑ i
jnj
m
j
j
inj
n
i
Lx
n
i
x
xx
xxxnp
x
xx
xxxnpxxxxxxnp )(),...,,)(()(),...,,)((),...,,(),...,,)((
)02(
0
1
)02(
0
)2(
)(
)02(
0 ε
∑∑
=
•
=
−•
∂
∂
⋅=
∂
∂
⋅
m
j
j
in
i
Lx
m
j
j
inj
x
xx
xxx
x
xx
xxxnp
1
)2(
)(
1
)02(
0
)()),...,,()(),...,,)(( ε  Таким образом доказано, 
что ∑
=
••
∂
∂
⋅=
m
j
j
inj
Lx
n
i
Lx
x
xx
xxxxxx
1
)2(
)(
)2(
)(
)(),...,,(),...,,( εε   ,  0))(det( ≠
∂
∂
i
j
x
xx
 
            Поэтому    mjixxxxxx
nj
Lx
n
i
Lx ,1,,0),...,,(0),...,,(
)2(
)(
)2(
)( ==⇔=
••
εε  
Таким образом,  равенство 0 mjxxx
nj
Lx ,1,0),...,,(
)2(
)( ==
•
ε  в одной системе координат 
влечет 0),...,,(
)2(
)( =
• n
i
Lx xxxε  во всех системах координат. Таким образом, соотношение 1 и  
независимость определения  лагранжева подмногообразия от выбора локальной системы 
координат замена в базе  mX    расслоённого пространства  m
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Теорема 5 доказана. 
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База индукции проверена.       Индуктивный переход.  Пусть утверждение верно для 
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Индуктивный переход доказан. Теорема7 доказана 
 
 
Теорема 8.    Для двух отображений  
m
m
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x
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Lx XTV ℜ→⊂⊃ℜ + )(: 2)12()( ϕε              mmnxmnLx XTV ℜ→⊂⊃ℜ + )(: 2)12()( ϕε  
 
Рассмотрим   2 композиии отображений : 
m
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n
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уравнений mnxLx v ℜ∈= 0)( 2)( ϕε o  и mnxLx v ℜ∈= 0)( 2)( ϕε o  
m
nn XTWv 22 ⊂∈    совпадают , то есть задают в m
n XT 2  одно и то же гладкое 
подмногообразие размерности mnmmn 2)12( =−⋅+ . 
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Соотношение (17) доказано. 
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Следовательно,  система уравнений   mm
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XTW ℜ→⊂⊃ℜ + )(: 2)12()( ϕε  
задает гладкое подмногообразие размерности mnmmn 2)12( =−⋅+ . 
Теорема 8 доказана. 
 
Теорема9.(инвариантный критерий решения задачи) 
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сечения f  { }mnxxLxmnnL vXTVvV ℜ∈=⊂∈= 0))((|)( 2)(22 ϕεε -лагранжево подмногообразие в 
m
n XT 2  
 
Тогда )())(()( L2 12 VVU nnff εpiσσ == −   тогда и только тогда, когда 
в любой локальной системе координат )(x  в базе mX  
mmn
m
n
xLx uUXTf ℜ∈≡ℜ→⊃ −− 0)(: 12012)( ooϕε   
 
Доказательство.   По теореме 8 решение уравнения mnxLx v ℜ∈= 0)( 2)( ϕε o      не 
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Итак, сформулированная выше задача  лагранжевых сечений в расслоенных 
пространствах скоростей в локальных координатах означает существование 
невырожденной системы уравнений Эйлера-Лагранжа, 
разрешая которую относительно старших производных можно получить ОДУ с заданной 
правой частью. 
Возникает естественный вопрос : существуют ли не лагранжевы сечения. Оказывается 
при 1>n  существует прозрачный необходимый признак. 
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База индукции доказана. 
Индуктивный переход. 
Пусть утверждение верно для k . Докажем, что оно верно для :1+k  
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В (28)  11 +≤+⇒≤≤ kpkpr ,а так как в (27)  1+≤≤ kpr  ,то все слагаемые вида(28) 
Войдут в сумму (27) 
Еще одно слагаемое в (28)  
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Очевидно входит в сумму (27) при  1== pr   и в свободный член ),...,(
)(n
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все слагаемые суммы (28) являются членами суммы (27) Индуктивный переход доказан. 
Теорема 10 доказана 
Замечание Все слагаемые в сумме при kll <≥ ,1  
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Структурно входят в сумму (24) ,так как kl ≤ , и все условия в сумме (30) выполняются 
для суммы (24) 
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Доказательство. На основании теоремы 7 
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По замечанию к теореме 10 все члены суммы (34) при nl < структурно входят в сумму 
(33) 
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Поэтому вся сумма (32) будет структурно иметь вид (33): 
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При замене переменных в (40)  
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Теорема 11  доказана. 
 
Теорема 12    Пусть  mixxxfx
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являющегося лагранжевым сечением в окрестности )( 120 −nuU  Тогда 
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Доказательство. Следует из теоремы 11 равенство (31) : 
 
∑ ∑ ∑
= =
++
≤
−•
+⋅⋅
∑
=
=
=
n
r
m
jj
jsnjsn
ss
njjij
ss
n
i
r
rr
r
i
nis
r
r
r
xxxxCxxxf
2 1,...,
)()(
,...,1
)(
,...,
,...,
)12(
1
11
1
1
2,1
1
...),...,(),...,,(  
                                        ∑∑ ∑ ∑
−
= = =
++
≤+
+⋅⋅
∑
=
=
1
1 1
)(
1,...,
)()(
,...,1
)(
,...,
,...,
),...,(...),...,(
1
11
1
1
2,1
1
n
p
p
r
n
i
m
jj
jsnjsn
kkn
njjij
ss xxhxxxxC
r
rr
r
i
pis
r
r
r
 (41) 
Слагаемые со старшей производной в  
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Аналогично слагаемые со старшей производной во второй сумме  
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являются наборы )1()( 1 −= ns   Член со старшей производной -
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LAGRANGIAN SECTIONS 
Y. PASTUKHOV, D. PASTUKHOV  
(POLOTSK STATE UNIVERSITY) 
 
Annotation. The concept of Lagrangian sections in fibered velocity spaces of arbitrary order 
is defined invariantly, their properties are formulated and proved, an invariant criterion for 
solving the problem is given, a necessary condition for Lagrangian sections and ODE systems 
of arbitrary even order is obtained. 
 
 
