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Resumen
En el presente trabajo se llevó a cabo la deﬁnición de los espacios de Modulación, los cuales se repre-
sentaron con el símbolo M sp,q. Dichos espacios se aplicarón primeramente a la teoría de ecuaciones
diferenciales parciales a principios del siglo XXI, desde ese entonces los estudios se han desarrollado
rápidamente, por esta razón se incluyeron diversos resultados que permitieron un análisis detallado
de su comportamiento, con la ﬁnalidad de aplicar la teoría al cálculo de estimativosM sp,q −M sp′,q a
algunas ecuaciones dispersivas lineales, tales como la Ecuación Schrödinger y Schrödinger de Orden
4 e igualmente a la ecuación Korteweg-de Vries (KdV).
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Tabla de Notaciones
Lp(X)
{
f :
∫
X
|f |pdµ <∞
}
(X,A , µ) Espacio µ-medible X
det A Determinante de la matriz A
Rm+n Espacio vectorial Rm × Rn
S (Rd) Espacio de Schwartz
S ′(Rd) Espacio de las Distribuciones Temperadas
OM (Rd) Espacio de las funciones C∞(X) que crecen lentamente en el inﬁnito
C∞(X) Espacio de funciones inﬁnitamente diferenciables sobre X
C∞c (X) Espacio de funciones C∞(X) con soporte compacto X
‖ · ‖X Norma sobre el espacio vectorial normado X
| · | Norma compleja o valor absoluto
f ∗ g La convolución de f y g
f Conjugado de f
f̂ , f∧ Transformada de Fourier de f
f∨ Transformada inversa de Fourier de f
N0 N ∪ {0}
Nd0 N0 × · · · × N0︸ ︷︷ ︸
d−veces
a ∧ b mı´n(a, b)
a ∨ b ma´x(a, b)
χA Función característica sobre el conjunto A
∆f =
d∑
k=1
∂2f
∂x2k
Laplaciano de f
arg(c) Argumento de c
S(t) := eit∆ Semioperador
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Introducción
Los espacios de modulación fueron introducidos por Hans G. Feichtinger en su artículo [28]. Origi-
nalmente deﬁnió los espacios de modulación usando la Trasformada de Fourier de Tiempo Corto,
que es un tipo de técnica para analizar la información de tiempo-frecuencia como sonidos, voz,
etc. Los espacios de modulación no habían sido estudiados tan cuidadosamente durante los últimos
veinte años después de la primera introducción. Sin embargo, dado que los espacios de modulación
se aplicaron primero a la teoría de ecuaciones diferenciales parciales a principios del siglo XXI, los
estudios para estos se han desarrollado rápidamente y con ello han ﬁjado su lugar en el conjunto
de los espacios de Banach de funciones y distribuciones. Tienen relevancia especíﬁca para casi todos
los temas centrales del análisis de tiempo-frecuencia, y en particular al análisis de Gabor. Según
las descripciones de Karlheinz Gröchenig [21], en este campo el análisis de tiempo-frecuencia puede
caracterizarse como esa parte del análisis matemático para lo cual el uso de operadores de cambio
de tiempo-frecuencia juega un papel central. Además, los espacios de modulación junto con la teoría
presente en este trabajo se utilizó para el cálculo de estimativosM sp,q−M sp′,q a algunas ecuaciones,
tales como la ecuación Schrödinger, Schrödinger de Orden 4 y la ecuación Korteweg-de Vries (KdV).
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Capítulo 1
Preliminares
En este capítulo se introducirán deﬁniciones y teoremas que son de gran importancia en el desarrollo
del trabajo, dado que serán utilizados en las demostraciones de los siguientes capítulos;
Deﬁnición 1.1. Una colección A de subconjuntos de un conjunto no vacío X, se dice que es una
σ-álgebra en X, si A tiene las siguientes propiedades:
i) X ∈ A .
ii) Si A ∈ A , entonces Ac ∈ A .
iii) Si An ∈ A para todo n ∈ N, entonces A =
⋃∞
n=1An ∈ A .
Si A es una σ-álgebra en X, entonces se dice que (X,A ) es un espacio medible y a los elementos se
les llama conjuntos medibles en X.
Deﬁnición 1.2. Sea (X,A ) un espacio medible. Una medida positiva es una función µ deﬁnida en
A y cuyo rango está en [0,∞] y la cual es numerablemente aditiva, es decir, si {An} es una colección
numerable disjunta de elementos de A , entonces
µ
( ∞⋃
n=1
An
)
=
∞∑
n=1
µ(An).
Para evitar casos triviales, supondremos además que µ(A) <∞ para algún A ∈ A .
Se llama espacio de medida a un espacio medible en el que hay deﬁnida una medida positiva, es
decir, la terna (X,A , µ) es un espacio de medida. Además, se le llamara función medible a toda
aquella que preserva la estructura entre dos espacios de medida.
Deﬁnición 1.3. Sea Lp = Lp(X,A , µ) donde 1 ≤ p < ∞ denota el espacio de todas las funciones
medibles, que cumplen:
||f ||Lp =
(∫
X
|f(x)|pdµ
)1/p
<∞.
En ocaciones, se utiliza la notación ||f ||Lp := ||f ||p.
Deﬁnición 1.4. Sean a, b ∈ R
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i) a . b, entonces existe una constante C > 1, tal que a ≤ Cb.
ii) a v b, entonces a . b y b . a.
Teorema 1.5 (Desigualdad de Young). Sean p ∈ [1,∞], f ∈ Lp(Rd) y g ∈ L1(Rd), entonces
i) f ∗ g ∈ Lp(Rd).
ii) ‖f ∗ g‖Lp ≤ ‖f‖Lp ‖g‖L1.
Demostración: Véase [1], pág. 164.
Teorema 1.6 (Desigualdad de Hölder). Sean p, p′ > 1 tales que 1p +
1
p′ = 1 y sean f ∈ Lp(Rd),
g ∈ Lp′(Rd). Entonces fg ∈ L1(Rd) y
‖fg‖1 ≤ ‖f‖p‖g‖p′ .
Teorema 1.7 (Estimación del Multiplicador de Bernstein). Sea Ω ⊂ Rd un conjunto compacto,
0 < r ≤ ∞. Se denota σr = d (1/(r ∧ 1)− 1/2) y se considera s > σr. Entonces existe una constante
C > 0, tal que
‖(ϕf̂ )∨‖r ≤ C‖(1 + |ξ|2)s/2 ϕ̂‖2 ‖f‖r, (1.1)
para todo f ∈ LrΩ := {f ∈ Lp : supp f̂ ⊂ Ω}. Por otra parte, si r ≥ 1, entonces (1.1) se tiene para
todo f ∈ Lr.
Demostración: Véase [18], pág. 26.
Teorema 1.8. C∞c (Rd) es denso en Lp(Rd) para cada 1 ≤ p <∞.
Demostración: Véase [7], pág. 20.
Teorema 1.9 (Teorema de Fubini). Sea f : Rm+d → R una función. Si f ∈ L1(Rm+d), entonces se
tiene que:
i) f(x, ·) es Lebesgue integrable en Rd en casi toda parte, para todo x ∈ R y f(·, y) es Lebesgue
integrable en Rm en casi toda parte, para todo y ∈ Rd.
ii) La función ψ : Rm → R dado por
ψ(x) =
∫
Rd
f(x, ·)dy,
es Lebesgue integrable en Rm y la función ψ1 : Rm 7→ R deﬁnida por
ψ1(x) =
∫
Rm
f(·, y)dx,
es Lebesgue integrable en Rd.
3iii) Adicionalmente, se cumple que∫
Rm+d
f(x, y) dx dy =
∫
Rm
[∫
Rd
f(x, y)dy
]
dx =
∫
Rd
[∫
Rm
f(x, y)dx
]
dy
Demostración: Véase [1], pág. 145.
Teorema 1.10 (Teorema de la Convergencia Dominada de Lebesgue). Supongamos que {fn}n∈N es
una sucesión de funciones complejas medibles sobre X, tal que f(x) = l´ım
n→∞ fn(x) existe para todo
x ∈ X. Si existe una función g ∈ L1(X) tal que
|fn(x)| ≤ g(x) (n = 1, 2, . . . ; x ∈ X),
entonces f ∈ L1(X), y además se cumple que
l´ım
n→∞
∫
X
|fn − f | dµ = 0 y l´ım
n→∞
∫
X
fn dµ =
∫
X
f dµ.
Demostración: Véase [13], pág. 26.
Teorema 1.11 (Teorema de Acotamiento Uniforme). Sean X un espacio de Banach, Y un espacio
normado y A una familia de operadores lineales y acotados de X en Y . Si para todo x ∈ X,
sup
T∈A
‖Tx‖ <∞, entonces sup
T∈A
‖T‖ <∞.
Demostración: Véase [9], pág. 249.
Teorema 1.12 (Teorema de la Gráﬁca Cerrada). Sean X, Y espacios de Banach y T un operador
lineal cerrado de X en Y . Entonces, si D(T ) es cerrado en X, el operador T es acotado.
Demostración: Véase [9], pág. 292.
Teorema 1.13. Para 1 ≤ p <∞, el conjunto de las funciones simples
f =
n∑
j=1
ajχEj ,
donde µ(Ej) <∞ para todo j, es denso en Lp(Rd).
Demostración: Véase [14], pág. 292.
Teorema 1.14 (Van Der Corput). Sean k ∈ Z+ y λ ∈ R \ {0}. Si φ es una función suave en (a, b)
y además |φ(k)(x)| ≥ 1 para todo x ∈ (a, b), entonces∣∣∣∣∫ b
a
eiλφ(x)dx
∣∣∣∣ ≤ Ck|λ|−1/k, (1.2)
se cumple cuando:
i) k ≥ 2 ó
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ii) k = 1 y φ′(x) es monótona.
Donde la cota Ck no depende de a, ni de b.
Demostración: Véase [15], pág. 19.
Teorema 1.15 (Convexidad de Riezs-Thorin). Sean p0 6= p1 y q0 6= q1. Considerando T un ope-
rador lineal acotado de Lp0(X,A , µ) hacia Lq0(Y,B, ν) con norma M0 y de Lp1(X,A , µ) hacia
Lq1(Y,B, ν) con norma M1. Entonces T es acotado de Lpθ(X,A , µ) en Lqθ(Y,B, ν) con norma Mθ
tal que
Mθ ≤M1−θ0 M θ1 ,
donde
1
pθ
=
1− θ
p0
+
θ
p1
,
1
qθ
=
1− θ
q0
+
θ
q1
, para θ ∈ (0, 1).
Demostración: Véase [15], pág. 22.
Para enunciar el siguiente teorema se utlizara la operación A+B := {c = v1 + v2 : v1 ∈ A, v2 ∈ B}
entre dos espacios.
Teorema 1.16 (Interpolación de Riesz-Torin). Sean 1 ≤ p0, p1, q0, q1 ≤ ∞, 0 < θ < ∞ y p, q, tal
que
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
.
Si T es un operador de Lp0 + Lp1 en Lq0 + Lq1 tal que,
‖Tf‖q0 ≤M0‖f‖p0 para todo f ∈ Lp0(Rd).
‖Tf‖q1 ≤M1‖f‖p1 para todo f ∈ Lp1(Rd).
Entonces:
‖Tf‖q ≤M1−θ0 M1‖f‖p para todo f ∈ Lp(Rd). (1.3)
Deﬁnición 1.17. Sea f ∈ L1(Rd). La transformada de Fourier de f es la función
f̂(ξ) :=
∫
Rd
f(x)e−2piix·ξ dx, (1.4)
donde x = (x1, . . . , xd), ξ = (ξ1, . . . , ξd) ∈ Rd y x · ξ =
∑d
j=1 xjξj es el producto punto usual en Rd.
Teorema 1.18 (Desigualdad de Hausdorﬀ-Young). Si f ∈ Lp(Rd) con 1 < p < 2, entonces f̂ ∈
Lp(Rd) donde 1p′ +
1
p = 1 y
‖f̂ ‖p′ ≤ ‖f‖p para todo f ∈ Lp(Rd).
Demostración: Véase [26], pág. 42.
Capítulo 2
Transformada de Fourier y
Distribuciones Temperadas
En este capítulo se estudiará la transformada de Fourier en el espacio L1(Rd), y también en el espacio
de Schwartz S (Rd), el cual servirá de soporte para abordar el concepto de transformada de Fourier
en L2(Rd) y el espacio de las distribuciones temperadas S ′(Rd). Los resultados a continuación de
los teoremas y deﬁniciones se tomaron en su mayoria del documento [15].
2.1. Transformada de Fourier
A continuación exhibimos algunas propiedades de la transformada de Fourier en L1(Rd).
Teorema 2.1. Sea f ∈ L1(Rd). Entonces:
1. f 7→ f̂ deﬁne una transformación lineal de L1(Rd) en L∞(Rd) con
|f̂ (ξ)| ≤ ‖f̂ ‖L∞ ≤ ‖f‖L1 , para todo ξ ∈ Rd. (2.1)
2. f̂ es continua en Rd.
3. Sea g ∈ L1(Rd) y f ∗ g la convolución de f y g. Entonces:
(f ∗ g)∧(ξ) = f̂(ξ) ĝ(ξ). (2.2)
4. Sea g ∈ L1(Rd). Entonces: ∫
Rd
f̂(ξ) g(ξ) dξ =
∫
Rd
f(ξ) ĝ(ξ) dξ. (2.3)
5. l´ım
|ξ|→∞
f̂(ξ) = 0 (Riemann-Lebesgue).
6. Si τhf(x) := f(x − h) denota la traslación por h ∈ Rd, entonces (τhf)∧(ξ) = e−2piih·ξ f̂(ξ) y
τ−hf̂(ξ) = (e−2pii h·(·) f)∧(ξ).
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7. Si δaf(x) := f(ax) denota la dilatación por a > 0, entonces (δaf)
∧(ξ) = a−dδ1/af̂(ξ).
8. Si f˜(x) := f(−x), entonces ̂˜f = ˜̂f y f̂ = ˜̂f .
Demostración: 1. Para cada ξ ∈ Rd,∣∣∣f̂(ξ)∣∣∣ = ∣∣∣∣∫
Rd
f(x) e−2piix·ξ dx
∣∣∣∣ ≤ ∫
Rd
|f(x)| dx = ‖f‖L1 ,
y por lo tanto,
|f̂ (ξ)| ≤ ‖f̂ ‖L∞ ≤ ‖f‖L1 , para todo ξ ∈ Rd.
La desigualdad anterior implica que la transformada de Fourier está bien deﬁnida para cada
ξ ∈ Rd. Sean c ∈ R y g ∈ L1(Rd), entonces
(f + cg)∧(ξ) =
∫
Rd
(f + cg)(x) e−2piix·ξ dx
=
∫
Rd
f(x) e−2piix·ξ dx+ c
∫
Rd
g(x) e−2piix·ξ dx = f̂(ξ) + c ĝ(ξ).
Así, (f + cg)∧ = f̂ + c ĝ.
2. Sean ξ ∈ Rd ﬁjo y h ∈ Rd. Como∣∣∣f̂(ξ + h)− f̂(ξ)∣∣∣ = ∣∣∣∣∫
Rd
f(x) e−2piix·(ξ+h) dx−
∫
Rd
f(x) e−2piix·ξ dx
∣∣∣∣
=
∣∣∣∣∫
Rd
f(x) e−2piix·ξ (e−2piix·h − 1) dx
∣∣∣∣ ≤ ∫
Rd
|f(x)| |e−2piix·h − 1| dx.
Entonces, por el Teorema de la Convergencia Dominada de Lebesgue permite concluir que
l´ım
h→0
∣∣∣f̂(ξ + h)− f̂(ξ)∣∣∣ ≤ l´ım
h→0
∫
Rd
|f(x)| |e−2piix·h − 1| dx = 0.
Luego, f̂ es continua en ξ.
3. Sea g ∈ L1(Rd) y ξ ∈ Rd. Por el Teorema 1.5, f ∗ g ∈ L1(Rd), luego
(f ∗ g)∧(ξ) =
∫
Rd
(f ∗ g)(x) e−2piix·ξ dx =
∫
Rd
[∫
Rd
f(y) g(x− y) dy
]
e−2piix·ξ dx
=
∫
Rd
[∫
Rd
f(y) g(x− y) e−2piix·ξ dy
]
dx =
∫
Rd
[∫
Rd
f(y) g(x− y) e−2piix·ξ dx
]
dy
=
∫
Rd
f(y) e−2piiy·ξ
[∫
Rd
g(x− y) e−2pii(x−y)·ξ dx
]
dy
=
∫
Rd
f(y) e−2piiy·ξ
[∫
Rd
g(x) e−2piix·ξ dx
]
dy =
∫
Rd
f(y) e−2piiy·ξ ĝ(ξ) dy = f̂(ξ) ĝ(ξ).
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4. Sea g ∈ L1(Rd), entonces∫
Rd
f̂(ξ) g(ξ) dξ =
∫
Rd
[∫
Rd
f(x) e−2piix·ξ dx
]
g(ξ) dξ =
∫
Rd
[∫
Rd
f(x) g(ξ) e−2piix·ξ dx
]
dξ
=
∫
Rd
[∫
Rd
f(x) g(ξ) e−2piix·ξ dξ
]
dx =
∫
Rd
f(ξ) ĝ(ξ) dξ.
5. Sea ε > 0 dado. Para ξ 6= 0,
f̂(ξ) =
∫
Rd
f(x) e−2piix·ξ dx =
∫
Rd
− f(x) e−2piiξ·
(
x+ 1
2|ξ|2 ξ
)
dx
=
∫
Rd
− f
(
x− 1
2|ξ|2 ξ
)
e−2piiξ·x dx.
Luego
f̂(ξ) =
∫
Rd
1
2
[
f(x)− f
(
x− pi|ξ|2 ξ
)]
e−ix·ξ dx. (2.4)
Si f es continua, de (2.4) y el Teorema de la Convergencia Dominada de Lebesgue, se tiene
l´ım
|ξ|→∞
f̂(ξ) = 0. (2.5)
Si f ∈ L1(Rd), por el Teorema 1.8, existe g ∈ C∞c tal que ‖f − g‖L1 < ε2 . Además, por (2.5)
existe M > 0 tal que
|ĝ(ξ)| < ε
2
siempre que |ξ| > M,
así,
|f̂(ξ)| ≤ |(f − g)∧(ξ)|+ |ĝ(ξ)| ≤ ‖(f − g)∧‖L∞ + |ĝ(ξ)| ≤ ‖f − g‖L1 + |ĝ(ξ)| < ε
siempre que M < |ξ|. Por consiguiente l´ım|ξ|→∞ f̂(ξ) = 0.
6. Notemos que
(τhf)
∧(ξ) =
∫
Rd
f(x− h) e−2piix·ξ dx =
∫
Rd
f(x) e−2pii(x+h)·ξ dx
= e−2piih·ξ
∫
Rd
f(x) e−2piix·ξ dx = e−2piih·ξ f̂(ξ).
Además,
τ−hf̂(ξ) =
∫
Rd
f(x) e−2piix·(ξ+h) dx =
∫
Rd
(f(x) e−2piix·h) e−2piix·ξ dx = (e−2piih·(·) f)∧(ξ).
7. Por la deﬁnición de δaf y de la transformada de Fourier, se sigue
(δaf)
∧(ξ) =
∫
Rd
f(ax) e−2piix·ξ dx =
∫
Rd
f(x) e−2a
−1 pi ix·ξ |a−d| dx
= a−d
∫
Rd
f(x) e−2piix·(a
−1ξ) dx = a−df̂(a−1ξ) = a−dδ1/af̂(ξ).
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8. Sea ξ ∈ Rd, entonces
̂˜
f (ξ) =
∫
Rd
f(−x) e−2piix·ξ dx =
∫
Rd
f(x) e−2piix·(−ξ) dx = f̂(−ξ) = ˜̂f (ξ)
y
f̂(ξ) =
∫
Rd
f(x) e−2piix·ξ dx =
∫
Rd
f(x) e−2piix·(−ξ) du = f̂(−ξ) = ˜̂f (ξ).
Así que,
̂˜
f =
˜̂
f y f̂ =
˜̂
f .
2.2. Espacio de Schwartz
En esta sección introducimos el espacio de Schwartz, pero primero estableceremos algunas notaciones
convencionales. Un multi-índice α = (α1, . . . , αd) es un elemento de Nd0, donde N0 = N ∪ {0}, y el
orden del multi-índice α es el número
|α| =
d∑
j=1
αj .
Adicionalmente, introducimos las siguientes notaciones:
xα := xα11 x
α2
2 · · · xαdd , si x = (x1, . . . , xd) ,
∂α := ∂α1x1 ∂
α2
x2 · · · ∂αdxd , donde ∂αixi denota el operador
∂αi
∂xαii
,
f (α) := ∂α f,
siempre que las derivadas de f existan. En caso de que xi = αi = 0 para algún i ∈ {1, . . . , d}, por
conveniencia supondremos que en la expresión xα el término xαii es igual a 1.
Deﬁnición 2.2 (Espacio de Schwartz). El espacio de Schwartz, denotado por S (Rd), es el conjunto
formado por todas las funciones f ∈ C∞(Rd), tal que
‖f‖α,β := sup
x∈Rd
∣∣∣xα f (β)(x)∣∣∣ <∞ para todo α, β ∈ Nd0.
El espacio de Schwartz también es conocido como el espacio de las funciones inﬁnitamente diferen-
ciables de decrecimiento rápido y en el se establece lo siguiente:
Dado que C∞c (Rd) es subespacio vectorial de S (Rd), pero C∞c (Rd) 6= S (Rd), puesto que la
función γ, deﬁnida por γ(x) = e−|x|2/2 para todo x ∈ Rd, es un elemento de S (Rd) y su
soporte es Rd, es decir, γ ∈ S (Rd)r C∞c (Rd).
S (Rd) es un subespacio vectorial de Lp(Rd) para cada 1 ≤ p ≤ ∞.
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C∞c (Rd) ⊂ S (Rd) ⊂ Lp(Rd) y C∞c (Rd) es denso en Lp(Rd) para cada 1 ≤ p <∞, se sigue que
S (Rd) es denso en Lp(Rd) para cada 1 ≤ p <∞.
Si ϕ ∈ S (Rd), también xα ϕ(β) ∈ S (Rd) para cada α, β ∈ Nd0.
Teorema 2.3. Sean ϕ ∈ S (Rd). Entonces ϕ̂ ∈ S (Rd) y
(∂αx ϕ)
∧(ξ) = (2pii)|α| (ξ)α ϕ̂(ξ), (2.6)
(∂αξ ϕ̂)(ξ) = (−2pii)|α| ((·)α ϕ)∧(ξ). (2.7)
Demostración: Primero probaremos (2.6). Sea ϕ ∈ S (Rd), entonces existe Cαβ ∈ R, tal que
sup
x∈Rd
∣∣∣(1 + |x|2)xα ϕ (β)(x)∣∣∣ ≤ Cαβ <∞.
Así,
|xα ϕ (β)(x)| ≤ Cαβ
(1 + |x|2) , para todo x ∈ R
d.
Por tanto
l´ım
|x|→∞
xα ϕ (β)(x) = 0. (2.8)
Ahora, por el Teorema de Fubinni
(∂αϕ)∧(ξ) =
∫
Rd
(∂αϕ)(x) e−2piix·ξ dx
=
∫
Rd−1
e−2piix
′·ξ′
[∫
R
(∂α1x1 ψ(x)) e
−2piix1 ξ1 dx1
]
dx2 dx3 · · · dxd,
donde x′ = (x2, x3, . . . , xd), ξ′ = (ξ2, ξ3, . . . , ξd), y ψ = ∂α2x2 ∂
α3
x3 · · · ∂αdxd ϕ ∈ S (Rd). Integrando por
partes α1 veces y usando (2.8) obtenemos que∫
R
(∂α1x1 ψ(x)) e
−2piix1 ξ1 dx1 = (2piiξ1)α1
∫
R
ψ(x) e−2piix1 ξ1 dx1.
Luego
(∂αϕ)∧(ξ) = (2piiξ1)α1
∫
Rd
ψ(x) e−2piix·ξ dx = (2piiξ1)α1
(
∂α2x2 ∂
α3
x3 · · · ∂αdxd ϕ
)∧
(ξ).
Aplicando el procedimiento anterior a
(
∂α2x2 ∂
α3
x3 · · · ∂αdxd ϕ
)∧
(ξ) obtenemos(
∂α2x2 ∂
α3
x3 · · · ∂αdxd ϕ
)∧
(ξ) = (2piiξ2)
α2
(
∂α3x3 · · · ∂αdxd ϕ
)∧
(ξ),
se sigue aplicando iteradamente este proceso obtenemos las fórmula dada en (2.6).
A continuación, probaremos la fórmula dada en (2.7). En efecto, sean ξ = (ξ1, . . . , ξd) ∈ Rd y
k ∈ {1, . . . , d} ﬁjos y {ξ(n)k }n∈N una sucesión estrictamente creciente de números reales que converge
a la k−ésima componente de ξ, es decir, a ξk. Deﬁnamos la sucesión {ξn}n∈N en Rd por
ξn := (ξ1, . . . , ξ
(n)
k , . . . , ξd)
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y a la sucesión de funciones {hn}n∈N por
hn(x) :=
e−2piix·ξn − e−2piix·ξ
ξ
(n)
k − ξk
.
Notemos que
l´ım
n→∞hn(x) =
∂(e−2piix·ξ)
∂ξk
= −2piixke−2piix·ξ.
Si aplicamos el Teorema del Valor Medio a hn(x) en el intervalo abierto (ξk, ξ
(n)
k ), obtenemos que
existen ηn, θn ∈ R tales
e−2piix·ξn − e−2piix·ξ
ξ
(n)
k − ξk
=
cos(2pix · ξn)− cos(2pix · ξ)
ξ
(n)
k − ξk
− i sen(2pix · ξn)− sen(2pix · ξ)
ξ
(n)
k − ξk
= −2pixk sen(ηn)− 2piixk cos(θn) = −2pixk(sen(ηn) + i cos(θn)).
Luego,
|hn(x)ϕ(x)| ≤ |2pixk ϕ(x)| para todo x ∈ Rd, (2.9)
donde la función deﬁnida en el lado derecho de (2.9) pertenece a L1(Rd). Por el Teorema de la
Convergencia Dominada de Lebesgue tenemos que
∂
∂ξk
ϕ̂(ξ) = l´ım
n→∞
ϕ̂(ξn)− ϕ̂(ξ)
ξ
(n)
k − ξk
= l´ım
n→∞
∫
Rd
hn(x)ϕ(x) dx =
∫
Rd
− 2piixk ϕ(x) e−2piix·ξ dx
= −2pii((·)k ϕ)∧(ξ).
(2.10)
Donde (·)k denota la función que envia a x en su componente k-ésima. Haciendo uso reiterado de
(2.10) obtenemos la fórmula dada en (2.7). Ahora probaremos que ϕ̂ ∈ S (Rd). La fórmula (2.7) nos
dice que ϕ̂ ∈ C∞(Rd), por tanto, sólo nos resta probar que
‖ϕ̂‖αβ = sup
ξ∈Rd
|ξα ϕ̂ (β)(ξ)| <∞ para todo α, β ∈ Nd0.
Usando las fórmulas (2.6) y (2.7) se obtiene
ξα ϕ̂ (β)(ξ) = (−2pii)|β| ξα((·)β ϕ)∧(ξ) = (−1)|β|(2pii)|β|−|α|(∂αx ((·)β ϕ))∧(ξ).
Las reglas de derivación de Leibniz implican que ∂αx ((·)β ϕ) es una combinación lineal de términos
de la forma xu ϕ(v) con u, v ∈ Nd0, por tanto, cada uno de estos términos xu ϕ(v) son elementos de
S (Rd). De la fórmula (2.9) concluimos que
(−1)|β|(2pii)|β|−|α|(∂αx ((·)β ϕ))∧ ∈ L∞(Rd) y ‖ϕ̂‖αβ = sup
ξ∈Rd
|ξα ϕ̂ (β)(ξ)| <∞ para todo α, β ∈ Nd0.
Deﬁnición 2.4. Sean ϕ ∈ S (Rd) y α(k), k = 1, . . . , d, el multi-índice cuya componente k-ésima es
2 y las demás componentes cero. Deﬁnimos el Laplaciano de ϕ como
∆ϕ :=
d∑
k=1
∂α(k)ϕ.
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Corolario 2.5. Sea ϕ ∈ S (Rd). Entonces
(∆xϕ)
∧(ξ) = −4pi2|ξ|2 ϕ̂(ξ), (2.11)
∆ξϕ̂(ξ) = −4pi2
(| · |2ϕ)∧ (ξ). (2.12)
Demostración: Sea ξ ∈ Rd, entonces por (2.6) y (2.7)
(∆xϕ)
∧(ξ) =
d∑
k=1
(∂α(k)ϕ)∧(ξ) =
d∑
k=1
(2pii)|α(k)|(ξ)α(k)ϕ̂(ξ) =
d∑
k=1
−4pi2ξ2kϕ̂(ξ) = −4pi2|ξ|2ϕ̂(ξ).
∆ξϕ̂(ξ) =
d∑
k=1
∂
α(k)
ξ ϕ̂(ξ) =
d∑
k=1
(−2pii)|α(k)|
(
(·)α(k)ϕ
)∧
(ξ) = −4pi2
(
d∑
k=1
(·)α(k)ϕ
)∧
(ξ)
= −4pi2 (| · |2ϕ)∧ (ξ).
Lema 2.6. Sean a > 0 y b ∈ R, entonces∫ ∞
−∞
e−a(t+ib)
2
dt =
∫ ∞
−∞
e−ax
2
dx =
√
pi
a
.
Demostración: Sea R un número real positivo. Consideremos el camino cerrado W en el plano
complejo que consiste en los segmentos de línea de −R a R (camino k1), de R a R+ ib (camino k2),
de R+ ib a −R+ ib (camino k3) y de −R+ ib a −R (camino k4).
Como e−az2 es analítica en z, entonces por el Teorema de Cauchy
∫
W e
−az2 dz = 0. Análicemos esta
integral en cuatro partes. Primeramente notemos que∫
k1
e−az
2
dz =
∫ R
−R
e−ax
2
dx, y
∫
k3
e−az
2
dz = −
∫ R
−R
e−a(t+ib)
2
dt.
Parametrizando k2 con γ(t) = R+ it, tenemos que∫
k2
e−az
2
dz = i
∫ b
0
e−a(R+it)
2
dt.
Como ∣∣∣e−a(R+it)2∣∣∣ = e−a(R2−t2) ≤ e−a(R2−b2) (a ≤ t ≤ |b|),
entonces ∣∣∣∣∫ b
0
e−a(R+it)
2
∣∣∣∣ ≤ |b|e−a(R2−b2).
Luego,
l´ım
R→∞
∫
k2
e−az
2
dz = 0.
De manera análoga obtenemos que
l´ım
R→∞
∫
k4
e−az
2
dz = 0.
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Por lo tanto ∫ ∞
−∞
e−a(t+ib)
2
dt =
∫ ∞
−∞
e−ax
2
dx =
√
pi
a
.
Deﬁnición 2.7 (Transformada de Fourier Inversa). Sea f ∈ L1(Rd). La transformada de Fourier
inversa de f , es la función
f∨(x) :=
∫
Rd
f(ξ) e2piix·ξ dξ, para x ∈ Rd.
Notemos que para todo ξ ∈ Rd, se obtiene la siguiente igualdad
f∨(ξ) = f̂(−ξ). (2.13)
Corolario 2.8. Sea ϕ ∈ S (Rd). Entonces
(∆xϕ)
∨(ξ) = −4pi2|ξ|2ϕ∨(ξ). (2.14)
Demostración: Consecuencia inmediata de (2.13) y (2.11).
Teorema 2.9. Si f ∈ S (Rd), entonces (f̂ )∨ = f = (f∨)∧ .
Demostración: Veamos primero que (f̂ )∨ = f . Consideremos ψ : Rd → R dada por ψ(x) = e−pi|x|2
para todo x ∈ Rd. Sean x ∈ Rd ﬁjo y m ∈ N, entonces por el Teorema de Fubini∫
Rd
ψ(ξ/m)f̂(ξ) e2piix·ξ dξ =
∫
R2d
ψ(ξ/m) f(y) e−2pii(y−x)·ξ dξ dy. (2.15)
Consideremos el cambio de variable (η, z) = (ξ/m, (y−x)m), por el Teorema de Cambio de Variable
y el Teorema de Fubini∫
Rd
ψ(ξ/m)f̂(ξ) e2piix·ξ dξ =
∫
R2d
ψ(η) f(x+ z/m) e−2piiz·η dη dz
=
∫
Rd
f(x+ z/m)
[∫
Rd
ψ(η) e−2piiz·η dη
]
dz =
∫
Rd
f(x+ z/m) ψ̂(z) dz.
Dado que
l´ım
m→∞ψ(ξ/m) f̂(ξ) e
2piix·ξ = ψ(0) f̂(ξ) e2piix·ξ con |ψ(ξ/m) f̂(ξ) e2piix·ξ| ≤ |f̂(ξ)|,
y
l´ım
m→∞ f(x+ z/m) ψ̂(z) = f(x) ψ̂(z) con |f(x+ z/m) ψ̂(z)| ≤ ‖f‖L∞ |ψ̂(z)|,
entonces por el Teorema de la Convergencia Dominada de Lebesgue
ψ(0)
∫
Rd
f̂(ξ)e2piix·ξ dξ = l´ım
m→∞
∫
Rd
ψ(ξ/m) f̂(ξ)e2piix·ξ dξ = l´ım
m→∞
∫
Rd
f(x+ z/m)ψ̂(z) dz
= f(x)
∫
Rd
ψ̂(z)dz.
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Como para todo z = (z1, . . . , zd) ∈ Rd
ψ̂(z) =
d∏
k=1
∫
R
e−pix
2
k−2piixkzk dxk =
d∏
k=1
e−piz
2
k
∫
R
e−pi(xk+izk)
2
dxk =
d∏
k=1
e−piz
2
k = e−pi|z|
2
,
entonces ∫
Rd
ψ̂(z)dz =
d∏
k=1
∫
R
e−piz
2
k dzk = 1.
Así,
f(x) =
∫
Rd
f̂(ξ) e2piix·ξ dξ = (f̂ )∨(x), para todo x ∈ R.
Ahora veamos que (f∨)∧ = f . En efecto:
Sea x ∈ Rd. Como f˜ ∈ L1(Rd), entonces por Teorema 2.2 se obtiene que(
f∨
)∧
(x) =
( ˜̂
f
)∧
(x) =
( ̂˜
f
)∧
(x) =
( ̂˜
f
)∨
(−x) = f˜(−x) = f(x).
Luego (f∨)∧ = f .
2.3. Transformada de Fourier en L2(Rd)
Para deﬁnir la transformada de Fourier en L2(Rd), usaremos el hecho de que S (Rd) es un subcon-
junto denso en Lp(Rd).
Teorema 2.10 (Plancherel). Sea f ∈ S (Rd), entonces f̂ ∈ L2(Rd) y ‖f‖L2 = ‖f̂ ‖L2.
Demostración: Sea g = f̂ . Como
f(ξ) =
∫
Rd
f̂(x) e2piix·ξ dx =
∫
Rd
f̂ (x) e−2piix·ξ dx =
∫
Rd
g(x) e−2piix·ξ dx = ĝ(ξ).
Entonces por Teorema 2.1 inciso (4) se sigue que
‖f‖2L2 =
∫
Rd
f(ξ) f(ξ) dξ =
∫
Rd
f(ξ) ĝ(ξ) dξ =
∫
Rd
f̂(ξ) g(ξ) dξ =
∫
Rd
f̂(ξ) f̂ (ξ) dξ = ‖f̂ ‖2L2 .
Luego ‖f‖L2 = ‖f̂ ‖L2 .
Sea f ∈ L2(Rd). Dado que S (Rd) es un subespacio denso de L2(Rd), existe una sucesión {ϕn}n∈N
en S (Rd) tal que ‖f − ϕn‖L2 → 0 cuando n → ∞. Como {ϕn}n∈N es una sucesión de Cauchy en
L2(Rd), entonces por el Teorema de Plancherel {ϕ̂n}n∈N ⊂ S (Rd) es una sucesión de Cauchy en
L2(Rd). De esta manera, dado que L2(Rd) es un espacio métrico completo, existe Φ ∈ L2(Rd) tal
que Φ = l´ım
n→∞ ϕ̂n en L
2(Rd). Deﬁniremos a Φ como la transformada de Fourier de f en L2(Rd).
Probemos que Φ depende sólo de f y no de las sucesiones {ϕn}n∈N. Sea {ψn}n∈N una sucesión en
S (Rd) tal que ‖f −ψn‖L2 → 0 cuando n→∞ y sea Ψ el límite de la sucesión {ψ̂n}n∈N en L2(Rd).
Por la desigualdad triangular tenemos que
‖Φ−Ψ‖L2 ≤ ‖Φ− ϕ̂n‖L2 + ‖ϕ̂n − ψ̂n‖L2 + ‖ψ̂n −Ψ‖L2
y como l´ım
n→∞ ‖ϕ̂n − ψ̂n‖L2 = l´ımn→∞ ‖ϕn − ψn‖L2 = 0, entonces Φ = Ψ.
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Deﬁnición 2.11. Sea f ∈ L2(Rd). La transformada de Fourier de f , está dada por
f̂ = l´ım
n→∞ ϕ̂n ( en L
2(Rd)),
donde {ϕn}n∈N en una sucesión en S (Rd) que converge a f en L2(Rd).
Todas las propiedades de la transformada de Fourier en L1(Rd) son válidas en L2(Rd) debido a que
estas propiedades se heredan por el proceso de límite en la deﬁnición de la transformada de Fourier
en L2(Rd).
Usando el Teorema de Plancherel es fácil mostrar que la anterior deﬁnición no depende la sucesión
que se escoja.
2.4. Distribuciones Temperadas
Una distribución temperada es un funcional lineal continuo en S (Rd). El conjunto de todas las
distribuciones temperadas será denotado por S ′(Rd).
Deﬁnición 2.12. Sea f ∈ S ′(Rd) y α un multi-indice. La derivada en el sentido de las distribuciones
∂α f se deﬁne como
〈∂α f, ϕ〉 = (−1)|α| 〈f, ∂α ϕ〉 , para todo ϕ ∈ S (Rd).
Deﬁnición 2.13. Sea f ∈ S ′(Rd) una distribución temperada. La transformada de Fourier de f
y la transformada de Fourier inversa de f , denotadas por f̂ y f∨ respectivamente, están deﬁnidas
respectivamente por
〈f̂ , ϕ〉 = 〈f, ϕ̂ 〉 y 〈f∨, ϕ〉 = 〈f, ϕ∨〉, para todo ϕ ∈ S (Rd).
Deﬁnición 2.14. La traslación τh(f), la dilatación δa(f) y la reﬂexión f˜ de la distribución tempe-
rada f ∈ S ′(Rd) están deﬁnidas respectivamente por
〈τh f, ϕ〉 = 〈f, τ−h ϕ〉,
〈δa f, ϕ〉 = 〈f, a−d δ1/a ϕ〉,
〈f˜ , ϕ〉 = 〈f, ϕ˜ 〉,
para todo ϕ ∈ S (Rd).
Deﬁnición 2.15. Denotaremos por OM (Rd) el espacio de todas las funciones φ ∈ C∞(Rd) tal que
para cada α ∈ Nd0 existe un polinomio Pα que satisface
|φ(α)(x)| ≤ |Pα(x)| para todo x ∈ Rd.
El espacio vectorial OM (Rd) es llamado el espacio de las funciones inﬁnitamente diferenciables que
crecen lentamente en el inﬁnito.
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A continuación exhibimos un par de funciones que pertenecen a OM (Rd). Sean ξ ∈ Rd, β ∈ Nd0,
c ∈ R y f, g : Rd → C funciones deﬁnidas por f(x) = cxβ y g(x) = eic ξ·x respectivamente. Entonces,
f, g ∈ OM (Rd). En efecto, sea α ∈ Nd0. Entonces los polinomios Pα y Qα deﬁnidos por Pα(x) =
f (α)(x) y Qα(x) = g(α)(x) e−ic ξ·x veriﬁcan que
|f (α)(x)| ≤ |Pα(x)| y |g(α)(x)| ≤ |Qα(x)| para todo x ∈ Rd.
Teorema 2.16. Sean φ ∈ OM (Rd) y ϕ ∈ S (Rd), entonces ϕφ ∈ S (Rd).
Demostración: Claramente ϕφ ∈ C∞(Rd). Sean α, β ∈ Nd0, luego veamos que ‖ϕφ‖αβ < ∞. Por
las reglas de derivación, sabemos que (·)α(ϕφ)(β) es la combinación lineal de términos de la forma
(·)αϕ(u)φ(v) donde u, v ∈ Nd0. Notemos que para cada término (·)αϕ(u)φ(v) existe un polinomio Pv
tal que
|φ(v)(x)| ≤ |Pv(x)| para todo x ∈ Rd.
Como ϕPv ∈ S (Rd) tenemos que
sup
x∈Rd
|xαϕ(u)(x)φ(v)(x)| ≤ sup
x∈Rd
|xαϕ(u)(x)Pv(x)| <∞,
es decir, cada uno de los términos (·)αϕ(u)φ(v) pertenece a L∞(Rd), luego (·)α(ϕφ)(β) también per-
tenece a L∞(Rd), es decir ‖ϕφ‖αβ <∞. Así, hemos mostrado que ϕφ ∈ S (Rd).
Deﬁnición 2.17. Sea f ∈ S ′(Rd) y φ ∈ OM (Rd). Entonces el producto de φ y f , denotado por
φf , es la distribución dada por
〈φf, ϕ〉 := 〈f, φϕ〉 , para todo ϕ ∈ S (Rd).
Teorema 2.18. Sean f ∈ S ′(Rd), g ∈ S (Rd), h ∈ Rd, α un multi-indice y a > 0. Entonces
1.
̂˜
f =
˜̂
f .
2. (τh f)
∧ = e−2piih·(·) f̂ .
3. (δa f)
∧ = a−d δ1/a f̂ .
4. (∂αf)∧ = (2pii)|α| (·)α f̂ .
5. ∂α f̂ = (−2pii)|α| ((·)α f)∧.
6.
(
f̂
)∨
= f = (f∨)∧.
Demostración: Sea ϕ ∈ S (Rd), entonces
1.
〈 ̂˜
f , ϕ
〉
= 〈f˜ , ϕ̂ 〉 = 〈f, ˜̂ϕ 〉 = 〈f, ̂˜ϕ 〉 = 〈f̂ , ϕ˜ 〉 = 〈 ˜̂f , ϕ〉.
2.
〈
(τh f)
∧ , ϕ
〉
= 〈τh f, ϕ̂ 〉 = 〈f, τ−h ϕ̂ 〉 =
〈
f, (e−2piih·(·) ϕ)∧
〉
=
〈
f̂ , e−2piih·(·) ϕ
〉
.
3.
〈
(δa f)
∧ , ϕ
〉
= 〈δa f, ϕ̂ 〉 =
〈
f, a−d δ1/a ϕ̂
〉
=
〈
f, (δa ϕ )
∧〉 = 〈f̂ , δa ϕ〉 = a−d 〈δ1/a f̂ , ϕ〉.
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4. 〈(∂αf)∧, ϕ〉 = 〈∂αf, ϕ̂ 〉 = (−1)|α|
〈
f, ∂αξ ϕ̂
〉
= (2pii)|α|
〈
f̂ , (·)α ϕ
〉
.
5.
〈
∂α f̂ , ϕ
〉
= (−1)|α|
〈
f̂ , ∂αx ϕ
〉
= (−1)|α| 〈f, (∂αx ϕ)∧〉 = (−2pii)|α| 〈f, (·)α ϕ̂ 〉.
6.
〈
(f̂ )∨, ϕ
〉
=
〈
f̂ , ϕ∨
〉
=
〈
f, (ϕ∨)∧
〉
= 〈f, ϕ〉 = 〈f, (ϕ̂ )∨〉 = 〈f∨, ϕ̂ 〉 = 〈(f∨)∧, ϕ〉.
Deﬁnición 2.19. Sea f ∈ S ′(Rd) y α(k) con k ∈ {1, . . . , d} el multi-índice cuya componente
k-ésima es 2 y las demás componentes cero. Deﬁnimos el Laplaciano de f como
∆ f :=
d∑
k=1
∂α(k) f.
Notemos que para todo ϕ ∈ S (Rd)
〈∆ f, ϕ〉 =
d∑
k=1
〈
∂α(k) f, ϕ
〉
=
d∑
k=1
(−1)|α(k)| 〈f, ∂2xkϕ〉 =
〈
f,
d∑
k=1
∂2xkϕ
〉
= 〈f, ∆ϕ〉 . (2.16)
Corolario 2.20. Sea f ∈ S ′(Rd), entonces (∆ f)∧ = −4pi2| · |2 f̂ .
Demostración: Sea ϕ ∈ S (Rd), entonces por (2.12)〈
(∆f)∧, ϕ
〉
= 〈∆f, ϕ̂ 〉 = 〈f,∆ϕ̂ 〉 =
〈
f,−4pi2 (| · |2ϕ)∧〉 = 〈−4pi2f̂ , | · |2ϕ〉 = 〈−4pi2| · |2f̂ , ϕ〉 .
Esto implica que, (∆ f)∧ = −4pi2| · |2 f̂ .
Capítulo 3
Deﬁnición de los Espacios de Modulación
En este capítulo se incluye las características que deben ser satisfechas por un espacio para llamarlo
de modulación; y se presentarán resultados que permiten entender el comportamiento de dichos
espacios.
3.1. Espacios de Modulación M sp,q
Sea ρ : Rd −→ [0, 1] una función del espacio de Schwartz y satisface:
ρ(ξ) =
{
1, si |ξ| ≤ (√d )/2,
0, si |ξ| ≥ √d.
y ρk una traslación de ρ deﬁnida de la siguiente forma
ρk(ξ) = ρ(ξ − k), k ∈ Zd. (3.1)
Figura 3.1: Función ρ
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Tomando el dominio de las traslaciones de la función ρ en el mismo plano se obtiene
−4 −3 −2 −1 1 2 3 4
−4
−3
−2
−1
1
2
3
4
Ahora, utilizando la herramienta MATLAB se puede generar una representación de la ﬁgura anterior
en R3.
Figura 3.2: Traslaciones de ρ
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Sea Q0 = {ξ ∈ Rd : ξi ∈ [−1/2, 1/2), para algún i = 1, 2, . . . , d} y se deﬁne Qk = k + Q0, con
k ∈ Zd, entonces la suma de ρk sobre todos los elementos k ∈ Zd cumple
∑
k∈Zd
ρk(ξ) ≥ 1, para todo ξ ∈ Rd.
De lo anterior se permite establecer condiciones para la función
σk(ξ) = ρk(ξ)
∑
m∈Zd
ρm(ξ)
−1 .
i) |σk(ξ)| ≥ c, para todo ξ ∈ Qk,
ii) suppσk ⊂ {ξ ∈ Rd : |ξ − k| ≤
√
d}, d ∈ N, k ∈ Zd,
iii)
∑
k∈Zd σk(ξ) ≡ 1, para todo ξ ∈ Rd,
iv) |Dασk(ξ)| ≤ C|α|, para todo ξ ∈ Rd, |α| ∈ Zd+.
Además, el conjunto Υ := {{σk}k∈Zd : {σk}k∈Zd satisface las condiciones anteriores}.
Demostración. i) Sea ρk(ξ) = ρ(ξ − k) para todo ξ ∈ Qk y k ∈ Zd
|σk(ξ)| = |ρk(ξ)|
∣∣∣∣∣∣
∑
m∈Zd
ρm(ξ)
−1∣∣∣∣∣∣ = (1)
∣∣∣∣∣∣
∑
m∈Zd
ρm(ξ)
−1∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
m∈Zd
ρm(ξ)
−1∣∣∣∣∣∣ .
Notemos que
∑
m∈Zd ρm(ξ) ≤ 4, entonces∣∣∣∣∣∣
∑
m∈Zd
ρm(ξ)
∣∣∣∣∣∣ ≤ 4.
Multiplicando por ρk (ξ) = 1 > 0 al inverso multiplicativo de la suma de ρk sobre todos los
elementos k ∈ Zd
∣∣∣∣∣∣ρk (ξ)
∑
m∈Zd
ρm(ξ)
−1∣∣∣∣∣∣ ≥ 14 := c.
ii) Sea ρk(ξ) = ρ(ξ − k), con las siguientes condiciones
ρk(ξ) =
{
1, si |ξ − k| ≤ √d/2,
0, si |ξ − k| ≥ √d.
Ahora, por la deﬁnición de la función anterior se tiene que
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σk(ξ) = 0⇔
ρk(ξ)
∑
m∈Zd
ρm(ξ)
−1 = 0⇔ ρk(ξ) = 0⇔ |ξ − k| ≥ √d.
Entonces, para ξ ∈ Rd, existe r := √d, tal que
{
ξ ∈ Rd : σk 6= 0
}
⊂
{
ξ ∈ Rd : |ξ − k| <
√
d
}
.
Por lo tanto,
{ξ ∈ Rd : σk 6= 0} ⊂
{
ξ ∈ Rd : |ξ − k| <
√
d
}
suppσk ⊂
{
ξ ∈ Rd : |ξ − k| ≤
√
d
}
.
iii) Sea σk(ξ) = ρk(ξ)
(∑
m∈Zd ρm(ξ)
)−1
, para todo ξ ∈ Rd, entonces
∑
k∈Zd
σk(ξ) =
∑
k∈Zd
ρk(ξ)
∑
m∈Zd
ρm(ξ)
−1 =
∑
k∈Zd
ρk(ξ)
∑
m∈Zd
ρm(ξ)
−1 ≡ 1.
iv) Dado σk ∈ S (Rd), entonces existe Cαβ ∈ R, con α, β ∈ Nd0, tal que
sup
ξ∈Rd
∣∣∣(1 + |ξ|2) ξβDασk(ξ)∣∣∣ ≤ Cαβ <∞,
∣∣∣(1 + |ξ|2) ξβDασk(ξ)∣∣∣ ≤ Cαβ.
Dado que |ξ|2 + 1 ≥ 1,
∣∣∣ξβDασk(ξ)∣∣∣ ≤ Cαβ.
Sea ξ ∈ (0, 1]d ⊂ Rd, tal que ξj 6= 0, para algún j = 1, 2, 3, . . . , d, entonces
|Dασk(ξ)| ≤ Cαβ|ξβ11 ξβ22 ξβ33 · · · ξβdd |
=
Cαβ
|ξ1|β1 |ξ2|β2 |ξ3|β3 · · · |ξd|βd .
Luego, para j ∈ {1, 2, 3 . . . , d}, existe j > 0, tal que
|ξ1|β1 > 1
|ξ2|β2 > 2
...
...
|ξd|βd > d.
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Entonces,
|ξ1|β1 |ξ2|β2 |ξ3|β3 · · · |ξd|βd > 123 · · · d := .
Por lo cual,
|Dασk(ξ)| ≤ Cαβ|ξβ| ≤
Cαβ

:= C|α|.
Ahora, para el caso en el que ξ 6∈ (0, 1]d, se tienen en cuenta las siguientes desigualdades
|ξ1|β1 ≥ 1
|ξ2|β2 ≥ 1
...
...
|ξd|βd ≥ 1,
con lo que se obtiene
|ξβ| = |ξ1|β1 |ξ2|β2 |ξ3|β3 · · · |ξd|βd ≥ 1.
Por lo tanto,
|Dασk(ξ)| ≤ Cαβ|ξβ| = Cαβ := C|α|.
Por consiguiente, los espacios de modulación M sp,q tienen una representación en términos de lo
establecido previamente
M sp,q =
f ∈ S ′(Rd) : ‖f‖Msp,q =
∑
k∈Zd
(1 + |k|)sq‖(σkf̂ )∨‖qp
1/q <∞
 ,
donde |k| := |k1|+ |k2|+ · · ·+ |kn|, con k ∈ Zd. Por simplicidad se escribeMp,q =M0p,q.
Debido a que existen diversas generalizaciones de los espacios de modulaciónM sp,q, se ha convertido
en un problema respecto a cuánto se puede o se debe estirar la terminología, y en particular qué
características deben ser satisfechas por un espacio para llamarlo espacio de modulación.
Deﬁnición 3.1. La Trasformada de Fourier de Tiempo Corto de una función f con respecto a g
del espacio Schwartz S (Rd) se deﬁne como
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Vgf(x,w) =
∫
Rd
e−2piit·wg (t− x)f(t)dt, para x,w ∈ Rd,
donde g es una función ventana, es decir, una función que ayuda a evitar discontinuidades al principio
y al ﬁnal de intervalos.
Deﬁnición 3.2. Sean g ∈ S (Rd) una función no nula, y 0 ≤ p, q ≤ ∞, el espacio de modulación
M sp,q(Rd) que consiste de todas las distribuciones temperadas f ∈ S ′(Rd). La norma enM sp,q(Rd)
es:
‖f‖oMsp,q = ‖Vgf‖Msp,q =
(∫
Rd
(∫
Rd
|Vgf(x,w)|pdx
)q/p
(1 + |w|)sq dw
)1/p
.
Lo cual permitira obtener de manera factible embebimientos, equivalencias, isomorﬁsmos y otras
propiedades que muestra el comportamiento de los espacios de modulación. Algunos resultados son
los siguientes:
Teorema 3.3. Sean 0 < p, q ≤ ∞, s ∈ R. Entonces ‖ · ‖oMsp,q y ‖ · ‖Msp,q son normas equivalentes en
el espacio de modulación M sp,q.
Demostración: Primero se mostrara la equivalencia para 0 < p, q < 1, y luego para 1 ≤ p, q <∞.
Caso 1. Sea g ∈ S (Rd) una función no nula, 0 ≤ p, q ≤ 1, y f ∈ S ′(Rd), entonces
Vgf(x,w) ∼ e−2piix·w
(
Vĝf̂(w,−x)
)
= e−2piix·w
∫
Rd
e2piit·x ĝ (t− w) f̂(t) dt = e−2pix·w
(
ĝ(· − w)f̂
)∨
(x).
Supongamos que f ∈ S (Rd), y por el teorema del valor medio, existe wk ∈ Qk (wk una traslación),
tal que
‖f‖oMsp,q =
(∫
Rd
(1 + |w|)sq
∥∥∥∥(ĝ(· − w)f̂ )∨∥∥∥∥q
p
dw
)1/q
(3.2)
∼
∑
k∈Zd
(1 + |k|)sq
∥∥∥∥(ĝ(· − w)f̂ )∨∥∥∥∥q
p
1/q . (3.3)
Ahora, supongamos que supp ĝ ⊂ B(0, 100√d ) y ĝ(ξ) = 1 en B(0, 3√d), entonces por Teorema
1.17, se tiene
‖(σkf̂ )∨‖p =
∥∥∥∥(σk ĝ(· − wk)f̂ )∨∥∥∥∥
p
.
∥∥∥∥( ĝ(· − wk)f̂ )∨∥∥∥∥
p
. (3.4)
Se sigue de (3.4) y (3.5) que ‖f‖Msp,q . ‖f‖oMsp,q . Por otro lado, es fácil ver que supp ĝ(· −wk) cubre
a O(
√
d) como máximo, mas que el supp σk. Por Teorema 1.17, se tiene
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∥∥∥∥(ĝ(· − wk)f̂)∨∥∥∥∥
p
=
∥∥∥∥∥
(∑
`∈Λ
ĝ(· − wk)f̂
)∨∥∥∥∥∥
p
.
∑
`∈Λ
∥∥∥∥(σk+`f̂ )∨∥∥∥∥
p
, (3.5)
donde Λ = {` ∈ Zd : B(`,√2d)∩B(0,√2d) 6= ∅)} tiene como máximo O(√d) elementos. Por (3.6)
se concluye ‖f‖oMsp,q . ‖f‖Msp,q .
Caso 2. Véase [28], pág. 33.
Teorema 3.4. Para cualquier s ∈ R, 0 < p, q ≤ ∞, se tiene
S (Rd) ⊂M sp,q ⊂ S ′(Rd).
M sp,q es un espacio cuasi-Banach. Además, si 1 ≤ p, q ≤ ∞, entonces M sp,q es un espacio
Banach.
Si 0 < p, q <∞, entonces S (Rd) es denso en M sp,q.
Notemos que un espacio cuasi-Banach es un espacios de Banach que cumple los axiomas de una
norma, excepto que la desigualdad triangular se reemplaza por
‖x+ y‖ ≤ K (‖x‖+ ‖y‖) , con K > 0.
Demostración. Para el caso 1 ≤ p, q ≤ ∞ véase [28] pág. 18, y para el caso 0 < p, q < ∞ véase
[18], pág. 193 y [20], pág 12, 19.
Teorema 3.5. Sean {σk}, {ϕk} ∈ Υ. Entonces {σk} y {ϕk} inducen normas equivalentes en M sp,q.
Demostración: Se considera la siguiente identidad
(
mf̂
)∨
(x) = eixk
(
m(·+ k)(e−iykf(y))∧
)∨
(x). (3.6)
Por Teorema 1.17, se tiene
∥∥∥(σkf̂ )∨∥∥∥
p
≤
∑
`∈Λ
∥∥∥∥(ϕk+` ((σkf̂ )∨)∧)∨∥∥∥∥
p
.
Por (3.6) reemplazamos y se obtiene
∥∥∥∥(ϕk+` ((σkf̂ )∨)∧)∨∥∥∥∥
p
=
∥∥∥∥(σk(·+ k)ϕk+`(·+ k)(e−iykf(y))∧)∨∥∥∥∥
p
.
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Ahora, considerando si Ω =
⋃
`∈ΛB(`,
√
2n) en el Teorema 1.17, se obtiene
∥∥∥∥(σk (ϕk+`f̂ ))∨∥∥∥∥
p
=
∥∥∥∥(ϕk+` ((σkf̂ )∨)∧)∨∥∥∥∥
p
≤
∥∥∥(1 + |ξ|2)s/2 σ̂k∥∥∥
2
∥∥∥∥(ϕk+`f̂ )∨∥∥∥∥
p
.
Por la cuarta condición, ‖(1 + |ξ|2)s/2 σ̂k‖2 es uniformemente acotada en Zd, por lo tanto de las
ecuaciones anteriores se obtiene
∥∥∥∥(σkf̂ )∨∥∥∥∥
p
.
∑
`∈Λ
∥∥∥∥(ϕk+`f̂ )∨∥∥∥∥
p
.
Por lo tanto, ‖f‖{σk}Msp,q ≤ ‖f‖
{ϕk}
Msp,q
.
Teorema 3.6. Embebimientos:
i) M s1p1,q1 ⊂M s2p2,q2, si q1 > q2, s1 > s2, s1 − s2 >
d
q2
− d
q1
.
ii) M s1p1,q1 ⊂M s2p2,q2, si s1 ≥ s2, 0 < p1 ≤ p2, 0 < q1 ≤ q2.
Demostración: i) Por la condición
suppσk ⊂ {ξ ∈ Rd : |ξ − k| ≤
√
d},
se considera la desigualdad de Hölder,
‖f‖Ms2p,q2 =
∑
k∈Zd
(1 + |k|)s2q2 ‖(σkf̂ )∨‖q2p
1/q2 ≤ ‖f‖Ms1p,q1
∑
k∈Zd
(1 + |k|)(s2−s1)q1q2/(q1−q2)
(q1−q2)/q1q2 .
Notemos que
∑
k∈Zd
(1 + |k|)(s2−s1)q1q2/(q1−q2) .
∞∑
i=1
(1 + |i|)d−1+(s2−s1)q1q2/(q1−q2)
y la serie en el lado derecho converge cuando s1− s2 > d/q2−d/q1. Por lo tanto, se tiene lo deseado.
Para ii) véase [28] pág. 36, para el caso 1 ≤ pi, qi ≤ ∞ y [20] pág. 13, para el caso 0 < pi, qi ≤ ∞.
Capítulo 4
Aplicaciones
En este capítulo aplicaremos la teoría expuesta de los espacios M sp,q −M sp′,q y se utilizaran los
estimativas Lp − Lq existentes y propiedades de los espacios de modulación, para ese objetiivo
primeramente es hallar y comprobar las soluciones de cada una de las ecuaciones estudiadas, por
medio de la transformada de Fourier y por último se aplicará los teoremas de interpolación para
obtener estimativas de estas soluciones.
4.1. Ecuación Lineal de Schrödinger
Consideremos el problema de valor inicial (PVI) para la ecuación lineal de Schrödinger{
∂tu(x, t) = i∆u(x, t), x ∈ Rn, t ∈ R
u(x, 0) = u0(x), x ∈ Rn
Aplicando la transformada de Fourier con respecto a la variable espacial x, obtenemos
∂tû(ξ, t) = ∂̂tu(ξ, t) = î∆u(ξ, t) = −4pi2i|ξ|2û(ξ, t) , (4.1)
û(ξ, 0) = û0(ξ) . (4.2)
De (4.1), tenemos
∂tû(ξ, t) = −4pi2i|ξ|2û(ξ, t) ,
entonces
∂
∂t
(û(ξ, t)) + 4pi2i|ξ|2û(ξ, t) = 0 . (4.3)
Así, el factor integrante es
µ(t) = e
∫
4pi2i|ξ|2dt = e4pi
2it|ξ|2 .
Luego, la solución general de la EDO dada en (4.3) es
û(ξ, t) =
∫
e4pi
2it|ξ|2 · 0dx+ C
e4pi2it|ξ|2
= Ce−4pi
2it|ξ|2 .
Por la condición inicial (4.2) del PVI, se sigue que
û0(ξ) = û(ξ, 0) = Ce
−4pi2i(0)|ξ|2 = C · (1) = C .
25
26 Capítulo 4. Aplicaciones
Así, la solución de esta familia de EDO's con parámetro ξ, puede ser escrita como
û(ξ, t) = e−4pi
2it|ξ|2 û0(ξ) .
Por tanto, aplicando transformada inversa de Fourier, se tiene que la solución es
u(x, t) = (û(ξ, t))∨ = (e−4pi
2it|ξ|2 û0(ξ))∨ = (e−4pi
2it|ξ|2)∨ ∗ (û0(ξ))∨
=
(∫
Rn
e−4pi
2it|ξ|2e2piizξdξ
)
∗ u0(x) =
(∫
Rn
e−(4pi
2it|ξ|2−2piizξ)dξ
)
∗ u0(x)
=
(∫
Rn
e−[4pi
2it(ξ21+ξ
2
2+···+ξ2n)−2pii(ξ1z1+ξ2z2+···+ξnzn)]
)
∗ u0(x)
=
(∫
Rn
n∏
k=1
e−(4pi
2itξ2k−2piizkξk)dξk
)
∗ u0(x)
=
(
n∏
k=1
ez
2
ki/4t
∫ ∞
−∞
e
−
(
2pi
√
it ξk− 12
√
i/t zk
)2)
∗ u0(x)
=
(
n∏
k=1
ez
2
ki/4t
2pi
√
it
∫ ∞
−∞
e−v
2
kdvk
)
∗ u0(x) =
(
n∏
k=1
ez
2
ki/4t
2pi
√
it
√
pi
)
∗ u0(x)
=
(
n∏
k=1
ez
2
ki/4t√
4piit
)
∗ u0(x) = e
i
4t
(z21+z
2
2+···+z2n)
(
√
4piit)n
∗ u0(x)
=
ei|·|2/4t
(4piit)n/2
∗ u0(x) =
∫
Rn
ei|x−y|2/4t
(4piit)n/2
u0(y)dy .
Luego
|u(x, t)| =
∣∣∣∣∣
∫
Rn
ei|x−y|2/4t
(4piit)n/2
u0(y)dy
∣∣∣∣∣ ≤
∫
Rn
∣∣∣∣∣ei|x−y|
2/4t
(4piit)n/2
u0(y)
∣∣∣∣∣ dy
=
∫
Rn
|u0(y)|
|(4pit)|n/2dy = |(4pi)|
−n/2|t|−n/2
∫
Rn
|u0(y)|dy
= Cn|t|−n/2‖u0(x)‖1 .
Tomando el supremo, se sigue entonces que
‖u(x, t)‖∞ ≤ Cn|t|−n/2‖u0(x)‖1 . (4.4)
Por otro lado, haciendo uso del teorema Plancherel tenemos
‖u(x, t)‖2 =
∥∥∥∥(e−4pi2it|ξ|2 û0(ξ))∨∥∥∥∥
2
=
∥∥∥∥((e−4pi2it|ξ|2 û0(ξ))∨)∧∥∥∥∥
2
=
∥∥∥e−4pi2it|ξ|2 û0(ξ)∥∥∥
2
=
(∫
Rn
∣∣∣e−4pi2it|ξ|2 û0(ξ)∣∣∣2 dy)1/2 = (∫
Rn
|û0(ξ)|2 dy
)1/2
= ‖û0(ξ)‖2 = ‖u0(x)‖2 .
En conclusión, se mostró que
‖u(x, t)‖2 = ‖u0(x)‖2 . (4.5)
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Notemos que
u(x, t) = (û(ξ, t))∨ = (e−4pi
2it|ξ|2 û0(ξ))∨ = (e−4pi
2it|ξ|2)∨ ∗ u0(x) .
Si el operador T : L∞(Rn)→ L1(Rn) dado por T (t)f = (e−4pi2it|ξ|2)∨ ∗ f y por (4.4) tenemos que
‖T (t)f‖∞ ≤ Cn|t|−n/2‖f‖1 , t ∈ R \ {0} .
Ahora, considerando el operador T : L2(Rn)→ L2(Rn) por (4.5) se cumple que ‖T (t)f‖2 = ‖f‖2.
En consecuencia por Convexidad de Riezs-Thorin se puede deﬁnir
T : Lp(Rn)→ Lq(Rn) ,
tal que
‖T (t)f‖q ≤
(
Cn|t|−n/2
)1−θ
(1)θ‖f‖p = C|t|−n/2(1−θ)‖f‖p ,
donde
1
p
=
θ
2
y
1
q
=
1− θ
1
+
θ
2
= 1− θ
2
, θ ∈ (0, 1) .
De lo anterior, se sigue que
1
p
+
1
q
=
θ
2
+ 1− θ
2
= 1 y 1− θ = 1− 2
p
=
1
p
+
1
q
− 2
p
=
1
p
− 1
q
.
Así, se obtiene que
‖T (t)f‖q ≤ C|t|−n/2
(
1
p
− 1
q
)
‖f‖p . (4.6)
Por (4.6), aplicado a la solución de la ecuación de Schrödinger deducimos que
‖u(x, t)‖q = ‖T (t)u0(x)‖q ≤ C|t|−n/2
(
1
p
− 1
q
)
‖u0(x)‖p , ∀x ∈ Rn, ∀ t ∈ R \ {0} .
Lema 4.1. Sean 2 ≤ p <∞, 0 < q <∞ y s ∈ R, para todo f ∈M sp′,q se cumple
‖T (t)f‖Msp,q ≤ C (1 + |t|)−λ ‖f‖Msp′,q .
Donde 1p +
1
p′ = 1 y λ = n/2
(
1
p′ − 1p
)
.
Demostración: Por la deﬁnición de espacios de modulación
‖T (t)f‖Msp,q =
∑
k∈Zd
(1 + |k|)sq‖(σkT̂ (t)f )∨‖qp
1/q .
Por la ecuación (4.6) se tiene lo siguiente
‖(σkT̂ (t)f )∨‖p = ‖T (t)(σkf̂ )∨‖p ≤ C1|t|−λ‖(σkf̂ )∨‖p′ ≤ C1|t|−λ
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ . (4.7)
Notemos que σk(ξ) =
∑
`∈Λ σk(ξ)σk+`(ξ). Entonces
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‖(σkT̂ (t)f )∨‖p =
∥∥∥∥∥
(∑
`∈Λ
σkσk+`T̂ (t)f
)∨∥∥∥∥∥
p
≤
∥∥∥∥∥∑
`∈Λ
σkσk+`T̂ (t)f
∥∥∥∥∥
p′
≤
∑
`∈Λ
∥∥∥σkσk+`T̂ (t)f∥∥∥
p′
.
‖(σkT̂ (t)f )∨‖p ≤
∑
`∈Λ
∥∥∥σkσk+`T̂ (t)f̂ ∥∥∥
p′
.
Sean 1 ≤ r ≤ 2 ≤ p, 1 = 1
r
+
1
r′
y
1
p′
=
1
r′
+
1
h
. Por la desigualdad de Hölder y Hausdorﬀ-Young, se
tiene
‖(σkT̂ (t)f )∨‖ ≤
∑
`∈Λ
‖σkf̂ ‖r′‖σk+`T̂ (t)‖h ≤ ‖σkf̂ ‖r′
∑
`∈Λ
‖σk+`T̂ (t)‖h ≤ ‖σkf̂ ‖r′
∑
`∈Λ
‖σk+`‖h ≤ ‖σk(ξ)f̂ ‖r′ .
‖(σkT̂ (t)f )∨‖ ≤ ‖(σkf̂ )∨‖r.
Entonces, existe una constante c, tal que
‖(σkT̂ (t)f )∨‖p ≤ c
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ (4.8)
Ahora, consideremos los casos |t| ≤ 1 y |t| > 1.
Si |t| ≤ 1, entonces
|t| ≤ 1
1 + |t| ≤ 2
(1 + |t|)λ ≤ 2λ
1 ≤ 2λ (1 + |t|)−λ
Ahora, por la ecuación (4.7)
‖(σkT̂ (t)f )∨‖p ≤ C (1 + |t|)−λ
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ ,
donde C := 2λc.
Si |t| > 1. Entonces,
1 +
1
|t| ≤ 2
1 + |t|
|t| ≤ 2
1 + |t| ≤ 2|t|
(1 + |t|)λ ≤ 2λ|t|λ
|t|−λ ≤ 2λ (1 + |t|)−λ
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Ahora, por la ecuación (4.8)
‖(σkT̂ (t)f )∨‖p ≤ C1|t|−λ
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ ≤ C (1 + |t|)−λ
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ .
Donde C := 2λC1, en cualquiera de los casos se obtiene
‖(σkT̂ (t)f )∨‖p ≤ C (1 + |t|)−λ
∑
`∈Λ
‖(σk+`f̂ )∨‖p′ .
Multiplicando por (1 + |k|)s, y luego tomando la norma lq en ambos lados de la desigualdad, se
obtiene el resultado deseado. En efecto,
∑
k∈Zd
(1 + |k|)sq ‖(σkT̂ (t)f )∨‖qp
1/q ≤
Cq (1 + |t|)−λq ∑
k∈Zd
(1 + |k|)sq
(∑
`∈Λ
‖(σk+`f̂ )∨‖p′
)q1/q
≤ C (1 + |t|)−λ
∑
k∈Zd
(1 + |k|)sq
(∑
`∈Λ
‖(σk+`f̂ )∨‖p′
)q1/q
≤ C (1 + |t|)−λ
∑
k∈Zd
(1 + |k|)sq ‖(σkf̂ )∨‖qp′
1/q .
Por lo tanto,
‖T (t)f‖Msp,q ≤ C (1 + |t|)−λ ‖f‖Msp′,q .
Ahora, aplicado a la solución de la ecuación de Schrödinger, se obtiene lo deseado
‖u(x, t)‖Msp,q ≤ C (1 + |t|)−λ ‖u0(x)‖Msp′,q .
4.2. Ecuación Lineal de Schrödinger de Orden 4
Consideremos el problema de valor inicial para la ecuación lineal siguiente{
i∂tu(x, t) + ∆
2u(x, t) + ∆u(x, t) = 0, x ∈ Rn, t ∈ R
u(x, 0) = u0(x), x ∈ Rn
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Antes que todo veamos que es ∆2u
∆2u(x, t) = ∆(∆u(x, t)) = ∆
(
∂2u
∂x21
(x, t) + · · ·+ ∂
2u
∂x2n
(x, t)
)
= ∆
(
∂2u
∂x21
(x, t)
)
+ · · ·+ ∆
(
∂2u
∂x2n
(x, t)
)
=
(
∂4u
∂x41
(x, t) +
∂4u
∂x22∂x
2
1
(x, t) + · · ·+ ∂
4u
∂x2n∂x
2
1
(x, t)
)
+ · · ·+
(
∂4u
∂x21∂x
2
n
(x, t) +
∂4u
∂x22∂x
2
n
(x, t) + · · ·+ ∂
4u
∂x4n
(x, t)
)
=
n∑
k=1
∂4u
∂x2k∂x
2
1
(x, t) +
n∑
k=1
∂4u
∂x2k∂x
2
2
(x, t) + · · ·+
n∑
k=1
∂4u
∂x2k∂x
2
n
(x, t) =
n∑
i=1
n∑
k=1
∂4u
∂x2k∂x
2
i
(x, t) .
Además, si le aplicamos la transformada de Föurier, obtenemos
̂∆2u(x, t) =
(
n∑
i=1
n∑
k=1
∂4u
∂x2k∂x
2
i
(x, t)
)∧
=
n∑
i=1
(
n∑
k=1
∂4u
∂x2k∂x
2
i
(x, t)
)∧
=
n∑
i=1
n∑
k=1
(
∂4u
∂x2k∂x
2
i
(x, t)
)∧
=
n∑
i=1
n∑
k=1
(2pii)4ξ2kξ
2
i = 16pi
4
n∑
i=1
n∑
k=1
ξ2kξ
2
i = 16pi
4
n∑
i=1
ξ2i
n∑
k=1
ξ2k
= 16pi4
(
n∑
i=1
ξ2i
)(
n∑
k=1
ξ2k
)
= 16pi4|ξ|2|ξ|2 = 16pi4|ξ|4
= 16pi4
n∑
k=1
ξ2kξ
2
1 + · · ·+ 16pi4
n∑
k=1
ξ2kξ
2
n = 16pi
4ξ21
n∑
k=1
ξ2k + · · ·+ 16pi4ξ2n
n∑
k=1
ξ2k .
Aplicando la transformada de Fourier a la ecuación dada, con respecto a la variable espacial x,
tenemos
0 = (i∂tu(x, t) + ∆
2u(x, t) + ∆u(x, t))∧(ξ, t) = i∂̂tu(ξ, t) + ∆̂2u(ξ, t) + ∆̂u(ξ, t)
= i∂tû(ξ, t) + 16pi
4|ξ|4û(ξ, t)− 4pi2|ξ|2û(ξ, t) .
De lo anterior, se obtiene la EDO siguiente
∂
∂t
(û(ξ, t)) +
(−16pi4i|ξ|4 + 4pi2i|ξ|2) û(ξ, t) = 0 . (4.9)
Además, si aplicamos la transformada a la condición inicial se sigue
û(x, 0) = û0(x) . (4.10)
Así, el factor integrante es
µ(t) = e
∫
(−16pi4i|ξ|4+4pi2i|ξ|2)dt = e−16pi
4it|ξ|4+4pi2it|ξ|2 ,
luego, la solución general de la EDO dada en (4.9) es
û(ξ, t) =
∫
e−16pi4it|ξ|4+4pi2it|ξ|2 · 0dx+ C
e−16pi4it|ξ|4+4pi2it|ξ|2
= Ce16pi
4it|ξ|4−4pi2it|ξ|2 .
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Por la condición inicial (4.10) del PVI, se sigue que
û0(ξ) = û(ξ, 0) = Ce
16pi4i(0)|ξ|4−4pi2i(0)|ξ|2 = C · (1) = C .
Así, la solución de esta familia de EDO's con parámetro ξ, puede ser escrita como
û(ξ, t) = e16pi
4it|ξ|4−4pi2it|ξ|2 û0(ξ) .
Por lo tanto, se sigue que
|u(x, t)| =
∣∣∣∣(e16pi4it|ξ|4−4pi2it|ξ|2 û0(ξ))∨∣∣∣∣ = ∣∣∣∣∫
Rn
e16pi
4it|ξ|4−4pi2it|ξ|2 û0(ξ)e2piixξdξ
∣∣∣∣
=
∣∣∣∣∫
Rn
e16pi
4it|ξ|4−4pi2it|ξ|2+2piixξ
(∫
Rn
u0(y)e
−2piiyξdy
)
dξ
∣∣∣∣
=
∣∣∣∣∫
Rn
∫
Rn
u0(y)e
16pi4it|ξ|4−4pi2it|ξ|2+2pii(x−y)ξdydξ
∣∣∣∣
=
∣∣∣∣∫
Rn
u0(y)
(∫
Rn
e−it[−16pi
4|ξ|4+4pi2|ξ|2− 2pi
t
(x−y)ξ]dξ
)
dy
∣∣∣∣
≤
∫
Rn
|u0(y)| ·
∣∣∣∣∫
Rn
e−it[−16pi
4|ξ|4+4pi2|ξ|2− 2pi
t
(x−y)ξ]dξ
∣∣∣∣ dy
=
∫
Rn
|u0(y)| ·
∣∣∣∣∣
∫
Rn
n∏
k=1
e−it[−16pi
4ξ2k(ξ
2
1+···+ξ2n)+4pi2ξ2k− 2pit (xk−yk)ξk]dξ
∣∣∣∣∣ dy
=
∫
Rn
|u0(y)| ·
n∏
k=1
∣∣∣∣∫
R
e−it[−16pi
4ξ2k(ξ
2
1+···+ξ2n)+4pi2ξ2k− 2pit (xk−yk)ξk]dξk
∣∣∣∣ dy .
Consideremos para cada k ∈ {1, 2, · · · , n} la función de fase
φ(ξk) = −16pi4ξ2k(ξ21 + · · ·+ ξ2n) + 4pi2ξ2k −
2pi
t
(xk − yk)ξk .
Luego, derivando se tiene lo siguiente
φ′(ξk) = −32pi4ξk(ξ21 + · · ·+ ξ2n)− 32pi4ξ3k + 8pi2ξk −
2pi
t
(xk − yk)
φ′′(ξk) = −32pi4(ξ21 + · · ·+ ξ2n)− 64pi4ξ2k − 96pi4ξ2k + 8pi2 = −32pi4(ξ21 + · · ·+ ξ2n)− 160pi4ξ2k + 8pi2
φ(3)(ξk) = −64pi4ξk − 320pi4ξk = −384pi4ξk
φ(4)(ξk) = −384pi4 .
Así, se sigue que
∣∣φ(4)(ξk)∣∣ = 384pi4 > 1 y ahora utilizando el teorema de Van der Corput obtenemos
|u(x, t)| ≤
∫
Rn
|u0(y)| ·
n∏
k=1
∣∣∣∣∫
R
e−itφ(ξk)dξk
∣∣∣∣ dy ≤ ∫
Rn
|u0(y)| ·
n∏
k=1
C4|t|−1/4dy , t ∈ R \ {0}
=
∫
Rn
|u0(y)|(C4)n|t|−n/4dy = Cn|t|−n/4
∫
Rn
|u0(y)|dy = Cn|t|−n/4‖u0(x)‖1 .
Ahora tomando supremo, lo anterior implica que
‖u(x, t)‖∞ ≤ Cn|t|−n/4‖u0(x)‖1 . (4.11)
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De otro modo, en virtud del teorema de Plancherel obtenemos
‖u(x, t)‖2 =
∥∥∥∥(e16pi4it|ξ|4−4pi2it|ξ|2 û0(ξ))∨∥∥∥∥
2
=
∥∥∥∥((e16pi4it|ξ|4−4pi2it|ξ|2 û0(ξ))∨)∧∥∥∥∥
2
=
∥∥∥e16pi4it|ξ|4−4pi2it|ξ|2 û0(ξ)∥∥∥
2
=
(∫
Rn
∣∣∣e16pi4it|ξ|4−4pi2it|ξ|2 û0(ξ)∣∣∣2 dy)1/2
=
(∫
Rn
∣∣∣ei[16pi4it|ξ|4−4pi2t|ξ|2]û0(ξ)∣∣∣2 dy)1/2 = (∫
Rn
|û0(ξ)|2 dy
)1/2
= ‖û0(ξ)‖2 = ‖u0(x)‖2 .
De aquí que
‖u(x, t)‖2 = ‖u0(x)‖2 . (4.12)
Notemos que
u(x, t) = (û(ξ, t))∨ = (e16pi
4it|ξ|4−4pi2it|ξ|2 û0(ξ))∨ = (e16pi
4it|ξ|4−4pi2it|ξ|2)∨ ∗ u0(x).
Si consideramos el operador T : L2(Rn) → L2(Rn) dado por T (t)f = (e16pi4it|ξ|4−4pi2it|ξ|2)∨ ∗ f y
por (4.12) se tiene que ‖T (t)f‖2 = ‖f‖2. Además, si tomamos T : L∞(Rn)→ L1(Rn) por (4.11) se
cumple que
‖T (t)f‖∞ ≤ Cn|t|−n/4‖f‖1 , t ∈ R \ {0}.
En consecuencia, por Convexidad de Riezs-Thorin se puede deﬁnir
T : Lp(Rn)→ Lq(Rn)
Tal que
‖T (t)f‖q ≤
(
Cn|t|−n/4
)1−θ
(1)θ‖f‖p = C|t|−n/4(1−θ)‖f‖p,
donde
1
p
=
θ
2
y
1
q
= 1− θ
2
, θ ∈ (0, 1).
De lo anterior se sigue que
1
p
+
1
q
= 1 y 1− θ = 1
p
− 1
q
.
Así, se obtiene que
‖T (t)f‖q ≤ C|t|−n/4
(
1
p
− 1
q
)
‖f‖p. (4.13)
Por (4.13), aplicandoselo a la solución de la ecuación de Schrödinger
‖u(x, t)‖q = ‖T (t)u0(x)‖q ≤ C|t|−n/4
(
1
p
− 1
q
)
‖u0(x)‖p , ∀x ∈ Rn, ∀ t ∈ R \ {0}.
Teorema 4.2. Sean 2 ≤ p <∞, 0 < q <∞ y s ∈ R, para todo f ∈M sp′,q se cumple
‖T (t)f‖Msp,q ≤ C (1 + |t|)−λ ‖f‖Msp′,q .
Donde 1p +
1
p′ = 1 y λ = n/4
(
1
p′ − 1p
)
.
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Demostración: Análogo a la demostración del Lema 4.1. Tomando λ = n/4
(
1
p′ − 1p
)
y teniendo
encuenta la desiguadad 4.13.
4.3. Ecuación Korteweg-de Vries (KdV)
Consideremos el problema de valor inicial para la ecuación KdV dada por{
∂tv(x, t) + ∂
3
xv(x, t) = 0, x ∈ R, t ∈ R
v(x, 0) = v0(x), x ∈ R.
Aplicando la transformada de Fourier con respecto a la variable espacial x, obtenemos
∂̂tv(ξ, t) = ∂tv̂(ξ, t) = −(∂3xv)∧(ξ, t) = 8pi3iξ3v̂(ξ, t) (4.14)
v̂(ξ, 0) = v̂0(ξ). (4.15)
De (4.14), tenemos
∂̂tv(ξ, t) = 8pi
3iξ3v̂(ξ, t),
entonces
∂
∂t
(v̂(ξ, t))− 8pi3iξ3v̂(ξ, t) = 0. (4.16)
Así, el factor integrante es
µ(t) = e
∫ −8pi3iξ3dt = e−8pi3itξ3 .
Luego, la solución general de la EDO dada en (4.16) es
v̂(ξ, t) =
∫
e−8pi3itξ3 · 0dx+ C
e−8pi3itξ3
= Ce8pi
3itξ3 .
Por la condición inicial (4.15) del PVI, se sigue que
v̂0(ξ) = v̂(ξ, 0) = Ce
−8pi3i(0)ξ3 = C · (1) = C
Así, la solución de esta familia de EDO's con parámetro ξ, puede ser escrita como
v̂(ξ, t) = e8pi
3itξ3 v̂0(ξ).
Ahora, tenemos que
|v(x, t)| =
∣∣∣∣(e8pi3itξ3 v̂0(ξ))∨∣∣∣∣ = ∣∣∣∣∫
R
e8pi
3itξ3 v̂0(ξ)e
2piixξdξ
∣∣∣∣
=
∣∣∣∣∫
R
e8pi
3itξ3+2piixξ
(∫
R
v0(y)e
−2piiyξdy
)
dξ
∣∣∣∣
=
∣∣∣∣∫
R
∫
R
v0(y)e
8pi3itξ3+2pii(x−y)ξdydξ
∣∣∣∣
=
∣∣∣∣∫
R
v0(y)
(∫
R
e−it[−8pi
3ξ3− 2pi
t
(x−y)ξ]dξ
)
dy
∣∣∣∣
≤
∫
R
|v0(y)| ·
∣∣∣∣∫
R
e−it[−8pi
3ξ3− 2pi
t
(x−y)ξ]dξ
∣∣∣∣ dy.
34 Capítulo 4. Aplicaciones
Consideremos la función de fase dada por φ(ξ) = −8pi3ξ3 − 2pit (x− y)ξ. Luego si derivamos resulta
que
φ′(ξ) = −24pi3ξ2 − 2pi
t
(xk − yk) , φ′′(ξ) = −48pi3ξ y φ′′′(ξ) = 8pi2.
Así, se sigue que
∣∣φ(3)(ξ)∣∣ = 48pi3 > 1 y ahora por medio del teorema de Van Der Corput se obtiene
|u(x, t)| ≤
∫
R
|v0(y)| ·
∣∣∣∣∫
Rn
e−itφ(ξ)dξ
∣∣∣∣ dy ≤ ∫
R
|v0(y)| · C3|t|−1/3dy , t ∈ R \ {0}
= C3|t|−1/3
∫
R
|v0(y)|dy = C3|t|−1/3‖v0(x)‖L1 .
Ahora tomando supremo, lo anterior implica que
‖v(x, t)‖∞ ≤ C3|t|−1/3‖v0(x)‖1 (4.17)
Por otro lado, utilizando el teorema de Plancherel tenemos
‖v(x, t)‖2 =
∥∥∥∥(e8pi3itξ3 v̂0(ξ))∨∥∥∥∥
2
=
∥∥∥e8pi3itξ3 v̂0(ξ)∥∥∥
2
=
(∫
R
∣∣∣e8pi3itξ3 v̂0(ξ)∣∣∣2 dy)1/2
=
(∫
R
|v̂0(ξ)|2 dy
)1/2
= ‖v̂0(ξ)‖2 = ‖v0(x)‖2 .
De lo anterior, obtenemos
‖v(x, t)‖2 = ‖v0(x)‖2 . (4.18)
Nótese que, la solución puede ser reescrita como
v(x, t) = (v̂(ξ, t))∨ = (e8pi
3itξ3 v̂0(ξ))
∨ = (e8pi
3itξ3)∨ ∗ v0(x).
Si consideramos el operador T : L2(R) → L2(R) dado por T (t)f = (e8pi3itξ3)∨ ∗ f y por (4.18) se
tiene que ‖T (t)f‖2 = ‖f‖2. Además, si tomamos T : L∞(R)→ L1(R) por (4.17) se cumple que
‖T (t)f‖∞ ≤ Cn|t|−n/3‖f‖1 , t ∈ R \ {0}.
En consecuencia, por Convexidad de Riezs -Thorin se puede deﬁnir
T : Lp(R)→ Lq(R),
tal que
‖T (t)f‖q ≤
(
Cn|t|−n/3
)1−θ
(1)θ‖f‖p = C|t|−n/3(1−θ)‖f‖p.
De forma análoga al operador deﬁnido anteriormente
1
p
=
θ
2
y
1
q
= 1− θ
2
, θ ∈ (0, 1)
De lo anterior se sigue que
1
p
+
1
q
= 1 y 1− θ = 1
p
− 1
q
.
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Así, obtenemos que
‖T (t)f‖q ≤ C|t|−n/3
(
1
p
− 1
q
)
‖f‖p. (4.19)
Por (4.19), aplicandoselo a la solución de la ecuación KdV
‖v(x, t)‖q = ‖T (t)v(x, 0)‖q ≤ C|t|−n/3
(
1
p
− 1
q
)
‖v0(x)‖p ∀x ∈ R,∀ t ∈ R \ {0}.
Teorema 4.3. Sean 2 ≤ p <∞, 0 < q <∞ y s ∈ R, para todo f ∈M sp′,q se cumple
‖T (t)f‖Msp,q ≤ C (1 + |t|)−λ ‖f‖Msp′,q .
Donde 1p +
1
p′ = 1 y λ = n/3
(
1
p′ − 1p
)
.
Demostración: Análogo al Lema 4.1. Considerando λ = n/3
(
1
p′ − 1p
)
y la desigualdad 4.19.
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