DISCUSSION
Least marginal environmental impact rule for reservoir development* Discussion by DAVID HANSEN Dalhousie University, Sexton Campus, PO Box 1000, Halifax, Nova Scotia, Canada, B3J 2X4 The author is to be commended for seeking to develop an approach for systematically evaluating the increase in the environmental impacts of reservoirs as a function of their size. I would like to make four points about this article: 1. It is incumbent upon all authors who publish empirical equations to state some basic statistics associated with the curve-fitting performed to get the published equations. As a minimum, I would suggest stating the coefficient of determination, r 2 , and the standard error of estimate, SEE (as well as n, equal to 7936 for the author's equation (1)). 2. Equation (1) in the above-named paper was probably obtained by performing an ordinary least-squares regression on the log-transformed data. The bias introduced by the nonlinearity of the log transformation does not appear to have been accounted for. This bias and its effect have been described by Ferguson (1986) .
A correction factor C F may be introduced to compensate for this bias. For log 10 transformations C F is:
where 2.651 = (ln(10)) 2 /2, SEE -the standard error of estimate, in log 10 units. Other such corrections exist (Duan, 1983) . Equation (Dl) would be applied in the author's equation (1) as follows:
I would estimate, from the graph in Fig. 1 of the paper in question that the SEE is about 0.5 (in log 10 units). The value of C F would then be 1.95, making equation (1):
which gives much larger computed reservoir volumes than the author's equation (1). 3. The same problem with bias applies to an equation arising from one of the curves in Fig. 2 , in which two r 2 values are shown but no equations are stated. C F will be unity for the equation associated with r 2 = 1, but will definitely be greater than unity for the case of r 2 = 0.64, implying higher computed annual losses for a given reservoir capacity in the latter case. For a simple exponential-decay model, which Fig. 2 appears to be, the transformation of the data for the dependent variable is based on natural logarithms, for which C F is:
4. Although the author's equation (4) appears to be based on the idea of some sort of trapezoidal cross-section for the reservoir, the parameters a and b are not defined anywhere in the article. In the interests of clarity, it would be nice if the geometric meaning of all parameters used in equations (2)- (5) could be presented in a simple figure.
Reply by K. TAKEUCHI
Department of Civil and Environmental Engineering, Yamanashi University, Kofu 400, Japan
The author is most grateful for the opportunity to elaborate the ambiguous points and extend some arguments. The answers follow in the order of the points made : 1. The author shares the view of D. Hansen on the necessity of stating the basic statistics of empirical equations, which was overlooked in the paper paying more attention to its implication. Equation ( implying nearly 60% more impoundment per area than the original equation. This correction should be extended to equations (6) and (7) (D7) is made applicable for assessing any reservoir's land efficiency relative to the global average. Yet, the author should point out equation (1) was appropriate for its very objective in the paper for the following reasons: (a) Equation (1) was not intended to be used as a reference equation for estimating the gross capacity of reservoirs from its inundated area. Rather it was to show the exponential nature of the A-V relationship where the focus was the bias free exponent p rather than the coefficient a.
(b) Another aim of this equation was to compare the same relationship in different countries as stated on p. 587, lines 8-12, referring to Takeuchi (1997) . For such regional comparison, equation (1) would be more appropriate than equation (D7), because the quality of data differs greatly by country and data from some countries would not stand for elaborate bias correction. The mean is a more robust characteristic than, for instance, high moments such as SEE. A simple assumption of its distribution such as lognormal for all countries would also magnify the errors in the relative location of A-V regression lines. 3. The discussant argues that the similar correction is necessary for curves in Fig. 2 , which is an obvious misunderstanding. Here in Fig. 2 , the coefficient of determination r 2 indicates the accuracy of the forecasts used in the simulation (forecast discharge vs realized discharge) and not for the relationship between reservoir capacity and associated annual losses. Naturally the relationship between observed and forecast values was assessed by the actual values and not by their logarithms. 4. Clarification of the parameters of equations (2)- (5) is requested. Equation (4) relates the parameters of equations (2) and (3). Figure Dl depicts the hypothetical valley with cross section equation (2) and slope 0, as described in the paper at p. 585, lines 22-28, and a reservoir with dam height h a , inundated area A and detention storage V. Note that equations (2), (6), (7), (D8) and (D9) hold for an open book shape. Since the parameters a and b were determined from the A-V relationship, the x-h relationship is not necessarily realistic. To avoid such distortion, the canyon part may be omitted with negligible disturbance to A and V.
