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Dans le présent travail, nous étudions l'impact sur un obstacle rigide d'un écou-
lement transitoire à surface libre de ﬂuide viscoplastique. Cette étude est conduite
numériquement à l'aide de la méthode SPH (Smoothed Particle Hydrodynamics),
en y intégrant le modèle rhéologique de Herschel-Bulkley. Le code employé est
adapté à nos besoins et validé sur des cas test classiques. Les caractéristiques locales
de l'écoulement à proximité de l'obstacle sont analysées et deux régimes d'impact
sont mis en évidence en fonction de la pente d'écoulement. L'étude des pressions
exercées sur l'obstacle, conduite spatialement et temporellement en fonction de
ces régimes d'impact, nous permet de mettre en évidence les rôles respectifs des
composantes gravitationnelle et cinétique de la pression. Nos résultats sont com-
parés systématiquement à des résultats expérimentaux issus de travaux précédents
et sont cohérents avec ces derniers. Une étude comparative de nos écoulements de
ﬂuide viscoplastique avec des écoulements de matériau granulaires de propriétés
similaires nous conduit à mettre en évidence des caractéristiques communes entre
les deux matériaux.
Abstract
In this work, we study the impact of a transient free-surface ﬂow of viscoplas-
tic ﬂuid on a rigid obstacle. This study is conducted numerically using the SPH
(Smoothed Particle Hydrodynamics) method, and the Herschel-Bulkley rheological
model. The SPH code is adapted to our needs and validated on classic benchmarks.
The local characteristics of the ﬂow near the obstacle are analysed and two impact
regimes are highlighted depending on the slope angle. By studying of the pres-
sure exerted on the obstacle, both spatially and temporally, with regards to these
impact regimes, we evidence the respective roles of the gravitational and kinetic
components of the pressure. Our results are systematically compared with experi-
mental data from a previous work and are shown to be consistent. A comparative
study conducted on both our viscoplastic ﬂows and ﬂows of granular material of
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1.1 Caractéristiques des laves torrentielles et des
coulées de boue
Les laves torrentielles sont des écoulements constitués majoritairement de boue
et de roches qui se produisent dans les lits de torrents. Elles sont la plupart du
temps déclenchées par des épisodes de pluies intenses. Elles se présentent en général
sous forme d'une ou plusieurs bouﬀées d'un mélange d'eau et de matériaux solides
fortement concentrés. La granulométrie de la partie solide s'étend de l'argile à des
rochers de plusieurs mètres de diamètre. Ces événements violents, qui ne peuvent
pas être prédits avec l'étendue actuelle de nos connaissances techniques, peuvent
conduire à des dommages structurels importants et à de nombreuses pertes hu-
maines. Dans certaines régions du monde, l'intensité de ces écoulements peut les
élever au rang de catastrophes naturelles d'ampleur nationale, comme par exemple
au Vénézuela en décembre 1999 [García-Martínez and López, 2005] ou en Colom-
bie en novembre 1985. En Europe, bien que leur intensité soit un peu plus faible,
les laves torrentielles se produisent dans de nombreuses régions de montagne, et
tout particulièrement dans les Alpes, les Pyrénées et les Appenins.
La formation des laves torrentielles est essentiellement dictée par deux facteurs
principaux :
 Une quantité importante de matériau solide altéré et déstructuré présente
dans le bassin versant ou le chenal du torrent.
 Un événement pluvieux suﬃsamment intense. Dans une grande majorité
des cas il s'agit d'une pluie orageuse de forte intensité qui fait oﬃce de
facteur déclenchant.
À ces deux facteurs principaux, il convient d'ajouter une pente du terrain très
importante (généralement supérieure à 30%) dans la zone de départ. Il existe
quatre grands modes de formation des laves torrentielles [Richard, 1995; Bardou,
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2002], qui sont :
 Une soudaine alimentation en matériaux solides du chenal torrentiel qui
peut provenir d'un glissement de terrain ou de l'érosion des berges.
 Une alimentation en matériaux solides par un processus d'érosion s'étendant
à tout le bassin versant.
 Une déstabilisation du lit.
 Une rupture d'un barrage naturel sur le torrent selon un processus d'embâcle-
débâcle, ou encore une débâcle glaciaire.
Comparées à d'autres types d'écoulements d'eau et de matériaux solides, les
laves torrentielles ont les propriétés caractéristiques suivantes :
 Les écoulements des laves torrentielles sont très transitoires. La plupart du
temps, ils prennent la forme de multiples bouﬀées, avec un front très mar-
qué. Leur hauteur est d'un à quelques mètres, et leur vitesse de propagation
varie entre 0.5 m/s et 15 m/s environ, dans les régions alpines.
 Leur fraction solide est élevée. Généralement supérieure à 50%, elle peut
atteindre 80%.
 La fraction solide présente une granulométrie très étendue. Associée à la
concentration élevée, cette propriété donne aux laves torrentielles un com-
portement d'écoulement monophasique, caractérisé par l'absence presque
totale de tri granulométrique, et une viscosité bien supérieure à celle de
l'eau, ce qui implique un écoulement laminaire.
Les propriétés typiques des laves torrentielles sont listées dans la table 1.1.
Étendue Typique
Volume (m3) 103 - 106 50000
Hauteur d'écoulement (m) 0.5 - 10 3
Vitesse d'écoulement (m/s) 0.5 - 15 3
Masse volumique (kg/m3) 1900 - 2500 2300
Table 1.1  Propriétés des laves torrentielles typiques
Une bouﬀée de lave torrentielle s'écoulant dans un chenal est généralement
constituée de trois parties, comme on peut le voir sur la ﬁgure 1.1. La première
est le front, très marqué, qui transporte les plus gros blocs et d'autres débris (par
exemple branches, troncs) poussés par le corps de l'écoulement.
La deuxième partie est le corps de la lave. Principalement constitué de boue,
à laquelle s'ajoutent de gros rochers portés par le ﬂuide, le corps forme l'essentiel
du volume d'une lave torrentielle.
La troisième et dernière partie est la queue d'écoulement, qui correspond à
la transition entre la lave torrentielle et un écoulement moins concentré, et par
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conséquent moins visqueux et plus turbulent.
Figure 1.1  Schéma d'une lave torrentielle typique [Bardou, 2002].
Les laves torrentielles restent des phénomènes largement imprévisibles sur la
base d'alertes météorologiques. Les désordres dus aux laves torrentielles appa-
raissent généralement lors d'un débordement hors du chenal dans une zone d'oc-
cupation humaine. Les laves torrentielles ont pour principales caractéristiques de
se propager de façon très transitoire, de présenter une densité forte et un front
le plus souvent chargé en gros blocs. Compte tenu de ces caractéristiques dyna-
miques, elles sont susceptibles de générer des pressions dynamiques extrêmement
importantes lors de chocs sur des ouvrages de protection ou des bâtiments, et donc
de mettre gravement en danger la vie humaine.
1.2 Modèles rhéologiques
Nous reprenons ici la déﬁnition des écoulements de laves torrentielles proposée
par Bardou [2002]. Cet auteur parle d'écoulements subaériens granulaires lubriﬁés,
d'apparence cinématiquement monophasique. Cette déﬁnition nous oriente tout
naturellement vers la mécanique des ﬂuides homogènes.
L'hypothèse ﬂuide homogène étant supposée admise (même si elle est discu-
table), la modélisation des écoulements peut être menée à bien à partir du moment
où la loi de comportement du matériau est connue. Aﬁn de clariﬁer les éléments
de choix d'une telle loi de comportement, nous nous appuyons ici sur les travaux
de Coussot [1992] sur le comportement des suspensions naturelles. On notera par
ailleurs qu'une revue beaucoup plus complète est proposée par Ancey [2007], dans
un cadre qui dépasse celui des laves torrentielles. Les résultats de Coussot [1992]
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font apparaître les diﬀérents domaines suivants, pour une concentration volumique
solide et une fraction argileuse données :
 À faible concentration (inférieure à quelques %) le comportement est new-
tonien.
 Pour des concentrations supérieures mais ne dépassant pas 20 à 40%, le
mélange eau-matériau solide ne demeure pas homogène, à l'arrêt il subit une
sédimentation rapide. Dans ce domaine, les écoulements sont biphasiques.
 Pour des concentrations très fortes dépassant 60 à 85% selon les cas (sui-
vant l'étendue granulométrique), on sort du domaine des écoulements et le
cisaillement du matériau se traduit par des phénomènes de fracturation.
 Pour des concentrations solides de l'ordre de 60 à 70% et une fraction ar-
gileuse faible, apparaît un domaine pour lequel le comportement peut être
qualiﬁé de granulaire (interactions directes grain-grain).
 Pour des concentrations solides comprises entre 40 et 85% et une fraction
argileuse suﬃsamment élevée (typiquement supérieure à 10%), apparaît un
vaste domaine pour lequel le comportement est celui d'un ﬂuide à seuil
rhéoﬂuidiﬁant (contacts lubriﬁés).
Ces travaux ont mis en évidence deux grandes classes de comportement. De façon
globale, ces deux classes correspondent aux deux grands types de modèles déve-
loppés pour traduire le comportement des laves torrentielles, à savoir les modèles
viscoplastiques [Johnson, 1970; Chen, 1988; Coussot, 1992; Major and Pierson,
1992; O'brien et al., 1993; Coussot, 1994; Atapattu et al., 1995] et les modèles
granulaires [Takahashi, 1991; Ancey, 1997; Iverson and Denlinger, 2001; Denlinger
and Iverson, 2001; Iverson et al., 2004; Denlinger and Iverson, 2004; Iverson, 2003,
2005; Takahashi, 2014].
1.2.1 Modèle frictionnel pour les laves torrentielles granu-
laires
Les modèles granulaires sont utilisés pour des concentrations solides de l'ordre
de 60 à 70% et une fraction argileuse faible, comme vu plus haut. Ils sont tous
fondés sur une approche de type Coulomb traduisant un comportement frictionnel.
Le modèle de Coulomb traduit une dépendance des contraintes de cisaillement par
rapport aux contraintes normales et une indépendance par rapport au taux de
cisaillement. Pour des écoulements suﬃsamment rapides, qualiﬁés de collisionnels,
une dépendance par rapport au taux de cisaillement est ajoutée. Nous donnons
ici l'exemple du modèle de Jop et al. [2006]. En cisaillement simple ce modèle
s'exprime de la façon suivante :
τ = σ tanφ(Co), (1.1)
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où σ est la contrainte normale, φ est l'angle de frottement interne du matériau qui






où ρs est la masse volumique des particules solides, d leur diamètre, et γ˙ est le taux
de cisaillement. On notera que pour des modèles de type Coulomb tel que celui-ci,
Iverson [2003, 2005] a largement remis en cause l'approche rhéologique des laves
torrentielles en faisant l'hypothèse qu'il s'agit d'un phénomène fondamentalement
transitoire. L'interprétation d'Iverson est fondée sur le fait que dans un tel écou-
lement eaumatériau solide, la diﬀusion de la pression de l'eau interstitielle étant
lente, sa pression locale peut atteindre des valeurs élevées. Ceci tend à diminuer
fortement la contrainte normale eﬀective et donc la contrainte de cisaillement. Le
mélange peut alors être liquéﬁé et le rester sur des temps relativement longs. Cette
approche, soutenue par des résultats d'expérience en canal de grandes dimensions,
vient remettre partiellement en cause l'approche ﬂuide homogène, au moins pour
des mélanges où des particules ﬁnes aux propriétés colloïdales sont absentes.
1.2.2 Modèle viscoplastique pour les laves torrentielles à
matrice boueuse
Le modèle viscoplastique est utilisé pour de concentrations solides entre 40 et
85% et une fraction argileuse suﬃsament élevée, comme vu plus haut. La rhéolo-
gie des laves torrentielles à matrice boueuse est caractérisée par deux propriétés
principales. La première est l'existence d'une contrainte seuil au-dessous de la-
quelle le matériau se comporte comme un solide. La deuxième est le phénomène
de rhéoﬂuidiﬁcation. Plus le matériau est cisaillé, moins sa viscosité apparente est
élevée.
Ces deux propriétés sont prises en compte dans le modèle rhéologique de
Herschel-Bulkley (rhéoﬂuidiﬁant quand n < 1). En cisaillement simple, la contrainte
τ est liée au taux de cisaillement γ˙ par l'équation suivante :
τ = τc +Kγ˙
n, (1.3)
où la contrainte seuil τc, la consistance K et l'indice de la loi de puissance n sont
des constantes qui dépendent du matériau. Dans le cas où n = 1, l'équation devient
la loi de Bingham, qui correspond aux matériaux qui ne sont pas rhéoﬂuidiﬁants.
Le modèle de Bingham est souvent utilisé pour les coulées de boue, mais n'est pas
adapté pour traiter une grande gamme de taux de cisaillement [Coussot, 1994].
Les laves torrentielles ont aussi la propriété d'être des écoulements laminaires, de
par leur viscosité apparente élevée.
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1.3 Objectifs du présent travail
1.3.1 Objectifs opérationnels
Les mesures de protection contre les phénomènes gravitaires rapides, et notam-
ment les laves torrentielles, sont essentiellement de deux types, que l'on qualiﬁe de
structurelles et de non-structurelles. Les mesures non-structurelles ont essentielle-
ment pour ﬁnalité de réglementer l'occupation du sol aﬁn de réduire l'exposition
des personnes et des biens. En France, c'est le rôle dévolu aux Plans de Prévention
des Risques Naturels (PPR). Les mesures structurelles [Heumader, 2000; Huebl
and Fiebiger, 2005] regroupent tous les aménagements visant à limiter ou empê-
cher le déclenchement des phénomènes (protections qualiﬁées  d'actives ) ou à
canaliser, freiner, dévier ou arrêter les écoulements (mesures qualiﬁées de  pas-
sives ). Ce second type de mesure met en ÷uvre des ouvrages ayant une fonction
de protection (d'où le problème pratique de l'optimisation de cette fonction). Ils
doivent de plus assurer cette fonction de façon pérenne (d'où le problème de la ré-
sistance de ces ouvrages aux sollicitations exercées sur eux par le phénomène). Les
laves torrentielles sont susceptibles de générer des dégâts tout particulièrement du
fait des forces d'impact exercées par le front d'écoulement. De nombreuses struc-
tures de protection contre les laves torrentielles sont directement installées dans le
lit des torrents et pour bon nombre d'entre elles, sont soumises à des impacts nor-
maux. La résistance d'une structure soumise à un impact dépend non seulement
de l'intensité maximale des contraintes qui lui sont imposées, mais également de
leur répartition spatiale et de leur évolution dans le temps, qui devrait être com-
parée au temps de réaction propre de la structure. À ce jour, l'interaction entre
laves torrentielles et structures a rarement été étudiée en détails [Armanini and
Scotton, 1992; Holzinger, 2005; Zanuttigh and Lamberti, 2006] ; en conséquence,
ces structures sont encore aujourd'hui conçues sur la base de règles empiriques ré-
sultant de l'expérience des praticiens en charge de la gestion des risques torrentiels.
L'objectif opérationnel du présent travail est d'apporter une meilleure caractérisa-
tion des phénomènes d'impact de laves torrentielles sur une structure. Pour cela,
notre démarche s'attache à étudier les caractéristiques d'écoulement au voisinage
de la structure et à les relier aux contraintes locales appliquées. Une telle étude
présente a priori un intérêt, non seulement pour la conception de structures de
protection, mais également pour l'évaluation des dommages potentiellement occa-
sionnés aux infrastructures (habitations, ouvrages d'art, etc.). Une telle évaluation
de la vulnérabilité structurelle est un élément clé de toute évaluation du risque et
par conséquent de bon nombre de mesures de protection non-structurelles (règles
d'urbanisme, prescriptions constructives, etc.).
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1.3.2 Objectifs scientiﬁques
D'un point de vue opérationnel, notre objectif est d'étudier l'interaction d'une
lave torrentielle avec une structure. Néanmoins, un tel objectif est très vaste et
amène de multiples diﬃcultés. Quel type de lave étudier ? À quel degré de si-
militude avec un écoulement naturel doit-on parvenir ? À quel niveau de détail
modéliser la structure ? Quelles variables étudier ? Répondre à ces questions nous
permettra de décrire avec précision les objectifs scientiﬁques de ce travail. Pre-
mièrement, nous avons choisi de nous focaliser sur les laves torrentielles à matrice
boueuse, qui sont les mieux caractérisées à ce jour. Comme nous l'avons vu à la
section précédente, la rhéologie de ces laves suit le modèle de Herschel-Bulkley.
Nous étudierons donc un matériau de ce type. De plus, nous considérerons que le
ﬂuide qui constitue l'écoulement est homogène. Dans ce contexte, il nous a paru
judicieux de nous inspirer des expériences en laboratoire menées par Tiberghien
[2007]. Dans ces expériences, un front de ﬂuide de Herschel-Bulkley se propageait,
suivi d'un écoulement quasi-permanent, dans un canal de section rectangulaire.
L'inclinaison du canal pouvait être modiﬁée aﬁn d'obtenir une gamme de pentes
variées. Les pentes et caractéristiques des écoulements incidents étaient choisis
pour être cohérents avec les propriétés communes des laves torrentielles naturelles,
sur la base de critères de similitude. Le ﬂuide impactait un obstacle rigide, perpen-
diculaire au fond du canal, dont la hauteur était ﬁxée de manière à conserver un
rapport d'aspect constant avec l'épaisseur du ﬂuide, quelle que soit la pente. Un
capteur ultrason mesurait l'épaisseur de l'écoulement tandis que la vitesse était
mesurée à l'intérieur du ﬂuide par PIV. La pression exercée sur l'obstacle était en-
registrée par un capteur situé à mi-hauteur de celui-ci. L'objectif général de l'étude
de Tiberghien [2007] était de relier les caractéristiques globales d'un écoulement
incident bien caractérisé aux caractéristiques locales, au voisinage de l'obstacle, de
l'écoulement et notamment les pressions exercées sur la structure. Nous partageons
l'objectif général de Tiberghien [2007] et estimons que ses choix sont pertinents par
rapport à l'objectif opérationnel ﬁxé. Cependant, nous faisons le constat qu'une
telle étude expérimentale ne peut couvrir une large gamme de conditions d'écou-
lements possibles, qu'elle est limitée dans l'étendue et la précision des mesures
et que les résultats obtenus restent diﬃcilement extrapolables aux conditions de
terrain. En référence à ces dernières, Tiberghien [2007] n'a par exemple pas été en
mesure de respecter pleinement les critères de similitude relatifs aux écoulements
à surface libre de ﬂuides de Herschel-Bulkley tels que mis en évidence par Coussot
[1994]. Nous avons donc fait le choix d'une approche numérique qui devrait nous
permettre d'atteindre les mêmes objectifs généraux sans présenter les limitations
d'une étude expérimentale. Enﬁn, une étude dimensionnelle des échelles de temps
caractéristiques du mouvement du ﬂuide et de celui de la structure [Faug, 2011]
met en évidence l'absence de couplage entre les deux et nous permet donc de consi-
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dérer l'obstacle comme une condition aux limites de notre étude. Nous avons par
conséquent retenu les caractéristiques suivantes pour les simulations à mener :
 Nous simulerons la propagation d'un front de ﬂuide de Herschel-Bulkley
suivi d'un écoulement quasi-permanent, le long d'une pente. Nos écoule-
ments auront des propriétés similaires à ceux de Tiberghien [2007], pour
permettre une comparaison.
 L'écoulement impactera un obstacle rigide rectangulaire. Nous ne modéli-
serons pas le comportement de l'obstacle.
 Pour une série d'écoulements incidents bien caractérisés, nous étudierons
l'interaction du ﬂuide avec l'obstacle en analysant la géométrie locale de
l'écoulement, les champs de vitesse à l'intérieur de celui-ci, et la pression
exercée sur l'obstacle.
1.4 Quelle stratégie de modélisation ?
Nous avons vu dans les précédentes sections que les écoulements que nous
voulons modéliser sont des écoulements de ﬂuide viscoplastique à surface libre
très transitoires, qui présentent un front marqué. Ils se propagent le long d'une
pente, dans un chenal, et impactent une structure ﬁxe rigide. Nous cherchons donc
à modéliser des écoulements présentant de grandes déformations, notamment de
la surface libre. Par ailleurs, nous cherchons à fournir une description détaillée de
l'écoulement, en analysant sa géométrie au niveau local, la vitesse au sein du ﬂuide,
et les contraintes à la surface de la structure placée sur le trajet de l'écoulement.
Ces diﬀérents éléments et leur évolution temporelle devront pouvoir être étudiés
en fonction des caractéristiques globales de l'écoulement incident.
Dans cette section, nous explorerons les méthodes qui sont à notre disposition
pour simuler de tels écoulements. Nous discuterons des capacités de chaque mé-
thode numérique et ses avantages et inconvénients respectifs, aﬁn de déterminer
si elle est adaptée à nos besoins. Une telle analyse critique, avec toutefois des
objectifs un peu diﬀérents des nôtres, est par exemple proposée par Liu and Liu
[2010].
1.4.1 Modèles de type  Shallow water 
Concernant la modélisation numérique des laves torrentielles, la grande majo-
rité des outils actuels est fondée sur des approches intégrées sur la verticale, de
type Saint-Venant [Iverson and Denlinger, 2001]. Les plus sophistiqués de ces mo-
dèles ont prouvé leur capacité à simuler de façon précise des écoulements de masses
granulaires ﬂuidisées [Denlinger and Iverson, 2001] ou granulaires sèches [Denlin-
ger and Iverson, 2004; Iverson et al., 2004; Patra et al., 2005] sur des surfaces
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topographiques complexes tridimensionnelles. Une étude menée par Gray et al.
[2003] a établi que l'approche intégrée sur la hauteur permet de simuler de façon
précise les écoulements au voisinage d'un obstacle tridimensionnel et en particu-
lier de simuler des phénomènes complexes comme la formation d'ondes de choc,
de zones mortes ou de zones de vide. Toutefois, l'approche intégrée sur la hauteur
souﬀre d'une limitation majeure : seules des valeurs moyennes sur la verticale, de
vitesse ou de pression, sont calculées et l'information sur leurs valeurs locales le
long de la direction verticale est inaccessible. En conséquence, ce type d'approche
ne répond pas à notre objectif d'une analyse à un niveau local, et n'a donc pas été
retenu. Nous nous sommes orientés vers une modélisation de type champ proche,
permettant une prise en compte explicite de la variation des principales grandeurs
physiques dans l'épaisseur de l'écoulement. Dans le cadre de la mécanique des
ﬂuides homogènes, on serait donc amené à résoudre les équations de Navier-Stokes
en y intégrant la rhéologie particulière du ﬂuide à traiter.
1.4.2 Méthodes avec maillage
Les méthodes basées sur des grilles ou des maillages, telles que les méthodes
des diﬀérences ﬁnies, des éléments ﬁnis ou des volumes ﬁnis, sont utilisées depuis
longtemps dans la simulation de problèmes de mécanique. La méthode des diﬀé-
rences ﬁnies est la plus ancienne et est très eﬃcace pour résoudre des équations
aux dérivées partielles dans le cas de géométries simples. Plus récemment, la mé-
thode des volumes ﬁnis a trouvé de nombreuses applications dans la simulation
de ﬂuides. La méthode des éléments ﬁnis est elle plutôt appliquée aux problèmes
de mécanique des solides sur des géométries complexes, bien qu'on trouve des ap-
plications en mécanique des ﬂuides. Tous ces modèles numériques reposent sur la
division de l'espace en sous-domaines de petite taille (discrétisation). Ces sous-
domaines et leurs relations réciproques déﬁnissent un maillage. Dans le cas des
diﬀérences ﬁnies, les calculs s'eﬀectuent aux noeuds du maillage. La méthode des
volumes ﬁnis repose elle sur les mailles, tandis que dans les éléments ﬁnis, la no-
tion d'élément peut combiner à la fois des valeurs aux noeuds, sur les arêtes, ou
à l'intérieur des mailles. Une fois la discrétisation eﬀectuée, les équations globales
du problème sont converties en un système d'équations dont les inconnues sont les
valeurs des variables aux points déﬁnis par le maillage. Ces méthodes ont permis
de nombreux résultats scientiﬁques et sont actuellement les méthodes dominantes
pour la simulation de problèmes concrets en recherche et en ingénierie [Anderson
et al., 1995; Chung, 2010; Versteeg and Malalasekera, 2007; Reddy and Gartling,
2010]. En particulier, ces méthodes ont été adaptées à la modélisation de ﬂuides
à seuil [Mitsoulis et al., 1993; Saramito and Roquet, 2001; Roquet and Saramito,
2003; Muravleva and Olshanskii, 2008; Syrakos et al., 2013].
Bien que leur succès soit indéniable, ces méthodes souﬀrent de limitations qui
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rendent diﬃcile leur application à certains problèmes complexes. Les diﬃcultés
rencontrées résultent presque systématiquement de l'utilisation d'un maillage. En
eﬀet, elles reposent sur la continuité du maillage, qui est une transposition de la
continuité du milieu physique simulé. Par conséquent, cela complexiﬁe la modéli-
sation de surfaces libres, de frontières ou d'interfaces mouvantes et déformables, ou
encore de grandes déformations du milieu. De plus, dans le cas de géométries com-
plexes, la création d'un maillage de qualité est une tâche qui peut devenir ardue.
Dans le cadre d'une approche eulérienne, typique des diﬀérences ﬁnies, déterminer
la localisation de la surface libre, d'une interface, ou d'une frontière mobile à me-
sure qu'elles se déplacent ou se déforment, requiert l'emploi de méthodes de type
level set ou un remaillage du domaine. Les méthodes level set ont une capacité
intrinsèquement limitée à localiser avec précision une discontinuité du milieu étu-
dié telle qu'une surface libre par exemple. Le remaillage du domaine est coûteux
en temps de calcul et peut diminuer la précision des résultats. Plus généralement,
cette approche n'est pas adaptée au suivi de l'évolution d'une grandeur physique
dans un volume se déplaçant avec l'écoulement. Dans le cadre d'une approche la-
grangienne, avec des éléments ﬁnis par exemple, les grandes déformations du milieu
nécessitent un remaillage au ﬁl de la déformation, ce qui est là aussi coûteux en
temps de calcul et peut diminuer la précision des résultats.
Nos objectifs scientiﬁques nous conduiront à simuler des écoulements présen-
tant de grandes déformations, avec un front bien déﬁni et une surface libre dont
nous souhaitons étudier avec précision la géométrie. On voit donc que les limita-
tions des méthodes avec maillage les rendent a priori mal adaptées à nos besoins,
ce qui nous conduit à orienter notre réﬂexion vers les méthodes sans maillage.
1.4.3 Méthodes sans maillage
Méthode des éléments discrets
La méthode des éléments discrets est une méthode lagrangienne largement
utilisée pour simuler notamment des écoulements granulaires [Silbert et al., 2001].
Avec cette méthode, on calcule l'interaction de particules solides soumises à des lois
de contact et de friction. Faug et al. [2002] a prouvé la capacité de cette méthode
à répondre à des objectifs très semblables aux nôtres, avec toutefois la restriction
qu'elle s'applique aisément à des milieux granulaires alors que son application à
des ﬂuides viscoplastiques semble diﬃcilement envisageable. Cette méthode est
décrite en détail au chapitre 5 dans le cadre d'une inter-comparaison entre des
écoulements de matériaux granulaires et de ﬂuides viscoplastiques interagissant
avec un obstacle.
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Méthode Smoothed Particle Hydrodynamics
La méthode SPH est basée sur l'interaction entre des particules ﬂuides qui
transportent avec elles les propriétés du matériau dans leur mouvement. Cette
méthode, inventée dans les années 70 [Lucy, 1977; Gingold and Monaghan, 1977],
a gagné progressivement en popularité dans le domaine des écoulements de ﬂuides
non-newtoniens, et en particulier dans les écoulements naturels comme les glis-
sements de terrain et les laves torrentielles. Par exemple, Shao and Lo [2003] a
présenté une variante SPH incompressible pour la modélisation de ﬂuides non-
newtoniens à l'aide du modèle rhéologique de Cross. De son côté, Rodriguez-Paz
and Bonet [2004] a introduit des modiﬁcations dans la méthode SPH standard
dans le but de modéliser des laves torrentielles. Il utilise un ﬂuide de Bingham,
mais présente d'autres modèles rhéologiques.
Parmi les exemples récents d'utilisation de la méthode SPH pour des ﬂuides
de Bingham ou de Herschel-Bulkley, on peut citer l'article de Laigle et al. [2007],
qui utilise le code sur lequel la présente étude est basée, et l'article de Minatti
and Pasculli [2011]. La méthode peut aussi être utilisée pour simuler un maté-
riau granulaire en ajoutant un critère de Mohr-Coulomb [Huang et al., 2011a,b],
un critère de Drucker-Prager [Chen and Qiu, 2012], ou encore en utilisant la loi
de Pouliquen-Jop-Forterre [Chambon et al., 2011], dans laquelle le coeﬃcient de
friction µ n'est pas constant mais dépend du nombre inertiel I de l'écoulement.
Cette méthode SPH présente a priori toutes les caractéristiques nécessaires
pour répondre à nos objectifs scientiﬁques, c'est donc celle que nous avons retenue
dans la suite de notre étude. Un travail complémentaire de validation sera toutefois
mené avant d'aborder l'étude proprement dite.
1.5 Plan de l'étude
Au chapitre 2 nous présenterons les caractéristiques générales de la méthode
SPH, son adaptation à nos objectifs et l'analyse de ses capacités à traiter des
interactions écoulement-obstacle d'une part et des écoulements de ﬂuides visco-
plastiques d'autre part.
Au chapitre 3 nous décrirons les expériences numériques réalisées, analyserons
l'allure de l'écoulement au cours de l'impact, ainsi que les champs de vitesse lo-
caux, que nous comparerons à des mesures expérimentales. Nous analyserons de
façon qualitative l'évolution de la pression d'impact au cours du temps. Ces di-
vers éléments nous permettront de mettre en évidence deux principaux régimes
d'impact en fonction des caractéristiques de l'écoulement incident.
Au chapitre 4, nous conduirons une étude quantitative de la pression exercée
sur l'obstacle. Celle-ci portera dans un premier temps sur l'évolution des pressions
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maximales observées en fonction des caractéristiques de l'écoulement incident. Elle
portera ensuite sur les mécanismes physiques à l'origine des pressions observées.
Enﬁn nous étudierons la distribution spatiale de la pression sur la face amont de
l'obstacle.
Au chapitre 5 nous mènerons une inter-comparaison entre des écoulements de
matériaux granulaires et de ﬂuides viscoplastiques interagissant avec un obstacle
en utilisant la méthode des éléments discrets et la méthode SPH respectivement.
Au chapitre 6 nous synthétiserons les principales conclusions de cette étude et




The SPH method: implementation
and suitability
As we have seen in the general goals stated in chapter 1, the purpose of this work
is to model a dam-break-type free-surface ﬂow of Herschel-Bulkley ﬂuid impacting
an obstacle, so as to describe and analyze the interaction. In particular, we are
interested in examining the pressure exerted on the obstacle.
Our study of the several numerical methods available (see section 1.4) suggests
that SPH is one of the most suitable to perform a numerical study of this problem.
In this context, we present hereafter a SPH code designed for simulating 2D free-
surface ﬂows in the vertical plane, adapt itand test its capacityto simulate
very unsteady ﬂows on the one hand and viscoplastic ﬂuids on the other hand.
After a brief history of the method, we describe the fundamental principles
of SPH, in section 2.2. Section 2.3 explains how the Herschel-Bulkley rheological
model is implemented in our code, along with the choice of pertinent parameter
values. Section 2.4 describes the implementation choices we made and the speciﬁc
features present in our code, such as the boundary conditions, pressure smoothing,
and virtual sensors. Before using the code to study the interaction of a transient
free-surface ﬂow of Herschel-Bulkley ﬂuid with an obstacle, we must ascertain
it works correctly on known test cases. To this end, the code is tested on two
benchmarks which are described in section 2.5:
 A typical benchmark consisting of a dam break of Newtonian ﬂuid, which
allows us to compare our simulations with experimental results and previous
SPH simulations.
 A free-surface Poiseuille ﬂow of H-B ﬂuid, which allows us to compare the
analytical solution for the velocity proﬁle with the one computed by our
code.
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2.1 A brief history of SPH
The SPH method is a mesh-free numerical method initially introduced by Gin-
gold and Monaghan [1977] and Lucy [1977] to study astrophysical problems. It
has since found many applications in ﬂuid dynamics [Monaghan, 1992]. Because
of its mesh-free nature, it can handle large deformations of the simulated ﬂuid. It
also handles free surfaces naturally. These characteristics are crucial when mod-
elling transient ﬂows such as ours, as the ﬂuid will spread on a long distance
with regards to its thickness, and the free surface will deform signiﬁcantly. This
makes this method particularly well suited for the simulation of the propagation
of mudﬂows [Rodriguez-Paz and Bonet, 2004; Laigle et al., 2007].
SPH has been used in the simulation of the propagation of viscoplastic ﬂows
such as landslides and avalanches [Rodriguez-Paz and Bonet, 2004; Huang et al.,
2011a], granular materials [Chambon et al., 2011] and their impact on a wall
[Huang et al., 2011b]. It has been employed in studies of the interaction of water
and mudﬂows with wall-like obstacles [Colagrossi and Landrini, 2003; Laigle et al.,
2007; Sun et al., 2010].
2.2 Principles of SPH
2.2.1 Discretization and kernel function
SPH consists in discretizing the continuous medium into particles that repre-
sent small ﬂuid elements, moving with the material velocity and carrying physical
properties such as density, pressure and stresses.
The value of a function f and its spatial derivatives can be calculated at any













f(~xj)~∇W (~x− ~xj) (2.2)
where N is the number of SPH particles, and mj, ρj, ~xj are the mass, density and
position of particle j. W is the smoothing kernel function. Our code uses a cubic
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spline kernel [Morris et al., 1997]:






if s < 1,
1
4
(2− s)3 if 1 ≤ s < 2,
0 if s ≥ 2,
(2.3)
where s = |~x|/hs, and C = 107pih2s is a normalization constant. The smoothing length
hs is a parameter that determines the maximal distance at which a particle can
interact with one of its neighbors (2hs, see Fig. 2.1). In our simulations, it is set at
a constant value of hs = 1.2δ, where δ is the initial spacing of the particles. This
value is chosen so that a particle interacts with approximately 20 neighbors. We
will refer to the initial spacing δ also as the dimension of the particles, given that




Figure 2.1  SPH kernel function. The blue particles, whose centers are inside the
kernel support, are the neighbors of the red particle.
2.2.2 SPH implementation of the Navier-Stokes equations
Our code solves the classical Navier-Stokes equations for a ﬂuid, which are:
dρ
dt










div τ + ~g (2.5)
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where ρ is the density of the ﬂuid, ~u the local velocity of the ﬂuid and D~u/Dt its
material derivative, σ is the total stress tensor, τ is the deviatoric stress tensor, P
is the local pressure, and ~g is the gravity. These equations (2.4)-(2.5) are solved
in two dimensions, in a vertical plane. While some SPH implementations enforce
an incompressible ﬂuid [Shao and Lo, 2003], we chose to use the more classical
SPH method wich is based on the assumption of a weakly compressible ﬂuid.
Comparisons of the two methods have been made by Lee et al. [2008] and Hughes
and Graham [2010].
A ﬂux term, introduced by Ferrari et al. [2009], is added to the classical SPH































































where ~eij is a unit vector pointing from particle i to particle j, Wij = W (~xi − ~xj),
c is the speed of sound, and indices α and β refer to Cartesian coordinates.
2.2.3 Computation of the pressure
SPH relies on an equation of state to compute the pressure P . Our code uses
the following equation of state:
P = c2(ρ− ρ0), (2.8)
where ρ0 is a reference density. ρ0 = 1000 kg/m3 in our case. This equation of
state has been used previously on viscous ﬂows with good results [Morris et al.,
1997; Fang et al., 2009]. See also [Chambon et al., 2011] for a discussion of various
equations of state used in previous studies. The value of c must be chosen so that
the artiﬁcial compressibility is negligible. The compressibility of the ﬂuid is given








where ρ is the density of the ﬂuid, and M is the Mach number deﬁned here as the
ratio between the maximum ﬂuid speed umax and the speed of sound c.
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Given that we do not expect our ﬂows to reach velocities higher than 1.5 m/s (a
value derived from the data of Tiberghien [2007]), we determined that c = 150 m/s
is a good choice, as it ensures that the compressibility is smaller than 0.1.
2.3 Modelling Herschel-Bulkley ﬂuids in SPH
2.3.1 Implementation of the rheological model
The rheology of muddy debris ﬂows can be described by the Herschel-Bulkley
model [Coussot, 1994], in which the norm of the deviatoric stress tensor τ is given
by the following equation:{
|τ | = τc +Kγ˙n if γ˙ 6= 0,
|τ | ≤ τc otherwise,
(2.10)
where τc is the yield stress, K is the consistency and n the power-law index of the
Herschel-Bulkley ﬂuid. γ˙ =
√
2tr ε˙2 is the shear rate, where ε˙ is the strain rate
tensor.
To simulate a Herschel-Bulkley ﬂuid, we introduce an apparent dynamic vis-
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and the deviatoric stress is then τ = 2ηappε˙.
2.3.2 Viscosity ceiling ηmax
Let us consider what happens when the shear rate γ˙ goes to zero. Ideally, the
apparent viscosity ηapp would be inﬁnite and the ﬂuid would not move. However,
the code cannot deal with an inﬁnite value of ηapp. Moreover, large values of
the viscosity would lead to very small time steps, and thus very long simulation
runtimes. To solve these problems, we introduce a maximum viscosity ηmax:
τ = 2 min(ηapp, ηmax)ε˙, (2.13)
meaning that for small values of γ˙, the ﬂuid behaves like a highly viscous New-
tonian ﬂuid [Lachamp, 2003]. In such cases, we want the residual velocity of the
ﬂuid to be much smaller than the typical velocity of the ﬂows we will simulate.
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Our ﬂows are free-surfaces ﬂows on a slope. For a Newtonian ﬂuid, this is equiv-
alent to the lower half of a Poiseuille ﬂow between two plates. We can calculate













where z is the vertical position, h is the ﬂuid height, θ is the slope angle, and η












The ﬂows we want to simulate are derived from the experiments of Tiberghien
[2007]. They are characterized by ﬂow heights of roughly h = 30 mm, an average
slope of about 7° and velocities of around 0.5 m/s. Therefore, a value of ures <
0.0005 m/s will keep the error below 1, which is more than enough. By plugging
these numbers into the above equation, we obtain a value ηmax ≈ 1000 Pa.s. We
will use this value in all the simulations of Herschel-Bulkley ﬂuid ﬂows presented
in this work.
2.4 Implementation and features of our code
2.4.1 Boundary conditions
The SPH method was initially desgined for simulating astrophysical problems
without solid boundaries. Over the years, several techniques have been proposed
[Liu et al., 2012], and the implementation of solid boundaries is still the subject of
much discussion. In our code, the boundaries are made of two rows of ﬁxed SPH
particles similar to those that constitute the ﬂuid, but with speciﬁc properties.
To prevent the penetration of ﬂuid into the boundary, each boundary particle k
interacting with a ﬂuid particle i is given a virtual velocity ~u⊥k opposite to ~u⊥i
in the direction normal to the boundary. For no-slip boundary conditions, the
velocity component ~u//k is opposite to ~u//i, and for free slipping, ~u//k = ~u//i. In
our case, to better approach natural conditions of a highly viscous ﬂuid ﬂowing
over a rough bottom, we use no-slip conditions (see Fig. 2.2). Boundary particles
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Figure 2.2  Boundary conditions implementation. To prevent wall penetration
and slipping, the boundary particles are given a virtual velocity opposite to the
ﬂuid particle.
are also given a virtual density to ensure that the hydrostatic pressure gradient is
continuous across the boundary:






Once the acceleration ~a of every particle is computed with equation (2.5), it
is integrated over time to yield the velocity of the particles, while the velocity is
used to compute the new positions of the particles, and equation (2.4) to compute
the new density.










Various methods exist for performing the timewise integration, both explicit
[Monaghan, 1985, 1989, 1992] and implicit [Bonet and Kulasegaram, 2001]. In our
code, the timewise integration is performed using a scheme equivalent to a leapfrog
scheme [Monaghan, 2000]. Using initial values ~an−1, ~un−1, ~xn−1, Dn−1 and ρn−1, a
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predictor step is made ﬁrst:
~u∗ = ~un−1 + ~an−1∆t (2.22)
~xn = ~xn−1 +
1
2
(~u∗ + ~un−1)∆t (2.23)
ρ∗ = ρn−1 +Dn−1, (2.24)
new values ~an and Dn are computed, and a corrector step yields the ﬁnal values
of ~un and ρn:
~un = ~u∗ +
1
2
(~an − ~an−1)∆t (2.25)




The time step ∆t has to be carefully chosen to ensure the stability of the
integration scheme. The following condition must be satisﬁed:


















where the minimum value is computed over all particles i. This criterion takes
into account the Courant-Friedrichs-Lewy condition, the magnitude of particle
accelerations, viscous diﬀusion, and the variation of particle density [Lachamp,
2003].
2.4.3 Pressure ﬁeld smoothing
Because SPH is prone to numerical noise in the pressure ﬁeld (even with a
diﬀusion term in the mass conservation equation (2.6)), that is mostly due to the
propagation of sound waves in the medium, we have to implement ways to ﬁlter
it. To help remove this noise, the code implements a periodical smoothing: every
20 time steps, the average density of all the neighbors, i.e. all particles within a
distance 2hs of a particle i (including particle i itself), is computed and attributed
to particle i [Chambon et al., 2011]. This eﬀectively smoothes local variations of
the pressure.
The periodicity at which the smoothing is performed must not interfere with
the typical durations of the phenomena we want to study (pressure peaks in par-
ticular). In the case of our simulations, the typical periodicity of the smoothing
is 10−5 s. We will see in chapter 3 that the shortest pressure peaks we simulate
in the framework of this study have a duration greater than 10−3 s, which is well
above the smoothing period. Therefore the pressure smoothing should not impact
too badly the capacity of the code to capture the pressure peaks.
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2.4.4 Virtual sensors and proﬁles
One of the main goals of this work is to compute the pressure of the ﬂuid in the
vicinity of the obstacle. To this eﬀect, we use virtual sensors and proﬁles, initially
introduced by Lachamp [2003].
Sensors are constituted of rectangular areas of the simulation domain over
which various properties of the ﬂuid are computed and saved to a ﬁle every N
time steps. These properties include the average pressure, velocity, density and
height of the ﬂuid. These average values are computed over all the particles whose
centers are located inside the boundaries of the sensor. This is the method we
will use to compute the pressure on the wall, either at a given location (in which
case the height of the sensor is equal to 10 mm, which is the height of the physical
sensor used in ﬂume experiments by Tiberghien [2007]), or on the whole obstacle
(in which case the vertical extent of the sensor matches the height of the wall). We
have not used sensors with a height smaller than 8δ because proﬁles (see below)
are more adapted to such use cases. The width of the sensor along the x-axis
is set equal to 4δ in most simulations, so as to encompass enough particles to
smooth out pressure instabilities near the wall. However, because the extent of
pressure peaks on the obstacle is limited to a small region near the wall, including
particles further oﬀ, whose pressures are lower, may have the eﬀect of decreasing
the measured pressure value. We have to try to take this eﬀect into account to
extrapolate an accurate value for the pressure at the wall. The relation between
the sensor thickness and the measured pressure is examined in the convergence
study presented in Section 4.1.
Proﬁles are another way to output data: a rectangular zone, generally much
longer on the z-axis than on the x-axis, is deﬁned at a chosen location. This region
is divided along the vertical axis into a series of small sensors, each corresponding
to one data point of the vertical proﬁle. Then, at regular time intervals, a mea-
surement is produced: average values of the pressure and velocity are computed
over the particles that are located inside the proﬁle sensors, during 10 time steps
(to smooth out possible ﬂuctuations). The values are stored in a text ﬁle. This
second method will be used to compute pressure proﬁles on the wall as well as
velocity proﬁles in the ﬂuid.
An alternative to these sensors consists in measuring the pressure of SPH par-
ticles within the boundary. This technique was used for instance by Ferrari et al.
[2009]. In section 2.5.1, we will notably compare the pressure records obtained us-
ing our sensors with those obtained by Ferrari et al. [2009] in identical conditions.
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Figure 2.3  Particle insertion algorithm. The initial locations of the SPH parti-
cles are stored (grey grid). The presence of particles in the grid cells is checked
regularly. If a cell is empty, a particle is inserted.
2.4.5 Particle insertion
One of our goals is to simulate a semi-permanent ﬂow, consisting of a moving
front followed by a steady ﬂow (in accordance with [Tiberghien, 2007], see also
section 3.1). To do so, a volume of ﬂuid is stored in a tank, and ﬂows through an
opening at its bottom. To ensure that the head is constant, the level of ﬂuid inside
the tank is kept constant. This is realised in our code by inserting particles at a
regular interval, when a decrease in ﬂuid level is detected. The insertion algorithm
relies on the initial distribution of the particles in the tank. At the beginning of
the simulation, the particles that constitute the initial volume of ﬂuid are placed
on a square grid, spaced by a distance δ (the impact of the intial disposition of
the particles has been tested by Chambon et al. [2011]). The initial positions are
stored in an array, and the presence of SPH particles at these positions is checked
regularly (every 1000 time steps). If there is no particle within ±δ/2 of the checked
location, a new particle is inserted, or, if available, a particle previously removed
from the computational domain is relocated (see Fig. 2.3).
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Figure 2.4  Experimental setup of the dam break benchmark [Zhou et al., 1999].
H1 and H2 are the two water depth probes, P is the pressure sensor.
2.5 Validation
Before using the code to study the interaction of a transient free-surface ﬂow
of Herschel-Bulkley ﬂuid with an obstacle, we must ascertain it is able to simulate
very unsteady ﬂows on the one hand and viscoplastic ﬂuids on the other hand. To
this end, the code is tested on two benchmarks:
 A dam break of Newtonian ﬂuid, which allows us to compare our simulations
with experimental results and previous SPH simulations.
 A free-surface Poiseuille ﬂow of H-B ﬂuid, which allows us to compare the
analytical solution for the velocity proﬁle with the one computed by our
code.
2.5.1 Dam Break
The dam break test case is a classical benchmark used to verify that a code is
able to reproduce the propagation of a transient ﬂow of newtonian ﬂuid. The dam
break experiment by Zhou et al. [1999] (using water) also includes impact pressure
measurements on a rigid wall. These experimental data, previously compared to
numerical results by Colagrossi and Landrini [2003] and Ferrari et al. [2009], are
here compared to our own results.
Figure 2.4 shows the experimental setup of Zhou et al. [1999]. In this experi-
ment, a reservoir of water of dimensions H = 0.6 m and L = 2H is closed by a ﬂap.
At t = 0 s, the ﬂap is lifted instantly and the water ﬂows on a dry deck towards
a plate located at a distance xp = 5.367H of the left wall. Depth probes H1 and
H2 are located along the path of the ﬂow, at xH1 = 3.713H and xH2 = 5.542H, to
measure the height of the water. These sensors are capacitive wave gages which
are sensitive to the wetted portion of the wire, and may thus indicate a water level
lower than the maximum height reached by the water, in the presence of an en-
39
trapped air cavity [Colagrossi and Landrini, 2003]. A circular pressure transducer
P is present on the impact plate. It has a diameter of 90 mm (0.15H) and its
center is located 160 mm (0.267H) above the deck.
This experiment was reproduced using our code with a particle spacing δ =
10 mm. To simulate water, the density and viscosity of the ﬂuid are set to ρ =
1000 kg/m3 and η = 10−3 Pa s. Dimensionless time is deﬁned as t∗ = t(g/H)1/2.
The computed height of the ﬂuid at the location of the two depth probes is
shown on Figure 2.5 along with the experimental measurements and the results of
Colagrossi and Landrini [2003] and Ferrari et al. [2009]. The results by Colagrossi
and Landrini [2003] show the eﬀective water thickness, obtained by removing the
height of entrapped air cavities if present. Ferrari et al. [2009] did not perform
this correction. We show both the maximum height water reaches (thick line), and
the eﬀective height (thin line). Our code performs as well as the previous SPH
implementations, in fact giving near identical results until after the impact with
the wall, when a wave ﬂows back towards the left side of the deck (at t∗ ≈ 6).
Some discrepancies are found with the experiments, some of which may be
caused by the fact that our simulations are only 2D, while 3D eﬀects can appear
in breaking waves, as shown by Dalrymple and Rogers [2006].
The pressure computed on the plate is shown on Figure 2.6. In our code, the
pressure transducer is modelled with a sensor box whose vertical extent is the same
as the diameter of the one used in the experiments (90 mm), and its thickness is
equal to the particle dimension δ = 10 mm. Once again, our results are pretty
similar to previous modellings. We do not recover the ﬁrst impact (around t∗ ≈ 3)
as well as Colagrossi and Landrini [2003]. It should be noted that Ferrari et al.
[2009] measured the pressure at z = 80 mm, z = 100 mm and z = 120 mm. These
positions are below the actual center of the pressure transducer (z = 160 mm).
Given that we do not have their results at the transducer center, we chose to present
the values computed at z = 120 mm, which are closest to the transducer center,
We can assume that their implementation would underestimate the pressure with
regards to the experiments. Indeed, if we place our virtual sensor lower, we get
higher values and thus obtain a better ﬁt with the experimental data.
After the initial peak, the pressure rises on our sensor and gets in close agree-
ment with the experiments. As in previous simulations, the second peak (t∗ ≈ 6)
is late in comparison to the experiment, but we recover its amplitude better than
Colagrossi and Landrini [2003]. Another peak (t∗ ≈ 8) appears in both Colagrossi's
and our simulation, which does not show up in the experimental data.
Overall, our data are in good agreement with the experiment, which means our
code is capable of simulating a transient ﬂow of newtonian ﬂuid and its interaction
with a rigid structure. It provides a good prediction for the impact pressure and
for the movement of the water.
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SPH, Ferrari et al.
Free-surface SPH,
Colagrossi & Landrini
(a) Water depth at H1














Exp., Zhou et al.
SPH, Ferrari et al.
Free-surface SPH,
Colagrossi & Landrini
(b) Water depth at H2
Figure 2.5  Water height measured by the two water depth probes. The thick
blue line shows our SPH results for the total water height, the thin blue line
is the water height minus air cavities, the black triangles are the experimental
measurements by Zhou et al. [1999], the red dashed line is the height computed in
SPH by Ferrari et al. [2009], and the green dotted line shows the free-surface SPH
results by Colagrossi and Landrini [2003].
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Exp., Zhou et al.
SPH, Ferrari et al.
Free-surface SPH,
Colagrossi & Landrini
Figure 2.6  Pressure measured by sensor P on the impact plate. The solid blue
line shows our SPH results, the black triangles are the experimental measurements
by Zhou et al. [1999], the red dashed line is the pressure computed at z = 120 mm
in SPH by Ferrari et al. [2009], and the green dotted line shows the free-surface
SPH results by Colagrossi and Landrini [2003].
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2.5.2 Free-surface ﬂow of a Herschel-Bulkley ﬂuid
After having veriﬁed that the code is able to simulate transient ﬂows of newto-
nian ﬂuids, and that the computed pressure is accurate, another benchmark was
modelled with our code to test the numerical implementation of the rheological
model.
The benchmark consists in reproducing a steady ﬂow of a Herschel-Bulkley ﬂuid
on a slope, and comparing the computed velocity proﬁle along the z-axis with the
analytical solution for a free-surface Poiseuille ﬂow with the same rheology [Chen,
1988]. For such a ﬂow, a plug forms above a sheared zone of thickness:
h0 = h− τc
ρg sin θ
, (2.28)
where h is the total height of the ﬂuid and θ is the slope angle.



















, 0 ≤ z ≤ h0. (2.30)
The setup used is identical to the one described in section 3.1, derived form
the experiments of Tiberghien [2007]. The rheological characteristics of the ﬂuid
are τc = 4.9 Pa, K = 3.6 Pa sn, n = 0.42. The particle spacing is δ = 1.25 mm,
to provide a ﬁne enough description of the sheared zone without needing too
much computation time. For a slope of 5° we computed an average ﬂuid height
of h = 32.5 mm, which is equal to 26δ. The theoretical proﬁle corresponding to
this ﬂuid height is shown on ﬁgure 2.7 along with the numerical results. Because
of the ﬁnite dimension of the particles, there is an uncertainty on h. To take
this uncertainty into account, analytical solutions for h ± δ are traced in dashed
lines. Even when the steady regime is reached, we observe a slight instability of
the simulated ﬂow leading to a slight variability on ux. This variability is taken
into account by computing three proﬁles at a one-second interval. The red dots
correspond to the average value of the velocity over the three proﬁles, while the
error bars show the minimum and maximum values.
The agreement is good, considering the small number of particles present in
the sheared layer of the ﬂuid (approximately 19, because of computation time
constraints). It must also be noted that one of the sources of the uncertainty
on ux is the sensitivity of uplug to the ﬂuid height. Indeed, on ﬁgure 2.7, we see
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Figure 2.7  Velocity proﬁle of a free-surface ﬂow of H-B ﬂuid. The solid blue line
shows the theoretical value of ux, the dashed blue lines are additional analytical
solutions that take into account the variability (±δ) in ﬂuid height h, the red
dots are the values of ux computed by SPH, with error bars that represent the
variability of ux over time.
that a variation (±δ) of less than 4% in ﬂuid height h leads to a variation of
20% in uplug. This sensitivity is inherent to shear-thinning Herschel-Bulkley ﬂuids
(n < 1). It can also lead to ﬂuctuations and instabilities in the ﬂow, such as roll
waves [Coussot, 1994].
2.6 Conclusion
In this chapter, we brieﬂy presented the history of the SPH method in sec-
tion 2.1. We then described the mathematical principles behind the method and
the equations it is designed to solve (section 2.2). Section 2.3 explained how we
implemented the Herschel-Bulkley rheological model. In section 2.4, we detailed
our choices of implementation and the various features speciﬁc to our code: bound-
ary conditions, time-stepping algorithm, pressure ﬁeld smoothing, virtual sensors,
virtual proﬁles, and particle insertion algorithm. Finally, in section 2.5, we studied
the capacity of the code to meet the requirements listed in our general objectives.
To do so, we validated our code on two benchmark cases. The ﬁrst benchmark was
the simulation of a dam break of water, followed by the impact of the front of the
water ﬂow on a wall. We compared our simulations to experimental data by Zhou
et al. [1999] and numerical results by Colagrossi and Landrini [2003] and Ferrari
et al. [2009]. The agreement between our numerical data and both the experi-
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mental and numerical results was very good. The second benchmark was aimed
at testing the implementation of the Herschel-Bulkley rheology. We simulated a
free-surface ﬂow of H-B ﬂuid down a slope and compared the velocity proﬁle inside
the ﬂuid with an analytical solution. We found that the agreement between the
two was good.
The benchmarks have shown that the code gives satisfactory results when sim-
ulating transient free-surface ﬂows, impacts on a rigid wall, and steady ﬂows of
Herschel-Bulkley ﬂuids. We can now use it with reasonable conﬁdence for mod-





Nous avons vu au chapitre précédent comment est conçu le code SPH que
nous utilisons pour nos simulations, notamment les méthodes mises en ÷uvre pour
modéliser correctement un matériau rhéoﬂuidiﬁant à seuil. Nous avons vériﬁé que le
code est capable de reproduire des écoulements transitoires interagissant avec une
structure ainsi que des écoulements permanents de ﬂuide de Herschel-Bulkley. Il est
temps à présent d'aborder la réalisation des expériences en canal numérique, dont
l'objectif est de permettre une analyse ﬁne des caractéristiques d'un écoulement
de ﬂuide viscoplastique impactant un obstacle rigide. Nous décrirons d'un point
de vue phénoménologique les observations réalisées sur les écoulements simulés et
tâcherons de mettre en évidence les caractéristiques générales des diﬀérents régimes
d'impact rencontrés.
Dans ce chapitre, nous présenterons en détail le canal virtuel utilisé, ainsi que
les paramètres rhéologiques choisis pour le ﬂuide (section 3.1), de manière co-
hérente avec les expériences en laboratoire réalisées par Tiberghien [2007]. Nous
observerons dans un premier temps la géométrie des écoulements (section 3.2),
et notamment le champ de vitesse à l'amont de l'obstacle (sous-section 3.2.1).
Enﬁn nous étudierons l'évolution temporelle de la pression exercée sur l'obstacle
(section 3.3). Pour chacun de ces axes d'étude, nos résultats seront comparés aux
résultats expérimentaux de Tiberghien [2007].
3.1 Domaine et paramètres de simulation
Le domaine de simulation utilisé est dérivé du canal expérimental utilisé par
Didier Tiberghien lors de sa thèse à Irstea [Tiberghien, 2007]. Le dispositif expé-
rimental, schématisé sur la ﬁgure 3.1, était constitué d'un canal de 4 m de long et
0.3 m de large, inclinable de 0° à 10° par pas de 0.1°. En haut de ce canal était situé












Figure 3.1  Schéma du canal expérimental utilisé par Tiberghien [2007].
lui-même alimenté par une cuve. Le réservoir était doté d'un double compartiment
( sas ) visant à atténuer les ﬂuctuations dans l'alimentation, ainsi que d'un
système de surverse permettant de conserver un niveau de liquide constant. Le
liquide contenu dans le réservoir se déversait dans le canal par une vanne à ouver-
ture réglable. Le niveau de liquide constant au-dessus de cette vanne permettait
d'obtenir un débit d'alimentation constant. Ce dispositif permettait d'obtenir la
propagation d'un front suivi d'un écoulement quasi-permanent d'épaisseur h. À
3.04 m en aval de la vanne était placé l'obstacle : un mur rectangulaire bloquant
l'écoulement dans toute sa largeur. Sa hauteur, H, était ajustée à l'aide de cales
aﬁn de maintenir un nombre d'aspect h/H = 0.86 constant d'une simulation à
l'autre. Une pompe permettait de vider la cuve inférieure dans la cuve supérieure
pour assurer une circulation permanente du ﬂuide.
Dans nos simulations, nous n'avons pas modélisé les sas et le système de sur-
verse, car nous pouvons contrôler ﬁnement l'alimentation en ﬂuide et maintenir
un débit d'alimentation constant, en insérant des nouvelles particules SPH comme
décrit au chapitre précédent (section 2.4.5). Comme dans l'expérience en labora-
toire, la longueur du réservoir est de 0.62 m (voir ﬁgure 3.2). L'angle du canal est
modiﬁé en changeant la direction de la gravité ~g.









Figure 3.2  Instantané d'une simulation réalisée avec le canal virtuel.
son, simulé un premier écoulement sans obstacle aﬁn de déterminer son épaisseur
h loin du front. Puis nous avons placé l'obstacle de hauteur H = h/0.86 et réalisé
la simulation de l'écoulement avec obstacle. Ce choix de nombre d'aspect est en
accord avec les hauteurs d'écoulement typiques observées sur le terrain et la taille
des ouvrages de protection [Tiberghien, 2007].
Lors de la simulation avec obstacle, des enregistrements de la pression calculée
le long du mur amont de l'obstacle sont eﬀectués, et des instantanés contenant la
position, la vitesse, et la pression (entre autres) de chaque particule sont sauve-
gardés toutes les 0.05 s de temps simulé.
Un ensemble de scripts écrits en Python permet de traiter les données brutes
et d'analyser les résultats.
Aﬁn d'avoir un critère de comparaison entre les expériences numériques, les
expériences en canal, et des écoulements de terrain, nous ne nous baserons pas
uniquement sur la pente du canal, mais nous utiliserons aussi la valeur du nombre
de Froude de l'écoulement. Ce nombre sans dimension caractérise l'importance
relative de l'énergie cinétique de l'écoulement et de l'énergie potentielle gravita-
tionnelle. Nous adoptons ici la déﬁnition proposée par Tiberghien [2007] dans le





où ufront est une vitesse moyenne du front calculée entre l'ouverture du réservoir
et l'impact sur l'obstacle, h est l'épaisseur du ﬂuide et θ est la pente du canal.
Deux ensembles de simulations ont été réalisés : une première série pour la-
quelle nous avons essayé de nous caler sur les expériences de Tiberghien [2007]
pour retrouver les valeurs mesurées en laboratoire, et une deuxième série où les
simulations ont été menées de manière indépendante.
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3.1.1 Première série : Essais de calage sur les expériences
Dans une première partie de ce travail de thèse, nous avons cherché à caler
nos simulations sur les expériences en canal de Tiberghien [2007], en cherchant à
obtenir des valeurs les plus proches possibles pour deux grandeurs caractéristiques :
la vitesse du front ufront et l'épaisseur h de l'écoulement.
Pour chaque expérience de laboratoire dont nous avions les mesures, nous avons
réalisé des simulations en ﬁxant l'inclinaison du canal (ﬁgure 3.2) à une valeur
identique à celle de l'expérience, et nous avons fait varier les paramètres suivants :
 Charge dans le réservoir : La hauteur de ﬂuide dans le réservoir joue grande-
ment sur la vitesse du front de l'écoulement. En l'absence d'indications pré-
cises sur sa valeur dans les expériences, nous avons procédé par essai-erreur
et déterminé qu'une valeur entre 30 mm et 50 mm convenait pour simu-
ler des valeurs de ufront et h compatibles avec les données expérimentales.
Notons que cette valeur de charge est très certainement bien inférieure à
celle utilisée au laboratoire. Mais des valeurs plus élevées de la charge dans
notre réservoir numérique conduisent systématiquement à des vitesses de
front trop élevées.
 Ouverture de la vanne : L'ouverture au bas du réservoir joue à la fois sur
l'épaisseur de l'écoulement et la vitesse du front. La valeur précise de l'ou-
verture utilisée dans les expériences n'était pas connue, mais on peut estimer
qu'elle était proche de l'épaisseur du ﬂuide (environ 20 mm à 40 mm dans
les expériences). Nous avons ajusté cette valeur entre 20 mm et 30 mm
suivant les simulations.
 Rhéologie du ﬂuide : L'ajustement des paramètres précédents n'étant pas
toujours suﬃsant pour simuler des valeurs de ufront et h compatibles avec
les expériences, nous avons choisi de faire varier la contrainte seuil τc et
la consistance K du ﬂuide autour des paramètres d'origine τc = 4.9 Pa,
K = 3.6 Pa sn, n = 0.42. Ce choix est acceptable dans la mesure où
l'incertitude sur ces paramètres peut atteindre, voire dépasser, 20%.
Les simulations réalisées dans ces conditions ont permis d'obtenir des résultats
encourageants et de réaliser un ensemble de comparaisons initiales entre résultats
expérimentaux et numériques. Cependant, les ajustements réalisés (charge, ouver-
ture de la vanne et rhéologie) pour chaque simulation sont arbitraires et impos-
sibles à systématiser d'une expérience à l'autre. Les limitations de cette méthode
de calage ne sont pas satisfaisantes d'un point de vue scientiﬁque, car plusieurs
paramètres varient simultanément d'une simulation à l'autre, nous empêchant des
les comparer entre elles.
Pour résoudre ce problème, nous avons décidé de réaliser une nouvelle série de
simulations indépendantes des expériences en laboratoire.
50
3.1.2 Deuxième série : simulations indépendantes
Dans cette deuxième série de simulations, on ne cherche plus à reproduire
à l'identique les expériences de Tiberghien [2007]. On en conserve toutefois le
principe et l'ordre de grandeur des variables caractéristiques. L'objectif ici est
de conduire une étude des écoulements en fonction de la pente du canal, tous les
autres paramètres (rhéologie, ouverture de la vanne, charge dans le réservoir) étant
ﬁxés. De cette manière, on peut comparer les simulations entre elles, de manière
rigoureuse.
L'ouverture par laquelle le ﬂuide s'écoule dans le canal est ﬁxée à 25 mm, et
la charge dans le réservoir est ﬁxée à 50 mm. Aﬁn de réduire le temps de calcul,
l'obstacle a été placé à l'abscisse x = 2 m, soit à 1.38 m du réservoir au lieu
de 3.04 m, aﬁn que l'impact se produise plus tôt. Les paramètres du modèle de
Herschel-Bulkley sont identiques à ceux du Carbopol employé dans les expériences :
τc = 4.9 Pa, K = 3.6 Pa sn, n = 0.42. La gamme d'inclinaisons étudiées dans cette
série de simulations va de 3° à 16°, ce qui correpond à une gamme de valeurs de
Fr entre 0.52 et 2.88.
Sauf mention contraire, tous les résultats présentés dans la suite de ce travail
sont issus de cette série de simulations.
3.2 Caractéristiques locales des écoulements
Avant d'examiner la dynamique des écoulements, nous allons décrire dans cette
partie leur géométrie et leur cinématique. L'observation de l'interaction entre le
ﬂuide viscoplastique et l'obstacle va mettre en évidence des phénomènes parti-
culiers qui nous permettront d'orienter notre étude vers les grandeurs les plus
pertinentes, que nous pourrons alors analyser plus en détail.
3.2.1 Mise en évidence de deux régimes d'impact
Nous nous appuyons ici sur les ﬁgures 3.3 à 3.6 tirées de simulations réalisées
dans les conditions décrites à la section 3.1.2. Aﬁn de mieux voir l'évolution de la
vitesse avec l'augmentation de la pente du canal, ces quatre graphiques partagent
la même échelle de couleurs. Ils correspondent à des sauvegardes eﬀectuées au
cours des simulations.
On constate que pour les plus faibles pentes, entre 3° et 7°, illustrées par la
ﬁgure 3.3, l'impact du ﬂuide sur l'obstacle se fait de manière assez douce : le
niveau du ﬂuide monte graduellement le long de la face amont et ﬁnit par surverser
au-dessus de l'obstacle (pas de décollement de l'écoulement au-dessus de la face
supérieure). Un ressaut se propage vers l'amont, et il se forme au pied du mur
amont une zone de ﬂuide de vitesse faible ou nulle qui est d'autant plus étendue que
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la pente est faible. Nous appellerons cette zone la zone morte, et nous dirons qu'aux
faibles pentes nous sommes en régime de zone morte. Le ﬂuide en mouvement glisse
sur cette zone stagnante qui agit comme un tremplin. Cette observation est en
accord avec les résultats de Tiberghien et al. [2007]; Armanini and Scotton [1993];
Zanuttigh and Lamberti [2006].
Pour les plus fortes pentes, au-dessus de 8°, illustrées par la ﬁgure 3.6, l'impact
sur l'obstacle est beaucoup plus violent. Dans ce cas un jet vertical se forme lors
de l'impact. Une zone morte se forme, mais sa taille est plus réduite qu'aux faibles
pentes. Derrière le premier impact, on continue à observer un jet (décollement
de l'écoulement au-dessus de la face supérieure de l'obstacle) dont l'angle avec
l'horizontale diminue puis se stabilise lorsque l'écoulement devient permanent. Ce
régime d'impact sera appelé régime de jet.
Aux pentes intermédiaires, illustrées par les ﬁgures 3.4 et 3.5, on observe une
transition entre ces deux régimes. Sur la ﬁgure 3.4, à 7°, le jet formé à l'impact
retombe en grande partie du côté amont de l'obstacle, tandis que sur la ﬁgure 3.5,
à 8°, le jet initial a suﬃsamment de vitesse pour dépasser l'obstacle.
Sur les ﬁgures 3.3 à 3.6, on note que les zones isovitesse (bandes de couleur
identique sur les graphiques), une fois l'écoulement établi, sont plus courbées et
plus resserrées à mesure que la pente augmente. Presque parallèles au fond sur la
dernière image de la série 3.3, elles forment un angle d'environ 20° sur la ﬁgure 3.6.
En parallèle, on observe que plus la pente augmente, plus la longueur de la zone
morte diminue. La taille de la zone morte apparaît donc comme un facteur essentiel
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Figure 3.6  Champs de vitesse à diﬀérents instants de la simulation pour θ = 12°,
Fr = 2.22
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3.2.2 Longueur de la zone morte
Ici nous nous concentrons sur l'étude de la longueur de la zone morte localisée
au pied de l'obstacle lorsque l'écoulement permanent est atteint. En particulier,
nous cherchons à étudier son évolution en fonction de la pente. Cette zone morte
est déﬁnie comme étant une zone de ﬂuide à l'arrêt. Toutefois, les limitations de la
méthode SPH, tant au niveau de l'espacement des particules que nous ne pouvons
pas diminuer arbitrairement, que dans la diﬃculté à forcer une condition de non-
glissement à la paroi, rendent diﬃcile l'utilisation d'un critère sur la vitesse locale
du ﬂuide : la vitesse des particules qui longent la paroi inférieure du domaine est
surestimée, ce qui conduit alors à négliger la partie de la zone morte qui est la
plus lointaine de l'obstacle. Néanmoins, nous avons observé dans nos simulations
que cette zone morte agit comme un tremplin qui dévie l'écoulement en amont
de l'obstacle. Cette déviation se traduit par une inﬂexion de la surface libre de
l'écoulement. Nous appelons la zone dans laquelle la forme du ﬂuide est modiﬁée
par la présence de l'obstacle la zone d'inﬂuence. C'est en étudiant la longueur de
cette zone d'inﬂuence de l'obstacle sur la surface libre que nous allons caractériser
la longueur de la zone morte LDZ . Une approche similaire, portant sur du matériau
granulaire, a été proposée par Faug et al. [2002] (voir également chapitre 5). La
ﬁgure 3.7 montre comment nous avons procédé pour estimer LDZ à partir de la
rupture de pente de la surface libre de l'écoulement.
Les longueurs mesurées sont tracées sur la ﬁgure 3.8. LDZ est adimensionnée
par la hauteur H de l'obstacle. On constate qu'aux plus faibles pentes, l'étendue de
la zone morte est considérable puisqu'elle atteint 25 fois la hauteur de l'obstacle.
Elle se réduit de manière très visible jusqu'à ce que l'inclinaison atteigne 8°. La
zone morte atteint ensuite quasiment sa taille minimale et sa longueur diminue
très lentement en fonction de la pente, ce qui se traduit par une inﬂexion marquée
de la courbe à 8°. Cette valeur de pente, qui correspond à une valeur du nombre
de Froude Fr ≈ 1.5, concorde avec la transition vers le régime de jet.
Ces observations sont cohérentes avec les résultats obtenus par Tiberghien
[2007], qui a observé lui aussi deux régimes présentant des caractéristiques si-
milaires à celles que nous avons décrites ici. La transition entre les régimes de zone
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Figure 3.7  Détermination de la longueur de la zone morte LDZ sur un instantané
de simulation.
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Figure 3.8  Longueur de la zone morte rapportée à la hauteur de l'obstacle H,
en fonction de l'inclinaison θ du canal numérique.
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3.2.3 Comparaison des champs de vitesse simulés et expé-
rimentaux, en régime de zone morte
Les ﬁgures 3.9 à 3.15 présentent, côte à côte, les champs de vitesse calculés
et ceux mesurés par PIV des sept expériences pour lesquelles nous disposions
des mesures. Nous avons aussi calculé les diﬀérences absolues de vitesse entre
expériences et simulations. Les mesures ont été eﬀectuées après que l'écoulement
a impacté l'obstacle, quand la zone morte est bien établie. Toutefois, nous avons
pu constater, dans la série d'enregistrements dont nous disposions, que la vitesse
moyenne augmentait légèrement d'une mesure PIV à l'autre. Le régime permanent
n'était donc pas parfaitement atteint.
Avant de pouvoir comparer mesures PIV et champs calculés, nous avons dû
retraiter les ﬁchiers de PIV bruts. En eﬀet, chaque enregistrement PIV présentait
de nombreux points erronés (valeurs manquantes ou incohérentes). Pour pallier ces
lacunes, nous avons moyenné plusieurs mesures, et remplacé les valeurs de vitesse
erronées par la moyenne des valeurs voisines de chaque point à corriger. Enﬁn un
lissage à l'aide d'une fenêtre carrée (ﬁltre  boxcar ) a permis d'atténuer le bruit
résiduel. Malgré ces traitements, des erreurs persistent, notamment au-dessus de
l'obstacle (en haut à droite des images). Cela peut s'expliquer par la vitesse plus
élevée des écoulements dans cette zone, et la proximité avec la bordure du champ
de la caméra : entre deux images successives, les particules PIV sortent du champ
et il est impossible de calculer leur vitesse. Par ailleurs, la vitesse d'écoulement
atteinte au-dessus de l'obstacle peut dépasser la vitesse limite mesurable par la
méthode mise en ÷uvre, qui est évaluée à 0.47 m/s sur la base des éléments fournis
par Tiberghien [2007]. De façon globale, on peut évaluer les incertitudes sur les
vitesses mesurées par Tiberghien [2007] à environ 25%.
En ce qui concerne les résultats numériques, les instantanés des simulations
correspondant à chaque expérience en laboratoire ont eux été interpolés par la
méthode des voisins naturels, et cinq instantanés successifs ont été moyennés.
Aucun lissage n'a été nécessaire. Étant donné que la vitesse n'est constante ni
dans les mesures PIV, ni dans les calculs, nous avons retenu la paire de résultats
pour laquelle il y avait le moins d'écart entre la vitesse moyenne du champ mesuré
par PIV et la vitesse moyenne du champ calculé.
Sur les ﬁgures 3.9 à 3.15, on observe une distribution de la vitesse similaire
entre mesures PIV et simulations. Une zone morte (en noir et violet foncé sur les
ﬁgures) en pied d'obstacle est bien présente dans les deux cas et dévie l'écoulement
en amont de l'obstacle. Au-dessus de cette zone morte, la section d'écoulement di-
minue progressivement et la vitesse du ﬂuide augmente à mesure qu'il s'approche
de l'obstacle. Les gradients de vitesse ont la même allure entre mesures PIV et
simulations. Pour toutes les ﬁgures, les vitesses moyennes observées dans les fe-
nêtres simulées sont un peu inférieures à celles observées dans les fenêtres PIV. La
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diﬀérence ne dépasse toutefois jamais 20%. Ces écarts peuvent s'expliquer par les
choix faits lors du calage des simulations sur les expériences (voir section 3.1.1) :
la contrainte seuil τc et la consistance K ont été légèrement augmentées dans les
simulations par rapport à leurs valeurs expérimentales. Ceci peut expliquer des
vitesses simulées un peu plus faibles.
On note de façon assez systématique une diﬀérence positive locale, souvent
importante, entre vitesses simulées et mesurées au-dessus de l'obstacle. Cette dif-
férence s'explique par la faible qualité des données de PIV acquises à cet endroit
(nombreuses valeurs manquantes ou erronées insuﬃsamment corrigées par la mé-
thode exposée plus haut, avec une tendance nette à la sous-estimation).
En-dessous du niveau de l'obstacle (y/H < 1), la diﬀérence entre vitesses simu-
lées et vitesses mesurées par PIV est systématiquement négative pour toutes les
comparaisons réalisées. Cette discordance reste néanmoins raisonnable. En eﬀet,
sur environ 3000 points de comparaison (points situés sous la hauteur d'obstacle,
dans chacune des ﬁgures 3.9 à 3.15) la discordance maximum entre valeurs simulées
et mesurées de vitesse est toujours inférieure à 60% de la vitesse moyenne PIV.
Sur la même zone d'observation, la discordance moyenne entre valeurs simulées
et mesurées de vitesses est toujours inférieure à 38% de la vitesse moyenne PIV :
respectivement 19%, 20%, 22%, 22%, 32%, 33% et 38% sur les ﬁgures 3.9, 3.10,
3.11, 3.12, 3.13, 3.14 et 3.15. En ce qui concerne la zone morte, ses dimensions
mesurées et simulées sont très concordantes aux valeurs de Froude les plus faibles
(ﬁgures 3.9 à 3.11). Les dimensions divergent progressivement aux Fr plus élevés
(ﬁgures 3.12 à 3.15), la zone morte mesurée par PIV devenant plus réduite que
celle des simulations.
Au-dessus du niveau de l'obstacle, la diﬀérence entre vitesses simulées et me-
surées est positive ou négative selon les cas, sans qu'il soit possible de dégager une
tendance nette en fonction de Fr. En dehors de la zone située juste au-dessus de
l'obstacle (problème de précision de la PIV évoqué plus haut), la discordance reste
limitée. En eﬀet, sur environ 1000 points de comparaison (points situés au-dessus
de la hauteur d'obstacle et à une distance supérieure à 0.2H de l'obstacle, dans
chacune des ﬁgures 3.9 à 3.15) la discordance maximum entre valeurs simulées et
mesurées de vitesse est généralement inférieure à 33% de la vitesse moyenne PIV.
Quelques discordances plus importantes dues à des artefacts dans les données PIV
sont observées. Elles restent cependant très locales (coin supérieur gauche de la
ﬁgure 3.13 par exemple). Sur la même zone d'observation, la discordance moyenne
entre valeurs simulées et mesurées de vitesses est toujours inférieure à 21% de la
vitesse moyenne PIV : respectivement 21%, 16%, 10%, 9%, 12%, 10% et 12% sur
les ﬁgures 3.9, 3.10, 3.11, 3.12, 3.13, 3.14 et 3.15.
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Figure 3.9  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.57, θ = 4.5°. Vitesse moyenne dans la fenêtre PIV : 0.14 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.12 m/s. Diﬀérences maximales : -0.068 m/s et
+0.045 m/s
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Figure 3.10  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.60, θ = 4.8°. Vitesse moyenne dans la fenêtre PIV : 0.16 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.13 m/s. Diﬀérences maximales : -0.065 m/s et
+0.293 m/s
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Figure 3.11  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.66, θ = 5.1°. Vitesse moyenne dans la fenêtre PIV : 0.20 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.19 m/s. Diﬀérences maximales : -0.079 m/s et
+0.332 m/s
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Figure 3.12  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.72, θ = 5.5°. Vitesse moyenne dans la fenêtre PIV : 0.22 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.21 m/s. Diﬀérences maximales : -0.110 m/s et
+0.359 m/s
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Figure 3.13  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.81, θ = 6.5°. Vitesse moyenne dans la fenêtre PIV : 0.26 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.22 m/s. Diﬀérences maximales : -0.143 m/s et
+0.497 m/s
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Figure 3.14  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.86, θ = 7°. Vitesse moyenne dans la fenêtre PIV : 0.27 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.22 m/s. Diﬀérences maximales : -0.144 m/s et
+0.327 m/s
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Figure 3.15  Comparaison entre vitesse calculée numériquement et mesures PIV,
Fr = 0.93, θ = 7.5°. Vitesse moyenne dans la fenêtre PIV : 0.28 m/s. Vitesse
moyenne dans la fenêtre simulée : 0.24 m/s. Diﬀérences maximales : -0.165 m/s et
+0.329 m/s
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3.3 Évolution de la pression sur l'obstacle
Dans les sections 3.2.1 et 3.2.2, nous avons mis en évidence l'existence de deux
régimes d'écoulement en fonction de la pente. Notre objectif est maintenant d'exa-
miner de façon qualitative la pression exercée par le ﬂuide sur l'obstacle aﬁn de
mettre en évidence un eﬀet éventuel de la transition de régime sur celle-ci.
Au cours des simulations, la pression du ﬂuide est calculée dans un capteur
numérique (voir section 2.4.4) situé le long de la face amont de l'obstacle, dont
la hauteur est identique à ce dernier, et dont l'épaisseur est égale à 4δ, δ étant
l'espacement entre les particules SPH. Cette épaisseur de capteur est choisie pour
moyenner la pression sur plusieurs dizaines de particules aﬁn d'atténuer les fortes
oscillations de pression très localisées pouvant se produire lors de l'impact du ﬂuide
avec l'obstacle (en contrepartie, ce choix peut conduire à sous-estimer un réel pic
de pression. Ce problème est abordé plus en détail dans le chapitre 4). La pression
calculée par ce capteur virtuel est enregistrée tout au long de la simulation.
La ﬁgure 3.16 montre les enregistrements réalisés pour des pentes croissantes.
On note qu'aux faibles pentes, en régime de zone morte, un petit pic de pression
de quelques centièmes de seconde se produit à l'impact, puis P croît lentement
(en quelques secondes) vers un plateau. Entre 3° et 6°, ce premier pic de pression,
d'amplitude inférieure à la pression du plateau, voit son maximum croître à mesure
que la pente augmente (et avec elle la valeur du nombre de Froude), tandis que la
pression du plateau diminue. À partir de 7°, le pic dépasse la valeur de pression
atteinte par le plateau, puis le creux de pression qui le suivait disparaît au-dessus de
8°. La durée du pic augmente aussi, pour atteindre quelques dixièmes de seconde.
On met ici aussi en évidence deux régimes diﬀérents, le premier pour lequel le
maximum de pression est atteint durant la phase de plateau et le second pour lequel
le maximum de pression est atteint lors du pic initial. De plus, la transition entre
ces deux régimes apparaît pour une pente entre 6° (Fr = 1.12) et 7° (Fr = 1.31).
Cette transition sur la pression apparaît donc dans des conditions très proches
de celles qui prévalaient pour la transition sur les écoulements telle que mise en
évidence à la section 3.2 : pente de 8° et Fr = 1.53. Ces résultats sont très similaires




















































































Figure 3.16  Évolution temporelle de la pression calculée le long de la face amont




L'observation des caractéristiques locales des écoulements nous a permis d'ob-
server des comportements diﬀérents du ﬂuide lors de son impact sur l'obstacle,
suivant l'angle de la pente sur laquelle il s'écoule. Ceci nous a permis de mettre en
évidence deux régimes d'impact.
Les faibles pentes, correspondant à de faibles valeurs du nombre de Froude des
écoulements, conduisent à des impacts  lents , au cours desquels le ﬂuide monte
graduellement le long de l'obstacle en formant un ressaut qui remonte l'écoulement.
La pression mesurée sur la face amont de l'obstacle augmente progressivement vers
un plateau. Une grande quantité de ﬂuide est stockée en amont de l'obstacle, et
une zone de ﬂuide stagnant, que l'on appelle zone morte, se forme au pied de
celui-ci. Son étendue peut devenir très grande devant la hauteur de l'obstacle H
aux plus faibles pentes, mais décroît fortement à mesure que la pente augmente.
Cette zone agit comme un tremplin en déviant le ﬂuide en amont de l'obstacle.
Elle modiﬁe la forme apparente de l'obstacle, ce qui a des conséquences sur la
pression exercée par le ﬂuide. Du fait de l'importance de cette région aux plus
faible pentes, nous avons nommé ce régime d'impact le régime de zone morte.
La comparaison des résultats numériques et des données expérimentales dans ce
régime montre une allure des champs de vitesse similaire entre mesures PIV et
simulations. Une zone morte en pied d'obstacle est bien présente dans les deux cas
et dévie l'écoulement en amont de l'obstacle. Au-dessus de cette zone morte, la
section d'écoulement diminue progressivement et la vitesse du ﬂuide augmente à
mesure qu'il s'approche de l'obstacle. Les gradients de vitesse ont la même allure
entre mesures PIV et simulations. Des écarts existent entre vitesses locales simulées
et mesurées mais restent d'un niveau raisonnable, inférieur à 20% en moyenne sur
les fenêtres d'observation.
Les pentes les plus fortes, et par conséquent les valeurs de Fr les plus élevées,
conduisent à des impacts plus violents au cours desquels se forme un jet qui dé-
passe l'obstacle. L'impact violent produit un pic de pression sur la face amont de
l'obstacle, puis la pression redescend vers un plateau quand l'écoulement perma-
nent est atteint. Dans ce régime, la taille de la zone morte est réduite et évolue
peu avec la pente. Par conséquent, le ﬂuide est dévié plus tardivement que dans le
régime de zone morte, comme on peut le voir en observant le champ de vitesse. La
présence d'un jet étant le caractère distinctif de ce régime d'impact, nous l'avons
nommé régime de jet.
Entre ces deux extrêmes, se produit une transition, autour de Fr ≈ 1.5 si on
prend pour référence les caractéristiques locales de l'écoulement et Fr ≈ 1.2 si on
prend pour référence le pic de pression. Ces valeurs sont proches de celle trouvée
par Tiberghien [2007] (Fr ≈ 1.4). Pour ces écoulements, un petit jet se forme,
accompagné d'un pic de pression, puis on enregistre un creux de pression avant la
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montée vers un plateau lorsque l'écoulement se stabilise. La pression du pic et du
plateau sont du même ordre de grandeur. C'est aussi autour de cette transition
que l'on observe une inﬂexion dans l'évolution de la longueur de la zone morte.
Ceci nous amène à supposer qu'un lien fort existe entre caractéristiques locales de
l'écoulement (allure de la surface libre, champ de vitesse) et mécanismes physiques
à l'origine de la pression exercée sur l'obstacle.
Aﬁn de quantiﬁer l'impact du ﬂuide sur l'obstacle, il est nécessaire d'appro-
fondir les observations réalisées en mesurant la pression sur sa face amont. Cette




Étude de la pression exercée sur
l'obstacle
La résistance d'une structure soumise à l'impact d'une lave torrentielle dépend
des sollicitations qui lui sont imposées. On ne peut valablement raisonner ici uni-
quement en force globale exercée. En eﬀet, la structure va réagir aux sollicitations
exercées qui ne sont pas de nature statique mais fondamentalement dynamiques. La
répartition spatiale des pressions appliquées sur la face amont de la structure ainsi
que leur évolution temporelle sont donc des facteurs importants. Un écoulement
est généralement caractérisé par des variables globales telles que l'épaisseur h et la
vitesse moyenne d'écoulement u¯ ou la vitesse de propagation du front ufront. Une
caractérisation ﬁne de l'impact nécessite une évaluation locale des pressions exer-
cées sur la face amont de la structure. L'un des objectifs de ce chapitre va consister
à faire le lien entre l'évaluation locale des pressions et les variables globales qui
décrivent l'écoulement, telles que le nombre de Froude Fr par exemple. Un second
objectif consistera à analyser les mécanismes physiques qui sont à l'origine des
pressions observées.
Au chapitre précédent, nous avons analysé les écoulements de ﬂuide au voi-
sinage de l'obstacle et mis en évidence deux régimes d'impact en fonction de la
pente, et par conséquent du nombre de Froude Fr de l'écoulement incident. Cette
distinction entre deux régimes est particulièrement nette pour ce qui concerne
l'évolution temporelle de la pression exercée lors de l'impact. Cette analyse de la
pression est restée jusqu'à maintenant qualitative. Notre objectif est à présent de
mener une étude quantitative. Nous allons pour cela nous concentrer sur les me-
sures de pression le long de la face amont de l'obstacle, aﬁn de mieux quantiﬁer
l'impact et d'analyser en quoi les deux régimes d'écoulement diﬀèrent de ce point
de vue.
Une première étape de cette analyse, développée dans la section 4.1, sera de
valider nos valeurs de pression. En eﬀet, diverses limitations de la méthode SPH
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peuvent inﬂuer sur la pression mesurée :
 Le ﬂuide est compressible, ce qui provoque des ondes de pression dans le
ﬂuide lors d'impacts. Ces oscillations peuvent être artiﬁciellement élevées
par rapport à un ﬂuide réel.
 À cause des temps de calculs qui peuvent être très longs, il est impossible
de réduire indéﬁniment la dimension (espacement initial) des particules em-
ployées. Or, nous verrons que cette dimension joue sur la représentation des
gradients de pression, et donc sur les valeurs que nous mesurons près de
l'obstacle, où ces gradients sont prononcés.
 Aﬁn de limiter le bruit observé localement lors de l'impact, nous avons
décidé de faire une moyenne de la pression dans un  capteur  épais de
plusieurs particules (voir section 2.4.4). Cela peut conduire à sous-estimer
la valeur de pression en intégrant au calcul des particules plus éloignées de
la paroi, et dont la pression est moins élevée.
Pour déterminer s'il est possible de pallier ces limitations et d'en déduire une
valeur de pression ﬁable, nous avons procédé à une étude de la convergence des
valeurs de pression calculées en faisant varier la taille du capteur et l'espacement
des particules.
Dans la section 4.2, nous observerons comment le maximum de pression me-
suré sur la face amont de l'obstacle évolue en fonction du nombre de Froude de
l'écoulement incident.
Puis nous verrons dans la section 4.3 comment cette pression maximale mesurée
peut être analysée en la comparant à des valeurs de référence de la pression :
la composante cinétique (ou dynamique) et la composante gravitationnelle (ou
hydrostatique) de la pression.
Enﬁn, après avoir étudié une pression moyennée sur toute la face amont de
l'obstacle, nous examinerons plus ﬁnement le proﬁl de pression mesuré le long de
cette face. C'est l'objet de la section 4.4.
4.1 Convergence des valeurs de la pression
4.1.1 Étude de convergence
Les limitations en puissance et en temps de calcul auxquelles nous avons dû
nous plier ont rendu impossible l'utilisation de particules SPH de dimension δ
arbitrairement petite (par exemple, il a fallu plusieurs semaines de calcul pour
obtenir les résultats d'une simulation avec une dimension δ = 0.625 mm). Étant
donné que la dimension des particules joue un rôle dans la capacité du code à
modéliser les gradients de pression, elle inﬂuence la précision avec laquelle les
valeurs de pression d'impact sur l'obstacle sont simulées. Aﬁn d'étudier l'inﬂuence
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de la dimension des particules sur la pression calculée au voisinage de l'obstacle,
nous avons eﬀectué un ensemble de simulations avec des particules plus petites ou
plus grosses que la valeur retenue initialement, δ = 1.25 mm.
Nous avons également observé l'eﬀet de l'épaisseur du capteur Lc suivant l'axe
longitudinal x. Pour rappel, le capteur de pression utilisé a été décrit dans la sec-
tion 2.4.4. Il s'agit d'une zone rectangulaire dans laquelle on réalise des mesures
numériques sur les particules qu'elle contient, en particulier la pression moyenne.
Dans nos simulations l'épaisseur des capteurs placés contre l'obstacle est initiale-
ment ﬁxée à Lc = 4δ, ceci aﬁn de lisser le bruit sur la valeur de la pression près de
l'obstacle lors de l'impact, par intégration d'un plus grand nombre de particules.
Ce choix conduit à intégrer à la mesure des particules plus éloignées de la paroi,
dont la pression est plus faible que celles situées à proximité de l'obstacle, et par
conséquent nous conduit probablement à sous-estimer la pression par rapport à
une mesure ponctuelle sur l'obstacle (on rappelle qu'une comparaison entre nos
capteurs virtuels et une estimation ponctuelle de la pression à la paroi a été réali-
sée dans la section 2.5.1). Cette étude nous permettra d'observer l'importance de
cette sous-estimation et de déterminer s'il est possible de la compenser.
Ainsi, pour certaines valeurs de l'inclinaison du canal, nous avons réalisé de
nouvelles simulations qui reprennent les conditions et les paramètres choisis pour
les simulations décrites dans la section 3.1.2 du chapitre précédent, mais avec des
particules espacées de δ = 0.50, 0.625, 1, 1.25, 1.667, 2 et 2.50 mm. Pour des
raisons de temps de calcul, seules les simulations pour une pente de 12° utilisent
toute la gamme, et pour 5° toute la gamme à partir de 0.625 mm. Les autres calculs
sont réalisés avec δ = 1 mm et δ = 1.25 mm, ainsi que δ = 0.625 mm pour les
pentes supérieures à 9° (le pic de pression étant atteint assez rapidement, le temps
de simulation est plus court aux pentes élevées, ce qui nous permet de réduire δ).
Un capteur de hauteur 10 mm est positionné contre la face amont de l'obstacle,
à mi-hauteur de celui-ci (voir ﬁgure 4.1). L'épaisseur Lc de ce capteur de pression
varie entre 0.625 mm et 10 mm, et est choisie de façon à correspondre à un multiple
entier des valeurs de δ (les épaisseurs choisies sont indiquées sur les ﬁgures 4.2 à
4.10). Pour chacune de ces simulations, et chacun de ces capteurs, on note la valeur
maximale Pmax,conv atteinte par la pression au cours de la simulation.
Les ﬁgures 4.2 à 4.10 montrent les résultats de ces simulations. Nous nous
concentrons dans un premier temps sur les ﬁgures 4.2 et 4.3, pour lesquelles on
dispose d'une gamme d'espacements de particules étendue. La ﬁgure 4.2 corres-
pond à une pente de 5° et donc au régime de zone morte, tandis que la ﬁgure
4.3 correspond à une pente de 12°, et donc au régime de jet. Sur ces ﬁgures, on
observe :
 L'absence de convergence pour des dimensions (espacement) de particules
supérieures à 1.25 mm, mais une convergence nette pour des particules de
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Lc
Capteur 1 cm H
Figure 4.1  Position et dimension du capteur numérique de pression pour l'étude
de convergence. On fait varier l'épaisseur du capteur Lc. La hauteur d'obstacle H
n'est pas constante.
dimension inférieure à 1.25 mm.
 Une tendance au resserrement des valeurs quand on extrapole vers δ →
0 mm (droites en pointillés), ce qui tend à prouver que nos simulations
convergeraient si nous pouvions réduire indéﬁniment la valeur de δ.
 Pour une même valeur de δ, les capteurs les plus ﬁns sont ceux qui four-
nissent les valeurs de pression les plus élevées, ce qui semble conﬁrmer la
présence d'un gradient de pression suivant l'axe longitudinal x à proximité
de l'obstacle.
 Quelle que soit l'épaisseur du capteur, la pression maximale diminue quand
la valeur de δ décroît suﬃsamment.
 Pmax,conv dépend de moins en moins de Lc à mesure que δ diminue, ce qui
signiﬁe que notre choix d'intégrer plus de particules dans le calcul a une
inﬂuence limitée sur la valeur mesurée.
 Pour les valeurs de δ les plus élevées, l'évolution de la pression maximale
mesurée devient erratique. On arrive alors aux limites de la méthode SPH,
qui ne peut plus reproduire correctement les champs de vitesse et de pression
lorsque la discrétisation n'est plus assez ﬁne.
Ces observations nous ont permis de déﬁnir les conditions nécessaires pour
observer une convergence des valeurs de la pression. Une telle convergence peut
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être obtenue en réalisant plusieurs simulations avec des dimensions de particules δ
diﬀérentes et inférieures à 1.25 mm et des épaisseurs de capteur Lc diﬀérentes. Cette
technique devrait nous permettre de déterminer la valeur limite des pressions pour
des espacements de particules (et accessoirement des tailles de capteur) tendant
vers zéro. L'extrapolation de ces valeurs limites de pression sera l'objet de la section
4.1.2 qui suit.
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Figure 4.2  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.


























Figure 4.3  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 12°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.
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Figure 4.4  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 3°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.























Figure 4.5  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 6.5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.
79



























Figure 4.6  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 7.5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.




























Figure 4.7  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 8.5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.
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Figure 4.8  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 9.5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.


























Figure 4.9  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 10.5°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.
81
























Figure 4.10  Évolution de la pression Pmax,conv en fonction de l'espacement des
particules δ, pour θ = 14°. Chaque courbe correspond à une épaisseur de capteur.
En pointillés : extrapolation des courbes.
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4.1.2 Extrapolation des valeurs de pression
En intégrant l'ensemble des simulations (ﬁgures 4.2 à 4.10) nous cherchons à
déterminer les valeurs limites de pression à la paroi pour des dimensions de parti-
cule δ tendant vers zéro. Pour cela, nous extrapolons les pressions calculées pour
chaque taille de capteur, en ne conservant que les points pour lesquels l'espacement
des particules δ est inférieur ou égale à 1.25 mm (points pour lesquels on observe
une convergence).
Les ordonnées à l'origine des droites d'extrapolation de Pmax,conv (droites en
pointillés sur les ﬁgures) fournissent des estimations des pressions maximales que
l'on pourrait obtenir si on pouvait diminuer indéﬁniment δ. La table 4.1 liste
la moyenne Pmax,extra des valeurs ainsi obtenues, ainsi que leur dispersion, pour
chacune des pentes étudiées. L'analyse de cette table 4.1 nous montre qu'aux
faibles pentes, inférieures à 8°, la convergence est obtenue avec peu de points et
avec une bonne précision sur la valeur extrapolée (incertitude < ±10%). Aux
fortes pentes (> 10°), l'utilisation de particules de dimension inférieure à 1 mm a
été nécessaire pour obtenir une convergence avec une bonne précision (incertitude
inférieure < ±10%). Les temps de simulation très longs n'ont pas permis de faire
de même pour les pentes intermédiaires entre 8° et 10° (sauf pour 9.5°). En outre,
entre 8° et 9°, pentes auxquelles débute le régime de jet, les simulations sont plus
instables, ce qui conduit à des incertitudes plus grandes sur les pressions calculées.
Ces deux facteurs combinés expliquent une plus grande incertitude sur les valeurs
extrapolées pour cette zone de transition entre 8° et 9°.
La valeur Pmax,extra obtenue par extrapolation pour chaque pente sera com-
parée, dans la section suivante, aux valeurs brutes mesurées lors de la série de
simulations initiales (espacement de particule δ = 1.25 mm et épaisseur de cap-
teur Lc = 4δ).
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Pente θ (°) Pmax,extra (Pa) Écart inférieur (%) Écart supérieur (%)
3 535 2.6 2.2
5 500 1.2 2.0
6.5 535 1.8 2.7
7.5 426 8.9 8.3
7.8 451 1.3 2.4
8.2 463 22.2 27.8
8.5 475 18.4 29.4
9.5 577 12.4 11.6
10.5 641 9.8 5.6
12 826 9.6 7.0
14 1042 7.2 3.5
Table 4.1  Valeurs des pressions maximales extrapolées Pmax,extra
4.2 Pression maximale exercée sur l'obstacle
On rappelle, comme vu dans le chapitre 3, qu'il existe deux régimes d'impact
en fonction du nombre de Froude Fr. Pour le régime de zone morte, la pression
maximale sur la face amont de l'obstacle est celle observée lors de la phase de
plateau tandis que pour le régime de jet, cette pression maximale est celle observée
lors du pic initial, à l'impact (voir section 3.3).
Dans cette section, nous étudierons comment ce maximum de pression sur la
face amont de l'obstacle évolue à mesure que l'angle de la pente θ, et donc la
valeur du nombre de Froude Fr de l'écoulement, augmentent. Nous comparerons
les valeurs brutes calculées aux valeurs extrapolées établies dans la section 4.1.2
précédente. On comparera aussi l'ensemble des valeurs simulées aux mesures ex-
périmentales issues du travail de Tiberghien [2007].
4.2.1 Évolution des pressions simulées en fonction du nombre
de Froude
Les simulations décrites dans la section 3.1.2 ont permis de déterminer les
valeurs maximales de pression calculées sur quatre capteurs de 5 mm d'épaisseur
situés contre le mur amont : trois capteurs de 10 mm de hauteur en haut, au
centre, et au pied de l'obstacle ainsi qu'un capteur de hauteur égale à celle de
l'obstacle (voir ﬁgure 4.11). Nous avons aussi obtenu des valeurs extrapolées dans
la section 4.1 à partir de séries de calculs sur le capteur central (avec épaisseur
variable). Toutes ces données sont représentées en fonction du nombre de Froude








Figure 4.11  Positions et dimensions des capteurs numériques de pression sur
la face amont de l'obstacle. L'épaisseur des capteurs Lc est ﬁxée à 4δ. La hauteur
d'obstacle H varie d'une simulation à l'autre.
On remarque d'emblée que toutes les valeurs brutes fournies par les capteurs,
ainsi que les valeurs extrapolées, suivent globalement une même tendance :
 Entre Fr = 0.5 et Fr ≈ 1.2, la pression varie peu, avec une légère dé-
croissance en pied et centre d'obstacle, et une légère croissance en haut de
l'obstacle. Sur l'obstacle entier, l'évolution est très similaire à celle observée
au centre.
 Entre Fr ≈ 1.2 et Fr ≈ 1.6, chacune des courbes passe par un minimum.
D'abord la pression mesurée sur l'obstacle entier (Fr = 1.2), puis succes-
sivement le capteur du bas (Fr = 1.3), les pressions extrapolées au centre
(Fr = 1.4), le capteur du centre (Fr = 1.53), et enﬁn le capteur du haut
de l'obstacle (Fr = 1.55). Les courbes pour le capteur global et le cap-
teur central, qui étaient superposées, divergent alors. On peut ici supposer
que l'impact initial, localisé au pied de l'obstacle (voir section 3.2.1), est
enregistré par le capteur global mais n'est pas vu par le capteur central.
 Au-dessus de Fr ≈ 1.6, la pression augmente quasi-linéairement avec Fr.
Les pressions mesurées sur le capteur central et le capteur global suivent
des pentes similaires. Les valeurs du capteur situé en haut de l'obstacle sont
environ égales à la moitié de celles du capteur central, et au tiers de celles
du capteur en pied d'obstacle.
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Figure 4.12  Évolution des Pmax (valeurs brutes pour δ = 1.25 mm et Lc = 4δ
et valeurs extrapolées dans la section 4.1) à mesure que le nombre de Froude Fr
de l'écoulement augmente, en diﬀérents points de l'obstacle
On remarque que, quelle que soit la valeur de Fr, les valeurs de pression extra-
polées se situent entre les valeurs brutes du capteur central et les valeurs brutes
du capteur du haut.
4.2.2 Correction des valeurs
Sur la ﬁgure 4.12, on constate une évolution très similaire entre les valeurs
extrapolées et les valeurs brutes du capteur central. Aﬁn de déterminer s'il existe
une relation simple entre les valeurs brutes et les valeurs extrapolées, nous traçons
(ﬁgure 4.13) la pression maximale extrapolée Pmax,extra en fonction de la pression
maximale brute Pmax,centre sur le capteur central. On constate qu'il existe une
relation aﬃne entre ces deux grandeurs, dont on détermine les coeﬃcients par
régression linéaire. Aﬁn de rendre les deux séries de pressions compatibles, on
peut donc utiliser ces coeﬃcients pour appliquer la correction suivante aux valeurs
brutes, où Pmax,corr est la pression maximale corrigée :
Pmax,corr = 0.67Pmax + 103. (4.1)
Alors que l'écart moyen entre les valeurs brutes de pression Pmax,centre sur le
capteur central et les valeurs extrapolées Pmax,extra est de 21% (et l'écart maximal
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Figure 4.13  Pressions maximales extrapolées Pmax,extra calculées dans la sec-
tion 4.1, tracées en fonction des valeurs brutes Pmax,centre mesurées numériquement
sur le capteur central (δ = 1.25 mm et Lc = 4δ).
est de 33%), l'écart résiduel moyen entre les valeurs corrigées Pmax,corr et les valeurs
extrapolées Pmax,extra est de 4% (et l'écart résiduel maximal est de 11%). Cet écart
résiduel après correction est jugé faible, de telle sorte qu'il semble très raisonnable
d'appliquer la même correction aux valeurs issues des autres capteurs. Les résul-
tats obtenus en appliquant cette correction sont synthétisés sur la ﬁgure 4.14, qui
présente également les valeurs extrapolées. Nous faisons ici l'hypothèse que les va-
leurs présentées sur cette ﬁgure sont proches de celles qu'on obtiendrait en faisant
tendre l'espacement des particules δ vers zéro. Par conséquent, dans la suite de ce
travail, les valeurs corrigées de pression Pmax,corr seront présentées en complément
des valeurs brutes.
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Figure 4.14  Valeurs corrigées des Pmax à partir des extrapolations calculées
dans la section 4.1
4.2.3 Comparaison aux valeurs expérimentales
Cette étude ne serait pas complète sans comparaison des valeurs calculées avec
les mesures eﬀectuées par Tiberghien [2007] en canal. Les mesures expérimentales
de pression étaient réalisées à l'aide d'un capteur de 10 mm de hauteur placé au
centre du mur amont de l'obstacle (voir section 3.1), tout comme notre capteur
virtuel central (voir ﬁgure 4.11).
Bien que nos vitesses de ﬂuide et valeurs de pente ne soient pas identiques, les
gammes de valeurs du nombre de Froude sont similaires. Ceci qui nous permet de
tracer sur une même échelle les valeurs expérimentales et les valeurs numériques.
La ﬁgure 4.15 montre les résultats numériques bruts et corrigés, confrontés aux
valeurs expérimentales obtenues par Tiberghien [2007]. Les valeurs numériques
sont systématiquement inférieures aux valeurs expérimentales, exceptées quelques
valeurs extrèmes pour les faibles Fr. Un décalage systématique, de l'ordre de
420 Pa en moyenne, est observé entre les valeurs numériques corrigées Pmax,corr
et les résultats expérimentaux. Ceci est traduit par la courbe tiretée (ﬁgure 4.15).
Un doute important pèse sur les valeurs expérimentales de pression fournies par
Tiberghien [2007], qui s'appuie notamment sur la forte dispersion de certains de
ces résultats expérimentaux. On peut en eﬀet diﬃcilement expliquer des écarts
allant jusqu'à 230% (pour Fr = 0.73). Nous n'avons pas d'explication déﬁnitive
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Centre, corrigé +420 Pa
Centre, expériences
Figure 4.15  Valeurs de Pmax,centre du capteur central brutes et corrigées, com-
parées avec les valeurs expérimentales de Tiberghien [2007]
pour les diﬀérences observées entre les résultats expérimentaux et les résultats nu-
mériques. On gardera en mémoire, tel qu'explicité dans la section 3.1, que pour une
même valeur du nombre de Froude, les vitesses de front et les hauteurs de ﬂuide
ne sont pas identiques entre expérience et simulation. De plus, les simulations ne
permettent pas de prendre en compte le caractère tridimensionnel de l'écoulement
expérimental. Enﬁn, le matériau utilisé en canal, le Carbopol, n'est pas parfai-
tement viscoplastique, mais présente également des propriétés viscoélastiques qui
peuvent s'avérer très importantes lors de l'impact et de ce fait inﬂuencer fortement
les valeurs de pression.
Il n'en demeure pas moins que l'évolution de la pression maximale en fonction
de Fr suit une même tendance :
 On retrouve une transition entre régime de zone morte et régime de jet pour
une valeur du nombre de Froude Fr ≈ 1.5
 En régime de jet (Fr > 1.5), l'évolution des pressions maximales numériques
et expérimentales en fonction de Fr suit une pente similaire.
 En régime de zone morte (Fr < 1.5), les pressions maximales numériques et
expérimentales (en lissant la forte dispersion des mesures) sont quasiment
constantes.
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4.3 Composantes cinétique et gravitationnelle
Jusqu'ici nous avons étudié la valeur maximale de la pression totale sur l'obs-
tacle sans chercher à élucider les processus physiques à l'origine de cette pression.
Nous allons à présent chercher à décomposer cette pression totale en composantes
et analyser leurs comportements respectifs pour chercher à mieux comprendre
les mécanismes en jeu. Des travaux récents [MiDi, 2004; Faug et al., 2009, 2012]
portant sur l'écoulement de milieux granulaires réalisés dans des conditions assez
similaires à notre cas d'étude ont proposé une décomposition de la pression totale
en composante cinétique d'une part et gravitationnelle d'autre part. Ces auteurs
ont montré l'intérêt d'une telle décomposition pour la compréhension des méca-
nismes physiques en jeu lors de l'interaction écoulement-obstacle. Suivant cette
logique, nous menons dans cette section une analyse fondée sur le même type de
décomposition.
4.3.1 Expression mathématique des composantes
Les composantes cinétique (appelée aussi pression dynamique) et gravitaire





Pg(z) = ρ(z)g(h− z) cos θ, (4.3)
où ρ(z) est la densité locale de l'écoulement, u(z) est la vitesse d'écoulement locale,
et θ est l'angle de la pente.
En faisant l'hypothèse que la densité est constante dans l'épaisseur du ﬂuide















où β est déﬁni par la relation β = u2/u¯2, et dépend du proﬁl de vitesse de l'écou-
lement suivant l'axe z. Dans notre cas, pour les pentes considérées, β ≈ 1.11
(valeur moyenne obtenue en considérant le proﬁl de vitesse théorique de plusieurs
écoulements permanents uniformes de type Poiseuille à surface libre à des pentes
variées).
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ρgh2 cos θ. (4.8)
Les composantes de pression exercées par le ﬂuide, relativement à l'épaisseur











= ρgh cos θ. (4.10)
4.3.2 Étude des rapports Pmax,global/Pg et Pmax,global/Pkin
On peut analyser la pression sur l'obstacle en traçant le rapport de la pression
maximale totale calculée à la face amont de l'obstacle Pmax,global sur les compo-
santes théoriques Pkin et Pg déﬁnies par les équations (4.9) and (4.10). La pression
maximale calculée Pmax,global que nous utilisons dans le cadre de cette analyse est
celle issue du capteur global couvrant la totalité de la hauteur de l'obstacle (voir
ﬁgure 4.11). On obtient alors les courbes de la ﬁgure 4.16, tracées à partir des
valeurs brutes du capteur global, ainsi que les valeurs corrigées selon la technique
explicitée dans la section 4.1.2.
On remarque sur le graphe de Pmax,global/Pg (ﬁgure 4.16a) que pour des va-
leurs de Fr comprises entre 0.7 et 1.2, le rapport de la pression maximale totale
sur la composante gravitaire est presque constant : entre 3.5 et 4 pour les valeurs
brutes, 2.8 et 3.5 pour les valeurs corrigées. Dans cette gamme de valeurs de Fr,
la pression maximale calculée est donc directement proportionnelle à la compo-
sante gravitaire, et donc à la masse de ﬂuide qui pèse sur l'obstacle. En dessous de
Fr ≈ 0.7, le rapport diminue, ce qui indique que la pression exercée sur l'obstacle
est inférieure à celle qu'il subirait en présence d'un ﬂuide parfait. Cela peut s'ex-
pliquer par la rhéologie du ﬂuide : à ces faibles pentes, la contrainte que subit le
matériau sous l'eﬀet de la gravité est proche de sa contrainte seuil et l'écoulement
est perturbé. Au-delà de Fr ≈ 1.2, il n'y a plus de relation de proportionnalité
entre la composante Pg et la valeur de Pmax,global. La valeur Fr ≈ 1.2 coïncide avec
la transition entre plateau et pic de pression vue dans la section 3.3 au chapitre
précédent.
Sur le graphique de Pmax,global/Pkin (ﬁgure 4.16b), on observe l'évolution in-
verse : pour les faibles valeurs de Fr, le rapport entre pression maximale totale
et composante cinétique n'est pas constant et devient très grand aux plus faibles
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Figure 4.16  Tracé des rapports de pressions Pmax,global/Pg (a) et Pmax,global/Pkin
(b) en fonction du nombre de Froude Fr, valeurs brutes et corrigées
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Fr. On n'a donc pas de relation de proportionnalité entre ces deux grandeurs.
Au-dessus de Fr ≈ 1.2, ce rapport devient constant : 2.3 pour la pression brute,
1.9 pour la pression corrigée. La pression maximale observée en régime de jet est
donc directement proportionnelle à la pression dynamique. Ce résultat est tout à
fait conforme à ce qu'on obtiendrait pour un ﬂuide parfait. En eﬀet, le rapport
Pmax,global/Pkin n'est autre que le coeﬃcient de traînée Cx. L'obstacle, en absence
de zone morte étendue, peut être vu comme une plaque perpendiculaire à l'écou-
lement. En deux dimensions, le Cx d'une plaque est de 2, ce qui correspond bien
aux valeurs calculées pour le rapport Pmax,global/Pkin en régime de jet.
4.3.3 Pression du pic et pression du plateau
Précédemment, nous avons étudié la pression maximale exercée sur l'obstacle,
que ce soit sur l'intégralité de la face amont ou bien sur des zones plus réduites.
Mais, comme nous l'avons vu au chapitre 3, ce maximum ne correspond pas à la
même réalité suivant qu'on se trouve en régime de zone morte ou en régime de jet.
Dans le premier cas, on mesure la pression atteinte lors du plateau, alors que dans
le deuxième cas c'est la pression du pic initial qui représente le maximum (voir
ﬁgure 3.16). On a vu que le pic initial est présent même en régime de zone morte,
et que le plateau existe toujours en régime de jet (cependant, pour les pentes les
plus élevées, la présence de roll waves, oscillations de la surface causées par la
rhéologie, conduisent à des oscillations de la vitesse du ﬂuide et de la pression sur
l'obstacle, qui perturbent le plateau). On peut donc mesurer indépendament le pic
et le plateau, et analyser les pressions obtenues en les comparant à Pg et Pkin.
La ﬁgure 4.17 permet de comparer la pression du pic initial et la pression du
plateau avec la pression Pmax,global. On voit clairement la transition à Fr ≈ 1.2
entre le régime où la pression maximale est mesurée lors du plateau, et le régime
où c'est le pic qui domine. On voit aussi sur la courbe de Pplateau, une inﬂexion vers
Fr ≈ 1.5 qui coïncide avec l'arrêt de la diminution de la taille de la zone morte
(voir la section 3.2).
En ajoutant à la ﬁgure 4.16 les rapports Pplateau/Pg et Ppic/Pkin, on obtient le
résultat présenté sur la ﬁgure 4.18. On voit que le rapport Pplateau/Pg (ﬁgure 4.18a)
varie peu en fonction de Fr, ce qui montre bien que la pression du plateau est liée à
la composante gravitaire de la pression de l'écoulement, tandis que la faible varia-
tion du rapport Ppic/Pkin (ﬁgure 4.18b) indique que c'est la composante dynamique
qui détermine l'amplitude du pic initial de pression, lors de l'impact.
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Figure 4.17  Pression du pic initial Ppic et du plateau Pplateau comparées à la
pression maximale Pmax,global en fonction du nombre de Froude Fr, valeurs brutes
et corrigées
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Figure 4.18  Tracé des rapports Pmax,global/Pg, Pplateau/Pg (a) et Pmax,global/Pkin,
Ppic/Pkin (b) en fonction de Fr, pressions brutes et corrigées
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4.4 Distribution spatiale de la pression
Les études précédentes ont porté sur des pressions calculées soit sur l'obstacle
entier, soit sur trois zones de 10 mm de hauteur situées respectivement en haut, au
milieu et au pied de l'obstacle. Nous avons vu, entre autres, que le capteur central
et le capteur global fournissent les mêmes valeurs de pression aux bas régimes
(Fr < 1.2, pression maximale mesurée en phase de plateau), puis divergent ensuite.
Nous avions expliqué cette divergence par le fait que l'impact du ﬂuide, qui génère
le pic de pression initial, se produit en pied d'obstacle, et que seul le capteur global
pouvait l'enregistrer. Aﬁn de conﬁrmer cette hypothèse, et pour mieux caractériser
l'évolution à la fois spatiale et temporelle de la pression calculée, il nous faut
examiner plus ﬁnement la valeur de P le long de l'axe vertical z. À l'aide de
capteurs de type  proﬁl  décrits dans la section 2.4.4, nous avons réalisé des proﬁls
de pression suivant z le long de l'obstacle, tout au long de l'interaction. Les proﬁls
sont réalisés sur une zone épaisse de 5 mm (4δ) suivant l'axe longitudinal x, et dont
la hauteur couvre tout l'écoulement. Cette zone de calcul est subdivisée suivant z
en secteurs de 2.5 mm (2δ) de hauteur. La pression est calculée dans chaque secteur
en faisant la moyenne des pressions des particules traversant le secteur durant 10
pas de temps consécutifs. Un proﬁl est enregistré tous les millièmes de seconde de
temps simulé. Les valeurs de pression présentées dans cette section n'ont pu faire
l'objet d'extrapolations au sens de la section 4.1.2, car une étude de convergence
complète aurait été très complexe du fait d'une certaine dépendance des propriétés
locales de l'écoulement à la taille des particules, à la fois en temps et en espace.
Nous n'avons donc pas pu déterminer de facteurs de correction pour ces proﬁls,
ni pu vériﬁer que la correction calculée à la section 4.2.2 est valide dans le cas
des proﬁls. Par conséquent, nous présentons ici des pressions non corrigées, dont
la valeur absolue n'est peut-être pas entièrement signiﬁcative, mais qui peuvent
néanmoins être analysées de façon relative. Ceci nous renseigne, à chaque instant,
sur la répartition spatiale de la pression sur toute la face amont de l'obstacle, et
nous permet notamment de localiser de manière précise la zone du mur amont
où la pression est la plus élevée. La succession de ces proﬁls nous renseigne sur
l'évolution au cours du temps de la répartition spatiale de la pression exercée sur
l'obstacle.
Les proﬁls présentés dans cette section ont été obtenus sur la série de simula-
tions décrite à la section 3.1.2, qui couvre toute la gamme de pentes étudiées. Les
ﬁgures 4.19 à 4.22 montrent ces proﬁls de pression, pris à diﬀérents instants après
l'impact du ﬂuide sur l'obstacle, pour des pentes de 4°, 7°, 8° et 12°. Seule la portion
du proﬁl comprise entre le fond du canal z = 0 et le haut de l'obstacle z = H est
tracée. On rappelle que la hauteur d'obstacle H varie en fonction de la hauteur de
ﬂuide h (calculée en l'absence d'obstacle) de manière à ce que le rapport d'aspect
h/H = 0.86 soit constant d'une simulation à l'autre (voir section 3.1).
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Quelle que soit la pente, on note en premier lieu que c'est le pied du mur qui en-
registre systématiquement le pic de pression à l'impact. Puis la pression se répartit
progressivement le long de la face amont jusqu'en haut de l'obstacle. Au bout d'un
certain temps dépendant de la pente, le proﬁl de pression devient pratiquement
linéaire. Ce proﬁl de pression linéaire, de type hydrostatique, semble conﬁrmer
l'hypothèse d'une contribution essentiellement gravitaire à la pression totale P .
Les temps auxquels on observe ces proﬁls linéaires montrent qu'ils correspondent
à la phase de plateau de l'écoulement. Or nous avons vu (section 4.3.3) que dans la
phase de plateau, la pression sur le mur amont est proportionnelle à la composante
gravitaire Pg, ce qui conﬁrme la prépondérance de cette composante. Le fait que le
proﬁl ﬁnal soit linéaire explique la convergence observée dans la section 4.2 entre
les pressions maximales calculées sur le capteur central et celles du capteur global :
ces pressions maximales correspondent au plateau, et donc au proﬁl linéaire. Or,
la valeur au centre d'un tel proﬁl n'est autre que la valeur de la moyenne sur tout
le proﬁl. Il est donc logique que les capteurs central et global fournissent le même
résultat.
Quelle que soit la pente, la pression maximale est toujours observée en pied
d'obstacle. Ce maximum correspond, selon le régime d'écoulement, soit à un pre-
mier impact (régime de jet), soit à une phase de plateau (régime de zone morte),
soit à un instant intermédiaire entre les deux (transition de régime). Dans certains
proﬁls, on observe localement des pressions négatives au point de contact entre la
surface libre de l'écoulement et l'obstacle. Il s'agit là d'un artefact numérique. Il
s'explique par le fait que localement, lors de l'impact, la compressibilité du ﬂuide
numérique n'est plus négligeable. Ceci peut se traduire par une décompression ar-
tiﬁciellement élevée des particules, notamment près de la surface libre où elles ont
peu de voisines.
Le cas des pentes les plus faibles (régime de zone morte) est illustré ici par
la ﬁgure 4.19. Sur cette ﬁgure, on note que le premier impact est peu marqué.
La pression en pied d'obstacle passe par un maximum intermédiaire à t = 3.22 s,
instant auquel une pression n'est enregistrée que sur le tiers inférieur de l'obstacle.
La pression diminue ensuite au pied tandis qu'elle augmente progressivement le
long de la face amont de l'obstacle (z croissant) au cours du temps. À partir de
l'instant t = 3.27 s, la pression augmente à nouveau en pied ainsi qu'en tout point
de l'obstacle jusqu'à une limite correspondant à la phase de plateau (t = 5.00 s).
Le cas des pentes les plus élevées (régime de jet) est illustré par la ﬁgure 4.22.
Sur cette ﬁgure, on note que le premier impact est très marqué. La pression en
pied d'obstacle atteint son maximum à t = 1.36 s, instant auquel une pression n'est
enregistrée que sur le tiers inférieur de l'obstacle. La pression diminue ensuite au
pied tandis qu'elle augmente progressivement le long de la face amont de l'obstacle
(z croissant) au cours du temps jusqu'à une limite correspondant à la phase de
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plateau (t = 2.00 s).
Le cas des pentes intermédiaires (régime de transition) est illustré ici par les
ﬁgures 4.20 et 4.21. Sur ces ﬁgures, on note que le premier impact est bien marqué.
Pour θ = 7° (ﬁgure 4.20), la pression en pied d'obstacle atteint son maximum à
t = 2.01 s, instant auquel une pression n'est enregistrée que sur le tiers inférieur
de l'obstacle. Ensuite, la pression au pied se stabilise entre 600 Pa et 800 Pa,
tandis qu'elle augmente progressivement le long de la face amont de l'obstacle
(z croissant) au cours du temps jusqu'à une limite correspondant à la phase de
plateau (t = 2.50 s).
Pour θ = 8° (ﬁgure 4.21), la pression en pied d'obstacle atteint son maximum
à t = 1.84 s, instant auquel on enregistre déjà une pression sur tout l'obstacle. La
pression diminue ensuite au pied tandis qu'elle augmente progressivement le long
de la face amont de l'obstacle (z croissant) au cours du temps jusqu'à une limite
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Figure 4.19  Proﬁls de pression P (z) sur la face amont de l'obstacle à plusieurs
instants, pour une pente θ = 4°, et une hauteur d'obstacle H = 43.75 mm. Instant
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Figure 4.20  Proﬁls de pression P (z) sur la face amont de l'obstacle à plusieurs
instants, pour une pente θ = 7°, et une hauteur d'obstacle H = 32.5 mm. Instant
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Figure 4.21  Proﬁls de pression P (z) sur la face amont de l'obstacle à plusieurs
instants, pour une pente θ = 8°, et une hauteur d'obstacle H = 30.0 mm. Instant
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Figure 4.22  Proﬁls de pression P (z) sur la face amont de l'obstacle à plusieurs
instants, pour une pente θ = 12°, et une hauteur d'obstacle H = 25.0 mm. Instant
d'impact t0 = 1.354 s.
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4.5 Conclusion
Dans ce chapitre nous avons étudié l'évolution temporelle et la répartition
spatiale le long de la face amont de l'obstacle de la pression du ﬂuide au cours
de l'interaction entre l'écoulement et l'obstacle. Nous avons également étudié le
lien entre les valeurs maximales de pression et une variable globale représentative
de l'écoulement incident. De plus, nous avons cherché à établir les mécanismes
physiques à l'origine de la pression exercée sur l'obstacle.
Dans une première étape de cette analyse, développée dans la section 4.1, nous
avons constaté une évolution des valeurs de pression en fonction de la taille des
particules et de la taille des capteurs utilisés. Aﬁn de réduire l'incertitude liée à ce
problème, nous avons procédé à une étude de la convergence des valeurs de pression
maximales calculées sur un capteur central, en faisant varier la taille du capteur Lc
et l'espacement des particules δ. Nous avons mis en évidence qu'en faisant décroître
δ, les pressions obtenues convergeaient vers une valeur limite, indépendamment de
la taille de capteur (section 4.1.1). De cette étude de convergence, nous avons tiré
des valeurs de pressions maximales extrapolées (pour δ → 0) présentant une faible
dispersion, et cela pour un certain nombre de pentes représentatives de l'ensemble
des régimes d'interaction mis en évidence au chapitre 3 (section 4.1.2).
Dans la section 4.2, nous avons étudié l'évolution du maximum de pression
calculé sur la face amont de l'obstacle en fonction du nombre de Froude de l'écou-
lement incident, à la fois sur l'obstacle entier et sur trois zones de 10 mm de hauteur
en haut, milieu et pied d'obstacle. Nous avons tracé les pressions extrapolées dans
la section 4.1 en fonction des pressions brutes et en avons déduit une relation
linéaire entre ces deux grandeurs. Cette relation nous a permis d'appliquer une
transformation aﬃne aux valeurs brutes, pour obtenir des valeurs corrigées (sec-
tion 4.2.2). L'évolution des valeurs maximales de pression (brutes, extrapolées ou
corrigées) en fonction du nombre de Froude met encore une fois en évidence, de
manière cohérente avec les sections 3.2 et 3.3, l'existence de deux régimes d'écou-
lement. La transition entre ces deux régimes apparaît pour une valeur du nombre
de Froude qui dépend de la position du capteur sur l'obstacle et se situe dans la
gamme 1.2 ≤ Fr ≤ 1.6. Enﬁn nous avons comparé les valeurs maximales obtenues
dans nos simulations aux valeurs expérimentales mesurées par Tiberghien [2007]
(section 4.2.3). En dépit d'un décalage systématique sur les valeurs absolues des
pressions, nous avons mis en évidence des évolutions tout à fait similaires entre
simulations et expériences : même valeur de Fr ≈ 1.5 à la transition de régime et
pentes comparables des courbes d'évolution en fonction de Fr.
Dans la section 4.3, nous avons cherché à analyser les mécanismes physiques
à l'origine de la pression sur l'obstacle. Pour cela, nous avons étudié la pression
maximale calculée (notamment son évolution en fonction de Fr) en la comparant
à des valeurs de référence de la pression : la composante cinétique (ou pression
103
dynamique) et la composante gravitationnelle (ou pression hydrostatique). Nous
avons ainsi pu expliquer quelle composante contrôlait la pression maximale ob-
servée dans chacun des régimes : composante gravitationnelle en régime de zone
morte, et composante cinétique en régime de jet (section 4.3.2). Nous avons vu
que la pression maximale dans chacun de ces régimes correspondait à une phase
diﬀérente de l'écoulement. Tandis que la pression maximale en régime de zone
morte correspond à la phase de plateau, en régime de jet cette pression maximale
est observée lors du pic initial. En analysant non plus la pression maximale mais
les pressions du pic et du plateau séparément, nous avons mis en évidence qu'elles
étaient liées chacune à une composante diﬀérente : la pression du pic est due à la
composante cinétique tandis que la pression du plateau est due à la composante
gravitationnelle (section 4.3.3).
Enﬁn, dans la section 4.4, après avoir étudié une pression moyennée sur toute
la face amont de l'obstacle, nous avons analysé plus ﬁnement le proﬁl de pression
mesuré le long de cette face. Nous avons montré que c'est le pied de l'obstacle qui
enregistre systématiquement le maximum de pression au cours de l'écoulement.
Ce maximum est observé lors de l'impact initial (en régime de jet) ou lors de la
phase de plateau (en régime de zone morte). Dans tous les cas, le proﬁl s'établit
par progression de la pression du bas vers le haut de l'obstacle, et tend vers un état
ﬁnal quasi-linéaire. Cet état ﬁnal correspond toujours à la phase de plateau durant
laquelle la pression sur l'obstacle découle de la composante gravitationnelle, ce qui
conduit à une distribution de type hydrostatique (donc linéaire) de la pression.
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Chapitre 5
Comparaison numérique de l'impact
d'écoulements à surface libre de
grains et de ﬂuides viscoplastiques
en surverse au-dessus d'un obstacle
rigide
Article soumis au Journal of Hydraulic Research.
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Numerical comparison of the impact of free-surface flows of grains
and viscoplastic fluids overflowing a rigid wall
Comparaison nume´rique de l’impact d’e´coulements a` surface libre
de grains et de fluides viscoplastiques en surverse au-dessus d’un
mur rigide5
Mathieu LABBE´1, Thierry FAUG1,2, and Dominique LAIGLE1
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Abstract
In this work we conduct a comparison of numerical simulations of the impact of a free-surface10
flow of viscoplastic fluid or granular material with a rigid wall. The simulations are performed
using two methods: the viscoplastic fluid is modelled by Smoothed Particle Hydrodynamics (SPH),
while the Discrete Elements Method (DEM) is chosen to simulate granular flows. To conduct a
consistent comparison, we study flows with similar dynamic properties, characterised by equivalent
values of the Froude number which are typical of full-scale debris flows and avalanches. The present15
study is focused on viscoplastic and granular flows able to overflow the wall of height close to the
thickness of the incoming flows. We observe many similarities between both types of fluid, notably
the formation of a dead zone upstream of the obstacle at low regimes. Investigating the maximum
pressure exerted on the wall with regards to gravitational and kinetic reference pressures, we find
that the behaviours of both fluids converge for values of the Froude number below 1.5. A model20
based on the weight of the dead zone provides a good explanation for this convergence. At high
regimes, the exterted pressure is proportional to the kinetic pressure for both materials. Differences
1
remain between grains and viscoplastic fluids: we observe a sharp transition between the low and
high regimes for viscoplastic fluids, whereas for grains, the evolution is smoother.
Re´sume´25
Dans cet article nous re´alisons une comparaison de simulations nume´riques de l’impact d’e´coulements
a` surface libre de fluides viscoplastiques ou de mate´riau granulaire sur un mur rigide. Les simula-
tions sont faites avec deux me´thodes : le fluide viscoplastique est mode´lise´ par la me´thode Smoothed
Particle Hydrodynamics (SPH), tandis que le mate´riau granulaire est simule´ par E´le´ments Discrets
(DEM). Afin d’obtenir un comparaison cohe´rente, nous e´tudions des e´coulements aux proprie´te´s30
dynamiques similaires, caracte´rise´s par des valeurs du nombre de Froude repre´sentatives de laves
torrentielles et d’avalanches re´elles. La pre´sente e´tude porte sur des e´coulements viscoplastiques et
granulaires capables de surverser au-dessus de l’obstacle dont la hauteur est proche de l’e´paisseur de
l’e´coulement incident. Nous observons de nombreuses similitudes entre les deux types de fluides, en
particulier la formation d’une zone morte en amont de l’obstacle, aux bas re´gimes. En comparant la35
pression maximale exerce´e sur le mur aux pressions de re´fe´rence gravitaire et cine´tique, nous notons
que les comportements des grains et du fluide viscoplastique convergent pour des valeurs du nombre
de Froude infe´rieures a` 1.5. Un mode`le de´rive´ du poids de la zone morte fournit une explication
convaincante a` cette convergence. Aux haut re´gimes, la pression exerce´e est proportionnelle a` la
composante cine´tique pour les deux mate´riaux. Des diffe´rences subsistent entre les mate´riaux : nous40
observons une transition tre`s nette entre bas et haut re´gime pour le fluide viscoplastique, tandis
que pour les grains, la transition est plus progressive.
Keywords
discrete elements method; fluid-structure interaction; granular material; Herschel-Bulkley model;
smoothed particle hydrodynamics45
1 Introduction
Mountainous regions are naturally subject to large-scale rapid mass flows, i.e., the downslope move-
ment of geomaterials – rock, soil, debris, snow, ice – under the influence of gravity. The increasing
proximity of human activities to areas that are prone to these rapid mass flows therefore raises the
2
potential of damage to property, assets, or loss of life. Understanding and quantifying impact on50
structures, especially in terms of force applied to the obstacle, is of paramount importance when
conceiving structural countermeasures, and when assessing the physical vulnerability of buildings
and infrastructures. However, to date, only a limited number of studies have been carried out on
that subject, with the consequence that the design of measures against avalanches and debris flows
remains essentially empirical.55
The present paper focuses on forces experienced by rigid walls (to model civil engineering struc-
tures) subjected to two kinds of complex fluids often used to model materials involved in full-scale
natural flows (Ancey, 2007): viscoplastic fluids representative of mudflows and viscous debris flows
on the one hand (e.g., Johnson and Rodine (1984); Coussot (1994); Huang and Garc´ıa (1998)), and
granular materials representative of avalanches and granular debris flows on the other hand (e.g.,60
Dent (1993); Salm (1993); Naaim et al. (2003); Rognon et al. (2008); Bartelt and McArdell (2009);
Takahashi (2007)).
Small-scale laboratory studies on the impact of both viscoplastic (Tiberghien et al., 2007) and
granular flows (Caccamo et al., 2012) overflowing a rigid wall (of height close to the thickness of
the incoming flows) evidenced a transition from a regime (at lower slopes) for which the pressure65
is proportional to the weight of the incident flow, toward a more inertial regime (at higher slopes)
for which the pressure is rather proportional to the velocity square. The Froude number which
compares the inertial and gravitational forces naturally captures this transition. It is worth noting
that the flow-wall interaction studied here (downstream overflow) is different from the problem
studied earlier by Armanini and Scotton (1993) or more recently by Armanini et al. (2011). The70
latter studies investigated very high walls that prevented the downstream steady overflow of the
fluid, and then could produce a reflected wave propagating upstream normal to the wall (at low Fr)
or a vertical jet-like bulge (at high Fr).
Several authors (Gray et al., 2003; Faug et al., 2002) have highlighted the existence of a dead
zone, a region of still material that forms upstream of the obstacle, that plays an important role75
in the transmission of efforts to the structure (Caccamo et al., 2011), notably for low values of the
Froude number and an obstacle height close to the thickness of the incoming flow.
It is remarkable that these independant studies, conducted on either a viscoplastic fluid or a
granular material, exhibit similar features regardless of the material. The goal of this work is to study
these similarities more in depth. However, most of these studies were performed experimentally,80
in conditions which are not always comparable. To circumvent this drawback and get comparable
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results, it was necessary to carry out experiments in similar conditions for both materials. We
decided to follow the principles of the laboratory experiments by Faug et al. (2002) (for granular
materials) and Tiberghien et al. (2007) (for viscoplatic fluids) who both studied the normal impact
of a flow front on a rigid wall. These authors adopted flow characteristics (thickness, velocities)85
and geometries (channel slope, obstacle height) which mimick the interaction between a full-scale
natural mass flow and a defense structure of height close to the flow thickness. These experiments,
whose characteristics and dimensions were chosen in accordance with those frequently observed
in the field, met similarity criteria. An experimental approach inherently presents difficulties in
investigating a large range of flow conditions, and can only provide a limited description of the90
local variables that characterize the impact. Consequently, we decided to carry out a numerical
investigation.
To take into account the very different behaviours exhibited by granular materials and viscoplas-
tic fluids, we used two different numerical codes to simulate each type of material and obtain the
results presented in this paper. One uses the Discrete Elements Method (DEM) to model granular95
flows (Silbert et al., 2001; da Cruz et al., 2005), and the other uses the Smooth Particle Hydron-
amics (SPH) method to model viscoplastic flows (Rodriguez-Paz and Bonet, 2004; Laigle et al.,
2007; Huang et al., 2011; Minatti and Pasculli, 2011). Prior to the present study, the coherence
between numerical and experimental results was checked by Faug et al. (2011, 2012) for the granular
material, and Labbe´ (2015) for the viscoplastic fluid.100
The paper is organised in three sections. Numerical methods (SPH and DEM), geometry and
procedures specific to each kind of fluid are presented in section 2. Attention is paid to how the
control flows without any obstacle on the one side and the flows around obstacle on the other side
can be characterised in a common frame. Section 3 describes the numerical results, mainly in terms
of the dead zone length and the maximum pressures measured on the wall, with a careful scaling105
of the data to cross-compare the viscoplastic fluids and the granular flows. Finally, section 4 is
dedicated to discussion and conclusion on the interest of cross-comparing the results from two types
of complex fluids but still idealised with regards to the intricate nature of materials involved in
natural gravity-driven flows.
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2 Goals and methodology110
For the reasons described in the introduction, our goal is to perform a numerical study of flows
impacting and overflowing a wall whose height is of the order of magnitude of the flow depth.
Previous studies, conducted on either a viscoplastic fluid or a granular material, exhibit similar
behaviours during the impact, like the existence of two impact regimes (Armanini and Scotton,
1993) or the role played by the dead zone (Zanuttigh and Lamberti, 2006), this regardless of the115
material. Our goal is not to present new models dedicated to the analysis of the impact on obstacles,
nor to evaluate the performance of new models. We aim at analysing in similar conditions impacts of
granular materials on the one hand, and viscoplastic fluids on the other hand, in order to evidence
common behaviours if any. We will notably concentrate on two points. The first point, rarely
investigated in previous studies, is the size of the dead zone and its evolution with the value of120
the Froude number, which quantifies the dynamics of the flow. The second point is the maximum
pressure exerted on the wall during the impact and its evolution with the values of the Froude and
Reynolds numbers of the incident flow. Models were previously proposed to predict the impact
pressure (Zanuttigh and Lamberti, 2007), but considered a wall of infinite height and consequently
did not fully take into account the complexity of the overflowing flows we want to investigate.125
Figure 1 shows the numerical setup for the DEM simulations of both steady and unsteady
granular flows. Figure 2 shows the numerical setup used in the SPH simulations of the unsteady
viscoplastic fluid flows. The principle of both numerical experiments is to create a transient flow
with a steep front followed by a quasi-steady regime of almost constant thickness h, which impacts
an obstacle. Some material (either granular or viscoplastic) is released through an opening at the130
bottom of a tank, onto a inclined flume of adjustable slope. To maintain a steady regime with
the viscoplastic fluid, the fluid level in the tank is kept constant by adding SPH particles when
necessary. For the granular material, a controlled volume is released leading to a sufficiently long
quasi-steady flow behind the front. Additionally, a steady granular flow obtained by recirculating
the DEM particles is also considered in the present study.135
We chose to carry out 2D vertical rather than 3D simulations for three reasons. The first one is
related to the computation time. A 3D simulation would have led either to prohibitive computation
times due to a very large number of particle, or to a poor description of the local variables due to
a limited number of particles in the flow depth. The second reason is to avoid potential sidewall
effects which can perturbate the flows and make the interpretation of the forces applied to the140
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obstacle rather complex. The third reason (in relation with the previous reason) is that measuring
and defining the dead zone from the measurements at the sidewall in 3D laboratory tests is not
fully representative of what might happen at any location across the chute width, in contrast to
idealized 2D numerical simulations.
A wall-like obstacle is placed in the path of the flow. The height of the obstacle H is generally145
adjusted as a function of the flow thickness h so that the ratio H/h is the same for all experiments
with one material. Because the numerical experiments were carried independently, this ratio H/h =
1.16 for viscoplastic flows and varies slightly for granular flows from 1 to 1.27. Other parameters
like the flow thickness, the velocity, the fluid density or the slope angle are not identical for both
types of materials. The slope angle varies between 3° and 12° for viscoplastic flows and between 16°150
and 32° for granular flows. This underlines the difference which exists between granular material
and viscoplastic fluid flows. The pressure on the obstacle is computed using techniques specific to
each method, which will be presented in sections 2.1 and 2.2.
Our numerical results were checked against experimental results by Faug et al. (2011, 2012) for
the granular material, and by Tiberghien et al. (2007) for the viscoplastic fluid, to verify that the155
formation of the dead zone, the observed regimes and the evolution of the pressure on the wall are
properly simulated.
In the following sections, we will focus on two points: the dead zone and the maximum pressure
reached during the interaction. The length of the dead zone, as well as the angle it forms with
the horizontal, are indirectly studied in detail for each fluid and the numerical results are cross-160
compared. In fact, we study the length L of the zone of influence upstream of the wall, i.e., the
distance L at which the incident flow is disturbed by the presence of the obstacle. This length is
closely linked to the length of the dead zone. The maximum value of the pressure reached during
the interaction, Pmax, will be compared to typical pressures of the incident undisturbed flow, and
to theoretical models. A similar scaling of the pressure data based on the Froude number Fr, the165
Reynolds number Re, and the wall height relative to the flow thickness, H/h, is applied to both
viscoplastic fluids and granular flows. The scaling is shown to be relevant to analyse similarities
and discrepancies between the results obtained with SPH for viscoplastic fluids and the results from
DEM simulations of granular flows.
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(a) Avalanche simulation: a finite volume of grains (about 18 000 particles) is
released from a reservoir.
(b) Steady flow simulation: in order to create steady (recirculating) flows, the
grains reaching the exit of the chute (x = 1700d) were re-introduced in the
reservoir.
Figure 1: The two DEM configurations used in our simulations. The mean diameter of grains was
d = 1 mm with a slight polydispersity (10%) and their density was 2450 kg/m3. The grains were
released from the reservoir by an aperture of constant height equal to 35d. The bottom was made






Figure 2: Setup of the SPH simulations. The initial SPH particle spacing is δ = 1.25 mm. The
opening at the bottom of the tank has a constant height of 20δ. Fluid is constantly added to the
tank on the left to keep the level constant.
2.1 The DEM method and data170
The DEM code used to model dry cohesionless granular flows is based on the pioneering work of
Cundall and Strack (1979) who applied the molecular-dynamic method to assemblies of grains. This
method was later successfully applied to related issues on free-surface dense granular flows down a
slope (Silbert et al., 2001) as well as to the interaction of those flows with obstacles (Faug et al.,
2009; Teufelsbauer et al., 2009; Chanut et al., 2010; Teufelsbauer et al., 2011). The DEM simulations
described in the present paper assumes rigid spheres which interact through a damped linear spring
for the normal force Fnij between grains i and j and a linear spring restricted to a threshold value





ij = knδij + νij δ˙ij , (1)
F tij = min(ktuij , µN
e
ij), (2)
where kn is the normal stiffness, δij the overlap between grains i and j, νij is a viscous coefficient
(local damping), kt the tangential stiffness, uij the relative tangential displacement between grains
i and j, and µ the interparticle friction. νij can be related to the restitution coefficient e by solving
the dynamic equation of a harmonic oscillator to model the binary collision between grains i and j,









In the present study, we analyse a pressure averaged over the height of the obstacle. In the
framework of a depth-averaged approach, one can define the local value f(z) of a quantity f and
derive the depth-averaged value: f = 1h
∫ h
0 f(z)dz. In the present work, the assembly of discrete
particles flowing down the slope is regarded as a continuum fluid of thickness h, depth-averaged
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velocity u and density ρ = φρP , where ρP is the particle density and φ the depth-averaged volume180
fraction. The DEM simulations on granular flows allows to study how h, u and φ are influenced
by the boundary conditions and geometry (e.g., the slope inclination θ). Details of the results are
discussed in Faug et al. (2009) for steady-flows conditions and in Chanut et al. (2010) for time-
varying avalanches. If a wall of height H spans the flow, the force Fi exerted by each grain i in
contact with the wall can be calculated, which allows deriving the force on the wall: F =
∑
i Fi.185
The mean pressure on the wall is then defined as P = F/H (pressure by unit of width).
In our DEM simulations, the microscopic parameters needed for the contact laws have the
following values: kn = 10
4 N/m (with respect to the limit of rigid grains), kt = 1/2kn, µ = 0.5
(typical value for glass beads), and e = 0.5 (reduced to values smaller than physical values, about
0.7− 0.9, for glass beads, in order to reduce the simulation time). Further details on the numerical190
method, the choice of the values given to the microscopic parameters, and their influence on the
results, are presented in (Chanut et al., 2009; Faug et al., 2009) and references therein.
2.2 The SPH method and data
The SPH method is a mesh-free numerical method initially introduced by Gingold and Monaghan
(1977) and Lucy (1977) to study astrophysical problems. It has since found many applications in195
fluid dynamics (Monaghan, 1992). Because of its mesh-free nature, it is particularly well-suited for
the simulation of the propagation of free-surface flows such as landslides, debris flows and mudflows
(Rodriguez-Paz and Bonet, 2004; Laigle et al., 2007; Huang et al., 2011).
The classical Navier-Stokes equations for a fluid are:
dρ
dt










div τ + g (4)
where ρ is the density of the fluid, u the local velocity of the fluid and Du/Dt its material derivative,
σ is the total stress tensor, τ is the deviatoric stress tensor, P is the local pressure, and g is the200
gravity.
SPH consists in discretizing the continuous medium into particles that represent small fluid ele-
ments, moving with the material velocity and carrying physical properties such as density, pressure
and stresses. SPH relies on an interpolation to approximate the value of a function f and its spatial
9












f(xj)∇W (x− xj) (6)
where N is the number of SPH particles, and mj , ρj , xj are the mass, density and position of
particle j. W is the smoothing kernel function. Here, we use a cubic spline (Morris et al., 1997).
The SPH code used in this study solves Eqs. (3)-(4) in two dimensions. A flux term, introduced
by Ferrari et al. (2009), is added to the classical SPH mass-conservation equation to stabilise the


























































where nij is a unit vector pointing from particle i to particle j, c is the speed of sound, and indices
α and β refer to Cartesian coordinates.205
The pressure P is computed from the density using the following equation of state:
P = c2(ρ− ρ0), (9)
where ρ0 is a reference density. The value of c is chosen so that the artificial compressibility is
negligible. In our simulations, the maximum velocity of the fluid is about 1.5 m/s. Setting the
speed of sound to c = 150 m/s ensures a compressibility lower than 0.01%.
The rheology of muddy debris flows can be described by the Herschel-Bulkley model (Coussot,210
1994), in which the norm of the deviatoric stress tensor τ is given by the following equation:
|τ | = τc +Kγ˙n if γ˙ 6= 0,
|τ | ≤ τc otherwise,
(10)
where τc is the yield stress, K is the consistency and n the power-law index of the Herschel-Bulkley
fluid. γ˙ =
√
2tr ε˙2 is the shear rate, where ε˙ is the strain rate tensor.
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and the deviatoric stress is then τ = 2ηappε˙.
However, as ηapp goes to infinity when γ˙ goes to zero, we introduce a maximum viscosity ηmax:
τ = 2 min(ηapp, ηmax)ε˙, (13)
meaning that for small values of γ˙, the fluid behaves like a highly viscous Newtonian fluid.
In our simulations, τc = 4.9 Pa s, K = 3.6 Pa s
n and n = 0.42. The viscosity ceiling is set to
ηmax = 1000 Pa s.220
The boundaries are made of two rows of fixed SPH particles. To prevent penetration of the
fluid into the walls and ensure no-slip conditions, these boundary particles are given virtual ve-
locities opposite those of the fluid particle they interact with, during the computation of the SPH
summations.
We compute the pressure on the flow-facing side of the obstacle by averaging the individual225
pressures of all the particles i whose coordinates are located in the box defined by 0 < yi < H and
xwall − 4δ < xi < xwall, where δ is the inital SPH particle spacing (akin to a particle diameter),
equal to 1.25 mm in our case. This averaging is done to smooth out local pressure variations of
numerical origin. Testing has shown that this method yields pressure values that are slightly below
those obtained when probing directly at the wall. This is partly due to the reduced noise.230
3 Numerical results
3.1 Observations
For each fluid, we investigated typical slopes for which the considered fluid is able to generate a
flow in, or close to, steady and/or uniform flow conditions. Those slopes were steeper for granular
flows (16° to 32°) than for viscoplastic fluids (3° to 16°).235
Because of this difference related to rheological behaviour between viscoplastic and granular
flows, we present the results as a function of the Froude number Fr and the Reynolds number Re.
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where g = 9.81 m/s2 is the gravity and u is the depth-averaged flow velocity.
The generalised Reynolds number Re is defined as the ratio between inertial forces and viscous240





where γ˙ = u/h.






µ(I) = µmin + (µmax − µmin) 1
1 + I0I
, (17)
with P = ρgh cos θ and I = 52Fr
d
h . We use here the recent friction law proposed by (Jop et al.,245
2006), where the basal friction is a function of the inertial number I. µmin, µmax and I0 are
constants that depend on the granular material (Jop et al., 2006). The frictional (granular) fluid
is assimilated to a viscous fluid by assuming the viscous force and the friction force are the same.
The µ(I) inertial rheology is fully pertinent for dense granular flows occurring at slopes between
θmin and θmax, corresponding to µmin and µmax, respectively. In practice, because the flows were250
still rather dense (0.4 < ¯phi < 0.6) for slopes above θmax up to 32°, the µ(I) model was still a good
approximation between θmax and 32°. Above 32°, the whole thickness of the flow became so dilute,
and dominated by collisions, that flow thickness measurements were made impossible.
The relationship between the slope angle and Fr or Re is shown on Figs. 3 and 4 for both
materials. The ranges of the Froude number and Reynolds number studied are similar for both255
materials. For the Herschel-Bulkley fluid, both Fr and Re vary linearly with θ. The relation
between Fr and θ for grains is also linear, but it is not the case for Re. It should be noted that the
macroscopic inertial number defined above does not include the volume fraction of the granular fluid.
We have carefully checked that including the variation of volume fraction with slope (measured in
the DEM simulations) in the inertial number gave very similar results for Figs. 3 and 4, a tiny260
difference being observed for the highest slopes above θmax.
It is worth mentioning that for time-varying avalanche-flows we considered the values (thickness,
velocity and density) measured for the undisturbed flows (first series of simulations without any
12

























Figure 3: Relation between the slope θ and the Froude number Fr for both SPH H-B fluids and
DEM granular flows.
wall) at a fixed position which exactly corresponded to the position where the wall was then settled
(in a second series of simulations with a wall). Those values characterizing the undisturbed flows265
vary with time but a maximum in thickness (even a plateau under certain circumstances) could be
defined at a given time t = tmax. The velocity and density were also measured at this time t = tmax,
which defined the Froude number (minimum value) and the Reynolds number. The results show
that those unsteady values (taken at t = tmax) were very similar to the values obtained from the
steady flows at the same inclination, as depicted in the right graph of both Figs. 3 and 4. As a270
result, in the following sections, we will systematically consider the data from steady and unsteady
granular flows as a single set of data.
With both materials, when the transient flow impacts the obstacle, we observe two different
behaviours depending on the value of the Froude number. Firstly, at low values of Fr, the fluid
rises smoothly against the obstacle, while at high values of Fr, a jet surges above the obstacle.275
Secondly, at high values of Fr, we observe a sharp pressure peak simultaneous with the formation
of the jet, while at low values of Fr, the maximum pressure is maintained over a longer time span.
Thirdly, for small values of Fr, a dead zone forms upstream of the obstacle, as shown on Fig. 5.
At high Froude numbers, the dead zone is reduced to a small wedge.
The maximum pressure Pmax exerted on the obstacle will be studied quantitatively in subsec-280
tion 3.2. The relationship between Fr and the dead zone length LDZ will be studied in subsec-
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The theoretical kinetic and gravitational x-components (normal to the impacted wall) of the pressure





Pg(z) = kρ(z)g(h− z) cos θ, (19)
where ρ(z) is the local density of the flow, u(z) is the local flow velocity, θ is the slope angle, k
is the earth pressure coefficient which relates the normal longitudinal stress to the normal vertical285
stress (σxx = kσzz with k = 1 for isotropic fluids or k 6= 1 for anisotropic fluids).
In our case, k = 1 for the Herschel-Bulkley fluid, while for granular flows it is computed using
this formula:
k =
1 + sin2 Φ
1− sin2 Φ , (20)
where we take Φ = θmin (Pouliquen, 1999). This equation is valid for an active state (expected
upstream of the obstacle) and under conditions for which the internal and basal friction angles290
are identical (Savage and Hutter, 1989). Eq. (20) is derived from the earth pressure coefficient
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(a) SPH simulation of a HB fluid overflowing a wall (example for a slope equal
to 5°): the black circles are fluid particles, the blue ones are boundary particles.
The orange arrows show the velocity of each particle.
(b) DEM simulation of a granular fluid overflowing a wall (example for a slope
equal to 24°): the red arrows show the velocity of each particle. The blue colour
indicates the network of strong contacts, which characterises the granular dead
zone. The strong contacts define the force chains inside which the grains carry
forces that are greater than the average force (see Radjai et al. (1998)). The
density of strong contact tends to increase within the whole volume of the dead
zone.
Figure 5: Snapshot from the simulations showing the formation of a dead zone upstream of the
obstacle.
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flows (fluids), in light of earlier assumptions made by Savage and Hutter (1989). There is still a
debate if such a concept remains pertinent for granular fluids. Some simulations on granular flows
without any obstacles showed that k generally remains close to 1 (Ertas¸ et al., 2001) but this might295
change when this flow interacts with a dead zone. In the presence of the dead zone, k might depend
on the divergence of the flow and is expected to be greater than 1. With θmin = 14
◦, it yields
k = 1.12. We will systematically consider this value in the following of the paper in want of any
further knowledge.
Under the assumption that the density is constant over the flow depth (ρ(z) = ρ), the kinetic















where β is defined by the relation β = u2/u2, and depends on the shape of the velocity profile.300
β ≈ 1.11 for the viscoplastic fluid at the slopes considered, and for grains β = 5/4 (assuming a
Bagnold velocity profile, as found in the granular numerical tests described here and detailed by
Faug et al. (2009)).









kρgh2 cos θ, (25)
When a granular fluid overflows a wall (of height close to the flow thickness), a dead zone is
formed. One can write the momentum balance in the control volume including both the dead zone
and the volume of fluid made of flowing grains above the dead zone (see Fig. 5b). As detailed in
Faug et al. (2009) and Chanut et al. (2010), it is now well established that the global budget in
this particular situation shows that the total force on the wall can be defined as the sum of three
contributions: one is proportional to the kinetic force (Eq. (23)) of the incident flow and the other
two contributions are both proportional to the gravitational force (given by Eq. (25)) of the incident
flow. These results motivated us to introduce the typical forces defined by Eqs. (23) and (25).” The
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Figure 6: Ratio Pmax/Pg of the computed maximum total pressure over the gravitational component
as a function of the Froude number. The red line shows the fit according to Eq. (36).











= kρgh cos θ, (27)
The pressure exerted by the flow on the obstacle can be analysed by tracing the ratio between
Pmax (the maximum pressure value recorded during the impact), as calculated in subsection 2.1 for305
DEM granular flows and in subsection 2.2 for SPH viscoplastic flows, and the theoretical components
Pkin and Pg defined by Eqs. (26) and (27).
3.2.1 Effect of the Froude number
Figure 6 shows the ratio Pmax/Pg. It is almost constant for small Fr and then grows rapidly for
values of Fr above 1.3 for the viscoplastic fluid. The granular material does not show a clear310
transition.
Figure 7 shows the decrease of Pmax/Pkin as Fr increases, to reach a constant value (around
2.3 for the viscoplastic fluid, 0.6 for the grains) at high Fr.
It is interesting to note that the data for both fluids collapses into a single curve for Fr < 1.5.
This result can be explained by the fact that for these low values of the Froude number, the force315
on the wall is mainly determined by the weight of the upstream volume disturbed by the obstacle
17
















Figure 7: Ratio Pmax/Pkin of the computed maximum total pressure over the kinetic component as
a function of the Froude number. The red line shows the fit according to Eq. (35).







(sin θ − µ cos θ), (28)
where µ = 0 for frictionless fluids (this is the case for the viscoplastic fluid) and µ 6= 0 for frictional
fluids (the granular material). For the granular material, µ is the friction angle associated with
quasi-static deformation (material at rest) and is equal to tan θmin (Pouliquen, 1999).320
For the latter, the basal friction force is expected to reduce the force exerted by the weight of







(sin θ − µ cos θ). (29)


























(tan θ − µ). (31)
For granular flows, a model can be used to determine the length of the dead zone, based on the
assumption that the dead zone is triangular and that the static deposit makes an angle equal to





tan(θ − θmin) . (32)
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Figure 8: Simple force model for Pmax/Pg at low Froude numbers, based on the prevailing role of
the dead zone formed upstream of the wall.
Using this relation, along with Eqs. (30) and (31), we can derive a theoretical value of Pmax/Pg
and Pmax/Pkin for the grains. The model curves are shown on Figs. 8 and 9. The predictions are
in good agreement with the simulation data for small values of Fr.
If we add the hydrostatic contribution caused by the incident undisturbed flow behind the dead






























(tan θ − µ). (34)
Including this additional contribution improves the agreement with the numerical results.
For the viscoplastic fluid, we do not have a model for LDZ and H, therefore the values from330
the simulations are used (see Fig. 10 for the values we observed). The agreement is quite good for
Pmax/Pkin for low values of the Froude number. However the model does not agree well with the
computed values of Pmax/Pg. Adding the contribution of the undisturbed flow would only increase
the values of Pmax/Pkin and Pmax/Pg and would therefore not provide a better fit.
The full analytical model for the force on the wall proposed for granular flows by Faug et al.335



























Figure 9: Simple force model for Pmax/Pkin at low Froude numbers, based on the prevailing role of
the dead zone formed upstream of the wall.







These equations provide a good fit for the granular values over the whole range of Froude numbers
considered here, as can be seen on Figs. 6 and 7.
To summarise our observations, it is possible to give a relatively good prediction of the pressure340
on the wall for granular flows when the dead zone process is the prevailing process, i.e., when the
Froude number is smaller than 1.5, because we have simple but efficient expressions to predict the
length of the dead zone, and its friction with the bottom, through the key-role of the friction angle
θmin associated with quasi-static deformations. The angle of the dead zone with the horizontal
can be approximated by θmin (see Fig. 11) and the basal friction angle is roughly µ = tan θmin, as345
previously stated by Faug et al. (2009).
For viscoplastic fluids, Pmax/Pkin can be correctly predicted for Fr < 1.5, however this is not
the case for Pmax/Pg. Moreover, predicting the dead zone length remains an open question.
In our simulations, LDZ is determined by measuring the length of the region where the free
surface in the presence of the obstacle differs from that of a flow in the unobstructed channel. We350
assume that the upstream extension of the region disturbed by the obstacle is equal to the length
of the dead zone, as shown on Fig. 5 for both materials.
Figure 10 shows the evolution of LDZ/H with Fr. The length LDZ of that region increases
20
when Fr decreases, as more and more material is stored in the dead zone, reaching lengths up to
25H (viscoplastic) and 28H (granular) for Fr ∼ 0.5.355
A sharp transition is visible for the viscoplastic fluid around Fr = 1.5, which is also visible on
the Pmax/Pg and Pmax/Pkin curves (Figures 6 and 7). It is indicative of a transition between the
dead-zone regime and the more inertial jet regime.
For the granular fluid, the graphs do not show a clear transition. It is possible that such a
transition occurs for a value of Fr above 3-4, as the length of the dead zone becomes constant360
beyond this critical value. This transition will be defined more precisely in the following subsection
where the influence of the generalised Reynolds number is studied. Equation 32 plotted on Fig. 10
is in good agreement with the data.
By plotting the angle θ0 of the dead zone with the horizontal,






one can highlight the complex behaviour of the dead zone for viscoplastic fluids and the transition365
occurring at Fr around 1.5 (see Fig. 11). For grains, θ0 can be approximated by θmin.
While for grains the approximately constant value of θ0 allows us to derive a simple expression
of LDZ , the viscoplastic fluid exhibits a strong and complex variation as Fr increases. Indeed, the
value of θ0 is slightly above 0° for low values of Fr, it decreases sharply and becomes negative as
Fr increases above 1.5, evidencing the transition between the dead-zone regime and the jet regime.370
Predicting the exact shape and length of the dead zone remains an open question for both types
of fluid, even if we have an empirical expression for the length of the granular dead zone given by
Eq. (32).
An alternate approach to the model based on the apparent weight of the volume disturbed by the
wall is a direct comparison of the data from DEM and SPH simulations to two extreme behaviours375
for an ideal fluid, for which we have simple expressions for P/Pg (at low Fr) and P/Pkin (at high
Fr).
Let us consider the local hydrostatic pressure in a column of ideal fluid at rest behind a wall:

















It follows that for an ideal fluid P/Pg = 2+H/h. Under the condition H/h ≈ 1, it yields P/Pg = 3.
Figure 12 displays a comparison between the above prediction and the values from our SPH and
21
















Figure 10: Length of the dead zone over the height of the obstacle LDZ/H versus Fr for simulations
of H-B fluids by SPH and granular flows by DEM. The solid red line shows the prediction from
Eq. (32) for granular flows.













Figure 11: Angle θ0 of the dead zone with the horizontal versus Fr, for simulations of both H-B
fluids by SPH and granular flows by DEM. θ0 is nearly constant and equal to θmin for granular
flows, which allows us to derive Eq. (32).
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Ideal fluid, hydrostatic pressure, H/h=1
Ideal fluid, hydrostatic pressure, H/h=1.16
Figure 12: Ratio P/Pg predicted for an ideal fluid at rest, compared to the results from our simu-
lations of H-B fluids by SPH and granular flows by DEM for low values of Fr.
DEM simulations, for the two ratios H/h = 1 and H/h = 1.16 (the latter corresponding to the380
fixed ratio used in the SPH simulations). It should be noted that this direct prediction for an ideal
fluid is very close to the prediction from the model based on the apparent weight of the volume
disturbed by the wall (for the granular material), which was shown in Fig. 8.
At larger Froude numbers, the pressure can be considered purely inertial. If we consider that the
wall is a plate-like obstacle with a drag coefficient C∗ = 2, the kinetic pressure of an ideal fluid on385
the wall is p = ρu2, which yields a typical ratio P/Pkin = 2 in the inertial regime. The comparison
between this prediction and the results from our DEM and SPH simulations is shown on Fig. 13.
Above Fr = 1.5, the pressure from viscoplastic fluids is slightly larger than this prediction while
the pressure from granular fluids is much lower. This can be explained by the key role of the dead
zone. The effect of the latter remains important for granular flows at Froude numbers larger than390
1.5 while it does not for viscoplastic fluids. This result highlights a difference in the rheological
behaviour between grains and viscoplastic fluids. Above Fr = 1.5, the latter are able to form a
strong inertial jet without any dead zone (or a dead zone reduced to a very small wedge) while the
former continue to pile up behind the obstacle forming a dead zone which is shortened in length but
still efficient in counteracting the increasing inertial drag caused by the increased velocity. Hence,395
the shape of the obstacle seen by the incident flow is not a plate-like obstacle with C∗ = 2 but
a softer shape (because of the grains piling up behind the wall) leading to a reduced value of C∗,
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Ideal fluid, kinetic pressure
Figure 13: Ratio P/Pkin predicted for an ideal fluid impacting a plate, compared to the results from
our simulations of H-B fluids by SPH and granular flows by DEM for Fr > 1.
typically around 0.5 (see Fig. 7). For a same Froude number, the ratio LDZ/H is generally larger
for the granular fluid (see Fig. 10).
3.2.2 Effect of the Reynolds number400












This model agrees fully with the linear fit for the grains, presented on Fig. 14: Pmax/Pg is
an affine function of Re if the variation of µ(I) is minor. It is the case here, with µ(I) varying
between 0.27 and 0.39 for the parameters used: θmin = 14°, θmax = 24°, and I0 = 0.3. We find that405
Pmax/Pg ≈ 3 + 0.2Re. The same model is also shown, using the values of C∗ and K∗ derived from
the fit of Pmax/Pg = f(Fr) (see Fig. 6), under the assumption that µ(I) ≈ µ(I) = 0.34. The values
of Pmax/Pg are underestimated at high values of Re because µ(I) increases above its average value,
thus the local slope of the data increases.
For the Herschel-Bulkley fluid, we observe a rupture in the evolution of Pmax/Pg when Re ≈ 27.410
We show two linear fits for each part of the curve: Pmax/Pg ≈ 2.6 + 0.07Re at low values of Re,
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and Pmax/Pg ≈ −10.5 + 0.55Re for Re > 27. Once again, this change of behaviour is indicative of
the transition from the dead-zone regime to the jet regime.







For granular fluids impacting the wall at a high Reynolds number, Pmax/Pkin does not depend415
on Re (it is equal to C∗) while for a low Re, it becomes inversely proportional to Re (neglecting
the variation of µ(I)). Our fit gives C∗ ≈ 0.2, which is below the typical value of 0.5 observed
experimentally. It is worth mentioning that the fit of Pmax/Pkin in the form a + b/Fr
2 was very
accurate over the whole range of Froude number tested, with a value of a = 0.42 (see Fig. 7).
This latter value for a is in good agreement with the measured values of C∗ around 0.6 from DEM420
simulations (when Fr is above 2.5-3). On the contrary, the fit of Pmax/Pkin in the form a + b/Re
is less accurate because it predicts a value a = 0.2 which is below the measured C∗ in DEM
simulations. This results might be explained by the fact that we have neglected the variation of
µ(I). The relation between Fr and Re is indeed complex because of its dependence of µ on Fr and
d/h. Neglecting the variation of µ(I) (even if those variations are weak) might be too strong an425
assumption. This result highlights the crucial effect of friction for granular flows. We also plotted
a curve which uses the values of C∗ and K∗ derived from the fit of Pmax/Pkin = f(Fr) (see Fig. 7),
assuming a constant value for µ(I) = 0.34. Because it overestimates µ(I) (underestimates K∗/µ(I))
for low values of Re, it does not fit the data as well in this range. However, this curve is more
accurate at high values of Re, and is more compatible with the experimental value of C∗ = 0.5.430
Our data show that viscoplastic fluids in the dead-zone regime (Re < 27) follow the same type
of relation a + b/Re, with a = −1.6 and b = 96 (see figure 15). Above Re = 27, the jet regime
appears and the ratio Pmax/Pkin does not depend on Re anymore. This corresponds to the critical
value Fr ≈ 1.5 mentioned in section 3.2.1. Pmax/Pkin ≈ 2 for high values of Re, a value compatible
with the typical value of the drag coefficient of a plate.435
For grains, we do not observe a clear transition. The transition is expected to occur at a larger
value of the Reynolds number (100-1000). The equivalent Froude number would be approximately
5-15.
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Figure 14: Ratio Pmax/Pg as a function of the reynolds number. The red dash-dotted line is the
best fit for the DEM granular flow data while the red dotted line uses values derived from the fit of

















Figure 15: Ratio Pmax/Pkin as a function of the Reynolds number. The red dashed line is the best
fit for the DEM granular flow data while the red dash-dotted line uses values derived from the fit
of Pmax/Pkin = f(Fr), plugged into Eq. (42) assuming a constant value for µ(I) = 0.34.
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4 Discussion and conclusion
Two numerical methods for simulating free-surface flows of complex fluids were described. The440
DEM method was used to model a granular material while the SPH method was employed to model
a Herschel-Bulkley (viscoplastic) fluid.
We simulated the interaction of flows of both types of materials with an obstacle. We then
studied the pressure exerted on the obstacle as well as the geometry of the flow, in relation with
both the Froude number and the Reynolds number. We observed that granular and viscoplastic445
materials show similar behaviours when interacting with an obstacle: at slow regimes, the fluid rises
slowly against the wall, the pressure reaches a plateau, and a zone of stagnating material (dead zone)
forms a the bottom of the obstacle and extends upstream, sometimes to great distances. At faster
regimes, a jet surges above the obstacle, the pressure peaks sharply, and the dead zone becomes
very small.450
The ratios of the maximum computed pressure on the obstacle over the average kinetic and
gravitational pressures, Pmax/Pkin and Pmax/Pg, were calculated to provide an insight on the origin
of the force exerted on the wall. Below Fr ≈ 1.5, these ratios are very close for both fluids.
We used a simple model based on the weight of the fluid stored in the dead zone to predict ac-
curately the pressure ratios Pmax/Pkin and Pmax/Pg for grains, and Pmax/Pkin for the viscoplastic455
fluid, at low values of the Froude number. However this model does not provide a good approx-
imation for Pmax/Pg in the case of the viscoplastic fluid, and is only suitable for low values of
Fr.
Another model was derived from an ideal fluid in two extreme situations: A fluid at rest, for
which the pressure is purely hydrostatic, to get an expression of Pmax/Pg at slow regimes; and460
a fluid impacting a vertical plate, to get an expression of Pmax/Pkin at fast regimes. The values
predicted by this model are coherent with the data from the SPH simulations in both regimes, and
also for the DEM results at low values of Fr.
The evolution of the angle the dead zone makes with the horizontal highlighted a significant
difference between the two materials: while for grains this angle is practically constant, it drops465
sharply for the Herschel-Bulkley fluid as Fr increases past 1.5. This evidences the marked change in
the behaviour of the viscoplastic fluid as it transitions from the dead-zone regime to the jet regime.
This evolution is much smoother with grains.
We have observed that the behaviours of two reference materials we studied, one purely vis-
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coplastic and the other purely granular, converge at low regimes. Moreover, in both cases, the470
pressure exerted on the wall at high regimes can be related to the kinetic pressure by a constant
drag coefficient. Most natural materials are constituted of grains and a variable amount of cohesive
material, yielding an array of rheologies ranging from purely frictional to viscoplastic. If common
features emerge in both granular and viscoplastic rheologies, one can expect these features to be
present in flows of materials of intermediate rheologies. From a practical point of view, this means475
that we can expect many phenomena encountered in the field, from avalanches to mudflows, to
follow the same physical processes as the ones evidenced in this paper. Of course, this hypothesis
needs to be further studied so as to be validated. One must also note that quantitatively, the forces
applied to the wall remain dependent on the rheology.
Notation480
C∗ = Equivalent drag coefficient
c = Speed of sound
d = Mean grain diameter
F = Force
Fnij = Normal force between grains485
F tij = Tangential force between grains
Fr = Froude number
g = Gravity acceleration
H = Height of the obstacle
h = Flow thickness490
I = Inertial number
K = Consistency of the Herschel-Bulkley fluid
K∗ = Dead-zone weight coefficient
k = Earth pressure coefficient
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kn = Normal stiffness495
kt = Tangential stiffness
LDZ = Length of the dead zone
mi = Mass of particle i
n = Power-law index of the Herschel-Bulkley fluid
P = Pressure500
Pg = Gravitational reference pressure
Pkin = Kinetic reference pressure
Pmax = Maximum pressure on the wall
Re = Reynolds number
uij = Relative tangential displacement505
u = Local velocity
u = Averaged velocity
W = Smoothing kernel function
β = Velocity profile coefficient
δ = Initial SPH particle spacing510
δij = Overlap between grains
γ˙ = Shear rate
ε˙ = Strain rate tensor
ηapp = Apparent viscosity
µ = Friction coefficient515
νij = Viscous coefficient (local damping)
φ = Depth-averaged volume fraction
29
ρ = Fluid density
ρP = Particle density
σ = Total stress tensor520
τ = Deviatoric stress tensor
τc = Yield stress of the Herschel-Bulkley fluid
θ = Slope inclination
θ0 = Angle between the dead zone and the horizontal
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Ce travail a porté sur l'étude de l'impact d'un écoulement transitoire à surface
libre d'un ﬂuide viscoplastique sur un obstacle rigide. Il s'agit d'une approche
numérique fondée sur la méthode SPH. Sa ﬁnalité opérationnelle est d'apporter
des éléments de connaissance sur l'impact de laves torrentielles sur des structures
de protection (ce qui devrait à terme en permettre un meilleur dimensionnement),
ou sur d'autres enjeux humains (ce qui devrait permettre à terme une meilleure
évaluation des dégâts potentiels).
Au chapitre 1 nous avons présenté les principales caractéristiques des laves
torrentielles, ainsi que les enjeux opérationnels justiﬁant qu'on s'intéresse tout
particulièrement à leur impact potentiel sur des structures. Nous avons présenté
les objectifs opérationnels et scientiﬁques de notre étude. Ces derniers consistent
en l'étude numérique de l'impact sur un obstacle d'un écoulement transitoire à
surface libre de ﬂuide viscoplastique présentant un front raide suivi d'un régime
quasi-permanent. Enﬁn, nous avons mené une analyse préalable des méthodes
numériques pouvant être mises en ÷uvre dans le cadre de notre étude et avons
conclu que la méthode SPH présentait des avantages indéniables. Cette méthode
a donc été retenue.
Au chapitre 2, nous avons brièvement présenté la méthode SPH, puis nous
avons décrit comment le code que nous utilisons a été adapté à nos objectifs, no-
tamment la manière dont est modélisé un ﬂuide de Herschel-Bulkley, la technique
mise en ÷uvre pour obtenir un écoulement à débit constant et la méthode d'enre-
gistrement des pressions. Nous avons ensuite testé les capacités du code à simuler
des écoulements fortement transitoires impactant un obstacle, en comparant les
résultats qu'il fournit à des résultats expérimentaux et des données de simulations
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issus de la littérature, sur un cas de type dam-break de ﬂuide newtonien. Nous
avons établi qu'il fournissait des valeurs cohérentes à la fois avec l'expérience et les
résultats numériques. Enﬁn, un cas test d'écoulement à surface libre de ﬂuide de
Herschel-Bulkley en régime permanent a permis d'établir une très bonne concor-
dance entre nos proﬁls numériques de vitesse et les proﬁls théoriques. Constatant
que le modèle fournissait des résultats très satisfaisants sur ces cas test, nous
avons conclu que nous pouvions avoir raisonnablement conﬁance en ses capacités
à simuler les écoulements qui nous intéressent.
Au chapitre 3, nous avons décrit les simulations eﬀectuées, et notamment pré-
senté les valeurs de paramètres retenues. Nous avons analysé les caractéristiques
locales de l'écoulement au voisinage de l'obstacle, et notamment l'évolution de l'al-
lure de la surface libre au cours du temps, la formation d'une zone morte en pied
d'obstacle, et les champs de vitesse. Ces derniers ont fait l'objet d'une comparai-
son avec des données expérimentales PIV issues du travail de Tiberghien [2007]. Le
résultat de cette confrontation a été jugé satisfaisant. Nous avons par ailleurs ana-
lysé de façon qualitative l'évolution temporelle de la pression exercée sur l'obstacle.
Cette observation des caractéristiques locales des écoulements nous a permis de
mettre en évidence deux régimes d'impact du ﬂuide sur l'obstacle, suivant l'angle
de la pente sur laquelle il s'écoule.
Aux faibles pentes, correspondant à de faibles valeurs du nombre de Froude
des écoulements, nous avons observé des impacts  lents , au cours desquels le
ﬂuide monte graduellement le long de l'obstacle en formant un ressaut qui remonte
l'écoulement. La pression mesurée sur la face amont de l'obstacle augmente pro-
gressivement vers un plateau. Une grande quantité de ﬂuide est stockée en amont
de l'obstacle, et une zone de ﬂuide stagnant, que l'on appelle zone morte, se forme
au pied de celui-ci. Du fait de l'importance de cette région aux plus faible pentes,
nous avons nommé ce régime d'impact le régime de zone morte.
Aux pentes les plus fortes, correspondant aux valeurs de Fr les plus élevées,
nous avons observé des impacts plus violents qu'aux faibles pentes, au cours des-
quels se forme un jet qui dépasse l'obstacle. L'impact violent produit un pic de
pression sur la face amont de l'obstacle, puis la pression redescend vers un pla-
teau quand l'écoulement permanent est atteint. Dans ce régime, la taille de la
zone morte est réduite et évolue peu avec la pente. La présence d'un jet étant le
caractère distinctif de ce régime d'impact, nous l'avons nommé régime de jet.
Entre ces deux extrêmes, se produit une transition, autour de Fr ≈ 1.5 si on
prend pour référence les caractéristiques locales de l'écoulement et Fr ≈ 1.2 si on
prend pour référence le pic de pression. Ces valeurs sont proches de celle trouvée
par Tiberghien [2007] (Fr ≈ 1.4). Pour ces écoulements, un petit jet se forme,
accompagné d'un pic de pression, puis on enregistre un creux de pression avant la
montée vers un plateau lorsque l'écoulement se stabilise. La pression du pic et du
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plateau sont du même ordre de grandeur. C'est aussi autour de cette transition que
l'on observe une inﬂexion dans l'évolution de la longueur de la zone morte. Ceci
nous a amené à supposer l'existence d'un lien fort entre caractéristiques locales de
l'écoulement (allure de la surface libre, champ de vitesse) et mécanismes physiques
à l'origine de la pression exercée sur l'obstacle.
Dans le chapitre 4 nous avons étudié de façon quantitative l'évolution tempo-
relle et la répartition spatiale de la pression du ﬂuide le long de la face amont
de l'obstacle au cours de l'interaction entre l'écoulement et l'obstacle. Nous avons
également étudié le lien entre les valeurs maximales de pression et une variable glo-
bale représentative de l'écoulement incident : le nombre de Froude Fr. Nous avons
également cherché à établir les mécanismes physiques à l'origine de la pression
exercée sur l'obstacle.
Dans une première étape de cette analyse, nous avons constaté une évolution
des valeurs de pression en fonction de la taille des particules et de la taille des cap-
teurs utilisés. Aﬁn de réduire l'incertitude liée à ce problème, nous avons procédé
à une étude de la convergence des valeurs de pression maximales calculées sur un
capteur central, en faisant varier la taille du capteur Lc et l'espacement des parti-
cules δ. Nous avons mis en évidence qu'en faisant décroître δ, les pressions obtenues
convergeaient vers une valeur limite, indépendamment de la taille de capteur. De
cette étude de convergence, nous avons tiré des valeurs de pressions maximales
extrapolées (pour δ → 0) présentant une faible dispersion, et cela pour un certain
nombre de pentes représentatives de l'ensemble des régimes d'interaction mis en
évidence au chapitre 3.
Dans une deuxième étape, nous avons étudié l'évolution du maximum de pres-
sion calculé sur la face amont de l'obstacle en fonction du nombre de Froude de
l'écoulement incident, à la fois sur l'obstacle entier et sur trois zones de 10 mm de
hauteur en haut, milieu et pied d'obstacle. L'évolution des valeurs maximales de
pression en fonction du nombre de Froude met encore une fois en évidence, en co-
hérence avec le chapitre 3, l'existence de deux régimes d'écoulement. La transition
entre ces deux régimes apparaît pour une valeur du nombre de Froude qui dépend
de la position du capteur sur l'obstacle et se situe dans la gamme 1.2 ≤ Fr ≤ 1.6.
Une comparaison des valeurs maximales obtenues dans nos simulations aux valeurs
expérimentales de Tiberghien [2007] met en évidence des évolutions tout à fait si-
milaires : même valeur de Fr ≈ 1.5 à la transition de régime et pentes comparables
des courbes d'évolution en fonction de Fr.
Dans une troisième étape, nous avons comparé la pression maximale calculée
(notamment son évolution en fonction de Fr) à des valeurs de référence de la
pression : la composante cinétique (ou pression dynamique) et la composante gra-
vitationnelle (ou pression hydrostatique). Nous avons ainsi pu mettre en évidence
les mécanismes physiques à l'origine de la pression sur l'obstacle en établissant
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d'une part que la pression maximale en régime de zone morte est contrôlée par la
composante gravitationnelle, et d'autre part que la pression maximale en régime
de jet est contrôlée par la composante cinétique. En analysant non plus la pression
maximale mais les pressions du pic et du plateau séparément, nous avons mis en
évidence qu'elles étaient liées chacune à une composante diﬀérente, indépendam-
ment du régime considéré : la pression du pic est due à la composante cinétique
tandis que la pression du plateau est due à la composante gravitationnelle.
Dans une dernière étape, après avoir étudié une pression moyennée sur toute
la face amont de l'obstacle, nous avons analysé plus ﬁnement le proﬁl de pression
mesuré le long de cette face. Nous avons montré que c'est le pied de l'obstacle qui
enregistre systématiquement le maximum de pression au cours de l'écoulement.
Ce maximum est observé lors de l'impact initial (en régime de jet) ou lors de la
phase de plateau (en régime de zone morte). Dans tous les cas, le proﬁl s'établit
par progression de la pression du bas vers le haut de l'obstacle, et tend vers un état
ﬁnal quasi-linéaire. Cet état ﬁnal correspond toujours à la phase de plateau durant
laquelle la pression sur l'obstacle découle de la composante gravitationnelle, ce qui
conduit à une distribution de type hydrostatique (donc linéaire) de la pression.
Dans le chapitre 5 nous avons présenté une comparaison entre nos écoulements
de ﬂuide viscoplastique tels qu'étudiés aux chapitres 3 et 4 et des écoulements si-
milaires (avalanches présentant un front suivi d'un court régime quasi-permanent)
de matériau granulaire. Pour ces derniers la méthode numérique adoptée était la
méthode des éléments discrets. Pour ces deux matériaux, la pression exercée sur
l'obstacle ainsi que la géométrie des écoulements ont été analysés en fonction du
nombre de Froude et du nombre de Reynolds.
Bien que les deux matériaux considérés soient très diﬀérents, un certain nombre
de points communs ont été mis en évidence lors de leur interaction avec un obstacle.
Dans les deux cas, un régime de zone morte et un régime de jet, présentant toutes
les caractéristiques décrites au chapitre 3, ont été mis en évidence. De plus, la
transition entre ces deux régimes apparaît pour des valeurs de nombre de Froude
assez proches pour les deux matériaux. Dans les deux cas, les mécanismes phy-
siques à l'origine de la pression totale exercée sur l'obstacle sont identiques avec
une dominance de la composante gravitationelle en régime de zone morte et une
dominance de la composante cinétique en régime de jet. De plus pour Fr . 1.5 les
valeurs des rapports entre, d'une part la pression maximale et la composante ciné-
tique, et d'autre part la pression maximale et la composante gravitationnelle, sont
très proches pour les deux matériaux. Deux modèles analytiques simples valables
pour les deux matériaux ont été proposés et permettent de prédire les valeurs de
ces deux rapports de pressions dans certaines conditions. De façon générale, nous
avons établi que les comportements des deux matériaux convergent en régime de
zone morte, et qu'en régime de jet la pression exercée sur l'obstacle est liée à la
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composante cinétique par un coeﬃcient de traînée. Toutefois, la transition de ré-
gime est plus progressive dans le cas du matériau granulaire que dans le cas du
ﬂuide viscoplastique.
On peut faire le constat que la plupart des matériaux naturels sont consti-
tués d'un mélange de grains et d'une quantité variable de matériau cohésif, ce qui
conduit à un éventail de rhéologies s'étendant du pur comportement frictionnel au
viscoplastique. Si des caractéristiques communes peuvent être mises en évidence
pour ces deux rhéologies extrêmes, on peut raisonnablement supposer que ces
mêmes caractéristiques seront présentes dans les écoulements d'une large gamme
de matériaux de granulométrie étendue. Compte tenu des résultats établis dans
le cadre du présent travail, nous pouvons raisonnablement supposer que, pour de
nombreux phénomènes observés sur le terrain, des avalanches aux coulées de boue,
les interactions écoulementobstacle sont pilotées par les mêmes mécanismes phy-
siques, et qu'on peut donc leur appliquer les mêmes modèles. Bien entendu, cette
hypothèse devra être étudiée de manière plus complète pour être validée. Quan-
titativement, les pressions exercées sur l'obstacle restent toutefois dépendantes de
la rhéologie du matériau considéré.
6.2 Perspectives
Ce travail a permis de mettre en évidence et caractériser précisément les ré-
gimes d'impact d'un ﬂuide viscoplastique sur un obstacle rigide. L'étude a été
menée de façon numérique en adaptant et en utilisant un code SPH 2D vertical
et en se plaçant à l'échelle d'un écoulement de laboratoire. L'obstacle présentait
une géométrie simple et son comportement mécanique n'a pas été pris en compte
explicitement. Malgré les hypothèses simpliﬁcatrices adoptées, les temps de calcul
demeuraient longs, ce qui ne nous a pas permis de réduire la taille des particules
SPH et donc d'augmenter la résolution spatiale des résultats obtenus, et notam-
ment de faire converger les valeurs de pressions simulées. Une comparaison a été
eﬀectuée avec un matériau granulaire.
D'un point de vue ﬁnalisé, notre objectif était d'apporter des éléments de
connaissance relatifs à l'interaction de laves torrentielles avec des structures. À
l'échelle du terrain, ce type de phénomène concerne des matériaux complexes
constitués d'eau et d'éléments solides de large étendue granulométrique, la géo-
métrie du chenal et de la structure est complexe avec d'importants eﬀets tridi-
mensionnels et la résistance de la structure aux impacts est un enjeu opérationnel
extrêmement fort.
En vue de poursuivre notre étude scientiﬁque aﬁn de répondre plus complète-
ment à ces objectifs ﬁnalisés, une première étape serait de réaliser des simulations
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d'écoulements à l'échelle du terrain. Sur le principe, réaliser de telles simulations ne
présenterait pas de diﬃculté particulière. Cependant, la durée réelle de l'interaction
est probablement plus importante en conditions de terrain, ce qui nécessiterait des
simulations plus longues. Même dans le cadre de simulations bidimensionnelles, les
temps de calcul, déjà longs avec les paramètres actuels, deviendraient diﬃcilement
gérables. Une solution envisageable consisterait à développer un code massivement
parallèle, en utilisant par exemple les avancées récentes des calculs sur GPU (cartes
graphiques), ou bien modiﬁer un des codes SPH existants qui utilise cette tech-
nologie [Gomez-Gesteira et al., 2012] pour l'adapter à nos besoins (notamment
implémenter la rhéologie de Herschel-Bulkley). Un tel développement devrait per-
mettre en outre de diminuer la taille des particules utilisées dans les simulations, à
un niveau où la convergence des valeurs de pression (voir section 4.1) exercée sur
l'obstacle serait assurée. Par ailleurs ce type d'approche permettrait d'envisager
des simulations 3D. Le passage du 2D au 3D ne présente pas de diﬃculté théorique
majeure en SPH. Ce passage à des simulations en 3D permettrait de prendre en
compte la géométrie du chenal ainsi que celle, parfois complexe, des structures de
protection. On pourrait ainsi simuler des eﬀets tridimensionnels jusqu'ici ignorés.
Dans le cadre de notre étude, nous avons fait l'hypothèse d'un obstacle ﬁxe et
rigide. Cette hypothèse n'est a priori pas trop pénalisante dans la mesure où les
temps caractéristiques du phénomène considéré et de la réaction de la structure
sont suﬃsamment éloignés [Faug, 2011]. Toutefois, le problème de la résistance de
la structure représente un enjeu opérationnel fort. Aﬁn d'apporter des éléments de
connaissance sur le comportement de la structure soumise à un impact, deux straté-
gies sont envisageables. On pourrait par exemple utiliser les valeurs de contraintes
calculées par la SPH comme conditions aux limites dans des simulations méca-
niques de la structure, en utilisant un code aux éléments ﬁnis. Cette approche
est similaire aux travaux de Ousset et al. [2014] sur l'impact d'une avalanche de
neige dense ou de Brun et al. [2012] sur la réponse d'une structure soumise à un
séisme. Une autre possibilité serait de modéliser à la fois le ﬂuide et la structure
par la méthode SPH. Il faut noter à ce sujet que les capacités de la SPH à modéli-
ser des solides sont encore limitées, notamment à cause de l'instabilité en tension
[Dyka and Ingel, 1995; Bonet and Kulasegaram, 2001]. Cependant des solutions
ont été proposées pour améliorer la stabilité et la convergence de la méthode dans
le cadre de la mécanique des solides [Cleary and Das, 2008]. Par ailleurs, des tra-
vaux récents portant sur la simulation SPH de structures déformables dans un
ﬂuide [Amini et al., 2011; Larroude and Oudart, 2012] pourraient constituer des
pistes de réﬂexion intéressantes sachant que des structures de protection souples
sont parfois utilisées contre les laves torrentielles.
Les laves torrentielles réelles sont le plus souvent constituées de matériau granu-
laire grossier et d'un mélange eauparticules ﬁnes constituant un ﬂuide interstitiel
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viscoplastique. Dans l'optique de se rapprocher des écoulements naturels, il serait
intéressant d'intégrer des particules solides au sein du ﬂuide tel qu'il a été traité
dans le cadre de cette étude. Cela permettrait une meilleure représentation de la
granulométrie très étendue typique des laves torrentielles réelles. Il a été établi
par ailleurs que les écoulements de matériau granulaire peuvent être traités par
la méthode SPH [Chambon et al., 2011]. Des exemples récents de simulations de
particules solides dans un ﬂuide peuvent être cités : Prakash et al. [2007] utilise
la méthode SPH uniquement, tandis que Nutto et al. [2012] couple SPH et DEM.
Ces travaux constituent des pistes de réﬂexion intéressantes. Le traitement en SPH
de l'interaction entre des matériaux de propriétés mécaniques diﬀérentes demeure
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