ABSTRACT. In this paper, we prove certain one-sided Paley-type inequalities and use them to study the convergence rates for the tail probabilities of sample sums. We then apply our results to find the limiting moments and the limiting distribution of the last time and the largest excess of boundary crossings for the sample sums, generalizing the results previously obtained by Robbins, Siegmund and Wendel. Certain one-sided limit theorems for delayed sums are also obtained and are applied to study the convergence rates of tail probabilities.
(L4) ElX^Üog+IXjl +l)-*/2<oo and £X1=0, (1.5 ) £ np/2-2P[\Sn\ > ein log tz)H] < « for ail large e, (1.6) Js\n*/2-*p\sv.p\Sk/(k log kíA\ > el < ~ for ail largt Lk>n J e e.
It is natural to ask whether there are corresponding one-sided analogues of the above results. For example, if 1/2 < a < 1 and X., X., ... are i.i.d.
random variables with EX. = 0 and E(XJ)P < oo for some p > l/a, then is it always true that 2 tz*"*-P[S > ena] < <» for all e > 0? The answer to this question turns out to be negative, as will be shown in §2 by a counterexample. However, if we also assume that EX j < oo, then the answer becomes affirmative. In fact, the following result has been established in [2] . Let E|X1|r<«) for some 1 < r < 2, E(x\)p < «. for some p>r and EX, = 0. If ar > 1, then (1.7) 21nPa~2pl max sk>{n"\<00 f°ralle>0.
Ll<k<n J
The additional requirement E|Xj|r < oo is a natural assumption, for without it, P[S > ena] may even converge to 1 under EX j = 0 and E(Xl)p < oo for all p, as our counterexample shows. In §3, we shall obtain a sharper version of (1.7). A corresponding one-sided analogue of (1.5) and (1.6) under the assumption EXj = 0, EX\ < ~ and E(x\)p(log(2 + x\))~p/2 < «. will also be given in §4.
The series considered in (1.7) is closely related to the moments of the last time and of the largest excess of certain boundary crossings for the sequence Xn and for the sequence of partial sums S . More specifically, let us define T(i, a) = sup|«>l: 5n>fna} (sup 0 = 0), (1.8) Me, a)aSup(Sn-(na), TZ>0 Tjie, a) = supJTZ > 1 : Xn > fTzaj, MAe, a) = sup(X -ena). In §5, we shall consider the relations between the series in (1.7) and E(T(e, a))p"~\ TftT'e, a))*""1, E(M(e, a))(**"»^ and E(MlU, a))(pa-1)/a.
Our results here extend those found in [3] , [8l, [9l and [15] .
In §3, to sharpen the relation (1.7), we shall prove the following inequality:
If EXj = 0 and EXj < oo, then for a > 1/2 and p > 1/a, (1.9) £ npa~2p\ max Sk>J\<C \EÍX¡)p + (EX2Ypa-^/^2a-1)}, n=l Ll<k<n J
where Cp _ is a universal constant depending only on p and a. In fact, we shall derive a slightly more general inequality where we consider E|Xj|r in place of EXj for some 1 < r < 2. The inequality (1.9) has some interesting applications in connection with the last time Tie, a) and the largest excess zM(e, a) of boundary crossings. In §6, we shall show that as ejO,
where '!---I' denotes convergence in distribution, and
and W(t), t > 0, is the standard Wiener process. Using the inequality (1.9),
we easily obtain that if E(Xj )p < oo for some p > 2, then
The inequality (1.9) enables us to simplify the proof and extend the result of (1.11), (1.12) and (1.13) in the case a = 1.
The one-sided inequality (1.9) obviously implies the corresponding twosided result: If EXj = 0, EXj < oo, a > 1/2 and p > 2, then (1.14) £ tz^pT max |S.| > rzal < CHjE\X,\* + (BX?)<»«-»'«»-»|.
The above upper bound is sharp in the sense that a corresponding lower bound also holds:
We shall refer to the inequalities (1.14) and ( Since 8 < 1/2 + 3S/4, it follows from (2.2) and (2.3) that a(S'n) = o(ES'n). Sr.t= Ç, */' 5r.i » .ma* 5r.,' S0 = 50 = X0 = X0 = °'
We first prove an inequality of which (1.9) is a special case. KBjàkYn-bar-KElXj)'.
The last inequality above follows from the Marcinkiewicz-Zygmund inequalities (cf. [13] ). Letting X= k-ipa-2)/(ra -1), we have A > l/(ra -1) and it follows from (3.4) that if ElXjl'^ 1, then = ^.a,r(£lXl|r)(í'a"1)/(ra"1)-
•■■% * -P,fX»r i
Using (3.2), (3.3), (3.5), (3.6) and (3.7), we then obtain the desired conclusion for the case ElXj' > 1. If E|Xj|r < 1, then it follows from (3.4) that £ TZ**-2P*[r >Tz7(2£)]<y (ElXjIO* ¿ "-A(^-l)
a.r(ElXllr)Ci'a'1)/(ra"1)-
Hence the desired conclusion also follows in this case.
Corollary. Suppose Xj, X2, ... are i.i.d., EXj = 0 arzfi? E|Xj|r<oo for some 1 < r < 2. Let a > l/r and p > l/a. Then (1.7) is equivalent to each of the following statements: (3.9) E(X\)P < oo. we can prove that (3.11) ■* (3.9).
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The results in the above corollary have been partly established in [2] by different methods. In [2] , the case a. = 1/r and p>r for 1 < r < 2 have also been considered and it is proved that in this case, (3.9) still implies (1.7).
The following one-sided theorem on the convergence rate of tail probabilities deals with the case a > 1. In this case, when a.p > 1, it follows immediately from Theorem 3 of [l] and the fact that S < X, + • • • + X while the situ-* n -in, ation ctp = 1 can be proved by using Theorem l(iii) and Lemma 3 of [2] .
Theorem 2. Suppose Xj, X2, ... are i.i.d., a > 1 and ap > 1. If E(X A)p < oo, then (1.7) holds, and consequently (3.10) also holds when ap> 1.
We remark that in Theorem 2, the relation (1.7) does not necessarily imply E(Xj )p < oo. To give an example, let 0 < p < 1, a > l/p, y > pa2/(pa-1).
Setting q = pa/\yipa -l)j, we have 0 < q < p. Choose 0 < v < 1 such that y < \vipa. 
This in turn implies that
where we define S% = Sr<y_<[r] + tX+, and Stf = Zr<idr] + tXj. Now j'^;} has the same distribution as X", and it is well known that P[X~ < /] = o(exp(-f~v)) as r 1 0. Since y < \v(pa -l)j-1, it follows from the BorelCantelli lemma that (3-15) J* m~yS¿l/iP«-l\mV<pa-l) -°° a'eFrom (3.14) and (3.15), we obtain
Since a/(pa-1) <y, (3.16) implies that ei 17-> lim sup m~a/lpa"1)T " .," .. . "" " <0 a.e. The corresponding one-sided limit theorem has also been obtained: If E|X,|r < oo for some 1 < r < 2, E(X 1)p < oo for some p > r and EXj = 0, then for every 0 < ß < r/p (or for every 0 < ß < l/p in the case r = 1), (4.2) Um sup n~l'pS "<0 a.e.
T2-»oo n,nF or a.r > 1, obviously (4.2) implies (3.17) which is in turn equivalent to (1.7).
Thus based on the equivalence between (1.7) and (3.17) which holds for any O-> 0 and ap > 1, we can prove theorems concerning the convergence rate of tail probabilities from the corresponding limit theorems for delayed, sums.
We note that while ß ranges from 0 to min(l, 2/p) in (4.1), the range of ß in (4.2) is from 0 to r/p. Our example in §2 shows that we cannot extend the range of ß in (4.2). In that example, r = 1 and we can take any p > 1 since X, is bounded. Now for any 0 < ß < 1, since S R has the same dis- to note that in spite of (2.4), we have for any 0 < ß < 1, ,, .. lim inf S " (log tz) /n" = -oo a.e.
•^> n-oo n,np 
«-?° \<j<nß
As 5 is arbitrary, we obtain (4.7) from (4.9), (4.10), (4.11), (4.12) and (4.13).
Obviously (i) 7/ E(X j )p < oo, then for every e > 0, 7j(e; p, a), } j(e; p, a), T7z,(e; p,a), r,(e; p,a) and Sj(e; p,a) are all finite. Conversely, if one of the above five quantities is finite ¡or some e > 0, then E(X l )p < oo. (ii) Suppose E(X1)P < oo and a>]4.
In the case a = 1, assume further that EXj = 0. 7tz the case a < 1, assume further that EXj = 0 and E|Xj|r < oo for some 2>r> 1/a. Under these assumptions, l(e; p, a),
J (e; p, a), Tzz(e; p, a), r(e; p, a) and s(e; p, a) are finite for all e > 0.
(iii) Suppose a>Vi and E|Xj|1/a < oo. Assume further that EXj = 0 z'tz the case a < 1. If one of J(e; p, a), ] (e; p, a), m(e; p, a), r(e; p, a) and s(e; p, a) is finite for some e > 0, then E(X j )p < oo. is uniformly integrable, and so (e2/(2a_1'T(e, a))*"*-1 is also uniformly integrable. The desired conclusion for M(e, a) can be similarly proved.
Theorem 7 gives the asymptotic behavior of r(e; p,a) and m(e; p,a) as e 1 0. It is also interesting to investigate the asymptotic behavior of ]ic, p, a) and 7(e; p, a). This is given in the following theorem. Lo</<i ~ J It then follows from (6.12), (6.13) and Fatou's lemma that (6.14) lim inf e2(»a-l)/(2a-Dj(£. p, a) elO >2 f"V*-2(l-<Ka{2a-1)/2))Ai.
-Jo
To obtain the reverse inequality with lim inf replaced by lim sup, we let 0 < 8 < 1 and define X'., X". by (6.6) with K > 0 so chosen that (6.7) is satisfied and 0 < a < 1 + 8, where a2 -E(X'j)2. Let S'n = X\ + • • • + X'n , Sn = X"l + " * * + X"n and define /'(f; P'a) for S«> Aï P'a) for S«' Obviously J(e; p, a) < j'((l -8)e; p, a) + ]"(8e; p, a). Using the inequality (1.9) as in 
