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Abstract
This paper describes our approach to the
EmotionX-2019, the shared task of SocialNLP
2019. To detect emotion for each utterance of two
datasets from the TV show Friends and Facebook
chat log EmotionPush, we propose two-step deep
learning based methodology: (i) encode each of
the utterance into a sequence of vectors that rep-
resent its meaning; and (ii) use a simply softmax
classifier to predict one of the emotions amongst
four candidates that an utterance may carry. Notice
that the source of labeled utterances is not rich,
we utilise a well-trained model, known as BERT,
to transfer part of the knowledge learned from a
large amount of corpus to our model. We then
focus on fine-tuning our model until it well fits
to the in-domain data. The performance of the
proposed model is evaluated by micro-F1 scores,
i.e., 79.1% and 86.2% for the testsets of Friends
and EmotionPush, respectively. Our model ranks
3rd among 11 submissions.
1 Introduction
EmotionX-2019 shared task aims to predict one of four emo-
tions, i.e., neutral, joy, surprise, and anger, for each of
utterance in the dialogues of social media conversion. The
datasets [Hsu et al., 2018] consist of scripts from a popu-
lar American TV show Friends and the anonymous Facebook
chat logs named EmotionPush. We consider the task as multi-
class text classification problem in the domain of natural lan-
guage processing (NLP).
In recent years, deep learning technologies have been in-
tensively used for text classification in the presence of suffi-
cient training data. For example, convolutional neural net-
work (CNN) [Kim, 2014; Kim et al., 2018] is capable of
capturing key words in the sentences, while recurrent neu-
ral network (RNN) [Liu et al., 2016] is proven to have better
performance at modeling long dependencies among text, and
so on. No matter which model is chosen, a large amount of
supervised data are needed to learn the numerous model pa-
rameters.
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To tackle the low-resource problem in NLP, a lot of pre-
trained models are developed for domain adoption. Pre-
trained word embeddings [Mikolov et al., 2013; Pennington
et al., 2014; Peters et al., 2018] are perhaps the most popular
techniques which are frequently adopted in many NLP tasks.
The generalization of word embeddings, such as sentence em-
beddings [Conneau et al., 2017], are also used in downstream
models, e.g., natural language inference, etc. More recently,
the technique of pre-trained language models trained on large
monolingual corpora combined fine-tuning has become dom-
inant in a variety of NLP benchmarks. These models, such
as BERT [Devlin et al., 2018], Open AI GPT [Radford et
al., 2018; Radford et al., 2019], and Transformer-XL [Dai
et al., 2019], are complex neutral networks with extremely
deep depth. The borrowed knowledge from pre-trained mod-
els can not only improve predictive performance for down-
stream models, but also accelerate model training for low-
resource problems.
In this work, we adopt pre-trained BERT to our model,
and focus on fine-tuning a standard feed-forward and soft-
max layer built on top of the pre-trained BERT. We analyze
the fine-tuning methods based on the pre-trained model for
the target task, and make use of the additional data gener-
ated through bidirectional translations. Our finding is that the
pre-trained model can significantly improve the accuracy with
only a few training epochs. We also provide a data selection
strategy for imbalanced problem and achieve an significant
gain compared to the prior work [Luo et al., 2018].
2 Model
BERT is a language model built upon bidirectional training a
popular attention model, Transformer [Vaswani et al., 2017].
According to Google release, there are several model variants
based on model configurations. In our work, we adopt BERT-
base as the base model, which consists of an encoder with
12-layer Transformer blocks. For each block in the encoder,
it contains 12-head self-attention layer and 768-dimensional
hidden layer, yielding a total of 110M parameters. The base
model allows inputs up to a sequence of 512 tokens and out-
puts the vector representations. In addition, BERT imple-
ments a technique called masked language model, that is, for
each of the input sentences, it always inserts a special classifi-
cation token [CLS] at the beginning and a special separation
token [SEP] at the tail, and randomly chooses some words
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which are replaced by [MASK] in the sequence. More on the
model description about the BERT is referred to [Devlin et
al., 2018].
We use the final hidden states h of the first token [CLS] as
the representation of the whole sequence s. Interested reader
can refer to [Vaswani et al., 2017] for details about each com-
ponent of the Transformer model. For our model, a standard
softmax layer is then added on top of BERT to predict the
probability of label c:
p(c|s) = softmax (W · h+ b) (1)
where W is the weight matrix, and b is the bias vector to
be estimated. We then fine-tune the parameters only based
on the in-domain data by maximizing the cross-entropy. The
overall model architecture is shown in Figure 1.
Figure 1: Pre-trained BERT for text classification. The input utter-
ance is “Okay!”, which is labeled Joy.
3 Data
The datasets of both Friends and EmotionPush are summa-
rized in Table 1, and the label distributions are shown in Ta-
ble 2. A total of one thousand dialogues, or approximately 14
thousand utterances that are categorized into eight emotions,
are available for both datasets. The average length (in terms
of number of tokens) of the utterance is below 11; on the other
hand, the maximum lengths are 91 and 227 for Friends and
EmotionPush dataset, respectively. The labeled data are im-
balanced, most of which are recognized as neutral emotion.
The data labeled anger are especially insufficient compared
to others for the example of EmotionPush.
dialogues utterances tokens avg len
Friends 1,000 14,503 148,043 10.2
EmotionPush 1,000 14,742 99,073 6.7
Table 1: Summary of the datasets.
neutral joy sadness anger total
Friends 6,530 1,710 498 759 9,497
EmotionPush 9,855 2,100 514 140 12,609
Table 2: Label distributions for the target emotions.
3.1 Data Preparation
For model training, we do not use all of the available data.
We only select the data labeled with emotions of interest, i.e.,
neutral, joy, sadness and anger. Since additional data are pro-
vided, we also make use of them to enhance the model perfor-
mance. Those data are obtained by using Google’s translate
API, that is, first translate the English text into another lan-
guage, e.g., French, German, and Italian, and then translate it
to English through a back-translate API. Although three times
more data are available, we decide not to put all of them into
model training. Instead, we enrich our training set by select-
ing the data labeled joy, sadness, and anger. The additional
neutral data are discard so that the data of four classes can
remain balanced.
The sentences are tokenized by default WordPiece tok-
enization; all the words are lowercased. We also restrict the
sentence length to 128. For the sentences longer than this
value, we implement a truncation method which only keeps
the first 126 tokens 1.
4 Fine-tuning
For fine-tuning of the target model, we keep most of the hy-
perparameters the same as pre-traning in [Devlin et al., 2018],
except for batch size, learning rate, and train epochs. We find
that by choosing a small size batch, starting with a smaller
learning rate, and training with a few epochs is perhaps the
optimized strategy for our model. Because most of transfer
learning models suffer from catastrophic forgetting problem,
that is, the learnt information is erased when learning the new
knowledge from target domain data. We also find that using
a aggressive learning rate such as 5e-4 make the training fail
to converge. To summarize, we discover that the following
values work well for us:
• batch size: 24
• learning rate (Adam): 2e-5
• train epochs: 4
5 Results
The evaluation is conducted separately on Friends and Emo-
tionPush datasets. Each testset contains 240 dialogues. The
test results are listed in Table 3 and Table 4.
In general, our model has better performance in classifying
emotions for EmotionPush than Friends, in terms of average
F1 score. We find that most of the other submissions yield
the similar results, see the leaderborads 2 for reference. We
guess a possible explanation is the language they use, e.g., the
1two tokens are reserved for [CLS] and [SEP].
2https://sites.google.com/view/emotionx2019/leaderboards?
authuser=0
precision recall f1-score support
neutral 0.801 0.914 0.854 1035
joy 0.854 0.648 0.736 505
sadness 0.608 0.512 0.556 121
anger 0.662 0.638 0.650 141
micro avg 0.791 0.791 0.791 1802
macro avg 0.731 0.678 0.699 1802
weighted avg 0.792 0.791 0.785 1802
Table 3: Evaluation results for Friends
precision recall f1-score support
neutral 0.908 0.917 0.913 2146
joy 0.747 0.730 0.738 601
sadness 0.627 0.627 0.627 110
anger 0.474 0.333 0.391 27
micro avg 0.862 0.862 0.862 2884
macro avg 0.689 0.652 0.667 2884
weighted avg 0.860 0.862 0.861 2884
Table 4: Evaluation results for EmotionPush
language in EmotionPush is less complex than that in Friends.
Compared to the best score submission, our major gap is the
accuracy in predicting the emotion of anger, especially for
EmotionPush. Because the labeled data for some emotions
is far from well learning a deep neutral network model, we
may rely on extra resource in order to treat the extremely low-
resource properly.
Also pay attention to the merits for each category of the
emotions, it is clear that the predictive performance for each
label directly relates to the amount of labeled training data,
for example, when we refer to Table 2 and the recall in Table 3
and Table 4. It implies that the imbalanced data problem still
exits; however, quite interestingly, the precision of predicting
emotion of joy is much higher than predicting neutral emotion
for Friends dataset.
6 Conclusion
We propose to use pre-trained BERT model to improve the
model performance for emotion classification in the social
media conversions. It is evident that the pre-training can
significantly increase predictive accuracy and simultaneously
boost model training with only a few training epochs. Never-
theless, the emotion classification is more than text classifica-
tion, as pointed out in [Luo et al., 2018], that a precise recog-
nition of emotions for certain utterance also relates to the
context it belongs to. It is straightforward that even though
the same text could express different emotions according to
the conversation it engages. We hope to incorporate contex-
tual information into pre-trained model to further enhance our
system.
Acknowledgments
This work is supported by Research Grants Council of the
Hong Kong Special Administrative Region, China (Project
Reference No.: UGC/FDS14/E06/18).
References
[Conneau et al., 2017] Alexis Conneau, Douwe Kiela, Hol-
ger Schwenk, Loı¨c Barrault, and Antoine Bordes. Super-
vised learning of universal sentence representations from
natural language inference data. In Proceedings of the
2017 Conference on Empirical Methods in Natural Lan-
guage Processing, EMNLP 2017, Copenhagen, Denmark,
September 9-11, 2017, pages 670–680, 2017.
[Dai et al., 2019] Zihang Dai, Zhilin Yang, Yiming Yang,
Jaime G. Carbonell, Quoc V. Le, and Ruslan Salakhutdi-
nov. Transformer-xl: Attentive language models beyond a
fixed-length context. CoRR, abs/1901.02860, 2019.
[Devlin et al., 2018] Jacob Devlin, Ming-Wei Chang, Ken-
ton Lee, and Kristina Toutanova. BERT: pre-training of
deep bidirectional transformers for language understand-
ing. CoRR, abs/1810.04805, 2018.
[Hsu et al., 2018] Chao-Chun Hsu, Sheng-Yeh Chen,
Chuan-Chun Kuo, Ting-Hao K. Huang, and Lun-Wei Ku.
Emotionlines: An emotion corpus of multi-party con-
versations. In Proceedings of the Eleventh International
Conference on Language Resources and Evaluation,
LREC 2018, Miyazaki, Japan, May 7-12, 2018., 2018.
[Kim et al., 2018] Yanghoon Kim, Hwanhee Lee, and Ky-
omin Jung. Attnconvnet at semeval-2018 task 1:
Attention-based convolutional neural networks for multi-
label emotion classification. In Proceedings of The
12th International Workshop on Semantic Evaluation,
SemEval@NAACL-HLT, New Orleans, Louisiana, June 5-
6, 2018, pages 141–145, 2018.
[Kim, 2014] Yoon Kim. Convolutional neural networks for
sentence classification. In Proceedings of the 2014 Confer-
ence on Empirical Methods in Natural Language Process-
ing, EMNLP 2014, October 25-29, 2014, Doha, Qatar, A
meeting of SIGDAT, a Special Interest Group of the ACL,
pages 1746–1751, 2014.
[Liu et al., 2016] Pengfei Liu, Xipeng Qiu, and Xuanjing
Huang. Recurrent neural network for text classification
with multi-task learning. In Proceedings of the Twenty-
Fifth International Joint Conference on Artificial Intelli-
gence, IJCAI 2016, New York, NY, USA, 9-15 July 2016,
pages 2873–2879, 2016.
[Luo et al., 2018] Linkai Luo, Haiqing Yang, and Francis
Y. L. Chin. Emotionx-dlc: Self-attentive bilstm for detect-
ing sequential emotions in dialogues. In Proceedings of the
Sixth International Workshop on Natural Language Pro-
cessing for Social Media, SocialNLP@ACL 2018, Mel-
bourne, Australia, July 20, 2018, pages 32–36, 2018.
[Mikolov et al., 2013] Tomas Mikolov, Ilya Sutskever, Kai
Chen, Gregory S. Corrado, and Jeffrey Dean. Distributed
representations of words and phrases and their composi-
tionality. In Advances in Neural Information Processing
Systems 26: 27th Annual Conference on Neural Informa-
tion Processing Systems 2013. Proceedings of a meeting
held December 5-8, 2013, Lake Tahoe, Nevada, United
States., pages 3111–3119, 2013.
[Pennington et al., 2014] Jeffrey Pennington, Richard
Socher, and Christopher D. Manning. Glove: Global vec-
tors for word representation. In Proceedings of the 2014
Conference on Empirical Methods in Natural Language
Processing, EMNLP 2014, October 25-29, 2014, Doha,
Qatar, A meeting of SIGDAT, a Special Interest Group of
the ACL, pages 1532–1543, 2014.
[Peters et al., 2018] Matthew E. Peters, Mark Neumann,
Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton
Lee, and Luke Zettlemoyer. Deep contextualized word
representations. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies,
NAACL-HLT 2018, New Orleans, Louisiana, USA, June 1-
6, 2018, Volume 1 (Long Papers), pages 2227–2237, 2018.
[Radford et al., 2018] Alec Radford, Karthik Narasimhan,
Tim Salimans, and Ilya Sutskever. Improving language
understanding by generative pre-training. URL https://s3-
us-west-2. amazonaws. com/openai-assets/research-
covers/languageunsupervised/language understanding
paper. pdf, 2018.
[Radford et al., 2019] Alec Radford, Jeffrey Wu, Rewon
Child, David Luan, Dario Amodei, and Ilya Sutskever.
Language models are unsupervised multitask learners.
OpenAI Blog, 1:8, 2019.
[Vaswani et al., 2017] Ashish Vaswani, Noam Shazeer, Niki
Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez,
Lukasz Kaiser, and Illia Polosukhin. Attention is all you
need. In Advances in Neural Information Processing Sys-
tems 30: Annual Conference on Neural Information Pro-
cessing Systems 2017, 4-9 December 2017, Long Beach,
CA, USA, pages 6000–6010, 2017.
