Abstract. We consider the nonlinear optimal transportation problem of minimizing the cost functional C ∞ (λ) = λ-ess sup (x,y)∈Ω 2 |y − x| in the set of probability measures on Ω 2 having prescribed marginals. This corresponds to the question of characterizing the measures that realize the innite Wasserstein distance. We establish the existence of local solutions and characterize this class with the aid of an adequate version of cyclical monotonicity. Moreover, under natural assumptions, we show that local solutions are induced by transport maps.
Introduction
In this paper, we consider the nonlinear optimal transportation problem that can be mathematically stated as the problem of minimizing the cost functional C ∞ (λ) := λ-ess sup (x,y)∈Ω 2 |y − x| (1.1) in the set of probability measures on Ω 2 having prescribed marginals. Here, and throughout the paper, we assume that Ω is a compact subset of R d , d ≥ 1, | · | denotes the usual Euclidean norm in R d , µ, ν are the two (given) Borel probability measures on Ω and Π(µ, ν) denotes the set of admissible transport plans, i.e., the set of Borel probability measures λ on Ω 2 := Ω×Ω with rst marginal π 1 # λ = µ and second marginal π 2 # λ = ν. Informally, if λ is induced by a transport map T : Ω → Ω, i.e., λ = (id × T ) # µ, then C ∞ (λ) is simply the maximum of the transport distances |T (x) − x|. The problem formulated above corresponds to the question of characterizing the measures that realize the innite Wasserstein distance between µ and ν. Clearly, this is the limiting case, as p → ∞, of the more familiar (see e.g. [1] , [2] , [32] ) p-Wasserstein distance problem
which is a model example of a Monge-Kantorovich type optimal transport problem. Despite the close relationship, there are fundamental dierences between these two problems. Most importantly, while (P p ) is linear in λ (removing the 1/p-power does not change the solution set), the mapping λ → C ∞ (λ) is not even convex. In particular, the problem (P ∞ ) is not additive, which implies that, unlike in the case of (P p ), a restriction of an optimal transport plan need not be optimal for its own marginals. In view of simple examples, it turns out that only imposing this local optimality property can lead to a satisfactory class of solutions. Hence we introduce in this paper the notion of restrictable solutions; this subclass of minimizers of (1.1) is characterized by the property that every portion of µ is transported onto its target in an optimal way, see Denition 4.1 below. The existence of a restrictable solution is obtained with the aid of approximating (P ∞ ) by the problems (P p ). The same strategy also provides us with the notion of innite cyclical monotonicity, which is derived from the standard c-cyclical monotonicity by applying it to the sequence of costs c p (x, y) = |x − y| p and then taking the limit as p → ∞. A reader familiar with the theory of innity Laplacian and related problems [5] should recognize the analogy between restrictable solutions and absolute minimizers of supremum functionals.
It is one of the main results of this paper that restrictable and innitely cyclically monotone solutions coincide; see Theorems 3.4 and 4.4 below. We would like to emphasize that although both of these notions are derived via an approximation argument, the proof for their equivalence is completely independent of the derivation. Moreover, this result holds without any further assumptions on the marginals µ and ν. The second principal question we address in this paper is existence and uniqueness of an optimal transport map. Our main result in this direction, Theorem 5.5, states that if µ << L d , then any innitely cyclically monotone solution γ to (P ∞ ) is induced by a map T : Ω → Ω, i.e., γ = (id × T ) # µ. Regarding the question of uniqueness, we are able to show that if, in addition to the previous assumptions, the second marginal ν is discrete, then the innitely cyclically monotone solution to (P ∞ ) is unique.
A major technical diculty that we are facing in the proofs is the absence of a useful duality theory, which is due to the non-convexity of the objective functional (see 5.4) . As a consequence, we must rely on ad hoc arguments designed for the problem at hand. On the other hand, it is quite clear from the proofs that the machinery we are developing applies to more general problems than just (P ∞ ). In fact, we could have just as well considered a functional λ → λ-ess sup (x,y)∈Ω 2 c(x, y), were c(x, y) is, say, non-negative and lower semicontinuous to begin with. In this work we concentrate on the model case c(x, y) = |y − x| so as to identify the useful tools and notions without coping with the additional technical diculties required by a more general cost c, which seems to be the natural next step in this study.
Let us nish this introduction by discussing some applications in which the innite Wasserstein distance W ∞ appears. First on our list is the optimal design problem
that appears in [8] in connection with stability estimates for optimal transport maps; here P and P a.c. denote the spaces of probability measures and absolutely continuous probability measures, respectively, and dµ dx is the Radon-Nikodym derivative of µ with respect to the Lebesgue measure. In [8] , the authors prove that if U ⊂ R d is a bounded Lipschitz domain, then the estimate
holds for every p > 1. The inequality (1.3) is an intrinsic counterpart of a beautiful uniform estimate for the optimal transport maps proved in [8] under stronger regularity assumptions. The optimal constant in (1.3) is given by the supremum in (1.2) and it is conjectured (based on 1-dimensional examples and remarks on increasing transport maps) that it does not blow up when p → 1. Secondly, during the last few years, models of branching processes using in a way or another tools from the optimal transportation theory have been proposed by several authors, see for example [7, 9, 23, 34] . Roughly speaking, these models favor joint transportation, which in many real world situations, such as in the design of communication or irrigation networks, is more economical than individualized transportation. In particular, in [9] the authors propose to minimize a certain cost functional (which penalizes diused measures) on the p-Wasserstein space of probability measures. It is remarked in [29] that this model is somewhat less realistic than the others cited above but it has the advantage of being mathematically simpler. Moreover, as pointed out in Remark 6.2.7, Chapter 4 and Section 0.2 of [29] , the use of the innite Wasserstein distance W ∞ in the model of [9] produces results which are closer to the ones derived from the other models.
Then there are applications to PDEs. The metric structure associated to the ∞-Wasserstein distance is a crucial tool in proving the existence of stable solutions for a compressible uid model of rotating binary stars in [24] . The same metric was used also to bound the growth of the wetted regions in the porous medium ow [13] and to study the long time asymptotics of nonlinear scalar conservation laws [12] . Moreover the ∞-Wasserstein distance is being used in some N −particles approximations of the Vlaslov equations [21, 22] .
Finally, in [11] the authors have considered a mathematical model of the optimal pricing policy for the use of a public transportation network. This model assumes that the price of a ticket (for the use of the network) is a function of the distance traveled. This seems reasonable in the case when each citizen is associated with a single journey, but not so realistic if we allow multiple journeys and an inexpensive season ticket is available. In the latter case, the price of a season ticket could be assumed to be a piece-wise constant function of the maximal distance traveled, and hence it might be a good idea to insert a component similar to the functional we have considered into the model. It is also quite easy to imagine that in many other transportation problems a signicant portion of the total cost is in a way or another connected with the maximal transportation distance. For example, if we assume that the physical transportation device (airplane, car, etc.) is the same for all distances, then it has to be chosen so that the longest transportation can be handled. As it is pointed out in the introduction, the objective functional
is not linear (and not even convex) in λ, contrary to what is usually the case in classical optimal transport problems. However, it is, quite interestingly, level convex in the sense
Note that this implies that the set of solutions to (P ∞ ) is convex. Moreover, it should be observed that C ∞ (λ) depends on the measure λ only via its support. More precisely, one has
Thanks to this last property, we are in position to give the following existence result:
Proposition 2.1. Assume that Ω is a compact subset of R d and µ, ν are two probability measures on Ω. Then the problem
The optimal set of (P ∞ ) may be very large thanks to (2.1): (1, 2) ). Then it is clear that the value of (P ∞ ) is √ 5, and that any admissible transport plan λ ∈ Π(µ, ν) is a solution of (P ∞ ).
In the proof of Proposition 2.1, we shall use the following Lemma. Lemma 2.3. If the sequence (λ n ) n converges weakly to λ in Π(µ, ν), then for any (x, y) ∈ supp(λ) there exists a sequence ((x n , y n )) n∈N such that
Proof. Suppose (x, y) ∈ Ω is such that (2.2) does not hold. Then we may assume without loss of generality that there exists r > 0 such that B((x, y), r) ∩ supp(λ n ) = ∅ for any n ∈ N. It then obviously follows from the weak convergence that B((x, y), r)∩ supp(λ) = ∅, which concludes the proof.
Proof of Proposition 2.1. Since the set Ω is a compact subset of R d and the measures µ and ν are probability measures on Ω, the non-empty set Π(µ, ν) is compact for the weak convergence of measures (cf. [32, p. 49] ). To apply the direct method of the Calculus of Variations, it remains to notice that λ → C ∞ (λ) is lower semicontinuous for this topology: this is a direct consequence of (2.1) and Lemma 2.3.
Infinitely cyclically monotone solutions
The proof of the existence of a solution to (P ∞ ) given in Proposition 2.1 is intrinsic, but one may obtain this result also via an approximation argument involving the family of problems (P p ) p≥1 given by
that is, the functional λ → C p (λ) is being minimized over the set Π(µ, ν).
Alternative proof of Proposition 2.1. Under the assumptions made on Ω, µ and ν, for any p ≥ 1 the problem (P p ) admits at least one solution γ p ∈ Π(µ, ν), see e.g. [32, Theorem 1.3] . Since Π(µ, ν) is compact, we infer that (γ p ) p≥1 converges weakly (up to a subsequence) to some γ ∞ ∈ Π(µ, ν) as p → ∞. Then, for any λ ∈ Π(µ, ν), we have by the optimality of γ p and Hölder's inequality that
for any p ≥ q ≥ 1. For a xed q ≥ 1, since the function (x, y) → |y − x| q is continuous and bounded on Ω 2 one has C q (γ p ) → C q (γ ∞ ) as p → ∞. Therefore, taking the limit in p and then in q in the above inequality we obtain C ∞ (γ ∞ ) ≤ C ∞ (λ). Since this holds for any λ ∈ Π(µ, ν), γ ∞ is a minimizer of (P ∞ ).
The reason for considering the problems (P p ) in this context is not merely the fact that they provide an alternative route to the existence. Namely, it is known that an element γ p ∈ Π(µ, ν) is a solution of (P p ) if and only if its support is p-cyclically monotone, that is
for every n ≥ 2, (x 1 , y 1 ), . . . , (x n , y n ) ∈ supp(γ p ) and for every permutation σ ∈ S n . We refer the reader for example to Theorem 3.2 in [2] (or to the references [20, 28, 33] ).
By analogy with the p-cyclical monotonicity when 1 ≤ p < ∞, we introduce the corresponding notion for the case p = ∞ obtained by taking the limit in (3.1). Denition 3.1. A transport plan γ ∈ Π(µ, ν) is innitely cyclically monotone if
Using again the approximation of (P ∞ ) by the problems (P p ), we obtain the existence of an innitely cyclically monotone solution to (P ∞ ).
Proof. For simplicity, let us assume that the entire family (γ p ) p≥1 converges weakly to γ ∞ ∈ Π(µ, ν). It suces to show that γ ∞ is innitely cyclically monotone. To this end, let n ≥ 2, (x 1 , y 1 ), . . . , (x n , y n ) ∈ supp(γ) and σ ∈ S n . We apply Lemma 2.3 to each pair (x i , y i ) to obtain the existence of sequences (x
Taking the 1/p-power on both sides and letting p go to ∞, one obtains the desired inequality.
Since for any 1 ≤ p < ∞ an admissible transport plan λ ∈ Π(µ, ν) is a minimizer of (P p ) if and only if it is p-cyclically monotone, it is natural to ask whether this still holds for p = ∞. It is, however, quite clear that a generic minimizer of (P ∞ ) need not be innitely cyclically monotone; the following gives a counter-example for this implication. Example 3.3. As an admissible transport plan for the measures µ and ν in Example 2.2 one may take (1, 2) ). Then λ is a minimizer of (P ∞ ) but it is not innitely cyclically monotone: for example, ((0, 1), (2, 1)) and ((3, 2), (1, 2)) belong to supp(λ), and
Notice that in this case, for any 1 < p < ∞, problem (P p ) admits a unique solution (up to a µ-negligible set) (see [20] ), which in fact does not depend on p.
On the other hand, the following result shows that the reverse implication does hold: innite cyclical monotonicity is indeed a sucient condition for an admissible plan to be a minimizer of (P ∞ ). Proof. We make a proof by contradiction. Let γ ∈ Π(µ, ν) be innitely cyclically monotone and assume that γ-ess sup
for someγ ∈ Π(µ, ν) and ε > 0.
Since Ω is compact, there exists a nite family
We shall denote C := {c 1 , . . . , c k }, V 1 := B(c 1 , ε) and for any i ∈ {2, . . . , k} we set
V j ; without loss of generality, we assume that V i = ∅ for all i ∈ {1, . . . , k}.
Next we dene two discrete measures γ ε andγ ε on Ω 2 by
Notice that since γ andγ have the same marginals, the same holds for γ ε andγ ε . In particular, one has
and
The following properties will also be useful in our argument: Claim 1. There exists (x 0 , y 0 ) in the support of γ ε such that
Above, the rst claim is simply a counterpart of the antithesis (3.2) for the discretized measures, while the second says that γ ε is almost innitely cyclically monotone. We postpone the verication of these two claims until the end of this proof. Let (x 0 , y 0 ) ∈ supp(γ ε ) be given by Claim 1. Owing to (3.3) and (3.4), we can recursively dene two sequences (D m ) m≥1 and (E m ) m≥0 of subsets of C by setting E 0 := {y 0 } and for m ≥ 1,
There are now two alternatives: either x 0 belongs to D or not.
First case: x 0 ∈ D. In this case, there exists m ≥ 1 such that x 0 ∈ D m , and by going backwards from D m to E 0 it is possible to dene two nite families (x i ) 0≤i≤m and (y i ) 0≤i≤m−1 such that
where we have set x m := x 0 . Claim 2 then yields
Since max
we infer from Claim 1 and the previous inequality
Since (x i+1 , y i ) ∈ supp(γ ε ) for any i ∈ {0, . . . , m − 1}, this yields a contradiction.
Second case:
From the denitions of D and E, we notice the following two facts:
As a consequence of (3.5) and since γ ε andγ ε have the same marginals, one has
Similarly, one hasγ
We then obtain
This implies that γ ε ((C\D)×E) = 0, whereas by hypothesis one has (x 0 , y 0 ) ∈ (C\D)×E and γ ε ({(x 0 , y 0 )}) > 0 since (x 0 , y 0 ) belongs to the support of the discrete measure γ ε . This yields a contradiction.
To complete the proof of Theorem 3.4, it remains to prove Claims 1 and 2.
Proof of Claim 1. We infer from (3.2) that
As a consequence, there exist i 1 , i 2 ∈ {1, . . . , k} such that
and (c i 1 , c i 2 ) belongs to the support of γ ε . On the other hand, if (c j 1 , c j 2 ) belongs to the support ofγ ε thenγ(V j 1 × V j 2 ) > 0 and thus
Since this inequality holds whenever (c j 1 , c j 2 ) ∈ supp(γ ε ), one has
This together with (3.7) shows that (x 0 , y 0 ) := (c i 1 , c i 2 ) has the desired property.
Proof of Claim 2. Let n ≥ 1, σ ∈ S n and (x i , y i ) belong to the support of γ ε for i ∈ {1, . . . , n}. For any i ∈ {1, . . . , n}, one has (
As a consequence,
Since γ is innitely cyclically monotone, we have
It follows that
which proves the claim.
Remark 3.5. Observe that in the proof above, we in fact always have x 0 ∈ D, that is, the First case always occurs. This is a consequence of the conservation of the masses: all the mass transported to E byγ ε originates from D, while all the mass in D is transported to E by γ ε . Since γ ε andγ ε have the same marginals, this implies that both plans transport D exactly to E. The fact that the Second case never occurs in the above proof also underlies the recursive construction of
Step II in the proof of Theorem A in [25] , even if the arguments are dierent. That paper deals with the suciency of cyclical monotonicity for optimality in the classical case (see also [31] ).
Remark 3.6. There is a variation of the self-contained proof given above that relies directly on the fact that the total cost C ∞ (λ) = λ-ess sup (x,y)∈Ω 2 |y − x| depends only on the support of λ and not on its density. In the discrete case this means that, as far as the total cost is concerned, the exact amount of mass transferred from any given point to another is irrelevant: it only matters whether the amount is positive or not. Hence in the proof we are allowed to change the transport plans γ ε andγ ε , along with their marginals, as long as we do not change their supports and make sure that the marginals of the new transport plans agree with each other. Now assuming that we can change the measures in such a way that all the point masses are of integer size, the problem can be interpreted as a pairing problem in which the innite cyclical monotonicity is both a necessary and sucient condition for optimality. The existence of the required integer transport plans with given supports is non-trivial and follows from Dines' algorithm [17] that provides positive solutions for a system of linear equations. We would like to thank Jouni Parkkonen for bringing this paper to our attention.
Restrictable solutions
In the previous section, we derived the notion of innitely cyclically monotone plans from the approximation of the problem (P ∞ ) by the family of problems (P p ). Another interesting notion may be derived in the same way: let 1 ≤ p < ∞ and γ p ∈ Π(µ, ν) be a solution to (P p ). Then it follows from the linearity of the functional
that any non-zero measure γ that is majorized by γ p , i.e., γ (B) ≤ γ p (B) for all Borel sets B ⊂ Ω × Ω, is an optimal transport plan for the problem
where µ := π 1 # γ and ν := π 2 # γ . In other words, optimality is automatically inherited by restriction, and hence we may say that a solution γ p ∈ Π(µ, ν) of (P p ) is a restrictable solution of this problem. By analogy, we may dene a similar notion of restrictable solutions for problem (P ∞ ) as follows.
Denition 4.1. A transport plan γ ∈ Π(µ, ν) is a restrictable solution of (P ∞ ) if any non-zero Borel measure γ in Ω × Ω that is majorized by γ is a solution to the problem
where µ := π 1 # γ and ν := π 2 # γ .
The reader should notice the obvious abuse of notation above as the measures µ and ν in (P ∞ ) are not in general probability measures. However, µ (Ω) = ν (Ω) > 0, and that is really all that is needed. Example 4.2. It is quite clear that not every solution of (P ∞ ) is restrictable. Indeed, the optimal plan λ considered in Example 3.3 admits the following restriction:
where
. But λ is not optimal for its own marginals: a better transport plan is the one that takes all the mass that lies in S 1 to (1, 2) and the mass in S 2 to (2, 1). 
S(u, V ) ≤ S(v, V )
for every open V ⊂⊂ D and v ∈ W 1,∞ (V ) ∩ C(V )) such that v| ∂V = u| ∂V . It has turned out that this is the proper notion of a solution for this type of minimization problems in the sense that important properties such as uniqueness, regularity and characterization via an Euler-Lagrange equation can be obtained for this class of functions. Absolute minimizers were introduced by Aronsson [3] , see also e.g. [6] , [5] , [30] , [14] for further details and background.
It is natural to ask whether any cluster point γ ∞ of (γ p ) p≥1 in Π(µ, ν) as p → ∞ is a restrictable solution of (P ∞ ). In view of Theorem 3.2, this can be established by showing that the restrictable solutions coincide with the class of innitely cyclically monotone solutions.
Theorem 4.4. A transport plan γ ∈ Π(µ, ν) is innitely cyclically monotone if and only if it is a restrictable solution of the problem (P ∞ ).
Notice that Theorem 3.2 provides the existence of restrictable solutions to (P ∞ ).
Proof. If γ ∈ Π(µ, ν) is innitely cyclically monotone then the same holds for any restriction γ ≤ γ, and Theorem 3.4 then yields that such a restriction γ is a solution of the corresponding problem (P ∞ ).
We now turn to the proof of the suciency. Let γ ∈ Π(µ, ν) be a restrictable solution to (P ∞ ), and let us x points (x 1 , y 1 ), . . . , (x m , y m ) ∈ supp(γ), m ≥ 2, and a permutation σ of {1, . . . , m}. Without loss of generality, we may assume that (x i , y i ) = (x j , y j ) whenever i = j. Then there is ε 0 > 0 such that for all 0 < ε ≤ ε 0 , the sets
We dene two measures γ and γ σ by setting
Here T i # γ B i is the push-forward of γ B i by the mapping T i (x, y) := (x, y + y σ(i) − y i ), and the positive numbers
Moreover, the rst marginals µ = π 1 # γ and µ σ = π 1 # γ σ are equal.
Since γ is majorized by the restrictable solution γ, we have γ -ess sup
where ν = π 2 # γ . On the other hand, since the supports of both ν and ν σ = π 2 # γ σ are contained in the union of the balls B(y i , ε) and ν (B(y i , ε)) = ν σ (B(y i , ε)) for every i by the construction of γ and γ σ , we can re-arrange ν to ν σ by transporting mass only within the balls B(y i , ε). Thereby we obtain that W ∞ (ν , ν σ ) ≤ 2ε, and hence γ -ess sup and thus the preceding inequality yields
Since this holds for all ε > 0 small enough we are done.
Observe that for any γ ∈ Π(µ, ν) and any Borel set B ⊂ Ω × Ω such that γ(B) > 0, the measure γ B is majorized by γ. Thus, if γ is a restrictable solution of (P ∞ ), then each such measure γ B is an optimal transport plan for its own marginals. It turns out that in general the converse is false, that is, this family of measures alone does not suce for characterizing the restrictable solutions, as the following example 4.5 shows. Notice that this is another dierence with the case of integral costs functionals (like the costs C p ), since for those functionals the converse would be true: if γ B is an optimal transport plan for its own marginals for any B ⊂ Ω × Ω with γ(B) > 0, then γ is a restrictable solution. On the other hand, one can check that γ B is an optimal transport plan, for its own marginals, for each Borel set B ⊂ Ω 2 . Notice that the only restrictable solution of (P ∞ ) in this case (which is also the unique solution to (1, 1) . In view of the above example, and under some regularity assumption on the measures µ and ν, it is possible to obtain the following rened version of Theorem 4.4: Proposition 4.6. Let γ ∈ Π(µ, ν) be an optimal transport plan and assume that neither µ nor ν concentrates on sets of dimension d − 1. Then the following are equivalent (1) γ is innitely cyclically monotone, (2) for each Borel set B ⊂ Ω × Ω, γ B is optimal between its projections.
Proof. We only need to prove that under these assumptions (2) implies (1). Assume by contradiction that γ is not innitely cyclically monotone. Then there exist a family {(x i , y i )} i=1,...,n in supp(γ) and a permutation σ ∈ S n such that
By continuity, the same inequality holds true for any family {(x i , y i )} i=1,...,n for which
. . , n and for some small enough ε > 0. Notice that γ (B(x i , ε) × B(y i , ε) ) is positive for any i.
For each i we dene (y i , r) ). Since µ and ν do not concentrate on sets of dimension d − 1, the function g i is continuous. Let α = min i γ (B(x i , ε) × B(y i , ε) ) and choose 0 <ε i ≤ ε so that g i (ε i ) = α for all i; this is possible since lim r→0 g i (r) = 0.
Following now the proof of suciency of the previous theorem we obtain that γ B for
and for ε > 0 small enough is not an optimal transport between its marginals, which contradicts (2). 
c(x, y).
As expected, the basic existence results, Proposition 2.1 and Theorem 3.2, remain valid provided that c is non-negative and lower semicontinuous with all the relevant concepts appropriately redened: in particular, in the denition of innite cyclical monotonicity one should replace the support of γ with some appropriate set on which γ is concentrated. Moreover, the proof of the equivalence of restrictable and innitely cyclically monotone solutions works in this generality if c(x, y) is (uniformly) continuous.
Existence and uniqueness of an optimal transport map
In this section, we prove that under reasonably weak assumptions an innitely cyclically monotone transport plan is induced by a transport map. Moreover, we start the analysis of the uniqueness of such transport maps, and then comment our method of proof in the light of the duality issue for problem (P ∞ ).
5.1. Properties of transport plans. We begin by considering some generic properties of transport plans. This subsection is largely independent of the cost, and the technique detailed below has applications also in the framework of classical transportation problems involving cost functionals in integral form, see [15] . Denition 5.1. Let y ∈ Ω, r > 0 and let γ ∈ Π(µ, ν) be a transport plan. We dene
In other words, γ −1 (B(y, r) ) is the set of points whose mass is partially or completely transported to B(y, r) by γ. We recognize the slight abuse of notation, but if γ is thought as a device that transports mass, then this seems justiable. Notice also that γ −1 (B(y, r) ) is a Borel set. In fact, it is a countable union of compact sets as shown by the equation
Since this notion is important in the sequel, we recall that when
for almost every x in A: we shall call such a point x a Lebesgue point of A, this terminology deriving from the fact that such a point may also be considered as a Lebesgue point of χ A .
The following Lemma, although quite simple, is the cornerstone of the proof of Theorem 5.5 below.
Lemma 5.2. Let γ ∈ Π(µ, ν) and assume that µ << L d . Then γ is concentrated on a σ-compact set R(γ) such that for all (x, y) ∈ R(γ) the point x is a Lebesgue point of γ −1 (B(y, r) ) for all r > 0.
Proof. In the following, we shall denote by Leb(E) the set of points x ∈ E which are Lebesgue points of E. Let
we rst intend to show that γ(A) = 0. To this end, for each positive integer n we consider a nite covering Ω ⊂ 
Notice that the set on the right hand side has Lebesgue measure 0, and thus µ-measure
has the desired properties.
The above Lemma yields us to introduce the following notion:
Lebesgue point of this set for any positive r.
Notice that any element of the set R(γ) of Lemma 5.2 is a γ-regular point.
For future use, we introduce a suitable notation to indicate a cone: let x 0 , ξ ∈ R d with |ξ| = 1 and let δ ∈ [0, 2]. Then we dene
Notice that if δ = 0, C(x 0 , ξ, 0) degenerates to a half-line, while in the case δ = 2,
We now remark the following property for the regular points of a transport plan:
Proposition 5.4. Let (x 0 , y 0 ) be a γ-regular point, r > 0, α ∈ (0, 1) and δ > 0.
Then for ε > 0 suciently small the set of points
Proof. It is enough to remark that x 0 ∈ Leb(γ −1 (B(y 0 , r))) and then 
then any p-cyclically monotone transport plan is induced by a transport map (see Remark 4.7 in [20] ). It is in doubt whether (5.1) is sucient to ensure that the conclusion of Theorem 5.5 below holds. In the case p = 1, the hypothesis (5.1) is not sucient to ensure that any 1-cyclically monotone transport plan is induced by a transport map. Even worse, for 2] there exists an optimal (and hence 1-cyclically monotone) transport plan which is not induced by a transport map, see [2, p. 125] .
We now state the main result of this section, and refer to 5.4 for further comments. 
This proves the claim. We now infer from Proposition 5.4 that the set of points We now prove by contradiction that y 0 = y 0 . Note that since we already know that
Next we choose r > 0 such that
as well as
We now claim that for ε > 0 small enough, (5.2) holds for any 
whenever 0 < ε < 2α|x 0 − y 0 |. We then get (5.2) from (5.5) and (5.6), which concludes the proof. Proof. Suppose that there are two distinct innitely cyclically monotone Borel transport maps T andT , and let us introduce the sets
We rst claim that it is possible to dene a sequence of integers (i(p)) p≥0 such that
Indeed, the fact that the two transport maps are distinct means that it is possible to choose two indices
> 0. Next we notice that sinceT maps µ to ν,
Since T also maps µ to ν, we infer from the above inequality that there exists p = i (1) 
we then set i(2) = p and start again from U i (2) i (1) . By repeating the above argument we can build recursively the sequence (i(p)) p≥0 with the desired properties.
Since the sequence (i(p)) p≥0 takes its values in the nite set {0, . . . , k}, we may assume that there exists some m ≥ 2 such that i(m) = i(0). For any p ∈ {0, . . . , m − 1}, the set U
has non-zero Lebesgue measure so we may choose a Lebesgue point
for which |y i(p+1) − x p | = |y i(p) − x p |, and then set x m = x 0 . By denition,
for all p ∈ {0, . . . , m − 1}.
Since T andT are innitely cyclically monotone, we have max
Let then I := {q :
We infer from (5.7) and the choice of the points x p that for any q ∈ I one has
arbitrarily close to x q for which
and thus we can choosex ∈ U i(q+1) i (q) such that
We now setx q :=x as well asx p := x p for p = q, and notice that (5.7) should in fact also hold for this new choice of elementsx p in U
where φ ∈ L 1 (dµ), ψ ∈ L 1 (dν) and the constraint is required to hold for µ a.e. x and ν a.e. y. Due to the regularity of the integrand c p (x, y) := |y − x| p , the supremum of (D p ) is achieved for a couple (ϕ, ϕ cp ) where the Kantorovich potential ϕ is continuous and c p -concave. We refer for example to 3 of [2] , Part I of [20] , 3.3 of [26] or 2.4 of [32] for more on the related concepts and results. The Kantorovich dual problem (D p ) appears to be a fundamental tool in understanding and solving the problems of the characterization, existence and uniqueness for an optimal transport map for (P p ). For example, the notion of p-cyclical monotonicity (3.1) naturally appears via the equality sup(D p ) = inf(P p ), see e.g. the proof of Theorem 3.2 in [2] (an alternative and direct proof is for example that of Theorem 2.3 in [20] ). Moreover, a key point in the construction of an optimal transport map T p : supp(µ) → supp(ν) for (P p ) is to identify the directions of transportation (known as transport rays for p = 1), that is to associate to µ-almost every x ∈ supp(µ) the direction
|T p (x)−x| to which the mass present at x is transferred. It is now well understood that this direction may be obtained as the adequate c p -gradient of an optimal Kantorovich potential ϕ (see e.g. [20] , [19] , [27] or 2.4 of [32] ). In fact, the denition as well as the regularity properties of the transport rays are deeply linked with the fact that the support of an optimal transport plan γ p for (P p ) is p-cyclically monotone, and thus inherits good properties from being included in the subdierential of a c p -concave function (which in turn turns out to be a Kantorovich potential, see e.g. 2.4 of [32] ).
In light of the preceding discussion, it is natural to try to develop a duality theory for the problem (P ∞ ) as well. We hereafter informally discuss this issue.
First, in view of the Example 3.3, it does not seem realistic that one could obtain useful information from an intrinsic approach. Indeed, the optimal transport plan λ proposed in Example 3.3 is not induced by any transport map, so we cannot expect that a dual problem directly associated to (P ∞ ) via some general construction gives information on the geometry of the optimal transport plans. On the other hand, notice that Theorems 5.5 and 5.6 above do indicate that there exists a unique innitely cyclically monotone optimal transport map for the particular problem of Example 3.3.
In view of the results of the two preceding sections, and since the notion of innitely cyclically monotone plan was at rst obtained via a limiting argument, one is led to study the asymptotic behavior of the family of dual problems (D p ) as p → ∞. But as mentioned above, (D p ) is not directly related to (P p ) but to a reformulation of (P p ) which requires taking the p-power of the objective functional C p . As a consequence, one should in fact take the 1 p -power of the objective functional of (D p ) and then study the limiting problem as p → ∞; unfortunately, our research in this direction has been unfruitful up to now. Finally, since the functional C p is not convex in λ, the convex duality theory does not apply directly to (P p ). But one may wonder whether it is possible to overcome this diculty and associate to (P p ) a dual problem with a structure similar to that of (D p ): this is a quite involved question known as Dudley's problem (see e.g. (1.1.10) and Remark 2.6.2 in [26] ), and it is out of the scope of the present study.
Despite the above diculties, we believe that developing a duality theory for the problem (P ∞ ) is an important issue since it would yield a deeper understanding of the problem of the existence and uniqueness for a particular optimal transport map.
