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1.1 Assiomi dei numeri reali
Il sistema dei numeri reali è una quadrupla ordinata (R,+, ·,≤) , dove R è un insieme
avente più di un elemento, + e · sono due operazioni binarie su R , cioè due funzioni da
R×R a R , chiamate rispettivamente addizione e moltiplicazione, e ≤ è una relazione
in R , e sono soddisfatti gli assiomi elencati in seguito.
Gli assiomi possono essere divisi in tre gruppi: gli assiomi riguardanti le due operazioni,
gli assiomi sulla relazione e un ulteriore assioma, detto “assioma di completezza”.
Gli assiomi riguardanti le due operazioni stabiliscono le regole per fare i calcoli tra nu-
meri reali; in generale un insieme su cui sono definite due operazioni che verificano questi
assiomi è detto campo. Gli assiomi sulla relazione garantiscono che essa è di ordine lineare e
descrivono il collegamento tra la relazione e le operazioni di addizione e di moltiplicazione;
in generale un campo su cui è definita una relazione d’ordine lineare che soddisfa gli assiomi
di compatibilità con le due operazioni è detto campo ordinato. L’assioma di completezza
consente di ricavare le proprietà dei numeri reali necessarie per lo sviluppo dell’analisi, ad
esempio l’esistenza della radice quadrata di ogni numero positivo. Tale assioma è quello che
distingue il sistema dei numeri reali dal sistema dei numeri razionali.
1.1.1 Assiomi delle operazioni
Assioma C1: proprietà associativa dell’addizione
∀x, y, z ∈R , x + (y + z) = (x + y)+ z .
Da questa proprietà segue che non è necessario distinguere tra x + (y + z) e (x + y)+ z ,
quindi si può usare la notazione x + y + z per indicare la somma di tre elementi.
Assioma C2: proprietà commutativa dell’addizione
∀x, y ∈R , x + y = y + x .
Assioma C3: esistenza dell’elemento neutro additivo
∃a ∈R : ∀x ∈R , x + a = a+ x = x .
Definizione di elemento neutro additivo
L’elemento a la cui esistenza è assicurata dall’assioma C3 è detto elemento neutro additivo.
L’elemento neutro additivo è unico, cioè:
1
1.1. Assiomi dei numeri reali 2
1.1.1 Teorema (unicità dell’elemento neutro additivo)
Siano a, b ∈R . Se
∀x ∈R , x + a = a+ x = x ,
∀x ∈R , x + b = b + x = x ,
allora a = b .
Dimostrazione. Dalla prima ipotesi, ponendo x = b , segue a+b = b , mentre dalla seconda,
ponendo x = a , segue a+ b = a , perciò a = b .
L’unico elemento neutro additivo viene indicato con 0 .
Assioma C4: esistenza dell’opposto
∀x ∈R , ∃y ∈R : x + y = y + x = 0 .
Se x ∈R , l’elemento y la cui esistenza è assicurata dall’assioma C4 è unico. Si ha cioè:
1.1.2 Teorema (unicità dell’opposto)
Sia x ∈R . Se y, z ∈R sono tali che
x + y = y + x = 0 ,
x + z = z + x = 0 ,
allora y = z .
Dimostrazione. Utilizzando successivamente l’esistenza di 0 (assioma C3), l’associatività
dell’addizione (assioma C1) e nuovamente l’assioma C3, si ha:
y = y + 0= y + (x + z) = (y + x)+ z = 0+ z = z
e quindi x = y .
Definizione di opposto di un numero reale
Sia x ∈R . Chiamiamo opposto (o inverso additivo) di x l’unico elemento y di R che soddisfa
le uguaglianze x + y = y + x = 0 ; tale opposto è indicato con −x .
Anziché scrivere x + (−y) si usa la notazione x − y .
Assioma C5: proprietà associativa della moltiplicazione
∀x, y, z ∈R , x · (y · z) = (x · y) · z .
Da questa proprietà segue che non è necessario distinguere tra x · (y · z) e (x · y) · z ,
quindi si può usare la notazione x · y · z per indicare il prodotto di tre elementi.
Assioma C6: proprietà commutativa della moltiplicazione
∀x, y ∈R , x · y = y · x .
Assioma C7: esistenza dell’elemento neutro moltiplicativo
∃a ∈R : ∀x ∈R , x · a = a · x = x .
Definizione di elemento neutro moltiplicativo
L’elemento a la cui esistenza è assicurata dall’assioma C7 è detto elemento neutro moltiplicati-
vo.
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L’elemento neutro moltiplicativo è unico, cioè:
1.1.3 Teorema (unicità dell’elemento neutro moltiplicativo)
Siano a, b ∈R . Se
∀x ∈R , x · a = a · x = x ,
∀x ∈R , x · b = b · x = x ,
allora a = b .
Dimostrazione. Dalla prima ipotesi, ponendo x = b , segue a · b = b , mentre dalla seconda,
ponendo x = a , segue a · b = a , perciò a = b .
L’unico elemento neutro moltiplicativo viene indicato con 1 .
Assioma C8: esistenza del reciproco
∀x ∈R \ {0} , ∃a ∈R : x · y = y · x = 1 .
Se x ∈ R \ {0} , l’elemento y la cui esistenza è assicurata dall’assioma C8 è unico. Si ha
cioè:
1.1.4 Teorema (unicità del reciproco)
Sia x ∈R \ {0} . Se y, z ∈R sono tali che
x · y = y · x = 1 ,
x · z = z · x = 1 ,
allora y = z
Dimostrazione. Utilizzando successivamente l’esistenza di 1 (assioma C7), l’associatività
della moltiplicazione (assioma C5) e nuovamente l’assioma C7 si ha:
y = y · 1= y · (x · z) = (y · x) · z = 1 · z = z
e quindi y = z .
Definizione di reciproco di un numero reale non nullo
Sia x ∈ R \ {0} . Chiamiamo reciproco (o inverso moltiplicativo) di x l’unico elemento y
di R che soddisfa le uguaglianze x · y = y · x = 1 ; tale inverso è indicato con x−1 o anche 1/x .
Anziché scrivere x · (1/y) si usa la notazione x/y .
Assioma C9: proprietà distributiva della moltiplicazione rispetto all’addizione
∀x, y, z ∈R , x · (y + z) = x · y + x · z .
Nell’enunciato di questo assioma, come sempre in seguito, si adotta la convenzione che,
in assenza di parentesi, il prodotto viene eseguito prima dell’addizione, perciò la scrittura
x · y + x · z è una abbreviazione di (x · y)+ (x · z) .
Un insieme in cui sono definite due operazioni che verificano gli assiomi elencati è detto
campo.
1.2. Prime conseguenze degli assiomi 4
1.1.2 Assiomi della relazione d’ordine
Assioma O1: proprietà riflessiva della relazione
∀x ∈R , x ≤ x .
Assioma O2: proprietà antisimmetrica della relazione
∀x, y ∈R , (x ≤ y e y ≤ x) =⇒ x = y .
Assioma O3: proprietà transitiva della relazione
∀x, y, z ∈R , (x ≤ y e y ≤ z) =⇒ x ≤ z .
Assioma O4: linearità della relazione d’ordine
∀x, y ∈R , x ≤ y o y ≤ x .
La proprietà riflessiva della relazione di ≤ è una conseguenza dell’assioma di linearità.
Infatti se x, y ∈R , allora si ha x ≤ y oppure y ≤ x ; in particolare se x ∈R , scelto y = x ,
si ottiene comunque x ≤ x .
Assioma O5: compatibilità tra relazione d’ordine e addizione
∀x, y, z ∈R , x ≤ y =⇒ x + z ≤ y + z .
Assioma O6: compatibilità tra relazione d’ordine e moltiplicazione
∀x, y, z ∈R , (x ≤ y e 0≤ z) =⇒ x · z ≤ y · z .
Un campo in cui è definita una relazione che verifica questi assiomi è detto campo
ordinato.
1.1.3 Assioma di completezza
Assioma di completezza
Siano A,B ⊆R diversi dal vuoto. Se
∀a ∈A, ∀b ∈ B , a ≤ b ,
allora esiste c ∈R tale che
∀a ∈A, ∀b ∈ B , a ≤ c ≤ b .
Un campo ordinato che verifica l’assioma di completezza è detto campo ordinato com-
pleto.
1.2 Prime conseguenze degli assiomi
Studiamo le proprietà dei numeri reali. Vediamo anzitutto alcune conseguenze quasi im-
mediata degli assiomi. Elenchiamo per prime le conseguenze dei soli assiomi delle operazioni,
cioè le proprietà di addizione e moltiplicazione, poi passiamo alle proprietà della relazione
di ≤ , ricavate dagli assiomi delle operazioni e da quelli della relazione, infine vediamo le
conseguenze della completezza.
Quando non vi possono essere equivoci il prodotto x · y viene anche indicato con xy .
Inoltre scriviamo x < y per indicare che x ≤ y e x 6= y , mentre x ≥ y equivale a y ≤ x e
x > y equivale a y < x .
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Definizione di numero non negativo, non positivo, positivo, negativo
Sia x ∈R .
Diciamo che x è non negativo, quando x ≥ 0 .
Diciamo che x è non positivo quando x ≤ 0 .
Diciamo che x è positivo quando x > 0 .
Diciamo che x è negativo quando x < 0 .
Ovviamente ogni numero positivo è anche non negativo, mentre ogni numero negativo è
anche non positivo. 0 è sia non positivo che non negativo.
Utilizziamo le seguenti notazioni per indicare alcuni sottoinsiemi di R :
R+ = { x ∈R | x > 0} , R− = { x ∈R | x < 0} , R∗ =R \ {0} .
1.2.1 Conseguenze degli assiomi delle operazioni
1.2.1 Teorema (legge di cancellazione per l’addizione)
∀x, y, z ∈R , x + z = y + z =⇒ x = y .
Dimostrazione. Se x+ z = y+ z allora, sommando a entrambi i membri −z ed utilizzando,
nell’ordine, la proprietà associativa dell’addizione (assioma C1), la proprietà dell’opposto e
la proprietà del numero 0 (assioma C3), si ha.
(x + z)− z = (y + z)− z
x + (z − z) = y + (z − z)
x + 0= y + 0
x = y
In modo del tutto analogo si dimostra il teorema seguente.
1.2.2 Teorema (legge di cancellazione per la moltiplicazione)
∀x, y ∈R , ∀z ∈R∗ , x · z = y · z =⇒ x = y .
Notiamo che per poter cancellare un fattore moltiplicativo in una uguaglianza bisogna che
esso sia diverso da zero. Questo perché la cancellazione richiede di moltiplicare entrambi i
membri dell’uguaglianza per l’inverso dell’elemento da cancellare, mentre 0 non ha inverso.
1.2.3 Teorema
Qualunque sia x ∈R si ha x · 0= 0 .
Dimostrazione. Dimostriamo anzitutto che si ha 0+ x · 0= x · 0+ x · 0 . Infatti, utilizzando
la proprietà del numero 0 (assioma C3) e la proprietà distributiva (assioma C9) si ha:
0+ x · 0= x · 0= x · (0+ 0) = x · 0+ x · 0
Per la legge di cancellazione per l’addizione (teorema 1.2.1), si può cancellare x ·0 da entrambi
i membri, ottenendo 0= x · 0 .
1.2.4 Teorema
0 6= 1 .
1.2. Prime conseguenze degli assiomi 6
Dimostrazione. Procediamo per assurdo. Se fosse 0= 1 allora, ∀x ∈R , x ·0= x ·1 e quindi
0= x · 0= x · 1= x .
Perciò ogni elemento di R è uguale a 0 ; ciò è assurdo perché R ha più di un elemento.
Da questi due ultimi teoremi segue che moltiplicando 0 per un qualunque numero rea-
le non si ottiene mai 1 , questo è il motivo per cui nell’assioma C8 si richiede l’esistenza
dell’inverso solo per i numeri reali non nulli.
1.2.5 Teorema
−0= 0 .
Dimostrazione. La proprietà del numero 0 (assioma C3) assicura che 0+ 0 = 0 e quindi 0
è l’opposto di 0 .
1.2.6 Teorema
1−1 = 1 .
Dimostrazione. La proprietà del numero 1 (assioma C7) assicura che 1 · 1= 1 e quindi 1 è
l’inverso di 1 .
1.2.7 Teorema
∀x ∈R , −(−x) = x .
Dimostrazione. Per la definizione di opposto x+(−x) = (−x)+ x = 0 e quindi l’opposto di
−x è x .
1.2.8 Teorema
Qualunque sia x ∈R∗ , x−1 6= 0 e  x−1−1 = x .
Dimostrazione. Sia x ∈ R∗ . Procediamo per assurdo. Se fosse x−1 = 0 allora, per il
teorema 1.2.3, si avrebbe x · x−1 = 0 6= 1 , mentre x · x−1 = 1 ; pertanto x−1 6= 0 .
Poiché x · x−1 = x−1 · x = 1 è inoltre ovvio che l’inverso di x−1 è x .
1.2.9 Teorema (legge di annullamento del prodotto)
Siano x, y ∈R . Se x · y = 0 allora almeno uno tra x e y è uguale a 0 .
Dimostrazione. Sia x · y = 0 . Per il teorema 1.2.3 si ha x · 0 = 0 , quindi x · y = x · 0 . Se
x = 0 non vi è nulla da dimostrare. Se x 6= 0 allora, per la legge di cancellazione della
moltiplicazione (teorema 1.2.2), dall’uguaglianza precedente segue y = 0 .
Conseguenza immediata di questo teorema è il seguente:
1.2.10 Teorema
Qualunque siano x, y ∈R , se x 6= 0 e y 6= 0 allora x · y 6= 0 .
Ulteriori proprietà dell’opposto e dell’inverso di numeri reali sono le seguenti:
1.2.11 Teorema
∀x, y ∈R , −(x + y) =−x − y .
Dimostrazione. Si ha
(−x − y)+ (x + y) =−x + x − y + y = 0
e quindi l’opposto di x + y è −x − y .
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1.2.12 Teorema
∀x, y ∈R∗ , x · y 6= 0 e (x · y)−1 = x−1 · y−1 .
Dimostrazione. Se x, y ∈R∗ allora per il teorema 1.2.10 è x · y 6= 0 e si ha
(x−1 · y−1) · (x · y) = x−1 · x · y−1 · y = 1
e quindi l’inverso di x · y è x−1 · y−1 .
1.2.13 Teorema
∀x ∈R , (−1) · x = x · (−1) =−x .
Dimostrazione. Utilizzando, nell’ordine, la proprietà del numero 1 (assioma C7), la proprie-
tà distributiva (assioma C9) e il teorema 1.2.3, si ha:
x + (−1) · x = 1 · x + (−1) · x = (1− 1) · x = 0 · x = 0 ,
perciò −x = (−1) · x . Per la proprietà commutativa dell’addizione è anche −x = x · (−1) .
Da questo teorema segue:
1.2.14 Teorema
∀x, y ∈R , (−x) · y = x · (−y) =−(x · y) e (−x) · (−y) = x · y .
Dimostrazione. Utilizzando il teorema 1.2.13 e la proprietà associativa del prodotto si ha
(−x) · y =  (−1) · x · y = (−1) · (x · y) =−(x · y) .
In modo analogo, utilizzando la commutatività del prodotto, si ottiene x · (−y) = −(x · y) .
Infine da ciò che si è appena dimostrato, tenuto conto del teorema 1.2.7, segue
(−x) · (−y) =− x · (−y)=− −(x · y)= x · y .
Questo teorema consente di utilizzare la notazione −x ·y senza ambiguità: essa indicherà
indifferentemente l’inverso di x · y oppure −x moltiplicato per y .
1.2.2 Conseguenze degli assiomi della relazione d’ordine
1.2.15 Teorema
∀x, y ∈R , x ≤ y ⇐⇒ 0≤ y − x .
Dimostrazione. Sia x ≤ y . Sommando a entrambi i membri −x , per la compatibilità tra
relazione d’ordine e addizione (assioma O5) si ha x − x ≤ y − x , cioè 0≤ y − x .
Viceversa sia 0 ≤ y − x . Sommando a entrambi i membri x , per la compatibilità tra
relazione d’ordine e addizione (assioma O5) risulta 0+ x ≤ y − x + x e quindi x ≤ y .
Da questo teorema segue:
1.2.16 Teorema
∀x, y ∈R , x ≤ y ⇐⇒ −y ≤−x .
Dimostrazione. Per il teorema 1.2.15 si ha x ≤ y ⇐⇒ 0≤ y − x , ma y − x = (−x)− (−y) ,
pertanto
x ≤ y ⇐⇒ 0≤ (−x)− (−y) ⇐⇒ −y ≤−x .
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In particolare, ponendo y = 0 , da questo teorema segue:
1.2.17 Teorema
∀x ∈R , x ≤ 0 ⇐⇒ −x ≥ 0 .
1.2.18 Teorema
∀x, y, z , w ∈R , (x ≤ y e z ≤ w) =⇒ x + z ≤ y +w .
Dimostrazione. Sia x ≤ y e z ≤ w . Per la compatibilità tra relazione d’ordine e addizione
(assioma O5), dalla prima disuguaglianza segue x+ z ≤ y+ z e dalla seconda y+ z ≤ y+w ,
pertanto, per la transitività della relazione d’ordine (assioma O3), si ha x + z ≤ y +w .
Da questo teorema segue:
1.2.19 Teorema
∀x, y ∈R , (x ≥ 0 e y ≥ 0) =⇒ x + y ≥ 0 .
1.2.20 Teorema
∀x ∈R , x · x ≥ 0 .
Dimostrazione. Se x ≥ 0 , allora x · x ≥ 0 , per la compatibilità tra relazione d’ordine e
moltiplicazione (assioma O6).
Se invece x ≤ 0 , allora, per il teorema 1.2.17 si ha −x ≥ 0 e perciò (−x) · (−x)≥ 0 ;
poiché (−x) · (−x) = x · x (teorema 1.2.14), anche in questo caso x · x ≥ 0 .
1.2.21 Teorema
1> 0 .
Dimostrazione. Poiché 1= 1·1 , il teorema precedente assicura che 1≥ 0 ; per il teorema 1.2.4
1 6= 0 , quindi 1> 0 .
1.2.22 Teorema
∀x ∈R∗ , x > 0 ⇐⇒ x−1 > 0 .
Dimostrazione. Sia x > 0 , allora è x 6= 0 perciò esiste x−1 (assioma C8) e si ha
x−1 = x−1 · 1= x−1 ·  x−1 · x=  x−1 · x−1 · x .
Per il teorema 1.2.20 x−1 · x−1 ≥ 0 , mentre x > 0 per ipotesi e dunque x−1 è prodotto di
due numeri non negativi, quindi è non negativo; poiché x−1 6= 0 (teorema 1.2.8) è x−1 > 0 .
Viceversa sia x−1 > 0 . Poiché x =
 
x−1
−1 , x è inverso di un numero positivo e quindi,
per ciò che si è appena dimostrato, è positivo.
1.2.23 Teorema
∀x, y, z ∈R , (x ≤ y e 0≥ z) =⇒ x · z ≥ y · z .
Dimostrazione. Sia x ≤ y e z ≤ 0 . Per il teorema 1.2.17 −z ≥ 0 , da cui segue, per la
compatibilità tra relazione d’ordine e moltiplicazione (assioma O6), x · (−z) ≤ y · (−z) ,
dunque −x · z ≤−y · z e quindi, per il teorema 1.2.16, x · z ≥ y · z .
1.2.24 Teorema
∀x, y ∈R , 0< x ≤ y =⇒ y−1 ≤ x−1 .
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Dimostrazione. Sia 0 < x ≤ y . Per il teorema 1.2.22 si ha x−1 > 0 e y−1 > 0 . Per la
compatibilità tra relazione d’ordine e moltiplicazione (assioma O6) si ha
x · x−1 ≤ y · x−1
y−1 · x · x−1 ≤ y−1 · y · x−1
y−1 · 1≤ 1 · x−1
y−1 ≤ x−1 .
1.2.25 Teorema
∀x, y, z , w ∈R , (0≤ x ≤ y e 0≤ z ≤ w) =⇒ x · z ≤ y ·w .
Dimostrazione. Sia 0 ≤ x ≤ y e 0 ≤ z ≤ w ; allora, moltiplicando i membri della prima
disuguaglianza per z e quelli della seconda per y , per la compatibilità tra relazione d’ordine
e moltiplicazione (assioma O6) si ottiene x · z ≤ y · z e y · z ≤ y ·w da cui, per la proprietà
transitiva della relazione d’ordine, segue x · z ≤ y ·w .
1.2.26 Teorema
∀x, y ∈R , (x ≤ 0 e y ≤ 0) =⇒ 0≤ x · y .
Dimostrazione. Sia x ≤ 0 e y ≤ 0 . Per il teorema 1.2.17 risulta −x ≥ 0 e −y ≥ 0 , perciò,
per la compatibilità tra relazione d’ordine e moltiplicazione (assioma O6) e il teorema 1.2.14,
si ha
0≤ (−x) · (−y) = x · y
1.2.27 Teorema
∀x, y ∈R , (x ≤ 0 e y ≥ 0) =⇒ x · y ≤ 0 .
Dimostrazione. Sia x ≤ 0 e y ≥ 0 . Per il teorema 1.2.17 risulta −x ≥ 0 , perciò utilizzando
la compatibilità tra relazione d’ordine e moltiplicazione (assioma O6) e il teorema 1.2.14 si
ha
0≤ (−x) · y =−x · y
quindi x · y ≤ 0 .
1.2.3 La funzione valore assoluto
Definizione di valore assoluto di un numero reale
Sia x ∈R . Chiamiamo valore assoluto di x e indichiamo con |x| il numero reale così definito:
|x|=
¨
x se x ≥ 0
−x se x < 0 .
Da questa definizione si ottiene immediatamente il teorema seguente:
1.2.28 Teorema
Qualunque sia x ∈R si ha |x| ≥ 0 ; inoltre |x|= 0 se e solo se x = 0 .
Per lo studio delle proprietà del valore assoluto risulta utile il seguente teorema.
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1.2.29 Teorema
Siano x, y ∈R , tali che x, y ≥ 0 . Allora:
I) x2 = y2 ⇐⇒ x = y ;
II) x2 ≤ y2 ⇐⇒ x ≤ y ;
III) x2 < y2 ⇐⇒ x < y .
Dimostrazione. I) Se x = y , ovviamente x2 = y2 .
Viceversa, se x2 = y2 , allora si ha 0 = x2 − y2 = (x + y)(x − y) = 0 , quindi x − y = 0 ,
oppure x+ y = 0 . Nel primo caso si ha x = y ; nel secondo caso si ha x =−y ≤ 0 , ma si ha
x ≥ 0 , quindi x = 0 , da cui anche y = 0 . Pertanto in ogni caso x = y .
II) Si ha x2 ≤ y2 se e solo se y2 − x2 ≥ 0 , cioè (y − x)(y + x)≥ 0 .
Supponiamo quindi (y− x)(y+ x)≥ 0 . Si ha x+ y ≥ 0 . Se x+ y > 0 , allora deve essere
y− x ≥ 0 e quindi x ≤ y . Se invece x+ y = 0 , come visto sopra si ha x = y = 0 e di nuovo
x ≤ y .
Viceversa se x ≤ y allora y− x ≥ 0 e quindi, poiché x+ y ≥ 0 , si ha (y− x)(y+ x)≥ 0 .
III) Sia x2 < y2 ; se fosse x ≥ y , allora, per II, sarebbe x2 ≥ y2 , contrariamente all’ipotesi.
Pertanto, x < y .
Viceversa, sia x < y ; se fosse x2 ≥ y2 , allora, per II, sarebbe x ≥ y , contrariamente
all’ipotesi. Pertanto, x2 < y2 .
1.2.30 Teorema (proprietà del valore assoluto)
Siano x, y ∈R . Allora:
I) |x|2 = x2 ;
II) |x| ≤ y ⇐⇒ −y ≤ x ≤ y ;
III) −|x| ≤ x ≤ |x| ;
IV) |x| ≥ y ⇐⇒ (x ≥ y o x ≤−y) ;
V) |x · y|= |x| · |y| ;
VI) |x + y| ≤ |x|+ |y| ;
VII)
|x| − |y|≤ |x − y| .
Dimostrazione. I) È un immediata conseguenza del fatto che |x|= x oppure |x|=−x .
II) Se y < 0 , allora entrambe le disuguaglianze sono false ∀x ∈R .
Se y ≥ 0 si ha
|x| ≤ y ⇐⇒ |x|2 ≤ y2 ⇐⇒ x2 ≤ y2 ⇐⇒ y2 − x2 ≥ 0 ⇐⇒ (y + x)(y − x)≥ 0 .
Quest’ultima disuguaglianza equivale a
¨
y + x ≥ 0 ,
y − x ≥ 0 , oppure
¨
y + x ≤ 0 ,
y − x ≤ 0 ,
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cioè ¨
x ≥−y ,
x ≤ y , oppure
¨
x ≤−y ,
x ≥ y .
Poiché y > 0 , il secondo sistema non è mai verificato.
Questo prova l’affermazione.
III) Poiché |x| ≤ |x| , ponendo y = |x| in II, si ottiene −|x| ≤ x ≤ |x| .
IV) Se y ≤ 0 , allora entrambe le disuguaglianze sono vere ∀x ∈R .
Se y > 0 si ha
|x| ≥ y ⇐⇒ |x|2 ≥ y2 ⇐⇒ x2 ≥ y2 ⇐⇒ y2 − x2 ≤ 0 ⇐⇒ (y + x)(y − x)≤ 0 .
Quest’ultima disuguaglianza equivale a¨
y + x ≥ 0 ,
y − x ≤ 0 , oppure
¨
y + x ≤ 0 ,
y − x ≥ 0 ,
cioè ¨
x ≥−y ,
x ≥ y , oppure
¨
x ≤−y ,
x ≤ y .
Si ha y >−y , quindi il primo sistema è verificato per x ≥ y e il secondo per x ≤−y .
Questo prova l’affermazione.
V) Per I si ha
|x · y|2 = (x · y)2 = x2 · y2 = |x|2 · |y|2 =  |x| · |y|2 .
Quindi, dal teorema 1.2.29 segue |x · y|= |x| · |y| .
VI) Per III valgono le disuguaglianze
−|x| ≤ x ≤ |x|
−|y| ≤ y ≤ |y|
e sommando membro a membro si ottiene
−|x| − |y| ≤ x + y ≤ |x|+ |y|
e quindi, per II, si ha |x + y| ≤ |x|+ |y| .
VII) Utilizzando VI si ha:
|x|= |(x − y)+ y| ≤ |x − y|+ |y|
|y|= |(y − x)+ x| ≤ |y − x|+ |x|= |x − y|+ |x| .
Dalla prima disuguaglianza segue
|x| − |y| ≤ |x − y|
e dalla seconda
|x| − |y| ≥ −|x − y|
perciò, per II, si ha
|x| − |y| ≤ |x − y| .
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1.2.4 Estremi di insiemi di numeri reali
Tutti i sottoinsiemi di R che consideriamo sono diversi da ∅ .
Definizione di massimo e minimo di un sottoinsieme di R
Siano A⊆R e a, b ∈R .
Diciamo che a èmassimo di A quando a ∈A e qualunque sia x ∈A si ha x ≤ a .
Diciamo che b è minimo di A quando b ∈A e qualunque sia x ∈A si ha x ≥ b .
Un sottoinsieme di R può non avere massimo, o non avere minimo, o non avere né
massimo né minimo.
1.2.31 Teorema (unicità del massimo)
Siano A⊆R e a1,a2 ∈R . Se a1 e a2 sono massimo di A allora a1 = a2 .
Dimostrazione. Se a1 e a2 sono entrambi massimo di A , allora, per la definizione di mas-
simo, a1 ∈ A e a2 ∈ A . Inoltre ∀x ∈ A si ha x ≤ a1 , in particolare, ponendo x = a2 si ha
a2 ≤ a1 . Ripetendo il ragionamento con a1 e a2 scambiati tra loro si ottiene anche a1 ≤ a2 .
Perciò a1 = a2 .
In modo analogo si può dimostrare che il minimo di un sottoinsieme di R , se esiste, è
unico.
Il massimo dell’insieme A , se esiste, è indicato con maxA , il minimo è indicato con
minA .
1.2.32 Teorema
Sia A⊆R . Se esistono minA e maxA allora
minA≤maxA.
Dimostrazione. Per definizione di massimo maxA ∈ A e minA è minore o uguale di ogni
elemento di A e quindi in particolare minA≤maxA .
Definizione di maggiorante e minorante di un sottoinsieme di R
Siano A⊆R e x ∈R .
Diciamo che x è un maggiorante di A quando ∀y ∈A si ha y ≤ x .
Diciamo che x è un minorante di A quando ∀y ∈A si ha y ≥ x .
Definizione di insieme limitato superiormente, limitato inferiormente, limitato
Sia A⊆R .
Diciamo che A è superiormente limitato quando l’insieme dei maggioranti di A è non
vuoto, in caso contrario diciamo che A è superiormente illimitato.
Diciamo che A è inferiormente limitato quando l’insieme dei minoranti di A è non vuoto,
in caso contrario diciamo che A è inferiormente illimitato.
Diciamo che A è limitato quando A è sia superiormente limitato che inferiormente limitato,
in caso contrario diciamo che A è illimitato.
1.2.33 Teorema
Siano A⊆R e x ∈R . x è il massimo di A se e solo se x ∈A e x è maggiorante di A .
Dimostrazione. È conseguenza immediata delle definizioni di massimo e di maggiorante.
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Definizione di estremo superiore e di estremo inferiore di un sottoinsieme di R
Sia A⊆R .
Se A è superiormente limitato chiamiamo estremo superiore di A il minimo dell’insieme
dei maggioranti.
Se A è inferiormente limitato chiamiamo estremo inferiore di A il massimo dell’insieme
dei minoranti.
Poiché esistono sottoinsiemi di R che non hanno minimo, l’estremo superiore di un
insieme superiormente limitato potrebbe non esistere; analogamente per l’estremo inferiore.
Tuttavia dalla completezza di R segue che l’insieme dei maggioranti di ogni insieme superior-
mente limitato ha minimo e l’insieme dei minoranti di ogni insieme inferiormente limitato
ha massimo. Vale cioè:
1.2.34 Teorema (esistenza dell’estremo superiore)
Sia A⊆R . Se A è superiormente limitato allora l’insieme dei maggioranti di A ha minimo.
Dimostrazione. Supponiamo A superiormente limitato e indichiamo con B l’insieme dei
maggioranti di A .
Per la definizione di maggiorante se x ∈ A e y ∈ B allora x ≤ y . Perciò per l’assioma
di completezza esiste c ∈ R tale che ∀x ∈ A, x ≤ c e ∀y ∈ B , y ≥ c . Il primo di questi
fatti significa che c è un maggiorante di A , il secondo che c è minore o uguale di ogni
maggiorante di A e quindi c è il minimo dell’insieme dei maggioranti.
Analogo teorema vale per l’estremo inferiore.
Per il teorema appena dimostrato, l’estremo superiore di un insieme superiormente limi-
tato esiste sempre; esso è unico perché è unico il minimo di qualunque insieme e quindi anche
il minimo dell’insieme dei maggioranti di un insieme.
Tale estremo superiore è indicato con supA .
Nel caso che A sia superiormente illimitato si pone inoltre supA=+∞ .
In modo del tutto analogo l’estremo inferiore di un insieme A inferiormente limitato si
indica con inf A , mentre se A è inferiormente illimitato si pone inf A=−∞ .
1.2.35 Teorema (caratterizzazione dell’estremo superiore)
Siano A ⊆ R superiormente limitato e a ∈ R . a è estremo superiore di A se e solo se sono
verificate le condizioni:
(a) ∀x ∈A, x ≤ a ,
(b) qualunque sia y ∈R tale che y < a esiste z ∈A tale che z > y .
Dimostrazione. Sia A⊆R superiormente limitato.
Se a = sup A allora a è maggiorante di A e quindi è verificata la condizione (a). Inoltre a
è il minimo dell’insieme dei maggioranti di A , perciò ogni numero minore di a non è un
maggiorante di A , cioè se y ∈ R e y < a allora esiste z ∈ A tale che z > y e quindi (b) è
verificata.
Viceversa supponiamo che a ∈ R verifichi (a) e (b). Poiché è verificata (a), a è maggio-
rante di A . Inoltre per (b) se y < a allora y non è maggiorante di A , cioè ogni maggiorante
di A è maggiore o uguale ad a ; perciò a è minimo dell’insieme dei maggioranti. Quindi a
è estremo superiore di A .
Il teorema seguente è l’analogo per l’estremo inferiore.
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1.2.36 Teorema (caratterizzazione dell’estremo inferiore)
Siano A ⊆ R inferiormente limitato e a ∈ R . a è estremo inferiore di A se e solo se sono
verificate le condizioni:
(a) ∀x ∈A, x ≥ a ,
(b) qualunque sia y ∈R tale che y > a esiste z ∈A tale che z < y .




I) Se A ha massimo allora è superiormente limitato e maxA= sup A .
II) Se A è superiormente limitato e supA∈A allora A ha massimo e maxA= sup A .
Dimostrazione. I) Se esiste maxA , allora esso è maggiorante di A , che quindi è supe-
riormente limitato; inoltre maxA è un elemento di A , per cui è minore o uguale a ogni
maggiorante, perciò è è l’estremo superiore.
II) Se A è superiormente limitato e supA ∈ A , allora supA è un maggiorante di A che
appartiene ad A , e quindi per il teorema 1.2.33 è il massimo di A .
1.2.38 Teorema
Sia A⊆R limitato. Allora:
inf A≤ supA.
Dimostrazione. Sia x un elemento di A . Poiché infA è un minorante di A e supA è un
maggiorante di A , si ha infA≤ x ≤ sup A .
1.3 Numeri naturali, interi, razionali
Studiamo ora i sistemi dei numeri naturali, dei numeri interi e dei numeri razionali;
tali sistemi di numeri sono introdotti come sottoinsiemi dell’insieme dei numeri reali; le
operazioni e la relazione d’ordine su di essi sono ereditate da quelle sui numeri reali.
1.3.1 Numeri naturali
Definizione di insieme induttivo
Sia A⊆R . Diciamo che A è un insieme induttivo quando sono soddisfatte le condizioni:
(a) 0∈A ,
(b) ∀x ∈R , x ∈A =⇒ x + 1∈A .
Definizione di insieme dei numeri naturali
Chiamiamo insieme dei numeri naturali e indichiamo con N l’intersezione di tutti gli insiemi
induttivi di numeri reali.
Analogamente a quanto fatto per l’insieme dei reali, indichiamo con N∗ l’insieme N \ {0} .
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1.3.1 Teorema
Sia A⊆R . Se A è induttivo allora N⊆A .
Dimostrazione. L’intersezione di insiemi è inclusa in ciascuno degli insiemi che vengono in-
tersecati, quindi N , che è l’intersezione di tutti gli insiemi induttivi, è incluso in ogni insieme
induttivo.
1.3.2 Teorema
L’insieme N è induttivo.
Dimostrazione. 0 appartiene a ogni insieme induttivo e quindi appartiene all’intersezione di
tutti gli insiemi induttivi, cioè a N .
Se x ∈N allora, qualunque sia A⊆R induttivo, si ha x ∈A , quindi x+1 ∈A ; pertanto
x + 1 appartiene a ogni insieme induttivo, cioè x + 1 ∈N .
Pertanto N soddisfa (a) e (b) ed è induttivo.
Il fatto che N è intersezione di tutti gli insiemi induttivi viene utilizzato per dimostrare
affermazioni sui numeri naturali tramite il teorema che segue:
1.3.3 Teorema (principio di induzione)
Per ogni n ∈N sia P (n) una proposizione. Se sono soddisfatte le condizioni:
(a) P (0) è vera,
(b) ∀n ∈N , P (n) =⇒ P (n+ 1) ,
allora P (n) è vera ∀n ∈N .
Dimostrazione. Supponiamo verificate (a) e (b).
Per dimostrare che, ∀n ∈ N , P (n) è vera, posto A= { n ∈N | P (n) è vera} , proviamo
che A= N . Per la definizione di A , si ha A⊆ N , quindi resta da dimostrare che N ⊆ A e,
poiché ogni insieme induttivo contiene N (teorema 1.3.1), per questo è sufficiente dimostrare
che A è induttivo.
Anzitutto dalla condizione (a) segue 0∈A . Inoltre se n ∈A allora P (n) è vera e quindi
per (b) anche P (n+ 1) è vera, dunque n+ 1 ∈A . Perciò A è induttivo.
Il teorema è così provato.
Studiamo gli estremi di N ; si ha innanzitutto:
1.3.4 Teorema
minN= 0 .
Dimostrazione. L’insieme A= { x ∈R | x ≥ 0} è induttivo. Infatti 0 ≥ 0 e quindi 0 ∈A ,
mentre se x ∈ A allora x + 1 > x ≥ 0 , cosicché anche x + 1 ∈ A . Pertanto, per il
teorema 1.3.1, N ⊆ A , quindi 0 è minore o uguale a ogni elemento di N . Pertanto
0=minN .
1.3.5 Teorema
L’insieme N è superiormente illimitato.
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Dimostrazione. Dimostriamo il teorema per assurdo, supponendo che N sia superiormente
limitato.
Poniamo M = supN . Per ogni n ∈ N si ha n + 1 ∈ N , dunque n + 1 ≤ M ; pertanto,
per ogni n ∈N , n ≤ M − 1 , quindi M − 1 è maggiorante di N . Ma allora M non è il più
piccolo dei maggioranti di N e ciò è assurdo.
Perciò N è superiormente illimitato.
1.3.6 Teorema
Qualunque sia n ∈N si ha N∩ { x ∈R | n < x < n+ 1} =∅ .
Dimostrazione. Dimostriamo il teorema per induzione; applichiamo il principio di induzione
all’affermazione N⊆N \ { x ∈R | n < x < n+ 1} , che è evidentemente equivalente alla tesi.
Per il teorema 1.3.1 questa inclusione è vera se N \ { x ∈R | n < x < n+ 1} è induttivo.
Dimostriamo anzitutto che P (0) è vera, cioè che, posto
A=N \ { x ∈R | 0< x < 1} ,
A è induttivo. Evidentemente 0 ∈ A ; inoltre se m ∈ A allora o m ≤ 0 , quindi m = 0 ,
pertanto m + 1 = 1 ∈ A , oppure m ≥ 1 , e quindi m + 1 è un naturale maggiore o uguale
a 1 , che appartiene ad A .
Supponiamo ora che P (n) sia vera, cioè N⊆N\{ x ∈R | n < x < n+1} , e dimostriamo
che P (n + 1) è vera, cioè che, posto
A=N \ { x ∈R | n+ 1< x < n+ 2} ,
A è induttivo. Evidentemente 0 ∈ A . Sia ora m ∈ A , per ipotesi induttiva non esistono
naturali strettamente compresi tra n e n+ 1 , quindi m ≤ n oppure m ≥ n+ 1 ; nel primo
caso m+1 è un naturale minore o uguale a n+1 , quindi appartiene ad A , nel secondo caso
m+ 1 è un naturale maggiore o uguale a n+ 2 e di nuovo appartiene ad A .
Possiamo allora applicare il principio di induzione.
In particolare da questo teorema segue che, dati due numeri naturali diversi, la differenza
tra il più grande e il più piccolo è maggiore o uguale a 1 . Ciò consente, tra l’altro, di ottenere
informazioni sull’esistenza di minimo e massimo per sottoinsiemi di N .
1.3.7 Teorema
Sia A⊆N . Allora:
I) A ha minimo;
II) se A è superiormente limitato allora ha massimo.
Dimostrazione. I) Per il teorema 1.3.4 N è limitato inferiormente e quindi A è limitato
inferiormente. Posto m = inf A ; per dimostrare che A ha minimo è sufficiente provare che
m ∈A .
Dimostriamo questa affermazione per assurdo. Supponiamo che sia m /∈A . Per la carat-
terizzazione dell’estremo inferiore (teorema 1.2.35) esiste z ∈ A tale che m ≤ z < m+ 1 ;
poiché abbiamo supposto m /∈A si ha z 6= m , perciò m < z . Ancora per il teorema 1.2.35,
esiste w ∈ A tale che m ≤w < z . Poiché m ≤ w < z < m+ 1 si ha 0< z −w < 1 , e que-
sto è assurdo perché w e z sono due elementi distinti di A , e quindi di N , perciò per il
teorema 1.3.6 essi differiscono tra loro almeno di 1 .
Quindi m ∈A e A ha minimo.
II) La dimostrazione è analoga a quella dell’affermazione precedente.
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Infine per ciò che riguarda le operazioni tra numeri naturali si ha:
1.3.8 Teorema
I) ∀m, n ∈N , m+ n ∈N ;
II) ∀m, n ∈N , m · n ∈N .
Dimostrazione. I) Dimostriamo l’affermazione applicando il principio di induzione alla
proposizione P (n) : ∀m ∈N , m+ n ∈N .
Evidentemente P (0) è vera.
Supponiamo vera P (n) , cioè ∀m ∈N , m+n ∈N . Allora anche m+(n+1) = (m+n)+1
è naturale, quindi P (n + 1) è vera. Possiamo quindi applicare il principio di induzione.
II) Anche questa affermazione viene dimostrata utilizzando il principio di induzione, appli-
candolo alla proposizione P (n) : ∀m ∈N , m · n ∈N .
Se m ∈N , allora m · 0= 0 ∈N , quindi P (0) è vera.
Supponiamo vera P (n) , cioè ∀m ∈ N , m · n ∈ N . Allora m · (n + 1) = m · n + m è
somma di due numeri naturali, quindi per I è naturale. Perciò P (n + 1) è vera. Possiamo
quindi applicare il principio di induzione.
1.3.2 Numeri interi
Definizione di insieme dei numeri interi
Chiamiamo insieme dei numeri interi e indichiamo con Z il sottoinsieme di R tale che
Z=N∪ { x ∈R | −x ∈N} .
È evidente che N⊆Z .
È inoltre facile dimostrare che n ∈ Z ⇐⇒ −n ∈Z .
Si può dimostrare che dati due numeri interi la loro somma e il loro prodotto sono ancora
numeri interi.
1.3.9 Teorema
L’insieme Z è superiormente illimitato e inferiormente illimitato.
Dimostrazione. Z contiene N che è superiormente illimitato e quindi Z è superiormente
illimitato.
Dimostriamo ora che Z è inferiormente illimitato. Poiché N è superiormente illimitato,
∀x ∈ R , −x non è un maggiorante di N , quindi esiste n ∈ N tale che n > −x , cioè
−n < x ; poiché −n ∈ Z questo prova che x non è minorante di Z . Pertanto Z non ha
minoranti.
Analogamente a quanto avviene per i numeri naturali si ha:
1.3.10 Teorema
Qualunque sia n ∈Z si ha Z∩ { x ∈R | n < x < n+ 1} =∅ .
Infine vale il seguente teorema, la cui dimostrazione è simile a quella dell’analogo teorema
per i sottoinsiemi di N (teorema 1.3.7).
1.3.11 Teorema
Sia A ⊆ Z . Se A è superiormente limitato allora ha massimo, se A è inferiormente limitato
allora ha minimo.
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1.3.3 Numeri razionali
Definizione di insieme dei numeri razionali




 ∃p ∈ Z : ∃q ∈N∗ : x = pq

.
Poiché 1 ∈N∗ , se p ∈Z allora p = p/1 ∈Q e quindi Z⊆Q .
Si può inoltre dimostrare che dati due numeri razionali la loro somma e il loro prodotto
sono numeri razionali.
Ovviamente Q è illimitato, sia superiormente che inferiormente, perché contiene Z che
è superiormente illimitato e inferiormente illimitato.
Infine si può dimostrare che Q soddisfa tutti gli assiomi dei numeri reali con l’esclusione
dell’assioma di completezza.
1.4 Ulteriori proprietà dei numeri reali
Enunciamo anzitutto un teorema di fondamentale importanza per lo sviluppo dell’analisi.
1.4.1 Teorema
Sia x ∈R . Se ∀y ∈R+ , x ≤ y allora x ≤ 0 .
Dimostrazione. Dimostriamo l’implicazione contrapposta di quella enunciata nel teorema,
cioè che se è vera la negazione della tesi, allora è vera la negazione dell’ipotesi. Quindi pro-
viamo che se x > 0 allora esiste y ∈ R+ tale che y < x . Ciò è ovvio, basta scegliere
y = x/2 .
1.4.2 Teorema (proprietà di Archimede)
Siano x, y ∈R . Se x > 0 e y > 0 allora esiste n ∈N tale che y < n · x .
Dimostrazione. Sia x, y > 0 . Poiché N è superiormente illimitato (teorema 1.3.5) y/x non
è maggiorante di N , dunque esiste n ∈ N tale che n > y/x ; poiché x > 0 , da ciò segue
y < n · x .
1.4.3 Teorema
Sia x ∈R . Se x > 0 allora ∃n ∈N : 1/n < x .
Dimostrazione. Sia x > 0 . Allora 1/x > 0 e per la proprietà di Archimede, applicata ai
numeri 1 e 1/x , esiste n ∈N tale che 1/x < n · 1 e quindi 1/n < x .
Definizione di parte intera di un numero reale
Sia x ∈R . Chiamiamo parte intera di x e indichiamo con [x] , il numero
max{ n ∈ Z | n ≤ x} .
L’insieme {n ∈ Z | n ≤ x} è un sottoinsieme di Z superiormente limitato, perché x è
un suo maggiorante, quindi per il teorema 1.3.11 tale insieme ha massimo, perciò qualunque
sia x ∈R è definita la sua parte intera.
Dalla definizione segue immediatamente che ∀x ∈R si ha [x] ∈ Z e
[x]≤ x < [x]+ 1 .
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1.4.4 Teorema
Siano x, y ∈R . Se x < y allora esiste q ∈Q tale che x < q < y .
Dimostrazione. Sia x < y . Poiché y − x > 0 , per il teorema 1.4.3 esiste m ∈ N tale che
y − x > 1/m . Poniamo n = [m · x] , q = (n+ 1)/m e dimostriamo che q , che è razionale,
è compreso tra x e y .
Per la definizione di parte intera si ha




≤ x < n+ 1
m
= q .
Quindi x < q , mentre dalla prima disuguaglianza segue






Il teorema è così dimostrato.
Definizione di potenza di un numero reale
Siano x ∈ R e n ∈ N∗ . Chiamiamo potenza n -esima di x e indichiamo con xn il prodotto
di n fattori uguali a x .
Nel caso che sia x 6= 0 poniamo inoltre x0 = 1 .
Definizione di radice n -esima di un numero reale non negativo
Siano x, y ∈ R , x ≥ 0 , y ≥ 0 , e n ∈ N \ {0,1} . Diciamo che y è radice n -esima di x
quando yn = x .
Sottolineiamo il fatto che abbiamo definito la radice n -esima solo per un numero reale
non negativo e che tale radice è anch’essa un numero reale non negativo.
La radice n -esima del numero reale non negativo x viene indicata con n
p
x .
L’uso di questo simbolo non dà luogo ad equivoci, perché, come dimostreremo tra breve,
la radice n -esima di un numero reale non negativo è unica.
Premettiamo allo studio dell’esistenza della radice di un numero non negativo un teorema
che verrà utilizzato in seguito.
Nella formula che segue si intende, in via del tutto eccezionale, che l’espressione x0 stia
ad indicare il numero 1 anche se x = 0 .
1.4.5 Teorema
Siano x, y ∈R , n ∈N∗ . Allora




Osserviamo che se fosse n = 0 il membro di destra non avrebbe senso, perché nella
sommatoria il numero l’indice di somma dovrebbe essere sia maggiore o uguale a 0 che
minore o uguale a −1 . Per questo motivo si richiede n ∈N∗ .
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Dimostrazione. Dimostriamo l’uguaglianza per induzione, partendo da n = 1 ; quindi pro-
viamo che l’uguaglianza è verificata per n = 1 e che se è verificata per un certo n allora è
verificata anche per n+ 1 .




xk y−k = (x − y)x0y0 = x − y .
Perciò l’uguaglianza è vera per n = 1 .
Se l’uguaglianza è verificata per un certo n ∈N∗ allora si ha
xn+1− yn+1 = xn+1− xny + xny − yn+1 = (x − y)xn + y(xn − yn)
= (x − y)xn + y(x − y)
n−1∑
k=0








e quindi l’uguaglianza è verificata per n+ 1 .
Perciò, per il principio di induzione, l’uguaglianza è verificata per ogni n ∈N∗ .
1.4.6 Teorema (esistenza e unicità della radice n -esima)
Siano a ∈R+∪{0} e n ∈N\{0,1} . Allora esiste uno e un solo x ∈R+∪{0} tale che xn = a .
Dimostrazione. Se a = 0 allora evidentemente 0 è radice n -esima di a ; d’altra parte se
x ∈R+∪{0} è tale che xn = 0 allora si ha x = 0 , perché prodotto si annulla solo se almeno
un fattore è nullo. Quindi 0 ha una e una sola radice n -esima.
Consideriamo ora il caso a > 0 .
Dimostriamo anzitutto l’unicità della radice n -esima.
Siano x1 e x2 due radici n -esime di a . Poiché a 6= 0 , si ha x1 6= 0 e x2 6= 0 , quindi essi
sono positivi. Per il teorema 1.4.5 si ha











2 > 0 , perché ciascun addendo è positivo, quindi deve essere x1− x2 = 0 ;
pertanto la radice n -esima di a è unica.
Dimostriamo ora l’esistenza della radice n -esima di a .
Poniamo A= { y ∈R | y ≥ 0, yn ≤ a} .
L’insieme A è non vuoto, perché 0∈A .
Dimostriamo che A è superiormente limitato, provando che a + 1 è un maggiorante
di A . Se a ≤ 1 allora (a + 1)n > 1 ≥ a , mentre se a > 1 allora (a+ 1)n > an ≥ a , in ogni
caso è (a+ 1)n > a . Perciò se y ∈ R è tale che y > a+ 1 allora yn > (a+ 1)n > a e quindi
y /∈A . Pertanto z ∈A =⇒ z ≤ a+ 1 e quindi a+ 1 è maggiorante di A .
L’insieme A ha quindi estremo superiore, che è non negativo, indichiamolo con x .
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Dimostriamo che xn = a . Sia ǫ ∈R+ , ǫ≤ x . Poiché x+ǫ > x = sup A , si ha x+ǫ /∈A ,
pertanto (x+ǫ)n > a . D’altra parte x−ǫ < x , perciò, per la caratterizzazione dell’estremo
superiore, esiste z ∈A tale che x − ǫ < z , quindi (x − ǫ)n < zn ≤ a . Pertanto
(x − ǫ)n < a < (x + ǫ)n ;
inoltre, poiché 0≤ x − ǫ < x < x + ǫ , si ha
(x − ǫ)n < xn < (x + ǫ)n
cioè, moltiplicando per −1 ,
−(x + ǫ)n <−xn <−(x − ǫ)n .
Sommando membro a membro si ottiene
(x − ǫ)n − (x + ǫ)n < a− xn < (x + ǫ)n − (x − ǫ)n .
Quindi, per le proprietà del valore assoluto (teorema 1.2.30(II)) si ha
|a− xn|< (x + ǫ)n − (x − ǫ)n =  (x + ǫ)− (x − ǫ) n−1∑
k=0




(x + ǫ)k(x − ǫ)n−k−1 ;




(2x)k xn−k−1 = 2ǫ
n−1∑
k=0
2k xn−1 ≤ 2ǫ
n−1∑
k=0
2n−1xn−1 = 2ǫn(2x)n−1 .




Questa disuguaglianza è vera qualunque sia ǫ compreso tra 0 ed x , e quindi per ogni ǫ > 0 ;
allora il teorema 1.4.1 assicura che
|a− xn|
2nnxn−1
≤ 0 ; poiché tale numero è non negativo, esso è
uguale a 0 . Pertanto |a− xn|= 0 , dunque a = xn e il teorema è dimostrato.
