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Abstract. This paper addresses the problem of synthesizing in real time the mo-
tion of realistic virtual characters with a physics-based model from the analysis of 
human motion data. The synthesis is achieved by computing the motion equations 
of a dynamical model controlled by a sensory motor feedback loop with a non-
parametric learning approach. The analysis is directly applied on end-effector tra-
jectories captured from human motion. We have developed a Dynamic Program-
ming Piecewise Linear Approximation model (DPPLA) that generates the discre-
tization of these 3D Cartesian trajectories. The DPPLA algorithm leads to the 
identification of discrete target-patterns that constitute an adaptive sampling of the 
initial end-point trajectory. These sequences of samples non uniformly distributed 
along the trajectory are used as input of our sensory motor system. The synthesis 
of motion is illustrated on a dynamical model of a hand-arm system, each arm be-
ing represented by seven degrees of freedom. We show that the algorithm works 
on multi-dimensional variables and reduces the information flow at the command 
level with a good compression rate, thus providing a technique for motion data in-
dexing and retrieval. Furthermore, the adaptive sampling seems to be correlated 
with some invariant law of human motion. 
1   Introduction 
When simulating and animating virtual characters, biologically-inspired models play a 
major role, as the produced movements exhibit properties inherent to human move-
ments. As emphasized by psychologists and physiologists, human beings are more sen-
sitive to movement of biological origin [1]. There are two ways to reach a certain degree 
of naturalness for the synthesis of gestures. First, the articulated system can be modeled 
by a physical model responding to physical laws of movement. The difficulty here is not 
so much to simulate the motion equations, but to determine the appropriate controller 
that drives the system towards a desired goal expressed in the task-command space. 
Second, the animation can be directly done by motion capture data. The difficulty with 
this last method is to determine new motion on the basis of previously registered ele-
mentary motions, and to ensure smooth transitions between these elementary motions.  
In our approach, we try to establish a link between real-time synthesis models and 
motion analysis models using motion capture data. The synthesis model is based on a 
dynamical Sensory Motor Model (SMM) and is driven by a task-based analysis model 
that extracts discrete target-based patterns on the basis of motion capture data.  
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After presenting the global analysis synthesis method, this paper is focused on the 
presentation of the analysis model. More precisely we describe a Dynamic Program-
ming Piecewise Linear Approximation (DPPLA) algorithm whose outputs can be 
used to control the articulated system. Since the command is directly extracted from 
real human data, the animation system produces movement with biological relevance. 
The analysis-synthesis model is applied to the simulation of anthropomorphic hand-
arm movements. The performance of the method is presented according to invariant 
laws of movement.  
2   Analysis-Synthesis Methods 
Several problems arise when simulating human hand-arm motion. First, the biome-
chanical system composed of a set of interacting articulated structures has to be has to 
be modeled. This biomechanical model is directly dependent on the way the muscu-
lar-skeleton apparatus is modeled. Most of the time simplifications of the mechanical 
structure have to be considered. Controlling such a complex system necessitates the 
design of appropriate controllers associated to the different articulated chains. In our 
approach, the control of the biomechanical system is materialized by a Sensory Motor 
Model (SMM) that continuously uses sensory data to update the state variables of the 
dynamical system to control. The feedback mechanism carries out an inversion proc-
ess, i.e. it automatically computes the input of the biomechanical system from the 
observable outputs and the command input. The SMM is illustrated in Figure 1, as the 











Fig. 1. Analysis/synthesis model for gesture modeling and animation 
This paper deals with the problem of modeling the command of such a sensory mo-
tor model, as a motion analysis approach. This analysis process can be seen as an 
inversion process: from motion capture signals, a discrete command pattern is ex-
tracted through a discretization process; the command input can be used to control the 
SMM, as illustrated in Figure 1. 
2.1   Motion Analysis 
Exploiting analysis data to run the synthesis model raises the question of identifying 
the appropriate variables at the command level. Some psychologists and physiologists 
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assume that - at least for some classes of movements - spatial representation is more 
invariant than force-time patterns or joint rotations. Following this idea, we make the 
hypothesis that end-effectors motion traces expressed in the 3D Cartesian space can 
be used to control the muscular-skeleton system. We expect that this spatial represen-
tation is closer to the task than other internal sensory or motor variables, as force or 
moment variables [2-3]. 
More precisely, this paper will cover the modeling of the end-effectors trajectories  
in terms of discrete target patterns. Given a desired trajectory, we extract sequences  
of targets that represent in an optimal way the original trajectory. This approach differs 
from the methods widely used for the purpose of segmenting human motion capture 
data into high-level behaviors or low-level components. These last methods are  
designed most of the time to reduce dimensionality by identifying low-dimensional 
clusters in high-dimensional data [4]. Another method is proposed for non-uniform sub-
sampling of motion captured data. This method uses polygonal approximation to  
provide a compressed representation of dance gesture trajectories [5]. The objectives of 
this approach are different from ours, since the compressed data in [5] are used as input 
of a recognition system, whereas we use our reduced trajectories for synthesis purpose. 
Our target-based discretization method, also called adaptive sampling could be useful 
for motion segmentation, but above all we aim to extract discrete patterns as input of our 
motion generation models. The main interest of the adaptive sampling is to facilitate the 
manipulation (edition, recombination) of elementary movements, the composition op-
erators being implemented as the concatenation and smoothing of target sequences. 
Furthermore this discretization process leads to the reduction of the data flow at the 
command level and to the reduction of the representation space in which movements are 
embedded. This is also of great importance for dealing with information retrieval in 
movement data base. Finally this sampling process is a first step towards the parame-
terization of motion. Rather than using straightforward key-points extracted from mo-
tion invariant laws [6], we propose an automatic segmentation process operating on 
multi-channel variables which yields a discrete representation of motion.  
2.2   Motion Synthesis 
Numerous solutions exist to control sensory motor systems. Some methods consider 
the control problem as finding numerical solutions to inverse kinematics or inverse 
dynamics, depending on the representation of the movement system. Among these 
solutions, we have developed analytical methods extended by learning methods, ap-
plied both for kinematics or dynamics control. 
The synthesis model attached to each articulated chain is represented by a sensory 
motor system which yields a means of coupling the continuous internal signals in the 
sensory motor process with desired commands expressed as continuous trajectories 
in the Cartesian space or as sequences of discrete targets in the task space. It has 
already been developed for controlling various articulated systems with different 
control policies: The GSM model uses a gradient-based algorithm in a sensory motor 
closed-loop transformation which integrates neurophysiological elements [7]. This 
model has proved to control articulated chains and produce motion that globally 
respects human motion laws. It has been used in a modular architecture to generate 
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expressive communicative and Sign Language Gestures [8-9] or coordinated jug-
gling motion [10].  
Another control policy uses a learning approach within a sensory motor loop (ASM 
model) [11-12]. In this case, the learning algorithm is based on a local inversion prin-
ciple and uses local neighborhood research techniques to compute the new predicted 
state variation to be generated. The training data set can be incrementally updated in 
time to adapt to changes of the performance tasks and to structural changes of the 
physical system.  
A sensory motor dynamical system is considered in this paper, which includes  
two inversion processes: the first one is a kinematics inversion, based on the same 
learning control policy; the second one is a dynamics inversion, achieved by a  
Proportional Integrative Derivative model. 
For each sensory motor model, various tasks can be defined, such as reaching or 
tracking tasks. In our synthesis models, the task is expressed as desired goals in the 
spatial 3D space or in the joint angular space. For simple or multiple reaching tasks, 
these goals can be represented as sequences of targets to reach, with or without  
co-articulation. For tracking tasks, the goals can be expressed as desired end-point 
continuous or discrete trajectories.  
We propose to define the input command from the analysis of motion capture data. 
Coupling synthesis with data extracted from human motion is necessary if we want to 
integrate some invariant features of movements. The discretization method, called Dy-
namic Programming Piecewise Linear Approximation (DPPLA), achieves the analysis 
process necessary for the synthesis process, which was missing in our former systems. 
3   Dynamic Programming Piecewise Linear Approximation Model 
(DPPLA)  
The DPPLA algorithm makes the discretization of end-effector trajectories possible in 
O(n2/k) where k is the number of samples. These trajectories can be considered as a 
multivariate continuous 3D process X(t) =[x(t), y(t), z(t)].  A more general view is to 
consider X(t) as a spatio-temporal trajectory of time-stamped spatial vectors in p di-
mensions. In practice, we will deal with the sampled trajectory X(n) where n is the 
time-stamp index.  
We propose a data modeling approach to handle the adaptive sampling of the end-
effector trajectories. More precisely, we are seeking an approximation θ̂X  of X(n) such as: 
( )),(ˆ θ
θ
θ XXEArgMin=  
where E is the RMS error between X and the model θX . 
As a first attempt, we have selected the family { )(nXθ } as the set of piecewise 
linear functions. Numerous methods have been proposed to the problem of approxi-
mating multidimensional curves using piecewise linear simplification and dynamic 
programming in O(kn2) complexity [13]. Some efficient algorithms [14] (in 
O(nlog(n)) complexity) [15] have been proposed for planar curves, but none for the 
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general case in Rd. We constraint the search of the segments by imposing that the 
extremities of the piecewise linear segments are on the trajectory X(t). Thus, θ is the 
set of discrete time location {ni} of the segments’ endpoints. Since the end of a seg-
ment is the beginning of the following one, two successive segments share a common 
ni at their interface. The selection of the optimal set of parameters { }in̂ˆ =θ  is per-
formed using a dynamic programming algorithm [16] as follows.  
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where A stands for cardinal of set A and nnX p ∀ℜ∈ ,)(  
Given a value for ρ and the size of the trajectory window to sample 
w= { } { }wnnX ,..,1)( ∈ , the number N= { }in -1 of piecewise linear segments is known.  
Let us define θ(k) as the parameters of a piece wise approximation containing k 
segments, and δ(k,i) as the minimal error between the best piecewise linear approxi-












































−=  is the linear 
segment between X(i) and X(nk). 
The initialization of the recursion is obtained observing that: 
0),(,, =<∀∀ ikkik δ  
The end of the recursion gives the optimal piecewise linear approximation, e.g. the 
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The complexity of the proposed algorithm is in O(k.w2). To reduce this complexity, 
the search window can be limited by using a lower bound factor for each step i: 
lb=max{i-band,0}, where band is a parameter fixed by the user:  








In practice we use band = 2*w/k, leading to the complexity O(w2/k).  
4   Runtime Synthesis 
Here a generic learning model for the control of a dynamical articulated model is 
used. The control policy associated to this learning method jointly achieves the kine-
matics and the dynamics inversion of the system. The kinematics inversion is carried 
out by a non parametric learning algorithm which processes the mapping (y, δx) → 
δy, y being the state and x the output of the system (ASM model) [12]. The error sig-
nals measured between the sensory output and the task input are used as corrective 
information to update the torque command of the movement system. 
The dynamics inversion is assured by a set of controllers acting on the pair 
(τ,δq/dt), τ being the forces applied on the joints, and dq/dt the angular velocity of the 
joint rotations. These controllers, classically used in robotics and computer animation 
and issued from linear control theory use Proportional Integrative Derivative principle 
(PID). For each internal joint, each PID controller takes as inputs angular position of 
the joint and its derivative as well as the desired angular position, and computes the 
torque output required to produce the desired displacement of the joint as expressed 
by the following equation: 






where q is the angle of the joint, qT is the desired angle, Kp, Kd and Ki are the propor-
tional, derivative and integral gains. The effect of the PID controller is to eliminate 
large step changes in the errors, thus smoothing the simulated motion. 
5   Experiments 
In this section, the results of two experiments are presented. One concerns the analy-
sis process applied on motion capture sequences. The second highlights the synthesis 
process, using the result of the analysis process as the command input of the dynami-
cal system. The motion data used in our experiments were captured from a VICON 
optical system at the rate of 110 frames/second. We recorded end-arm movements of 
about three s duration. Subjects were told to perform about ten different random pat-
terns, varying the kinematics and the shape of the patterns.  
The analysis is conducted on 3D Cartesian trajectories of the arm extremity. We 
consider for hand-arm movements that these trajectories express the trace of the task-
based command. The  DPPLA algorithm is applied on these trajectories with varying 
compression rates that fix the number of targets on the trajectory. The algorithm  
segments the trajectory by assigning cut targets along the motion sequence. The  
objective is not only to detect these cut-points, but also to characterize the distribution 
of relevant samples along the trajectory.  
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The results of the DPPLA algorithm are illustrated in Figure 2 for a compression 
rate of 85%. This compression rate is an optimized parameter directly linked to the 
number of discrete targets extracted by the DPPLA algorithm.  Figure 2 shows the x, y 
and z curves of the end-extremity trajectories, both for the real motion capture data 
and for the simulated data, after applying the DPPLA algorithm. It also indicates the 
 
 
Fig. 2. Three-joint arm simulation with random pattern with a compression rate of 75%; x, y, z 
trajectories: real data (solid) and simulated data (dashed); motion separation points assigned by 
the DPPLA algorithm. The x-axis corresponds to the frame number, and the vertical bars spec-
ify the target points assigned by the algorithm; Reconstruction error. 
Fig. 3. (left) Trajectory of the human wrist in the Cartesian space with the localization of the 
targets: capture motion data and reconstructed data by linear interpolation; (right) Simulated 
trajectory of the wrist of the virtual dynamical humanoid 
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location along the frames of the cut-points (targets) that approximate the desired trajec-
tory and the corresponding absolute error between the real data and the simulated ones.  
Figure 3 (left) gives the shape of the real and reconstructed trajectories from the lo-
cation of the targets. Some attraction areas where the targets are more concentrated 
can be seen in this figure: they correspond to zones of larger complexity of the signal. 
The segmentation induced by the DPPLA algorithm can be considered as measured 
by the density of targets along the motion.   
Figure 3 (right) illustrates the simulated trajectory performed by the virtual charac-
ter. Some overshoots can be seen when the curvature is high, due to the fact that the 
dynamical parameters cannot be adjusted during the course of the simulated motion. 
These results demonstrate the tendency of DPPLA to increase the target density 
when the curvature increases. This correlation can be illustrated in Figure 4 with the 
superposition of the density function representing the spatial concentration of the 
targets along the motion frames, and the curvature function. Table 1 gives correlation 
factors between the two functions for three compression rates using a linear regres-
sion method. 
 
Fig. 4. (dashed)Target-based density evolving with time; (solid) Normalized curvature evolving 
with time. The areas where Target-density function is high correspond to areas with high  
curvature; this function segments the end-point trajectory. 
Table 1. Correlation factors between target-based density along the trajectory and curvature for 
different compression rates 
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The DPPLA algorithm provides a way to adaptively sample the end-effector trajec-
tory according to the variations of curvature along the trajectory. The analogy be-
tween the spatial density of targets and the curvature leads to the investigation of the 
density function behavior compared with the well-known “two-third power law” [17]. 
The latter is equivalently expressed by a one-third power law relating tangential ve-
locity v(t) to radius of curvature r(t): 
3/1)()( trktv =  
This law, considered as a basic invariant characteristic of movement, has been 
demonstrated to be robust for 2D handwriting movements, and also for 3-D elliptical 
patterns. Figure 5 (up-left) illustrates this one-third power law for a random end-
effector trajectory. Figure 5 (up-right) shows that a similar power relationship exists 
between target-based tangential velocity vT(t) and target-based density function Ds(t) 


















Fig. 5. (up-left) Tangential velocity versus radius of curvature in logarithmic scale; (up-right) 
Target-based tangential velocity versus inverse of target-based density in logarithmic scale. 
Both figures are traced for the complex pattern trajectory presented in Fig. 3; (down-left) End 
effector elliptical trajectory with target location; (down-right) Target-based tangential velocity 
versus inverse of target-based density in logarithmic scale. 
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The power law between VT and 1/Ds is also observed for an elliptical pattern trajec-
tory (see Fig. 5 down-part) for which the γ coefficient has been estimated to be ap-
proximately 1.2. The degree of invariance of γ has not been established. In particular, 
it may depend on the type of performance (strength, speed, etc.). 
6   Discussion 
This study has dealt with an analysis-synthesis method that forwards the discretization 
of end-effector trajectories captured from human motion and provides the command 
input of a synthesis model controlling a hand-arm dynamical system. Our analysis 
method uses a Dynamic Programming Piecewise Linear Approximation (DPPLA) 
algorithm that extracts a sequence of multi-dimensional targets from the end-effector 
trajectory. These targets can be used as command input of a sensory motor dynamical 
system. The DPPLA algorithm automatically computes an optimal number of target 
points and their respective location along the motion frames. 
This discretization algorithm at the command level can be defined to identify low-
dimensional sub-sets of samples not uniformly distributed in motion time series. It 
can be used as a segmentation method to detect points where there is a higher com-
plexity of the trajectory. It also provides a means of reducing the data flow at the 
command level. Finally, by discretizing the command input it becomes possible to 
concatenate successive elementary motion without having to deal with the transition 
mechanisms.  
Experiments show the effectiveness of this discrete task-based analysis/synthesis 
approach. The analysis of motion capture data is conducted on a set of arbitrary 
end-effector trajectories. The compression rate can be fixed to a high level, while 
maintaining satisfactory simulation results. The discretized data are then used as 
command input of our sensory motor synthesis system. The animation is achieved 
on a hand-arm mechanical system with seven degrees of freedom, associated to a 
control policy based on a non-parametrical learning method. In the context of  
motion synthesis using a data-driven approach, it might be interesting to exploit 
discrete information that replaces motion capture data, without reducing the quality 
of the animation. 
This discretization mechanism is not only a mathematical tool which aims to  
reduce the data flow at the task-level. Indeed, it can be pointed out that the adaptive 
sampling is correlated to invariant laws of movement. The DPPLA algorithm seems 
to exhibit a power relation between sampled tangential velocity and the inverse of 
the sampled density function. The properties of this relationship, in particular the 
degree of invariance of the power parameter need to be further explored. Neverthe-
less, preliminary results tend to highlight the pertinence of the discrete patterns 
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extracted from the DPPLA algorithm and in particular the link between the targets 
distribution along the trajectory and the curvature. In order to prove the generaliza-
tion and the robustness of this law related to the DPPLA analysis method, more 
systematic tests should be conducted with various motion patterns performed by 
several subjects. 
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