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Abstract—We consider expected risk minimization in multi-agent
systems comprised of distinct subsets of agents operating without
a common time-scale. Each individual in the network is charged
with minimizing the global objective function, which is an average
of sum of the statistical average loss function of each agent in
the network. Since agents are not assumed to observe data from
identical distributions, the hypothesis that all agents seek a common
action is violated, and thus the hypothesis upon which consensus
constraints are formulated is violated. Thus, we consider nonlinear
network proximity constraints which incentivize nearby nodes to
make decisions which are close to one another but not necessarily co-
incide. Moreover, agents are not assumed to receive their sequentially
arriving observations on a common time index, and thus seek to learn
in an asynchronous manner. An asynchronous stochastic variant of
the Arrow-Hurwicz saddle point method is proposed to solve this
problem which operates by alternating primal stochastic descent
steps and Lagrange multiplier updates which penalize the discrepan-
cies between agents. This tool leads to an implementation that allows
for each agent to operate asynchronously with local information only
and message passing with neighbors. Our main result establishes
that the proposed method yields convergence in expectation both in
terms of the primal sub-optimality and constraint violation to radii
of sizes O(√T ) and O(T 3/4), respectively. Empirical evaluation on
an asynchronously operating wireless network that manages user
channel interference through an adaptive communications pricing
mechanism demonstrates that our theoretical results translates well
to practice.
I. INTRODUCTION
In emerging technologies such as wireless communications
and networks consisting of interconnected consumer devices [1],
increased sensing capabilities are leading to new theoretical chal-
lenges to classical parameter estimation. These challenges include
the fact that data is persistently arriving in a sequential fashion
[2], that it is physically decentralized across an interconnected
network, and that the nodes of the network may correspond to
disparate classes of objects (such as users and a base station)
with different time-scale requirements [3]. In this work, we seek
to address this class of problems through extensions of online
decentralized convex optimization [4] to the case where the agents
of the network may be of multiple different classes, and operate
on different time-scales [5].
To address the fact that we seek iterative tools for streaming
data, we consider stochastic optimization problems [6], [7]. In
this setting, the objective function E[f(x, θ)] is an expectation
over a set of functions parameterized by a random variable θ.
The objective function encodes, for example, the quality of a
statistical parameter estimate. Through a sequence of realizations
of a random variable θt, we seek to find parameters that are good
with respect to the average objective. The classical method to
address this problem is stochastic gradient descent (SGD), which
involves descending along the negative of the stochastic gradient
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in lieu of the true gradient to circumvent the computation of an
infinite complexity expectation [8], [9]. SGD forms the foundation
of tools considered in this paper for asynchronous multi-agent
settings.
Here we seek solutions to stochastic programs in which data
is scattered across an interconnected network G=(V ,E) of agents,
each of which is associated with a unique stream of data {θit}t≥0.
Agents i ∈ V then seek to find a solution based on local
computations only which is as good as one at a centralized
location: this setting is mathematically defined by introducing
a local copy of a global parameter estimate and then having
each agent seek to minimize a global sum of all local objectives∑
i E[f
i(xi, θi)] while satisfying consensus constraints xi = xj
for all node pairs (i, j) ∈ E . Techniques that are good for
distributed convex optimization, for example, those based on
penalty method [10], [11] or on Lagrange duality [12], [13], have
in most cases translated into the distributed stochastic domain
without major hurdles, as in [11], [14]–[16].
In the aforementioned works, consensus constraints are en-
forced in order to estimate a common decision variable while
leveraging parallel processing architectures to achieve computa-
tional speedup [17], [18]. Contrariwise, when unique priors on
information available at distinct group of agents are available
as in sensor [19] or robotic [20] networks, enforcing consensus
degrades the statistical accuracy of each agent’s estimate [19].
Specifically, if the observations at each node are independent but
not identically distributed, consensus may yield a sub-optimal
solution. Motivated by heterogeneous networked settings [20],
[21] where each node observes a unique local data stream, we
focus on the setting of multi-agent stochastic optimization with
nonlinear proximity constraints which incentivize nearby nodes to
select estimates which are similar but not necessarily equal.
In the setting of nonlinear constraints, penalty methods such
as distributed gradient descent do not apply [10], and dual or
proximal methods require a nonlinear minimization in an inner-
loop of the algorithm [13]. Therefore, we adopt a method which
hinges on Lagrange duality that avoids costly argmin compu-
tations in the algorithm inner-loop, namely primal-dual method
[22], also referred to as saddle point method. Alternative attempts
to extend multi-agent optimization techniques to heterogeneously
correlated problems have been considered in [23], [24] for special
loss functions and correlation models, but the generic problem
was online recently solved in [19] with a stochastic variant of the
saddle point method.
However, insisting on all agents to operate on a common
clock creates a bottleneck for implementation in practical settings
because typically nodes may be equipped with different computa-
tional capacity due to power and energy design specifications,
as well as a difference in the sparsity of each agent’s data
stream. Therefore, we attempt to extend multi-agent stochastic
optimization with nonlinear constraints to asynchronous settings
[25]. Asynchrony in online optimization has taken on different
forms, such as, for instance, maintaining a local Poisson clock for
2each agent [26] or a distribution-free generic bounded delay [5],
[27], the approach considered here.
In this paper, we extend the primal-dual method of [19], [22]
for multi-agent stochastic optimization problems with nonlinear
network proximity constraints to asynchronous settings. The pro-
posed algorithm allows the gradient to be delayed for the primal
and dual updates of the saddle point method. The main technical
contribution of this paper is to provide mean convergent results for
both the global primal cost and constraint violation, establishing
that the Lyapunov stability results of [19] translate successfully
to asynchronous computing architectures increasingly important
in intelligent communication systems. Empirical evaluation on an
asynchronously operating cellular network that manages cross-tier
interference through an adaptive pricing mechanism demonstrates
that our theoretical results translates well to practice.
The rest of the paper is organized as follows. A multi-agent
optimization problem without consensus is formulated in Section
II. An asynchronous saddle point algorithm is proposed to solve
the problem in Section III. The detailed convergence analysis
for the proposed algorithm is presented in Section IV. Next, a
practical problem of interference management through pricing is
solved in Section V. Section VI concludes the paper.
II. MULTI-AGENT OPTIMIZATION WITHOUT CONSENSUS
We consider agents i of a symmetric, connected, and directed
network G = (V, E) with |V | = N nodes and |E| = M
edges. Each agent is associated with a (non-strongly) convex
loss function f i : X × Θi → R that is parameterized by a p-
dimensional decision variable xi ∈ X ⊂ Rp and a random vector
θi ∈ Θi ⊂ Rq . The functions f i(xi, θi) for different θi encodes
the merit of a particular linear statistical model xi, for instance,
and the random vector θ may be particularized to a random pair
θ = (z,y). In this setting, the random pair corresponds to feature
vectors z together with their binary labels y ∈ {−1, 1} or real
values y ∈ R, for the respective problems of classification or
regression. Here we address the case that the local random vector
θ
i represents data which is revealed to node i sequentially as
realizations θit at time t, and agents would like to process this
information on the fly. Mathematically this is equivalent to the
case where the total number of samples T revealed to agent i is
not necessarily finite. A possible goal for agent i is the solution
of the local expected risk minimization problem,
xL(i) := argmin
xi∈X
F i(xi) := argmin
xi∈Rp
Eθi [f
i(xi, θi)] . (1)
where we define F i(xi) := Eθi [f
i(xi, θi)] as the local average
function at node i. We also restrict X to be a compact convex
subset of Rp associated with the p-dimensional parameter vector
of agent i. By stacking the problem (1) across the entire network,
we obtain the equivalent problem
xL = argmin
x∈XN
F (x) := argmin
x∈XN
N∑
i=1
Eθi [f
i(xi, θi)] . (2)
where we define the stacked vector x = [x1, . . . ,xN ] ∈ XN ⊂
R
Np, and the global cost function F (x) :=
∑N
i=1 Eθi [f
i(xi, θi)].
We define the global instantaneous cost similarly: f(x, θ) =∑
i f
i(xi, θi).
Note that (1) and (2) describe the same problem since the
variables xi at different agents are not coupled to one another.
In many situations, the parameter vectors of distinct agents are
related, and thus there is motivation to couple the estimates
of distinct agents to each other such that one agent may take
advantage of another’s data. Most distributed optimization works,
for instance, consensus optimization, hypothesize that all agents
seek to learn the common parameters xi for all i ∈ V , i.e.,
xi = xj , for all j ∈ ni . where ni denotes the neighborhood of
agent i. Making all agents variables equal only makes sense when
agents observe information drawn from a common distribution,
which is the case for industrial-scale machine learning, but is
predominantly not the case for sensor [19] and robotic networks
[20]. As noted in [19], generally, nearby nodes observe similar
but not identical information, and thus to incentivize collaboration
without enforcing consensus, we introduce a convex local proxim-
ity function with real-valued range of the form hij(xi,xj , θi, θj)
that depends on the observations of neighboring agents and a
tolerance γij ≥ 0. These stochastic constraints then couple the
decisions of agent i to those of its neighbors j ∈ ni as the solution
of the constrained stochastic program
x∗ ∈ argmin
x∈XN
N∑
i=1
Eθi [f
i(xi, θi)] (3)
s.t. Eθi,θj
[
hij(xi,xj , θi, θj)
] ≤ γij , for all j ∈ ni.
Examples of the constraint in the above formulation include
approximate consensus constraints
∥∥xi − xj∥∥ ≤ γij , quality
of service SINR(xi,xj) ≥ γij where SINR is the signal-to-
interference-plus-noise function, relative entropy D(xi || xj) ≤
γij , or budget γ
min
ij ≤ xi + xj ≤ γmaxij constraints. In this work,
we seek decentralized online solutions to the constrained problem
(3) without the assumption that agents operate on a common time
index, motivated by the fact that asynchronous computing settings
are common in large distributed wireless networks. In the next
section we turn to developing an algorithmic solution that meets
these criteria.
Remark 1 The pairwise stochastic constraints in (3) can be
readily generalized to arbitrary neighborhood constraints:
E
[
hi({xj , θj}j∈n′
i
)
] ≤ 0 (4)
where the set n′i := ni ∪ {i} denotes the set of all neighbors of
node i inlcuding the node i itself. It can be seen that constraint
in (3) is a special case of that in (4), with the j-th entry of the
|ni| × 1 vector function hi(·) defined as[
hi({xj , θj}j∈n′
i
)
]
j
:= hij(xi,xj , θi, θj)− γij . (5)
More generally, (4) allows the consensus constraints to be imposed
on the entire neighborhood of a node. For instance the approximate
version of the consensus constraint xi = (1/|ni|)
∑
j∈ni
xj takes
the form ∥∥xi − (1/|ni|)∑
j∈ni
xj
∥∥ ≤ γi. (6)
Such general constraints also arise in communication systems in
form of SINR constraints. For instance, consider a communication
system where the interference at node i from j can be written as
pj(xj , gij) with gij denoting the channel gain from node j to
3node i. Then the SINR constraint at node i is of the form in (4),
and is given by
hi({xj , θj}j∈n′
i
) = γij − p
i(xi, gii)
σ2 +
∑
j∈ni
pj(xj , gij)
(7)
where σ2 denotes the noise power. Hence, the generalized stochas-
tic problem can be expressed as
x∗ ∈ argmin
x∈XN
N∑
i=1
E[f i(xi, θi)] (8)
s.t. E
[
hi
({xj , θj}j∈n′
i
)] ≤ 0 for all i.
It is mentioned that the convergence analysis is performed for the
generalized problem in (8) for clarity of exposition since in this
more general setting we may vectorize the constraints, while the
main results in Section IV are presented for simpler problem of
(3) [see Appendix 0] for increased interpretability.
III. ASYNCHRONOUS SADDLE POINT METHOD
Methods based upon distributed gradient descent and penalty
methods more generally [28]–[30] are inapplicable to settings with
nonlinear constraints, with the exception of [31], which requires
attenuating learning rates to attain constraint satisfaction. On the
other hand, the dual methods proposed in [32]–[34] require a non-
linear minimization computation at each algorithm iteration, and
thus is impractically costly. Therefore, in this section we develop a
computationally light weight method based on primal-dual method
that may operate in decentralized online asynchronous settings
with constant learning rates that are better suited to changing
environments.
For a decentralized algorithm, each node i can access the
information from its neighbors j ∈ ni only. For an online
algorithm, the stochastic i.i.d quantities of unknown distribution
are observed sequentially θit at each time instant t. In addition to
these properties, an algorithm is called asynchronous, if parameter
updates may be executed with out-of-date information and the
requirement that distinct nodes operate on a common time-scale is
omitted. To develop an algorithm which meets these specifications,
begin by considering the approximate Lagrangian relaxation of (3)
stated as
L(x,λ) =
N∑
i=1
[
E
[
f i(xi, θi) (9)
+
∑
j∈ni
λij
(
hij
(
xi,xj , θi, θj
)− γij)− δǫ
2
(λij)2
]]
,
where λij is a non-negative Lagrange multiplier associated with
the non-linear constraint in (3). Here, λ defines the collection of
all dual variables λij into a single vector λ. Observe that (9) is
not the standard Lagrangian of the (3) but instead an augmented
Lagrangian due to the presence of the term −(δǫ/2)(λij)2. This
terms acts like a regularizer on the dual variable with associated
parameters δ and ǫ that allow us to control the accumulation of
constraint violation of the algorithm over time, as is discussed in
the following section and proofs in the appendices.
The stochastic saddle point algorithm, when applied to (9),
operates by alternating primal and dual stochastic gradient de-
scent and ascent steps, respectively. We consider the stochastic
saddle point method as a template upon which we construct
an asynchronous protocol. Begin then by defining the stochastic
approximation of the augmented Lagrangian evaluated at observed
realizations θit of the random vectors θ
i for each i ∈ V :
Lˆt(x,λ) =
N∑
i=1
[
f i(xi, θit) (10)
+
∑
j∈ni
λij
(
hij
(
xi,xj , θit, θ
j
t
)
−γij
)
− δǫ
2
(λij)2
]
.
The stochastic saddle point method applied to the stochastic
Lagrangian (10) takes the following form similar to [19] as
xt+1 = PX
[
xt − ǫ∇xLˆt(xt,λt)
]
, (11)
λt+1 =
[
λt + ǫ∇λLˆt(xt,λt)
]
+
, (12)
where ∇xLˆ(xt,λt) and ∇λLˆ(xt,λt), are the primal and dual
stochastic gradients1 of the augmented Lagrangian with respect
to x and λ, respectively. These are not the actual gradients
of (9) rather are stochastic gradients calculated at the current
realization of the random vectors θit for all i. The component
wise projection for a vector x on to the given compact set X is
here denoted by PX (x). Similarity, [·]+ represents the component
wise projection on to the positive orthant RM+ . An important point
here is that the method stated in (11) - (12) can be implemented
with decentralized computations across the network, as stated in
[19, Proposition 1]. Here ǫ > 0 is a constant positive step-size.
Observe that the implementation of the [19, Algorithm 1],
which is defined by (11)-(12), it is mandatory to perform the
primal and dual updates at each node with a common time
index t. The update of primal variable at node i requires the
current gradient of its local objective function ∇xif i(xit, θit) and
current gradient from all the neighbors j ∈ ni of node i as
∇xihij
(
xit,x
j
t , θ
i
t, θ
j
t
)
. This availability of the gradients from
the neighbors on a common time-scale is a strong assumption that
insists upon perfect communications, similarity of computational
capability of distinct nodes, and similar levels of sparsity among
agents’ data that are oftentimes violated in large heterogeneous
systems. This limitation of synchronized methods motivates the
subsequent development of asynchronous decentralized variants
of (11)-(12)
In particular, to ameliorate the computational bottleneck asso-
ciated with synchronized computation and communication rounds
among the nodes, we consider situations in which observations
and updates are subject to stochastic delays, i.e., an asynchronous
processing architecture. These delays take the form of random
delays on the gradients which are used for the algorithm updates.
We associate to each node i in the network a time-dependent delay
τi(t) for its stochastic gradient. Since the gradient corresponding
to node i are delayed by τi(t), it implies that the received gradient
corresponds to t− τi(t) time slot which we denote as [t]i. Rather
than waiting for the current gradient at time t, agent i instead uses
the delayed gradient from the neighboring nodes at time [t]j for
its update at time [t]i. This leads to the following asynchronous
1Note that these may be subgradients if the objective/ constraint functions are
non-differentiable. The proof is extendable to non-differentiable cases.
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primal update for stochastic online saddle point algorithm at each
node i
xit+1 =PX
[
xit − ǫ
(
∇xif i(xi[t]i , θi[t]i) (13)
+
∑
j∈ni
(
λijt + λ
ji
t
)
∇xihij
(
xi[t]i ,x
j
[t]j
, θi[t]i , θ
j
[t]j
))]
.
Likewise, the dual update for each edge (i, j) ∈ E is
λijt+1=
[
(1− ǫ2δ)λijt + ǫ
(
hij
(
xi[t]i ,x
j
[t]j
, θi[t]i,θ
j
[t]j
))]
+
. (14)
Note that to perform the asynchronous primal updates at
node i in (13), delayed primal gradients ∇xif i(xi[t]i , θi[t]i) and
∇xihij
(
xi[t]i ,x
j
[t]j
, θi[t]i , θ
j
[t]j
)
are utilized. Similarity, the dual
delayed gradient is utilized for the update in (14). For the
consistency in the algorithm implementation, it is assumed that
at each node i, only the recent received copy of the gradient is
kept and used for the update. Equivalently, this condition can be
mentioned as [t]i ≥ [t−1]i which implies that τi(t) ≤ τi(t−1)+1.
For brevity, we will use the notation [t] as a collective notation
for all the delayed time instances as [t] := [[t]1; · · · ; [t]N ].
The asynchronous algorithm is summarized in Algorithm 1. The
practical implementation of the proposed asynchronous algorithm
is explanied with the help of diagram in Fig.1. As described
in figure, each node receives delayed parameters, gradients and
carries out the updated accordingly. The convergence guarantees
for the proposed algorithm are shown to hold as t−[t]i ≤ τ is finite
(assumption 6) for all i and t. The convergence results presented
in [19] can be obtained as a special case with τi(t) = 0 from the
results developed in this paper. This shows the generalization of
the existing results in literature.
Before proceeding with the convergence analysis, in order to
have a tractable derivation, let us define the compact notation for
the primal and dual delayed gradient as follows
∇xi Lˆi[t]
(
xi[t]i ,x
j
[t]j
,λi[t]i ,λ
j
[t]j
)
:=
(
∇xif i(xi[t]i , θi[t]i) (15)
+
∑
j∈ni
(λijt + λ
ji
t )∇xihij
(
xi[t]i ,x
j
[t]j
, θi[t]i ,θ
j
[t]j
))
which follows from (13) and
∇λiLˆi[t]
(
xi[t]i ,x
j
[t]j
,λi[t]i
)
:=hij
(
xi[t]i ,x
j
[t]j
, θi[t]i , θ
j
[t]j
)
(16)
Algorithm 1 ASSP: Asynchronous Stochastic Saddle Point
Require: initialization x0 and λ0 = 0, step-size ǫ, regularizer δ
1: for t = 1, 2, . . . , T do
2: loop in parallel agent i ∈ V
3: Send dual vars. λij,t to nbhd. j ∈ ni
4: Observe delayed gradients ∇
xif
i(xi[t]i ,θ
i
[t]i
),
∇
xih
ij
(
x
i
[t]i
,xj[t]j ,θ
i
[t]i
,θj[t]j
)
and constraint function
hij
(
x
i
[t]i
,xj
[t]j
,θi[t]i ,θ
j
[t]j
)
.
5: Update xit+1 using (13) local parameter x
i
t
x
i
t+1 =PX
[
x
i
t − ǫ
(
∇
xif
i(xi[t]i ,θ
i
[t]i
)
+
∑
j∈ni
(
λijt + λ
ji
t
)
∇
xih
ij
(
x
i
[t]i
,xj[t]j ,θ
i
[t]i
,θj[t]j
))]
6: Update dual variables at each agent i [cf. (14)]
λijt+1=
[
(1− ǫ2δ)λijt + ǫ
(
hij
(
x
i
[t]i
,xj[t]j ,θ
i
[t]i
,θj[t]j
))]
+
.
7: end loop
8: end for
follows from (14). These definitions of (15) and (16) will be used
in rest of the places in this paper.
IV. CONVERGENCE IN EXPECTATION
In this section, we establish convergence in expectation of the
proposed asynchronous technique in (13)-(14) to a primal-dual
optimal pair of the problem formulated in (3) when constant step
sizes are used. Specifically, a sublinear bound on the average
objective function optimality gap F (xt)−F (x∗) and the network-
aggregate delayed constraint violation is established, both on aver-
age. The optimal feasible vector x∗ is defined by (3). It is shown
that the time-average primal objective function F (xt) converges
to the optimal value F (x⋆) at a rate of O(1/√T ). Similarly, the
time-average aggregated delayed constraint violation over network
vanishes with the order ofO(T−1/4), both in expectation, where T
is the final iteration index. To prove convergence of the stochastic
asynchronous saddle point method, some assumptions related to
the system model and parameters are required which we state as
follows.
Assumption 1 (Network connectivity) The network G is symmet-
ric and connected with diameter D.
Assumption 2 (Existence of Optima) The set of primal-dual
optimal pairs X ∗ × Λ∗ of the constrained problem (3) has non-
empty intersection with the feasible domain XN × RM+ .
Assumption 3 (Stochastic Gradient Variance) The instantaneous
objective and constraints for all i and t satisfy
E
∥∥∇xif i(xi, θit)∥∥2 ≤ σ2f (17)
E
∥∥∥∇xihij (xi,xj , θi[t]i , θj[t]j
)∥∥∥2 ≤ σ2h (18)
which states that the second moment of the norm of objective and
constraint function gradients are bounded above.
Assumption 4 (Constraint Function Variance) For the instanta-
neous constrain function for all pairs (i, j) ∈ E and t over the
compact set X , it holds that
max
(xi,xj)∈X
E
[(
hij
(
xi,xj , θit, θ
j
t
)2)]
≤ σ2λ (19)
5which implies that the maximum value the constraint function can
take is bounded by some finite scalar σ2
λ
in expectation.
Assumption 5 (Lipschitz continuity) The expected objective func-
tion defined in (2) satisfies
‖F (x)− F (y)‖ ≤ Lf ‖x− y‖ . (20)
for any (x,y) ∈ RNp.
Assumption 6 (Bounded Delay) The delay τi(t) associated with
each node i is upper bounded: τi(t) ≤ τ for some τ <∞.
Assumption 1 ensures that the graph is connected and the rate
at which information diffuses across the network is finite. This
condition is standard in distributed algorithms [29], [32]. More-
over, Assumption 2 is a Slater’s condition which makes sure the
existence of an optimal primal-dual pair within the feasible sets
onto which projections occur which are necessary for various
quantities to be bounded. It has appeared in various forms to
guarantee existence of solutions in constrained settings [35].
Assumption 3 assumes an upper bound on the mean norm of
the primal and dual stochastic gradients, which is crucial to
developing the gradient bounds for the Lagrangian used in the
proof. Assumption 4 yields an upper bound on the maximum
possible value of the constraint function in expectation similar to
that of [36], and is guaranteed to hold when X is compact and hij
is Lipschitz. Assumption 5 is related to the Lipschitz continuity
of the primal objective function. Assumption 6 ensures that the
delay is always bounded by τ , which holds in most wireless
communications problems and autonomous multi-agent networks
[37].
For the analysis to follow, we first derive bounds on the mean
square-norms of the stochastic gradients of the Lagrangian. Thus,
consider the mean square-norm of the primal stochastic gradient
of the Lagrangian, stated as:
E[‖∇xLˆt(x,λ)‖2]≤2N
[
max
i
E
∥∥∇xif i(xi, θit)∥∥2] (21)
+ 2M2‖λ‖2 max
(i,j)∈E
E
∥∥∥∇xihij(xi,xj , θit, θjt)∥∥∥2
Now apply Assumptions in 3 to the mean square-norm terms in
(21) to obtain
E[‖∇xLˆt(x,λ)‖2] ≤ 2Nσ2f + 2M2 ‖λ‖2 σ2h
≤ 2(N +M2)L2(1 + ‖λ‖2) (22)
where, L2 = max(σ2f , σ
2
h). Similarly for the gradient with respect
to the dual variable λ, we have
E
[
‖∇λLˆt(x,λ)‖2
]
≤2Mmax
(i,j)∈E
E[(hij(xi,xj ,θit,θ
j
t ))
2]+2δ2ǫ2‖λ‖2
≤2Mσ2λ +2δ2ǫ2‖λ‖2 (23)
The bounds developed in (22) and (23) are in terms of the norm
of the dual variable and utilizes the Assumptions 3 and 4. It
is important to note that these bounds are for arbitrary x and
λ, therefore holds for any realization of the primal xt and dual
variables λt. Before proceeding towards the main lemmas and
theorem of this work, a remark on the importance of the bounds
in (22) and (23) is due.
Remark 2 Conventionally, in the analysis of primal-dual meth-
ods, the primal and dual gradients are bounded by constants. In
contrast, here our upper-estimates depend upon the magnitude of
the dual variable λ which allows us to avoid dual set projections
onto a compact set, and instead operate with unbounded dual
sets RM+ . We are able to do so via exploitation of the dual
regularization term −(δǫ/2)‖λ‖2 that allows us to control the
growth of the constraint violation.
Subsequently, we establish a lemma for the instantaneous La-
grangian difference Lˆ[t](x[t],λ) − Lˆ[t](x,λt) by a telescopic
quantity involving the primal and dual iterates, as well as the
magnitude of the primal and dual gradients. This lemma is crucial
to the proof of our main result at the end of this section.
Lemma 1 Under the Assumptions 1 - 6 , the sequence (xt,λt)
generated by the proposed asynchronous stochastic saddle point
algorithm in (13)-(14) is such that for a constant step size ǫ,
the instantaneous Lagrangian difference sequence Lˆ[t](x[t],λ)−
Lˆ[t](x,λt) satisfies the decrement property
Lˆ[t](x[t],λ)− Lˆ[t](x,λt)
≤ 1
2ǫ
(‖xt−x‖2−‖xt+1−x‖2 + ‖λt − λ‖2−‖λt+1−λ‖2)
+
ǫ
2
(∥∥∥∇λLˆ[t](x[t],λt)∥∥∥2 + ‖∇xLˆ[t](x[t],λt)‖2
)
+ 〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉 (24)
Proof: See Appendix A. 
Lemma 1 exploits the fact that the stochastic augmented
Lagrangian is convex-concave with respect to its primal and
dual variables to obtain an upper bound for the difference
Lˆ[t](x[t],λ)− Lˆ[t](x,λt) in terms of the difference between the
current and the next primal and dual iterates to a fixed primal-
dual pair (x,λ), as well as the square magnitudes of the primal
and dual gradients. Observe that here, relative to [19][Proposition
1], an additional term is present which appears that represents the
directional error caused by asynchronous updates of Algorithm
1. This contractive property is the basis for establishing the
convergence of the primal iterates to their constrained optimum
given by (3) in terms of mean objective function evaluation and
mean constraint violation with constant step-size selection. Before
proceeding towards our main theorem, we establish an additional
lemma which simplifies its proof and clarifies ideas.
Lemma 2 Denote as (xt,λt) the sequence generated by the
asynchronous saddle point algorithm in (13)-(14) with stepsize
ǫ. If Assumptions 1 - 6 holds, then it holds that
E
[ T∑
t=1
[F (xt)−F (x)]+
∑
(i,j)∈E
λij
(
T∑
t=1
hij
(
xi[t]i ,x
j
[t]j
,θi[t]i ,θ
j
[t]j
))
−
(δǫT
2
+
1
2ǫ
)
(λij)2
]
≤ 1
2ǫ
‖x1−x‖2 + ǫTK
2
(25)
where the constant K is defined in terms of system parameters as
K :=Mσ2
λ
+ (N +M)L[(1/2)L+ τ2(2L+ Lf )]. (26)
Proof: See Appendix B. 
6Lemma 2 is derived by considering Lemma 1, computing
expectations, and applying (22) and (23). This lemma describes
the global behavior of the augmented Lagrangian when following
Algorithm 1, and may be used to establish convergence in terms of
primal objective optimality gap and aggregated network constraint
violation, as we state in the following theorem.
Theorem 1 Under the Assumptions 1 - 6 , denote (xt,λt) as the
sequence of primal-dual variables generated by Algorithm 1 [cf.
(13)-(14)]. When the algorithm is run for T total iterations with
constant step size ǫ = 1/
√
T , the average time aggregation of the
sub-optimality sequence E [F (xt)− F (x∗)], with x∗ defined by
(3), grows sublinearly with T as
T∑
t=1
E[F (xt)−F (x∗)]≤ O(
√
T ). (27)
Likewise, the delayed time aggregation of the average constrain
violation also grows sublinearly in T as
∑
(i,j)∈E
E
[[ T∑
t=1
(
hij(xi[t]i ,x
j
[t]j
, θi[t]i , θ
j
[t]j
)− γij
) ]
+
]
≤ O(T 3/4). (28)
Proof: See Appendix C. 
Theorem 1 presents the behavior of the Algorithm 1 when
run for T total iterations with a constant step size. Specifically,
the average aggregated objective function error sequence is upper
bounded by a constant time
√
T sequence. This establishes that
the expected value of the objective function E [F (xt)] will become
closer to the optimal F (x⋆) for larger T . Similar behavior is
shown by the average delayed aggregated network constraint
violation term. The key innovation establishing this result is the
bound on the directional error caused by asynchrony. We achieve
this by bounding it in terms of the gradient norms and dual
variable λ and exploiting the fact that the delay is at-worst
bounded.
These results are similar to those for the unconstrained convex
optimization problems with sub-gradient descent approach and
constant step size. For most of the algorithms in this context [38,
Section 2.2, eqn. 2.19], or [39, Section 4], convergence to the
neighborhood of size O(ǫT ) is well known. For such algorithms,
the primal sub-optimality is shown of the order O(ǫT ) is shown
and the radius of suboptimality is optimally controlled by selecting
ǫ = 1/
√
T [40]. The bound O(T 3/4) on the constraint violation
aggregation is comparable to existing results for synchronized
multi-agent online learning [36] and stochastic approximation
[19].
Moreover, tt is possible to extend the result in (27) to show that
the convergence results of the average objective function error
sequence also holds for the running average of primal iterates
xˆT :=
1
T
∑T
t=1 xt as in [19, corollary 1]. However, obtaining such
a result for the constraint violation in (28) is not straightforward
due to the presence of delayed primal variables. Subsequently,
we turn to studying the empirical performance of Algorithm 1 for
developing intelligent interference management in communication
systems.
SC 3
MU 2
Macro Base Station               
(MBS)
SC 1
MU 1
SCU
SC 2
Fig. 2: Heterogeneous cellular network with one MBS, two MUs, and
three SCBSs with each serving one, two, and one SCU, respectively.
V. INTERFERENCE MANAGEMENT THROUGH PRICING
The rising number of cellular users has fueled the increase
in infrastructure spending by cellular operators towards better
serving densely populated areas. In order to circumvent the near-
absolute limits on spectrum availability, the current and future
generations rely heavily on frequency reuse via small cells and
associated interference management techniques [41]–[43]. This
work builds upon the pricing-based interference management
framework proposed in [43]. We consider heterogeneous networks
with multiple autonomous small cell users. Under heavy load
situations, the macro base station (MBS) may assign the same
operating frequency to multiple but geographically disparate small
cell base stations (SCBS) and macro cell users (MU). The base
station regulates the resulting cross-tier interference (from SCBS
to MU) by penalizing the received interference power at the
MUs. Consequently, the SCBSs coordinate among themselves and
employ power control to limit their interference at the MUs. This
section considers the pricing problem from the perspective of the
BS that seeks to maximize its revenue.
A. Problem formulation
Consider the network depicted in Fig. 2, consisting of a MBS
serving M MU users and N SCBSs [43]. Each MU is assigned a
unique subchannel, indexed by i ∈ {1, . . . ,M}. At times of high
traffic, the BS also allows the SCBSs to use these M subchannels,
so that the n-th SCBS may serve Kn ≤M SCUs. In other words,
at each time slot, a particular subchannel is used by MU i and a
non-empty set of SCBSs Ni ⊂ {1, . . . , N}. Denoting the channel
gains between the n-th SCBS and i-th MU by gni, it follows that
the total interference at the MU i is given by Ii :=
∑
n∈Ni
gnip
i
n
where pin is the transmit power of SCBS n while using subchannel
assigned to MU i. The BS regulates this cross-tier interference by
imposing a penalty xin on the SCBSs n ∈ Ni. The total revenue
generated by the BS is therefore given by
M∑
i=1
∑
n∈Ni
xingnip
i
n (29)
which the BS seeks to maximize. The BS also adheres to the
constraint that the total penalty imposed on each SCBS is within
certain limit, i.e.,
Cmin ≤
∑
i:n∈Ni
xin ≤ Cmax. (30)
The limit on the maximum and minimum penalties can also be
viewed as a means for BS to be fair to all small cell operators.
7The power allocation at the SCBSs is governed by their local
transmission costs, denoted by c per unit transmit power, and the
interference prices levied by the BS. As in [43], each SCBS solves
a penalized rate minimization subproblem, resulting in the power
allocation
pin =
(
(W/(cµn + νnx
i
n))− (1/hin)
)
+
(31)
for all n ∈ Ni and 1 ≤ i ≤ M . Here, hin is the channel gain
between n-th SCBS and its scheduled user, µn and νn represent
SCBS-specific parameters used to trade-off the achieved sum
rate against the transmission costs and W is the bandwidth per
subcarrier. Finally, the channel gains gni and h
i
n are not known
in advance, so the BS seeks to solve the following stochastic
optimization problem:
max
{xin}
M∑
i=1
∑
n∈Ni
E
[
xingnip
i
n(x
i
n, h
i
n)
]
(32a)
s. t.
∑
n∈Ni
E
[
gnip
i
n(x
i
n, h
i
n)
] ≤ γi 1 ≤ i ≤M (32b)
Cmin ≤
∑
i:n∈Ni
xin ≤ Cmax 1 ≤ n ≤ N (32c)
Here, γi is the interference power margin and observe that the
interference constraint is required to hold only on an average,
while the limits on the interference penalties are imposed at every
time slot. It is remarked that the similar pricing based interference
management scheme is considered is [43] but with the assumption
that the distribution of the random variables is known. For this
work, we omit such assumption and propose an online solution
to stochastic optimization problem in (32).
Algorithm 2 Online interference management through pricing
Require: initialization x0 and λ0 = 0, step-size ǫ, regularizer δ
1: for t = 1, 2, . . . , T do
2: loop in parallel for all MU and SCBS user
3: Send dual vars. λmt to nbhd.
4: Observe the delayed primal and dual (sub)-gradients
5: Update the price xin,t+1 at SCBS n as
xin,t+1 =PXn
[
xin,t+ ǫ
(
gni,[t]
[
W (cµn+νnλ
i
t)
(cµn+νnxin,[t])
2
− 1
hi
n,[t]
]
·1(xin,[t])
)]
6: Update dual variables at each MU i [cf. (14)]
λit+1 =

(1+δǫ2)λit−ǫ

γi−∑
n∈Ni
gni,[t]
(
W
cµn + νnxin,[t]
− 1
hi
n,[t]
)
+




+
.
7: end loop
8: end for
B. Solution using stochastic saddle point algorithm
It can be seen that the stochastic optimization problem for-
mulated in (32) is of the form required in (3) with X capturing
the constraint in (32c). Since the random variables hin and gni,t
have bounded moments, the assumptions in Section IV can be
readily verified. Further, the saddle point method may be applied
for solving (32). To do so, we use the preceding definition of the
power function pin defined as in (31), and associating dual variable
λi with the i-th constraint in (32), the stochastic augmented
Lagrangian is given by
Lˆt(x,λ) =
M∑
i=1
∑
n∈Ni
xingni,tp
i
n(x
i
n, h
i
n,t) (33)
+
M∑
i=1
λi[γi−
∑
n∈Ni
gni,tp
i
n(x
i
n, h
i
n,t)]−
δǫ
2
‖λ‖2
where x collects the variables {xin}Mi=1,n∈ni and λ collects the
dual variables {λi}Mi=1.
The asynchronous saddle point method for pricing-based inter-
ference management in wireless systems then takes the form of
Algorithm 2 with the modified projection defined as
PXn(u) := min
y
‖y − u‖
s. t. Cmin ≤ 〈1,y〉 ≤ Cmax. (34)
In order to get the primal and dual updates of step 5 and 6, note
that the subgradient of the Lagrangian in (33) with respect to
primal variables is given by
∂xinLt(xin, λi) := gni,t
[
W (cµn + νnλ
i)
(cµn + νnxin)
2 −
1
hin,t
]
· 1(xin)
and the gradient of the Lagrangian with respect to the dual variable
λ
i is given by
∇λiLt(xin, λi) =γi−
∑
n∈Ni
gni,t
(
W
cµn + νnxin,t
− 1
hin,t
)
+
− δǫλi.
Observe here that the implementation in Algorithm 2 allows the
primal updates to be carried out in a decentralized manner. On
the other hand, the base station carries out the dual updates.
Consequently both, the SCBSs and the BSs may utilize old price
iterates xin,[t].
For the simulation purposes, we considered a cellular network
with M = 2 MBSs and N = 3 SCBSs with index {m1,m2}
and {s1, s2, s3}. The scenario considered is similar to as shown
in Fig. 2, means that {s1, s2} are in the neighborhood of MU
m1 and {s2, s3} constitutes the neighborhood of MU m2. The
random channel gain gni and h
i
n are assumed to be exponentially
distributed with mean µ = 3. The minimum and maximum values
Cmin = 0.9 and Cmax = 20. The other parameter values are
W = 1MHz, γi = −3 dB, δ = 10−5, c = 0.1, µn = νn = 1,
and ǫ = 0.01. The maximum delay parameter is τ = 10.
Fig. 3a shows the difference of running average of primal
objective from its optimal value. It is important to note that the
difference goes to zero as t→∞. The result for both synchronous
and asynchronous algorithm algorithms are plotted. The optimal
value to plot Fig. 3a is obtained by running the synchronous
algorithm for long duration of time and utilizing the converged
value as the optimal one. We observe that running the saddle
point method without synchrony breaks the bottleneck associated
with heterogeneous computing capabilities of different nodes,
although it attains slightly slower learning than its synchronized
counterpart. Fig. 3b shows the behavior of constraint violation
term derived in (28) for a randomly chosen MBS. In the sample
path of the empirical average constraint violation, the trend of
sublinear growth of objective sub-optimality from Fig. 3a is further
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Fig. 3: Algorithm 2 applied to a 5G cellular network with two MBS user and three SCBSs. The y axis of first figure is 1
t
∑t
u=1 E[F (xu)−F (x∗)]
and of second figure is (1/t)E
[[∑t
u=1
(
hi
(
{xj ,θjt}j∈n′i
))]
+
]
. Observe that both the asynchronous and synchronous implementations attain
convergence but the asynchronous method settles to a higher level of sub-optimality. Thus, we may solve decentralized online learning problems
without a synchronized clock.
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Fig. 4: Average revenue for different interference power margin.
User Algo. 2 Naive approach
MU 1 29 dB 22 dB
MU 2 28 dB 22 dB
TABLE I: Comparison of Average SINR at MU
substantiated by convergence in expectation of the constraint
violation as the iteration index t increases. We observe that
the performance reduction of asynchronous operations relative to
synchronous ones is smaller with respect to constraint violation
as compared with primal-suboptimality, corroborating the rate
analysis of Theorem 1.
Fig. 4 shows that the average value of the revenue generated by
MBS converges to a higher value for higher interference power
margin γi = 4 dB. It shows the advantage of proposed interference
management scheme which exploits the higher allowed interfer-
ence as a resource to generate revenue for the MBS. Next, the
proposed technique is compared with a ’naive’ approach in which
each SCBS user transmits at unity power all the times irrespective
of the allowed interference power margin and channel conditions.
The result in Table I shows that the SINR achieved at both the
MUs is higher for the proposed technique than that of the naive
approach. It is due to the fact that proposed technique takes care
of current channel conditions and therefore limits the interference
caused to MU due to SCBS user transmission.
VI. CONCLUSION
We considered multi-agent stochastic optimization problems
where the hypothesis that all agents are trying to learn common
parameters may be violated, with the additional stipulation that
agents do not even operate on a synchronized time-scale. To solve
this problem such that agents give preference to locally observed
information while incorporating the relevant information of others,
we formulated this task as a decentralized stochastic program
with convex proximity constraints which incentivize distinct nodes
to make decisions which are close to one another. We derived
an asynchronous stochastic variant of the Arrow-Hurwicz saddle
point method to solve this problem through the use of a dual-
augmented Lagrangian.
We established that in expectation, under a constant step-size
regime, the time-average suboptimality and constraint violation
are contained in a neighborhood whose radius vanishes with
increasing number of iterations (Theorem 1). This result extends
existing results for multi-agent convex stochastic programs with
inequality constraints to asynchronous computing architectures
which are important for wireless systems.
We then considered an empirical evaluation for the task of
pricing-based interference management in large distributed wire-
less networks. For this application setting, we observe that the
theoretical convergence rates translate into practice, and further
that the use of asynchronous updates breaks the computational bot-
tleneck associated with requiring devices to operate on a common
clock. In particular, the asynchronous saddle point method learns
slightly more slowly its synchronous counterpart while yielding
a substantial complexity reduction on a real wireless application,
and thus holds promise for other online multi-agent settings where
synchronous operations and consensus are overly restrictive.
APPENDIX 0: DERIVATION OF GENERALIZED ALGORITHM
Consider the generalized the problem in (8). The stochastic
augmented Lagrangian takes the form
Lˆt(x,λ) =
N∑
i=1
[
f i(xi, θit)
+
(
〈λi,hi
(
{xj , θjt}j∈n′i
)
〉− δǫ
2
∥∥λi∥∥2)]. (35)
The primal update for the generalized asynchronous stochastic
saddle point algorithm at each node i is given by
xit+1 = PX
[
xit − ǫ
(
∇xif i(xi[t]i , θi[t]i)
+
∑
k∈n′
i
〈λkt ,∇xihk
(
{xj[t]j , θ
j
[t]j
}j∈n′
k
)
〉
)]
. (36)
9through applying comparable logic to Section III. Likewise, the
dual variable updates at each node i is given by
λ
i
t+1=
[
(1− ǫ2δ)λit + ǫ
(
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)) ]
+
. (37)
Before proceeding with the convergence analysis, to have a
tractable derivation, let us define the compact notation for the
primal and dual delayed gradient as follows
∇xiLˆi[t]
(
{xj[t]j ,λ
j
[t]j
}j∈n′
i
)
:=
(
∇xif i(xi[t]i , θi[t]i)
+
∑
k∈n′
i
〈λkt ,∇xihk
(
{xj[t]j , θ
j
[t]j
}j∈n′
k
)
〉
)
(38)
which generalizes (13) to the setting of (8) and the notation
∇λiLˆi[t]
(
{xj[t]j ,λ
j
[t]j
}j∈n′
i
)
:= hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
(39)
follows from (14). These generalized algorithm updates are used
to simplify the notation in the subsequent analysis.
APPENDIX A: PROOF OF LEMMA 1
Consider the squared 2-norm of the difference between the
iterate xit at time t + 1 and an arbitrary feasible point x
i ∈ XN
and use (36) to express xit+1 in terms of x
i
t,
‖xit+1−xi‖2=‖PX [xit−ǫ∇xi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
]−xi‖2. (40)
where, we have utilized the compact notation defined in (38) to
substitute (36) into (40). Since xi ∈ X , utilizing non-expansive
property of the projection operator in (40) and expanding the
square
‖xit+1 − xi‖2≤‖xit − ǫ∇xi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
− xi‖2
=‖xit − xi‖2
− 2ǫ〈∇xLˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
, (xit − xi)〉
+ ǫ2‖∇xLˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
‖2. (41)
We reorder terms of the above expression such that the gradient
inner product is on the left-hand side and then take summation
over i ∈ V , yielding Take the summation over nodes i ∈ V on
both sides, we get
N∑
i=1
〈∇xLˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
, (xit − xi)〉
≤ 1
2ǫ
N∑
i=1
(‖xit − xi‖2−‖xit+1 − xi‖2)
+
ǫ
2
N∑
i=1
∥∥∥∇xi Lˆi[t] ({xj[t]j ,λjt}j∈n′i
)∥∥∥2 . (42)
Let us use the following notation,
x[t] :=
[
x1[t]1 ; · · ·xN[t]N
]
, and λt :=
[
λ
1
t ; · · · ;λNt
]
. (43)
Utilizing this notation, we can write
〈∇xLˆ[t](x[t],λt), (xt − x)〉
≤ 1
2ǫ
(‖xt−x‖2−‖xt+1−x‖2)+ǫ
2
‖∇xLˆ[t](x[t],λt)‖2. (44)
Add and subtract 〈∇xLˆ[t](x[t],λt),x[t]〉 to left hand side of (44)
to obtain
〈∇xLˆ[t](x[t],λt), (x[t] − x)〉
≤ 1
2ǫ
(‖xt − x‖2−‖xt+1 − x‖2)+ ǫ
2
∥∥∥∇xLˆ[t](x[t],λt)∥∥∥2
+ 〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉. (45)
Observe now that since the functions f i(xi, θit) and
hi({xj , θjt}j∈n′i) are convex with respect to optimization
variables for any given realization of the associated random
variables, therefore the stochastic Lagrangian is a convex
function of xi and xj [cf. (9)]. Hence, from the first order convex
inequality and the definition of Lagrangian in (10), it holds that
Lˆ[t](x[t],λt)−Lˆ[t](x,λt)≤〈∇xLˆ[t](x[t],λt),(x[t]−x)〉. (46)
Substituting the upper bound in (45) into the right hand side of
(46) yields
Lˆ[t](x[t],λt)− Lˆ[t](x,λt)
≤ 1
2ǫ
(‖xt − x‖2−‖xt+1 − x‖2)+ ǫ
2
∥∥∥∇xLˆ[t](x[t],λt)∥∥∥2
+ 〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉. (47)
We set this analysis aside and proceed to repeat the steps in (40)-
(47) for the distance between the iterate λ
i
t+1 at time t + 1 and
an arbitrary multiplier λ
i
.
‖λit+1−λi‖2=‖[λit+ǫ∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
]+−λi‖2 (48)
where we have substituted (37) to express λit+1 in terms of λ
i
t.
Using the non-expansive property of the projection operator in
(48) and expanding the square, we obtain
‖λit+1 − λi‖2 ≤ ‖λit + ǫ∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
− λi‖2
= ‖λit − λ‖2
+ 2ǫ〈∇λiLˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
, (λit − λi)〉
+ ǫ2‖∇λiLˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
‖2. (49)
Reorder terms in the above expression such that the gradient inner
product term is on the left-hand side as
〈∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
, (λit − λi)〉
≥ 1
2ǫ
(‖λit+1 − λi‖2 − ‖λit − λi‖2)
− ǫ
2
‖∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
‖2. (50)
Take the summation over nodes i ∈ V so that we may write
N∑
i=1
〈∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
, (λit − λi)〉
≥ 1
2ǫ
N∑
i=1
(‖λit+1 − λi‖2 − ‖λit − λi‖2)
−
N∑
i=1
ǫ
2
‖∇λi Lˆi[t]
(
{xj[t]j ,λ
j
t}j∈n′i
)
‖2. (51)
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Utilizing the notation defined in (43), we write (51) as follows
〈∇λLˆ[t](x[t],λt), (λt − λ)〉
≥ 1
2ǫ
(‖λt+1−λ‖2−‖λt−λ‖2)− ǫ
2
‖∇λLˆ[t](x[t],λt)‖2. (52)
Note that the online Lagrangian [cf. (9)] is a concave function
of its Lagrange multipliers, which implies that instantaneous
Lagrangian differences for fixed x[t] satisfy
Lˆ[t](x[t],λt)−Lˆ[t](x[t],λ) ≥ ∇λLˆ[t](x[t],λt)T (λt−λ). (53)
By using the lower bound stated in (52) for the right hand side
of (53), we can write
Lˆ[t](x[t],λt)−Lˆ[t](x[t],λ) ≥ 1
2ǫ
(‖λt+1−λ‖2−‖λt − λ‖2)
− ǫ
2
‖∇λLˆ[t](x[t],λt)‖2. (54)
We now turn to establishing a telescopic property of the instan-
taneous Lagrangian by combining the expressions in (47) and
(54). To do so observe that the term Lˆ[t](x[t],λt) appears in both
inequalities. Thus, subtracting the inequality (54) from those in
(47) followed by reordering terms yields the required result in
(24). 
APPENDIX B: PROOF OF LEMMA 2
We first consider the expression in (24), and expand the left-
hand side using the definition of the augmented Lagrangian in
(10). Doing so yields the following expression,N∑
i=1
[f i(xi[t]i , θ
i
[t]i)− f i(xi, θi[t]i)] +
δǫ
2
(‖λt‖2−‖λ‖2)
+
N∑
i=1
[
〈λi,hi
(
{xj[t]j ,λ
j
t}j∈n′i
)
〉−〈λit,hi
(
{xj ,λjt}j∈n′i
)
〉
]
≤ 1
2ǫ
(‖xt−x‖2−‖xt+1−x‖2 + ‖λt − λ‖2−‖λt+1−λ‖2)
+
ǫ
2
(∥∥∥∇λLˆ[t](x[t],λt)∥∥∥2 + ‖∇xLˆ[t](x[t],λt)‖2
)
+ 〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉. (55)
Let Ft denotes the sigma field collecting the algorithm his-
tory which collects the information for all random quantities as
{θu,xu,λu}u<t. Note that this notation is slightly different from
the standard notation in literature and the maximum value u can
take is t − 1 which is for the synchronous case. Note that the
conditional expectation of the following term for given sigma
algebra F[t] is equal to
E
[ N∑
i=1
[f i(xi[t]i ,θ
i
[t]i
)−f i(xi,θi[t]i)] | F[t]
]
=F (x[t])−F (x) (56)
Taking the total expectation of (55) and utilizing the simplified
expression in (56), we get
E[F (x[t])− F (x)] + δǫ
2
E(‖λt‖2−‖λ‖2)
+
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉−〈λit,hi
(
{xj , θj[t]j}j∈n′i
)
〉
]
≤ 1
2ǫ
E
(‖xt−x‖2−‖xt+1−x‖2 + ‖λt − λ‖2−‖λt+1−λ‖2)
+
ǫ
2
(
E
∥∥∥∇λLˆ[t](x[t],λt)∥∥∥2 + E‖∇xLˆ[t](x[t],λt)‖2
)
+ E
[
〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉
]
. (57)
Let us develop the upper bound on the term
E
[
〈λit,h
i
(
{xj , θj[t]j}j∈n′i
)
〉
]
. Note that
E
[
〈λit,h
i
(
{xj,θj[t]j}j∈n′i
)
〉
]
=E
[
E
[
〈λit,h
i
(
{xj ,θj[t]j}j∈n′i
)
〉|F[t]
]]
= E
[
〈λit,E
[(
hi
(
{xj , θj[t]j}j∈n′i
))
| F[t]
]
〉
]
≤0, (58)
where the first equality in (58) holds from the law of iterated
averages. The second equality holds since λit is deterministic
for given F[t], and the third is due to the fact that for any
feasible {xj}j∈n′
i
, E[hi
(
{xj, θj[t]j}j∈n′i
)
] ≤ 0 due to the Slater’s
conditions (Assumption 2), where here we use the generalized
constraint definition given in (4) which subsumes (5). Now, let’s
use (58) in the left hand side of (57) to obtain
E[F (x[t])− F (x)] + δǫ
2
E(‖λt‖2−‖λ‖2) (59)
+
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
≤ 1
2ǫ
E
(‖xt−x‖2−‖xt+1−x‖2 + ‖λt − λ‖2−‖λt+1−λ‖2)
+
ǫ
2
(
E
∥∥∥∇λLˆ[t](x[t],λt)∥∥∥2 + E‖∇xLˆ[t](x[t],λt)‖2
)
+ I,
where in (59) we have defined I on the right-hand side as
I := 〈∇xLˆ[t](x[t],λt), (x[t] − xt)〉. (60)
Observe that (60) is the directional error of the stochastic gradient
caused by asynchronous updates. To proceed further, an upper
bound on the term I is required, which we derive next. Using
Cauchy Schwartz inequality, we obtain
I ≤
∥∥∥∇xLˆ[t](x[t],λt)∥∥∥ ∥∥(x[t] − xt)∥∥ . (61)
Since the maximum delay is τ , we can write the difference as∥∥xt − x[t]∥∥ as sum of τ intermediate difference using triangular
inequality as follows
∥∥xt−x[t]∥∥≤ t−1∑
s=t−τ
‖xs+1−xs‖≤ǫ
t−1∑
s=t−τ
∥∥∇xL[s](x[s],λs)∥∥ . (62)
where the inequality in (62) follows from the primal update in
(36). For brevity, let us denote Bt :=
∥∥∇xL[t](x[t],λt)∥∥. Note
that in the definition of Bt, only t index is emphasized since the
dual variable involved is λt. Substituting upper bound obtained
in (62) into (61), simplyfying the notation using the definition of
Bt and then taking expectation, we get
E [I] ≤ ǫ
t−1∑
s=t−τ
E [BtBs] ≤ ǫ
2
t−1∑
s=t−τ
E
[
B2t +B
2
s
]
=
ǫ
2
[
τ · E [B2t ]+t−1∑
s=t−τ
E
[
B2s
] ]
. (63)
The second inequality in (63) follows directly using ab ≤ a2+b22 .
The last equality of (63) is obtained by expanding the summation.
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Next, applying the gradient norm square upper bound of (22) and
(23) into (63), we obtain
E [I] ≤ ǫ
2
[ (
2τ(N +M2)L2(1 + E
[
‖λt‖2
]
)
)
+
t−1∑
s=t−τ
(
2(N +M2)L2(1 + E[‖λs‖2])
) ]
. (64)
Rearranging and collecting the like terms, we get
E [I] ≤ǫ
[
2τ(N +M2)L2 + τ(N +M2)L2E
[
‖λt‖2
]
+(N +M2)L2
t−1∑
s=t−τ
E[‖λs‖2]
]
. (65)
Multiplying the last term of (65) by τ , we get
E [I] ≤ǫ
[
2τ(N +M2)L2 + τ(N +M2)L2E[‖λt‖2]
+ τ(N +M2)L2
t−1∑
s=t−τ
E[‖λs‖2]
]
(66)
Let us define K1 := (N+M
2)L2, expression in (66) can be
expressed as
E [I] ≤ ǫτK1
[
2 +
t∑
s=t−τ
E[‖λs‖2]
]
. (67)
Substitute the bounds developed in (22), (23) and (67) back into
(59), we get
E[F (x[t])− F (x)] + δǫ2 E(‖λt‖
2−‖λ‖2)
+
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
≤ 1
2ǫ
E
(‖xt−x‖2−‖xt+1−x‖2+‖λt−λ‖2−‖λt+1−λ‖2)
+
ǫ
2
(
2Mσ2
λ
+2δ2ǫ2E
[‖λt‖2]+2(N+M2)L2(1 + E[‖λt‖2]))
+ ǫτK1
[
2 +
t∑
s=t−τ
E[‖λs‖2]
]
. (68)
Collecting the like terms together and defining K2 := Mσ
2
λ
+
(N+M2)L2+τK1 and K3 :=δ
2ǫ2+(N+M2)L2, we get
E[F (x[t])− F (x)] + δǫ
2
E(‖λt‖2−‖λ‖2)
+
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
≤ 1
2ǫ
E
(‖xt−x‖2−‖xt+1−x‖2 + ‖λt − λ‖2−‖λt+1−λ‖2)
+ ǫ
[
K2+K3E[‖λt‖2]+ τK1
2
t∑
s=t−τ
E[‖λs‖2]
]
. (69)
Adding E
[
F (x[t])− F (xt)
]
to the both sides of (69) and apply
Lipschitz continuity of the objective, yields
E[F (xt)− F (x)] + δǫ
2
E(‖λt‖2−‖λ‖2)
+
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
(70)
≤ 1
2ǫ
E
(‖xt−x‖2−‖xt+1−x‖2+‖λt−λ‖2−‖λt+1−λ‖2)
+ǫ
[
K2+K3E[‖λt‖2]+ τK1
2
t∑
s=t−τ
E[‖λs‖2]
]
+LfE
[∥∥xt−x[t]∥∥] .
Now, we proceed to analyze the resulting term LfE
[∥∥xt−x[t]∥∥].
Further note that using [E [X ]]2 ≤ E [X2] for any random variable
X , we can write
E[
∥∥xt−x[t]∥∥]≤√E[∥∥xt−x[t]∥∥2]≤(E[(t−1∑
s=t−τ
‖xk+1−xk‖
)2])1/2
(71)
Inequality in (71) follows from the triangular inequality using
comparable analysis to that which yields (62). Further utilizing
the result
( U∑
i=1
ai
)2
≤ U
U∑
i=1
a2i , we get
E[
∥∥xt − x[t]∥∥] ≤ (τ t−1∑
s=t−τ
E
[
‖xk+1 − xk‖2
])1/2
. (72)
Now using the upper bound for single iterate different in terms of
gradient as in (62), we get
E[
∥∥xt − x[t]∥∥]≤(τǫ2 t−1∑
s=t−τ
E[
∥∥∇xL[s](x[s],λs)∥∥2])1/2
≤ǫ
(
2τ(N+M2)L2
t−1∑
s=t−τ
[1 + E[‖λs‖2]]
)1/2
. (73)
Inequality in (73) holds due to application of gradient norm
bounds. From the standard inequality of
√
1 + Z ≤ (1 + Z) for
all Z ≥ 0, we can write
E[
∥∥xt − x[t]∥∥] ≤ 2ǫτ√K1 t−1∑
s=t−τ
[1 + E[‖λs‖2]]. (74)
where we pull 2τ out of square root because the product is either
zero or grater than 1. Utilizing the upper bound of (74) for the
last term in right hand side of (70) and taking the summation over
t = 1 to T , we get
T∑
t=1
E[F (xt)− F (x)] +
T∑
t=1
δǫ
2
E(‖λt‖2−‖λ‖2)
+
T∑
t=1
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
≤ 1
2ǫ
E
(‖x1−x‖2+ ‖λ1 − λ‖2)
+ ǫ
[
TK2 +K3
T∑
t=1
E[‖λt‖2] + τK1
2
T∑
t=1
t∑
s=t−τ
E[‖λs‖2]
]
+ 2ǫτLf
√
K1
T∑
t=1
t−1∑
s=t−τ
[1 + E[‖λs‖2]] (75)
In (75), we exploit the telescopic property of the summand over
differences in the magnitude of primal and dual iterates to a fixed
primal-dual pair (x,λ) which appears as the first term on right-
hand side of (76), and the fact that the resulting expression is
deterministic. By assuming the dual variable is initialized as λ1 =
12
0 and then combining the like terms together, we can upper bound
the right hand side of (75), yielding
T∑
t=1
E[F (xt)− F (x)] +
T∑
t=1
δǫ
2
E(‖λt‖2−‖λ‖2)
+
T∑
t=1
N∑
i=1
E
[
〈λi,hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
≤ 1
2ǫ
E
(‖x1−x‖2+ ‖λ‖2)
+ ǫTK2 + ǫK3
T∑
t=1
E[‖λt‖2] + 2ǫτTLf
√
K1
+ ǫτ(
K1
2
+ 2Lf
√
K1)
T∑
t=1
t∑
s=t−τ
[E[‖λs‖2]]. (76)
Note that in (76), in order to gather terms, an extra ‖λt‖2 is
added to the right-hand side. We upper bound the last term on the
right-hand side of (76) by considering
T∑
t=1
t∑
s=t−τ
‖λs‖2=‖λ1‖2 + (‖λ1‖2 + ‖λ2‖2)
+(‖λ1‖2 + ‖λ2‖2 + ‖λ3‖2) + · · ·
+(‖λT−τ‖2+‖λT−τ+1‖2+· · ·+‖λT ‖2). (77)
The relationship in (77) then simplifies to
T∑
t=1
t∑
s=t−τ
‖λs‖2 ≤ (τ + 1)
T∑
t=1
E
[
‖λt‖2
]
. (78)
Utilizing this on the right hand side of (76), we get
E
[ T∑
t=1
[F (xt)−F (x)]+
N∑
i=1
〈λi,
T∑
t=1
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
−
(δǫT
2
+
1
2ǫ
)
‖λ‖2
]
≤ 1
2ǫ
‖x1−x‖2 + ǫTK
2
+ (ǫ/2)(K4−δ)
T∑
t=1
E[‖λt‖2]. (79)
where K := 2K2 + 4τLf
√
K1 and K4 :=
(2K3+(τ + 1)τ(K1+ 4Lf
√
K1)). Now selecting δ such
that (K4 − δ) ≤ 0 makes the last term on the right-hand side of
the preceding expression null, so that we may write
E
[ T∑
t=1
[F (xt)−F (x)]+
N∑
i=1
[
〈λi,
T∑
t=1
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉
]
−
(δǫT
2
+
1
2ǫ
)
‖λ‖2
]
≤ 1
2ǫ
‖x1−x‖2 + ǫTK
2
. (80)
Observe that Lemma 2 is a special case of (80) with simplified
constraint functions that only allow for pair-wise coupling of the
decisions of distinct nodes (see Remark 1). 
APPENDIX C: PROOF OF THEOREM 1
At this point, we note that the left-hand side of the expression
in (80), and hence (25), consists of three terms. The first is the
accumulation over time of the global sub-optimality, which is a
sum of all local losses at each node as defined in (2); the second
is the inner product of the an arbitrary Lagrange multiplier λ with
the time-aggregation of constraint violation; and the last depends
on the magnitude of this multiplier. We may use these later terms
to define an “optimal” Lagrange multiplier to control the growth of
the long-term constraint violation of the algorithm. This technique
is inspired by the approach in [36], [44]. To do so, define the
augmented dual function g˜(λ) using the later two terms on the
left-hand side of (79)
g˜(λ)=
N∑
i=1
〈λi,
T∑
t=1
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)
〉−
(δǫT
2
+
1
2ǫ
)
‖λ‖2.
Computing the gradient and solving the resulting stationary equa-
tion over the range RM+ yields
λ˜
i
= Z(ǫ)
[ T∑
t=1
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
)]
+
(81)
for all (i, z) ∈ E , where Z(ǫ) := 1(Tδǫ+1/ǫ) . Substituting the
selection λi = λ˜
i
defined by (81) into (80) results in the following
expression
E
[
T∑
t=1
[F (xt)−F (x)]+Z(ǫ)
N∑
i=1
∥∥∥∥∥
[ T∑
t=1
(
hi
(
{xj[t]j, θ
j
[t]j
}j∈n′
i
))]
+
∥∥∥∥∥
2]
≤ 1
2ǫ
‖x1−x‖2 + ǫTK
2
≤
√
T
2
(‖x1−x‖2+K) . (82)
The second inequality in (82) is obtained by selecting the constant
step-size ǫ = 1/
√
T . This result allows us to derive both the
convergence of the global objective and the feasibility of the
stochastic saddle point iterates.
We first consider the average objective error sequence
E[F (xt) − F (x∗)]. To do so, subtract the last term on the left-
hand side of (82) from both sides, and note that the resulting term
is non-positive. This observation allows us to omit the constraint
slack term in (82), which taken with the selection x = x∗ [cf.
(3)] and pulling the expectation inside the summand, yields
T∑
t=1
E[(F (xt)−F (x∗))]≤
√
T
2
(‖x1−x∗‖2+K) = O(√T ),
which is as stated in (27). Now we turn to establishing a sublinear
growth of the constraint violation in T , using the expression in
(82). Note that from the Lipschitz continuity of the objective
function, we have |F (xt)−F (x⋆)| ≤ Lf ‖xt−x⋆‖. An immediate
consequence of this inequality is that F (xt)−F (x⋆)≥−2LfR,
using this in (82) yields
E
[
1√
T (δ + 1)
N∑
i=1
∥∥∥∥∥
[ T∑
t=1
(
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
))]
+
∥∥∥∥∥
2]
≤
√
T
2
(‖x1−x∗‖2+K)+ 2TLfR. (83)
which, after multiplying both sides by 2
√
T (δ + 1) yields
E
[
N∑
i=1
∥∥∥∥∥
[ T∑
t=1
(
hi
(
{xj[t]j , θ
j
[t]j
}j∈n′
i
))]
+
∥∥∥∥∥
2]
(84)
≤
(
2
√
T (δ + 1)
)(√T
2
(‖x1−x∗‖2+K)+ 2TLfR) .
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We complete the proof by noting that the square
of the network-in-aggregate constraint violation∑N
i=1
∥∥∥∥[∑Tt=1(hi ({xj[t]j , θj[t]j}j∈n′i
))]
+
∥∥∥∥
2
upper bounds
the square of individual proximity constraint violations since it is
a sum of positive squared terms, i.e.,
E
[
N∑
i=1
∥∥∥∥∥
[ T∑
t=1
(
h
i
(
{xj[t]j ,θ
j
[t]j
}j∈n′
i
))]
+
∥∥∥∥∥
2]
≥E
[[ T∑
t=1
(
hij(x
i
[t]i
,xj[t]j ,θ
i
[t]i
,θj[t]j )−γij
) ]2
+
]
(85)
where we utilized the notation defined in (5) and the inequality
that the norm square of a vector is always greater than square of
each element of the vector. The inequality in (85) is true for any
arbitrary ij in the right hand side.
Thus the right-hand side of (85) may be used in place of the
left-hand side of (84), implying that
E
[[ T∑
t=1
hij
(
x
i
[t]i
,xj[t]j ,θ
i
[t]i
,θj[t]j
) ]2
+
]
(86)
≤
(
2
√
T (δ + 1)
)(√T
2
(‖x1−x∗‖2+K)+ 2TLfR) .
In order to present the results for the special case discussed in
(3), compute the square root of both sides of (86) and take the
summation over all (i, j) ∈ E to conclude (28). 
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