Survivable network design is an important suite of algorithmic problems where the goal is to select a minimum cost network subject to the constraint that some desired connectivity property has to be satisfied by the network. Traditionally, these problems have been studied in a model where individual edges (and sometimes nodes) have an associated cost. This model does not faithfully represent wireless networks, where the activation of an edge is dependent on the selection of parameter values at its endpoints, and the cost incurred is a function of these values. We present a realistic optimization model for the design of survivable wireless networks that generalizes various connectivity problems studied in the theory literature, e.g. node-weighted steiner network, power optimization, minimum connected dominating set, and in the networking literature, e.g. installation cost optimization, minimum broadcast tree. We obtain the following algorithmic results for our general model:
Survivable network design is an important suite of algorithmic problems where the goal is to select a minimum cost network subject to the constraint that some desired connectivity property has to be satisfied by the network. Traditionally, these problems have been studied in a model where individual edges (and sometimes nodes) have an associated cost. This model does not faithfully represent wireless networks, where the activation of an edge is dependent on the selection of parameter values at its endpoints, and the cost incurred is a function of these values. We present a realistic optimization model for the design of survivable wireless networks that generalizes various connectivity problems studied in the theory literature, e.g. node-weighted steiner network, power optimization, minimum connected dominating set, and in the networking literature, e.g. installation cost optimization, minimum broadcast tree. We obtain the following algorithmic results for our general model:
1. For k = 1 and 2, we give O(log n)-approximation algorithms for both the vertex and edge connectivity versions of the k-connectivity problem. These results are tight (up to constants); we show that even for k = 1, it is NP-hard to obtain an approximation factor of o(log n).
Introduction
Survivable Network Design (SND) problems involve designing minimum cost networks subject to connectivity requirements. Traditionally, we have assumed a cost model where each edge has a fixed cost and can be bought independently; the cost of the network is the sum of costs of the edges bought. In some cases (called the node-weighted version), fixed node costs have been considered in addition to edge costs; often, this version of the problem turns out to be significantly harder than the corresponding edge-weighted version. While being reasonably accurate for wired networks, these models are unsuitable for wireless networks. In wireless networks, one typically needs to choose the value of a parameter x v from a domain of possible values D at each node v ∈ V (V being the set of nodes); and the activation of an edge (u, v) depends on the parameters chosen at its endpoints, i.e. there is an activation function f uv : D×D → {0, 1} that takes as input the values of x u and x v and returns 1 iff the edge (u, v) is activated for the chosen values of x u and x v . For example, one might need to set power levels at the nodes, and depending on the power levels of the endpoints, an edge is either active or inactive; or, one may need to fix the heights of towers for mounting antennas at nodes, and whether an edge is active depends on whether there is line-of-sight between the antennas at its endpoints. The objective is to minimize the total cost v∈V x v , while ensuring that the activated set of edges satisfies some connectivity requirement C. We call such networks activation networks, and the generic SND problem for activation networks, therefore, has the following form:
minimize v∈V x v where x v ∈ D ∀v ∈ V s.t. the set of edges (u, v) with f uv (x u , x v ) = 1 satisfies connectivity requirement C Throughout this paper, we will only consider undirected edges, and assume that f uv = f vu . This is the most likely scenario in practical applications since edges need to be activated in both directions (for acks, etc even if traffic flows in only one direction). Before proceeding further, let us give some examples of activation functions and the corresponding suite of problems defined by them:
• Minimum Node-weighted Steiner Network (see e.g. [22] ) In the minimum node-weighted steiner network problem, vertices (nodes) and edges have weights and the goal is to construct a minimum cost forest connecting terminals in each of k terminal sets of vertices. (A well-known special case of this problem is the minimum node-weighted steiner tree problem, where there is a single terminal set.) To model this problem in our framework, we add a vertex on each edge whose cost equals that of the edge, and then have the following activation function for any edge (u, v) (u (resp., v) can either be an original vertex or a new one, and has cost c u (resp., c v )):
f uv (x u , x v ) = 1, if x u ≥ c u and x v ≥ c v 0, otherwise.
Klein and Ravi [22] gave an O(log n)-approximation algorithm for this problem.
(Throughout this paper, n denotes the number of vertices in V .) They also showed that this approximation factor is tight up to constants. We will match their approximation factor (up to constants) for our more general framework.
• Installation Cost Optimization (see e.g. [11, 32, 31 ]) The installation cost of a wireless network is dominated by the cost of building towers at the nodes for mounting antennas, which in turn is proportional to the height of the towers. An edge (u, v) is activated if the towers at its endpoints u and v are tall enough to overcome obstructions in the middle and establish line-of-sight between the antennas mounted on the towers; this is modeled as each edge (u, v) having a threshold height requirement τ uv , and edge (u, v) is activated if the scaled height of the towers at its endpoints sum to at least τ uv . Thus,
This is the application which inspired this work; we will give several algorithms for the general problem, which are also tight for this specific application.
• Minimum Broadcast Tree (see e.g. [3, 21, 20, 26, 18, 10, 33] for related work) The broadcast tree of a network is the routing tree over which data is routed from a source s to all other nodes. In wireless networks, each broadcast at a node u successfully reaches another node v with some probability p uv (which is symmetric since successful transmission involves successful reception of the ack as well); therefore the expected number of broadcasts at u until the message reaches v is ρ uv = 1/p uv . The minimum broadcast tree problem in such unreliable networks aims to find a tree rooted at the source that minimizes v∈I (T ) max u∈N
is the set of non-leaf vertices of T and N (T ) v are the set of children of v in T . 1 We can show that this problem is equivalent, up to a factor of two in the approximation ratio, to the installation cost optimization problem where the connectivity requirement is that the activated edges must contain a spanning tree on V .
• Power Optimization (see e.g. [1, 4, 5, 6, 7, 8, 15, 16, 25, 27, 23, 24, 28, 30] ) In this problem, each edge (u, v) has a threshold power requirement θ uv and edge (u, v) is activated if the power at each of its endpoints is at least this threshold. Thus,
Typically, this variant admits better approximation than the general problem (i.e. the lower bounds break down). However, we will give a new result in this setting for the minimum cost k-edge connected subgraph problem.
Finite domain. In practice, the set of possible parameter values is often a small, discrete finite set. Therefore, we consider finite, discrete domains D, and allow our algorithms to run in time polynomial in |D| (so e.g., activation functions are lookup tables). For the problems described above, this is without loss of generality. In node-weighted steiner network, we can restrict D to the costs on the vertices and edges without changing the optimum. In power optimization, restricting D to the thresholds on the edges does not change the optimal solution. In installation cost optimization, it can be shown that the same restriction increases the optimal cost by at most a factor of two; as we show later, this problem is NP-hard to approximate to a factor of o(log n) and hence this transformation is without significant loss in the approximation factor.
Monotonicity. We will assume throughout that the activation functions are monotonic, i.e. f uv (a 1 , b 1 ) = 1 implies f uv (a 2 , b 2 ) = 1 for any a 2 ≥ a 1 , b 2 ≥ b 1 . This is indeed the case in all the above applications, and in any other realistic scenario.
In this paper, we consider three fundamental connectivity requirements C:
• Minimum Edge-connected Activation Network (MEAN) Each pair of vertices must have k edge-disjoint paths in the activated subgraph, for some given k > 0.
• Minimum Vertex-connected Activation Network (MVAN) Each pair of vertices must have k vertex-disjoint paths in the activated subgraph, for some given k > 0.
• Minimum Steiner Activation Network (MSAN) Each pair of vertices in each of k terminal sets R 1 , R 2 , . . . , R k ⊆ V must be connected by a path in the activated subgraph.
Besides being theoretically important, these connectivity requirements are also practically relevant since they ensure robustness of the designed network against edge and node failures. We will also consider some other connectivity requirements:
• Minimum Spanning Activation Tree (MSpAT). The activated set of edges must contain a spanning tree on the vertices. This is a special case of all the three connectivity requirements described above (k = 1 for MEAN and MVAN, and only one terminal set R 1 = V for MSAN).
• Minimum Degree-constrained Activation Network (MDAN). For every vertex subset U in a given partition 2 of vertices P, there must be at least r U activated edges with exactly one endpoint in U , where r U is the (given) requirement of U .
• Minimum Activation Flow (MAF). The activated set of edges must contain k edge-disjoint paths between two specified vertices s, t. For the special case of k = 1, we call this the Minimum Activation Path (MAP) problem. Note that the MAP problem is also a special case of the MSAN problem with only one terminal set R 1 = {s, t}.
1.1 Our Results. We first outline the main results presented in this paper:
• We show that it is NP-hard to approximate the MSpAT problem to a factor of o(log n), even for the installation cost setting. Since this is a special case of the MVAN, MEAN and MSAN problems, it is also NP-hard to approximate these problems to a factor of o(log n).
• We give an O(log n)-approximation algorithm for the MSpAT problem. This generalizes an O(log n)-approximation algorithm for the installation cost setting [31] ; for power optimization, the problem is much more tractable, and a 5/3-approximation algorithm is known [1] .
• We give O(log n)-approximation algorithms for the MEAN and MVAN problems for k = 2. Previously, no result was known for installation cost optimization, but the problems have 4-approximation [5] and 11/3-approximation [24] algorithms respectively in the power optimization setting.
• We show that an α-approximation algorithm for the MDAN problem implies an (O(α log n), 2)-approximation algorithm for the MEAN problem with arbitrary k. (The cost of the solution produced by our algorithm is at most O(α log n) times that of the optimal, but the connectivity guarantee in the solution is that there are at least k/2 edge-disjoint paths between every pair of vertices in the activated subgraph.) As applications of this result, we obtain (O(log 2 n), 2)-approximation algorithms for the MEAN problem for arbitrary k in the power optimization and installation cost optimization settings. We also show that we can improve the approximation factor for both problems to (O(log n log k), 2) by using a more refined algorithm. The only relevant previous result that we are aware of is an min(O( √ n), 2k)-approximation algorithm for power optimization [5, 16] ; no previous result was known for installation cost optimization.
• We give an O(log n)-approximation algorithm for the MSAN problem. In power optimization, there is a 4-approximation algorithm for this problem [24] ; no previous result is known for installation cost optimization.
• We give an exact algorithm for the MAP problem. However, we show that the MAF problem is at least as hard as the well-known -densest subgraph problem [12, 2] .
1.2 Our Techniques. We now outline our techniques in obtaining the above results.
The MSpAT Problem. We show that this problem, even in the installation cost optimization setting, generalizes the Minimum Connected Dominating Set (MCDS) problem. It is NP-hard to approximate the MCDS problem to an o(log n) factor [14] . To complement this lower bound, we give a simple O(log n)-approximation greedy algorithm for this problem.
MEAN and MVAN problems for k = 2. For the special case of k = 2, we give O(log n)-approximation algorithms for the MEAN and MVAN problems. (Vertex connectivity of two is also known as biconnectivity.) Both algorithms have the same generic two-step structure:
• In the first step, we run the O(log n)-approximation algorithm for the MSpAT problem.
• In the second step, we give an O(log n)-approximation algorithm for augmenting the edge (resp., vertex) connectivity of the activated set of edges from one to two by adding new edges to this set.
Clearly, the two steps, in combination, give an O(log n)-approximation algorithm to the MEAN (resp., MVAN) problem. The difference between the two algorithms is in the second step-the algorithm for the MEAN and MVAN problems respectively depend on the edge and vertex connectivity structure of the activated subgraph. However, our basic technique is the same for both problems: we show that we can reduce both these augmentation problems (via greedy algorithms that lose a factor of O(log n)) to the Minimum Leafweighted Subtree (MLS) problem which is defined as follows: Given a node-weighted tree T rooted at node r, choose a subtree rooted at r that contains at least k edges for a given k > 0, and has the minimum sum of costs of the (non-root) leaves of the subtree. We give an algorithm to solve the MLS problem exactly, thereby leading to O(log n)-approximation algorithms for the augmentation step of the MEAN and MVAN algorithms.
MEAN problem for arbitrary k. A previously used technique (in power optimization) for the MEAN problem for arbitrary k is to use the following two-step process:
• Use an approximation algorithm for the degreeconstrained problem with P being the partition of singleton vertices and r {v} = k for each vertex v, to obtain a partial solution for the minimum edgeconnected problem.
• Augment the solution obtained in the previous step using the minimum edge-cost version of the edgeconnected problem where the cost of each edge is its power threshold, to obtain the final solution.
Recall that by Menger's theorem (see e.g. [9] ), having k-edge disjoint paths between every pair of vertices is equivalent to k-edge connectivity, i.e. having at least k edges in every cut. Thus, the first step uses a weaker constraint than k-edge connectivity and hence the optimal solution for the first step is at most as expensive as the optimum for the overall problem. Further, since the connectivity requirements are local to each vertex for this step, it is typically much easier to design an approximation algorithm. However, in the second step, one loses a factor of Ω( √ n) in the approximation ratio (in fact, in our more general problem, we can show that we will lose a factor of Ω(n) in the second step). To overcome this shortcoming, we show that we can use an α-approximation MDAN algorithm repeatedly in an iterative manner to obtain a MEAN algorithm. Let us first consider the case k = 1. We repeatedly run the MDAN algorithm, where the partition in each iteration is the set of connected components in the subgraph activated by previous iterations, and the requirement r U = 1 for each component. Since the number of components decreases by a factor of at least two in each step, we terminate after at most lg n iterations yielding an overall approximation factor of O(α log n).
For the same approach to work for arbitrary values of k, we need to quantify the progress we make towards satisfying the k-edge connectivity constraint in each iteration of the MDAN algorithm. For this purpose, we need the following definition: Definition 1.1. A k-edge connected component is a maximal subset of vertices such that every pair of vertices in the subset have k-edge-disjoint paths between them.
Edge connectivity is transitive, i.e. if vertex pairs u, v and v, w are k-edge connected, then so too is u, w. This implies that the k-edge connected components form a partition of the vertex set. We can then view our goal as activating a set of edges so that this partition, which has n singleton components before any edge is activated, coalesces into a single k-edge connected component spanning all the vertices. Now, suppose any solution to the MDAN problem were to produce a set of at most cn k-edge connected components, where c < 1 is a constant. Let us define these components as the subsets of our partition P in the next iteration of MDAN. Then, after the next iteration, we get at most c 2 n k-edge connected components. Overall, this iterative algorithm where in each step, we call MDAN with the subsets of the partition defined as the k-edge connected components, will terminate in O(log n) iterations since the number of k-edge connected components decreases by a constant factor in each iteration. The overall approximation ratio of the algorithm would then be O(α log n) for the MEAN problem.
Unfortunately, as shown by an example in Figure 1 , one can construct graphs where each vertex has degree at least k but there are n−2 k-edge connected components. (So, the number of components does not decrease by a constant factor in each iteration.) However, we show, in the following theorem, that if we focus on k/2 -edge connected components, we do have the desired property. Theorem 1.1. The number of k/2 -edge-connected components in a graph with minimum degree k is at most 3n/4. This theorem establishes a relationship between local degree constraints and global edge connectivity properties-such a relationship is useful because often (as in our problem), it is much easier to satisfy a polynomial number of degree constraints rather than an exponential number of cut constraints. We hope that this theorem will find other applications.
The above theorem allows us to iteratively use the greedy MDAN algorithm, where the partition in an iteration is defined by the k/2-edge 3 connected components in the subgraph activated in previous iterations. This gives an approximation factor of O(α log n, 2) overall for the MEAN problem for arbitrary k.
We exploit this connection between the MEAN and MDAN problems for the power optimization and installation cost optimization settings. For power optimization, we use the O(log n)-approximation algorithm for the degree-constrained version due to Kortsarz et al [23] to obtain an (O(log 2 n), 2)-approximation algorithm for the k-edge connected problem. For installation cost optimization, we design a new O(log n)-approximation algorithm for the degree-constrained version, which leads to an (O(log 2 n), 2)-approximation algorithm for the k-edge connected problem. We refine both these algorithms to improve their approximation ratios to (O(log n log k), 2).
The MAP problem. We give a simple dynamic program that refines Bellman-Ford's single-source shortest path algorithm [9] for solving this problem exactly.
The MAF problem. We show that this problem generalizes the Minimum Node-weighted k-Flow (MNF) problem which asks for the cheapest k edgedisjoint paths between two terminals s, t in a nodeweighted undirected graph. Nutov [29] observed that the MNF problem is at least as hard as the -densest subgraph problem [12, 2] .
The MSAN problem. We give an approximationpreserving reduction of the MSAN problem to the Minimum Node-weighted Steiner Network (MNSN) problem which is defined as follows: Given k sets of terminal nodes and a fixed cost for each non-terminal (i.e. steiner) node, find the minimum cost forest that connects all vertices in each terminal set. This allows us to use the spider decomposition algorithm for MNSN due to Klein and Ravi [22] to obtain an O(log n)-approximation algorithm for the MSAN problem.
1.3 Roadmap. The proof of the lower bound for the MSpAT problem appears in section 2, while the O(log n)-approximation algorithm is presented in section 3.1. In section 3.2, we present our algorithm for the MVAN problem for k = 2; the corresponding algorithm for the MEAN problem appears in section 3.3. We establish the connection between the MDAN and MEAN problems, and use it to obtain algorithms for the MEAN problem with arbitrary k for the power optimization and installation cost optimization settings in section 3.4. We present the results on the MAP and MAF problems in sections 4.1 and 4.2 respectively. Finally, the reduction of the MSAN problem to the MNSN problem is presented in section 4.3.
Hardness of Approximation
In this section, we will show that it is NP-hard to approximate the MSpAT problem to a factor of o(log n) by giving a reduction of the minimum connected dominating set problem to the MSpAT problem for the installation cost setting.
Minimum Connected Dominating Set (MCDS).
Given an undirected unweighted graph G = (V, E), find a minimum-sized subset of vertices S such that (1) S is connected and (2) S is a dominating set (i.e. every vertex of V is either in S or has an edge connecting it to a vertex in S).
It is known that it is NP-hard to obtain an o(log n)-approximation algorithm for the MCDS problem [14] .
Given an instance G = (V, E) of the MCDS problem, we define an instance of the MSpAT problem on V as follows: The domain D = {0, 1} and for any pair of
The following theorem establishes the validity of this reduction.
Theorem 2.1. If there is a connected dominating set S in G that contains c vertices, then there is a solution of cost c to the instance of the MSpAT problem. Conversely, if there is a solution to an instance of the MSpAT problem of cost c, then there is a connected dominating set S in G that contains at most 2c vertices.
Proof. For the forward direction, observe that setting x v = 1 for all vertices in S activates a spanning subgraph of G. For the converse direction, note that we have chosen the activation function in a way that the cost of activating a set of edges is at least its minimum vertex cover. 4 We can decompose a tree into set of node disjoint paths where each path contains at most one leaf vertex. Then, a vertex cover of the tree must include (disjoint) vertex covers of each of these paths, and a vertex cover of any of these paths must contain at least half the number of non-leaf vertices in the path. Thus, the number of non-leaf vertices in the optimal spanning tree in the MSpAT solution is at most 2c, and these vertices form a connected dominating set of the graph.
Global Connectivity Problems
In this section, we will focus on problems where the connectivity requirement is global, i.e. for all vertices.
3.1 Minimum Spanning Activation Tree. First, we give an O(log n)-approximation algorithm for the MSpAT problem. To describe this algorithm, we need to define a star. Our algorithm runs in rounds, where in each round, we select a star with the minimum cost-benefit ratio to add to the set of activated edges. The cost of a star is the minimum sum of values of x v at the center and peripheral vertices required to activate the edges of the star, while the benefit of a star is the decrease in the number of connected components in the activated subgraph when we activate the edges of the star.
We first show that each round runs in polynomial time. Since there are n vertices and |D| possible values of x v for any vertex v, it is sufficient to give an algorithm to find the optimal star (i.e. the one minimizing the cost-benefit ratio) among stars centered at a particular vertex v and having x v = a for some fixed a ∈ D. Define x (v,a) u as the minimum value of x u for which the edge (u, v) will be activated when x v = a. For each vertex u, we can determine the value of x 
We now order the edges incident on v in increasing order of reduced cost; let e 1 , e 2 , . . . be this order. The following lemma shows that the optimal star is a prefix of this order; therefore, our algorithm takes polynomial time.
Lemma 3.1. The optimal star centered at v with x v = a is a prefix of the increasing order of reduced cost of edges incident on v.
Proof. Suppose the lemma were false. Consider an optimal solution; let e i be the first edge in the increasing order that is not activated while some e j (j > i) is activated. Replacing e j by e i in the solution does not increase the cost, and retains the same benefit. We can repeatedly perform this exchange until the lemma is satisfied.
We now prove the approximation ratio of the algorithm. Let P be the partition of V formed by the connected components of (V, A), where A is the set of activated edges. Let F be a minimal set of edges such that (V, A ∪ F ) is a connected graph. By minimality, F must be a forest. Root each tree of F at an arbitrary vertex, and let S be the set of stars formed by each nonleaf vertex with its children in these trees. Then, the next lemma is a consequence of the previous lemma. Lemma 3.2. S satisfies both the following properties:
• Each vertex in V appears in at most two stars in S.
• The sum of benefits of the stars in S is at least the number of vertex subsets in P minus one.
Proof. Each vertex appears in at most the stars centered at itself and its parent in the tree containing it in F . Since A ∪ F is a connected graph, the benefit of F , and therefore the sum of benefits of the individual stars, is at least the number of vertex subsets in P minus one.
The next theorem follows using standard techniques from the above lemma.
Theorem 3.1. The greedy algorithm for the MSpAT problem described above has an approximation factor of O(log n).
Proof. Let the marginal cost of activating an edge be the ratio of the total cost of activating a star containing the edge to the number of edges in the star. We now sequence the edges in chronological order of addition to the activated subgraph, ordering edges from the same star arbitrarily. The above lemma ensures that the marginal cost of the kth activated edge is at most OPT n−k , where OPT is the cost of an optimal solution. Thus, the total cost of the algorithmic solution is at most
3.2 Minimum Biconnected Activation Network. Now, we give an algorithm for the MVAN problem for k = 2. Our algorithm has two phases.
• In the first phase, we run the O(log n)-approximation algorithm for the MSpAT problem given in section 3.1. This produces a connected spanning activation subgraph whose cost is at most O(log n) times that of an optimal solution of the MVAN problem.
• In the second phase, we give an O(log n)-approximation algorithm for optimally augmenting the solution from the first phase to make the activated subgraph biconnected.
As outlined in the introduction, we show that we can reduce the problem in the second phase to the Minimum Leaf-weighted Subtree (MLS) problem where the goal is to select a rooted subtree containing at least k edges that minimizes the sum of weights of the leaves. We lose a factor of O(log n) in the approximation factor in this reduction. To describe this reduction, we need to define block-cutpoint graphs [17] .
Definition 3.2.
A block of an undirected graph is a maximal biconnected subset of vertices, while a cutpoint is a vertex whose removal increases the number of components in the graph. A block-cutpoint graph T of an undirected graph G is a graph whose nodes are the blocks and cutpoints of G and edges connect each block to the cutpoints contained in it.
It turns out that the block-cutpoint graph of a connected graph is a tree such that removing a cutpoint v from G splits G into the vertex subsets corresponding to the subtrees of v in T . We define the partition number of a vertex v (denoted by ρ(v)) as the number of components the graph splits into when v is removed minus one. Equivalently, if v is a cutpoint, ρ(v) is the degree of v in the block-cutpoint tree T minus one; if v is not a cutpoint, ρ(v) = 0. Overloading our notation, the partition number of graph G (denoted by ρ(G)) is the sum of the partition numbers of its vertices. We show the following property of ρ(G) for connected graphs. Proof. The partition number of any spanning tree of G containing leaves is 2(n − 1) − , which is at least 2n − 4 since any spanning tree has at least two leaves. To complete the proof, note that adding edges does not increase the partition number of a graph.
Observe that the partition number of a biconnected graph is 0. So, the process of augmenting a connected graph into a biconnected one decreases the partition number from at most 2n − 4 to 0. This motivates us to describe a greedy algorithm where, in each round, the goal is to obtain maximum decrease in ρ(A) of the activated subgraph A while minimizing cost. To this end, in each round, we add a star s that minimizes the ratio c s /b s , where the cost c s is the sum of x v of the vertices in s required to activate all the edges in s, and the benefit b s is the decrease in the partition number of the activated subgraph as a result of adding s to it. We will reduce each round of this greedy algorithm to the MLS problem, and then give a polynomial time exact algorithm for the MLS problem. As earlier, we focus on finding the optimal star centered at a vertex v with x v = a for some a ∈ D. Since all edges in T are between a block and a cutpoint, and all the leaves are blocks, the tree T can the decomposed into a set of maximal stars, each of which is centered at a cutpoint and has blocks as its peripheral vertices; the cutpoint at the center is contained in the peripheral blocks in G. We call each such star a full component. For the purpose of this reduction, if v is a cutpoint, we will consider the full component containing v as a single block that appears in all the full components that any block containing v appeared in. With this assumption, we root tree T at the unique block containing v. Each full component C now has a root block r C . We replace each full component C in T with edges between r C and the other blocks in C. Let S be the resulting rooted tree defined on the blocks (see Figure 2) . Now, for each vertex u ∈ V (u = v), define b u as the unique block containing u if u is not a cutpoint, and as the root block of the full component that was centered at u in T if u is a cutpoint. Then, for every block b (other than the one containing v), we define c b = min bu=b x Proof. In a star, we can replace any edge not in E b with the edge in E b having its endpoint other than v in the same block as the previous edge; this does not increase the cost or change the benefit of the star.
For any subset of blocks B that does not include the block containing v, the cost of activating the subset of edges E B = {e b : b ∈ B} with x v = a is a + b∈B c b and its benefit is the number of edges in the minimal rooted subtree in S containing all blocks in B. This yields the following algorithm for finding the optimal star centered at v with x v = a (here, β is the number of blocks in the transformed block-cutpoint tree): For each k = 1, 2, . . . , |S| − 1, solve the MLS problem to obtain the minimum b∈B c b given that the benefit has to be at least k. Now, compare the solutions and take the one that has the best c s /b s ratio. This completes the reduction.
Minimum Leaf-weighted Subtree (MLS). We now give an algorithm for exactly solving the MLS problem for parameter k on an arbitrary tree S with root r and cost c v for vertex v. For every vertex, order its children arbitrarily. Then, consider the MLS subproblem for the subtree subtended at a vertex v, but only including the subtrees subtended at the first i children of v, with the constraint that the size of the selected subtree needs to be exactly j. We denote this subproblem by MLS(v, i, j). We solve the MLS(v, i, j) problem for all v ∈ V (in post-order), for all 1 ≤ i ≤ n v where v has n v children (in increasing order of i) and for all 1 ≤ j ≤ k. Clearly, the overall MLS problem is identical to MLS(r, n r , k). Our dynamic program is given in Figure 3 . To describe this dynamic program, let S i denote the subtree subtended at u i plus the edge (v, u i ). In the non-trivial third case in Figure 3 , we compare the following possibilities:
• The entire optimal subtree is contained S 1 , S 2 , . . . , S i−1 .
• The optimal subtree contains only the (v, u i ) edge from S i ; the remaining edges are from S 1 , S 2 , . . . , S i−1 .
• The entire optimal subtree is contained in S i .
• Exactly 1 ≤ ≤ j − 2 of the edges of the optimal subtree are from S 1 , S 2 , . . . , S i−1 while j − edges are from S i .
Our base case are the leaf vertices v, for which MLS(v, i, j)= ∞ for all i, j. This dynamic program runs in polynomial time and solves the MLS problem exactly. This completes the description of each round of the greedy algorithm. We now prove that the greedy algorithm described above has an approximation ratio of O(log n) for augmenting vertex connectivity from one to two in the activated subgraph. The following lemma is crucial.
Lemma 3.5. Let G = (V, E) be any connected graph and F 1 , F 2 be two sets of edges on V . Let b 1 , b 2 and b 1,2 be the decrease in the partition number of G due to the addition of F 1 , F 2 and F 1 ∪ F 2 respectively. Then,
Proof. For any cutpoint v, let the vertex subsets that graph G decomposes into on removing v be called the components of v. Define a star graph G v where v is the central vertex and each component of v is contracted into a single peripheral vertex. Then, the decrease in the partition number of v due to the addition of a set of edges F is equal to the number of edges in any spanning forest of F on graph G v . Clearly, the sum of the number of edges in spanning forests of F 1 and F 2 on G v is at least as much as the number of edges in a spanning forest for F 1 ∪ F 2 . Thus, the decrease in ρ(v) due to F 1 and F 2 separately is at least at much as the decrease in ρ(v) due to F 1 ∪ F 2 . To complete the proof, note that the decrease in ρ(G) is the sum of decreases in ρ(v) for the cutpoints v.
Let (V, A) be a connected graph, and let F be any minimal set of edges such that (V, F ∪ A) biconnected. Because of minimality, F must be a forest. We root each tree of this forest arbitrarily and decompose each tree into stars S centered at each non-leaf vertex and containing its children as peripheral vertices. Then, the previous lemma ensures that S has the following properties.
Lemma 3.6. S satisfies both the following properties:
• The sum of benefits of the stars in S is at least the partition number of (V, A).
Proof. Each vertex appears in at most the stars centered at itself and its parent in the tree containing it in F . Since A ∪ F is a biconnected graph, the benefit of F , and therefore the sum of benefits of the individual stars by Lemma 3.5, is at least the partition number of A.
The next theorem follows from the above lemma using standard techniques (similar to the proof of Theorem 3.1).
Theorem 3.2. The algorithm presented above achieves an approximation guarantee of O(log n) for the second step of the MVAN algorithm.
Combining all the pieces, we get the following theorem.
Theorem 3.3. The two-stage algorithm for the MVAN problem for k = 2 has an approximation factor of O(log n).
Minimum 2-edge-connected Activation
Network. We now give an algorithm for the MEAN problem for k = 2. As with the corresponding MVAN algorithm, this algorithm has two phases.
• In the first phase, we run the O(log n)-approximation algorithm for the MSpAT problem given in section 3.1. This produces a connected spanning activation graph whose cost is at most O(log n) times that of the optimal solution for the MEAN problem.
• In the second phase, we give an O(log n)-approximation algorithm for optimally augmenting the solution from the first phase to make the activated subgraph 2-edge-connected.
As with the MVAN algorithm, we show that we can reduce the problem in the second phase to the Minimum Leaf-weighted Subtree (MLS) problem where the goal is to select a rooted subtree containing at least k edges that minimizes the sum of weights of the leaves. We lose a factor of O(log n) in the approximation factor in this reduction. To describe this reduction, we need to use the following property of connected graphs.
Lemma 3.7.
A connected graph induces a spanning tree on its 2-edge-connected components.
Proof. Clearly, the induced graph on the 2-edgeconnected components is a connected graph; if it contains cycles, that the maximality of the 2-edgeconnected components is violated.
Observe that this tree is vacuous, i.e. contains no edges, for a 2-edge-connected graph. So, the process of augmenting a connected graph into a 2-edge-connected one decreases the number of edges in this tree from at most n − 1 to 0. Let us denote the number of edges in this tree for a connected graph G as η(G). This motivates us to describe a greedy algorithm where, in any round, the goal is to obtain maximum decrease in η(A) of the activated subgraph A while minimizing cost. To this end, in each round, we add a star s that minimizes the ratio c s /b s , where the cost c s is the sum of x v of the vertices in s required to activate all the edges in s, and the benefit b s is the decrease in η(A) as a result of adding s to A.
We will reduce each round of this greedy algorithm to the MLS problem. As earlier, we focus on finding the optimal star centered at a vertex v with x v = a for some a ∈ D. For any vertex u, let the 2-edgeconnected component containing u be C(u). Then, the benefit of a star s centered at v is the number of edges in a minimal subtree of the spanning tree described above that contains all the components {C : C = C(u), (u, v) ∈ s}, where the tree is rooted at
and a unique e C = arg min C(u)=C x (v,a) u breaking ties arbitrarily if required. The following property is crucial.
Lemma 3.8. There is an optimal star s centered at v and having x v = a that only contains edges from E b = {e b : b is a block not containing v}.
Proof. For any star s, first discard all edges with both endpoints in C(v). Then, for any 2-edge-connected component C ∈ {C : ∃(u, v) ∈ s s.t. C(u) = C}, we replace the set of edges with the endpoint other than v in C by the edge e C . The new star formed after the transformation has the same benefit and at most as much cost as s.
The cost of activating a star s ⊆ {e C : C = C(v)} is a + C(u):(u,v)∈s w C(u) . This leads to the following algorithm for finding the optimal star centered at v with x v = a (here, t is the number of edges in the spanning tree): For each k = 1, 2, . . . , t, solve the MLS problem to obtain the minimum C w C given that the benefit has to be at least k. Now, compare the solutions and take the one that has the best c s /b s ratio. This completes the reduction.
Let us now prove that the greedy algorithm described above has an approximation factor of O(log n) for augmenting edge connectivity from one to two in the activated subgraph. The following lemma is crucial.
Lemma 3.9. Let G = (V, E) be any connected graph and F 1 , F 2 be two sets of edges on V . Let b 1 , b 2 and b 1,2 be the decrease in the number of edges in the spanning tree of 2-edge-connected components of G due to the addition of F 1 , F 2 and F 1 ∪ F 2 respectively. Then,
Proof. The lemma follows from the observation that for any particular edge of the spanning tree, it appears in the benefit if it is in the fundamental cycle of any added edge.
Let (V, A) be a connected graph, and let Y be any minimal set of edges such that (V, F ∪A) is 2-edge-connected. Because of minimality, Y must be a forest. We root each tree of this forest arbitrarily and decompose each tree into stars S centered at each non-leaf vertex and containing its children as peripheral vertices. Then, the previous lemma ensures that S has the following properties.
Lemma 3.10. S satisfies both the following properties:
• The sum of benefits of the stars in S is at least the number of edges in the spanning tree on 2-edgeconnected components of (V, A).
Proof. Each vertex appears in at most two stars-one where it is the center and another where its parent in F is the center. The second assertion follows from applying the above lemma multiple times.
Using standard techniques, we can now show the following theorem (proof similar to that of Theorem 3.1).
Theorem 3.4. The algorithm presented above achieves an approximation guarantee of O(log n) for the second step of the MEAN algorithm.
Theorem 3.5. The two-stage algorithm for the MEAN problem for k = 2 has an approximation factor of O(log n).
Minimum k-Edge-connected Activation
Network. Our first goal in this section is to prove the following theorem that connects the MEAN and MDAN problems.
Theorem 3.6. An α-approximation algorithm for the MDAN problem implies an O(α log n, 2)-approximation algorithm for the MEAN problem for arbitrary k.
Then, we apply the above theorem to obtain (O(log 2 n), 2)-approximation algorithms for the MEAN problem with arbitrary k in the power optimization and installation cost optimization settings. We then refine both these algorithms to improve the approximation factor to O(log n log k, 2).
As outlined in the introduction, our main tool in proving Theorem 3.6 is Theorem 1.1 that we stated in the introduction. In fact, we prove the following stronger theorem.
Theorem 3.7. For any k, if (c + 1/2)n vertices in an undirected graph G = (V, E) have degree at least k for some 0 < c ≤ 1/2, then the number of k/2 -edgeconnected components in G is at most (1 − c/2)n.
Clearly, Theorem 1.1 follows from this theorem by setting c = 1/2. Also, in the remainder of this proof, we will replace k/2 by k/2 for brevity; the proof holds for k/2 as well.
To prove this theorem, we need to introduce a data structure called Gomory-Hu trees [13] . (We only need the version for unweighted graphs, and that is what we define.) Definition 3.3. A Gomory-Hu tree is a weighted tree T defined on the vertices of an undirected unweighted graph G = (V, E) satisfying the following properties:
• For any pair of vertices u, v ∈ V , the number of edge-disjoint paths between u and v in G is equal to the minimum weight of an edge in the unique path between u and v in T .
• For any edge e ∈ T with weight w(e), the cut in G corresponding to the vertex partition produced by removing e from T has w(e) edges in it.
Proof. (of Theorem 3.7) Let vertices that have degree at least k in G, but do not have k edge-disjoint paths to any other vertex in G, be called dangerous vertices. We will show that every dangerous vertex must have at least three neighbors in any Gomory-Hu tree T of G. Since any tree has at most n/2 vertices with degree three or more, it follows that there are at most n/2 dangerous vertices in G. But, note that every vertex that is not dangerous must be in a k/2-edge-connected component that has at least two vertices. The theorem follows. We now show that a dangerous vertex v has at least three neighbors in a Gomory-Hu tree T . By the second property of Gomory-Hu trees, every edge incident on v in G adds a weight of one to exactly one of the edges incident on v in T . Therefore, the sum of weights on edges incident on v in T is at least the total degree of v in G, which is at least k since v is a dangerous vertex. Thus, if there are less than three neighbors of v in T , there is at least one edge (u, v) incident on v in T with weight at least k/2. But property 1 then ensures that T has at least k/2 edge-disjoint paths in G between u and v, contradicting that v is dangerous.
Consider an iterative algorithm for MEAN that runs the α-approximation algorithm for MDAN in every round with the partition defined by the k/2-edge connected components of the subgraph activated in previous iterations. By Theorem 1.1, this algorithm terminates in O(log n) iterations, thereby proving Theorem 3.6.
We now apply Theorem 3.6 to the power optimization and installation cost optimization settings. For power optimization, we can extend an algorithm due to Kortsarz et al [23] (which only considered singleton partitions P) to obtain the following theorem.
Theorem 3.8. There is an O(log n)-approximation algorithm for the MDAN problem for power optimization.
We give a new O(log n)-approximation algorithm for the MDAN problem for installation cost optimization. Recall that in this problem, every edge (u, v) has a threshold τ uv and an edge is activated iff α u,uv x u + α v,uv x v ≥ τ uv . As in the MSpAT problem, our algorithm runs in rounds, where in each round, it greedily select a star with the minimum cost-benefit ratio to add to the set of activated edges. In this problem, we define the cost of a star s centered at v as c s = max (u,v)∈s τuv αv,uv . Observe that we can activate all the edges of s by increasing the value of x v to c s and keeping the value of x u for all other vertices u unchanged. We define the benefit of s as the overall decrease in the degree requirements of the subsets in partition P when we activate the edges of s.
We first show that each round runs in polynomial time. This is simple now because we only need to consider n possible values of x v for any vertex v (corresponding to τuv αv,uv ), and calculate the benefit for each of these choices (keeping the values of all other vertices unchanged). To prove the approximation ratio, we use the following decomposition lemma.
Lemma 3.11. Suppose x v for v ∈ V activates a set of edges A in the installation cost optimization problem. Then, A can be decomposed into a set of center-disjoint stars such that all edges in a star centered at v can be activated by setting 2x v at v and 0 at the peripheral vertices.
Proof. For each edge e ∈ A, associate edge e with a unique endpoint v such that x v ≥ τe 2αv,uv , breaking ties arbitrarily if required. Now, decompose A into each vertex and its associated set of edges; these stars satisfy the lemma.
The next theorem now follows from the above lemma using standard techniques (similar to the proof of Theorem 3.1).
Theorem 3.9. The greedy algorithm for the MDAN problem for installation cost optimization described above has an approximation ratio of O(log n).
Using Theorem 3.6, we obtain an (O(log 2 n), 2)-approximation algorithm for the MEAN problem for installation cost optimization with arbitrary k. We now show that we can improve the approximation ratio for this problem to O(log n log k, 2) by using a slightly more refined algorithm.
Improved Algorithm. The next result is for installation cost optimization; a similar result can be obtained in power optimization.
Theorem 3.10. For any > 0, the approximation ratio of the MEAN algorithm for arbitrary k in the installation cost optimization setting can be improved to (O(log n log(4 + 8/ )), 2 + ).
If we choose < 4/(k − 2), then integrality of edge connectivity implies that we obtain an (O(log n log k), 2)-approximation algorithm.
The core idea in the above theorem is to exploit the greater generality of Theorem 3.7 compared to Theorem 1.1. In particular, if we are interested in a k/(2 + )-edge-connected activation subgraph, then the following lemma shows that we can terminate the greedy algorithm for MDAN early. k.
Proof. Let us order the vertices v 1 , v 2 , . . . , v n by decreasing degree in the activated subgraph. Then, the degree of v 3n/4 is at least
We terminate the MDAN algorithm once it satisfies 8+3 8+4 fraction of the total degree requirement. The following theorem shows that this modified MDAN algorithm has a better approximation ratio; Theorem 3.10 follows by setting δ = 8+3 8+4 . Theorem 3.11. If the MDAN algorithm is terminated when it has satisfied δ fraction of the total degree requirement, then the cost of the partial MDAN solution is at most O(log 1 1−δ ) times that of the optimal. Proof. Due to the early termination, the total cost of the partial MDAN solution is at most 1 nk
where OPT is the cost of an optimal MDAN solution.
Steiner Connectivity Problems
In this section, we will focus on problems where the connectivity requirement is specific to a subset of vertices (called the terminals).
4.1 Minimum Activation Path. We first give an exact algorithm for the MAP problem with terminals s, t. The algorithm mimics Bellman-Ford's single-source shortest path algorithm (see e.g. [9] ) with source vertex s, except that the dynamic program has to be additionally parameterized by the value x v ∈ D chosen at the 
•
The final output is min a∈D d(t, a) and the corresponding path given by the predecessors. The following lemma is crucial to proving correctness of the above algorithm.
Lemma 4.1. Suppose u is the immediate neighbor of v on a shortest path between s and v with x v = a. Also, let x u = b on this path. Then, the prefix of this path between s and u is a shortest path between s and u where
Proof. If not, we can replace the s to u segment of the s to v shortest path with the shorter alternative path. Since x u and x v remain unchanged, the edge (u, v) remains activated.
We now use the above lemma to prove the following lemma; setting i = n−1 in the lemma proves correctness of the algorithm. 
Minimum Activation
Flow. We now turn our attention to the MAF problem for arbitrary flow requirement k between the pair of terminals s and t. We show that this problem generalizes the following problem.
Minimum Node-weighted k-Flow (MNF). Given a node-weighted undirected graph and two terminals s and t, and a flow requirement k, find the minimum cost set of k edge-disjoint paths between s and t.
Nutov [29] observed that the MNF problem is at least as hard as the well-known -densest subgraph problem [12, 2] . Since our problem generalizes MNF, it is at least as hard as well.
To encode the MNF problem as a special case of the MAF problem, let D be the set of node weights in the graph and the activation function f uv for edge (u, v) be defined as (c u (resp., c v ) is the cost of vertex u (resp., v)): f uv (x u , x v ) = 1, if x u ≥ c u and x v ≥ c v 0, otherwise.
Minimum Steiner Activation Network.
We now give an O(log n)-approximation algorithm for the MSAN problem. We give an approximation-preserving reduction to the following problem:
Minimum Node-weighted Steiner Network (MNSN). Given a graph with k sets of terminals R 1 , R 2 , . . . , R k and weights on the steiner (i.e. nonterminal) nodes, find a minimum-weight forest spanning the terminals such that any two terminals in the same set R i are connected in the forest.
Klein and Ravi [22] gave an O(log n)-algorithm for this problem based on a spider decomposition technique. We can use this algorithm, and the reduction that we describe, to obtain an O(log n)-approximation algorithm for our problem. Given an instance of the MSAN problem on a set of vertices V with terminal sets R 1 , R 2 , . . . , R k ⊆ V and activation functions f uv , we construct an instance of the MNSN problem as follows: For each vertex v ∈ V , construct a star with |D|+1 nodes having v 0 as its center and {v a : a ∈ D} as the peripheral vertices; v 0 has weight 0 while v a has weight a. Now, connect u a to v b with an edge iff f uv (a, b) = 1. The terminal sets in the constructed graph are {v 0 : v ∈ R i }. The following theorem establishes the validity of the reduction. Proof. Suppose that in the MSAN solution, x v = a v for vertices v ∈ V and let the edges in the steiner forest be T . Then, the edges {(v 0 , v av ) : v ∈ T } and edges {(u au , v av ) : (u, v) ∈ T } connect terminals in the same set and have total node cost equal to v∈V a v . Conversely, for any solution to the MSAN instance, if there are multiple v a nodes in the steiner forest, then we only retain the node with the maximum value of a. Since the activation functions are monotonic, this retained node has edges to all nodes that were connected via the non-retained nodes. Therefore, after the transformation, we obtain a new steiner forest with at most as much weight as the original solution. Now, in the MSAN instance, set x v = a if v a is selected in the transformed solution to the MNSN instance. Clearly, all terminals in each set can be connected using these values of x v since the solution to the MNSN instance contained a steiner forest connecting terminals in the same set.
Future Work
The activation network model described in this paper opens up a new set of practically relevant network design problems. One important direction of future research is to obtain similar results in directed networks. Observe that our framework extends naturally to directed networks by removing the restriction that f uv = f vu on activation functions. However, the algorithmic techniques used here are tailored to undirected graphs, and do not, in general, extend to directed graphs. In fact, some of the results here also seem specific to undirected graphs; e.g., finding a near-optimal directed steiner tree is a major open question even in the traditional edge-weighted network model. On the other hand, other problems such as finding a near-optimal arborescence or strongly connected subgraph might be more tractable.
Another interesting direction of research is to restrict the activation functions further to obtain better approximation ratios. For example, the minimum steiner tree problem (or even the much richer generalized steiner network problem [19] ) admits constant factor approximation algorithms in edge-weighted graphs. These problems are special cases of our general framework; so is this a manifestation of some special structural property in their activation functions? Can we identify and exploit these structural properties to obtain good approximation algorithms for wider subclasses of activation functions? We leave these questions for future investigation.
