Genomics and phenomics have promised to revolutionize the field of plant breeding. The integration of these two fields has just begun and is being driven through big data by advances in next-generation sequencing and developments of field-based high-throughput phenotyping (HTP) platforms. Each year the International Maize and Wheat Improvement Center (CIMMYT) evaluates tens-of-thousands of advanced lines for grain yield across multiple environments. To evaluate how CIMMYT may utilize dynamic HTP data for genomic selection (GS), we evaluated 1170 of these advanced lines in two environments, drought (2014, 2015) and heat (2015). A portable phenotyping system called 'Phenocart' was used to measure normalized difference vegetation index and canopy temperature simultaneously while tagging each data point with precise GPS coordinates. For genomic profiling, genotypingby-sequencing (GBS) was used for marker discovery and genotyping. Several GS models were evaluated utilizing the 2254 GBS markers along with over 1.1 million phenotypic observations. The physiological measurements collected by HTP, whether used as a response in multivariate models or as a covariate in univariate models, resulted in a range of 33% below to 7% above the standard univariate model. Continued advances in yield prediction models as well as increasing data generating capabilities for both genomic and phenomic data will make these selection strategies tractable for plant breeders to implement increasing the rate of genetic gain.
T o MeeT THe fuTuRe GloBAl deMAnd for food, the current levels of crop production need to increase between 59 and 98% by 2050 compared to 2005 levels (Valin et al., 2013) . This is up to a 2.4% yield increase per year for grain crops (Ray et al., 2013) . Genetic gains in wheat yield, however, are currently estimated to be less than 1% per year Ray et al., 2013) ; much lower than the 2.4% target. To increase genetic gains and maintain a stable food supply plant breeders and geneticist need to utilize contemporary methods to enhance current breeding strategies. Genomics has long promised to revolutionize plant breeding by characterizing germplasm and allowing individual loci to be dynamically manipulated and selected for crop improvement (Beckmann and Soller, 1986 ). This promise is begging to be realized through implementation of molecular breeding and genomic selection (Poland, 2015) .
Studies have shown that genomics and marker assisted selection (MAS) can be incorporated into breeding programs often resulting in a near two-fold rate of genetic gain compared to standard phenotypic selection (Eathington et al., 2007; Battenfield et al., 2016) . Next generation sequencing (NGS) techniques have been developed that radically reduce the amount of time for marker discovery, one of the historical challenges of MAS (Xu and Crouch, 2008) . Methods such as genotyping-by-sequencing (GBS) (Elshire et al., 2011) , reduced representation libraries (Altshuler et al., 2000) , and restriction site-associated DNA sequencing (Miller et al., 2007) can be used to quickly discover thousands of markers and genotype individuals. Additionally, these approaches avoid ascertainment bias that can be present in more costly, high-throughput SNP arrays (Davey et al., 2011) . Along with providing a high number of markers, NGS methods are also very cost effective for genomic profiling of thousands of breeding lines (Poland and Rife, 2012) . In comparison to ever increasing cost associated with field trials (Bernardo and Yu, 2007; Heffner et al., 2010) , NGS provides opportunities for crop breeders and geneticist to genotype entire breeding programs (Poland, 2015) and generate dense genomic information that can be used for plant improvement (Morrell et al., 2011) .
One method utilizing this wealth of genomic data is genomic selection (GS) as first proposed by . Genomic selection simultaneously estimates all marker effects to predict total genetic value. Genomic selection works by leveraging dense marker data that covers the entire target genome so that each quantitative trait loci (QTL) is in linkage disequilibrium with a marker (Goddard and Hayes, 2007) . By simultaneously estimating all marker effects, variation can be captured that may not have identified above a significance threshold using traditional statistical approaches ). Genomic selection has been shown to be more accurate in predicting estimated breeding values in relationship to true breeding values in simulation Zhong et al., 2009) , and GS is estimated to be twice as efficient as MAS in winter wheat (Heffner et al., 2010) .
Genomic selection requires accurate phenotyping, which has long been the key to enhancing genetic gains through classical plant breeding. Phenotypic observations are collected on the training population that is then used by the GS model for predictions. The phenotypic information is used not to select individual plants per se, but to train prediction models and predict the performance of non-phenotyped individuals from their marker scores ). Thus, phenotyping plays an essential role in the success of standard phenotypic selection as well as genomic selection models. However, the ability to assess phenotypes has lagged behind advancements in genomics (Campos et al., 2004; White et al., 2012; Cobb et al., 2013) .
Recently several field-based high-throughput phenotyping (HTP) platforms have been developed to alleviate the phenotyping bottleneck. Some of the platforms have been push carts (White and Conley, 2013; Crain et al., 2016) , tractor mounted systems (Busemeyer et al., 2013a; Andrade-Sanchez et al., 2014) and aerial vehicles (Liebisch et al., 2015; Haghighattalab et al., 2016) . White et al. (2012) and Deery et al. (2014) provide detailed reviews of potential phenotyping platforms and the benefits and challenges associated with each system. While each phenotyping system is varied in its capabilities and cost, they all have the option to provide dense phenotypic data that can be used to understand crop growth. Measurements provided by HTP systems have been shown to be highly correlated to manual measurements suggesting high accuracy relative to current approaches, and many HTP platforms can measure multiple traits simultaneously ( Andrade-Sanchez et al., 2014; Crain et al., 2016) . For example, Busemeyer et al. (2013b) mapped temporal genetic dynamics for biomass accumulation using hyperspectral imaging and time of flight cameras and showed that these measurement were highly correlated to empirical measurements of biomass.
The addition of HTP platforms provides opportunities to increase genomic selection through enhancing prediction models, but the question persists of how best to incorporate this new information. Currently, most GS models are single trait models, incorporating phenotypic information on only the target trait (Jia and Jannink, 2012) . While single trait models have proven to be useful (Heffner et al., 2009 , they do not take advantage of correlations between traits (Jia and Jannink, 2012) . Often grain yield is predicted by GS models, but there are a myriad of physiological processes that culminate in grain yield (Pask et al., 2012) and well documented cases of physiological phenotypes correlated to yield (Amani et al., 1996; Gutiérrez-Rodríguez et al., 2004; Babar et al., 2006b ). In particular, HTP methodologies have been very amenable to measuring traits such as spectral reflectance and canopy temperature (CT) that have potential for use as selection tools because of their high correlations to grain yield (Amani et al., 1996; Gutiérrez-Rodríguez et al., 2004; Babar et al., 2006a) . Multiple-trait genomic selection has been proposed to leverage the shared information between correlated traits (Jia and Jannink, 2012) . However, there are few examples in literature where multiple-trait or multivariate GS models have been deployed. Jia and Jannink (2012) showed that prediction accuracies could be increased significantly for traits with low heritability through multivariate GS models that include correlated traits to the trait of interest. Calus and Veerkamp (2011) also found that higher genomic prediction accuracy could be achieved by using multi-trait GS models. Their study found that multi-trait models performed better when there were high genetic correlations between traits resulting in up to a 0.14 increase in accuracy, with accuracy being the correlation between estimated and observed phenotypic values. Even with low genetic correlations they found a small increase in GS model accuracy that incorporated multiple traits. While both examples show enhanced predictive ability for the multi-trait model, it is difficult to ascertain how the models would perform in a large-scale wheat breeding program, particularly because of the large use of simulated data.
Recent work by Rutkoski et al. (2016) evaluated how to incorporate vegetation indexes and CT measured on a plot level by aerial hyperspectral and thermal imagery into GS models. Their findings showed that incorporation of phenotypic traits could improve prediction accuracy by as much as 70% compared to using univariate models alone when using a multivariate genomic best linear unbiased predictor (GBLUP). Their work shows the promise of combining genomic selection and HTP measurements. Thus, we examined how to 1) best incorporate dynamic HTP data into different GS models through comparison of single and multi-trait GS models in abiotic stress environments based on model prediction accuracy, 2) utilize a single or multiple different sensors for HTP measurements in GS models, and 3) assess the potential for using ground-based high-throughput phenotyping platforms for selection decisions large breeding nurseries.
Materials and Methods

Field Trial Design and Management
The wheat breeding program at the International Maize and Wheat Improvement center (CIMMYT) evaluates elite lines for grain yield performance across multiple environments in Campo Experimental Norman E. Borlaug (CENEB), Ciudad Obregon, Sonora, Mexico. We utilized three of these elite yield experiments conducted under drought and high temperature stress conditions in 2014 and 2015 for our study. Each year, the experiments consisted on 1092 advanced lines, which were further subdivided into 39 trials to manage the spatial variability. Each trial had three replications of 28 entries and two checks that were sown in an α lattice design with five subblocks and six entries per block. The drought environments were sown with a plot size of 4 m × 1.3 m and received 180 mm of irrigation through drip irrigation throughout the growing season. In the high temperature stress environment, the trials were sown on raised beds of 80 cm with a plot length of 2.8 m. For clarity within this study, environment refers to the drought or heat stress imposed experimental conditions, experiment refers to each year-environment combination (three experiments; 2014 Drought, 2015 Drought, and 2015 and trials refer to subsets of plots within each experiment that contained three replicates of breeding lines arranged in an α lattice designs.
Phenotypic Data Collection
Plant height and days to heading (Zadok's Growth Stage 55, Zadoks et al., 1974) were collected in all plots, and days to maturity (Zadok's Growth Stage 87, Zadoks et al., 1974) was only collected in the first replicate. Grain yield was determined at maturity by combine harvesting the whole plot.
We used the Phenocart (Crain et al., 2016) to collect normalized difference vegetation index (NDVI) and CT from heading until physiological maturity (Table 1) . The Phenocart collects georeferenced NDVI and CT data, and after assigning data to plots resulted in an average of 34 subsample measurements per plot for each sample date. To collect data from all of the plots required five to seven hours depending on walking speed. Because of the time limitation, most often the entire experiment area was taken over the course of two consecutive days for a given time point during the growing season. To efficiently record data, the Phenocart was pushed along columns of plots rather than following individual trial layout (Fig. 1) . With the GreenSeeker being an active sensor, the fluctuations in NDVI values due to changing ambient conditions were insignificant during the course of the day (Kipp et al., 2014) . Canopy temperature, however, was corrected as described below to compensate for ambient temperature changes resulting from the data collection pattern as noted in the data processing section.
HTP Data Processing and Analysis
For each experiment, we collected three to four sets of observations from heading until physiological maturity. For each time point of data collection, we processed the data as follows: 1) assigned data to a single plot using methods similar to Crain et al. (2016) , 2) calculated heritability for each individual trial for each measurement day, and 3) calculated genotype best linear unbiased predictors (BLUPs).
Broad sense heritability (H 2 ) was calculated as the ratio of the genetic variance to the phenotypic variance, also known as repeatability (Piepho and Möhring, 2007) . A high H 2 is indicative of higher precision, and has been related to higher predictive ability for secondary traits correlated to grain yield (Crain et al., 2017) . We computed heritability for each individual trait (e.g. single trait on given date) on a trial basis as (Fehr, 1987 ):
where s 2 g is the genotypic variance, e s 2 is the variance between plots, and d s 2 is the residual variance (within plot variance), r is the number of replications and s is the number of subsamples per plot. For traits with only a single measurement (e.g., grain yield) the model simplifies to:
because there is no variance attributed to subsampling.
Because CT can be affected by ambient temperature (Pask et al., 2012) , we assessed several methods with which to compensate for this observed problem. We tested spatial correction of the raw data by 1) normalized by pass of data collection, 2) modeling the data with a time of observation covariate, and 3) modeling data with a covariate for days to heading. For each of these correction approaches we assessed heritability of the corrected data compared to the heritability of the raw data. We chose the method with CT data normalized by pass of data collection as this method gave the highest heritability (repeatability) of CT data which suggested that ambient environmental fluctuation had been minimized. After performing the data normalization, the transformed data was used to calculate BLUPs.
Best linear unbiased predictors for each genotype were calculated by fitting the following mixed model to the α lattice design for each trial as:
where y ijkl is the phenotype observation for the trait of interest, μ is the overall mean of the population, a is a fixed effect covariate for days to heading, i g is the random genotype effect of entry i distributed as iid ( )
r is the random effect for the j replication distributed as iid ( )
b is the random effect for the k block nested within replication distributed as iid ( ) 
Î is the line residual distributed as iid
d l ijk is the l subsample nested within i genotype, j replicate, k block and is the model error variance distributed as iid
. For traits measured without subsamples (e.g., yield), the term ( ) d l ijk is removed from the model. Missing phenotypic data was imputed with an expectation maximization algorithm using the Amelia R package (Honaker et al., 2011) and Pearson correlations between BLUPs for HTP traits and grain yield were calculated.
Genotypic Information
Wheat lines were genotyped using GBS following protocols by . Single nucleotide polymorphisms (SNPs) were called using the TASSEL GBSv2 pipeline (Glaubitz et al., 2014) using the Chinese Spring reference genome (International Wheat Genome Sequencing Consortium, 2014) . Initial SNP calling resulted in 2079 individuals from the three experiments and 19,583 markers. Individuals with more than 85% missing data were excluded from the final data set. Filtering the genetic loci consisted of: 1) excluding markers with MAF less than 0.05, 2) excluding markers with greater than 5% heterozygosity, 3) excluding markers with more than 30% missing data. We imputed the data set with Beagle version 4.1 (Browning and Browning, 2016) and then removed markers that were in complete linkage disequilibrium with another marker. After filtering, the final genotypic marker set included 2031 individuals and 2254 markers.
Genomic Prediction
We evaluated genomic prediction for grain yield using several statistical models. A univariate-single trait model (uniGS), a model using only HTP traits as predictors (HTPr), a genomic model with phenotypic covariates (GS+HTP), and a multi-trait model that included grain yield, NDVI and CT for responses (multiGS) were fit for each experiment individually. The GS models were evaluated using partial least squares regression (PLSR), elastic net (EN), and GBLUP. The R packages pls (Mevik et al., 2013) , glmnet (Friedman et al., 2010) , and asreml (Butler, 2009) were used to fit the PLSR, EN, and GBLUP models, respectively. The EN and PLSR models used functions that were adapted for the GSwGBS package (Gaynor, 2015) . A detailed review of the mathematical models for GS is given by Lorenz et al. (2011) and Heslot et al. (2012) . All models were fit in a two-step process, first fitting BLUPs for each genotype and trait, and second fitting the GS model with the calculated BLUPs and genomic markers.
The general form that markers and predictors entered the models are: uniGS-A univariate formula for grain yield
where GY is the BLUP for grain yield from the mixed model Eq.
[3], μ is the overall mean, Z is an (n × m) matrix assigning markers to genotypes and u is a (1 × n) array of random effects of markers, and ε is the residual error. The HTPr (HTP with multiple regression)-A univariate model predicting grain yield with only the measured HTP traits. Table 1 . Days of phenotypic observation, Ciudad Obregon, Mexico, for normalized difference vegetation index (NDVI) and canopy temperature (CT) for each experiment along with the total number of collected data points and average number of data per plot. The average number is sum of NDVI and CT data combined. 
where HTP traits are fixed effects represented by X , which is a matrix of individual observations for each time of CT and NDVI measurements and b are the fixed effect of HTP measurements. GS+HTP-A univariate model for grain yield that included covariate predictor traits.
which combines Eq.
[4] (genetic markers as random effects) with Eq.
[5] (phenotypic observations as fixed effects).
MultiGS-A multivariate model predicting grain yield along with HTP traits NDVI and CT. where n is the number of traits (grain yield, CT, and NDVI), t 1 .is a vector of BLUPs that have been predicted using Eq. [3] . Matrix X is a design matrix of fixed effects, which simplifies to a vector of 1 for each trait representing the mean as only the markers were entered in this equation. The Z matrix represents the random marker matrix for each trait, with each trait also having a random error term represented by 1..n e . In addition to fitting predictor traits for each individual day, BLUPs for NDVI and CT were averaged across the different time points of measurement as this reduced the computational time in fitting the multivariate models. For the multivariate GBLUP, this resulted in fitting the model as where t gy , t CT_AVG , and t NDVI_AVG are predicted grain yield, averaged CT, and averaged NDVI respectively, with average CT and NDVI consisting of three to four measurement dates. This compares to using each individual HTP observation as: where each t Trait_observation , corresponds to each measurement date. Using Eq.
[8] made the model both feasible and significantly faster to compute, in comparison to fitting each observation date. Along with fitting models using both NDVI and CT, we also fit the same models with only NDVI or CT to compare the effect of individual predictor traits.
To evaluate the accuracy of the GS models, we used cross-validation where the data from each experiment was divided by individual trials within the experiment. This division followed from the experimental design and represented 39 trials and subsequently a 39 fold crossvalidation. The most closely related lines (e.g., full-sibs) are arranged within the same trial, thus cross-validation on trials presents a realistic application of GS when predicting into new sets of breeding lines. If a random sample of genotypes was used for the cross-validation, it is likely genetically similar lines would be used to predict line performance possibly biasing the results. Thirtyeight of the divided data sets were used to train the prediction model, and from the trained model predictions were made on the final fold. The cross-validation was repeated for each trial predicting all genotypes one time.
Along with developing GS models within each experiment we evaluated the models for prediction across experiments, using each experiment to predict the other experiments. For the prediction across experiments, the cross-validation proceeded similarly to within experiment evaluation, however, if the same genotype was in the training and testing set, the line was removed from the training set before prediction. This ensured that no individual line would contribute to predicting its own performance.
For the MultiGS model, grain yield was masked from the prediction set similar to the methods in Rutkoski et al. (2016) . For this model, CT and NDVI entered the model for all genotypes, with only the prediction set having a masked grain yield value. In application, this would represent a breeding program that had CT and NDVI collected throughout the growing season, but had not yet harvested the plants, and could select and harvest plants based on prediction values. The prediction accuracy was determined by Pearson correlation coefficient between the observed values and the cross-validated genomic estimated breeding value across all folds of cross-validation. We present the correlations directly and did not divide the correlation coefficient by heritability, as this introduces additional error from the heritability calculation (Heslot et al., 2012) . All data sets and scripts are available from the Dryad Digital Repository: https:// doi.org/10.5061/dryad.7f138.
Results
Phenotypic Data Collection and Processing
Using the Phenocart (Crain et al., 2016) , we generated dense phenotypic data on three experiments. Over the growing season we collected nearly 400,000 data points for each experiment with three or four observations per growing season (Table 1) . Many of the observation days for CT had clear patterns that were highly associated with the time of measurement (Fig. 2a) . The CT data was normalized to account for the ambient environment effects resulting in the average heritability for CT across all trials increasing from 0.34 to 0.55 (Fig. 3) with a range of H 2 from 0.00 to 0.91 for the normalized data. Additionally, we observed a negative correlation with grain yield which is consistent with previous studies (Balota et al., 2008; Crain et al., 2016) , further confirming the data transformation was suitable (Fig. 4) . The range of H 2 for NDVI was 0.00 to 0.99 with the average H 2 over all trials at 0.81 (Supplemental Table S1 ). The overall high heritability of NDVI indicated that these measurements were less influenced by the ambient conditions than CT.
Genomic Prediction Accuracy within Experiments
To effectively utilize the HTP data both in terms of data collection and computational efficiency, we fit the GS models in two ways: 1) with the HTP BLUPs averaged by trait for all measurements (Eq. [8]) and 2) each individual HTP measurement (Eq. [9]). Using the averaged HTP traits (Table 2) resulted in predictions that were similar to, or higher than, using all data in the prediction for most cases except for the HTPr models (Supplemental Table S2 ). Even though there were large differences for HTPr models that used averaged data or all observations, on building more complex models through incorporation of genotypic markers model performance between average data and all data converged to similar prediction accuracy. Based on the fact that complex models including genotypic effects were similar in accuracy with averaged and all data, we used the averaged data for all subsequent analysis.
Across the three experiments there were large differences in prediction accuracy among and within experiments (Fig. 5) . We used three distinct models (PLS, EN, GBLUP) for genomic prediction and assessed their accuracy using cross-validation with accuracy reported as the Pearson correlation coefficient between BLUP for grain yield and the predicted value for grain yield. The prediction models tended to perform similarly across experiments with EN and GBLUP consistently outperforming PLSR models. With the exception of the PLSR models, the addition of HTP traits to the genomic models tended toward higher accuracy although not statistically different than the univariate GS model. The GBLUP models had the highest increase in accuracy when HTP data was incorporated in the model. The multiGS GBLUP resulted in an average of 7% increase in accuracy compared to marker (uniGS) selection across the three experiments with the increase ranging from −5% to 20%. The EN methods showed positive increases in accuracy prediction compared to univariate GS, and GBLUP results varied with the particular model used, although none of the predictions were statically different from the univariate GS model. The HTPr models were the most variable from providing the highest prediction for the Heat 2015 experiment to having negative correlations for the Drought 2015 experiment (Fig. 5) .
Genomic Prediction Accuracy of Single Predictors
Along with fitting the GS models with both NDVI and CT, we fit the models using each predictor trait (NDVI or CT) by itself. Across all experiments, the data followed similar trends to fitting the full models with both NDVI and CT. The PLSR models had lower predictive ability, and HTPr models show more variability than the more complex GS models. For the GS+HTP models there was a slight trend that CT provided higher predictive ability than NDVI, although this was within the confidence intervals for the models. Excluding PLSR, the mulitGS models with both NDVI and CT provided equal or better predictive power over the univariate models across all environments with an average 3% gain for each trait (Table 2) . Within each environment the accuracies were not statistically different and ranged from −5 to 20% of the univariate models.
Genomic Prediction Accuracy across Experiments
In addition to examining within experiment predictions, we also assessed how across environment predictions would be influenced by the addition of HTP data. We used each experiment to predict the other experiments for all models (Fig. 6) . For all across experiment predictions, the accuracies were low with r = 0.1 as the highest average for any set of models across the six prediction sets. The HTPr models were much more inconsistent providing the highest predictions for three of the data sets and then having low or even negative correlation for the other three data sets. While the accuracy varied among prediction sets, models using genetic data (uniGS, GS+HTP, multiGS) tended to consistently provide positive predictions. The PLSR models tended to have lower accuracies than the EN and GBLUP models continuing the general trend observed within experiment predictions.
Discussion
Phenotypic Data Collection and Processing
With the development of effective field-based HTP platforms (Busemeyer et al., 2013a; Andrade-Sanchez et al., 2014; Barker et al., 2016; Crain et al., 2016) scientists have access to more data than ever before to predict line fig. 2 . Canopy temperature (CT) data for 3510 plots in the drought 2015 experiment color coded by temperature reading. Panel A shows the raw CT data that was obtained collecting data column by column ( fig. 1 ). The data collection was over 2 d, and there are clear differences in the right and left portions showing environmental differences due to day as well as daily changes. day 1 shows an increasing temperature progression from left to right corresponding to increasing temperatures over the period of time during measurement. Panel B is the temperature differences normalized by column. The inter-and intra-daily gradients have been effectively removed, along with the minor spatial patterns, there are also differences among genotypes.
performance. The most effective utilization of this data remains challenging, in particular for large field trials where daily environmental changes can occur throughout data collection. Due to the length of time to collect the data and the large data sets obtained we investigated how best to use CT as it is influenced by diurnal environmental conditions. We evaluated several models to remedy this problem, and we choose to normalize data by pass of data collection (Fig. 1) as this model gave the highest broad-sense heritability across all trials. This normalization aggregated small time periods (1-3 minutes) of data collection during which ambient changes should be minimal and then normalized the data so that observations were deviations from the mean. This effectively compensated for nonrandom diurnal temperature variation in CT (Fig. 2a and 2b) . The NDVI measurements from each trial were used without correction, as the GreenSeeker was an active sensor which limits effects due to environmental variation (Solari et al., 2008) , and the observed values changed little within the day or from 1 d to the next. Based on our data, it appears that sensor readings can be standardized to better reflect the true biological information that is present in the field. While we have used a normalization technique, other sensors may require a different type of calibration. Nevertheless, this finding is useful for scientists trying to collect dynamic measurements over large field trials.
Genomic Prediction
We evaluated several different GS models to identify the best approaches to leverage genomic information and HTP measurements. As GS can be applied to enhance plant breeding by reducing the time per breeding cycle Heffner et al., 2009) and HTP data can increase the accuracy of phenotypic selection and training models for GS prediction (Cobb et al., 2013) , the combination of GS and HTP should translate to higher genetic gains in the field. Overall, we found several trends including 1.) the addition of HTP data increased, or was equal to (e.g., not significantly lower than), GS model performance. 2.) environments that had low heritability for grain yield (Drought 2015 average H 2 = 0.68) had worse prediction performance than environments with higher heritability for grain yield (Drought 2014 and Heat 2015, H 2 = 0.94 and H 2 = 0.82 respectively), and 3.) the HTPr models exhibited the most fluctuation in model performance from highest accuracy in one experiment to no accuracy or even negative correlations in another. To try and understand this range of differences, we observed the correlation between BLUPs for grain yield and HTP traits, Table 3 and Supplemental Table S3 . For NDVI relationship to grain yield in Drought 2015, the average of the three dates had a correlation of r = 0.01; however, by individual date the correlation ranged from -0.20 to 0.37. This trend was also seen with Drought 2014, but not in the Heat 2015 environment. Understanding the physiological factors leading to this contrast could help with improved genotype-by-environment predictions and predictions into new environments.
While the PLSR and EN models were computationally efficient, the GBLUP methods required much more computation time, thus we fit each model with all of the HTP traits and the same models with the average of the HTP traits, Eq. [9] and [8], respectively. While the models utilizing genetic data did not change significantly from using averaged or all data, the simple HTPr models fluctuated greatly in performance. Using all data observations in the HTPr models may have allowed one or two highly predictive measurement sets to influence the final prediction. This may be best exemplified by the fact that using all HTP data (8 HTP variables + grain yield) resulted in higher HTPr accuracy for PLSR prediction; however, the multiGS PLSR prediction using averaged data (average NDVI, average CT, and grain yield) had a 0.12 increase in correlation Table 2 . Genomic prediction and 95% confidence intervals (CI) for prediction accuracies for three different genomic selection (GS) models, in three experiments and two HTP sensors, fit with average normalized difference vegetation index and canopy temperature best linear unbiased predictocrs (BLUPs) from all observations. Accuracy is given as Pearson correlation between BLUPs for grain yield and the observed value for grain yield. uniGS is a univariate model with only genetic markers, HTPr is a univariate model for grain yield predicted with only high-throughput phenotyping traits, GS+HTP is a univariate model for grain yield with high-throughput phenotyping traits as covariates, and multiGS is a multi-response GS model with both grain yield and high throughput-phenotyping traits as responses. coefficient accuracy compared to the same model using all data (Table 2 and Supplementary Table 2 ).
In addition to evaluating model performance, we also examined how individual predictor traits (NDVI or CT) affected model accuracy. This allowed for an assessment of which traits may be better suited for data collection, thus guiding future HTP research and data collection. While including a single trait resulted in gains over univariate models, using both traits together resulted in an average 7% gain for the mulitGS GBLUP model (Table 2) suggesting that the HTP traits could act in an additive fashion. These results provide evidence for collecting multiple phenotypic traits if possible within breeding programs.
Finally, we applied across experiment prediction to all environments, representing a realistic application as breeding programs would likely leverage breeding nursery data across years and locations and into new, untested environments. Overall, the prediction models had low accuracy, which would be expected as the introduction of genotype-by-environment interactions increase and were not modeled here. Both the GBLUP and EN multiGS tended to provide a higher accuracy over uniGS models, but the low nature of all predictions would be challenging to apply across environment prediction within a breeding program.
Model Assessment
Genomic selection has the potential to revolutionize plant breeding programs (Desta and Ortiz, 2014) . Determining how best to utilize this information in concert is needed to allow breeders to maximize resources and achieve maximum genetic gains. In this study, we have examined several possibilities to incorporate HTP information into genomic selection models, based on our future vision that breeding programs will have genomic profiles available for all breeding lines and that high-throughput phenotyping will become routine. While our findings show that HTP traits can be used to improve model performance over univariate GS models alone, there may be additional ways to increase model accuracy. We have used all data, representative of a breeding program, but application of GS model optimization could ensure that maximum variation is captured in the training set (Isidro et al., 2015) or that low predictive phenotypes are removed from the training set .
Across environments, the models displayed several trends. Partial least squares regression models usually had the lowest prediction accuracy. The GBLUP models performed the best when using multiGS compared to other models. Model performance may be due to the assumptions that each model inherently makes and how the models utilize the data. For example, partial least squares regression is a model that extracts latent variables and is useful when there are a number of variables and their relationships are not clearly understood (Tobias, 1995) . Latent variables are extracted as linear combinations from the original data sets (both predictors and response) and the latent variables are chosen to maximize the predicted response (Lorenz fig. 5 . Performance of genomic selection (GS) across three experiments. each panel represents one experiment area with the three different GS models. The x axis is grouped by statistical model, PlSR partial least squares regression, en elastic net, and GBluP genomic best linear unbiased predictor. The colored bar plots represent four model formulations that are only genetic data (uniGS), only phenotypic data (HTPr), genetic data and phenotypic covariates (GS+HTP), and multi-response for grain yield and HTP (multiGS). Model accuracy are given on the y axis in terms of the correlation coefficient between the predicted best linear unbiased predictor (BluP) for grain yield and the observed BluP for grain yield with error bars representing 95% confidence interval. et al., 2011). Within our data set, we have variables which are expected to have relationships to yield from previous research (Amani et al., 1996; Gutiérrez-Rodríguez et al., 2004; Babar et al., 2006b) , and the GS method like PLSR may be identifying these known associations. Elastic net penalizes the models when the number of predictors (marker set) is much larger than the number of observations (genotypes). It functions by both selecting variables (markers are dropped from the model) as well as imposing shrinkage on the variables that remain in the model (Zou and Hastie, 2005) . Using HTP variables, would allow the EN method to single out a few predictors and drop other terms (markers) while still maintaining or improving model performance over the uniGS models. The EN model could fig. 6 . Performance of genomic selection (GS) models using cross environment prediction, using one environment to predict other environments. each panel represents one experiment predicted by another experiment, for example Panel A uses the 2014 drought information to predict the 2015 drought environment. The x axis is grouped by statistical model, PlSR partial least squares regression, en elastic net, and GBluP genomic best linear unbiased predictor. The colored bar plots represent four model formulations that are only genetic data (uniGS), only phenotypic data (HTPr), genetic data and phenotypic covariates (GS+HTP), and multi-response for grain yield and HTP (multiGS). Model accuracy are given on the y axis in terms of the correlation coefficient between the predicted best linear unbiased predictor (BluP) for grain yield and the observed BluP for grain yield with error bars representing 95% confidence interval.
effectively choose variables that result in the highest prediction using markers or HTP data as relevant. For example, in Fig. 5 Panel A, 2014 Drought, the HTPr model is similar to the uniGS model suggesting that much of the predictive power is included in the HTP traits. In Panel B, 2015 Drought, the HTPr model has no predictive power and thus in the GS+HTP model the information used for prediction is contained in the genetic markers. The GBLUP methods are a popular statistical technique to perform GS using random regression best unbiased prediction (RR-BLUP; Lorenz et al., 2011) . In RR-BLUP, the typical least squares estimates are shrunken toward zero using a penalty term that reduces collinearity between predictors but keeps all predictors (Lorenz et al., 2011) . Keeping all predictors could account for the difference in EN and GBLUP model performance for the HTP+GS methods (Fig. 5) . The implicit assumptions that each method imposes on the data also assert practical limits on the utility of the methods.
Due to computational constraints, we only fit the muliGS model with HTP data that had been averaged across all days; however, its prediction was often the highest or not significantly different from the highest performing models. Application of dimensional reduction techniques such as matrix decomposition (Mrode, 2014) may allow for faster model fitting and for the addition of more traits given that the number of effects (variance and covariance parameters) rise linearly with the addition of more traits and observation time points. As phenotyping programs expand the number of traits measured and the frequency of measurements making efficient computational use of the data will be an active area of research. Currently, the models selected by a breeding program may depend on the use of the predictions. For a breeding program HTPr models may work well for decisions in advancing lines to further generations while providing fast computation. This selection method would be best suited within individual environments as two out of three environments had high HTPr prediction accuracy (Fig. 5) . The application of HTPr models is limited to field trials as the model provides no information about the underlying genetic architecture and can only be assessed on the same experiment that the line per se is evaluated. However, if a breeder wanted to select lines to add in the crossing block GBLUP methods may be more appropriate in representing the potential breeding value based on genomic composition.
Conclusions
Sustaining food production into the future will be challenging with expected population increases and limited availability of land and resources (Hawkesford et al., 2013) . To meet the expected increase in demand, a marked increase in genetic gain is needed. We investigated several GS methods and the how best to model the phenotypic information. Utilizing HTP traits can improve model performance, thus enabling more accurate selection of superior breeding lines from larger populations. Regardless of the specific models used for HTP, the incorporation of HTP into prediction models seems effective in increasing selection accuracy. The advances in genotyping combined with efficient phenotyping platforms will continue to push the integration of genomics and phenomics for breeding and genetics. By utilizing both genetic information and phenotypic data, it is expected that breeders will be able to more efficiently identify and select superior higher yielding crop varieties. ** Significant at the 0.01 probability level.
*** Significant at the < 0.001 probability level. †Genotypes differed between years preventing comparison of same genotypes.
