First-spike latency at the level of auditory cortex appears to correlate well with sound source direction. However, an unsettled issue with latency as a neural code is the apparent lack of temporal marking for the onset of the stimulus. One possible resolution is that relative ensemble latencies could be decoded rather than absolute latencies. How an ensemble timing referent might inform a theoretical ideal observer remains largely unexplored. A likelihood approach is derived for decoding sound direction from a sample population of cortical neurons in cat auditory cortex based on relative first-spike latencies, and is evaluated using Fisher information.
INTRODUCTION
Latency from stimulus onset to the first evoked action potential (first-spike latency) in the auditory cortex appears to correlate well with the direction of sound sources in space [13, 3, 12, 4] . Furthermore, response latency has been shown to carry a significant proportion of the information for the physical stimulus in addition to spike count [9, 17] . An unsettled issue with respect to the use of latency as a neural code for sound direction is the apparent lack of temporal marking for the onset of the stimulus. This problem is not specific to directional coding in the auditory system, but is problematic for decoding strategies that have been proposed in visual cortex as well [7] . The obvious resolution is an internally available global time marker, such as a collective oscillatory pattern of activity [10] . An alternative resolution is that latencies relative to one another in an ensemble of neurons could be decoded rather than absolute latency [4, 5, 8] .
How an ensemble timing referent might inform a theoretical ideal observer remains largely unexplored. Recently we described a formal method for decoding sound location from a population of cortical neurons in field AI of the cat based on maximum likelihood estimation from absolute first-spike latencies [11] . An extension to this approach is to replace the unknown stimulus onset by the first observed spike in an ensemble cortical population. Under this scenario, the observer measures subsequent evoked first-spikes within the ensemble relative to the first poststimulus neural event in the ensemble. Although still based on parametric timing, this approach is related to the statistically nonparametric rank-ordered decoding described by Gautrais and Thorpe [6] . Using a relative referent, rather than absolute, implies that all of the ensemble neural events are temporally shifted by some unknown common value relative to the physical onset of the stimulus. In the following equations, j x reflects the latency of the j th neuron in the ensemble relative to that of the first poststimulus event evoked by one of the neurons in the ensemble. Any member of the ensemble could produce the first spike in the ensemble. By definition the neuron with the shortest absolute latency will be assigned the value of 0 (see Fig. 1 ). λ is the common latency across the ensemble of neurons, and hence it reflects the parameter that "binds" the ensemble responses to the stimulus onset. The statistical model of the relative latency j x can be expressed in terms of the j th receptive field model
common latency λ , and error termε as follows
where the probability density of the latency noise term ε is assumed to be Gaussian with homoscedastic variance based on our prior analyses of spike latency in cortical field AI . The variance term actually does depend to some degree on the mean latency in our data, however for purposes of this study, the variance 2 σ is assumed to be independent of the mean. The probability density function can now be written as follows:
The parameter λ is presumably not meaningful to the animal per se -and its contribution to the model seems almost tautological. But λ is only inconsequential when the stimulus onset is known by the observer, and thus λ is known. The observer depends on λ only in that it is necessary for constructing the probability density about the relative decoding of first-spike latency with respect to the first-spike in the ensemble. In this paper, an approach to deriving a likelihood function that removes this dependency on λ is shown, thus allowing the observer to rely on only the ensemble vector of relative response latencies x . Given that some form of this likelihood function is represented in cortical circuitry, maximization may be possible by recursive neural processing [16] .
METHODS
We have recently described a methodology by which cortical receptive fields that depend on the location (azimuth θ and elevation φ ) of a virtual sound source in space (see Fig. 2A ) can be functionally modeled [12] . The methods used to collect the single neuron responses that constrain the receptive field models are described in [3] , and are briefly summarized here.
Barbiturate-anesthetized cats were fitted with hollow earpieces sealed into the external ear canals through which virtual acoustic space stimuli [15] 
The shortest latency corresponds to the best response of the cortical neuron, and its location is defined by j α and j β . j κ specifies the width or radius of the receptive field, and the vector b contains weights whose dimensionality could extend to accommodate a linear combination of basis functions. Although we have found these basis functions to yield accurate models of spatial receptive fields, the analysis described here does not depend on any specific receptive field model. The latency noise within the neural ensemble is assumed to be independent, such that the resulting likelihood function across N neurons can be written as
Expanding the likelihood function, and collecting the λ term yields
which factors out λ into a second exponential term. In the statistical literature, λ would commonly be referred to as a nuisance parameter, and indeed several methods exist for removing nuisance parameters [2] . Under conditions where there are a small number of fixed nuisance 
and therefore
6 Back-substituting the ML estimate λˆfor the parameter λ of Equation 5 yields
which is no longer dependent on λ . The second exponential term now contains the mean over the response latencies and the mean over receptive fields ( ) φ [14] , and denoted
. The profile likelihood can now be used by the observer to obtain point estimates of the parameters of interest, θ and φ by whatever means of maximization. In the following examples φ is assumed to be fixed (or known) in order to simplify the analysis, as well as for purposes of display. An ensemble of 65 modeled neurons was employed in the analysis. The spatial distribution of the sample is shown in Fig. 2C with contours corresponding to the iso-intensity at 50% up from the shortest latency located at coordinates j α and j β (center circles). A cross-section as a function of azimuth at °0 elevation is shown in Fig. 2D . In this study the radius of the receptive fields were fixed across the ensemble. The likelihood functions are derived from an additional 65 neurons that are a reflection of the original sample of 65 neurons about the midline in order to account for the contribution of neurons in the opposite cortical hemisphere.
RESULTS
To investigate the impact of decoding sound direction from first-spike latency timed off the ensemble referent, first-spike latencies were sampled from a specific sound direction. Then the profile likelihood function was evaluated and compared against the likelihood function without the introduction of λ , that is, assuming the stimulus onset to be known. Fig. 3 shows the two log transformed likelihood functions for four azimuthal (θ ) sound directions on the left side of the animal assuming that φ is fixed at °0 . The maximum of the log-likelihood functions would provide the ML estimate of θ , given the observed responses. As can be seen, both log-likelihood functions have nearly the same maximum. However, the impact of introducing the binding parameter λ can be observed in the slight flattening of the profile log-likelihood function near the global maximum in Fig. 3B (-95° ). The consequence of the flattening is that estimates of the maximum would be somewhat more variable. However, differences near the maximum appear to be small at the other sound source directions shown in Fig. 3 The Fisher Information matrix reflects the amount of information available for estimating each parameter from the data (neural responses x ), and is related to the curvature of the loglikelihood function near its maximum [1] . Again φ is assumed to be fixed and therefore will not contribute to the information matrix in this study. The full matrix of course needs to be considered, however, the impact of λ is more difficult to interpret with the full 3 by 3 matrix.
The Fisher information matrix for just two of the parameters can be defined as
. (9) The cell in the upper left is the Fisher information for estimating θ and the cell in the lower right is the Fisher information for estimating the nuisance parameter λ for the profile likelihood.
The off-diagonal cells reflect the cross-information between θ and λ , and will evaluate to zero if the two parameters are orthogonal. Evaluating the derivatives and expected values of each cell in Eq. 9 yields 
Contrast Eq. 11 with the variance lower bound under conditions when the stimulus onset is
which is a simple scalar inverse of the Fisher information for estimating θ . The difference between Eqs. 11 and 12 is due to the non-zero cross-information term, which due to its squaring, must necessarily inflate the lower bound in Eq. 11 with respect to Eq. 12. The magnitude of this inflation depends on the gradients of the space receptive fields for a particular sound direction.
To better illustrate this comparison, plots of the respective CRLBs are shown for values of θ (azimuth). First, it is interesting to note the general trend for both functions. The minimum of both CRLB functions, hence the best acuity, is found at °0 azimuth -a finding that parallels psychophysical performance in most animals. Second, a bump in both CRLB functions occur in the region lateral to the midline where the receptive field gradients tend toward zero, that is, where the first-spike latency is at its minimum. Of course this is where Fisher information declines as well. From these plots we can also infer that the greatest impact on estimation variance or error from using the ensemble first-spike as the timing referent is in this region.
However, the relative difference between the two CRLB functions is actually quite small for all directions, suggesting that the impact of profiling over λ is rather small.
DISCUSSION
In this paper we have shown how an ideal observer, given the likelihood function for measured first-spike latencies timed to the first evoked spike in an ensemble of neurons, can reliably estimate sound direction. When the stimulus onset is unknown, the likelihood function is dependent on a common latency that must be eliminated, or profiled out, in order to estimate the parameters of interest, in this case θ and φ . Given our modeled ensemble, based on measured space receptive fields in the cat, the impact of profiling out the nuisance parameter λ is small.
This suggests that decoding first-spike latency using the first evoked spike in the ensemble is a viable approach, and one that a neural system could employ quite successfully without knowledge of when the stimulus was turned on. Furthermore, the profile likelihood is not sensitive to shifts in ensemble first-spike latencies that result from changes in sound source 
