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In this paper, we deal with a fast diffusive polytropic ﬁltration equation
∂u
∂t
= ∂
∂x
(∣∣∣∣ ∂um∂x
∣∣∣∣p−2 ∂um∂x
) (
1< p < 1+ 1
m
)
in R+ × (0,+∞), subject to a nonlinear boundary ﬂux −| ∂um∂x |p−2 ∂u
m
∂x (0, t) = uq(0, t),
t ∈ (0,+∞). We ﬁrst get the behavior of the solution at inﬁnity, and establish the critical
global existence exponent and critical Fujita exponent for the fast diffusive polytropic
ﬁltration equation, furthermore give the blow-up set and upper bound of the blow-up rate
for the nonglobal solutions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following polytropic ﬁltration equation:
∂u
∂t
= ∂
∂x
(∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x
)
, (x, t) ∈R+ × (0,+∞), (1.1)
subject to a nonlinear boundary ﬂux and initial value conditions
−
∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x (0, t) = uq(0, t), t ∈ (0,+∞), (1.2)
u(x,0) = u0(x), x ∈R+, (1.3)
where m > 0, p > 1, q > 0, and u0(x) is a nontrivial, nonnegative, bounded and appropriately smooth function. In this paper
we assume that p satisﬁes
p < 1+ 1
m
. (1.4)
The particular feature of Eq. (1.1) is its power- and gradient-dependent diffusivity. Eq. (1.1) and its N-dimensional version
arise in some physical models such as population dynamics, chemical reactions, heat transfer, etc. In particular, Eq. (1.1) may
be used to describe the nonstationary ﬂow in a porous medium of ﬂuids with a power dependence of the tangential stress
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ﬁltration equation, which has been intensively studied since the last century (see [5,13–15] and references therein). The
nonlinear boundary condition (1.2) can be used to describe the inﬂux of energy input at the boundary x = 0. For instance, in
the heat transfer process, (1.2) represents the heat ﬂux, and hence the boundary conditions represent a nonlinear radiation
law at the boundary. This kind of boundary condition appears also in combustion problems when the reaction happens only
at the boundary of the container, for example because of the presence of a solid catalyzer, see [9] for a justiﬁcation.
We rewrite Eq. (1.1) into the following form:
ut = a(u,∇u)uxx +mp−1(m − 1)(p − 1)ump−p−m|ux|p,
where a(u,∇u) = (p − 1)mp−1u(m−1)(p−1)|ux|p−2. When a(u,∇u) = 0, we have
lim
k→0
a
(
ku,∇(ku))= {0, p > 1+ 1m ,∞, p < 1+ 1m .
Therefore Eq. (1.1) is slow diffusive for p > 1+ 1m , while for p < 1+ 1m , Eq. (1.1) is fast diffusive (see [14]).
Our main concern of this paper is the blow-up phenomenon, a subject that has deserved a great deal of attention in
recent years, see for example the monographs [8,11,12] and the surveys [2,3,5,7,13,15]. The problem of determining critical
exponents is an interesting one in the general theory of blowing-up solutions to different nonlinear evolution equations of
mathematical physics.
As for Eqs. (1.1)–(1.3) with slow diffusion, Wang et al. [13] considered the case m > 1, p > 2 and proved that if 0 < q 
q0 := (m+1)(p−1)p , then all solutions of (1.1)–(1.3) are global in time, while for q > q0 there are solutions with ﬁnite time
blow-up. That is, p0 is the critical global existence exponent. Moreover, they also proved that pc := (m + 1)(p − 1) is a
critical exponent of Fujita type. Precisely, pc has the following properties: if p0 < p < pc , then all solutions blow up in
a ﬁnite time, while global solutions exist if p > pc .
Recently, many authors turn their attention to fast diffusive equations, see for example books [11,14] and the surveys
[2,4,5,7]. In particular, Jin and Yin [5] established critical exponents of Eqs. (1.1)–(1.3) for the range of parameters 1+ 1m+1 
p < 1 + 1m . They concluded that the critical global existence exponent q0 = (m+1)(p−1)p and the critical Fujita exponent
qc = (m + 1)(p − 1), which are still the same as the slow diffusion case in [13].
In this paper, we investigate the critical global existence exponent q0 and the critical Fujita exponent qc of a nonlinear
boundary value problem (1.1)–(1.4). We obtain the decay behavior of the solution at inﬁnity and establish the same critical
exponents as those in [5]. In addition, we show that the critical Fujita exponent qc belongs to blow-up case. Furthermore,
we give the blow-up set and upper bound of the blow-up rate of nonglobal solutions. So this paper extends a recent work
of Jin and Yin [5].
The main difference between the cases p > 1 + 1m (the slow diffusion equation) and p < 1 + 1m (the fast diffusion
equation) is the ﬁnite speed of propagation property. Solutions with compactly supported initial data u0 stay compactly
supported everywhere. However if 1 < p < 1 + 1m , the solutions of (1.1)–(1.3) become instantaneously positive everywhere.
That is the reason why we are restricting ourselves to positive solutions in this paper.
In order to investigate the blow-up properties of solutions to (1.1)–(1.4), we need to study the behavior of u(x, t) for
large x and obtain the following result.
Theorem 1.1. The positive solution of the problem (1.1)–(1.4) has, for each t ∈ (0, T ),
lim
x→+∞ inf x
p
1−m(p−1) u(x, t)
(
C−(p−1)m,p t
) 1
1−m(p−1) , (1.5)
where T is the maximal existence time for the solution, which may be ﬁnite or inﬁnite, and
Cm,p = 1−m(p − 1)
mp
(
1
(m + 1)(p − 1)
) 1
p−1
. (1.6)
For 1< p < 1+ 1m , by different arguments from [5], we establish the same critical exponents as follows.
Theorem 1.2. The critical global existence exponent and critical Fujita exponent for the problem (1.1)–(1.4) are given by q0 =
(m+1)(p−1)
p and qc = (m + 1)(p − 1), respectively.
Theorem 1.3.When q = qc , each positive solution blows up in ﬁnite time.
Remark 1. Theorem 1.3 shows that the critical Fujita exponent qc belongs to the blow-up case. This completes the analysis
in [5].
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To get the upper bound of the blow-up rate of blow-up solutions to (1.1)–(1.4), we need an extra assumption on initial
data u0 as follows:
(H) (|(um0 )x|p−2(um0 )x)x  0.
Remark 2. We can follow from the assumption that ut  0 for t ∈ (0, T ) (see Proposition 3.1 of [3]).
Theorem 1.5. Suppose that the initial value u0 satisﬁes (H). If the solution u(x, t) of (1.1)–(1.4) blows up in ﬁnite time T , then there
exists a positive constant C such that∥∥u(., t)∥∥∞  C(T − t)− p−1pq−(m+1)(p−1) .
The rest of this paper is organized as follows. In Section 2, we study the decay behavior of the solution and establish
critical exponents of the problem (1.1)–(1.4). In Section 3 we consider the critical case q = qc and prove Theorem 1.3. The
blow-up set and the estimate of the blow-up rate are considered in Section 4.
2. Decay behavior and critical exponents
In this section, we begin with the decay behavior of the solution to (1.1)–(1.4), which plays an important role in the
proofs of Theorems 1.2–1.4.
Proof of Theorem 1.1. Our idea is to show that any positive solution of the problem (1.1)–(1.4) is, for x large, bigger than
the following similarity solution:
Uλ(t, x) = λ
p
1−m(p−1) U1(t, λx),
where
U1(t, x) = t−
1
(m+1)(p−1)
(
1+ Cm,px
p
p−1 t
− p
(m+1)(p−1)2
)− p−11−m(p−1) .
Let 0 < τ < T∗ < T and S = [τ , T∗] × (1,+∞). Since the positive solution u(x, t) is continuous in (0, T∗] × [0,+∞), there
exists δ = δ(τ , T∗) > 0 such that
δ = minu(x, t), τ  t  T∗, 0 x 1. (2.1)
We now select λ > 0 such that
Uλ(t − τ , x) δ, τ  t  T∗, x 1
2
. (2.2)
To this aim, according to the deﬁnition of Uλ(t, x) we need
λ
p
1−m(p−1) (t − τ )− 1(m+1)(p−1) (1+ Cm,pλ pp−1 x pp−1 (t − τ )− p(m+1)(p−1)2 )− p−11−m(p−1)  δ (2.3)
or
δ
m(p−1)−1
p−1  λ−
p
p−1 (t − τ )
1−m(p−1)
(m+1)(p−1)2 + Cm,px
p
p−1 (t − τ )− 1p−1
for τ  t  T∗ and x 12 , which is implied by
δ
m(p−1)−1
p−1  λ−
p
p−1 (t − τ )
1−m(p−1)
(m+1)(p−1)2 + Cm,p
(
1
2
) p
p−1
(t − τ )− 1p−1 . (2.4)
Since the right-hand side of (2.4) is bounded below by λ−(m+1)c, where c = c(m, p) > 0, (2.4) is satisﬁed if we choose λ
such that λ  cδ
1−m(p−1)
(m+1)(p−1) . Since ∂Uλ
∂t = ∂∂x (|
∂Umλ
∂x |p−2
∂Umλ
∂x ) in S and Uλ(t − τ , x) = 0 for t = τ , x  1, by (2.1), (2.2) and the
comparison principle we have
Uλ(t − τ , x) u(x, t), τ < t < T∗, x 1.
Hence
lim inf x
p
1−m(p−1) u(x, t) lim inf x
p
1−m(p−1) Uλ(t − τ , x) =
[
C−(p−1)m,p (t − τ )
] 1
1−m(p−1) . (2.5)x→+∞ x→+∞
58 Z. Li, C. Mu / J. Math. Anal. Appl. 346 (2008) 55–64Since the right-hand side of (2.5) does not depend on λ, the estimate (1.5) holds by letting τ tend to 0 and T∗ tend to T .
The proof of Theorem 1.1 is completed. 
The rest part of this section is devoted to discussion of the critical exponents and prove Theorem 1.2. First, we show
critical global existence exponent, and characterize when all solutions to the problem (1.1)–(1.4) are global in time or they
blow up.
Lemma 2.1. If 0< q q0 , then each solution of the problem (1.1)–(1.4) exists globally.
Proof. In order to prove that the solution u of (1.1)–(1.4) is global, we look for a globally deﬁned in time supersolution of
the self-similar form
u(x, t) = eLt(K + e−Mξ ) 1m , ξ = xe Jt ,
where
K >max
{
‖u0‖m∞,
1−m(p − 1)
mpe
}
, M = (K + 1) qm(p−1) ,
L = (p − 1)M
pK− 1m
1− 1−m(p−1)Kmpe
, J = 1−m(p − 1)
p
L.
It is easy to see that u(x,0) u0(x) for x ∈R+ . Since −ye−y −e−1 for y > 0, after a computation we have
ut = LeLt
(
K + e−Mξ ) 1m − J
m
Mxe Jte−Mξ
(
K + e−Mξ ) 1m −1eLt
 LeLt
(
K + e−Mξ ) 1m − J
m
e−1
(
K + e−Mξ ) 1m −1eLt

(
L − J
mKe
)
K
1
m eLt
and (
um
)
x = −Me(mL+ J )te−Mξ ,(∣∣(um)x∣∣p−2(um)x)x = (p − 1)Mpe(p−1)(mL+ J )t+ J te−(p−1)Mξ
in R+ × (0,+∞), and on the boundary we have that −|(um)x|p−2(um)x(0, t) = Mp−1e(p−1)(mL+ J )t .
By the deﬁnition of J , K ,M, L and the assumption q  q0 = (m+1)(p−1)p , we check that ut  (|(um)x|p−2(um)x)x in R+ ×
(0,+∞) and −|(um)x|p−2(um)x(0, t) uq(0, t) for t > 0. We have shown that u is a supersolution of the problem (1.1)–(1.4),
The global existence of solutions to the problem (1.1)–(1.4) follows from the comparison principle. 
Lemma 2.2. If q > q0 , then the solution of the problem (1.1)–(1.4) with appropriately large initial data blows up in ﬁnite time.
Proof. To prove the nonexistence of global solutions, we construct a blow-up self-similar subsolution of the problem (1.1)–
(1.4). Consider the function
u(x, t) = (T − t)−αφ(ξ), ξ = x(T − t)−β, (2.6)
where φ(ξ) is to be determined later and
α = p − 1
pq − (m + 1)(p − 1) , β =
q −m(p − 1)
pq − (m + 1)(p − 1) . (2.7)
After some computations, we have
∂u
∂t
= (T − t)−(α+1)(αφ(ξ) + βξφ′(ξ)),∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x = (T − t)−(p−1)(αm+β)∣∣(φm)′∣∣p−2(φm)′(ξ),
∂
∂x
(∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x
)
= (T − t)−(p−1)αm−pβ(∣∣(φm)′∣∣p−2(φm)′)′(ξ).
It will be obtained from the above equalities that
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∂t
 ∂
∂x
(∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x
)
in R+ × (0,+∞),
−
∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x (0, t) uq(0, t) for t > 0,
if φ satisﬁes
αφ(ξ) + βξφ′(ξ) (∣∣(φm)′∣∣p−2(φm)′)′(ξ),
−∣∣(φm)′∣∣p−2(φm)′(0) φq(0). (2.8)
Set
φ(ξ) = (A + Bξ)− p1−m(p−1) , (2.9)
where A, B are positive constants to be determined. It is easy to see that
φ′(ξ) = − Bp
1−m(p − 1) (A + Bξ)
−(1+ p1−m(p−1) ),
∣∣(φm)′∣∣p−2(φm)′(ξ) = −( Bmp
1−m(p − 1)
)p−1
(A + Bξ)− (m+1)(p−1)1−m(p−1) ,
(∣∣(φm)′∣∣p−2(φm)′)′(ξ) = (m + 1)(p − 1)B
1−m(p − 1)
(
Bmp
1−m(p − 1)
)p−1
(A + Bξ)− p1−m(p−1) .
By taking
Bp  1−m(p − 1)
(pq − (m + 1)(p − 1))(m + 1)
(
1−m(p − 1)
mp
)p−1
and
A
pq−(m+1)(p−1)
1−m(p−1) 
(
1−m(p − 1)
mp
)p−1
B1−p,
it is easy to check that (2.8) is valid. Noticing that q > q0 implies that α,β > 0, u given by (2.6) and (2.9) is a blow-
up subsolution of the problem (1.1)–(1.4) with appropriately large u0. It follows from the comparison principle that the
problem (1.1)–(1.4) exists a solution blowing up in a ﬁnite time. 
Now we turn our attention to the critical exponent of Fujita type. That is, we shall show when all solutions of (1.1)–(1.4)
blow up in a ﬁnite time or both global and nonglobal solutions exist.
Lemma 2.3. If q0 < q < qc , then each positive solution of the problem (1.1)–(1.4) blows up in ﬁnite time.
Proof. Without loss of generality, we ﬁrst assume that u is nonincreasing in x, for if not we consider the (nonincreasing)
solution w corresponding to the initial value w0(x) = inf{u0(y), 0 y  x}, which is nonincreasing in x. If w blows up in
ﬁnite time, so does u. On the other hand, for every 
 > 0 and t0 > 0 ﬁxed, by Theorem 1.1, there exists a constant M > 0
large enough that
u(x, t0)
(
(Cm,p + 
)x
p
p−1
t
1
p−1
0
)− p−11−m(p−1)
for x M,
and
u(x, t0) u(M, t0) for 0 x M.
Now we construct the following well-known self-similar solution (the so-called Zeldovich–Kompaneetz–Barenblatt pro-
ﬁle [6]) to (1.1)–(1.4) in the form
uB = t−
1
(m+1)(p−1) g(ξ), ξ = t− 1(m+1)(p−1) x,
g(ξ) = (a pp−1 + Cm,pξ pp−1 )− p−11−m(p−1) , (2.10)
where Cm,p is given in (1.6) and a > 0 is an arbitrary constant.
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(m + 1)(p − 1)
(
ξ g′(ξ) + g(ξ))= 0, (gm)′(0) = 0.
It follows from g′(0) = 0 that the Barenblatt solution uB(x, t) satisﬁes (uB)x(0, t) = 0 on the boundary.
Then we choose a > 0 and 0 < τ < t0 such that u(x, t0)  uB(x, τ ). Since ∂(uB )
m
∂x (0, τ ) = 0, the comparison principle
implies that u(x, t + t0) uB(x, t + τ ) for every t > 0. The ﬁnal step is to select t∗ > 0 such that
uB(x, t∗ + τ ) u(x,0), (2.11)
where u is given by (2.6) and (2.9). A simple calculation shows that (2.11) is valid provided
(t∗ + τ )−
1
(m+1)(p−1) 
 T−α, (2.12)
(t∗ + τ )
1
(m+1)(p−1) 
 T β . (2.13)
Since q0 < q < qc , we have α > β . Thus there exist t∗ > 0 and T large enough that (2.12) and (2.13) are both valid. Thus
u(x, t∗ + t0) uB(x, t∗ + τ ) u(x,0), x ∈R+,
which with the comparison principle implies that u blows up in ﬁnite time. 
Lemma 2.4. If q > qc , then the problem (1.1)–(1.4) admits positive global solutions with small initial data.
Proof. We investigate the auxiliary function
u(x, t) = (t + τ )−α f (ξ), ξ = x(t + τ )−β, (2.14)
where τ > 0, α and β deﬁned in (2.7), and f (ξ) is to be determined later. Then we have
∂u
∂t
= (t + τ )−(α+1)(−α f (ξ) − βξ f ′(ξ)),∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x = (t + τ )−(p−1)(αm+β)∣∣( f m)′∣∣p−2( f m)′(ξ),
∂
∂x
(∣∣∣∣∂um∂x
∣∣∣∣p−2 ∂um∂x
)
= (t + τ )−(p−1)αm−pβ(∣∣( f m)′∣∣p−2( f m)′)′(ξ).
u(x, t) is a supersolution of the problem (1.1)–(1.4) with small initial data u0 if the function f (ξ) satisﬁes(∣∣( f m)′∣∣p−2( f m)′)′(ξ) + βξ f ′(ξ) + α f (ξ) 0,
−∣∣( f m)′∣∣p−2( f m)′(0) f q(0). (2.15)
Take
f (ξ) = L(ad pp−1 + Cm,p(ξ + d) pp−1 )− p−11−m(p−1) , (2.16)
where Cm,p is given in (1.6) and a,d > 0 are constants to be determined.
After a computation, we have
f ′(ξ) = − p
1−m(p − 1) LCm,p
(
ad
p
p−1 + Cm,p(ξ + d)
p
p−1
)−(1+ p−11−m(p−1) )(ξ + d) 1p−1 ,
∣∣( f m)′∣∣p−2( f m)′(ξ) = −( mp
1−m(p − 1)
)p−1
Lm(p−1)C p−1m,p
(
ad
p
p−1 + Cm,p(ξ + d)
p
p−1
)− p−11−m(p−1) (ξ + d),
(∣∣( f m)′∣∣p−2( f m)′)′(ξ) = −( mp
1−m(p − 1)
)p−1
Lm(p−1)C p−1m,p
(
ad
p
p−1 + Cm,p(ξ + d)
p
p−1
)− p−11−m(p−1)
+ p
1−m(p − 1)
(
mp
1−m(p − 1)
)p−1
Lm(p−1)C pm,p
× (ad pp−1 + Cm,p(ξ + d) pp−1 )−(1+ p−11−m(p−1) )(ξ + d) pp−1 .
Choose L such that α < L
m(p−1)−1
< β and deﬁne(1+m)(p−1)
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(
Lm(p−1)−1
(1+m)(p − 1) − α
)
1−m(p − 1)
p
(
1−m(p − 1)
mp
)p−1
L1−m(p−1)C−(p)m,p .
By taking a 1
C
1
p−1
m,p σ
p
p−1
, for every ξ > 0, we have
d(ξ + d) 1p−1
ad
p
p−1 + Cm,p(ξ + d)
p
p−1
 σ .
Thus, with this choice of L,a, we check that the ﬁrst inequality of (2.15) is valid. Finally, we choose d large enough such
that
d
pq−(m+1)(p−1))
1−m(p−1)  Lq−m(p−1)
(
1−m(p − 1)
mp
)p−1
C1−pm,p (a + Cm,p)
(p−1)(1−q)
1−m(p−1) ,
which implies that the second inequality of (2.15) holds. Thus, for the case q > qc , we have constructed a class of global self-
similar supersolutions deﬁned by (2.14) and (2.16). Owing to the comparison principle, the solution of the problem (1.1)–(1.4)
is global if the initial data u0 is small enough. 
3. The critical case q= qc
In this section, by the stationary state technique used in [3], we study the critical case q = qc .
Proof of Theorem 1.3. Assume by contradiction that there exists a global nontrivial solution u(x, t). Let v(x, t) = u(x,1+ t).
Then v(x, t) is the solution of the problem (1.1)–(1.4) with initial data v0(x) = u(x,1). Using the spatial decay given in (1.5),
we can choose a > 0 and b > 0 such that v0(x) g(x+ b), where g is the Barenblatt proﬁle given in (2.10). Now we make
the following change of variables:
h(ξ, τ ) = (1+ t) 1(m+1)(p−1) v(ξ(1+ t) 1(m+1)(p−1) , t),
where τ = log(1+ t) denotes the new time. Then it is easily checked that h(ξ, τ ) is the solution of the following problem:
hτ =
(∣∣(hm)′∣∣p−2(hm)′)′(ξ) + 1
(m + 1)(p − 1) ξh
′(ξ) + 1
(m + 1)(p − 1)h(ξ), (ξ, τ ) ∈R+ × (0,+∞),
−∣∣(hm)′∣∣p−2(hm)′(0, τ ) = h(m+1)(p−1)(0, τ ), τ ∈ (0,+∞),
h(ξ,0) = v0(ξ), ξ ∈R+. (3.1)
Let h(ξ, τ ) be the corresponding solution with initial data g(ξ + b). It follows that h h. Therefore h is also global.
It can be easily veriﬁed that(∣∣(gm)′
ξ
∣∣p−2(gm)′
ξ
)′
ξ
(ξ + b) + 1
(m + 1)(p − 1) ξ g
′
ξ (ξ + b) +
1
(m + 1)(p − 1) g(ξ + b) > 0.
Hence we can show that h is nondecreasing in τ (see Proposition 3.1 of [3]). Moreover, since (gm)′ξ < 0, we know that h is
nonincreasing in ξ .
Next we will prove that for any ξ > 0 we have
+∞ > lim
τ→∞h(ξ, τ ) = H(ξ) = 0.
Otherwise,
lim
τ→∞h(ξ, τ ) = +∞ (3.2)
uniformly on [0, ξ0], since h is nonincreasing in ξ . Therefore we claim that v(x, t) blows up in ﬁnite time (the claim is to
be proved later). However, v was assumed to be global. This contradiction shows that the function H(ξ) is well deﬁned. In
view of the regularity of the bounded solution of the problem (3.1), by using the standard arguments [3], we can pass to
the limit in the ﬁrst equation of (3.1) to get(∣∣(Hm)′∣∣p−2(Hm)′)′(ξ) + 1
(m + 1)(p − 1) ξH
′(ξ) + 1
(m + 1)(p − 1) H(ξ) = 0. (3.3)
Because of the regularity of h in the region where H > 0 [6], we can pass to the limit in the boundary condition in (3.1) for
−|(hm)′|p−2(hm)′(0, τ ), and obtain
−∣∣(Hm)′∣∣p−2(Hm)′(0) = H(m+1)(p−1)(0) = 0.
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to contradiction. The proof of Theorem 1.3 is completed.
Now we prove the claim. By (3.2) there is positive τ0 such that h(ξ, τ0) > N on [0, ξ0] for any N > 0. In other words,
at time t0 = eτ0 − 1, the proﬁle h(ξ, τ ) in the original variables satisﬁes v(x, t0)  (1 + t0)−
1
(m+1)(p−1) N for x ∈ [0, ξ0(1 +
t0)
1
(m+1)(p−1) ]. Let u be deﬁned in (2.6) and (2.9). Observing q = qc = (m + 1)(p − 1), by Theorem 1.1, there exists a constant
t0 > 0 large enough that
v(x, t0) = u(x,1+ t0)
(
C−(p−1)m,p (1+ t0)
) 1
1−m(p−1) x−
p
1−m(p−1)
 B−
p
1−m(p−1) T
1
1−m(p−1) x−
p
1−m(p−1)
= B− p1−m(p−1) T (m+1)(p−1)
2
[pq−(m+1)(p−1)][1−m(p−1)] x−
p
1−m(p−1)
> T−
p−1
pq−(m+1)(p−1)
(
A + BxT− p−1pq−(m+1)(p−1) )− p1−m(p−1)
= u(x,0) (3.4)
for x> ξ0(1+ t0)
1
(m+1)(p−1) , and
v(x, t0) (1+ t0)−
1
(m+1)(p−1) N
 T−
1
(m+1)(p−1) A−
p
1−m(p−1)
= T− p−1pq−(m+1)(p−1) A− p1−m(p−1)
 u(x,0) (3.5)
for x ∈ [0, ξ0(1+ t0)
1
(m+1)(p−1) ] provided T = 1+ t0 and B,N are large enough. It follows from (3.4), (3.5) and the comparison
principle that v(x, t) blows up in ﬁnite time. 
4. The blow-up set and the blow-up rate
In this section, we will study the blow-up set and the blow-up rate. We assume that q > q0 and consider the solution
u(x, t) of the problem (1.1)–(1.4) that blows up at ﬁnite time T .
Proof of Theorem 1.4. ∀T ∗ < T , let s(T ∗) =max(x,t)∈[0,+∞)×[0,T ∗] u(x, t) < +∞.
If u0 has appropriate decay at inﬁnity, we consider the following problem:
wt =
(∣∣(wm)x∣∣p−2(wm)x)x, (x, t) ∈R+ × (0, T ∗),
w(0, t) = s(T ∗), t ∈ (0, T ∗),
w(x,0) = u0(x), x ∈R+.
We deﬁne the supersolution
U1(x, t) = (t + τ )
1
1−m(p−1)
(
λm,px
p
p−1
)− p−11−m(p−1) ,
where λm,p = 1−m(p−1)mp ( 1p )
1
p−1 and τ > 0 large enough such that U1(x,0)  u0(x). By using the comparison principle, we
have that
U1(x, t) w(x, t) u(x, t), x> 0, 0< t  T ∗.
For the arbitrariness of T ∗ , we have
U1(x, t) u(x, t), x> 0, 0< t < T .
Therefore, B(u) = {0}.
If u0 has not appropriate decay at inﬁnity, we also claim that Theorem 1.3 holds. Otherwise, there exists 0 < x0 ∈ B(u).
We consider the following problem:
wt =
(∣∣(wm)x∣∣p−2(wm)x)x, (x, t) ∈ (0, R) × (0, T ∗),
w(0, t) = w(R, t) = s(T ∗), t ∈ (0, T ∗),
w(x,0) = u0(x), x ∈ (0, R).
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U2(x, t) = (t + τ )
1
1−m(p−1) ω(x),
where ω is a solution of the elliptic problem (see [1,10])(∣∣(ωm)′∣∣p−2(ωm)′)′ − 1
1−m(p − 1)ω = 0,
ω(0) = ω(R) = ∞,
where R and τ are large enough that R > x0, U2(x,0)  u0(x) for 0 < x < R . By using the comparison principle, we have
that
U2(x, t) w(x, t) u(x, t), (x, t) ∈ (0, R) ×
(
0, T ∗
)
.
For the arbitrariness of T ∗ , we have
U2(x, t) u(x, t), (x, t) ∈ (0, R) × (0, T ),
which leads to a contradiction. The proof of Theorem 1.4 is completed. 
For the rest of the section we need to assume that initial data satisﬁes (H). As a consequence we have that
(|(um)x|p−2(um)x)x  0. Clearly, u(0, t) = maxx∈[0,∞) u(x, t).
Let
M(t) = u(0, t), a = M m(p−1)−qp−1 , b = M (m+1)(p−1)−pqp−1
and deﬁne the function ψM(y, s) = 1M(t)u(ay,bs + t) in R+ × (− tb ,0) for t < T . Then ψM satisﬁes
0ψM  1, ψM(0,0) = 1, (ψM)s  0.
Moreover, ψM is a solution of the following problem:
(ψM)s =
(∣∣((ψM)m)y∣∣p−2((ψM)m)y)y, (y, s) ∈R+ ×(− tb ,0
)
,
−∣∣((ψM)m)y∣∣p−2((ψM)m)y(0, s) = ψqM(0, s), s ∈ (− tb ,0
)
.
The following lemma is basic for the blow-up estimate.
Lemma 4.1. Under the assumptions of Theorem 1.5, there exists constant c for M large enough such that
(ψM)s(0,0) c. (4.1)
Proof. We will prove (ψM)s(0,0)  c. Otherwise, e.g., there exists a sequence M j → ∞ such that ∂ψM j∂s (0,0) → 0. Since
ψM j is uniformly bounded in C
2+ α2 , passing to a subsequence we have ψM j → ψ˜ for some positive function ψ˜ in C2+
β
2
(β < α) satisfying 0 ψ˜  1, ψ˜(0,0) = 1, ∂ψ˜
∂s  0, which is a week solution of
ψ˜s =
(∣∣(ψ˜m)y∣∣p−2(ψ˜m)y)y, (y, s) ∈R+ × (s∗,0),
−∣∣(ψ˜m)y∣∣p−2(ψ˜m)y(0, s) = ψ˜q(0, s), s ∈ (s∗,0),
where s∗ is some constant satisfying − tb < s∗ < 0.
Set w = ψ˜s . Then w satisﬁes
ws =m(p − 1)
(∣∣(ψ˜m)y∣∣p−2ψ˜m−1wy)y, (y, s) ∈R+ × (s∗,0),
−m(p − 1)∣∣(ψ˜m)y∣∣p−2ψ˜m−1wy(0, s) = qwψ˜q−1(0, s), s ∈ (s∗,0).
Thus w has minimum at (0,0) with w(0,0) = 0. By using Hopf’s lemma we know that w ≡ 0, which means that ψ˜ does
not depend on s. Thus 0 = ψ˜s = (|(ψ˜m)y |p−2(ψ˜m)y)y , −|(ψ˜m)y |p−2(ψ˜m)y(y,0) = constant = −|(ψ˜m)y|p−2(ψ˜m)y(0,0) =
ψ˜q(0,0) = 1, and hence ψ˜ is unbounded. This contradiction proves the lemma. 
Now we give the proof for Theorem 1.5 as follows.
64 Z. Li, C. Mu / J. Math. Anal. Appl. 346 (2008) 55–64Proof of Theorem 1.5. If we rewrite the inequality (4.1) in terms of M(t), we obtain
M
m(p−1)−pq
p−1 (t)M ′(t) c.
Integrating and taking into account that M(t) = u(0, t), we get∥∥u(., t)∥∥∞  C(T − t)− p−1pq−(m+1)(p−1) .
The proof of Theorem 1.5 is completed. 
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