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Abstract 
Garcia, A.. S.J. Kim and R.F. Lax, Consecutive Weierstrass gaps and minimum distance of 
Goppa codes, Journal of Pure and Applied Algebra 84 (1993) 199-207. 
We prove that if there are consecutive gaps at a rational point on a smooth curve defined over a 
finite field, then one can improve the usual lower bound on the minimum distance of certain 
algebraic-geometric codes defined using a multiple of the point. 
Introduction 
A q-ary linear code of length iz and dimension k is a vector subspace of 
dimension k of IFi, where [F, denotes the finite field with q elements. The 
minimum distance of a code is the minimum number of places in which two 
distinct codewords differ. The greater the minimum distance, the greater the 
number of errors that the code can detect or correct. For a linear code, the 
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minimum distance is also the minimum weight of a nonzero codeword, where the 
weight of a codeword is the number of nonzero places in that codeword. A linear 
code of length ~1, dimension k and minimum distance d is called an [n, k, &code. 
Goppa [3,4] realized that one could use the Riemann-Roth Theorem to show 
that certain codes produced from two divisors G and D on a curve have good 
properties. In particular, he gave lower bounds for the minimum distances of 
these codes. In a previous article [l], the first and third authors showed that if G 
is taken to be a multiple of a point P, then knowledge of the gaps at P may allow 
one to say that the minimum distance of the resulting code is greater than 
Goppa’s lower bound. We also showed that the presence of t consecutive gaps, 
together with certain conditions on osculating spaces at the point P, could allow 
one to conclude that the resulting code has minimum distance at least t greater 
than Goppa’s bound. 
Here, we drop any assumptions about osculating spaces at P and show that, by 
assuming more about the gaps P, one may obtain a similar result relating 
consecutive gaps with an improvement of Goppa’s bound on the minimum 
distance. In the first section, we give the necessary definitions. The second section 
contains our main results (Theorems 3 and 4), and in the final section, we present 
two examples illustrating the theorems. 
1. Preliminaries 
Let X denote a nonsingular, geometrically irreducible, projective curve of 
genus g > 1 defined over F,. Assume that X has fF,-rational points. Let D be a 
divisor on X defined over IF, (i.e., D is invariant under Gal(c/lF,)). Then L(D) 
will denote the If,-vector space of all rational functions f on X, defined over F,, 
with divisor (f) Z- -D, together with the zero function, and Q(D) will denote the 
lF,-vector space of all rational differentials n on X, defined over [F,, with divisor 
(n) 2 D, together with the zero differential. Put I(D) = dim,<,L(D) and i(D) = 
dim, 
L, 
O(D). The Riemann-Roth Theorem states that 
1(D)=degD+l-g+i(D) 
=degD+l-g+I(K-D), 
where K is any canonical divisor on X. Also, we will write D,, (resp. Or) for the 
divisor of zeros (resp. divisor of poles) of D. Hence we have 
D,zO, D,zQ, (Supp D,,) C-I (Supp DJ = B , D = D, - D, . 
Let G be a divisor on X defined over F, and let D = P, + P2 + . . . + P,, be 
another divisor on X where P, , . . . , P, are distinct IF,-rational points and none of 
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the P, is in the support of G. The algebraic-geometric Goppa codes C,(G, 0) and 
C,(G, 0) are defined as follows (cf. [3, 4, 6, 91). The code C,(G, 0) is the 
image of the linear map 4 : L(G)+ IFi defined by 
f- (.f(Pl)> f(Pz),. . . 3 f(Pn)) 
If deg G < II, then this code has dimension I(G) 2 deg G + 1 - g and minimum 
distance at least n - deg G. 
The code C, (G, 0) is the image of the linear map 4 * : L!( G - 0) + F”, defined 
by 
rl- (resp,(77), respz(7>, . . ) res,Jv>> 
If deg G > 2g - 2, then this code has dimension l(K + D - G) 2 n - deg G + g - 
1 and minimum distance at least deg G ~ (2g - 2). The codes C,(G, D) and 
C,(G, D) are dual codes (i.e., dual vector subspaces of [Fz under the usual inner 
product). Alternatively, if one fixes a nonzero rational differential w with 
(canonical) divisor K, then the image of 4’” is the same as the image of the map 
+!I* : L(K + D - G)+ [F: defined by 
f- (res,,(fw>, resp,(fw>2. . ,resp,z(fw)) . 
Now let P denote a (closed) lF,-rational point on X and let B be a divisor 
defined over F,. We call a natural number y a B-gap at P if there is no rational 
function f on X such that 
((0 + BL = YP. 
By the Riemann-Roth Theorem, y is a B-gap at P if and only if y - 1 is an order 
at P for the divisor K - B (where K denotes a canonical divisor on X); i.e., we 
have 
K-B-(y-l)P+E, 
where E I 0, P@Supp(E), and - denotes linear equivalence. With this terminol- 
ogy, the usual Weierstrass gaps at P are the O-gaps at P. 
2. Main theorems 
In [l], the first and third authors proved the following result, which shows how 
knowledge of the gaps at P can lead to a code with minimum distance greater 
than the lower bound above. 
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Theorem 1. Suppose y, and yk are B-gaps at P. Put G = (y, + yk - l)P + 2B. 
Suppose D = P, + P, + . . . + P,, where the Pi are n distinct F,-rational points, 
each not belonging to the support of G. If the dimension of C,( G, D) is positive, 
then the minimum distance of this code is at least deg G - 2g + 3. 0 
The following similar result for the codes C,(G, D) was proved by Janwa [5] in 
the case of Weierstrass gaps. 
Theorem 2. Suppose y is a B-gap at P. Put G = yP + B. Suppose D = P, + P2 + 
. . . + P,, where the Pi are n distinct IF,-rational points, each not belonging to the 
support of G. If the code C,(G, D) has positive dimension, then its minimum 
distance is at least n - deg G + 1. 
Proof. Suppose the minimum distance is exactly n - deg G. Then there exists a 
rational function f such that, after renumbering the P, if necessary, we have 
(f) = P, + P2 + . . . + Pdeg o - G . 
But then 
(f) + B = P, + P, f.. . + Pdeg o - yP , 
contradicting the fact that y is a B-gap at P. 0 
In [l], the first and third authors went on to show that if there were t + 1 
consecutive B-gaps y,, y, + 1,. . . , y, + t and if certain osculating spaces at P 
missed certain linear spaces, then the minimum distance of the code in Theorem 1 
is at least deg G - (2g - 2) + (t + 1). In this paper, we show that by assuming 
more about the sequence of B-gaps at P, one may drop the conditions on the 
osculating spaces. This results in an easy-to-check (once the gaps are known) 
criterion for showing that the minimum distance of certain codes is significantly 
better than the usual lower bound. 
First, we present a generalization of Theorem 2 to the case of t + 1 consecutive 
gaps. 
Theorem 3. Suppose that each of the integers y - t, y - (t - l), . . . , y - 1, y is a 
B-gap at P. Put G = yP + B. Suppose D = P, + P2 + . . . + P,, where the P, are n 
distinct F,-rational points, each not belonging to the support of G. If the code 
C,(G, D) has positive dimension, then its minimum distance is at least n - 
degG+t+l. 
Proof. Assume that there exists a rational function f E L(G) such that f gives rise 
to a codeword of weight w 5 n - deg G + t. Then, after renumbering the Pi if 
necessary, 
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(f)=f’,+P,+-..+P,_,-G+E, 
where E is an effective divisor of degree at most t defined over F,. Write 
E = h P + E’, where E’ is effective, P is not in the support of E ‘, and 0 5 A 5 t. 
Using the fact that G = yP + B, we then get 
(f) + B = P, + P2 + . . . + P,,_ + E’ - (y - A)P . 
But this contradicts the hypothesis that y - A is a B-gap at P. 0 
Now we present a generalization of Theorem 1. 
Theorem 4. Suppose that each of the integers (Y, (Y + 1,. . . , a + t, p - (t - 
l), . . . ,p-1, p is a B-gap at P, with cw+tlB and tzl. Put G=(cx+B- 
1)P + 2B. Suppose D = P, + Pz + . . . + P,,, where the P, are distinct IF,-rational 
points, each not belonging to the support of G. If the code C,(G, D) has positive 
dimension, then its minimum distance is at least deg G - (2g - 2) + (t + 1). 
Our proof of Theorem 4 requires the following lemma. 
Lemma. With assumptions as in Theorem 4, further assume that there exists a 
canonical divisor K of the form 
K=G+E-(P,+P,+...+P,), 
where E is an effective divisor (defined over lFy) of degree t, and where w = 
degG-(2g-2)+tsn. Then: 
(1) L((o+i)P+E+B)#L((a+i-l)P+E+B) for i=O, l,...,t-1. 
AZso,L((B-j)P+E+B)#L((B-j-l)P+E+B)furj=O, l,...,t. 
(2) Zf PflSupp(E), then the function h(s) = Z(sP + E + B) - Z(sP + B) is a 
nondecreasing function of s. 
(3) Suppose h(s)=m. Zf either a-l~s~o+t-2 or B-tss<B, then 
h(s+l)=m+l. 
Proof. (1) Suppose that L((cy + i)P + E + B) = L((o + i - l)P + E + B) for 
some i=O, l,..., t-l. Then 
L(((.y + i)P + E + B - P, - P, -. . . - P,) 
= L(((Y + i - l)P + E + B - P, - P2 - . . . - P,) , 
since no Pi equals P. Then using the canonical divisor K and the Riemann-Roth 
Theorem, we obtain L(( p - i - l)P + B) # L(( B - i)P + B), contradicting the 
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assumption that B - i is a B-gap at P. The second assertion is proved similarly 
using the fact that (Y + j is a B-gap at P. 
(2) It suffices to show that if I(sP + B) = [((s - l)P + B) + 1, then I(sP + E + 
B)=Z((s-l)P+E+B)+l. But iffEL(sP+B)\L((s-l)P+B), thenfE 
L(sP + E + B)\L((s - l)P + E + B) since P@Supp(E). 
(3) From part (1) of the lemma, it follows that l((s + l)P + E + B) = I(sP + 
E + B) + 1. Since s + 1 is a B-gap at P, it follows that f((s + l)P + B) = 
I(sP + B). Hence 
h(s + 1) = I((s + l)P + E + B) ~ I((s + l)P + B) 
=l(sP+ E+ B)+l-I(sP+B)=h(s)+l. 0 
Proof of Theorem 4. Our proof will proceed by induction on t. Suppose t = 1. 
From Theorem 1, we know that the minimum distance of C,(G, D) is at least 
deg G - 2g + 3. Assume that equality holds and let 77 E R(G - 0) be a differen- 
tial that gives rise to a codeword of weight w = deg G - 2g + 3. Then, after 
possibly renumbering the P,, 
(7) = G - (P, + P, + . . . + P,*,) + Q , 
where Q is some E,-rational point of X. It follows from the first part of the lemma 
that L(aP + Q + B) # L((a - l)P + Q + B). From this, we may conclude that 
Q # P, since (Y + 1 is a B-gap at P. Now consider the function h(s) defined in the 
second part of the lemma with E = Q. It follows from (3) of the lemma that 
/z(a) 2 1. Hence, by (2) of the lemma, h(B - 1) 2 1 and, by (3) of the lemma, 
h(B)?2. This is a contradiction since h(P)=l(pP+Q+B)-l(/3P+B)s 
deg Q = 1. 
Now assume that the theorem is true when t is replaced by t - 1. Then the 
minimum distance of C,,(G, 0) is at least deg G - (2g - 2) + t. Assume that 
equality holds and let 7 E L?(G - 0) be a differential that gives rise to a 
codeword of weight w = deg G - (2g - 2) + t. Then 
(rl) = G - (P, + P2 + . . . + P,) + E , 
where E is an effective divisor of degree t defined over [F,. We claim that 
P@Supp(E). F or if P were in the support of E, then by putting G’ = G + P and 
applying the induction hypothesis (viewing a + 1, . . , a + t as t consecutive gaps), 
we would have that the minimum distance of C,(G’, 0) is at least deg G’ - 
(2g - 2) + t = w + 1; but n gives rise to a codeword of this code of weight w. 
Now, as in the proof of the t = 1 case, we have h(cx) 2 1 and h(B) = 
I( /3P + E + B) - I( pP + B) 5 deg E = t. But from (3) of the lemma, ~(LY + t - 
1) = h(a) + t - 1 2 t. Since LY + t - 1~ B - 1, it follows from (2) and (3) of the 
lemma, that h(B) is at least t + 1, which is a contradiction. 0 
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Corollary. Suppose (Y, CY + 1, . . . , a + t are t + 1 consecutive B-gaps at P. Put 
G = (2a + t - 1)P + 2B. If the code C,(G, D), with D as in Theorem 4, has 
positive dimension, then its minimum distance is at least deg G - (2g - 2) + (t + 
1). 0 
In the special case that t = 1, we can also prove the following result by similar 
reasoning. 
Theorem 5. Suppose (Y, /3, and /3 + 1 are all B-gaps at P, with (Y < p. Then with G 
and D as in Theorem 4, the code C,(G, D), if nontrivial, has minimum distance at 
least deg G - 2g + 4. 0 
3. Examples 
We close with two examples to illustrate our results 
Example 6. Let X denote the Hermitian curve yy + y = xy+’ defined over the 
field [F,z. Codes on X have been studied by Stichtenoth [8], Yang and Kumar [ll], 
and Xing [lo], among others. We show how Theorems 3 and 4 may be used to 
give another method for determining the minimum distance of some of these 
codes. The Weierstrass points of X are precisely the [Fq2-rational points and the 
gap sequence at each Weierstrass point is 
1,2,3,. . . ) q - 1 ) 
q+2,q+3 )...) 2q-1, 
2q + 3,2q + 4,. . . ) 3q - 1) 
(4-4)(q+l)+l,(q-4)(q+1)+2,(q-3)q-l, 
(q - 3)(q + 1) + 1, (4 - 2)q - 1, 
(q-2)(q+l)+l (=(q-l)q-1=2,$-l) 
(cf. [2,7,8]). Let P denote the point at infinity. Fix an integer r with 15 r 5 
q - 2. Put y = (r + 1)s - 1, G = yP, and let D denote the divisor of the q3 
E,z-rational points other than P. Then r( q + 1) + 1, r( q + 1) + 2,. . . , y are 
q - r - 1 consecutive gaps at P. Hence, by Theorem 3, the minimum distance of 
C,(G, D) is at least q3 - r( q + 1). We can see that equality holds as follows. 
Choose r distinct elements b, , b,, . . , b, E Fqz that do not satisfy the equation 
yy + y = 0. Then the function 
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f= Ii (Y - b;) 
I=1 
is in L(G) and has precisely r( q + 1) zeros among the finite points on X. 
Therefore, f gives rise to a codeword of weight q3 - r( q + 1) of the code 
C,(G, 0). 
To illustrate Theorem 4, fix an integer s with 0 5 s 5 q - 3. Put (Y = s( q + 1) + 
1, P=(s+2)q-1, and G=(a+p-l)P=(2(s+l)q+s-l)P. Then by 
Theorem 4, the minimum distance of C,(G, 0) is at least deg G - (2g - 2) + 
(q - s - 1) = q(2s + 4 - q). Take s > (q - 4)/2. We claim that the minimum 
distance is exactly q(2s + 4 - q). Choose 2s + 4 - q distinct elements 
a,, a,, . . . , a2s+4-q E Fy2. Then the rational differential 
dx 
1s + 4 = ‘I 
n ‘(x-a,) 
is in fi(G - 0) and has weight exactly q(2s + 4 - q). 
Example 7. Let X denote the nonsingular model of the function field defined by 
the equation y” + y = x”‘, where m > 2 divides q + 1, over the field IF,>. Such 
curves have been studied by Schmidt [7], and by the first author and Viana [2]. 
The curve X has genus g = (m - l)( q - 1) /2 and has 1-t q(l + m( q - 1)) rational 
points over FyZ, the maximum possible by the Hasse-Weil bound. These [Fy2- 
rational points are precisely all the Weierstrass points of X. Again, take P to be 
the point at infinity. Put u = (q + 1) lm. The Weierstrass gaps at P are all positive 
integers of the form rm + s + 1, where r and s are all the nonnegative integers 
such that r+susq-l--u (cf. [2]). 
Let r be an integer with 0 5 I 5 q - 1 - 2u and such that u divides r + 2. Put 
ct = rm + 1, 
p=(r+u)m+(q-l-2u-r)lu+l 
=(r+u)m+m-(r+2)lu-1, 
G = (a + p - l)P. 
Let D denote the sum of the remaining Fyz-rational points. Then Theorem 4 
applies with t = (q - 1 - u - r) iu = m - (r + 2) iu - 1. Hence, the minimum dis- 
tance d of C,,(G, D) satisfies 
d?degG-(2g-2)+m-(r+2)lu 
= q(2u - m + 1) + m(u - 1)) 
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where u = (r + 2) lu. Now, further suppose that 2u - m + 1 Z- 0 (equivalently, that 
r 2 (q - u - 3) /2). Then we claim that equality holds in the above bound on d. 
Choose u - 1 distinct elements b,, b,, . . . , b,_, E F,z such that bp + b, is not 
equal to either 0 or 1 for j = 1,2, . . . , u - 1. Choose 2u - m + 1 distinct elements 
a,, a 2,. ,Q2u~m+l in the cyclic subgroup of [F:z of order m. (Note that since 
rsq-3=mu-4, we have u=(r+2)/U<m. Hence, 2u-m+l<m.) Thus 
a;=1 for i=1,2,..., 2u - m + 1. Then it is not hard to see that the rational 
differential 
dx 
II- I Zu-m+l 
rib-b,,,, n (x-a,) 
j=l r=l 
is in R(G - 0) and has precisely q(2u - m + 1) + m(u - 1) simple (since LZ~ = 
1# b4 + b, for all i and j) poles. To our knowledge, the determination of the 
minimum distance of these codes is new. 
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