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Resumen
Este trabajo presenta los resultados de la aplicacio´n de las texturas de Haralick al pro-
ceso de clasificacio´n automa´tica de unidades geomorfolo´gicas en la geograf´ıa colombiana. En
proyectos de ı´ndole ambiental y de ordenamiento territorial es importante conocer las clases
de relieve existentes en una zona geogra´fica. El objetivo de este trabajo es incrementar el
desempen˜o de este tipo de clasificaciones an˜adiendo informacio´n de texturas al conjunto de
caracter´ısticas comu´nmente utilizado en este tipo de problemas. La informacio´n de texturas
fue extra´ıda utilizando el me´todo de Haralick con ventanas mo´viles parametrizadas sobre
mapas en formato Raster de la morfolog´ıa de terreno. Se realizaron varias pruebas con di-
ferentes clasificadores y validacio´n cruzada con 30000 datos de diferentes muestras sobre la
informacio´n disponible. Se demostro´ que las caracter´ısticas basadas en texturas son u´tiles
para el problema planteado ya a que su desempen˜o es superior (alrededor del 97 %) al al-
canzado si se utiliza solo informacio´n morfolo´gica del terreno (alrededor del 61 %).
Palabras clave: Clasificacio´n automa´tica, Unidad geomorfolo´fica, Reconocimiento de
patrones, Texturas de Haralick, Validacio´n cruzada, Ana´lisis de componentes princi-
pales, extraccio´n y seleccio´n de caracter´ısticas.
Abstract
This paper presents the results of applying Haralik’s textures in the automatic landform
classification process of Colombia’s geography. For environmental and land use projects, is
important to know the landform available in a geographic area. The objective of this work
is to improve the performance of such classifications, by adding aditional information to
the commonly used data features in such problems. The texture information was extracted
using the method of Haralick, parameterized with moving windows of geo-referenced maps in
raster format. Those maps contains information of the morphology of terrain such as eleva-
tion, slopes, etc. Several tests were performed using different classifiers and cross-validation
over several dataset with 30000 samples extracted from the study case data. It was shown
that texture-based features are useful for the problem, because its performance is higher
(about 97 %) compared to that achieved when using only morphological information of the
terrain(about 61 %).
Keywords: Automatic classification, Landform, Pattern recognition, Haralick’s textu-
res, Cross-validation, Principal Component Analysis, Feature selection and extraction.
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1 Introduccio´n
A menudo ocurre en proyectos ingenieriles que los costos de conseguir la informacio´n ne-
cesaria para el proyecto son elevados en te´rminos de tiempo, esfuerzo y dinero. Adema´s, la
cantidad de informacio´n necesaria para llevar a cabo sus objetivos no siempre esta´ disponible,
ya sea porque es dif´ıcil de recolectar, almacenar, manipular o interpretar.
Esta situacio´n y el acelerado crecimiento de mejores y ma´s adecuadas tecnolog´ıas para di-
ferentes tareas impulsa el uso de enfoques de resolucio´n de problemas de todo tipo desde
un punto de vista computacional; por lo tanto resulta u´til buscar mecanismos automa´ticos
que se apoyen en modelos computacionales y que faciliten la consecucio´n o generacio´n de la
informacio´n necesaria para desarrollar dichos proyectos.
1.1. Motivacio´n
Las unidades geo-morfolo´gicas (geo-formas o tipos de relieve) son elementos topogra´ficos que
componen el paisaje y tienen caracter´ısticas naturales f´ısicas de la superficie de la Tierra.
Como ejemplo se tienen los valles, montan˜as, planicies, colinas, glaciares, volcanes, etc. La
clasificacio´n de estos tipos de relieve es realizada frecuentemente con el objetivo de saber
que´ tipos de relieves existen en una determinada regio´n geogra´fica. Este proceso es llevado a
cabo por expertos geo-morfo´logos que, a trave´s de su experiencia, son capaces de reconocer
cua´ndo un terreno es de un tipo de unidad geo-morfolo´gica determinada.
La clasificacio´n automa´tica de unidades geomorfolo´gicas surge de la necesidad de conocer la
forma de un territorio evitando recorrerlo por completo; ya sea por ser de gran taman˜o, que
requiera un esfuerzo considerable o que sea de dif´ıcil o imposible acceso [9, 10].
Este tipo de clasificaciones constituyen un insumo importante usado por investigadores e
instituciones en proyectos de toma de decisiones en a´reas ambientales, socio-econo´micos o
de ordenamiento territorial. Adema´s, sirven como informacio´n base para diversos modelos
hidrolo´gicos y geolo´gicos [3, 13], para estudios de erosio´n, estudios de prediccio´n de riesgos
y en otros campos de aplicacio´n [8].
La clasificacio´n de geo-formas se realiza manualmente con ayuda de expertos geomorfo´logos
que aplican su conocimiento para determinar cua´ndo una zona pertenece a cierto tipo de
relieve. Esta es la manera en la que la mayor´ıa de clasificaciones de tipo de relieve son
realizadas actualmente. Los mapas manuales son entonces digitalizados para su posterior
usos en sistemas de informacio´n geogra´fica (SIG) [53, 11].
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De esta experiencia han surgido una serie de reglas emp´ıricas que se utilizan como criterios
computables para lograr clasificar los diferentes tipos de relieve. Comu´nmente esto se realiza
sobre datos derivados de modelos digitales de elevacio´n que se almacenan en forma de mapas
georeferenciados de variables geomorfolo´gicas en formato Raster; e.g MDE (Modelo digital
de elevaciones), pendientes, curvaturas, mapas de relieve relativo, etc.
Sin embargo, estas reglas no entregan resultados totalmente satisfactorios puesto que no
logran capturar todo el conocimiento necesario para hacer una separacio´n efectiva y precisa
de las geo-formas de una regio´n, y por tanto, la clasificacio´n no se adapta totalmente a la
realidad f´ısica del terreno.
El reconocimiento de patrones (RP) es el proceso a trave´s del cual se logra construir un
modelo que aproxime la forma en que los individuos de un conjunto de datos son asignados a
clases (patrones) previamente definidas o desconocidas. Este proceso se realiza con el objetivo
de llevar a cabo una clasificacio´n de dicha informacio´n. La clasificacio´n es la etapa final del
proceso de reconocimiento y consiste en asignar una etiqueta a un vector n-dimensional
donde cada dimensio´n representa una caracter´ıstica (descriptor o feature en ingle´s) de la
informacio´n que se esta´ analizando. Cada etiqueta representa una clase o agrupacio´n de
caracter´ısticas comunes que pueden o no tener sentido en el mundo real en el contexto de
los datos clasificados.
El reconocimiento de patrones es un a´rea de investigacio´n activa desde hace alrededor de 60
an˜os, con temas de investigacio´n como la reduccio´n de dimensio´n de un espacio de datos,
aprendizaje de ma´quina, seleccio´n y extraccio´n de descriptores ma´s adecuados para el proceso
de clasificacio´n, etc. Au´n hoy esta a´rea plantea desaf´ıos importantes para los investigadores
[32] , y cuenta tambie´n con importantes campos de aplicacio´n como la biometr´ıa, la seguridad
informa´tica, inspeccio´n visual industrial, visio´n por computador, etc [18].
Automatizar el proceso de clasificacio´n de informacio´n geogra´fica a trave´s de te´cnicas to-
madas del a´rea de reconocimiento de patrones conlleva a la reduccio´n de esfuerzo y trabajo
de campo requerido cuando se realiza la clasificacio´n con una metodolog´ıa manual; adema´s,
reduce los errores sujetos a los diferentes puntos de vista de quienes realizan el proceso de
clasificacio´n manualmente [48]. Sin embargo, y pese a que existen diferentes aproximaciones
al tema; au´n no se logra una automatizacio´n completa del proceso de clasificacio´n debido a
problemas tales como:
1. No existe un conjunto de unidades geomorfolo´gicas esta´ndar; de manera que para un
estudio realizado en una determinada regio´n geogra´fica, es factible la aparicio´n de
otros tipos de relieve no concebidos en el estudio, y que esta´n presentes en otra regio´n;
reduciendo por tanto la generalidad de la solucio´n del enfoque utilizado en el estudio
hipote´tico.
2. No hay un acuerdo sobre el conjunto de caracter´ısticas de las geo-formas que son ma´s
adecuados para la clasificacio´n. En general cada autor elige y argumenta de manera
diferente el conjunto de descriptores que usa.
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3. Aunque hay una tendencia hacia algunas de las te´cnicas de reconocimiento de patrones
en la literatura, no hay una argumentacio´n clara que indique cua´l es la mejor te´cnica de
acuerdo a cada situacio´n particular, ni una comparacio´n concluyente entre diferentes
enfoques con los que se aborda el problema.
4. Pese a que con los resultados obtenidos en diferentes aproximaciones al tema se han
logrado ı´ndices de desempen˜o elevado; au´n hoy las clasificaciones en dichos estudios
se mantienen considerablemente alejadas del o´ptimo 100 %. Esto genera errores que
son propagados de los datos clasificados hacia otro tipo de informacio´n cuando esta la
clasificacio´n es usada.
De lo anterior se deduce que todav´ıa existe una gran cantidad de frentes de investigacio´n en
el problema de clasificar unidades geo-morfolo´gicas; en estos frentes se pueden desarrollar
varias investigaciones con el objetivo de mejorar todas o algunas de las etapas del proceso
de clasificacio´n, y de esta manera obtener resultados ma´s precisos y adaptados a la realidad
geo-morfolo´gica de la zona que se desea clasificar.
1.2. Definicio´n del problema
La clasificacio´n automa´tica de tipos de relieve ha sido un tema de intere´s en la comunidad
cient´ıfica desde hace alrededor de 15 an˜os, como lo demuestran los estudios de Irvin et
al. [31], MacMillan et al. [41] y Burrough et al. [10]. Estas clasificaciones se realizan a
partir de informacio´n que describe las caracter´ısticas del terreno, como su forma, geometr´ıa,
propiedades del suelo, apariencia, etc.
En la comunidad cient´ıfica existen numerosos trabajos que hacen referencia a este tipo de
estudios utilizando diversos enfoques de reconocimiento de patrones para diferentes clases
objetivo y en varias regiones geogra´ficas. Una gran cantidad de estos trabajos sobresalen por
el uso de te´cnicas de clasificacio´n no supervisadas (clustering) para resolver el problema; em-
pleando algoritmos como K-Means [25], ISODATA [6], fuzzy-K-Means [7] y redes neuronales
auto-organizativas SOM [1, 5, 10, 4, 31]. Es importante resaltar que no existe una definicio´n
esta´ndar de tipos de relieve, por lo tanto, cada clasificacio´n lleva consigo un componente de
subjetividad inherente a la geograf´ıa del caso de estudio para el que fue desarrollado.
En otros estudios sobre el tema abunda principalmente el uso de lo´gica difusa en conjuncio´n
con reglas heur´ısticas muy ligadas a conocimiento experto. Entre ellos se encuentra el trabajo
de Arell et al. [4] y el trabajo de Dragut et al. [16]. Este u´ltimo realiza una clasificacio´n basada
en caracter´ısticas geome´tricas del terreno como la concavidad y la orientacio´n. De esa manera
definen nueve clases surgidas de las posibles combinaciones de los valores de curvatura plana
y perfil de curvatura.
En la literatura los autores que abordan el problema suelen presentar siempre un conjunto de
descriptores t´ıpico para este problema. Entre ellos se encuentran descriptores con informa-
cio´n derivada de modelos digitales del terreno, tales como: Mapas de elevaciones, mapas de
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pendientes, mapas de curvaturas, etc. Adema´s de esta informacio´n tambie´n son abundantes
las investigaciones en donde se estudia la generacio´n de nuevos descriptores que ofrezcan me-
jores resultados al momento de realizar la clasificacio´n. Para dar algunos ejemplos se pueden
relacionar los trabajos de Acciani et al. [1] y Ardiansyah et al. [48] y Renno et al. [50].
En este trabajo se desarrolla una metodolog´ıa de clasificacio´n de unidades geo-morfolo´gicas
sobre una regio´n geogra´fica que se encuentra dentro del territorio Colombiano. Se busca
discriminar ocho tipos diferentes de relieve pertenecientes a la geo-morfolog´ıa de la cuenca del
R´ıo Sinu´ en el Noroccidente de Colombia. Las geo-formas elegidas son Vertientes, can˜ones,
pie de monte abierto, terrazas y colinas, deltas y estuarios, cie´nagas con control fluvial,
cie´nagas con control del mar y litorales. Las 8 geo-formas representan ocho clases objetivo
en el problema de clasificacio´n que se planteo´. Los descriptores que fueron utilizados para la
clasificacio´n corresponden a caracter´ısticas de la forma del terreno derivadas del modelo de
elevacio´n digital de los datos.
Pese a la cantidad de aproximaciones al tema en los enfoques utilizados en trabajos anteriores,
estos no resuelven totalmente el problema de las clasificacio´n de tipos de relieve. Esto ocurre
porque los descriptores comu´nmente utilizados no ofrecen una separabilidad satisfactoria
de las clases; conllevando a desempen˜os de clasificacio´n de alrededor del 85 % de los datos
bien clasificados [47, 46, 42, 19, 48]. Adema´s algunos autores recurren al uso de te´cnicas de
clasificacio´n no supervisadas[32], lo que les obliga a presentar una evaluacio´n cualitativa o
visual de los resultados de clasificacio´n obtenidos, sujeta al punto de vista de quien visualiza
estos resultados [16], [27], [31], [52].
Para obtener un desempen˜o significativo en la separacio´n automa´tica de las clases propuestas
se considera necesario explorar alguna otra te´cnica o te´cnicas que permitan extraer nuevas
caracter´ısticas del conjunto de datos ma´s adecuados para la clasificacio´n. Los nuevos descrip-
tores deben ofrecer un considerable grado de separabilidad de las clases objetivo mejorando
los resultados obtenidos en comparacio´n con los descriptores usados en trabajos previos.
Para tal propo´sito se ha elegido una metodolog´ıa de extraccio´n de caracter´ısticas basadas
en la textura del terreno. Una textura de terreno puede ser definida como los patrones de
comportamiento que se perciben de la forma de una regio´n geogra´fica; de esta manera una
unidad geo-morfolo´gica sera´ clasificada teniendo en cuenta informacio´n obtenida a partir de
un entorno centrado en el punto que se desea clasificar.
Uno de los problemas ma´s simples de clasificacio´n es aquel en el que solo se tienen dos cla-
ses objetivo (clasificacio´n binaria); una vez que el nu´mero de clases aumenta la dificultad
de separar las clases conjuntamente crece. En este trabajo se propone una metodolog´ıa de
clasificacio´n de tipo jera´rquico, de manera que las ocho unidades geo-morfolo´gicas son se-
paradas en varios grupos que llamaremos super clases. De esta manera hemos dividido el
problema de clasificacio´n en varios sub problemas, cada uno de ellos con un nu´mero menor
de clases objetivo. A trave´s de esta divisio´n podemos disen˜ar varios experimentos de clasi-
ficacio´n, utilizando un conjunto diferente de descriptores para cada super clase, reduciendo
la complejidad del problema global.
6 1 Introduccio´n
Los datos que utilizados para los experimentos en esta investigacio´n quedan definidos como
la unio´n de un sub-conjunto de los descriptores ma´s utilizados en la literatura, con los
nuevos descriptores basados en texturas. Luego de tener los datos consolidados se realizaron
varias selecciones sobre este, para determinar cuales de ellos ofrec´ıan la mejor separacio´n de
las clases objetivo en cada una de las sub-clases para cada super-clase. Para tal propo´sito
se utilizo´ el algoritmo de seleccio´n de caracter´ısticas SFS [33] con diferentes conjuntos de
para´metros. Posteriormente se utilizaron varios clasificadores supervisados conocidos con el
fin de encontrar aquel que obtuviera el mejor desempen˜o.
1.3. Objetivos
Para el desarrollo de esta investigacio´n se plantearon los siguientes objetivos.
1.3.1. Objetivo general
Definir un me´todo semi-automa´tico fundamentado en te´cnicas de reconocimiento de patrones
que sea capaz de aproximar una clasificacio´n de las principales geo-formas presentes en la
geograf´ıa Colombiana.
1.3.2. Objetivos espec´ıficos
1. Identificar cuales son las geo-formas ma´s relevantes que se encuentran en la geograf´ıa
Colombiana para diferentes escalas; adema´s definir cuales son sus principales carac-
ter´ısticas.
2. Caracterizar las diferentes te´cnicas de reconocimiento de patrones segu´n su respuesta
al tratar de identificar las diferentes geoformas de intere´s.
3. Definir uno a varios criterios de segmentacio´n para identificar sub-zonas en la zona
definida por el conjunto de datos de entrada.
4. Esquematizar un algoritmo que se base en el criterio de segmentacio´n para aplicar la
te´cnica de clasificacio´n ma´s adecuada a cada regio´n.
5. Comparar los resultados del me´todo propuesto con clasificaciones geomorfolo´gicas rea-
lizados por expertos para evaluar sus bondades.
1.4. Alcance o contribuciones
Nuestra principal contribucio´n con el desarrollo de este trabajo es la consolidacio´n de un
conjunto de descriptores apto para el problema de la clasificacio´n de ciertos tipos de relieve; de
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manera que el desempen˜o obtenido con los descriptores seleccionados sea considerablemente
mayor que los reportados en la literatura en aproximaciones de solucio´n al mismo problema.
El enfoque utilizado usa informacio´n de la textura del terreno similar a como lo har´ıa un
experto geo-morfo´logo a trave´s de la observacio´n y ana´lisis de una regio´n geogra´fica.
Se resalta tambie´n la puesta en pra´ctica de una clasificacio´n jera´rquica en la cual el problema
plateado es atacado a a trave´s de la divisio´n en varios sub-problemas de complejidad menor
y caracter´ısticas suficientemente diferentes. De tal forma fue posible mejorar el rendimien-
to en los resultados obtenidos, e incluso disminuir los tiempos de ejecucio´n de la fase de
entrenamiento y evaluacio´n de las diferentes clasificaciones realizadas en los experimentos.
Este trabajo tambie´n presenta una comparacio´n de desempen˜o de la clasificacio´n propuesta
a trave´s de la utilizacio´n de diferentes tipos de clasificadores supervisados, para diferentes
conjuntos de caracter´ısticas. Esta comparacio´n incluye aquella clasificacio´n que se realiza
so´lo con los descriptores cla´sicos presentados en trabajos anteriores.
1.5. Organizacio´n del documento
Este documento esta´ organizado de la siguiente manera: En el capitulo 2 se presenta el
marco teo´rico para la investigacio´n presentada. Este contiene un s´ıntesis de los conceptos
sobre reconocimiento de patrones, geomorfolog´ıa ba´sica, estad´ıstica multivariada y ana´lisis
de texturas en ima´genes; que fueron utilizados para el desarrollo de esta investigacio´n. En el
cap´ıtulo 3 se da a conocer la revisio´n de literatura consultada sobre el problema abordado;
se resaltan los trabajos ma´s importantes y se dan a muestran algunos casos de aplicacio´n
que ilustren el intere´s cient´ıfico en el a´rea. En el cap´ıtulo 4 se establece y se argumenta
cuales sera´n los tipos de relieve que se quiere clasificar. Los tipos de relieve sera´n las clases
objetivo del problema de clasificacio´n. En la seccio´n 5 se propone y explica detalladamente la
metodolog´ıa que se siguio´ para realizar la clasificacio´n de los tipos de relieve que son objeto
de estudios; como parte de la metodolog´ıa se define un criterio de divisio´n en super clases del
conjunto de clases objetivo en el problema de clasificacio´n planteado. La seccio´n 6 explica
los experimentos que fueron llevados a cabo en este trabajo, y se dan detalles de todas las
etapas del proceso de clasificacio´n y de los datos utilizados para dicho propo´sito; se presentan
tambie´n los resultados de dichos experimentos con su respectiva discusio´n. Finalmente en la
seccio´n 7 se dejan algunas conclusiones y se plantean varios frentes de trabajo futuro.
2 Marco Teo´rico
2.1. Clasificacio´n y reconocimiento de patrones
Dentro de la literatura se mencionan 4 enfoques principales con los cuales se puede abordar
el problema del reconocimiento se patrones: Redes neuronales, ajuste de plantillas, recono-
cimiento de patrones sinta´ctico y reconocimiento estad´ıstico de patrones [34]. A su vez se
denomina a un clasificador como supervisado o de aprendizaje inducido cuando el entrena-
miento del mismo se realiza minimizando el error entre la salida raza del clasificador y la
salida esperada conocida a priori; en contraposicio´n, un clasificador no supervisado es aquel
que debe estimar no so´lo los para´metros para clasificar sino tambie´n el conocimiento de que
clases existen en el conjunto de datos de entrada [34]. La eleccio´n de un enfoque depende del
tipo de problema que se vaya a abordar puesto que cada uno posee ventajas y debilidades.
El reconocimiento de patrones puede subdividirse en diferentes etapas:
Pre-procesamiento de los datos de entrada: Consiste en seleccionar un subconjunto de
los descriptores (tambie´n llamados features en ingles) de los datos, o la generacio´n de
nuevos a partir de los existentes. Otra te´cnica habitual es la reduccio´n de la dimensio-
nalidad a trave´s de herramientas como el ana´lisis de componentes principales.
Seleccio´n y aprendizaje del algoritmo: El algoritmo elegido es determinado por el tipo de
informacio´n que se desea clasificar. Para cada algoritmo existen una serie de mecanis-
mos para realizar el aprendizaje segu´n sus caracter´ısticas.
Ana´lisis del error: En el caso de la clasificacio´n supervisada se realiza con un subconjunto
de los datos clasificados a priori; y en el caso no supervisado se realiza con la ayuda
de un experto que le da sentido f´ısico a la clasificacio´n realizada y metodolog´ıas como
las matrices de confusio´n entre otras.
A continuacio´n se presenta una breve descripcio´n de las te´cnicas supervisadas y no supervi-
sadas:
2.1.1. Clasificacio´n supervisada (Inductiva)
Existen muchas te´cnicas de clasificacio´n supervisada, incluyendo te´cnicas h´ıbridas; sin em-
bargo, las ma´s utilizadas en la literatura se exponen en [39] y se resumen a continuacio´n:
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Figura 2-1: Estructura de una red neuronal artificial. Tomada de [17].
La primera te´cnica agrupa los llamados me´todos lo´gicos co´mo los a´rboles de decisio´n donde
cada nodo del a´rbol representa una caracter´ıstica del conjunto de datos, y sus hojas son las
clases existentes en e´l. La clasificacio´n se lleva a cabo recorriendo las ramas del a´rbol hasta
llegar a las hojas, que presentan las clases. Son susceptibles de overfitting [26] que puede
evitarse si no se permite que el algoritmo de entrenamiento complete la estructura del a´rbol,
trunca´ndose. Las diferentes rutas entre la ra´ız de los a´rboles y sus hojas pueden verse como
las reglas de decisio´n que conforman el clasificador. Se han desarrollado me´todos que pueden
extraer estas reglas desde el conjunto de datos, un ejemplo de ellos es el algoritmo RIPPER.
Otra metodolog´ıa de clasificacio´n supervisada son las redes neuronales artificiales, aunque
estas sirven para mu´ltiples propo´sitos, se utilizan tambie´n como me´todo supervisado de
clasificacio´n. Las arquitecturas comunes para esta tarea son los perceptrones simples para
clasificacio´n binaria y lineal; y los perceptrones multicapa para problemas de mu´ltiples clases
y no linealidad (Ver figura 2-1). Un problema comu´n con los perceptrones multicapa es que
su entrenamiento es lento; por lo que existen una serie de criterios de parada que truncan el
entrenamiento de la red para asumirla correctamente entrenada. Son tambie´n susceptibles al
overfitting. Un problema de la redes neuronales es su falta de habilidad para razonar sobre su
salida (network output) en una manera en que dicho razonamiento pueda ser efectivamente
comunicado a la red.
Otra metodolog´ıa de clasificacio´n son los me´todos estad´ısticos que se diferencian del resto
por tener un modelo probabil´ıstico definido; y que asignan una clase a un vector de manera
que su probabilidad de pertenec´ıa a ella sea mayor que la probabilidad de pertenencia a las
otras clases. Entre ellos se encuentra el Clasificador simple de Bayes y las Redes Bayesianas.
Estas u´ltimas poseen un gran inconveniente al momento de determinar su estructura puesto
que el nu´mero de posibles arquitecturas crece exponencialmente con n (nu´mero de nodos
de la red). Varios trabajos han sido realizados para eludir este problema; principalmente,
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Figura 2-2: Dendograma para la visualizacio´n la agrupacio´n de datos. Tomada de [32].
creando arquitecturas basadas en el conocimiento de la independencia entre las dimensiones
del espacio de datos de entrada.
Los clasificadores basados en instancias son tipos de clasificadores estad´ısticos. Los algoritmos
ma´s representativos de este tipo de clasificadores son el Vecino cercano (NN), por sus siglas
en ingle´s, y el K-Vecinos-Cercanos (KNN). Ambos se basan en que dados ciertos vectores
de entrada clasificados, se etiquetan el resto de vectores a trave´s de un proceso de seleccio´n
con un criterio de distancia. Si el vector esta´ cerca de otro vector clasificado la etiqueta
se propaga. El principal problema de KNN es que resulta complicado determinar el valor
o´ptimo de k con el que se obtienen mejores resultados en la clasificacio´n.
2.1.2. Clasificacio´n no supervisada (Deductiva)
Los me´todos de clasificacio´n no supervisada, tambie´n llamados ana´lisis exploratorio de datos
o clustering, fueron revisados principalmente de [34] y [32] donde se describen sus caracter´ısti-
cas:
En Jain et al. [32] se define una categorizacio´n principal de te´cnicas de clustering divi-
die´ndolas en dos categor´ıas: Jera´rquica y particional. Las te´cnicas jera´rquicas consisten en
la construccio´n de una estructura de niveles de similitud con cada uno de los vectores del
conjunto de datos de entrada. Cada elemento se agrupa con otro que comparta sus carac-
ter´ısticas para formar un nuevo elemento que a su vez puede agruparse con otro, formando
as´ı la jerarqu´ıa. Para visualizar la forma en que la informacio´n se organiza se usan los dendo-
gramas. En ellos se puede seleccionar un nivel de similitud y truncar la estructura jera´rquica
tomando como clusters individuales los valores hacia abajo del dendograma. La figura 2-2
muestra un dendograma t´ıpico para un conjunto de 7 datos (A, B, C, D, E, F, G).
Aunque existen varios algoritmos de clasificacio´n jera´rquica, la mayor´ıa derivan del Agglo-
merative Single-link algorithm y el Agglomerative Complete-link algorithm descritos en [32].
Las te´cnicas particionales actu´an creando k particiones independientes del espacio de los
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Figura 2-3: Representacio´n de clusters. Tomada de [40].
datos en vez de una estructura como en los casos anteriores; esta´s particiones son llamadas
clusters (Ver figura 2-3). Esta propiedad los hace u´tiles cuando se trabaja con grandes can-
tidades de datos; pero tambie´n introducen un problema importante que es la determinacio´n
del nu´mero apropiado de clusters (k) que sera´ utilizado.
El enfoque particional ma´s utilizado es aquel en el cual se seleccionan los clusters de manera
que se minimice el error cuadra´tico medio entre los elementos que lo componen. A este tipo
de algoritmos pertenece el k-means y su sucesor el algoritmo ISODATA; que es una versio´n
mejorada de k-means. ISODATA fue disen˜ado para forzar al algoritmo hacia la creacio´n de
un nu´mero de agrupaciones predefinido [32] a trave´s de la divisio´n o agrupacio´n de otros
clusters cuando superan ciertos umbrales que son entregados como para´metros al agoritmo.
Existen algunos otros enfoques que combinan te´cnicas supervisadas y no supervisadas (semi-
supervisadas); e incluso que interactu´an con otras disciplinas para formar metodolog´ıas evo-
lutivas y gene´ticas [28], [54].
2.2. Geomorfolog´ıa ba´sica
La forma de la superficie de la tierra es el resultado de un conjunto de procesos o feno´me-
nos que ocurren y han ocurrido siempre sobre el planeta; esta´s fuerzas pueden dividirse en
procesos internos y externos, y ambas son las responsables de moldear el relieve del planeta.
Los procesos internos son aquellos cuya energ´ıa proviene de las capas internas de la tierra; y
los procesos externos son aquellos que se dan sobre la superficie terrestre, y cuya fuente de
energ´ıa proviene principalmente del clima y de la interaccio´n gravitacional.
Los procesos internos son los encargados de la formacio´n de nuevo relieve debido a que
produce fuerzas que cambian la forma superficial de la tierra. Aunque algunos de ellos son
lentos en tiempo perceptible por los humanos, como la formacio´n de cordilleras (algunos
mil´ımetros al an˜o), otros son abruptos y producen cambios significativos en poco tiempo. e.g
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las erupciones volca´nicas y los terremotos de gran magnitud. Los principales mecanismos que
llevan a cabo este tipo de procesos son la tecto´nica, el diapirismo, la isostacia y el vulcanismo.
Contrario a los procesos internos, los externos son los encargados de suavizar el relieve de la
tierra. Los mecanismos a trave´s de los cuales se llevan a cabo son el agua, el hielo, el viento,
etc. Dentro de los procesos externos ma´s importantes se encuentran la meteorizacio´n (f´ısica
y qu´ımica), la erosio´n, el transporte y la sedimentacio´n[30, 14].
Meteorizacio´n: Es el proceso a trave´s del cual se descomponen las rocas de la corteza de
la tierra. Existen dos tipos de meteorizacio´n: Qu´ımica y f´ısica. En la qu´ımica la roca
cambias su composicio´n cuando sus compomentes reaccionan con otros elementos y
compuestos. En la f´ısica su estructura qu´ımica se mantiene intacta y so´lo se divide en
fragmentos (detritos) de la misma composicio´n.
Erosio´n: Este feno´meno es a trave´s del cual los detritos son separados de la roca meteorizada
cambiando la forma del terreno al ir disminuyendo paulatinamente el volumen de la
roca inicial. En ocasiones la erosio´n puede modificar las condiciones de estabilidad de
las roca y el terreno en general, produciendo desastres.
Transporte: En este proceso los detritos y componentes extra´ıdos de la roca erodada son
trasladados a otros lugares a trave´s de medios como el agua (en forma de escorrent´ıa
o caida de lluvia), el aire (corrientes de viento) o el hielo (movimiento glaciar).
Sedimentacio´n: Es el proceso a trave´s del cual los componentes transportados se acumulan
para formar diferentes tipos de geoformas. e.g abanicos fluviales, rocas sedimentarias,
y y los lechos de los r´ıos.
En la ge´nesis de la geomorfolog´ıa Colombiana intervienen en gran medida procesos fluviales
debido a las caracter´ısticas geogra´ficas y clima´ticas del pa´ıs. Por lo tanto, entre las principales
geoformas que pueden ser encontradas en el territorio nacional esta´n los diferentes tipos
de valles de acuerdo las caracter´ısticas de estos, llanuras de inundacio´n, terrazas aluviales,
abanicos aluviales, zonas de depositacio´n fluvial y cie´nagas. Cabe resaltar que en general
esta´s geoformas esta´n asociadas a cierto riesgo de desastre por inundaciones en algunas
e´pocas del ciclo clima´tico de la regio´n.
2.3. Estad´ıstica multivariada
Teniendo en cuenta que en la gran mayor´ıa de los casos los datos de entrada utilizados en re-
conocimiento de patrones conforman conjuntos multivariados; es necesario para el desarrollo
de la investigacio´n hacerse con herramientas propias de esta a´rea.
Dentro de los conceptos u´tiles de estad´ıstica, aplicados al ana´lisis de los datos multivariados,
encontramos por ejemplo la matriz de varianza/covarianza (Σ) que juega un papel decisivo
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al momento de analizar entre los descriptores del conjunto de datos de entrada aspectos
como la variabilidad, la correlacio´n, la distancia entre individuos, etc. Au´n ma´s, los vectores
y valores propios (λi,ei) de Σ son herramientas u´tiles para diversos ana´lisis pertinentes en el
campo del RP, como la distancia estad´ıstica de Mahalanobis [35] y el ana´lisis de componentes
principales [36].
Las te´cnicas de Clustering [32] son ampliamente utilizadas y discutidas en el campo de
reconocimiento de patrones; incluso, en el problema espec´ıfico de la clasificacio´n de geofor-
mas juega un papel fundamental al ser la te´cnica no supervisada que ma´s se utiliza, como
se vera´ ma´s adelante. Esta´s te´cnicas son consideradas como me´todos de clasificacio´n es-
tad´ısticos, y por eso, al momento de ser utilizadas se debe tener en cuenta aspectos como
las distribuciones de probabilidad de las poblaciones de las cuales provienen los datos y la
variabilidad de los diferentes descriptores utilizados al momento de comparar individuos, etc.
En cualquier ana´lisis estad´ıstico es importante tener en cuenta cual es la distribucio´n de
probabilidad de la poblacio´n de la cual provienen los datos. La distribucio´n de probabilidad
Normal es tal vez la ma´s utilizada o la ma´s intuitiva; sin embargo, en ocasiones se suele dar
por sentado torpemente el supuesto de que los datos provienen de una distribucio´n Normal
Multivariada. Aunque esto en ocasiones se cumple, y aunque para muestras grandes puede
asumirse normalidad [35] es importante conocer y saber aplicar pruebas de normalidad o
realizar transformaciones para aproximar la normalidad cuando es necesario, con el objetivo
de facilitar posteriores ana´lisis sobre los datos.
2.4. Texturas de Haralick
En la de´cada de los 70’s Haralick[24], desarrollo´ un modelo para analizar texturas en una
imagen por medio del uso de la matriz de co-ocurrencia (COM) de los valores de intensidad
de la imagen.
La matriz de co-ocurrencia describe la frecuencia de un nivel de gris que aparece en una
relacio´n espacial especifica con otro valor de gris, dentro del a´rea de una imagen determinada.
La matriz de co-ocurrencia es un resumen de la forma en que los valores de los p´ıxeles ocurren
al lado de otro valor en una misma imagen. La relacio´n espacial se define como la direccio´n
en la que la comparacio´n de los pixeles es realizada; de manera que se cuentan con 8 posibles
direcciones en el que un pixel puede ser comparado con sus vecinos. Esta situacio´n se ilustra
en la figura 2-4.
Aunque es comu´n que la relacio´n espacial entre p´ıxeles se haga entre los 8 vecinos mas
cercanos la matriz de co-ocurrencia no tiene que estar limitada a esta situacio´n, pudiendo
relacionarse un pixel con vecinos muchos ma´s alejados.
La matriz de concurrencia que se denotara´ como Pkl, donde el elemento Pkl(i, j) otorga el
valor de frecuencia (divido por NT ) de ocurrencia de los valores de color i y j en dos
p´ıxeles ubicados en una posicio´n relativa dada por el vector (k, l). La variable NT significa
el nu´mero de p´ıxeles que fueron necesarios para calcular Pkl, con esto se normaliza la matriz
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Figura 2-4: 8 de las direcciones posibles para la relacio´n espacial entre p´ıxeles.
de concurrencia ya que la suma de todos sus elementos es uno.
Si la variable de color tiene una resolucio´n de 256, por ejemplo de 0 a 255, el taman˜o de
la matriz de concurrencia Pkl sera´ 256x256. Ya que esto implica un costo computacional
muy alto, es comu´n que se utilicen matrices ma´s pequen˜as empleando so´lo los bits ma´s
significativos de la variable de color [12]. A manera de ejemplo, se puede tener una matriz
de co-ocurrencia de 8x8 agrupando el valor de la variable de color x en [0, ..., 31], [32, ...,
63], ... [224, ..., 255].
A modo de ejemplo en la figura 2-5 se muestra una una imagen hipote´tica con 4 niveles de
gris (entre 0 y 3) y su respectiva matriz de confusio´n en la direccio´n (1,0).
Figura 2-5: Ejemplo de ca´lculo de la matriz de co-ocurrencia.
Una vez que se tiene la matriz de co-ocurrencia calculada Haralick propone 14 me´tricas
extra´ıdas a trave´s de ca´lculos sobre los valores de la COM. Estas me´tricas resumen de manera
cuantificable parte de la informacio´n de texturas presentes en la imagen. En el cap´ıtulo 5 se
describira´n estos descriptores.
3 Trabajos Relacionados
3.1. Antecedentes
La clasificacio´n automa´tica de geoformas ha sido un tema de intere´s en la comunidad cient´ıfi-
ca desde hace alrededor de 20 an˜os, como lo demuestran los estudios de Irvin et al. [31],
MacMillan et al. [41] y Burrough et al. [10].
En el caso de Irvin et al. su trabajo ha servido como antecedente para muchos otros trabajos
de publicacio´n posterior donde se discute y cita; convirtie´ndose en un referente importante
en el tema. El propo´sito de Irvin et al. fue realizar una comparacio´n de dos metodolog´ıas
de clasificacio´n: El algoritmo ISODATA y reglas difusas; esta´ u´ltima es denominada por los
autores como clasificacio´n continua debido a la naturaleza de los conjuntos difusos.
Los autores afirman en el estudio que para realizar el ana´lisis de medias y de varianzas de los
clusters, los datos de entrada deben ser aproximadamente Gaussianos en cada descriptor; de
esta manera, cuando los datos no cumpl´ıan este supuesto fueron divididos en subconjuntos
para aplicar el algoritmo individualmente para cada subconjunto.
Los resultados para ambas metodolog´ıas arrojaron resultados satisfactorios al ser comparados
con clasificaciones manuales; sin embargo, en el caso de la clasificacio´n con ISODATA las
clases debieron ser examinadas manualmente para asignarles un sentido f´ısico; en ocasiones
varios clusters fueron mezclados para representar una misma geoforma. Por el contrario, en
la clasificacio´n continua no hubo necesidad de hacer una ana´lisis extra de los datos.
Un poco ma´s tarde, MacMillan et al. [41] presentan una metodolog´ıa de clasificacio´n que
utiliza un conjunto de reglas heur´ısticas y el uso de lo´gica difusa. En su estudio se presenta
un conjunto de los descriptores derivados de DEM’s ma´s utilizados para clasificacio´n de
geoformas. Entre estos descriptores se encuentran: El gradiente de la pendiente, el perfil de
curvatura y curvatura plana, el mapa de aspecto, el mapa de iluminacio´n solar, el ı´ndice de
humedad (Wetness Index) o ı´ndice topogra´fico compuesto (Compound Topographic Index),
posicio´n de la pendiente y longitud de la pendiente.
Algunos otros descriptores mas que los autores consideraron u´tiles para el estudio fueron
incluidos en del conjunto de datos de entrada para la clasificacio´n. Estos nuevos descriptores
son el porcentaje Z relativo a la parte superior e inferior de cada cuenca, porcentaje Z relativo
a los picos y sumideros, porcentaje Z relativo a la corriente ma´s cercana y a la divisoria ma´s
cercana, altura absoluta (Z) sobre la celda de sumidero local y sumidero ma´ximo absoluto
con respecto al pico local.
Otro estudio de gran importancia es el de Burrough et al. [10]; tal estudio pretende en parte
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confirmar los resultados obtenidos en [31], y en parte establecer una nueva metodolog´ıa
difusa que permita asignar a un individuo un grado de pertenencia a cada clase y no so´lo
una pertenencia u´nica a una de ellas. Para lograr lo anterior se usa en el estudio el algoritmo
fuzzy c-means para llevar a cabo la clasificacio´n; y se utilizan varios valores de k en cierto
rango para encontrar diferentes clusters significativos.
Para elegir el valor de k que mejores resultados entregara en la clasificacio´n se usaron ar-
tefactos como el coeficiente de particio´n F y la entrop´ıa de la clasificacio´n H. El trabajo
plantea adema´s que algunos de los descriptores que son derivados de los DEM afectan la
clasificacio´n debido a la forma en la que son calculados ya que no reflejan las condiciones
reales del terreno debido al algoritmo que se usa para generarlos. Un ejemplo de esto son los
modelos de extraccio´n de redes de drenaje que asumen que una celda puede ser o no una
celda de red drenaje, descartando situaciones en las que la corriente es ma´s ancha o ma´s
angosta que la resolucio´n del mapa.
En este estudio los autores se vieron enfrentados al taman˜o de los datos, utilizando entonces
muestras pequen˜as para estimar el nu´mero de clusters para los algoritmos fuzzy c-means;
sin embargo, teniendo en cuenta la fecha de publicacio´n del estudio, es plausible considerar
que taman˜os de datos incluso superiores a los presentados en el caso de estudio del art´ıculo
pueden ser fa´cilmente computable por ordenadores con tecnolog´ıas actuales.
3.2. Casos de estudio relacionados
Existen otros estudios donde abunda principalmente el uso de lo´gica difusa en conjunto con
reglas heur´ısticas muy ligadas a conocimiento experto; as´ı como tambie´n ligados a te´cnicas
de reconocimiento de patrones estad´ıstico (Fuzzy C-Means). Entre esos estudios se encuentra
el de Arell et al. [4] y el trabajo de Dragut et al. [16].
En [4] se utilizo´ la te´cnica fuzzy C-Means varias veces sobre un mismo conjunto de descrip-
tores (pendiente, curvatura plana y perfil de curvatura) pero con diferentes resoluciones. El
estudio arrojo´ buenos resultados, confirmando as´ı los trabajos de [31] y [10]. En este estudio
se considera que la elevacio´n y el mapa de aspecto so´lo tienen una contribucio´n limitada para
caracterizar unidades morfolo´gicas y por eso fueron omitidas del conjunto de descriptores
utilizados.
Una conclusio´n relevante del trabajo de Arrell et al. es la existencia de algunas geo-formas,
como picos y zonas de baja pendiente, que son persistentes en la clasificacio´n sin importar
la resolucio´n de los datos.
En otro estudio [16] realiza una clasificacio´n basada en objetos con caracter´ısticas geome´tricas
del terreno como la concavidad y la orientacio´n. De esa manera definen 9 clases surgidas de
las posibles combinaciones de los valores de curvatura plana y perfil de curvatura. Esta´s clases
definen los objetos que pueden existir en el terreno, y que posteriormente sera´n clasificados
utilizando una combinacio´n de reglas difusas con funciones de pertenencia flexibles, y algunas
otras reglas no difusas.
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3.3. Aspectos principales de la revisio´n de literatura
Aun en la actualidad se sigue trabajando en el a´rea debido a que la informacio´n sobre geo-
formas es necesaria por ejemplo para la evaluacio´n del paisaje, estudios de erosio´n, estudios
de prediccio´n de riesgos y de varios otros campos de planeamiento territorial. Entre algunos
de los trabajo recientes en el a´rea se encuentra el de Deng et al. [15] y el de Klingseisen et
al. [37].
Segu´n la literatura existen dos temas importantes que se resaltan en cada trabajo sobre
clasificacio´n de formas de relieve: (1) La seleccio´n y generacio´n de los datos de entrada que
se utilizara´n para clasificar; y (2) la eleccio´n del algoritmo adecuado para la clasificacio´n.
En cuanto a la seleccio´n y generacio´n de los datos de entrada, los autores presentan siempre
un conjunto de datos t´ıpico entre los que se encuentra informacio´n derivada de modelos
digitales de elevacio´n como mapas de pendientes, mapas de curvaturas, etc. Adema´s de estas
capas de informacio´n, tambie´n son abundantes las investigaciones en donde se estudia la
generacio´n de nuevas capas (como mapas raster) que ofrezcan mejores resultados al momento
de realizar la clasificacio´n. Para dar algunos ejemplos esta´n los trabajos de Acciani et al. [1]
y Ardiansyah et al. [48], y especialmente los trabajos de Nobre et al. [45] y Renno et al. [50],
donde se introduce y utiliza un nuevo descriptor de relieve relativo llamado HAND (Height
Above Nearest Drainage).
En cuanto a la seleccio´n del algoritmo de clasificacio´n, no se evidencia una predileccio´n
espec´ıfica por las te´cnicas supervisadas o no supervisadas. Los autores las usan de acuerdo
a que tan bien se adapten a las zonas y la informacio´n seleccionada como se puede observar
en [10] y [48].
No obstante, los documentos seleccionados dejan en evidencia una tendencia desde hace
por lo menos 20 an˜os en la utilizacio´n de te´cnicas que incluyen componentes difusos en
combinacio´n con las te´cnicas actuales [52], [31], [10].
4 Definicio´n del Caso de Estudio
En esta seccio´n se establece detalladamente el caso de estudio sobre el cual se le aplico´ el
proceso de clasificacio´n de unidades geo-morfolo´gicas desarrollado en esta investigacio´n. Se
delimita la zona geogra´fica del territorio Colombiano sobre la cual se realizo´ la la extraccio´n
de los datos morfolo´gicos del terreno, y se describen las caracter´ısticas f´ısicas de algunas
de las unidades geo-morfolo´gicas ma´s importantes presentes en esta zona. Estas unidades
conforman el conjunto de clases objetivo del problema de clasificacio´n planteado; de esta
manera los experimentos de clasificacio´n tendra´n el objetivo de separar la informacio´n mor-
folo´gica de los datos de la zona de estudio en los diferentes tipos de geo-formas definidas a
continuacio´n.
4.1. Principales geo-formas de la geograf´ıa Colombiana
En esta seccio´n se presentan algunos aspectos ma´s relevantes de los diferentes tipos de relieves
existentes en la geograf´ıa Colombiana. En este punto se debe aclarar que la estructura f´ısica
del territorio Colombiano obedece a una serie de eventos tecto-dina´micos generadores de
relieve y una morfolog´ıa definida ba´sicamente por procesos bio-clima´ticos locales y globales
que se desarrollan lentamente en tiempo geolo´gico. Actualmente los cambios en el paisaje
tambie´n pueden atribuirse a la intervencio´n antro´pica.
El territorio colombiano puede dividirse en dos grandes tipos de relieve: Montan˜as y llanuras
bajas; siendo esta´s u´ltimas las que ocupan la mayor cantidad de a´rea. Dentro de su topo-
graf´ıa se pueden distinguir tres sectores principales. El primero sector corresponde al sistema
montan˜oso andino, conformado por las tres cordilleras y los diferentes valles interandinos,
abarcando gran parte del occidente del pa´ıs.
Las 3 cordilleras se ubican en el occidente del pa´ıs alineada con las costas pac´ıfica y atla´ntica;
se originan en el sur cerca del nudo de los pastos y se extienden hasta la Guajira en su brazo
ma´s largo (la oriental). Este sistema de cordillera esta´ partido por los valles de dos de los
r´ıos ma´s importantes de Colombia que fluyen de sur a norte y se unen para desembocar en
el oce´ano atla´ntico. Estos r´ıos son: El r´ıo Magdalena que separa a la cordillera oriental de la
central, y el r´ıo Cauca que separa la cordillera central de la occidental. El r´ıo Atrato, tambie´n
de gran importancia en Colombia, fluye de norte a sur al occidente de la cordillera occidental.
La cordillera central es la ma´s alta de las 3 cordilleras, y una de sus principales caracter´ısticas
es la presencia de varios volcanes y nevados a lo largo de su extensio´n, as´ı como tambie´n la
existencia de muchos ecosistemas de tipo pa´ramo.
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Figura 4-1: Representacio´n del relieve Colombiano con un SIG.
El segundo sector lo conforman las extensas llanuras bajas, ubicadas en el oriente en las
regiones de Orinoqu´ıa y Amazon´ıa, as´ı como tambie´n, las llanuras de las costas Pac´ıfica
y Caribe (al Occidente y Norte del pa´ıs respectivamente). El u´ltimo sector corresponde
al sistema perife´rico, el cual cubre los sistemas montan˜osos aislados, como el de la sierra
Nevada de Santa Marta y la Macarena [20]. En la figura 4-1 se muestra una representacio´n
con la ayuda de un SIG del relieve Colombiano donde se pueden apreciar las zonas descritas
anteriormente.
4.2. Clases objetivo para el problema de clasificacio´n
Para llevar a cabo los objetivos de esta investigacio´n se han seleccionado ocho tipos de relieve
que describen adecuadamente la geo-morfolog´ıa de la zona de estudio. Esta categorizacio´n
fue realizada manualmente asistida por expertos geomorfo´logos de la Universidad Nacional
de Colombia - Sede Medell´ın. Estos expertos poseen un alto grado de conocimiento sobre
los procesos de generacio´n y moldeamiento del relieve en todo el territorio Colombiano. Las
ocho unidades geomorfolo´gicas seleccionadas se presentan en la tabla 4-1, cada una de ellas
con una pequen˜a descripcio´n de sus caracter´ısticas principales.
El problema de clasificacio´n que se plantea en este trabajo tendra´ entonces como objetivo
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Tabla 4-1: Geo-formas seleccionadas para la realizacio´n de este estudio. [3]
Unidad Nombre de la geo-forma Descripcio´n
1 Vertientes. Agrupa gran parte de las unidades geomorfolo´gicas
de baja, media y alta montan˜a como: Superficies ta-
bulares, glaciares, altiplanos, etc.
2 Can˜ones Depresiones de profundidad, con respecto a las di-
visorias, superiores a 100 m a lo largo de pequen˜as
distancias horizontales.
3 Pie de monte abierto. Pendientes entre 1◦ y 6◦ . Cambios fuertes de pen-
dientes; es decir, pasar de pendientes mayores de 20◦
a pendientes menores de 6◦ .
4 Terrazas y colinas. Zonas generadas por procesos fluviales que ya no son
alcanzados por el r´ıo.
5 Zona litoral. Lugares cercanos a la costa con valores de altura me-
nores a los 10 msnm en la costa Pac´ıfica y menores
de 5 msnm en la costa Atla´ntica.
6 Cie´nagas y llanuras aluviales con con-
trol fluvial.
Pendientes medias inferiores a 5◦. Distancias mayo-
res a 30 km a partir de la costa.
7 Cie´nagas y llanuras con control del mar. Pendientes medias inferiores a 1◦. Alturas menores a
los 50 msnm. Distancias horizontales no mayores a
los 30 km desde la costa.
8 Deltas y estuarios. Lugares de confluencia fluvial y marina. Alturas me-
nores a los 20msnm y pendientes medias inferiores a
1◦.
mapear la informacio´n de las caracter´ısticas del terreno en cada punto de la zona de estudio
hacia alguna de las unidades geo-morfolo´gicas descritas con el menor error posible con res-
pecto a la realidad geo-morfolo´gica del terreno. Para ilustrar mejor cuales son los tipos de
relieve elegidos para la clasificacio´n la figura 4-2 muestra fotograf´ıas ae´reas de algunas de
ellas en donde se puede apreciar sus caracter´ısticas.
Es importante tener en cuenta que la delimitacio´n de las unidades geo-morfolo´gicas propues-
tas en el presente trabajo fue asistida por personas calificadas que tienen amplio conocimiento
de la geograf´ıa Colombiana y de los procesos que han generado los tipos de relieve presentes.
De la experiencias de los expertos geo-morfo´logos han surgido una serie de reglas emp´ıricas
que son utilizadas en la actualidad para realizar cierto tipo de clasificacio´n automa´tica, estas
reglas no son absolutas y pueden variar con facilidad a trave´s de los diferentes puntos de vista
de quien realiza la clasificacio´n. Estas reglas son aplicadas sobre variables que describen la
forma que tiene el terreno en un a´rea espec´ıfica. Algunos de esos criterios para las geo-formas
seleccionadas en este trabajo se resumen en la tabla 4-2.
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(a) Delta del r´ıo Atrato (b) Cie´naga en el r´ıo Magdalena
(c) Laderas y can˜ones en alta montan˜a (d) Colinas en el departamento de Risaralda
Figura 4-2: Ima´genes aereas de algunas de las principales unidades geo-morfolo´gicas de la
geograf´ıa Colombiana
22 4 Definicio´n del Caso de Estudio
Tabla 4-2: Criterios para delimitar unidades geomorfolo´gicas. [3]
Criterios
Unidad Altura
(msnm)
Pendiente Otros
Zona Litoral Caribe < 5 Longitudes <1 km de la costa
Zona Litoral Pac´ıfico < 10 Longitudes <1 km de la costa
Deltas y Estuarios < 20 < 1◦
Cie´nagas interiores y llanuras
aluviales con control del mar
< 50 < 1◦ Longitudes horizontales < 30 km de la
costa
Cie´nagas interiores y llanuras
aluviales con control Fluvial
< 5◦ Longitudes horizontales > 30 km de la
costa
Piedemonte Abierto 1◦ a 6◦ Cambios fuertes de pendientes pasar
20◦ o ma´s a 6◦ o menos
Piedemonte Confinado 1◦ a 6◦ Cambios fuertes de pendientes pasar
20◦ o ma´s a 6◦ o menos
Can˜ones Cambios re-
lativos: >100
m
Montan˜a > 10◦
4.3. Caso de estudio
La informacio´n fuente para los experimentos de este trabajo corresponde a una seccio´n del
modelo de elevacio´n digital de la cuenca hidrogra´fica del r´ıo Sinu´. Esta cuenca esta´ ubicada
en Colombia entre los departamentos de Antioquia y Co´rdoba y cuenta con un a´rea de al
rededor de 13700 km2. El r´ıo Sinu´ discurre de sur a norte, comenzado su recorrido en el
“Nudo del Paramillo”(Antioquia) a 3000 msnm en la una zona alta montan˜a de la Cordillera
de lo Andes occidental [51].
Pese a que existen diferentes tipo de de relieve en la geograf´ıa de la cuenca, la zona de estudios
fue elegida de manera que las ocho geoformas predominantes fueran aquellas definidas en
la tabla 4-1 y explicadas previamente. En la figura 4-3 muestra el mapa de elevaciones de
la cuenca del r´ıo Sinu´ y sus alrededores (izquierda) con su respectiva clasificacio´n (derecha)
en te´rminos de las ocho unidades elegidas. El mapa con con las clasificaciones es tambie´n
llamado “mapa geomorfolo´gico”.
La clasificacio´n del caso de estudio fue obtenida a trave´s de informacio´n de la geo-morfolog´ıa
de la zona almacenada en formato vectorial (ESRI Shapefile) cita requerida y extra´ıda del
proyecto [3]. Esta informacio´n vectorial fue transformada a formato Raster (ESRI Grid) Cita
requerida para tener los datos organizados en forma de matriz bidimensional de forma que
en cada celda de la matriz se almacena una etiqueta d que toma los valores d = 1, 2, 3, .., 8,
los valores de d corresponden a cada una de las clases objetivo.
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(a) Elevaciones de la cuenca del r´ıo
Sinu´
(b) Mapa geomorfolo´gico de la
cuenca del r´ıo Sinu´
Figura 4-3: Cuenca del r´ıo Sinu´.
4.3.1. Conjunto de datos para la clasificacio´n
El conjunto de datos para la clasificacio´n de las unidades geo-morfolo´gicas esta´ constituido
por un modelo digital de terreno de la zona de estudio con siete mapas Raster geogra´ficamente
referenciados que corresponden la diferentes caracter´ısticas morfolo´gicas del terreno. Cada
mapa tiene un taman˜o de 3207 filas por 1751 columnas que abarcan un poco ma´s del a´rea
de toda la cuenca del Sinu´. Cada celda de estos mapas representa un a´rea de 92 m2. Los
siete mapas con una pequen˜a descripcio´n de cada uno se resumen en la tabla 4-3.
Todos los mapas fueron generados con la ayuda del software ESRI ARCGIS y almacenados en
formato ASCII Grid. Este formato es ampliamente utilizado y compatible con otros sistemas
de informacio´n geogra´fica (SIG) y con otros software capaces de manejar informacio´n geo-
espacial.
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Tabla 4-3: Mapas del modelo de elevacio´n de la cuenca del Rı´o Sinu´
Nombre Unidades Descripcio´n
1 Elevaciones msnm Alturas en metros sobre el nivel del mar.
2 Perfil de curvatura NA Medida de la convexidad, concavidad o planaridad
de una regio´n en la direccio´n de ma´xima pendiente.
Se corresponde con la segunda derivada.
3 Curvatura plana NA Medida de la convexidad, concavidad o planaridad
de una regio´n en la direccio´n perpendicular a la de
ma´xima pendiente. Se corresponde con la segunda
derivada.
4 Pendientes en grados Grados o Inclinacio´n ma´xima del terreno en un punto.
5 Tangente de las pendientes NA Valor de la tangente para el a´ngulo de inclinacio´n
ma´xima del terreno.
6
I´ndice topogra´fico compuesto
(CTI)
NA Me´trica que relaciona el taman˜o del a´rea de drenaje
una cuenca en un punto del mapa con la pendiente
en ese mismo punto.
7 Height Above Nearest Neighbor
(HAND)
msnm Altura del terreno en metros calculada con respecto
al punto de drenaje ma´s cercano [45, 50].
4.3.2. Subdivisio´n del conjunto de datos
Debido al taman˜o de la zona de estudio y a la resolucio´n de los mapas Raster que contiene
la informacio´n geo-morfolo´gica se decidio´ dividir el caso de estudio en varias secciones que
fueran representativas de las ocho geo-formas objetivo presentes en el a´rea. Se eligieron siete
regiones diferentes dentro del a´rea de estudio; cada una de ellas representa un recta´ngulo
de 451x451 celdas de cada mapa Raster, lo que equivale a un a´rea de 1721,5869km2 con un
total de n = 203401. Cada uno de los descriptores geo-morfolo´gicos as´ı como el mapa con
las etiquetas de las ocho clases objetivo fue dividido de tal forma que se consolidaran siente
nuevos conjuntos de datos, m = 7, cada uno de ellos con los ocho descriptores de la tabla
4-3 de la regio´n que representan, as´ı como tambie´n con el conjunto de etiquetas de las clases
presentes all´ı.
En el caso de estudio las diferentes geo-formas se distribuyen de manera que una solo ge-
forma agrupa un a´rea bastante grande en comparacio´n con la resolucio´n de los mapas. En
esta distribucio´n algunas geo-formas se encuentran cerca de otras; sin embargo, ocurre que
algunas de ellas se encuentran bastante alejadas unas de otras. Tambie´n sucede que el a´rea
que corresponde a algunas de ellas es bastante mayor que el a´rea correspondiente a otras.
Lo anterior introduce un problema conocido en reconocimiento de patrones como inbalance
de clases [21]. Otro problema derivado de esta situacio´n es la imposibilidad de definir una
regio´n dentro del caso de estudio que contenga al mismo tiempo todas las clases objetivo.
La subdivisio´n realizada en lo siente subconjuntos de datos soluciona los dos problemas
mencionados. Por un lado la suma de los datos de cada uno de los subconjuntos de datos
es menor que la cantidad de datos del caso de estudio en total. Adema´s, las regiones que
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Figura 4-4: Representacio´n de los 7 regiones de los subconjuntos de datos sobre el mapa de
elevaciones del caso de estudio.
representan cada subconjunto fueron elegidas estrate´gicamente para que en conjunto las
regiones resumieran las ocho geo-formas que se desean clasificar. Finalmente, el problema
de inbalance de clases se mitiga debido a que cada regio´n contiene en proporciones un poco
ma´s balanceadas las cantidades de celdas que pertenecen a una geo-forma u otra.
Para crear los subconjuntos de datos se disen˜aron varias rutinas en el software de ca´lculo
MatLab c©. Estas rutinas extraen los subconjuntos a partir de un punto que se considera
con el centro de la regio´n (celda central), y un para´mentro r que corresponde a un radio al
rededor del centro que definira´ el taman˜o de la regio´n. Las rutinas desarrolladas tambie´n
guardan la informacio´n acerca de donde esta´ ubicado el subconjunto de datos con respecto
al caso de estudio global, de esta manera es posible relacionar los cada subconjunto con la
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Tabla 4-4: Descripcio´n de los subconjuntos de datos para la clasificacio´n
Regio´n Nombres de la geo-formas Nu´mero de geo-formas
1 Vertientes, can˜ones, terrazas y colinas, c´ıengas y llanuras alu-
viales con control fluvial.
4
2 Vertientes, terrazas y colinas, cie´nagas y llanuras aluviales con
control fluvial.
3
3 Vertientes y can˜ones. 2
4 Terrazas y colinas, zona litoral, cie´nagas y llanuras aluviales
con control del mar, deltas y estuarios.
4
5 Can˜ones, vertientes, pie de monte abierto, terrazas y colinas,
cie´nagas y llanuras aluviales con control fluvial.
5
6 Terrazas y colinas, zona litoral, cie´nagas y llanuras aluviales
con control fluvial, cie´nagas y llanuras aluviales con control
del mar.
4
7 Terrazas y colinas, cie´nagas y llanuras aluviales con control
fluvial.
2
totalidad del caso de estudio.
La gra´fica 4-4 muestra cuales son y donde esta´n ubicadas las siente regiones correspondientes
a la divisio´n del caso de estudio. Cada regio´n en la ima´gen muestra las etiquetas de las
clases que ella pertenecen; los colores coinciden con los de la gra´fica 4-3. Las unidades
geomorfolo´gicas presentes en cada una de las regiones se muestran en la tabla 4-4.
Las diferentes geo-formas elegidas como clases para el problema de clasificacio´n de este estu-
dio resumen adecuadamente las caracter´ısticas geo-morfolo´gicas de la zona de estudio segu´n
criterios de expertos en el tema[3]. La divisio´n realizada a la informacio´n del caso de estudios
permitio´ un mejor tratamiento de la informacio´n en te´rminos de costo computacional, debido
al menor taman˜o de cada subconjunto de datos; y permitio´ adema´s eludir algunos problemas
que se presentan en reconocimiento de patrones como el inbalance de clases.
5 Metodolog´ıa de Clasificacio´n
En este cap´ıtulo se describe la metodolog´ıa utilizada para llevar a cabo la clasificacio´n de
las ocho unidades geo-morfolo´gicas anteriormente descrita. Se propone y detalla el proceso
de extraccio´n de nuevas caracter´ısticas a partir de informacio´n de la textura del terreno,
usando los descriptores de textura de Haralick. Se explicara´ como fueron formulados los
experimentos de clasificacio´n y con que datos fueron ejecutados.
La motivo fundamental para utilizar una te´cnica de extraccio´n de caracter´ısticas de textura
surge principalmente de la necesidad de consolidar un conjunto de descriptores ma´s amplio
que el que se ten´ıa originalmente, y estaba constituido so´lo por caracter´ısticas morfolo´gicas.
Estas caracter´ısticas morfolo´gicas demostraron segu´n los ana´lisis realizados una precaria
separabilidad de las ocho unidades geo-morfolo´gicas objetivo. Se analizaron los histrogramas
y algunas de las gra´ficas de dispersio´n para varias combinaciones de ellos. Algunas de estas
gra´ficas se muestran en las figuras 5-1 a 5-4. Se resalta el caso particular de los histogramas
de los descriptores perfil de curvatura y curvatura plana, en donde las clases tienen la peor
separacio´n con distribuciones muy similares y medias pra´cticamente ide´nticas.
Figura 5-1: Histograma del descriptor: CTI, para las 8 clases.
Es bien sabido en la literatura que un problema de clasificacio´n con pocas clases es menos
complejo que un problema en el que el nu´mero de clases objetivo es muy elevado; lo anterior
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Figura 5-2: Histograma del descriptor: Perfil de curvatura, para las 8 clases.
Figura 5-3: Histograma del descriptor: Curvatura plana, para las 8 clases.
debido a que para la mayor´ıa de los clasificadores la clasificacio´n binaria es un caso especial
y trivial de la clasificacio´n multi clase [34, 18].
Por lo anterior en esta investigacio´n se propone llevar a cabo una divisio´n inicial del conjun-
to de clases objetivo, pasando de un problema de 8 clases a dos problemas de 2 clases y 6
clases respectivamente. Esta agrupacio´n se realiza de acuerdo a criterios emp´ıricos que sugie-
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Figura 5-4: Histograma del descriptor: Pendientes en grados, para las 8 clases.
ren que pueden obtenerse mejores resultados agrupando geo-formas que comparten ciertas
caracter´ısticas. En las siguentes secciones se explicara como se llevo´ a cabo tal divisio´n.
5.1. Criterio de segmentacio´n
En esta seccio´n se establece un criterio lo ma´s simple posible para dividir las 8 clases del
caso de estudio en dos super clases que agrupen las diferentes geo-formas existentes. La
definicio´n de este criterio fue emp´ırica, formulado a partir de la observacio´n de los mapas
que representan los descriptores, as´ı como tambie´n el ana´lisis de los histogramas y gra´ficos
de dispersio´n de los descriptores para las clases objetivo.
5.1.1. Divisio´n del a´rea de estudio
El primer aspecto determinante para este proceso fue que las geo-formas contenidas en una
super clase guardaran una relacio´n espacial entre si; es decir, que deben estar geogra´ficamente
cerca unas de otras. Esto conduce a que cada super clase sea una gran regio´n continua de
un subconjunto de geoformas.
La cuenca del r´ıo Sinu´, que constituye el caso de estudio, discurre de sur a norte, pasando
de una zona montan˜osa alta en la cordillera de los Andes, a una regio´n baja conformada
por un valle amplio para luego desembocar en el mar. Teniendo en cuenta lo anterior y las
caracter´ısticas de las geo-formas en las tablas 4-1 y 4-2; se concluyo´ que existe una divisio´n
natural entre geo-formas que aparecen en zonas montan˜osas y otras que aparecen en zonas
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de planicies y valles amplios.
Con estos dos conceptos en mente se decidio´ establecer dos super clases para dividir el terreno
correspondiente al a´rea de estudio. La super clase 1 intuitivamente pertenece a zonas altas
como cordilleras y serran´ıas, y la super clase 2 a zonas bajas y planas como los valles de
grandes r´ıos.
5.1.2. Definicio´n del criterio de segmentacio´n
Dos super clases fueron definidas, la super clase 1 contiene las unidades geo-morfolo´gicas:
Vertientes.
Can˜ones.
La super clase 2 contiene el resto de geo-formas que son:
Pie de monte abierto.
Terrazas y colinas.
Zona litoral.
Cie´nagas y llanuras aluviales con control fluvial.
Cie´nagas y llanuras con control del mar.
Deltas y estuarios.
Se analizaron todas las combinaciones posibles de los descriptores morfolo´gicos para de-
terminar cual o cuales de ellos mostraban una buena separabilidad una vez agrupadas las
geo-formas en las super clases. Para ello se utilizo´ el algoritmo de bu´squeda exhaustiva con
criterios de separabilidad, como Fisher y KNN con k = 5. Este algoritmo se encuentra en el
paquete de seleccio´n de caracter´ısticas implementado en el toolbox Balu´[43] implementado
en MatLab c©.
Los resultados obtenidos son subconjuntos de los descriptores: Elevaciones, pendientes en
grados, tangente de la pendiente y HAND. La figura 5-5 muestra los histogramas de las
elevaciones y las pendientes en grados, donde puede apreciarse que hay una mayor separa-
bilidad de las clases agrupadas, en comparacio´n con los histogramas de la figuras 5-1, 5-2,
5-3 y 5-4.
Con cada uno de los subconjuntos que arrojo´ la bu´squeda exhaustiva se formulo´ un experi-
mento de clasificacio´n para indicar que individuos pertenencen una super clase u otra.
Para fortalecer el criterio de segmentacio´n se utilizo´ el mecanismo de Ana´lisis de compo-
nentes principales para extraer nuevos descriptores u´tiles a partir de los subconjuntos en-
contrados por el algoritmo de bu´squeda exhaustiva. Para elegir las componentes principales
5.1 Criterio de segmentacio´n 31
(a) Histogramas de las elevaciones para las 8 clases agrupadas en las super clases.
(b) Histogramas de las pendientes para las 8 clases agrupadas en las super clases.
Figura 5-5: Descriptores morfolo´gicos una vez agrupadas las clases en las dos super clases
definidas.
32 5 Metodolog´ıa de Clasificacio´n
que se incluira´n en el conjunto de datos, se establecio´ un valor de variabilidad acumulada de
λacumulada = 99,9 %.
El desempen˜o de un proceso de clasificacio´n automa´tica se mide contando el nu´mero de
inidviduos de la muestra claslificada que fueron bien etiquetados, es decir, aquellos que
fueron clasificados correctamente en su respectiva clase; este valor se divide por el nu´mer de
muestras totales, para obtener un nuevo valor en el intervalo p = [0, 1] que indica que tan
buena fue la clasificacio´n. Un valor de p = 1 sugiere una clasificacio´n perfecta.
Es importantes resaltar que una vez realizada la divisio´n en super clases con el criterio
establecido, el desempen˜o final de la clasificacio´n de las 8 geo-formas dependera´ no solo
de las clasificacio´n individual de cada una de las unidades geo-morfolo´gicas dentro de cada
super clase; sino tambie´n del desempen˜o obtenido en la separacio´n en super clases. El error
en esta etapa se propaga a trave´s de las siguientes como sucede siempre en problemas de
clasificacio´n jera´rquica.
5.1.3. Super clase 1
La super clase 1 comprende las geoformas 1 y 2 que corresponden a las vertientes y can˜ones.
Estas geo-formas se agrupan comunmente en zonas montan˜osas como las cordilleras. En el
caso de estudio sucede que la zona sur de la cuenca del r´ıo Sinu´ y sus alrededores se ubica
en el extremo norte de la cordillera occidental por lo que las unidades geo-morfolo´gicas que
corresponden a las clases 1 y 2 se agrupan homoge´neamente en esta regio´n. Ver figura 4-3b.
Como se explico´ en el cap´ıtulo 4 los datos del caso de estudio de esta´ investigacio´n se
dividieron en subconjutnos para facilitar su ana´lisis; sin embargo, a ra´ız del taman˜o de estas
divisiones no es posible tener un subconjunto que posea las 8 clases al tiempo. Por lo tanto,
para realizar la tarea de clasificar las geo-formas de la super clase 1 se deben utilizar los
subconjuntos de datos que contienen las clases vertientes y can˜ones, que son el 1, 2, 3 y 5.
Ver figura 4-4. El subconjunto de datos 3 es el mas adecuado para la clasificacio´n pues so´lo
contienen instancias de las dos clases requeridas.
Un aspecto particular de la super clase 1 es que representa un problema de clasificacio´n
binaria menos complejo que el problema inicial de 8 clases, e incluso menos complejo que el
de la super clase 2.
5.1.4. Super clase 2
Las unidades geo-morfolo´gicas de la super clase 2 incluyen los dos tipos de cie´nagas, las
zonas litorales, los deltas y estuarios, y los pie de monte. Se ubica en el caso de estudio
ba´sicamente en zonas bajas y planas cerca de la desembocadura del r´ıo Sinu´. La clase pie
de monte abierto; sin embargo, se halla cerca de la cordillera, justo donde esta termina y
comienza la planicie. Las cie´nagas son zonas aledan˜as al r´ıo que normalmente esta´n inundadas
por su cercan´ıa al cauce adema´s de otros feno´menos geo-morfolo´gicos. Las terrazas y colinas
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rodean comu´nmente a las cie´nagas y son zonas que habitualmente no se inundan.
Los datos para realizar la clasificacio´n de la super clase 2 se extrajeron de los subconjuntos
de datos 4, 5 y 7. Ver figura 4-4. A diferencia de la super clase 1, en esta clasificacio´n no fue
posible utilizar un solo subconjunto de datos que tuviera todas las clases requeridas; por lo
que se realizo´ un muestreo en la informacio´n contenida en 4, 5 y 7 para extraer los datos que
se usaron para los experimentos. En el cap´ıtulo 6 se ofrecen mas detalles de esta situacio´n.
Una vez realizada la separacio´n de las 8 clases iniciales en sub problemas de menos clases
se logra reducir la complejidad de cada uno de las clasificaciones individuales. No obstante,
au´n hay un problema restante, que es la necesidad de encontrar nuevos descriptores a parte
de los morfolo´gicos iniciales que permitan separar las clases adecuadamente.
5.2. Extraccio´n de caracter´ısticas basadas informacio´n de
texturas
La hipo´tesis fundamental de este trabajo es que se puede mejorar el desempen˜o de la clasi-
ficacio´n de tipos de relieve a trave´s del ca´lculo de caracter´ısticas basadas en la textura del
terreno; estas texturas son extra´ıdas a partir de los descriptores morfolo´gicos del terreno
descritos en la tabla 4-3.
Existen en la literatura varias metodolog´ıas de extraccio´n de texturas ampliamente utilizadas
en a´reas como visio´n por computador, procesamiento digital de ima´genes, reconocimiento de
voz, etc. Entre las ma´s destacadas se encuentran los me´todos de extraccio´n de texturas de
Gabor[49], Local Binary Pattern[2] y las texturas de Haralick[24, 49].
5.2.1. Descriptores de textura de Haralick
La matriz de concurrencia descrita en el capitulo 2 contiene en su estructura informacio´n
sobre los patrones de textura; esta informacio´n se guarda en ella contabilizando cuantas
veces se repite una combinacio´n de valores dentro de una imagen en una direccio´n dada de 8
posibles. Haralick presenta 14 me´tricas que son obtenidas realizando diferentes operaciones
sobre la COM. La tabla 5-1 muestra cada uno de los descriptores propuestos por Haralick.
Pese a que estas me´tricas de textura fueron desarrolladas para analizar texturas en ima´genes,
su conceputalizacio´n es trasladable al caso de los mapas raster georeferenicados puesto que al
tener estos u´ltimos la forma de una matriz bidimensional coincide con la definicio´n discreta de
una imagen, acomoda´ndose a los ca´lculos y mecanismos de las metodolog´ıa. Previamente es
necesario discretizar los datos de cada mapa en valores enteros para que puedan ser tratados
como si fueran niveles de gris en una imagen.
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Tabla 5-1: Lista de los descriptores propuestos por Haralick.
Id Nombre
1 Angular Second Moment
2 Contrast
3 Correlacion
4 Sum of squares
5 Inverse Difference Moment
6 Sum Average
7 Sum Entropy
8 Sum Variance
9 Entropy
10 Difference Variance
11 Difference Entropy
12 Information Measures of Correlation 1
13 Information Measures of Correlation 2
14 Maximal Corrleation Coefficient
5.2.2. Extraccio´n de texturas a partir de descriptores geomorfolo´gicos
Para cada una de las 14 me´tricas de Haralick de la tabla 5-1 se genero´ un nuevo mapa
(descriptor) del mismo taman˜o que el mapa original, donde el valor de cada celda es la
me´trica calculada en una ventana cuadrada con lado = 2r+ 1, centrada en esa celda. r es un
para´metro del algoritmo de extraccio´n de texturas que representa un determinado nu´mero
de celdas.
Cada uno de los siete descriptores morfolo´gicos contienen valores reales, con excepcio´n de
las elevaciones y el HAND; por lo tanto, para poder aplicar la metodolog´ıa de texturas tal y
como fue definida para el caso de ima´genes, es necesario discretizar sus valores y escalarlos.
Este escalamiento tuvo adema´s el propo´sito de reducir dimensiones de las matrices de co-
ocurrencia evitando al ma´ximo la pe´rdida de informacio´n. Por lo anterior, los valores de
todos los descriptores morfolo´gicos fueron escalados y discretizados en dos diferentes rangos:
d1 = [0, 7] , d2 = [0, 15] (5-1)
Esta situacio´n da como resultado matrices de co-ocurrencia de 8x8 y 16x16 respectivamente,
por cada una de las 14 me´tricas de textura, por cada uno de los descriptores morfolo´gicos.
Ana´logamente fueron elegidos varios valores para el taman˜o de la ventana sobre la que se
extrajo la informacio´n de texturas. El rango de valores de r fue:
r = [10, 15, 25, 30, 50] (5-2)
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Dado que cada celda en los descriptores representa un a´rea de 92 m2, se entiende entonces
que las ventanas representan a´reas de alrededor de 3,5 km2, 7,6 km2, 21 km2, 30 km2 y
82,6 km2 respectivamente.
La ejecucio´n del algoritmo de extraccio´n de texturas bajo cada combinacio´n de los para´metros
descritos anteriormente entrego´ un total de 980 descriptores adicionales. Con el fin de facilitar
el ana´lisis de los resultados de la clasificacio´n con los nuevos descriptores en etapas posteriores
de este trabajo, se establecio´ en la ecuacio´n 5-3 una nomenclatura para denominar a cada
uno de ellos.
H
(#)
f#, r#,d#
(5-3)
En dicha nomenclatura el super´ındice indica una de las 14 me´tricas de textura de la tabla
5-1, f se refiere al descriptor morfolo´gico de la tabla 4-3 al que se le extrajo la informacio´n
te textura, r representa el taman˜o de la ventana utilizada y d indica el taman˜o de la matriz
de co-ocurrencia. Esta nomenclatura sera´ utilizada en el resto del documento.
Para ejemplificar los resultados obtenidos la figura 5-6 muestra algunas de las caracter´ısticas
de Haralick para una ventana con r = 10, d = 8, que corresponden al mapa de elevaciones. Se
puede observar en la figura que algunos de ellos resaltan adecuadamente las clases objetivo.
En la figura tambie´n se muestran las etiquetas correspondientes a esta regio´n, as´ı como una
imagen generada en un SIG del descriptor perfil de curvatura.
Finalmente, el algoritmo ba´sico de Haralick fue optimizado para este problema gracias a
una propiedad de la matriz de co-ocurrencia que permite que su ca´lculo para una ventana
centrada en una celda Ci,j se realice a partir de pequen˜as modificaciones a la matriz de
co-ocurrencia para una ventana de igual taman˜o y forma centrada en la celda Ci,j−1 como
se muestra a continuacio´n:
Ci,j = Ci,j−1 − Cizquierdai,j−1 + Cderechai,j (5-4)
Donde Ci,j es la matriz de co-ocurrencia de una ventana centrada en la celda (i, j) del mapa,
Cizquierdai,j−1 es la matriz de co-ocurrencia de la primera columna de la ventana centrada
en (i, j− 1), y Cderechai,j es la matriz de co-ocurrencia de la u´ltima columna de la ventana
centrada en la celda (i, j). De esta manera se eliminan operaciones redundantes, y se agiliza
el proceso de ca´lculo.
Es importante anotar que el proceso de seleccio´n fue exhaustivo y costoso computacional-
mente debido principalmente al taman˜o de los conjunto de datos y a la gran cantidad de
combinaciones de para´metros.
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(a) Conjunto de etiquetas para el modelo (b) Descriptor: Perfil de curvatura
(c) Descriptor H
(1)
f1,r10,d08 (d) Descriptor H
(6)
f1,r10,d08
Figura 5-6: Ejemplo de algunos de los descriptores de textura extra´ıdos.
6 Experimentos y Resultados
En este cap´ıtulo se presentan los detalles del disen˜o e implementacio´n de los experimentos
realizados utilizando la metodolog´ıa de la seccio´n 5. Tambie´n se resumen los principales
resultados mostrando las tablas con los desempen˜os de las diferentes clasificaciones llevadas
a cabo; y se comparan los resultados de la clasificacio´n usando descriptores de textura con
la clasificacio´n usando solo los descriptores morfolo´gicos reportados en la literatura.
6.1. Algoritmos, para´metros y seleccio´n de caracter´ısticas
Una vez que se han extra´ıdo los descriptores de las diferentes geo-formas a partir de la
informacio´n de la textura del terreno, el paso siguiente en el proceso de clasificacio´n es es
seleccionar cuales de esos descriptores son los ma´s adecuados en te´rminos de que tan bien
separan las clases objetivo. Cuando los mejores descriptores para este propo´sito han sido
elegidos, se procede con la ejecucio´n de diferentes pruebas utilizando varios clasificadores,
comparando sus desempen˜os para evaluar los resultados.
6.1.1. Seleccio´n de caracter´ısticas
El conjunto de datos para la clasificacio´n de las unidades geo-morfolo´gicas contenidas en
cada una de las super clases queda definido como la unio´n de los descriptores morfolo´gicos
con los descriptores basados en texturas de Haralick. Para separar las geo-formas so´lo se
usaron los descriptores morfolo´gicos debido a que se demostro´ en el cap´ıtulo 5 que estos
junto con sus componentes principales separan bien las dos super clases definidas.
Una vez consolidados los datos, el proceso de clasificacio´n continua seleccionando varios
subconjuntos de todos los descriptores disponibles que ofrezcan una mejor separacio´n de las
clases objetivos. Para ello se uso´ el algoritmo de seleccio´n de caracter´ısticas conocido como
SFS [40, 33], Sequential Forward Search.
El objetivo del algoritmo SFS es encontrar los k primeros descriptores que maximizen la sepa-
rabilidad de las clases de acuerdo a un criterio establecido (criterios wrapper[38] y filter[23]).
SFS entrega los descriptores seleccionados en orden de mayor a menor grado de separabi-
lidad; teniendo en en cuenta que la separabilidad conjunta de los l primeros es menor que
la separabilidad de los l + 1 descriptores. Es decir que, el primer descriptor entregado por
el algoritmo es aquel que mejor resultado ofrece por si solo al separar las clases; el segundo
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descriptor entregado es aquel que en conjunto con el anterior (el primero) ofrece una me-
jor separacio´n que el primero solo; y de esta manera hasta alcanzar el nu´mero de features
requeridos, o no encontrar alguno que mejores los resultados.
Para este trabajo se uso´ la implementacio´n del algoritmo SFS que se encuentra en el tool-
box Balu´ [43], y se establecio´ un valor de k = 40 como ma´ximo nu´mero de caracter´ısticas
para cuatro criterios de separabilidad[39, 34]. Estos criterios se eligieron por ser ra´pidos y
comu´nmente utilizados en otros estudios sobre clasificacio´n [49, 22, 29, 44]. Los mecanismos
de seleccio´n fueron entonces:
Seleccio´n 1 (S1): Seleccio´n de tipo filter utilizando el criterio de separabilidad de Fisher.
Seleccio´n 2 (S2): Seleccio´n de tipo wrapping utilizando el clasificador LDA (Linear Dis-
criminant Analysis).
Seleccio´n 3 (S3): Seleccio´n de tipo wrapping utilizando el clasificador KNN (K-Nearest-
Neighbor) con un valor de k = 5.
Seleccio´n 4 (S4): Seleccio´n de tipo wrapping utilizando el clasificador KNN (K-Nearest-
Neighbor) con un valor de k = 7.
La seleccio´n se realizo´ de manera diferente en el caso de la divisio´n del caso de estudio en
la super clase 1 y la super clase 2. Para esta separacio´n solo se utilizaron los ocho descrip-
tores morfolo´gicos, que son una cantidad muy menor de caracter´ısticas comparada con los
descriptores de textura. Por lo anterior, el mecanismo de seleccio´n en este caso fue bu´sque-
da exhaustiva[33], que arrojo´ como resultado la dos mejores selecciones. Adicionalmente se
incluyo´ dos selecciones ma´s que corresponden a los resultados de la extraccio´n de las pri-
meras componentes principales de los descriptores entregados por la bu´squeda exhaustiva.
Para calcular las componentes principales se utilizo´ un valor de variabilidad acumulada de
λacumulada = 99,9 % de la variabilidad total de los datos. Los resultados obtenidos en esta
seleccio´n son:
Seleccio´n 1: (1 4 5). Elevaciones, Pendientes en grados y tangente de la pendiente.
Seleccio´n 2: (1 5 7). Elevaciones, tangente de la pendiente y Height Above Nearest Neigh-
bor (HAND).
PCA(1,4,5): Componentes principales de la seleccio´n 1. Se obtuvo una sola componente
que resumı´a el 99,9 % de la variabilidad de la seleccio´n.
PCA(1,5,7): Componentes principales de la seleccio´n 2. Se obtuvieron dos componente que
resumı´a el 99,9 % de la variabilidad de la seleccio´n.
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Tabla 6-1: Descriptores seleccionados para la super clase 1.
Seleccio´n Criterio Descriptores seleccionados (Solo los primeros 5) Total
S1 Fisher H
(6)
f2,r25,d16, H
(2)
f7,r15,d16, H
(12)
f7,r50,d16, H
(6)
f3,r10,d16, H
(12)
f2,r25,d08 40
S2 LDA H
(6)
f2,r25,d16, H
(1)
f3,r30,d08, H
(14)
f7,r25,d08, H
(5)
f2,r25,d08, H
(7)
f2,r30,d16 27
S3 Knn, k = 5 H
(6)
f2,r25,d16, H
(2)
f7,r50,d08, H
(7)
f4,r25,d08, H
(7)
f6,r25,d08, H
(8)
f7,r25,d08 21
S4 Knn, k = 7 H
(6)
f2,r25,d16, H
(2)
f7,r15,d16, H
(7)
f6,r25,d08, H
(7)
f4,r25,d08, H
(6)
f7,r25,d08 16
Tabla 6-2: Descriptores seleccionados para la super clase 2.
Seleccio´n Criterio Descriptores seleccionados (Solo los primeros 5) Total
S1 Fisher H
(6)
f3,r10,d08, H
(6)
f2,r10,d08, H
(6)
f2,r25,d16, H
(7)
f6,r25,d08, H
(1)
f2,r50,d16 100
S2 LDA H
(3)
f6,r25,d08, H
(5)
f2,r50,d16, H
(13)
f6,r25,d08, H
(8)
f6,r10,d16, H
(6)
f5,r25,d08 25
S3 Knn, k = 5 H
(7)
f3,r15,d08, H
(7)
f6,r25,d08, H
(13)
f5,r30,d16, H
(8)
f1,r25,d08, H
(2)
f1,r25,d16 12
S4 Knn, k = 7 H
(6)
f3,r25,d16, H
(8)
f6,r50,d16, H
(8)
f5,r25,d08, H
(5)
f4,r25,d16, H
(7)
f6,r25,d08 13
En la tabla 6-1 se muestran los diferentes subconjuntos de descriptores entregados por
el algoritmo SFS para la super clase 1; y en la tabla 6-2 se muestran los resultados de
la seleccio´n de caracter´ısticas para la super clase 2. Por simplicidad y legibilidad so´lo se
muestran los 5 primeros descriptores seleccionados; sin embargo se reporta el total entregado
por el algoritmo.
Tres aspectos del resultado del proceso de seleccio´n de caracter´ısticas son resaltados en este
punto:
1. Para cada una de las selecciones para la super clase 1, el primer descriptor es siempre
el mismo; es decir, el descriptor que ofrece una mejor separabilidad de las clases fue
persistente en cada una de las cuatro selecciones realizadas.
2. Para ambas super clases el nu´mero total descriptores seleccionados en S3 y S4 es
significativamente menor que los obtenidos en S1; donde de hecho, el algoritmo SFS
no converge, entregando el ma´ximo nu´mero de descriptores pedido. S2 en ambos casos
entrego´ un nu´mero menor de descriptores que S1, pero no tan pequen˜o como S3 y S4.
3. Despue´s de realizar la seleccio´n de caracter´ısticas la dimensionalidad de los problemas
de clasificacio´n bajo´ considerablemente, de 987 descriptores a 30 en promedio; esto re-
presenta una reduccio´n de aproximadamente el 3 % de su taman˜o inicial; esta situacio´n
facilito´ el ejercicio de clasificacio´n y pruebas.
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El objetivo de la extraccio´n de caracter´ısticas de texturas es mejorar la separabilidad de las
clases a trave´s de nueva informacio´n que tenga en cuenta ma´s elementos del entorno de cada
una de las celdas de los mapas que representan el a´rea de estudio. En este orden de ideas,
y despue´s de haber realizado la seleccio´n, se muestran algunos de los histogramas y gra´ficas
2-D Y 3-D de los 3 primeros descriptores de las selecciones de caracter´ısticas de las super
clases. En la figura 6-1 se puede apreciar que los 3 primeros descriptores no ofrecen una
separacio´n adecuada de las clases vertientes y can˜ones; sin embargo las diferentes selecciones
de la super clase 1 arrojaron cada una ma´s de 10 descriptores, por lo tanto es posible que
una separacio´n ma´s adecuada se pueda hallar en un espacio dimensional mayor.
En el caso de la super clase 2 la figura 6-2 muestra que los 3 primeros descriptores de las
selecciones ofrecen una buena separacio´n de las 6 clases contenidas en ellas. Las geo-formas
pie de monte y cie´nagas (fluviales) quedan bastante separadas entre si por estos descriptores;
as´ı mismo, una combinacio´n de las clases cie´naga (mar´ıtima), zona litoral y deltas y estuarios
queda tambie´n bien separa del resto. Se espera que la separacio´n total se alcance con el resto
de descriptores obtenidos en las selecciones de caracter´ısticas para la super clase 2.
En las selecciones para la super clase 2 con el criterio de Fisher los descriptores seleccionados
en la posicio´n 7 y 8 son las Elevaciones y el HAND respectivamente, en las selecciones de
la super clase 1 el HAND aparece como el descriptor 18 en la seleccio´n con Fisher. Estos
resultado son interesantes pues son los u´nicos casos en los que los descriptores morfolo´gicos
fueron seleccionados en comparacio´n con el resto de las selecciones, tanto para la super clase
1 como para la super clase 2.
6.1.2. Eleccio´n de clasificadores y pruebas de validacio´n
Para la realizacio´n experimentos de este trabajo se utilizaron nueve clasificadores de tipo
supervisado, de manera que constituyeran un conjunto suficientemente representativo de los
diferentes enfoques de reconocimiento de patrones presentes en la literatura. Los clasificado-
res utilizados para los experimentos con sus respectivos para´metros son:
1. K-Nearest-Neighbor con un valor de k = 5.
2. K-Nearest-Neighbor con un valor de k = 7.
3. K-Nearest-Neighbor con un valor de k = 9.
4. LDA (Linear Discriminant Analysis).
5. QDA (Quadratic Discriminant Analysis).
6. Red Neuronal (Perceptro´n multicapa).
7. SVM (Support Vector Machine).
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(a) Histogramas de H
(6)
f2,r25,d16 para las 8 clases.
(b) Gra´fico de dispersio´n de H
(6)
f2,r25,d16 vs
H
(2)
f7,r50,d08 para las ocho clases.
(c) Gra´fico de dispersio´n de H
(6)
f2,r25,d16 vs
H
(2)
f7,r50,d08 vs H
(7)
f4,r25,d08 para las ocho clases.
(d) Gra´fico de dispersio´n de H
(6)
f2,r25,d16 vs
H
(2)
f7,r15,d16 vs H
(7)
f6,r25,d08 para las ocho cla-
ses.
Figura 6-1: Gra´ficas de diferentes combinaciones de los 3 primeros descriptores de las dife-
rentes selecciones para la super clase 1
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(a) Histogramas de H
(6)
f3,r10,d08 para las 8 clases. (b) Histogramas de H
(6)
f3,r25,d16 para las 8 clases.
(c) Gra´fico de dispersio´n de H
(7)
f3,r15,d08 vs
H
(7)
f6,r25,d08 para las ocho clases.
(d) Gra´fico de dispersio´n de H
(6)
f3,r25,d16 vs
H
(8)
f6,r50,d16 vs H
(8)
f5,r25,d08 para las 8 clases.
Figura 6-2: Gra´ficas de diferentes combinaciones de los 3 primeros descriptores de las dife-
rentes selecciones para la super clase 2
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8. Clasificador de Mahalanobis.
9. Clasificador de distancia mı´nima.
La implementacio´n de cada uno de ellos que se uso´ en el desarrollo de investigacio´n hace
parte del toolbox Balu´[43] desarrollado en la Universidad Cato´lica de Chile por el profesor
Domingo Mery y el grupo de investigacio´n en inteligencia de Ma´quina (GRIMA)1. Este
toolbox contiene las implementaciones de todos los algoritmos de seleccio´n de caracter´ısticas
y los me´todos de clasificacio´n usados en esta investigacio´n, y esta´ disponible en la web para
su uso en ambientes acade´micos.
La calidad de los resultados de clasificacio´n fue evaluada mediante la metodolog´ıa de vali-
dacio´n cruzada con un total de 10 divisiones de los datos. La validacio´n cruzada reporto´ el
promedio del desempen˜o de cada uno de los nueve clasificadores y construyo´ intervalos con el
95 % de confianza para ayudar a analizar y comprender mejor la estabilidad de los resultados
obtenidos.
Los clasificadores elegidos fueron utilizados con cada una de las selecciones obtenidas de
manera que se pudiera comparar no solamente cual es el mejor clasificador para las ocho
unidades geo-morfolo´gicas; sino tambie´n, que se se pudiera determinar cual o cuales de las
selecciones ofrecen los mejores resultados.
6.2. Clasificacio´n de unidades geo-morfolo´gicas
En esta seccio´n se presentan y analizan los resultados de las diferentes clasificaciones desarro-
lladas para alcanzar los objetivos de esta investigacio´n. Antes de presentar los desempen˜os
obtenidos con la metodolog´ıa de descriptores basados en texturas de Haralick es necesa-
rio mostrar cual es el desempen˜o de la clasificacio´n de las ochos unidades geo-morfolo´gicas
usando so´lo los features morfolo´gicos extra´ıdos de la revisio´n de literatura. La tabla 6-3
resume los resultados de clasificar las geo-formas con 3 subconjuntos de los siete descriptores
morfolo´gicos de la tabla 4-3. De esta manera se logra tener un punto de comparacio´n para
evaluar las bondades de la metodolog´ıa propuesta en este trabajo.
En la tabla 6-3 se puede observar que ninguno de los desempen˜os es bastante alto, alcanzando
un ma´ximo de 61,83 % de las muestras bien clasificadas con el algoritmo KNN (k = 9). El
intervalo de confianza de las mejor clasificacio´n es
60,61 % ≤ p ≤ 63,06 %
con un 95 % de confianza. Aproximadamente el 40 % de los datos fueron mal clasificados;
esto, en te´rminos del a´rea del caso de estudio constituye una regio´n de aproximadamente
19000km2 de a´rea en los que las unidades geo-morfolo´gicas no fueron bien aproximadas.
1Pa´gina web del grupo GRIMA. http://grima.ing.puc.cl
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Tabla 6-3: Desempen˜o de la clasificacio´n usando so´lo descriptores geo-morfolo´gicos
Subconjuntos de descriptores morfolo´gicos
CLASIFICADOR [1 6 5 4 2 3] [5 1 6 4] [5 1 6 2 3]
knn, k = 5 0.6025 0.6067 0.6090
knn, k = 7 0.6178 0.6162 0.6092
knn, k = 9 0.6180 0.6198 0.6183
LDA 0.4566 0.4591 0.4550
QDA 0.4185 0.4249 0.4177
Red Neuronal 0.5043 0.5039 0.5007
SVM, kernel = RBF 0.5551 0.5597 0.5568
Mahalanobis 0.4774 0.4718 0.4752
Mı´nima distancia 0.3514 0.3512 0.3510
6.2.1. Separacio´n de las 2 super clases
Utilizando el criterio definido en la seccio´n 5 se separaron los datos de todo el caso de
estudio en dos super clases; de esta manera el problema de clasificar las ocho unidades geo-
morfolo´gicas se transforma en dos problemas donde cada uno de ellos posee una complejidad
menor. Esta clasificacio´n se llevo´ a cabo utilizando las cuatro selecciones detalladas en la
seccio´n 6.1.1, donde las dos primeras corresponden a dos subconjuntos de descriptores de
los siete descriptores morfolo´gicos; las dos restantes son el resultado de la extraccio´n de las
componentes principales de las primeras dos selecciones. Los nueve clasificadores descritos
anteriormente fueron utilizados con cada una de las selecciones, obteniendo as´ı los desem-
pen˜os que se muestran e la tabla 6-4.
La divisio´n de las super clases se considera satisfactoria debido al un aumento en la tasa de
individuos bien clasificados en comparacio´n con el desempen˜o obtenido al tratar de separar
las ocho clases de manera directa (6-3). Este aumento una vez realizada la agrupacio´n en
super clases es de aproximadamente 31 % con el clasificador SVM y la seleccio´n 2. Esta
seleccio´n corresponde a los descriptores 1, 5, 7 que son las elevaciones, la tangente de la
pendiente y el HAND respectivamente. Ver detalles en la tabla 6-4. El intervalo de confianza
del 95 % del desempen˜o de este clasificador es:
91,90 % ≤ p ≤ 93,09 %.
Los resultados obtenidos son consistentes con respecto a los histogramas de las dos super
clases mostrados en la seccio´n 5.1. Adicionalmente, los resultados son congruentes con la
reduccio´n de complejidad de la clasificacio´n, puesto que se paso´ de un problema con ocho
clases a un problema binario una vez que las clases fueron agrupadas.
Se debe ser cuidadoso al interpretar los resultados de la tabla 6-4 debido a que este no es
el desempen˜o final del problema planteado. El desempen˜o final dependera´ de las clasifica-
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Tabla 6-4: Desempen˜os de la clasificacio´n de las 2 super clases.
CLASIFICADOR S1 S2 S3 S4
knn, k = 5 0.9136 0.9184 0.9112 0.9183
knn, k = 7 0.9164 0.9230 0.9098 0.9193
knn, k = 9 0.9179 0.9226 0.9132 0.9195
LDA 0.9095 0.9093 0.8842 0.8856
QDA 0.9148 0.9203 0.9172 0.9188
Red Neuronal 0.9214 0.9245 0.9174 0.9193
SVM, kernel = RBF 0.9225 0.9249 0.9204 0.9230
Mahalanobis 0.8682 0.8687 0.9112 0.8882
Mı´nima distancia 0.9035 0.9037 0.9037 0.9033
ciones de las unidades geo-morfolo´gicas pertenecientes a cada super clase, ponderadas por el
obtenido en los experimentos de segmentacio´n en las dos super clases. De este modo
ptotal = pg.
(
psc1 + psc2
2
)
(6-1)
Donde ptotal es la proporcio´n de datos clasificados correctamente en toda el a´rea de estudio,
pg es la proporcio´n de datos bien clasificados para el problema de la divisio´n de los datos del
caso de estudio en las super clases 1 y 2, psc1 es la tasa de datos correctamente clasificados
pertenecientes so´lo a las super clase 1 (limitada a las geo-formas que en ella se contienen), y
psc2 es la tasa de datos correctamente clasificados pertenecientes so´lo a la super clase 2.
6.2.2. Clasificacio´n de la super clase 1
La super clase 1 contiene las unidades geo-morfolo´gicas: Vertientes y can˜ones. La clasifica-
cio´n inherente a esta super clase es notablemente menos compleja que la clasificacio´n de
las ocho geo-formas simulta´neamente, debido a que es bien sabido por la literatura sobre
reconocimiento de patrones [18] que un problema de clasificacio´n binaria (dos clases) es uno
de los tipos de problemas de clasificacio´n ma´s simple.
Para separar las vertientes de los can˜ones se utilizaron los datos del subconjunto de datos
3 (ver tabla 4-4 y figura 4-4); este contiene solo instancias de estas dos unidades geo-
morfolo´gicas en una proporcio´n aproximada de 70 %-30 % respectivamente. Por lo anterior
el subconjunto de datos 3 se adapta muy bien al tipo de clasificacio´n que se plantea. Como
se menciono´ en el cap´ıtulo 4 cada subconjunto de datos cuenta con un total de individuos
(ntotal) de:
ntotal = 451 ∗ 451 = 203401
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Dado que en los experimentos se utilizaron nueve clasificadores para cuatro selecciones de
caracter´ısticas, y que la metodolog´ıa de evaluacio´n fue validacio´n cruzada con diez divisio-
nes; se hizo necesario realizar un muestreo a al subconjunto de datos para reducir el costo
computacional de los experimentos. Se eligieron entonces nmuestral = 15000 individuos para
las pruebas de clasificacio´n, de manera que la muestra fuera suficientemente representativa,
y al mismo tiempo el costo computacional de realizar las validaciones cruzadas de todos los
experimentos fuera suficientemente bajo.
La clasificacio´n de la super clase 1 se realizo´ con cada uno de los nueve clasificadores para
cada una de las cuatro selecciones explicadas en la tabla 6-1; adicionalmente los clasificadores
se evaluaron tambie´n utilizando so´lo los siete descriptores morfolo´gicos; de esta manera es
posible comparar la metodolog´ıa de clasificacio´n con informacio´n de la textura del terreno
contra la metodolog´ıa utilizada en trabajos relacionados. Los resultados obtenidos en esta
sublclasificacio´n se presentan en la tabla 6-5 resaltando el mejor desempen˜o obtenido con
cada una de las diferentes selecciones de caracter´ısticas.
Tabla 6-5: Desempen˜o de la clasificacio´n de las geo-formas en la super clase 1
CLASIFICADOR SO´LO DESCRIPTORES S1 S2 S3 S4
MORFOLO´GICOS
knn, k = 5 0.7210 0.8985 0.6936 0.9682 0.9674
knn, k = 7 0.7314 0.8921 0.7028 0.9657 0.9651
knn, k = 9 0.7345 0.8873 0.6992 0.9637 0.9638
LDA 0.7198 0.8672 0.8168 0.7875 0.7770
QDA 0.6989 0.8677 0.8223 0.8077 0.7801
Red Neuronal 0.7195 0.8683 0.8190 0.7883 0.7791
SVM, kernel = RBF 0.7283 0.9558 0.9607 0.9729 0.9737
Mahalanobis 0.6846 0.8695 0.8396 0.8240 0.7969
Mı´nima distancia 0.6705 0.6243 0.5018 0.6127 0.5730
En general el desempen˜o de la clasificacio´n con informacio´n de texturas para la super clase
1 arrojo´ resultados satisfactorios con ı´ndices de clasificacio´n por encima del 80 %, y llegando
a un ma´ximo de 97,37 % de desempen˜o con un intervalo de confianza de
97,07 % ≤ p ≤ 97,66 %
Este resultado fue alcanzado con la seleccio´n S4 usando el clasificador SVM para el cual se
uso´ como kernel una funcio´n de base radial. Existen so´lo algunas pocas excepciones donde el
desempen˜o estuvo por debajo del 70 %, particularmente en el caso del clasificador de mı´nima
distancia.
La idea detra´s de la utilizacio´n de las te´cnicas seleccio´n de caracter´ısticas con criterios
wrapper es que el mismo clasificador que se utilizo´ para realizar la seleccio´n sea utiliza-
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do para clasificar, pudiendo obtener as´ı mejores resultados. Los resultados de la tabla 6-1
son consecuentes con la afirmacio´n anterior ya que para los casos de los clasificadores KNN
con k = 5, 7, 9 se obtuvieron desempen˜os altos para las selecciones S4 y S3; estas selecciones
corresponden a las realizadas con el algoritmo SFS y como criterio KNN.
Sin embargo es de resaltar que el algoritmo de clasificacio´n SVM gano´ en todos los casos
obteniendo los mejores desempen˜os en todos los casos de seleccio´n, excepto en aquella en
que so´lo se utilizaron descriptores morfolo´gicos. SVM no fue utilizado como criterio para
la seleccio´n de caracter´ısticas debido que es un algoritmo de clasificacio´n de complejidad
alta, y esta´ asociado a un gran costo computacional. Su uso podr´ıa mejorar los resultados
obtenidos.
Finalmente, para dar una idea de la precisio´n del desempen˜o de los clasificadores de tipo
KNN se presentan los intervalos de confianza del 95 % de todos ellos, que fueron obtenidos
con la seleccio´n S3:
KNN, k = 5 : 92,17 % ≤ p ≤ 93,98 %
KNN, k = 7 : 92,14 % ≤ p ≤ 93,96 %
KNN, k = 9 : 91,75 % ≤ p ≤ 93,62 %
6.2.3. Clasificacio´n de la super clase 2
La super clase 2 contiene las 6 unidades geo-morfolo´gicas restantes una vez que son extraidas
las 2 que esta´n presentes en la super clase 1, estas unidades son:
1. Terrazas y colinas.
2. Pie de monte abierto.
3. Zona litoral.
4. Cie´nagas y llanuras aluviales con control fluvial.
5. Cie´nagas y llanuras aluviales con control del mar.
6. Deltas y estuarios.
Pese a que la super clase 2 contiene au´n 6 clases, la complejidad de su clasificacio´n es
menor que el caso en el que se ten´ıan las 8 clases simulta´neamente. Sin embargo, los ana´lisis
realizados los descriptors morfolo´gicos de la super clase 2 revelan que los dos diferentes tipos
de cie´nagas y y los deltas y estuarios poseen distribuciones muy similares con medias muy
cercanas en sus histogramas (Ver figura 6-3). Adicionalmente, las cie´nagas con control fluvial
pueden ser diferenciadas de las cie´nagas con control del mar a trave´s de criterios de distancia
horizontal medida desde la linea de costa del mar. Esta misma situacio´n ocurre con las clases
Zona litoral y deltas y estuarios (Ver criterios en la tabla 4-2).
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Lo anterior sugiere entonces que una nueva clasificacio´n puede realizarse agrupando las geo-
formas 5, 6, 7, 8; teniendo entonces un problema de 3 clases en la super clase 2. La etapa
restante ser´ıa entonces la separacio´n de las las clases 5, 6, 7 y 8 con el criterio de distancia
horizontal al mar. Esta situacio´n representa una clasificacio´n con un solo descriptor, que es
considerada un caso ma´s sencillo de resolver[18], pero que no se realizara´ en este trabajo.
Figura 6-3: Histogramas de frecuencia de las pendientes en grados para las clases 5, 6, 7 y
8.
Los datos utilizados para separar las geo-formas de la super clase 2 se extrajeron de varios de
los subconjuntos de datos: El subconjunto 4, el 5 y el 7 (Ver figura 4-4 y tabla 4-4). La razo´n
de esto es que no existe uno so´lo de los conjuntos que posea todas las geo-formas contenidas
en la super clase. Ana´logamente al caso de la super clase 1, se tomo´ en este caso una muestra
con un total de ntotal = 15000 individuos para realizar la clasificacio´n. Las proporciones de
elementos de cada clase en la muestra y los subconjutos de datos de los que se extrajeron se
muestran en la tabla 6-6.
Los experimentos para la super clase 2 se disen˜aron de manera muy similar a como se hizo
para la super clase 1. Se utilizaron nueve clasificadores y las 4 selecciones de las tabla 6-2.
Adicionalmente se realizo´ una clasificacio´n utilizando so´lo los descriptores morfolo´gicos para
comparar la metodolog´ıa propuesta. Una diferencia en este caso debe ser resaltada: El clasi-
ficador SVM tiene una implementacio´n especial, ya que este esta´ originalmente definido so´lo
para problemas de clasificacio´n binaria [18, 39]; por lo tanto, la forma de clasificar las 6 clases
en este problema es utilizando una versio´n modificada del algoritmo SVM, implementada en
el toolbox Balu´, que realiza clasificaciones binarias con subconjuntos de las clases objetivo,
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Tabla 6-6: Proporciones y origen de los individuos de la muestra de la super clase 2.
Conjunto de datos Geoforma Cantidad de individuos Proporcio´n
Conjunto 4 4 2000 14.28 %
Conjunto 4 5 1000 7.14 %
Conjunto 4 7 2000 14.28 %
Conjunto 4 8 1000 7.14 %
Conjunto 5 3 4000 28.57 %
Conjunto 7 4 2000 14.28 %
Conjunto 7 6 2000 14.28 %
Total - 14000 100 %
y genera un a´rbol de clasificaciones hasta que los nodos del a´rbol sean grupos de una sola
clase.
Tabla 6-7: Desempen˜o de la clasificacio´n de las geo-formas de la super clase 2
CLASIFICADOR SO´LO DESCRIP-
TORES
S1 S2 S3 S4
MORFOLO´GICOS
knn, k = 5 0.5993 0.9189 0.8909 0.9770 0.9784
knn, k = 7 0.6079 0.9131 0.8869 0.9741 0.9766
knn, k = 9 0.6043 0.9096 0.8821 0.9726 0.9726
LDA 0.4543 0.9456 0.9343 0.8452 0.8636
QDA 0.3987 0.2857 0.9154 0.9190 0.9290
Red Neuronal 0.4890 0.9653 0.9429 0.9139 0.9273
SVMPLUS, kernel =
RBF
0.5417 0.9587 0.9711 0.9748 0.9729
Mahalanobis 0.4700 0.9511 0.9203 0.9235 0.9198
Mı´nima distancia 0.3496 0.6580 0.5169 0.5907 0.6008
La clasificacio´n de la super clase 2 con la metodolog´ıa propuesta en esta investigacio´n
mostro´ un alto desempen˜o con ı´ndices de clasificacio´n por encima del 85 %; obtenie´ndose
el mejor resultado con la seleccio´n S4 y algoritmo KNN con k = 5. La tasa de individuos
bien clasificados llego´ al 97,84 % con un intervalo de confianza de
97,57 % ≤ p ≤ 98,12 %
La seleccio´n S4 fue obtenida con el algoritmo SFS con criterio de separabilidad: KNN con
k = 7, lo que es consecuente con lo que se espera de las te´cnicas de seleccio´n de caracter´ısticas
wrapper.
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En comparacio´n con la clasificacio´n de la super clase 1, en este caso el algoritmo SVM no
gano´ en todas las pruebas; no obstante obtuvo un desempen˜o notablemente mayor que el
resto de clasificadores de la seleccio´n S2. Con el clasificador de mı´nima distancia se obtuvieron
los resultados ma´s bajos de la misma manera en que ocurrio´ en la super clase 1. Un caso
especial ocurrio´ con el algoritmo QDA; su desempen˜o con la seleccio´n S1 fue el ma´s bajo
de todos (28 %); esto posiblemente se deba a problemas de precisio´n nume´rica del algoritmo
en el ca´lculo de las matrices de covarianza y de covarianza inversa, como lo advirtieron los
mensajes arrojados por la plataforma Matlab c© en la cual esta´ implementado.
En cada una de las clasificaciones de este´ cap´ıtulo que hacen parte de la metodolog´ıa pro-
puesta se puede apreciar que los resultados siempre fueron iguales o superiores al 95 %; lo
que es una muy aceptable tasa de individuos bien clasificados en cualquier tipo de problema.
El desempen˜o total de clasificar las 8 clases debe ser estimado de forma especial debido a la
forma jera´rquica en que el proceso fue conducido. El desempen˜o total es entonces calculado
siguiendo la fo´rmula de la ecuacio´n 6-1 en donde pg = 0,9249 y representa el desempen˜o de
las divisio´n del caso de estudio en las super clases; psc1 = 0,9737 y psc2 = 0,9784 y correspon-
den a los desempen˜os de la clasificacio´n de las unidades geo-morfolo´gicas de la super clase 1
y 2 respectivamente. El desempen˜o total es entonces:
ptotal = pg.
(
psc1 + psc2
2
)
= 0,9249.
(
0,9737 + 0,9784
2
)
= (0,9249).(0,9761) = 0,9027 (6-2)
El desempen˜o total de las clasificacio´n ascendio´ a un 90,27 % que representa una regio´n del
a´rea de estudio bien clasificada de aproximadamente 43885km2, y un error de clasificacio´n
del 9,72 % para un a´rea aproximada de 4725km2.
7 Conclusiones y Trabajo Futuro
En este cap´ıtulo se resume a manera de conclusiones los aspectos ma´s importantes encon-
trados en el desarrollo de esta investigacio´n; adicionalmente se sugieren varios temas que
pueden ser focos potenciales de trabajo para futuras investigaciones.
7.1. Conclusiones
En clasificacio´n y reconocimiento de patrones uno de los aspectos ma´s importantes es la
informacio´n disponible para discriminar las clases objetivo. Cuando no existe informacio´n
suficiente, o cuando la informacio´n disponible no es adecuada para separar los datos en una
clase u otra, es necesario llevar a cabo un proceso de extraccio´n de caracter´ısticas nuevas
adecuadas para el problema planteado.
En esta tesis se conto´ inicialmente con siete descriptores morfolo´gicos que son de uso comu´n
en la literatura en muchos trabajos. Se probo´ que estos descriptores no son suficientemente
buenos para discriminar las ocho unidades geo-morfolo´gicas que fueron definas como clases
objetivos. Por lo tanto, el esfuerzo en esta investigacio´n se enfoco´ ba´sicamente en encontrar
nuevos descriptores de las clases a trave´s de la utilizacio´n de me´tricas de textura del terreno
de la regio´n a clasificar, esperando que la introduccio´n de esta nueva informacio´n pudiera
mejorar los resultados de la clasificacio´n.
La razo´n por la que se eligio´ una metodolog´ıa de extraccio´n de caracter´ısticas basada en tex-
turas es que esta metodolog´ıa es similar a la forma en que un geomorfo´logo analiza una regio´n
geogra´fica a trave´s de la observacio´n de esta. En una clasificacio´n geomorfolo´gica manual
un experto observa una zona en busca de patrones bien establecidos en su conocimiento, y
determina a que tipo de unidad geo-morfolo´gica pertenece esa zona. Con el ana´lisis de textu-
ras de terreno se busca, ana´logamente, encontrar patrones de comportamiento cuantificables
que den cuenta de la forma del terreno en una regio´n geogra´fica.
La metodolog´ıa de extracciones de caracter´ısticas a partir de texturas de Haralick entrega una
gran cantidad de descriptores nuevos, donde algunos de ellos aportan una considerable mejora
en el desempen˜o de la clasificacio´n cuando son incluidos. Segu´n revelan los desempen˜os en
las clasificaciones realizadas, las clasificaciones con informacio´n de texturas es superior a la
realizada solo con descriptores morfolo´gicos en la mayor´ıa de los casos con desempen˜os de
alrededor de 25 % ma´s precisio´n al separar las clases.
A partir de los ana´lisis realizados a los descriptores morfolo´gicos iniciales se puede deducir
que ninguno de ellos ofrece una separabilidad aceptable para separar los tipos de relieve; un
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ejemplo de ello son los descriptores de curvatura que se muestran en las figuras 5-3 y 5-2.
Sin embargo, los resultados de la extraccio´n y seleccio´n de caracter´ısticas para las dos super
clases revelan que los descriptores de textura que mejor separan los datos en las diferentes
selecciones realizadas son extra´ıdos a partir de la informacio´n de la curvatura. Tal es el caso
de: H
(6)
f2,r25,d16 en la seleccio´n S1 para la super clase 1 y de H
(6)
f3,r25,d16 en la seleccio´n S4 para
la super clase 2.
Se puede decir entonces que la contribucio´n principal de este trabajo es el establecimiento
de un conjunto de descriptores apto para el problema de la clasificacio´n de tipos de relieve.
Este conjunto ofrece desempen˜os de clasificacio´n mayores que los reportados en la literatura
en aproximaciones de solucio´n al mismo problema.
En cada uno de los experimentos de clasificacio´n con texturas se resalta el buen desempen˜o
del clasificador SVM; mantenie´ndose siempre entre aquellos que entregaban los mejores re-
sultados. En contraste se tiene el clasificador de distancia mı´nima cuyo desempen˜o fue en
general el ma´s bajo en todos los experimentos. Por otro lado, ninguno de ellos arrojo´ re-
sultados por encima del 80 % con la seleccio´n de caracter´ısticas que no inclu´ıa informacio´n
de texturas. De lo anterior se infiere entonces la utilidad y efectividad de la metodolog´ıa
propuesta frente al enfoque t´ıpico para el problema abordado.
El desempen˜o final de la clasificacio´n de las ocho clases presentado en la ecuacio´n 6-2 sugiere
un alto grado de individuos bien clasificados, superando bastante la clasificacio´n sin usar
informacio´n de textura. No obstante, en la ecuacio´n se puede apreciar, que el desempen˜o
de la separacio´n de las super clases es significativamente menor que el desempen˜o de las
clasificaciones dentro de cada super clase; afecta´ndolo y reducie´ndolo considerablemente.
7.2. Trabajo futuro
Para la realizacio´n de los experimentos de este trabajo se utilizo´ un nu´mero razonable de
clasificadores de manera que fuera un conjunto suficientemente representativo de los dife-
rentes enfoques de reconocimiento de patrones. Sin embargo, los para´metros de cada uno
de ellos se eligieron teniendo en cuanto su efectividad en en otros problema de clasificacio´n.
Un foco importante de trabajo futuro es encontrar un conjunto de para´metros para cada
clasificador que sea ma´s adecuado espec´ıficamente para el problema presentado; e incluso,
utilizar clasificadores h´ıbridos que puedan ayudar a mejorar el desempen˜o.
Los algoritmos utilizados para la seleccio´n de caracter´ısticas fueron limitados, y se eligieron
como los ma´s usados y recomendados en la literatura. Sin embargo, existen una gran cantidad
de algoritmos de seleccio´n de caracter´ısticas y de criterios de separabilidad que aplicados al
problema planteado podr´ıan mejorar los resultados de la clasificacio´n o mejorar la eficiencia
computacional de la misma. Algunos clasificadores no fueron utilizados como criterios de
tipo wrapper debido al costo computacional que implicaba realizar un gran cantidad de
clasificaciones en el proceso de seleccio´n; en condiciones de hardware ma´s adecuadas se
pueden realizar experimentos ma´s precisos en la etapa de seleccio´n de caracter´ısticas.
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El criterio de divisio´n que se utilizo´ para separar la super clase 1 de la super clase 2 no
uso´ informacio´n te textura y solo se usaron los descriptores morfolo´gicos. Pese a que los
resultados no fueron bajos al aplicar el criterio, la inclusio´n de este tipo de informacio´n
pudiera elevar los resultados considerablemente.
Una vez que ha sido comprobada la eficacia de extraer informacio´n de texturas para clasificar
tipos de relieve, una direccio´n de trabajo futuro es la exploracio´n de otras te´cnicas, como
LBP o texturas de Gabor, para extraer dicha informacio´n y aportar ma´s descriptores u´tiles
para la clasificacio´n.
Tal vez uno de los aspectos ma´s importantes que se plantean en este y en cualquier otro
problema de reconocimiento de patrones es la capacidad de generalizacio´n de la solucio´n de
clasificacio´n presentada. Por lo tanto, las bondades de esta investigacio´n deben ser puestas a
prueba utilizando este mismo mecanismo con nueva informacio´n en otras zonas del territorio
Colombiano con caracter´ısticas morfolo´gicas similares.
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