A New Epistemic Utility Argument for the Principal Principle by Pettigrew, Richard G
                          Pettigrew, R. G. (2013). A New Epistemic Utility Argument for the Principal
Principle. Episteme, 10(1), 19-35. 10.1017/epi.2013.5
Peer reviewed version
Link to published version (if available):
10.1017/epi.2013.5
Link to publication record in Explore Bristol Research
PDF-document
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
Take down policy
Explore Bristol Research is a digital archive and the intention is that deposited content should not be
removed. However, if you believe that this version of the work breaches copyright law please contact
open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access Team will immediately investigate your claim, make an
initial judgement of the validity of the claim and, where appropriate, withdraw the item in question
from public view.
A New Epistemic Utility Argument
for the Principal Principle∗
Richard Pettigrew
December 31, 2012
Jim Joyce has presented an argument for Probabilism based on considerations of epistemic
utility [Joyce, 1998]. In a recent paper, I adapted this argument to give an argument for Probab-
lism and the Principal Principle based on similar considerations [Pettigrew, 2012]. Joyce’s argu-
ment assumes that a credence in a true proposition is better the closer it is to maximal credence,
whilst a credence in a false proposition is better the closer it is to minimal credence. By contrast,
my argument in that paper assumed (roughly) that a credence in a proposition is better the closer
it is to the objective chance of that proposition. In this paper, I present an epistemic utility argu-
ment for Probabilism and the Principal Principle that retains Joyce’s assumption rather than the
alternative I endorsed in the earlier paper. I argue that this results in a superior argument for
these norms.
1 Joyce’s argument for Probabilism
Let F be the set of propositions about which an agent has an opinion. Throughout this paper,
I will assume that F is a finite, full algebra. Represent our agent’s credal state at a given time
by her credence function: this is a function from F to [0, 1] that takes a proposition and returns a
measure of her credence in that proposition at that time. In the presence of that representation,
Probabilism is the following normative claim:
(Prob) At any time, an agent ought to have a credence function that is a probability
function.
Joyce’s argument for (Prob) contends that, for any possible world, we may assign an epistemic
utility to an agent’s credence function relative to that world. This epistemic utility is a measure
of the purely epistemic goodness of being in such a credal state at that world. Having done this,
we may derive norms that govern credal states by appealing to this epistemic utility function
together with standard norms of utility theory. Joyce derives (Prob). Here is the argument in
detail:
(1) The Brier score measures epistemic utility
The epistemic utility of a credence function at a possible world is a measure of how
‘close’ that credence function is to the ‘ideal’ (or ‘perfect’ or ‘vindicated’) credence
function at that world.
(a) The ideal credence at w is vw
Given a possible world w, the ‘ideal’ credence function at that world is the one
that assigns maximal credence (i.e. 1) to propositions that are true at w and
∗I would like to thank Rachael Briggs, Kenny Easwaran, Branden Fitelson, Alan Ha´jek, Katie Steele, Jonathan Weis-
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minimal credence (i.e. 0) to propositions that are false at w. Call this credence
function vw. So
vw(A) :=
{
0 if A is false at w
1 if A is true at w
(b) ‘Distance’ is the sum of squared differences
The ‘distance’ between two credence functions b and b′ is given by the sum
over the propositions on which they are defined of the squares of the differ-
ences between the credence assigned by b to that proposition and credence
assigned by b′. That is:
D(b, b′) = ∑
A∈F
(b(A)− b′(A))2
Putting (a) and (b) together, the epistemic utility of credence function b at world w
is
B(b, w) := 1− D(b, vw) = 1− ∑
A∈F
(b(A)− vw(A))2
This function is called the Brier score.
(In fact, Joyce allows that other epistemic utility functions may be acceptable. But
all purport to measure ‘closeness’ to vw. In the interests of clarity, in the main
body of this paper, we restrict attention to Brier score B. However, in Section 6,
we explain how the results we obtain in fact hold for a large range of alternative
measures of ‘closeness’ to vw.)
(2) Dominance
This is a norm of standard utility theory.
Suppose A is the set of possible actions between which an agent must choose.
Definition 1 (Dominance) If a, a′ in A then we say that a is dominated by a′ if a′ has
greater utility than a at every possible world.
Now suppose a, a′ in A and
(i) a is dominated a′; and
(ii) a′ is not dominated by any a′′ in A.
Then the agent ought not to choose a.
(3) Theorem 1 (de Finetti, Joyce) 1
(I) If b is a credence function that violates (Prob), there is a credence function c that satis-
fies (Prob) such that B(b, w) < B(c, w) for all worlds w.
(II) If c is a credence function that satisfies (Prob), there is no credence function b such
that B(c, w) < B(b, w) for all worlds w.
Putting these together, we have (Prob).
Thus, for Joyce, an agent ought to satisfy (Prob) because: if she doesn’t, there is a probabilistic
credence function that is closer to matching the truth than hers no matter which possible world
she inhabits; whereas, if she does, there is no credence function that is closer to matching the
truth than hers no matter which possible world she inhabits.
1Cf. [de Finetti, 1974, 87–90], [Joyce, 1998, 597–8]. De Finetti proved the theorem for the case of the Brier score; Joyce
generalized the result to allow for other functions; as we will see in Section 6, [Predd et al., 2009, Theorem 1] have given
an alternative generalization. The interpretation of these functions as measures of epistemic utility is also due to Joyce.
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2 Lewis’ Principal Principle
In the light of Joyce’s argument, the question naturally arises: Which other norms that govern cre-
dence functions might we justify by appealing to considerations of epistemic utility? In an earlier
paper [Pettigrew, 2012], I argued that such considerations tell in favour of some suitable version
of David Lewis’ Principal Principle, which says how an agent’s credences in propositions con-
cerning the objective chances ought to relate to her credences in other propositions [Lewis, 1980].
To state this norm, we need a little notation:
• Given a possible world w, the ur-chance function at w (written chw) is the probability function
on which one conditionalizes with the history of w up to time t in order to obtain the chance
function of w at t. That is, if the history of w up to t is Htw, then chw(·|Htw) is the chance
function of w at time t.2
• LetW be the set of possible worlds and let C be the set of possible ur-chance functions. Thus,
C = {chw : w ∈ W}. For the sake of simplicity, we assume thatW , and thus C, is finite.
• Given a probability function ch : F → [0, 1], let Cch be the proposition The ur-chances are given
by ch. Thus, Cch is true at w iff chw = ch. We assume Cch is in F , for all ch.
With this in hand, we can state Lewis’ Principal Principle:
(PP) An agent with evidence E ought to have a credence function b such that
b(A|Cch) = ch(A|E)
for all propositions A in F and all possible ur-chance functions ch in C such that
b(Cch) > 0.3
In fact, this is stronger than the version that Lewis stated [Lewis, 1980, 266]. For Lewis, the
Principal Principle applies only to an agent at the beginning of her epistemic life; that is, it applies
only if she has yet to collect any evidence. Let b0 be the credence function of an agent at such a
time. Then Lewis demands that b0(A|Cch) = ch(A). However, it is straightforward to derive the
stronger and more general version of the principle just stated if we combine Lewis’ version with
the updating rule of Conditionalization, which says that an agent with evidence E ought to have
a credence function b such that b(A) = b0(A|E) for all propositions A in F . Thus, we will work
with the stronger version (PP) throughout this paper.
However, (PP) is problematic when coupled with certain accounts of chances. Suppose ch is
a possible ur-chance function. Then we say that ch is self-undermining in the presence of evidence E
if ch(Cch|E) < 1. Now, Lewis noticed that the Humean account of chance that he favoured had
the following feature [Lewis, 1994, Section 5]:
(a) Given evidence E, there are many possible worlds that are compatible with E whose Humean
ur-chance function is self-undermining in the presence of E.
He also noticed that (PP) has the following consequence when combined with (Prob):
(b) If an agent has evidence E and satisfies (PP) + (Prob), then she must assign no credence to
any ur-chance function that is self-undermining in the presence of E.
After all, if ch is self-undermining in the presence of E and b(Cch) > 0, then (PP) demands that
b(Cch|Cch) = ch(Cch|E) < 1, while (Prob) demands that b(Cch|Cch) = 1.
Thus, putting (a) and (b) together, in the presence of Humeanism, (PP) demands that an agent
assign no credence at all to certain possible worlds that are nonetheless compatible with her
2The notion of an ur-chance function is due to Ned Hall [Hall, 2004, 95].
3This is abbreviated (LPP) in [Pettigrew, 2012, 245].
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evidence. Lewis concluded that either Humeanism or (PP) must go. Since Lewis’ paper, alter-
natives to (PP) have been proposed that do not have the same consequence, viz., [Hall, 1994],
[Ismael, 2008]. In my earlier paper, I enumerated these alternatives and showed how my argu-
ment might be used to establish any one of them by tweaking its assumptions slightly [Pettigrew, 2012,
Section 5]. To keep things simple, in the main body of this paper, I will assume throughout that
there are no self-undermining chance functions in the presence of any evidence. In the presence
of this assumption, (PP) permits an agent to assign positive credence to any possible world that
is compatible with her evidence. It is (PP) that we will seek to establish in this paper. However,
it is easy to see how to adapt the argument I give below to give arguments for the alternative
versions of (PP) that I considered in the earlier paper. I will sketch the details in Section 6.
3 An epistemic utility argument for the Principal Principle
My earlier argument for (Prob) + (PP) differed from Joyce’s argument for (Prob) only in the def-
inition of the epistemic utility function [Pettigrew, 2012, Section 5.1]. I agreed with Joyce that
the epistemic utility of credence function at a world is a measure of how ‘close’ that credence
function is to the ideal credence function at that world; and I agreed that the ‘distance’ between
two credence functions is measured by the sum of squared differences—that is, by the function
D defined above.4 But we disagreed on the identity of the ‘ideal’ credence function at a world w:
for Joyce, it is vw; for me, it was chw(·|E) (where E is the agent’s evidence at the time). Thus, the
epistemic utility of a credence function b at w and in the presence of evidence E is given by:
C(b, w) := 1− D(b, chw(·|E)) = 1− ∑
A∈F
(b(A)− chw(A|E))2
Let’s call this the chance-based Brier score. We then have the following analogue of Theorem 1:
Theorem 2
(I) If b is a credence function that violates (Prob) + (PP), there is a credence function b′ that satisfies (Prob)
+ (PP) such that C(b, w) < C(b′, w) for all worlds w.
(II) If b′ is a (Prob) + (PP) credence function, there is no credence function b such that C(b′, w) < C(b, w)
for all worlds w.
Thus, my original epistemic utility argument for (PP) ran as follows:
(1’) The chance-based Brier score measures epistemic utility.
(a) The ideal credence function at w in the presence of E is chw(·|E).
(b) ‘Distance’ is sum of squared differences
(2’) Dominance
(3’) Theorem 2
Putting these together, we have (Prob) + (PP).
Thus, according to this argument, an agent ought to satisfy (Prob) + (PP) because: if she doesn’t,
there is a credence function that is closer to matching the chances than hers no matter which
possible world she inhabits; whereas, if she does, there is no credence function that is closer to
matching the chances than hers no matter which possible world she inhabits.
The argument differs from Joyce’s only in that (1a’) 6= (1a) and (3’) 6= (3) (note that (2) =
(2’) and (1b) = (1b’)). (3’) is a mathematical theorem and cannot be faulted. Thus, we turn our
attention to (1a’), which I now see is wrong.
The problem with (1a’) is that it is incompatible with reasonably uncontroversial claims about
the aim of full beliefs and the relationship between full beliefs and credences. Full beliefs aim at
the truth. One consequence of this is:
4In fact, like Joyce, I permitted a large range of measures of ‘distance’. However, for the sake of simplicity, I focus on
the sum of squared differences in the main body of this paper.
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Epistemic Utility of Full Beliefs Given a possible world w and an agent with opin-
ions about propositions in the set F , that agent will have maximal epistemic utility
only if she has full beliefs in all propositions in F that are true at w and full disbeliefs
in all propositions in F that are false at w.
That is one widely accepted claim about full beliefs. Another is this:
Partial Lockean Thesis If an agent has a full belief in a proposition, then she must
have a credence of greater than 0.5 in that proposition.
Depending on how one conceives the relationship between full beliefs and credences, one might
take this to be an analytic truth or a substantial normative claim. Either way, one will surely take
it to be true.5 However, together, Epistemic Utility of Full Beliefs and the Partial Lockean Thesis
entail that (1a’) is false. Consider a world at which (i) proposition A will turn out to be true; but
(ii) the ur-chance of A conditional on our agent’s current evidence is 0.4. By (1a’), the agent will
have maximal epistemic utility if she has credence 0.4 in A. But, by the Epistemic Utility of Full
Beliefs, the agent will have maximal epistemic utility only if she fully believes A. And by the
Partial Lockean Thesis, she will do this only if she has credence greater than 0.5 in A. Thus, the
three principles are incompatible (assuming it is possible for the agent to have credence 0.4 in A).
I submit that we should abandon (1a’).
4 New argument for Probabilism and the Principal Principle
Henceforth, we assume that the ideal credence function at a world is the one that assigns maximal
credence to those propositions that are true at the world and minimal credence to those that are
false; it is not the one that agrees with the world’s ur-chance function conditional on the agent’s
evidence. That is, we assume (1a) rather than (1a’). Can we then adapt Joyce’s argument in a
different way, preserving (1a), to give an argument for (Prob) + (PP)? I now think we can. The
key is to change (2), not (1a). Here is the alternative to (2) on which our new argument will
depend:
(2”) Chance Dominance
Suppose is A is the set of possible actions between which an agent must choose.
Definition 2 (Chance dominance) If a, a′ in A then we say that a is chance dominated by a′
relative to evidence E if the expected utility of a′ is greater than the expected utility of a relative to
every possible ur-chance function conditional on E. That is, for all ch in C,
∑
w∈W
ch(w|E)U(a, w) < ∑
w∈W
ch(w|E)U(a′, w)
where U is the utility function and w is the proposition that is true only at world w.6
Thus, a is chance dominated by a′ relative to E if every ur-chance conditional on E expects a′
to have greater utility than it expects a to have.
Now, suppose a, a′ ∈ A and suppose our agent has evidence E. Suppose further that
5Indeed, for many plausible ways of measuring the epistemic utility of a set of full beliefs, one can prove that an agent
whose cognitive state includes full beliefs as well as credences will maximize the epistemic utility of the former cognitive
states only if she satisfies the Partial Lockean Thesis [Hempel, 1962]. Mark Kaplan rejects this sort of justification of the
Partial Lockean Thesis [Kaplan, 1995]. He contends that the epistemic utility functions that give the result just mentioned
fail to measure the virtue of comprehensiveness. There is no space to settle this important debate here. Suffice it to say that
I deny that comprehensiveness is a distinctive virtue of full beliefs. The epistemic utility of a set of full beliefs at a given
world is simply the sum of the epistemic utility of each individual belief at that world; and the epistemic utility of an
individual full belief at a given world is determined only by whether it matches the truth at that world or not.
6By our assumption that F is a full finite algebra, there is w in F for each possible world w.
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(i) a is chance dominated by a′ relative to E; and
(ii) a′ is not chance dominated by any a′′ ∈ A relative to E.
Then the agent ought not to choose a.
Let’s see, then, how we might exploit this norm to give an argument for (Prob) + (PP):
(1”) The Brier score measures epistemic utility.
(a) The ideal credence function at w is vw.
(b) ‘Distance’ is the sum of squared differences.
(2”) Chance Dominance.
(3”) Theorem 3 Suppose E is the agent’s evidence.
(I) If b is a credence function that violates (Prob) + (PP), there is a credence function c
that satisfies (Prob) + (PP) such that, for each ur-chance function ch in C,
∑
w∈W
ch(w|E)B(b, w) < ∑
w∈W
ch(w|E)B(c, w)
(II) If c is a credence function that satisfies (Prob) + (PP), there is no credence function b
such that, for each ur-chance function ch in C,
∑
w∈W
ch(w|E)B(c, w) < ∑
w∈W
ch(w|E)B(b, w)
Putting these together, we have (Prob) + (PP).7
Thus, an agent ought to satisfy (Prob) + (PP) because: if she doesn’t, there is a credence function
that does that is expected to be closer to matching the truth than hers by all possible ur-chance
functions conditional on her evidence; whereas, if she does, there is no credence function that
is expected to be closer to matching the truth than hers by all possible ur-chance functions con-
ditional on her evidence. This is our new epistemic utility argument for Probabilism and the
Principal Principle.
5 An objection
In Section 6, we will see how we might generalize this argument in various ways. But, first, I wish
to consider the following objection that might be raised against it: The argument just presented
fails to establish (PP) because it appeals to a principle—namely, Chance Dominance—that is itself
justified by appealing to (PP); in short, the argument is circular. More precisely, the objection is
that Chance Dominance requires justification, and the only justification that is possible is the
following, and that appeals to (PP):
An agent’s credence function b ought to satisfy (Prob) and (PP) and she ought to
choose between the actions in a set A in accordance with Maximize Subjective Ex-
pected Utility (MSEU), which says that she ought to choose an action fromA that has
maximal subjective expected utility relative to b (whenever such actions exist).
Suppose that she satisfies these norms. Then, we will show, she must also satisfy
Chance Dominance. Suppose there are a, a′ in A such that a is chance dominated by
a′ relative to the agent’s evidence E. Then, since she satisfies (PP), we can show that
the expected utility of a′ is greater than the expected utility of a relative to b.8 Suppose
7Theorem 3 is a corollary of Theorem 4 stated below. We prove the latter in the Appendix.
8We see this as follows: By (PP), we have b(w) = ∑ch∈C b(Cch)ch(w|E). Thus,
∑
w
b(w)U(a, w) =∑
w
(
∑
ch∈C
b(Cch)ch(w|E)
)
U(a, w) = ∑
ch∈C
b(Cch)∑
w
ch(w|E)U(a, w)
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further that there is a∗ in A that has maximal expected utility relative to b. Then the
expected utility of a∗ is at least as great as the expected utility of a′, which is greater
than the expected utility of a relative to b. Thus, a does not have maximal subjective
expected utility relative to b. Thus, by MSEU, our agent will not choose action a,
which is precisely as Chance Dominance requires.
In fact, this justification only establishes Chance Dominance on the assumption that there is an
action a∗ in A that has maximal expected utility relative to the agent’s probabilistic credence
function. But let’s put that aside.
A deeper problem with this objection is revealed when we consider an analogous objection to
Joyce’s argument for Probabilism, which is based on Dominance. After all, there is an analogous
justification for Dominance that is based on (Prob) and (MSEU): a dominated action can never
have maximal subjective expected utility, so (Prob) and (MSEU) establish Dominance, at least in
those situations in which there is an action that has maximal expected utility. But this does not
show that Joyce’s argument is circular. The reason is that Dominance is not a norm that stands
in need of justification. Thus, even if the justification that appeals to (Prob) and (MSEU) is the
only justification we can give, it does not follow that it is circular to appeal to Dominance in the
justification of (Prob).
Similar considerations apply to Chance Dominance. It is not a norm that stands in need of
justification. It occupies normative bedrock. Thus, even if it is true that the only justification we
can give appeals to (Prob) and (PP) (together with (MSEU)), it does not follow that it is circular
to appeal to Chance Dominance in the justification of (Prob) + (PP).
Another problem with the objection: If the foregoing argument were the only way to justify
Chance Dominance, then Chance Dominance would not be justified in its most general form.
After all, the foregoing argument will only go through if our agent has credences in particular
chance hypotheses—note how the proof in footnote 8 requires this. But suppose she does not.
Perhaps her evidence about the chances is just too inconclusive for her to have formed credences
about them. Perhaps she has no determinate cognitive attitude to those hypotheses whatsoever.
Or perhaps she knows that there are many chance hypotheses that are compatible with her evi-
dence, but she has not taken the time to formulate particular chance hypotheses precisely enough
to have genuine cognitive attitudes towards them. Nonetheless, if she knows that, whatever the
chances are, they will expect a′ to have greater utility than they will expect a to have, then she
should not choose a, just as Chance Dominance says. That is, in order to reject a, she need only
have a cognitive attitude to the universal proposition that says that any chance function will ex-
pect a′ to be better than it expects a to be. She need not have any cognitive attitude towards the
particular instances that it entails. The point is that Chance Dominance applies to agents with
much more impoverished and less determinate cognitive attitudes than those required by the
foregoing argument based on (Prob), (PP), and (MSEU). Thus, if Chance Dominance stands in
need of justification, and if this is the only available justification, then the norm is simply not
justified in its full generality. But that is clearly not the case. I conclude that it is legitimate to
appeal to Chance Dominance in a justification of (Prob) + (PP).
6 Extensions
In the preceding presentation, we made a number of assumptions. Here, we ask which can be
relaxed while retaining the conclusion of the argument. Most importantly, we assumed that: (i)
distance from vindication is given by the sum of squared differences, thus giving the Brier score
and similarly for the subjective expected utility of a′ relative to b. But, since a is chance dominated by a′ relative to E,
∑
w
ch(w|E)U(a, w) <∑
w
ch(w|E)U(a′, w)
for all ch ∈ C. Thus,
∑
w
b(w)U(a, w) <∑
w
b(w)U(a′, w)
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as the distance from the truth-values and the chance-based Brier score as the distance from the
chances conditional on evidence; (ii) ur-chance functions are not self-undermining in the presence
of any evidence.
6.1 Other epistemic utility functions
The first major assumption of the preceding sections has been that the Brier score is the correct
measure of epistemic utility. Now, while arguments have been given for such a claim, I would
prefer not to rely upon them here.9 Fortunately, we do not need to. Indeed, Theorem 3 holds
for a large range of different putative epistemic utility functions, and certainly all those that have
been seriously entertained. To describe this range, we need some terminology.
Consider the Brier score B. Above, I introduced B(b, w) as a measure of the ‘closeness’ of
our agent’s credence function b to the credence function vw that is vindicated at world w. This
measures the ‘distance’ from b to vw by the sum of the squared differences. Thus, the ‘distance’
from b to vw is given by summing the ‘distances’ between the individual credences that b and
vw assign to each of the propositions in F , where the distance from credence b(A) to vw(A) is
given by (b(A)− vw(A))2. This means that the Brier score is a particular sort of epistemic utility
function that is generated by a so-called scoring rule.
Definition 3 (Scoring rule) A scoring rule is a function s : {0, 1} × [0, 1]→ [0,∞].
The idea is this:
• s(1, x) gives the ‘distance’ of the credence x from the vindicated credence when the vindicated
credence is 1.
Put another way: s(1, x) measures the epistemic badness of having credence x in a true propo-
sition.
• s(0, x) gives the ‘distance’ of the credence x from the vindicated credence when the vindicated
credence in 0.
Put another way: s(0, x) measures the epistemic badness of having credence x in a false propo-
sition.
Notice that a scoring rule can take value ∞.
Definition 4 (Propriety) Given a scoring rule s, we say that s is strictly proper if, for any p ∈ [0, 1],
ps(1, x) + (1− p)s(0, x)
is uniquely minimized at x = p.
A scoring rule is proper, then, if a probabilistic agent with credence p in a proposition expects
that credence and only that credence to be epistemically best. This entails that s(0, 0), s(1, 1) < ∞.
Definition 5 (Epistemic utility function) Given a scoring rule s, define the epistemic utility func-
tion generated by s as follows:
EUs(b, w) = 1− ∑
A∈F
s(vw(A), b(A))
Thus, if s(vw(A), b(A)) measures the ‘distance’ of an individual credence b(A) in A from vindi-
cation at w, then ∑A∈F s(vw(A), b(A)) measures the ‘distance’ of the whole credence function b
from vindication at w, and so EUs(b, w) measures the ‘closeness’ of b to vindication at w. Clearly,
one obtains the Brier score from the following scoring rule:
q(v, x) =
{
(1− x)2 if v = 1
x2 if v = 0
9Cf. [Selten, 1998], [Leitgeb and Pettigrew, 2010].
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This is known as the quadratic scoring rule. And EUq = B. A little calculus shows that q is proper.
But there are many other proper scoring rules that give rise to different epistemic utility functions.
For instance, suppose we define the following scoring rule:
l(v, x) =
{ −ln(x) if v = 1
−ln(1− x) if v = 0
This is the logarithmic scoring rule and EUl the epistemic utility function it generates. Note that
l(1, 0) = ∞ = l(0, 1). Again, a little calculus shows that l is a proper scoring rule.
The quadratic and logarithmic scoring rules share a further feature in common: both are
continuous.
Definition 6 (Continuity) Given a scoring rule s, we say that s is continuous if s(0, ·) and s(1, ·) are
continuous on [0, 1].
As we prove in the Appendix, if we replace the Brier score by any epistemic utility function
generated by a continuous, proper scoring rule in Theorem 3, the result still holds. That is, we
have:
Theorem 4 Suppose s is a continuous proper scoring rule and EUs is the epistemic utility function it
generates. Suppose E is the agent’s evidence. Then:
(I) If b is a credence function that violates (Prob) + (PP), there is a credence function c that satisfies (Prob)
+ (PP) such that, for each ur-chance function ch ∈ C,
∑
w∈W
ch(w|E)EUs(b, w) < ∑
w∈W
ch(w|E)EUs(c, w)
(II) If c is a credence function that satisfies (Prob) + (PP), there is no credence function b such that, for
each ur-chance function ch ∈ C,
∑
w∈W
ch(w|E)EUs(c, w) < ∑
w∈W
ch(w|E)EUs(b, w)
Nearly all epistemic utility functions that have been proposed have been generated by con-
tinuous and proper scoring rules. Thus, Theorem 4 guarantees that the argument of the present
paper should have very wide appeal. We prove it in the Appendix.10
6.2 Self-undermining ur-chance functions
Suppose we relax the assumption that no ur-chance function ch in C is self-undermining in the
presence of the agent’s evidence. Then, as noted above, (PP) makes unreasonable demands
on an agent’s credence function. In response, Ned Hall has proposed his New Principle (NP)
[Hall, 1994], while Jenann Ismael has proposed her alternative (GPP) [Ismael, 2008].11 In my ear-
lier paper, I tweaked the epistemic utility function to give justifications for these as well as for
(PP). Can we also tweak the justification for (PP) given in this paper to give justifications for these
alternative norms? The answer is that we can, and I think more naturally than in the previous
paper.
Suppose we allow that there might be ur-chance functions that are self-undermining in the
presence of evidence E. And suppose we measure epistemic utility either by the Brier score or
some other continuous proper scoring rule. What, then, will follow from Chance Dominance?
In short: Ismael’s principle (GPP). But to obtain this result, we must make a similar assumption
about the ur-chances to the assumption made in the previous paper [Pettigrew, 2012, 264]. By
10In fact, there is an even more general result in the vicinity. Theorem 4 still holds if we define our epistemic utility
function EU(b, w) to be the sum ∑A∈F sA(vw(A), b(A)) of a series of different continuous proper scoring rules sA, one
for each proposition A in F . Cf. [Predd et al., 2009, Section VII(A)].
11See also [Pettigrew, 2012, 248–9]
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allowing that some ur-chance functions might be self-undermining in the presence of E, we re-
lax the assumption that a given ur-chance function conditional on E is certain that it gives the
ur-chances. But, to obtain (GPP) in this way, we must nonetheless require that, relative to a given
ur-chance function conditional on E, the expectation of the ur-chances is equal to the ur-chances
that function assigns conditional on E. The point is this: Theorem 4 establishes that Chance Domi-
nance and an epistemic utility function generated by a continuous proper scoring rule entails that
an agent ought to have a credence function that lies in (CE)+, the convex hull of the set CE of ur-
chance functions conditional on her evidence E: that is, CE = {ch(·|E) : ch ∈ C}. If no ur-chance
function in CE is self-undermining in the presence of E, (CE)+ is the set of credence functions
b that satisfy (Prob) + (PP). But if there are ur-chance functions that are self-undermining in the
presence of that evidence, then (CE)+ is the set of credence functions b that satisfy (Prob) + (GPP),
providing the requirement on expectations is met.
To obtain (NP), on the other hand, we need make no assumptions about the expectations
of ur-chances relative to particular ur-chance functions. But we are forced to tweak the Chance
Dominance norm a little. Suppose our agent’s evidence is E. Given an ur-chance function ch in C,
define another probability function as follows: ch∗(·) := ch(·|Cch). ch∗ is the ur-chance function
ch after it has been appraised that it is the ur-chance function. Let C∗ = {ch∗ : ch ∈ C}. Then, if
a, a′ in A, we say that a is chance∗ dominated by a′ relative to E if, for all ch∗ ∈ C∗
∑
w∈W
ch∗(w|E)U(a, w) < ∑
w∈W
ch∗(w|E)U(a′, w)
Now adapt the norm Chance Dominance to give the norm Chance∗ Dominance in the obvious
way: an action a is not permissible if a is chance∗ dominated relative to the agent’s evidence by
an action that is not itself chance∗ dominated by anything else relative to that evidence. Then
the Brier score together with Chance∗ Dominance entails (NP). Thus, if we choose to make the
probability functions ch∗ in C∗ guides to our actions, as opposed to the ur-chance functions ch in
C, then we ought to obey (NP).
7 Conclusion
In sum: Joyce’s argument establishes (Prob) by appealing to an epistemic utility function and a
norm of orthodox utility theory. My earlier epistemic utility argument established (Prob) + (PP)
by appealing to a different epistemic utility function and the same norm of orthodox utility the-
ory. But we saw that this epistemic utility function is problematic, since it is based on (1a’), which
is incompatible with certain fundamental facts about full beliefs. The new argument presented
here establishes (Prob) + (PP) by appealing to Joyce’s epistemic utility function but a different
norm of orthodox utility theory.
8 Appendix: Proof of Theorem 4
We will prove the result for the case in which E = >. That is, the case in which the agent has no
evidence. It is straightforward to adapt the proof to the case in which E is non-trivial.
Thoughout, we will represent a credence function by a vector. Thus, if F = {A1, . . . , An} and
b : F → [0, 1], then we represent b by the vector
b = (b1, . . . , bn)
in [0, 1]n where bi = b(Ai). And, ifW = {w1, . . . , wm} is the set of possible worlds, we assume
without loss of generality that Ai = wi. That is, the ith proposition in the sequence A1, . . ., An is
the proposition that is true at only the ith possible world. Thus, for 1 ≤ j ≤ m and an ur-chance
function ch, chj = ch(wj).
• Thus, B = [0, 1]n is the set of all possible credence functions.
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• Let V ⊆ [0, 1]n be the set of classically consistent truth-value assignments.
Thus, if v ∈ V , then v(A) = 0 or v(A) = 1. And v(A ∨ B) = max{v(A), v(B)} and v(¬A) =
1− v(A).
And, if w ∈ W is a possible world, then vw ∈ V is the truth-value assignment at w.
• Let P ⊆ [0, 1]n be the set of probabilistic credence functions.
By a theorem of de Finetti, we have P = V+, where V+ is the convex hull of V .
• Let C ⊆ [0, 1]n be the set of possible ur-chance functions.
By a theorem analogous to de Finetti’s, we have that C+ is the set of credence functions that
satisfies (Prob) + (PP) in the presence of no evidence, where C+ is the convex hull of C (cf.
[Pettigrew, 2012, Theorem 5.3]).
Suppose s is a continuous proper scoring rule. We begin by representing the epistemic utility
function EUs generated by s using a sort of function called a Bregman divergence. First, define
ϕ : [0, 1]→ R as follows:
ϕ := −xs(1, x)− (1− x)s(0, x)
As Savage showed, since s is proper, ϕ is bounded, continuous, strictly convex, and differentiable
at all x ∈ (0, 1) [Savage, 1971]. Now define Φ : [0, 1]n → [0,∞] as follows:
Φ(b) =
n
∑
i=1
ϕ(bi)
Finally, define the Bregman divergence dΦ(c, b) : [0, 1]n × [0, 1]n → [0,∞] generated by Φ as
follows:
dΦ(c, b) = Φ(c)−Φ(b)− 〈c− b,∇Φ(b)〉
where 〈·, ·〉 is the dot product.
Then, by [Predd et al., 2009, 4790], since s is proper, we have:
EUs(b, w) = 1− dΦ(vw, b)− sw
where, for any world w, let
sw := ∑
A∈F
s(vw(A), vw(A))
Note that, since s is proper, sw < ∞ for all possible worlds w.
Now we turn to proving clause (I) of Theorem 4. Suppose b 6∈ C+. Then, by Proposition 3 of
[Predd et al., 2009, 4788] there is c ∈ C+ such that, for all ch ∈ C
dΦ(ch, c) < dΦ(ch, b)
We now wish to show that, for any ch ∈ C,
∑
w
ch(w)EUs(b, w) <∑
w
ch(w)EUs(c, w)
Thus, pick an arbitrary ch ∈ C. We keep this fixed throughout the proof. Recalling that Aj = wj,
and that we write chj for ch(Aj), we rewrite this as follows:
m
∑
j=1
chjEUs(b, wj) <
m
∑
j=1
chjEUs(c, wj)
Since sw < ∞ for all w, it suffices to show that
m
∑
j=1
chjdΦ(vwj , c) <
m
∑
j=1
chjdΦ(vwj , b)
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We exploit the ideas in the proof of Proposition 1 in [Banerjee et al., 2005, 1710], taking care at each
stage to ensure that the proof goes through even when dΦ(vwj , b) = ∞. Let µ be the following
vector in [0, 1]n:
µ :=
m
∑
j=1
chjvwj .
Since ch is a probability function, we have ch = µ. Now:
m
∑
j=1
chjdΦ(vwj , b)−
m
∑
j=1
chjdΦ(vwj , µ)
=
m
∑
j=1
chj
[
Φ(vwj)−Φ(b)− 〈vwj − b,∇Φ(b)〉
]
−
m
∑
j=1
chj
[
Φ(vwj)−Φ(µ)−
〈
vwj − µ,∇Φ(µ)
〉]
= Φ(µ)−Φ(b)−
m
∑
j=1
chj〈vwj − b,∇Φ(b)〉+
m
∑
j=1
chj〈vwj − µ,∇Φ(µ)〉
= Φ(µ)−Φ(b)−
〈
m
∑
j=1
chjvwj − b,∇Φ(b)
〉
+
〈
m
∑
j=1
chjvwj − µ,∇Φ(µ)
〉
= Φ(µ)−Φ(b)− 〈µ− b,∇Φ(b)〉+ 〈µ− µ,∇Φ(µ)〉
= Φ(µ)−Φ(b)− 〈µ− b,∇Φ(b)〉
= dΦ(µ, b)
= dΦ(ch, b)
Thus, since s is proper, and thus ∑mj=1 chjdΦ(vwj , ch) < ∞, we have
m
∑
j=1
chjdΦ(vwj , c) <
m
∑
j=1
chjdΦ(vwj , b)
iff
m
∑
j=1
chjdΦ(vwj , c)−
m
∑
j=1
chjdΦ(vwj , ch) <
m
∑
j=1
chjdΦ(vwj , b)−
m
∑
j=1
chjdΦ(vwj , ch)
iff
dΦ(ch, c) < dΦ(ch, b)
But, we have already shown that dΦ(ch, c) < dΦ(ch, b). This completes our proof of Theorem 4(I).
Next, we prove clause (II) of Theorem 4. Suppose c ∈ C+. Then c is a probability function.
Now, suppose there is b ∈ B such that
m
∑
j=1
chjEUs(c, wj) <
m
∑
j=1
chjEUs(b, wj)
for all ch ∈ C. Then that is the case iff
m
∑
j=1
chjdΦ(vwj , b) <
m
∑
j=1
chjdΦ(vwj , c)
iff
m
∑
j=1
chjdΦ(vwj , b)−
m
∑
j=1
chjdΦ(vwj , ch) <
m
∑
j=1
chjdΦ(vwj , c)−
m
∑
j=1
chjdΦ(vwj , ch)
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iff
dΦ(ch, b) < dΦ(ch, c)
for all ch ∈ C. But it follows from this latter inequality that
dΦ(y, b) < dΦ(y, c)
for any y ∈ C+. The reason is that, if y ∈ C+, then y = ∑w∈W λwchw for some λw ≥ 0 and
∑w∈W λw = 1; and thus,
dΦ(y, b)− dΦ(y, c) = dΦ
(
∑
w∈W
λwchw, b
)
− dΦ
(
∑
w∈W
λwchw, c
)
= Φ(c)−Φ(b) +
〈
∑
w∈W
λwchw − c,∇Φ(c)
〉
−
〈
∑
w∈W
λwchw − b,∇Φ(b)
〉
= Φ(c)−Φ(b) + ∑
w∈W
λw 〈chw − c,∇Φ(c)〉 − ∑
w∈W
λw 〈chw − b,∇Φ(b)〉
= ∑
w∈W
λw [Φ(c)−Φ(b) + 〈chw − c,∇Φ(c)〉 − 〈chw − b,∇Φ(b)〉]
= ∑
w∈W
λw [Φ(chw)−Φ(b)− 〈chw − b,∇Φ(b)〉]
− ∑
w∈W
λw [Φ(chw)−Φ(c)− 〈chw − c,∇Φ(c)〉]
= ∑
w∈W
λw(dΦ(chw, b)− dΦ(chw, c))
< 0
since dΦ(chw, b) < dΦ(chw, c) for all chw. But, since c ∈ C+, it follows from this that
dΦ(c, b) < dΦ(c, c) = 0
and this gives a contradiction, since dΦ takes only non-negative values. This completes the proof
of Theorem 4(II). 2
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