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RUBINSTEIN DISTANCE ON CONFIGURATIONS SPACES
L. DECREUSEFOND AND N. SAVY
Abstrat. By a method inspired of the Stein's method, we derive an upper-bound
of the Rubinstein distane between two absolutely ontinuous probability measures on
ongurations spae. As an appliation, we show that the best way to approximate
a Modulated Poisson Proess (see below for the denition) by a Poisson proess is to
equate their intensity.
1. Introdution
Aording to the Kantorovith approah, the optimal transportation problem or Monge-
Kantorovith problem (MKP for short) reads as follows: given two probability measures
µ and ν on a Polish spae X and a ost funtion c on X×X , does there exist a probability
measure γ on X×X whih minimizes
∫
c dβ among all probability measures β on X×X
with rst (respetively seond) marginal µ (respetively ν) ? The rst step is to determine
whether or not there exists a probability measure γ suh that
∫
c dγ is nite. In the solved
ases, a few riterion are known. The oldest one (see [17℄), for quadrati ost, stands that
suh a measure exists provided that µ and ν have nite seond moments. Still for the
quadrati ost, if µ is a Gaussian measure on a nite or innite dimensional spae and
ν = Lµ, then the distane is nite whenever L has a nite Boltzmann entropy [9℄. In
the same referene, a bound may also be found for the Rubinstein distane, i.e., when c
is a distane funtion. We are interested in the evaluation of the Rubinstein distane on
ongurations spae, i.e., for loally nite point proesses. The rst point to be stressed
is that we have several reasonable distane between ongurations. To name only the
two we will investigate here: there is the total variation distane when ongurations
are viewed as atomi measures, and there also is a distane with a greater geometri
avor, whih is dened in (8). To these two distanes orrespond two dierent notions of
Lipshitz ontinuous funtions. This is of some great importane sine the Kantorovith-
Rubinstein duality allows us to write the Rubinstein distane as a maximization problem
on the set of Lipshitz funtions, see (1). Moreover, it is well known in nite dimension
that Lipshitz funtions are almost dierentiable and that their dierential is bounded.
It turns out that the two usual gradients introdued on ongurations spae (see [1℄,[16℄)
are the good tools to obtain an analog result on ongurations spae. One we have a
gradient, we usually introdue the divergene (as its adjoint) and then a number operator
(as the omposition of the divergene and the gradient), hene an Ornstein-Uhlenbek (see
[4℄) semi-group. At this point, it is useful to invoke the Stein's method whih is a very
eient tool to obtain stohasti bounds notably for point proesses (see [6, 5, 21, 2℄).
In essene, Stein's method ompares the expetations of two distint random variables
by embedding them in the evolution of an ergodi Markov proess and by then looking
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bakward at the evolution of this proess, from innity to time 0. With very skethy
notations, imagine that we have two smooth funtions α and β with the same limit at
innity, then α(0)− β(0) may be evaluated by omputing∫ ∞
0
|α′(s)− β′(s)| ds.
Controlling the dierene of derivatives yields to a bound on the dierene at time 0.
This is exatly the priniple at work in Theorem 1. This method reminds of the so-alled
semi-group method often used in proofs of onentration inequality [13℄. In Setion 2,
we present the generi priniple of our method and we apply it to the dierent distanes
on ongurations spaes in Setion 3. Setion 4 is devoted to the appliation of these
results on the approximation of Markov modulated Poisson Proess (MMPP) by a Poisson
proess. The motivation for this part omes from queueing theory where MMPP are widely
used beause of their versatility, useful to model a wide range of real systems [11, 14, 15℄
and of the persistene of their Markovianity. Unfortunately, these proesses are aeted
by the urse of dimensionality: it is often the ase that we must invert linear systems with
a so huge number of variables it beomes unfeasible. It is thus of ruial importane to
redue the ardinality of state spae. The extreme situation is when this spae is redued
to one point, i.e., when an MMPP is a Poisson proess. We nd by the method developed
in the beginning of this paper, a bound on the Rubinstein distane between an MMPP
and a Poisson proess. Optimizing this bound yields to the well known rule of thumb
whih onsists in taking as the optimal intensity, the average intensity of the MMPP. Our
result is not then astoundingly original but it shows that by proeeding along this line,
we an ontrol the error for any funtional suh as loss probability or others.
2. Generi sheme
Let X be a Polish spae and d a lower-semi-ontinuous distane funtion on X × X ,
whih does not neessarily generate the topology on X . We will denote by d − Lipm the
set of Lipshitz ontinuous F from X to R with Lipshitz onstant m:
|F (x) − F (y)| ≤ md(x, y),
for any (x, y) ∈ X2. For two probability measures µ and ν on X , the optimal transporta-
tion problem assoiated to d onsists in evaluating
Td(µ, ν) = inf
γ∈Σ(µ, ν)
∫
X×X
d(x, y) dγ(x, y),
where Σ(µ, ν) is the set of probability measures on X×X with rst (respetively seond)
marginal µ (respetively ν). Aording to [8, 20℄, this minimum is equal to
(1) Td(µ, ν) = sup
F∈d−Lip
1
∫
F d(µ− ν).
We onsider the situation where X = ΓΛ is the ongurations spae on a Lusin spae Λ,
i.e.,
ΓΛ = {η ⊂ Λ; η ∩K is a nite set for every ompat K ⊂ Λ}.
We identify η ∈ ΓΛ and the positive Radon measure
∑
x∈η εx. Throughout this paper, ΓΛ
is endowed with the vague topology, i.e., the weakest topology suh that for all f ∈ C0
(ontinuous with ompat support on Λ), the maps
η 7→
∫
Λ
f dη =
∑
x∈η
f(x)
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are ontinuous. When f is the indiator funtion of a subset B, we will use the shorter
notation η(B) to denote the integral of 1B with respet to η. We denote by B(ΓΛ) the
orresponding Borel σ-algebra. The probability spae under onsideration will then be
(ΓΛ, B(ΓΛ), µ). We need some additional struture.
Hypothesis 1. Assume now that we have :
• a kernel Q on X × Λ, i.e., suh that Q(A, .) is measurable as funtion on Λ for
any A ∈ B(ΓΛ) and Q(., s) is a σ−nite measure on X for any s ∈ Λ,
• a map ∇, dened on a subset Dom∇ of L2(µ), suh that, for any F ∈ Dom∇,∫
X
∫
Λ
|∇sF |
2Q(ω, ds) dµ(ω) < +∞.
We say that a proess u(ω, s) belongs to Dom δ whenever, there exists a onstant c
independent of F suh that for any F ∈ Dom∇,
|E
[∫
Λ
∇sF u(s) Q(ω, ds)
]
| ≤ c‖F‖L2(Ω).
For suh a proess u, we dene δu by
(2)
∫
X
∫
Λ
∇sF (ω)u(ω, s) Q(ω, ds) dµ(ω) =
∫
X
F δu dµ.
Denition 1. We say that (∇, Q) has the Rademaher property whenever F ∈ d− Lip1
implies ∇F ∈ Dom∇ and
(3) |∇sF | ≤ 1, Q(ω, .)dµ-almost-surely.
Consider for F ∈ Dom∇, the (formal) equation
(4)
d
dt
Xt = −δ∇Xt, X0 = F.
If this equation has one and only one solution for eah F ∈ Dom∇, we then have a
µ-self-adjoint semi-group (Pt, t ≥ 0), usually alled the Ornstein-Uhlenbek semi-group:
PtF = Xt where Xt is the solution of (4).
Denition 2. The Ornstein-Uhlenbek is said to be ergodi whenever limt→+∞ PtF =∫
X
F dµ.
Theorem 1. Assume that hypothesis 1 holds. Let ν be another probability measure on X
absolutely ontinuous with respet to µ. We denote by L the Radon-Nikodym derivative of
ν with respet to µ. If (∇, Q) has the Rademaher property and if the Ornstein-Uhlenbek
semi-group is ergodi then:
(5) Td(µ, ν) ≤
∫
X×Λ
∫ +∞
0
|∇sPtL| dtQ(ω, ds) dµ(ω).
Proof. Aording to the fundamental Lemma of analysis,∫
X
F dµ− F =
∫ +∞
0
d
dt
PtF dt,
=
∫ +∞
0
δ∇PtF dt,
=
∫ +∞
0
Ptδ∇F dt.
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Sine dν/dµ = L,∫
X
F dµ−
∫
X
F dν =
∫
X
(∫
X
F dµ− F
)
dν
=
∫
X
(∫ +∞
0
Ptδ∇F dt
)
dν
=
∫
X
∫ +∞
0
Ptδ∇FL dt dµ
=
∫
X×Λ
∫ +∞
0
∇sF ∇sPtL dtQ(ω, ds) dµ(ω).
Sine (∇, Q) has the Rademaher property, we have an L∞ − L1 bound whih yields
to (5). 
3. Instantiations on Poisson spae
Let ρ be a σ-nite measure on Λ and assume that µ is the Poisson measure of intensity
ρ, i.e., the probability measure on ΓΛ fully haraterized by
E
[
exp(
∫
Λ
f dη)
]
= exp(
∫
Λ
(
ef(s) − 1
)
dρ(s) ).
3.1. Disrete gradient on Poisson spae. For F : X → R, the disrete gradient of F ,
denoted by ∇♯F , is dened by
∇♯sF (η) = F (η + εs)− F (η).
We set Q(ω, ds) = dρ(s) so that Dom∇♯ is dened as the set of funtionals suh that
E
[∫
Λ
|∇♯sF |
2
dρ(s)
]
< +∞.
We denote by δ♯ its adjoint in the sense of (2). The n-th iterated integral of a symmetri
funtion f from Λn to R is dened as
Jn(f) = n!
∫
. . .
∫
0≤s1<s2<···<sn
f(s1, · · · , sn) d(η − ρ)(s1) . . . d(η − ρ)(sn).
For a general funtion f ,
Jn(f) =
∑
σ∈Sn
∫
. . .
∫
0≤s1<s2<···<sn
f(sσ(1), · · · , sσ(n)) d(η − ρ)(s1) . . . d(η − ρ)(sn).
It is well known [19, 16℄ that any square integrable funtional on ΓΛ an be written as
F =
+∞∑
n=0
Jn(fn),
where for any integer n, fn is symmetri and belongs to L
2(ρ⊗(n)) and that
∇♯sF (η) =
+∞∑
n=1
nJn−1(fn(., s)).
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Moreover, the Ornstein-Uhlenbek semi-group operates on haos as:
(6) P ♯t F =
+∞∑
n=1
e−ntJn(fn)
From (6) and by dominated onvergene, it is then easily seen that P ♯ is ergodi. We now
hoose the total variation as the distane of interest on ΓΛ, i.e.,
d1(η, ω) = 2 sup
A∈Λ
|η(A) − ω(A)|
Lemma 1. For the distane d1 on X, (∇
♯, Q) has the Rademaher property.
Proof. Consider F ∈ d1 − Lip1, by the very denition of the gradient:∣∣∇♯sF (η)∣∣ ≤ |F (η + εs)− F (η)|
≤ d1(η + εs, η) = 1.
In the onverse diretion, onsider ω and η be two loally nite but not nite ongura-
tions. If d1(ω, η) = +∞, there is nothing to prove. If d1(ω, η) is nite, ω∆η and η∆ω
are nite, where ω∆η = ω\(ω ∩ η). Sine |∇♯sF (η)| ≤ 1, we get:
|F (η) − F (ω)| ≤ |F (η ∩ ω ∪ η∆ω)− F (η ∩ ω)|+ |F (η ∩ ω ∪ ω∆η)− F (η ∩ ω)|
≤ (η∆ω)(Λ) + (ω∆η)(Λ)
≤ 2max((η∆ω)(Λ), (ω∆η)(Λ))
= d1(η, ω).
The Rademaher property is then established for (∇♯, Q). 
Theorem 2. Let µ and ν two probability measures on ΓΛ suh that dν = L dµ. We
have,
Td1(µ, ν) ≤ E
[∫
Λ
|(Id+L♯)−1∇♯sL| dρ(s)
]
,
where L♯ = δ♯∇♯.
Proof. It is easily seen using haos deomposition that
∇♯sP
♯
t F = e
−tP ♯t∇
♯
sF for all s ∈ λ, for all t ∈ R
+
and it is a general property of semi-groups and their generator that∫ +∞
0
e−tP ♯t F dt = (Id+L
♯)−1F,
for any F : Ω→ R. We then infer from (5) that
Td1(µ, ν) ≤ E
[∫
Λ
|
∫ +∞
0
e−tP ♯t∇
♯
sL dt| dρ(s)
]
= E
[∫
Λ
|(Id+L♯)−1(∇♯sL)| dρ(s)
]

Remark 1. Note that the very analog of this inequality on Wiener spae was proved by
a dierent though related way in [10℄.
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3.2. Derivation on Poisson spae. In this setion we introdue another stohasti
gradient on ΓΛ whih is a derivation  see [1℄. Let V (Λ) be the set of C
∞
vetor elds on
Λ and V0(Λ) ⊂ V (Λ), the subset onsisting of all vetor elds with ompat support. For
v ∈ V0(Λ), for any x ∈ Λ, the urve
t 7→ Vvt (x) ∈ Λ
is dened as the solution of the following Cauhy problem
(7)


d
dt
Vvt (x) = v(V
v
t (x)),
Vv0 (x) = x.
The assoiated ow (Vvt , t ∈ R) indues a urve (V
v
t )
∗η = η ◦ (Vvt )
−1
, t ∈ R, on ΓΛ: If
η =
∑
x∈η εx then (V
v
t )
∗η =
∑
x∈η εVvt (x). We are then in position to dene the notion of
dierentiability on ΓΛ. A measurable funtion F : ΓΛ → R is said to be dierentiable if
for any v ∈ V0(Λ), the following limit exists:
lim
t→0
t−1 (F (Vvt (η)) − F (η)) .
We then denote ∇cvF (η) the preeding limit. We denote by ∇
c
sF we orresponding gradi-
ent. It veries :
∇cvF (ω) =
∫
Λ
∇csF (ω)v(s) dω(s).
The square norm of ∇cF is given by ∫
Λ
∇csF dω(s),
so that we are in the framework of Hypothesis 1 if we take
Q(ω, ds) = dω(s) =
∑
x∈ω
εx(ds),
where εa is the Dira mass in a. For a random variable F : ΓΛ → R, and random proess
u : ΓΛ × Λ→ R, we dene the adjoint operator of ∇
c
denoted by δc by:
E
[
< ∇cF , u >L2(ρ)
]
= E
[
F δ2u
]
,
provided both sides exist, i.e.,∣∣E [< ∇cF , u >L2(ρ)]∣∣ ≤ c‖F‖2L2.
Consider now Lc = δc∇c and the assoiated semi-group semigroup {P ct , t ∈ R}. The
distane of interest is here the Wassertein's distane (see [7, 18℄):
(8) d2(η1, η2) =
[
inf
{∫
d0(x, y)dβ(x, y), β ∈ Γη1,η2
}]1/2
,
where Γη1,η2 denotes the set of β ∈ ΓΛ×Λ having marginals η1 and η2. The ergodiity of
P c is proved in [1℄ and the Rademaher property is the objet of [18℄.
On the other hand, there is no known ommutation relationships between ∇c and P ct
hene theorem 1 entails that
Theorem 3. Let µ and ν two probability measures on ΓΛ suh that dν = L dµ. We
have,
Td2(µ, ν) ≤ E
[∫ +∞
0
|∇cP ct L| dt
]
.
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4. Appliations
4.1. Distane between two Poisson proesses.
Theorem 4. Consider µ and ν two Poisson probability measures on Λ ⊂ Rn. The
intensity of µ is the Lebesgue measure on Λ and that of ν is h(s)ds with h ∈ L2(Λ)
deterministi. Then, we have the following bound :
(9) Td1(µ, ν) ≤ C ||h||L1(Λ) exp(
1
2
||h− 1||2L2(Λ)).
Proof. Aording to [12℄,
L(ω) =
dν
dµ
(ω) = exp
(∫
Λ
lnh(s) dω(s)−
∫
Λ
(h(s)− 1) ds
)
.
By denition,
∇♯sL(ω) = L(ω + εs)− L(ω) = h(s)L.
Hene, aording to Theorem 2,
Td1(µ, ν) ≤ C‖h‖L1(Λ)E
[
|(I + L♯)−1L|
]
.
It is then well known, using for instane the haos deomposition that
E
[
|(I + L♯)−1L|
]
≤ E
[
L2
]1/2
and
E
[
L2
]
= E
[
exp
(
2
∫
Λ
lnh(s) dω(s)− 2
∫
Λ
(h(s)− 1) ds
)]
= E
[
exp
(∫
Λ
lnh2(s) dω(s)−
∫
Λ
(h2(s)− 1) ds
)]
exp(
∫
Λ
(h(s)− 1)2 ds)
= exp(
∫
Λ
(h(s)− 1)2 ds).
The proof is thus omplete. 
4.2. Distane between a Poisson proess and a Markov modulated Poisson
proess. In this setion we alulate a bound for the distane between a Poisson Proess
and an Markov modulated Poisson proess (MMPP for short).
Denition 3. Consider J an irreduible ontinuous time Markov hain with nite state
spae. We denote by mJ the nite number of states of J , QJ the innitesimal generator
of J , piJ the stationary vetor of QJ . We assume also that we are given (λ1, · · · , λmJ ),
mJ non-negative real numbers. We denote by Ψ the map whih sends i ∈ {1, · · · , mJ} to
λi. An MMPP (J,Ψ) is a point proess the intensity of whih is given by Ψ(Js)ds. This
means that when J is in state ( alled a phase) k (1 ≤ k ≤ mJ) then the arrivals ours
aording to a Poisson proess of rate λk.
A detailed desription of the MMPP with an emphasis on appliability to modeling is
given in [14℄ and referenes therein.
Theorem 5. Let µ be a Poisson proess of intensity λ and ν be a MMPP (J,Ψ) then for
a given T ∈ R+,
(10) Td1(µT , νT ) ≤ E
[∫ T
0
∣∣∣∣Ψ(Js)λ
∣∣∣∣λ ds exp
[
1
2
∫ T
0
∣∣∣∣Ψ(Js)λ − 1
∣∣∣∣
2
λ ds
]]
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Proof. By the Girsanov formula we have:
LT (ω) =
dνT
dµT
(ω) = exp
(∫ T
0
ln
Ψ(Js)
λ
dω(s)−
∫ T
0
(
Ψ(Js)
λ
− 1)λ ds
)
.
Consider FTJ = σ{Js, s ≤ T }, the history of J up to time T . Now,
Td1(µT , νT ) = sup
F∈d1−Lip1
(EµT [F (LT − 1)])
= sup
F∈d1−Lip1
(
EµT
[
E
[
F (LT − 1) |F
T
J
]])
≤ EµT
[
sup
F∈d1−Lip1
(
E
[
F (LT − 1) |F
T
J
])]
But onditioning on J , the intensity is deterministi so aording to Theorem 9,
Td1(µT , νT ) = E
[∫ T
0
∣∣∣∣Ψ(Js)λ
∣∣∣∣λ ds exp
[
1
2
∫ T
0
∣∣∣∣Ψ(Js)λ − 1
∣∣∣∣
2
λ ds
]]
,
whih ends the proof. 
One an then try to determinate the nearest Poisson proess to a given MMPP. For, we
seek for λopt suh that the upper bound of (10) is minimal. It is lear that this minimum
is direted by the exponential part of the expression. It is thus enough to minimize
ΦT (λ) =
∫ T
0
∣∣∣∣Ψ(Js)λ − 1
∣∣∣∣
2
λ ds
It is well known, that for large T , we have :
ΦT (λ) ∼
T→∞
λT
m∑
i=1
∣∣∣∣λiλ − 1
∣∣∣∣
2
pi(i)
whih is minimal for λ = λopt =
∑m
i=1 λi pi(i). Moreover,
m∑
i=1
∣∣∣∣ λiλopt − 1
∣∣∣∣
2
λoptpi(i) =
m∑
i=1
(λi − λopt)
2
λopt
pi(i)
=
Vopt
λopt
whih is known in queueing theory as the burstiness of the MMPP. Finally the distane
between an MMPP and the Poisson proess of intensity equal the mean arrival rate of the
MMPP is bounded by
λoptT exp
( Vopt
2λopt
T
)
.
In queueing theory, the hoie of λopt as
∑m
i=1 λi pi(i) is imposed by load onservation:
one an only ompare queueing systems with the same load, i.e., the load (or tra) is
dened as the produt of the mean arrival rate and of the mean servie time. Our result
shows that this hoie is likely to be the optimal one. Moreover, we are now in position to
evaluate preisely the error due to this approximation. Our bound gives a qualitative basis
for the experimental rule that not only the load was important to evaluate performane
of queueing system but also the so-alled burstiness was to be taken into aount.
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