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TAMBARIZATION OF A MACKEY FUNCTOR AND ITS
APPLICATION TO THE WITT-BURNSIDE CONSTRUCTION
HIROYUKI NAKAOKA
Abstract. For an arbitrary group G, a (semi-)Mackey functor is a pair of
covariant and contravariant functors from the category of G-sets, and is re-
garded as a G-bivariant analog of a commutative (semi-)group. In this view,
a G-bivariant analog of a (semi-)ring should be a (semi-)Tambara functor. A
Tambara functor is firstly defined by Tambara, which he called a TNR-functor,
when G is finite. As shown by Brun, a Tambara functor plays a natural role
in the Witt-Burnside construction.
It will be a natural question if there exist sufficiently many examples of
Tambara functors, compared to the wide range of Mackey functors. In the
first part of this article, we give a general construction of a Tambara functor
from any Mackey functor, on an arbitrary group G. In fact, we construct a
functor from the category of semi-Mackey functors to the category of Tambara
functors. This functor gives a left adjoint to the forgetful functor, and can be
regarded as a G-bivariant analog of the monoid-ring functor.
In the latter part, when G is finite, we invsetigate relations with other
Mackey-functorial constructions —crossed Burnside ring, Elliott’s ring of G-
strings, Jacobson’s F -Burnside ring— all these lead to the study of the Witt-
Burnside construction.
1. Introduction and Preliminaries
For an arbitrary group G, a (semi-)Mackey functor is a pair of covariant and
contravariant functors from the category of ‘G-sets’. More precisely, as defined
in [1], if we are given a Mackey system (C,O) on G, then subcategories of the
category of G-sets GSetC and GSetC,O are associated, and a Mackey functor is a
pair M = (M∗,M∗) of a covariant functor M∗ : GSetC,O → Ab and an additive
contravariant functor M∗ : GSetC → Ab. If G is finite, we obtain an ordinary
(semi-)Mackey functor on G as in Remark 1.6.
As in [15], for any finite group G, a (semi-)Mackey functor can be regarded as
a G-bivariant analog of a commutative (semi-)group. In fact if G is trivial, the
category of (semi-)Mackey functors are canonically equivalent to the category of
commutative (semi-)groups. In this view, a G-bivariant analog of a (semi-)ring will
be a (semi-)Tambara functor. A Tambara functor is firstly defined by Tambara in
[13], which he called a TNR-functor, for any finite group G. As shown by Brun, a
Tambara functor plays a natural role in the Witt-Burnside construction ([4]). (See
Fact 3.3 in this article.)
The author wishes to thank Professor Toshiyuki Katsura for his encouragement.
The author wishes to thank Professor Fumihito Oda for stimulating arguments and useful
comments, Professor Daisuke Tambara and Professor Tomoyuki Yoshida for their comments and
advices.
Supported by JSPS Grant-in-Aid for Young Scientists (B) 22740005.
1
2 HIROYUKI NAKAOKA
It will be a natural question if there exist sufficiently many examples of Tambara
functors, compared to the wide range of Mackey functors. In this article, we give a
general construction of a Tambara functor from any Mackey functor, on an arbitrary
group G. In fact, we construct a functor from the category of semi-Mackey functors
to the category of semi-Tambara functors. More precisely, in Theorem 2.12, for any
Tambara system (Definition 2.1) (C,OC ,O•) on G, we construct a functor
S : SMack (C,O•) → STam(C,O•),
where SMack (C,O•) and STam(C,O•) are appropriately defined categories of semi-
Mackey and semi-Tambara functors, respectively:
Theorem 2.12 . Let (C,OC ,O•) be a Tambara system on G. The construction of
SM in Proposition 2.11 gives a functor
S : SMack (C,O•) → STam(C,O•).
Composing S with other known functors, we obtain functors
T : SMack (C,O•) → Tam(C,O•),
Mack (C,O•) → STam(C,O•),
Mack (C,O•) → Tam(C,O•),
where Mack (C,O•) and Tam(C,O•) are the categories of Mackey and Tambara func-
tors, respectively.
Moreover in Theorem 2.15, we show S is left adjoint to the forgetful functor
STam(C,O•) → SMack (C,O•).
Theorem 2.15 . Let (C,OC ,O•) be any Tambara system on G. The functor
constructed in Theorem 2.12
S : SMack (C,O•) → STam(C,O•)
is left adjoint to the forgetful functor µ : STam(C,O•) → SMack (C,O•).
As a corollary, composition
T = γ ◦ S : SMack (C,O•) → Tam(C,O•)
is left adjoint to the forgetful functor µ ◦ U : Tam(C,O•) → SMack (C,O•) (Corollary
2.17). Thus Theorem 2.15 means that T can be regarded as a G-bivariant analog
of the monoid-ring functor.
In the latter part of this article, we restrict ourselves to the finite group case,
and investigate the connection to other constructions, especially in relation with
the Witt-Burnside construction.
Firstly in section 3.1, we show the relation with the crossed Burnside ring. In
fact, if we are given a G-monoid Q, then by applying Corollary 2.17 to the fixed
point functor PQ associated to Q, we obtain a Tambara functor TPQ . This general-
izes the crossed Burnside ring functor in [11], [12]. Indeed, if Q is a finite G-monoid,
we have an isomorphism of Tambara functors between TPQ and the crossed Burnside
ring functor ΩQ:
TPQ ∼= ΩQ
Secondly in section 3.2, we show the relationship with the Witt-Burnside con-
struction. Historically, Tambara functors were applied to the Witt-Burnside con-
struction firstly by Brun:
TAMBARIZATION OF A MACKEY FUNCTOR 3
Fact 3.3 (Theorem B, Theorem 15 in [4]). For any finite group G, the evaluation
at G/e
Tam(G)→ G-Ring ; T 7→ T (G/e)
has a right adjoint functor LG. Here, G-Ring denotes the category of G-rings. If G
acts trivially on a ring R, then for any subgroup H ≤ G, there is an isomorphism
WH(R) ∼= LG(R)(G/H).
HereWH(R) is the Witt-Burnside ring associated toH and R. Combining this with
Theorem 2.15, we obtain an isomorphism of functors, which gives a description of
the Witt-Burnside ring of a monoid-ring:
Theorem 3.9 . For any finite group G, there is an isomorphism of functors
W ◦ Z[−] ∼= T ◦ L.
Mon SMack(G)
Ring Tam(G)
L //
Z[−]

T

W
//

Here, L is the functor defined in Claim 3.8. Theorem 3.9 can be also regarded
as an enhancement of the Elliott’s isomorphism of rings (Theorem 1.7 in [6]) to a
functorial level.
Thirdly in section 3.3, relating our construction to Jacobson’s F -Burnside ring
functor, we investigate the underlying Green functor structure of TM . Jacobson
functorially associated a Green functor AF to any additive contravariant functor
F ([8]). In fact, this functor gives the underlying Green functor structure of TM .
Namely, we have an isomorphism of Green functors TM ∼= AM∗ . In this view,
Theorem 2.12 can be restated as follows:
Theorem 2.12′ . Let G be a finite group and F be an object in Madd(G). If F
is moreover a semi-Mackey functor, i.e., if there exists a semi-Mackey functor with
the contravariant part F , then AF has a structure of a Tambara functor.
In turn, as an application of Theorem 2.12′, we can endow a Tambara functor
structure on the Brauer ring functor defined by Jacobson (Corollary 3.20).
Moreover, combining this with Theorem 3.13 in [9], the underlying Green functor
structure is also written by using Boltje’s (−)+-construction. Namely, we have an
isomorphism of Green functors TM ∼= (RZ[M∗])+ (Corollary 3.24).
Throughout this article, we fix an arbitrary group G. Its unit element is denoted
by e. H ≤ G means H is a subgroup of G. GSet denotes the category of (not
necessarily finite) G-sets and G-equivariant maps. The category of finite G-sets is
denoted by Gset . For a G-set X and a point x ∈ X , we denote the stabilizer of x by
Gx. For any H ≤ G and g ∈ G, gH and Hg denotes the conjugation gH = gHg−1,
Hg = g−1Hg. Monoids are assumed to be commutative and have multiplicative
units 1. (Semi-)rings are assumed to be commutative, and have additive units 0 and
multiplicative units 1. We denote the category of monoids by Mon , the category
of (resp. semi-)rings by Ring (resp. SRing), and the category of abelian groups
by Ab. A monoid homomorphism preserves 1, and a (semi-)ring homomorphism
preserves 0 and 1.
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For any category K and any pair of objects X and Y in K, the set of morphisms
from X to Y in K is denoted by K(X,Y ). For each X ∈ Ob(K), the comma
category of K over X is denoted by K/X .
Definition 1.1 ([1]). A Mackey system on G is a pair (C,O) of
(a) a set C of subgroups of G, closed under conjugation and finite intersections,
(b) a family O = {O(H)}H∈C of subsets
O(H) ⊆ C(H),
where C(H) is defined by C(H) = {U ∈ C | U ≤ H} for each H ∈ C,
which satisfies
(i) [H : U ] <∞
(ii) O(U) ⊆ O(H)
(iii) O(gHg−1) = gO(H)g−1
(iv) U ∩ V ∈ O(V )
for all H ∈ C, U ∈ O(H), V ∈ C(H) and g ∈ G.
Example 1.2. Let C be a set of subgroups as in (a) in Definition 1.1. If we define
OC = {OC(H)}H∈C by
OC(H) = {U ∈ C(H) | [H : U ] <∞}
for each H ∈ C, then (C,OC) is a Mackey system.
In particular, if G is a topological group and C is the set of all closed (resp. open)
subgroups of G, we call (C,OC) the natural (resp. open-natural) Mackey system on
G (Definition 2.4 in [10]).
Definition 1.3. For a Mackey system (C,O) on G, define subcategories GSetC,O ⊆
GSetC of GSet as follows.
(1) GSetC is a full subcategory of GSet , whose objects are those X ∈ Ob(GSet)
satisfying Gx ∈ C for any x ∈ X .
(2) GSetC,O is a category with the same objects as GSetC , whose morphisms
from X to Y in GSetC,O are those f ∈ GSetC(X,Y ) satisfying the following.
(i) f has finite fibers, i.e., f−1(y) is a finite set for each y ∈ Y .
(ii) Gx ∈ O(Gf(x)) for each x ∈ X .
Remark 1.4. It can be easily seen that morphisms in GSetC,O are stable under
pull-backs in GSetC . Namely, for any pull-back diagram in GSetC
X ′ Y ′
X Y ,

g′ //
f ′

f

g
//
g ∈ GSetC,O(X,Y ) implies g
′ ∈ GSetC,O(X
′, Y ′).
Definition 1.5. A semi-Mackey functor M is a pair (M∗,M
∗) of
(a) contravariant functor M∗ : GSetC → Mon ,
(b) covariant functor M∗ : GSetC,O → Mon ,
satisfying the following conditions.
(M0) M∗(X) = M∗(X) for each X ∈ Ob(GSetC). We put M(X) = M∗(X) =
M∗(X).
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(M1) (Mackey condition) If
X ′ Y ′
X Y

g′ //
f ′

f

g
//
is a pull-back diagram in GSetC with g ∈ GSetC,O(X,Y ), then
M∗(f) ◦M∗(g) =M∗(g
′) ◦M∗(f ′).
(M2) (Additivity) For any direct sum decomposition X =
∐
λ∈Λ
Xλ in GSetC , the
natural map
(M∗(iλ))λ∈Λ : M(X)→
∏
λ∈Λ
M(Xλ)
is an isomorphism, where iλ : Xλ →֒ X (λ ∈ Λ) are inclusions. In particular,
M(∅) is trivial.
A semi-Mackey functor M is a Mackey functor if M(X) is an abelian group
for each X ∈ Ob(GSetC), namely if M∗ and M∗ are functors to Ab. A morphism
of (semi-)Mackey functors from M to N is a family of monoid homomorphisms
ϕ = {ϕX : M(X)→ N(X)}X∈Ob(GSetC), which is natural with respect to both the
contravariant part and the covariant part. The category of semi-Mackey functors
(resp. Mackey functors) on (C,O) is denoted by SMack (C,O) (resp. Mack (C,O)).
Remark 1.6. Originally in [1], when G is a profinite group, the open-natural Mackey
system is called the finite natural Mackey system. A Mackey functor on a finite
natural Mackey system is also called a G-modulation.
In particular when G is a finite group, regarded as a discrete topological group,
then the natural and the finite natural Mackey systems coincide, and we abbreviate
the category of semi-Mackey functors on the (finite) natural Mackey system on G
to SMack (G).
In the ordinary definition of a Mackey (or a Tambara) functor, we work on the
category of finite G-sets, instead of GSet . However, by the additivity of a Mackey
(or a Tambara) functor, the resulting categories become equivalent. Of course, if
we restrict ourselves to finite groups, then the same arguments as below are also
possible using the category of finite G-sets.
Also remark that if G = {e} is trivial, the evaluation at the trivial one-point
G-set {e} gives an equivalence of categories
SMack ({e})
≃
−→ Mon ; M 7→M({e}).
Similarly, Mack ({e}) is equivalent to Ab.
Example 1.7. Let (C,O) be any Mackey system on G. For any G-monoid Q, there
exists a naturally associated semi-Mackey functor PQ ∈ Ob(Mack (C,O)), which we
call the fixed point functor valued in Q, as follows.
(a) For each X ∈ Ob(GSetC), define PQ by
PQ(X) = GSet(X,Q).
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(b) For each morphism f ∈ GSetC(Y,X),
P∗Q(f) : GSet(X,Q)→ GSet(Y,Q)
is defined as the composition by f .
(b) For each morphism g ∈ GSetC,O(Y,X),
PQ ∗(g) : GSet(X,Q)→ GSet(Y,Q)
is defined by
(PQ ∗(g)(α))(y) =
∏
x∈g−1(y)
α(x),
for any α ∈ GSet(X,Q) and y ∈ Y .
2. Tambarization of a Mackey functor
2.1. Review on Tambara functors. A Tambara system (C,O+,O•) on G con-
sists of two Mackey systems (C,O+) and (C,O•) satisfying some compatibility con-
ditions for exponential diagrams (see [10]). In this article, we only consider the
following special case (Proposition 4.5 in [10]). As in the previous section, if one
only consider the finite group case, then one may work over the category of finite
G-sets, using the original definition by Tambara [13].
Definition 2.1. Let C˜ be a set of subsets of G, closed under left and right trans-
lation, finite intersections and finite unions. Put C = {H ∈ C˜ | H ≤ G}. As in
Example 1.2, (C,OC) is a Mackey system. We say (C,OC ,O•) is a Tambara system
on G if it satisfies the following.
(i) (C,O•) is a Mackey system on G.
(ii) O• satisfies H ∈ O•(H) for each H ∈ C.
Remark 2.2. For any X,Y ∈ Ob(GSetC), we have
GSetC,OC(X,Y ) = {f ∈ GSetC(X,Y ) | f has finite fibers}.
Thus, for any commutative diagram in GSetC ,
A A′
X
f //
p
4
44
44
4
p′








p ∈ GSetC,OC(A,X) implies f ∈ GSetC,OC(A,A
′).
By the above remark, category SC,O|X used in [10] agrees with the comma cat-
egory GSetC,OC/X , and we have the following (Definition 4.1 and Proposition 4.5
in [10]).
Remark 2.3. Let (C,OC ,O•) be a Tambara system. Let η ∈ GSetC,O•(X,Y ) be any
morphism. For any (A
p
→ X) ∈ Ob(GSetC,OC/X), we define (Πη(A)
π=π(p)
−→ Y ) in
Ob(GSetC,OC/Y ) by
Πη(A) =

 (y, σ)
∣∣∣∣∣∣
y ∈ Y,
σ : η−1(y)→ A is a map of sets,
p ◦ σ = idη−1(y)

 , π(y, σ) = y.
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We abbreviately write Πη(A
p
→ X) = (Πη(A)
π
→ Y ). For any morphism a : (A
p
→
X) → (A′
p′
→ X) in GSetC,OC/X , define Πη(a) : Πη(A
p
→ X) → Πη′(A′
p′
→ X) by
Πη(a)(y, σ) = (y, a ◦ σ). Then we obtain a functor
Πη : GSetC,OC/X → GSetC,OC/Y,
which is right adjoint to the pull-back functor defined by η
X ×
Y
− : GSetC,OC/Y → GSetC,OC/X.
By this adjoint property, for any p ∈ GSetC,OC(A,X), we have a commutative
diagram
(2.1)
X
Y
A X ×
Y
Πη(A)
Πη(A)
η

poo λoo
ρ

π=π(p)
oo

where ρ is the pull-back of η by π, and λ is the morphism corresponding to idΠη(A),
and p ◦ λ becomes the pull-back of π by η. Any commutative diagram in GSetC
(2.2)
X
Y
Z X ′
Y ′
η

ξoo ζoo
η′

υ
oo

isomorphic to (2.1) for some p ∈ GSetC,OC(A,X), is called an exponential diagram.
Definition 2.4 (Definition 4.10, Remark 4.11 in [10]). Let (C,OC ,O•) be a Tam-
bara system on G. A semi-Tambara functor S on (C,OC ,O•) is a triplet (S∗, S+, S•)
consisting of
(a) a semi-Mackey functor (S∗, S+) on (C,OC)
(b) a semi-Mackey functor (S∗, S•) on (C,O•)
which satisfies the following conditions.
(i) S(X)(= S∗(X) = S+(X) = S•(X)) is a semi-ring for each X ∈ Ob(GSetC),
with the addition and the multiplication induced from the monoid struc-
tures of S∗(X) = S+(X) and S
∗(X) = S•(X), respectively.
(ii) For any exponential diagram (2.2), we have
S+(υ) ◦ S•(η
′) ◦ S∗(ζ) = S•(η) ◦ S+(ξ).
For any morphism f in GSetC (resp. GSetC,OC , GSetC,O•), we abbreviate S
∗(f)
(resp. S+(f), S•(f)) to f
∗ (resp. f+, f•). These are called the structure morphisms
of semi-Tambara functor S. f+ (resp. f•) is called an additive (resp. multiplicative)
transfer.
If S(X) is moreover a ring for each X ∈ Ob(GSetC), then S = (S∗, S+, S•) is
called a Tambara functor.
If S and T are (semi-)Tambara functors, a morphism ψ from S to T is defined
to be a family ψ = {ψX}X∈Ob(GSetC) of semi-ring homomorphisms ψX : S(X) →
T (X), compatible with structure morphisms. In other words, ψ is a morphism of
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(semi-)Tambara functors if and only if it gives morphisms of additive and multi-
plicative semi-Mackey functors
ψ : (S∗, S+)→ (T
∗, T+), ψ : (S
∗, S•)→ (T
∗, T•).
We denote the category of semi-Tambara functors on (C,OC ,O•) by STam(C,O•).
(We omitted OC , since it is determined by C.)
Remark 2.5 (Theorem 5.16 and Proposition 5.17 in [10]). By definition, if we denote
the multiplicative part by Sµ = (S∗, S•) for each S ∈ Ob(STam(C,O•)), this gives a
forgetful functor
µ : STam(C,O•) → SMack (C,O•)
(ψ : S → T ) 7→ (ψ : Sµ → T µ).
The category of Tambara functors is denoted by Tam(C,O•). This is a full sub-
category in STam(C,O•), whose inclusion we denote by
U : Tam(C,O•) → STam(C,O•).
Conversely, if we are given an object S in STam(C,O•), then the correspondence
γS : Ob(GSetC) ∋ X 7→ K0(S(X)) ∈ Ob(Ring)
becomes a Tambara functor, with appropriately defined structure morphisms. Here,
K0 : SRing → Ring is the ring-completion functor.
Moreover, for any ψ ∈ STam(C,O•)(S, T ), γψ := {K0(ψX)}X∈Ob(GSetC) gives a
morphism of Tambara functors γψ : γS → γT , and we obtain a functor
γ : STam(C,O•) → Tam(C,O•).
In fact, γ is the left adjoint functor of U . (For the finite group case, see [13].)
Remark 2.6. As in Remark 1.6, similarly to the category of Mackey functors, when
G is finite and (C,O•) is the natural Mackey system, then Tam(C,O•) is denoted by
Tam(G).
If G = {e} is trivial, the evaluation at the trivial one-point G-set {e} gives an
equivalence of categories
Tam({e})
≃
−→ Ring ; T 7→ T ({e}).
Similarly, STam({e}) is equivalent to SRing.
2.2. Diagram Lemmas. In this section, we introduce some diagram lemmas con-
cerning exponential diagrams, which will be needed later. Their proofs are straight-
forward, and we omit them. For the finite group case, see [13].
Lemma 2.7. Let η ∈ GSetC,O•(X,Y ) be any morphism, and let (A1
p1
→ X,mA1),
(A2
p2
→ X,mA2) be two objects in GSetC,OC/X. Assume
X
Y
Ai X ×
Y
Πη(Ai)
Πη(Ai)
expη

pioo λioo
ρi

πi
oo
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is the exponential diagram for each i = 1, 2. If we let A be the fibered product of A1
and A2 over X
A = A1 ×
X
A2 A2
A1 Y ,

̟2 //
̟1

p2

p1
//
then
Πη(A) Πη(A2)
Πη(A1) Y

Πη(̟2)//
Πη(̟1)

π2

π1
//
is also a pull-back diagram. If we put p = p1 ◦̟1 = p2 ◦̟2 and π = π1 ◦Πη(̟1) =
π2 ◦Πη(̟2), then we have an exponential diagram
X
Y
A X ×
Y
Πη(A)
Πη(A) .
expη

poo λoo
ρ

π
oo
Lemma 2.8. Let
X
Y
A Z ∼= X ×
Y
Πη(A)
Πη(A)
expη

poo λoo
ρ

π
oo
be an exponential diagram. If we pull it back by a morphism ζ ∈ GSetC(Y ′, Y ), then
the obtained diagram
X ′
Y ′
A′ Z ′
(Πη(A))
′
expη′

p′oo λ
′
oo
ρ′

π′
oo
is also an exponential diagram. Here, (−)′ is the abbreviation of −×
Y
Y ′.
Lemma 2.9. Let (2.2) be an exponential diagram, and let
A A′
Z X ′

ζ′oo
p

p′

ζ
oo
be a pull-back diagram with p ∈ GSetC,OC(A,Z). If we let
X ′
Y ′
A′ X ′ ×
Y ′
Πη′(A
′)
Πη′(A
′)
expη′

p′oo λ
′
oo
ρ′

π′
oo
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be the exponential diagram, then
X
Y
A X ′ ×
Y ′
Πη′(A
′)
Πη′(A
′)
expη

ξ◦poo ζ
′◦λ′oo
ρ′

υ◦π′
oo
is also an exponential diagram.
2.3. Tambarization of a Mackey functor. Fix a Tambara system (C,OC ,O•).
In this section, we associate a Tambara functor to any Mackey functor. In fact, we
construct a functor S from SMack (C,O•) to STam(C,O•) in Theorem 2.12.
As a consequence, we obtain the following functors.
γ ◦ S : SMack (C,O•) → Tam(C,O•)
Mack (C,O•) → STam(C,O•)
Mack (C,O•) → Tam(C,O•)
Definition 2.10. Let M be a semi-Mackey functor on (C,O•). For any X ∈
Ob(GSetC), define category M -GSetC,OC/X by the following.
(a) An object in M -GSetC,OC/X is a pair (A
p
→ X,mA) of p ∈ GSetC,OC(A,X)
and mA ∈M(A).
(b) A morphism from (A1
p1
→ X,mA1) to (A2
p2
→ X,mA2) is a morphism f ∈
GSetC(A1, A2), such that p2 ◦ f = p1 and M
∗(f)(mA2) = mA1 .
For any two objects (A1
p1
→ X,mA1) and (A2
p2
→ X,mA2) in M -GSetC,OC/X ,
define their sum and product as follows.
(i) (A1
p1
→ X,mA1) ∐ (A2
p2
→ X,mA2) = (A1 ∐ A2
p1∪p2
−→ X,mA1 ∐mA2),
(ii) (A1
p1
→ X,mA1)× (A2
p2
→ X,mA2) = (A1 ×
X
A2
p
→ X,mA1 ⋆ mA2).
Here, mA1 ∐mA2 ∈M(A1∐A2) is the pull-back of (mA1 ,mA2) ∈M(A1)×M(A2)
by the isomorphism
(M∗(ι1),M
∗(ι2)) : M(A1 ∐ A2)
∼=
→M(A1)×M(A2),
where ι1 : A1 →֒ A1 ∐ A2 and ι2 : A2 →֒ A1 ∐ A2 are the inclusions. mA1 ⋆ mA2 is
the product ofM∗(̟1)(mA1) andM
∗(̟2)(mA2) inM(A1×
X
A2), where ̟1 and ̟2
are the projections in the following pull-back diagram, and p = p1 ◦̟1 = p2 ◦̟2.
A1 ×
X
A2 A2
A1 X

̟2 //
̟1

p2

p1
//
p = p1 ◦̟1 = p2 ◦̟2
mA1 ⋆ mA2 =M
∗(̟1)(mA1) ·M
∗(̟2)(mA2)
The isomorphism classes of objects in M -GSetC,OC/X forms a semi-ring with
these sums and products, which we denote by SM (X).
Proposition 2.11. SM carries a natural structure of a semi-Tambara functor.
Proof. First we construct structure morphisms for SM . Let X,Y be any pair of
objects in GSetC , and let (A
p
→ X,mA) ∈ SM (X) be any element.
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(1) For any ζ ∈ GSetC(Y,X), define ζ∗ : SM (X)→ SM (Y ) by
ζ∗(A
p
→ X,mA) = (A
′ p
′
→ Y,M∗(ζ′)(mA)),
where
(2.3)
A′ Y
A X

p′ //
ζ′

ζ

p
//
is a pull-back diagram.
(2) For any ξ ∈ GSetC,OC(X,Y ), define ξ+ : SM (X)→ SM (Y ) by
ξ+(A
p
→ X,mA) = (A
ξ◦p
−→ Y,mA).
(3) For any η ∈ GSetC,O•(X,Y ), define η• : SM (X)→ SM (Y ) by
η•(A
p
→ X,mA) = (Y
′ υ−→ Y,M∗(ρ)M
∗(λ)(mA)),
where
(2.4)
X
Y
A X ′
Y ′
expη

poo λoo
ρ

υ
oo
is an exponential diagram.
We only demonstrate the following. The other conditions can be shown easily.
(i) ξ+ is an additive homomorphism for any ξ ∈ GSetC,OC(X,Y ).
(ii) η• is a multiplicative homomorphism for any η ∈ GSetC,O•(X,Y ).
(iii) ζ∗ is a semi-ring homomorphism for any ζ ∈ GSetC(Y,X).
(iv) S∗M is additive, namely, for any X,Y ∈ Ob(GSetC),
(ι∗X , ι
∗
Y ) : SM (X ∐ Y )→ SM (X)× SM (Y )
is an isomorphism, where ιX , ιY are the inclusions.
(v) For any pull-back diagram in GSetC
X ′ X
Y ′ Y

ζ′ //
ξ′

ξ

ζ
//
with ξ ∈ GSetC,OC(X,Y ), we have ζ
∗ ◦ ξ+ = ξ′+ ◦ ζ
′∗.
(vi) For any pull-back diagram in GSetC
X ′ X
Y ′ Y

ζ′ //
η′

η

ζ
//
with η ∈ GSetC,O•(X,Y ), we have ζ
∗ ◦ η• = η
′
• ◦ ζ
′∗.
12 HIROYUKI NAKAOKA
(vii) For any exponential diagram (2.2), we have
υ+ ◦ η
′
• ◦ ζ
∗ = η• ◦ ξ+.
Confirmation of (i), (ii), (iii)
Let (A1
p1
→ X,mA1) and (A2
p2
→ X,mA2) be any pair of elements in SM (X). (i)
is trivially satisfied, since
ξ+((A1
p1
→ X,mA1) ∐ (A2
p2
→ X,mA2)) = (A1 ∐ A2
ξ◦(p1∪p2)
−→ X,mA1 ∐mA2)
= ξ+(A1
p1
→ X,mA1) ∐ ξ+(A2
p2
→ X,mA2).
To show (iii), take the following pull-backs.
A′i Ai
Y X

ζi //
p′i

pi

ζ
//
A A2
A1 X

̟2 //
̟1

p2

p1
//
A′ A
Y X

ζ′ //
p′

p

ζ
//
(i = 1, 2) p = p1 ◦̟1 = p2 ◦̟2
From these, we obtain the following pull-back diagrams.
A′ A′i
A Ai

̟′i //
ζ′

ζi

̟i
//
(i = 1, 2),
A′ A′2
A′1 Y

̟′2 //
̟′1 
p′1

p′2
//
Thus we have
ζ∗((A1
p1
→ X,mA1)× (A2
p2
→ X,mA2))
= ζ∗(A
p
→ X,M∗(̟1)(mA1) ·M
∗(̟2)(mA2))
= (A′
p′
→ Y,M∗(ζ′)M∗(̟1)(mA1) ·M
∗(ζ′)M∗(̟2)(mA2))
= (A′
p′
→ Y,M∗(̟′1)M
∗(ζ1)(mA1) ·M
∗(̟′2)M
∗(ζ2)(mA2)
= ζ∗(A1
p1
→ X,mA1)× ζ
∗(A2
p2
→ X,mA2).
Moreover, since
A′1 ∐ A
′
2 Y
A1 ∐ A2 X

p′1∪p
′
2 //
ζ1∐ζ2

ζ

p1∪p2
//
is a pull-back diagram, we have
ζ∗((A1
p1
→ X,mA1) ∐ (A2
p2
→ X,mA2))
= (A′1 ∐ A
′
2
p′1∪p
′
2−→ Y,M∗(ζ1 ∐ ζ2)(mA1 ∐mA2))
= (A′1 ∐ A
′
2
p′1∪p
′
2−→ Y,M∗(ζ1)(mA1) ∐M
∗(ζ2)(mA2))
= ζ∗(A1
p1
→ X,mA1) ∐ ζ
∗(A2
p2
→ X,mA2).
TAMBARIZATION OF A MACKEY FUNCTOR 13
To show (ii), we use the notation in Lemma 2.7. For any pair of elements
(A1
p1
→ X,mA1) and (A2
p2
→ X,mA2) in SM (X), we have
η•((A1
p1
→ X,mA1) · (A2
p2
→ X,mA2))
= η•(A
p
→ X,M∗(̟1)(mA1) ·M
∗(̟2)(mA2))
= (Πη(A)
π
→ Y,M∗(ρ)M
∗(λ)(M∗(̟1)(mA1) ·M
∗(̟2)(mA2))),
η•(A1
p1
→ X,mA1) · η•(A2
p2
→ X,mA2)
= (Πη(A1)
π1→ Y,M∗(ρ1)M
∗(λ1)(mA1)) · (Πη(A2)
π2→ Y,M∗(ρ2)M
∗(λ2)(mA2)).
Since we have
M∗(ρ)M
∗(λ)M∗(̟i) =M
∗(Πη(̟i))M∗(ρi)M
∗(λi)
A1 ×X A2 X ×Y Πη(A) Πη(A)
Ai X ×Y Πη(Ai) Πη(Ai)

λoo ρ //
̟i

1X×Y Πη(̟i)

Πη(̟i)

λi
oo
ρi
//

for i = 1, 2, we obtain
η•((A1
p1
→ X,mA1) · (A2
p2
→ X,mA2)) = η•(A1
p1
→ X,mA1) · η•(A2
p2
→ X,mA2).
Confirmation of (iv)
To each (A
p
→ X,mA) ∈ SM (X) and (B
q
→ Y,mB) ∈ SM (Y ), associate
(A ∐B
p∐q
−→ X ∐ Y,M∗(ιA)(mA) ·M∗(ιB)(mB)) ∈ SM (X ∐ Y ),
where ιA : A →֒ A∐B and ιB : B →֒ A∐B are the inclusions. This gives the inverse
of (ι∗X , ι
∗
Y ).
Confirmation of (v)
Let (A
p
→ X,mA) be any element in SM (X). If we take pull-backs
A′ X ′ Y ′
A X Y ,
 
p′ // ξ
′
//
ζ′′

ζ′

ζ

p
//
ξ
//
then we have
ζ∗ξ+(A
p
→ X,mA) = (A
′ ξ
′◦p′
−→ Y ′,M∗(ζ′′)(mA))
= ξ′+ζ
′∗(A
p
→ X,mA).
Confirmation of (vi)
We use the notation in Lemma 2.8. Let ζ′′ ∈ GSetC(A′, A) be the pull-back of
ζ′ (or ζ).
A′ X ′ Y ′
A X Y
 
p′ // η
′
//
ζ′′

ζ′

ζ

p
//
η
//
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If we let prZ and prΠ be the canonical projections induced from ζ
Z ′ (Πη(A))
′
Y ′
Z Πη(A) Y
 
ρ′ // π
′
//
prZ

prΠ

ζ

ρ
//
η
//
then
Z ′ A′
Z A
λ′ //
prZ

ζ′′

λ
//

is commutative. By Lemma 2.8, we have
η′•ζ
′∗(A
p
→ X,mA) = ((Πη(A))
′ π
′
→ Y ′,M∗(ρ
′)M∗(λ′)M∗(ζ′′)(mA)),
ζ∗η•(A
p
→ X,mA) = ((Πη(A))
′ π
′
→ Y ′,M∗(prΠ)M∗(ρ)M
∗(λ)(mA)).
Since
M∗(ρ
′)M∗(λ′)M∗(ζ′′) = M∗(ρ
′)M∗(prZ)M
∗(λ)
= M∗(prΠ)M∗(ρ)M
∗(λ),
we obtain η′• ◦ ζ
′∗ = ζ∗ ◦ η•.
Confirmation of (vii)
In the notation of Lemma 2.9, for any (A
p
→ Z,mA) ∈ SM (Z), we have
η•ξ+(A
p
→ Z,mA) = η•(A
ξ◦p
−→ X,mA)
= (Πη′(A
′)
υ◦π′
−→ Y,M∗(ρ
′)M∗(ζ′ ◦ λ′)(mA))
= υ+(Πη′(A
′)
π′
−→ Y ′,M∗(ρ
′)M∗(λ′)M∗(ζ′)(mA))
= υ+η
′
•(A
′ p
′
→ X ′,M∗(ζ′)(mA))
= υ+η
′
•ζ
∗(A
p
→ Z,mA).

Theorem 2.12. Let (C,OC ,O•) be a Tambara system on G. The construction of
SM in Proposition 2.11 gives a functor
S : SMack (C,O•) → STam(C,O•).
Proof. By Proposition 2.11, SM becomes an object in STam(C,O•) for any M ∈
Ob(SMack (C,O•)).
It suffices to construct a morphism Sϕ ∈ STam(C,O•)(SM ,SN ) for each ϕ ∈
SMack (C,O•)(M,N) where M,N ∈ Ob(SMack (C,O•)), in a functorial way. For each
X ∈ Ob(GSetC), we have a functor fromM -GSetC,OC/X to N -GSetC,OC/X defined
by
M -GSetC,OC/X → N -GSetC,OC/X
(A
p
→ X,mA) 7→ (A
p
→ X,ϕA(mA)),
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where ϕA is the component of ϕ at A (monoid homomorphism from M(A) to
N(A)). This functor preserves sums and products, and thus we obtain a semi-ring
homomorphism
Sϕ(X) : SM (X)→ SN (X).
Claim 2.13. {Sϕ(X) | X ∈ Ob(GSetC)} is compatible with structure morphisms
of SM and SN .
If this claim is shown, it means Sϕ ∈ STam(C,O•)(SM ,SN ). Moreover, it can
be easily checked that the correspondence ϕ 7→ Sϕ preserves the identities and
compositions, so we obtain a functor S : SMack (C,O•) → STam(C,O•). Thus it
suffices to show Claim 2.13.
Proof of Claim 2.13. Let (A
p
→ X,mA) be any element in SM (X).
Compatibility with ξ+
Let ξ ∈ GSetC,OC(X,Y ) be any morphism. Obviously we have
Sϕ(Y ) ◦ ξ+(A
p
→ X,mA) = (A
ξ◦p
−→ Y, ϕA(mA))
= ξ+ ◦ Sϕ(X)(A
p
→ X,mA).
SM (X) SN (X)
SM (Y ) SN (Y )
Sϕ(X) //
ξ+

ξ+

Sϕ(Y )
//

Compatibility with η•
Let η ∈ GSetC,O•(X,Y ) be any morphism, and let (2.1) be the exponential
diagram. Then we have
Sϕ(Y ) ◦ η•(A
p
→ X,mA) = (Πη(A)
π
→ Y, ϕΠη(A)M∗(ρ)M
∗(λ)(mA))
= (Πη(A)
π
→ Y,N∗(ρ)N
∗(λ)ϕA(mA))
= η• ◦ Sϕ(X)(A
p
→ X,mA).
SM (X) SN (X)
SM (Y ) SN (Y )
Sϕ(X) //
η•

η•

Sϕ(Y )
//

Compatibility with ζ∗
Let ζ ∈ GSetC(Y,X) be any morphism, and let (2.3) be the pull-back diagram.
Then we have
Sϕ(Y ) ◦ ζ
∗(A
p
→ X,mA) = (A
′ p
′
→ Y, ϕA′M
∗(ζ′)(mA))
= (A′
p′
→ Y,N∗(ζ′)ϕA(mA))
= ζ∗Sϕ(X)(A
p
→ X,mA).
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SM (X) SN (X)
SM (Y ) SN (Y )
Sϕ(X) //
ζ∗

ζ∗

Sϕ(Y )
//



Corollary 2.14. Composing S with γ : STam(C,O•) → Tam(C,O•), we obtain a
functor
T = γ ◦ S : SMack (C,O•) → Tam(C,O•).
Moreover, since Mack (C,O•) is a full subcategory of SMack (C,O•), we also obtain
functors
Mack (C,O•) → STam(C,O•),
Mack (C,O•) → Tam(C,O•).
2.4. Adjoint property.
Theorem 2.15. Let (C,OC ,O•) be any Tambara system on G. The functor con-
structed in Theorem 2.12
S : SMack (C,O•) → STam(C,O•)
is left adjoint to the forgetful functor µ : STam(C,O•) → SMack (C,O•).
Proof. We construct natural maps
Φ: STam(C,O•)(SM , T ) → SMack (C,O•)(M,T
µ)
Ψ: SMack (C,O•)(M,T
µ) → STam(C,O•)(SM , T )
for each M ∈ Ob(SMack (C,O•)), T ∈ Ob(STam(C,O•)), and show Ψ and Φ are
mutually inverse.
Let ψ ∈ STam(C,O•)(SM , T ) be any morphism. For each X ∈ Ob(GSetC), define
Φ(ψ)X : M(X)→ T µ(X) by
Φ(ψ)X(m) = ψX(X
idX→ X,m) (∀m ∈M(X)).
On the contrary, for each ϕ ∈ SMack (C,O•)(M,T
µ) and X ∈ Ob(GSetC), define
Ψ(ϕ)X : SM (X)→ T (X) by
Ψ(ϕ)X(A
p
→ X,mA) = T+(p) ◦ ϕA(mA)
(∀(A
p
→ X,mA) ∈ SM (X)).
Claim 2.16. For any ϕ ∈ SMack (C,O•)(M,T
µ) and ψ ∈ STam(C,O•)(SM , T ), the
following are satisfied.
(i) Φ(ψ) := {Φ(ψ)X}X∈Ob(GSetC) belongs to SMack (C,O•)(M,T
µ).
(ii) Ψ(ϕ) := {Ψ(ϕ)X}X∈Ob(GSetC) belongs to STam(C,O•)(SM , T ).
(iii) Ψ ◦ Φ(ψ) = ψ, Φ ◦Ψ(ϕ) = ϕ.
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Proof of Claim 2.16. (i) It suffices to show the commutativity of
(ia)
M(X) T (X)
M(Y ) T (Y ) ,
Φ(ψ)X//
M∗(η)

T•(η)

Φ(ψ)Y
//
(ib)
M(X) T (X)
M(Y ) T (Y ) .
Φ(ψ)X//
M∗(ζ)

T∗(ζ)

Φ(ψ)Y
//
for arbitrary morphisms η ∈ GSetC,O•(X,Y ) and ζ ∈ GSetC(Y,X). Let m ∈M(X)
be any element.
Commutativity of (ia) follows from
T•(η)Φ(ψ)X (m) = T•(η)ψX(X
idX→ X,m)
= ψY η•(X
idX→ X,m)
= ψY (Y
idY→ Y,M∗(η)(m))
= Φ(ψ)YM∗(η)(m),
since
X
Y
X X
Y
expη

idXoo idXoo
η

idY
oo
is an exponential diagram.
Commutativity of (ib) follows from
T ∗(ζ)Φ(ψ)X (m) = T
∗(ζ)ψX(X
idX→ X,m)
= ψY ζ
∗(X
idX→ X,m)
= ψY (Y
idY→ Y,M∗(ζ)(m))
= Φ(ψ)YM
∗(ζ)(m).
(ii) It suffices to show the commutativity of
(iia)
SM (X) T (X)
SM (Y ) T (Y ) ,
Ψ(ϕ)X //
ξ+

T+(ξ)

Ψ(ϕ)Y
//
(iib)
SM (X) T (X)
SM (Y ) T (Y ) ,
Ψ(ϕ)X //
η•

T•(η)

Ψ(ϕ)Y
//
(iic)
SM (X) T (X)
SM (Y ) T (Y ) .
Ψ(ϕ)X //
ζ∗

T∗(ζ)

Ψ(ϕ)Y
//
for arbitrary ξ ∈ GSetC,OC(X,Y ), η ∈ GSetC,O•(X,Y ) and ζ ∈ GSetC(Y,X).
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Let (A
p
→ X,mA) be any element in SM (X). The commutativity of (iia) follows
from
T+(ξ)Ψ(ϕ)X(A
p
→ X,mA) = T+(ξ)T+(p)ϕA(mA)
= Ψ(ϕ)Y (A
ξ◦p
−→ Y,mA)
= Ψ(ϕ)Y ξ+(A
p
→ X,mA).
In the notation of exponential diagram (2.4), the commutativity of (iib) follows
from
T•(η)Ψ(ϕ)X(A
p
→ X,mA) = T•(η)T+(p)ϕA(mA)
= T+(υ)T•(ρ)T
∗(λ)ϕA(mA)
= T+(υ)ϕY ′M∗(ρ)M
∗(λ)(mA)
= Ψ(ϕ)Y (Y
′ υ→ Y,M∗(ρ)M
∗(λ)(mA))
= Ψ(ϕ)Y η•(A
p
→ X,mA).
In the notation of (2.3), the commutativity of (iic) follows from
T ∗(ζ)Ψ(ϕ)X (A
p
→ X,mA) = T
∗(ζ)T+(p)ϕA(mA)
= T+(p
′)T ∗(ζ′)ϕA(mA)
= T+(p
′)ϕY ′M
∗(ζ′)(mA)
= Ψ(ϕ)Y (A
′ p
′
→ Y,M∗(ζ′)(mA))
= Ψ(ϕ)Y ζ
∗(A
p
→ X,mA).
(iii) Let X be any object in GSetC . For any m ∈M(X), we have
(Φ ◦Ψ(ϕ))X(m) = Ψ(ϕ)X(X
idX→ X,m)
= T+(idX)ϕX(m) = ϕX(m).
Conversely, for any (A
p
→ X,mA) ∈ SM (X), we have
(Ψ ◦ Φ(ψ))X(A
p
→ X,mA) = T+(p)Φ(ψ)A(mA)
= T+(p)ψA(A
idA→ A,mA)
= ψXp+(A
idA→ A,mA)
= ψX(A
p
→ X,mA).


Corollary 2.17. Composition
T = γ ◦ S : SMack (C,O•) → Tam(C,O•)
is left adjoint to the forgetful functor µ ◦ U : Tam(C,O•) → SMack (C,O•).
Proof. This immediately follows from Remark 2.5 and Theorem 2.15. 
TAMBARIZATION OF A MACKEY FUNCTOR 19
With this corollary, T can be regarded as a G-bivariant analog of the functor
taking monoid-rings. Indeed if G is trivial, this is equivalent to the monoid-ring
functor:
SMack ({e}) Mon
Tam({e}) Ring
≃ //
T

Z[−]

≃
//

3. Relation with other constructions
In the rest, G is assumed to be finite, and we only consider the natural Mackey
system onG, as in Remark 1.6 and Remark 2.6. In this case, we have GSet = GSetC .
As in Remark 1.6, we may work over the category Gset of finite G-sets. For example,
M -GSetC,OC/X in Definition 2.10 is replaced by M -Gset/X .
3.1. Relation with the crossed Burnside ring. Let Q be a (not necessarily
finite) G-monoid, and PQ be the fixed point functor associated to Q (Example
1.7). By Theorem 2.12, we obtain a Tambara functor TPQ . Recall that we have a
sequence of functors
G-Mon
P
−→ SMack (G)
T
−→ Tam(G),
where G-Mon is the category of G-monoids.
We show TPQ generalizes the crossed Burnside ring functor in [11], [12]. Indeed,
if Q is finite, we construct an isomorphism of Tambara functors between TPQ and
the crossed Burnside ring functor, in Proposition 3.2.
First we recall the definition of the crossed Burnside ring.
Definition 3.1. (§4.3 in [11]) Fix a finite G-monoid Q. The category of crossed
G-sets G-xset/QX is defined as follows.
(a) An object in G-xset/QX is a triplet (A
p
→ X,mA) of a finite G-set A,
G-maps f ∈ Gset(A,X) and mA ∈ Gset(A,Q).
(b) A morphism from (A1
p1
→ X,mA1) to (A2
p2
→ X,mA2) in G-xset/QX is a
G-map f ∈ Gset(A1, A2) satisfying p2 ◦ f = p1 and mA2 ◦ f = mA1 .
A1 A2
X
f //
p1
4
44
44
p2









A1 A2
Q
f //
mA1 4
44
44
mA2








In G-xset/QX , for any pair of objects (Ai
pi
→ X,mAi) (i = 1, 2), their sum
(=coproduct in [11]) and product (=tensor product in [11]) are
(A1
p1
→ X,mA1) + (A2
p2
→ X,mA2) = (A1 ∐ A2
p1∪p2
−→ X,mA1 ∪mA2),
(A1
p1
→ X,mA1) · (A2
p2
→ X,mA2) = (A1 ×X A2
p
→ X,mA1 ∗mA2),
where
A1 ×
X
A2 A2
A1 Y

̟2 //
̟1

p2

p1
//
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is a pull-back diagram, p = p1 ◦̟1 = p2 ◦̟2, and mA1 ∗mA2 is defined by
mA1 ∗mA2(a1, a2) = mA1(a1)mA2(a2) (
∀(a1, a2) ∈ A1 ×X A2).
The crossed Burnside ring ΩQ(X) is defined to be the Grothendieck ring of this
category:
ΩQ(X) = K0(G-xset/QX)
Remark that if Q is trivial, then ΩQ(X) is nothing other than the ordinary
Burnside ring Ω(X). As shown in [11] and [12], ΩQ has a structure of a Tambara
functor. For any f ∈ Gset(X,Y ), the structure morphisms f∗, f+, f• are defined
in the following way, which generalizes those for the ordinary Burnside ring functor
Ω.
(i) f∗ : ΩQ(Y )→ ΩQ(X) is the ring homomorphism induced from
f∗(B
q
→ Y,mB) = (A
p
→ X,mB ◦ f
′) (∀(B
q
→ Y,mB) ∈ Ob(G-xset/QY )),
where
A B
X Y

f ′ //
p

q

f
//
is the pull-back.
(ii) f+ : ΩQ(X)→ ΩQ(Y ) is the additive homomorphism induced from
f+(A
p
→ X,mA) = (A
f◦p
−→ Y,mA) (
∀(A
p
→ X,mA) ∈ Ob(G-xset/QX)).
(iii) To define f• : ΩQ(X) → ΩQ(Y ), remark that there exists a ring isomor-
phism
ΩQ(X)
∼=
−→ Ω(X ×Q),
which takes (A
p
→ X,mA) to (A
(p,mA)
−→ X ×Q). From this, we can import
the multiplicative transfers into ΩQ from those for the ordinary Burnside
ring functor Ω. Let
X
Y
X ×Q X ×
Y
Πf (X ×Q)
Πf (X ×Q)
expf

pXoo eoo
f ′

π
oo
be an exponential diagram, and let
µf : Πf (X ×Q)→ Y ×Q
be a morphism defined by
µf (y, σ) = (y,
∏
x∈f−1(y)
σ(x))
for any (y, σ) ∈ Πf (X ×Q). Remark that Πf (X ×Q) and e is
Πf (X ×Q) =

 (y, σ)
∣∣∣∣∣∣
y ∈ Y,
σ : f−1(y)→ X ×Q is a map of sets,
pX ◦ σ = idf−1(y)

 ,
and e is defined by e(x, (y, σ)) = σ(x) for any (x, (y, σ)) ∈ X ×
Y
Πf (X ×Q).
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Using these, define f• : ΩQ(X)→ ΩQ(Y ) by
f• = (ΩQ(X) ∼= Ω(X ×Q)
e∗
−→ Ω(X ×Y Πf (X ×Q))
f ′
•−→ Ω(Πf (X ×Q))
(µf )+
−→ Ω(Y ×Q) ∼= ΩQ(Y )),
where f ′• is the multiplicative transfer for the ordinary Burnside ring functor
defined in [13]. For any S ∈ Ob(Gset/(X ×Y Πf (X ×Q))), its image f ′•(S)
is defined to be Πf ′(S), by the exponential diagram:
X ×
Y
Πf (X ×Q)
Πf (X ×Q)
f ′

S T
Πf ′(S)
exp
oo oo

oo
Proposition 3.2. For any finite G-monoid Q, there is a natural isomorphism of
Tambara functors
ϕ : TPQ
∼=
−→ ΩQ.
Proof. For each X ∈ Ob(Gset), categories G-xset/QX and PQ-Gset/X in Defini-
tion 2.10 are obviously equivalent, through the natural functor
G-xset/QX → PQ-Gset/X
object : (A
p
→ X,mA) 7→ (A
p
→ X,mA),
morphism: f 7→ f.
Since this functor is compatible with sums and products, it yields a ring isomor-
phism ϕX : TPQ(X)
∼=
−→ ΩQ(X). So it remains to show ϕ = {ϕX}X∈Ob(Gset) is
compatible with the structure morphisms of TPQ and ΩQ.
Let f ∈ Gset(X,Y ) be any morphism. Obviously ϕ is compatible with f+ and
f∗. Thus it suffices to show the compatibility with the multiplicative transfer f•.
By the construction of f• = (TPQ)•(f) = (γSPQ)•(f), it is the only algebraic map
(see [5] for the definition) which makes the following diagram commutative.
SPQ(X) TPQ(X)
SPQ(Y ) TPQ(Y )

 //
(SPQ )•(f) 

 //
(TPQ )•(f)

Since f• : ΩQ(X)→ ΩQ(Y ) is also an algebraic map as is a multiplicative trans-
fer, it suffices to show the commutativity of the following diagram.
SPQ(X) TPQ(X)
SPQ(Y ) TPQ(Y )
ΩQ(X)
ΩQ(Y )

 //
(SPQ )•(f) 

 //
ϕX
∼=
//
ϕY
∼= //
f•

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Take any element (A
p
→ X,mA) ∈ SPQ(X). We use the notation in Definition 3.1.
If we let
X
Y
X ×Q X ×
Y
Πf (X ×Q)
Πf (X ×Q)
expf

pXoo eoo
f ′

π
oo
A′ Z
Π
exp
qoo λoo
ρ

̟
oo
be two exponential diagrams, where
X ×Q
A
X ×
Y
Πf (X ×Q)
A′
(p,mA)

e
oo
q

e′oo
is a pull-back, then by Lemma 2.9, the following diagram becomes an exponential
diagram.
X
Y
A Z
Π
expf

poo e
′◦λoo
ρ

π◦̟
oo
Thus, composing appropriate isomorphisms, we may assume
Π = Πf (A) =

 (y, σ)
∣∣∣∣∣∣
y ∈ Y,
σ : f−1(y)→ A is a map of sets,
p ◦ σ = idf−1(y)

 ,
Z = X ×Y Πf (A).
Let p1 : X × Q → Q and p2 : Y × Q → Q be the projections onto Q. By the
definition of f• : ΩQ(X)→ ΩQ(Y ), we have
f• ◦ ϕX(A
p
→ X,mA) = (µf )+f
′
•e
∗(A
(p,mA)
−→ X ×Q)
= (µf )+f
′
•(A
′ q→ X ×Πf (X ×Q))
= (µf )+(Π
̟
→ Πf (X ×Q))
= (Π
µf◦̟
−→ Y ×Q) ∈ Ω(Y ×Q) (∼= ΩQ(Y )).
On the other hand,
(ϕY ◦ (SPQ)•)(f)(A
p
→ X,mA) = (Π
π◦̟
−→ Y, ρ∗(e
′ ◦ λ)∗(mA))
= (Π
π◦̟
−→ Y, ρ∗(mA ◦ e
′ ◦ λ))
= (Π
π◦̟
−→ Y, ρ∗(p1 ◦ e ◦ (X ×Y ̟))) ∈ ΩQ(Y ).
Thus it remains to show these two elements coincide, under the isomorphism
Ω(Y ×Q) ∼= ΩQ(Y ). Since prY ◦ µY ◦̟ = π ◦̟, it suffices to show
(3.1) p2 ◦ µf ◦̟ = ρ∗(p1 ◦ e ◦ (X ×Y ̟)).
Let (y, σ) ∈ Πf (A) = Π be any element, where σ : f−1(y)→ A is a map of sets. Its
image under ̟ can be written as
̟(y, σ) = (y, τ),
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with some map of sets τ : f−1(y)→ X ×Q. Then we have
p2 ◦ µf ◦̟(y, σ) = p2 ◦ µf (y, τ)
=
∏
x∈f−1(y)
(p1(τ(x))),
ρ∗(p1 ◦ e ◦ (X ×Y ̟))(y, σ) =
∏
x∈f−1(y)
((p1 ◦ e ◦ (X ×Y ̟))(x, (y, σ)))
=
∏
x∈f−1(y)
((p1 ◦ e)(x, (y, τ)) =
∏
x∈f−1(y)
(p1(τ(x))),
and (3.1) is satisfied. 
3.2. Relation with the Witt-Burnside construction. LetWG(R) be the Witt-
Burnside ring associated to a ring R and a profinite group G. For the definition,
see [5]. If G is finite, as we assume in this section, then the Witt-Burnside rings
are related to Tambara functors as follows.
Fact 3.3 (Theorem B, Theorem 15 in [4]). For any finite group G, the evaluation
at G/e
Tam(G)→ G-Ring ; T 7→ T (G/e)
has a right adjoint functor LG. Here, G-Ring denotes the category of G-rings. If G
acts trivially on a ring R, then for any subgroup H ≤ G, there is an isomorphism
WH(R) ∼= LG(R)(G/H).
Remark 3.4. If T is a Tambara functor on G, then T (G/e) carries a natural G-ring
structure induced from T ∗ of translations. We denote its G-fixed part by T (G/e)G.
This gives a functor to Ring
evG : Tam(G)→ Ring ; T 7→ T (G/e)G,
which we call the ‘G-invariant evaluation’ functor.
Recall that the functor taking the G-fixed part
G-Ring → Ring; R 7→ RG
is left adjoint to the natural functor
Ring → G-Ring ; R 7→ Rtriv,
which endows a ring with the trivial G-action. Here, Rtriv denotes a ring R with
the trivial G-action. Thus by Brun’s theorem, we obtain:
Corollary 3.5. G-invariant evaluation functor evG : Tam(G) → Ring has a left
adjoint functor, which we denote by
W : Ring → Tam(G),
satisfying (W(R))(G/H) ∼= WH(R) for any ring R and for each H ≤ G.
Remark that the category of semi-Mackey functors also admits the ‘G-invariant
evaluation’ functor
evG : SMack (G)→ Mon ; M 7→M(G/e)G,
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compatible with that on Tam(G):
(3.2)
T = (T ∗, T+, T•)
(T ∗, T•)
Tam(G) Ring
SMack (G) Mon
ev
G
//
µ◦U

multiplicative
 part
ev
G
//

_

We construct the left adjoint functor of evG : SMack (G)→ Mon in the following.
Remark that (cf. [3]), to give a semi-Mackey functor M on G is equivalent to give
a data
M(G/H) ∈ Ob(Mon)
rHK ∈ Mon(M(G/H),M(G/K)) (restriction)
tHK ∈ Mon(M(G/K),M(G/H)) (transfer)
cg,H ∈ Mon(M(G/H),M(G/gH)) (conjugation map)
for each K ≤ H ≤ G and g ∈ G, satisfying
tHK ◦ t
K
L = t
H
L , r
K
L ◦ r
H
K = r
H
L (
∀L ≤ ∀K ≤ ∀H ≤ G)
cg2,g1H ◦ cg1,H = cg2g1,H (
∀g1, g2 ∈ G,
∀H ≤ G)
cg,H ◦ tHK = t
gH
gK ◦ cg,K (
∀g ∈ G, ∀K ≤ ∀H ≤ G)
cg,K ◦ rHK = r
gH
gK ◦ cg,H (
∀g ∈ G, ∀K ≤ ∀H ≤ G)
and the Mackey condition
(3.3) rHL ◦ t
H
K =
∑
h∈L\H/K
tLL∩hK ◦ ch,Lh∩K ◦ r
K
Lh∩K (
∀K ≤ ∀H ≤ G).
In this description, a morphism ϕ : M → N between semi-Mackey functors M
and N corresponds to a family ϕ = {ϕH}H≤G of monoid homomorphisms
ϕH : M(G/H)→ N(G/H)
compatible with conjugations, restrictions and transfers.
Definition 3.6. Let Q be a monoid. Define a Mackey functor LQ by
LQ(G/H) = Q (
∀H ≤ G)
rHK = [H : K] : Q→ Q (
∀K ≤ ∀H ≤ G)
tHK = idQ : Q→ Q (
∀K ≤ ∀H ≤ G)
cg,H = idQ : Q→ Q (∀g ∈ G, ∀H ≤ G)
where [H : K] denotes the multiplication by the index [H : K].
Remark 3.7. Let PQ be the fixed point functor, where Q is regarded as a G-monoid
with the trivial G-action. Then LQ(G/H) = Q = PQ(G/H) for each H ≤ G, and
LQ is the Mackey functor whose restrictions and transfers are reversed from PQ.
Claim 3.8. The correspondence Q 7→ LQ forms a functor
L : Mon → SMack (G),
which is left adjoint to evG.
If Claim 3.8 is proven, we obtain the following.
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Theorem 3.9. For any finite group G, there is an isomorphism of functors
(3.4) W ◦ Z[−] ∼= T ◦ L.
Mon SMack (G)
Ring Tam(G)
L //
Z[−]

T

W
//

Proof. Suppose Claim 3.8 is shown. Then, each functor in (3.4) is left adjoint to the
corresponding functor in (3.2). Thus Theorem 3.9 follows from the commutativity
of (3.2) and the uniqueness of the left adjoint functor. 
Proof of Claim 3.8. Let Q1, Q2 be two monoids. To each monoid homomorphism
θ : Q1 → Q2, we can naturally associate a morphism of semi-Mackey functors
Lθ : LQ1 → LQ2 by
Lθ(G/H) = θ : LQ1(G/H)→ LQ2 (G/H) (
∀H ≤ G),
and obtain a functor L : Mon → SMack (G).
To show the adjointness, let Q ∈ Ob(Mon) andM ∈ Ob(SMack (G)) be any pair
of objects. It suffices to construct natural maps
Φ: Mon(Q,M(G/e)G)→ SMack (G)(LQ,M)
Θ: SMack (G)(LQ,M)→ Mon(Q,M(G/e)G)
which are inverses to each other.
First we define Θ. Let ϕ ∈ SMack (G)(LQ,M) be any morphism. Since G acts
trivially on LQ(G/H) = Q, the component of ϕ at G/e
ϕG/e : LQ(G/e)→M(G/e)
factors through M(G/e)G. This gives a monoid homomorphism
Θ(ϕ) : Q→M(G/e)G.
Second, we define Φ. Let θ ∈ Mon(Q,M(G/e)G) be any morphism. We define
Φ(θ) = {Φ(θ)H}H≤G by the composition
Φ(θ)H = (LQ(G/H) = Q
θ
→M(G/e)G →֒M(G/e)
tHe→M(G/H)),
for each H ≤ G.
Claim 3.10. Φ(θ) = {Φ(θ)H}H≤G ∈ SMack (G)(LQ,M).
If Claim 3.10 is shown, then we can easily show
Φ ◦Θ(ϕ) = ϕ (∀ϕ ∈ SMack (G)(LQ,M)),
Θ ◦ Φ(θ) = θ (∀θ ∈ Mon(Q,M(G/e)G)),
and thus obtain the desired adjoint isomorphism
Mon(Q,M(G/e)G) ∼= SMack (G)(LQ,M).
Thus it remains to show Claim 3.10, namely, to show the compatibility of
{Φ(θ)H}H≤G with the structure morphisms of semi-Mackey functors LQ and M .
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(i) compatibility with conjugation maps
For any g ∈ G and H ≤ G, we have cg,H ◦ Φ(θ)H = Φ(θ)(gH) ◦ cg,H .
This follows from the following commutative diagram. Remark cg,e is the
identity on M(G/e)G.
LQ(G/H) Q M(G/e)G M(G/e) M(G/H)
LQ(G/gH) Q M(G/e)G M(G/e) M(G/gH)
θ //   // t
H
e //
θ
//   //
t
gH
e
//
cg,H

id

id

cg,e

cg,H

   
(ii) compatibility with inductions
For any sequence of subgroups K ≤ H ≤ G, we have tHK ◦ Φ(θ)K =
Φ(θ)H ◦ tHK . This immediately follows from the commutativity of the fol-
lowing diagram.
LQ(G/K) Q M(G/e)G M(G/e) M(G/K)
LQ(G/H) Q M(G/e)G M(G/e) M(G/H)
θ //   // t
K
e //
θ
//   //
tHe
//
tHK 
id

id

tHK
  
(iii) compatibility with restrictions
For any sequence of subgroups K ≤ H ≤ G, we have rHK ◦Φ(θ)H = Φ(θ)K ◦
rHK . This follows from the commutativity of the following diagram.
LQ(G/H) Q M(G/e)G M(G/e) M(G/H)
LQ(G/K) Q M(G/e)G M(G/e) M(G/K)
θ //   // t
H
e //
θ
//   //
tKe
//
rHK 
[H:K]

[H:K]

rHK
  
(Remark that, from the Mackey condition, we have
rHK ◦ t
H
e (x) =
∑
h∈K\H
tKe ◦ ch,e(x)
=
∑
h∈K\H
tKe (x) = [H : K] t
K
e (x)
for any x ∈M(G/e)G.)

Theorem 3.9 also gives a functorial enhancement of Elliott’s isomorphism. For
any monoid Q and profinite group G, Elliott defined BQ(G) to be the Grothendieck
ring of the category of G-strings overQ. The category of G-strings over Q is defined
as follows.
Definition 3.11 (§§ 2.2 in [6]). Let G be a profinite group, and let Q be an object
in Mon . A G-string over Q is a pair (A,mA) of
(a) an almost finite G-set A,
(b) a map of sets mA : A→ Q, which is constant on G-orbits in A.
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The category of G-strings is denoted by G-String/Q. For the general definition
of an almost finite G-set, see [6]. Since we are now assuming G is finite, it is nothing
other than a finite G-set. For each pair of objects (A,mA) and (B,mB), their sums
and products are defined by
(A,mA) ∐ (B,mB) = (A ∐B,mA ∪mB),
(A,mA)× (B,mB) = (A×B,mA ∗mB),
wheremA∗mB is defined by (mA∗mB)(a, b) = mA(a)·mB(b) for any (a, b) ∈ A×B.
In the context of the Witt-Burnside construction, Elliott showed the following.
Fact 3.12 (Theorem 1.7 in [6]). For any profinite group G and any monoid Q,
there is an isomorphism of rings BQ(G) ∼= WG(Z[Q]).
When G is finite, our construction of TM generalizes the Elliott’s ring. In fact,
BQ(G) is obviously isomorphic to the evaluation of T of M = LQ as follows:
Proposition 3.13. Let G be a finite group. For any monoid Q and any subgroup
H ≤ G, there is a ring isomorphism TLQ(G/H) ∼= BQ(H).
Proof. Since there is an equivalence of categories
LQ-Gset/(G/H) → H-String/Q
(A
p
→ G/H,mA) 7→ (p
−1(eH),mA|p−1(eH))
preserving sums and products, the corresponding Grothendieck rings become iso-
morphic:
TLQ(G/H) = K0(LQ-Gset/(G/H)) ∼= K0(H-String/Q) = BQ(H).

Since TLQ is a Tambara functor by Theorem 2.12, this isomorphism gives a
Tambara functor structure on BQ. Thus, applying Proposition 3.13 to the natural
isomorphism
T ◦ L ∼= W ◦ Z[−]
in Theorem 3.9, we obtain an isomorphism of Tambara functors
BQ ∼= TLQ ∼= W ◦ Z[Q].
This functorial isomorphism gives back the Elliott’s ring isomorphism in Fact 3.12,
by the evaluation at G/H for each H ≤ G.
3.3. Underlying Green functor structure.
Definition 3.14. Let Madd(G) be the category of additive contravariant functors
F from Gset to Mon . As in Definition 1.5, ‘additive’ means that F takes direct
sums to direct products.
Remark 3.15. By Remark 1.6, Madd(G) can be identified with the category of
additive contravariant functors from GSetC to Mon , and we have a natural forgetful
functor
SMack (G)→ Madd(G) ; (M∗,M∗) 7→M
∗.
28 HIROYUKI NAKAOKA
Remark 3.16. By definition, a Mackey functor (M∗,M∗) is a Green functor if it is
equipped with a bifunctorial cross product, namely, if a bilinear map
cr : M(X)×M(Y )→M(X × Y )
is given for each X,Y ∈ Ob(GSetC), naturally in X,Y with respect to M∗ and M∗
([3]). For a Tambara functor (T ∗, T+, T•), the bilinear maps
cr : T (X)× T (Y )→ T (X × Y ) ; (x, y) 7→ T ∗(pX)(x) · T
∗(pY )(y),
where pX : X × Y → X and pY : X × Y → Y are the projections, are natural with
respect to T ∗ and T+. Thus (T
∗, T+) becomes a Green functor. This defines a
forgetful functor Tam(G) → Green(G), and we have a commutative diagram of
forgetful functors.
SMack (G) Madd(G)
Tam(G) Green(G)
(M∗,M∗) 7→M
∗
//
(T∗,T+,T•) 7→(T
∗,T•)

(M∗,M∗) 7→M
∗

(T∗,T+,T•) 7→(T
∗,T+) //

Proof. The proof will be also found in [14]. We briefly demonstrate the naturality
of cr with respect to the covariant part. Take any f ∈ Gset(X,X ′) and g ∈
Gset(Y, Y
′). If we let
X
pX
← X × Y
pY
→ Y, X ′
pX′← X ′ × Y ′
pY ′→ Y ′, X ′
πX′← X ′ × Y
πY→ Y
be the products, then
X X × Y
X ′ X ′ × Y

pXoo
f

f×1Y

πX′
oo
,
X ′ × Y Y
X ′ × Y ′ Y ′

πY //
1X′×g

g

pY ′
//
are pull-backs, and
pX′ ◦ (1X′ × g) = πX′ , πY ◦ (f × 1Y ) = pY .
By the projection formula ([13]), for any x ∈ T (X) and y ∈ T (Y ), we have
(f × g)+((p
∗
Xx) · (p
∗
Y y)) = (1X′ × g)+(f × 1Y )+((p
∗
Xx) · ((f × 1Y )
∗π∗Y y)))
= (1X′ × g)+(((f × 1Y )+p
∗
Xx) · (π
∗
Y y))
= (1X′ × g)+((π
∗
X′f∗x) · (π
∗
Y y))
= (1X′ × g)+(((1X′ × g)
∗p∗X′f+x) · (π
∗
Y y))
= (p∗X′f+x) · ((1X′ × g)+π
∗
Y y))
= (p∗X′f+x) · (p
∗
Y ′g+y).
T (X)× T (Y ) T (X × Y )
T (X ′)× T (Y ′) T (X ′ × Y ′)
cr //
f+×g+

(f×g)+

cr
//


To each F ∈ Ob(Madd (G)), Jacobson associated a Green functor AF , which we
call the F -Burnside ring functor, in the following way.
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Definition 3.17 ([8], [9]). Let G be a finite group and let F be any object in
Madd(G). For each finite G-set X , define a category (G,X, F ) by the following.
(a) An object in (G,X, F ) is a pair (A
p
→ X,mA) of a morphism p between
finite G-sets A and X , and an element mA ∈ F (A).
(b) A morphism in (G,X, F ) from (A
p
→ X,mA) to (A′
p′
→ X,mA′) is a mor-
phism of G-sets f : A→ A′, such that p′ ◦ f = p and F (f)(mA′) = mA.
Fact 3.18 (Theorem 5.2 in [8]). The correspondence F 7→ AF gives a functor
A : Madd(G)→ Green(G).
Caution 3.19. In Jacobson’s paper [8], the contravariant part of a (semi-)Mackey
functor is denoted by M∗, and the covariant part is denoted by M
∗. Thus, M∗ in
[8] is our M∗, and M∗ in [8] is our M∗.)
Since we are assumingMon is the category of commutative monoids, the resulting
Green functor AF becomes commutative.
Obviously, if M = (M∗,M∗) is a semi-Mackey functor and if X is a finite G-set,
then our category M -Gset/X agrees with (G,X,M
∗). Thus, under the identifica-
tion in Remark 1.6, we can show that there exists an isomorphism of Green functors
((TM )∗, (TM )∗) ∼= A(M∗). In fact, this gives a natural isomorphism of functors:
SMack (G) Madd(G)
Tam(G) Green(G)
(M∗,M∗) 7→M
∗
//
T

A

(T∗,T+,T•) 7→(T
∗,T+)
//

In this view, we can restate Theorem 2.12 as follows.
Theorem 2.12′ . Let G be a finite group and F be an object in Madd(G). If F
is moreover a semi-Mackey functor, namely, if there exists a semi-Mackey functor
with the contravariant part F , then AF has a structure of a Tambara functor.
As an example, Theorem 2.12′ gives a Tambara functor structure on the Brauer
ring functor in [8]. Remark that the Brauer ring functor is defined as A
B˜r
, where
B˜r is the additive contravariant functor defined by the composition
B˜r = (Gset
PE→ Ring
Br
→ Ab →֒ Mon),
where E/D is a finite Galois extension of fields with Galois group G.
Corollary 3.20. Let E/D be a finite Galois extension of fields with Galois group
G. There is a Tambara functor T
B˜r
on G, whose underlying Green functor agrees
with A
B˜r
.
Proof. This immediately follows from that B˜r is in fact a Mackey functor. 
Remark 3.21. More generally, if E/D is a finite Galois extension of rings with
Galois group G, then B˜r ∈ Ob(Madd (G)) can be defined in a similar way, and the
same result as Corollary 3.20 holds. This follows from the fact that B˜r becomes a
Mackey functor by Proposition 1 in [7].
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Combining Theorem 2.12′ with Theorem 3.13 in [9], the underlying Green functor
structure is also written by using Boltje’s (−+)-construction. In [2], Boltje defined
the functor (−)+ from the category Resalg(G) of algebra restriction functors to the
category of Green functors on G
(−)+ : Resalg(G)→ Green(G).
In [9], we constructed a functor
R : Radd(G)→ Resalg(G) ; F 7→ RF
which satisfies RF (H) = F (G/H) for any F ∈ Ob(Radd(G)) and H ≤ G.
Let Radd(G) be the category of additive contravariant functors from Gset to
Ring. The pair of adjoint functors
Ring → Mon , forgetful (multiplicative part)
Z[−] : Mon → Ring
yields another adjoint pair
Radd(G)→ Madd(G), forgetful
Z[−] : Madd(G)→ Radd(G)
by the composition onto the codomains.
Caution 3.22. Although monoids and rings in [9] were not assumed to be commu-
tative, the above adjoint property still holds.
Remark 3.23. In [9], Radd(G) is valued in the category of not necessarily commu-
tative rings, and therefore Radd(G) gave an equivalence of categories in that case
(Proposition 3.12 in [9]). At any rate, restricting Proposition 3.12 in [9] to our
commutative case, we obtain an isomorphism of functors
(R ◦ Z[−])+ ∼= A.
Madd(G) Green(G)
Radd(G) Resalg(G)
A //
Z[−]

(−)+
OO
R
//

Namely, for each F ∈ Ob(Madd(G)), we have a natural isomorphism of Green
functors (RZ[F ])+ ∼= AF . Here, Z[F ] ∈ Ob(Radd(G)) is the abbreviation for the
composition
Gset
F
−→ Mon
Z[−]
−→ Ring.
Corollary 3.24. For any M = (M∗,M∗) ∈ Ob(SMack (G)), there is a natural
isomorphism of Green functors TM ∼= (RZ[M∗])+.
Remark 3.25. Using the definition of (−)+ by [2], we can also determine the ring
structure of TM (G/H) for each H ≤ G. For the detail, see section 3 in [9].
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