We propose an incremental redundancy (IR)-hybrid ARQ (HARQ) scheme which uses double binary turbo codes for error correction. The proposed HARQ scheme provides a higher throughput at all E s /N 0 than the binary turbo IR-HARQ scheme. An extra coding gain is also attained by using the proposed HARQ scheme over turbo codes only.
Introduction
The reliability of a data communication can be improved by using an automatic repeat request (ARQ) protocol, in which the receiver requests the retransmission of data packets when an error is detected in the received data. The hybrid ARQ (HARQ) scheme combines an ARQ and an error correction coding [1] . Turbo codes proposed by Berrou et al. in 1993 [2] show an error correction capability approaching the Shannon limit. Double binary turbo codes proposed by Berrou et al. [3] show an improved error correction capability and a fast decoding compared with binary turbo codes. The turbo coding has been successfully applied to a HARQ system thanks to its rate compatibility [4] obtained by a simple puncturing. The HARQ using turbo codes for error correction is generally called a turbo HARQ. Narayanan et al. [5] proposed a binary turbo HARQ scheme using binary turbo codes for error correction, and many research activities have been conducted on the binary turbo HARQ schemes [6] . In this letter, we propose an IR-HARQ scheme using double binary turbo codes for error correction, where the puncturing rule is designed to produce a high throughput over all E s /N 0 . It is shown by simulations that the proposed HARQ provides a higher throughput at all E s /N 0 than the binary turbo HARQ and provides an extra coding gain over that achieved by turbo codes only. Figure 1 shows the structure of a turbo HARQ system. We use the cyclic redundancy check (CRC) process for error detection. Let maximum number of transmissions of subpackets containing parity bits, where M R ≤ M T . We also let M I denote the allowable maximum number of decoding iterations performed after each subpacket is transmitted. M T , M R and M I are predetermined. K-bit message sequence (m) are encoded to the N-bit CRC codeword (c). The CRC codeword is encoded to the 3N-bit turbo codeword (w), which is a mother code with a rate 1/3, through a turbo encoder. The mother code is punctured to form nonoverlapping subpackets. The subpackets are stored in the transmitter (Tx) control buffer and are transmitted when requested. The received bits from the channel at every transmission are added to the word (w) stored in the receiver (Rx) buffer. Ifw contains parity bits, the receiver conducts an error correction through an iterative decoding and estimates the CRC codeword (ĉ). Ifw does not contain parity bits, the receiver estimatesĉ via a direct decision fromw. By usingĉ, a CRC error detection is performed. If no error is detected, the receiver sends an ACK signal to the transmitter, stops the iterative decoding and estimates the message sequence (m) through a CRC decoding. When errors are detected, the receiver checks if the iteration number and the transmission number reached M I and M T , respectively. If M I is not reached, the receiver performs further iterative decoding. If M I is reached but M T is not reached, the receiver sends the transmitter a NAK signal and requests a retransmission. If M T and M I are all reached, the receiver conducts a CRC decoding and estimatesm.
Turbo HARQ

Double Binary Turbo Codes
In double binary turbo codes, the encoding and decoding are conducted for the 2-bit symbols formed by neighboring two binary bits. With an N-bit information block, we have M = N/2 copies of 2-bit symbols. In the IEEE802.16 standard [7] , which uses a recursive systematic convolu- tional encoding with G = (13, 15) for a constituent encoder as shown in Fig. 2 , N is the multiple of 8 and M is the multiple of 4, where 8 ≤ M/4 ≤ 1024. Double binary turbo codes have a tail-biting structure with the same initial and final trellis states, called a circulation state. The tail-biting structure makes the insertion of tail biting bits unnecessary in encoding, so achieves an improved spectral efficiency. The need for a pre-coding to determine the circulation state increases the encoding complexity. On the other hand, the length of the trellis is reduced by half compared with that of binary turbo codes, so the decoding complexity decreases significantly. Note that the numbers of trellis paths, determining the complexity of constituent decoding, of double binary turbo codes and binary turbo codes are about 2 N/2 and 2 N , respectively. Since the amount of decrease in the decoding complexity is much greater than the amount of increase in the encoding complexity, double binary turbo codes achieve much improved processing speed compared with binary turbo codes. With code rates greater than 1/3, double binary turbo codes have better waterfall performances than binary turbo codes as shown in Fig. 3 by the following reason. The fundamental code rate of double binary turbo codes is 1/2, while that of binary turbo codes is 1/3. In order to obtain the rate-1/2 double binary turbo codes, we just use the parity bits corresponding to Y 1 and Y 2 depicted in Fig. 2 , in fact, with no puncturing. On the other hand, in order to obtain the rate-1/2 binary turbo codes, we first generate the rate-1/3 codeword and puncture half the parity bits. In a puncturing process, the information link in the codeword may be lost. Thus, for each code rate, double binary turbo codes requiring less puncturing may lose less information link and thus may achieve a lower error probability than binary turbo codes.
Iterative Turbo Decoding
The decoder of double binary turbo codes consists of two constituent decoders connected serially through an interleaver and a deinterleaver [2] , [3] . Each constituent decoder uses a channel information vector, a LLR a priori vector and a LLR supplemental a priori vector as inputs and computes a LLR a posteriori vector and an extrinsic information vector by the Log-MAP (BCJR) algorithm. The decoding of the m-th 2-bit symbol in the -th constituent decoder is expressed as
and L ext,m denote a LLR a posteriori vector, a LLR a priori vector, a LLR supplemental a priori vector, a channel information vector and an extrinsic information vector, respectively, obtained or used in the -th constituent decoder for the m-th 2-bit symbol. Note that this is similar to the decoding rule proposed in [5] with some modifications. Each vector used in the constituent decoding is composed of three elements. For example, three elements of the LLR a priori vector for the m-th 2-bit symbol are log Pr{mth symbol is 00}/Pr{mth symbol is 01} , log Pr{mth symbol is 00}/Pr{mth symbol is 10} and log Pr{mth symbol is 00}/Pr{mth symbol is 11} .
In an iterative decoding, the extrinsic information vector computed in each constituent decoder is interleaved or deinterleaved and fed back to the next constituent decoder to be used as a LLR a priori vector. LLR a priori vectors are initialized as zero vectors at the first transmission, and are updated at every decoding iteration. On the other hand, LLR supplemental a priori vectors are updated at every retransmission. The LLR supplemental a priori vector in each constituent decoder is set by the interleaved or deinterleaved extrinsic information vector, which is computed in the preceding constituent decoder at the M I -th decoding iteration performed after a previous transmission.
Design of Turbo IR-HARQ
The throughput of HARQ scheme is defined as an average number of error-free message bits obtained by transmitting one bit, which is written by
where η, K, N and S denote the throughput, the number of message bits, the number of CRC codeword bits and the number of systematic bits in the mother code, respectively. We let S a and T a denote the average number of systematic bits and parity bits, respectively, transmitted actually during the HARQ process and P n denote the probability of no error detection inĉ.
Puncturing Rule Design
Let us consider an IR-HARQ in which the initially transmitted subpacket consists only of systematic bits and the subpackets to be retransmitted consist only of parity bits resulting in M R = M T − 1. The subpackets do not overlap and the numbers of parity bits in all subpackets to be retransmitted are the same. Let P s denote the error detection probability obtained after the initial transmission and P m denote the error detection probability obtained after the m-th retransmission. In this case, the throughput is obtained by
where P k = 1 for k ≤ 0. As an example, let us consider a case with M R = 4. For a simple analysis, let us suppose that subpackets are sufficiently long and M I → ∞. Then, the curves of P s , P 1 , P 2 , P 3 and P 4 will have waterfalls at certain E s /N 0 's, called thresholds. Accordingly, the normalized throughput (η · N/K) curve of the IR-HARQ, obtained by (3), will look like Fig. 4 . As transmissions go on, the rate ofw is decreasing. In our example, the rate ofw is decreasing as 1 → 2/3 → 1/2 → 2/5 → 1/3. For a given mother code, the ceiling values of a throughput curve, e.g., 1/3, 2/5, 1/2, 2/3 and 1 in Fig. 4 , are fixed. Consequently, in order to have a higher throughput with a given mother code, the values for thresholds of P m 's should be lower. For each rate, we regard a code with the lowest threshold as optimal. The basic design principle of a puncturing rule is that the code, considered to be contaminated asw by the channel at each transmission, is optimal for each corresponding rate. Note that the optimal code for each rate can be found by using the EXIT chart analysis [8] . There may not exist, however, a puncturing rule satisfying fully the basic design principle. For example, some parity bits of the optimal code with a rate 1/2 may not be the parity bits of the optimal code with a rate 1/3. Thus, the puncturing rule should be adjusted somehow heuristically after optimal codes with the rates of interest are found.
Performance Comparison
We compare the throughput performances of various turbo HARQ schemes by simulations, where we use a BPSK modulation and a CRC generator polynomial g(X) = X 16 + X 15 + X 2 + 1 with N − K = 16. For a fair comparison, we impose a condition on all HARQ schemes to be compared such that their maximum computational complexities are equal. Note that the total number of decoding iterations determines critically the computational complexity of the overall HARQ system. The maximum total number of decoding iterations is obtained by M R · M I . Thus, in the performance comparison, we fix M R · M I as a constant, where we choose M R · M I = 24. Via a thorough comparison, we propose to use the double binary turbo IR-HARQ scheme with M R = 8, which uses the IEEE802.16 double binary turbo codes [7] as a mother code. The puncturing rule is designed to yield the highest throughput over a wide range of E s /N 0 as described in Sect. 3.1 and is given in Table 1 . In Fig. 5 , the throughput performance of the proposed double binary turbo IR-HARQ and those of binary turbo IR-HARQ's are compared. In binary turbo IR-HARQ's, we use the 3GPP turbo codes [9] , and the memory-4 turbo codes with G = (37, 21) and Table 1 The puncturing rule designed for the double binary turbo IR-HARQ with M T = 9, M R = 8 and M I = 3. a pseudo-random interleaver as mother codes. In binary turbo IR-HARQ's, we use the puncturing rules with M R = 8 proposed as optimal in [6] , named as case 1 and case 2. As shown in Fig. 5 , the proposed double binary turbo IR-HARQ outperforms binary turbo IR-HARQ's in terms of the throughput at all E s /N 0 . As introduced in Sect. 2.1, for a given code rate greater than 1/3, double binary turbo codes have a lower PER, which results in a lower error detection probability when the CRC error detection is performed, than binary turbo codes. It follows that the double binary turbo IR-HARQ needs less retransmissions until no error is detected, and thus achieves a higher throughput than the binary turbo IR-HARQ. Figure 6 shows PER's achieved by turbo IR-HARQ's and 'turbo codes only' with N = 240, where 3GPP turbo codes and IEEE802.16 turbo codes with rate 1/3 are used as binary and double binary turbo codes, respectively. For a fair comparison, we set the number of decoding iterations for turbo codes as 24 and M R M I = 24 for turbo HARQ's. As shown in Fig. 6 , the double binary turbo IR-HARQ provides an extra coding gain over 'turbo codes only' as well as the binary turbo IR-HARQ, where the double binary turbo IR-HARQ shows a lower PER even with higher effective code rates. The effective code rates of turbo HARQ's (average code rate ofw after the final transmission) for each E s /N 0 are given in Table 2 . Note that the effective code rates of binary and double binary turbo codes are 0.3292 and 0.3333, respectively. The coding gain of the double binary turbo HARQ over the binary turbo HARQ is clearly resulted from the lower PER of double binary turbo codes for each code rate. With the CRC coding, which is the outer code used in a HARQ system as shown in Fig. 1 , the PER is further lowered. Thus, the double binary turbo IR-HARQ with comparable or higher effective code rates may have a lower PER than 'turbo codes only' and thus provide an extra coding gain.
Conclusion
The proposed double binary turbo IR-HARQ scheme provides improved throughput and PER at all E s /N 0 values. Consequently, the proposed scheme can be used as an efficient tool to improve the performance of communication systems in many aspects.
