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ABSTRACT 
Robots are required in many jobs. The jobs related to tele-operation may be very challenging 
and often require reaching a destination quickly and with minimum collisions. In order to 
succeed in these jobs, human operators are asked to tele-operate a robot manually through 
a user interface. The design of a user interface and of the information provided in it, become 
therefore critical elements for the successful completion of robot tele-operation tasks. 
Effective and timely robot tele-navigation mainly relies on the intuitiveness provided by the 
interface and on the richness and presentation of the feedback given.  
 
This project investigated the use of both haptic and visual feedbacks in a user interface for 
robot tele-navigation. The aim was to overcome some of the limitations observed in a state 
of the art works, turning what is sometimes described as contrasting into an added value to 
improve tele-navigation performance. The key issue is to combine different human sensory 
modalities in a coherent way and to benefit from 3-D vision too.  
 
The proposed new approach was inspired by how visually impaired people use walking sticks 
to navigate. Haptic feedback may provide helpful input to a user to comprehend distances to 
surrounding obstacles and information about the obstacle distribution. This was proposed to 
be achieved entirely relying on on-board range sensors, and by processing this input through 
a simple scheme that regulates magnitude and direction of the environmental force-
feedback provided to the haptic device. A specific algorithm was also used to render the 
distribution of very close objects to provide appropriate touch sensations. 
 
Scene visualization was provided by the system and it was shown to a user coherently to 
haptic sensation. Different visualization configurations, from multi-viewpoint observation to 
3-D visualization, were proposed and rigorously assessed through experimentations, to 
understand the advantages of the proposed approach and performance variations among 
different 3-D display technologies.  
 
Over twenty users were invited to participate in a usability study composed by two major 
experiments. The first experiment focused on a comparison between the proposed haptic-
feedback strategy and a typical state of the art approach. It included testing with a multi-
viewpoint visual observation. The second experiment investigated the performance of the 
proposed haptic-feedback strategy when combined with three different stereoscopic-3D 
visualization technologies. 
 
The results from the experiments were encouraging and showed good performance with the 
proposed approach and an improvement over literature approaches to haptic feedback in 
robot tele-operation. It was also demonstrated that 3-D visualization can be beneficial for 
robot tele-navigation and it will not contrast with haptic feedback if it is properly aligned to 
it. Performance may vary with different 3-D visualization technologies, which is also 
discussed in the presented work. 
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Chapter 1 INTRODUCTION 
1.1. Tele-navigation Tasks 
Robots do not only exist in science fiction novels and movies anymore, they have come to 
human lives in different forms. Although not all of them look like a human, but they are 
trying to help us to live better in their own ways. Among the robot family, this thesis focuses 
on the discussion of manual controlled mobile robots and their tele-navigation problems. 
Many researchers concentrate on improving the autonomous ability and intelligence of 
mobile robots; the public has more interest in seeing powerful autonomous mobile robots. 
In addition to those autonomous robots, manually controlled or semi-automatic mobile 
robots are still required in tasks like indoor navigation, exploration in unknown and unsafe 
environments, disaster prevention and control, such as fighting fires, bomb disposal, and 
disease control, etc. Currently, these tasks still need the intervention of human operators 
and cannot fully hand over to a group of autonomous robots. 
1.1.1. Indoor navigation 
The commercialization of tele-presence robot (e.g. The Double Robotics Telepresence Robot 
in Fig.1) provides users a physical presence at work, house or school when they can’t be 
there in person. Compared to conventional video conference or video chatting, it is more 
natural and friendly to use a tele-presence robot which can not only provide video 
conversation, but also move around [1, 2]. This kind of technology has huge demanded in 
current China. Due to the one-child policy and the imbalance development between major 
cities and others, young people prefer to find jobs in major cities, causing the number of 
empty-nesters and left-behind children is increasing [3, 4]. Thus, deploying a tele-presence 
robot can be a method to maintain the relationship, or improve communication among 
family members. For example from the author’s personal experience: the author’s parents 
have no interested in electronic devices. They often have operational problems with smart 
TV, smart rice cooker, and wireless adapter, etc. The author is studying abroad and has to 
provide instruction through video chatting. However, to teach them how to swap the 
tablet’s camera, and tell them where the camera needs to point to usually take a lot of time. 
If the author can control a tele-presence robot, he can act as he is in home in person. It 
could be easier to help his parents to solve problems.  
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Fig. 1 The Double Robotics Telepresence Robot 
Tele-presence robot usually allows users to fully control the movement of the robot. How to 
accurately control a tele-presence robot to do indoor navigation, and improve users’ tele-
presence (enhance their understanding about the remote indoor environment) are what this 
author concerns. The indoor navigation is also the scenario designed for the current work. 
1.1.2. Unknown environment exploration 
In addition to the indoor navigation, manually controlled or semi-automatic mobile robots 
are demanded in unknown environment exploration [5]. This is because autonomous 
navigation requires mobile robots to have three fundamental competencies: self-localization, 
path planning, and map building. Self-localisation relies on the pre-defined landmark 
database to compare captured visual information with stored data, to recognize where the 
mobile robot is. Path planning depends on Global Positioning System (GPS) or indoor 
tracking method to calculate the path between the departure and the destination. These 
requirements either do not exist (pre-defined landmark database) or are not accessible and 
not reliable in an unknown environment.  
Tasks for unknown environment exploration include geographic discovery (volcano area, 
cave, etc.), and research in historical sites (Pyramids, underwater sites, etc.). Operators may 
not have relative detailed information about the environment, and so they need to discover 
them; this requires operators to remotely control a mobile robot moving inside the place 
and acquiring visual and geographic information. Operators will then decide the path 
according to the obtained information. 
1.1.3. Disaster prevention and control 
Some mobile robots were designed to work in hazardous environments that are not safe for 
humans, such as disaster areas (caused by earthquake, volcano eruption, tsunami, or nuclear 
leakage) and epidemic areas. 
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During the Fukushima crisis, nuclear leakage caused high levels of radiation in the nuclear 
power plant. It is dangerous for human staff to enter the site under these circumstances to 
check the facilities. In other examples, disasters usually cause unstructured environments 
which make them difficult for autonomous robots to manoeuvre. In such circumstances, 
tele-operated mobile robots are expected to do the search and rescue operations. 
To reduce the risk of infected medical staff, tele-operated mobile robots can be used to 
assist the control of a highly infectious disease, like Ebola. They can be deployed to transport 
the deceased, detect whether the hospital room, ambulance or the house has 
contamination, disinfect epidemic areas, act as tele-presence robots for global experts to 
advise and consult on medical issues, train and supervise local workers, transport bio wastes, 
and reconnaissance [5, 6]. 
No matter what kind of tasks, for mobile robots, it is significant to have the ability to 
navigate safely and accurately within their working environments (move from a starting 
position to destinations according to operator’s commands). This thesis focuses on that 
topic and the proposed approach tries to provide an intuitive experience of tele-operating a 
mobile robot. 
1.2. Difficulties of Tele-navigation 
The user experience of mobile robotic tele-navigation is much different from driving a car or 
remote control a radio controlled toy within the operator’s sight. The differences are that 
the mobile robot is far away (at least out of the operator’s sight), and to make things worse, 
a transmission latency may exist as well [7].  
Mobile robots moving out of sight mean that operators need to rely on on-board sensor 
data to understand the environment surrounding the robots. These sensors usually include 
an image sensor (webcam, which is used to provide the live video feed), range sensors (laser 
range finder, ultrasonic sensor, infra-red sensor, which are dedicated to provide measured 
distance from the robot to its surrounding obstacles) and internal sensors (encoder, 
gyroscope, which are able to obtain the robot’s status information). These data are 
transmitted to the local system through a wireless network and presented through displays 
(visual feedback), controllers (haptic or force feedback), or headphones (audio feedback). 
Operators need to transform the received information into their mental map to understand 
the remote situation, and then give instructions to the mobile robot [8]. This indirect 
perception causes difficulties in tele-navigation tasks. 
General Webcams have relatively narrow field-of-view (FOV) compared to human eyes. This 
leads to limited viewing angle and therefore speculation of the working environment [9]. 
Furthermore, normal resolution images provide limited information about objects on 
saturation, contrast, and sharpness. High definition (HD) webcams have higher resolution 
and wider FOV. However, higher resolution requires more network bandwidth to transmit 
the images and may increase the latency. Another limitation is that a normal 2-D webcam 
provides a mono view that is different from stereoscopic viewing, which humans perceive 
with their eyes naturally. This leads to a decreased perception of depth. Depth is an 
important fact to understand the relative distance among viewed objects [10]. In terms of 
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the solution, some researchers have been investigating the use of stereoscopic viewing to 
solve that problem [8, 9, 11, 12].  
The problems with range sensors are often caused by their limitations. Ultrasonic sensors 
are not as accurate as laser range finders. Cross talk and ghost echo issue may happen when 
some ultrasonic sensors work simultaneously [13, 14]. The limitation of 2-D laser 
rangefinders is that its working area is a line. Any objects that located above or below that 
line are unable to be detected. 3-D laser rangefinders can scan three dimensional surfaces. 
However, they cost a lot, and they are not suitable for small mobile platforms which are 
required to work in narrow environments. 
Furthermore, user interfaces on the local system are responsible for presenting obtained 
sensor data to operators. For example, the layout design of a Graphical User Interface has 
significant influence on how much an operator can understand the remote situation [15]. 
The network condition determines transmission quality and also can affect the user 
experience directly [16]. 
The problems mentioned above have negative effects on an operator’s understanding of 
remote situation, including both the environmental condition and the mobile robot’s status. 
As a result, operators may have worse situational awareness and cannot perceive the 
distance to an obstacle properly, and so fatigue rapidly. These will result in the increasing of 
unwanted collisions, navigation time, and decreasing the task performance [17]. 
1.3. Tele-navigation System Components 
This section provides a brief introduction about what kind of techniques have been applied 
in mobile robotic tele-navigation. Detailed discussion is in Chapter 2. 
1.3.1. Local system 
1.3.1.1. Movement control methods 
The fundamental function of a tele-navigation system is to enable a mobile robot to move 
around under operator control. Commonly applied control methods include using joysticks 
and controllers, gesture control, voice or text command control, and control by brain signals. 
No matter what kind of control methods are used, the working principle is the same: to 
transform human behaviour to a mobile robot’s linear velocity and rotation speed, therefore 
controlling the movement of the robot. 
 Joystick and controllers are widely used control devices. Compared to others, these 
methods are cost effective. They are compatible with multiple control terminals. For 
novice operators, they can master how to use the device in a very short time [18]. 
While operating these devices, operators usually need to assign “translation” and 
“rotation” to two different buttons or sticks. After that, when they press the button 
or drag the stick, the robot moves; release the button or stick stops the robot. 
 Gesture control means operators can control a robot by waving their hands or arms 
or by rotating their heads [19, 20]. This approach requires a motion capture device 
to capture operator’s gesture. Popular devices, including normal webcams, optical 
track systems, Microsoft Kinect, Oculus Rift, and Leap Motion. Using normal 
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webcams only requires image processing techniques. Microsoft Kinect and Leap 
Motion have IR sensors and are able to detect the distance to objects and provide a 
relevant depth map. Oculus Rift is a head mounted device (HMD) with a gyroscope 
and acceleration transducer. It can track the movement of an operator’s head, and 
convert that movement to the motion of a robot.  
 Voice or text command control. With these methods, operators can remotely 
control a mobile robot by typing text or just speak out the command. The remote 
system will do speech and linguistic analysis to understand the input message and 
find out corresponding instructions. Fuzzy logic can be used to enable operators to 
say or type a sentence that may have a similar meaning as the instruction. These 
approaches provide a more intuitive or natural user experience [21-23]. 
 Control by brain signals. This method relies on sensors attached to an operator’s 
head to detect the brain signal pulses. The principle is that the signal pulse varies 
when people thinking different things. During the calibration stage, researchers 
need to find out the corresponding signal formats when an operator is thinking the 
movement of a robot. When relevant signals appeared during tele-operation mean 
that the operator wants to move the robot. Instructions which are associated with 
the signal pattern will be sent to the mobile robot to achieve the control by brain 
signals [24-26].  
1.3.1.2. Visual feedback 
Vision is the primary modality of humans [27]. Visual feedback provides fundamental and 
essential information during tele-navigation tasks. Operators can easily understand a remote 
environment through visual feedback and make decisions about where to go rapidly. Among 
visual feedbacks, graphic user interface (GUI) is significant for a tele-navigation system, 
because most sensor data need to be presented through the GUI. That is the principle 
approach for operators to understand the situation in the remote environment [28]. 
Generally there are many sensors in a system, it is important in order to organize and 
represent their data in a proper way, thus to improve the efficiency of an operator’s 
understanding. There are three mainly used presentation methods: video and texts, virtual 
reality, and augmented reality. 
 Video and texts usually let the video feed, obtained from an on-board camera, 
occupy the GUI window; range sensor readings are represented through texts and 
numbers. 
 Virtual reality means a computer graphic (CG) generated virtual environment 
presented to an operator instead of a live video image. The data used to generate 
the virtual environment can be obtained from range sensors and video images. For 
example, a 2-D cost map can be generated based on the Simultaneous Localization 
and Mapping algorithm. After the elevation of each base point in the 2-D cost map, a 
3-D map or a virtual environment can be created as well. [29, 30] have also tried to 
use stored video images and odometer readings to create a live view virtual world. 
This method enables operators to have additional virtual viewpoints to view the 
remote environment. 
 Augmented reality shows the real world to operators by video or see-through 
device rather than a synthetic virtual environment. Virtual elements are usually 
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superimposed on the real world display to provide additional information. For 
instance, obstacle proximity can be represented as lines with different colours and 
displayed in real time. This can help the operator to understand the situation when 
the light condition is not good for video capturing [28, 31]. Direction arrow, top-
viewed map, and robot’s status can also be created as virtual objects and integrated 
into the real world display. 
Based on how the information can be viewed by operators, visual feedback approaches can 
be classified as two types: Monoscopic viewing and Stereoscopic viewing. 
 Monoscopic viewing is simple and more widely used than stereoscopic viewing. 
With different types and number of cameras, monoscopic viewing is able to provide 
normal 2-D video, 2-D video with a wider field-of-view (FOV), and multiple views (by 
mounting at least two cameras). 
 Stereoscopic viewing utilizes two cameras aligned on a horizontal plane and 
separated by a small distance. It aims to provide the binocular vision simulating how 
humans see the world naturally [32]. Separation distances produce disparate 
captured images. Each image will be displayed to left and right eye separately 
through 3-D displays. Popular 3-D display devices include active stereo device like 
NVIDIA 3-D vision system, passive stereo device like the one used in a cinema when 
watching a 3-D movie, and separate displays like Oculus Rift. The brain will produce 
the 3-D perception based on the disparity of the images. 
1.3.1.3. Haptic feedback 
In addition to visual feedback, operators are also able to perceive the remote environment 
by their tactile sensation based on haptic feedback. The idea is that haptic feedback can be 
generated to correspond to measured distance and affect the operator’s hand, to provide 
them the information that the mobile robot is approaching obstacles. Haptic feedback 
methods generally rely on range sensors and haptic feedback devices. Range sensors are the 
key to locating the obstacle by providing measured distance and orientation. The force 
magnitude is usually associated with the distance value; the closer to the obstacle, the 
stronger the force that is obtained [7]. The direction of the force is usually opposite to an 
obstacle [33]. Haptic feedback devices are in charge of rendering haptic feedback, and 
transforming an operator’s inputs into movement instructions. They can achieve bilateral 
interactions [34]. Popular devices include force feedback enabled joysticks, console 
controllers, and haptic feedback controllers like Geomagic Touch (Phantom Omni) and 
Novint Falcon. 
The majority of existing haptic feedback control methods is based on the spring damper 
model [7]. The magnitude of the generated force is proportional to obstacle proximity, 
which gives the operator the impression of pushing a spring. 
1.3.1.4. Auditory feedback 
In tele-navigation systems, auditory feedback is available to provide operators additional 
information other than visual feedback and haptic feedback. There are two main approaches 
to apply the auditory feedback. One is to transmit the actual remote ambient sound, and the 
other is to use auditory feedback to represent the obstacle proximity. The first method 
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focuses on allowing operators to understand what is happening around the mobile robot 
through sound; the second method concentrates on reflecting the distance information 
between a mobile robot and obstacles. The second approach usually involves different 
volumes and intervals to represent the changing of the measured distance. 
1.3.2. Remote system 
The remote system can be described as a mobile platform, server, or slave. It usually consists 
of a mobile robot and internal and external sensors like range sensors. 
Range sensors are used to detect distances from a mobile robot to its surrounding obstacles. 
They are essential components to achieve obstacle avoidance and map building. Commonly 
utilized range sensors include ultrasonic sensors, laser rangefinders, and infra-red (IR) 
sensors. IR and ultrasonic sensors are usually deployed as an array with multiple units. They 
have advantages and disadvantages respectively. Thus, many systems integrate multiple 
kinds of range sensors to compensate each limitation [28]. Despite the use of range sensors, 
disparity images obtained from stereo cameras can be used to measure distances as well [35, 
36]. 
1.3.3. Network transmission 
Network transmission is the bridge to exchange data between the local system and the 
remote system. In order to achieve long distance and flexible control, a wireless network can 
be created as the transmission medium in various situations. General wireless network 
techniques include Wi-Fi, mobile broadband, Bluetooth, and ZigBee. Both the bandwidth 
and stability of the network would affect the system’s performance. Detailed discussion on 
wireless technology is in Chapter 2. 
1.4. Issues with Haptic Feedback Control 
1.4.1. Haptic feedback approach 
Most of the literature work considers the mass spring-damper as a force rendering model [7, 
37-42]. This model focuses on alerting an operator to the existence of obstacles [7]. 
However, it shows limitation in perceiving the layout of the surrounding environment. 
Meanwhile, it typically interferes with the input action of providing commands to a robot [7, 
8]. This happens because the haptic feedback requires strong repulsive force to stop an 
operator’s input with situations in which collisions may happen. When the robot moves in a 
narrow working space, the generated repulsive force would make it difficult for operators to 
remotely control the robot to move forward. Experimental environments in literatures rarely 
considered this kind of situation [7]; some of them only tested their approaches in a virtual 
environment which usually has a huge difference with the real.  
In terms of the feedback direction, multi-directional feedback is able to help an operator to 
localize the position of an obstacle in a simple environment. However, it would distract and 
confuse the operator when the robot moves in an unstructured environment, because an 
unstructured environment may cause too much feedback [8].  
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1.4.2. Inconsistent representation between visual and haptic feedbacks 
Previous researchers seldom investigated the significance of consistency between visual and 
haptic feedbacks. Most of them regard these two as separate mechanisms. In their proposed 
methods, there is no straightforward relationship between visual and haptic feedbacks. This 
results in environmental information being represented through vision and tactile 
inconsistent. This may increase an operator’s cognitive workload, meaning they need to 
spend more time to understand the remote situation [16]; they may also get fatigued quickly 
increasing the chance of making incorrect decisions. [8] addressed the conflicting problem in 
tele-operation performance when applying the stereoscopic viewing and haptic feedback 
simultaneously. The reason may be that their haptic feedback is not consistent with the 
stereoscopic viewing. An improved haptic feedback approach may resolve the problem. 
1.4.3. Inefficient remote control system 
A system developed by previous researchers in the author’s lab, relies on the third-party 
remote control software (TeamViewer etc.) to achieve tele-operation. This method is not 
efficient because the third-party remote control software not only transmits video, sensor 
data and instructions, but also provides screen information about the remote computer. 
Redundant information occupies valuable network bandwidth and causes serious latency. 
The other problem is the case that the live video images cannot be transmitted 
independently, which is necessary for some displays, such as 3-D TV and NVIDIA 3-D vision 
devices, to provide stereoscopic viewing. The final limitation is that the system has low 
compatibility and flexibility. Various terminal devices can support the remote control 
software; the function of visual feedback is always available. However, the feature of 
interaction with other user interfaces is limited. For instance, Xbox controller and joystick 
cannot be used to control the movement; haptic feedback device is not accessible as well. 
Thus, new software needs to be developed to support the haptic feedback control. 
1.4.4. Limited viewing approach 
[43] has compared the performance of multiple displays in tele-operation tasks. Those 
displays only provide graphical feedback; operators cannot interact with them. [44] have 
addressed the benefits of implementing a pan-tilt camera instead of a normal webcam. 
However, they utilized a 2-D pan-tilt camera which does not support the stereoscopic 
viewing. Furthermore, in these studies, operators chose to use a joystick, or controller to 
tele-operate a mobile robot; visual feedback was obtained from normal 2-D displays, which 
have a relatively lower immersion and isolation compared to HMDs. [45] demonstrated a 
solution of using a motion-tracking enabled HMD to control a mobile robot.  A 3-D camera is 
installed in the front of the robot body. Only the yaw action of the camera is independent 
from the robot. The pitch motion relies on the rotation of the robot. Because the robot’s 
movement is associated with the gesture of the operator’s head (yaw, pitch, and roll), this 
makes the robot’s movement too sensitive, and operators have to move the robot even 
when they only want to look around with the camera. In summary, limitations exist with 
current visual feedback approaches. The proposed method is intended to improve this 
situation. 
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1.5. New Approach Combining Haptic and Visual Feedbacks 
A new approach in this thesis aims to make haptic feedback provided to an operator more 
intuitive and consistent with visual feedback. The approach includes: (a) Proposal for 
environmental force effect to represent the obstacle proximity; (b) Proposal for contact 
force for mobile robotic tele-navigation; (c) Proposal for user interface to visualize the haptic 
feedback effect; and (d) Proposal for intuitive stereoscopic viewing system based on a HMD 
and a pan-tilt 3D webcam. 
1.5.1. Proposal for environmental force effect to represent the obstacle 
proximity  
Obstacle proximity in the remote environment can be perceived through haptic feedback, 
and haptic feedback usually includes two components: direction and the magnitude. 
The proposed environmental force has one direction only, and the direction is opposed to 
the movement of the robot. The force corresponds to the z-direction of the haptic probe as 
shown in Fig. 2. The proposed environmental force effect has a variable force feedback gain 
(coefficient). The gain depends on the mobile robot’s current condition. The condition is 
calculated based on the obstacle proximity obtained from range sensors. The proposed 
method does not calculate haptic feedback directly from range sensor readings. 
 
Fig. 2 Top-views of the haptic system and working space. Dead Zone is the area that’s used to send ‘STOP’ 
command. 
1.5.2. Proposal for contact force for mobile robotic tele-navigation 
The contact force is supposed to be activated when obstacles are very close. Its role is 
tantamount to give operators the perception of touching a virtual rigid object. That virtual 
rigid object is corresponding to a real obstacle near the mobile robot. In particular, it is 
proposed that the contact force model simulates the approximated shape of a nearby 
obstacle. The virtual object can be obtained on eight locations that surround the haptic 
feedback device: front-left, front-centre, front-right, right side, rear-right, rear-centre, rear-
left, and left-side. Which location is triggered depends on the obstacle distribution that can 
be reflected from range sensor data.  
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Fig. 3 illustrates the obstacle sensation felt by an operator through a haptic device. The 
figure shows two different situations: (a) an obstacle in front of the robot; (b) an obstacle in 
front and on the left side of the robot. Green virtual cubes illustrate the presence of 
obstacles felt by the operator. The cube is solid and prevents the operator pushing the 
haptic probe further. Therefore, it stops the mobile robot moving ahead. In case of Fig. 3-b 
the cube felt on the left-side indicates that the operator is unable to drag the haptic probe 
to the left, so the mobile robot cannot turn left. This denies a rotating movement that may 
result in a collision. The proposed approach is therefore that of denying movements that can 
bring about collisions rather than applying large forces to operators as in some literature 
works [38-40]. 
 
Fig. 3 The operator feels a virtual object in front (a). The operator feels virtual objects both in front and on the 
left side of the robot (b). 
1.5.3. Proposal for User Interface to visualize the haptic feedback effect 
In this thesis, an improved visual interface is proposed to provide consistent information 
between visual feedback and haptic feedback. The visual interface includes both video and 
graphic representations. The video input is a frontal egocentric view. It provides rich live 
visual information about the area in front of the robot. This follows what is typically 
proposed in the literatures [17, 28, 31, 46]. An additional exocentric visual input is also 
provided to visualize the haptic feedback effect. It is a virtual view of the robot and its 
surrounding environment. The viewpoint is above the robot, i.e. a top-view. This is an 
advantageous viewpoint overlooking the operational area which makes more intuitive to 
comprehend the robot proximity and present obstacles. On the other hand, it uses graphical 
elements to represent proximity data and the obstacle distribution. This view is completely 
generated from on-board range sensor data. The simulated objects generated by the haptic 
system (in terms of haptic feedback) follow the object positions visualized in the top view. 
The aim is to allow operators to distinguish the status of haptic feedback not only from 
hands, but also from the eyes. 
1.5.4. Proposal for intuitive stereoscopic viewing based on a HMD and a 
pan-tilt 3-D webcam 
In order to enhance system performance and take full advantage of the HMD control and 
stereoscopic viewing, a solution is proposed to integrate these two features into the current 
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tele-operating system. The idea is to make a pan-tilt enabled 3-D webcam, remotely 
controlled by a HMD with head tracking function. The motion (pitch and yaw) of an 
operator’s head is associated with the movement (pan and tilt) of the 3-D webcam. With the 
help of an isolated HMD, it is expected to provide more immersive perception, improved 
situation awareness, and intuitive user experience [9].   
1.6. Thesis Outlines 
This thesis describes and discusses the proposed approach, its different components, the 
implemented algorithms, the performed experiments and drawn conclusion, through eight 
chapters.   
 In Chapter I the general context, main challenges and proposed approach are briefly 
outlined. 
 In Chapter II tele-navigation related background knowledge is described, including 
haptic feedback, stereoscopic viewing, mixed reality technology, range sensors, and 
network transmission. 
 In Chapter III, state of the art on the use of haptic feedback and stereoscopic viewing 
is discussed. 
 In Chapter IV the proposed approach is described.  
 In Chapter V implementation of the system including hardware and software is 
described. 
 In Chapters VI and VII the design and setup of two experimentations conducted to 
evaluate the proposed method are described. The achieved results are then 
analysed and discussed. 
 In Chapter VIII the thesis conclusion is presented. 
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Chapter 2 BACKGROUND KNOWLEDGE 
2.1. Haptic Feedback 
2.1.1. What is haptic feedback? 
Haptic feedback usually means the use of the sense of touch to convey information to an 
end user or operator [47, 48]. This information can be the gross size, shape of an object, and 
relative position. It can also be the texture and thermal property of an object [47]. Haptic 
feedback relies on the haptic technology or tactile feedback technology. “Haptic technology 
does for the sense of touch what CG does for vision [47].” This technology can be used to 
generate force, vibrations, or motions through haptic feedback devices to stimulate the 
human sense of touch. The stimulation can be used to increase the realism during an 
interaction in virtual reality, or to assist the virtual objects modelling, or to improve the 
performance of robotic tele-operation [49]. This technology also has been used to enhance 
the teaching of topics such as physics, system dynamics, or other kinds of interaction 
phenomena [47]. This thesis focuses on utilizing haptic feedback and 3-D visual feedback to 
provide an intuitive tele-operating experience. For instance, simulated objects can be 
generated through a haptic feedback device. These virtual objects are associated with real 
obstacles in the remote environment. Thus, operators can realize the relative position and 
existence of obstacles through their touch sensation. 
2.1.2. How does haptic feedback work? 
There are mainly three kinds of haptic feedbacks, which are, repulsive force, vibration, and 
electro-tactile feedback.  
2.1.2.1. Repulsive Force 
Devices with mechanical linkages (arms) and actuators can generate variable repulsive force 
by adjusting the input current. This kind of haptic feedback is able to simulate the touch 
feeling of an object’s shape and even textures. The following devices are the samples which 
mainly generate the repulsive force to provide haptic feedback. 
 Novint Falcon 
Novint Falcon (Fig. 4) was released in 2007. It is a consumer touch device with high 
resolution and with 3 degree-of-freedom (DOF) force feedback; it has a workspace of about 
4 cubic inches and a force capable of about 10 Newtons. The retail price is around £120. This 
device can simulate haptic of objects, textures, recoil, momentum, and the physical 
presence of objects in games. It was selected as the haptic feedback device to evaluate the 
proposed method during experiments. 
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Fig. 4 Novint Falcon. 
 Force Feedback Enabled Gaming Joysticks 
Joystick is much more common than the other two devices discussed in this subsection. They 
are the principal controllers in the cockpit of many civilian and military aircrafts. A joystick is 
an input device consisting of a stick that pivots on a base and reports its angle and direction 
of the device it is controlling. General joysticks have two degrees-of-freedom. They have two 
axes of movements, are able to provide limited force field, and have a fair amount of 
backlash. In mobile robotic tele-operation, the magnitude of the backlash is usually used as 
an indicator of the distance to obstacles. 
 Geomagic Touch (formerly Sensable Phantom Omni) 
The Geomagic Touch is a more professional haptic device and is commonly used in haptic 
research labs. It has a higher retail price (around £1,300) compared with the Novint Falcon. 
This device offered six degree-of-freedom sensing. It allows people to touch their 3-D 
models, enhance scientific or medical simulations, improve the performance of interactive 
training, and manipulate mechanical components in a virtual environment. 
2.1.2.2. Vibration 
Vibration alerting is another kind of haptic feedback. It has a wide range of applications, 
such as mobile phones, touch screen user interface, console controllers, and medical 
instruments, etc. This approach uses vibration patterns to convey information. For example, 
on a touch screen user interface, vibration can be applied to inform the user that a virtual 
button has been pressed or a new message has arrived. In video games, the vibration on 
controllers usually represents events like collision, explosion, or shooting, etc.  
This kind of haptic feedback usually requires a small vibration motor to take effect. A small 
vibration motor consists of an eccentric mass and a small motor. The rotation speed of the 
eccentric mass determines how intense the vibration will be. 
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2.1.2.3. Electro-tactile Feedback 
In addition to the repulsive force and vibration, the third kind of haptic feedback is the 
electro-tactile feedback. It relies on an electric current to stimulate tactile receptors on the 
skin to provide the tactile sensation. The electric current can be generated via electrodes 
positioned on the skin surface or embedded in a wearable device.  
2.1.3. Robotic haptic tele-navigation 
Haptic technology can be performed in diverse applications, including: Gaming, training, 
virtual assembly, machine interface design, and dozens of other applications. This thesis only 
focuses on how to enhance the performance of tele-navigation with the help of haptic 
feedback. The haptic interface implemented in a tele-navigation system usually has two 
components: the first one is the kinematic mapping, which allows an operator to use a 
haptic device to control the movement of a mobile robot. The second component is the 
relevant methodology for providing appropriate haptic feedback, in order to assist operators 
in understanding the remote environment [34]. 
2.1.3.1. Kinematic Mapping 
In terms of the kinematic mapping, two methods are commonly used in the literatures. One 
is the position-speed strategy, and the other is the position-position strategy. These two 
strategies can be implemented alone or mixed together. 
 Position-speed command strategy 
The position-speed strategy is popular in tele-navigation systems which involve haptic 
devices as the controller. A logical point (x, z) (obtained by projecting the haptic probe’s or 
the handler’s location to an xz-plane) is assigned to motion parameters such as linear and 
angular velocities (Fig. 5). The advantage of the position-speed strategy is that the operators 
can stop the robot and keep zero velocity easily. The disadvantage is that this method is 
difficult for operators to accurately control a mobile robot and correct its position. 
 
Fig. 5 Top-view of the work space of the haptic feedback device. Figure taken from [39]. 
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 Position-position command strategy 
Position-position command strategy is similar to the position-speed command strategy. The 
difference is that the velocity and turning rates used in the position-speed mode are 
replaced by distance in the position-position mode; because of limited workspace of most 
haptic devices, this method is not popular yet. The benefit of this strategy is higher accuracy; 
operators can easily move a robot to the desired location. 
2.1.3.2. Haptic Feedback 
In tele-navigation tasks, haptic feedback can be utilized to inform operators of the proximity 
to obstacles. Generally, the force magnitude is associated with measured distances to 
obstacles. The measured distance can be obtained through range sensors. The working 
principle is the closer the robot approaches to obstacles, the stronger the force feedback will 
be generated. One objective is that haptic feedback is strong enough to prevent an operator 
from pushing or pulling the controller anymore. Thus the robot stops moving until the 
operator gives an appropriate command. Beyond the alert function, haptic feedback is also 
able to simulate the layout of obstacle distribution. This feature enables operators to detect 
obstacles through touch, which is similar to how visually impaired people do with navigation. 
One benefit is that the range information originally displayed in the visual interface can be 
shown through haptic feedback. Haptic feedback provides additional sensory information 
that can improve depth judgment and obstacle awareness [41]. 
2.2. Stereoscopic Viewing 
2.2.1. What is stereoscopic viewing? 
Stereoscopic viewing is a method to simulate the human biological vision system. The aim is 
to allow operators to have 3-D perception and a realistic feeling when watching flat displays. 
According to [50], a human’s two eyes focus on an object with different angles; a small but 
important mathematical difference (the retinal disparity) exists between the image captured 
by each eye. After being processed by the brain, the two images make three-dimensional 
vision and produce the unique depth sense - stereopsis. This is the reason we can perceive 
the three dimensions of physical objects in daily life. Stereoscopic viewing tries to copy this 
model to display devices, thus allowing viewers to perceive 3-D objects through flat screens. 
Stereoscopic viewing has been deployed in the entertainment industry, especially in films 
and video games. This thesis focuses on how to implement stereoscopic viewing in robotic 
tele-navigation, in order to provide operators the intuitive watching experience. 
BACKGROUND KNOWLEDGE  
16 
 
2.2.2. How does stereoscopic viewing work? 
In order to simulate the biological stereoscopic vision, disparity images have to be produced 
first. Currently there are mainly three categories of stereoscopic viewing technology, 
including active, passive and auto-stereoscopy [43, 51, 52]. 
2.2.2.1. Active stereo 
Active stereo requires viewers to wear special electronic goggles to perceive the effect. 
These goggles are typically based on a liquid crystal shutter. The glasses containing liquid 
crystal which can block or pass light through, so only one eye can see one image at a time. It 
utilises the concept of alternate-frame sequencing to synchronize with the images on 
displays. Because the shutter’s refresh rate is high enough (60Hz for each eye), viewers 
would not feel flickers when used in a proper light condition. A popular example of the 
active stereo method is the NVIDIA 3D Vision Gaming kit. 
2.2.2.2. Passive stereo 
This approach projects two images on the screen simultaneously with different filters (colour 
filter or polarized filter). The function of the filter is to separate the images for each eye, to 
make sure one eye only receives the image for that eye. Viewers are required to wear 
goggles with the same kind of filters for the display, to see the effect. Common passive 
stereo goggles include linearly polarized glasses, circularly polarized glasses, and colour 
anaglyphs glasses (uses a pair of complementary colour filters). Circularly polarized glasses 
are the ones used in cinemas when watching 3-D movies. Also, Head Mounted Devices 
(HMDs) belong to the passive stereo technology category. It has separated displays and 
projects different images very close to each eye. 
2.2.2.3. Auto-stereoscopic stereo 
This method separates images based on special reflecting layers lying on the visualization 
display [43]. It can display 3-D images without the use of special goggles, and that is why it is 
also called “glasses-free” stereo technology. The Nintendo 3DS console is a good example, 
which applied this stereo technology. 
2.2.3. Advantages and disadvantages 
2.2.3.1. Advantages 
Compared with traditional 2-D viewing method, statistical analysis demonstrates that the 
stereoscopic viewing has significant improvement on 3-D spatial judgments, level of realism, 
and sense of presence [43]. Stereoscopic viewing improves the performance of estimating 
egocentric and relative distances. It also helps operators to understand an image when the 
image quality is poor due to interference such as low resolution, motion blur, and limited 
grey scale [50]. 
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2.2.3.2. Disadvantages 
The current stereo-enabled systems still have some issues such as crosstalk, misalignment, 
image distortion, etc. All these may cause eyestrain, double image perception, and depth 
distortion. These issues decreased operator satisfaction. Furthermore, stereo viewing 
requires a 3-D camera to provide the visual feed, and the 3-D camera needs to transmit 
double sized images compared to general 2-D cameras. Thus, enabling stereo viewing 
requires more resources of network bandwidth, and the performance is more susceptible to 
network conditions. 
2.3. Mixed Reality Technology 
2.3.1. What is mixed reality? 
This concept was proposed by Paul Milgram and Fumio Kishino in 1994 [53]. They described 
the term “Mixed Reality” as a taxonomy that extends from completely realistic to 
completely virtual environment with Augmented Reality and Augmented Virtuality ranging 
between (Fig. 6). This technology is applied to distinguish different visualization methods – 
how a system represents information on the User Interface? Which subset of mixed reality a 
system uses is dependent on whether the primary world being illustrated is predominantly  
real or predominantly virtual [53]. 
 
Fig. 6 Mixed Reality scale. Figure taken from [53]. 
2.3.1.1. Augmented Reality 
The Augmented Reality focuses on enhancing the viewing of a real environment (the real 
environment can be viewed through eyes directly or video captured from cameras) by 
overlying extra information on it. The aim is to present relevant information during viewing, 
to enable viewers have a better understanding of the content that they are watching. A 
simple example is televised sports, a clock and a scoreboard overlay on live video. According 
to [54], Augmented Reality enhances viewer perception and interaction with the real world. 
Additional information superimposed on real video allows viewers to receive sets of 
information from an integrated display window. The information conveyed by the virtual 
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objects can assist viewers in performing real world tasks as well. This technology also has the 
benefit of improving task-related intuitiveness, which makes it more efficient to train 
operators [12]. 
2.3.1.2. Augmented Virtuality 
Augmented Virtuality is another form of mixed reality that refers to a virtual environment. In 
Augmented Virtuality applications, the virtual environment is enhanced or augmented by 
the inclusion of real world images or sensations. Augmented Virtuality differs from virtual 
reality due to the inclusion of real-world images, and it differs from Augmented Reality 
because the basis of Augmented Virtuality is a virtual environment, as opposed to the real 
world in Augmented Reality [15].  
2.3.2. Applications 
Mixed Reality technology has been applied in diverse applications, from daily life to 
professional fields. Samples will be provided in the following subsections. 
2.3.2.1. Daily Life 
Google Glass is a good example to demonstrate how the Augmented Reality technology can 
benefit daily life. As Fig. 7 demonstrated below, useful information can be projected on 
users’ glasses; so they can read it directly without checking their mobile phones. This 
approach can help them to save time. 
 
Fig. 7 Google Glass demo in daily life. Figure taken from [55]. 
2.3.2.2. Medical 
Mixed Reality can also be applied as a visualization and training aid for surgeries. Fig. 8 is 
another example of Google Glass. Patient status was projected on the doctor’s glasses. The 
doctor can monitor it directly and in real time. In a traditional condition, a surgeon may need 
to turn around to read pertinent information on a device; or be informed by an assistant. 
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These processes can be a distraction for the surgeon who needs to concentrate on the 
surgery. Furthermore, Fig. 9 demonstrates how virtual reality and haptic feedback can work 
together in order to provide a simulation environment for dentists. 
 
Fig. 8 Google Glass demo in surgery. Figure taken from [56]. 
 
Fig. 9 Demonstrations of how to use virtual reality and haptic feedback to train a dentist. Figure taken from 
[57]. 
2.3.2.3. Manufacturing and Repair 
Augmented Reality can be also applied to tasks like assembly, maintenance, and repair of 
complex machinery. Compared to manuals with text and pictures, instructions can be 
represented as 3-D drawings overlaid upon the actual equipment, displaying step-by-step 
what needs to be done and how to do it [54]. Fig. 10 is an example that illustrates how the 
augmented reality technology can guide people to assemble machines. The yellow object is 
a virtual one which corresponds to the actual C-type component held by the operator. The 
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virtual object was displayed in the correct position to show where the actual component 
needs to be installed. 
 
Fig. 10 Augmented Reality applied in the manual assembly work. Figure taken from [58].  
2.3.2.4. Education 
With the ability of annotating objects and environment information, Mixed Reality is a 
valuable tool in the education area. One example is to use AR technology to enrich text 
books. Text and pictures in conventional books can be represented as 3-D models or 
animated video clips in an AR-enabled book (Fig. 11). These kind of books are not only 
attractive, but also enables kids to interact with 3-D content [59-61]. VR technology also can 
be utilized to create virtual environments of historical heritage, tourist attractions, or even 
important events. It can overcome the limitation of space, allowing people from worldwide 
to virtually visit the content with an immersive experience [62]. The virtual experience also 
promotes people to visit the real site [63]. 
 
Fig. 11 An AR-enabled book was used for demonstrating the Earth’s magnetic field. Figure taken from [59]. 
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2.3.2.5. Entertainment 
Mixed Reality technology is good for games as well. AR-enabled video games usually use the 
real world as the display background, and players can interact with virtual models which are 
superimposed on the video background. AR technology provides a new gaming experience 
and significantly increases presence, meaning gamers will have more perception that they 
are immersed in the gaming environment. Fig. 12 illustrates a demo of how to use the 
Microsoft Hololens to play Minecraft. In the user’s perspective, the Minecraft world is 
properly projected in the sitting room considering the position of existing real objects.  
 
Fig. 12 Microsoft Hololens Demo. Figure taken from [64]. 
Fig. 13 shows the Virtuix Omni which is a virtual reality interface. It allows users to use 
natural moving actions (walking, running, jumping) to control the movement of a character 
in their video games. If working together with a motion tracking enabled HMD like Oculus 
Rift, they can provide an ultimate immersive gaming experience [65, 66]. 
 
Fig. 13 Virtuix Omni demonstrations. Figure taken from [66]. 
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2.3.2.6. Mobile Robotic Tele-navigation 
When it comes to mobile robotic tele-navigation, AR technology is a very efficient method 
for sensor fusion and status information delivery [12]. Different sets of data can be displayed 
in an integrated window frame using an AR approach, which would overcome the 
disadvantages of conventional methods that display information on separate windows. The 
image below illustrates an Augmented Reality Interface that is applied in a robotic tele-
navigation system. The top left image is the video obtained from an on-board camera. The 
bottom left image is the proximity walls, which represent the range data from a laser 
scanner. Different colours refer to diverse range information (red means the distance is 
close and green means the distance is far). The right image is the result of the AR view: 
Virtual proximity walls were superimposed on the live video and aligned with corresponding 
real objects.  
 
Fig. 14 Augmented Reality UI for robotic tele-navigation. Figure taken from [12]. 
Fig. 15 demonstrates an Augmented Virtuality user interface designed for robotic tele-
navigation. Top left is the video feed obtained from an on-board camera. Top right is a 2-D 
cost map which can be generated based on a simultaneous localization and mapping (SLAM) 
algorithm. Bottom is the Augmented Virtuality view. A 3-D virtual environment was created 
based on the 2-D cost map; the live video was shown in front of a CG mobile robot. 
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Fig. 15 Augmented Virtuality UI for robotic tele-navigation. Figure taken from [15]. 
2.3.3. Challenges 
In Augmented Reality, the existing problem is how to improve the accuracy of the alignment 
and its reliability. The virtual objects should be displayed in the correct position with 
acceptable errors, and this process needs to be guaranteed all the time. Otherwise, tiny 
misalignments would result in critical problems, especially in medical applications and other 
situations that require very precise operation. 
For Augmented Virtuality, the challenge is how to use the raw data to generate 3-D models 
that can satisfy the requirements. As the dominant element in an AV case is the simulated 
environment, it has to be correctly reflecting the condition of the real environment. 
2.4. Range Sensors 
Range sensors are essential components for both automatic and manually controlled mobile 
robots. Robots need them to understand the remote environment. SLAM and collision 
avoidance algorithms also rely on range sensors to measure distances to objects. General 
range sensors include ultrasonic sensors, laser rangefinders, and infra-red sensors. 
2.4.1. Ultrasonic sensor (sonar) 
People imitate biological characteristics of animals in nature and invented the sonar system. 
However, animals like bats and dolphins use frequency modulation – Doppler, that is much 
more sophisticated than the time-of-flight (TOF) method discussed here [67]. Ultrasonic 
sensors have two types: active sensor and passive sensor. In robotic tele-navigation cases, 
active sensors are widely deployed. The active ultrasonic sensor operates by emitting an 
ultra-sound pulse and measures the time it took the sound to return.  
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2.4.1.1. Advantages 
 They can be used in underwater and other poor lighting conditions. 
 Instead of sending out a ray, the area of an ultrasonic pulse is a cone with an 
opening angle [68, 69]. Thus, ultrasonic sensors have the ability to detect small 
obstacles without the requirement of directly hitting them with a ray. 
 Compared with other range sensors, ultrasonic sensors have a relatively lower cost 
[70]. 
2.4.1.2. Disadvantages 
 They are not suitable to work in an environment which has many sound absorbing 
obstacles. 
 Ghost echoes issue. The effect of ghost echoes happens when the sound bounces off 
walls in a strange pattern, meaning the sound pulse cannot reflect directly on the 
receiver [71].  
 Crosstalk issue. The crosstalk issue may exist when multiple sonar sensors work 
simultaneously [72]. One ultrasonic sensor may interfere with its neighbours. In 
order to diminish the interfering, ultrasonic sensor in an array usually needs to work 
one by one. When one complete sending and receiving, the next one starts to work.  
 Wide beam angle. Due to the emitted sound beam has about 30 degrees or wider 
angle, an open space in front of a mobile robot may be ignored if a side wall reflects 
some parts of the sound waves [72, 73].  
2.4.2. Laser range finder 
The laser range finder is a device which uses a laser beam to measure distances to objects. 
There are two methods to measure the distance to an object. 
 Time of flight. This mechanism is similar to how an ultrasonic sensor works. The 
difference is: instead of sending a sound wave, the laser rangefinder emits a laser 
pulse towards an object, then measures the time taken for the pulse to travel to the 
target and back. With the speed of light known and the measured time taken, the 
distance to an object can be calculated. Due to the speed of light being very fast, this 
approach requires sophisticated sub-nanosecond timing circuitry to do accurate 
measurement [74]. 
 Multiple frequency phase-shifts. Instead of measuring the time of flight, this 
approach measures the phase difference of the reflected wave to calculate the 
distance [75, 76]. Actually, this method measures the phase difference of the signal 
that coded on the laser beam rather than the laser beam itself. 
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Based on how many dimensions a laser rangefinder can handle, they can be categorized as 
three groups. 
 One-dimensional laser range finder. This type of laser range finders can only 
measure the distance to a single point per time. It can be embedded into a portable 
tele-scope, or a more sophisticated one used to measure the distance between 
earth and moon.  
 Two-dimensional (2-D) laser range finder. Compared with the first one, this type of 
laser range finder has a mirror component which used to change the direction of the 
laser pulse. The laser pulse is emitted to the quickly rotating mirror and being 
directed to an environment (Fig. 16). The calculation is still based on the 
measurement of the reflected laser pulse [77]. With the help of the rotatable mirror, 
2-D laser range finders can scan a line and are able to detect the 2-D layout of an 
object. 
 Three-dimensional (3-D) laser range finder. 3D laser range finders have an extra 
rotatable component. It enables the rotation of the device that is vertical to the 
rotating surface of the mirror. Thus, two rotational movements enable the laser 
beam can emit to nearly all directions. With this feature, 3-D laser range finders can 
provide 3-D elevation maps of a terrain, the 3-D layout of objects and robust 
collision avoidance, which applied to self-driving car [78-80]. 
 
Fig. 16 Illustrations of the working principle of a 2-D laser range finder. 
2.4.2.1. Advantages  
 Accurate. Laser measuring methods can provide higher accuracy than other 
approaches discussed in this chapter [12, 81, 82]. The accuracy can even go down to 
millimetres. 
 Long range distance. Laser measuring method can also measure longer range 
distance than others’ [82]. For example, a dedicated laser range finder can be used 
to measure the distance from earth to moon [83].  
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 High angular resolution. A common 2-D laser range finder usually supports scanning 
up to 180 degrees [82, 84]. In terms of 3-D laser range finders, they can scan a 
panoramic area.    
2.4.2.2. Disadvantages 
 Expensive. A normal laser rangefinder usually cost more than other measuring 
devices [70, 73]. 
 Relatively not compact. Compared with ultrasonic sensors and infrared sensors, the 
size and weight of a laser range finder are relatively large. It is not suitable to be 
deployed on a mini robot [85]. 
 Planar working surface. The working surface of a general 2-D laser rangefinder is a 
flat surface, means objects which are not in that surface are invisible to the sensor 
[72, 81].  
 It is not suitable to work in an environment with many mirrors, glass doors, or other 
objects which can totally reflect the light [72]. 
2.4.3. Infra-red (IR) sensor 
The most popular IR sensors in mobile robotics are the SHARP IR sensors [73, 86]. Instead of 
calculating the time-of-flight of the light, SHARP IR sensors use triangulation to determine 
the distance. As illustrated in Fig. 17, the distance between the emitter and receiver is 
known. If the emitted light pulse hit an object and reflected to the receiver, a triangle is 
formed between the point of reflection, the emitter, and the receiver. Based on 
triangulation algorithm, the distance can be computed. The larger the angle, the longer the 
distance from the object [73, 87, 88].  
 
Fig. 17 Working principle of the Sharp IR sensor. Figure taken from [89]. 
The limitation of IR sensors includes a relatively short range distance and they are 
susceptible to ambient light [70, 87, 90]. For example, they are not suitable to work 
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outdoors with sunlight, or indoor environment with many dark and flat objects. Sunlight 
disturbs the IR receiver. Dark and flat objects can absorb the emitted IR light. These factors 
can seriously affect the sensor’s accuracy. 
2.5. Network Transmission 
The network is one of the three important components in a robotic tele-operation system. It 
is responsible to exchange data between the local system and the remote system. Several 
wireless technologies are available that are qualified for the job, including Wi-Fi, Bluetooth, 
ZigBee, and mobile broadband.  
2.5.1. Wi-Fi 
The local Wi-Fi network has a mid-range transmission distance. If the local and remote 
systems can access the Internet, the distance between them is not an issue anymore. 
Generally a Wi-Fi network is easy to configure and compatible with the majority of terminal 
control devices. A Wi-Fi also supports enough bandwidth to transmit a live video [91]. The 
limitation of utilizing Wi-Fi is that the signal can be weakened by many objects, such as walls 
and doors. Thus, this method is not suitable for applications that need to work in a closed 
and unstructured environment [92, 93]. 
2.5.2. Bluetooth 
Bluetooth devices have been extensively used in consumer electronics. They have the 
advantages of compact size, low price, and low power consumption [94-96]. The limitations 
of Bluetooth devices include: 1). The average transmission distance is relatively short. 2). 
Signal strength is also susceptible to obstacles. 3). The connection among Bluetooth devices 
is based on star network topology. Once the host device is off-line, the other paired devices 
will get disconnected. 4). The bandwidth is not enough for smooth video transmission [97, 
98]. 
2.5.3. ZigBee 
ZigBee has many similar characteristics as the Bluetooth technology. It also has compact size, 
low cost, and power savings [99]. The differences are as follows: 1). Its range distance is 
longer. 2). It is built on mesh network topology, and is easily configured to organise a 
network group. Within that group, ZigBee provides multiple pathways from peer to peer. A 
single point of failure will not break down the entire network. However, the disadvantages 
are low bandwidth and poor compatibility among different manufacturers’ devices [100-
103].  
2.5.4. Mobile broadband 
Mobile broadband means the way mobile phones connect to the Internet. The bandwidth is 
adequate for video transmission. The working range depends on the signal coverage. Usually 
it is good and relatively further than other wireless technologies. The downside of 
implementing mobile broadband includes: 1). Both the module device and data transmission 
cost. 2). Compared with Wi-Fi and Bluetooth solutions, the configuration is relatively 
complex [104-106]. 
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2.6. Summary 
This chapter briefly describes some technologies that are essential and beneficial for mobile 
robotic tele-navigation. These technologies include Haptic Feedback, Stereo Viewing, Mixed 
Reality, Range Sensors, and Network Transmission. Among them, haptic feedback is 
considered as a control method implemented in the local system. Stereo viewing is designed 
to improve the user experience of the local system. It requires a 3-D camera mounted on the 
remote mobile platform to provide video feed. Mixed reality can be applied to represent 
information in an integrated format, in order to enhance the accessibility and efficiency of 
the graphic user interface. Network transmission is the data exchange bridge between the 
local and remote systems. Range sensors usually installed on the remote system to obtain 
distance information to obstacles. All these components need to work properly to deliver an 
intuitive and efficient tele-operating experience. 
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Chapter 3 STATE OF THE ART 
The focus of this PhD is on haptic and visual feedback on mobile robot tele-navigation. In 
order to address this subject area, it is decided to look at current research on robotic tele-
navigation and tele-manipulation. A wide variety of articles are reviewed in order to gain 
insight on general problems related to the subject.  
The research includes papers that contemplate the use of haptic feedback, those that 
discuss and propose visual feedback, and those that present examples of cooperation 
between visual feedback and haptic feedback. This research strategy is deemed relevant 
because visual feedback is always proposed when a tele-navigation system provides haptic 
feedback.  
The research is conducted following a systematic review approach. The papers resulting 
from the proposed search are reviewed in their content and classified according to main 
characteristics. It is noted that the reviewed papers have different focuses, therefore after a 
general overview of all the retrieved papers, six papers are selected because deemed most 
representative according to the PhD objectives. 
The sections below carefully present an analysis of the selected papers. The final section of 
this chapter summarizes and contrasts the main features of the reviewed papers. The review 
of the state of the art represents a base for the proposed approach, which is introduced in 
detail in the next chapter. 
3.1. Haptic and Visual Feedback in Robot Tele-Operation 
 Addressing Haptic Feedback 
Among the papers that mainly address haptic feedback, the author found that many focus 
on the benefits of haptic feedback or 3-D visual feedback in remote surgery [6, 11, 49, 57, 
107-110]. Some others address the challenge related to how haptic feedback can be used to 
help visually impaired people [70, 111-116]. [70, 117-120] talks about how to identify the 
distance information to obstacles through haptic feedback. Applications of haptic feedback 
to robot navigation and a relevant comparison addressing human computer interaction (HCI) 
are studied in [20, 47, 121-137]. Using electro-tactile feedback to augment remote control 
experience is introduced in [138]. 
The work described in [139] focuses on the description of a evaluation method, which can be 
used to evaluate the haptic feedback control in tele-navigation applications. [8, 52] 
mentioned the influence of interaction between 3-D visual feedback and haptic feedback. [7, 
33, 34, 37-42, 48, 140, 141] concentrated on the discussion of how to employ haptic 
feedback in mobile robot tele-navigation tasks.  
The work presented in [34] proposes a 3-D virtual cone control approach and this is 
compared to the typical 2-D kinematic mapping method. The idea is to utilize the vertical 
workspace of the haptic device to indicate the current motion status. The method divides 
the device workspace into different dimensions for motion control and force feedback.  
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 Addressing Visual Feedback 
Among the papers that mainly focus on visual feedback, the author found that some 
compare the performance of different 3-D display technologies in tele-navigation tasks [43, 
142-145], while others analyse the influence of GUI design on the effectiveness of a tele-
navigation system [15, 16, 28, 146-151]. The works described in [152, 153] discuss the 
application of mobile robots in planetary exploration, while [9, 45] evaluate the 
performance of stereoscopic viewing paired with heading tracking in robot tele-navigation. 
The works presented in [5, 154] review the current situation with the development of 
mobile robotic tele-presence, while [26] introduce a hybrid user interface to enhance the 
control experience of a tele-presence robot. 
In terms of studies on advanced visual feedback rather than general 2-D video images, [31] 
proposed a user interface that combines stereoscopic viewing, AR visualization and data 
fusion. A 3-D webcam is utilized to provide the stereoscopic viewing. Depth information 
about remote environment is obtained from a 2-D laser rangefinder. Virtual graphic layers 
are generated based on the depth information. These layers are superimposed on 
corresponding real objects in the live video image. The virtual layer can be displayed as a 
proximity plane, ray casting, or just figure values. Different colours are used to represent 
associated distances. Considering the field of view of a normal 2-D webcam is narrow, which 
limits an operator’s understanding of the remote environment.  
The works in [29, 30] propose an idea that composes a virtual backward-tracking viewpoint. 
The virtual viewpoint consists of a live video frame in the centre, surrounded by virtual 
images which are generated from previously captured pictures. The pictures are captured 
and stored while the robot is moving. A CG robot is placed at the corresponding current 
position.  
[45] presented how to remotely control a RAPOSA robot with a HMD and gamepad. The 
HMD is able to record operator’s head movement (pitch and yaw). Motion data are 
transmitted to the robot platform through a wireless connection. The head movement 
controls the robot’s rotation and the pitch of a 3-D webcam. The game pad is utilized to 
control the linear movement of the mobile robot. Compared with a conventional 2-D GUI, 
the experimental results show that controlling with a HMD improved the depth perception, 
situational awareness, and reduced the navigation time. 
 Addressing both Haptic and Visual Feedback 
Some papers discuss both haptic and visual feedback. In [8] some elements that may affect 
tele-presence and performance in robot tele-navigation are described. These elements 
include haptic feedback, stereoscopic viewing, and video resolution. The experimental 
results show that haptic feedback may significantly improve both task performance and user 
sense of presence. Haptic feedback appears effective on user-felt presence regardless of the 
video resolution. This also represents the highest contributing factor to the improvement of 
performance and presence. The stereoscopic viewing is shown as effective only when no 
force feedback control was applied.  
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Research works related to tele-operation of unmanned aerial vehicles (UAV) that involve 
haptic feedback control, stereoscopic viewing and immersive viewing (HMD) are presented 
in [155, 156]. 
Distinct from utilizing a conventional haptic device which requires mechanical linkages and 
actuators, [138] demonstrates how to use a data glove with electro-tactile feedback to    
provide environmental conditions to an operator. Obstacle information is converted to a 
mild electric current to stimulate an operator’s skin.  
The work in [48] studies how to use vibration patterns to represent obstacle information. 
Two vibration motors are installed on the bottom of a joystick controller to generate 
vibrations. Which vibration pattern will be generated depends on the measured distance 
and the robot velocity. Each pattern represents a situation. Operators can understand the 
remote situation through distinguishing the vibration patterns. 
Out of the many reviewed papers, six representative publications are selected. The selection 
is made by looking at the papers that address haptic feedback and they thoroughly discuss 
the proposed approach within a high-quality publications. These publications are believed to 
represent a solid base from where to develop and compare the proposed approach.   
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3.2. A user study of command strategies for mobile robot 
teleoperation [37] 
Summary 
This article investigates the motion control strategy of utilizing haptic feedback in tele-
operation. Three motion control strategies are discussed. Two experiments are carried out 
to evaluate each strategy’s performance. Navigation time and motion accuracy are 
considered as two quantitative variables in the experiments. 
The three motion control strategies include: position-speed strategy, position-position 
strategy, and their proposed combination of the previous two.  
The position-speed strategy means the velocities (both linear and angular) of the robot are 
corresponding to the logical position (displacement) of the haptic device; the further 
displacement the probe has the greater velocity the robot will get. This strategy has been 
extensively used in mobile robotic systems which involve haptic feedback control [37]. The 
advantage of this strategy includes: the operator can stop the robot and keep zero velocity 
easily; it also enables the operator to adjust the robot’s velocities.  
The position-position strategy means that the displacement of the haptic device determined 
the movement distance of the mobile robot. Because popular haptic feedback devices have 
a limited workspace, when operate with the position-position strategy, operators are 
required to reset the position of the probe frequently in order to achieve continuous 
movement. As a result, this strategy is rarely implemented alone in the studies. However, 
the advantage of the position-position strategy is its ability to accurate control. Compared 
with the position-speed approach, the position-position strategy allows operators to move 
the robot to a desired location easily.  
In addition to the two control strategies, the paper also proposes a combined command 
strategy, which enables operators to switch between position and speed modes according to 
the situation. 
A mono webcam is utilized to provide the video stream. Sensor information is shown as text 
format on a user interface. In terms of haptic feedback method, the system provides two 
force effects. One is the initial force Finit which helps an operator to return the haptic probe 
to its original position; and the other is the environmental force Fe, which informs an 
operator the distance information between the robot and surrounding obstacles. The 
magnitude of Fe is inversely proportional to the measured distance, and the force feedback 
gain is a constant. This paper does not mention how the force direction is derived.  
Two experiments were conducted in this paper to evaluate the three motion control 
strategies. The first experiment was to position a mobile robot after moving six meters. The 
second experiment was to remote control a mobile robot in a more complex environment. 
Within each experiment, this paper compared among three control strategies with and 
without haptic feedback condition. The navigation time and motion accuracy were 
considered as the two quantitative variables. The experimental results showed that:  
  
33 
 
 Haptic feedback was useful for the position-speed strategy. However, it had a 
negative effect on the position-position method. 
 Operators using the position-speed command strategy took on average the shortest 
time to complete a test; with the position-position command strategy, they spent on 
average the longest time to finish a trial; the combination mode was in the middle 
position. 
 As for the positioning accuracy, driving with the speed control mode got the 
maximum errors in both haptic feedback conditions; the best accuracy was achieved 
in both the position-position strategy and the combined control method without the 
help of haptic feedback.  
In brief, the position-speed control strategy showed the shortest navigation time while the 
position-position command mode showed a better performance on accuracy. Furthermore, 
the combined command method achieved the best on the productivity and accuracy 
tradeoff. The haptic feedback effect was useful for the speed command strategy, but it had a 
negative effect while working with the position-position strategy. 
Characteristics 
 Three main motion control strategies which based on haptic feedback are discussed. 
 Monocular vision and text representation are utilized as visual feedback. 
 It only has the environmental force effect to prevent collision. The force magnitude 
is inversely proportional to the measured distance, and it can be regarded as the 
spring-damper model.  
 The force feedback gain is a constant, and the force direction is not mentioned. 
Comparison 
The differences between the system described above and the one proposed in this thesis 
include: 
(1) The proposed gain of the environmental force feedback varies from measured 
distances. It has three values to represent three obstacle conditions: far, middle, and 
close. The other factor in the force calculation is not associated with the measured 
distance, but with the displacement of the haptic probe’s coordinate. 
(2) In addition to the environmental force effect, the proposed method also introduced 
the contact force effect to provide operators the touch sensation. 
The work in [37] focuses on the comparison among motion control strategies. This thesis 
concentrates on the improvement of haptic feedback control, and how it can work better 
together with visual feedback, including mono and stereo. 
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3.3. A Preliminary Experimental Study on Haptic Teleoperation of 
Mobile Robot with Variable Force Feedback Gain [38] 
Summary 
This paper proposes a way of using variable force feedback gains to calculate the force 
magnitude in tele-operation tasks. A 3-D webcam is utilized as the source of visual feedback. 
Three experiments are carried out to evaluate the proposed method, and to compare with 
the constant gain. One is taken in a simulator, and the other two are conducted in a real 
environment. 
According to [38], conventional force calculating approaches use constant force feedback 
gain. The calculation depends on the multiply of a constant gain and the measured distance. 
The closer to an obstacle, the stronger force feedback will be. This kind of method neglects 
situations in which a robot needs to approach to some objects, for example, when a robot 
moves within narrow spaces. Even the operator has realized that collision may happen and 
slows down the velocity; force feedback may still stronger than the operator’s prediction 
and modify the input command; as a result, the mobile robot cannot follow the operator’s 
instruction.  
Considering the limitation of conventional methods, [38] proposes an approach by applying 
a variable gain in the force calculation. The variable gain is determined by the proximity to 
obstacles and the robot velocity. If the robot and obstacle move away from each other, a 
minimum gain will be applied. If the robot and obstacle approach each other and with a high 
velocity (greater than a threshold), a maximum gain will be generated. If the robot and 
obstacle approach each other but with a velocity less than a threshold, the force feedback 
gain will be proportional to the measured distance. 
Three experiments were conducted to evaluate the proposed method. The first experiment 
was taken in a simulator. Operators were asked to remote control a virtual mobile robot 
towards an obstacle which was placed 3.5 meters away. During this experiment, force 
feedback with a constant gain and a variable gain were compared. The results showed that 
with a constant gain, a strong force feedback would be generated when the robot 
approached to any obstacle. Although it enabled safe driving, it was difficult for an operator 
to perform accurate motion control, such as moving closer to an object. 
The second experiment was carried out in a real environment with a real mobile robot 
(Pioneer 3DX). Operators were asked to tele-operate the robot through a narrow corridor 
without collisions. A 2-D webcam was employed to provide visual feedback. Measured 
distances were obtained from sonar sensors. Navigation time, collision number, and 
trajectories of the robot were recorded as quantitative variables. The aim also focused on 
the comparison between two kinds of force feedback gains. The results indicated that: with 
the help of haptic feedback, there was no conflict under both conditions. In terms of the 
navigational time, driving with the variable gain performs faster on average than the 
constant one. However, this paper did not mention whether there is a statistically significant 
difference between the two results. As for the trajectories, the results of applying the 
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variable gain were neater and similar to each other; while trajectories of the conventional 
constant method were messy and chaotic. 
The third experiment was about object manipulation in a narrow space. Operators were 
asked to remote control a mobile robot to push an object to a desired position within a 
limited time (60s). Navigation time and positioning errors were measured as quantitative 
variables. Two on-board webcams were available to provide a general view and a close view 
of the manipulated object. Experimental results addressed that driving with the variable gain 
was more accurate than the conventional approach. While driving with the variable method, 
operators felt small force feedback when the robot’s velocity was slow. In the same velocity 
condition with constant gain, the generated force was too strong to distort the operator’s 
desired input, and degraded the accuracy of the positioning. 
Characteristics 
 The variable force feedback gain is used. The value depends on the measured 
distance and robot’s relative velocity.  
 Only environmental force feedback (spring-damper model) is available.  
 Only 2-D visual feedback is provided. 
 Sonar sensors are used as the range sensor. 
Comparison 
Compared with [38], the proposed method in this thesis also investigates the variable gain. 
Although its value is associated with the measured distance, it only has three available 
values which represent three obstacle conditions: far, middle, and close. In [38], the variable 
gain has a minimum value, a maximum value, and the intermediate value is proportional to 
the measured distance. During the intermediate condition, force feedback gain changes 
continuously. That may result in an unpredictable force magnitude which is not good to 
estimate the distance to obstacles. Furthermore, the other independent variable in the 
proposed method is linked to the displacement of the haptic probe’s coordinate, rather than 
the measured distance used in [38]. In addition to the environmental force feedback, this 
thesis also introduces a new use of the contact force for robot tele-navigation. The 
performance of the proposed haptic feedback working with stereoscopic viewing is further 
investigated. 
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3.4. Haptic Control of a Mobile Robot: A User Study [39] 
Summary 
This paper investigates haptic feedback control in robot tele-navigation tasks. It explains 
how to use a haptic feedback device to achieve motion control, and represent the distance 
through force feedback. Two force effects are discussed: environmental force and collision-
preventing force. The experiment is conducted in a virtual environment to evaluate the 
proposed approach. 
Similar to other haptic feedback systems, the method described in this paper uses the 
position-speed mode as the motion control strategy. This strategy matches the displacement 
of the haptic probe (obtained by projecting the haptic probe’s location to a horizontal plane) 
to the linear and angular velocities of the robot. 
[39] addresses two force feedback effects, the first one is the environmental force, and the 
second one is the collision-preventing force. The environmental force mainly informs an 
operator the proximity to obstacles. When calculating the force vector, only relevant 
obstacles are considered. For example, when the robot moves forward, only the obstacles in 
front of the robot are considered. Obstacles that locate in the direction opposite to the 
movement of the robot are ignored. This improves the relevance of the force effect. Another 
characteristic is that, instead of rendering the average or sum of forces from all measured 
distances, only the maximum force is rendered. The magnitude of the maximum force 
feedback can be used to represent the distance to the closest obstacle. The motivation is 
that the average or the sum rendering methods, make it difficult for operators to recognize 
the differences in the distances between the robot and obstacles [39]. In terms of the 
magnitude calculation, the algorithm can be simplified as: 
𝐹𝑥 = 𝑘 × 𝑓(𝑑) × 𝑥 
𝐹𝑧 = 𝑘 × 𝑓(𝑑) × 𝑧 
Fx, Fz denote the force components on the x-axis and z-axis of the haptic device. A constant 
force feedback gain (k) is used and its value is determined empirically. ‘d’ represents a 
measured distance. f(d) is a function which returns the maximum value after the calculation  
of all relevant measured distances. The force magnitude is linearly proportional to the 
measured distance. As for the force direction, because a laser rangefinder is used and each 
scanned point is regarded as an obstacle, the force direction is from the scanned point 
(which results in the maximum force magnitude) to the centre of the robot. Different from 
most other methods, in this paper, the force magnitude is also proportional to the 
displacement of the haptic device. The ‘x’ and ‘z’ in equations denote the logical positions of 
the haptic probe.  
According to the explanation, the environmental force slows down the robot when the robot 
is moving to obstacles. Depending on this force effect only cannot guarantee collision-free 
navigation. Thus, this paper proposes the collision-preventing force effect to provide that. 
The difference between the environmental force and the collision free force is the 
proportionate rate to the measured distance. The collision-preventing force is more 
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susceptible to the measured distance. When the collision-preventing force is activated, same 
measured distance may generate stronger collision-preventing force than the environmental 
force. However, the paper mentions that the final rendered force effect is given in the 
function which returned the largest value. 
One experiment was conducted in a virtual environment to evaluate the proposed methods. 
Three force feedback conditions were compared during the experiment, including no force 
feedback condition, environmental force only, and using both the environment and the 
collision-preventing forces. During the experiment, the following factors were measured as 
dependent variables, including Navigation time, Collision numbers, Average velocity, and the 
minimum distance between the robot and surrounding obstacles. 
The experimental results indicated that: compared with no force feedback condition, haptic 
feedback significantly reduced the collisions and increased the minimum distance to 
obstacles. In the meantime, haptic feedback control did not significantly increase the 
navigation time. However, there was no obvious difference between the condition of 
utilizing the environment force only and both force feedback effects. 
Characteristics 
 Both the environmental and collision-preventing forces are based on the spring-
damper model. The difference between them is the sensitivity to the measured 
distance. 
 The force magnitude is linearly proportional to the measured distance. 
 The force rendering algorithm considers the displacement of the haptic probe’s 
coordinate. 
 When calculating the force vector, only relevant obstacles which are located on the 
moving direction of the robot are considered. 
 The force direction is multi-directional and is opposite to the obstacle which results 
in the maximum force magnitude. 
Comparison 
Compared with the method proposed in this thesis, two approaches have the identical 
motion control strategy. Both methods neglect the obstacles that are irrelevant, and have 
considered the displacement of the haptic probe while calculating the force magnitude. 
There are three major differences: the first one is the range sensor used to obtain the 
measured distances; the second one is the environmental force feedback gain; and the last 
one is the collision-preventing force. The system described in [39] utilizes a laser rangefinder 
as its main range sensor, while the system proposed in this thesis relies on ultrasonic sensors. 
The proposed force effect in this thesis generates impulse like force feedback, rather than 
the one mentioned in [39] which is linearly proportional to the measured distance. In terms 
of the force rendering algorithm, the system in [39] has two force effects and they are all 
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based on the spring-damper model. As a comparison, the system described in this thesis has 
an environmental force effect (spring-damper model) and a contact force effect.  
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3.5. Remote Control of an Assistive Robot using Force Feedback [40] 
Summary 
In this paper, the position-speed strategy is utilized to control the motion of a mobile robot. 
A spring-damper model based environmental force effect is proposed, to provide operators 
the obstacle information through haptic feedback. The initial force is implemented to return 
the haptic probe to its origin (dead zone). An experiment with three simple configurations 
was conducted to evaluate their force feedback method.  
The position-speed motion control strategy is similar to others and also similar to the one 
implemented in this thesis. The displacement of the logical position of the haptic probe is 
translated into the linear and angular velocities of the robot.  
The algorithm of the environmental force proposed in [40] can be simplified as: 
𝐹 =  ∆𝑘 × 𝑑 
Which ∆k denotes the stiffness coefficient, and d represents the measured distance. There 
are two thresholds to determine the k. The two thresholds indicate two distances to an 
obstacle. One is closer than the other, and is corresponding to a larger k. Thus the k 
(stiffness coefficient or force feedback gain) has two possible values; and the force 
magnitude is linearly proportional to the measured distance. The final force effect is 
rendered by the sum of all components calculated from each sonar reading. Meanwhile, the 
direction of the final force feedback may not opposite to the closest obstacle. In addition to 
haptic feedback, this paper also investigates the technique of time delays in compensation. 
As it is not the focus of this thesis, there is no need to describe the details. 
The method proposed in [40] was evaluated under three simple environment configurations, 
including moving towards a plain wall, turning around a corner, and passing through two 
obstacles. Four force feedback conditions were compared during the experiment. They were 
No Force feedback (NF), Force feedback without Delay (ND), Force feedback with delay but 
no correction (DNC), and Force feedback with Delay Correction (DC). The test mobile robot 
was Lina which has a cylinder body with two driving wheels. It is equipped with 12 ultrasonic 
sensors. However, during the experiment only the front seven sonars were enabled. A pan-
tilt camera was utilized to provide visual feedback. Three factors were considered as 
quantitative variables: the navigation time, the variation of the force generated, and the 
variation of users’ input.  
Maybe due to the simple configurations of the environment, the results did not show any 
statistically significant differences among four conditions on the first two quantitative 
variables. The benefits of using force feedback were not obvious when performing in a short 
distance task and with fewer obstacles. However, considering the variation of operators’ 
input, NF condition was significantly different from other force enabled conditions. Among 
force feedback conditions, the ND was significantly different from the DNC. Trajectories of 
operators’ input illustrated that force feedback and delay compensation helped operators to 
smoothly control the robot. On the contrary, operators’ input in NF and DNC conditions 
were jerkier. 
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Characteristics  
 The force effect is based on the spring-damper model. The force magnitude is 
linearly proportional to the measured distance. 
 The force feedback gain varies from the measured distance. Two possible values are 
available. 
 The final force is rendered based on the sum of all force vectors calculated from 
each ultrasonic sensor. 
 A pan-title camera is utilized to provide 2-D visual feedback. 
Comparison 
The similarities between [40] and the one proposed in this thesis include: both methods rely 
on the ultrasonic sensor to provide measured distances for the force calculation. Both 
methods have a variable force feedback gain, which is linked to the measured distance. The 
differences between two approaches include: the environmental force proposed in this 
thesis is proportional to the displacement of the haptic probe’s coordinate rather than the 
distance to an obstacle. In addition to the environmental force feedback, this thesis also 
describes a new use of the contact force effect on robotic tele-navigation. The contact force 
effect not only allows an operator to be aware of surrounding obstacles, but also enables 
him/her to “touch” a virtual reference which is corresponding to the real obstacle. 
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3.6. Experimental Analysis of Mobile-Robot Teleoperation via 
Shared Impedance Control [7] 
Summary 
This paper investigates some elements that may affect the performance of tele-operation 
tasks, including time delay, information representation, camera viewpoints, and force 
feedback control. Experiments have been made in a real environment and a corresponding 
virtual environment simultaneously. The contribution is to provide constructive suggestions 
for user interface designers who are interested in the robot tele-operation system. 
For the first element, the paper wants to find out how the time delay variation may affect 
the performance of trained and untrained operators. Will trained operators still perform 
better than untrained ones? The second element, information representation, focuses on 
the discussion of “whether the more modality feedbacks, the better?” These feedbacks 
include a normal live video streaming, another visual feedback of the virtual environment, 
and haptic feedback. Thirdly, the paper compares the effects of two camera viewpoints, 
including overhead and pilot’s views. The overhead viewpoint is prevalent among other 
approaches. The experiment studies whether the overhead viewpoint can always provide 
better performance. Finally, haptic feedback control is evaluated; and a comparison is 
demonstrated between the spring-damper model based effect and the proposed fuzzy-type 
model. 
A joystick is chosen as the haptic feedback device. Position-speed control strategy is utilized 
to translate the displacement of the joystick to robot velocities. For each sensor, the force 
vector is calculated on the basis of the spring-damper model. The force magnitude is 
proportionate to the measured distance. The final force effect is the sum result of all branch 
force components. 
As the conventional spring-damper model has many limitations, such as it disturbs an 
operator input, and the feeling is not natural; [7] proposes a fuzzy-type based force feedback 
method. In the fuzzy controller, the measured distance and the derivative of the measured 
distance are invoked as input functions. The magnitude of the repulsive force is the output 
function. The function of the measured distance has three membership degrees: S (small), M 
(medium), and L (large). The function of the derivative of the measured distance has three 
membership degrees as well, including N (negative), Z (zero), and P (positive). In terms of the 
output function (repulsive force), its membership degree consists of Z (zero), S (small), M 
(medium), and L (large). Both triangular-trapezoidal and Gaussian membership functions are 
utilized while turning the fuzzy system. The visualization of the improved fuzzy output 
surface shows much smoother changing rate compared with the original one.  
During the experiments, the robot’s path was recorded to compare with the optimal path 
which can be calculated by the Dijkstra’s method. Furthermore, the navigation time, the 
number of collisions, and the average speed were considered as the quantitative variables. 
To evaluate the effect of time-delay on trained and untrained operators, operators were 
asked to remote control a virtual robot to complete a circular path. The simulated time delay 
was implemented during this experiment. To compare the effects of camera viewpoint, 
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operators were asked to drive a simulated robot to complete a path with two different 
camera viewpoints. One was the top-view or birds-eye view which the environment looks 
like a 2-D map. Another viewpoint (pilot’s view) was a little higher and behind the robot. This 
viewpoint was employed in various racing games. In the final experiment, a comparison of 
the performance between the proposed fuzzy method and the conventional spring-damper 
model was done. Operators were asked to tele-operate a robot to complete a collision 
avoidance task. They tried two force feedback methods separately without being informed 
of the type of method. 
The experimental results include: 
 In low time delay (<300ms) conditions, trained operators showed better 
performance than untrained operators. However, signiﬁcant time delay (>500ms) 
would affect the performance of trained operators more adversely than that of 
untrained operators. 
 Both quantitative and qualitative variables indicated that driving with the pilot’s 
viewpoint performed better than the top-view.  
 The force feedback control has a signiﬁcant impact on the obstacle avoidance in 
robotic tele-operation. The result suggested using a fuzzy method instead of the 
conventional linear spring-damper based technique. 
Characteristics 
 A fuzzy based environmental force feedback is proposed. 
 A joystick with 2 DOF is employed as the force feedback device. 
 Measured distances are obtained from IR sensors. 
 Live video is provided through a 2-D webcam. 
Comparison 
Actually the fuzzy force feedback can be considered as a spring-damper force model with 
non-linear gains; the gain varies with the measured distance according to the fuzzy rules. 
The force feedback gain proposed in this thesis has three constant values which represent 
three distance conditions: far, middle, and close. This step-forward stimuli are expected to 
be easier to distinguish than the continuously changing type. The aim is to enable operators 
to establish a connection between each force level and its associated distance reference. 
Furthermore, the proposed method in this thesis also considers the position of the haptic 
probe. The idea is that when the environmental force is activated, the further the haptic 
probe moves away from the dead zone, the stronger force feedback should be generated. 
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3.7. Self-Organizing Fuzzy Haptic Teleoperation of Mobile Robot 
Using Sparse Sonar Data [41] 
Summary 
This paper presents an adaptive self-organizing mapping algorithm (SOFAMap) for the 
mobile robot teleoperation which involves haptic feedback control. The SOFAMap algorithm 
is intended to generate a live 2-D modelled environment. The model consists of base 
neurons, which are based on distances obtained from a rotational ultrasonic sensor, and 
adaptive neurons, which are generated according to a fuzzy neural network. The 
environment model is projected on the workspace of the haptic feedback device (Novint 
Falcon). Depends on the penetration of the haptic probe into the constructed SOFAMap 
structure, spring-damper based repulsive force is generated.  
In terms of the SOFAMap algorithm, basic neurons represent the very basic characteristics of 
the modelled environment. They are enough only when the mobile robot moves in a simple 
and structured environment. On the contrary, adaptive neurons are generated dynamically, 
and are inserted among basic neurons based on rules. The purpose is to present more detail 
about the environment. A fuzzy controller is designed to control the amount of adaptive 
neurons (the resolution of the map structure). The amount is associated with the robot 
velocity (both linear and angular) and time delay of the network. Basically, fast movement 
and bad network condition result less adaptive neurons (low resolution); slow movement 
and good network condition will generate more adaptive neurons (high resolution). The 
resolution of the map structure determines how much reality an operator can perceive 
through force feedback. 
The force magnitude is calculated on the basis of a sigmoidal function. The motivation is that 
this function can provide smoother output, and the control mechanism is simple. The 
equation is defined as: 
F =
1
1 + 𝑒(−𝑘(∆−𝜀)
 
Which F denotes the force magnitude; constant k is the stiffness; ∆  represents the 
penetration depth; and the constant 𝜀 is the interval around the polyline. 
Characteristics 
 A rotational ultrasonic sensor is utilized as the range sensor. 
 A live 2-D environmental model is generated according to the SOFAMap algorithm. 
The model is projected on the workspace of the haptic device. 
 The force magnitude is associated with the penetration of the haptic probe into the 
environmental model. 
Comparison 
The similarities between the method in this paper and the one proposed in this thesis 
include: 1) the measured distances are obtained from a sonar system. Both methods share 
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the advantage and disadvantage of utilizing ultrasonic sensors. 2) Both environmental force 
models have a variable force feedback gain, which is linked to the measured distance.  
There are four main differences. 1) The proposed system in this thesis relies on a sonar array 
to obtain range information, rather than a rotational sonar system used in [41]. 2) The force 
feedback gain implemented in the proposed method only has three constant values. Three 
range thresholds were predefined to identify which value to choose. Each range represents 
one of three obstacle conditions, far, middle, and close. 3) The force direction in [41] is 
opposite to the contact point of an obstacle, means the direction has multiple possibilities. 
Considering this feature may cause distraction, the proposed environmental force effect in 
this thesis only has one direction, which is always opposite to the moving direction of the 
robot. 4) In addition to the environmental force effect, this thesis also proposes a new use of 
the contact force. It enables an operator to “touch” a virtual object which is corresponding 
to the real obstacle near the remote robot. 
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3.8. Summary and Analysis 
3.8.1. Haptic Feedback 
All of the literature mentioned above have investigated the benefits of applying haptic 
feedback in tele-navigation tasks. Each has its own characteristics. [37] focuses on the 
comparison among three motion control strategies. [38] demonstrates the advantages of 
utilizing a variable force feedback gain instead of a constant one. [39] presents a 
conventional force feedback which consists of an environmental force and a collision-
prevent force. The approach considers the displacement of the haptic probe’s coordinate 
and relevant obstacles while calculating the force magnitude. [40] proposes a method based 
on the conventional spring-damper model. A variable gain with two possible values is 
applied. The final force feedback depends on the sum of sub force components from each 
range sensor. [7] describes how to use fuzzy logic in the calculation of the environmental 
force effect. The fuzzy logic is applied to generate a variable force feedback gain. It varies 
from the robot velocity and distances to obstacles. This paper also investigates some factors 
that may influence the performance of robot tele-navigation. These factors include time 
delay, camera viewpoints, user interface, and haptic feedback model. [41] concentrates on 
the using of fuzzy self-organizing algorithm to build the environmental 2-D map. Force 
feedback mentioned in the paper is also based on the spring-damper model. The method 
considers the displacement of the haptic probe, and a variable gain is engaged. Table 1 
summarizes the main characteristics of the revised literature methods, and the bottom 
refers to the proposed approach in this thesis. 
3.8.1.1. Motion Control 
Among the literatures related to mobile robotic tele-navigation, which involve haptic 
feedback control, the most popular motion control strategy is the position-speed strategy. 
This strategy allows an operator to transform the logical position of a haptic probe to the 
linear and angular velocities of a mobile robot. 
3.8.1.2. Force Calculation 
The distance to obstacles obtained from range sensors is utilized as a factor in most force 
calculation methods [7, 37-42]. Based on the relationship between the measured distance 
and the force magnitude, existing algorithms can fall into three types: linear [39, 40, 42], 
non-linear [37, 41], and adaptive [7, 38]. Linear methods usually contain a constant gain, and 
the force magnitude is linearly proportional to the measured distance. Non-linear methods 
mean the relationship graph is curved, such as the inverse proportional function and the 
sigmoidal function. Adaptive approaches usually considered the robot velocity. For example, 
fast velocity and close proximity to obstacles will result a considerable force gain. On the 
contrary, when the robot moves slowly or is away from obstacles, the gain switches to a 
small value. Some of them implement the fuzzy logic to organize the relationships among 
the measured distance, robot velocity, and the force magnitude. 
3.8.1.3. Force Effect 
From the perspective of an operator’s touch sensation, the majority of existing haptic 
feedback methods can be classified as the spring-damper model [7, 17, 38, 40, 140]. This 
means when force feedback affects an operator’s hand, it gives him/her the impression that 
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he/she is being pushed or pulled by a spring. The stiffness of the virtual spring (force 
magnitude) depend on the measured distance; generally, the closer the distance, the 
stronger force feedback. 
3.8.1.4. Analysis of the spring-damper model 
 Advantages 
Most approaches in the literature are based on the spring-damper model; this kind 
of force effect shares the property of a real spring. For example, the repulsive force 
increases along with the scale when you push or press a fixed spring. The advantage 
of this model makes it easy to be understood and straightforward. The magnitude of 
force feedback (the resistance of the virtual spring) changes proportional to the 
obstacle proximity. This feature allows operators to realize the trend of the change, 
and can predict what will happen next. Increasing force feedback indicates the 
mobile robot is moving closer to an obstacle. Inversely, when force feedback is 
weakening, it means the robot is moving away from an obstacle. Thus, the spring-
damper model based force feedback can easily help operators to understand the 
changing of distance to obstacles [7, 40, 41]. 
 Disadvantages 
Although the spring-damper model is good at indicating obstacle proximity, these 
methods make it difficult for operators to estimate the actual distance information 
from the force magnitude. The reason can be understood from a real spring object. 
A spring is different from a ruler or other objects with a fixed length. When a person 
holds a ruler (the length is known) and touches any solid object, he/she can receive 
the distance information immediately from the tactile sensation. It is a challenge if 
the ruler is replaced by a spring, especially the ones with soft stiffness.  
The mechanism of associating the measured distance to force magnitude makes the 
situation worse. If the robot moves in an unstructured and narrow environment, the 
distance between the robot and surrounding obstacles may change frequently. Thus, 
the associated force vector (both direction and magnitude) changes frequently as 
well. The result is that operators may realize whether the mobile robot is moving 
towards or away from obstacles; but it is difficult to map the force magnitude to a 
corresponding distance value [8, 117]. This increases the cognitive workload, and 
has a negative effect on the task performance [28]. 
Furthermore, researchers found a conflicting issue between the movement control 
and force feedback when these two functions work simultaneously [37, 38]. The 
symptom is that force feedback distorted an operator’s intent. When force feedback 
is required to modify the position of the haptic probe, the mobile robot does not 
follow the operator’s original commands. The reason is that when the mobile robot 
moves close to an obstacle, the force feedback is activated to prevent collision. If 
the force magnitude is smaller or equal to the operator’s input force, it is not strong 
enough to push the haptic probe to the dead-zone to stop the robot. If the force 
magnitude is stronger than the input, it modifies the operator’s desired motion. The 
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negative results include: frequent oscillation and long term reflection cause fatigue 
and decrease performance [33]. 
Table 1 The table summarizes the main characteristics of the revised literature methods. The bottom refers to 
the proposed approach in this thesis. 
References Main topic Movement 
control strategy 
Magnitude 
Calculation 
Force 
Direction 
Range 
Sensor 
Visual Feedback 
Visualization 
of haptic 
feedback? 
[37] 
Movement 
control strategy 
Mixed strategy F = k/d Max {F} Sonar 
2D Video 
(Front view) 
No 
[38] 
Variable force 
feedback gain 
Position-speed 
F = ∆k/d 
∆k = min, varies, 
max. 
Depends on the 
velocity and 
distance 
Max {F} Sonar 
2D Video 
(Front view) 
No 
[39] Haptic feedback Position-speed F = k*(d-t)/t*c Max {F} 
Laser 
rangefinder 
Pan-tilt 2D Video No 
[40] Haptic feedback Position-speed F = k*(d-t) Sum {F} Sonar Pan-tilt 2D Video No 
[7] 
Robot  
tele-navigation 
Position-speed Fuzzy controller Sum {F} IR Sensor 
2D Video 
(Front view) 
No 
[41] 
2D map building 
& haptic 
feedback 
Position-speed F = 1/(1+e-k*p) Max {F} Sonar Virtual View No 
Proposed  
Method 
Haptic feedback 
& 3D visual 
feedback 
Position-speed F = ∆k*c 
Opposite to 
the moving 
direction 
Laser 
rangefinder 
& Sonar 
2D Video 
(Front view & Top-view) 
Or  
3D Video 
(Front view) 
Yes 
F: force magnitude.  
k: force feedback gain.  
d: measured distance.  
t: threshold.  
c: displacement of the probe’s coordinate.  
p: penetration depth. 
3.8.2. Visual Feedback 
Visual feedback is always present when haptic feedback is proposed. Without visual 
feedback, an operator has to rely on haptic feedback only. This greatly limits an operator’s 
perception and largely increases his/her cognitive workload. The tele-navigation, then 
becomes very difficult and as such, a solution has limited application.  
However, it is noted that the reviewed papers do not put too much emphasis on visual 
feedback. Typically, [7, 37, 38] implement general 2-D video images as visual feedback. [39, 
40] have pan-tilt enabled 2-D visual feedback. The experiment in [41] is conducted in a 
virtual environment, thus the visual feedback is a virtual view. 
The author of this thesis believes that visual feedback can play a relevant role. If visual 
feedback is properly designed and aligned to force feedback, it can be very beneficial for 
robot tele-navigation and will not contrast with haptic feedback. It is also believed that 3-D 
visualization may affect performance as well as the different technologies employed for 3-D 
visualization.  
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It is however to be noted that the majority of tele-navigation systems proposed in the 
literature, regard haptic feedback and visual feedback as two separate features. Each of 
these carries out its own function. It is therefore difficult to find references of papers that 
thoroughly investigate the cooperation between the two feedback modalities. 
The issues wished to be addressed in this thesis are then related to questions like the 
followings: 
- Will different visual feedbacks affect the performance of force feedback control? 
- How the co-operation between haptic and visual should be designed? 
- How to make sure the system will work effectively? 
This thesis aims at answering the above questions and some of the related ones. The next 
chapter presents the proposed approach that responds to some of the problems. 
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Chapter 4 THE PROPOSED APPROACH 
4.1. Core Ideas and Motivation 
The proposed approach in this thesis aims to provide a more realistic tele-operation 
experience by making it more intuitive and effective. It consists of 1) making haptic feedback 
provided to an operator more intuitive, effective, and not contrasting with visual feedback; 2) 
considering both 3-D viewing and haptic feedback to enhance situation awareness; 3) 
providing consistent information representation between visual feedback and haptic 
feedback; and 4) enabling operators a more natural stereoscopic viewing to increase the 
immersed feeling. 
4.1.1. Intuitive haptic feedback 
Inspired by how visually impaired people use a cane to perform navigation, and how they 
rely on the touch feeling to understand the Braille language, haptic feedback is proposed 
both to alert an operator about the proximity of surrounding obstacles, and provide an 
appropriate touch sensation of objects located in the moving direction. The proposed haptic 
feedback has only one direction which is opposite to the moving direction of the robot. The 
purpose is to inform operators while the mobile robot is moving towards some objects. To 
tell them about the fact that there is either enough space ahead for the robot to pass safely 
or that an obstacle is present (and then it is better to slow down or to stop and change 
moving direction). In case there is an obstacle, information about its relative position is 
provided in an intuitive way through a haptic device. Compared to the existing state of the 
art solutions [7, 37, 39, 40, 42], the proposed environmental force feedback has now 
changed from stopping and possibly disturbing an operator’s intention, to a reminder of the 
current situation. It does not provide multiple directional feedbacks to indicate the general 
position of the closest obstacle. Furthermore, the magnitude of the environmental force 
feedback has a new feature as well. It is not proportional to the measured distance (like 
other works in the state of the art). Rather, it depends on the measured distance and an 
operator input, and it will provide an operator with an impression of a pulse signal. A simple 
pulse representation is proposed because it is expected to be effective in providing remote 
distance perception, and performing better than the popular frequently changed resistance 
[7, 37-42]. 
It is believed that when haptic feedback is applied to mobile robot tele-navigation, it should 
provide contact sensation. After all, people are more familiar with contact forces in their 
daily life than spring-damper repulsive forces [7]. Therefore, it is considered that 
implementing contact force rendering to represent the layout of a remote environment 
would be easy for operators to understand. As a result, an operator is able to use his/her 
own hand to virtually explore the remote environment by touching the simulated objects. 
This method can provide instant feedback to an operator for a large area in front of the 
robot. An area that is wider than the camera field of view. 
The information wishes to be used to render the contact force is based on the distance 
measured by range sensors. An approximated 2-D floor plan of surrounding obstacles can be 
generated according to measured distances. After setting a threshold of contact distance, 
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obstacles with relative distance that is less than the threshold can be regarded as touchable. 
The contact force effect is rendered to simulate primitive shapes (currently a cube is used) 
to represent the corresponding obstacles, and is affected to the operator’s hand.  
4.1.2. Realistic remote control experience 
The advantages of adopting either stereoscopic viewing feedback or haptic feedback to 
control a mobile robot have been analysed in Chapter 3. In that section it is commented that 
few solutions have involved both types of feedback. In fact, few studies have analysed the 
usability of a tele-navigation system that coordinates both stereoscopic viewing and haptic 
feedback control. This issue is addressed in this work. The proposed system includes 
multiple stereoscopic viewings and haptic feedback control. It is expected to help operators 
to have an increased perception of the space in front of the robot, through the proposed 
stereoscopic vision (compared to mono viewing), and a fast and relatively accurate distance 
perception through haptic feedback (compared to vision only). The author wishes to find out 
how do these two features work together; the influence on the tele-navigation performance; 
and the difference amongst alternative stereoscopic viewing methods when these are 
coupled with haptic feedback. 
4.1.3. Consistent information representation 
As the proposed system provides visual feedback and haptic feedback, it is important to 
keep the represented information consistent. Consistent feedback can help operators 
quickly build their mental map so to understand the remote situation [8, 12, 157]. Without 
consistency, operators may get confused and fatigued easier. This may lead to a decreased 
performance and operational mistakes [16]. The author proposes to exploit graphical 
representations to achieve information consistency between visual feedback and haptic 
feedback. In particular, the generated force feedback is associated with range sensor data, 
and these data can be visualised on the graphical interface. In addition, graphical elements 
based on measured distances indicate the current configuration of the remote environment. 
Compared to live video images, the abstract graphical view is straightforward and easy to 
understand [146]. It shows the 2-D layout of the surrounding environment and the proximity 
to obstacles based on range sensor data. The obstacle indicator (graphical representation) is 
aligned to haptic feedback as well. If the obstacle is considered relatively far away, the 
minimum force feedback is generated. On the other hand, as long as the obstacle is 
considered very close to the robot, either a stronger force feedback is generated or the 
contact force effect is made active. As for visual feedback, colours (e.g. red, yellow, and 
green) are used to attract operators’ attention and make them drive carefully [158-160]. In 
the proposed method, information consistency is considered in the representation of 
obstacles’ location (distance and orientation) on both visual feedback and haptic feedback. 
4.1.4. Natural and immersed stereo viewing 
Previous researchers have investigated the performance of stereo viewing on different 
displays in teleoperation tasks [43, 45, 142, 144]. A common issue is that operators can only 
accept video images passively. Although the video changes along with the movement of the 
mobile robot, operators need to stare at the display to realize the changes. They can notice 
that there is a display device between them and the remote robot. This kind of interaction is 
not natural and lacks of immersing feeling [32, 155, 161]. A more intuitive way would be to 
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allow an update of feedback on visual data that follows the movements of the operator’s 
head. It is difficult to find relevant studies in the literature that discuss this kind of 
interaction. This is one of the reasons to propose a stereoscopic viewing approach 
integrated into the teleoperation system. The aim is to increase a feeling of immersive and 
tele-presence. The proposed approach includes a stereo camera sitting in a pan-tilt unit, and 
a HMD which remote controls camera’s movement by following an operator’s head rotation. 
A motion tracking system is then needed in order to accomplish this objective.  
4.1.5. New Approach Combining Haptic and Visual Feedback 
As previously introduced, the proposed approach addresses: 
 
A. Haptic Feedback including: 
 A traditional algorithm for the initial force effect.  
 An improved framework for environment perception, which estimates force 
direction and magnitude. 
 A new use of contact force for mobile robot navigation that estimates 
obstacle proximity in terms of shape and contact. 
 
B. Visual Feedback including: 
 Visualisation of haptic feedback, which utilizes graphical elements to 
visualise force effect. Graphical elements are also shown simultaneously to 
streamed video within a combined multi-view setting. 
 
4.2. Haptic Feedback  
4.2.1. Initial force effect 
The initial force aims to return the haptic probe to its initial position (centre of the working 
space as shown in Fig. 2). The initial force feedback is proposed, which follows what typically 
proposed in the literature. The probe is able to move within a 3-D spherical space, which is 
the working space utilized by the haptic feedback device. As the tele-operated mobile robot 
moves on the ground, only involving the x-z plain area is sufficient. Most of the existing 
solutions [8, 38-41, 141] ignored the vertical space. The force applied in the vertical direction 
(y-axis) is greater than the other two directions, in order to push the probe towards the 
middle of the vertical space and to keep the probe at that height. Operators can only control 
the probe on the horizontal plane. This is similar to move a mouse on a flat surface. The 
magnitudes of force applied on the other two directions (x-axis and z-axis) are the same and 
relatively gentle. This is in order to avoid fatigue.  
Another reason for having an initial force is that it can take care of the haptic probe when 
the operator releases the probe (at any time). Without operator’s input the probe returns to 
its initial position. According to the proposed movement control strategy, the device stops 
the robot, when the probe appears within the “dead zone” (Fig. 2). Without having this 
initial force, the probe would remain in the current position when the operator releases 
his/her hand. If the position is out of the “dead zone”, the robot will continue moving. The 
disadvantage in this case is that operators would need to pay more attention and return the 
probe to initial position before releasing it. 
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The magnitude of the initial force is linear to the position of the haptic probe and it is not 
affected by the distance measured by the sensors. 
4.2.2. Proposed environmental force to represent the obstacle proximity 
4.2.2.1. Introduction 
The proposed environmental force feedback is designed to alert operators about the 
distance to obstacles on the moving direction. This force is provided to the operator’s hand. 
An algorithm is proposed to provide a haptic force that is: 
 Relying on sensor input from one movement direction only. 
 Proportional to the displacement of the haptic probe’ coordinate in the workspace. 
 Estimated according to a multi-gain scheme. 
The proposed approach is expected to have several advantages, including: more 
intuitiveness and less interference with movement control, better perception than a typical 
mass spring-damper, minimum oscillation, and low sensitivity to surrounding obstacles.   
4.2.2.2. Direction 
The proposed environmental force has one direction only. It is the direction opposed to the 
movement of the robot. The robot moves forward when an operator pushes the haptic 
probe. In this case the operator perceives force feedback on his/her hand and it feels like 
the haptic probe pushes back. If the robot goes back, the operator feels like the haptic probe 
is pushing his/her hand. The unidirectional feedback is expected to alert operators about the 
proximity of obstacles on the moving direction. Thus, drawing their attention and making 
them slow down or change the moving direction. 
The main reasons for proposing the environmental force feedback as described above are:   
 Intuitiveness. Unidirectional feedback facilitates robot and obstacle localization 
while increasing understanding of the surrounding environment. This is relevant 
when the obstacles are relatively far away from the mobile robot. When obstacles 
become close, the environment will be sensed through a contact force, which is 
described in the next subsection. 
 Minimum interference. Contrary to what proposed in most state of the art works [7, 
37, 40, 42], the proposed unidirectional force removes the confusion that may arise 
to an operator’s mind when a sequence of forces with different directions are 
conveyed to his/her hand [8, 39, 131]. The presence of only one unidirectional force 
also minimizes interference with commands that an operator provides to move the 
robot. The proposed approach is in particular expected to decrease an operator’s 
cognitive load and therefore to improve operational performance [28]. 
4.2.2.3. Magnitude 
The proposed model for environmental force feedback estimates force magnitude in a way 
similar to the typical initial force model, but it includes a variable force feedback gain. The 
type of force feedback gain is determined based on current navigation condition, which is 
estimated through range sensor data. The aim is to provide operators with a “reminder” of 
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current surrounding environmental conditions. The remind function is based on pulse signals 
rather than continuous force feedback which is proportional to the measured distance. 
The environmental force consists of three vectors (Fe, x, Fe, y, Fe, z) representing forces applied 
to the three coordinate axis x, y, z. The force applied in the x- and y-direction are calculated 
as typical for an initial force (Finit-x and Finit-y). The magnitude of environmental force feedback 
Fe is estimated based on the following formulations given by: 
 𝐹𝑒 = (𝐹𝑒 , x, 𝐹𝑒 , y, 𝐹𝑒 , z) (1) 
 
 𝐹𝑒 , x = k1x (2) 
 
 𝐹𝑒 , y = k2y (3) 
 
 𝐹𝑒 , z = ∆kz (4) 
 
 
∆k =  {
𝐺1 (𝑑0 < 𝑅 ≤ 𝑑1)
𝐺2 (𝑑1 < 𝑅 ≤ 𝑑2)
𝐺3 (𝑑2 < 𝑅 ≤ 𝑑3)
 (5) 
 
K1, k2 are scaling constants and are the same as the one used in Finit. The force feedback gain 
applied to the z-direction is ∆k. This gain is assigned to one of three values G1, G2, G3, 
depending on the conditions shown in Eq.5. As illustrated in Fig. 18, the constants d0, d1, d2, 
and d3 represent distance values used as thresholds to determine the different conditions. d0 
is also the threshold of enabling the contact force effect, which is described in the next 
section. R is the minimum value among sensor readings considering the moving direction. 
The variable z is the difference or displacement between the current position of the haptic 
probe and the central point along the z-axis (Fig. 2).  Fig. 19 illustrates the relationship 
between measured distance and force feedback gain. The critical threshold points are 
determined empirically. Pilot tests are conducted to choose proper thresholds. In this case, 
G1=8N/m, G2=6N/m, G3=4N/m; d0=0.3m, d1=0.4m, d2=0.6m, d3=0.8m. A small group of 
volunteers is asked to try different threshold settings in a simulator and actual environment. 
The criterion includes: 1) The gradually increased pulse force feedback needs to be 
distinguishable. This means the difference between adjacent thresholds cannot be too small. 
Otherwise, the interval time between two force levels is too small to be distinguished. 2) The 
less fatigue the better. For instance, if the furthest threshold (d3) is set to 1.5m instead of 
0.8m, the environmental force feedback will be enabled when the robot moves in a corridor 
with a width of around 3.6 meters (considering the robot width). User feedback of the pilot 
test indicates this setting is easy to cause fatigue. Nevertheless, the selection of thresholds 
also varies with the environment size and robotic systems.  
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Fig. 18 Illustrations of the distance thresholds. 
 
Fig. 19 The relationship between measured distance and force feedback gain. 
Following three figures illustrate the samples of relationship between the obstacle 
distribution and corresponding force feedback gain. 
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Fig. 20 The relationship between obstacle distribution and maximum force feedback gain. 
Fig. 20 shows the condition of the maximum force feedback gain applied. If the minimum 
measured distance (R) is less or equal than d1 (red line) and greater than d0 (blue dotted line), 
then the force feedback gain is G1. 
 
Fig. 21 The relationship between obstacle distribution and medium force feedback gain. 
Fig. 21 shows the second condition that if the nearest obstacle’s location is less or equal 
than d2 (orange line) and greater than d1 (red line), then the associated gain is set to G2. 
THE PROPOSED APPROACH  
56 
 
 
Fig. 22 The relationship between obstacle distribution and minimum force feedback gain. 
The third condition is illustrated in Fig. 22, if the minimum measured distance (R) is less or 
equal than d3 (green line) and greater than d2 (orange line), then the gain changes to G3. In 
addition to above conditions, if R is greater than d3 or less than d0, the environmental force 
effect will be removed. Instead, operators feel either the initial force feedback effect or the 
contact force respectively.  
The proposed force-rendering model is not proportional to the measured distance. Rather, it 
is proportional to the haptic probe’s coordinate. As mentioned earlier, the variable z in Eq.5 
represents the difference between the current position of the haptic probe and the initial 
point. It shows that the further the haptic probe is away from the initial point, the stronger 
the repulsive force feedback is. Meanwhile, the greater difference also means the robot 
moves faster; and the change of the measured distance shifts the force feedback gain to a 
higher value as well.  
The paragraphs above have discussed the situation when a mobile robot moves forward. In 
a similar way, the rules can be applied to the backward movement as well.  
4.2.2.4. Motivation 
The following paragraph explains the reasons for choosing: three different values of force 
feedback gains; having them constant within a range; and associating the force magnitudes 
to the haptic probe coordinates. 
 Better perception. According to Weber's law, also called Weber–Fechner law [162], 
the size of the just noticeable difference (JND) is linearly proportional to the 
intensity of the original stimulus. The greater difference between two stimulus 
intensities, the easier to recognize. [119, 122] mention that at least 20% to 30% of a 
difference in the magnitude of force feedback is necessary for robust recognition. In 
terms of the distinguishable numbers, [119, 136] suggest that it is better to restrict 
the stimulus level less than 5 for accurate discrimination. Additional reasons to 
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follow the approach are based on the way human sense and perceive external 
sensorial input, e.g. with vision and touch, through the detection of signal transitions 
[162], and motivated by human haptic perception guidelines [129, 163], including 
the work of Salminen et al. [164] showing that stimuli consisting of long burst 
lengths (over 100 ms) in discontinuous movements are reacted faster and more 
accurately.  
The proposed method follows this direction. It is designed to help operators to 
intuitively recognize the distance to obstacles through haptic feedback. Alternation 
of constant forces generates impulsive forces. The impulsive force effect is expected 
as a distinguishable stimulus compared to the continuous changing mass spring-
damper force. In fact, an impulsive force clearly informs the operator that a new 
situation has been reached in terms of distance from an obstacle [117]. The use of 
three levels is proposed because the proposed system usually needs to work in a 
relatively narrow space. Haptic feedback is activated when the closest obstacle is 
less than 0.8m (d3). Using three levels to represent the distance varies from 0.8m to 
0.4m is suitable; too much feedback may cause distraction [165]. It also corresponds 
to the three colours (inspired from the traffic lights) used for the visualization of 
haptic feedback, which is described in the next section.  
 Minimum oscillation. A constant force feedback gain increases stability of the 
provided environmental force feedback. Furthermore, as previously mentioned the 
magnitude of the force is mapped to the haptic probe coordinates rather than the 
measured distance. This ensures that the magnitude of the repulsive force does not 
frequently change. These two characteristics minimize oscillations, which is also 
expected to contribute to improve user’ performance [33]. 
 Less sensitivity. The system is less sensitive to the obstacle location as the only 
obstacles situated in the moving direction are considered. This approach is inspired 
by the principle presented in [39]. It speeds up force estimation because of its 
simplicity and it is expected to provide effective environmental perception. 
Differently than in [39] and [7], the proposed approach generates impulsive forces 
based on three constant force feedback gains. Not having the force magnitude 
directly associated with measured distance, also makes the proposed force feedback 
less sensitive to network conditions (distance information can be sent less 
frequently). Compared with [7], the proposed approach in this thesis is less sensitive 
to the environment layout. This is an advantage because the tele-navigation will 
have less interference, which improves accuracy and perception. Furthermore, 
discontinuous stimuli may provide a more pleasant and approachable sensation in 
haptic feedback [164]. 
4.2.3. Proposed contact force to represent the obstacle distribution 
4.2.3.1. Introduction 
The proposed method provides remote-environment layout perception through haptic 
feedback. In particular, it provides a contact force similar to that people feel when touching 
an object. This type of force is different from the previous environmental force. The aim is to 
provide an operator with a tactile sensation that resembles that of touching the actual 
objects distributed around the mobile robot. This method relies on measured distances 
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obtained from on-board range sensors, to create virtual objects to be associated with real 
obstacles currently present near the robot. The presence of the virtual object is not only to 
inform operators about the location of obstacles, but also to limit operators’ control 
movement, so that operators will not be able to push the haptic probe any longer. 
The original plan is to simulate the real layout of the remote environment, and provide high 
resolution of the haptic sensation. However, as the available haptic feedback device 
workspace is limited, it would only be able to follow the contour of an object which size is 
similar to a mobile phone, the plan changes to decrease the haptic resolution. What is 
proposed is then an approach that follows the idea of when visually impaired people 
navigate in an environment using a cane. This consists of sensing the presence of an obstacle 
and then following its contour [111]. 
A method is designed that enables simulation of eight situations which includes obstacles 
locate at: front, front-right, right, right-behind, behind, left-behind, left, and front-left. All 
simulations utilize a rigid cube as the virtual object that triggers contact force. The contact 
force is activated when an obstacle is detected very close to the robot depending on the 
contact force threshold.  
The contact force effect gives an operator the impression of feeling the detected real 
obstacle. The aim is to provide information about the presence of very close objects in order 
to avoid collisions, as well as an understanding about the distribution of objects around the 
robot. The obstacle location around the robot has the potential to stop the robot from going 
forward or backward. This strictly depends on obstacle distribution. 
4.2.3.2. How does it work? 
The contact force rendering relies on the measured distance obtained from range sensor 
readings. Assuming the presence of on-board sensors, e.g. sonars or laser rangefinder 
distributed like a circle, the available scan range can almost reach 360 degrees. It is 
proposed to divide the whole range into three sections according to the degree of 
importance (Fig. 23). The three sections are Front & Rear (red), Corners (orange), and Left & 
Right sides (blue). The decision criterion is whether the obstacle is located within the 
minimum width required area (gradient green rectangle in Fig. 23); if so, the mobile robot 
cannot pass through and has to move in the reverse direction or do a rotation. This criterion 
varies from mobile robots and the usage requirement. As for the contact force threshold, in 
this case, considering the minimum detectable range of the on-board sonar sensor is about 
200mm, the contact force threshold was set to 300mm after pilot tests. 
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Fig. 23 Illustrations of threshold areas for contact force feedback. 
According to the criterion, the space detected from sensors in one of the red areas facing 
the moving direction, is the most relevant in order to avoid collisions. The adjacent orange 
areas represent the corners which have less relevance. If any obstacle is detected within 
these orange areas only, it will not usually cause collision if the robot moves straight. The 
blue ones represent left and right sides. Objects detected within this section may cause 
collisions only when the robot rotates. All possible conditions of obstacle distribution are 
represented by a complete set of eight zones as shown in Fig. 23. This aspect is relevant 
when generating augmented reality elements based on haptic feedback as discussed in the 
next section. 
The eight zones as shown in Fig. 23 are set to be related to the virtual eight zones on the 
device’s working space (Fig. 24). The working principle is that the detected obstacle should 
be reflected on the device. Since force feedback and movement control share the same 
device, it would be advantageous to avoid operator’s hand-movements within associated 
probe zones (workspace areas) where obstacles are present. In particular, movement 
commands should denied in such probe zones. This is similar to when visually impaired 
people stop walking while they discovered an obstacle in their walking direction. They 
typically use a cane to sense an obstacle as well as to estimate a distance to it. 
In case the robot is very to some obstacles and in particular to a distance below the d0 
threshold, the contact force effect is activated and the robot needs to stop to avoid collision. 
The operator can then “touch” the object similarly to how a visually impaired person would 
do through the use of a cane. It is relevant that the robot stops while the operator “touches” 
the virtual object in order to achieve a realistic sensation. This is why the proposed contact 
force effect generates virtual objects to occupy relevant zones of the device’s working space 
(corresponding to object actual space location). For instance, if any obstacle has been 
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detected within the front (red) area, the virtual object will cover Zone 1, Zone 5, and Zone 6; 
because operators can move the haptic probe into these three zones to control the robot go 
forward. If the virtual object occupies these zones, operators cannot move the probe into 
them anymore unless the situation changes; they can only move the probe to other zones, 
means either stop (dead zone) or change moving direction to avoid collision. 
 
Fig. 24 Divide the working space of the haptic device into eight zones to represent the obstacle distribution. 
The figures below are the samples of several general situations, which include obstacle 
locates at front, front-right, right side, and a combination of them. Other situations are 
similar and follow the same rule. In each figure, top-left image represents the obstacle 
distribution in the remote environment (top-view). The 2-D robot is in the centre; it has two 
black wheels and 16 range sensors (yellow rectangle with white ID numbers); the blue arrow 
shows the moving direction of the robot. Black dotted circle surrounds the robot represents 
the minimum detectable range of the range sensor. Blue dotted circle surrounds the robot 
represents the threshold (d0) of triggering contact force effect. The brick wall image 
indicates one possible situation where the obstacle is at that moment; the real obstacle may 
bigger or smaller than the illustration, but part of it must be occupied in the illustrated area. 
In each figure, top-right image shows the CG result of the corresponding contact force effect 
to the situation on the left image. The bottom graphic illustrates how the virtual object 
occupies the working space of the haptic device related to the situation.  
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4.2.3.3. Illustrations of Situation Samples 
 Front only 
 
Fig. 25 The front only situation of the contact force effect. 
Fig. 25 shows the obstacle only appears in front of the robot. It is detected within the Front 
Area, means the obtained sensor readings in the Front Area are less than the threshold of 
contact force effect (d0). The contact force effect is then enabled to simulate a virtual shape 
constraint occupies Zone 1, Zone 5, and Zone 6. From the operators’ perspective, they may 
feel a virtual wall in front of their hands and prevent them from pushing the haptic probe. 
Available option is to move the probe to other zones, such as moving to Zone 3 or Zone 4 to 
rotate the robot; pull the probe to Zone 2 to go back; or leave the probe in the dead zone 
means the robot stops at its current position. In this case, the magnitude of the contact 
force Fctc is given by: 
𝐹𝑐𝑡𝑐−𝑥  =  𝐹𝑖𝑛𝑖𝑡−𝑥 
𝐹𝑐𝑡𝑐−𝑦  =  𝐹𝑖𝑛𝑖𝑡−𝑦 
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𝐹𝑐𝑡𝑐−𝑧  =  {
−𝐹𝑢𝑠𝑒𝑟 (𝑧 ≤ 𝑑𝑡𝑜𝑝)
𝐹𝑖𝑛𝑖𝑡−𝑥 (𝑧 > 𝑑𝑡𝑜𝑝)
 
while Fuser means user’s input force. dtop is the coordinate of the top edge of the Dead Zone. 
In our case, dtop = (0, -15 mm). 
 Corner only 
 
Fig. 26 The corner only situation of the contact force effect. 
Fig. 26 demonstrates the situation of obstacle appears in the front-right corner of the robot. 
It is detected within the Corner Area, means at least one of measured distances from the 
front-right corner is less than d0. The contact force effect is then enabled to generate a 
virtual shape constraint to occupy Zone 6. In the operators’ perspective, they may feel a 
virtual pillar in the front-right of their hands and prevent them from moving the haptic 
probe to that corner. To avoid collision, the operator needs to control the robot to either go 
straight, or change moving direction, or stop. This is why the Zone 6 is occupied and other 
zones are available for the probe to move to. In this case, the magnitude of the contact force 
Fctc is given by: 
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𝐹𝑐𝑡𝑐−𝑥  =  {
−𝐹𝑢𝑠𝑒𝑟 (𝑥 ≥ 𝑑𝑟𝑖𝑔ℎ𝑡  ˄ 𝑧 ≤ 𝑑𝑡𝑜𝑝)
𝐹𝑖𝑛𝑖𝑡−𝑥 (𝑥 < 𝑑𝑟𝑖𝑔ℎ𝑡  ˅ 𝑧 > 𝑑𝑡𝑜𝑝)
 
𝐹𝑐𝑡𝑐−𝑦  =  𝐹𝑖𝑛𝑖𝑡−𝑦 
𝐹𝑐𝑡𝑐−𝑧  =  {
−𝐹𝑢𝑠𝑒𝑟 (𝑥 ≥ 𝑑𝑟𝑖𝑔ℎ𝑡  ˄ 𝑧 ≤ 𝑑𝑡𝑜𝑝)
𝐹𝑖𝑛𝑖𝑡−𝑧 (𝑥 < 𝑑𝑟𝑖𝑔ℎ𝑡  ˅ 𝑧 > 𝑑𝑡𝑜𝑝)
 
dright is the coordinate of the right edge of the Dead Zone. In our case, dright = (15 mm, 0). 
 Side only 
 
Fig. 27 The side only situation of the contact force effect. 
Fig. 27 illustrates a situation which the obstacle is only detected within the right side area. 
This usually happens if the obstacle is not as large as the robot, such as a pillar or small box. 
Otherwise, it should be detected within corner areas as well. In this situation, the simulated 
virtual object occupies the Zone 4 only. In operators’ perspective, a solid object stops them 
from dragging the haptic probe to the right side which is used to rotate the robot clockwise. 
Operators can move the probe to Zone 6 which controls the robot to go forward and turn 
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right simultaneously; the obstacle is not large enough to cause collision during the robot’s 
movement. Similar principle also applies while the operator moves the probe to Zone 8. 
When the obstacle is only detected within the right side area, the magnitude of the contact 
force Fctc is given by: 
𝐹𝑐𝑡𝑐−𝑥  =  {
−𝐹𝑢𝑠𝑒𝑟 (𝑥 ≥ 𝑑𝑟𝑖𝑔ℎ𝑡  ˄ 𝑧 ≤ 𝑑𝑡𝑜𝑝˄ 𝑧 ≥ 𝑑𝑏𝑜𝑡𝑡𝑜𝑚)
𝐹𝑖𝑛𝑖𝑡−𝑥 (𝑥 < 𝑑𝑟𝑖𝑔ℎ𝑡  ˅ 𝑧 < 𝑑𝑡𝑜𝑝˅ 𝑧 > 𝑑𝑏𝑜𝑡𝑡𝑜𝑚)
 
𝐹𝑐𝑡𝑐−𝑦  =  𝐹𝑖𝑛𝑖𝑡−𝑦 
𝐹𝑐𝑡𝑐−𝑧  =  {
−𝐹𝑢𝑠𝑒𝑟 (𝑥 ≥ 𝑑𝑟𝑖𝑔ℎ𝑡  ˄ 𝑧 ≤ 𝑑𝑡𝑜𝑝˄ 𝑧 ≥ 𝑑𝑏𝑜𝑡𝑡𝑜𝑚)
𝐹𝑖𝑛𝑖𝑡−𝑧 (𝑥 < 𝑑𝑟𝑖𝑔ℎ𝑡  ˅ 𝑧 < 𝑑𝑡𝑜𝑝˅ 𝑧 > 𝑑𝑏𝑜𝑡𝑡𝑜𝑚)
 
dbottom is the coordinate of the bottom edge of the Dead Zone. In our case, dbottom = (0, 15 
mm). 
 Front and corner 
 
Fig. 28 The front and corner situation of the contact force effect. 
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Fig. 28 is a combined situation: obstacles are detected within the front and front-right 
corner areas at the same time. The obstacle can be a single object like a wall, or several 
cluttered objects like chairs. The bottom image shows the virtual shape constraint occupies 
Zone 1, Zone 5, and Zone 6, which is the same condition as in the Front only situation. Even 
no obstacle is in the front-left corner area, the corresponding Zone 5 is still required to be 
occupied. The reason is that once any obstacle appears within the Front Area, the robot 
needs to stop to avoid collision; and the simulated object blocks relevant zones prevent 
operator from pushing the probe. The contact force effect provides operators the haptic 
perception that an obstacle is in front of the robot, and informs them to change the robot’s 
direction or go back.  
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 Corner and side 
 
Fig. 29 The corner and side situation of the contact force effect. 
Fig. 29 is a combination situation as well. It illustrates some obstacles are detected within 
front-right corner area and right side area. As the front area still has space to let the robot 
move, the virtual shape constraint only occupies Zone 4 and Zone 6. In the operator’s 
perspective, a solid object can be felt when he/she tries to drag the probe to right side of the 
device’s working space. Available operation is either pushing the probe to Zone 1 to control 
the robot going forward, or moving to other zones to change the direction. If the operator 
drags the probe to Zone 8, the robot will go back and turn right simultaneously.  
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 Corners and side 
 
Fig. 30 The corners and side situation of the contact force effect. 
Fig. 30 shows the situation which consists of three conditions: obstacles were detected 
within the right side area, and both of right corners. A little different from previous one is 
that the obstacle appears at the right-behind area this time. In order to represent this kind 
of situation, the proposed contact force effect simulates a longer virtual object that occupies 
the whole right side zones (Zone 4, Zone 6, and Zone 8) as shown in the bottom image. What 
the operator feels is a long solid surface while dragging the probe to the right side (top-right 
image). This contact force restricts the available movements to linear translation (going 
forward or backward) and rotation to left.   
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 Half side of the robot 
 
Fig. 31 Illustrations of the contact force effect considering the obstacle appears on half side of the robot. 
This situation (Fig. 31) includes all of previous conditions. Half sides of the robot are facing 
obstacles. A real example is when the robot moves to a corner. In this case, the proposed 
method simulates an “L” shape object occupies Zone 1, Zone 4, Zone 5, Zone 6, and Zone 8 
of the device’s working space (bottom image). The touch perception is expected to like a 
corner as illustrated on top-right CG image. Only four zones are available under this situation. 
They are dead zone (stop), Zone 2 (going backward), Zone 3 (turn left), and Zone 7 (going 
backward and turn left). 
The above samples and other relative ones (obstacles are detected within the left and rear 
areas) are able to cover most possible conditions of obstacle distribution. Although the 
simulated objects may not have same borders or shapes as the real ones, the contact force 
effect is able to represent their distribution. It maps the remote obstacle distribution to the 
working space of the haptic feedback device. The aim is to allow operators to establish a 
connection between their hand sensation and remote environment situation while 
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operating the haptic probe, and to understand the restriction due to virtual objects occupied 
at relevant zones.  
4.2.3.4. Motivation 
The proposed contact force-feedback has the following advantages in tele-navigation: 
 Intuitiveness. The contact force simulating the object shape delivers a more natural 
object perception as this is similar to when people touch an object [132]. Exploration 
within the working space follows the principle that how visually impaired people 
recognize the surrounding environment through waving the cane. It provides 
obstacle information in addition to visual feedback; operators can touch the object 
(although it is a simulated one) when they see it that is very close to the robot; 
haptic feedback is also available to provide a perception of obstacles that is out of 
the frame. This greater naturalness means that novice users will adapt quickly to the 
system and easily understand the remote situation (especially the obstacle 
distribution). This type of interaction also increases the sense of presence and 
requires less cognitive effort [131]. 
 Objectiveness. Compared with typical repulsive environmental forces, the contact 
force is less subjective [7]. E.g. it is less sensitive to the way a specific operator feels 
in terms of distance perception and comfort. 
 Situational awareness. Unlike a typical environmental force feedback [7], the 
contact force does not push back the haptic probe. Rather, it prevents the operator 
to push the probe forward. This behaviour also allows an operator to perceive the 
contour of the remote space surrounding the mobile robot (when it is very close) [8]. 
4.2.3.5. Limitation 
 Low resolution. Currently, the number of detectable virtual objects is eight, and 
they each either felt like a smooth plane or a wall corner. From this point of view, it 
is not a very realistic representation. The reason is because the working space of 
most haptic feedback devices is relatively small. It is not a technical problem to 
generate a virtual object that has a similar contour to its counterpart in the real 
environment, but with smaller size; the problem is the difficulty for operators to 
understand or recognize the mini environment model within the limited working 
space, especially in a complicated and unstructured situation. This is because force 
feedback affects mainly on an operator’s palm, and the palm is not as sensitive as 
fingers to recognize small changes of tactile sensation [113, 166-168].   
 Restrict initialization. The contact force takes effect if any measured distance is less 
than the contact force threshold (d0). However, if the haptic probe moves within the 
relevant zone before the effect is enabled, the operator will not feel the sensation 
until the probe moves out of the boundary and tries again. This is because the probe 
is regarded as “inside” the virtual object, if the probe moves within the relevant 
zone before the contact force completing the initialization. The effect can complete 
initialization only if the probe is outside of the zone. This problem does not exist in 
other haptic feedback applications which virtual objects are pre-defined. Virtual 
objects generated by the proposed method represent the remote obstacle 
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distribution; their data are based on the measured distance from range sensors, and 
the position changes along with the movement of the mobile robot.  
 
The limitation of the proposed contact force effect is also the reason to implement 
the environmental force effect. The environmental force feedback informs an 
operator to pull or push the probe to the opposite side of current zone; and provides 
the chance to initialize the contact force effect properly.   
4.3. Visual Feedback 
As vision is the major modality of humans, and it provides instant overview (general obstacle 
distribution and moving direction) of the working environment [12], it is essential to deliver 
visual feedback in the proposed system. The feature of the proposed visual feedback 
includes 1) An improved GUI to align the information between visual feedback and haptic 
feedback. 2) An intuitive stereo viewing based on HMD and Pan-tilt 3D webcam. 3) Use of 
different 3-D visualization technologies. 
4.3.1. Proposed user interface to visualize haptic feedback 
4.3.1.1. Introduction 
This thesis proposes a visual interface that includes both video and graphical representations. 
The video input is a frontal egocentric view which provides rich live visual information about 
the area in front of the robot. This follows what is typically proposed in the literature [17, 28, 
31, 46]. The method aims to provide an additional visual input to an operator which would 
be exocentric and also suitable for haptic driven tele-operation. As there is no room for a 
large camera head or a camera detached from the robot platform (even if this would provide 
a more convenient exocentric view of the space surrounding the robot), and the robotic 
system needs to be compact; Neither it is to be considered a solution that would call for 
cameras arranged in the environment surrounding the robot, as the proposed system was 
expected to be able to operate in unknown areas. 
 
Fig. 32 Illustrations of the top view viewpoint. 
The graphical representation is a virtual view of the robot and its surrounding environment 
from a viewpoint that is above the robot, i.e. a top view (Fig. 32). This is an advantageous 
viewpoint overlooking the operational area which makes more intuitive to comprehend the 
robot proximity and present obstacles. In particular, the visualized information represents 
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proximity data and obstacle distribution. The view is entirely generated from on-board range 
sensor data. The virtual object generated by the haptic system (in terms of force-feedback) 
also follows the graphics visualized in the top-view. 
 
Fig. 33 Illustrations of the alignment between visual feedback and haptic feedback. 
The contribution of the proposed multi-view GUI is the consistent information 
representation between visual feedback and haptic feedback, or in another word, haptic 
feedback visualization. It means operators can perceive distance to obstacles through the 
GUI and their hands simultaneously (Fig. 33). The fundamental point of the idea is that the 
graphical representation and haptic rendering share same sensor data; although the 
representative modality is different, it is still able to provide consistent and associated 
perception between these two modalities. The proposed environmental force feedback 
generates impulse like effect and has three gradually enhanced sensations; meanwhile the 
graphical elements implement three colours (which is inspired by the traffic light) to 
associate with the condition of force feedback. Each colour is corresponding to a magnitude 
level of force feedback. In addition to the force magnitude, the position of each graphic 
element (only the ones that represent very close obstacles) is also associated with the 
position of the virtual object that simulated by the contact force.  
4.3.1.2. Illustration 
Two example views of the proposed graphic user interface are shown in Fig. 34’s top two 
rows. (Left-hand side). The first two rows from top represent the robot at consecutive 
positions “A” and ”B”. In particular, the left side shows the proposed visual feedback 
provided to an operator and the right side shows the corresponding environment photos. 
The GUI provided to an operator includes: (1) a visual frame on the left displaying the front-
view video image captured by the on-board camera; (2) a visual frame bottom-right 
displaying a top-view graphical image representing the robot from the planar segments 
(computed from range sensor data); (3) a control panel top-right providing different options 
related to force and visual feedback which can dynamically be set during navigation.  
THE PROPOSED APPROACH  
72 
 
 
Fig. 34 GUI of the proposed system. 
A magnified example of the top graphical view is shown on the bottom-row of Fig. 34. It 
illustrates the range sensor data and is also the visualization of haptic feedback. The bold, 
colourful segments are generated by sonar sensors, while the white thin lines are generated 
by a laser rangefinder. The dashed triangle area indicates the field of view of the camera. 
During the robot navigation, if the distance between two points measured by neighbour 
sensors is greater than the width of the mobile robot, it means there is enough space for the 
robot to pass whatever is in front of it. No line segment is then shown. Alternatively, there 
will be a line connecting the two points. The colour of each point and associated line 
segment corresponds to the force feedback gain (Fig. 35). It turns “green” if the measured 
distance is greater than d2 and less than d3; “yellow” if the measured distance is greater than 
d1 and less than d2; “red” if the measured distance is greater than d0 and less than d1. It 
disappears if the distance is greater than d3. (d0, d1, d2, d3 are distance thresholds which are 
described in the previous section) 
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Fig. 35 Visualization of environmental force feedback. 
The status of haptic feedback can also be reflected through the graphical elements in the 
visual frame bottom right. For instance, as illustrated in Fig. 35, “green” only segments 
means the environmental force feedback with gain G3 is activated; “green” and “yellow” 
represent the environmental force feedback with gain G2 is affecting; “red” shows either the 
gain G1 is activated or the contact force is enabled. This is achieved by sharing the same 
distance thresholds between visual feedback and haptic feedback.  
In a word, the top-view provides obstacle proximity through three distinguishable colours, 
operators can identify how far is an obstacle; The colour representation is also associated 
with the force feedback gain, thus, to deliver consistent information between visual 
feedback and haptic feedback. In addition to the proximity, the top-view illustrates obstacle 
distribution with line segments which shows straightforward information about where the 
obstacle is and where the open space is.  
4.3.1.3. Motivation 
 Consistent information representation. Although the benefit of consistent display 
among visual frames has been investigated [157], it has not been done in tele-
navigation tasks which involve haptic feedback. With the same obstacle information 
(the relative distance to the closest obstacle considering the moving direction; and 
the direction of very close obstacles) provided both as visual and haptic feedback, 
the proposed method aims to provide different human sensor modalities with the 
same information, which align inputs and removes the possibility of conflicting 
feedback [157]. The consistent information representation is expected to help 
operators reduce the cognitive workload of perceiving the feedback; easily 
understand the remote environment situation (especially obstacle distribution), and 
improve overall tele-operation performance [28]. Furthermore, the field of views of 
both vision and haptic are aligned to avoid confusion and break of presence, which 
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may have occur when providing inconsistent and misaligned feedback information 
[8].  
 Straightforward data fusion display. The proposed haptic feedback visualization 
(top-view visual feedback) illustrates the integration of data which obtained from 
range sensors. The 2-D floor map extracted from laser data is effective to represent 
a robot workspace [12], and is useful to improve an operator’s situational awareness 
and path planning [16, 146]. The sonar data are used to illustrate the relative 
distance to very close obstacles. Three distance thresholds are associated with three 
contrast and distinguishable colours. The top-view also has a wider field of view and 
could provide range information that is out of the video frame. It is used as a 
complement to the front-view live video images [28]. It is expected to be effective to 
avoid obstacles and perform safe driving [81]. Furthermore, as the size of the range 
data is generally smaller than video-images, the proposed graphic view is suitable 
for narrow bandwidth communications (when live-video cannot be streamed). 
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4.3.2. Intuitive stereo viewing based on a HMD and a Pan-tilt 3D webcam 
4.3.2.1. Introduction 
In order to provide a natural interaction between human and mobile robot [45, 146], this 
thesis proposes to enhance system performance by adding a pan-tilt stereo webcam, 
implement it on-board the mobile robot, and watch the remote environment through a 
motion tracking enabled HMD via wireless network (Fig. 36). 
 
Fig. 36 Architecture of the proposed intuitive stereo viewing method. 
The Pan-tilt stereo webcam is different from general pan-tilt webcams. It has a stereo 
camera instead of a mono one; thus, it is able to provide binocular vision and deliver three-
dimensional scenery via a 3-D display. It simulates the natural observation manner of 
humanity [169]. Compared with a general on-board fixed stereo webcam, which the field of 
view (FOV) is usually around 65°on horizontal and 50°on vertical, the proposed pan-tilt 
stereo webcam has much flexibility to move; It supports around 180 degrees horizontal 
rotation and 120 degrees vertical rotation (Fig. 37).  
 
Fig. 37 Comparison between normal 3-D webcam and the Pan-tilt 3-D webcam. 
Meanwhile, it can actually increase an operator’s perceived field of view (although the 
actual FOV of the stereo does not change). Furthermore, the movement ability of the stereo 
webcam is independent from the robot itself. That means operators can look around the 
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surrounding environment without rotating the mobile robot. This makes the observation 
safe, efficient, and smooth. 
The other key point of the proposed method is to utilize a motion tracking enabled HMD as 
the terminal display. Although other displays (like desktop monitor, laptop screen, 3-D TV, or 
3-D projector) have been widely used to deliver stereoscopic viewing [43], the HMD’s unique 
characteristic (isolation) can provide much more immersive experience, which makes it very 
suitable for remote control applications [45, 157].  
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Fig. 38 Demonstration of the proposed intuitive stereo viewing method. 
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As the HMD has motion tracking ability, it can track the movement of an operator’s head, 
such as pitch, yaw, and roll. This makes it possible to allow stereo webcam to follow the 
movement of the operator’s head as demonstrated in Fig. 38.  
4.3.2.2. Motivation  
 Investigation. The advantages of using a stereo viewing, implementing a pan-tilt 
camera and haptic feedback control have been addressed in the literature reviews. 
However, relevant studies on the performance of 3-D visual feedback (using a Pan-
tilt stereo webcam) along with haptic feedback in tele-navigation tasks are still rare 
[9]. They either have the 3-D vision, but without the pan-tilt unit to provide flexible 
movement [8, 12, 31, 134], or lack of haptic feedback control [45, 170, 171]. Similar 
to what have been done in [9, 154], the proposed method has features including 
stereoscopic viewing, wide field of view relies on the pan-tilt unit, and the HMD 
display with heading tracking. More importantly, this visual feedback will compare 
with other two widely used 3-D vision approaches; and the performance of the 
proposed haptic feedback along with the stereoscopic viewing will be evaluated as 
well.   
 Immersed watching experience. Fig. 39 illustrates the difference between using 
conventional displays (such as a PC monitor or a laptop screen) and the HMD in 
terms of immersing viewing. The image shows that it is easy for operators to notice 
their current environment while watching through conventional displays. Because 
the size of conventional displays is not large enough to cover the entire operator 
sight. Thus, operators can see the objects that out of the screen (such as the screen 
boarder, keyboard, desk, and cluttered background). As a result, operators may 
distract by those objects; and they will aware that they are sitting in front of a 
computer and remote controlling the mobile robot. That distraction has a negative 
effect on the sense of tele-presence [157].  
 
Fig. 39 The difference between other displays and HMD in terms of immersing viewing. 
However, watching through a HMD (only the ones that can cover the entire sight) is 
different. Due to its unique character, it is able to cover the operator’s sight; thus, 
operators can concentrate on what is displayed on the embedded screen, and 
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ignore potential distractive objects in the cluttered background. If only concerning 
the perception of visual feedback, utilize a HMD can maximize isolate an operator’s 
sight from the current environment, and provide a better immersive experience [9, 
134, 154]. A greater sense of immersion produced by a system will lead operators to 
higher levels of presence [157]. 
 Intuitive interaction. In addition to the immersed feeling, allow visual feedback 
following the movement of an operator’s head is an intuitive interaction compared 
with others (using a controller or joystick to move the camera and watch video on a 
monitor or screen) [9, 134, 154]. The smooth rotation of the servo makes sure the 
integrated unit can provide operators the most natural way to observe the remote 
environment. The proposed intuitive and natural interaction is expected to enhance 
operators’ tele-presence, decrease their cognitive effort, and improve the task 
performance [8, 28, 131, 172]. 
4.3.3. Use of different 3-D visualization technologies 
There is no contribution from this point. However, it is an important feature of the proposed 
system. In order to satisfy the requirements of the experiment, which compares the 
performance of different stereoscopic viewing methods along with the proposed haptic 
feedback, the proposed system is developed to support mainstream 3-D display approaches, 
including NVIDIA 3-D Vision enabled laptops, 3-D TVs using polarised filter glasses, and 
HMDs.  
IMPLEMENTATION  
80 
 
Chapter 5 IMPLEMENTATION 
This chapter described the detail of the implementation, including hardware setup and 
software development. Essential hardware components were listed; program flowcharts 
were illustrated; and core code pieces were provided. Readers can know the details of the 
hardware configuration and how the idea was achieved in software. With this information, 
they can duplicate the system and validate the proposed method.  
5.1. Hardware Setup 
5.1.1. Remote system 
 
Fig. 40 Hardware components of the remote system. 
5.1.1.1. Mobile Platform 
The Pioneer 2-DX robot is chosen as the mobile platform utilized in the experiments (Fig. 40). 
This robot is sold by Adept MobileRobots, Inc. It has two driven wheels and one caster wheel. 
It has 16 ultrasonic sensors (sonar) around its 50 x 50cm body. As there is an issue with the 
rear sonar board which would cause inaccurate readings, only 8 front and sides facing sonars 
were activated in the experiments. There is a 12 voltage power output socket on the top of 
the robot. It can provide enough power to external sensors, such as a laser scanner, or a 
Microsoft Kinect, etc. 
- Connection Instruction. The robot communicates with an on-board laptop 
through a serial port. A serial to USB interface convertor is required to connect 
to the robot from a laptop.  
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5.1.1.2. Range Sensors 
 Laser Scanner 
LMS100 is the laser rangefinder used in the experiments (Fig. 41 left). It is sold by SICK Inc. 
and costs approximately £4,000. It runs at a 50 Hz scan rate with maximum 270°scanning 
angle and has 0. 25°angular resolution. The available sensing range is around 20 meters. It 
requires approximately 12 Watts of power.  
- Connection Instruction. This laser scanner supports a serial port connection and 
an Ethernet output. The Ethernet is chosen as the output port in the 
experiments as it can provide faster communication rate. This device is powered 
through the 12 voltage power supply in the mobile robot as illustrated in Fig. 41 
right.  
 
Fig. 41 Laser range finder and its connection instruction. 
 Ultrasonic sensors (Sonar) 
The 8 front facing ultrasonic sensors are embedded in the mobile robot. Their distribution 
(position and interval angles) can be found in Fig. 42. The minimum range of this kind of 
ultrasonic sensor is approximately 180 mm. 
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Fig. 42 Distribution of the embedded ultrasonic sensors. 
- Connection Instruction. Sonar readings can be obtained through the serial port 
and transmitted to an on-board laptop. 
5.1.1.3. On-board Laptop 
As the Pioneer 2 mobile robot does not have an embedded computer, an on-board laptop 
computer (Lenovo X201 1.6GHz Intel Core i5 processor, 4GB RAM) is required as the control 
centre. It receives movement commands from a local system (client) and transmits them to 
the mobile platform. The server laptop is also responsible for receiving data from the robot’s 
external and internal sensors. 
- Connection Instruction. This laptop has three USB interfaces and one Ethernet 
port. The Ethernet port is used to obtain laser data from the LMS-100 laser 
range finder via an Ethernet cable. One of the USB interfaces connects to the 
robot’s serial port through a USB to serial convertor cable. The other USB 
interface links to the on-board webcam (whether it is a mono webcam, 
conventional 3-D webcam, or pan-tilt 3-D webcam depends on the experiment 
requirement) to receive live video feed. The last USB interface is used to provide 
power to the pan-tilt 3-D webcam. The communication between the local and 
server systems is a wireless network, which generated by a wireless router and 
follows the TCP/IP protocol.    
5.1.1.4. Video Cameras 
There are three types of the on-board webcam utilized in the proposed system, including a 
2-D webcam, a conventional 3-D webcam, and a pan-tilt 3-D webcam.  
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Fig. 43 Normal 2-D webcam (left) and conventional 3-D webcam (right). 
 2-D webcam 
Microsoft LifeCam Cinema (Fig. 43 left) is the 2-D webcam used in the first experiment. It has 
an integrated CMOS sensor and supports capturing images with resolution of 1280 x 720. 
The diagonal field of view is 73°, makes it easy to capture wide angle pictures and video. 
During the experiment, the resolution is restricted to 640x480 in order to decrease the 
image size and make sure the video transmission is fluency. 
- Connection Instruction. This 2-D webcam connects to the on-board laptop 
computer through a USB cable. 
 
 Conventional 3-D webcam 
In the experiment of comparing among different stereoscopic viewing approaches along 
with haptic feedback, the Konig 3-D webcam (Fig. 43 right) is chosen as the on-board 
stereoscopic webcam. It has two lenses with one USB output. This webcam does not support 
autofocus. Meanwhile, it needs to be focused manually before each test to align the two 
images. The maximum resolution supported by this webcam is 800 x 600; in order to 
maintain the performance of the video transmission, the resolution is limited to 640 x 480. 
- Connection Instruction. This 3-D webcam connects to the on-board laptop 
computer through a USB cable. 
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 Pan-tilt 3-D webcam 
 
Fig. 44 Self-made low cost Pan-tilt 3-D webcam. 
The self-made low cost pan-tilt 3-D webcam consists of a conventional 3-D webcam and a 
pan-tilt base. The pan-tilt base includes two servos, a microcontroller, one ZigBee module, 
and a USB cable (Fig. 44). 
The servo 1 is embedded in the base and controls the yaw movement of the upper 
components (servo 2 and the 3-D webcam). Servo 2 controls the pitch rotation of the 
webcam. The utilized microcontroller is the mbed NXP LPC1768. It has a 32-bit ARM Cortex-
M3 core running at 96MHz, includes 512KB FLASH and 32KB RAM. The microcontroller is 
responsible for processing received commands from a wireless module, such as the ZigBee in 
this case, and controlling the movement of each servo. ZigBee has a defined rate of 
250kbit/s which is inadequate to transmit video images. However, it is best suited for 
intermittent data transmission. As the self-made pan-tilt 3-D webcam is still a prototype, 
ZigBee is chosen instead of Wi-Fi as the wireless module to receive commands from the local 
system. The microcontroller and ZigBee module require a USB cable to supply power from 
the on-board laptop. The 3-D webcam outputs live video feed to the on-board laptop 
through a USB cable. The video images will be compressed into JPEG format and transmitted 
to local system through a Wi-Fi network.  
5.1.2. Local system 
The hardware configuration of the local system varies on experiments. In the experiment 
which focuses on comparing between the proposed haptic feedback and a conventional 
method, the hardware components are shown in Fig. 45, they include a laptop computer 
(Asus Zenbook UX21, 1.6GHz Intel Core i5 processor, 4GB RAM), a display (21’’ LED monitor), 
and a haptic feedback device (Novint Falcon). The laptop computer is responsible for 
sending movement commands as well as receiving sensor data. The display shows the 
environment through front and top views. 
- Connection Instruction. The laptop connects to the haptic feedback device 
through a USB cable. The haptic device requires a 12 volt power supply. The 
laptop outputs live video feed to the monitor via a VGA cable. 
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Fig. 45 Local systems for comparing two haptic feedback methods. 
The second experiment concentrates on comparing among three stereoscopic viewing 
approaches along with force feedback. Novint Falcon is still the force feedback device. There 
are three kinds of 3-D display in the second experiment, including Toshiba Qosmio laptop 
(2.4GHz Intel Core i7 processor, 16GB RAM, 17.3-inch Screen, with NVIDIA 3D Vision 
technology), LG 55’’ LED TV (with passive 3-D technology), and Oculus Rift HMD (with 
separate display). These displays represent current popular approaches of the stereoscopic 
viewing.  
- Connection Instruction. No matter which display is used, the Toshiba laptop is 
always required as the control centre. It outputs 3-D live video (side by side 
images) to the 3-D TV and HMD via a HDMI cable. Operators need to wear 
relevant 3-D glasses to view the 3-D effect. The haptic feedback device is always 
the Novint Falcon, and it connects to the laptop through a USB cable. Fig. 46 
illustrates the three conditions of the hardware combination. 
 
Fig. 46 Comparison among three stereoscopic viewings along with haptic feedback. 
IMPLEMENTATION  
86 
 
5.2. Software Development 
Considering the issues of the software developed by previous researchers, new tele-
operation software is developed. The new software is not only used to work together with 
relevant hardware to evaluate the proposed ideas, but also works as a fundamental system 
for other researchers who studies mobile robot teleoperation. The software follows client-
server architecture. The mobile robot and on-board computer work as a server (remote 
system); terminal devices (computer, mobile phone) and relevant controllers work as the 
client (local system). 
The software architecture is shown in Fig. 47. The server program has five key modules: (1) 
Motion (decodes received commands to a language that the robot can understand); (2) 
Sonar (obtains measured data from all eight ultrasonic sensors using the Aria library); (3) 
Laser (retrieves scanned data from the 2-D laser range finder using the MRPT library [173]); 
(4) Image (captures images from the webcam and compresses them to jpeg format using the 
OpenCV library); (5) Network (establishes a connection to the client, send sensor data and 
receive motion commands). 
The client architecture has four key modules: (1) Input (supports control devices and obtains 
motion commands from the selected devices); (2) Haptic Feedback (calculates haptic 
feedback gain and generates a force effect using the HAPI library); (3) Display (visualizes the 
JPEG image sequence and range information); (4) Network (establishes a connection to the 
server; receives sensor data and sends motion commands). 
As the client-server architecture technology is already mature and has been widely 
implemented, this thesis will not describe it in detail, only focuses on the Force Rendering 
Module, Laser Module, and Display Module. 
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Fig. 47 Software architectures.  
5.2.1. Initial Force Effect 
The initial force (Fint) is achieved through using the ‘HapticPositionFunctionEffect’ class in the 
HAPI library. This class is able to create a force effect that depends on the difference 
between the current position and the initial position of the haptic probe. The class has three 
parameters which are ‘x_function’, ‘y_function’, and ‘z_function’. These parameters are 
associated with three force vectors (Fint-x, Fint-y, Fint-z); these vectors represent the haptic 
feedback applied along three coordinate axis of the haptic device. To activate the force 
effect, an instance needs to be initialized, and the initialization code is: 
initForce =  new HapticPositionFunctionEffect (x_function, y_function, z_function); 
‘initForce’ is a user defined object name of the force effect. After the initialization, an object 
of the haptic device needs to be designate to render the force effect. Following code tells a 
device object (hapticController) that it needs to render the force effect ‘initForce’: 
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hapticController. addEffect( initForce ); 
‘hapticController’ is a user defined object name of a haptic device. Finally, transfer the force 
effect to the device’s rendering loop and enable the effect by calling: 
hapticController. transferObjects(); 
Fig. 48 illustrates the relationship between the initial force (magnitude) and the position of 
the haptic probe. The vertical axis represents the magnitude of the environmental force; the 
horizontal axis represents the position of the haptic probe related to the origin point. 
Positive and negative values represent the force direction. Positive values indicate the force 
direction points from the operator to the device or from right to left. Negative values 
indicate the force direction points from the device to the operator or from left to right. The 
force magnitude is calculated as: Fint-x=k1x (red line); Fint-y=k2y (blue line); Fint-z=k3z (red line); 
with x, y, z representing the coordinates of the haptic probe as illustrated in Fig. 2. k1, k2, k3 
are the scaling constants (gains). As the force feedback applied on the X-axis and Z-axis has 
the same magnitude in this case, they are represented by one of them (Fint-z).   
 
Fig. 48 The relationship between the initial force and the position of the haptic probe. 
5.2.2. Environment Force Effect  
Fig. 49 illustrates the rendering order of the proposed haptic feedback, including contact 
force effect and environmental force effect. From the beginning of every loop, the system 
checks whether any measured distance is less than the contact force threshold? If the 
answer is ‘Yes’, all enabled environmental force feedback will be disabled, then the system 
enables or update the relevant contact force effect. Otherwise, if the answer is No, all 
enabled contact force feedback will be disabled. After these procedures, the system then 
checks whether any measured distance is less than the environmental force threshold? If the 
answer is ‘Yes’, the relevant environmental force effect will be enabled or updated. 
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Otherwise, if the answer is ‘No', all enabled environmental force feedback will be disabled, 
and then this loop ends. 
 
Fig. 49 Flowchart of the rendering order of the proposed haptic feedback. 
5.2.2.1. Algorithm flowchart 
Fig. 50, Fig. 51, and Fig. 52 are the flowcharts which illustrate how to implement the 
environmental haptic feedback step by step. Each figure represents a situation. Fig. 50 
shows the situation when the robot is moving forward (Part 1); Fig. 51 displays the situation 
when the robot stops; and Fig. 52  represents how to generate the environmental force 
effect while the robot is moving backward. 
 Moving Forward  
When the mobile robot is moving forward, the program checks the measured distance 
obtained from front ultrasonic sensors, to determine whether it is required to generate 
relevant haptic feedback. If none of the sonar readings are equal or less than the maximum 
threshold (d3), that means the mobile robot is still relatively far from obstacles; and the 
environment force effect can be disabled (Clear Environment Force Effect Function). Graphic 
illustration and detailed description of how does the environmental force affect the 
operation can be found in Chapter 4. If it is not the case, at least one type of the force effect 
needs to be enabled. Then the program checks whether any sonar reading is equal or less 
than the minimum threshold (d1). If the result is positive, means that the robot is very close 
to some obstacles. Corresponding haptic feedback with maximum gain (G1) needs to be 
activated. If the maximum gain has been enabled, then ends the procedure; otherwise clear 
existing environmental force effect first, and enable the maximum gain (G1). If the minimum 
sonar reading is greater than the minimum threshold and equal or less than the middle 
threshold (d2), that means the distance to the closest obstacle is neither far away nor very 
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closes, a middle force feedback gain (G2) is required. If the middle force feedback gain has 
been enabled, then ends the procedure; otherwise clear existing environment force effect 
first and then enable the middle force feedback gain (G2). The last condition is that the 
minimum sonar reading is greater than the middle threshold and equal or less than the 
minimum threshold (d3), which represents the robot is relatively far from any obstacle. 
Meanwhile a gentle haptic feedback (with minimum force feedback gain) will be generated. 
If the minimum force feedback gain is enabled, then ends the procedure; otherwise clear 
existing environment force effect first and enable the minimum force feedback gain (G3). 
The above process is the first part (PART1) of the environmental force effect module. It 
handles when and how to generate the environmental haptic feedback while the robot is 
moving forward. If this is not the case, the program needs to go to the other two parts to 
find relevant solutions. 
 
Fig. 50 Flowchart of the Environmental Force effect (PART1).  
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 Robot Stops 
Fig. 51 is the flowchart of how to deal with condition while the robot stops or the operator 
moves the haptic probe to the dead zone. The program detects whether the contact force 
effect or the environmental force has been enabled. If one of them has been enabled, the 
program clears the environment force effect to remove interference. Otherwise, the 
program ends this part and goes to part3.    
 
Fig. 51 Flowchart of the Environmental Force effect (PART2). 
 Moving Backward 
If none of previous two conditions are qualified, means the haptic probe locates within the 
rear zones of the workspace, and the mobile robot is moving back. Fig. 52 illustrates the 
process under this situation. It is similar to the situation when the robot is moving forward. 
The difference is that the force direction is opposite to the previous situation. In this case, 
haptic feedback pushes the haptic probe back to the dead zone, aiming to slow down the 
robot or even stop it. The other difference is that the force magnitude only has two levels: 
the maximum force feedback gain (G1) and the minimum force feedback gain (G3). Usually, 
an operator controls the robot to move back in order to find a new forward direction. Under 
this circumstance, the main function of haptic feedback changes from environment 
perception to obstacle avoidance is believed to be more effective. Thus, less amount of force 
feedback gain is implemented.  
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Fig. 52 Flowchart of the Environmental Force effect (PART3). 
5.2.2.2. Implementation detail 
The environmental force effect is similar to the initial force and it also relies on the 
‘HapticPositionFunctionEffect’ class in the HAPI library to achieve the function. During the 
rendering process of this force effect, ‘clearEffects’ function will be triggered when shifting 
the force magnitude, and in the condition of disabling this force effect. 
Although both the environment force and initial force belong to the spring-damper force 
effect. The differences include: 1) in the environment force rendering, the scaling constant (k) 
applied on z-axis (forward and backward direction) varies depending on the measured 
distance to obstacles. In the initial force rendering, the scaling constant does not change. 2) 
The environment force effect will be disabled if the haptic probe moves within the ‘Dead 
Zone’ (-1.5 < x < 1.5 in Fig. 2). 
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5.2.3. Contact Force Effect  
5.2.3.1. Algorithm flowchart 
 
Fig. 53 Algorithm flowchart of the contact force effect. 
Fig. 53 is the flowchart which illustrates how does the contact force effect work. The 
program activates the contact force effect when any sonar reading is less than the threshold. 
If none of the sonar readings meet the requirement, the program disables all enabled 
contact force effect and ends the procedure. Otherwise, the program continues checking 
each measured distance to determine whether one or multiple contact force effects need to 
be activated. There are eight situations which represent the eight positions of the virtual 
objects (details can be found in Chapter 4). For instance, the ‘FrontRed’ area includes 
readings obtained from Sonar 2, Sonar 3, Sonar 4, and Sonar 5. If any of these four readings 
is less than the threshold, then it means the contact force effect needs to be activated in the 
‘FrontRed’ area. If the force effect has been enabled already, the program continues 
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checking the next condition (‘FROrance’). Otherwise, it renders a virtual object which is 
corresponding to a real obstacle near the robot, and stops the operator from pushing the 
haptic probe anymore. If none of the four readings are less than the threshold, which means 
the obstacles in front of the robot are still relatively far, operators cannot “touch” them yet. 
In this case, if the contact force effect (‘FrontRed’) has been activated, then disable it and 
goes to the next condition. Otherwise the procedure goes to the next condition directly. 
The working process for each situation is almost the same, and the procedure ends until it 
has checked all eight conditions. 
5.2.3.2. Implementation detail 
This effect is achieved through using the ‘HapticPrimitive’ class in the HAPI library. This class 
requires three parameters, including which geometry it will render? How stiff the surface is? 
And which face (side) of the virtual object that can be touched? Available options for the 
first parameter have several primitive objects, such as cube, sphere, triangle, lines, and 
points. The cube is used in the proposed contact force effect. It represents an axis aligned 
primitive cube, and it is defined through two points on the diagonal line.  
For instance, Fig. 54 illustrates the contact force effect activated on the ‘FrontRed’ area. It 
simulates the situation that obstacles are very close in front of the mobile robot. Three blue 
lines with arrows are the coordinate axis used for calculation. The origin of the coordinate is 
in the centre of the working space of the device. The green virtual object (cube) is the 
geometry rendered by the contact force effect. It is defined through the Start Point (x = - 0. 1, 
y = - 0. 1, z = -0. 3) and the End Point (x = 0. 1, y = 0. 1, z = 0. 015).  
 
Fig. 54 Illustrations of one condition of the contact force effect. 
The stiffness of the surface determines how difficult it is to penetrate into the object. Small 
stiffness is usually used to simulate soft objects, while large value can be used to render 
solid objects. In the proposed method, the virtual objects need to be solid to prevent an 
operator from pushing or pulling the haptic device. ‘FRONT’ is usually configured as the 
option for the third parameter in the ‘HapticPrimitive’ class constructor. Thus, a front shape 
instance of this class can be defined as: 
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shapeF =  new HapticPrimitive(new Collision
∷ AABox(Vec3(−0. 1, −0. 1, −0. 3), Vec3(0. 01, 0. 1, −0. 015)), my_surface, Collision: : FRONT); 
Other situations follow the same rule, but with different coordinates of the virtual objects. 
To enable an associated contact force effect, the codes below need to be used. 
hapticController. addShape(shapeF); 
hapticController. transferObjects(); 
To remove a relevant contact force effect, replace the ‘addShape()’ function with the 
‘removeShape()’, and the ‘transferObject()’ function is still required. 
5.2.4. Conventional Force Effect 
The conventional method used as the comparing conference follows what proposed in [37]. 
This is because the method is relatively objective, its force calculation equation does not 
have many coefficients or gains which need to be determined experimentally. Thus, the 
method is more independent of experiment environment. Another aspect is that the 
method proposed in [37] also uses the ultrasonic sensor as the range sensor, and the mobile 
robot is very similar to the one utilized in this thesis. These features make it suitable to be 
used as a comparable reference. There are two differences between it and the approach 
proposed in this thesis: 1) the force magnitude associates with the measured distance 
directly; 2) force direction is opposite to the position of the closest obstacle. Fig. 55 
illustrates the flowchart of how the conventional force feedback works. 
 
Fig. 55 Flowchart of the conventional force effect considering the robot is moving forward. 
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The program firstly checks whether the robot is moving at the beginning. If the answer is 
negative, means the operator has moved the haptic probe to the dead zone (stop) area. 
Then, the program removes enabled environmental force effect and ends. Otherwise, it 
continues to check whether the minimum measured distance (d) is less than a threshold. If 
true, the program prepares to render the force effect. The magnitude of the claimed 
conventional force is calculated by the following equations: 
F. x = (
k
d
) ∗ Sinϴ; 
F. z =  (
k
d
) ∗ Cosϴ; 
F.x denotes the force applied to the x-axis (left to right); F.z denotes the force applied to the 
z-axis (forward to backward); k is the scale coefficient or force feedback gain; and d is the 
minimum measured distance. Ѳ denotes the degree of the ultrasonic sensor that is related 
to the central line. The force direction is opposite to the obstacle. ‘HapticForceField’ is the 
class in the HAPI library that is required to render a constant force effect based on the input 
parameter. In this case, F.x and F.z are the parameters. 
Next, the program checks whether the relevant force effect has been activated, in order to 
prevent disturbing caused by duplicate force effect. If the force effect has been enabled, the 
program only updates the force vector by applying the following codes: 
HAPIHapticsDevice: : HapticEffectVector tmp; 
tmp. push_back(forceEffect); 
hapticController. setEffects(tmp); 
If not, the program enables the force effect by calling ‘addEffect()’ and ‘transferObjects()’ 
functions. At last, this procedure ends.  
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5.2.5. Video Streaming 
5.2.5.1. Algorithm flowchart 
 
Fig. 56 Flowchart of the video processing procedure 
 Server (Remote system) 
The left image in Fig. 56 demonstrates the flowchart of the image processing on the server 
side. Image capturing and processing rely on the OpenCV library. The program obtains left 
(ImageL) and right (ImageR) images from each lens of the on-board 3-D camera. Then it 
montages the two images into a new one. The new image has double width of the old one. 
‘adjustROI’ function needs to be used to manipulate the image frame. ‘copyTo’ function is 
used to move buffer (image content) to the new image frame. Afterwards, the program 
checks whether the client has a NVIDIA 3-D enabled display (such as a desktop PC or laptop). 
If the answer is positive, the merged image will be resized to meet the requirement (the 
respect ratio of the image is fixed and predefined) of the NVIDIA 3-D technique. If the 
answer is negative, it means the client display is either a 3-D TV or a HMD which uses 
another 3-D technology. Thus, there is no need to resize the image. The next step is 
encoding. No matter what kind of display the client is using, the captured image will be 
encoded with JPEG format to compress the size before transmission. The encoding process 
can be done by using the following code: 
cv: : imencode(". jpg", imgFrame, imgBuffer, params); 
‘imencode’ is the function name. ‘.jpg’ is the first parameter which tells the function that the 
encoder is JPEG. ‘imgFrame’ is the second parameter which contains the raw image 
information. The third parameter ‘imgBuffer’ is the new buffer which contains the encoded 
image. ‘params’ is the default option for the last parameter. 
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 Client (Local system) 
The right image in Fig. 56 shows the image processing steps on the client side. There are 
three main sections that are associated with three comparable displays, including the Laptop 
(NVIDIA 3-D), HMD, and 3-D TV. Firstly, the program needs to check which display is being 
used; this can be known from the operator’s choice on the configuration panel of the GUI. 
Secondly, the program disables other two displays to make sure the operator can 
concentrate on one display. Thirdly, if the 3-D laptop is the current display, the received 
JPEG images will be loaded from a third-part library called the ‘Make3DEffect’, and it is 
compiled in C#. The ‘Make3DEffect’ invokes the functions from the NVIDIA 3-D SDK to split 
the merged image, and display left and right images separately in a frequency of 120 Hz.  
If the display is a HMD, the received JPEG images need to be decoded to OpenCV matrix 
format; then the following processes will be done to make sure the 3-D effect can be viewed 
properly. The screen resolution of the HMD (Oculus Rift) is 1280 x 800 (640 x 800 for each 
eye). The received image has a resolution of 1280 x 480 (640 x 480 for each side). As 
illustrated in Fig. 57 left, each image perfectly fits the width of the screen. The white space 
areas on top and bottom will be filled with black. If the software outputs the image directly 
to the HMD, the operator may view “double images”. That is because the image centre 
(black point in the centre of each image) is not aligned with the lens centre (as showed with 
“+” symbol). Each difference is about 45 pixels (total difference is 90 pixels), and this causes 
the brain cannot correct differential images automatically. The solution (Fig. 57 right) is to 
move the left image (red) 45 pixels to the right, and move the right image (blue) 45 pixels to 
the left. The right part of the left image that appears on the right panel needs to be removed. 
In a similar way, the left part of the right image that appears on the left panel needs to be 
removed as well. 
 
Fig. 57 Image processing for the 3-D viewing through the Oculus Rift HMD. 
According to the above analysis, the left image will be cropped from the top-left corner (0, 0) 
of the original received image (the resolution is 1280 x 480) to (595, 480); and the right 
image will be cropped from (685, 0) to the bottom-right corner of the received image (1280 
x 480). Fig. 58-left illustrates how to split the received image into a left eye image and a right 
eye image. After the split procedure, the two separate images will be filled (montage) into a 
new image frame which has the resolution of 1190 x 480, and positioned in the centre of the 
screen frame as shown in Fig. 58-right. The split and montage processes were achieved 
through implementing functions from the OpenCV library. 
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Fig. 58 Illustrations of how to split the merged image into left eye and right eye. 
If the 3-D TV is the display, after the decoding process which is the same as the HMD, the 
image needs to be resized to fill the full screen (1920 x 1080) of the 3-D TV. Finally, ‘imshow’ 
function is used to output the images to the HMD or the 3-D TV. If none of these three 
displays have been chosen, then the program disables the video viewing function. 
5.2.6. Laser data representation 
5.2.6.1. Data acquisition 
The laser data are obtained through using the MRPT library. The library outputs a packet of 
data each time. Each packet contains 180 values which represent information of obstacle 
distribution within 180 degrees in front of the laser scanner. The direction degree between 
each adjacent point is 1°; thus, the point ID and its value can be used to address the 
position of its detected obstacle. After the packet is obtained, it transmits the packet to the 
client through a TCP/IP socket, and the graphical representation of the data will be displayed.  
5.2.6.2. Data illustration 
In the proposed method, the obtained laser data are used to represent the 2-D layout of the 
environment in front of the mobile robot. The aim is to provide the operator a clear and 
simple perception about where the path ends? And where is the open space?  
The obtained raw laser data has 180 point values and associated azimuthal angles. In order 
to display the 2-D layout of the environment, segments need to be drawn between adjacent 
points. However, two processes must be done before drawing the segments. The two 
processes are ‘Invalid Data Filter’ and ‘Moving Average’. The ‘Invalid Data Filter’ is 
responsible for removing invalid data caused by some special surface material. These 
material stops the laser beam from reflecting to the laser scanner, which causes the 
obtained value is ‘0’ or negative.  
‘Moving Average’ is the algorithm to make the result (2-D layout) looks smooth and simple 
to understand. As the raw laser data contain noises (the measured value is greater or less 
than the actual one), it causes the line representation look like a sawtooth rather than a 
smooth line. Furthermore, the raw laser data represent a relatively more accurate 
environment layout. However, the accuracy may not good in this case because: 1) cluttered 
environment would result in lots of broken line representation. A complicated graphic is not 
easy to be understood. As each point is more or less different than its previous status, the 
shape of the saw tooth varies on each refresh time. It makes the line looks frequently 
vibrating, which is a distraction; 2) the laser rangefinder can recognize the small gap 
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between two objects that ultrasonic sensors cannot. Inconsistent representation between 
laser and sonar may confuse operators; 3) the aim of the graphic representation (top-view) 
is to provide an easy understanding 2-D layout of the remote environment; it is a 
supplement to the live video, and is the visualization of haptic feedback as well.  
Fig. 59 illustrates the laser data processing steps. The left image shows the result (blue line) 
which represents the raw laser data. It is clear to identify the raw-tooth effect and 
unexpected broken line which caused by an invalid data. The middle image demonstrates 
the effect after applied the ‘Invalid Data Filter’. The invalid data have been ignored and the 
unexpected broken line disappeared. However, the saw tooth effect is still exists. After 
applying the ‘Moving Average’ process, the final result is shown in the right image. Although 
some corners are not reflected accurately, the result does not affect the operation. The 
width of the corner is less than the width of the robot, and the robot cannot pass through 
the corner. Thus, these corners are ignored in the proposed method. 
 
Fig. 59 Illustrations of laser data processing steps. 
5.2.6.3. Algorithm flowchart 
Fig. 60 illustrates the flowchart of the algorithm implemented for laser data representation. 
It shows the whole process of how to handle a packet of raw data. Each packet contains 180 
values, and is corresponding to 180 points. The process is a loop and has 180 steps. In the 
beginning of each step, the program assumes the first value (Point [1]) is valid; if not, it 
assigns it with a predefined value (this process has not reflected in Fig. 60). Then the 
program checks whether the next value (Point [i]) is valid, if not the process enters to the 
“Invalid Data Filter” section. 
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Fig. 60 Flowchart of the laser data processing. 
Once found an invalid point, the ‘Invalid Data Filter’ needs to know whether the previous 
point is the end point (LastUsedPoint) of the previous segment. This is because the “Moving 
Average” process ignores some points, so it is required to find the ‘LastUsedPoint’. If the 
previous point is the ‘LastUsedPoint’, the program searches the following data in the packet 
to find out the next valid point (Point [n]). Then a segment can be drawn between the 
previous point (LastUsedPoint) and the next valid point (NextValidPoint), and also bypassed 
the invalid point. The ‘Point [n]’ then becomes the ‘LastUsedPoint’. The “Invalid Data Filter” 
section ends here and the process starts a new loop. If the previous point is not the 
‘LastUsedPoint’, it means the previous point is valid, but ignored by the “Moving Average” 
function. The program draws a segment between the ‘LastUsedPoint’ and previous point; 
then changes previous point to the ‘LastUsedPoint’. Again the program follows the process 
which finds next valid point as described above. 
If the next value (Point [i]) is valid, the process goes to the ‘Moving Average’ section. The 
‘Count’ is a variable used to control the smooth level; the greater upper limit it has, the 
much smooth the result will be. After several experimental evaluations, the upper limit is set 
to 15 during the following experiments. The ‘Count’ increases 1 at the beginning of every 
loop. Then the program checks the difference between the current point (Point [i]) and the 
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previous one (Point [i-1]). If the difference is greater than a threshold (it is set to the width 
of the robot), it means the obstacle distribution has an obvious change, and it is necessary to 
be reflected in the 2-D layout. Thus, the program draws a segment between the 
‘LastUsedPoint’ and current point. It ignores other points that between them because the 
relative distance difference is small. Once a segment is drawn, the ‘Count’ will be reset and 
the ‘LastUsedPoint’ refers to the current point. At the end of each loop, the program checks 
whether the current point is the last point in the packet (there are 180 points in total); if the 
answer is yes, the program ends; otherwise it starts next loop and processing next point. 
If the difference of the measured distance between adjacent points is less than the 
threshold, it means the position change between these two points is not obvious. Another 
judgement (Count Checks) needs to be done before the determination of whether to ignore 
the current point; if the count number is less than the upper limit, the current point can be 
ignored as the result of the ‘Moving Average’ function; then the program returns to the 
beginning and starts with the next point; if the count number is greater than the upper limit, 
it means enough points have been ignored in the previous steps, and a segment needs to be 
draw to represent the overall distribution of those ignored points. The following steps are 
the same as the one described above. 
5.2.7. Sonar data representation 
5.2.7.1. Data acquisition 
The raw sonar data are obtained from embedded ultrasonic sensors by using the ARIA 
library. The process retrieves 16 sonar readings and transmits them to the client within each 
cycle. In Fig. 61, the measured distance (md) is used to represent the distance from the 
origin point to a detected obstacle. The quantitative relationship can be found in the 
following equation. 
md =  mobile robot radius +  raw sonar data 
5.2.7.2. Data illustration 
 
Fig. 61 Graphical representation of the sonar data. 
Sonar data representation has two main processes: 1) Rendering 16 base blocks based on 
the measured distances; 2) Rendering segments between adjacent blocks. Fig. 61 above 
illustrates how these two processes work.  
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 Base Block Rendering 
Fig. 61 left shows an example of how to determine the coordinates of a base block. This 
example is based on the data obtained from Sonar 5 which locates 50 degrees (ϴ) away from 
the central line. The size and location of this base block are determined by four points (A, B, 
C, D), and the coordinate of each point has been labelled in the figure. ‘w’ is a predefined 
value that is half of the block’s length. ‘h’ is another predefined value that is the width of the 
block. The coordinates (xa, ya) of point A can be known from following equations: 
xa =  md ∗ sin ϴ +  w ∗ cos ϴ; 
ya =  md ∗ cos ϴ −  w ∗ sin ϴ; 
Similarly, the coordinate (‘xb, yb’) of point B can be calculated from: 
xb =  (md + h) ∗ sin ϴ +  w ∗ cos ϴ; 
xb =  (md + h) ∗ cos ϴ −  w ∗ sin ϴ; 
Another two points follow the similar way. 
 Segment Rendering 
This procedure renders 16 base blocks first, then links adjacent blocks with segments. Fig. 61 
right illustrates how these segments are rendered. ‘B1, B2, B3, B4’ are base blocks. The long 
dashed line represents the measured distance from the origin to each base block (obstacle). 
The dotted line shows the distance between two base blocks. Black circles are the vertexes 
of segments. Each segment is determined by four vertexes, and the rendering order is anti-
clockwise. For instance, the segment sample in the right image is determined by ‘sv1, sv2, sv3, 
and sv4’. The position of each vertex is determined by the adjacent measured distances. If 
current measured distance (md2) is greater than the next one (md3), the segment will look 
like a backward rectangle; in this case the segment connects bottom-left points (sv1, sv2) and 
top-right points (sv3, sv4) of the adjacent base blocks. If current measured distance (m3) is 
less than the next one (md4), the segment will look like a forward rectangle; in this case the 
segment connects bottom-right points and top-left points of the adjacent base blocks. 
Whether to render a segment depends on the distance between the current and next blocks; 
if the distance is greater than a threshold (the width of the mobile robot), that means 
possibly there is enough space for the robot to pass through. Thus, there is no need to 
render a segment. Otherwise, a segment will be drawn to provide straightforward visual 
information indicating that direction is a dead end. 
5.2.7.3. Algorithm flowchart 
Fig. 62 and Fig. 63 illustrate the procedures of rendering graphics for front eight ultrasonic 
sensors. The procedures contain two processes: first one (Fig. 62) is to render the base 
blocks; and the second one (Fig. 63) is to render the segments between adjacent blocks. 
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Fig. 62 Flowchart of the procedure of the base block rendering. 
 Base Block Rendering 
Fig. 62 shows the flowchart of the procedure of how to render the base blocks. There are 
eight loops, and each loop renders a base block. Each base block is corresponding to a sonar 
reading. The rendering process has two main functions: one is the ‘colour judgement’, and 
the other is the ‘block rendering’. The ‘colour judgement’ function is designed to determine 
the colour of each vertex based on the measured distance. The detail can be found in 
Chapter 4. The basic rule is to use ‘Green’ to represent the obstacle that is relatively far; use 
‘Orange’ to represent the obstacle that is not very close; and use ‘Red’ to represent the 
obstacle that is very close. At the beginning of each loop, the procedure checks the colour of 
the block which will be rendered according to the measured distance, then draws four 
vertexes based on the rules and fills in the colour. 
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Fig. 63 Flowchart of the procedure of the segment rendering. 
 Segment Rendering 
Fig. 63 illustrates the flowchart of how to render a segment between adjacent blocks. The 
procedure loops seven times to complete segments of all front sonar readings. Within each 
loop, it firstly checks the distance between current and next base block to determine 
whether it is necessary to render a segment. If the distance is greater than the threshold, 
there is no need to render. Then the program checks whether the current block is the last 
one; If not the procedure starts next loop. If the distance is less than the threshold, that 
means a segment needs to be rendered. Afterwards, the program compares the measured 
distance between current block and next one.  A backward rectangle (red rectangle in Fig. 63) 
like segment will be rendered if current block is farther than the next one. As illustrated in 
Fig. 61 right, the rendering order starts from ‘SV1’ (bottom-left point of current block), then 
goes to ‘SV2’ (bottom-left point of next block), next is ‘SV3’ (top-right of next block), and 
finally renders the ‘SV4’ (top-right of current block). The coordinates of four vertexes can be 
calculated from the following equations. 
SV1(x, y)  =  (md[i] ∗ sin ϴ − w ∗ cos ϴ, md[i] ∗ cos ϴ + w ∗ sin ϴ) 
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SV2(x, y)  =  (md[i + 1] ∗ sin ϴ − w ∗ cos ϴ, md[i + 1] ∗ cos ϴ + w ∗ sin ϴ) 
SV3(x, y)  =  ((md[i + 1] + h) ∗ sin ϴ + w ∗ cos ϴ, (md[i + 1] + h) ∗ cos ϴ − w ∗ sin ϴ) 
SV3(x, y)  =  ((md[i] + h) ∗ sin ϴ + w ∗ cos ϴ, (md[i] + h) ∗ cos ϴ − w ∗ sin ϴ) 
If the current block is closer than the next one, a forward rectangle (blue rectangle in Fig. 63) 
like segment will be rendered. As illustrated in Fig. 61 right, the rendering order starts from 
‘SV1’ (bottom-right point of current block), then goes to ‘SV2’ (bottom-right point of next 
block), next is ‘SV3’ (top-left of next block), and finally renders the ‘SV4’ (top-left of current 
block). The coordinates of four vertexes can be calculated from the following equations. 
SV1’(x, y)  =  (md[i] ∗ sin ϴ + w ∗ cos ϴ, md[i] ∗ cos ϴ − w ∗ sin ϴ) 
SV2’(x, y)  =  (md[i + 1] ∗ sin ϴ + w ∗ cos ϴ, md[i + 1] ∗ cos ϴ − w ∗ sin ϴ) 
SV3’(x, y)  =  ((md[i + 1] + h) ∗ sin ϴ − w ∗ cos ϴ, (md[i + 1] + h) ∗ cos ϴ + w ∗ sin ϴ) 
SV3’(x, y)  =  ((md[i] + h) ∗ sin ϴ − w ∗ cos ϴ, (md[i] + h) ∗ cos ϴ + w ∗ sin ϴ) 
Once a rendering process completed, the program checks whether current block is the last 
one. If not, it starts next loop. Otherwise, it ends the procedure. The above paragraph 
describes how to render base blocks and segments of the front eight sonar readings. Similar 
procedures also applied to the rear ones. 
Fig. 64 is a top-view which illustrates the positions of both sonar sensor and the laser 
scanner. Texts demonstrate the order and angle of each sonar sensor. The grey square 
beneath the triangle illustrates the position of the laser scanner.  
 
Fig. 64 Illustration of the position of the on-board range sensors 
Before each experiment, the calibration of both sensors’ coordinates was done through 
programming, to make sure the graphic representation of both range sensors was based on 
the same origin coordinate (the centre of the grey square as illustrated in the figure). In 
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terms of the measured distance, there was no particular process to do the alignment 
between two range sensors. The reason is that their working surface is different. The 
working surface of a general 2-D laser scanner is a flat surface, means objects which are not 
in that surface are invisible to the sensor [73, 81]. The area of an ultrasonic pulse is a cone 
with an opening angle [68, 69]. Thus, the measured distance can be different if the obstacle 
is a polyhedron which is normal in unstructured environments. 
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Chapter 6 FIRST EXPERIMENATION: COMBINING HAPTIC AND 
VISUAL FEEDBACKS  
This experiment was conducted to compare the proposed haptic feedback with a more 
conventional method (typical in the literature). In particular, it was proposed to consider the 
method proposed in [37].  
The method in [37] provides environmental force feedback only. The force magnitude is 
directly associated with the measured distance. The force direction is opposite to the 
direction of the closest obstacle. Meanwhile, there is no contact force effect in the typical 
method. The aim of this experiment is to assess the advantage of the proposed haptic 
feedback approach, in terms of comprehension of the robot’s location and obstacle 
distribution of close objects. Furthermore, the effectiveness of the haptic feedback 
visualization has been evaluated as well. The performed evaluation study is below described 
through: research questions, assessment scheme, system set-up, evaluation procedure and 
variables, results analysis and a final summary. 
6.1. Research Question 
There are two research questions for this experiment: 
1) Proposed vs Conventional. Is the proposed haptic feedback better than the mass 
spring-damper model typically used in the literature? 
2) Proposed & Multi-View. Is the visualization of haptic feedback effective? 
6.2. Assessment Scheme 
The proposed group of trials are: 
1) Proposed vs Conventional. The proposed haptic approach was compared to the 
mass spring-damper approach along with two different types of visual feedback. 
 Front-View. A user interface with front-view live video operates 
simultaneously to either the proposed or conventional haptic feedback. This 
user study is relevant to assess the performance of the proposed haptic 
feedback under a typical front-view video based setting. 
 Top-View. A user interface with top-view live graphics only as the visual 
feedback, and operates simultaneously to either the proposed or 
conventional haptic feedback. This user study is relevant to evaluate the 
proposed haptic feedback under a visual feedback condition without live 
video feed. 
2) Proposed & Multi-View. The proposed haptic approach operates with a multi-view 
setup. 
 Front & Top Views. A user interface with both front-view live video and top-
view live graphics operates simultaneously to the proposed haptic feedback. 
By comparing the acquired data with those previously collected when either 
a front-view live video or a top-view live graphics was used, the experiment 
aims at gaining an insight about the contribution of the single and combined 
views (haptic feedback visualization). 
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6.3. System Setup 
6.3.1. Hardware 
The hardware system follows the client-server scheme. Fig. 65 shows the hardware 
configuration of the local system. They include: a laptop computer (Asus Zenbook UX21, 
1.6GHz Intel Core i5 processor, 4GB RAM), a haptic feedback device (Novint Falcon), and a 
visual display (21’’ monitor). The laptop computer is responsible for sending movement 
commands as well as receiving and presenting sensor data. The haptic device is for 
controlling and manipulating the robot platform and to perceive the force reflection. The 
visual display is for showing users the environments’ front and top views. 
 
Fig. 65 Hardware of the local system (client) for the first experiment. 
The remote system (Fig. 40) includes: the two wheeled mobile robot (Pioneer 2-AT), an on-
board laptop computer (Lenovo 1.6GHz Intel Core i5 processor, 4GB RAM), a 2-D webcam 
(Microsoft LifeCam Cinema), a 2-D laser range finder (SICK LMS-100), and ultrasonic sensors. 
The server laptop also receives sensor data from robot’s external and internal sensors (laser, 
sonar, and odometer). The client-server systems communicate through a wireless network 
using a wireless router and the TCP/IP protocol. 
6.3.2. Software 
Details have been addressed in Chapter 5. The following paragraph only describes the 
Graphic User Interface of the local system. As shown in Fig. 66, Left area is the video frame 
which displays a live video feed obtained from an on-board webcam. Bottom right area is 
the frame for graphic visualization; the graphics represent measured distance obtained from 
on-board range sensors; it was also regarded as the Top-view in the experiment. Top-right 
area is the configuration panel which user can set the force feedback method, and enable or 
disable relevant visual feedbacks. The Start button needs to be clicked at the beginning of 
each trial and clicked again at the end. The button was used to trigger the timer to record 
navigation time automatically. The navigation time was regarded as a quantitative factor.  
FIRST EXPERIMENATION: COMBINING HAPTIC AND VISUAL FEEDBACKS  
110 
 
 
Fig. 66 Graphic User Interface of the local system for the first experiment. 
In this experimental workspace the distance that triggers the environment force is 0.8m 
(‘d3’). The minimal force feedback gain (‘G3’) stays at 4N/m when the measured distance 
ranges from 0.8m (‘d3’) to 0.6m (‘d2’). It increases to 6N/m (‘G2’) while the measured 
distance is between 0.6m (‘d2’) and 0.4m (‘d1’). It finally gets to 8N/m while the distance is 
between 0.4m (‘d1’) and 0.3m (‘d0’). When the measured distance is less than 0.3m (‘d0’), the 
environmental force disappears and it is replaced by the contact force. This process follows 
what illustrated in Fig. 19. 
During the experiment, the initial force effect was always enabled to make sure the haptic 
probe will return to the dead zone (and so stopping the robot) if the operator releases the 
probe. It was calculated as:  
Fint = (Fint-x, Fint-y, Fint-z) 
- Fint-x = k1x (k1 = -1N/m) 
- Fint-y = k2y (k2 = -5N/m) 
- Fint-z = k3z (k3 = -1N/m) 
while x, y, z denote the coordinates of the haptic probe and k1, k2, k3 being the scaling 
constants. 
6.4. Evaluation Procedure and Variables 
The proposed assessment follows the general usability evaluation guidelines given in [174]. 
There are twenty test operators who participated in the experiment with an age ranging 
between 20 and 35, and an average of 24. In order to balance all different operators’ 
contributions and avoid fatigue effects. Test trials were scheduled based on the square 
balanced design methodology [8]. During each trial, both the quantitative and qualitative 
data were acquired and described below. 
The quantitative variables are: 
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 Collision Number: Number of collisions during a test. This is relevant to estimate 
navigation accuracy, 
 Navigation Time: time employed to complete a single run. This gives information on 
ease of navigation and operator’s confidence. 
The qualitative variables are: 
 Presence: Feeling of being there. It gives information on the effectiveness of the 
feedback in general. 
 Alignment: Perception of consistent visual-haptic alignment between visual and 
haptic feedback. 
 Distance Perception: The capability of perceiving accurate distance to obstacles. 
 Command Interference: Disturbance brought by the haptic feedback to navigation 
commands and environment shape perception. Positive values indicate a positive 
outcome, so reduced interference. 
 Fatigue: Tiredness induced by haptic feedback. Positive values indicate a positive 
outcome, so reduced fatigue. 
The navigation time was collected automatically while the robot is moving. The collision 
number was counted by an assistant. Only a real contact with surrounding objects was 
regarded as a collision. The assistant needed to put the robot in the middle of the lane 
(similar distance to obstacles on both sides) while a collision occurred, in order to let the 
robot continue moving. The qualitative data were obtained through questionnaires provided 
at the end of each trial. Questions were answered according to the seven scale semantic 
differentials. Operators were also interviewed at the end of each session about their 
impressions and suggestions. 
FIRST EXPERIMENATION: COMBINING HAPTIC AND VISUAL FEEDBACKS  
112 
 
 
Fig. 67 Environment of the first experiment. 
The environment used for this evaluation is shown in Fig. 67. It was composed of a number 
of different single objects which not accurately aligned so to resemble a more realistic 
situation. This environment may also realistically challenge robot sensor accuracy. Operators 
were asked to drive the mobile robot following the path indicated in Fig. 67-d. A loop 
represents one trial. Operators were asked to perform two trials with each type of interface. 
A training session was administrated to operators before similar groups of trials, so make 
them familiar with the interface. 
Mean values of acquired data were computed; the results were also measured through 
statistical analysis by estimating the Student’s T distribution for paired comparison. When 
considering different sets, a p-value was estimated; and the threshold was set to p=0. 05. 
The Standard Error of the Mean (SE) for each comparison was also estimated. 
6.5. Results Analysis 
The results of the experiment were illustrated in Fig. 68 both for the quantitative and 
qualitative variables. The diagrams showed mean values (bar diagrams), an estimation of the 
Student’s T distribution p-value, and the SE. The performance of the proposed haptic 
feedback was below discussed based on the results of quantitative and qualitative variables, 
and operators’ comments acquired during interviews. Percentage values along the text 
referred to the improvement on the mean difference. 
Student’s t-test is a statistical method which can be used to test if two samples are 
significantly different from each other. The two samples need to be drawn from populations 
which follow a normal distribution [175]. The p-value can be called as the level of 
significance. It is a threshold value used in the Student’s t-test, traditionally 5% or 1% and 
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denoted as α [176, 177]. The p-value determines how likely the sample results are, assuming 
the null hypothesis is true. In this case, the null hypothesis is that the performance of the 
proposed method is similar to the conventional one. If the p-value is less or equal to the 
chosen significance level (α), the null hypothesis can be rejected; otherwise, the null 
hypothesis cannot be rejected [178]. The experiment results were inputted to the IBM SPSS 
software [179], and then the student’s t-test was conducted. For each comparison, the p-
value was calculated automatically after the student’s t-test procedure. During the analysis, 
p=0.05 is used as the criterion or threshold to indicate the statistically significant difference 
exist between two samples. In statistics, if the tested p-value in the student t-test is less than 
0.05, it means statistically significant difference exists between the two tested samples [180]. 
The standard error is an indicator which estimates how well a sample mean represents the 
population mean. The smaller the standard error, the less the sample spread, and more 
likely the sample mean is close to the population mean. “If the population standard 
deviation is finite, the standard error of the mean of the sample will tend to zero with 
increasing sample size, because the estimate of the population mean will improve.” [181, 
182] 
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Fig. 68 Illustrations of the results of the first experiment. 
6.5.1. Proposed vs Conventional: Front-View 
The quantitative and qualitative results obtained when tele-operating the robot with 
the proposed and conventional haptic feedback approach are compared under 
front-view visual feedback. The results can be found in the second column of the 
Table 2 
FIRST EXPERIMENATION: COMBINING HAPTIC AND VISUAL FEEDBACKS  
115 
 
Table 2 PROPOSED HAPTIC FEEDBACK VS CONVENTIONAL METHOD (p-value). 
 FRONT VIEW ONLY TOP VIEW ONLY 
Collision Number 0.035 0.044 
Navigation Time 0.049 0.008 
Presence 0.003 0.022 
Alignment 0.139 0.013 
Distance Perception 0.002 0.011 
Command Interference 0.001 0.001 
Fatigue 0.037 0.761 
 
 Quantitative Data: The analysis showed clear benefits with the proposed 
haptic feedback approach. It generated significantly fewer collisions and a 
mean improvement of 73%. The time employed to complete a navigation 
task was significantly lower (p=0. 049) with a mean improvement of 20%. 
 Qualitative Data: The analysis showed statistical significant advantages of 
the proposed haptic method on all variables except for the Alignment. The 
proposed approach provided a higher sense of presence (89%) and distance 
perception (94%), which made operators’ perceived distance to facing 
obstacles more accurately than with the conventional method. The 
proposed method reduced Command Interference (54% and a relative small 
SE). Most of operators stating that with the proposed approach they 
perceived much less conflicting input in terms of haptic feedback, while 
providing driving commands. Operators also felt less fatigue with the 
proposed method (77%). Alignment between visual feedback and haptic 
feedback is a typical issue with haptic interfaces. The improvement with the 
proposed approach was not statistically significant. There was nonetheless 
an average improvement of 44% (but a relatively large SE). 
6.5.2. Proposed vs Conventional: Top-View 
The results can be found in the third column of the Table 2. 
 Quantitative Data: Similarly to the previous evaluation there were clear 
benefits with the proposed haptic approach. It generated statistically 
significant fewer collisions and a mean improvement of 58%. There was a 
statistically significant better performance with the proposed approach also 
in terms of navigation time with a mean improvement of 25%. 
When comparing the results achieved with top-view and those achieved 
with front-view, we observed a worse performance of top-view in terms of 
collision-number mean improvement and SE. This comparison was of 
interest because a top-view observation should in principle represent a 
more advantageous viewpoint for collision avoidance. One may argue that 
the lower improvement was due to the fact that a top-view observation 
should in principle represent a more advantageous viewpoint for collision 
avoidance. One may argue that the lower improvement was due to the fact 
that a top-view makes operators performing better with the conventional 
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approach. Nonetheless, this was not appearing to be the case because the 
average number of collisions with top-view was worse for both the 
proposed and conventional approaches (0.5 versus 0.3 with the proposed 
approach, and 1.2 versus 1.1 with the conventional approach). 
The result was anyway in line with [20]. It showed that the richer video 
information was more relevant than the poor but more advantages top-view 
viewpoint. The front-view video appeared to cope well with the lack of 
exocentric observation. 
The Navigation Time result confirmed the impression above. The time to 
complete the navigation was higher on average on both approaches when 
top-view is used (23% with the proposed approach and 28% with the 
conventional one). The operators commented that the simpler top-view 
induces a more careful drive as one gets aware that this representation is 
approximated; it only shows a specific horizontal plane in the environment 
(the one represents the measured data from the 2-D laser scanner). 
 Qualitative Data: The analysis showed statistical significant advantages of 
the proposed haptic method on all variables except for the ‘Fatigue’. This 
means that as in the front-view experiment, the proposed approach 
provided a much higher sense of presence, distance perception and 
command interference both with front- and top- views visual feedback. 
Nonetheless, this time operators felt that the top-view visual feedback has a 
better alignment to haptic feedback with the proposed approach. The data 
showed a significant improvement, a greater average improvement and a 
smaller SE. When the results of this variable were compared with those 
obtained from the front-view, the results showed that the improved 
outcome was due to the fact that the conventional method got much lower 
scores. The number of significant improvements indicated that the proposed 
approach for the environment perception and obstacle contact delivers a 
more realistic impression. This was also confirmed when interviewing the 
operators. 
Another difference between the top and front views was detected on the 
‘Fatigue’ variable when compared to what obtained from the conventional 
approach. The mean improvement with top-view was much smaller and not 
significant. It became clear that a visual feedback missing of the front-view 
increased cognitive load during tele-navigation and therefore fatigue. It was 
interesting to note that the better alignment provided by the proposed 
approach did not help to considerably reduce operators’ tiredness. 
6.5.3. Proposed & Multi-View: Front & Top Views 
The results obtained with the proposed approach when having both front-view live-
video and top-view live-graphics, were compared to having either front or top view. 
The results can be found in the Table 3.  
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Table 3 HAPTIC FEEDBACK VISUALIZATION VS FRONT VIEW ONLY (p-value). 
 MULTI-VIEWS vs FRONT VIEW ONLY 
Collision Number 0.460 
Navigation Time 0.292 
Presence 0.180 
Alignment 0.006 
Distance Perception 0.016 
Command Interference 0.546 
Fatigue 0.912 
 
 
 Quantitative Data: In the presence of two contemporary views, the average 
number of collisions was not reduced and there was not a statistically 
significant difference. Unexpectedly the average collision number increased 
when compared with single views. When looking at the specific operator’s 
performance, it was observed that this happens because a minority of 
operators found it tiring to (rapidly) switch between the two views during 
navigation. This appeared to counterbalance the advantage brought by the 
two contemporary views. The average number of collisions was nonetheless 
much reduced compared to the previous performance with the conventional 
approach with single views. An improvement was instead observed in terms 
of navigation time. The mean value was lower than the one with single 
views only. When compared to top-view the advantage was statistically 
significant.  
Works in the literature have shown that a more informative and 
comprehensive visual feedback such as that provided by stereoscopic-3D 
viewing, does not necessarily leads to significant advantage in navigation 
time, as this may take operators to spend more time in observing the 
surrounding environment [174]. In this case when a more comprehensive 
multi-view was provided (which is not 3-D), and this was coupled to the 
haptic feedback, a different trend was got. From what gathered through 
interviews and observations during tests, it appeared that the presence of 
force-feedback persuaded operators to keep going and reduced their 
willingness for further exploration. 
 Qualitative Data: There were statistically significant advantages in 
‘Alignment’ and ‘Distance Perception’, but not in the case of ‘Command 
Interference’ and ‘Fatigue’ (nonetheless a good performance in mean 
values). As for ‘Presence’, there was an improvement in mean values, which 
was significant compared to top-view. A mean improvement was generally 
observed for all qualitative variables except for the ‘Fatigue’ variable. This 
trend indicated that the visualization of the haptic feedback was typically 
effective, and it did not reduce fatigue but improved tele-navigation 
qualitatively. 
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6.6. Summary 
This evaluation includes two experiments related to two research questions (proposed vs 
conventional, and single view vs multi-view). The obtained results were evaluated against 
different quantitative variables (‘Collision Number’, ‘Navigation Time’) and qualitative 
variables (‘Presence’, ‘Alignment’, ‘Distance Perception’, ‘Command Interference’, and 
‘Fatigue’). 
The advantages brought by the proposed haptic feedback approach when compared with 
the conventional one, was clearly shown by the statistically significant improvements 
observed in the quantitative variables and most of the qualitative variables. The 
improvements were related to the proposed haptic feedback approach coupled to either 
front or top-view visual feedback. 
In case of a visual feedback showing both top and front views, only some improvements 
were noted when the multi-view modality was compared to the single views (top-view only 
and front-view only). In particular, significant improvements were observed on ‘Alignment’ 
and ‘Distance Perception’ (over both single front and single top views), while ‘Presence’ and 
‘Navigation Time’ significantly improved only over top-view. 
The relevant role played by a rich live front view video was confirmed, while the proposed 
haptic approach showed significant improvements when coupled to the simple graphic top-
view only. The haptic visualization (top-view) showed its potential. Nonetheless operators 
need a rich front view to fully benefit from this viewpoint, which is convenient for obstacle 
avoidance. This evaluation also showed that a coupled front and top views can enhance 
haptic feedback. 
SECOND EXPERIMENT: HAPTIC AND 3D VISUALIZATION TECHNOLOGIES  
119 
 
Chapter 7 SECOND EXPERIMENT: HAPTIC AND 3D 
VISUALIZATION TECHNOLOGIES 
This experiment was conducted to compare the performance among three popular 
stereoscopic viewing technologies, and evaluate the influence of the proposed haptic 
feedback while functioning along with the stereoscopic viewing. The three stereoscopic 
viewing technologies (displays) include 3-D Laptop with NVIDIA 3-D Vision Technology 
(Active stereo), 3-D TV based on polarized filters (Passive stereo), and Oculus Rift HMD 
based on separated displays (Passive stereo). Previous researches have addressed the 
benefits of deploying stereoscopic viewing and haptic feedback while tele-operating a 
mobile robot respectively; however, it was rare to find relevant studies that have 
investigated the performance when these two feedbacks work together in a tele-navigation 
system. According to [8], they addressed that the stereoscopic viewing was effective only 
when no haptic feedback was presented, and its contribution was inferior to that provided 
by haptic feedback. The issue there seems to be the inconsistent information provided (what 
observed through eyes does not match well with that sensed through the hand). The 3-D 
visual information did not align well with the sensed haptic feedback. This was probably 
because the implemented conventional haptic feedback method, which has been addressed 
an issue of disturbing operators’ operation. On the contrary, the proposed haptic feedback 
has improved the environmental force effect, and introduced a new use of the contact force, 
in order to be intuitive and user friendly. This was expected to have a good alignment with 
the stereoscopic visual feedback, and enhance the overall performance in this evaluation. 
The evaluation design includes: research questions, assessment scheme, system setup, and 
usability study. 
7.1. Research Question 
Two research questions were set for this evaluation: 
1) Haptic Feedback Control vs No Haptic Feedback. Can the proposed haptic feedback 
provide better performance than without haptic feedback, in the condition of 
utilizing stereoscopic viewing as the visual feedback?  
2) 3-D TV vs 3-D Laptop vs Oculus Rift HMD. How these three stereo visual feedbacks 
would affect operators’ performance when coupled to the proposed haptic feedback? 
7.2. Assessment scheme 
Similar as the procedure of the previous evaluation, a number of test trials were designed to 
get an insight on the advantage of the proposed haptic feedback, in terms of comprehension 
of robot location in the environment, and surrounding the object’s shape of close objects. 
Furthermore, volunteers can have time to adapt to the three stereoscopic viewings during 
the test trials. It was proposed to run three experiments related to the research question. 
1) 3-D TV with Haptic Feedback vs 3-D TV without Haptic Feedback. 
A user interface with front view live video, displayed through the 3-D TV operates 
simultaneously to either the proposed haptic feedback or without haptic feedback. 
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This user study is relevant to assess the performance of the proposed haptic 
feedback under a typical stereoscopic effect which is based on polarized filters. 
2) 3-D Laptop with Haptic Feedback vs 3-D Laptop without Haptic Feedback. 
A user interface with front view live video, displayed through the 3-D Laptop 
operates simultaneously to either the proposed haptic feedback or without haptic 
feedback. This user study is relevant to assess the performance of the proposed 
haptic feedback under a typical active stereoscopic method which is based on 
shutter glasses. 
3) HMD with Haptic Feedback vs HMD without Haptic Feedback. 
A user interface with front view live video, displayed through the HMD operates 
simultaneously to either the proposed haptic feedback or without haptic feedback. 
This user study is relevant to assess the performance of the proposed haptic 
feedback, under a popular and full vision covered stereoscopic viewing, which is 
based on separated displays. 
By analysing the acquired data with those previously collected when either a 3-D TV, or a 3-
D Laptop, or a HMD was used, the comparison among three 3-D visual feedbacks can also be 
conducted. 
7.3. System setup 
7.3.1. Hardware 
The local system (client) is illustrated in Fig. 69 and it includes: a laptop computer (Toshiba 
Qosmio, 2.4GHz Intel Core i7 processor, 16GB RAM, 17.3-inch 3-D Screen with NVIDIA 3-D 
Vision technology), a haptic feedback device (Novint Falcon), and other two stereoscopic 
displays (LG 55’’ LED TV with passive 3-D technology based on polarized filters, and Oculus 
Rift HMD based on separate displays). The laptop computer was responsible for sending 
movement commands as well as receiving and presenting sensor data. The haptic device 
was for controlling and manipulating the robot platform and to provide haptic feedback. The 
visual displays provide live video feed of the remote environment in three stereoscopic 
viewing technologies. 
 
Fig. 69 Hardware of the local system (client) for the second experiment. 
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The remote system (server) included: a two-wheeled mobile robot platform (Pioneer 2-AT), 
an on-board laptop computer (Lenovo 1.6GHz Intel Core i5 processor, 4GB RAM), a 3-D 
webcam (Konig. This webcam does not support autofocus. Manually focus was required to 
align the two images before each test. The resolution was limited to 640x480 in order to 
maintain the performance of the video transmission), and embedded ultrasonic sensors. The 
server computer receives movement commands from the client computer and transmits 
commands to the mobile robot. The on-board laptop obtains live video feed from the on-
board 3-D webcam, robot’s external and internal sensors (ultrasonic sensor, laser, and 
odometer, etc.), and transmits them to the local system through a wireless network follows 
the TCP/IP protocol. 
7.3.2. Software 
Details have been addressed in Chapter 5. The following paragraph only describes the GUI of 
the local system. As shown in Fig. 70, the layout of this version is similar to the one used for 
the previous evaluation. It still consists of three parts, including the maximum frame for live 
video feed, configuration panel on the top-right area, and the graphic frame on the bottom 
right. There are three differences between this version and the previous one. Firstly, the 
video frame shows video feed only when the ‘Red-Cyan’ Mode (anaglyph) was selected as 
the 3-D effect option. In other conditions, the GUI will pop up a new full-screen window 
frame to display a side by side image, and the original video frame will be filled with a 
background colour. Due to the time limitation, the anaglyph stereo effect has not been 
considered in this evaluation. Secondly, the top-view has not been developed to overlay on 
the stereoscopic video at that time. Operators can only watch live video through 3-D 
displays; graphic representations were not available. Lastly, the new configuration panel 
provides the ability to choose among different 3-D technologies. 
 
Fig. 70 Graphic User Interface of the local system for the second experiment.  
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7.4. Evaluation Procedure and Variables  
This assessment followed the general usability evaluation guidelines given in [174]. There 
were twenty test users who participated in the experiment with an age ranging between 20 
and 28, and the average age was 24. In order to balance all different operators’ 
contributions and avoid fatigue effects. Test trials were scheduled based on the square 
balanced design methodology [8]. During each trial, both the quantitative and qualitative 
data were acquired and described below. 
The quantitative variables are: 
 Collision Number: Number of collisions during a test. This is relevant to estimate the 
navigation accuracy. 
 Navigation Time: time employed to complete a single run. This gives information on 
ease of navigation and users’ confidence. 
The qualitative variables are: 
 Presence: Feeling of being there. It gives information on the effectiveness of the 
feedback in general. 
 3-D Depth Impression: Evaluation of 3D effects obtained from visual feedback. 
 Comfort: Whether the interaction is comfortable to operate in terms of eye strain, 
headache, and tiredness. Positive values indicate a positive outcome, so much 
comfortable. 
 Isolation: Determined by how an operator can concentrate on a trial without 
disturbance of the surrounding environment. Positive values indicate a positive 
outcome, so better isolation. 
The navigation time was collected automatically while the robot was moving. The collision 
number was counted by an assistant. Only a real contact with surrounding objects was 
regarded as a collision. The assistant needed to put the robot in the middle of the lane (even 
distance to obstacles on both sides) while a collision occurred, in order to let the robot 
continue moving. The qualitative data were collected through questionnaires provided at 
the end of each trial. Questions were answered according to the seven scale semantic 
differentials. Users were also interviewed at the end of each session about their impressions 
and suggestions. 
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Fig. 71 Environment of the second experiment. 
The environment designed for this evaluation is shown in Fig. 71. It was composed of a 
number of different objects that were not accurately aligned, to resemble a more realistic 
situation. It may also useful to challenge the on-board sensors’ accuracy. This field was 
about within a 4.0m by 5.0m rectangle area. The narrowest part was about 0.8m, and the 
widest part was about 1.5m. Operators were asked to drive the mobile robot following the 
path indicated in Fig. 71-d. A loop was one trial. Operators needed to perform two trials with 
each experiment. A training session was administrated before similar groups of trials, in 
order to let operators familiar with the interaction and procedure. 
Mean values of the acquired data were computed; the results were also measured through 
statistical analysis by estimating the Student’s T distribution for paired comparison. When 
considering different sets, a p-value was estimated, and the threshold was set to p=0.05.  
7.5. Results Analysis 
The results of this evaluation were shown in Fig. 72 both for the quantitative and qualitative 
variables. The diagrams showed mean values (bar diagrams), an estimation of the Student’s 
T distribution p-value, and the Confidence Interval (Level=95%). The performances of stereo 
viewings coupled with/without the proposed haptic feedback were discussed below. 
Discussions were based on the results obtained from quantitative and qualitative variables, 
also from operators’ comments acquired during interviews after each test. Percentage 
values along the text refer to the improvement (or reduction) on the mean difference. 
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Fig. 72 Illustrations of the results of the second experiment. 
7.5.1. Haptic Feedback Control vs No Haptic Feedback 
Table 4 PROPOSED HAPTIC FEEDBACK VS NO HAPTIC FEEDBACK AMONG 3-D DISPLAYS (p-value). 
 3-D TV 3-D LAPTOP HMD 
Collision Number 0.008 0.018 0.000 
Navigation Time 0.355 0.270 0.029 
Presence 0.836 0.343 0.828 
3-D Depth Impression 1.00 0.692 0.846 
Comfort 0.890 0.226 0.935 
Isolation 0.868 0.878 0.860 
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7.5.1.2. Haptic Feedback vs No Haptic: 3-D TV 
The following paragraphs discussed the comparison between the 3-D TV with haptic 
feedback and without haptic feedback. The results were presented in the second 
column in Table 4. 
 Quantitative Data: The analysis showed clear benefit with the proposed 
haptic feedback. The collision caused with haptic feedback was significantly 
(p=0. 008) less compared with no haptic feedback condition. The mean 
improvement was 50%. In the meantime, the time employed to complete a 
navigation task was not significantly (p=0. 355) increased with the haptic 
feedback control, even though the mean increase was 12%. The quantitative 
data demonstrated that in terms of using 3-D TV, compared with no haptic 
feedback condition, controlling with the proposed haptic feedback 
performed fewer collisions without increasing the navigation time. 
 Qualitative Data: The analysis did not show any significant differences 
between haptic feedback and without haptic feedback on all qualitative 
variables. In terms of ‘Depth Impression’ and ‘Isolation’, they focused on the 
assessment of properties of visual feedback. ‘Depth Impression’ describes 
how much depth difference an operator can feel between two objects, 
which have different distances to the user. In another word, it can be used 
to investigate how obvious 3-D effect a display can provide. ‘Isolation’ was 
expected to represent how much distraction can be reduced from the 
surrounding environment through using a display. The more the better. 
Most of these qualitative data were related to visual feedback, and maybe 
this was the reason that the proposed haptic feedback did not show any 
advantages on these two factors.  
In terms of the ‘Comfort’, the analysis did not show a statistically significant 
difference between two haptic feedback conditions. It means the proposed 
haptic feedback did not cause extra interference and fatigue during the tele-
navigation. The ‘Presence’ represents how much it feels like in the remote 
environment. The proposed haptic feedback was expected to improve 
operator’s tele-presence perception. However, the result did not show this 
privilege. This may because of the graphic representation (like top-view in 
the previous experiment) has not been implemented, so there was no 
intermediary agent to align the information between the 3-D visual 
feedback and haptic feedback.  
7.5.1.3. Haptic Feedback vs No Haptic: 3-D Laptop 
The following paragraphs discussed the comparison between the 3-D laptop with 
haptic feedback and without haptic feedback. The results were presented in the 
third column in Table 4. 
 Quantitative Data: Similarly to the previous experiment, the analysis showed 
haptic feedback generated statistically significant (p=0. 018) fewer collisions 
than without haptic feedback condition. The mean improvement was 44%. 
There was no statistically significant difference (p=0. 27) between two 
control methods, in terms of time employed to complete a navigation task. 
  
126 
 
The proposed haptic feedback method significantly reduced collision 
number without increasing the navigation time. 
 Qualitative Data: There was no statistically significant difference found in all 
qualitative variables. The reason may be similar to the previous experiment. 
It was acceptable that the haptic feedback did not show privilege on ‘Depth 
Impression’ and ‘Isolation’. Although the analysis did not discover clear 
benefits of ‘Presence’ and ‘Comfort’, 14% and 18% mean differences have 
been noticed respectively. The highest mean value (µ = 1.9) also addressed 
that: viewing through the 3-D Laptop and controlling with haptic feedback 
was the most comfortable interaction in this evaluation. This result was also 
consistent with operators’ impressions acquired during interviews. 
7.5.1.4. Haptic Feedback vs No Haptic: Oculus Rift HMD 
The following paragraphs discussed the comparison between haptic feedback 
control and no haptic feedback, under the condition of utilizing the Oculus Rift HMD 
as the 3-D display. The results were presented in the fourth column in Table 4. 
During this experiment, the HMD was only able to provide stereoscopic viewing 
without head motion tracking. The tracking function has not been developed at that 
time. 
 Quantitative Data: According to the statistical analysis, with haptic feedback, 
the average collision number was significantly reduced (p=0. 00). The mean 
improvement was 55% compared with no haptic feedback. It was also 
noticed that using Oculus Rift HMD without haptic feedback got maximum 
collisions on average (µ = 3. 55) over other interactions. In terms of 
‘Navigation Time’, the analysis showed statistically significant difference 
between two control methods. On average, driving with haptic feedback 
took 32% longer time than without haptic feedback. Meanwhile, the haptic 
feedback with Oculus Rift HMD was also the slowest control method overall, 
and the average completion time was 149.5 seconds. 
From operators’ feedback on the interviews, it was known that the HMD 
isolated operators’ vision from their hands; they could not see their hands as 
a reference during the tele-operation. Furthermore, there was no reference 
like graphic representation (top-view) to align the information between 
visual feedback and haptic feedback. These two major reasons caused 
controlling with haptic feedback under HMD took much time than others. 
However, the haptic feedback still has a positive effect on reducing collisions 
than its opponent. User feedback also reflected that they have more 
confidence to feel like the robot itself, or sitting on the robot while using the 
HMD. In another word, they have more immersed feelings with the Oculus 
Rift than other two displays. On the other hand, the disadvantage of using 
HMD can be described by a phrase: those closely involved (HMD) cannot see 
as clearly as those outside (other two displays). As the head tracking 
function and Pan-tilt 3-D camera have not been implemented at that time, 
many operators only focused on the front facing and ignored corners of 
their sights. Due to collisions usually occurred on two sides (bottom corners 
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of the visual feedback) of the robot, many operators did not even notice 
that. Maybe this was the reason that more collisions occurred while driving 
without haptic feedback. 
 Qualitative Data: Similar to previous two evaluations, there was no 
statistically significant difference between haptic feedback and without 
haptic feedback on all qualitative variables. The mean values were almost 
the same under two haptic feedback conditions. Operators did not feel 
much difference in their perspectives.  
The result of the ‘Comfort’ needs to be noticed. Diagram showed that the 
confidence interval (level=95%) was quite wider than others. This represents 
the data spread apart, which means operators had widely different opinions 
on how comfortable it is to use the Oculus Rift. During the interview session, 
some operators reflected that they like the HMD very much; however, there 
were also users really dislike that kind of interaction. 
In summary, the analysis showed clear benefits on all stereoscopic viewings with the 
proposed haptic feedback in terms of ‘Collision Number’. Driving with haptic feedback 
significantly reduced collisions compared with no haptic feedback condition. When it came 
to the ‘Navigation Time’, the haptic feedback did not decrease the performance while 
coupled with 3-D TV and 3-D Laptop. However, some operators found that it was difficult to 
drive with haptic feedback and HMD, and this interaction took the longest time to complete 
a trial on average. In terms of qualitative data (users’ feeling), the haptic feedback did not 
have significant influence on any variable. 
7.5.2. 3-D TV vs 3-D Laptop vs Oculus Rift HMD 
7.5.2.1. 3-D TV vs 3-D Laptop 
There was no statistically significant difference observed on both quantitative data and 
qualitative data. Most of the test results were similar (the mean difference was less than 
10%) on both controlling methods. Although there was no obvious difference, it was noticed 
that in terms of ‘Depth Impression’, the average user feedback improved around 17% under 
the 3-D laptop (μlaptop=2. 05) compared to 3-D TV (μTV=1. 75), with haptic feedback control. 
The mean difference was 11% under no haptic feedback condition (μlaptop=1. 95, μTV=1. 75). 
When it comes to the ‘Comfort’, the average user’s feeling of driving with 3-D Laptop (μ
laptop=1. 90) improved around 15% than the 3-D TV (μTV=1. 65) under haptic feedback 
condition. Furthermore, viewing through the 3-D Laptop and controlling with haptic 
feedback was also rated as the most comfortable interaction than others. In terms of 
‘Isolation’, the mean difference between the two viewings under haptic feedback condition 
was around 16%. This value dropped to 11% without haptic feedback. User feedback about 
using the 3-D Laptop on ‘Isolation’ was also lower than the 3-D TV on both haptic conditions. 
7.5.2.2. 3-D TV vs Oculus Rift HMD 
The following paragraphs discussed the comparison between the 3-D TV and Oculus Rift 
HMD in both haptic feedback conditions. The results were presented in Table 5. During this 
test, the HMD was only able to provide stereoscopic viewing. The head motion tracking was 
not available. 
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Table 5 3-D TV VS HMD IN BOTH HAPTIC FEEDBACK CONDITIONS (p-value). 
 3-D TV vs HMD 
With Haptic Feedback No Haptic Feedback 
Collision Number 0.144 0.005 
Navigation Time 0.022 0.234 
Presence 0.092 0.042 
3-D Depth Impression 0.061 0.111 
Comfort 0.053 0.083 
Isolation 0.178 0.090 
 
 Quantitative Data: In terms of the ‘Collision Number’, the analysis showed 
statistically significant difference (p=0. 005) between two visual displays without 
haptic feedback. Viewing through the 3-D TV generated significantly fewer collisions 
than using the HMD and the mean reduction was around 38%. On the other hand, 
no statistically significant difference was observed under haptic feedback condition. 
The result was reversed in terms of the ‘Navigation Time’. There was no statistically 
significant difference between two displays under no haptic feedback condition. On 
the contrary, with haptic feedback control, the time employed to complete a trial 
with HMD was significantly longer (p=0. 022) than the 3-D TV, and the mean 
difference was 36%. 
 Qualitative Data: Considering the ‘Depth Impression’, there was no obvious 
advantage observed on either display under both haptic conditions. The average 
user feedback of watching through HMD improved 25% than using the 3-D TV under 
no haptic feedback. That figure increased to 28% under haptic feedback condition. 
Similar result was observed on ‘Isolation’ as well. From a statistical perspective, 
there were no significant differences in both haptic feedback conditions. But the 
user feedback of using HMD without haptic feedback indicated 27% improvement 
than using the 3-D TV, and improvement was 21% with haptic feedback.  
 
In terms of ‘Presence’, the analysis showed statistically significant difference (p=0. 
042) between two displays under no haptic feedback condition. The average user 
feedback of viewing through the HMD was 27% higher than the 3-D TV. It indicated 
that using HMD improved operators’ perception of tele-presence, and made them 
have more confidence to feel like in the remote environment. On the other hand, 
with the help of the haptic feedback, the gap between two displays was narrowed; 
and no statistically significant difference (p=0. 092) was observed. 
Operators felt 56% less comfort with the HMD than watching on the 3-D TV under 
no haptic feedback condition; the difference increased to 60% while considering the 
haptic feedback. However, the Student T-test results of both conditions did not 
show any statistically significant difference. This was because the user feedback on 
the ‘Comfort’ with the HMD spread apart, and this resulted in a relatively large 
standard deviation which has influenced the Student T-test result. 
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7.5.2.3. 3-D Laptop vs Oculus Rift HMD 
The following paragraphs discussed the comparison between the 3-D Laptop and HMD in 
both haptic feedback conditions. The results were presented in Table 6.  
Table 6 3-D LAPTOP VS HMD IN BOTH HAPTIC FEEDBACK CONDITIONS (p-value). 
 3-D LAPTOP vs HMD 
With Haptic Feedback No Haptic Feedback 
Collision Number 0.257 0.002 
Navigation Time 0.019 0.233 
Presence 0.280 0.042 
3-D Depth Impression 0.418 0.347 
Comfort 0.010 0.065 
Isolation 0.026 0.027 
 
 Quantitative Data: The results were similar to the previous comparison. The 3-D 
Laptop has a clear advantage (p=0. 002) than the HMD in terms of the ‘Collision 
Number’. The average collision number decreased 39% under no haptic feedback 
condition. With the help of the haptic feedback, the collision number dropped 
significantly in both viewing approaches. However the difference between two 
displays was not obvious (p=0. 257). As for the ‘Navigation Time’, the statistically 
significant difference (p=0. 019) was only observed under haptic feedback condition. 
The average navigation time spent with the HMD under haptic feedback increased 
34% than the 3-D Laptop. 
 Qualitative Data: There was no statistically significant difference observed in ‘Depth 
Impression’ under both haptic feedback conditions. It means in the operators’ 
perspectives, the 3-D effect generated through two techniques felt quite similar. In 
terms of the ‘Presence’, the result analysis showed clear benefit (p=0. 042) of using 
the HMD than the 3-D Laptop without haptic feedback. Users had more feelings that 
they were in the remote environment with the HMD. This advantage was 
disappeared while the haptic feedback was enabled. It indicated that while watching 
through 3D Laptop, the haptic feedback improved user’s presence, and narrowed 
the gap between two viewing methods. 
Concerning the ‘Comfort’, without haptic feedback, the Student T-test analysis did 
not show any statistically significant difference between two displays; even though 
the mean score of using the HMD decreased 56% than the 3-D Laptop. On the 
contrary, the statistically significant difference was observed with haptic feedback 
condition (p=0. 01). Operators’ comfortable feeling improved 192% from the HMD 
to 3-D Laptop. It was not because the haptic feedback has a negative effect on the 
HMD, but because the haptic feedback performs much better with the 3-D Laptop. 
As for the ‘Isolation’, the results showed a clear advantage of using the HMD in both 
haptic feedback conditions. The mean improvement of feeling was 44%.   
In summary, there was no obvious difference between the 3-D TV and the 3-D Laptop. 
Compared to the HMD, viewing through normal displays (3-D TV and 3-D Laptop) has 
obvious advantages in collision avoidance under no haptic feedback condition; watching 
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normal displays also performed faster with haptic feedback control. However, in terms of all 
qualitative variables except the ‘Comfort’, the results indicated that operators felt more 
immersive with the HMD than the other two displays. However, some operators could not 
get used to this viewing approach and felt really uncomfortable with it. 
7.6. Summary 
This evaluation includes two experiments related to two research questions in terms of 
mobile robotic tele-navigation: 1) How is the proposed haptic feedback method working 
along with popular stereoscopic viewing approaches? 2) What are the differences among 
three stereoscopic viewings considering the haptic feedback control? The obtained results 
were evaluated against different quantitative variables (‘Collision Number’, ‘Navigation 
Time’) and qualitative variables (‘Depth Impression’, ‘Presence’, ‘Comfort’, and ‘Isolation’). 
The advantage brought by the proposed haptic feedback when compared with no haptic 
feedback, was clearly shown by the statistically significant reduction, observed in ‘Collision 
Number’ on all displays. Furthermore, the implementation of the haptic feedback did not 
increase the navigation time while working with the 3-D TV and 3-D Laptop. It only 
significantly increased the navigation time while using the Oculus Rift HMD. In the aspect of 
qualitative variables, the proposed haptic feedback did not demonstrate obvious benefits; 
but its function decreased the influence caused by different visual feedbacks. Different from 
the opinion addressed in [8], this evaluation demonstrated that the proposed haptic 
feedback was able to improve the tele-operational performance along with the 3-D visual 
feedback. 
In case of the comparison among three 3-D display techniques, watching through the 3-D TV 
performed similar to the 3-D Laptop. These two displays also had better performance on 
average than the Oculus Rift HMD in terms of quantitative variables. Operators also felt 
more comfortable with the 3-D TV and 3-D Laptop than the HMD. However, the Oculus Rift 
HMD provided a much isolated and immersed viewing environment. 
More importantly, the Oculus Rift HMD tested in this evaluation was the developer edition, 
which means it still has problems and can be improved. For instance, the screen resolution 
was not high enough, and operators can still see pixels on the screen. Furthermore, head 
tracking function has not been developed as well. As indicated by the qualitative data, this 
kind of interaction has a great potential to perform better in the future. 
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Chapter 8 CONSLUSION AND FUTURE RESEARCH 
8.1. Summary 
Although autonomous robots have been proposed and sometime adopted to help people to 
do some relatively predictable and/or repetitive tasks, it is still necessary to have manually 
controlled robots to do specific jobs, including e.g. to remote control a tele-presence robot 
in an indoor environment, to explore unknown, inaccessible, or dangerous environments 
where unpredictable situations may occur.  
This project mainly focused on the indoor tele-navigation, a situation where an operator 
controls remotely a mobile robot to reach its destination within a general indoor 
environment and where velocity and accuracy are relevant objectives. E.g. remotely control 
a tele-presence robot to attend a conference in the office. Deploying a tele-presence robot 
at home to assist other family members (especially elderly people and children). 
In typical mobile tele-operation systems, operators mainly rely on visual feedback. This 
feedback modality contains shortcomings. Therefore it was proposed in this thesis to add a 
touch sensing modality. This would allow an operator to perceive additional information 
about the remote environment, and enhance the feeling of being there. This would lead to a 
more timely and accurate interaction with the surrounding environment. 
8.2. Aims and Objectives 
This project aimed to improve current mobile robotic tele-navigation systems by introducing 
a more intuitive method based on Haptic Feedback and 3-D visualization. Haptic feedback 
was used as a supplementary cue to help operators improve the tele-perception of a remote 
environment. 
The achieved objectives include: 
1) An improved environmental force effect to represent the obstacle proximity. 
The environmental force effect was able not only to alert operators about the 
approaching of obstacles, but also to let them know the distance to close obstacles. 
The proposed environmental force effect improved the conventional method in 
estimation of both force direction and force magnitude. The direction of the 
proposed force was opposed to the movement of the robot, instead of opposed to 
the closed obstacle. In terms of the force magnitude, three variable force-feedback 
gains were utilized to generate three distinguishable impulsive sensations. Each level 
was assigned to a distance threshold. In terms of the distance to an obstacle, 
operators were able to understand that a new situation had been reached when the 
force magnitude shifted from one level to another.  
2) A new use of contact force for mobile robotic tele-navigation. 
The proposed contact force was inspired to how visually impaired people use a cane 
and a touch screen to navigate [111]. The force was supposed to be activated when 
obstacles were very close to the robot (below a pre-determined distance). The 
rendering of the contact force effect relied on the measured distances obtained 
from range sensors. Simulated objects (e.g. Cubes) were generated in the 
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controller’s working space. The role of the contact force was to give an operator the 
impression of touching a solid object when a corresponding real obstacle was near 
the robot.  
3) Improved user interface to visualize the haptic feedback effect. 
The user interface was able to provide visualization of haptic feedback, or in another 
word, to provide consistent information between visual feedback and haptic 
feedback. A top live exocentric view was required to work along with the frontal live 
egocentric. Graphical elements were generated from range sensor data, and 
visualized in the proposed top-view. These graphical elements were utilized to 
visually represent obstacle distribution. Meanwhile, the status of proposed haptic 
feedback also followed the graphics visualized in the top-view. 
4) Intuitive stereo viewing based on a HMD and a pan-tilt 3-D webcam. 
In order to enhance the performance of the proposed haptic feedback method 
operating along with stereoscopic visual feedback, a low-cost stereo viewing system 
based on HMD was proposed and developed. It included a 3-D webcam sitting on a 
self-made pan-tilt unit, and a HMD which remote controlled the camera’s 
movements by following the rotation of an operator’s head. Different from the 
laptop screen and 3-D TV, the developed system provided more isolated viewing 
experience, and supported operators to naturally and actively control the visual 
feedback.  
8.3. Methodology 
Literature work was investigated  during the project. It focused on how to use haptic 
feedback and stereoscopic viewing to improve the performance of mobile robotic tele-
navigation. Limitations of existing methods were found, e.g. interference caused by the 
conventional environmental force effect; and inconsistent information representation 
between visual feedback and haptic feedback. New ideas were inspired, e.g. contact force 
effect is intuitive and should be implemented in the tele-navigation system; and the 
comparison among three stereoscopic viewing methods along with haptic feedback. The 
proposed methods were based on the new ideas. They were expected to resolve existing 
issues, improve tele-presence and driving accuracy, and provide a much more intuitive and 
immersed tele-operation experience. 
Relevant hardware setup and software development were developed to transform the 
proposed ideas to practical application. The overall platform consisted to the local system 
(client displays, haptic feedback device), remote system (mobile robot, internal and external 
sensors, on-board laptop), and network connection (to establish a stable and fast data 
exchange bridge between the local and remote systems). 
Two major experiments were carried out to evaluate the proposed methods. The first 
experiment was conducted to compare the proposed haptic feedback with a typical method 
of the literature [37]. The aim was to assess the advantage of the proposed haptic feedback 
approach in terms of comprehension of the robot’s location and obstacle distribution of 
close objects. The effectiveness of the haptic feedback visualization was also evaluated. The 
second experiment was conducted to compare tele-navigation performance when the 
system was coupled to three different stereoscopic 3-D viewing technologies, and to 
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evaluate the influence of the proposed haptic feedback when coupled to stereoscopic 
viewing. The three stereoscopic viewing technologies assessed included: a 3-D laptop with 
NVIDIA 3-D Vision Technology (active stereo), 3-D TV based using polarized filters (passive 
stereo), and the Oculus Rift HMD based on separated displays (passive stereo).  
There were 40 volunteers involved in the two experiments. Each experiment had 20 
participants. In order to balance all different operators’ contributions and avoid fatigue 
effects, test trials were scheduled based on the square balanced design methodology [8]. 
During each trial, both quantitative and qualitative data were acquired. The obtained 
experimental results were statistically analysed. 
8.4. Achievements 
 The advantages brought by the proposed haptic feedback approach when compared 
with the conventional one, were clearly shown in all quantitative variables (Collision 
Number and Navigation Time), and most of the qualitative variables (Presence, 
Distance Perception, Command Interference, and Fatigue).  
 The haptic feedback visualization (top-view) showed its potential. Significant 
improvements were observed on ‘Alignment’ and ‘Distance Perception’.  
 The proposed haptic feedback also performed well when working with a 3-D laptop 
and a 3-D TV. Compared with no haptic feedback condition, the statistically 
significant reduction was observed in ‘Collision Number’ and ‘Navigation Time’. 
Furthermore, the implementation of haptic feedback did not increase the navigation 
time while working with the 3-D TV and 3-D laptop. In the aspect of qualitative 
variables, the proposed haptic feedback did not demonstrate obvious benefits; but 
its function, decreased the influence caused by different visual feedbacks. 
 Differences among three 3-D displays while working with the proposed haptic 
feedback were discovered, including watching through the 3-D TV performed similar 
to the 3-D laptop. These two displays also had better performance on average than 
the Oculus Rift HMD in terms of ‘Collision Number’ and ‘Navigation Time’. Operators 
felt more comfortable with the 3-D TV and the 3-D laptop than the HMD. However, 
the Oculus Rift HMD provided a much more isolated and immersed viewing 
environment. 
8.5. Future Research 
The following summarized the directions suggested in future research. 
 Improve the realistic representation of the contact force effect. The current method 
relies on range information obtained from ultrasonic sensors to localize obstacles. 
Due to the self-limitation of the ultrasonic sensor, the resolution of the contact force 
effect is low; the contact force effect only can represent the rough distribution of 
very close obstacles. Although this can help operators understand the existence (in 
terms of general direction and distance) of obstacles with low cognitive workload, 
the representation is not realistic and accurate, it is difficult for operators to identify 
the actual shape of a touched obstacle. In the future studies, the data obtained from 
the 2-D laser rangefinder will be utilized as the primary source to render the contact 
force feedback; trade-off between haptic feedback resolution and the limitation of 
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the device’s working space will be investigated; and the benefits of improved 
realistic sensation will be analysed.  
 Visualize haptic feedback through stereoscopic viewing. The benefits (improved 
alignment and distance perception) of haptic feedback visualization have been 
demonstrated with 2-D visual feedback only. The proposed haptic feedback 
methods have been shown effective with major stereoscopic viewing approaches (3-
D laptop and 3-D TV). Thus, to investigate the performance of proposed haptic 
feedback visualization along with 3-D visual feedback will be one part of the future 
work. The augmented reality technique is required to integrate graphic elements 
into 3-D live video images. 
 Upgrade the HMD system. In the experiment of comparison among stereoscopic 
viewings along with the proposed haptic feedback method, the performance of the 
HMD was much lower than the other two approaches on many aspects. The 
‘Navigation Time’ was even worse compared with no haptic feedback condition. This 
might be caused by the low resolution of the display, and isolated viewing 
environment resulted in the inconsistent perception between visual feedback and 
haptic feedback. On the other hand, watching through HMD showed its potential in 
improving tele-presence and can provide much more isolated environment. The 
upgrade includes 1) Deploy the latest version of the HMD which can provide higher 
image resolution. 2) Enable the intuitive viewing approach by working with a pan-tilt 
3-D webcam (completed). 3) Enable the visualization of haptic feedback to provide 
consistent information. The new HMD system is expected to perform much better 
with the proposed haptic feedback method. 
Due to the limitation of relevant force feedback devices, the proposed method is still a proof 
of concept. However, the presented thesis seems to open up to a potential new way of tele-
navigate a mobile robot with intuitive and accurate capabilities. That was achieved through 
the integration of haptic feedback control and 3-D visualization. With this view, future 
investigations could lead to significant achievements in this field, and is expected to 
encourage the development of applications in relevant commercial robots operating in 
indoor and outdoor environments. 
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Sample Codes 
C++ header file of device connection and force rendering. 
#pragma once 
#include "stdafx.h" 
#include <AnyHapticsDevice.h> 
#include <HapticPositionFunctionEffect.h> 
#include <HapticSpring.h> 
#include <ParsedFunction.h> 
#include <HapticPrimitive.h> 
#include <FrictionSurface.h> 
#include <GodObjectRenderer.h> 
#include <HapticShapeConstraint.h> 
#include <HapticForceField.h> 
 
 
namespace uk { 
 namespace herts { 
  namespace pioneer { 
   namespace client { 
    namespace inputs { 
     namespace haptic 
     { 
      using namespace HAPI; 
 
      class CHapticController 
      { 
      private: 
       AnyHapticsDevice hapticController; 
 
       //defines the dead zone 
       int FORWARD_THRESHOLD; 
       int BACKWARD_THRESHOLD; 
       int LEFT_THRESHOLD; 
       int RIGHT_THRESHOLD; 
 
       //used to check the device 
position, in order to prevent sending flood cmds 
       int falconFlag; 
       int boolForward; 
       int boolBackward; 
       int boolLeft; 
       int boolRight; 
 
       //check the button status, 
whether it has been pressed or released 
       int btnStatus; 
 
       int directionMinRangeF; 
       //the minimum sonar range among 
sonars considered moving direction forward 
       int directionMinRangeL; 
       int directionMinRangeR; 
       int TotalMinRange;  
       //the minimum sonar range among 
all sonars 
       int minRangeIDF;  
       //the sonar ID which has minimum 
reading 
       int minRangeIDL; 
       int minRangeIDR; 
       int tempRange; 
 
       //used to check the force effect 
status, in order to prevent generating force repetitively 
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       int boolFarSpringForce; 
       int boolMidSpringForce; 
       int boolEndSpringForce; 
       int boolForwardSpringForce; 
 
       int boolRFarSpringForce; 
       int boolREndSpringForce; 
       int boolBackwardSpringForce; 
 
       int sonarData[16]; 
 
       int boolInitForce; 
 
       HapticPositionFunctionEffect 
*upDown_effect; 
       HapticPositionFunctionEffect 
*backward_effect; 
 
       char str[7]; //store cmd 
  
 
       int cmdTurn; 
 
       HAPI::ParsedFunction * x_function; 
       HAPI::ParsedFunction * y_function; 
       HAPI::ParsedFunction * z_function; 
       HapticSpring *FBSpringForce; 
 
       int shape_C_Mode; //is it in 
Shape Constraint mode 
       int Block[8][59]; 
//[x][0]:whether the sonar reading is smaller than 300mm; 
       //[x][1]:whether the ID is active 
 
       HAPISurfaceObject *my_surface; 
       HapticPrimitive *shapeL; 
       HapticPrimitive *shapeFL; 
 
       HapticPrimitive *shapeF1; 
       HapticPrimitive *shapeF2; 
       HapticPrimitive *shapeFR; 
 
       HapticPrimitive *shapeR; 
 
       HapticPrimitive *shapeRear; 
 
       HapticForceField *forceEffect; 
       HAPI::Vec3 force; 
       int boolForceFieldF; 
       int boolForceFieldL; 
       int boolForceFieldR; 
 
      public: 
       int m_connStatus; 
 
       int m_forceEffectID; 
 
       CHapticController(); 
 
       ~CHapticController(); 
 
       CHapticController(int i); 
 
       int InitDevice(); 
 
       void InitForce(); 
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       void GetCMD(char** cmd, int 
sonarFlag); 
 
       int GetSonar(int *sonarRange); 
 
       int ForceField(); 
 
       int ShapeEffect(); 
 
       void CloseDevice(); 
 
       float RadiusValue(int id); 
      }; 
     } 
    } 
   } 
  } 
 } 
}  
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The following codes are part of the source file of proposed environmental force effect 
rendering. Only the condition when the robot is moving forward is shown. 
//get the current position of the haptic probe 
int fbPos =ceilf(hapticController.getPosition().z*1000); 
 
//move forward 
if (fbPos<-25) 
{ 
 //generate different level forces according to sonar readings 
 if (sonarData[3] <= 800 || sonarData[4] <= 800 || sonarData[1] <= 550 || 
sonarData[59] <= 650 || sonarData[59] <= 650 || sonarData[6] <= 550) 
 { 
  if (sonarData[3] <= 400 || sonarData[4] <= 400 || sonarData[1] <= 350 
|| sonarData[59] <= 350 || sonarData[59] <= 350 || sonarData[6] <= 350) 
  { 
   if (boolEndSpringForce==0) //no max level spring force yet 
   { 
    hapticController.clearEffects(); 
    boolInitForce=0; 
    boolFarSpringForce=0; 
    boolMidSpringForce=0; 
 
    x_function = new ParsedFunction(); 
    x_function->setFunctionString("-x*120 + 0 * y + 
z*0","x,y,z"); 
 
    y_function = new ParsedFunction(); 
    y_function->setFunctionString("x*0 - 500 * y -
0*z","x,y,z"); 
 
    z_function = new ParsedFunction(); 
    z_function->setFunctionString("x*0 + 0 * y - 
(z+0.015)*700","x,y,z"); 
 
    upDown_effect= new HapticPositionFunctionEffect 
(x_function,y_function, z_function); 
 
 // Send the effect to the haptic loop and from now on 
it will be used to         
    hapticController.addEffect( upDown_effect ); 
        
    // send forces to the device. 
        
    hapticController.transferObjects(); 
 
    boolEndSpringForce=1; 
   } 
  } 
  else if (sonarData[3] <= 600 || sonarData[4] <= 600 || sonarData[1] 
<= 450 || sonarData[59] <= 500 || sonarData[59] <= 500 || sonarData[6] <= 450) 
  { 
   if (boolMidSpringForce==0&&boolEndSpringForce==0) //no middle 
level spring force yet 
   { 
    hapticController.clearEffects(); 
    boolInitForce=0; 
    boolFarSpringForce=0; 
    boolEndSpringForce=0; 
 
    x_function = new ParsedFunction(); 
    x_function->setFunctionString("-x*120 + 0 * y + 
z*0","x,y,z"); 
 
    y_function = new ParsedFunction(); 
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    y_function->setFunctionString("x*0 - 500 * y -
0*z","x,y,z"); 
 
    z_function = new ParsedFunction(); 
    z_function->setFunctionString("x*0 + 0 * y - 
(z+0.015)*500","x,y,z"); 
 
    upDown_effect= new 
HapticPositionFunctionEffect(x_function,y_function, z_function); 
 
           
    hapticController.addEffect( upDown_effect ); 
    // Send the effect to the haptics loop and from now on 
it will be used to 
    // send forces to the device. 
           
    hapticController.transferObjects(); 
 
    boolMidSpringForce=1; 
   } 
  } 
  else //far from obstacles 
  { 
   if 
(boolFarSpringForce==0&&boolMidSpringForce==0&&boolEndSpringForce==0) //no spring 
force yet 
   { 
    hapticController.clearEffects(); 
    boolInitForce=0; 
    boolMidSpringForce=0; 
    boolEndSpringForce=0; 
 
    x_function = new ParsedFunction(); 
    x_function->setFunctionString("-x*120 + 0 * y + 
z*0","x,y,z"); 
 
    y_function = new ParsedFunction(); 
    y_function->setFunctionString("x*0 - 500 * y -
0*z","x,y,z"); 
 
    z_function = new ParsedFunction(); 
    z_function->setFunctionString("x*0 + 0 * y - 
(z+0.015)*300","x,y,z"); 
 
    upDown_effect= new 
HapticPositionFunctionEffect(x_function,y_function, z_function); 
 
           
    hapticController.addEffect( upDown_effect ); 
    // Send the effect to the haptics loop and from now on 
it will be used to 
    // send forces to the device. 
           
    hapticController.transferObjects(); 
 
    boolFarSpringForce=1; 
   } 
  }  
 
  boolForwardSpringForce=1; 
 } 
 else 
 { 
  boolForwardSpringForce=0; 
 
  if (boolInitForce != 1) 
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  { 
   hapticController.clearEffects(); 
   boolFarSpringForce = 0; 
   boolMidSpringForce = 0; 
   boolEndSpringForce = 0; 
 
   boolRFarSpringForce = 0; 
   boolREndSpringForce = 0; 
 
   boolForwardSpringForce = 0; 
   boolBackwardSpringForce = 0; 
   InitForce(); 
  } 
 } 
} 
else if (fbPos>=-25 && fbPos<=-4) 
{ 
 if (Block[59][1] == 1 || boolForwardSpringForce == 1 || 
boolBackwardSpringForce == 1 || Block[6][1] == 1) 
 { 
  if (boolInitForce != 1) 
  { 
   hapticController.clearEffects(); 
   boolFarSpringForce = 0; 
   boolMidSpringForce = 0; 
   boolEndSpringForce = 0; 
 
   boolRFarSpringForce = 0; 
   boolREndSpringForce = 0; 
 
   boolForwardSpringForce = 0; 
   boolBackwardSpringForce = 0; 
   InitForce(); 
  } 
 } 
}  
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The following codes are part of the source file of proposed contact force effect rendering.  
//check whether the shape mode is enabled 
if (shape_C_Mode) 
{ 
 for (int i=0;i<8;i++) 
 { 
  //[x][0]:whether the sonar reading is smaller than 300mm; 
  if (Block[i][0]==1) 
  { 
   //[x][1]:whether the ID is active 
   //also means whether the shape has been generated 
   if (Block[i][1]!=1) 
   { 
    //if not, add relevant shape effect here! 
    switch (i) 
    { 
     //object on the left 
     case 0: 
     { 
      shapeL = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.3), Vec3(-0.01, 0.1, 0.015)), my_surface, Collision::FRONT); 
      hapticController.addShape(shapeL); 
      hapticController.transferObjects(); 
      break; 
     } 
     //object on the left front 
     case 1: 
     { 
      shapeFL = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.3),Vec3(0.01, 0.1, -0.015)),my_surface,Collision::FRONT); 
      hapticController.addShape(shapeFL); 
      hapticController.transferObjects(); 
 
      break; 
     } 
     //object in the front 
     case 2: 
     { 
      shapeF1 = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.3),Vec3(0.1, 0.1,-0.045)),my_surface,Collision::FRONT); 
      hapticController.addShape(shapeF1); 
      hapticController.transferObjects(); 
 
      shapeF2 = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.3),Vec3(0.1, 0.1,-0.025)),my_surface,Collision::FRONT); 
      hapticController.addShape(shapeF2); 
 
      hapticController.transferObjects(); 
 
      break; 
     } 
     //object on the right front 
     case 3: 
     { 
      shapeFR = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.01, 
-0.1, -0.3),Vec3(0.1, 0.1, -0.015)),my_surface,Collision::FRONT); 
      hapticController.addShape(shapeFR); 
      hapticController.transferObjects(); 
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      break; 
     } 
     //object on the right 
     case 4: 
     { 
      shapeR = new HapticPrimitive( 
       new Collision::AABox(Vec3(0.01, -
0.1, -0.3), Vec3(0.1, 0.1, 0.015)), my_surface, Collision::FRONT); 
      hapticController.addShape(shapeR); 
      hapticController.transferObjects(); 
 
      break; 
     } 
     case 5: 
     { 
         
 
      break; 
     } 
     case 6: 
     { 
      shapeRear = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.003), Vec3(0.1, 0.1, 0.2)), my_surface, Collision::FRONT); 
      hapticController.addShape(shapeRear); 
      hapticController.transferObjects(); 
 
      break; 
     } 
     case 7: 
     { 
 
      break; 
     } 
     default: 
     { 
      shapeF2 = new HapticPrimitive( 
       new Collision::AABox(Vec3(-0.1, -
0.1, -0.3),Vec3(0.1, 0.1,-0.015)),my_surface,Collision::FRONT); 
      break; 
     } 
    } 
 
    //the shape has been generated, change the status 
    Block[i][1]=1; 
   } 
  }  
  //if the sonar reading is larger than 300mm, remove the shape effect 
  else 
  { 
   if (Block[i][1]==1) 
   { 
    //remove relevant shape effect here! 
    switch (i) 
    { 
     case 0: 
     { 
      hapticController.removeShape(shapeL); 
      hapticController.transferObjects(); 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 1: 
     { 
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      hapticController.removeShape(shapeFL); 
      hapticController.transferObjects(); 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 2: 
     { 
      hapticController.removeShape(shapeF1); 
      hapticController.transferObjects(); 
      hapticController.removeShape(shapeF2); 
      hapticController.transferObjects(); 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 3: 
     { 
      hapticController.removeShape(shapeFR); 
      hapticController.transferObjects(); 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 4: 
     { 
      hapticController.removeShape(shapeR); 
      hapticController.transferObjects(); 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 5: 
     { 
 
      Block[i][1]=0; 
 
      break; 
     } 
     case 6: 
     { 
      hapticController.removeShape(shapeRear); 
      hapticController.transferObjects(); 
  
      Block[i][1]=0; 
 
      break; 
     } 
     case 7: 
     { 
 
      Block[i][1]=0; 
 
      break; 
     } 
     default: 
     { 
      break; 
     } 
    } 
 
   } 
APPENDIX  
157 
 
  } 
 } 
}  
//if the shape mode is disabled, remove existing shape effect 
else 
{ 
 for (int i=0;i<8;i++) 
 { 
  if (Block[i][1]==1) 
  { 
   //remove relevant shape effect here! 
   switch (i) 
   { 
    case 0: 
    { 
     hapticController.removeShape(shapeL); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 1: 
    { 
     hapticController.removeShape(shapeFL); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 2: 
    { 
     hapticController.removeShape(shapeF1); 
     hapticController.transferObjects(); 
     hapticController.removeShape(shapeF2); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 3: 
    { 
     hapticController.removeShape(shapeFR); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 4: 
    { 
     hapticController.removeShape(shapeR); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 5: 
    { 
 
     Block[i][1]=0; 
 
     break; 
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    } 
    case 6: 
    { 
     hapticController.removeShape(shapeRear); 
     hapticController.transferObjects(); 
 
     Block[i][1]=0; 
 
     break; 
    } 
    case 7: 
    { 
 
     Block[i][1]=0; 
 
     break; 
    } 
    default: 
    { 
     break; 
    } 
   } 
 
  } 
 } 
} 
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 Questionnaire Sample of the Experiment A 
Background 
1. What’s your gender? 
 
□male     □female  
 
 
2. What’s your age? 
 
□20-30   □30-40    □40-50   
  
 
3. How frequently do you play racing games?  
 
□more than once a day   □more than once a month 
□about once a day   □less than once a month 
□more than once a week  □I normally do not play computer games 
 
 
4. How many hours do you typically spend on playing games in one week? 
 
□Less than 5hours □5hours~10hours  □more than 10hours 
 
 
5. For a racing game do you prefer using keyboard or Game Controller or Joystick? 
 
□Keyboard     □Game Controller 
□Joystick 
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Questionnaire form 
 
1. How natural was the mechanism, which controlled movement through the 
environment?  
Poor □-3 □-2 □-1 □0 □1 □2 □3 Excellent 
 
2. How consistent was the information coming from visual feedback and force 
feedback? (What you see is what you touch?)  
Low □-3 □-2 □-1 □0 □1 □2 □3 High 
 
3. How much precise can you perceive the relative distance to the obstacle by 
performing this trial?  
Low □-3 □-2 □-1 □0 □1 □2 □3 High 
 
4. How much did the force feedback function interfere or distract you from performing 
assigned tasks or required activities?  
High □-3 □-2 □-1 □0 □1 □2 □3 Low 
 
5. How much eyestrain by performing this trial?  
High □-3 □-2 □-1 □0 □1 □2 □3 Low 
 
6. How much tired of your arm by performing this trial?  
High □-3 □-2 □-1 □0 □1 □2 □3 Low 
 
7. Overall satisfaction. 
Poor □-3 □-2 □-1 □0 □1 □2 □3 Excellent 
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 Questionnaire Sample of the Experiment B 
Instructions 
 
Researchers: Yangjun Chen, Giordano Settimo 
Supervisor: Dr. Salvatore Livatino (s.livatino@herts.ac.uk) 
 
This project is based on the development of different 3D display and a force feedback controller to 
teleoperate a mobile robot. 
During the test, we will use a Pioneer 2 DX robot. The task of a test will be to drive the Pioneer robot 
along a path avoiding collision. Then, you will be asked to communicate your impressions to the test 
monitor and to fill in a brief questionnaire. 
The test will be divided into 4 steps: 
1. Instructions  
2. Consent form 
3. Task execution 
4. Questionnaire completion 
Participation in this test is absolutely voluntary. If you feel uncomfortable or want to stop the test for 
any reasons, you can stop the test. 
During the test might be taken pictures or video. All the collected data may be used for research and 
may be published. Nonetheless, all the information you provide is confidential and will remain 
anonymous. 
Task description 
The user will drive the robot along a path bordered by boxes. The task is to complete the trial of 
keeping the robot, as much as possible, in the centre position of the path and thus avoiding collisions 
with the boxes. 
In the first phase user is free to become familiar with the haptic controller. Then will be proposed, in 
an order determined by those who monitors the test, one of four visualization methods; the user 
must drive for the half of the path using the force feedback and the other half without it. 
Completed a trial, the user needs to answer the questions (with and without force feedback) of the 
function that is used and then perform another test with another type of display, up to test all four 
types. 
Monitor Instructions 
Preliminary 
1. Fix cameras on the robot and check if they correct orientation and focus. 
2. Fix the haptic control, turn it on. 
3. Turn on the robot. Place laptop on the robot and connect them (serial/serial-to-USB-cable). 
Then, connect USB Stereo webcam and the laser scanner. 
4. Create an ad - hoc network between “client” and “server” laptops. 
5. Run the Server application on the server laptop 
6. Run the Client application on the client laptop 
7. From the client connect to the server and run the stereo camera. 
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8. Make sure the user become familiar with the haptic controller. 
9. Start the test  
During the test  
1. Start the 3D visualization that you want to test 
2. Write the information about the test: date,  time, etc. 
3. Move the robot in the start position 
4. Turn on the log functionalities to save information about sonar and laser 
5. Start the trial with the user  
6. When the half of the path is reached by the user,  stop the trial and turn off the force 
feedback 
7. Continue the trial and finish the path 
8. During all the trial write down the number of the collision 
9. Stop the automatic log in client 
End 
1. Give the questionnaire for the 3D display that the users have tested. 
2. Repeat again with another 3D display. 
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Background 
 
Thank you to participate in the user study. The purpose of this questionnaire is to know your 
satisfaction with the user study and the device you just tested. We want to collect some data about 
our participants. All the information you provide is confidential and will remain anonymous. The 
information you provide won't be used for any other purpose. 
1. How old are you?     ____ Years old. 
2. What is your gender?    M               F 
3. Are you wearing glasses or contact lenses? 
glasses             contact lenses           neither 
4. Do you have any visual impairment (e.g. Colour blindness)?      
Yes           No 
5. Which is your highest finished educational level? 
   PhD 
   Undergraduate student (BSc) 
   Graduate student (Msc)     
6. How long have you been using computers?  ____ Years. 
7. How many hours per week do you approximately spend using computers? ____hours. 
8. Do you play 3D computer games? If you do, how many hours during a week?       
 
Yes,  ____ hours per week.        
No 
9. What is your degree of knowledge about robotics? 
         Novice              Beginner          Expert 
 
10. Have you ever taken part into a tele-robotic experiment before? 
         Yes          No 
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Consent form 
 
Project Title: 3D Displays with force feedback controller evaluation 
Researchers:  Yangjun Chen, Giordano Settimo 
Supervisor: Dr. Salvatore Livatino 
o I have received information about this research project. 
o I understand the purpose of the research project and my involvement in it. 
o I understand that I may withdraw from the research project at any stage. 
o I understand that my personal result will remain confidential and I wouldn't be 
indented if the information may be published. 
o I have been informed that might be taken pictures and videos during the study, 
which may be published. 
I agree with the term above and indicate my agreement by signing here: 
Name of participant:_______________________________________________ 
Date:______________  
Signature: ______________________________ 
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Questionnaire forms 
3-D TV with Force Feedback 
1. How would you rate the obtained 3D depth impression? 
2. How would you rate the overall sense of presence achieved (feeling to be there)? 
 
3. You receive information about the remote environment, both through visual feedback and 
haptic feedback. Do you think that these two types of inputs that you perceive are consistent 
between each other? 
 
4. How would you rate the comfort experience (in terms of eye strain, headache, nausea, 
tiredness)? 
 
5. How would you rate haptic perception (realistic feeling of obstacles and shapes)? 
6. How would you rate the general sense of the isolation from the surrounding environment? 
        
 
  
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
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3-D TV without Force Feedback 
1. How would you rate the obtained 3D depth impression? 
2. How would you rate the overall sense of presence achieved (feeling to be there)? 
 
3. How would you rate the comfort experience (in terms of eye strain, headache, nausea, 
tiredness)? 
 
4. How would you rate the general sense of the isolation from the surrounding environment? 
 
 
  
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
Very bad 
(negative)  
    -3        -2       -1       0                   +1      +2      +3 Excellent 
(positive) 
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Impression form 
Among the eight methods below, which one you like best? And which one you think has the worst 
experience? 
 3D TV with Force feedback 
 3D TV without Force feedback 
 3D Laptop with Force feedback and without Graphic 
 3D Laptop without Force feedback and without Graphic 
 3D Laptop with Force feedback and with Graphic 
 3D Laptop without Force feedback and with Graphic 
 Oculus Rift HMD with Force feedback 
 Oculus Rift HMD without Force feedback 
Any comments? 
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Monitoring form      
 
Name: 
Run 1 
Graphic: Device: Force: 
Collision Num: Navigation Time: 
Comment: 
 
Run 2 
Graphic: Device: Force: 
Collision Num: Navigation Time: 
Comment: 
 
Run 3 
Graphic: Device: Force: 
Collision Num: Navigation Time: 
Comment: 
 
Run 4 
Graphic: Device: Force: 
Collision Num: Navigation Time: 
Comment: 
 
