Abstract. In this paper we study the Carat héodory-Féjer interpolation problem in the Hardy spaces H2 of the unit disk. The results are presented within a framework which slightly generalizes the H2 spaces, and allow to consider in a unified way Hardy spaces of the unit disk and of a half plane.
Introduction
We denote by H2 the Hardy spaces of functions analytic in the open unit disk 1D (see [9, 10] ). The Caraihéodory-Féjer problem for H2 functions consists of the following:
Given w E JD and h0 ,. . . , hN E C, find necessary and sufficient conditions for a function h € H2 to exist such that 
. , N).
Since H2 is a reproducing kernel Hubert space, this problem is easily solved using reproducing kernel Hubert space methods, as we now briefly recall. We set k(z, w) = to be the reproducing kernel of H 2 and let
(z) = -k(z,w) = (1 _z)k+l
Then, since (f,')H2 = f(k) (w) it is readily checked that the set of all functions h € H2 for which property (ii) holds can be written as (1-II hminhI u(z) h(z) = hjn(z) +-
H2)
with 11 U 11H2 < 1.
The purpose of this paper is to study a matrix-valued version of this problem. We denote by CP X q the space of p-rows, q-columns matrices with complex entries, by 'q the identity of Cq,q and write C" for CPX1. We set H Pxq to be the space of functions with entries in H 2 . On the space HXq we define the inner product 1q and
To solve this problem we use a characterization of elements H E W)< 9 for which [H, H) 1, in terms of Schur functions and apply the Fundamental Matrix Inequality method (FMI) developed by I. Kovalishina and V. Potapov (see [11 -13) ).
We will solve a problem more general than Problem 1.1, set in a framework developed in the papers (3 -5) and which, in particular, allows to treat in a unified way the case of Hardy spaces of the unit disk and of a half plane.
The outline of the paper is as follows.
S
The paper consists of four sections. This introduction is the first one. In Section 2, we review the above mentioned framework and prove a number of results of [2] in this context. The general problem to be solved is then described. In Section 3 we give a necessary and sufficient condition for the problem to be solvable, in terms of a matrix inequality. In Section 4 we give an explicit description in terms of a linear fractional transformation. The proof which will be given below follows the case a(A) = 1 and b(A) = ) which was considered in [2] . We need for the proof the following lemma.
The spaces HQ(Iq)
Let
Lemma 2.4: Let U be an open subset of ID and let H be a function defined on U and such that the function
'p H(z)H(v) -1 -zE7 is non-negative in U. Then H
is the restriction of a (unique) function if € H9(I1).

In particular, H is analytic in U.
Proof: Let k(z) = 1/(1 -zD) and let us introduce a densely defined relation T on the space HP by
Since KH(z, ii ) is positive, T is in fact a contraction operator and therefore extends to a contraction from C' into H. The following auxiliary results can be checked by a direct computation.
KH(A,) = A(A)
I ' p+g -S(A)S(w)* } A(w) p-(A)
with
Lemma 2.6: Let V and U be matrix-valued functions analytic at A O and let Lt(V)
and Lk(U) be associated matrices defined by (2.15) . Then 
Proof: Let us introduce the matrix polynomials C(A) = c1 (A -A 0 )'
and 
Ln(CH)Ln(alq -b52 ) = Ln(D)Ln(alq -bS2)
which in view of the non-degeneracy of the matrix Ln(alq -b52 ) is equivalent to (2.19).
We thus have to solve an interpolation problem I(S) in the Schur class and with the interpolation conditions (2.16). A special version of this problem was solved in [3] using the reproducing kernel method, and the arguments of [3] can be easily adapted for the present situation. For completeness, we present the independent solution based on the Potapov method of the fundamental matrix inequality (see [8: pp. 252 -2671 and [11 -13] ).
The fundamental matrix inequality
We begin with the analogue of the Schwartz-Pick inequality for functions of the class p+)x (which is well known for the classical case p\) = 1 -A) and was proved in the paper [11) . 
Lemma 3.1: Let S E and let for points w0 ,. . . E Q+ a(w1 )b(w,) (i 54 j).
Then the kernel T(,w) = ((S(w)* (w)
= (b(A)A -_a(A)E.) (14)
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To describe the set of all solutions to the problem J(S') in terms of a matrix inequality, we recall an auxiliary lemma from [7] . 
Theorem 3.4: Let S =' J S1(A -)C o)' be a function, let Ao € + be a point satisfying condition (2.12) and let p(A) be of the form (2.1) with a and b given by (2.17). Then S is a solution to the problem I(S"") if and only if the kernel
. 
D. Alpay and V. Bolotnikov is non-negative on ci, where G(A) = (b(A)A -\)B)
where -y is a simple closed contour in the unit disk around the point b(Ao)/a(Ao).
Proof: Let S be a solution to problem I(S P ) and let w0 ,... ,w, e l+ be points from the neighborhood of .Ao satisfying condition (3.1). By Lemma 3.1 the kernel T(A,w) defined by (3.2) is non-negative on Let '. M and be matrices given by (3.3) and (3.8) and let /co 0\ c=( ..• ).
Setting in formula (3.9) u()) = (Ipq , S(A)) and taking into account all the furmulas (3.3), (3.13) - (3.15) , (2.14) and (2.18), we obtain lim C&,,P AI = M. (3.18) Furthermore, setting in (3.10) u(A) a())I and u(A) = b(.\)I and using formuals (3.5), (3.13) and (3.17) we receive respectively lim C C ,,PAF = AC (3.19) and BC Jim (3.20) for arbitrary matrix F. Setting in the two last equalities F = M and using (3.18) we come to the relations lim C ,9 AA! = AM and Him C4?, , 1! = BM.
(3.21)
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Note that, in view of (3.4), (3.12) and (3.21),
Multiplying the non-negative kernel T(A,w) from (3.2) by the matrix O) the left and by its adjoint on the right we set w, -) o (i = 0,... ,n). In view of (3.18) we obtain the non-negativity of the kernel Ks(A,w) defined by (3.11) with the block K given by
To finish the necessity of theorem we have to show that matrices defined by (3.16) To prove the sufficiency of theorem we recall the following two lemmas. Since K is invertible, the non-negativity of the kernel K(A, w) given by (3.11) is equivalent to the non-negativity of the kernel
which in view of (4.2) can be rewritten as
The set of all functions S such that the corresponding kernel Ks(A, w) is non-negative on + (or, equivalently, the set of all solutions to the problem i(S,')) was described in [3) . Substituting (4.1) into (4.8) and using (3.14) we come to (4.5) which ends the proof of the theorem U is non-negative on Q, where V() = (Ip,b()H(),a()H()) and A, B and M are matrices given by (3.13) and (3.14) . This fact can be proved similarly to Theorem 3.4. 
