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1. INTRODUCTION
The aim of this paper is to developa relativistic condensed matter theory based
upon a microscopic, i.e. field theoretical picture. In particular,we will use the Dyson
hierarchy as a solution to the underlying field theory of thecondensed state and will discuss
regularization procedures suitable specifically for hadronicmatter.
1.1 FUNDAMENTAL INTERACTIONS ANDCONDENSED MATTER
With the advent of the Standard Model of the fundamentalparticles and their
interactions and the intensive search for a possiblequantum field theory of the gravitational
interaction (Quantum Gravity) it becamemore and more luring and urgent to base all
condensed matter theories on the underlying fundamentalforces of nature. This
microscopic approach to the condensedstate leads directly to a rough classification of solid
state physics being the theory of electromagnetically interactingcondensed matter and
nuclear physics being the theory of strongly interactingcondensed matter. On the other
hand, we have to exclude the weak and gravitationalinteractions from a discussion of
condensed matter theories based ona microscopic picture.
While we find gravitationally interacting condensedmatter on a macroscopic scale
all around us (conventionallywe call this theory Astrophysics, e.g. the earthor the solar
system are condensed states of gravity), we cannotgo to microscopic scales due to a lack
of Quantum Gravity. It is interesting tonote that this kind of a microscopic condensed
state of gravity has only played an important role in thevery early stages of the universe
(t < 10 43 s after the big bang).
For the weak interaction, we are ableto formulate reasonable microscopic theories
for condensed states, but we cannot detect them.This is due to the shortrange of the weak
force. Even if we go to the densest nucleiwe know, the gravitationally bound neutron
stars [1], the binding energy due to the weak interaction will still bean order of magnitude
smaller than the temperature of the system. The bindingenergy of neutrinos in a neutron
weak mean field in the neutron star is, for example, inthe Hartree approximation given by
Eg = GF nn, where nn is the neutron density and GF is theFermi constant (the weak 'V 2
charges due to protons and electrons cancel each otherfor an electrically neutralneutron
star nucleus). Assuming that the neutron density is several timesthe nuclear density, we
obtain a binding energy on the order ofa few keV, while the temperature of the neutronstar2
is on the order of a few tens of MeV. So overallthe weak interaction in condensedstates
can be considered noise to the overwhelming electromagnetic andstrong foreground.
So at this point only the electromagnetic interactionbased on QED and the strong
interaction seem to be suitable for investigating theircondensed states with field theoretical
tools. But, considering problems that especiallyoccur in the regularization of these
theories we have to limit ourselveseven further. Due to confinement we have to split the
strong force into its fundamental interaction basedon QCD and its long-range residual
interaction based on QHD. Not only is QCD rathercomplicated due to its large coupling
and non-abelian group structure, it is alsoa gauge theory, so that we have to use the
Faddeev-Popov technique to fix thegauge which introduces inconvenient ghost fields,
which in contrast to QED, do not decouple fromthe theory. Therefore, discussing QCDis
outside the scope of this paper. This leavesus with QED and QHD.
In most of this paper we stay completely generaland our theory can be appliedto
any of the interactions. Only in the chapter about regularizationwe do choose QHD and
therefore hadronic matter to beour condensed state. The advantage of QHD in comparison
to QED is that it is a phenomenological theory witha natural cut-off, the hadron size. In
contrast, QED is a fundamental theory wherewe don't have the freedom of introducing
cut-offs, which as we willsee, complicates its discussion.
1.2 THE DYSON HIERARCHY
Any theory that wants to describe condensedmatter has as its final aim the
derivation of the equations of state of thematter and its transport coefficients. The
equations of state give functional relationshipsfor one of the intensiveparameters of the
theory in terms of the independent extensiveparameters in the steady state. These
equations can be calculated from themoments of the n -particle density matrices of the
system (the 1-particle density matrix is the phase-spacedistribution function). The
fluctuations of the time dependence of then -particle density matrices determine the
transport coefficients of the matter which in turngovern the time-dependent behavior of the
theory. Therefore if we are able to calculate then -particle density matrices and their
fluctuations we have a complete transport theoryof the condensed state.
Before continuing our discussion of the fieldtheoretical tools we use to formulatea
transport theory microscopically, we wish to remind thereader of the two main methods
developed in classical statistical mechanicsfor gases to achieve this goal: the BBGKY
hierarchy and Mayer's Linked Cluster Expansion [2].To derive the BBGKY hierarchy,
we start with defining correlation functions fs which give theprobability that s particles3
have specified positions and momenta inour system of interest which representsa Gibbs
ensemble. The derivation starts with Liouville'sTheorem which governs the time
evolution of the Hamiltonian of our N particlesystem and leads then to the BBGKY
hierarchy. This hierarchy is a set of N coupledintegro-differential equations, eachone
consisting of a streaming term for the correlationfunctions fs and a "collision integral"
which relates fs to fs +1 and therefore discussesthe scattering of the s particles under
consideration with an additional particle.
For an actual physical system N isvery large and the coupled system can therefore
not be solved. Instead one truncates the hierarchy, settingthe 3-particle correlationsto zero
and approximating the 2-particle correlationsusing the "Hypothesis of MolecularChaos"
which states that the range of the two-body potentialbetween two particles ro is small in
comparison to the average particle separation,or in other words; that the particlesare
approximately uncorrelated:
f2(ri, Pl; r2, P2; t)fi(ri, pi) f1(r2, P2) for Inr21 >> ro
This condition is well fulfilled forgases of atoms and molecules interacting viavan
der Waals forces. The approximations then leadus directly to the Boltzmann equation
which we can solve for n, the usual phasespace distribution function. Since Liouville's
Theorem is an equal-time relationwe can only get fluctuations dependingon one time
variable out of the BBGKY hierarchy andtherefore also the Boltzmann equationdoes not
contain any further fluctuations. Onegets the fluctuations of the phase-space distribution
function in special regimes, like thehydrodynamic regime where themean free path is
small compared to the scale of thesystem, by treating the time dependence of thesolution
to the free gas perturbatively in the Boltzmann equation.
Another approach to obtain the phasespace distribution function is the Linked
Cluster Expansion of Ursell and Mayer. Herewe start from the partition function for the
Hamiltonian of a gas interacting only viatwo-body potentials (which is thereason that in
this theory we don't needor obtain higher-order density matrices). These two-body
interactions represent a perturbationon the partition function of the non-interactinggas.
The exponential of the potential in thephase-space integral of the partition functioncan then
be expanded in terms of two-particlecorrelation functions (these are correlationsdefined in
terms of the potential but they do directly relateto the probability correlations like theones
in the BBGKY hierarchy). Ursell and Mayerthen developed a diagrammatic techniqueto
represent the different contributions of this perturbationexpansion and finally summedup
the series and obtained the equation ofstate. Like in the Boltzmann equationwe only4
obtain fluctations in one time variable out of thetheory since our Hamiltonian is
instantaneous in its time dependence.
The important point to notice here is that bothapproaches, the BBGKY hierarchyas
well as the Linked Cluster Expansion,are two independent solutions to the many-body
problem of the condensed state. Furthermore,the classical Linked Cluster Expansionis the
direct predecessor to all quantum-mechanical clusterexpansions and their diagrammatic
representations as well as the perturbative expansions infield theories and their
diagrammatic representation due to Feynman. Especiallythe striking similarities between
the classical Linked Cluster Expansion and theperturbative solution to a field theoryleads
then to the question if there isan analog to the BBGKY hierarchy, which yieldsan
additional method to solve a field theory.
The answer to this question is the Dyson hierarchy.The Dyson hierarchy consists
of an infinite set of coupled integro-differentialequations, each equation relatingan n -point
Green's function to the (n + 1)-or (n + 2)- point Green's function for thecase of 3- and 4-
point interactions in the Lagrangian respectively.It is important to realize that theDyson
hierarchy indeed represents an independentway to solve a field theory. It can be shown
that the Dyson hierarchy is sufficientto be uniquely solved for the Feynman perturbation
series [3].
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Fig. 1. Analogies between methods in classicalstatistical mechanics and field theories.
This paper will discuss the use of the Dyson hierarchyas a tool to investigate the
microscopic structure of a relativistic condensedstate. We start in chapter 2 by defining
precisely the Green's functions of the theory and givetheir properties. Chapter 3 contains
the derivation of the Dyson hierarchy froma generic Lagrangian containing fermionicand5
bosonic degrees of freedom interacting via3 and 4 point interactions, anda recipe for
truncating this hierarchy at the level of the 4point Green's function. In chapter4, we
discuss the crossing-symmetric reductionof the Dyson hierarchy,a procedure which
explicitly extracts the lowest excitations ofthe system out of the equations. Finally,in
chapter 5, we explore the regularizationof the theory for the specialcase of hadronic
matter. In chapter 6 we conclude witha summary and an outlook. This work addsas a
new contribution to the field the discussion of the Dysonhierarchy with 4-point interactions
in the Lagrangian anda generic procedure to do a crossing-symmetricreduction of a vertex
function to any order in the intermediatestates. It also discusses problems arising inthe
regularization of the theory and indicatespossible solutions to this problem.
We would like to close this chapterby discussing how then -point Green's
functions, the quantities we obtain from theDyson hierarchy, can be usedto generate the n
-particle density matrices and their fluctuationsand so determine ourtransport theory. The
Green's functions are definedas expectation values of time-ordered productsof fields, with
the fields being functions of their space-timecoordinates. To relate these quantitiesto the
correlation functions of the BBGKYhierarchy we have to consider the Green'sfunctions at
equal times (E.T.) and performa Wigner transformation over the leftoverspace-time
coordinates.
For example, the connected 2-pointGreen's function of two adjoint fields0a(xi),
4 ip(x2) is defined as (see chapter 2 formore details):
G(0c201,x2)= <T00(x2)0.0(x1)><4ip(x2)><Oa(xi)>
If we let the time separation of thefields go to zero ((t2t i)0+) we obtain the
probability density matrix nap(xi,x2):
notp(x1,x2) = <040-c(x2)4)[3,(X1)>
corrected by the disconnectedpart of the Green's function. From thiscomparison we see
that a Wigner transform of the 2-pointGreen's function:
a(c(2?3(x,p) a- id4x' G(a2)(i[x x e' P
A (2) combined with an integrationover the energy variable of Gap yields directlythe phase-6
space distribution function we used in the Boltzmann equation.
In an analogous fashion we can obtain the n-particledensity matrices from the
corresponding n -point Green's functions. In additionwe can calculate all the fluctuations
from the Green's functions because they contain allthe time variables explicitly ina
symmetric way and can therefore be explicitly usedto obtain the transport coefficients
which are due to the non-instantaneous aspects of thetime dependence of the system.
Thus, the Green's functions are preferableto the density matrices as the dynamical
quantities because they are not only covariant,but also contain all the information aboutthe
fluctuations of the system.
We conclude therefore that, by solving the Dysonhierarchy for the Green's
functions, we completely determine our transport theory ofthe condensed state.7
2. CONNECTED GREEN'S FUNCTIONS ANDTHEIR ONE-PARTICLE
IRREDUCIBLE COMPONENTS
In this section we define the Green's functions ofthe theory and discuss their
properties. The different kinds of generating functionalsare introduced. The generating
functional for one-particle irreducible components ofthe connected Green's functions, the
so called vertex functions or proper vertices, are obtained by Legendretransforming the
generating functional of the connected Green's functions,and the relationship between the
connected Green's functions and the vertex functions isderived.
2.1 GREEN'S FUNCTIONS AND VERTEXFUNCTIONS [7]
The dynamical quantities we wantto derive from our theory are the n-point Green's
functions which are defined as thevacuum expectation value of the time-ordered product of
n generic fields of the theory. These Green's functions satisfy boththe laws of relativity
and the postulates of quantum mechanics and,as we saw in the last chapter, carry all the
information we need to determine thetransport properties of the condensed state uniquely.
To concentrate now all of this informationinto one expression we introduce the
generating functional Z[j;fl] for the Green's functions. Here j;Ti and ri are the source
terms which produce the bosonic fields cp and fermionic fieldsW and Ni respectively.
A generating function can be understoodas the most efficient way to incorporatea
sequence of numbers go,gi,g2into one function:
00
im
Z(1)= gm
m.0
(2.1)
Once we know Z(j) we can reproduce the g's by takingderivatives with respect to jat j=0.
. To reproduce the Green's functions from the generatingfunctional Z[j; we use in
analogy functional variation withrespect to the sources and then let thesources approach
zero.
A standard generating function in physics is thepartition function Z(7) of statistical
mechanics (here T is the temperature). It actuallyturns out that the partition function isa
rather theoretical construct and that it is muchmore convenient to introduce the Helmholtz
free energy F as the generating function:8
F (T)
N kT Z(T) = e
where N is the number of particles in the Gibbs ensembleand k is the Boltzmann constant.
From the free energy we can then derive all thermodynamicproperties of the system ina
straightforward way.
We apply the same procedure for our generating functionalZ[j;Ti]. Here we
want to get rid of the disconnected parts which only yield contributionsto the normalization
of physical quantities. The generating functional forthe connected Green's function
.
WD; rl, T1] is therefore defined as:
wLi;
ZU; e (2.2)
Until now we only found away to proceed from the generating functional W to the
connected Green's functions of the theory. Thenext step is to derive an independentway
to calculate this generating functional. In statistical mechanicswe use the phase space
integral of the exponential of the reduced Hamiltonian ki(T;(r,p))of the system of interest
to obtain the partition function Z(T):
Z(T)SdF (re-A(T;(r,P)),
where dF(r,p) stands for the phasespace integration of the n-particle sysem and A(r,p) is
given by the reduced Hamiltonian
kT
A (T; (P,4)) = (T; (p,q))
In analogy we use in the calculation of the generatingfunctional Z[j;Ti] the functional
. integration over the fields of the exponential of theaction AD; Ti,Ti (0; lif,N')] of our field
theory:
ZU; ="-:f/X(1:1*,V, V) e LAU; (4; W, Ni)] (2.3)9
where D(4); Vi, v) stands for the functional integrationover the boson and feimion fields of
our theory and the action A is given by:
AU; ri, Ti (0; V, 01
A(1); V, V) +SCI4X [Dc (-X)Oa(X) +1( ria(X)Va(X)Va(X)fla(X))1 (2.4)
a a
Herelstands for the classical action of the theory:
AO; v, N) .10314xL [0(x); v(x), v(x)] (2.5)
This completes the procedure of how to get the Green'sfunctions, the dynamical quantities
of the theory: we start by definingour Lagrangian L, then calculate the generating
functional for the connected Green's functions W using(2.2), (2.3), (2.4) and (2.5) and
finally find the Green's function by varying W withrespect to the sources and then letting
the sources go to zero. The Green's functionswe obtain in this way are the connected
Green's functions. They are tabulated in Table 1up to the 4-point Green's function.
So, the basic input in our theory is the Lagrangian of thesystem of interest. This
Lagrangian is only a function of the fields,not of the sources. It seems to be reasonable
therefore to ask if there is also a generating functionalthat does not depend on thesources
but rather on the fields.
The same question arises in statistical mechanics wherewe have the Helmholtz free
energy depending on the intensive variable temperature T. By makinga Legendre
transform to the internal energy Uwe obtaina quantity that only depends on extensive
variables, i.e. we replace the temperature T by theentropy S:
F(T,V,N)a U(S, V, N)TS
In analogy we Legendre transform the generating functionalof the connected Green's
functions W, which is a functional of thesource terms, to obtain the generating functional
of the vertex functions F, which isa functional of the fields only.
WU; i TI O; v, V] + i fdx{./a(x)$a(x) Tia(x)wa(x) + va(x)Tia(x)1(2.6) a a10
It turns out that the vertex functionswe obtain by a functional variation of F withrespect to
the fields (see table 1) are 1-particle irreducible andtherefore represent the highly connected
pieces of diagrams.
Finally if we expand the generating functionalof the vertex functions F
semiclassically in the number of loopswe find that F is equal to the classical action Iup to
order 12. F is therefore conventionally calledthe effective action of the theory sincethe
higher order terms in Ti represent thequantum fluctuations of the theory. This is again
analogous to the internal energy U of statisticalmechanics, which not onlyrepresents the
expectation value of the Hamiltonian of thesystem but also the thermodynamic fluctuations
due to the statistical nature of the system.
This concludes the discussion of the Green'sand vertex functions. For explicit
derivations of the statements we derived fromanalogy to statistical mechanicswe refer the
reader to references [3,4,5,6,8].orderconnected Green's
function
definition in terms of time ordered
products
definition in terms of functional variation corresponding vertex [unction and us
definition
I
(I)
Ga (.v) <d?a(x) > SIV(J: vi, ri)
jtm-40
81(4): 311 Ni)
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8F((I): W. 11() flax)7
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I _
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2
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Table I. Definition of the connected n-point Green's functions and n-pointvertex functions. Fennion number conservation requires the
1-point Green's functions of fennions and anti-fermions to be zero. The phases of thevertex functions are choosen in such a way
that to lowest order in perturbation theory the vertex functions have thesame phase as the bare vertices of the Lagrangian. Greek indices
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Table 1. continued
IJ13
2.2 THE RELATIONSHIP BETWEEN THE CONNEC GREEN'S FUNCTIONS
AND THE VERTEX FUNCTIONS
In the last section we showed how to obtain the Green'sfunctions of the theory
starting from its Lagrangian. The procedure relied heavilyon functional integration and
variation which puts harsh constraintson its feasability in the real (computer) world. To
avoid this procedure we use either perturbative methodsor the Dyson hierarchy. In this
paper we want to discuss the Dyson hierarchy which yields integro-differential
relationships between the Green's functions of the theory (seechapter 3). It is now
advantageous to cast the Dyson hierarchy in terms ofvertex functions instead of Green's
functions. The reason for this is two-fold. First of all thevertex functions are directly
related to the bare vertices in the Lagrangian which actuallyrepresent the lowest order
approximation to the vertex functions (therefore also calleddressed vertices) and secondly
the vertex functions are one-particle irreducibleso that they do not contain singularities due
to propagators. They still contain singularities correspondingto 2-particle intermediate
states and in general many-particle intermediate states. Basedon its one-particle
irreducibility we will, in chapter 4, performa crossing-symmetric reduction of the 2-
particle intermediate states in the equationsto also remove the cuts due to these 2-particle
intermediate states. We finally will be left with highlyconnected vertex functions, rather
well behaved and containing all the complicatedinformation of dressed vertices.
In this section we show now how to obtain thevertex functions directly from the
connected Green's functions without going througha Legendre transformation and vice
versa. Let's start for example with a relation between the bosonpropagator and the boson
2-point vertex function. The boson field is given by (seetable 1):
8W[i; 11, 11] $a(x)
i6ja(x)
differentiating now with respect to the field Opwe obtain:
6( 6W
8013(x2) i8ja(x1),
= 8a13 64 (x1-x2)
(2.7)
+ i dx3
62w 621-- 82w 62F f[
7 6/03)6/a(xi) 6$13(x2)807(x3)c 6TIc(x3)6/a(x1) 6413(x2)6wc(x3)62w 62F
c oric(x3)5idx1) 50i3(x2)6wc(x3)
J
Taking the sources to zero, we find using the definitionsof table 1:
) ) i 'Sao 64(xi-x2) =fdx3 G(ay(Xl, x3) r(2yp(x3, x2)
14
(2.8)
(2.9)
We proceed in a similar fashion to obtain the relationshipbetween the fermion propagator
and the fermion 2-point vertex function. Theantifermion field is given by:
11,11l
Va(x)
8W[j;
i61-1a(x)
(2.10)
We would like to remark here that taking thesources for the fermion fields to zero, which,
as we saw, yields the same result as taking the expectation value ofthe corresponding time
ordered fields, forces the expectation valuesto be zero since we can produce fermions only
in fermion antifermion pairs. Therefore, alsoall expectation values overan odd number
of felinion
5
fields will
(5147
vanish. Differentiating now (2.10) withrespect toxvb(x) we obtain:
Sab 64(x1-x2)
62W 82F 62w 62F
Clifb(x2)
=Scix3
ci6T1a(x1))
[
tyy(x3)o1la(x1)olifb(x2)00ytX3) c 011c(X3)611a(X1)5WIAX2)31111c(x3)
82w 82F
+_
c 611c(x3)611a(xi) 6iNx2)6Vc(x3)
(2.11)
In this expression explicit care hasto be taken about the ordering of sources and fields
since the sources obey a Grassmann algebranecessary due to the anticommuting property
of fennion fields.
Taking the sources to zero, we find from thedefinitions of table 1:dab 64(x1 -x2) =jdx3 G
(2)
cc(xi, X3)r
(2)
(th ,x3, x2)
c
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(2.12)
From equation (2.9) and (2.12) wesee that the vertex functions F(2) are the inverses of the
Green's functions G(2). Differentiating (2.8) and (2.11)with respect to further fields
yields the relationships between higher order Green'sfunctions and vertex functions.
These relations and the equations theyare obtained from (i.e. higher order differentials of
(2.8) and (2.11)) can be found in table 2 for the Green'sfunctions up to the 4-point
Green's function.
We see from table 2 that the relations becomemore and more complicated the more
legs the Green's functions have. It is thereforevery useful to use a diagrammatic recipe to
depict these integral relations. The symbols used in thisdiagrammatic representationare
listed in table 3.
The suffix (0) indicates here the bare quantities.Furthermore every loop or tadpole
supplies a factor of ( -1) if we go from the equationsto the graph and finally arrows have to
be put on fermion lines to indicate the motion intime of the fermion along the line, i.e. the
arrow points from the creation of the fermion to its destruction.The different symbols are
connected at corners which havea common summation index and a common integration
variable which is to be summed and integratedover respectively. Figure 2 represents the
relationship between Green's functions andvertex functions for 3 and 4 legs
diagrammatically.
We would like to conclude this chapter by reviewingthe whole procedure discussed
in this chapter for the 5-point Green's function.In chapter 3 we will truncate the Dyson
hierarchy at the level of the 4-point Green's function.The 5-point Green's function will
still survive this truncation as a relic of the 4-pointinteractions contained inour Lagrangian
which connect the n-leg Green's functionto the (n +2) -leg Green's functions in the
Dyson hierarchy. Thereforewe need to discuss the 5-point Green's function explicitly
(This extends the discussion of [6]).
The first step is to construct the three connected5-point Green's functions from the
generating functional W:
(5) 85W G afhoe(xi,x2,x3,x4,x5)
JE(x5) i6j8(x4nOli(x3)10J13(x2)101a(x1)
jrm -->0
(2.13)16
tf andex1,X2,X3'X4,x5)
Glde(X1;X2,X3,X4 ,X 5) =
65W
jrm--->0
(2.14)
(2.15)
tOiy(x3)i0J13(x2)i0ja(X1)/
65W
1.611 e(X5)i8T1d(X4)i511c(X3)i4311b(X2)ikoc(X1)
The Lagrangian we will choose in chapter 3 doesnot contain any 5-point interaction but
we have to choose our phase convention consistent with the crossing-symmetric1-particle
reduction of the 5-point vertex functions discussed in chapter4:
(5) 85F raf3y8e(x
pmA)
(2.16)
(2.17)
(2.18)
(2.19)
(2.20)
,x2,x3,x4J5)
.50E(x5)808(x4)547(x3)80p(x2)800.(xi)
(5) 85r Fapyde(X1,X2,X3 ;X4 ,X5)
80i(X3)6013 (X2)54)a(X 1) OWe(x5)6Vd(x4)
(5) 85r
Fabcde(x 1 j2'X3'
X4,X5 )
8W e(x5)8Vcl(X4)
Starting now from
6 8 6 8
8W c(X3)43N
' 8W
f b(x2)80cc(X 1)
=0
=0
50e(x5) 54)5(x4) 80,f(x3) 6402)
6 5 6 6
i8.ta.(x1))
(6W
84 )&5) 51)5(x4) 607(x3) 6Ifb(x2),--jOrla(x)),8 5 8 8
84)&5) 5111d(x4) 8Nic(x3) 81Ifb(x2)
(
c/.511a(X1))
=0
ATI 40
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we obtain the relations between the connected Green's functions andthe vertex functions:
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whose diagrammatic representation is given inFigure 3. The symbols S(n,rn) andA(n,m)
with n,m integers appearing in Figure 3are the usual permutation symbols. They stand for
keeping n legs of the diagram fixed and permutingthe other m legs freely. For examplein
the equation for the 5-point bosonvertex the first symmetrization operator S(0,5)
5! represents the 737- possible permutations of the diagram.The denominator here corrects
for the indistinguishability of the legs linkedto the 3- and 4-point vertices. Another
example is the first symmetrizationoperator in the equation for the 3-boson-2-fermion
vertex S(2,3). It stands forpossible permutations of the diagram.The two legs to be
kept fixed are the fermion legs, whilewe permute the 3 boson legs on the 4-point
interaction. It is important here to realize thatwe have to imagine the 4-point interactionto
be the geometric analog ofa tetrahedron, so that the arrow of the fermion linedoes not
enable us to distingush between the bosonlegs of this diagram. Finally,we also need the
antisymmetrization operator A. The symbol A(1,2,2)in the equation for the 4-fermion-1-
boson vertex function antisymmetrizes each pairof fermion and antifermion linesseparately
and so generates four possible diagramsout of each diagram it operatesupon.orderbasic equation relation
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Table 2. Relation between connectedGreen's functions and vertex functions.4 8 8 5(5
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Table 2. continued24
quantity in equation corresponding symbol
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(4)r(0)
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G(5) or
411
or
r(5) 0
or0
or0
Table 3. Rules for constructing a diagramatic representation for integralequations. Dashed
lines with arrows and continuous lines represent fermion lines, dashedlines without
arrows and wiggly lines represent boson lines.25
+
+ i
+
Fig. 2. Relationship between the connected 3- and 4-point Green'sfunctions and the S-
and 4-point vertex functions..5(2,3)Qi
-5(2,3)
5(2,3)
-5(2,3)
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Fig. 3. Relation between theconnected 5-point Green's functionsand the 5-point vertex
functions.27
3. THE DYSON HIERARCHY
We are now ready to write down the Dyson hierarchy startingfrom a Lagrangian
that contains bosonic and fermionic degrees of freedom interactingvia 3- and 4-point
interactions. We then truncate this hierarchy at the level of the connected4-point Green's
function using the T matrix (0(4)).
3.1 THE LAGRANGIAN AND THE EQUATIONS OFMOTION
The most general Lagrangian containing interacting boson fieldsOa and fermion
spinors Nia, sufficient for the discussion of fundamentalas well as phenomenological field
theories, is:
L(x) = [apAx(x) BJavOp(x)tikx(x) m2a0 413(x)
a,I3
+ E wa(x)(i 14-t ap,ma ) wa(x)
a
Ifdydz Oy(z) I()apy(x,y,z) 00(y) 0a(x)
a,13
Efdydz Nic(z) 1-((0jabc(x;Y,z) Vb(Y) 0a(x)
a,b,c
( Ifolwdydz 05(w) 01,(z) F(0)
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043-y5(x,y,z,w) 013(y) Oa(x)
(4) _ v ri z..)--w%-tYLtz Vd0411 Nickzi(0)abccilX,Y,z,w) Wb(Y) Nfa(x)
a,b,c,d
r(o)cs v ft,( 1 r L.,)%--wLLY-z ypkw) Nid\z)(0)4ccilx,Y;z,w) Nic(Y) Oa(x)
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(3.1)
Here Bi/v is a bilinear metric that can be found by comparisonwith the actual Lagrangian.
This tensor has a block diagonal form with the rank of thesubmatrices equal to the rank of
the representation in space-time or in flavorspace of the particles described by this
submatrix.
The 3- and 4-point interactions between the fieldsare necessary and sufficient to
describe all fundamental interactions but theyare only sufficient to describe a
phenomenological field theory. For example non-relativistic QEDcontains 4-point
interactions, but in general no higher order interactions (there is thepossibility of higher-
order non-linear terms but even the electron-phonon coupling isin general not taken up to
higher orders than 4[101). Another example is hadronicmatter. Here the Walecka
modelP 1] shows that 3-point interactions alonecannot produce stable matter thereforewe
have to go up at least to 4-point interactions to make thesystem bound. Thus, while the28
structure of the 4 fundamental theories and the demand to regularizethem limits us naturally
to 3- and 4-point interactions for them, we have to cut off higherorder interactions (0(5))
in phenomenological theories using theargument that 3- and 4-point interactionsseem to be
sufficient to describe the system of interest.
The Lagrangian contains all the information aboutour system in a compact form.
To make this information more easily accessible,we derive the equations of motion for all
the n-point vertex functions from the Lagrangian.The set of all equations of motion forms
then the Dyson hierarchy. The equations of motionare obtained by varying the action A
(2.4) with the additional condition that the fields obeythe usual equal time commutation
relations. A more practical approach isto vary the generating functional for the Green's
function Z (2.2 and 2.3) with respectto the degrees of freedom of the system. For the
boson field Oa we thus obtain:
o=f D(0%w, w)[
+ja(x)
L500,(x)
eiA (3.2)
We replace now the fields in (3.2) with the variationof W with respect to the appropriate
source term:
0 =I80cc(x)i8ji
, a(x)]1;11, 11).
81 6
; )+
.
Expressing the classical action / (2.5) using theLagrangian in (3.1) we obtain:
0 = { ja(X)2
R
[BR +qvaaVai_t+ 1/224+17l2pa ]8
R ikp(x)
1 fdydz F(s)apy(x,y,z) i6 .8
(3)
R7 Sjy(z) iSjp(y)
E j,
,,r(3)i S S uyuz i (0)abcx;y,z)
bc i&nc(z) i8-11b(Y)
(4) S S S
R78
E fdwdydz F(s)apy,5(x,Y,z,w)
(4) S S S y Jdwdydz r(s)apcd(x>w;Y>z)
Rai _i8Tid(z) igic(y)
(3.3)
ew (3.4)
The definitions of the different symmetrized barevertex functions (labeled with the29
subscript (S)) are tabulated in table 4. Ifwe carry out the differentiations with respect to
the sources we obtain our field equation for the bosonicdegree of freedom:
(2)
0 = ja(x) + Eidxi r(o)aoci(x,x1)
8W
a1
iki(xl)
(3) 82w 5WSW1 -y, Idydz F(s)apy(x,Y,z)L.,., ,_., ± -R ./ \.8. 7- PY topykzflojpty)iujykz)1 Jrju)
E
(3) 82w 8W SWi
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63W 62W 6W 1 Jdwdydz F(A))475(x,y,z,w) [ +
(3145 iks(vOiki(z)i6jp(y)i8j8(w)i8j,y(z) i6Ny)
82W SW 52W SW SW 6WSW -1
i8j8(w)i8jf3(y) iSjy
+ +
(z)iSjy(z)i8jp(y) i8j5(w)i6j5(w) i6j7(z) iojp(y)
(4) 83W ki fdwdydz r(s)a0cd(x;w;Y,z) [.,. ., \.6-- ,,,, wipkw,--kindkz)i Ticky)
82w SW 82w 6W
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5 w 82w 8W 6W SW
(3.5) +
-i8tici(z) i8j13(w)i.5-1c(Y)i6/0(w) -i8nd(z) i81c(Y)
Here we used the definition of the free-bosonwave operator.
,((
o)) aa
1 =1 [Ba vv +B"a ava+ maCi+ maa]8(xx1)(3.6)
We will use equation (3.5), the field equationfor the bosonic degree of freedom,to derive
all equations of motion for the all-bosonn -point vertex functions by taking higher-order
derivatives of (3.5) with respect to the source./ andthen taking all the sources tozero (see
section 3.2).
We can use now the same procedureto derive the field equation for the fermionic
degrees of freedom. First we vary the generatingfunctional Z with respect to the fermion
field Iva,
0.4.1_( 8 -
5
L 5Wa(x)i8j )+T1 a(x)W(P, 1,) (3.7)then express again the classical action / (2.5) interms of the Lagrangian L in (3.1) and
carry out the differentiations:
(2)
0 = ria(x) (0)wakx%-x)
SW
toil(x)
82w
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The definitions of the antisymmetrized barevertex function (labeled with the subscript (A))
is given in table 4 and the free-fermionwave operator is defined as:
(2)
Fnata(x ,x) = ocea(iyiia'pL+ Ma,) 05(x'x) (3.9)
Equation (3.8) is the field equation for the fennionicdegree of freedom andwe will obtain
all n-point vertex functions containing fermion legsby taking further derivatives with
respect to the fields and then taking the sources tozero.
Finally let's inspect the expectation value of the fieldequations, taking the sources
.
to zero:nila We obtain from (3.8) identicallyzero which is the same as realizing that
fermion fields have a zero expectation valueto conserve fermion number. From (3.5)on
the other hand we obtain the expectation valueof the field Oa.31
a
fdil r((o))cax (x,xi) <Oa (x1)> =
l
1 1
+
7
Jdydz 1(3s)ray(x,y,z)[G(Py,z) +< Op (y) > < 07(z) >]
ii
(2) E Jdydz r(3)ab (x.y z) G(z Y) (0)c,, cb' be
(4) r(3) (2)
+R
fdwdydz F(s)apy5(x,y,z,w)LG 01,8(y,z,w)+ G ydz,w) < Op(y) >
RY6
(2) ) + Gpgy,w) < $7(z)$7(z) >+ G(2y(,z)
< 08(w) >+ < 08(w) > < $R(y) > < 07(z) >1
4 fdwdydz F () apcd(x;w0,z)f Gpcd (w;z,y) + G d(z 01) < 013(Y) > I (3.10)
Here we used the definitions of table 1. To be ableto do the integrations necessary in
equation (3.10) we need to know the Green's functionsat equal times and coordinates to
accommodate the locality of the bare vertices. But the Green'sfunctions are defined as the
expectation value of the time-ordered product of fields,so that we obviously get different
results for G cb
(2)
depending on from which side we approach the equal timecondition. This
problem can be resolved by realizing that the terms of the Lagrangianresponsible for the
ambiguity represent the fermion density ncb(z,y), i.e. theyrepresent vv. for particles and
inv for antiparticles. We have therefore to substitute :
2()
G cb(z,Y) -->nbc(y,z) wherenbc(y,z) =---G b+ c.(y,z) + G cb(z,Y) (3.11)
+
Here Gcb(z,y) represent the propagators for particles andantiparticles respectively. By
multiplying now (3.10) with the free-bosonpropagator and using (2.9) we obtain the
Dyson equation for the expectation value of the boson fieldOa corresponding to the
equation of motion for the connected 1-point Green's function:
<0 E0,0> = -i 1 jdu G((20)ka(u,x) t
e
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(4) +
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icef
32
(3.12)
The diagrammatic representation of this integral equationis given in figure 4. It represents
the Hartree equation for a mean field builtup out of 3- and 4-point interactions. The
equation looks more familiar if we only consider 3-point interactions.The diagrammatic
representation of this relation is shown in figure 10.33
bare vertex in equation of
motion
diagramatic
representation
relation to the bare vertices of the
Lagrangian
(3)
r(S)ali7(x'Y,z)
Y
(3) .,(3)
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Table 4. Relations between the bare vertices in theequation of motion and the bare vertices
in the Lagrangian.+S(1,3)
Fig. 4. Mean-field equation for the boson field.
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3.2 DERIVATION AND TRUNCATION OF THE DYSON EQUATIONS
Based on the field equations for the bosonic and fermionic degrees offreedom we
will now derive the Dyson hierarchy by using derivatives of the fieldequations (3.5) and
(3.8) with respect to the sources and then take the sources tozero. The integral equations
appearing in this derivation are rather lengthy andwe therefore develop first a diagrammatic
procedure to obtain these Dyson equations.
Let's derive first the Dyson equation for the boson propagator. Westart from the
field equation for the bosonic degree of freedom (3.5), differentiate itwith respect to LI(,
2
take the sources to zero and use the definitions of the connected Green'sfunction in table 1
to obtain:
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(2) If we multiply equation (3.13) byEfcix G (0ca(x',x) we obtain an equation of the form
a
) (2) G
(2)
a.a2(Y,x2)Gpea2(x',x2)+ i Ejdx Gm a,a(x' ,x) Ecea(x,x2),(3.14) a36
where the polarization function I contains all the correctionsdue to the interactions in
matter. / is given by the curly bracket in (3.13). The diagrammaticrepresentation of
equation (3.14) is given in figure 5 in terms of connectedGreen's functions. The dressed
propagators which hook up this connected Green's function to therest of the diagram are
drawn as dashed lines. Arrows indicate fermion lines.Phase factors for dashed loops and
tadpoles are not taken into account. The symmetrizationoperators have to be applied to the
bare verticies. Now we have to replace these connectedGreen's functions in terms of the
vertex functions using table 2 or figure 2. The result is given infigure (7a).
We apply now the same procedure to obtain the fermionpropagator. Starting from
the field equation for the fermionic degree of freedom(3.8), we take a derivative with
respect to take the sources to zero anduse the definitions for the connected Green's
functions from table 1:
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(2) Multiplying (3.14) by I fdx G
3(x,x3), we obtain an equation of the form:
a P
(2) \ijcix G((0)),a3(x,x3)na a(xl,X)
1 ala3V1,x3) = G(op lapbx3) Q (3.16)
Again the polarization function II contains all theinformation about the corrections dueto
the interactions in matter and is given by the curlybracket in (3.15). The diagrammatic
representation of (3.16) is given in figure 5. Afterreplacing the connected Green's
functions with their corresponding vertex functionsfrom table 2 we obtain the Dyson
equation for the fermion propagator (shown in figure6b).37
The Dyson equations for the 3-point vertex functionsare obtained from the field
equations by taking second derivatives. For the 3-bosonvertex function we take first the
derivative of (3.5) with respect to ij and secondly withrespect to
3
, take the sources to
zero and use again the definitions of the connected Green's functions from table 1:
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(3.17)
We see that we need to calculate F(2)(x,xl) to be able to solve for the 3-bosonvertex. (Opal (2) (2) We obtain F(0) from equation (3.13) by multiplying byE fc1X2 rtoy, ce(x2,x1).
a2
(2)Fmae(x,Y) = F
(2)
ace(x,X t) + 1 E Jdx2 1
2)
a
2aKX2,X1) naa
2(X,X2) a2
(3.18)
The diagrammatic representation of equation (3.18)is given in figure 8. The dots in the
circles representing the connected Green's functionsindicate the joint where we hookup
the external boson legs. With the help of the graphicalrepresentation of (3.18) (figure 8)
we can obtain the diagrammatic representation of (3.17) wherewe then replace the
connected Green's functions with vertex functions usingtable 2 and thus obtain the Dyson
equation for the 3-boson vertex (figure 9a). Thereare diagrams in figure 9 which are
multiplied with the product of two symmetrizationoperators. Of these symmetrization
operators, one operates on the legs of the bare vertex functioncontained in the diagram
while the other one permutes the external legs of thediagram representing the threecorners
of the 3-point vertex function. The identificationof which operator does which operationis
straightforward.
The result in figure 9 already madeuse of the definitions of the 4- and 5-point
Green's function in terms of the fullor completely reducibleT matrix and the fullor
completely reducible 5-point vertex function Pdefined in figure 11 and figure 12
respectivly. These quantities are directly accessibleto experiment and can therefore easily
be parametrized. The exact relationship between thistruncation of the hierarchy and the
various relations between Green's andvertex function will be intensively studied in chapter
4, where we perform crossing symmetric reductionsof the 2-particle intermediatestates.
In a numerical solution we would haveto parametrize the 2-particle irreducible kernels of
the T matrix and the pentagon. For massive particlesall the singularities of the kernels
would lie at high momenta, so that fora theory describing low excitations, we could
parametrize the kernels smoothly. We would obtainso on- and off-shell values for the T
matrix and the pentagon and could fixour parameters by comparison with the experimental
on-shell data.
Now we are finally ready to derive the Dysonequation for the 2-fermion-l-boson39
vertex. We start from the field equation for the fermionic degree of freedom(3.8), take
-i first the derivative with respect to -43 and secondly withrespect to -z ,take the
sources to zero and use again the definitions of the connected Green's functionsfrom table
1:
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We use then the diagrammatic representation of (3.18)(figure 8) to display (3.19)
graphically and replace the connected Green's function withthe corresponding vertex
functions from table 2.
Again we truncate the hierarchy using the T matrix andthe pentagon P. The resulting
Dyson equation is represented in figure (9b).
Higher-order Dyson equations can be derived analogouslyby taking higher order
derivatives, but we stop here since our truncation procedure,i.e. our parametrized 2-
particle irreducible 4- and 5-point vertex functions include allthe higher-order information40
via their parametrization and thus via their experimental input. Forcompleteness we show
the Dyson equations to 0(4) with only 3-point interactions in theLagrangian in figure (10).
Figure 13 finally shows the Dyson equations for the fields and thepropagators after
substitution of the T matrix.41
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Fig. 14. Diagramatic representation of the Dysonequations up to 0(4) after introduction of
theT-matrix with only 3-point interactions in theLagrangian. a.) fields, b.)propagators,
c.) 3-point vertex function.52
4. CROSSING-SYMMETRIC REDUCTION
In this chapter we perform the complete crossing-symmetricreduction forthe 2-
particle intermediate states of the T matrix and the pentagon. We showthat we obtain a
reduction hierarchy which we truncate on the level of the 6-pointvertex function (0(6)) to
be consistent with the truncation of the Dyson hierarchy (C(4)). Thereduction hierarchy
can furthermore be used to test the quality of the approximation, i.e. the truncation. This
chapter is a generalization and extension of work done by Korpa and Siemens[9]who
performed the crossing-symmetric 2-particle reduction of the T matrix.
4.1 TOPOLOGICAL CLASSIFICATION AND THE REDUCTION
HIERARCHY
In chapter 3 we truncated the Dyson hierarchyon the level of the 4-point vertex
function through introduction of the T matrix. Ifwe now compare the Dyson equations for
the fields, propagators, and the 3-point vertex functions first for only3-point interactions in
the Lagrangian (Fig. 14) and then for 3- and 4-point interactions inthe Lagrangian (Fig.
13,9) we realize that 3- and 4-point interactions in the Lagrangianintroduce 2 and 3-particle
intermediate states respectively. The topological classification ofdiagrams containing these
intermediate states is depicted in Figure 15. The second columnrepresents diagrams
containing 1-particle intermediate states. These diagramsare generated by the sources
which also represent interactions in the Lagrangian. We removedthe sources through the
Legendre transformation from the Lagrangian and thus made thevertex functions 1-particle
irreducible but we still obtain 1-particle reducible diagrams inthe Dyson hierarchy. They
reappear after we replace the connected n-leg Green's function with the appropriatevertex
functions (compare the first column of Fig. 15 with Table 2 and Fig.3). Diagrams (h) and
(i) do not appear explicitly in these equations sincewe have no 5-point interactions in the
Lagrangian and the Dyson equations connect only Green's functionsof order n to Green's
functions of order (n + 1) and (n + 2).
In general an n-point interaction in the Lagrangian willgenerate (n1)-particle
intermediate states in the Dyson hierarchy. All higher order intermediatestates will then be
generated if we solve the Dyson hierarchy iteratively. Sincewe truncate the Dyson
hierarchy on the level of the 4-point vertex function (0(4))we lose all the information about
2- and 3-particle intermediate states of the 4- and 5-pointvertex functions which are
explicitly contained in the Dyson equations for the fields,propagators and 3-point vertex
functions. For consistency we have therefore to performa reduction of the 2 and 3-particle53
intermediate states for the T matrix and thepentagon. This reduction has to be crossing-
symmetric since crossing-symmetry is a genericproperty of a system of interacting
particles.
In this chapter we developa crossing-symmetricreduction of the T matrix and the
pentagon with respect to the 2-particle intermediatestates. The crossing-symmetric
reduction for the 3-particle intermediatestates is rather difficult and therefore outside the
scope of this text. We must note that a 2-particle reduction isnecessary and sufficient for
all Lagrangians containing only 3-point interactions whileit is necessary but not sufficient
for Lagrangians containing also 4-point interactions.Still, in a lot of applications the 2-
particle reduction will be satisfactory since either themasses of the particles involved
suppress the 3-particle intermediate states (e.g. QHD)or conservation laws forbid most of
them (e.g. non-relativistic QED).
Next to diagram (a) of Fig. 15 whichrepresents the 2-particle reducible diagrams of
the 3-point vertex function,we have two topologically distinct diagrams representingthe 4-
point vertex function and containing 2-particleintermediate states. Diagram (b) of Fig. 15
represents a scattering process and we call this topological classof diagrams a 2-particle
reducible scattering diagramor in short, a scattering reducible diagram. Diagram (c) of
Fig. 15 on the other hand representsa decay process and we therefore call this classa 2-
particle reducible decay diagram,or decay reducible diagram. Diagrams (d) and (e) along
with all higher order topological classes ofdiagrams containing 2-particle intermediate
states should be contained in this reduction explicitly. However,we will truncate this
reduction hierarchy by setting the 6-pointvertex function (hexagon) to zero and thus have
only to take care of diagram (d) when discussingthe reduction of the pentagon. This
truncation (0(6)) is consistent with the truncation ofthe Dyson hierarchy (0(4)).
Inspecting the procedure previously developed(particularly Fig. 15) it seems
reasonable to ask about the generalstructure of the reduction hierarchy. Until this pointwe
have talked only about a hierarchy interms of the order of the vertex functions
characterizing a specific topological class. Obviouslythe complete reduction hierarchy is
also a hierarchy in terms of the different topologicalclasses, representing the n-particle
intermediate states. We are using then the Dysonhierarchy to truncate the complete
reduction hierarchy on the level of the topologicalclass representing a 4-particle
intermediate state (0(4)). The complete reduction hierarchyby itself representsa necessary
and sufficient infinite set of equationsto solve the field theory. The crucial difference
between both approaches, the complete reduction hierarchyand the Dyson hierarchy
combined with the reduction hierarchy truncated inone direction, is that they divide the set
of all diagrams up into an infinite number ofdifferent subsets. Each subset containsan54
infinite number of diagrams characterized by distinct topologicalfeatures. The topological
features are, in the case of the Dyson hierarchy, the numberof legs of the connected
Green's function, while for the complete reduction hierarchywe classify the subsets
according to the number of intermediate states. Each subsetis represented by an integral
equation which sums up the infinite number of diagrams containedin each subset. We use
these two independent ways to solve the field theoryas a test for the convergence of the
Dyson hierarchy by comparing the results of both schemesorder by order. For the
truncation of the complete reduction hierarchy in its topologicalclasses representing n-
particle intermediate states, special care has to be taken for thetypes of particles in the
intermediate states, since this series does not haveto converge if the particle is massless.
The Dyson hierarchy combined with the truncated reduction hierarchyseems therefore to be
the more generic and more easily accessibleway to solve the field theory.
To start the development of the reduction proceduresnecessary for both types of
hierarchies to order 3 in the intermediate stateswe will finish this section by discussing the
2-particle reducible diagrams of the 3-pointvertex function (diagram (a) of Fig. 15). In
section 4.2 we will perform the crossing symmetric 1- particlereduction of the T matrix and
the pentagon and will then develop the crossing-symmetric2-particle reduction of the
scattering diagrams, as well as the 2-particle reduction of thepentagon-like class of
diagrams (diagrams (d) of Fig. 15). Finally in section 4.3we conclude the reduction
schemes of the 2-particle reducible diagrams by discussing thedecay reducible diagrams.
Let's finish this section by discussing the 2-particlereduction of the 3-point vertex
function as an example of the reduction procedure (Fig. 16).The 3-point vertex function is
automatically 1-particle irreducible. To findnow the 2-particle reduction of this 1-particle-
irreducible 3-point vertex function Vimwe have to find first the different topological
classes of diagrams containing 2-particle intermediatestates. There is only one, given by
diagram (a) of Fig. 15. The next step is to find all reducibilityclasses of this diagram. The
reducibility classes represent the different channels in whichthe diagram is 2-particle
reducible. In the case of for example the 2-fermion-l-bosonvertex function they
correspond to the 3 sides of the triangle representing thevertex function and we labels them
albc, blac, club with the greek letters representing bosonlines, the latin letters
representing incoming fermion lines and the bold latin lettersrepresenting outgoing fermion
lines (compare also Fig. 16). The 4-pointvertex function contained in this 2-particle
reducible diagram still contains 1-particle reducible pieces.These 1-particle reducible
pieces allow us to construct in every reducibility classa diagram which is reducible in two
other channels. We label this diagram alblc and haveto subtract out 2 of these to avoid
overcounting. The general rule here is thata diagram reducible in n different channels has55
to be subtracted (n1) times to avoid over countingin the reduction scheme.The integral
equation representing the 2-particle reduction of the 3-pointvertex function is therefore
given by:
V1PI,abc = V2PI,abc + Vajbc + V
blac+ Vciab 2V
alblc
It It It tt
V1P1,a137 = V2PI,aP + S(0 3)V y all3Y
V
4317
(4.1)
(4.2)
The primed and double primed variablsrepresent the boson-fermion and the all-bosoncase
respectively. The symmetrization operator S(0,3) in the all-bosoncase takes account of the
indistinguishability of the 3 boson legs and therefore also of thereducibility classes. These
equations are shown diagrammatically in Fig. 16. The 2-particlereducible diagrams are
shown in their topological form according to diagram (a)in Fig. 15. The factors of
correct for the indistinguishibility of the intermediate boson lines.
We have to construct the 2-particle reducible piecesout of the 2-particle irreducible
piece of the 3-point vertex function and the 1-particleirreducible piece of T matrix both in
the appropriate channel. This allowsus then to generate all rescattering or ladder diagrams
in the T matrices.
To make sure that the 2-particle reducible piecesare still 1-particle irreducible we have to
extract the appropriate 1-particle reducible piece R out of the T matrix.Conventionally the
different reducibility classes of the T matrixare labelled S, T and U. To allow for
generalization to the 3- and 5-point vertex functionswe introduce our labelling scheme.
For 1- particle reducibility we have to partition thefour external legs of the T matrix into
two incoming and two outgoing legs corresponding to AFT-- 3 reducibility classes. Now
we label again the external legs of, for example, the 2-fermion-2-bosonvertex function
with a, 13, c, d.The direct or S-channel can then be labelledas allcd, the exchange or U-
channel as act (3d and the T-channelas adlf3c. Analogously we get for the decay reducible
diagrams 431f,--- 4 different reducibility classes labelled for examplein the case of the all-
boson T matrix with ocii3y8, Pia* lioc(3,5 and Sloch. Inthe all-boson case the 4
reducibility classes would be summedup using the symmetrization operator S(0,4). With
the help of this labelling schemewe can reproduce the ladder summation shown in figure
16:
Valbc= (V
1PI,adeVaide) G (de)(Tdebc R delbc)56
4. 1 (v" Val5e) Goo (T5ebc (4.3) ipLase R Seib)
G(Se) (T8eacR5eiac) (4.4) Vblac(V1PI,b8eVb15e)
1
V =(V alf3y2IPI,aloeVai6E) Goo (T5oy Roof3y)
(V1PI,aldeValde) G(de)(Tde(3'yRdelP7) (4.5)
The G stands for the two intermediate propagators with the subscriptsindicating if the
intermediate lines represent fey nions or bosons. Equation (4.4) allowsus to also determine
the time-reversed case of this relation, correspondingto Blab by replacing all incoming
with outgoing fermion lines and vice versa. We have thus completedthe 2-particle
reduction of the 3-point vertex function. The 2-particle reductionequations corresponding
to (4.3)-(4.5) but with the ladder summations in the 3-point vertex functions insteadof the
4-point vertex function are given in equations (4.36)-(4.38).
The general procedure for the 2-particle reduction is thus firsta topological
classification of the diagrams to be reduced, second the 1-particlereduction, third determine
and label the 2-particle reducibility classes of the topological classes,fourth find the
overcounted diagrams, i.e. the diagrams reducible inmore than one channel, fifth write
down formally the integral equation representing the reduction ofthe topological class and
sixth put in the ladder summations into the different reducibility channels.We apply this
recipe in section 4.2 to the T matrix and the pentagon.
To study the relationship between the Dyson hierarchy and thereduction hierarchy
we expand the 2-particle irreducible kernel of the 3-point vertex function perturbatively.
The two lowest order terms for the all-bosoncase are shown in Fig. 17. The T matrices
used in this expansion have to be 1-particle irreducible and 2-particledecay irreducible for
the kernel to be 2-particle irreducible. Ifwe compare this expansion with the
corresponding Dyson equation (Fig. 13.c) we see that theyare identical in the lowest order.
All 2-particle irreducible higher-order terms in the Dyson equationhave to come from
diagrams containing pentagons. Actually the parts of thepentagon which are scattering
reducible in two channels are the only pieces of the pentagon whichaccount for this next
lowest order. This will be straightforward to see from the results ofsection 4.2. The
remarkable point here is that both hierarchies, although summingup different topological
subsets of diagrams, give identical answers and therefore allow foran examination of the
quality of the truncation scheme we introduced by comparing the resultsof both hierarchies
order by order.57
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Fig. 17. Perturbative expansion of the 2-particleirreducible kernel of the 3-bosonvertex
function. We keep one leg fixed to allow for comparisonto the corresponding Dyson
equation (Fig. 9a and 13c).4.2 CROSSING-SYMMETRIC REDUCTION OF THE SCA I I ERING TYPE OF 2-
PARTICLE INTERMEDIATE STATES
The first step in our development is the crossing-symmetric reduction of the 1-
particle intermediate states of the T matrix and the pentagon. For the T matrix thiswas
done by Korpa and Siemens and we give their results using our labeling schemes. The
diagramatic representation of these equations is given in Fig. 18.
T= T + A(2,2)R
abcd1PLabcd abcd
TaPcd= T1P1,apcd + RaPlcd + S(2 '2)R
ac:113d
Tr,= T
aPYO 1PLaPy5+ S(1,3)Raply8
60
(4.6)
(4.7)
(4.8)
In these equations the R 's describe the 1-particlem reducible parts of the T matrix andthe
unprimed, primed and double-primed quantities represent the all-fermion, fermion-boson
and all-boson cases of the T matrix respectively.
For the 1-particle reduction of the pentagon we encounter thesame over
countingproblem we dealt with at the 2-particle reduction of the 3-pointvertex function.
There are diagrams which are 1-particle reducible in two channels and which thereforehave
to be subtracted once. These over counting terms can be determined by comparing the 1-
particle reduction in terms of the full T matrix given in Fig. 19 with theone where we
replace the full T matrix with its 1-particle-reducible and -irreducible pieces. The reduction
equations in terms of the full T matrix (represented in Fig. 19)are:
= PabcdeP
1P1,otbcde+ A(1,2,2)1Qaclbed + Q
ablcde+ Q
bclade
QalbcideQblacIde clablde
PaPydeP1PI,a13ydeQdela137 + S(2'3)1 QaPlyde aelr3ydQad1(3ye
Qdlaell3y- Qelaplyd- QalPyldeQcdPelyd
It 11 11
11 P
aPySe= PlPt,apySe + S (0,5)Q41*
S(0,5)Q
ali3715E
(4.9)
(4.10)
(4.11)61
The Q 's represent the 1-particle reducibleparts of the pentagon and the unprimed, primed
and double-primed quantities represent the4-fermion-l-boson, 2-fermion-3-boson and all-
boson 5-point vertex functions respectively. To betterunderstand these equations look for
example at legs d and e and at the partition. Theyappear in every possible ordering in the
reducible parts Q.The symmetrization and antisymmetrizationoperators assure then that
the remaining legs are permuted if theyare indistinguishable (A(1,2,2) stands here for
antisymmetrization of the pair of incoming and the pair ofoutgoing fermion lines). The last
terms in every equation contain two partitions in their labeling andrepresent the over
countingterms.
We are now ready for the 2-particle reduction ofthe scattering diagrams of the T
matrix. As for the 1-particle reduction of thepentagon, we start with a classification of the
diagrams which are 2-particle reducible inmore than one channel. These diagramsare
shown in Fig. 20 and we obtain:
T
abllad+ T
abllac+ T
acllad
T + T
af3Ilac+ T
acllad
TacidlaS + T
apllocy+ T
ayIIrx
(4.12)
(4.13)
(4.14)
Here we are using only the first two letter indicescharacterizing every reducibility
channel and then separate them witha double partition to indicate that these diagramsare
reducible in two channels. Specialcare has to be taken in determining the signs for the all-
fermion case. Every exchange of 2 fermion indicesgenerates a minus sign. Most of the
reducibility classes contain two topological diagrams(in figure (1) depicted above each other)
which we generate by exchanging all the fermionintermediate states with boson
intermediate states and vice versa. For the all-bosoncase the lower diagram of every class
can be drawn with two possible directions of thearrow of the fermion intermediate states.
Both directions are generated by the symmetrizationoperator S (2,2). This completes the
over counting problem for the T-matrix and allowsus to formally determine the integral
equations for the 2-particle reduction of the scatteringdiagrams:
= 7' + S (2,2)T+ T {T + + T
} (4.15) 1PLabcd2PI,abcd ablcdaclbdablladabllacacllad
T
1P1,al c d= T2P1,aficd + T
aPlcd+ S(2,2)Tac1j3d{T
a(311ad+ T
aPllac+ T acllad) (4.16)62
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Ilay+ T
ayllaS
1 (4.17)
The symmetrization operators used here sum up the S- and T-channel. Thenext step is to
put the ladder summations into the 2-particle-reducible classes. Let's discuss first the all-
boson case. The 2-particle-reducible T matrix T.can be expressed as: Oki
T" =1 (T R
13) G 0(T''- T041') 41752ai3e$a10 ()E075 175 15
+(T
af3efR
af31ef) G(ej) (Tef,y8T
ell y8
- R efly8) (4.18)
We generate the ladders in the first factor where weassume only 1-particle irreducibility in
the appropriate channel. In the last factor we also extract the 2-particle-reduciblepieces of
the T matrix.
We apply the same procedure to the fermion-bosoncase. Here we have to write out
two relations corresponding to the cases where the reducibility channels cut only bosonor
only fermion lines and the case where the channels cut mixed boson- fermion 2-particle
intermediate states.
Tp= (T
pR
O) G(T )T R
fi
) acdaejalef(ef)efcd eflcdecd
1+ 7 (Tapeo R coo) Go) (T Tevcd R cocci)
T
ac113(1= (TacefRaclef) G(Ef)(TefodTOM R
0113c1)
tl.
(4.19)
(4.20)
The second equation (4.20) has only one termon the right hand side to assure fermion
number conservation.
We obtain the all-fermion case analogously:
T = (T R) G(T- T R ) aclbdacefaclef(ef)efbdeflbdeflbd
Tablcd (Tabef- Rablef) G(ef)(Tefcd)TeflcdReflcd)
+2(T R ) G0
(T
O
T R ) (TabuablE0 (eaf EOlcduplcd
(4.21)
(4.22)63
The only new rule we have to take into accountto understand these equations is the minus
sign generated for every antisymmetrization. Ifwe compare in equations (4.21) and (4.22)
the diagrams containing 2-fermion intermediate states,we can fix the relative minus sign
by recognizing the necessary exchange of two-fermion indicesbetween the diagrams.
We have now collected all the rules needed to develop the2-particle reduction of the
pentagon P. The topological class to which these type of diagrams belong isdepicted in
diagram (d) of Fig. 15. It corresponds to diagram (b) of Fig. 15and is therefore also a
scattering-reducible type of diagram. Againwe start with the over countingproblem. For
the all-boson case we obtain for possible overcountings (compareto Fig. 21.a):
S(0,5) {PaEll(3y2PaEllly4P(5) ) (4.23)
The three terms in equation (4.23) represent the overcounteddiagrams reducible in 2,3 and
5 channels respectively. In our labeling schemewe represent the diagrams reducible in two
channels with a double partition and by numbering the legs of the1-particle irreducible T
matrices. Diagrams reducible in three channelsare labeled with a triple partition and by
numbering the legs of the 1-particle-irreducible T matrixand the 3-point vertex function
which is singled out by not being a neighbor of this1-particle-irreducible T matrix.
Diagrams reducible in five channels are labeled by thesubscript (5).
The over counting problem is solved by comparing thediagrams containing the full
T-matrix with the one where we replaced the full T matrixwith its 1-particle-reducible and
irreducible pieces. We find that in general diagrams reduciblein n channels are over
counted (n1) times which explains the factors of 2 and 4 in front ofthe 2-particle
reducible pieces in 3 and 5 channels respectively. In Fig.21 we show the over counted
diagrams in terms of the 1-particle-irreducible T matrix sincewe need precisely this
collection of diagrams in the reduction equations Note thatin the diagramatic
representation of Fig. 21.a we have againtwo types of diagrams in every reducibility class
corresponding to the exchange of boson intermediatestates with fermion intermediate states
and vice versa. The classes representing diagrams reduciblein 2 and 3 channels contain 60
diagrams while the class representing diagrams reducible in 5 channelscontains 120
diagrams. This enormous collection of diagrams is summedup using the symmetrization
operator. For example in the case of the diagrams reducible in 2 channelsthe S (0,5) in
front of the case with bosons in the intermediatestate sums up 30 diagrams while the S
(0,5) in front of the case with fermions in the intermediatestate sums up 15 diagrams for
each direction a fermion can run.64
The direction in which the intermediate fermion linesare running is, in the case of
the 2-fermion-3-boson vertex function, related to thearrows of the external legs. Therefore
we cannot sum up these different diagrams into one reducibility class (in Fig. 21.b the
diagrams obtainable from each other by exchanging thearrows of the fermion lines
corresponding to the time reversal operation are the first 5 neighbouringpairs). We sum up
different diagrams of a reducibility class by permuting the three bosonlegs using the
symmetrization operator S (2,3).
S(2,3)(Pablly5+ Pablly5 + Pabllyd + PaPled
+ 2(PabIlly + Pccbilly + Pa13111c + Pa13111c + PabIllc + PabIllc + Pa(3Illy + PabIlly )
+ 4P
(5)
1 (4.24)
The rules we learned from the all-boson vertex function and the2-fermion-3-boson
vertex function allow us finally to solve the over countingproblem for the 4-fennion-1-
boson vertex function (Fig. 21.c). Againwe generate diagrams from each other
exchanging the direction of the fermion line (the first two diagramsas well as line 2 and 3
and line 4 and 5 are time reversed to each other), obtain thedifferent diagrams of one
reducibility class from each other by exchanging fermion andboson intermediate lines and
determine all reducibility classes reducible ina certain number of channels by permuting the
fermion legs (leg c and d are thereforeour legs of reference). The antisymmetrization can
be described with the antisymmetrizationoperator A(3,2):
A(3,2)(PablIc6
+ PablIcS + PablIcd + PablIc5 + PablIcS
+ 2(PabIlly + PablII7 + PabIllc+ PabIllc + Pa[311Ic + Pa[3111c)
+ 4P
(5)
1 (4.25)
In most reducibility classes we get onlyone diagram since we have to hook up the internal
to the external fermion lines. But in the classes PablIc8 and PablIcS thissame requirement
generates 3 possible diagrams.
We proceed now by formally writing down the 2-particle reductionof the pentagon65
+ S(0,5)PapryoeS(0,5)Paellf3y + 2P ae+ LIP(5)}(4.26) P1P1,a13y8eP2PI,aPyoe
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+ 4P
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(4.27)
(4.28)
It is now straightforward to put the ladder summations into the2-particle-reducible
classes of the pentagon since we just have to adda boson leg to the corresponding integral
equations for the T matrix (4.18-4.22). For the all-boson 5-pointvertex function we obtain:
P a" (T
(3pn
Roc'
(3ipit)
Go7c)(P p" Ppniy5eS(2,3)Q + S(2,3);" plod
+(T R corp) G(rp)(P S(2,3)QyarpE + S(2,3);rpoe) (4.29)
In the pentagon part of the 2-particle-reducible diagramswe have to assure 2-particle
irreducibility in the appropriate channel. We achieve this again by subtractingout the pieces
which are 1- and 2- particle reducible in the channel under consideration.The 1-particle
reducible pieces of the pentagon are given in terms of the full T matrix. Thiscreates again
an over countingproblem and we have to add back in all the 1-particle-reducible pieceswe
subtracted out too often. We avoided an over countingproblem in the 2-particlereducibility
channel by determining here the diagrams reducible inmore than one channel in terms of
the 1-particle-irreducible T matrices (4.23-4.25).
For the 2-fermion-3-boson vertex function we obtain:
=L (T ) G(P
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+(TderpRdelrp) Grp) (Prpy6Prp lySeS(2'3)QT8IrpsS yrpl8e)(4.30)
PPldey(T Npn) G(pr) (P,
Qdelpry QdypreQeyipnd Qdipnley
+ (T - R apirp) G(rp)
(PrpdeyPrpldey
QdelrpyQdylrpeQeylrpd + Qylrplde+ QeIrpldy + QdIrpley)
PadjRe72 (TadPPR adIPP) G(PP)(PPPPeY PPPIPei
S(3 ,2)QpeippyQpyippe + S(3,2)Qpipplye + Q eippoy)
(4.31)
(4.32)
Again we use time reversal upon (4.32) togenerate the leftover reducibility class.
Finally we are also ready to write down the ladder summationfor the 4-fermion-1-
boson vertex function:
=1 (T -R' ) G(P. 12; abide?2abpnablpn(pr)pndeypridey
delprydylpneQeYIPnd + + yipnIde elpnidyQd1pnley)
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QdeirryQdylrpeQeylrpd + Qylrplde + QeIrpidy + QdIrpley)
Padlbec = - (T R ) G(P P aciPPadl PP(PP)PPbecpplbec
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i p0ecippb +S(3 '2)QclpplbeQeIPPlbc)
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(4.33)
(4.34)
(4.35)
We are again using time reversal to generatetwo more reducibility classes from (4.34) and
(4.35). The relative minus signs of the equationscan be determined by counting the
necessary permutations of the anticommuting fermion indices.
In this reduction procedure we generated the laddersummations for the 3-point
vertex function and the pentagon in the T-matrix part of the 2-particlereducible diagram.
We could also do this in the other part contained inthe diagram, i.e. in the 3-point and 5-67
point vertex functions for the 3-point vertex functions and thepentagon respectively. Since
the T matrix is symmetric in in- and outgoing legs we would obtain identicalequations by
applying this procedure. We conclude now this section by giving the equationsfor the
scattering reduction of the 3-point vertex functions and thepentagon with the ladder
summations in the 3-point and 5-point vertex functions respectivly.
ValbcV1PLade G(de)(TdebcTdelbcR delbc)
1+V;pLccoe Goo (Toebe
TSElbcRSelbc)
VblacV1PI,b8e G(8e) (T8eacTSelac - R&lac)
1
V=
alf3y2V
1PI,alSeG(Se) (T8E13y Taoy R5e0y)
(4.36)
(4.37)
+ V
1PI,aldeG(de) (TdepyTdelpyRdelf3Y) (4.38)
Pa" =(T a' T Ra mint) Gomr) (PpicyoeS(2,3)QyooThe + S(2,3)405E)
+(T
aPrp- T
af3IrpRapirp) G
(rp)
(P
rpy8sS(2,3)Qyoirps + S(2'3)Qylrp16s) (4.39)
Pdelapy2 (T depn T delpnR elpr) G(p7r)(PP itY6ES(2'3)Q;61prceS(2'3)QA pnl6e)
+(T
derp- 7'
delrpR
delrp) G
(rp)(P
rpyoeS(2,3)Qyolrpe + S (2 ,3)Q
ylrpl5e)(4.40)
1
c43idey2
(T T R apoir) G
)<1:)pndey
Qde[prydylpne cylpicdQylprcideQeipnidy ±Qc/IpTcley)
+ (TaPrp- TapIrp-Raf31rp) G(rp)(Prpdey
QdelrpyQdyIrpeQeyl rp d+ 0
--ylrpldeQeIrpldyQdIrpley)
It
=(T T R ) G(P adli3ey2adppadlppa dip p(pp)ppj3ey
S(3,2)Q0eiwyQi3yippe + S(3,2)Qp,
p 17iQe1PP101)
=(T T bon) Gp7r ( abldey ab () mdey
+ + +Q defpnydylpne rylprcd ylpiride elpnIdydIpniey.
(4.41)
(4.42)+ (T T R) Grp) abrpablrpabirp(rp)rpdey
Qdelrpy- QdylrpeQeylrpd + Qpplde 4- QeIrpldy+ QdIrpley)
P = - (T T R ) G(P adlbec adppadppadIPP(PP)PPbec
S (3 ,2)Qbeip
Qecippb+ S(3'2)QcIPPlbe +QeIPpIbc)
P = - (T T R) Gip) abldey abrpablrpabIrpOp)rpdey
QdelrpyS(3,2)QdyIrpe + Qyrplde + S(3'2)QeIrpldy)
68
(4.43)
(4.44)
(4.45)69
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Fig. 18. Diagramatic representation of thecrossing-symmetric reduction of the 1-particle
intermediate states of the T matrix.70
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Fig. 19. Diagramatic representation of the crossing-symmetricreduction of the 1-particle
intermediate states of the pentagon.71
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Fig. 20. Scattering reducible diagrams of the T matrix intwo channels. a.) All-boson
vertex function, b.) fermion-boson vertex function, c.) all-fermionvertex function.P"
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Fig. 21. Scattering reducible diagrams of thepentagon in more than one channel. a.) All-
boson vertex function, b.) 2-fermion-3-bosonvertex function, c.) 4-fermion- 1 -boson
vertex function.b)
a b11?-8
73
ablli-c/ a,011cef
Fig. 21. continuedP'
a b III c
Fig. 21. continued
P,
(5)
Pia bIllc
74c)
oblIca ablIc8 ablIcd
oblIc8
ablIc8
Fig. 21. continued
75(51
Fig. 21. continued
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4.3 THE DECAY TYPE OF 2-PARTICLE INTERMEDIATE STA FES
In section 4.2 we developed the crossing-symmetricreduction scheme for the
scattering type of 2-particle intermediate states. We could devisenow an analogous
procedure for the decay type of 2-particle intermediate states, butwe would take into
account diagrams already treated in the reduction of the scattering type of 2-particle
intermediate states.If we would have solved the Dyson hierarchy completely then the
equations would have taken care of this over countingautomatically,now we have to do
this explicitly.
Instead of devising a similar procedure to the one discussed in section 4.2 and then
subtracting the multiply counted diagrams we split a generic decay-reducible (DR) diagram
into its different generic pieces containing only 3-point vertex functions and 4-, 5-, 6,l-
and 8- point 2-particle-irreducible vertex functions (shownas squares, pentagons,
hexagons, heptagons and octagons respectivly in figure 22). The firsttwo and last three
generic pieces are also scattering reducible and we see that in generala diagram which is
decay reducible in more than one channel is also scattering reducible andtherefore is
already taken care of. So we avoid an over countingproblem and the only thing leftto do is
to extract out of the leftover diagrams all decay-reducible diagrams which are not scattering
reducible. For these decay-reducible but scattering-irreducible pieces (S/)we develop
again integral equations.
T
SI,a,Py8= T1,4y8+ S(0,4)TSI,c(Ic3y8 + 0(6) (4.46)
TSI,apcd= TLaPcd+ S(2,2)TSI,a1Pcd + T
S1,clalid+ T
SI,d1aPc+ 0(6) (4.47)
= T + S(22)T , T
SI,abed1,abcd SI,albcd+ S(2,2)TSI,blacd + 0(6) (4.48)
The subscript I stands here for complete scattering and decay irreducibility. Weneglected
here all diagrams which contain vertex functions with more than 6 legs (0(6)). This
approximation does not correspond to the truncations we did untilnow. The truncations
included the higher order terms via the parametrization of the T matrix and thepentagon.
Here we really neglect these higher order processes sincewe have no way to actually
calculate nor parametrize these objects without solving the reduction hierarchyto their
corresponding orders which in turn introduces then even higher-order diagrams.
For the decay-reducible pieces of the diagram containing thepentagon we develop78
integral equations analogous to the ones developed in section 4.2.Let's start again with
the all-boson case. Our choices are to put the ladder summation eitherinto the 3-point
vertex function or into the pentagon. If we would put the ladder summation intothe 3-
point vertex function we would have to make thepentagon itself scattering irreducible in the
appropriate channel,which means that the pentagon would have to be 1-particleirreducible
for all channels and 2-particle irreducible in the channel underdiscussion.
TS1,43752 V1PI,a
G(E(1)) (P
11)101375 P0075)
+ VIP',a lefG(d)(P1PI,ef(3
Peflpy8) (4.49)
We could also use the peculiarity that scattering and decay reducibilityin the case of the 3-
point vertex function are identical since there is onlyone diagram in the topological class of
the 3-point vertex function describing 2-particle intermediatestates, and put the ladders into
the pentagon. We would thus have only toassure scattering irreducibility in the appropriate
channel for the 3-point vertex function and coulduse the 1-particle-irreducible pentagon.
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For the mixed fermion-boson casewe have two cases:
(4.50)
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In the first two equations we put the ladders into the 3-pointvertex function while we put itin the pentagon for the last two equations. We use again time reversalto obtain the last
decay reducibility class from (4.52) or (4.54).
Finally we determine the all-fermion case. Also herewe can determine both
reducibility classes from one equation using time reversal.
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)
T
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1P1,aEf
V GP alef)(Ef)Efbcd
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(4.55)
(4.56)
Again we put the ladder summation in (4.55) into the 3-pointvertex function and in (4.56)
into the pentagon. We have thus completed the crossing-symmetricreduction of the
diagrams containing 2-particle intermediate states.DR
-11141-111>-
80
Fig. 22. Generic decay diagram and its different generic pieces interms of 3-,4-,5-, 6-, 7-,
and 8-point 2-particle scattering irreducible vertex functions.81
5. REGULARIZATION
With the crossing-symmetric reduction done in chapter 4we completed the
discussion of the microscopic approach to the condensed state andso reached the goals we
proposed in chapter 1. Still, although we have a satisfying theory,we cannot apply it
unless we discuss the regularization of this procedure. In this chapter we wantto discuss
the main ideas involved in the regularization of hadronic matter without going into proofs
or details. At the moment we have not completely evolved our ideas and feel,therefore,
not confident to make explicit statements.
There are two main approaches to the understanding of the singularities appearing
in any field theory. The one relates the singularity to the point-like interactions inthe
Lagrangian, which is of course a singular construct. This singularitycan be expressed as
the possibility of having a zero space-time separation Ax= 0. By imposing the condition
Ax0 on the field theory we could remove this singularity. The second approach in
understanding the singular structure of a field theory is to look at the genericoutput of our
theory, which are the Green's functions. These Green's functionsare defined in terms of
time-ordered products of fields which are ill-defined at equal times. This indefinitenessat
equal times represents itself then as a singularity in momentumspace, e.g. propagators
have singular denominators and loop integrals develop ultraviolet singularities. We will
use now both approaches to indicate possible ways out of this dilemma.
The conditon of non-zero space-time separation is actually too weak since it allows
an approach to the singularity via two independent degrees of freedom (i.e. the singularity
lies at the origin of the space-time plane). One approach toremove this singularity is to
assign form factors to every vertex, and then to maintain causality using dispersion
relations[6,13]. A vertex function withone leg fixed contains eight more independent
variables, three of which can be integrated out because of symmetries. The form factors
then regularize three more variables corresponding to the invariants describing the sidesof
the triangle. The other two variables get fixed in more complicated diagrams dueto their
connection to other vertex functions of the diagram (e.g. consider the two-point loop).A
tadpole, on the other hand, will still contain both singularities, since neither of theleft-over
degrees of freedom is fixed. The regularization of tadpoles fora Dyson hierarchy is
discussed by Milana and Siemens[12], who employ a Euclidean cutoff procedure.The82
same counting of degrees of freedom works for the loop diagrams containing T matrices in
the Dyson equations for the three-point vertex functions. Since Siemens et al.[6] regularize
a Dyson hierarchy up to order four with three-point interactions in the Lagrangian, the
method of form factors and dispersion relations works. In our casewe don't have to redo
the counting procedure since the 4-point interactions in the Lagrangian introduce onlymore
highly connected diagrams (3-particle intermediate states).
Another approach to the regularization of a phenomenological theory like QM)
would be to implement causal and covariant form factors directly into the action (the
Lagrangian is an equal time operator). We would then achieve causality by using the 2-
particle- irreducible kernels of the vertex functions, so that one event is not ableto influence
two disconnected events simultaneously. The singularities due to Ax2= 0 lie on the light
cone which is straightforward to realize by inspecting the Pauli-Jordan expansion of
Green's functions[5]. This kind of singularity could be removed bya covariant form factor
in the action of the type F(12 < x2 < L2) with L 1 representing the size scale of the
hadrons. If F is real we also obey unitarity, and by choosinga product of different F's,
corresponding to the different channels of the vertex function,we obey crossing symmetry
and thus complete a sufficient approximation of the physical form factor without thetrouble
of the light-cone singularity. Again we have two leftover degrees of freedom, andwe
would have to find a possible way to remove the associated singularities ifwe are to obtain
a regularized theory from the beginning.
The only covariant function which is not a function of x2 is the delta function 8(x).
This choice of F brings us back to our first approach. This approach is intensively
discussed in introductory field-theory textbooks[13] and its use in thecase of hadronic
matter is explicitly discussed by Siemens et al.[6] for a Lagrangian containing only 3-point
interactions. Siemens et al. combine two steps in their discussion of regularizationwhich
we would like to separate here. They use dispersion relations to show how to introduce
form factors in a causal way. These form factors are again real, to obtain unitarity,but they
break crossing-symmetry because they include the Migdal approximationto make the
Dyson equations numerically accessible. The Migdal approximation corresponds
physically to the collapse of two neighboring points of a vertex function through
introduction of a delta function in the coordinates of these two points. Their causalform
factor then smears out this delta function so that, e.g. geometricallya 3-point vertex83
function represented originally by a triangle changes to a 1- shaped object. Wesee
therefore that we lost one geometric degree of freedom: we replaced 3 sides ofa triangle by
its base and height, and lost an angle. The physical justification for this approximation is
weak, and we see that the main advantage of this approximation is that it makes the theory
numerically accessible.
Let us first generalize this approach by dropping the Migdal approximation. For
our theory with also 4-point interactions in the Lagrangian we would have to develop all
dispersion relations for loops up to the 5-point loop. The dispersion relations formore
complicated singular diagrams (we are allowed to have 3-particle intermediate states)can
then be easily constructed from the dispersion relations of the loops. A Dyson hierarchy
with only 3-point interactions, on the other hand, would only need the dispersion relation
for a 3-point loop in addition to the discussion for the 2-point loop and tadpole by Siemens
et al. Since the development of dispersion relations for higher order loops is rather
involved, we propose a different approach. Using the Migdal approximationon the Dyson
hierarchy containing also 4-point interactions, it is easy to realize thatwe again only need
dispersion relations for 2- and 3-point loops. Thus, with the additional discussion of the
dispersion relation for 3-point loops, we could achieve a general regularization ofa Dyson
hierarchy with 3-point interactions in the Lagrangian, and also, using the Migdal
approximation for vertex functions, a regularization of a Dyson hierarchy with 3- and 4-
point interactions in the Lagrangian.84
6. CONCLUSION
We developed a relativistic condensed matter theory based upon a microscopic, i.e.
field theoretical picture. The Green's functions of the theory can be used to obtain the
equations of state as well as the transport coefficients of this matter. The vertex functions
were obtained by Legendre transforming the generating functional of the connected Green's
functions and the relationship between the connected Green's functions and the vertex
functions was derived. We developed the Dyson hierarchy as a tool to calculate the
Green's functions of the field theory starting from a Lagrangian that contains bosonic and
fermionic degrees of freedom interacting via 3- and 4-point interactions. We truncated this
hierarchy at the level of the connected 4-point Green's function using the T matrix ( 0(4)).
Finally we performed a complete crossing symmetric reduction for the 2-particle
intermediate states of the T matrix and the pentagon. We showed that in addition to the
Dyson hierarchy we obtain a reduction hierarchy which we truncateon the level of the 6-
point vertex function (0(6)) to be consistent with the truncation of the Dyson hierarchy
(0(4)). The reduction hierarchy can furthermore be used to test the quality of the
truncation procedure. The theory so far is completely general and can be used to describe
fundamental as well as phenomenological theories. Then we proceeded with the discussion
of regularization using hadronic matter as our system of interest. The conventional
procedure of using form factors as cut-offs and dispersion relations toassure that these
form factors satisfy causality was discussed and the Migdal reductionwas introduced to
make the theory numerically accessible. We furthermore explored the possibility of directly
putting form factors into the action and showed how regularization is obtainedso from the
beginning.
We conclude this paper by discussing the possible future developmentnecessary to
introduce this theory into the framework of already existing theories.
The first and most urgent step is to obtain numerical solutions from this theory whichcan
then be compared to experiment. First results were obtained for the delta-nucleon-pion
system1141. Further application to other systems like the jellium model[10]are necessary.
An investigation of the higher order diagrams (0(6)) which appear in the discussion of the
decay reducible diagrams is necessary.
The applicability of putting the form factors into the action should be further explored.
For consistency we should explore the possibility of a crossing symmetric reduction of
the 3-particle intermediate states.
The dispersion relations for higher order loops (0(3)) should be developed.85
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