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Monodromy at infinity of polynomial maps and
Newton polyhedra (with Appendix by C. Sabbah)∗
Yutaka Matsui† Kiyoshi Takeuchi‡
Abstract
By introducing motivic Milnor fibers at infinity of polynomial maps, we propose
some methods for the study of nilpotent parts of monodromies at infinity. The
numbers of Jordan blocks in the monodromy at infinity will be described by the
Newton polyhedron at infinity of the polynomial.
1 Introduction
The aim of this paper is to study the nilpotent parts of monodromies at infinity of
polynomial maps. More precisely, following the construction of motivic Milnor fibers
in Denef-Loeser [5] and [6], we introduce motivic reincarnations of global (Milnor) fibers
of polynomial maps and give some methods for the calculations of their mixed Hodge
numbers. Since by construction these mixed Hodge numbers contain the information on
the monodromy at infinity of the map, we thereby determine its Jordan normal form. In
particular, we will describe the numbers of Jordan blocks in the monodromy at infinity
in terms of its Newton polyhedron at infinity.
In order to explain our results more precisely, we recall the definition and the basic
properties of monodromies at infinity. After two fundamental papers [2] and [42], many
authors studied the global behavior of polynomial maps f : Cn −→ C. For a polynomial
map f : Cn −→ C, it is well-known that there exists a finite subset B ⊂ C such that the
restriction
Cn \ f−1(B) −→ C \B (1.1)
of f is a locally trivial fibration. We denote by Bf the smallest subset B ⊂ C satisfying this
condition. Let CR = {x ∈ C | |x| = R} (R≫ 0) be a sufficiently large circle in C such that
Bf ⊂ {x ∈ C | |x| < R}. Then by restricting the locally trivial fibration Cn \f−1(Bf) −→
C \Bf to CR we obtain a geometric monodromy automorphism Φ∞f : f−1(R) ∼−→ f−1(R)
and the linear maps
Φ∞j : H
j(f−1(R);C) ∼−→ Hj(f−1(R);C) (j = 0, 1, . . .) (1.2)
associated to it, where the orientation of CR is taken to be counter-clockwise as usual. We
call Φ∞j ’s the (cohomological) monodromies at infinity of f . Various formulas for their
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eigenvalues (i.e. the semisimple parts) were obtained by Libgober-Sperber [21] etc. Also,
some important results on their nilpotent parts were obtained by Garc´ıa-Lo´pez-Ne´methi
[14] and Dimca-Saito [10] etc. For example, Dimca-Saito [10] obtained an upper bound
of the sizes of Jordan blocks for the eigenvalue 1 in Φ∞j . For the special case n = 2,
see [7] etc. However, to the best of our knowledge, the nilpotent parts have not yet
been fully understood. The monodromies at infinity Φ∞j are important, because after a
basic result [31] of Neumann-Norbury, Dimca-Ne´methi [9] proved that the monodromy
representations
π1(C \Bf , c) −→ Aut(Hj(f−1(c);C)) (c ∈ C \Bf ) (1.3)
are completely determined by Φ∞j ’s. In this paper, assuming that f is convenient and
non-degenerate at infinity (see Definition 3.5) we describe the nilpotent parts (i.e. the
Jordan normal forms) explicitly. Note that the second condition is satisfied by generic
polynomials f(x) ∈ C[x1, x2, . . . , xn]. By the results of Broughton [2], f is tame at
infinity (see Definition 3.1) and there exists a strong concentration Hj(f−1(R);C) ≃ 0
(j 6= 0, n− 1) of the cohomology groups of the generic fiber f−1(R) (R≫ 0) of f . Since
Φ∞0 = idC, Φ
∞
n−1 is the only non-trivial monodromy. Following [21], we call the convex hull
of {0} and the Newton polytope NP (f) of f in Rn the Newton polyhedron of f at infinity
and denote it by Γ∞(f). Let q1, . . . , ql (resp. γ1, . . . , γl′) be the 0-dimensional (resp. 1-
dimensional) faces of Γ∞(f) such that qi ∈ Int(Rn+) (resp. the relative interior rel.int(γi)
of γi is contained in Int(Rn+)). For each qi (resp. γi), denote by di > 0 (resp. ei > 0) its
lattice distance dist(qi, 0) (resp. dist(γi, 0)) from the origin 0 ∈ Rn. For 1 ≤ i ≤ l′, let
∆i be the convex hull of {0} ⊔ γi in Rn. Then for λ ∈ C \ {1} and 1 ≤ i ≤ l′ such that
λei = 1 we set
n(λ)i = ♯{v ∈ Zn∩ rel.int(∆i) | ht(v, γi) = k}+ ♯{v ∈ Zn∩ rel.int(∆i) | ht(v, γi) = ei−k},
(1.4)
where k is the minimal positive integer satisfying λ = ζkei (ζei = exp(2π
√−1/ei)) and for
v ∈ Zn ∩ rel.int(∆i) we denote by ht(v, γi) the lattice height of v from the base γi of ∆i.
Then in Section 5 we prove the following result which describes the number of Jordan
blocks for each fixed eigenvalue λ 6= 1 in Φ∞n−1. Recall that by the monodromy theorem
the sizes of such Jordan blocks are bounded by n.
Theorem 1.1 Assume that f is convenient and non-degenerate at infinity. Then for any
λ ∈ C∗ \ {1} we have
(i) The number of the Jordan blocks for the eigenvalue λ with the maximal possible size n
in Φ∞n−1 : H
n−1(f−1(R);C) ∼−→ Hn−1(f−1(R);C) (R≫ 0) is equal to ♯{qi | λdi = 1}.
(ii) The number of the Jordan blocks for the eigenvalue λ with size n − 1 in Φ∞n−1 is
equal to
∑
i : λei=1 n(λ)i.
Namely the nilpotent parts for the eigenvalues λ 6= 1 in the monodromy at infinity Φ∞n−1
are determined by the lattice distances of the faces of Γ∞(f) from the origin 0 ∈ Rn. The
monodromy theorem asserts also that the sizes of the Jordan blocks for the eigenvalue 1
in Φ∞n−1 are bounded by n− 1. In this case, we have the following result. Denote by Πf
the number of the lattice points on the 1-skeleton of ∂Γ∞(f)∩ Int(Rn+). We say also that
γ ≺ Γ∞(f) is a face at infinity of Γ∞(f) if 0 /∈ γ. For a face at infinity γ ≺ Γ∞(f), denote
by l∗(γ) the number of the lattice points on the relative interior rel.int(γ) of γ.
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Theorem 1.2 In the situation of Theorem 1.1 we have
(i) The number of the Jordan blocks for the eigenvalue 1 with the maximal possible size
n− 1 in Φ∞n−1 is Πf .
(ii) The number of the Jordan blocks for the eigenvalue 1 with size n − 2 in Φ∞n−1 is
equal to 2
∑
γ l
∗(γ), where γ ranges through the faces of Γ∞(f) at infinity such that
dimγ = 2 and rel.int(γ) ⊂ Int(Rn+). In particular, this number is even.
Roughly speaking, the nilpotent part for the eigenvalue 1 in the monodromy at infin-
ity Φ∞n−1 is determined by the convexity of the hypersurface ∂Γ∞(f) ∩ Int(Rn+). Thus
Theorems 1.1 and 1.2 generalize the well-known fact that the monodromies of quasi-
homogeneous polynomials are semisimple. Moreover we will also give a general algorithm
for computing the numbers of Jordan blocks with smaller sizes. See Section 5 for the
detail.
This paper is organized as follows. In Section 2, after recalling some basic notions we
give some generalizations of the results in Danilov-Khovanskii [4] which will be effectively
used later. In Section 3, we recall some basic definitions on monodromies at infinity and
review our new proof in [25] of Libgober-Sperber’s theorem [21] on the semisimple parts of
monodromies at infinity. In Section 4, we prove global analogues of the results in Denef-
Loeser [5] and [6]. Namely by mimicking their construction, we introduce motivic Milnor
fibers at infinity and prove basic results. Note that after our introduction of motivic
Milnor fibers at infinity in the preliminary version arXiv:0809.3149v7 of [25] Raibaut [34]
introduced the same notion. Some deep results in Sabbah [35], [37] and [38] will be used
to justify our arguments. Finally in Section 5, by rewriting these results in terms of the
Newton polyhedron at infinity Γ∞(f) with the help of the results in Section 2, we prove
some combinatorial formulas for the Jordan normal form of the monodromy at infinity
Φ∞n−1. We obtain also a global analogue of the Steenbrink conjecture proved by Varchenko-
Khovanskii [48] and Saito [40]. In our another paper [27] we apply our methods also to
local Milnor monodromies and obtain results completely parallel to Theorems 1.1 and 1.2
etc. We thus find a striking symmetry between local and global. Note also that in the
paper [12] the results in these papers were generalized to the monodromies over complete
intersection subvarieties in Cn. Moreover in [28], without assuming that f is tame at
infinity, we prove some general results on the upper bounds for the sizes and the numbers
of Jordan blocks in the monodromies at infinity Φ∞j .
Acknowledgement: We thank Prof. Schu¨rmann and Dr. Raibaut for pointing to
us the fact that our motivic Milnor fiber at infinity S∞f of f does not depend on the
compactification of Cn by [15, Theorem 3.9]. We are also grateful to Prof. Sabbah for
several discussions and kindly permitting us to use his unpublished important results in
this paper.
2 Preliminary notions and results
In this section, we introduce basic notions and results which will be used in this paper.
In this paper, we essentially follow the terminology of [8], [16] and [17]. For example,
for a topological space X we denote by Db(X) the derived category whose objects are
bounded complexes of sheaves of CX-modules on X . For an algebraic variety X over
3
C, let Dbc(X) be the full subcategory of D
b(X) consisting of constructible complexes of
sheaves. In this case, for an abelian group G we denote by CFG(X) the abelian group
of G-valued constructible functions on X . Let C(t)∗ = C(t) \ {0} be the multiplicative
group of the function field C(t) of the scheme C. In this paper, we consider CFG(X)
only for G = Z or C(t)∗. For a G-valued constructible function ρ : X −→ G, by taking
a stratification X =
⊔
αXα of X such that ρ|Xα is constant for any α, we set
∫
X
ρ :=∑
α χ(Xα) · ρ(xα) ∈ G, where xα is a reference point in Xα. Then we can easily show
that
∫
X
ρ ∈ G does not depend on the choice of the stratification X = ⊔αXα of X . More
generally, for any morphism f : X −→ Y of algebraic varieties over C and ρ ∈ CFG(X),
we define the push-forward
∫
f
ρ ∈ CFG(Y ) of ρ by (
∫
f
ρ)(y) :=
∫
f−1(y)
ρ for y ∈ Y . Now
recall that for a non-constant regular function f : X −→ C on a variety X over C and the
hypersurface X0 := {x ∈ X | f(x) = 0} ⊂ X there exists a nearby cycle functor
ψf : D
b
c(X) −→ Dbc(X0) (2.1)
defined by Deligne (see [8, Section 4.2] for an excellent survey of this subject). As we
see in the next proposition, the nearby cycle functor ψf generalizes the classical notion
of Milnor fibers. In the above situation, for x ∈ X0 denote by Fx the Milnor fiber of
f : X −→ C at x (see for example [45] for a review on this subject).
Proposition 2.1 ([8, Proposition 4.2.2]) For any F ∈ Dbc(X), x ∈ X0 and j ∈ Z,
there exists a natural isomorphism
Hj(Fx;F) ≃ Hj(ψf (F))x. (2.2)
By this proposition, we can study the cohomology groups Hj(Fx;C) of the Milnor
fiber Fx by using sheaf theory. Recall also that in the above situation we can define the
Milnor monodromy operators
Φj,x : H
j(Fx;C)
∼−→ Hj(Fx;C) (j = 0, 1, . . .) (2.3)
and the zeta function
ζf,x(t) :=
∞∏
j=0
det(id− tΦj,x)(−1)j ∈ C(t)∗ (2.4)
associated with it. This classical notion of Milnor monodromy zeta functions can be also
generalized as follows.
Definition 2.2 Let f : X −→ C be a non-constant regular function on X and X0 :=
{x ∈ X | f(x) = 0} the hypersurface defined by it. Then for F ∈ Dbc(X) there exists a
monodromy automorphism
Φ(F) : ψf (F) ∼−→ ψf (F) (2.5)
of ψf (F) in Dbc(X0) (see e.g. [8, Section 4.2]). We define a C(t)∗-valued constructible
function ζf(F) ∈ CFC(t)∗(X0) on X0 by
ζf,x(F)(t) :=
∏
j∈Z
det (id− tΦ(F)j,x)(−1)
j ∈ C(t)∗ (2.6)
for x ∈ X0, where Φ(F)j,x : (Hj(ψf (F)))x ∼−→ (Hj(ψf (F)))x are induced by Φ(F).
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For the proof of the following proposition, see for example, [8, p.170-173].
Proposition 2.3 Let π : Y −→ X be a proper morphism of algebraic varieties over C
and f : X −→ C a non-constant regular function on X. Set g := f ◦ π : Y −→ C,
X0 := {x ∈ X | f(x) = 0} and Y0 := {y ∈ Y | g(y) = 0} = π−1(X0). Then for any
G ∈ Dbc(Y ) we have ∫
π|Y0
ζg(G) = ζf(Rπ∗G) (2.7)
in CFC(t)∗(X0), where
∫
π|Y0
: CFC(t)∗(Y0) −→ CFC(t)∗(X0) is the push-forward of C(t)∗-
valued constructible functions by π|Y0 : Y0 −→ X0.
From now on, let us introduce our slight generalizations of the results in Danilov-
Khovanskii [4].
Definition 2.4 Let g(x) =
∑
v∈Zn avx
v (av ∈ C) be a Laurent polynomial on (C∗)n.
(i) We call the convex hull of supp(g) := {v ∈ Zn | av 6= 0} ⊂ Zn in Rn the Newton
polytope of g and denote it by NP (g).
(ii) For u ∈ (Rn)∗, we set Γ(g; u) := {v ∈ NP (g) ∣∣ 〈u, v〉 = minw∈NP (g)〈u, w〉}.
(iii) For u ∈ (Rn)∗, we define the u-part of g by gu(x) :=∑v∈Γ(g;u) avxv.
Definition 2.5 ([19]) Let g be a Laurent polynomial on (C∗)n. Then we say that the
hypersurface Z∗ = {x ∈ (C∗)n | g(x) = 0} of (C∗)n is non-degenerate if for any u ∈ (Rn)∗
the hypersurface {x ∈ (C∗)n | gu(x) = 0} is smooth and reduced.
In the sequel, let us fix an element τ = (τ1, . . . , τn) ∈ T := (C∗)n and let g be a
Laurent polynomial on (C∗)n such that Z∗ = {x ∈ (C∗)n | g(x) = 0} is non-degenerate
and invariant by the automorphism lτ : (C∗)n
∼−→
τ×
(C∗)n induced by the multiplication by
τ . Set ∆ = NP (g) and for simplicity assume that dim∆ = n. Then there exists β ∈ C
such that l∗τg = g ◦ lτ = βg. This implies that for any vertex v of ∆ = NP (g) we have
τ v = τ v11 · · · τ vnn = β. Moreover by the condition dim∆ = n we see that τ1, τ2, . . . , τn are
roots of unity. For p, q ≥ 0 and k ≥ 0, let hp,q(Hkc (Z∗;C)) be the mixed Hodge number
of Hkc (Z
∗;C) and set
ep,q(Z∗) =
∑
k
(−1)khp,q(Hkc (Z∗;C)) (2.8)
as in [4]. The above automorphism of (C∗)n induces a morphism of mixed Hodge struc-
tures l∗τ : H
k
c (Z
∗;C) ∼−→ Hkc (Z∗;C) and hence C-linear automorphisms of the (p, q)-parts
Hkc (Z
∗;C)p,q of Hkc (Z
∗;C). For α ∈ C, let hp,q(Hkc (Z∗;C))α be the dimension of the
α-eigenspace Hkc (Z
∗;C)p,qα of this automorphism of H
k
c (Z
∗;C)p,q and set
ep,q(Z∗)α =
∑
k
(−1)khp,q(Hkc (Z∗;C))α. (2.9)
Since we have lrτ = idZ∗ for some r ≫ 0, these numbers are zero unless α is a root of
unity. Obviously we have
ep,q(Z∗) =
∑
α∈C
ep,q(Z∗)α, ep,q(Z∗)α = eq,p(Z∗)α. (2.10)
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In this setting, along the lines of Danilov-Khovanskii [4] we can give an algorithm for
computing these numbers ep,q(Z∗)α as follows. First of all, as in [4, Section 3] we can
easily obtain the following result.
Proposition 2.6 For p, q ≥ 0 such that p+ q > n− 1, we have
ep,q(Z∗)α =
{
(−1)n+p+1( n
p+1
)
(α = 1 and p = q),
0 (otherwise),
(2.11)
(we used the convention
(
a
b
)
= 0 (0 ≤ a < b) for binomial coefficients).
Proof. If p + q > n − 1, we have Hkc (Z∗;C)p,q = 0 for k ≤ n − 1. Moreover for p, q ≥ 0
such that p+ q > n− 1 and k > n− 1 the Gysin homomorphism
Θp,q : H
k
c (Z
∗;C)p,q −→ Hk+2c ((C∗)n;C)p+1,q+1 (2.12)
is an isomorphism by [4, Proposition 3.2]. Since for such p, q and k there exists a com-
mutative diagram
Hkc (Z
∗;C)p,q
Θp,q
∼
//
l∗τ≀

Hk+2c ((C
∗)n;C)p+1,q+1
l∗τ≀

Hkc (Z
∗;C)p,q
Θp,q
∼
// Hk+2c ((C
∗)n;C)p+1,q+1
(2.13)
and lτ : (C∗)n
∼−→ (C∗)n is homotopic to the identity of (C∗)n, we obtain isomorphisms
Hkc (Z
∗;C)p,qα ≃ Hk+2c ((C∗)n;C)p+1,q+1α =
{
C(
n
p+1) (k = n + p− 1, α = 1 and p = q),
0 (otherwise).
(2.14)
Then the result follows from the definition of ep,q(Z∗)α. This completes the proof. ✷
For a vertex w of ∆, consider the translated polytope ∆w := ∆−w such that 0 ≺ ∆w
and τ v = 1 for any vertex v of ∆w. Then for α ∈ C and k ≥ 0 set
l∗(k∆)α = ♯{v ∈ Int(k∆w) ∩ Zn | τ v = α} ∈ Z+ := Z≥0 (2.15)
and
l(k∆)α = ♯{v ∈ (k∆w) ∩ Zn | τ v = α} ∈ Z+. (2.16)
We can easily see that these numbers l∗(k∆)α and l(k∆)α do not depend on the choice of
the vertex w of ∆. Next, define two formal power series Pα(∆; t) =
∑
i≥0 ϕα,i(∆)t
i and
Qα(∆; t) =
∑
i≥0 ψα,i(∆)t
i by
Pα(∆; t) = (1− t)n+1
{∑
k≥0
l∗(k∆)αtk
}
(2.17)
and
Qα(∆; t) = (1− t)n+1
{∑
k≥0
l(k∆)αt
k
}
(2.18)
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respectively. Then we can easily show that Pα(∆; t) is actually a polynomial as in [4,
Section 4.4]. Moreover as in Macdonald [23], we can easily prove that for any α ∈ C∗ the
function h∆,α(k) := l(k∆)α−1 of k ≥ 0 is a polynomial of degree n with coefficients in Q.
By a straightforward generalization of the Ehrhart reciprocity proved by [23], we obtain
also an equality
h∆,α(−k) = (−1)nl∗(k∆)α (2.19)
for k > 0. By an elementary computation (see [4, Remark 4.6]), this implies that we have
ϕα,i(∆) = ψα−1,n+1−i(∆) (i ∈ Z). (2.20)
In particular, Qα(∆; t) =
∑
i≥0 ψα,i(∆)t
i is a polynomial for any α ∈ C∗.
Theorem 2.7 In the situation as above, we have∑
q
ep,q(Z∗)α =
{
(−1)p+n+1( n
p+1
)
+ (−1)n+1ϕα,n−p(∆) (α = 1),
(−1)n+1ϕα,n−p(∆) (α 6= 1).
(2.21)
Proof. Let Σ1 be the dual fan of ∆ in Rn. Then we can construct a subdivision Σ of Σ1
such that the toric varietyXΣ associated with it is smooth and projective. Moreover, there
exists a T -equivariant line bundle OXΣ(∆) on XΣ whose global section Γ (XΣ;OXΣ(∆))
is naturally isomorphic to the space {∑v∈∆∩Zn avxv | av ∈ C} of Laurent polynomials
with support in ∆ ∩ Zn (see [4, Section 2] and [32, Section 2.1] etc.). Since the Laurent
polynomial g is a section of OXΣ(∆), we obtain an isomorphism OXΣ(∆) ≃ OXΣ(Z∗).
Then by using the isomorphism
Γ (XΣ;OXΣ(∆)) ∼−→
A
Γ (XΣ;OXΣ(Z∗)) (2.22)
and the pull-back of the meromorphic functions in Γ (XΣ;OXΣ(Z∗)) by lτ , we can define
an action l∗τ of τ ∈ (C∗)n on Γ (XΣ;OXΣ(∆)) ≃ {
∑
v∈∆∩Zn avx
v | av ∈ C}. Note that this
action l∗τ is different from the one constructed in [32, Section 2.1 and 2.2] by using the
T -equivariance of the line bundle OXΣ(∆). From now on, we shall describe the action l∗τ
explicitly. For an n-dimensional cone σ ∈ Σ, let vσ ≺ ∆ be the 0-dimensional supporting
face of σ in ∆ and Uσ ≃ Cny the affine open subset of XΣ which corresponds to σ. More
precisely we set Uσ = Spec(C[σ∨ ∩ Zn]). Then on Uσ ≃ Cny we have
g(y) = ya11 · · · yann × gσ(y) (ai ∈ Z), (2.23)
where gσ is a polynomial such that NP (gσ) = ∆
vσ = ∆ − vσ. Namely, in Uσ the hyper-
surface Z∗ ⊂ XΣ is defined by Z∗ = {gσ = 0}. Hence there exists an isomorphism
Γ (Uσ;OXΣ) ∼−→
B
Γ (Uσ;OXΣ(Z∗)) (2.24)
given by ∑
v∈σ∨∩Zn
avx
v 7−→ 1
gσ
∑
v∈σ∨∩Zn
avx
v. (2.25)
Since we have l∗τgσ = gσ ◦ lτ = gσ by the construction of gσ, via the isomorphism B,
the action l∗τ of τ ∈ (C∗)n on Γ (Uσ;OXΣ(Z∗)) corresponds to the automorphism of
Γ (Uσ;OXΣ) ≃ C[σ∨ ∩ Zn] defined by∑
v∈σ∨∩Zn
avx
v 7−→
∑
v∈σ∨∩Zn
avτ
vxv. (2.26)
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On the other hand, there exists also a natural injection
Γ (XΣ;OXΣ(∆)) −֒→
C
Γ (Uσ;OXΣ) (2.27)
given by ∑
v∈∆∩Zn
avx
v 7−→
∑
v∈σ∨∩Zn
avx
v−vσ . (2.28)
Then by the commutative diagram
Γ (XΣ;OXΣ(∆)) 
 C
//
A≀

Γ (Uσ;OXΣ)
B≀

Γ (XΣ;OXΣ(Z∗)) 

// Γ (Uσ;OXΣ(Z∗)),
(2.29)
we see that the action l∗τ on Γ (XΣ;OXΣ(∆)) is given by∑
v∈∆∩Zn
avx
v 7−→
∑
v∈∆∩Zn
avτ
v−vσxv. (2.30)
Note that this morphism does not depend on the choice of the n-dimensional cone σ ∈ Σ.
From now on, we will describe also a natural action of τ ∈ T = (C∗)n on Γ (XΣ;OXΣ(k∆))
for k ≥ 1. For k ≥ 1, let gk be a Laurent polynomial on (C∗)n such that NP (gk) = k∆
and Z∗k = {x ∈ (C∗)n | gk(x) = 0} is non-degenerate and stable by the automorphism
lτ : (C∗)n
∼−→ (C∗)n. Such a Laurent polynomial gk always exists (see Lemma 5.2 below).
Since we have OXΣ(∆)⊗k ≃ OXΣ(k∆), the k-th power gk of the Laurent polynomial
g is a section of OXΣ(k∆) satisfying the condition divgk = kZ∗. Therefore we obtain
isomorphisms
OXΣ(k∆) ≃ OXΣ(Z∗k) ≃ OXΣ(kZ∗) (2.31)
and the Weil divisors Z∗k and kZ∗ are naturally equivalent. Now let σ ∈ Σ be an n-
dimensional cone. Then on Uσ ≃ Cny we have
gk(y) = yka11 · · · ykann × gkσ(y), (2.32)
gk(y) = y
ka1
1 · · · ykann × (gk)σ(y), (2.33)
where (gk)σ is an l
∗
τ -invariant polynomial on Uσ ≃ Cny . From this, we see that the rational
function g
k
gk
on XΣ is l
∗
τ -invariant and
div
(
gk
gk
)
= kZ∗ − Z∗k (2.34)
on the whole XΣ. Then there exists an isomorphism
Γ (XΣ;OXΣ(kZ∗)) ∼−→
D
Γ (XΣ;OXΣ(Z∗k))
∈ ∈
ϕ 7−→ g
k
gk
× ϕ
(2.35)
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and a commutative diagram
Γ (XΣ;OXΣ(kZ∗)) ∼l∗τ
//
≀D

Γ (XΣ;OXΣ(kZ∗))
≀D

Γ (XΣ;OXΣ(Z∗k)) ∼l∗τ
//
≀

Γ (XΣ;OXΣ(Z∗k))
≀

Γ (XΣ;OXΣ(k∆)) ∼ // Γ (XΣ;OXΣ(k∆)),
(2.36)
where the upper and middle horizontal arrows are the pull-backs of meromorphic functions
on XΣ by lτ and by taking a vertex w of k∆ the bottom horizontal arrow is defined by∑
v∈k∆∩Zn
avx
v 7−→
∑
v∈k∆∩Zn
avτ
v−wxv. (2.37)
Moreover, let D1, . . . , Dm be the (smooth) toric divisors on XΣ such that XΣ\(
⋃m
i=1Di) =
(C∗)n and for 0 ≤ p ≤ n set D = ⋃mi=1Di and
Ωp(XΣ,D) = Ker
[
ΩpXΣ −→
m⊕
i=1
ΩpDi
]
(2.38)
as in [4, Section 1.11]. Then there exists a well-known isomorphism
p∧
Zn ⊗Z OXΣ(−
m∑
i=1
Di)
∼−→ Ωp(XΣ,D) (2.39)
given by
(v1 ∧ · · · ∧ vp)⊗ ϕ 7−→ ϕ× dx
v1
xv1
∧ · · · ∧ dx
vp
xvp
, (2.40)
where vi ∈ Zn and ϕ ∈ OXΣ(−
∑m
i=1Di) ⊂ OXΣ . Since we have
l∗τ
(
dxv1
xv1
∧ · · · ∧ dx
vp
xvp
)
=
dxv1
xv1
∧ · · · ∧ dx
vp
xvp
, (2.41)
for any k ≥ 1 and 0 ≤ p ≤ n we obtain a commutative diagram
Γ (XΣ; Ω
p
(XΣ,D)
(kZ∗)) ∼
l∗τ
//
≀
Γ (XΣ; Ω
p
(XΣ,D)
(kZ∗))
≀∧p Zn ⊗Z {∑v∈Int(k∆)∩Zn avxv} ∼ //∧p Zn ⊗Z {∑v∈Int(k∆)∩Zn avxv} ,
(2.42)
where we set Ωp(XΣ,D)(kZ
∗) = Ωp(XΣ,D) ⊗OXΣ OXΣ(kZ∗) and by taking a vertex w of k∆
the bottom horizontal arrow is induced by∑
v∈Int(k∆)∩Zn
avx
v 7−→
∑
v∈Int(k∆)∩Zn
avτ
v−wxv. (2.43)
By using this explicit description of
l∗τ : Γ (XΣ; Ω
p
(XΣ,D)
(kZ∗)) ∼−→ Γ (XΣ; Ωp(XΣ,D)(kZ∗)), (2.44)
the assertion can be proved just by following the proof for the formula in [4, Section 4.4].
This completes the proof. ✷
9
With Proposition 2.6 and Theorem 2.7 at hands, we can now easily calculate the
numbers ep,q(Z∗)α on the non-degenerate hypersurface Z∗ ⊂ (C∗)n for any α ∈ C as in
[4, Section 5.2]. Indeed for a projective toric compactification X of (C∗)n such that the
closure Z∗ of Z∗ in X is smooth, the variety Z∗ is smooth projective and hence there
exists a perfect pairing
Hp,q(Z∗;C)α ×Hn−1−p,n−1−q(Z∗;C)α−1 −→ C (2.45)
for any p, q ≥ 0 and α ∈ C∗ (see for example [49, Section 5.3.2]). Therefore, we obtain
equalities ep,q(Z∗)α = en−1−p,n−1−q(Z∗)α−1 which are necessary to proceed the algorithm
in [4, Section 5.2]. We have also the following analogue of [4, Proposition 5.8].
Proposition 2.8 For any α ∈ C and p > 0 we have
ep,0(Z∗)α = e0,p(Z∗)α = (−1)n−1
∑
Γ≺∆
dimΓ=p+1
l∗(Γ)α. (2.46)
The following result is an analogue of [4, Corollary 5.10]. For α ∈ C, denote by Π(∆)α
the number of the lattice points v = (v1, . . . , vn) on the 1-skeleton of ∆
w = ∆ − w such
that τ v = α, where w is a vertex of ∆.
Proposition 2.9 In the situation as above, for any α ∈ C∗ we have
e0,0(Z∗)α =
{
(−1)n−1 (Π(∆)1 − 1) (α = 1),
(−1)n−1Π(∆)α−1 (α 6= 1).
(2.47)
Proof. By Theorem 2.7, Proposition 2.8 and the equality (2.20), the assertion can be
proved as in the proof [4, Corollary 5.10]. ✷
For a vertex w of ∆, we define a closed convex cone Con(∆, w) by Con(∆, w) =
{r · (v − w) | r ∈ R+, v ∈ ∆} ⊂ Rn.
Definition 2.10 Let ∆ be an n-dimensional integral polytope in (Rn,Zn).
(i) (see [4, Section2.3]) We say that ∆ is prime if for any vertex w of ∆ the cone
Con(∆, w) is generated by a basis of Rn.
(ii) We say that ∆ is pseudo-prime if for any 1-dimensional face γ ≺ ∆ the number of
the 2-dimensional faces γ′ ≺ ∆ such that γ ≺ γ′ is n− 1.
By definition, prime polytopes are pseudo-prime. Moreover any face of a pseudo-prime
polytope is again pseudo-prime.
Definition 2.11 ([4]) Let ∆ and ∆′ be two n-dimensional integral polytopes in (Rn,Zn).
We denote by som(∆) (resp. som(∆′)) the set of vertices of ∆ (resp. ∆′). Then we say that
∆′ majorizes ∆ if there exists a map Ψ: som(∆′) −→ som(∆) such that Con(∆,Ψ(w)) ⊂
Con(∆′, w) for any vertex w of ∆′.
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For an integral polytope ∆ in (Rn,Zn), we denote by X∆ the toric variety associated
with the dual fan of ∆. Recall that if ∆′ majorizes ∆ there exists a natural morphism
X∆′ −→ X∆.
Proposition 2.12 Let ∆ and Z∗∆ = Z
∗ with an action of lτ be as above. Assume that an
n-dimensional integral polytope ∆′ in (Rn,Zn) majorizes ∆ by the map Ψ: som(∆′) −→
som(∆). Then for the closure Z∗ of Z∗ in X∆′ we have∑
q
ep,q(Z∗)1 =
∑
Γ≺∆′
(−1)dimΓ+p+1
{(
dimΓ
p+ 1
)
−
(
bΓ
p+ 1
)}
+
∑
Γ≺∆′
(−1)dimΓ+1
min{bΓ,p}∑
i=0
(
bΓ
i
)
(−1)iϕ1,dimΨ(Γ)−p+i(Ψ(Γ)), (2.48)
where for Γ ≺ ∆′ we set bΓ = dimΓ− dimΨ(Γ).
Proof. We do not have to assume here that ∆′ is prime. Although the toric compacti-
fication X∆′ of T = (C∗)n might be very singular, it always admits the standard action
of T . Hence lτ : Z
∗ ∼−→ Z∗ naturally extends to an automorphism of the closure Z∗ in
X∆′. Let X∆′ =
⊔
Γ≺∆′ TΓ be the decomposition of the toric variety X∆′ into T -orbits
TΓ ≃ (C∗)dimΓ. Then by the non-degeneracy of Z∗ the hypersurfaces Z∗∩TΓ ⊂ TΓ are also
non-degenerate. Moreover we have the product decomposition Z∗ ∩ TΓ ≃ (C∗)bΓ × Z∗Ψ(Γ).
Note that the action on its first component (C∗)bΓ is homotopic to the identity. Therefore
by Theorem 2.7 we have∑
q
ep,q(Z∗)1 =
∑
q
∑
Γ≺∆′
ep,q((C∗)bΓ × Z∗Ψ(Γ))1 (2.49)
=
∑
Γ≺∆′
min{bΓ,p}∑
i=0
(
bΓ
i
)
(−1)i+bΓ
∑
q
ep−i,q−i(Z∗Ψ(Γ))1 (2.50)
=
∑
Γ≺∆′
min{bΓ,p}∑
i=0
(
bΓ
i
)
(−1)i+bΓ × (−1)dimΨ(Γ)+1
×
{
(−1)p−i
(
dimΨ(Γ)
p+ 1− i
)
+ ϕ1,dimΨ(Γ)−p+i(Ψ(Γ))
}
. (2.51)
Then the result follows from the simple calculations(
dimΓ
p+ 1
)
=
(
dimΨ(Γ) + bΓ
p+ 1
)
=
min{bΓ,p}∑
i=0
(
dimΨ(Γ)
p+ 1− i
)(
bΓ
i
)
+
(
bΓ
p+ 1
)
. (2.52)
✷
From now on, we assume that ∆ = NP (g) is pseudo-prime. Let Σ be the dual fan of
∆ and XΣ the toric variety associated to it. Then except finite points XΣ is an orbifold
and the closure Z∗ of Z∗ in XΣ does not intersect such points by the non-degeneracy
of g. Hence Z∗ is an orbifold i.e. quasi-smooth in the sense of [4, Proposition 2.4]. In
particular, there exists a Poincare´ duality isomorphism
[Hp,q(Z∗;C)α]∗ ≃ Hn−1−p,n−1−q(Z∗;C)α−1 (2.53)
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for any α ∈ C∗ (see for example [3] and [16, Corollary 8.2.22]). Then by slightly generaliz-
ing the arguments in [4] we obtain the following analogue of [4, Section 5.5 and Theorem
5.6].
Proposition 2.13 In the situation as above, for any α ∈ C \ {1} and p, q ≥ 0, we have
ep,q(Z∗)α =
 −
∑
Γ≺∆
(−1)dimΓϕα,dimΓ−p(Γ) (p+ q = n− 1),
0 (otherwise),
(2.54)
ep,q(Z∗)α = (−1)n+p+q
∑
Γ≺∆
dimΓ=p+q+1
{∑
Γ′≺Γ
(−1)dimΓ′ϕα,dimΓ′−p(Γ′)
}
. (2.55)
Proposition 2.14 In the situation as above, we have
(i) For p, q ≥ 0 such that p 6= q, we have
ep,q(Z∗)1 =
 −
∑
Γ≺∆
(−1)dimΓϕ1,dimΓ−max{p,q}(Γ) (p+ q = n− 1),
0 (otherwise).
(2.56)
(ii) For p ≥ 0, we have
ep,p(Z∗)1 =

(−1)p+1
∑
Γ≺∆
dimΓ≥p+1
(−1)dimΓ
(
dimΓ
p+ 1
)
(2p > n− 1),
(−1)n−p
∑
Γ≺∆
dimΓ≥n−p
(−1)dimΓ
(
dimΓ
n− p
)
(2p < n− 1),
∑
Γ≺∆
(−1)dimΓ
{
(−1)p+1
(
dimΓ
p+ 1
)
− ϕ1,dimΓ−p(Γ)
}
(2p = n− 1).
(2.57)
From this proposition and the proof of [4, Theorem 5.6], we obtain also the formula
for ep,q(Z∗)1. For α ∈ C \ {1} and a face Γ ≺ ∆, set ϕ˜α(Γ) =
∑dimΓ
i=0 ϕα,i(Γ). Then
Proposition 2.13 can be rewritten as follows.
Corollary 2.15 For any α ∈ C \ {1} and r ≥ 0, we have
∑
p+q=r
ep,q(Z∗)α = (−1)n+r
∑
Γ≺∆
dimΓ=r+1
{∑
Γ′≺Γ
(−1)dimΓ′ϕ˜α(Γ′)
}
. (2.58)
3 Semisimple part of monodromies at infinity
In this section, we recall some basic definitions on monodromies at infinity and review
our new proof in [25] of Libgober-Sperber’s theorem [21]. Let f(x) be a polynomial on
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Cn. Then as we explained in Introduction, there exist a locally trivial fibration Cn \
f−1(Bf) −→ C \Bf and the linear maps
Φ∞j : H
j(f−1(R);C) ∼−→ Hj(f−1(R);C) (j = 0, 1, . . .) (3.1)
(R≫ 0) associated to it. To study the monodromies at infinity Φ∞j , we often impose the
following natural condition.
Definition 3.1 ([19]) Let ∂f : Cn −→ Cn be the map defined by ∂f(x) =
(∂1f(x), . . . , ∂nf(x)). Then we say that f is tame at infinity if the restriction
(∂f)−1(B(0; ε)) −→ B(0; ε) of ∂f to a sufficiently small ball B(0; ε) centered at the
origin 0 ∈ Cn is proper.
The following result is fundamental in the study of monodromies at infinity.
Theorem 3.2 (Broughton [2] and Siersma-Tiba˘r [42]) Assume that f is tame at
infinity. Then the generic fiber f−1(c) (c ∈ C \Bf ) has the homotopy type of the bouquet
of (n− 1)-spheres. In particular, we have
Hj(f−1(c);C) = 0 (j 6= 0, n− 1). (3.2)
By this theorem if f is tame at infinity, then Φ∞n−1 is the only non-trivial monodromy
at infinity and its characteristic polynomial is calculated by the following zeta function
ζ∞f (t) ∈ C(t)∗.
Definition 3.3 We define the monodromy zeta function at infinity ζ∞f (t) of f by
ζ∞f (t) :=
∞∏
j=0
det(id− tΦ∞j )(−1)
j ∈ C(t)∗. (3.3)
Definition 3.4 ([21]) We call the convex hull of {0} ∪ NP (f) in Rn the Newton poly-
hedron at infinity of f and denote it by Γ∞(f).
For a subset S ⊂ {1, 2, . . . , n}, let us set
RS := {v = (v1, v2, . . . , vn) ∈ Rn | vi = 0 for i /∈ S} ≃ R♯S. (3.4)
We set also ΓS∞(f) = Γ∞(f)∩RS. Recall that f is convenient if we have dimΓS∞(f) = ♯S
for any S ⊂ {1, 2, . . . , n}.
Definition 3.5 ([19]) We say that f(x) =
∑
v∈Zn
+
avx
v (av ∈ C) is non-degenerate at
infinity if for any face γ of Γ∞(f) such that 0 /∈ γ the complex hypersurface {x ∈
(C∗)n | fγ(x) = 0} in (C∗)n is smooth and reduced, where we set fγ(x) =
∑
v∈γ∩Zn
+
avx
v.
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If f is convenient and non-degenerate at infinity, then by a result of Broughton [2] it
is tame at infinity. In this case, the monodromy zeta function ζ∞f (t) has the following
beautiful expression. For each non-empty subset S ⊂ {1, 2, . . . , n}, let {γS1 , γS2 , . . . , γSn(S)}
be the (♯S − 1)-dimensional faces of ΓS∞(f) such that 0 /∈ γSi . For 1 ≤ i ≤ n(S), let
uSi ∈ (RS)∗ ∩ ZS be the unique non-zero primitive vector which takes its maximum in
ΓS∞(f) exactly on γ
S
i and set
dSi := max
v∈ΓS
∞
(f)
〈uSi , v〉 ∈ Z>0. (3.5)
We call dSi the lattice distance of γ
S
i from the origin 0 ∈ RS. For each face γSi ≺ ΓS∞(f),
let L(γSi ) be the smallest affine linear subspace of R
n containing γSi and VolZ(γ
S
i ) ∈ Z>0
the normalized (♯S − 1)-dimensional volume (i.e. the (♯S − 1)! times the usual volume)
of γSi with respect to the lattice Z
n ∩ L(γSi ).
Theorem 3.6 ([21], see also [25] for a slight generalization ) Assume that f is convenient
and non-degenerate at infinity. Then we have
ζ∞f (t) =
∏
S 6=∅
ζ∞f,S(t), (3.6)
where for each non-empty subset S ⊂ {1, 2, . . . , n} we set
ζ∞f,S(t) :=
n(S)∏
i=1
(1− tdSi )(−1)♯S−1VolZ(γSi ). (3.7)
This theorem was first proved by Libgober-Sperber [21]. Here for the reader’s con-
venience, we briefly recall our new proof in [25] which will be frequently used in this
paper.
Proof. Let j : C −֒→ P1 = C ⊔ {∞} be the compactification and set F := j!(Rf!CCn) ∈
Dbc(P
1). Take a local coordinate h of P1 in a neighborhood of ∞ ∈ P1 such that ∞ =
{h = 0}. Then by the isomorphism Hj(f−1(R);C) ≃ H2n−2−jc (f−1(R);C) we see that
ζ∞f (t) = ζh,∞(F)(t) ∈ C(t)∗. (3.8)
Now let us consider Cn as a toric variety associated with the fan Σ0 in Rn formed by the
all faces of the first quadrant Rn+ := (R≥0)
n ⊂ Rn. Let T ≃ (C∗)n be the open dense
torus in it. Then by the convenience of f , Σ0 is a subfan of the dual fan Σ1 of Γ∞(f)
and we can construct a smooth subdivision Σ of Σ1 without subdividing the cones in Σ0
(see e.g. [33, Lemma (2.6), Chapter II, page 99]). This implies that the toric variety XΣ
associated with Σ is a smooth compactification of Cn. Recall that T acts on XΣ and the
T -orbits are parametrized by the cones in Σ. For a cone σ ∈ Σ denote by Tσ ≃ (C∗)n−dimσ
the corresponding T -orbit. We have also natural affine open subsets Cn(σ) ≃ Cn of XΣ
associated to n-dimensional cones σ in Σ. Let σ be an n-dimensional cone in Σ and
{w1, . . . , wn} ⊂ Zn the set of the primitive vectors on the edges of σ. Then there exists
an affine open subset Cn(σ) of XΣ such that Cn(σ) ≃ Cny and f has the following form
on it:
f(y) =
∑
v∈Zn
+
avy
〈w1,v〉
1 · · · y〈wn,v〉n = yb11 · · · ybnn × fσ(y), (3.9)
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where we set f =
∑
v∈Zn
+
avx
v,
bi = min
v∈Γ∞(f)
〈wi, v〉 ≤ 0 (i = 1, 2, . . . , n) (3.10)
and fσ(y) is a polynomial on Cn(σ) ≃ Cny . In Cn(σ) ≃ Cny the hypersurface Z := f−1(0) ⊂
XΣ is explicitly written as {y ∈ Cn(σ) | fσ(y) = 0}. The variety XΣ is covered by such
affine open subsets. Let τ be a d-dimensional face of the n-dimensional cone σ ∈ Σ. For
simplicity, assume that w1, . . . , wd generate τ . Then in the affine chart Cn(σ) ≃ Cny the
T -orbit Tτ associated to τ is explicitly defined by
Tτ = {(y1, . . . , yn) ∈ Cn(σ) | y1 = · · · = yd = 0, yd+1, . . . , yn 6= 0} ≃ (C∗)n−d.
Hence we have
XΣ =
⋃
dimσ=n
Cn(σ) =
⊔
τ∈Σ
Tτ . (3.11)
Now f was extended to a meromorphic function f˜ on XΣ, but f˜ has still points of
indeterminacy. From now on, we will eliminate such points by blowing up XΣ. For a cone
σ in Σ by taking a non-zero vector u in the relative interior rel.int(σ) of σ we define a
face γ(σ) of Γ∞(f) by
γ(σ) =
{
v ∈ Γ∞(f)
∣∣∣ 〈u, v〉 = min
w∈Γ∞(f)
〈u, w〉
}
. (3.12)
This face γ(σ) does not depend on the choice of u ∈ rel.int(σ) and is called the supporting
face of σ in Γ∞(f). Following [21], we say that a T -orbit Tσ in XΣ is at infinity if 0 /∈ γ(σ).
In our situation (i.e. f is convenient), this is equivalent to the condition σ 6⊂ Rn+. We can
easily see that f˜ has poles on the union of T -orbits at infinity. Let ρ1, ρ2, . . . , ρm be the
1-dimensional cones in Σ such that ρi 6⊂ Rn+ and set Ti = Tρi . Then T1, T2, . . . , Tm are the
(n − 1)-dimensional T -orbits at infinity in XΣ. For any i = 1, 2, . . . , m the toric divisor
Di := Ti is a smooth hypersurface in XΣ and the poles of f˜ are contained in D1∪· · ·∪Dm.
Moreover by the non-degeneracy at infinity of f , the hypersurface Z = f−1(0) in XΣ
intersects DI :=
⋂
i∈I Di transversally for any non-empty subset I ⊂ {1, 2, . . . , m}. At
such intersection points, f˜ has indeterminacy. Furthermore we denote the (unique non-
zero) primitive vector in ρi ∩Zn by ui. Then the order ai > 0 of the pole of f˜ along Di is
given by
ai = − min
v∈Γ∞(f)
〈ui, v〉. (3.13)
Now, in order to eliminate the indeterminacy of the meromorphic function f˜ on XΣ, we
first consider the blow-up π1 : X
(1)
Σ −→ XΣ of XΣ along the (n − 2)-dimensional smooth
subvariety D1∩Z. Then the indeterminacy of the pull-back f˜ ◦π1 of f˜ to X(1)Σ is improved.
If f˜ ◦π1 still has points of indeterminacy on the intersection of the exceptional divisor E1
of π1 and the proper transform Z
(1) of Z, we construct the blow-up π2 : X
(2)
Σ −→ X(1)Σ of
X
(1)
Σ along E1∩Z(1). By repeating this procedure a1 times, we obtain a tower of blow-ups
X
(a1)
Σ −→πa1 · · · · · · −→π2 X
(1)
Σ −→π1 XΣ. (3.14)
Then the pull-back of f˜ to X
(a1)
Σ has no indeterminacy over T1 (see the figures below).
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Next we apply this construction to the proper transforms of D2 and Z in X
(a1)
Σ . Then
we obtain also a tower of blow-ups
X
(a1)(a2)
Σ −→ · · · · · · −→ X(a1)(1)Σ −→ X(a1)Σ (3.15)
and the indeterminacy of the pull-back of f˜ to X
(a1)(a2)
Σ is eliminated over T1 ⊔ T2. By
applying the same construction to (the proper transforms of) D3, D4, . . . , Dm, we finally
obtain a birational morphism π : X˜Σ −→ XΣ such that g := f˜ ◦ π has no point of
indeterminacy on the whole X˜Σ. Note that the smooth compactification X˜Σ of Cn thus
obtained is not a toric variety any more. We shall explain the geometry of X˜Σ more
precisely in the proof of Lemma 4.9. In particular, we will see that the union of the
exceptional divisors of π : X˜Σ −→ XΣ and the proper transforms of D1, . . . , Dm in X˜Σ is
normal crossing. Finally we get a commutative diagram of holomorphic maps
Cn 
 ι
//
f

X˜Σ
g

C 
 j
// P1,
(3.16)
where g is proper. Therefore we obtain an isomorphism F = j!(Rf!CCn) ≃ Rg∗(ι!CCn)
in Dbc(P
1). Let us apply Proposition 2.3 to the proper morphism g : X˜Σ −→ P1.
Then by calculating the monodromy zeta function of ψh◦g(ι!CCn) at each point of
(h ◦ g)−1(0) = g−1(∞) ⊂ X˜Σ, we can calculate ζh,∞(F)(t) with the help of Bernstein-
Khovanskii-Kushnirenko’s theorem (see [18] etc.). This completes the proof. ✷
4 Motivic Milnor fibers at infinity
In this section, following Denef-Loeser [5] and [6] we introduce motivic reincarnations of
global (Milnor) fibers of polynomial maps and give a general formula for the nilpotent parts
(i.e. the numbers of Jordan blocks of arbitrary sizes) in their monodromies at infinity.
Namely, we formulate a global analogue of the results in [5] and [6]. Let f : Cn −→ C be
a polynomial map. We take a smooth compactification X of Cn. Then by eliminating the
points of indeterminacy of the meromorphic extension of f to X we obtain a commutative
diagram
Cn 
 ι
//
f

X˜
g

C 
 j
// P1
(4.1)
such that g is a proper holomorphic map and X˜ \ Cn, Y := g−1(∞) are normal crossing
divisors in X˜. Take a local coordinate h of P1 in a neighborhood of ∞ ∈ P1 such that
∞ = {h = 0} and set g˜ = h ◦ g. Note that g˜ is a holomorphic function defined on a
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neighborhood of the closed subvariety Y = g˜−1(0) = g−1(∞) ⊂ X˜ \ Cn of X˜ . Then for
R≫ 0 we have
Hjc (f
−1(R);C) ≃ Hj(Y ;ψg˜(ι!CCn)). (4.2)
Let us define an open subset Ω of X˜ by
Ω = Int(ι(Cn) ⊔ Y ) (4.3)
and set U = Ω ∩ Y . Then U (resp. the complement of Ω in X˜) is a normal crossing
divisor in Ω (resp. X˜). Hence we can easily prove the isomorphisms
Hj(Y ;ψg˜(ι!CCn)) ≃ Hj(Y ;ψg˜(ι′!CΩ)) ≃ Hjc (U ;ψg˜(CX˜)), (4.4)
where ι′ : Ω −֒→ X˜ is the inclusion. Now let E1, E2, . . . , Ek be the irreducible components
of the normal crossing divisor U = Ω∩ Y in Ω ⊂ X˜ . For each 1 ≤ i ≤ k, let bi > 0 be the
order of the zero of g˜ along Ei. For a non-empty subset I ⊂ {1, 2, . . . , k}, let us set
EI =
⋂
i∈I
Ei, E
◦
I = EI \
⋃
i 6∈I
Ei (4.5)
and dI = gcd(bi)i∈I > 0. Then, as in [6, Section 3.3], we can construct an unramified
Galois covering E˜◦I −→ E◦I of E◦I as follows. First, for a point p ∈ E◦I we take an affine
open neighborhood W ⊂ Ω\ (∪i/∈IEi) of p on which there exist regular functions ξi (i ∈ I)
such that Ei ∩ W = {ξi = 0} for any i ∈ I. Then on W we have g˜ = g˜1,W (g˜2,W )dI ,
where we set g˜1,W = g˜
∏
i∈I ξ
−bi
i and g˜2,W =
∏
i∈I ξ
bi
dI
i . Note that g˜1,W is a unit on W and
g˜2,W : W −→ C is a regular function. It is easy to see that E◦I is covered by such affine
open subsets W of Ω \ (∪i/∈IEi). Then as in [6, Section 3.3] by gluing the varieties
E˜◦I,W = {(t, z) ∈ C∗ × (E◦I ∩W ) | tdI = (g˜1,W )−1(z)} (4.6)
together in the following way, we obtain the variety E˜◦I over E
◦
I . If W
′ is another such
open subset and g˜ = g˜1,W ′(g˜2,W ′)
dI is the decomposition of g˜ on it, we patch E˜◦I,W and
E˜◦I,W ′ by the morphism (t, z) 7−→ (g˜2,W ′(z)(g˜2,W )−1(z) · t, z) defined over W ∩W ′.
Remark 4.1 Let N > 0 be the least common multiple of b1, . . . , bk. As in Steenbrink
[43], by taking the normalization of the base change of g˜ : Ω −→ C by the N -th power
map C −→ C we obtain a morphism Ω′ −→ Ω. Then it is well-known that the variety
E˜◦I is obtained as a connected component of the inverse image of E
◦
I by Ω
′ −→ Ω (see
Looijenga [22]). Moreover Looijenga [22, Lemma 5.3] proved that E˜◦I −→ E◦I is the Stein
factorization of a fiber bundle over E◦I , which shows why the term (1−L)♯I−1 appears in
(4.7).
Now for d ∈ Z>0, let µd ≃ Z/Zd be the multiplicative group consisting of the d-roots
in C. We denote by µˆ the projective limit lim←−
d
µd of the projective system {µi}i≥1 with
morphisms µid −→ µi given by t 7−→ td. Then the unramified Galois covering E˜◦I of E◦I
admits a natural µdI -action defined by assigning the automorphism (t, z) 7−→ (ζdI t, z) of
E˜◦I to the generator ζdI := exp(2π
√−1/dI) ∈ µdI . Namely the variety E˜◦I is equipped with
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a good µˆ-action in the sense of [6, Section 2.4]. Following the notations in [6], denote by
MµˆC the ring obtained from the Grothendieck ring Kµˆ0 (VarC) of varieties over C with good
µˆ-actions by inverting the Lefschetz motive L ≃ C ∈ Kµˆ0(VarC). Recall that L ∈ Kµˆ0(VarC)
is endowed with the trivial action of µˆ.
Definition 4.2 We define the motivic Milnor fiber at infinity S∞f of the polynomial map
f : Cn −→ C by
S∞f =
∑
I 6=∅
(1− L)♯I−1[E˜◦I ] ∈MµˆC. (4.7)
Remark 4.3 By Guibert-Loeser-Merle [15, Theorem 3.9], the motivic Milnor fiber at
infinity S∞f of f does not depend on the compactification X of Cn. This fact was informed
to us by Schu¨rmann (a private communication) and Raibaut [34].
As in [6, Section 3.1.2 and 3.1.3], we denote by HSmon the abelian category of Hodge
structures with a quasi-unipotent endomorphism. Then, to the object ψh(j!Rf!CCn) ∈
Dbc({∞}) and the semisimple part of the monodromy automorphism acting on it, we can
associate an element
[H∞f ] ∈ K0(HSmon) (4.8)
in an obvious way. Similarly, to ψh(Rj∗Rf∗CCn) ∈ Dbc({∞}) we associate an element
[G∞f ] ∈ K0(HSmon). (4.9)
According to a deep result [37, Theorem 13.1] of Sabbah, if f is tame at infinity then the
weights of the element [G∞f ] are defined by the monodromy filtration up to some Tate
twists (see also [39] and [41]). This implies that for the calculation of the monodromy at
infinity Φ∞n−1 : H
n−1(f−1(R);C) ∼−→ Hn−1(f−1(R);C) (R≫ 0) of f it suffices to calculate
[H∞f ] ∈ K0(HSmon) which is the dual of [G∞f ].
To describe the element [H∞f ] ∈ K0(HSmon) in terms of S∞f ∈MµˆC, let
χh : MµˆC −→ K0(HSmon) (4.10)
be the Hodge characteristic morphism defined in [6] which associates to a variety Z with
a good µd-action the Hodge structure
χh([Z]) =
∑
j∈Z
(−1)j[Hjc (Z;Q)] ∈ K0(HSmon) (4.11)
with the actions induced by the one z 7−→ exp(2π√−1/d)z (z ∈ Z) on Z. Then by
applying the proof of [5, Theorem 4.2.1] to our situation (4.2) and (4.4), we obtain the
following result.
Theorem 4.4 In the Grothendieck group K0(HS
mon), we have
[H∞f ] = χh(S∞f ). (4.12)
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On the other hands, the results in [35] and [37] imply the following symmetry of the
weights of the element [H∞f ] ∈ K0(HSmon) when f is tame at infinity. See Appendix for
the details. Another proof was found later also in [11]. Recall that if f is tame at infinity
we have Hjc (f
−1(R);C) = 0 (R ≫ 0) for j 6= n − 1, 2n − 2 and H2n−2c (f−1(R);C) ≃
[H0(f−1(R);C)]∗ ≃ C. For an element [V ] ∈ K0(HSmon), V ∈ HSmon with a quasi-
unipotent endomorphism Θ: V
∼−→ V , p, q ≥ 0 and λ ∈ C denote by ep,q([V ])λ the
dimension of the λ-eigenspace of the morphism V p,q
∼−→ V p,q induced by Θ on the (p, q)-
part V p,q of V .
Theorem 4.5 (Sabbah [35] and [37]) Assume that f is tame at infinity. Then
(i) Let λ ∈ C∗ \ {1}. Then we have ep,q([H∞f ])λ = 0 for (p, q) /∈ [0, n− 1] × [0, n− 1].
Moreover for (p, q) ∈ [0, n− 1]× [0, n− 1] we have
ep,q([H∞f ])λ = e
n−1−q,n−1−p([H∞f ])λ. (4.13)
(ii) We have ep,q([H∞f ])1 = 0 for (p, q) /∈ {(n− 1, n− 1)} ⊔ ([0, n− 2]× [0, n− 2]) and
en−1,n−1([H∞f ])1 = 1. Moreover for (p, q) ∈ [0, n− 2]× [0, n− 2] we have
ep,q([H∞f ])1 = e
n−2−q,n−2−p([H∞f ])1. (4.14)
Using our results in Section 5, we can check the above symmetry by explicitly calcu-
lating χh(S∞f ) for small n’s. Since the weights of [G∞f ] ∈ K0(HSmon) are defined by the
monodromy filtration and [G∞f ] is the dual of [H
∞
f ] up to some Tate twist, we obtain the
following result.
Theorem 4.6 Assume that f is tame at infinity. Then
(i) Let λ ∈ C∗\{1} and k ≥ 1. Then the number of the Jordan blocks for the eigenvalue
λ with sizes ≥ k in Φ∞n−1 : Hn−1(f−1(R);C) ∼−→ Hn−1(f−1(R);C) (R≫ 0) is equal
to
(−1)n−1
∑
p+q=n−2+k,n−1+k
ep,q(χh(S∞f ))λ. (4.15)
(ii) For k ≥ 1, the number of the Jordan blocks for the eigenvalue 1 with sizes ≥ k in
Φ∞n−1 is equal to
(−1)n−1
∑
p+q=n−2−k,n−1−k
ep,q(χh(S∞f ))1. (4.16)
By using Newton polyhedrons at infinity, we can rewrite the result of Theorem 4.4
more neatly as follows. Let f ∈ C[x1, . . . , xn] be a convenient polynomial. Assume that
f is non-degenerate at infinity. Then f is tame at infinity and it suffices to calculate Φ∞j
only for j = n−1. From now on, we will freely use the notations in the proof of Theorem
3.6. For example, ρ1, . . . , ρm are the 1-dimensional cones in the smooth fan Σ such that
ρi 6⊂ Rn+. We call these cones the rays at infinity. Each ray ρi at infinity corresponds
to the toric divisor Di in XΣ and the divisor D := D1 ∪ · · · ∪ Dm = XΣ \ Cn in XΣ is
normal crossing. We denote by ai > 0 the order of the poles of f along Di. By eliminating
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the points of indeterminacy of the meromorphic extension of f to XΣ we constructed the
commutative diagram:
Cn 
 ι
//
f

X˜Σ
g

C 
 j
// P1.
(4.17)
Recall that in the construction of X˜Σ we first construct a tower of blow-ups overD1∩f−1(0)
and next apply the same operation to the remaining divisors D2, . . . , Dm (in this order).
See the proof of Theorem 3.6 and Lemma 4.9 for the details. Take a local coordinate
h of P1 in a neighborhood of ∞ ∈ P1 such that ∞ = {h = 0} and set g˜ = h ◦ g,
Y = g˜−1(0) = g−1(∞) ⊂ X˜Σ and Ω = Int(ι(Cn) ⊔ Y ). For simplicity, let us set g˜ = 1f .
Then the divisor U = Y ∩Ω in Ω contains not only the proper transforms D′1, . . . , D′m of
D1, . . . , Dm in X˜Σ but also the exceptional divisors of the blow-up: X˜Σ −→ XΣ. From
now on, we will show that these exceptional divisors are not necessary to compute the
monodromy at infinity of f : Cn −→ C by Theorem 4.4. For each non-empty subset
I ⊂ {1, 2, . . . , m}, set DI =
⋂
i∈I Di,
D◦I = DI \
{(⋃
i/∈I
Di
)
∪ f−1(0)
}
⊂ XΣ (4.18)
and dI = gcd(ai)i∈I > 0. Then the function g˜ = 1f is regular on D
◦
I and we can decompose
it as 1
f
= g˜1(g˜2)
dI globally on a Zariski open neighborhood W of D◦I in XΣ, where g˜1 is a
unit on W and g˜2 : W −→ C is regular. Therefore we can construct an unramified Galois
covering D˜◦I of D
◦
I with a natural µdI -action as in (4.6). Let [D˜
◦
I ] be the element of the
ring MµˆC which corresponds to D˜◦I .
Theorem 4.7 Assume that f is convenient and non-degenerate at infinity. Then we have
the equality
χh
(S∞f ) =∑
I 6=∅
χh
(
(1− L)♯I−1[D˜◦I ]
)
(4.19)
in the Grothendieck group K0(HS
mon).
Proof. First, we prove the assertion for n = 2. In this case, we number the rays at infinity
in Σ in the clockwise direction as in the figure below.
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Let σi = R+ρi + R+ρi+1 (1 ≤ i ≤ m − 1) be the 2-dimensional cone in Σ between ρi
and ρi+1. Then the cone σi corresponds to an affine open subset C2(σi) ≃ C2ξ,η of XΣ on
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which the meromorphic extension of 1
f
to XΣ has the form(
1
f
)
(ξ, η) =
ξaiηai+1
fσi(ξ, η)
, (4.20)
where fσi is a polynomial of ξ and η. In this situation, we have Di∩C2(σi) = {ξ = 0} and
Di+1 ∩C2(σi) = {η = 0}. Moreover by the non-degeneracy at infinity of f(x, y) ∈ C[x, y]
we have fσi(0, 0) 6= 0 and the algebraic curve f−1σi (0) = {(ξ, η) | fσi(ξ, η) = 0} intersects
Di ∩ C2(σi) and Di+1 ∩ C2(σi) transversally.
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Let (0, z), z 6= 0 be a point of Di ∩ f−1σi (0). In constructing the variety X˜Σ, we
constructed a tower of blow-ups over this point (0, z) as in the figure below.
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Here we have Ej ≃ P1 and the function 1f = g˜ has the zero of order ai − j along the
exceptional divisor Ej . The open set Ω is the complement of Eai ≃ P1 in this figure. For
1 ≤ j ≤ ai − 1, set E◦j := Ej \ {pj , pj+1} and let E˜◦j be the unramified Galois covering of
E◦j with a µai−j-action (in the construction of S∞f ). The motivic Milnor fiber at infinity
S∞f also contains (1− L) · [pj] ∈MµˆC with the trivial µˆ-action for 1 ≤ j ≤ ai − 1.
Lemma 4.8 For 1 ≤ j ≤ ai − 1, we have
χh
(
(1− L) · [pj ] + [E˜◦j ]
)
= 0 (4.21)
in the Grothendieck group K0(HS
mon).
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Proof. First set X = C2(σi) \ {η = 0} and Y = {(0, z)} ⊂ X and consider the regular
functions
f1(ξ, η) = ξ, f2(ξ, η) =
fσi(ξ, η)
ηai+1
(4.22)
on X . Then (in a neighborhood of Y ) the blow-up X˜Y of X along Y is isomorphic to the
closure of the image of the morphism
X \ Y −→ X × P1 (4.23)
given by
(ξ, η) 7−→ (ξ, η, (f1(ξ, η) : f2(ξ, η))). (4.24)
Let π : X˜Y −։ X be the natural morphism and define an open subset W of X˜Y by
W = {(ξ, η, (1 : α)) ∈ X˜Y | α ∈ C}. (4.25)
Then considering α as a regular function on W , on W ⊂ X˜Y we have(
1
f
)
◦ π = (f1 ◦ π)
ai
(f2 ◦ π) =
(f1 ◦ π)ai
α(f1 ◦ π) =
(f1 ◦ π)ai−1
α
. (4.26)
Moreover in W ⊂ X˜Y the exceptional divisor E = π−1(Y ) (≃ E1) is defined by E =
{f1 ◦ π = 0}. Therefore the unramified Galois covering E˜◦1 of E◦1 ≃ {α ∈ C | α 6= 0} ≃ C∗
is {(t, α) ∈ (C∗)2 | tai−1α−1 = 1}, which is isomorphic to C∗ with an automorphism
homotopic to the identity. Hence its Hodge characteristic χh
(
[E˜◦1 ]
)
∈ K0(HSmon) is
isomorphic to χh (L− 1). We thus obtain the equality
χh
(
(1− L) · [p1] + [E˜◦1 ]
)
= 0 (4.27)
in K0(HS
mon). By repeating this argument, we can similarly prove the remaining asser-
tions. ✷
Recall that the motivic Milnor fiber at infinity S∞f is a sum of the unramified Galois
coverings of some Zariski locally closed subvarieties of Ω. Then Lemma 4.8 above implies
that the Hodge characteristics of the base changes of S∞f to the exceptional divisors of
Ω −→ XΣ are zero in K0(HSmon). In other words, for the calculation of χh
(S∞f ) ∈
K0(HS
mon), we can forget the parts of χh
(S∞f ) ∈ K0(HSmon) coming from the exceptional
divisors of Ω −→ XΣ. So the theorem was proved in the case n = 2.
From now on, we shall prove Theorem 4.7 in the case n > 2. Let πΩ : Ω −։ XΣ
be the restriction of the morphism π : X˜Σ −։ XΣ to Ω. For each non-empty subset
I ⊂ {1, 2, . . . , m} set D∗I := DI \
(⋃
i/∈I Di
)
. Then, to prove the theorem, it suffices to
show that for any non-empty subset I ⊂ {1, 2, . . . , m} the Hodge characteristic of the
base change of S∞f to π−1Ω (D∗I ∩ f−1(0)) ⊂ Ω is zero in K0(HSmon). First, let us consider
the case where I = {i} for some 1 ≤ i ≤ m. Then by the construction of X˜Σ and Ω, the
morphism πΩ induces a fiber bundle
π−1Ω
(
D∗{i} ∩ f−1(0)
)
−։ D∗{i} ∩ f−1(0) (4.28)
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over D∗{i}∩f−1(0) whose fiber is isomorphic to the (locally closed) curve (E1∪· · ·∪Eai−1)\
{pai} as in Figure 7. By the proof of Lemma 4.8, this fiber bundle is locally trivial with
respect to the Zariski topology of D∗{i} ∩ f−1(0), and the Hodge characteristic of the base
change of S∞f to π−1Ω (D∗{i} ∩ f−1(0)) ⊂ Ω is zero in K0(HSmon). Next, consider a general
non-empty subset I = {i1 < · · · < ik} of {1, 2, . . . , m}. Then we have the following
lemma.
Lemma 4.9 In the situation as above, the restriction of πΩ to π
−1
Ω (D
∗
I ∩ f−1(0)):
π−1Ω (D
∗
I ∩ f−1(0)) −→ D∗I ∩ f−1(0) (4.29)
is a Zariski locally trivial bundle over D∗I ∩f−1(0) whose fiber is isomorphic to the (locally
closed) curve (E1 ∪ · · · ∪ Eai1−1) \ {pai1} in Figure 7 for i = i1.
Proof. First, let us consider the case where ♯I = 2. Without loss of generality, we may
assume that I = {1, 2} as in the figure:
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Although we consider the problem in a neighborhood of D∗I ⊂ XΣ, the total space of
Figure 8 is denoted simply by XΣ. In the construction of X˜Σ, we first construct a tower
of blow-ups over D1 ∩ f−1(0) as
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Here D′1, D
′
2 are the proper transforms of D1, D2 respectively. In Figure 9, the mero-
morphic function g˜ still has points of indeterminacy on D′2 ∩ f−1(0). Then we construct
a tower of blow-ups over D′2 ∩ f−1(0) as
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Since we are considering the problem only in a neighborhood ofD∗I and already finished
the necessary blow-ups over D∗I , the total space of Figure 10 is denoted simply by X˜Σ. In
Figure 10, the open set Ω ⊂ X˜Σ is the complement of the union of two dotted divisors
(E ′a1 is one of them). Moreover we see that the inverse image of the set A (in Figure 9)
in X˜Σ is contained in X˜Σ \ Ω. This implies that π−1Ω (D∗I ∩ f−1(0)) is the (locally closed)
variety of the form:
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This completes the proof for the case ♯I = 2. The general case can be proved similarly.
✷
By the proof of Lemma 4.9 we see that π−1Ω (D
∗
I ∩ f−1(0)) has a geometric structure as
the figure below in Ω \ π−1Ω
(⋃
i/∈I Di
)
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Here E1, . . . , Eai1 are the exceptional divisors in X˜Σ constructed when we made a tower
of blow-ups over Di1 ∩ f−1(0) (We used essentially the condition i1 = min{i1, . . . , ik}. To
simplify the notations, we denote Ej \ π−1Ω
(⋃
i/∈I Di
)
simply by Ej etc.). Moreover we set
D′i2,...,ik := D
′
i2
∩ · · · ∩ D′ik and Fj := Ej−1 ∩ Ej ∩ D′i2,...,ik . Note that Ej ∩ D′i2,...,ik is a
P1-bundle over D∗I ∩ f−1(0). Let us set (Ej ∩ D′i2,...,ik)◦ := (Ej ∩ D′i2,...,ik) \ (Fj ⊔ Fj+1).
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Then for each point p of (Ej ∩D′i2,...,ik)◦ there exists a Zariski open neighborhood W of p
in Ω and a local coordinate system ξ1, ξ2, . . . , ξn on it such that
D′i2 = {ξ2 = 0}, . . . , D′ik = {ξk = 0}, (4.30)
Ej ∩D′i2,...,ik = {ξ1 = ξ2 = · · · = ξk = 0} (4.31)
and the function 1
f
= g˜ can be written in the form
g˜(ξ1, . . . , ξn) = ξ
ai1−j
1 ξ
ai2
2 · · · ξ
aik
k × ( a unit on W ) (4.32)
on W . Set dI,j = gcd(ai1 − j, ai2 , . . . , aik) > 0 (1 ≤ j ≤ ai1 − 1). Then the base
change of S∞f to (Ej ∩ D′i2,...,ik)◦ ⊂ Ω is an unramified Galois covering ˜(Ej ∩D′i2,...,ik)◦
of (Ej ∩ D′i2,...,ik)◦ with a natural µdI,j -action. Moreover by the proof of Lemma 4.8, we
observe that ˜(Ej ∩D′i2,...,ik)◦ is a (Zariski) locally trivial family over D∗I ∩f−1(0). By using
this fact (and an analogue of [4, Proposition 1.6]), in the same way as the final part of
the proof of Lemma 4.8 we obtain the equality
χh
(
(1− L) · [Fj] + [ ˜(Ej ∩D′i2,...,ik)◦]
)
= 0 (4.33)
in K0(HS
mon) for 1 ≤ j ≤ ai1−1, where [Fj ] ∈ MµˆC is endowed with the trivial action of µˆ.
This implies that the Hodge characteristic of the base change of S∞f to π−1Ω (D∗I∩f−1(0)) ⊂
Ω is zero in K0(HS
mon). In other words, the contribution to χh
(S∞f ) ∈ K0(HSmon) from
the exceptional divisors of πΩ : Ω −→ XΣ is zero. This completes the proof of Theorem
4.7. ✷
Remark 4.10 It seems that the equality S∞f =
∑
I 6=∅(1 − L)♯I−1[D˜◦I ] does not hold in
MµˆC. Indeed, we used a homotopy in the last part of the proof of Lemma 4.8 (and that
of Theorem 4.7).
5 Combinatorial descriptions of monodromies at in-
finity
In this section, by rewriting Theorem 4.7 in terms of the Newton polyhedron at infinity
Γ∞(f) of f we prove some combinatorial formulas for the Jordan normal form of its
monodromy at infinity Φ∞n−1. We inherit the situation and the notations in the last half of
Section 4. Namely we assume that f is convenient and non-degenerate at infinity. Recall
that ρ1, ρ2, . . . , ρm are 1-dimensional cones in the smooth fan Σ such that ρi 6⊂ Rn+.
Definition 5.1 We say that γ ≺ Γ∞(f) is a face at infinity of Γ∞(f) if 0 /∈ γ.
For a cone σ ∈ Σ whose supporting face γ(σ) ≺ Γ∞(f) is at infinity (⇐⇒ σ 6⊂ Rn+)
we set Iσ = {1 ≤ i ≤ m | ρi ≺ σ}, T ◦σ = Tσ \ f−1(0) and
T˜ ◦σ = D˜
◦
Iσ
∩ (C∗t × Tσ) ⊂ C∗t × Tσ. (5.1)
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Then T˜ ◦σ is a hypersurface in the algebraic torus C
∗
t × Tσ ≃ (C∗)n−dimσ+1 and a finite
covering of T ◦σ . Moreover for any non-empty subset I ⊂ {1, 2, . . . , m} we have the decom-
position:
D˜◦I =
⊔
σ : Iσ=I
T˜ ◦σ . (5.2)
Therefore, for the calculation of χh([D˜◦I ]) ∈ K0(HSmon) by the results in Section 2 we
have to show that the hypersurfaces T˜ ◦σ ⊂ C∗t × Tσ ≃ (C∗)n−dimσ+1 are non-degenerate.
Indeed, for such a cone σ ∈ Σ let σ0 ∈ Σ be an n-dimensional cone such that σ ≺ σ0
and {w1, w2, . . . , wn} ⊂ Zn the set of the primitive vectors on the edges of σ0. Set
dimσ = k > 0. Then we may assume that w1, . . . , wk generate σ so that in the affine open
subset Cn(σ0) ≃ Cny of XΣ associated to σ0 we have
Tσ = {(y1, . . . , yn) ∈ Cn(σ0) | y1 = · · · = yk = 0, yk+1, . . . , yn 6= 0}. (5.3)
On Cn(σ0) ≃ Cny the function g˜ = 1f has the form:
g˜(y) = yc11 · · · ycnn ×
1
fσ0(y)
, (5.4)
where we set
cj = − min
v∈Γ∞(f)
〈wj, v〉 ≥ 0 (j = 1, 2, . . . , n) (5.5)
and fσ0(y) is a polynomial on C
n(σ0). Set d = gcd(c1, . . . , ck) := gcd({cj | 1 ≤ j ≤ k, cj 6=
0}) > 0. Then in C∗t × Tσ ≃ (C∗)n−dimσ+1t,yk+1,...,yn we have
T˜ ◦σ = {(t, yk+1, . . . , yn) | t−dy−ck+1k+1 · · · y−cnn × (fσ0 |Tσ)(yk+1, . . . , yn) = 1} (5.6)
and the action Ψσ of the generator of the cyclic group µd on it is given by the multiplication
of (ζd, 1, . . . , 1) ∈ C∗t × Tσ. To show that the hypersurfaces T˜ ◦σ ⊂ C∗t × Tσ are non-
degenerate, we use the following elementary lemma.
Lemma 5.2 Let g0 be a Laurent polynomial on (C∗)n such that the hypersurface Z∗ =
{x ∈ (C∗)n | g0(x) = 0} is non-degenerate and xv be a monomial. Then the set of
complex numbers λ ∈ C such that the hypersurface Z∗λ = {x ∈ (C∗)n | g0(x)−λxv = 0} is
non-degenerate is open dense in C.
Proof. It is easy to see that for c ∈ C and x ∈ (C∗)n the following two conditions are
equivalent.
∂
∂xj
{g0(x)− cxv} = 0 (1 ≤ j ≤ n), g0(x)− cxv = 0. (5.7)
∂
∂xj
{
g0(x)
xv
}
= 0 (1 ≤ j ≤ n), g0(x)
xv
= c. (5.8)
Then by applying the Bertini-Sard theorem to the map
g0
xv
: (C∗)n −→ C we find that the
hypersurface {x ∈ (C∗)n | g0(x) − cxv = 0} in (C∗)n is smooth and reduced for generic
c ∈ C. Note that for generic c ∈ C the Newton polytope NP (g0 − cxv) of g0 − cxv is the
convex hull ofNP (g0)∪{v} and has only finitely many faces. For its face Γ ≺ NP (g0−cxv)
let (g0−cxv)Γ be the Γ-part of the Laurent polynomial g0−cxv. Then the assertion follows
by applying the above argument for g0 − cxv to (g0 − cxv)Γ. ✷
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Proposition 5.3 In the situation as above, the hypersurfaces T˜ ◦σ ⊂ C∗t × Tσ are non-
degenerate.
Proof. By the non-degeneracy at infinity of f and Lemma 5.2 there exists λ ∈ C∗ such
that the hypersurface
{(t, yk+1, . . . , yn) | t−dy−ck+1k+1 · · · y−cnn × (fσ0 |Tσ)(yk+1, . . . , yn) = λ} (5.9)
in C∗t × Tσ is non-degenerate. Since it is isomorphic to T˜ ◦σ by the multiplication by
(λ′, 1, . . . , 1) ∈ C∗t × Tσ for λ′ satisfying (λ′)d = λ, T˜ ◦σ is also non-degenerate. ✷
Note that if dimγ(σ) = n−dimσ the integer d > 0 above is equal to the lattice distance
of γ(σ) from the origin 0 ∈ Rn. Moreover in this case, by (5.6) the Newton polytope of the
defining equation of T˜ ◦σ in C
∗
t×Tσ ≃ (C∗)n−dimσ+1 is the convex hull of {0}⊔γ(σ). For each
face at infinity γ ≺ Γ∞(f) of Γ∞(f), let dγ > 0 be the lattice distance of γ from the origin
0 ∈ Rn and ∆γ the convex hull of {0}⊔γ in Rn. Let L(∆γ) be the (dim γ+1)-dimensional
linear subspace of Rn spanned by ∆γ and consider the latticeMγ = Zn∩L(∆γ) ≃ Zdim γ+1
in it. Then we set T∆γ := Spec(C[Mγ]) ≃ (C∗)dim γ+1. Moreover let L(γ) be the smallest
affine linear subspace of Rn containing γ and for v ∈ Mγ define their lattice heights
ht(v, γ) ∈ Z from L(γ) in L(∆γ) so that we have ht(0, γ) = dγ > 0. Then to the group
homomorphismMγ −→ C∗ defined by v 7−→ ζht(v,γ)dγ we can naturally associate an element
τγ ∈ T∆γ . We define a Laurent polynomial gγ =
∑
v∈Mγ bvx
v on T∆γ by
bv =

av (v ∈ γ),
−1 (v = 0),
0 (otherwise),
(5.10)
where f =
∑
v∈Zn
+
avx
v. Then we have NP (gγ) = ∆γ, suppgγ ⊂ {0} ⊔ γ and the hyper-
surface Z∗∆γ = {x ∈ T∆γ | gγ(x) = 0} is non-degenerate by the proof of Proposition 5.3.
Since Z∗∆γ ⊂ T∆γ is invariant by the multiplication lτγ : T∆γ
∼−→ T∆γ by τγ , Z∗∆γ admits
an action of µdγ . We thus obtain an element [Z
∗
∆γ ] of MµˆC. By the construction of [Z∗∆γ ]
the following lemma is obvious.
Lemma 5.4 Let γ ≺ Γ∞(f) be a face at infinity of Γ∞(f) and σ ∈ Σ a cone whose sup-
porting face γ(σ) in Γ∞(f) is γ. Assume that dimγ = n−dimσ. Then in the Grothendieck
ring MµˆC we have the equality
[T˜ ◦σ ] = [Z
∗
∆γ ]. (5.11)
To rewrite Theorem 4.7 in terms of Γ∞(f) we need the following result.
Proposition 5.5 Let γ ≺ Γ∞(f) be a face at infinity of Γ∞(f) and σ1, σ2 ∈ Σ cones
whose supporting faces γ(σ1) and γ(σ2) in Γ∞(f) are the same and equal to γ. Then in
the Grothendieck group K0(HS
mon) we have
χh((L− 1)dimσ1−1 · [T˜ ◦σ1 ]) = χh((L− 1)dimσ2−1 · [T˜ ◦σ2 ]). (5.12)
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Proof. Without loss of generality we may assume that dimσ1 ≤ dimσ2. Set dimσi = ki
(i = 1, 2).
(Step 1): First we prove (5.12) in the case σ1 ≺ σ2. Let σ0 ∈ Σ be an n-dimensional
cone such that σ1 ≺ σ2 ≺ σ0 and {w1, w2, . . . , wn} ⊂ Zn the set of the primitive vectors
on the edges of σ0. We may assume that w1, w2, . . . , wki generate σi for i = 1, 2. Then in
the affine open subset Cn(σ0) ≃ Cny of XΣ associated to σ0 we have
Tσi = {y ∈ Cn(σ0) | y1 = · · · = yki = 0, yki+1, . . . , yn 6= 0} (5.13)
for i = 1, 2. Moreover on Cn(σ0) ≃ Cny the function g˜ = 1f has the form:
g˜(y) = yc11 · · · ycnn × gσ0(y), (5.14)
where we set
cj = − min
v∈Γ∞(f)
〈wj, v〉 ≥ 0 (j = 1, 2, . . . , n) (5.15)
and gσ0(y) is a meromorphic function on C
n(σ0). By the assumption γ(σ1) = γ(σ2) =
γ, the restriction gσ0|Tσ1 of gσ0 to the larger torus Tσ1 depends only on the variables
yk2+1, . . . , yn. Set di = gcd(c1, . . . , cki) := gcd({cj | 1 ≤ j ≤ ki, cj 6= 0}) > 0 (i = 1, 2).
Then we have
T˜ ◦σi = {(ti, yki+1, . . . , yn) | tdii · y
cki+1
ki+1
· · · ycnn × (gσ0|Tσi )(yk2+1, . . . , yn) = 1} (5.16)
in C∗ti × Tσi ≃ (C∗)n−ki+1ti,yki+1,...,yn for i = 1, 2. By the relation d2 = gcd(d1, ck1+1, . . . , ck2),
for the integer d = d1
d2
∈ Z we have gcd(d, ck1+1
d2
, . . . ,
ck2
d2
) = 1. Now let A ∈ {B ∈
Mk2−k1+1(Z) | detB = 1} be a unimodular matrix whose first row is the primitive vector
(d,
ck1+1
d2
, . . . ,
ck2
d2
) ∈ Zk2−k1+1. Consider the automorphism ΛA of the algebraic torus C∗ ×
(C∗)k2−k1 ≃ (C∗)k2−k1+1 defined by A:
(t1, yk1+1, . . . , yk2) 7−→ (t2, zk1+1, . . . , zk2). (5.17)
By this construction of ΛA obviously we have t2 = t
d
1y
ck1+1
d2
k1+1
· · · y
ck2
d2
k2
. Therefore the auto-
morphism ΛA × idTσ2 of C∗ × (C∗)k2−k1 × Tσ2 induces an isomorphism
T˜ ◦σ1
∼−→ (C∗)k2−k1zk1+1,...,zk2 × T˜ ◦σ2 . (5.18)
Moreover we have ΛA(ζd1, 1, . . . , 1) = (ζd2, βk1+1, . . . , βk2) for some βi ∈ C∗. Since
the action Ψσ1 of the generator of µd1 on T˜
◦
σ1
is the multiplication by the element
(ζd1, 1, . . . , 1) ∈ C∗× Tσ1 , the automorphism of (C∗)k2−k1 × T˜ ◦σ2 induced by Ψσ1 via (5.18)
is given by
(zk1+1, . . . , zk2 , t2, yk2+1, . . . , yn) 7−→ (βk1+1zk1+1, . . . , βk2zk2 , ζd2t2, yk2+1, . . . , yn). (5.19)
This is obviously homotopic to id(C∗)k2−k1 × Ψσ2 . Hence in the Grothendieck group
K0(HS
mon) we obtain the equality
χh([T˜ ◦σ1 ]) = χh((L− 1)k2−k1 · [T˜ ◦σ2 ]), (5.20)
from which (5.12) follows immediately.
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(Step 2): Finally let us prove (5.12) in the general case. Let σ be the unique cone in
the dual fan Σ1 of Γ∞(f) whose supporting face in Γ∞(f) is γ. Then our assumption
γ(σ1) = γ(σ2) = γ implies that rel.int(σi) ⊂ rel.int(σ) for i = 1, 2. So there exists a
continuous curve in rel.int(σ) which starts from a point in rel.int(σ1) and ends at the one
in rel.int(σ2). Then applying (Step 1) to each pair of two adjacent cones on it, we obtain
(5.12). This completes the proof. ✷
Remark 5.6 In Proposition 5.5 if dimσ1 ≤ dimσ2 we can prove also a slightly stronger
equality
χh([T˜ ◦σ1 ]) = χh((L− 1)dimσ2−dimσ1 · [T˜ ◦σ2 ]). (5.21)
Since we do not use it in this paper, we omit the proof.
For a face at infinity γ ≺ Γ∞(f) let Sγ ⊂ {1, 2, . . . , n} be the minimal subset of
{1, 2, . . . , n} such that γ ⊂ RSγ and set mγ = ♯Sγ − dim γ − 1 ≥ 0.
Theorem 5.7 Assume that f is convenient and non-degenerate at infinity. Then we have
the following results, where in the sums
∑
γ below the face γ of Γ∞(f) ranges through those
at infinity.
(i) In the Grothendieck group K0(HS
mon), we have
[H∞f ] = χh(S∞f ) =
∑
γ
χh((1− L)mγ · [Z∗∆γ ]). (5.22)
(ii) Let λ ∈ C∗\{1} and k ≥ 1. Then the number of the Jordan blocks for the eigenvalue
λ with sizes ≥ k in Φ∞n−1 : Hn−1(f−1(R);C) ∼−→ Hn−1(f−1(R);C) (R≫ 0) is equal
to
(−1)n−1
∑
p+q=n−2+k,n−1+k
{∑
γ
ep,q
(
χh((1− L)mγ · [Z∗∆γ ])
)
λ
}
. (5.23)
(iii) For k ≥ 1, the number of the Jordan blocks for the eigenvalue 1 with sizes ≥ k in
Φ∞n−1 is equal to
(−1)n−1
∑
p+q=n−2−k,n−1−k
{∑
γ
ep,q
(
χh((1− L)mγ · [Z∗∆γ ])
)
1
}
. (5.24)
Proof. (i) It suffices to rewrite Theorem 4.7. Let γ be a face at infinity of Γ∞(f) such
that ♯Sγ = n. Denote by σ the unique (n− dimγ)-dimensional cone in the dual fan Σ1 of
Γ∞(f) whose supporting face in Γ∞(f) is γ. Let Σ be the smooth subdivision of Σ1 in the
proof of Theorem 3.6 and σj (1 ≤ j ≤ l) the cones in Σ such that rel.int(σj) ⊂ rel.int(σ).
Recall that Tσj is the (n−dimσj)-dimensional T -orbit in XΣ which corresponds to σj ∈ Σ
and we set T ◦σj = Tσj \f−1(0). Then in the motivic Milnor fiber at infinity S∞f ∈MµˆC of f
constructed by using the toric compactification XΣ of Cn, the following elements of MµˆC
(1− L)dim σj−1 · [T˜ ◦σj ] ∈MµˆC (1 ≤ j ≤ l) (5.25)
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are contained, where T˜ ◦σj is the unramified Galois covering of T
◦
σj
. Let us fix 1 ≤ j0 ≤ l
such that dimσj0 = dimσ = n−dimγ. Then by Proposition 5.5 for any 1 ≤ j ≤ l we have
the equality
χh((1− L)dim σj−1 · [T˜ ◦σj ]) = (−1)dimσj−dimσ · χh((1− L)n−dimγ−1 · [T˜ ◦σj0 ]) (5.26)
in the Grothendieck group K0(HS
mon). Combining (5.26) with the obvious combinatorial
identity
∑l
j=1(−1)dimσj−dimσ = 1, we obtain a very simple formula
l∑
j=1
χh((1− L)dim σj−1 · [T˜ ◦σj ]) = χh((1− L)n−dimγ−1 · [T˜ ◦σj0 ]). (5.27)
Hence by Lemma 5.4, for the face at infinity γ of Γ∞(f) such that ♯Sγ = n the equality
l∑
j=1
χh((1− L)dimσj−1 · [T˜ ◦σj ]) = χh((1− L)mγ · [Z∗∆γ ]) (5.28)
holds. In the same way, we can show similar equalities also for the faces at infinity
γ of Γ∞(f) such that ♯Sγ < n. More precisely, for such γ let (RSγ )⊥ ≃ Rn−♯Sγ be the
orthogonal complement of RSγ ⊂ Rn in (Rn)∗. Then some σj in the (n−dimγ)-dimensional
cone σ associated with γ may not satisfy the condition (RSγ )⊥ ≺ σj . We can prove a
formula similar to (5.28) by dividing the set of the cones σj into {σj | (RSγ )⊥ ≺ σj} and
{σj | (RSγ )⊥ 6≺ σj}. We omit the detail. This completes the proof of the assertion (i).
The assertions (ii) and (iii) can be deduced from (i) and Theorem 4.6. ✷
Remark 5.8 Since we used a homotopy in proving (5.26), we can prove the equality of
Theorem 5.7 (i) only in the Grothendieck group K0(HS
mon) of Hodge structures. See also
Remark 4.10.
Note that by using the results in Section 2 we can always calculate ep,q(χh((1−L)mγ ·
[Z∗∆γ ]))λ explicitly. Here we shall give some closed formulas for the numbers of the Jordan
blocks with large sizes in Φ∞n−1. First let us consider the numbers of the Jordan blocks
for the eigenvalues λ ∈ C \ {1}. Let q1, . . . , ql (resp. γ1, . . . , γl′) be the 0-dimensional
(resp. 1-dimensional) faces of Γ∞(f) such that qi ∈ Int(Rn+) (resp. the relative interior
rel.int(γi) of γi is contained in Int(Rn+)). Obviously these faces are at infinity. For each qi
(resp. γi), denote by di > 0 (resp. ei > 0) the lattice distance dist(qi, 0) (resp. dist(γi, 0))
of it from the origin 0 ∈ Rn. For 1 ≤ i ≤ l′, let ∆i be the convex hull of {0} ⊔ γi in Rn.
Then for λ ∈ C \ {1} and 1 ≤ i ≤ l′ such that λei = 1 we set
n(λ)i = ♯{v ∈ Zn∩ rel.int(∆i) | ht(v, γi) = k}+ ♯{v ∈ Zn∩ rel.int(∆i) | ht(v, γi) = ei−k},
(5.29)
where k is the minimal positive integer satisfying λ = ζkei and for v ∈ Zn ∩ rel.int(∆i) we
denote by ht(v, γi) the lattice height of v from the base γi of ∆i.
Theorem 5.9 Let f be as above and λ ∈ C∗ \ {1}. Then we have
(i) The number of the Jordan blocks for the eigenvalue λ with the maximal possible size n
in Φ∞n−1 : H
n−1(f−1(R);C) ∼−→ Hn−1(f−1(R);C) (R≫ 0) is equal to ♯{qi | λdi = 1}.
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(ii) The number of the Jordan blocks for the eigenvalue λ with size n − 1 in Φ∞n−1 is
equal to
∑
i : λei=1 n(λ)i.
Proof. (i) By Theorem 5.7 (ii), the number of the Jordan blocks for the eigenvalue λ ∈
C∗ \ {1} with the maximal possible size n in Φ∞n−1 is
(−1)n−1en−1,n−1(χh(S∞f ))λ = (−1)n−1
l∑
i=1
en−1,n−1(χh((1− L)n−1 · [Z∗∆qi ]))λ (5.30)
=
l∑
i=1
e0,0(χh([Z
∗
∆qi
]))λ. (5.31)
Note that Z∗∆qi is a finite subset of C
∗ consisting of di points. Then (i) follows from
l∑
i=1
e0,0(χh([Z
∗
∆qi
]))λ = ♯{qi | λdi = 1}. (5.32)
The assertion (ii) can be proved similarly by expressing en−1,n−2(χh(S∞f ))λ +
en−2,n−1(χh(S∞f ))λ in terms of the 1-dimensional faces at infinity γi of Γ∞(f). ✷
Example 5.10 Let f(x, y) ∈ C[x, y] be a convenient polynomial whose Newton polyhe-
dron at infinity Γ∞(f) has the following shape.
 
1
(f)
4
0
2
5
Figure 13
Assume moreover that f is non-degenerate at infinity. Then by Libgober-Sperber’s
theorem (Theorem 3.6) the characteristic polynomial P (λ) of Φ∞1 : H
1(f−1(R);C) ∼−→
H1(f−1(R);C) (R≫ 0) is given by
P (λ) = (λ− 1)(λ4 − 1)(λ6 − 1)3. (5.33)
In particular, the total multiplicity of the roots −1 in P (λ) = 0 is 4. For λ ∈ C,
denote by H1(f−1(R);C)λ the generalized λ-eigenspace of the monodromy operator Φ∞1 at
infinity. First, by the monodromy theorem the restriction of Φ∞1 to H
1(f−1(R);C)1 ≃ C5
is semisimple. Moreover by Theorem 5.9 (i) the Jordan normal form of the restriction of
Φ∞1 to H
1(f−1(R);C)−1 ≃ C4 is 
−1 1 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (5.34)
In the same way, we can show that for λ = ζ6,
√−1, ζ3, ζ23 ,−
√−1, ζ56 the restriction of
Φ∞1 to H
1(f−1(R);C)λ is semisimple.
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Next we consider the number of the Jordan blocks for the eigenvalue 1 in Φ∞n−1. By
Proposition 2.9, we can rewrite Theorem 5.7 (iii) as follows. Denote by Πf the number of
the lattice points on the 1-skeleton of ∂Γ∞(f) ∩ Int(Rn+).
Theorem 5.11 In the situation as above, the number of the Jordan blocks for the eigen-
value 1 with the maximal possible size n− 1 in Φ∞n−1 is Πf .
Proof. For a face at infinity γ ≺ Γ∞(f), denote by Π(γ) the number of the lattice points on
the 1-skeleton of γ. Since for each face at infinity γ ≺ Γ∞(f) we have Π(∆γ)1− 1 = Π(γ)
(for the definition of Π(∆γ)1, see Section 2), the assertion follows from Theorem 5.7 (iii)
and Proposition 2.9. ✷
For a face at infinity γ ≺ Γ∞(f), denote by l∗(γ) the number of the lattice points on
the relative interior rel.int(γ) of γ. Then by Theorem 5.7 (iii) and Proposition 2.8, we
also obtain the following result.
Theorem 5.12 In the situation as above, the number of the Jordan blocks for the eigen-
value 1 with size n− 2 in Φ∞n−1 is equal to 2
∑
γ l
∗(γ), where γ ranges through the faces at
infinity of Γ∞(f) such that dimγ = 2 and rel.int(γ) ⊂ Int(Rn+). In particular, this number
is even.
From now on, we assume that any face at infinity γ ≺ Γ∞(f) is prime in the sense of
Definition 2.10 (i) and rewrite Theorem 5.7 (ii) and (iii) more explicitly. First, recall that
by Proposition 2.6 for λ ∈ C∗\{1} and a face at infinity γ ≺ Γ∞(f) we have ep,q(Z∗∆γ )λ = 0
for any p, q ≥ 0 such that p+ q > dim∆γ − 1 = dim γ. So the non-negative integers r ≥ 0
such that
∑
p+q=r e
p,q(Z∗∆γ )λ 6= 0 are contained in the closed interval [0, dimγ] ⊂ R.
Definition 5.13 For a face at infinity γ ≺ Γ∞(f) and k ≥ 1, we define a finite subset
Jγ,k ⊂ [0, dimγ] ∩ Z by
Jγ,k = {0 ≤ r ≤ dimγ | n− 2 + k ≡ r mod 2}. (5.35)
For each r ∈ Jγ,k, set
dk,r =
n− 2 + k − r
2
∈ Z+. (5.36)
Since for any face at infinity γ ≺ Γ∞(f) the polytope ∆γ is pseudo-prime in the sense
of Definition 2.10 (ii), by Corollary 2.15 for λ ∈ C∗ \ {1} and an integer r ≥ 0 such that
r ∈ [0, dimγ] we have
∑
p+q=r
ep,q(χh([Z
∗
∆γ ]))λ = (−1)dimγ+r+1
∑
Γ≺∆γ
dimΓ=r+1
{∑
Γ′≺Γ
(−1)dimΓ′ϕ˜λ(Γ′)
}
. (5.37)
For simplicity, we denote this last integer by e(γ, λ)r. Then by Theorem 5.7 (ii) we obtain
the following result.
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Theorem 5.14 In the situation as above, let λ ∈ C∗ \ {1} and k ≥ 1. Then the number
of the Jordan blocks for the eigenvalue λ with sizes ≥ k in Φ∞n−1 : Hn−1(f−1(R);C) ∼−→
Hn−1(f−1(R);C) (R≫ 0) is equal to
(−1)n−1
∑
γ
∑
r∈Jγ,k
(−1)dk,r
(
mγ
dk,r
)
· e(γ, λ)r +
∑
r∈Jγ,k+1
(−1)dk+1,r
(
mγ
dk+1,r
)
· e(γ, λ)r
 ,
(5.38)
where in the sum
∑
γ the face γ of Γ∞(f) ranges through those at infinity (we used also
the convention
(
a
b
)
= 0 (0 ≤ a < b) for binomial coefficients).
By combining the proof of [4, Theorem 5.6] and Proposition 2.14 with Theorem 5.7
(iii), if any face at infinity γ ≺ Γ∞(f) is prime we can also explicitly describe the number
of the Jordan blocks for the eigenvalue 1 in Φ∞n−1.
Finally to end this section, we prove a global analogue of the Steenbrink conjecture
proved by Varchenko-Khovanskii [48] and Saito [40]. We return to the general case.
Definition 5.15 (Sabbah [35] and Steenbrink-Zucker [44]) As a Puiseux series, we define
the spectrum at infinity sp∞f (t) of f by
sp∞f (t) =
∑
β∈(0,1]∩Q
[
n−1∑
i=0
(−1)n−1
{∑
q≥0
ei,q([H∞f ])exp(2π√−1β)
}
ti+β
]
+ (−1)ntn. (5.39)
When f is tame at infinity, by Theorem 4.5 we can easily prove that the support of
sp∞f (t) is contained in the open interval (0, n) and has the symmetry
sp∞f (t) = t
nsp∞f
(
1
t
)
(5.40)
with center at n
2
. From now on, we assume that f is convenient and non-degenerate at
infinity. In order to describe sp∞f (t) by Γ∞(f), for each face at infinity γ of Γ∞(f) let
sγ = ♯Sγ ∈ Z≥1 be the dimension of the minimal coordinate plane containing γ and set
Cone(γ) = R+γ. Next, let hf : Rn+ −→ R be the continuous function on Rn+ which is
linear on each cone Cone(γ) and satisfies the condition hf |∂Γ∞(f)∩Int(Rn+) ≡ 1. For a face at
infinity γ of Γ∞(f), let Lγ be the semigroup Cone(γ) ∩ Zn+ and define its Poincare´ series
Pγ(t) by
Pγ(t) =
∑
β∈Q+
♯{v ∈ Lγ | hf(v) = β}tβ. (5.41)
Theorem 5.16 Assume that f is convenient and non-degenerate at infinity. Then we
have
sp∞f (t) =
∑
γ
(−1)n−1−dimγ(1− t)sγPγ(t) + (−1)n, (5.42)
where in the above sum γ ranges through the faces at infinity of Γ∞(f).
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Proof. For β ∈ (0, 1] ∩Q and a face at infinity γ of Γ∞(f), set
Pγ,β(t) =
{∑∞
i=0 ♯{v ∈ Lγ | hf(v) = i+ β}ti+β (0 < β < 1),∑∞
i=0 ♯{v ∈ Lγ | hf(v) = i}ti (β = 1)
(5.43)
so that we have ∑
β∈(0,1]∩Q
Pγ,β(t) = Pγ(t). (5.44)
Then for β ∈ Q such that 0 < β < 1 and a face at infinity γ of Γ∞(f), by Theorem 2.7
and (2.20) we have
n−1∑
i=0
(−1)n−1
{∑
q≥0
ei,q(χh((1− L)mγ · [Z∗∆γ ]))exp(2π√−1β)
}
ti+β
= (−1)n−1−dimγtβ(1− t)mγ
∑
i≥0
ϕexp(2π
√−1β),dimγ+1−i(∆γ)t
i (5.45)
= (−1)n−1−dimγtβ(1− t)sγ−1−dimγ 1
t
∑
i≥0
ψexp(−2π√−1β),i+1(∆γ)t
i+1 (5.46)
= (−1)n−1−dimγtβ(1− t)sγ+1
∑
k≥1
l(k∆γ)exp(−2π√−1β)t
k−1 (5.47)
= (−1)n−1−dimγtβ(1− t)sγ
×(1− t){l(∆γ)exp(−2π√−1β) + l(2∆γ)exp(−2π√−1β)t + · · ·} (5.48)
= (−1)n−1−dimγ(1− t)sγPγ,β(t). (5.49)
Therefore, the assertion for the non-integral part of sp∞f (t) follows immediately from
Theorem 5.7 (i). Moreover, the integral part
n−1∑
i=0
(−1)n−1
{∑
q≥0
ei,q(χh(S∞f ))1
}
ti+1 + (−1)ntn (5.50)
of sp∞f is calculated as follows. For a face at infinity γ of Γ∞(f), we have
n−1∑
i=0
(−1)n−1
{∑
q≥0
ei,q(χh((1− L)mγ · [Z∗∆γ ]))1
}
ti+1
= (−1)n−1−dimγ(1− t)mγ
∑
i≥0
{
(−1)i
(
dimγ + 1
i+ 1
)
+ ϕ1,dimγ+1−i(∆γ)
}
ti+1 (5.51)
= (−1)n−1−dimγ(1− t)sγ−1−dimγ
{
−(1 − t)dimγ+1 + 1 +
∑
i≥0
ψ1,i+1(∆γ)t
i+1
}
(5.52)
= (−1)n−1−dimγ(1− t)sγ−1−dimγ
×
[
− (1− t)dimγ+1 + (1− t)dimγ+2 {l(0)1 + l(∆γ)1t+ l(2∆γ)1t2 + · · ·} ](5.53)
= (−1)n−dimγ(1− t)sγ + (−1)n−1−dimγ(1− t)sγPγ,1(t). (5.54)
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Summing up these terms over the faces at infinity γ of Γ∞(f), we obtain
n−1∑
i=0
(−1)n−1
{∑
q≥0
ei,q(χh(S∞f ))1
}
ti+1 =
∑
γ
(−1)n−1−dim γ(1−t)sγPγ,1(t)+(−1)n+1tn+(−1)n.
(5.55)
This completes the proof. ✷
A Appendix by Claude Sabbah
In this appendix, we prove Theorems 4.5 and 4.6 of the main article.
A.1 Symmetry of Hodge numbers
Let U be a smooth affine complex variety and let OHU denote the mixed Hodge module
also denoted by QHU in [41] (we change the notation because we will mainly work with
filtered D-modules). We set n = dimU and m = n− 1. Let D be the duality functor of
algebraic mixed Hodge modules. We have DOHU ≃ OHU (n).
Let f : U → A1 be a regular function. We denote by f∗, f! be the push-forward and
proper push-forward functors (mainly used at the level of filtered D-modules), where
f! = Df∗D (cf. [41, (4.3.5)]).
Let t be the coordinate on A1. We will also use the nearby cycle functor ψ1/t, that we
decompose as ψ1/t = ψ1/f,1 ⊕ ψ1/f, 6=1 with respect to the eigenvalues of the monodromy.
We have the following commutation relations in MHM(A1) (cf. [41, Prop. 2.6]):
ψ1/tD = (Dψ1/t)(1).
According to the previous relations, we have
ψ1/t(H
0f!O
H
U ) ≃ ψ1/t(DH 0f∗DOHU ) ≃ D
(
ψ1/t(H
0f∗OHU )
)
(−m).
We denote by hp,q! the Hodge numbers of the left-hand term, and by h
p,q
∗ those of
ψ1/t(H
0f∗OHU ). We then get
∀p, q ∈ Z, hp,q! = hm−p,m−q∗ , (!∗)
or equivalently, for each eigenvalue α ∈ exp(2πiQ),
∀p, q ∈ Z, hp,q!,α = hm−p,m−q∗,α−1 = hm−q,m−p∗,α , (!∗)α
according to the behaviour of eigenvalues by duality and complex conjugation, if we note
that α−1 = α for α ∈ exp(2πiQ). From now on, we assume that f is cohomologically
tame, in the sense of [37]. If U = An and n > 2, ψ1/t, 6=1(H kf!OHU ) = 0 for k 6= 0 (see
[37, Rem. 10.3] for H kf∗ and use duality). Therefore, using the notation ep,q of (2.8)
and (2.9) in the main part of the article, we have ep,q6=1 = h
p,q
!, 6=1, and we wish to show the
symmetry hp,q!,α = h
m−p,m−q
!,α for α 6= 1. If α = 1, the point is to show the symmetry
hp,q!,1 = h
m−1−p,m−1−q
!,1 , since f!O
H
U has cohomology in degrees 0 and m at most and H
m has
rank one. By (!∗)α, these symmetries are equivalent to hp,q∗,α = hm−p,m−q∗,α for α 6= 1, and
hp,q∗,1 = h
m+1−p,m+1−q
∗,1 . Both are a direct consequence of the following proposition, since N˜
is a morphism of type (−1,−1).
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Proposition A.1 The weight filtration on ψ1/t,1(H
0f∗OHU ) (resp. on ψ1/t, 6=1(H
0f∗OHU ))
is equal to the monodromy filtration of the nilpotent part of the monodromy, centered at
m+ 1 (resp. m).
Notice also that Theorem 4.6 of the main article is a consequence of this statement.
One can obtain the proposition as a consequence of Theorem 13.1 in [37], but we will
propose another proof, which avoids the main results of [37] related to Fourier transform,
Brieskorn lattices and spectrum at infinity.
Let us first treat the case α 6= 1. Let F : X → C be a compactification of f with
no vanishing cycle for QU on X r U (tameness), and let ICX(QU ) be the intersection
complex of X . It corresponds to a pure Hodge module j!∗OHU , according to M. Saito, and
H 0F∗(j!∗OHU ) is pure. Moreover, we have two morphisms in MHM(A
1)
H
0f!O
H
U −→ H 0F∗(j!∗OHU ) −→ H 0f∗OHU
and for each morphism, the kernel and cokernel (in MHM(A1)) are constant mixed Hodge
modules.
It follows that the computation of ψ1/t, 6=1H 0f∗OHU or ψ1/t, 6=1H
0f!O
H
U (where t is the
coordinate on A1) coincides with the computation of ψ1/t, 6=1H 0F∗(j!∗OHU ). There, we can
apply the properties of pure Hodge modules and get that the weight filtration is the
monodromy filtration shifted by m, according to [39]. The case α = 1 will occupy the
next sections.
A.2 A preliminary result
Let H be a finite dimensional vector space equipped with a nilpotent endomorphism
N˜. We denote by M(N˜, H)• the monodromy filtration of N˜ on H (centered at 0), so
that N˜(M(N˜, H)k) ⊂ M(N˜, H)k−2 for any k ∈ Z and, for any ℓ ∈ N∗, N˜ℓ induces an
isomorphism gr
M(N˜,H)
ℓ H
∼−→ grM(N˜,H)−ℓ H .
The space H/ImN˜ is naturally decomposed into primitive subspaces P0(H, N˜)⊕ · · · ⊕
Pℓ(H, N˜) ⊕ · · · , and the filtration induced by M(N˜, H)• on H/ImN˜ is the filtration by
the degree of the primitive part. The following is straightforward, by using the Jordan
normal form for instance.
Lemma A.2 Let L•H be an increasing exhaustive filtration of H such that L−2 = 0 and
L−1H = ImN˜. Then the following properties are equivalent:
(a) M(N˜, H)• is equal to the monodromy filtration of N˜ relative to L•H,
(b) for k > 0, LkH = M(N˜, H)k + ImN˜.
A.3 Vanishing of hypercohomology
Let M be a regular holonomic D-module on the affine line A1 with coordinate t. The
following operation defines a new regular holonomic D-module M˜ such that the de Rham
hypercohomology H∗(A1,DR(M˜)) is zero. Note that, because we work with regular
holonomic D-modules, there is no difference between the algebraic and the analytic
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de Rham hypercohomologies. Working with C[t]〈∂t〉-modules, this amounts to asking
that ∂t : M˜ → M˜ is bijective. This can easily be realized by the following operation:
M˜ = C[∂t, ∂
−1
t ]⊗C[∂t] M,
but this operation is not easily extended to mixed Hodge modules, which is our main
purpose.
We will now consider the C[t]〈∂t〉-module C[∂t, ∂−1t ] as a mixed Hodge module, and
we will denote it C[∂t, ∂
−1
t ]
H. It is constructed as follows. Firstly, as a C[t]〈∂t〉-module,
we have a natural exact sequence
0 −→ C[∂t] −→ C[∂t, ∂−1t ] −→ C[t] −→ 0
by presenting C[∂t, ∂
−1
t ] as C[t]〈∂t〉/(t∂t + 1). Denoting by j : (A1)∗ = A1 r {0} →֒ A1 the
open inclusion and by i : {0} →֒ A1 the complementary closed inclusion, it corresponds
to the mixed Hodge module j!O
H
(A1)∗ . The previous exact sequence is the weight exact
sequence:
W0(j!O
H
(A1)∗) = i∗Q
H
0 , gr
W
1 (j!O
H
(A1)∗) = O
H
A1 .
(Recall that, in the theory of mixed Hodge modules, OHA1 has weight dimA
1 = 1).
If M is a regular holonomic DA1-module, we thus set
M˜ = H 0s∗(M ⊠ j!O(A1)∗)
where s : A1 × A1 → A1 is the sum function (x, y) 7→ x+ y and the direct image is taken
in the sense of D-modules. Similarly, if M is a mixed Hodge module, we can regard the
previous definition within the frame of mixed Hodge modules and define M˜ as a mixed
Hodge module. We have a natural morphism M → M˜ , whose kernel and cokernel are
constant mixed Hodge modules.
Let us assume that M is a pure Hodge module on A1, of weight w. Then its image in
M˜ is also a pure of weight w, and we still denote it by M . In other words, we will assume
that M has no constant submodule. Then we have an exact sequence in MHM(A1):
0 −→M −→ M˜ −→M ′′ −→ 0 (A.1)
and M ′′ is constant and has weights > w + 1.
A.4 Nearby cycles
The exact sequence (A.1) induces an exact sequence of mixed Hodge structures after
taking nearby cycles at infinity:
0 −→ ψ1/t,1M −→ ψ1/t,1M˜ −→ ψ1/t,1M ′′ −→ 0.
The weight filtration on ψ1/t,1M is the monodromy filtration of the nilpotent part N of
the monodromy at infinity, centered at w − 1, that we write M(N, ψ1/t,1M)[w − 1]•. The
weight filtration W• of ψ1/t,1M˜ is the monodromy filtration of N˜ on ψ1/t,1M˜ relative to
the filtration L• induced by W•+1M˜ . Lastly, M
′′ is constant, so N′′ = 0 on ψ1/t,1M ′′ and
the weight filtration W•ψ1/t,1M
′′ is equal to ψ1/t,1W•+1M ′′.
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Proposition A.3 Under these assumptions, the weight filtration W• on ψ1/t,1M˜ is equal
to the (absolute) monodromy filtration M(N˜)[w]• of N˜ centered at w, and L• is given by
Lemma A.2, up to a shift by w.
Proof. We will show that the filtration L•ψ1/t,1M˜ defined above satisfies the assumption
of Lemma A.2 (up to a shift by w) and that M(N˜)[w]• is the weight filtration of ψ1/t,1M˜ .
Therefore, the property A.2(a) will be fulfilled, and thus the filtration L• satisfies A.2(b).
Let us first give some properties of the filtration L•. In the exact sequence (A.1), the
weight filtration of M˜ satisfies Ww−1M˜ = 0, WwM˜ = M and M ′′ has weights > w + 1.
Each Wk+1M
′′ (k > w) is a constant Hodge module, which is completely determined by
WkH
−1(A1,DR(M ′′)) (where the D-module convention is used for the de Rham complex,
that is, DR(M ′′) has terms in degrees −1 and 0). Since M˜ has no global hypercohomology,
we have an isomorphism of mixed Hodge structures
H
−1(A1,DRM ′′) ∼−→H0(A1,DRM).
The mixed Hodge structure on H0(A1,DRM) is described as follows. It has weights > w.
Let us denote by Mmin the minimal extension of M by the inclusion j : A1 →֒ P1 and by
M the maximal extension j∗M . Then Mmin is a pure Hodge module of weight w on P1,
and
grWw H
0(A1,DRM) =WwH
0(A1,DRM) = H0(P1,DRMmin) ⊂H0(A1,DRM).
The quotient Hodge structure H0(A1,DRM)/WwH
0(A1,DRM) is identified with
H
0(P1,DR(M /Mmin)). Note that M /Mmin is supported at infinity, and is identified
with the direct image by the inclusion∞ →֒ P1 of φ1/t,1(M /Mmin). Moreover, φ1/t,1Mmin
is identified with ImN : ψ1/t,1Mmin → ψ1/t,1Mmin(−1) (cf. [39, Lemme 5.1.4]) and, since
ψ1/t,1Mmin → ψ1/t,1M and var : φ1/t,1M → ψ1/t,1M (−1) are isomorphisms compatible
with N, we get an identification of φ1/t,1(M /Mmin) with cokerN : ψ1/t,1M → ψ1/t,1M(−1).
The graded pieces are thus given by
grWw+k+1H
0(A1,DRM)
∼−→ Pk(N, ψ1/t,1M)(−1), ∀k > 0.
(Recall that ψ1/t,1M is a mixed Hodge module having weight filtration given by
W•ψ1/t,1M = M(N)[w − 1]•; then ψ1/t,1M(−1) is a mixed Hodge module with
W•ψ1/t,1M(−1) = M(N)[w + 1]•.)
This computation gives the weight filtration on H−1(A1,DRM ′′), and thus on M ′′
since this is a constant Hodge module:
Ww+1M
′′ = H0(P1,DRMmin)⊗C C[t]H,
grWw+k+2M
′′ ≃ Pk(N, ψ1/t,1M)(−1)⊗C C[t]H, ∀k > 0.
As a consequence, we get
grLwψ1/t,1M˜ = gr
W
w ψ1/t,1M
′′ ≃H0(P1,DRMmin),
grLw+k+1ψ1/t,1M˜ = gr
W
w+k+1ψ1/t,1M
′′ ≃ Pk(N, ψ1/t,1M)(−1), ∀k > 0. (A.2)
On the other hand,
Lw−1ψ1/t,1M˜ = grLw−1ψ1/t,1M˜ = ψ1/t,1M.
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Proof that Lw−1ψ1/t,1M˜ = ImN˜
Since N′′ = 0, we have ImN˜ ⊂ ψ1/t,1M = Lw−1ψ1/t,1M˜ . We will prove equality by an
argument of Fourier transform. Recall that the Fourier transform FM of M is a C[τ ]〈∂τ 〉-
module, through the correspondence C[τ ]〈∂τ 〉 ∼−→ C[t]〈∂t〉, τ 7→ ∂t, ∂τ 7→ −t.
Lemma A.4 There is a functorial isomorphism
(φτ,1
FM, FN)
∼−→ (ψ1/t,1M,N) (A.3)
for any regular holonomic C[t]〈∂t〉-module M .
Proof. This is “well-known”. The proof of [36, Prop. 4.1(ivb)] can be adapted to D-
modules to show that a similar assertion holds on the product space P1t × A1τ for the
pull-back p∗M of M twisted by the exponential D-module E −tτ (kernel of the Laplace
transform). Applying direct image by the projection q : P1t × A1τ → A1τ and the compati-
bility of the functor φτ,1 with direct images (cf. e.g. [29]), we obtain (A.3), since
FM can
also be computed as H 0p∗(p∗M ⊗ E −tτ ). ✷
Notice that FM˜ is the localization with respect to τ of FM . Then the natural map
ψ1/t,1M → ψ1/t,1M˜ is identified with the natural morphism (variation) φτ,1FM → ψτ,1FM
via the commutative diagram:
ψ1/t,1M

φτ,1
FM∼oo
varτ
//

ψτ,1
FM
≀

ψ1/t,1M˜ φτ,1
FM˜∼oo varτ
∼
// ψτ,1
FM˜
The point is now thatM is a semi-simple C[t]〈∂t〉-module, as it underlies a pure Hodge
module. Moreover, the natural morphism from FM to its localization FM˜ is injective.
Therefore, FM is a semi-simple C[τ ]〈∂τ 〉-module and has no submodule supported on
τ = 0. Hence, the dual C[τ ]〈∂τ 〉-module satisfies the same properties, and therefore is
included in its localization at τ = 0. As a consequence, FM is a minimal extension at
τ = 0 (i.e., has no sub or quotient module supported at τ = 0), which implies that
φτ,1
FM ≃ Im(FN : ψτ,1FM → ψτ,1FM) (cf. [39, Lemme 5.1.4]), and using the previous
diagram, this is equivalent to φτ,1
FM ≃ Im(FN˜ : φτ,1FM˜ → φτ,1FM˜). Taking the inverse
isomorphism (A.3) gives the assertion. ✷
Purity of gr
M(N˜)
ℓ ψ1/t,1M˜ for ℓ 6= 0
According to [39, Lemme 5.1.12], varτ is strictly compatible with the monodromy filtration
after a shift by −1. Using the previous commutative diagram, we conclude that the same
property holds for the inclusion ψ1/t,1M → ψ1/t,1M˜ . On the other hand, M−1(N˜) ⊂
ImN˜ = ψ1/t,1M . Therefore, the previous inclusion induces isomorphisms
gr
M(N)
ℓ+1 ψ1/t,1M
∼−→ grM(N˜)ℓ ψ1/t,1M˜ (A.4)
for each ℓ 6 −1. Remark now that such morphisms underly morphisms of mixed
Hodge structures, since M• is a filtration by mixed Hodge structures. By strictness,
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the corresponding morphisms of mixed Hodge structures are isomorphisms. Since the
left-hand term is pure of weight w + ℓ, the right-hand term is so. Lastly, since
N˜ℓ : gr
M(N˜)
ℓ ψ1/t,1M˜
∼−→ grM(N˜)−ℓ ψ1/t,1M˜(−ℓ) is an isomorphism of mixed Hodge structures,
we conclude that gr
M(N˜)
ℓ ψ1/t,1M˜ is pure of weight w + ℓ for ℓ > 1. ✷
Dimension of grWw+ℓψ1/t,1M˜
We now consider the weight filtration W•ψ1/t,1M˜ of the mixed Hodge structure ψ1/t,1M˜ .
We claim that
∀ℓ, dim grWw+ℓψ1/t,1M˜ = dimgrM(N˜)ℓ ψ1/t,1M˜. (A.5)
Notice that, since both filtrations are exhaustive, it is enough to prove the claim for ℓ 6= 0.
Assume first that ℓ 6 −1. On the one hand, we have by (A.4)
dim gr
M(N˜)
ℓ ψ1/t,1M˜ = dimgr
M(N)
ℓ+1 ψ1/t,1M = dimgr
W
w+ℓψ1/t,1M.
On the other hand, since W•ψ1/t,1M
′′ = L•ψ1/t,1M ′′ and Lw+ℓψ1/t,1M ′′ = 0 for ℓ 6 −1,
the natural morphism
Ww+ℓψ1/t,1M −→Ww+ℓψ1/t,1M˜ (A.6)
is an isomorphism, hence the assertion for ℓ 6 −1. Assume now that ℓ > 1. We have
dim grWw+ℓψ1/t,1M˜ = dimgr
W
w+ℓψ1/t,1M + dim gr
W
w+ℓψ1/t,1M
′′
= dimgr
M(N)
ℓ+1 ψ1/t,1M + dimPgr
M(N)
ℓ−1 ψ1/t,1M
= dimgr
M(N)
ℓ−1 ψ1/t,1M.
On the other hand,
dim gr
M(N˜)
ℓ ψ1/t,1M˜ = dimgr
M(N˜)
−ℓ ψ1/t,1M˜
= dimgr
M(N)
−ℓ+1ψ1/t,1M = dim gr
M(N)
ℓ−1 ψ1/t,1M,
so (A.5) is proved. ✷
End of the proof of Proposition A.3
The purity of gr
M(N˜)
ℓ ψ1/t,1M˜ shows that W• induces the trivial filtration with one jump
from w + ℓ− 1 to w + ℓ on grM(N˜)ℓ ψ1/t,1M˜ , for ℓ 6= 0. In particular, for ℓ 6= 0,
Ww+ℓ−1 ∩M(N˜)ℓ ⊂ M(N˜)ℓ−1. (A.7)
Let ℓo ≫ 0 be such that Ww+ℓo = M(N˜)ℓo = ψ1/t,1M˜ . Then (A.7) shows that
Ww+ℓo−1 ⊂ M(N˜)ℓo−1, and (A.5) for ℓ = ℓo implies equality. A similar argument can
be applied by decreasing induction up to ℓ = 1, giving Ww+ℓ = M(N˜)ℓ for any ℓ > 0.
Assume now that ℓ 6 −1. Then (A.6) shows that Ww+ℓ = M(N˜|ImN˜)ℓ+1. It is easy to
check that this is nothing but M(N˜)ℓ. ✷
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A.5 End of the proof of Proposition A.1
Recall that we assume that U = Cn. Let us first show that, if we set M = H 0F∗(j!∗OHU ),
which is a pure Hodge module of weight n, according to M. Saito [39], we have H 0f∗OHU ≃
M˜ as a mixed Hodge module. Indeed, by functoriality of the ˜ operation, we have
commutative diagram in MHM(A1t):
M a //

H 0f∗OHU
b

M˜
a˜
// H˜ 0f∗OHU
Since the kernel and the cokernel of a are constant, a˜ is an isomorphism, and since the
operator ∂t is invertible on H
0f∗OU , b is an isomorphism. As a consequence, Proposition
A.3 applies to H 0f∗OHU . ✷
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