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Resumo
Este anigo apresenta um levantamento de alguns métodos e implementaçõcs de
multiplicação e divisão aplicáveis na unidade aritmética inteira ou ponto flutuante
de microprocessadores. O anigo também apresenta uma análise qualitativa e discute
as principais vantagens e desvantagens de cada um dos métodos em relação aos
demais.
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Para otimizar o uso das unidades funcionais, algU:1S
destes RISCs superescalares empregam hardware
1. Introdução especializado na unidade aritmética inteira para
-implementar as instruções de multiplicação e divis.1o.
Apesar de já ter sido mostrado que RISCs de uso Desta forma o compilador pode escalonar diversas
geral n:io demandam a existência de instruções de operações de ponto flutuante para serem executadas
multiplicJçllo e divisão rápidas, existem muitJs concorrentemente com operações aritméticas inteiras.
aplicJções, numericamente intensivas (e.g. Obviamente, isto só é possível graças à
computação gráfica. processamento de sinais. CAD), disponibilidade de área.
que podem se beneficiar significativamente da
existência de um hardware especializado para Na implementação de um circuito integrado. existem
executar tais instruções eficientemente. sempre compromissos entre velocidade, potência, e
área. Por esta razão, os métodos aqui discutidos
Alguns processadores RISC utilizam a unidade de tentam sempre levar em consideração estes aspectos.
ponto flutuante para executar as instruções de
multiplicação e divisão inteira [I]. Outros
implementam um supone básico na unidade 2. Multiplicação
aritmética inteira, que geralmente consiste em passos
de instruções de multiplicação e divisão, para
executar estas instruções [2,3]. Existem ainda aqueles 2.1. Introdução
que recorrem ao compilador para identificar algumas
.constantes e acelerar alguns casos [4]. No método padrão de somas e deslocamentos, cada
Microprocessadores utilizados em processamento de bit do multiplicador gera um múltiplo do
sinais (DSP) apresentam soluções ainda mais radicais, multiplicando a ser adicionado ao produto parcial.
tais como multiplicadores combinacionais, para Quando o multiplicador é muito largo, isto significa
acelerar a execução de operações aritméticas [5]. que um grande número de multiplicandos tem que ser
adicionados. O tempo de execução de uma instruç~o
Com o aumento da densidade de integração. tem sido de multiplicação é determinado principalmente pelo
possível colocar mais unidades funcionais nos número de adiçoes a serem realizadas. Ponanto, é
circuitos imcgrados. Um exemplo disto tem sido os desejável reduzir o número de múltiplos do
microproccssadores superescalares, que podem multiplicando, e consequentemente o número de
executJr diversJs instruções simultaneamente [6]. produtos pJrciais.
Já foram dcsenvolvidos métodos para reduzir o Cada passo da multiplicação consiste na
número dc produtos parciais, e estes se enquadram decodificação de três bits (i+I. i. i-I ), seguido pela
nos esquemas de recodificação de números com sinal adição da versão apropriada do multiplic:mdo, e o
[7]. O algoritmo de BooLh modificado é um dcstes dcslocamento à direita do multiplicador de duas
métodos e codifica os bits do multiplicador de tal posições.
forma que o número de produtos parciais necessário
é somente metade do requerido no método tradicional É possível reduzir ainda mais o número de produtos
de somas e deslocamentos. parciais, e em consequência acelerar a multiplicação,
empreg:mdo métodos de multiplicação que :malisem
O algoritmo de Booth aumenta a velocidade da mais do que três bits do multiplicador. No entanto,
multiplicação, pul:mdo os Is do multiplicador. O estes métodos requerem a formação de múltiplos do
acréscimo de velocidade depende da configuração de multiplic:mdo não triviais. Consequente~ente, tais
bits do, multiplicador. Usando a técnica da técnicas não são apresentam boa relação custo-
recodificação de pares de bits, é possível acelerar a desempenho.
multiplicação de tal forma que no máximo n/2
produtos parciais sejam gerados para um 2.2. Circuito de Multiplicação Sequencial
multiplicador com n bits. Esta técnica permite Simples
multiplicar. diretamente, dois números em
complemento a dois. independcntemente dos sinais Um dos circuitos mais simples e diretos para
dos d~is número~. Em outras palav~as: não há implementar a técnica da recodificação de pares de
necessidadc de pre-complementar o multiplicador ou bits discutida acima é ilustrado na fiwra I.
pós-complcmentar o produto. O produto estará na Essencialmente. é o mesmo hardware que é usado
represe~taçãO compl~m~nto-a dois. Isto,implica que para implementar o método padrão de somas e
a velocidade da multlpllcaçao aumentara em quase 2 deslocamentos. A principal diferença é que três bits
'. ~~.zes, em relação ao método tradicional de somas e do multiplicador são decodificados para selecionar os
.'~iocamentos. múltiplos do multiplic:mdo a serem adicionados. Uma
característica importante deste método é que os
Esta ,técnica é deriv~da do ~étodo de B~oth, o qual múltiplos do multiplic:mdo a serem usados (Ox. I x.
considera uma cadela de I s como a diferença de 2x. -Ix. -2x) são fáceis de gerar. O número de ciclos
dois números e foi o~ginalmente p~oposta ,por de relógio (ou passos) necessários para efetuar a
~a~Sorley [8.]. A propnedade da c~dela de 1 s ,é operação de multiplicação é igual a nJ2, onde n é o
mdlcada abaixo, onde k é o numero de I s número de bits do multiplicador.
consecutivos e i é a posição do 1 mais à direita na
cadeia .de. l's -em consideração. AE~ outras ,palavras, A principal vantagem deste método é que sua
a mulupllcaçao por ~ma se.quencia de I. s- requer implementação requer uma área modesta. Isto se deve
somente uma subtra~a?, ao Invés de k adlço~s. No ao fato de que são sàmente necessários um somador
caso geral, o muluplicador pode conter diversas de (n+ I) bits, um multiplexador e um
cadeias de l's de tamanho variável; assim sendo, a complementador, conforme ilustrado na figura I.
propriedade da cadeia de 1 's descrita abaixo tem que
ser estendida.
2.3. Circuito de Multiplicação Sequencial
2(i+k)-2i=2(i+k-i)+2(i+k-2)+...+2(i+l)+2i Usando uma Tabela
Neste método é utilizada uma pequena tabela, que
A técnica da recodificação de pares de bits (ou pode ser implementada com. registros o,u .memória
algoritmo de Booth modificado) estende a RA~, .e que armazena diversos mulU~los do
propriedade da cadeia acima verificando pares de bits mulUpllCand? .[9]. Este método é uma vanante do
do multiplicador, em conjunto com o bit que está à ~étodo tradi.Cional de so~as e deslocamentos.de 1
direita do par de bits em an.'ilise. Cada grupo de três blt. Nesta l~plementaça.O, .O produto parc:al é
bits do multiplicador é decodificado de acordo com deslocado 3 bits para a dlrelta, após a operaçao de
a tabela 1. ' soma. Isto permite reduzir o número de passos da
multiplicação para n/3 (n = número de bits do
multiplicador) e consequentemente acelerar a
multiplicação. em relação ao método anterior. As em VLSI.
principais desvantagens consitem no fato de ser
necessário gerar os diversos ml.íltiplos do Em [12] discute-se o projeto de um multiplicador
multiplic.mdo. antes de iniciar a multiplicação. e a paralelo que utiliza o método de Booth modificado
área adicional necessária para armazená-Ios. para implementar um multiplicador em forma
matricial. O método de Booth modificado permite
2.4 Multiplicação Sequencial Usando implementar um multiplicador com aproximadamente
Diversos Somadores em Cascata metade do número de produtos parciais de um
multiplicador matricial standard.
Uma boa solução de compromisso entre área e ° ° ° .
l °d ' d é t .l ° d o ers o .somadores em cascata A figura 3 Ilustra O esquema básIcO do multlpllcador
veoclae.ullzarlv s .° ° ")] '1' 1 0 ;(. d l . l .-
implementando um multiplic:ldor iterativo. tal como dIscutIdo em [1... o u tlmo estuglo a mu tlp Icaçao
tem sido empregado em .alguns processadores RISC é ~ormalmente em~regado um somador complcto
e até mcsmo em c6-processadores de ponto flutuante rápIdo de 2n blts. ?eralmente. um soma?or
[10]. Utilizando pipelining. é possível utilizar empregando uma cadela de va,l. um -d.O otlpo
diversos somadores do tipo Carry Save Adder (CSA). Mancheste-r (Manch~ster Car? Ch~m). com smals de
pois os bilS vai um gerados em cada iteração são Propagaçao. Geraçao e Nulificaçao.
adicionados no passo seguinte. Estes somadores são. .-
mais simples do que os somadores completos 3. Dlvlsao
tradicionais. pois não levam em consideração o vai
um do estágio anterior. e consequentemente requerem 3.1. Introdução
menos áre:l para sua implementação. O diagrama em
blocos da figura 2 ilustra este tipo de multiplicador. Na maioria das aplicações. a divisao é a instrução
Em [10] é dcscrita a implemcntação de uma unidade menos utilizada dentre as instruções de ponto
de ponto flutuante que implementa um multiplicador flutuante básicas e certamente também é a mais
de 64 bilS por 64 bits. segundo este método. difícil de acelerar. A principal consequência destcs
fatos tem sido que. no passado. o seu tempo de
2.5. Multiplicação Paralela execução tem sido normalmcnte muito maior do que
aquele da multiplicação e adição. No entanto. existcm
Quando o principal objetivo é obter velocidade na diversas aplicações para as quais um tempo de
multiplicação. os circuitos multiplicadores paralelos. divisão significativamente mais longo do que as
ou também chamados combinacionais. são a opção outras instruções é inaceitável. Isto pode ocorrer. por
mais utilizada. A literatura descreve a implementação exemplo. em sistemas de tempo real. onde é
de diversos multiplicadores deste tipo. seja como mandat6rio minimizar o tempo de resposta das
unidadcs autônomas. ou incorporados em interrupções e onde não seja possível subdividir a
processadores especializados (principalmente instrução de divisão. Em outros casos. como por
processadores de sinais -DSPs) [5.7.11 ]. .exemplo na operação de recorte (clipping)
tridimensional em computação gráfica. pode ser
O tempo de multiplicação é proporcional ao número necessário evitar um gargalo no pipeline gráfico.
de adiçõcs. pois os tempos de geração e de causado pela lentidão da operação de divisão.
propagação do bit de soma e de vai um dominam o Portanto. para as aplicações que são sensíveis à
tempo de operação. Portanto. um dos aspectos mais velocidade da instrução mais lenta. é importante
.importantes no projeto de um multiplicador deste tipo acelerar a operação de divisão.
é a redução do número de adições. Bàsicamente.
existcm duas maneiras de atingir esse objctivo. A Alguns microprocessadores RISC suportam operações
primcira maneira é reduzir o número de produtos de divisão inteira. provendo instruções que são
parciais a serem adicionados e a segunda maneira é passos do algoriuno de divisão básico e geralmente
reduzir o número de estágios somadores. O método geram um bit do quociente em cada iteração [2.3]0
de Booth pode ser utilizado para implementar o Em outros [ I ]. a operação de divisão (inteira ou
circuito da primeira maneira e a árvore de Wallace flutuante) é executada pela unidade de ponto
da segunda maneira [7.9]. Entretanto. a árvore de flutuante.
Wallace apresenta uma regularidade muito pobre. e
por essa razão O método tein sido pouco empregado
3.2. Divisão Sequencial pelo Método de portas lógicas. Dcsta forma, o tcmpo gasto na
Subtração e Deslocamento operação dc divisão é substancialmcnte reduzido.
com Pseudo Restauração
3.3. Divisão por Convergência
Este é o método mais comumemente encontrado em
microprocessadores. A divisão, sem sinal. é efetuada
em passos de instruções, gerando um bit do Este método de divisão é baseado em multiplicações
quocicnle de cada vez. Operandos com sinal tem que suc~ssivas e pressupõe o uso de um multiplicador
ser prcviamente convertidos para positi\'o e o rápido, tal como um multiplicador paralelo.
resultado tem que ser novamente convertido, ou não, Basicamente. há dois tipos de métodos de divisão
dependendo do sinal rclativo dos operandos. multiplicativos e ambos emprcgam o hardware da
multiplicação para executar a operação de divisão
A divisão é realizada mediante subtraçõcs sucessivas alravés de convergcncia [7,9].
do divisor do resto parcial deslocado. Se o resultado
desta subtração for positivo, ele é deslocado e O primeiro método rcaliza a divisão gerando o
carregado novamenle no registro do resto parcial. inverso do divisor através de um processo iterativo e
Entrctanto. se o resullado é negativo. o resto parcial então multiplicando do dividendo por este inverso
anterior é dcslocado à esquerda e carregado no para assim obter o quociente. Portanto, para avaliar
registro do rcsto parcial (pseudo-restauração). A A/8 I é necessário computar A(I/8). O .método
implemcntação dcste método é ilustrada na figura 4. iterativo de Newton-Raphson é utilizado para calcular
A delccção de transbordo pode ser implementada 1/8. Este método converge quadraticamente para o
facilmente, testando o sinal do quociente da divisão quociente. A principal desvantagem deste método é
sem sinal. Se for obtido um quociente negativo a necessidade de se tcr uma ROM suficientemente
dessa divisão sem sinal é porque houve um grande para obter uma boa primeira aproximação cio
transbordo. quociente, de forma a convergir em poucas iterações.
As principais vantagens deste método consistem na O segundo método multiplicativo consiste em
simplicidade e no reduzido hardware necessário para multiplicar tanto numerador como denominador pela
sua implementação. Objetivando economizar área de mesma sequência de fatores de convergencia, até que
silício, a maioria dos processadores RISC usa a ULA o denominador tenda a 1. O numerador resultante da
da unidade arilmética inteira para realizar a subtração. operação é o quociente. Da mesma forma que o
método anterior, este método também conver~e
As principais desvantagens do método são o fato de quadraticamente em direção ao quociente. De fo~a
só prover um bit de quociente por iteração e não lidar análoga ao método anterior, a principal desvantagem
com números negativos. O número de passos é a necessidade de se ter uma ROM grande. A outra
necess~írios para a conversão de sinal e detecção de desvantagem está no fato de serem necessárias duas
transbordo é uma pane significativa do algoritmo. multiplicações em cada iteração.
No caso do microprocessador descrito em [2],
aproximadamente 430/c dos passos necess:írios para
realizar uma divisão (64 por 32 bits) são passos de 3.4. Divisão Num só Ciclo Usando uma
convers~o de sinal e detecção de transbordo, ou seja, ROM ou uma Matriz de Lógica
..não realizam nenhuma tarefa de divisão.
Em [!2] d!scute-se um~ vari~~e-da im~lementaçãO É possível realizar a divisão de números pequenos
d,escnta acima, que realiza a dlvlsao de numeros com (menos de 18 bits) num só ciclo de relóQ:io,
SInal, a um custo de hardware adicional baixo e torna utilizando uma tabela grande (em ROM), contendo o
os pas.sos de c.onversão. de sinal transparen.tes. O inverso do divisor, e um multiplicador paralelo. ESte
mecanIsmo básicO é realizar a conversão de SInal on- método foi utilizado em algumas aplicações [14] que
the-fly, ~uandO.OS operandos Sã~ carreg~dos e quando não requeriam números muito grandes, mas que
o ~~sult.ldo é lido. Este mecanIsmo é Implementado demandavam uma operação de divisão extremamer.:e
~liliz~lndo um mu~tiplexador de n b~ts de 3: 11 n rápida. É possível reduzir o tamanho da tabela para
InVerSOres, um melo-somador de n blts e algumas processar os bits menos significativos do divisar,
utilizando interpolação lincar. A principal que usa base inferior a 4.
dcsvant~lgcm do mctodo está no tamanho da ROM
ncccssária. Por exemplo. para detcrminar o invcrso de Ainda usando base 2. uma outra forma de acelerar a
um divisor dc 16 bils com sinal. são ncccssárias duas divisão é utilizar diversas unidadcs em cascata.
ROMs: uma de 8K x 16 bils e outra dc 512 x S bits conforme ilustrado na figura 5. Neste caso. a
[14]. aceleração é conseguida ao custo do hardware
adicional necessário.
3.5. Divisão SRT
3.6. Divisão SRT usando Base 4
ou Base 8
O mctodo dc divisão SRT foi dcscnvolvido
indcpcndcntemcnte por Sweency. Robertson e Tocher
e daí se origina o scu nome [7.9]. Este método Um artigo clássico de Atkins [16] explica o método
pressupõc que o divisor e o resto parcial são de divisão SRT para bases maiores que 2 e estes são
norm~l1izados para o intervalo [1/2.1). antes de iniciar os mais prováveis de propiciar ganhos significativos
a divisão e gera O quociente com uma represcnt:1ção em lermos dc área e velocidade. uma vez que vão
dc digitos com sinal rcdundante. O método SRT sendo encontrados meios de gerar a lógica de geração
focaliza a atcnção na seleção dos dígitos do quocicnte do quociente cada vez mais compacta. Outra razão
e a itcração do resto parcial não requer rcstauração. para aprimorar O método é explorar a concorrencia
entrc diversas partes do algoritmo (formação do resto
Utilizando base 2. os dígitos do quociente são parcial e seleção do quociente).
selecionados do conjunto { -1 ,0.1} .O divisor pode ser
somado ao rcsto parcial ou subtraído dele. ou então Em base 4. os múltiplos do divisor podem ser
o resto parcial é simplcsmente dcslocado. Estas escolhidos dos conjuntos {-2,-1 ,0,1,2} (redundância
operações dcpenderão do resultado da comparação do mínima) ou {-3.-2,-1,0.1.2.3} (redundância máxima).
resto parcial com o divisor. O segundo conjunto é dito ser de redundância
máxima. pois permite o número máximo de variações
Zurawski [ 14] descreve uma implementação deste dos dígitos da base para formar o quociente.
método onde utiliza um somador do tipo carr...'-save
e um somador do tipo carry-propagate. Embora esta Os métodos de divisão SRT produzem um número
implementação forneça somente um bit do quociente fixo de bits do quociente em cada iteração (em base
por iteração. o ciclo básico do sistema é mais rápido 4 são obtidos dois bits do quociente em cada pasSO).
do que numa divisão convencional porque o somador O resto parcial de cada iteração é calculado
carrJ'-save é mais rápido do que um somador subtraindo um múltiplo do divisor do produto da base
completo com propagação de vai um. Esta pelo resto parcial anterior (Eq. Ia). O quociente é
implementação do método é factível de ser utilizada acumulado numa iteração paralela (Eq. lb). Os
numa unidade de divisão independente. que utilize métodos de divisão SRT usam dígitos de quociente
um relógio separado e mais rápido do que o relógio redundantes. e portanto devem ser convertidos em
do microprocessador. irredundantes. Este método de divisão possui duas
variantes básicas: usar resto parcial na fonna
Num artigo recente. Williams e Horowitz [15] redundante [17] ou irredund:mte [18]. Algumas
.descrevem a implementação. em CMOS-l.2um. de implementações usam um registro para acumular os
um chip de divisão capaz de computar a mantissa bits do quociente positivos e outro registro para
(com 54 bits) de uma operação de divisão em 45ns a acumular os bits do quociente negativos. Ao final da
160ns. O algoritmo básico empregado é o SRT com divisão. estes dois registros devem ser somados para
base 2 (um bit do quociente por iteração). Os obter o quociente final.
autores conseguem este desempenho expressivo
utilizando um anel de cinco estágios com controle
auto-temporizado. ou seja. não há relógios na unidade
básica que computa as iterações. Isto demonstra que
é possível acelerar a operação de divisão através de
olimizações de projelo. mesmo utilizando um método
Esta descrição é folmalizada pelas equaçõcs abaixo: m:mtido em folma irredundante para poder utilizar o
somador completo da ALO. As figuras 6 e 7 ilustram
PR, = r PRiol -qj O o circuito necessário para o cálculo do resto parcial
para i = I,...,m (Eq. Ia) e do quociente, respcctivamente.
onde 4. Conclusões
PRj = resto parcial após i-ésima
iteração Este anigo apresentou um levantamento de alguns
rPRo = dividendo métodos e implementações de operações de
r = base multiplicação e divisão e discutiu as principais
qj = i-ésimo digito do quociente vantagens e desvantagens de cada um em relação aos
O = Divisor. demais.
m = número de iterações
Não existe um método ou circuito ideal que
Q; = r Q;o/ + qi proporcione o máximo desempenho e ao mesmo
para i = I,...,m (Eq. lb) tempo a melhor relação custo benefício. Alguns dos
anigos citados demonstram que mesmo métodos
onde conceitualmente piores que outros. podem ter uma
Qi = quociente acumulado após implementação mais simples e que proporcione tirar
i-ésim:l iteração proveito dessa simplicidade obtendo assim um
Qo = O. desempenho igual, ou até superior, a métodos mais
sofisticados.
A maior pane d:ls implementações do método utiliza
base 4 com múltiplos do divisor selecionados do Os anigos também demonstram que é possível
conjunto { -20.-1 O ,00,1 O ,20} .A principal acelerar a operação de divisão. Tem ocorrido
vantagem deste método é que estes múltiplos do desenvolvimentos significativos em circuitos de
divisor são fáceis de gerar, pois para gerar 20 basta multiplicação e divisão nos últimos anos, devido
deslocar O à esquerda. A principal desvantagem do principalmente ao aumento da densidade dos circuitos
método está no falo de requerer uma tabela maior do integrados, pois isto tem pelmitido colocar mais
que aquela requerida usando o conjunto de unidades funcionais dentro de um mesmo chip.
redund:mcia máxima, para detelminar os dígitos do
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