In oil and gas industries, drilling is a complex and critical operation which require constant and accurate real-time monitoring. To this aim, real-time models are required to provide an overview of the drilling operations when direct and reliable measurements are not available. Given the harsh operating environment, sensor reliability and calibration are critical issues and bad data quality is a typical problem which affects the accuracy of the model. As a result, the driller may be misled about the down-hole situation or receive conflicting claims about operating conditions. This paper presents two approaches based on the use of artificial intelligence to improve monitoring of drilling processes in terms of reduced uncertainty and increased confidence. The first exploits the aggregation of the opinion of different experts within a so-called ensemble approach; the second is based on a so-called grey-box approach which combines a physical model and artificial intelligence. The two approaches are applied to the problem of predicting the bottom-hole pressure during a managed pressure drilling operation to demonstrate the improved accuracy and robustness.
Introduction
A major critical task when starting the exploitation of a new well is the process of drilling the borehole. Drilling is a close-loop process in which the drilling fluid is pumped into the drill pipe at a pressure enough to cause it to circulate downwardly through the drill pipe, the drill collars, the bit nozzles and upwardly through the annulus between the borehole and the drill pipe back to the surface where it goes through a reconditioning process and is finally re-circulated through the pipes.
The purpose of the drilling fluid is to remove rock and sediment fragments produced by the bit during drilling, to transport them to the surface, to cool the bit and to maintain pressure balance against the pressure in the rock formation. For these reasons, it is critical to ensure a constant fluid inlet at the right pressure at all time. A sudden loss of drilling fluid would lead in fact to built-up of rock fragments which, if not detected at an early stage, might lead to much worse situations such as stuck drill pipes, bit failures, drill string twist-off and more, resulting in significant non-productive time due to dangerous fishing trips or, in the worst cases, in the loss of expensive bottom-hole assemblies, potentially in the loss of the entire well and even in blowouts with extreme consequences like large financial losses, severe environmental damages and possible loss of lives.
Given the critical role played by the drilling fluid especially in maintaining the correct pressure balance, control systems are adopted to regulate the drilling fluid influx with the purpose of precisely controlling the pressure profiles throughout the well hole. This paper focuses on the so-called Managed Pressure Drilling (MPD) system. The objectives of MPD are to ascertain the well bottom-hole pressure environment limits and to accordingly maintain the annular hydraulic pressure profile within its boundaries, i.e. above the pore pressure of the reservoir or the collapse pressure of the borehole and below the fracturing pressure of the borehole eventually responding rapidly to undesired events. Failure to maintain the correct pressure can for instance result in loss of drilling fluid to the formation or unexpected reservoir influxes (especially gas) which in the worst case scenario can lead to surface blowouts.
A simplified model of the MPD control system is sketched in Figure 1 . For a detailed description of the MPD system refer to [1] . While mud is pumped down the well hole, a choke valve and a backpressure mud pump are used to control the annular hydraulic pressure profile to keep it within the allowed pressure window. To do so, accurate knowledge of the pressures throughout the well hole is required. In particular, the bottom-hole pressure (BHP), i.e. the pressure at the bit end, is considered as the most important variable during pressure control. The BHP is measured, but the signal is usually transmitted by mud-pulse telemetry which is powered by a mud flow turbine. It is therefore hampered with slow sampling and no signal when the circulation is low, e.g. during pipe connection procedures. Since the measurement is unreliable, the BHP needs to be predicted, which is a non-trivial task due to uncertainties in friction and density.
Alongside modern measuring instruments and the more intelligent tools being developed today, there is a constant need for advanced systems that can merge diverse technologies together to predict such critical process parameters in order to increase the performance of drilling operations with respect to safety and profitability [2] . This paper investigates the use of artificial intelligence, model-based methods to predict BHP during drilling operations with the aim of improving the efficiency and the reliability of control systems such as the MPD. Two approaches are here proposed which combine physical and empirical models Physical models such as that in [1] are based on the physical equations (typically mass and energy balances) governing the system under analysis. Models of such kind are defined a priori based on a detailed physical knowledge of the process using experimental measurements to fit their parameters. Indeed, the complexity of some processes forces us to make simplifications of the physical equations and to greatly reduce the number of variables. Given their analytical nature, these models are usually well suited to predict the standard known behavior of the process, while they show consistent limitations in grasping the unexpected process variations due to unknown phenomena which are particularly hard to model within the physical equations.
On the other hand, empirical models are built directly on the measurements collected during the process, regardless of the underlying physics of the system under analysis. In such type of models, the knowledge of the system is incorporated in terms of a large amount of parameters (without a specific physical meaning) which need to be tuned using large amounts of data [3] . Eventually, the method aims at defining empirical mapping functions between inputs and outputs. Since neither specific physical knowledge, nor physical equations of the process are required, empirical models are often presented as black-box systems and physical meanings can hardly be associated to the input-output mapping function. If, on one hand, such models present the clear advantage of skipping the time-consuming physical definition of the process, on the other hand they require a long phase of data collection and a considerable effort of data pre-processing in order to ensure high data quality during the phase of defining the mapping function. Indeed, the combination of pure data-driven knowledge and absence of rigid mathematical structures (as in physical models) provides an ideal framework for capturing the unexpected process behaviors hiding in the measurements.
Nevertheless, efforts have been carried out in order to combine these two modeling approaches to exploit the advantages of both methods. In fact, while physical models provide a reliable and physically understandable framework to analyze the process, empirical models can be used to fill the gap between the physically known process behavior and the unknown variations nested in the data collected during the process.
The two approaches to predict BHP described in this paper are both based on such a fruitful combination. In particular, one is based on a mixed ensemble of physical and empirical models whose outcomes are opportunely aggregated [4] , whereas the other technique, so-called grey-box, uses artificial intelligence to improve the performance of a physical model [5, 6, 7] .
The paper is structured as follows: Section 2 briefly describes the physical and empirical models hereby adopted. Section 3 illustrates the ensemble and grey-box approaches and shows the results of the corresponding BHP prediction. Findings are summarized in the last Section.
Models for BHP estimation
Four different models are here implemented to predict BHP. Such approaches assume that reliable measurements of quantities correlated to the one to be predicted are available.
Well flow model
SINTEF, the largest independent research organization in Scandinavia, has developed an advanced real-time physical model of well dynamics during drilling which can also predict the BHP [8] . The well flow model (FM) has been used to support drilling operations in the North Sea. Use of the real-time model may involve some manual tuning during the drilling operation. To give a fair comparison against the other fully automated methods, such tuning is only carried out on the training part of the data set.
Ensemble of Kalman Filters
The Ensemble of Kalman Filters (EnKF) is a physical model implemented by using multiple Kalman Filters built by means of different initializations of the aforementioned MPD model [9] . Twenty models with slightly different initial conditions are run in parallel. For each time step, the EnKF compares the predictions against the measurements, tunes each of the twenty models depending on their performance and advances the models one time step. The tuning is performed by adjusting variables internal to the MPD model and the EnKF eventually returns the BHP prediction which is continuously adjusted during the drilling operation. The different initial conditions of each model initialization allow injecting diversity in the ensemble, which otherwise would work as an ordinary Kalman filter.
Virtual Sensor
Virtual Sensor (VS) is a data-centric, artificial intelligence-based technology developed at the Norwegian Institute for Energy Technology (IFE) [10] whose patent is currently owned by FirstSensing AS [11] . The aim of VS is to provide an estimate of a parameter (in this case the BHP) which is hard to measure directly by exploiting the correlated information conveyed by other parameters. VS is based on an ensemble of Artificial Neural Networks (ANN) whose diversity is guaranteed by different initializations of the ANN internal parameters [12] . During the training phase, the ANNs build a non-linear mapping function between the input parameters and the output (BHP) based on the available input-output samples. During operation, VS is fed with the same set of input parameters and provides an estimate of the BHP based on the non-linear mapping function.
Support Vector Machine
Support Vector Machines (SVMs) are well known supervised learning methods used for solving nonlinear classification and function estimation [13] . SVMs are completely data-centric, i.e. all the knowledge of the ongoing process is gathered from the time series. Given a suitable set of input parameters, SVM used previous data samples to predict the BHP.
Application to bottom-hole pressure prediction
This Section illustrates the ensemble and grey-box approaches developed using the models described above and their application to the prediction of the bottom-hole pressure during MPD operations.
Ensemble of models
An ensemble consists of a set of models working in parallel on the same task. Ensemble methods are used throughout the oil and gas industry, though not necessarily under this name, e.g. for reservoir simulations with Kalman Filters [14] since they can greatly reduce the uncertainty of the Oil-in-Place estimation which is generally due to bad input data and modeling errors [2] .
Two issues are critical when developing ensembles: the diversity of the individual models (i.e. their capabilities of committing errors in different regions of the prediction domain) and the aggregation of the outcomes of the individual models (i.e. the ability of using at each time step only the most reliable predictions). A wide general discussion on ensembles' diversity and aggregation techniques is provided in [4, 15, 16] . Regarding their application in oil and gas industry, one may refer to [17] about formation evaluation which describes a simple way to combine models in log analysis when the formation is comprised of different rock types, to [18] on the processing of well logging data which describes an augmented ensemble method combining several data-centric approaches and to [1] .
Ensemble development
Ensemble theory is mostly concerned with data-centric models from machine learning, i.e. models constructed primarily from available the data and not based on the underlying physics of the system under analysis. However, the results can be extended with some reservations to the physical models the industry is familiar with.
In this respect, this paper proposes an ensemble of the four different models described in Section 2, two of which are physical (FM and EnKF) and two data-centric (VS and SVM) (Figure 2 ). Model diversity is inherently obtained given the diverse nature of the models. Given a set of available input parameters, the four models are fed with different input sets (Table  1) and they all provide as outcome the prediction of the BHP. The aggregation of the outcomes of the individual models is done by taking the median of the four predictions, an aggregation scheme which has proved to be reliable and robust [19] . 
Results of BHP prediction
The available dataset refers to an MPD drilling operation in the North Sea. A first series of measurements (hereby denoted as dataset A) has been collected during four consecutive days of drilling and a second dataset (hereby denoted as dataset B) during two days. There is a gap of three days between datasets A and B. The number of samples in datasets A and B are 341078 and 119488, respectively. In the figures below, the two datasets have been displayed contiguously for sake of simplicity. For the EnKF, SVM and VS the total dataset has been down-sampled by sampling one pattern every 50, thus resulting in 6821 and 2390 samples for datasets A and B, respectively. SVM and VS use dataset A for training and they are tested on both datasets. FM and EnKF are both initialized with parameters physically describing the well such as depth and volume. No training in the sense of machine learning is here performed, but dataset A is used to tune the FM and EnKF parameters. Figures 3 and 4 show the BHP prediction by the four models and by the ensemble, respectively, on both datasets with the mean absolute error (MAE) calculated on dataset B only. Notice that the different models make different mistakes. FM is missing a set of pressure drops in the beginning of set A, in addition to offsets that are due to the lack of manual tuning. The EnKf is producing three spikes due to intermittent bad data quality in the standpipe pressure signal, an output which the EnKf was trained against. At the end of set B, the SVM appears to fail while the VS produces high-frequency noise. Nevertheless, none of these artifacts and errors is present in the ensemble aggregated prediction. This favorable result is due to the median function, which can be seen as an extensive form of outlier removal. The aggregation of four different models has resulted in an improved accuracy of nearly 30%, compared with the single best model (VS). This demonstrates that ensembles of diverse models can provide higher accuracy in real-time drilling models, together with an increased robustness both with respect to errors in the data and errors in the models. 
Grey-box
Another way to combine physical models and artificial intelligence is represented by the so-called grey-box (GB) systems [5, 20] . In general, the function describing the behavior of the system can be expressed as the sum 
Grey-box development
As previously stressed, the set of collected data covers a continuous time series. FM and VS are fed with the input parameter sets specified in Table 1 . While FM is ready to be used, VS needs to be trained in order to provide the estimate of the FM residual.
In this view, the grey-box approach develops as follows: 
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(MAE = 2.12 bar). Such small performance difference is due to the physical aspects involved in the FM equations used to predict BHP, a process which is better described as the sum of a physically explainable term and a bias part which reflects the non-regular behavior and the uncertainties of the process itself. In general, the VS is capable of capturing these unexpected behaviors whose evidence is nested in the process measurements and accordingly correcting the BHP prediction. 
Conclusion
This paper tackles the problem of predicting critical parameters such as the bottom-hole pressure to improve the performance of control systems during drilling operations. To this aim, model-based approaches have been considered. In particular, four different models (two physical and two data-centric) have been developed to predict the bottom-hole pressure and they have been combined within an ensemble approach and grey-box-system. Concerning the ensemble approach, a key issue is the diversity of the individual models. Indeed, data-centric and physical models have their own strengths and weaknesses; nevertheless, their proper combination allows injecting multiple perspectives on the predictions, eventually resulting in higher accuracy. Furthermore, feeding the four models with different input sets prevents an error in one parameter to affect every model. Finally, the inaccurate results eventually produced by one model can be corrected by the others. Results show that the ensemble prediction of the bottom-hole pressure is more accurate and more robust than that obtained by any of the individual models.
Coming to the grey-box system, clear improvements are brought by the combination of physical and empirical models, the latter being strengthened by the adoption of an ensemble approach. This allows exploiting the physical knowledge of the process and the empirical information contained in the data to grasp both the expected process behavior and its unexpected fluctuations. Also in this case, results have shown a considerable improvement in the prediction of the bottom-hole pressure with respect to using only the physical model.
The methods used here combine data-centric models which have no a-priori knowledge about drilling, with traditional physical models that build on the knowledge of fluid flow, heat transfer and other principles. Data-centric models are able to make use of the information inherent in time series from past wells, a large and under-utilized resource in most drilling companies. A data-centric, artificial intelligence-based model is a cost-effective way to capture complicated well dynamics that are not covered by existing models. On the other hand, physical models are more reliable when encountering situations that are not seen in previous time-series. It is therefore difficult to create a data-centric model which outperforms a physical model at all times, just as it is difficult to create a physical model which captures every detail of the well and drilling process.
Such ensembles and grey-box systems can combine the best of both approaches. This is important for practical implementations of artificial intelligence. By combining data-centric models with good physical models, results can be immediately improved with respect to the state of the art, thus getting a return on the investment in artificial intelligence earlier than by trying to build a pure artificial intelligence system.
