Forecasting of river discharge is crucial in hydrology and hydraulic engineering owing to its use in the design and management of water resource projects. The problem is customarily settled with datadriven models. In this research, a novel hybrid model which combines continuity equation and fuzzy pattern-recognition concept with artificial neural network (ANN), is presented for downstream river discharge forecasting in a river network. Time-varying water storage in a river station and fuzzy feature of river flow are considered accordingly. To verify the proposed model, traditional ANN model, fuzzy pattern-recognition neural network model, and hydrological modeling network model have been employed as the benchmark models. The root mean squared error, Nash-Sutcliffe efficiency coefficient and accuracy are adopted as evaluation criteria. The proposed hybrid model is applied to compute downstream river discharge in the Yellow River, Georgia, USA. Results indicate that the proposed hybrid model delivers better performance, which can effectively improve forecasting capability at the studied station. It is, therefore, proposed as a novel model for downstream river discharge forecasting because of its highly nonlinear, fuzzy and non-stationary properties.
INTRODUCTION
The assessment of flow in a river system is of vital interest in hydraulic engineering for flood warning and/or evacuation measures. To control water levels/discharges and to operate water structures more efficiently, models that forecast river discharge are desired to be of high precision and certain degree of accuracy (ACC). Artificial neural network (ANN) models have been widely applied in this area because they do not require the a priori knowledge of the involving complex physical processes and are capable of addressing the non-linear nature of the system (Campolo et al. ) . Hybrid models that combined ANN with other algorithms (e.g., genetic algorithm) in river systems have been undertaken in many studies (see Wu Traditional ANN is a 'black box' which cannot reflect the physical relation between the input and output variables. It provides no insight into the natural phenomenon (Haykin ) . An important feature of flow in a river system is that it varies temporally and spatially. Some (Montalvo et al. ) . It is thus adopted in this study as an efficient optimization technique for forecasting models.
In the present paper, a novel hybrid forecasting model which takes the effect of both river storage and flow season into consideration, motivated by the notions of HYMN and FPNN model, has been formulated. The objective is basically to forecast downstream daily river discharge based on upstream river discharges and precipitation, by incorporating continuity equation and fuzzy pattern-recognition concept into a neural network. The model is trained and tested against observed discharges in the Yellow River system of Georgia, USA. This paper is outlined thus: the development of forecasting models based on neural network is presented; the novel hybrid model is then described in detail; the study area and available data are depicted, followed by the expression of three evaluation criteria; the computed results are discussed and the conclusions are finally drawn.
DESCRIPTION OF MODEL DEVELOPMENT
Modeling hydrological processes is of profound importance in providing reliable and accurate applications in water resource projects. This section introduces a traditional ANN model which would be applied to forecast river discharge. Then, a FPNN model which could reflect fuzzy and non-linear features of the river system is described. 
where t i (i ¼ 1, 2, …, s) represent nodes in the hidden layer and p j ( j ¼ 1, 2, …, k) represent nodes in the input layer.
The weight parameter from the input layer to the hidden layer is denoted by w ji , and b i is the bias value. The computed nodes in the output layer are obtained by similar forward pass from nodes in the hidden layers (Thiruma-
where a h (h ¼ 1, 2, …, r) represent nodes in the output layer, and the weight parameter from the hidden layer to the output layer and bias are denoted by w ih and b h , respectively. For traditional ANN models, the activation functions from the input layer to the hidden layer and from the hidden layer to the output layer are usually non-linear functions (e.g., radial basis function) and linear functions, respectively. They can reveal the relation of nodes between two layers, although having no physical meaning. Based on the error between target and computed outputs, the value of weights and bias are adjusted. That is, an optimal set of parameters 
FPNN model
The fuzzy pattern-recognition idea can be combined with neural network by introducing a conceptual activation function. For this so-called FPNN model, the activation function from the input layer to the hidden layer is demonstrated as follows (Qiu et al. )
where We further give a general expression for the vector M:
if the number of the nodes in the hidden layer 
where 
HYMN model
The river network, in which the upstream river carries water flow into the downstream river, has to satisfy the following 
where S is water storage, Q is water discharge, and T is time.
Meanwhile, i (1, 2, …, s) refers to the reservoir in a previous layer and h (1, 2, … , r) refers to the reservoir in a current layer. That is, stations in the upstream river reach are represented by reservoirs in a previous layer and stations in the downstream river reach by reservoirs in a current layer. The fraction of water from a reservoir in the previous layer entering into a reservoir in the current layer is denoted by w ih , which has the same meaning of weight parameter in the ANN structure. This equation implies that the rate of change of storage in the river section is determined by the difference with the source river discharge at the upstream river reach. The continuity equation is used to denote water mass conservation over the entire river system.
The discretized form of Equation (5) is
where ΔT is the time step between two layers. The water storage S in the current layer at time T þ ΔT is determined by the following equation
By setting P h(t) ¼ P s i¼1 w ih Q i(T) × ΔT, Equation (7) in its simplified form is given by
where
Here, λ could be regarded as a recession coefficient, which is assumed to be independent of time (Yang et al. ) . The recession coefficient represents the capability of a reservoir to absorb and store water. A higher value of recession coefficient indicates that the reservoir can store more water. Once the storage at time T þ ΔT is obtained from Equation (8), the discharge in the current layer Q h(TþΔT) is evaluated as a non-linear function of storage as follows:
The non-linear feature of the reservoir lies in the nonlinear relation between the discharge and the storage of the reservoir, which can be represented by an empirical expression. The above derivation of Equations (6)- (9) Above all, it is unrealistic to regard the nodes in the hidden layer as storage reservoirs.
A tentative practice is to apply Equation ( ameters to be optimized in the HNN model include
where D is the number of parameters in the set, i.e., the sum of number of w ji , w ih , λ and S ( 
CASE STUDY Study area and data
To verify the application of suggested models, the Altamaha River basin located in Georgia, USA is selected as the case study site. It is a large river basin on the Atlantic coast whose drainage basin is about 36,000 km 2 in size. The In addition, it is recommended to normalize each attribute in order to avoid larger data dominating smaller data.
In this paper, the datasets of discharge are scaled linearly Figure 4 | Daily discharges at station 02208000 as output for forecasting models. to the range between 0.1 and 0.9 as follows (Campolo et al.
)
where Q 0 i is the scaled value, Q i is the original discharge value, and Q min , Q max are the minimum and maximum of the flow series, respectively.
Performance evaluation
To evaluate the performance of forecasting models, three statistical indices were used as evaluation criteria. First, the root mean squared error (RMSE) is a commonly used error index statistic which is defined as follows (Legates &
It is used as the objective function in the calibration period in this study as well. Second, the Nash-Sutcliffe efficiency coefficient (NSEC) recommended by Nash & Sutcliffe (), is a normalized efficiency coefficient to assess forecasting results.
It is formulated in Equation (12) 
The lastly employed statistical index is known as ACC, which is obtained from the mean relative error (De Vos & Rientjes ). Its mathematical expression is presented in Equation (13). Obviously, a higher value of ACC reveals a better forecasting performance of the model.
In the above equations, Q i andQ i are, respectively, observed and forecasted discharges, Q is the mean of observed data, and N is the number of data. In the following, RMSE, NSEC, and ACC are adopted to evaluate the performances of the various models developed.
RESULTS AND DISCUSSION
First, we determined the model vector M and its corresponding value C for the proposed model by comparing the fitness values during the training period. As illustrated in Figure 7 , the fitness value varies with the number of nodes in the hidden layer enough to perform the non-linear property. Similar tests were conducted to determine the number of nodes in the hidden layer for the other three forecasting models.
Since the travel time of flow from station 02207335 to 02208000 is estimated as 16 hours, the lead time for the ANN and FPNN model is selected as 1 day, which is considered useful and necessary for practical purposes in this case study. That is, the output discharge at time T is computed from upstream discharge at time T-1 and precipitation at time T-1. Then, time step ΔT is a vital parameter for both HYMN and HNN models. As demonstrated in Figure 2 for the HNN model,
È É , which means that the downstream flow has ΔT days delay from the inputs. That is, the inputs at day T strongly influence downstream discharge at day T þ ΔT. We try different time steps ΔT (1, 2, 3, 4, 5 day) for the proposed model as shown in Table 2 for comparison. As a similar concept with forecasting lead time,
ΔT is selected as 1 day for HYMN and HNN models.
Accordingly, the models provide a 1 day lead time forecast for the flow in station 02208000.
To validate the proposed model, forecasting results were compared to three benchmark models. To further illustrate these results, Figure 8 exhibits the observed and computed discharges during the testing period for all four models. It can apparently be perceived 
