This paper analyzes the cyclical behavior of real wages received by the young men in the National Longitudinal Surveys of labor market experience.
Introduction
On the basis of aggregated time-series evidence, macroeconomists typically have described weak cyclicality of real wages as a salient feature of the business cycle. As first pointed out by Stockman (1983) , however, aggregate wage series are countercyclically biased by their tendency to weight low-skill workers more heavily in expansion than in recessions. Numerous recent analyses of longitudinal micro data, which have avoided this composition bias by following the same workers over time, have found real wages to be considerably procyclical. For example, using 1966-80 data on young men in the National Longitudinal Surveys (NLS) of labor market experience, Bils (1985) estimated that a 1% rise in the unemployment rate is associated with a fall in real wages of 1.6% for whites and 1.8% for blacks. Tremblay's (1990) analysis of 1966-78 data on the NLS young men produced estimates of 1.5% for whites and 1.6% for non-whites. Studies based on the Panel Study of Income Dynamics (PSID) have generated similar results.'
This present paper extends the NLS-based studies by Bils and Tremblay by incorporating data through 1981 and by investigating two types of heterogeneity in real wage cyclicality. First, it examines the difference in wage cyclicality between workers that change employers 1 See Solon et al. (1992) has questioned the validity of the stylized fact that motivated these models. Because Wood's data from aggregate time series and repeated cross-sections may be subject to composition biases, it is worthwhile to reexamine this issue with longitudinal data from the NLS.
Data and econometric model
The NLS interviewed 5,225 males aged 14-24 as of 1966 and tracked them for 12 of the 16 years from 1966 to 1981. I pooled the data over individuals and years and imposed sample restrictions so that the pooled sample includes only those who finished schooling and are not self-employed.
Because I analyze year-to-year changes in wages, individuals were included in the pooled sample for every two consecutive interviews in which they reported wages. The resulting sample contains 15,952 observations of individuals' year-to-year changes. The model for real wages is log Wit = PI + Pzt + P3t2 + PdXi, + p,xtt + PAZ, + Py"t + uil > (1) where wi, is the ratio of the current nominal wage reported by individual i in year t to the implicit GNP deflator (Table B where s equals 1 or 2 according to whether the most recent interview before the year t interview was one or two years earlier. In particular, s = 2 for the 1971-73, 1973-75, 1976-78, and 1978-80 (2) is likely to be cross-sectionally correlated because different individuals' error terms share common time effects. Therefore, to obtain appropriate standard error estimates, I break the estimation of Eq. (2) into two steps. First, I apply weighted least squares to the regression of log (W,,/W,,,_,) on (s -Xi,) and a vector of year dummies. [To determine the appropriate weighting to correct for heterokedasticity, I previously applied ordinary least squares (OLS) to this regression and used the OLS residuals to estimate that the error variance is 1.37 times greater when s = 2 than when s = 1.13 Second, I apply OLS to the regression of the estimated year effects of s, s * t, and U, -U,_,. The estimated coefficient of U, -U,_, is my estimate of the wage cyclicality parameter &. A one percentage point rise in the unemployment rate decreases real wages by 1.65% for whites and 1.43% for non-whites. These estimates are quite similar to the estimates Bils and Tremblay obtained from shorter panels.4 ' In addition to the heteroskedasticity problem, the error term in the first-step wage growth equation is subject to a negative first-order autocorrelation.
Empirical results
Neglecting this serial correlation reduces the efficiency of the estimated year effects, but does not distort the estimated standard errors in the second step.
4 These estimates also imply an unemployment elasticity of real wages similar to the -0.1 figure that Blanchflower and Oswald (1992) estimated with respect to regional unemployment rates. The similarity is surprising at first if one expects the greater elasticity of regional labor supply (due to interregional mobility) to induce a smaller wage response. On the other hand, Blanchflower and Oswald's dependent variable was log annual earnings, so their estimates were inflated by the inverse relationship between the unemployment rate and annual hours of work. Since 86% of the 15,952 observations are at ages 20-34, I reestimated & with U, measured by the unemployment rate for men in that age range. This specification generated estimates of 1.31% for whites and 1.08% for non-whites.
These smaller estimates are due to the greater cyclical variation of unemployment rates of young men.' In the remainder of this paper I will revert to using the overall unemployment rate to facilitate comparisons with the previous literature.
Next I split the sample of 15,952 observations into those that involve changes of employer and those that do not. My separate estimates of p, for stayers and changers are shown in estimates of p, are shown in Table 3 . All industries except agriculture exhibit procyclical wage patterns. Despite the likely bias in the estimated covariance matrix, an F-test rejects the hypothesis of interindustry homogeneity in wage cyclicality at even the 0.01 significance level. But the pattern of the point estimates is not at all consistent with the conventional view of countercyclical interindustry wage gaps. Instead, the magnitudes of the industry-specific procyclicalities are negatively correlated with industry mean wages, and, in particular, the manufacturing sector shows a more procyclical wage movement than the trade or the services sector.
