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Abstract
We study a massive scalar field theory in de Sitter space. Using worldline instanton ap-
proach, we calculate probability of pair production in weak-field limit. In addition to expo-
nential factor we derive pre-exponential factor. Within this approach the vanishing probability
for odd-dimensional de Sitter space gets a clear geometrical interpretation. We find leading
contribution to imaginary part of two point correlator in φ3-theory.
1 Introduction
Semiclassical methods are a powerful tool to analyze non-perturbative phenomena in modern
quantum field theory. A false vacuum decay is one of the most well-known examples [1],[2],
[3],[4]. Equations of motion produce a solution, which interpolates between true and false
vacua and probability of false vacuum decay is proportional to exponent of the Euclidean
action evaluated on this solution.
Similar methods can be applied when we study particle production in external background.
The most well-studied case is Schwinger effect - a spontaneous electron-positron pair creation
in electric field [5],[6],[7]. The probability of pair production can be expressed in terms of one-
loop effective action. The solutions to saddle point equation, called worldline instantons, can
be interpreted as trajectories of particle moving in Euclidean space.
Strong exponential suppression of such processes became a reason for induced processes
research. For a number of cases such processes turned out to be much more probable [8],[9],[10].
We will be interested in a similar process of pair creation in external gravitational field.
Recently this problem has been studied both from quasiclassical [11] and kinetic equation
viewpoints [12],[13]. In this article we will explore a model example of self-interacting scalar field
theory in de Sitter space. Using the Euclidean action and worldline instanton, we analyze the
rate of spontaneous decay for non-interacting field theories. Later we show that this technique
can be modified to obtain imaginary part of two-point correlator, which describes induced pair
production.
This paper is organized as follows. In section 2 we consider cases of spontaneous particle
creation and concentrate on d = 2 dS space. We describe a method to deal with new type of
divergences and derive formula for particle production rate in weak field limit. In section 3 we
calculate leading contribution to two-point correlator in d = 2 dS space. Finally in section 4
we generalize these cases to arbitrary d and in section 5 we end up with conclusions.
2 Spontaneous pair production
According to standard quantum field theory, the Euclidean one-loop effective action for a
real massive scalar field φ with a self-interaction potential U(f) can be written as
Γ[φ] = −1
2
Trln
[−+m2 + U ′′(φ)] . (1)
We use the formula
− Trln (A) =
∞∫
0
dT
T
Tr eAT , (2)
remove φ(x) - independent term and perform functional trace in x-space. This gives us
Γ[φ] =
∞∫
0
dT
T
∫
dDx〈x|exp{−T (−+m2 + U ′′(φ))}|x〉. (3)
The rhs of this equation can be expressed in terms of path integral representation the same
way we do it for solution of Schrodinger equation (look in [14] for more details).
Γ[φ] =
∫ ∞
0
dT
T
e−m
2T
∫
x(1)=x(0)
Dx exp
[
−
∫ 1
0
(
x˙2
4T
+ TU ′′(φ(x))
)
dτ
]
(4)
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There integration goes over all closed Euclidean spacetime paths xµ(τ) which are periodic
in τ with period 1. This effective action ΓEucl[φ] is a functional of background classical field
φ(x). We know that in similar case of scalar charged particle if classical background field Aµ(x)
corresponds to Minkowski electric field, the one-loop effective action has a nonperturbative
imaginary part which is associated with pair production. Physical interpretation of this fact is
that vacuum persistence amplitude is related with Minkowski effective action as
〈0|0〉 = eiΓMink , (5)
therefore imaginary part of ΓMink can we identified with vacuum decay through pair pro-
duction, such that
Pprod = 1− e−2ImΓMink ≈ 2ImΓMink. (6)
For example, in weak constant background electric field E the expression for imaginary part
is
ImΓMink ∼ V Mink4
e2E2
16π3
exp
[
−m
2π
eE
]
, (7)
and in the seminal work [6] it was shown how to compute this leading contribution to imaginary
part by using semiclassic approximation.
A similar effect also occurs in presence of non-flat background metric [11][12]. This problem
is more often studied in terms of in-out vacua [15] than in terms of worldline instantons [16].
This inspires us to take advantage of worldline instanton method to study non-persistence of
de Sitter space.
The main difference between Wick rotation of flat space and dS is that in the latter case
topology gets changed from hyperboloid to a sphere:

ds2 = dX2d+1 −
∑
i
dX2i
X2d+1 −
∑
i
X2i = −R2 ⇒


ds2 = −dX2d+1 −
∑
i
dX2i
X2d+1 +
∑
i
X2i = +R
2 i = 1, d (8)
The same transformation as in (1)-(4) can be done for this space as well with some minor
changes. Derivatives ∂µ in (1) should be replaced with covariant derivatives ∇µ. It was shown
in [17] that in (4) we get an additional integrand multiple eT (
d−1
2r
)2 . We can dispose of this
constant term by using a shifted mass m˜2 = m2 − (d−1
2r
)2
. Let us start with simplest case
of two-dimensional dS with zero background field. Then we can write our ΓEucl with nonzero
imaginary part which appears due to background gravitational field following (4)
ΓEucl =
∞∫
0
dT
T
e−m˜
2T
∫
xµ(0)=xµ(1)
Dxµ(τ)exp
[
−
∫ 1
0
dτ
x˙2
4T
]
. (9)
Using a method of steepest descent for path integral corresponds to finding leading contri-
bution for limit mr → ∞. We find that action has several saddle points. They correspond
to classical trajectories l times winded on equator. The following step is to split path integral
over closed trajectories into integral with Dirichlet boundary conditions and integration over
boundary conditions. Probability of decay in homogenous space is proportional to it’s volume,
so we want to detach this factor from the very beginning. Path integral in
ΓEucl =
∞∫
0
dT
T
e−m˜
2T
∫
d2x˜
∫
xµ(0)=xµ(1)
Dxµ(τ) δ(2)(xµ(0)− x˜) exp
[
−
∫ 1
0
dτ
x˙2
4T
]
(10)
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doesn’t depend on x˜, so we can replace it with x = 0. For computational purposes it is
convenient to introduce standard angular coordinates
xµ =
(
rφ
rθ
)
X0 = r sin(θ) cos(φ) X1 = r sin(θ) sin(φ) X2 = r cos(θ). (11)
In this coordinate system the classical trajectories are
X
µ
(l)(τ) =
(
2πrτl
pi
2
r
)
. (12)
As our boundary conditions are periodic, we can decompose xµ(τ) near these trajectories
in Fourier series:
xµ(τ) = Xµ(l) +
α0√
T
+
√
2
T
∞∑
n=1
αµn cos(2πτn) + α˜
µ
n sin(2πτn). (13)
This normalization will prove to be somewhat convenient in future, but naturally physical
answers don’t depend on it. We can get rid of delta-functions via standard trick δ(2)(rµ) =∫
d2pµ
(2π)2
e−ipµx
µ
. Introducing
S1δ =
∫ 1
0
dτ
x˙2
4T
+ ipµx
µ(0), (14)
answer for (10) in steepest descent approximation is
ΓEucl = −V
∞∫
0
dT
T
e−m˜
2T
∑
l
(
det δ2S1δ
(
X(l)
))− 1
2 e−S(X(l)), (15)
where V denotes volume of observed system. A note should be made about measure of path
integral. In curved spacetime measure
Dx(τ) = N
∏
i
dxµ(τi)
√
g (x(τi)), (16)
includes metrics determinant
√
g(x), which equals 1 on trajectory (12). By δ we denote varia-
tion by all αµn, α˜
µ
n and p
µ as measure (16) is product of integration over fourier coefficients
Dx(τ) = N
∏
n,µ
dαµndα˜
µ
n. (17)
Integral near trivial saddle point X(0) doesn’t feel any effects of compact or curved space, so to
define normalizing multiplier N we can choose a default regularization scheme [18] for it
(
det δ2S1δ
(
X(0)
))− 1
2 e−S(X(0)) = tr exp
(
−p
2
2
T
)
=
1
2πT
. (18)
From practical point of view we will be interested only in two first terms in (15) because
classical action S
(
X(l)
)
is proportional to l and, therefore, other terms will be exponentially
suppressed and l = 0 gives us the same result as in flat space and doesn’t contribute to ImΓ.
We need a negative mode in δ2S1δ
(
X(0)
)
(or any odd number of negative modes, to be precise).
Expanding S1δ near X(0)
S1δ = 0 +
1
T 2
∞∑
n=1
π2n2
(
(αµn)
2 + (α˜µn)
2
)
+ i
√
2√
T
∞∑
n=1
(αµnpµ) + ipµ
α
µ
0√
T
(19)
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we see that δ2S1δ
(
X(0)
)
has a positive-defined form and is also split into two independent
pieces corresponding to two orthogonal directions µ = 1, 2. This means that determinant splits
into product of independent parts corresponding to this directions
det δ2S1δ
(
X(0)
)
= det δ1δ1S1δ
(
X(0)
)
det δ2δ2S1δ
(
X(0)
)
. (20)
As we see from expansion near X(1)
S1δ =
π2r2
T
+
1
T 2
∞∑
n=1
π2n2
(
(α1n)
2 + (α˜1n)
2 + ((α2n)
2 + (α˜2n)
2)(1− 1
n2
)
)
− π
2(α20)
2
T 2
+
i
√
2√
T
∞∑
n=1
(αµnpµ) + ipµ
α
µ
0√
T
(21)
latter statement about determinant separation remains valid. We also gain a negative
eigenvalue. However, there is a zero eigenvalue which was not present in flat case - quadratic
part is independent of α˜21. We deal with negative mode as in [2]
−∞∫
−∞
dze|a|z
2 ⇒ i
2
−∞∫
−∞
dze−|a|z
2
. (22)
Integral over α21 has a clear geometric interpretation. Even when we fix boundary conditions
xµ(0) = xµ(1) = 0, there is still more than one classical trajectory - SO(3) 2-sphere symmetry
group leaves action intact. However, we can parameterize them by the point of intersection
with transversal equator x1 = ± rpi
2
. So seemingly infinite integral dα21 is integral over compact
S1 with conversion factor
dα1 = dφ˜r
√
T
2
, (23)
which we derive from (13). Of course every classic solution intersects with transversal
equator in two points - φ˜ and φ˜ + π but every path has two directions so we must integrate
over all φ˜.
With this remarks the following formula is pretty straightforward.
Im ΓEucl =
∞∫
0
dT
T
e−m
2T−S1δ(X(1))
(
det δ1δ1S1δ
(
X(1)
) ′
det δ2δ2S1δ
(
X(1)
))− 12 1√
π
dφ˜r
√
T
2
, (24)
where det′ denotes determinant for which zero modes have been thrown out and negative ones
deal with as in (22) (see appendix A for more details). After taking last integration over T we
arrive with
Im ΓEucl =
∞∫
0
dT
T
e−m˜
2T−pi2r2
T
V r
√
π
2T
3
2
=
V
4π2r2
(1 + 2πm˜r)e−2pim˜r ≈ 4m˜V
πr
e−2pim˜r. (25)
Exponential part of this formula is consistent with [12].
4
3 Imaginary part of two-point scalar function in de Sit-
ter
The goal of this chapter is to find leading imaginary contribution to one-loop two-point
amplitude in massive theory with potential
U(φ) =
λ
3!
φ3. (26)
It defines decay rate of scalar particles into two due to in-loop interaction with background
gravitational field. We will start with two dimensions, but in chapter 4 we will discuss other
cases. Two-point amplitude can be defined as [19],[20] a variational derivative of statistical sum
Z[φ] = eΓ[φ]
Π(y, z) =
1
Z
δ
δφ(y)
δ
δφ(z)
Z =
δ
δφ(y)
δΓ
δφ(z)
+
δΓ
δφ(y)
δΓ
δφ(z)
. (27)
Obviously second contribution doesn’t depend on distance between points so we will discard
it right away. With knowledge that
δ
δφ(y)
∫ 1
0
φ(x(τ))dτ =
∫ 1
0
δ2(x− y)dτ (28)
it can be rewritten as
Π(y, z) = λ2
∞∫
0
dT
T
e−m˜
2T
∫
d2pd2q
(2π)4
T 2
1∫
0
dτ ′
1∫
0
dτ ′′
∫
Dx(τ) eS2δ−ipy−iqz, (29)
where in
S2δ =
∫ 1
0
dτ
x˙2
4T
+ ipµx
µ(τ ′) + iqµxµ(τ ′′) (30)
we have gathered all terms with quadratic contributions. It also contains linear contribution
ipµX
µ
(1)(τ
′) + iqµX
µ
(1)(τ
′′).
The path integral in our approximation is still of a Gauss type, but with a linear shift∫
d~α exp
(
−~αT δ2S~α− i ~J~α
)
=
(
det δ2S
)− 1
2 exp
(
−1
4
~J
(
δ2S
)−1 ~JT) . (31)
This notation is rather sketchy but gives general idea - vector of collective coordinates ~α
contains everything we integrate out with infinite limits. In order to simplify our task we can
choose particular points y and z
yµ =
(
rφ1
pi
2
r
)
zµ =
(
rφ2
pi
2
r
)
, (32)
as we know that this correlator depends only on distance r(φ2 − φ1) between y and z. The
determinant for path integral
′
det δ2S2δ
(
X(1)
)
= 4T 4 sin2(2πτ)τ(1− τ) (33)
does not depend on τ ′ and τ ′′ but only on difference τ = τ ′ − τ ′′. It is zero for τ = 0, 1
2
, 1
(for more details see appendix A). It is worth noting that while for τ = 1
2
we can regularize
this determinant the same way we did in chapter 2
( ′
det δ2S2δ
(
X(1)
)
τ= 1
2
)− 1
2
∫
dα =
(
2
π2
T 6τ(1− τ)
)− 1
2
∫
dφ˜r
√
T
2
, (34)
5
it has no negative eigenvalues and does not contribute to imaginary part of the correlator.
The geometric reason for this is quite evident: τ = 1
2
corresponds to all trajectories passing
through two opposite points on a sphere. While there is a set of them with the same action,
you can’t deform it into a shorter one. Integrating over Dx1(τ), we get a quadratic contribution
to effective action
− 1
4
~J1
(
δ21S2δ
(
X(1)
))−1 ~JT1 = −r2 ((φ1 − 2πτ ′)2 + (φ2 − 2πτ ′′)2)4Tτ(1− τ) . (35)
Taking integral over dτ ′ and dτ ′′ using steepest descend method, the minimum of the expo-
nential part is in
τ ′ =
φ1
2π
τ ′′ =
φ2
2π
, (36)
where this contribution to action vanishes. The resulting multiplier is 1
1
4πTτ(1− τ). Integrals
over dT are
∞∫
0
dTe−m
2T−pi2r2
T ≈ πr
m
e−2pimr
√
1
mr
∞∫
0
dT√
T
e−m
2T−pi2r2
T = e−2pimr
√
π
m
(37)
for τ 6= 1
2
and τ = 1
2
respectively.
This gives us an answer for leading contribution of two-point correlator
ImΠ(y, z) =
λ2
16π2(m˜r)
3
2
√|y − z|(2πr − |y − z|)
r| sin( |y−z|
r
)|
e−2pim˜r. (38)
The pole at |y − z| = πr contradicts direct calculation with determinant (34), which gives
us a correction to the real part
∆ReΠ
(
y, y +
(
πr
0
))
=
λ2
16m˜r
e−2pim˜r. (39)
Near |y−z| = πr one of the δ2S2δ
(
X(1)
)
eigenvalues goes to zero, so Gaussian approximation
stops being valid. But then for this region π− |y−z|
r
≪ 1 we can smoothen the correlator replacing
| sin( |y−z|
r
)|−1 → Re
[(
| sin( |y−z|
r
)|+ i 1
pi
√
m˜r
)−1]
4 Arbitrary dimension
The goal of this section is to apply previously developed methods to d-dimensional De Sitter
space (8). Introducing coordinates similar to (11)
xµ =
(
rφ
r~θ
)
X0 = r
(
~θ
)
cos(φ) X1 = rA
(
~θ
)
sin(φ) Xi = r cos(θi), (40)
we can obtain similar classic trajectories
X
µ
(l)(τ) =
(
2πrτl
pi
2
r~1
)
, (41)
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which generalize (12). Classical action for these trajectories doesn’t depend on d. If we
decompose action near Xµ(1)(τ)
S1δ =
π2r2
T
+
1
T 2
∞∑
n=1
π2n2
(
(α1n)
2 + (α˜1n)
2
)
+
1
T 2
∞∑
n=1,ν>2
π2n2
(
((ανn)
2 + (α˜νn)
2)(1− 1
n2
)
)
−π
2(α20)
2
T 2
+ i
√
2√
T
∞∑
n=1
(αµnpµ) + ipµ
α
µ
0√
T
, (42)
we get a sum of d independent parts, d − 1 of which are identical. This means that if we
take path integral (10) with steepest descent method (15), then det δ2S1δ
(
X(l)
)
factorizes as
′
det δ2S1δ
(
X(l)
)
= det δ21S1δ
(
X(l)
)( ′
det δ22S1δ
(
X(l)
))d−1
. (43)
From procedure (22) every determinant det′ δ22S1δ
(
X(l)
)
gives us a i multiplier, therefore
for odd d all contributions are real and there is no pair production. In terms of Bunch-Davies
vacuum it was noted in [15]. That’s why all further formulas are for even d. This is enough to
give an answer for Im ΓEucl in form analogous to (24).
Im ΓEucl = V
∞∫
0
dT
T
e−m
2T−S1δ(X(1))
(
det δ21S1δ
(
X(1)
) ′
det δ22S1δ
(
X(1)
))− 12 ∫
dΩd−1
(
Tr2
2π
) d−1
2
.
(44)
Here dΩd−1 is measure an a (d − 1)-dimensional sphere and V is volume of space. Our
reasoning for replacing d − 1 integrals of zero modes with integration over compact sphere is
the same as in section 2. There is a manifold of classical solutions which can be parameterized
by the point of intersection with sphere x1 = ± rpi
2
. Every trajectory crosses this sphere twice,
but trajectory has two directions.
Γd = 2
1− 3d
2 π
d
2
− 1
2 rd−1
d(
d
2
)
!
∞∫
0
√
TdT
T d+1
e−m˜
2T−pi2r2
T ≈ d(
d
2
)
!
21−d
(2π)
d
2
m˜d−1
r
e−2pim˜r. (45)
Dimensional part of pre-exponential factor m˜
d−1
r
differs from naive expectation
(
m˜
r
)d
2 , which
follows from analogy with (7). The reason for that can be explained in a following way. Physical
dimension is fixed by volume. In case of electric field mass is absent from pre-exponential factor.
Charge and field always enter the formulas as a product, so (7) has no other options. In our
case effective charge m and effective field r can enter in different combinations. We study limit
mr →∞ and look for leading contribution. There is a contribution proportional to ( m˜
r
)d
2 , but
it is suppressed.
Leading contribution to imaginary part of two-point correlator can be also acquired in a
similar way. With choice of arguments similar to (32) we can use formula (38) if we replace
2-dimensional determinant with d-dimensional. Once again this contribution is imaginary only
for even d
′
det δ2S2δ
(
X(1)
)
=
′
det δ1δ1S2δ
(
X(1)
)( ′
det δ2δ2S2δ
(
X(1)
))d−1
= (46)
(
2T 2
π
)d
π2τ(1− τ)(sin2(2πτ))d−1.
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Integrals over dT now have form
∞∫
0
dT
T d−2
e−m
2T−pi2r2
T = 2
md−3
(πr)d−3
Kd−3(2πmr) ≈ m
d−3
(πr)d−3
e−2mpir
√
1
mr
. (47)
This brings us to an answer
ImΠ(y, z) = λ2
m˜d−
7
2π2−2d
rd+
1
22
5d
2
−1
√
|y − z|(2πr − |y − z|)
| sin( |y−z|
r
)|d−1
e−2pim˜r. (48)
5 Conclusion
We have studied a process of spontaneous and induced particle creation is an external
gravitational field. We work with scalar field theory in de Sitter space. For probability of
spontaneous pair production a derivation of pre-exponential factor has been presented. Among
the advantages of the offered method is the simplicity of generalization to other dimensions. It
also provides a clear geometrical interpretation of vanishing particle production in weak field
limit for odd dimensions.
This method was generalized to calculate leading contribution to two-point correlator, which
describes particle decay. Unlike to equivalent process for scalar theory in external electric
filed, in de Sitter space exponential suppression compared of spontaneous and induced pair
production is equal.
Acknowledgements. The author would like to acknowledge discussions with A. Gorsky,
E. Akhmedov and P. Satunin. This work was done under the partial financial support of
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A Determinant calculation
In this section of appendix we will give precise details on how to calculate infinite determi-
nants which appear in our text. As we have already mentioned we chose regularization scheme
(18). This allows us to formally replace an infinite divergent product with some finite quantity.
However to do so we first need to find such an infinite product for this defining example. As
you can see from expansions (19) and (21)
det δ1δ1S1δ
(
X(0)
)
= det δ2δ2S1δ
(
X(0)
)
= det δ1δ1S1δ
(
X(1)
)
= 2πT. (49)
Longitudinal determinant isn’t affected by the change of saddle point. To work with det δ1δ1S1δ
(
X(1)
)
as a matrix it is convenient to choose the following ordering of variables: p1, α10, α
1
1, α˜
1
1, . . . , α
1
n, α˜
1
n, . . . .
With such choice it can be written as
δ1δ1S1δ
(
X(1)
)
=


0 i
2
√
T
i√
2T
0 i√
2T
0 . . .
i
2
√
T
0 0 0 0 0 . . .
i√
2T
0 pi
2
T 2
0 0 0 . . .
0 0 0 pi
2
T 2
0 0 . . .
i√
2T
0 0 0 4pi
2
T 2
0 . . .
. . . . . . . . . . . . . . . . . . . . .


. (50)
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Although it is not diagonal, the structure is convenient enough. It can be split into sub-blocks[
Ak×k Bk×∞
BT∞×k D∞×∞
]
, (51)
where block indices describe it’s size. Then if we choose k = 2 block D becomes diagonal and
invertible. This qualities of D will be valid for other matrices from this appendix, but with
other parameter k. As D is diagonal and invertible, we can use Gaussian elimination and set
matrix B to zero without changing the determinant. The disadvantage we get is that matrix
A is replaced with another matrix A˜. Then determinant factorizes∣∣∣∣ A˜k×k 0k×∞C∞×k D∞×∞
∣∣∣∣ = det A˜ detD. (52)
On the positive side in case of δ1δ1S1δ
(
X(1)
)
the only different element of matrices A˜ and
A is A˜1,1 and it has no effect on determinant. Therefore
det δ1δ1S1δ
(
X(1)
)
= N
1
4T
( ∞∏
n=1
π2n2
T 2
)2
= 2πT (53)
we got a definition for our regularization. In case of
δ2δ2S1δ
(
X(1)
)
=


0 i
2
√
T
i√
2T
0 i√
2T
0 . . .
i
2
√
T
− pi2
T 2
0 0 . . .
i√
2T
0 0 0 0 0 . . .
0 0 0 0 0 0 . . .
i√
2T
0 0 0 3pi
2
T 2
0 . . .
0 0 0 0 0 3pi
2
T 2
. . .
. . . . . . . . . . . . . . . . . . . . .


(54)
everything is slightly less straightforward. Minimal matrix A from (52) is for k = 4. It has a
single zero eigenvalue, corresponding to integration over α˜21. How to deal with such problems
was explained in (23), but that also means that when compared to (53) we have one Gaussian
integral less. This means an additional multiplier 1√
pi
. Elements A1,1 and A˜1,1 also differ, but
it doesn’t affect product of non-zero eigenvalues − pi2
2T 3
(determinant of upper-left minor 3× 3).
Keeping in mind procedure (22) with negative and zero eigenvalues we get
′
det δ2δ2S1δ
(
X(1)
)
= 4
(
2π2
4T 3
)
×
( ∞∏
n=2
π2(n2 − 1)
T 2
)2
=
4T 3
π
. (55)
In case of S2δ determinants of A and A˜ are going to be different. Due to second δ-function
we get a new integration variable qµ, therefore size of matrix A becomes 3×3 for δ1δ1S2δ
(
X(1)
)
and 5× 5 for δ1δ1S2δ
(
X(1)
)
. Gaussian elimination zeroes block B for matrix
δ1δ1S2δ
(
X(1)
)
=


0 0 i
2
√
T
i cos(2piτ ′)√
2T
i sin(2piτ ′)√
2T
. . .
0 0 i
2
√
T
i cos(2piτ ′′)√
2T
i sin(2piτ ′′)√
2T
. . .
i
2
√
T
i
2
√
T
0 0 0 . . .
i cos(2piτ ′)√
2T
i cos(2piτ ′′)√
2T
0 pi
2
T 2
0 . . .
i sin(2piτ ′)√
2T
i sin(2piτ ′′)√
2T
0 0 pi
2
T 2
. . .
. . . . . . . . . . . . . . . . . .


, (56)
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but it changes upper left 2× 2 block of A, which transforms into
T
2
[
F (0) F (τ)
F (τ) F (0)
]
, (57)
where τ = τ ′ − τ ′′ and F (τ) =
∞∑
n=1
cos(2pinτ)
pi2n2
= 1
6
− τ + τ 2. Determinant
det δ1δ1S2δ
(
X(1)
)
=
1− 6F (τ)
24
×
( ∞∏
n=1
π2n2
T 2
)2
= τ(1− τ)2πT 2 (58)
is proportional to T 2 which stands in agreement with dimensional analysis. For matrix
δ2δ2S2δ
(
X(1)
)
=


0 0 i
2
√
T
i cos(2piτ ′)√
2T
i sin(2piτ ′)√
2T
i cos(4piτ ′)√
2T
i sin(4piτ ′)√
2T
. . .
0 0 i
2
√
T
i cos(2piτ ′′)√
2T
i sin(2piτ ′′)√
2T
i cos(4piτ ′′)√
2T
i sin(4piτ ′′)√
2T
. . .
i
2
√
T
i
2
√
T
− pi2
T 2
0 0 . . .
i cos(2piτ ′)√
2T
i cos(2piτ ′′)√
2T
0 0 0 0 0 . . .
i sin(2piτ ′)√
2T
i sin(2piτ ′′)√
2T
0 0 0 0 0 . . .
i cos(4piτ ′)√
2T
i cos(4piτ ′′)√
2T
0 0 0 3pi
2
T 2
0 . . .
i sin(4piτ ′)√
2T
i sin(4piτ ′′)√
2T
0 0 0 0 3pi
2
T 2
. . .
. . . . . . . . . . . . . . . . . . . . . . . .


(59)
changing upper left 2× 2 doesn’t change determinant of A˜, so
′
det δ2δ2S2δ
(
X(1)
)
= 4
π2 sin2(2πτ)
4T 4
×
( ∞∏
n=2
π2(n2 − 1)
T 2
)2
=
2T 2 sin2(2πτ)
π
. (60)
Multiplier 4 comes from transformation (22).
B Contraction of vectors with inverse matrix
In order to calculate two-point correlator in chapter 3 we will need an answer for contraction
in (31). As we stated in appendix A, our choice for order of variables gave this matrices a
convenient structure. We can use formula for blockwise inversion
Λ−1 =
[
A B
BT D
]−1
=
[
(A−BD−1BT )−1 −(A −BD−1BT )−1BD−1
−D−1BT (A−BD−1BT )−1 D−1 +D−1BT (A−BD−1C)−1BD−1
]
(61)
if matrices D and (A −BD−1BT ) are invertible. With our choice of variables we need to
find only one contraction ~J
(
δ1δ1S2δ
(
X(1)
))−1 ~JT , where
J = (φ1 − 2πτ ′, φ2 − 2πτ ′′, 0, . . . ). (62)
The only inverse block of δ1δ1S2δ
(
X(1)
)
that is required is
(A−BD−1BT )−1 =


1
Tτ(1−τ)
−1
Tτ(1−τ) −i
√
T
−1
Tτ(1−τ)
1
Tτ(1−τ) −i
√
T
−i√T −i√T T 2(τ 2 − τ + 1
3
)

 . (63)
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It quickly gives us the answer
~J1
(
δ21S2δ
(
X(1)
))−1 ~JT1 = r2 ((φ1 − 2πτ ′)2 + (φ2 − 2πτ ′′)2)Tτ(1− τ) . (64)
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