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The required set of operations for universal continuous-variable quantum computation can be
divided into two primary categories: Gaussian and non-Gaussian operations. Furthermore, any
Gaussian operation can be decomposed as a sequence of phase-space displacements and symplectic
transformations. Although Gaussian operations are ubiquitous in quantum optics, their experimen-
tal realizations are generally approximations of the ideal Gaussian unitaries. In this work, we study
different performance criteria to analyze how well these experimental approximations simulate the
ideal Gaussian operations. In particular, we find that none of these experimental approximations
converge uniformly to the ideal Gaussian processes. However, convergence occurs in the strong
sense, or if the discrimination strategy is energy bounded, then the convergence is uniform in the
Shirokov–Winter energy-constrained diamond norm. We indicate how these energy-constrained
bounds could be used for experimental implementations of these Gaussian operations in order to
achieve any desired accuracy.
I. INTRODUCTION
Quantum computers use quantum properties such as
superposition of quantum states and entanglement for
information processing and computational tasks [NC10].
One of the notions of universal quantum computation
consists of the manipulation of qubits encoded in dis-
crete quantum systems and the application of a univer-
sal set of quantum operations on these qubits [NC10].
Another way to implement discrete-variable (DV) quan-
tum computation is to encode a finite amount of quan-
tum information into a continuous-variable (CV) system
[CY95, KLM01, GKP01]. This approach is appealing
given that already existing advanced optical technolo-
gies can be used for state preparation, manipulation of
states, and measurement for the required quantum com-
putational tasks [KMN+07].
The notion of quantum computation can be fur-
ther extended to CV systems such that the transfor-
mations involved are arbitrary polynomial functions of
those continuous variables [LB99]. Recently, there have
been many interesting advances in the context of CV
quantum cryptography [GG02], CV quantum comput-
ing [DMK+17, ARW17], and quantum machine learn-
ing [LPSW17]. One of the advantages of CV quantum
computation could be in simulating CV systems more
efficiently in comparison to a DV quantum computer
[MPSW15]. Moreover, a hybrid of DV and CV quantum
computation could be efficient for distributed quantum
computing and other related tasks [Llo03, Loo11, FL11].
The required operations for universal CV quantum
computation can be divided into two primary categories:
Gaussian and non-Gaussian operations [LB99, BL05].
Gaussian operations correspond to the evolution of the
state of light under a Hamiltonian that is an arbitrary
second-order polynomial in the electromagnetic field op-
erators. In particular, any second-order Hamiltonian
can be decomposed as a sequence of phase-space dis-
placements (elements of the Heisenberg–Weyl group) and
symplectic transformations (see, e.g., [Ser17] for a re-
view). In general, along with Gaussian unitary opera-
tions, access to a Hamiltonian of at least the third power
in the quadrature operators is sufficient to approximate
any non-Gaussian Hamiltonian that is polynomial in the
quadrature operators [LB99, SL11].
These CV Gaussian quantum gates have been exten-
sively investigated both theoretically and experimentally
in the context of quantum optics and quantum infor-
mation processing [Par96, FMA05, YHA+07, YMH+08].
In general, these quantum gates are not realized in
their ideal form. Rather, one approximates these op-
erations using a sequence of other basic operations.
For example, a displacement unitary on an arbitrary
input state is commonly approximated by sending it
through a particular beamsplitter along with a highly
excited coherent state [Par96]. Moreover, squeezing and
SUM transformations are generally implemented using
strongly pumped nonlinear processes, which are inher-
ently noisy, and their high sensitivity to the coupling
of optical fields in a nonlinear medium makes their im-
plementation on an arbitrary quantum state challenging
[FMA05]. Rather, one can approximately realize these
gates by using a sequence of passive transformations,
homodyne measurements, and off-line squeezed vacuum
states [FMA05, YHA+07, YMH+08].
Even if the different components involved in approx-
imating a CV quantum gate are considered ideal, it is
natural to ask the following question: in what sense does
a sequence of these approximations converge to the de-
sired quantum gate? More formally, let {Mk}k denote a
sequence of quantum channels corresponding to the ap-
proximations of a quantum channel N . Then in what
sense does the sequence {Mk}k converge to N ? Since
these quantum channels are superoperators (completely
positive and trace-preserving maps from density opera-
tors to density operators), one needs to consider vari-
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2ous topologies on the set of quantum channels in order
to study convergence. In the present context, we focus
on three different notions of convergence for quantum
channels: uniform and strong convergence (as presented
in [SH08]), and uniform convergence on the set density
operators whose marginals on the channel input have
bounded energy (as presented in [Shi18a, Win17]; see the
appendices for more details).
In this work, we study the aforementioned three dif-
ferent performance criteria to analyze how well exper-
imental approximations simulate ideal Gaussian opera-
tions. We mainly focus on particular Gaussian unitaries,
such as displacement operators, single-mode squeezing
operators, and the SUM operation, which, along with
phase rotations, are sufficient to generate any arbi-
trary Gaussian unitary operation acting on n modes of
the electromagnetic field [BSBN02]. Results of a simi-
lar spirit, but for different examples, appeared recently
in [Win17, Wil18, BD18].
In particular, we prove that none of these experi-
mental approximations converge uniformly to the ideal
Gaussian processes. Qualitatively, the uniform conver-
gence of a sequence of experimental approximations to
an ideal Gaussian operation implies that the convergence
is independent of the input state [SH08]. As stated
in [SH08], it is the same as convergence in the well-
known diamond norm [Kit97], which is typically consid-
ered in the context of finite-dimensional quantum chan-
nels. Therefore, our results indicate that the notion of
uniform convergence for these experimental approxima-
tions of the desired Gaussian unitary operation is too
strong, and we note here that similar observations have
been made in the context of infinite-dimensional channels
in [SH08, Win17, Shi18a, LSW18] (see the appendices for
more details).
Next, we study the strong convergence of these exper-
imental approximations to the ideal Gaussian unitaries.
The notion of strong convergence [SH08] corresponds to
the convergence of a sequence of approximations to an
ideal process, considered for each possible fixed input
quantum state. In particular, we show that these ex-
perimental approximations of an ideal displacement op-
erator, single-mode squeezer, and SUM gate converge to
the ideal unitaries in the strong sense.
A physical meaning for these two kinds of convergence
was discussed in [Wil18] by using game-theoretic argu-
ments. In particular, it was shown that the success prob-
ability in distinguishing some CV quantum channels from
their teleportation simulations is related to these two
kinds of convergence, for a specific construction of the
“CV teleportation game” [Wil18, Section III].
One can infer from the definitions of strong and uni-
form convergence that the notion of strong convergence
is a weaker notion of convergence, in fact implied by
uniform convergence. Another notion of convergence,
which is experimentally relevant, is uniform convergence
on the set of density operators whose marginals on the
channel input have bounded energy (as presented in
[Shi18a, Win17]). Recently, it has been shown that the
strong convergence of a sequence of infinite-dimensional
channels is equivalent to uniform convergence on the set
of energy-bounded density operators [Shi18a]. Therefore,
our results imply that these experimental approximations
of an ideal displacement operator, single-mode squeezer,
and SUM gate converge uniformly to the ideal unitaries
on the set of energy-bounded density operators. In this
work, we take the energy observable to be the number op-
erator, and we use the terminology “energy” and “mean
photon number” interchangeably.
In order to experimentally approximate these differ-
ent unitary operations, it is important to study how the
uniform convergence over the set of energy-bounded op-
erators depends on different experimental parameters. In
particular, we consider the energy-constrained sine dis-
tance [SWAT18, Section 12] as a metric to bound the
Shirokov–Winter energy-constrained diamond distance
between an ideal displacement operator and its experi-
mental approximation. We first show that the fidelity
between the ideal displacement and its experimental ap-
proximation when acting on a fixed input state is equal
to the fidelity between a pure-loss channel and an ideal
channel when acting on the same input state. We then
provide an analytical expression to upper bound the
Shirokov–Winter energy-constrained diamond distance
between an ideal displacement and its experimental ap-
proximations, by using the recent result of [Nai18]. Fur-
thermore, we study different performance metrics to an-
alyze how well an experimental approximation simulates
a tensor product of different displacement operators.
We also establish two different lower bounds on the
Shirokov–Winter energy-constrained diamond distance
[Shi18a, Win17] between an ideal displacement operator
and its experimental approximation by employing two
different techniques. A first technique is based on the
trace distance between the outputs of these two channels
for a particular choice of the input state. In particular,
we provide an analytical expression for a lower bound
on the Shirokov–Winter energy-constrained diamond dis-
tance for low values of the energy constraint. A second
technique is to estimate the Shirokov–Winter energy-
constrained diamond distance by using a semidefinite
program (SDP) on a truncated Hilbert space. In particu-
lar, we use an SDP from [Win17], which directly follows
from an SDP from [Wat09, Wat13] defined in the con-
text of finite-dimensional quantum channels. Moreover,
we analytically show that for a fixed value of the energy
constraint and for a sufficiently high value of the trunca-
tion parameter, the Shirokov–Winter energy-constrained
diamond distance between two quantum channels can be
estimated with an arbitrarily high accuracy by using an
SDP on a truncated Hilbert space.
Similarly, we study uniform convergence over the
energy-bounded quantum states of some experimental
approximations of both an ideal single-mode squeezing
operation and a SUM gate by considering several exper-
imentally relevant input quantum states.
3These Gaussian unitaries are key elements for CV
quantum computation [LB99], CV quantum error correc-
tion [Bra98b, Bra98a, LS98], CV quantum teleportation
[BK98], improving the sensitivity of an interferometer in
the context of quantum metrological tasks [Cav81], and
for generating a quantum non-demolition interaction be-
tween different modes [FMA05]. Therefore, our results
quantifying the performance of their experimental ap-
proximations play a critical role in understanding how to
achieve any desired accuracy for several practical appli-
cations.
The rest of the paper is organized as follows. We first
briefly summarize different notions of convergence con-
sidered in this paper. We next describe experimental im-
plementations of a displacement operator, a single-mode
squeezer, and a SUM gate, and then we study differ-
ent notions of convergence for these gates individually.
Finally, we conclude with a brief summary. We note
that the appendices provides detailed proofs of all state-
ments that follow. In the arXiv posting of this paper, we
have provided all source files (Mathematica and Matlab)
needed to generate the plots given in our paper, some of
which rely on QETLAB [Joh16] and CVX [GB14].
II. NOTIONS OF CONVERGENCE FOR
QUANTUM CHANNELS
In this section, we briefly summarize three different
notions of convergence for quantum channels: uniform
and strong convergence (as presented in [SH08]), and uni-
form convergence on the set of density operators whose
marginals on the channel input have bounded energy (as
presented in [Shi18a, Win17]).
We begin by reviewing some definitions relevant for the
rest of the paper (see the appendices for more details).
Let H denote an infinite-dimensional, separable Hilbert
space. Let T (H) denote the set of trace-class operators,
i.e., all operators M with finite trace norm: ‖M‖1 ≡
Tr(
√
M†M) < ∞. Let D(H) denote the set of density
operators (positive semi-definite with unit trace) acting
on H. The trace distance between two quantum states
ρ, σ ∈ D(H) is given by ‖ρ− σ‖1. The fidelity between ρ
and σ is defined as [Uhl76]
F (ρ, σ) ≡ ∥∥√ρ√σ∥∥2
1
. (1)
The sine distance or C-distance between two quantum
states ρ and σ is defined as [Ras02, Ras03, Ras06, GLN05]
C(ρ, σ) ≡
√
1− F (ρ, σ), (2)
and it is a metric [Ras02, Ras03, Ras06, GLN05]. The
following bounds hold between the fidelity and the trace
distance between two quantum states ρ, σ ∈ D(H):
1−
√
F (ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
√
1− F (ρ, σ) , (3)
with the lower bound following from the Powers-Størmer
inequality [PS70] and the upper bound from Uhlmann’s
theorem [Uhl76]. See also [FvdG98].
Let G denote a positive semidefinite operator. We as-
sume that it has discrete spectrum and that it is bounded
from below. In particular, let {|ek〉}k be an orthonormal
basis for a Hilbert space H, and let {gk}k be a sequence
of non-negative real numbers. Then
G =
∞∑
k=0
gk|ek〉〈ek| (4)
is a self-adjoint operator that we call an energy observ-
able.
The number operator is defined as
nˆ =
∞∑
n=0
n|n〉〈n|, (5)
where |n〉 denotes a photon-number state with n photons.
From (4)–(5), it is evident that nˆ is an energy observable.
In particular, the expectation value of nˆ corresponds to
the mean number of photons in a single-mode quantum
state. Moreover, we consider the following kth extension
¯ˆnk of the number operator nˆ:
¯ˆnk =
1
k
(nˆ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ nˆ) , (6)
where k is the number of factors in each tensor product
above. The expectation value of ¯ˆnk corresponds to the
mean number of photons in a multi-mode quantum state.
In our paper, we employ the two-mode squeezed vac-
uum state with parameter N ≥ 0, which is defined as
|ψTMS(N)〉 ≡ 1√
N + 1
∞∑
n=0
√(
N
N + 1
)n
|n〉R|n〉A , (7)
where |n〉 again denotes a photon-number state with n
photons.
It is important to note that even though the state
in (7) is a well-defined quantum state for all N ∈
[0,∞), the limiting object, often called “ideal EPR state”
limn¯→∞ |ψTMS(N)〉 [EPR35], is not a quantum state, as
it is unnormalizable and it is thus not contained in the
set of density operators. Similarly, the eigenvectors of
the position- and momentum-quadrature operators, de-
noted as |x〉 and |p〉, respectively, are also not quantum
states. In spite of this, the notions of uniform and strong
convergence involve a supremum over the set of density
operators, and so these objects can be approached in a
suitable limit. Note that this point has been clarified pre-
viously in the context of uniform and strong convergence
[Wil18].
We now recall the notion of uniform convergence for
quantum channels. Let {MkA→B}k denote a sequence
of quantum channels, where each channel takes a trace
4class operator acting on a separable Hilbert space HA
to a trace class operator acting on a separable Hilbert
space HB . Then the channel sequence {MkA→B}k con-
verges uniformly to another quantum channel NA→B if
the following holds:
lim
k→∞
∥∥MkA→B −NA→B∥∥ = 0 , (8)
where ‖LA→B‖ denotes the diamond norm of a Her-
miticity preserving linear map LA→B , defined as
‖LA→B‖ ≡ sup
ψRA∈D(HR⊗HA)
‖(IR ⊗ LA→B)(ψRA)‖1 ,
where IR is an identity channel acting on Hilbert space
HR, ψRA is a pure state, and system R is isomorphic to
the channel input system A [Kit97]. Due to the supre-
mum being taken, note that the diamond norm might
only be achieved in the limit (for example, for a se-
quence of two-mode squeezed vacuum states with squeez-
ing strength becoming arbitrarily large, as discussed in
[Wil18]).
The channel sequence {MkA→B}k converges to another
quantum channel NA→B in the strong sense if for all
ψRA ∈ D(HR ⊗HA), the following holds:
lim
k→∞
∥∥MkA→B(ψRA)−NA→B(ψRA)∥∥1 = 0 , (9)
which can be summarized more compactly as
sup
ψRA∈D(HRA)
lim
k→∞
∥∥MkA→B(ψRA)−NA→B(ψRA)∥∥1 = 0 ,
(10)
where it is implicit that the identity channel acts on the
reference system R. Therefore, convergence in the strong
sense is the statement that, for each fixed input quan-
tum state ψRA, the sequence {MkA→B(ψRA)}k of states
converges to the state NA→B(ψRA) in trace norm. It
is important to note that the different orders in which
the limits and suprema are taken in (8) and (10) lead to
physically distinct situations, as discussed in [Wil18].
Let HA denote an energy observable corresponding
to the quantum system A. Then the channel sequence
{MkA→B}k converges uniformly (on the set of density
operators whose marginals on the channel input have
bounded energy) to another quantum channel NA→B if
the following holds for some E ∈ [0,∞):
lim
k→∞
∥∥MkA→B −NA→B∥∥E = 0 ,
where the Shirokov–Winter energy-constrained diamond
distance is defined as [Shi18a, Win17]∥∥MkA→B −NA→B∥∥E ≡
sup
ψRA:Tr(HAψA)≤E
∥∥MkA→B(ψRA)−NA→B(ψRA)∥∥1 ,
(11)
where it is again implicit that the identity channel acts
on the reference system R.
The energy-constrained sine distance between two
quantum channels NA→B and MA→B is defined for
E ∈ [0,∞) as [SWAT18, Section 12]
CE(NA→B ,MA→B) ≡
sup
ψRA:Tr(HAψA)≤E
√
1− F (NA→B(ψRA),MA→B(ψRA)) .
III. APPROXIMATION OF A DISPLACEMENT
OPERATOR
We now analyze convergence of the experimental im-
plementation of a displacement operator from [Par96] to
the ideal displacement operator. For a single-mode light
field, a unitary displacement operator is defined as [Ser17]
D(α) ≡ exp(αaˆ† − α∗aˆ), (12)
where α ∈ C, aˆ = (xˆ + ipˆ)/√2 is an annihilation opera-
tor, and xˆ and pˆ are position- and momentum-quadrature
operators, respectively. The action of a displacement op-
erator on a single-mode Gaussian state ρ can be under-
stood as a displacement of the mean values 〈xˆ〉ρ and 〈pˆ〉ρ.
Moreover, any displacement operator acting on n modes
can be decomposed as a tensor product of displacement
operators acting on each mode [Ser17].
Let ρA be a single-mode input quantum state. We then
simulate the action of D(α) on the state ρA, according
to [Par96], by employing a beamsplitter BηAB of trans-
missivity η ∈ (0, 1) and an environment state prepared
in a coherent state |β〉B [Ser17], where β is chosen such
that
√
1− ηβ = α. We denote the channel corresponding
to the experimental implementation of the displacement
operator D(α) by
D˜η,β = D˜η, α√1−η . (13)
As described in Figure 1, the simulation of the ideal chan-
nel Dα(ρA) ≡ D(α)ρAD(−α) realized by the displace-
ment operator D(α) is given by the following transfor-
mation:
D˜η,β(ρA) ≡ TrB(BηAB(ρA ⊗ |β〉〈β|B)). (14)
We first show that the fidelity between the ideal dis-
placement and its experimental approximation when act-
ing on a fixed input state is equal to the fidelity between
a pure-loss channel and an ideal channel when acting on
the same input state. By using the following covariance
of the beamsplitter channel with respect to displacements
[Ser17]:
BηAB ◦ DβB =
[
D
√
1−ηβ
A ⊗D
√
ηβ
B
]
◦ BηAB ,
we arrive at the following simplification:
(TrB ◦BηAB)(ρA ⊗ |β〉〈β|B) = (DαA ◦ LηA)(ρA) , (15)
5FIG. 1. The figure plots an experimental approximation
D˜η, α√1−η of the ideal displacement operation Dα on the input
state ρA, as introduced in [Par96]. |β〉B represents a coher-
ent state in mode B, where α =
√
1− ηβ. BηAB represents a
beamsplitter channel with transmissivity η. The experimen-
tal approximation of Dα corresponds to sending ρA and |β〉B
through BηAB , and then tracing out the mode B [Par96].
where LηA(ρA) = (TrB ◦BηAB)(ρA ⊗ |0〉〈0|B) denotes a
pure-loss channel with transmissivity η and |0〉 denotes
the vacuum state.
Now let ψRA denote an arbitrary two-mode pure
state. Computing the fidelity between the ideal displace-
ment Dα and its experimental approximation D˜η, α√1−η by
using (15) and the unitary invariance of the fidelity, we
find that
F (Dα(ψRA), D˜η,
α√
1−η (ψRA)) = F (ψRA,LηA(ψRA)).
(16)
Therefore, analyzing the convergence of the sequence
{D˜η, α√1−η }η∈[0,1) toDα is equivalent to analyzing the con-
vergence of a sequence of pure-loss channels to an ideal
channel.
A. Lack of uniform convergence
We now prove that the sequence {D˜η, α√1−η }η∈[0,1) does
not converge uniformly to Dα, which follows from (16)
and [Win17, Proposition 2]. Let |δ〉 be a pure input co-
herent state. Then we find that
F (Dα(|δ〉〈δ|), D˜η, α√1−η (|δ〉〈δ|)) = exp[−|δ|2(1−√η)2] ,
(17)
where we used (16) and the fact that |〈γ|δ〉|2 = exp(−|γ−
δ|2) for coherent states |γ〉 and |δ〉. Therefore,
lim
|δ|2→∞
F (Dα(|δ〉〈δ|), D˜η, α√1−η (|δ〉〈δ|)) = 0 . (18)
Let |φ〉RA = |0〉R|δ〉A. Using (3), (18), and the fact
that ‖ρ⊗ ω − σ ⊗ ω‖1 = ‖ρ− σ‖1, for any density oper-
ators ρ, σ, ω, we find that
lim
|δ|2→∞
∥∥∥IR ⊗DαA(φRA)− IR ⊗ D˜η, α√1−ηA (φRA)∥∥∥
1
= 2 ,
(19)
which is the maximum value of the diamond distance
between any two quantum channels. Therefore, the def-
inition in (8) and the equality in (19) imply that the se-
quence {D˜η, α√1−η }η∈[0,1) does not converge uniformly to
the ideal displacement channel Dα. The equality in (19)
indicates that the ideal displacement Dα and its experi-
mental approximation D˜η, α√1−η become perfectly distin-
guishable in the limit that the input state has unbounded
energy. We note that the lack of uniform convergence
of a sequence of pure-loss channels to another pure-loss
channel was recently studied in [Win17, Proposition 2].
B. Strong convergence
We now argue that the sequence {D˜η, α√1−η }η∈[0,1) con-
verges to Dα in the strong sense. Let χρA(x, p) denote
the Wigner characteristic function [Ser17] for the input
state ρA. Let ρ˜
out
A denote the state after the action of
D˜η, α√1−η on ρA:
ρ˜outA = D˜η,
α√
1−η (ρA) . (20)
Then the characteristic function of ρ˜outA is given by
χρ˜outA (x, p) =
χρA(
√
ηx,
√
ηp)e[i
√
2(pRe(α)−xIm(α))−(1/4)(x2+p2)(1−η)] .
Moreover, the characteristic function after the action of
an ideal displacement channel Dα on ρA is given by
χDα(ρA)(x, p) = χρA(x, p)e
[i
√
2(pRe(α)−xIm(α))] .
Therefore, for each ρA ∈ D(HA), and for all x, p ∈ R
lim
η→1
χρ˜outA (x, p) = χDα(ρA)(x, p) . (21)
We have thus shown that the sequence of character-
istic functions χρ˜outA converges pointwise to χDα(ρA),
which implies by [LSW18, Lemma 8] that the sequence
{D˜η, α√1−η }η∈[0,1) converges to Dα in the strong sense.
C. Convergence in the Shirokov–Winter
energy-constrained diamond norm
We now discuss uniform convergence of the sequence
{D˜η, α√1−η }η∈[0,1) to Dα on the set of density operators
whose marginals on the channel input have bounded en-
ergy. As observed in [Shi18a], a sequence of quantum
6channels converges strongly to a quantum channel if and
only if it converges uniformly on the set of density opera-
tors whose marginals on the channel input have bounded
energy. Therefore, the sequence {D˜η, α√1−η }η∈[0,1) con-
verges uniformly to Dα if the input states have a finite
energy constraint.
However, from an experimental perspective, it is im-
portant to know how the energy-constrained uniform
convergence depends on experimental parameters. Us-
ing (3) and (16), we find that
1
2
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
≤ sup
ψRA:Tr(HAψA)≤E
√
1− F [ψRA,LηA(ψRA)] (22)
=
√
1−
[
(1− {E})√ηbEc + {E}√ηdEe
]2
, (23)
where {E} = E − bEc. The equality follows from the
recent result of [Nai18] (see also the earlier result in
[Nai11]), where the energy-constrained Bures distance
[Shi18b] between two pure-loss channels was calculated.
From (23), it is easy to see that
lim
η→1
1
2
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
= 0 , (24)
which justifies the energy-constrained uniform conver-
gence of {D˜η, α√1−η }η∈[0,1) to Dα. Furthermore, the opti-
mal state ψRA that saturates the equality in (23) is
|ψ〉RA =
√
1− {E}|bEc〉A|τ〉R +
√
{E}|dEe〉A|τ⊥〉R ,
(25)
which follows directly from [Nai18].
Next, we perform numerical evaluations to see how
close the experimental approximation D˜η, α√1−η is to the
ideal displacement channel Dα. We denote the energy-
constrained sine distance [SWAT18, Section 12] obtained
in (23) as
f(η,E) =
√
1−
[
(1− {E})√ηbEc + {E}√ηdEe
]2
.
(26)
In Figure 2, we plot f(η,E) versus η for certain values of
the energy constraint E. In particular, we find that for
all values of E, the experimental approximation D˜η, α√1−η
simulates the ideal displacement Dα with a high accuracy
for η ≈ 1. Moreover, for a fixed value of η, the simula-
tion of Dα is more accurate for low values of the energy
constraint on input states.
In Figure 3, we zoom in on Figure 2 for high values
of η. Figure 3 indicates that it is only for low values of
E and high values of η that high accuracy in simulating
Dα can be achieved. Therefore, energy constraints on
the input states play a critical role in simulating ideal
unitary operations and determining error propagation.
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FIG. 2. The figure plots the energy-constrained sine distance
f(η,E) (26) between an ideal displacement channel Dα and
its experimental approximation D˜η, α√1−η . In the figure, we se-
lect certain values of the energy constraint E, with the choices
indicated next to the figure. In all the cases, D˜η, α√1−η simu-
lates Dα with a high accuracy for values of η ≈ 1. Moreover,
for a fixed value of η, the simulation of Dα is more accurate
for low values of the energy constraint on input states.
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FIG. 3. The figure plots Figure 2 for high values of η. The
figure indicates that, only for low values of E and high values
of η, high accuracy in simulating Dα can be achieved.
We now analyze a simple case when the energy con-
straint E on the input density operators takes on an in-
teger value. From (23), we find that
inf
ψRA:Tr(HAψA)≤E
F [Dα(ψRA), D˜η,
α√
1−η (ψRA)] = η
E .
(27)
Therefore, for a given energy constraint on input states,
and to implement an ideal displacement channel Dα with
any desired accuracy, one can find η from (23)–(27), and
the corresponding β from
√
1− ηβ = α. The equality in
(27) illustrates just how difficult it is to achieve a good
accuracy in simulating an ideal displacement channel: in
order to achieve the same fidelity, one requires an expo-
nential increase in η to match only a linear increase in
E.
7D. Convergence for a tensor product of
displacements
Let us briefly discuss the various notions of conver-
gence for experimental approximations of a tensor prod-
uct of ideal displacement channels. Let {Dαi}Ki=1 be a
set of K different displacement channels. We approxi-
mate the tensor product of these operators by a tensor
product of {D˜ηi,βi}Ki=1, such that
√
1− ηiβi = αi, for i ∈
{1, . . . ,K}. From the same counterexample given above
(coherent states with large energy), it follows directly
that the sequence {⊗Ki=1 D˜ηi,αi/√1−ηi}η1,...,ηK∈[0,1) does
not converge uniformly to
⊗K
i=1Dαi . Rather, the con-
vergence holds in the strong sense, as a consequence
of [Wil18, Proposition 1]. Moreover, suppose that
there is an average energy constraint on the input state
to the tensor product of displacement operators, i.e.,
Tr(H˜AKψAK ) ≤ E, where
H˜AK ≡ HA ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗HA,
and E ∈ [0,∞). Let Tr(HAψAi) = Ei, where Ei ∈
[0,∞), ∀i ∈ {1, . . . ,K}. Then by using triangle inequal-
ity for the sine distance, monotonicity of the sine dis-
tance, [Wil18, Proposition 1] , and (23), we find that
1
2
∥∥∥∥∥
K⊗
i=1
Dαi −
K⊗
i=1
D˜ηi,αi/
√
1−ηi
∥∥∥∥∥
E
≤
max
{Ei}i:
∑
i Ei≤E
K∑
i=1
√
1− [(1− {Ei})√ηibEic + {Ei}√ηidEie]2.
See the appendices for more details. Therefore,
{⊗Ki=1 D˜ηi,αi/√1−ηi}η1,...,ηK∈[0,1) converges uniformly to⊗K
i=1Dαi on the set of density operators whose
marginals on the channel input have bounded energy.
E. Estimates of Shirokov–Winter
energy-constrained diamond distance
We now provide good estimates of the Shirokov–
Winter energy-constrained diamond distance, as defined
in (11) between the ideal displacement operation Dα and
its experimental approximation D˜η,α/
√
1−η. In particu-
lar, we find two different lower bounds on the Shirokov–
Winter energy-constrained diamond distance by using
two different techniques. A first technique is based on
the trace distance between IR ⊗ Dα(ψRA) and IR ⊗
D˜η,α/
√
1−η(ψRA) for a finite energy-constraint E, i.e.,
Tr(nˆψA) ≤ E, where ψRA is given by (25). Since the
Shirokov–Winter energy-constrained diamond distance,
as defined in (11) involves an optimization over all input
states satisfying the energy constraint, we find that∥∥∥IR ⊗Dα(ψRA)− IR ⊗ D˜η, α√1−η (ψRA)∥∥∥
1
≤
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
. (28)
A second technique is based on the numerical eval-
uation of the Shirokov–Winter energy-constrained dia-
mond distance between Dα and D˜η,α/
√
1−η on a trun-
cated Hilbert space. In particular, we consider input
states to these quantum channels such that instead of
acting on an infinite-dimensional separable Hilbert space,
these states act on an M -dimensional Fock space. More-
over, we consider a mean photon number constraint on
these states. Let HM denote an M -dimensional Fock
space. Let nˆ denote the following truncated number op-
erator:
nˆ =
M∑
n=0
n|n〉〈n| . (29)
Let ϕA ∈ D(HM ). Then the following inequality holds:
Tr(nˆϕA) ≤ E , (30)
where E denotes the mean energy constraint.
We define the energy-constrained diamond distance be-
tween two quantum channels NA→B and MA→B on a
truncated Hilbert space as
‖N −M‖E,M
≡ sup
φRA∈D(H⊗2M ):Tr(nˆφA)≤E
‖N (φRA)−M(φRA)‖1 ,
(31)
where E and M denote the mean energy constraint
and the truncation parameter, respectively, and φRA =
|φ〉〈φ|RA is a purification of the state φA. Moreover, it
is implicit that the identity channel acts on the reference
system R. Note that the following identity holds:
‖N −M‖E,M
= sup
φRA∈D(H⊗2M ):Tr(nˆφA)≤E
‖N (φRA)−M(φRA)‖1 ,
(32)
where we have replaced nˆ with nˆ, following as a con-
sequence of the reduced state of φRA ∈ D(H⊗2M ) on A
having support only on the truncated space and from
the Schmidt decomposition, implying that the reference
system R need only have support as large as the input
space A.
We now show that the set of density operators acting
on a truncated Hilbert space with a finite mean energy
constraint yet an arbitrarily high truncation parameter is
dense in the set of density operators acting on an infinite-
dimensional Hilbert space and with the same mean en-
ergy constraint. In other words, any finite mean-energy
state acting on an infinite-dimensional separable Hilbert
space can be approximated with an arbitrary accuracy
by a state with the same finite mean-energy acting on a
truncated Hilbert space with a sufficiently high value of
8the truncation parameter. Let ρRA denote a density op-
erator acting on an infinite-dimensional separable Hilbert
space, such that Tr(nˆAρRA) ≤ E, where E > 0. Let ΠMA
denote an M -dimensional projector defined as
ΠMA =
M∑
n=0
|n〉〈n| . (33)
Consider the following chain of inequalities:
Tr(ΠMA ρRA) = Tr(ρRA)−
∞∑
n=M+1
〈n|ρA|n〉 (34)
≥ 1−
∞∑
n=M+1
n
M + 1
〈n|ρA|n〉 (35)
≥ 1− 1
M + 1
( ∞∑
n=0
n〈n|ρA|n〉
)
(36)
≥ 1− E
M + 1
. (37)
The first inequality follows from the fact that
n/ (M + 1) ≥ 1 for all n ∈ [M + 1,∞). The second
inequality follows because
∑M
n=0 n〈n|ρA|n〉 is a sum of
positive numbers. The last inequality follows because
Tr(nˆAρA) ≤ E. We note that (37) can also be derived
from the Fock cutoff lemma in [KL11].
Let ρMRA denote the following truncated state
ρMRA =
ΠMA ρRAΠ
M
A
Tr(ΠMA ρRA)
. (38)
The following proposition establishes a bound on the
trace distance between ρRA and ρ
M
RA in the following
proposition.
Proposition 1 Let ρRA be a density operator acting on
an infinite-dimensional separable Hilbert space such that
Tr(nˆAρRA) ≤ E, where E > 0, and nˆA is the number
operator as defined in (5). Let ρMRA be the M -dimensional
truncation of the state ρRA, as defined in (38). Then
1
2
∥∥ρRA − ρMRA∥∥1 ≤
√
E
M + 1
. (39)
Proof. The proof follows directly from (37) and gentle
measurement lemma introduced in [Win99] and subse-
quently improved in [ON07].
Proposition 2 below states that for low values of the
mean energy constraint E, the Shirokov–Winter energy-
constrained diamond distance between two quantum
channels N and M can be estimated with an arbitrarily
high accuracy by using the energy-constrained diamond
distance on a truncated input Hilbert space with suffi-
ciently high values of the truncation parameter M .
Proposition 2 Let N andM be quantum channels, and
let E be the energy constraint on the input states to these
channels. Let M denote the truncation parameter. Then
1
2 ‖N −M‖E,M ≤ 12 ‖N −M‖E
≤ 12 ‖N −M‖E,M + 2
√
E
M + 1
. (40)
Proof. The inequality ‖N −M‖E,M ≤ ‖N −M‖E
follows from (11) and (32).
We now prove the other inequality. Let ρRA be a den-
sity operator acting on an infinite-dimensional separable
Hilbert space such that Tr(nˆAρRA) ≤ E. Let ρMRA be the
M -dimensional truncation of the state ρRA as defined in
(38). Consider the following chain of inequalities:
‖N (ρRA)−M(ρRA)‖1
≤ ∥∥N (ρRA)−N (ρMRA)∥∥1 + ∥∥N (ρMRA)−M(ρMRA)∥∥1
+
∥∥M(ρMRA)−M(ρRA)∥∥1 (41)
≤ 2 ∥∥ρRA − ρMRA∥∥1 + ∥∥N (ρMRA)−M(ρMRA)∥∥1 (42)
≤ 4
√
E
M + 1
+ ‖N −M‖E,M . (43)
In all the steps above, it is implicit that the identity chan-
nel acts on the reference system R. The first inequality
is the consequence of triangle inequality for the trace dis-
tance. The second inequality follows from monotonicity
of the trace distance. The last inequality follows from
Proposition 1 and from (31). Since the chain of inequal-
ities holds for all input states ρRA satisfying the energy
constraint, the desired result follows.
We now study the aforementioned two techniques in
detail to characterize the performance of the simulation
of an ideal displacement operator. It is evident from
Figure 2 that for a fixed value of η, the accuracy in sim-
ulating an ideal displacement operation Dα by using the
protocol from [Par96] is reasonable only for low values of
the energy constraint on input states. Therefore, we now
study the simulation of Dα in detail only for low values
of the energy constraint.
Let 0 < E < 1. Then
1
2
∥∥∥IR ⊗Dα(ψRA)− IR ⊗ D˜η, α√1−η (ψRA)∥∥∥
1
=
1
2
[{E}(1− η) + (1−√η)κ(η, {E})] ≡ d1(η,E) ,
(44)
where
κ(η, {E}) =
√
{E}(4 + {E}(η + 2√η − 3)), (45)
{E} = E − bEc, and ψRA is given by (25) (see the ap-
pendices and [Mat] for a detailed proof to obtain (44)).
Therefore, from (28), it follows that (44) is a lower bound
9on the Shirokov–Winter energy-constrained diamond dis-
tance between Dα and D˜η,α/
√
1−η for 0 < E < 1, i.e.,
d1(η,E) ≤ 1
2
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
. (46)
As discussed earlier, a second method to obtain a lower
bound on the Shirokov–Winter energy-constrained dia-
mond distance between two quantum channels NA→B
and MA→B is to truncate the infinite-dimensional sep-
arable Hilbert space to a finite-dimensional Hilbert
space and apply energy constraints on channel input
states according to the truncated number operator, as
defined in (29)–(30). In particular, we obtain the
energy-constrained diamond distance between NA→B
and MA→B on a truncated Hilbert space by using a
semi-definite program (SDP) from [Win17], which is in-
spired from an SDP defined in the context of finite-
dimensional quantum channels in [Wat09, Wat13]. We
use the following SDP to estimate the Shirokov–Winter
energy-constrained diamond distance between two quan-
tum channels NA→B and MA→B :
‖N −M‖E,M =

sup Tr(WRBJRB)
subject to 0 ≤WRB ≤ ρR ⊗ IB ,
Tr(ρR) = 1, ρR ≥ 0,
Tr(nˆρR) ≤ E,
(47)
where M is the truncation parameter, E is the mean
energy-constraint parameter, and nˆ is given by (29).
Moreover, JRB denotes the operator corresponding to the
difference of the Choi operators of quantum channels N
andM on the truncated Hilbert space HM and is defined
as follows
JRB = (IR ⊗NA→B)(ΓRA)− (IR ⊗MA→B)(ΓRA) ,
(48)
where ΓRA = |Γ〉〈Γ|RA is the unnormalized maximally
entangled state on the truncated Hilbert space HM , i.e.,
|Γ〉RA =
M∑
n=0
|n〉R|n〉A . (49)
For a small value of the energy-constraint parameter E,
the truncation parameter M can be chosen such that the
value of ‖N −M‖E,M does not change significantly by
increasing M further. For example, in the context of
the ideal displacement operation Dα and its experimental
approximation D˜η,α/
√
1−η, we find that for E  1, the
truncation parameter M = 6 provides a good estimate of∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
. For E  1, we define
d2(η,E) ≡ 1
2
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E,M
, (50)
for M = 6. From Proposition 2 it follows that
d2(η,E) ≤ 1
2
∥∥∥Dα − D˜η, α√1−η ∥∥∥
E
. (51)
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FIG. 4. The figure depicts the lower bound d1(η,E) in
(44), the lower bound d2(η,E) in (50), and the upper
bound f(η,E) in (26) for the fixed value E = 0.06. Here,
d1(η,E) is the trace distance between the outputs of an ideal
displacement Dα(ψRA) and its experimental approximation
D˜η,α/
√
1−η(ψRA), when the input state ψRA is such that it
optimizes the energy-constrained sine distance between Dα
and D˜η,α/
√
1−η and is given by (25). Moreover, d2(η,E) is
the energy-constrained diamond distance between Dα and
D˜η,α/
√
1−η on a truncated Hilbert space with the truncation
parameter M = 6, and f(η,E) is the energy-constrained sine
distance between Dα and D˜η,α/
√
1−η. For low values of η,
d1(η,E) is close to d2(η,E). The figure indicates that for
a fixed value of E, high accuracy in simulating Dα can be
achieved only for high values of η.
Let us study in detail the case when the input states
have mean energy constraint E = 0.06. We first calculate
d1(η,E) by using (44) and then find d2(η,E), as defined
in (50) by solving the corresponding SDP in (47) [Mat].
We then compare both d1(η,E) and d2(η,E) with the
energy-constrained sine distance f(η,E) between Dα and
D˜η,α/
√
1−η, as calculated in (26).
In Figure 4, we plot the lower bound d1(η,E) in (44),
the lower bound d2(η,E) in (50), and the upper bound
f(η,E) in (26) versus η for E = 0.06. In particular, we
find that d1(η,E) overlaps with d2(η,E) for small val-
ues of η. From numerical evaluations, we find that the
value of d2(η,E) does not change significantly with a fur-
ther increment in M ≥ 6. These findings indicate that
d2(η,E) is a good lower bound on the Shirokov–Winter
energy-constrained diamond distance between Dα and
D˜η,α/
√
1−η, and furthermore, that the upper bound in
Proposition 2 is loose for this case. Moreover, from Fig-
ure 4, it is evident that d1(η,E) is also a tight lower
bound. Although there is a significant gap between
f(η,E) and d2(η,E) in Figure 4, the key message of our
results remains the same; i.e., in order to achieve a high
accuracy in simulating an ideal displacement operation
Dα by using the protocol from [Par96], the value of η
should be very high and the mean energy of the input
states should be very low. In summary, a good estima-
tion of the accuracy in simulating an ideal displacement
operation can be obtained from the following three meth-
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ods:
1. The energy-constrained sine distance between Dα
and D˜η,α/
√
1−η can be calculated from the analyti-
cal expression obtained in (26).
2. A lower bound on the Shirokov–Winter energy-
constrained diamond distance between Dα and
D˜η,α/
√
1−η can be established by solving an SDP
in (47) on a truncated Hilbert space [Mat] .
3. For a fixed energy range bEc ≤ E ≤ dEe, a lower
bound on the Shirokov–Winter energy-constrained
diamond distance between Dα and D˜η,α/
√
1−η can
be established by finding the trace distance between
IR ⊗ Dα(ψRA) and IR ⊗ D˜η,α/
√
1−η(ψRA), where
ψRA is given by (25). In particular, for 0 < E < 1,
an analytical expression for the trace distance is
given by (44) (see the appendices for more infor-
mation).
IV. APPROXIMATION OF A SINGLE-MODE
SQUEEZER
In this section, we analyze the convergence of the
experimental implementation of a measurement-induced
single-mode squeezer from [FMA05] to the ideal single-
mode squeezer. A single-mode squeezer is a unitary op-
erator defined as
S(ξ) ≡ exp[(ξ∗aˆ2 − ξaˆ†2)/2] , (52)
where ξ = reiθ, with r ∈ [0,∞) and θ ∈ [0, 2pi] (see, e.g.,
[Lvo15] for a review). A squeezing transformation real-
izes a decrement in the variance of one of the quadratures
at the expense of a corresponding increment in the vari-
ance of the complementary quadrature, which is helpful
for improving the sensitivity of an interferometer [Cav81]
and for other quantum metrological tasks [Lvo15].
Let ρA be an input quantum state, and let xˆA and pˆA
denote the position- and momentum-quadrature opera-
tors for mode A, respectively. As described in Figure 5,
the simulation from [FMA05] of Sr(ρA) = S(r)ρAS(−r),
such that e−r =
√
η, is given by the following transfor-
mation of the mode operators:
xˆA → √ηxˆA +
√
1− η e−rE xˆ0E , (53)
pˆA → 1√
η
pˆA , (54)
where xˆ0E is the position-quadrature operator corre-
sponding to the vacuum state and rE is the squeezing
parameter corresponding to the squeezed vacuum state.
We denote the channel corresponding to the experimen-
tal implementation of an ideal single-mode squeezer by
S˜η,rE = S˜e−2r,rE . Furthermore, by applying the inverse
S−r of the ideal single-mode squeezer Sr on the output
of S˜e−2r,rE , we arrive at the following transformation:
xˆout = xˆA +
√
1− η√
η
e−rE xˆ0E , (55)
pˆout = pˆA . (56)
We denote the channel induced by the transformation
in (55)–(56) by Ξη,rE . Since all the elements involved
in the transformation are Gaussian, the channel Ξη,rE
can be described by its action on the mean and co-
variance matrix of the input state ρA. In particular,
there are two 2 × 2 real matrices, the scaling matrix
XΞη,rE and the noise matrix YΞη,rE , which characterize
the Gaussian channel Ξη,rE completely (background on
Gaussian channels can be found in the appendices). It
is easy to check that the action of Ξη,rE does not change
the mean vector of ρA. Therefore, the scaling matrix
XΞη,rE = I2, where I2 is a two-dimensional identity ma-
trix. Moreover, the expectation value of the anticom-
mutator {xˆA, xˆ0E} is equal to zero, which further im-
plies that the noise matrix YΞη,rE has the following form:
YΞη,rE = diag
(
(1− η)e−2rE/η, 0) .
Let us study the channel Ξη,rE in further detail. As ob-
served in [Hol07], all single-mode bosonic Gaussian chan-
nels can be categorized into six different canonical forms.
In particular, the canonical form ΦB1 has the following
XΦB1 and YΦB1 matrices [Hol07]:
XΦB1 = I2, YΦB1 = diag(0, 1). (57)
We now show that the channel Ξη,rE is unitarily equiva-
lent to the canonical form ΦB1 [Hol07]. Let ρ be a quan-
tum state with the covariance matrix Vρ. Then the sym-
plectic matrix σx =
[
0 1
1 0
]
transforms the covariance ma-
trix Vρ as follows: V
′
ρ = σxVρσx. We then apply the sym-
plectic transformation corresponding to the symplectic
matrix K = diag(ς, 1/ς), where ς = √(1− η)e−rE/√η,
on the covariance matrix V ′ρ . The transformed covari-
ance matrix is given by V ′′ρ = KV ′ρK. We now apply
the canonical form ΦB1 on the transformed state, and
get the following transformation of the covariance ma-
trix V ′′ρ : V
′′′
ρ = V
′′
ρ + YΦB1 . We then apply the sym-
plectic transformation corresponding to the symplectic
matrix K−1 followed by σx on V ′′′ρ , and get the following
final covariance matrix V finalρ :
V finalρ = σxK−1V ′′ρ K−1σx + σxK−1YΦB1K−1σx (58)
= Vρ + diag(ς
2, 0) (59)
= Vρ + diag
(
(1− η)e−2rE/η, 0) , (60)
which implies that the overall transformation is the same
as the action of the channel Ξη,rE on the state ρ. There-
fore, we have shown that the Gaussian channel Ξη,rE is
unitarily equivalent by Gaussian input and output uni-
taries to the canonical form ΦB1 . This gives a physical
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FIG. 5. The figure plots an experimental approximation of the
ideal single-mode squeezing unitary S(r) on the input state
ρA, such that e
−r =
√
η. S(rE)|0〉E represents a squeezed
vacuum state in the mode E. The experimental approxima-
tion of an ideal single-mode squeezing operation corresponds
to the following transformations: sending ρA and S(rE)|0〉E
through a beamsplitter with transmissivity η followed by a
measurement of the momentum quadrature in mode E. Then
a feed forward operation corresponding to the measurement
outcome p followed by a displacement operator D(κ) on mode
A [FMA05], where κ = −i√(1− η)/(2η)p.
interpretation to channels in the class ΦB1 , in terms of
the measurement-induced squeezing approximation from
[FMA05].
A. Lack of uniform convergence
We now prove that the sequence {S˜e−2r,rE}rE∈[0,∞)
does not converge uniformly to the ideal single-mode
squeezer Sr. Let |z〉 be a squeezed-vacuum input state
with the covariance matrix V|z〉〈z| = diag(z, 1/z) and
mean vector µ|z〉〈z| = (0, 0)T, where z ∈ [0,∞). Then
under the action of Ξη,rE , the covariance matrix V|z〉〈z|
transforms as follows:
V out|z〉〈z| = diag
(
z + (1− η)e−2rE/η, 0). (61)
We can use these expressions in the Uhlmann fidelity
formula for single-mode Gaussian states [Scu98, PS98].
By using the unitary invariance of fidelity, we find that
F (Sr(|z〉〈z|), S˜e−2r,rE (|z〉〈z|))
= F (|z〉〈z|,Ξη,rE (|z〉〈z|)). (62)
Moreover, we find that [Mat]
F (|z〉〈z|,Ξη,rE (|z〉〈z|)) =
√
2z
2z + (e2r − 1)e−2rE . (63)
Therefore, for fixed rE
lim
z→0
F (Sr(|z〉〈z|), S˜e−2r,rE (|z〉〈z|)) = 0 , (64)
which implies that the sequence {S˜e−2r,rE}rE∈[0,∞) does
not converge uniformly to the ideal single-mode squeezer
transformation Sr.
The reasoning behind (64) can be intuitively explained
as follows: the channel Ξη,rE adds noise to the xˆ quadra-
ture only. Therefore, it can be discriminated from an
identity channel by using an input state that has van-
ishing noise in the xˆ quadrature operator. Since an in-
finitely squeezed vacuum state (infinitely squeezed in the
position quadrature) satisfies such a condition, then (64)
follows.
B. Strong convergence
We now argue that the sequence {S˜e−2r,rE}rE∈[0,∞)
converges to Sr in the strong sense. Let χρA(x, p) denote
the Wigner characteristic function of the input state ρA.
Let ρ˜outA denote the state after the action of S˜e
−2r,rE on
ρA: ρ˜
out
A = S˜e
−2r,rE (ρA). Then the characteristic func-
tion of ρ˜outA is given by
χρ˜outA (x, p) = χρA(e
rx, e−rp)e−
1
4 (e
2r−1)e−2rE p2 . (65)
Moreover, the characteristic function of Sr(ρA) is given
by
χSr(ρA)(x, p) = χρ(e
rx, e−rp) . (66)
Therefore, for each ρA ∈ D(HA), and for all x, p ∈ R
lim
rE→∞
χρ˜outA (x, p) = χSr(ρA)(x, p) . (67)
Therefore, we have shown that the sequence of
characteristic functions χρ˜outA (x, p) converges pointwise
to χSr(ρA)(x, p), which implies that the sequence
{S˜e−2r,rE}rE∈[0,∞) converges strongly to Sr [LSW18,
Lemma 8].
As described in Figure 5, the simulation of an ideal
single-mode unitary consists of an ideal displacement.
We now briefly discuss the case when the displacement
operator involved in the simulation of Sr is not ideal.
By using the counterexample from before, we find that
convergence of the simulation of a single-mode squeezing
operation to an ideal single-mode squeezing operation is
not uniform. From (21), (67), and [Wil18, Proposition 2],
it follows that convergence holds in the strong sense.
Furthermore, the strong convergence of the sequence
{S˜e−2r,rE}rE∈[0,∞) to Sr implies that the experimen-
tal approximations of an ideal single-mode squeezer,
as described in Figure 5, simulate the desired uni-
tary operation uniformly on the set density operators
whose marginals on the channel input have bounded en-
ergy [Shi18a]. However, as discussed previously, from an
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experimental perspective, it is important to know how
this convergence depends on the experimental param-
eters. We now consider experimentally relevant input
Gaussian states with energy constraints, such as single-
mode squeezed states, coherent states, and two-mode
squeezed vacuum states. For any fixed finite value of
the energy constraint, we find that, among these Gaus-
sian states, inputting a two-mode squeezed vacuum state
provides the largest value of the sine distance between
the ideal single-mode squeezer and its experimental ap-
proximation.
C. Estimates of the Shirokov–Winter
energy-constrained diamond norm
Let us study in detail the case when the input state is
the two-mode squeezed vacuum state with parameter N ,
as defined in (7). The fidelity between Sr(ψTMS(N)) and
S˜e−2r,rE (ψTMS(N)) is given by [Mat]
F (Sr(ψTMS(N)), S˜e−2r,rE (ψTMS(N)))
=
1√
1 + (N + 1/2)(e2r − 1)e−2rE . (68)
Next, we perform numerical evaluations to see how
close the experimental approximation S˜e−2r,rE is to the
ideal squeezing operation Sr for a fixed input quan-
tum state ψTMS(N). Fix the squeezing parameter r =
0.46, which corresponds to the squeezing strength 4 dB.
We use the relation 10 log10(exp(2r)) ≈ 8.686r to con-
vert the squeezing parameter r to units of dB. Let
g(rE , N) denote the sine distance between Sr(ψTMS(N))
and S˜e−2r,rE (ψTMS(N)):
g(rE , N) =
√
1− 1√
1 + (N + 1/2)(e0.92 − 1)e−2rE ,
(69)
where we used (68).
In Figure 6, we plot g(rE , N) in (69) versus the of-
fline squeezing strength rE for certain values of the input
mean photon number N . In particular, we find that the
simulation of Sr is more accurate for low values of the en-
ergy constraint on the input states. The figure indicates
that an offline squeezing strength of 15 dB, which is what
is currently experimentally achievable [VMDS16], is not
sufficient to simulate an ideal squeezing operation with
squeezing strength 4 dB, with a high accuracy, by using
the measurement-induced protocol from [FMA05].
We further investigate the strength of the offline
squeezing required to simulate the ideal squeezing op-
erator with high accuracy. In Figure 7, we plot Figure 6
for high values of the squeezing parameter rE . The fig-
ure indicates that for the low input mean photon number
N ≈ 0.06, approximately 26 dB offline squeezing strength
is required to achieve a reasonable accuracy (≈ 97%).
��� ��� ��� rE
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FIG. 6. The figure plots the sine distance g(rE , N) in (69)
between an ideal single-mode squeezer Sr with 4 dB squeezing
strength and its experimental approximation S˜e
−2r,rE when
the input state is the two-mode squeezed vacuum state with
parameter N , as defined in (7). In the figure, we select certain
values of the mean-photon number N of the channel input,
with the choices indicated next to the figure. For a fixed
value of rE , the simulation of Sr is more accurate for low
values of the energy constraint on input states. The figure
indicates that an offline squeezing strength of 15 dB, which
is what is currently experimentally achievable [VMDS16], is
not sufficient to simulate an ideal squeezing operation with
squeezing strength 4 dB, with a high accuracy, by using the
protocol from [FMA05].
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FIG. 7. The figure plots Figure 6 for high values of the offline
squeezing parameter rE . The figure indicates that only for
high values of the offline squeezing parameter rE and low val-
ues of N , high accuracy in simulating Sr with 4 dB squeezing
strength can be achieved.
V. APPROXIMATION OF A SUM GATE
In this section, we analyze the convergence of experi-
mental approximations of a measurement-induced SUM
gate from [FMA05] to the ideal SUM gate. A SUM gate
is a quantum nondemolition (QND) interaction between
two modes, the CV analog of the CNOT gate [BSBN02]:
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SUMG ≡ exp(−i Gxˆ1 ⊗ pˆ2) , (70)
where xˆ1 and pˆ2 correspond to the position- and
momentum-quadrature operators of modes 1 and 2, re-
spectively, and G is the gain of the interaction. Gener-
ally, G = 1 is sufficient for quantum information process-
ing tasks. Other than universal quantum computation,
this CV entangling quantum gate has applications in CV
quantum error correction [Bra98a, LS98] and CV coher-
ent communication [WKB07, WBDL08].
Let ρin12 denote a two-mode input quantum state. Then
the action of the ideal SUMG gate on the mode operators
xˆ1, xˆ2, pˆ1, and pˆ2 of ρ
in
12 is given by
xˆin1 → xˆin1 ,
pˆin1 → pˆin1 −Gpˆin2 ,
xˆin2 → xˆin2 +Gxˆin1 ,
pˆin2 → pˆin2 . (71)
On the other hand, as described in Figure 8, the sim-
ulation of SUMG(ρin12) from [FMA05] is given by the fol-
lowing transformation of the mode operators xˆ1, xˆ2, pˆ1,
and pˆ2 of ρ
in
12:
xˆin1 → xˆin1 −
√
1−R
1 +R
e−rA xˆ0A ,
pˆin1 → pˆin1 −Gpˆin2 +
√
R(1−R)
1 +R
e−rB pˆ0B ,
xˆin2 → xˆin2 +Gxˆin1 +
√
R(1−R)
1 +R
e−rA xˆ0A ,
pˆin2 → pˆin2 +
√
1−R
1 +R
e−rB pˆ0B , (72)
where G = 1/
√
R−√R, rA and rB denote the squeezing
parameter corresponding to the modes A and B, respec-
tively, and 0 < R ≤ 1. We denote the channel corre-
sponding to the experimental implementation of an ideal
SUMG by S˜UM
rA,rB ,R
. Furthermore, by applying the
inverse of SUMG on the output of S˜UM
rA,rB ,R
, we get
the following transformation of the mode operators:
xˆout1 = xˆ
in
1 −
√
1−R
1 +R
e−rA xˆ0A ,
pˆout1 = pˆ
in
1 +
√
1−R
R(1 +R)
e−rB pˆ0B ,
xˆout2 = xˆ
in
2 +
√
1−R
R(1 +R)
e−rA xˆ0A ,
pˆout2 = pˆ
in
2 +
√
1−R
1 +R
e−rB pˆ0B . (73)
We denote the channel induced by this overall transfor-
mation by ΛrA,rB ,R. Since all the elements involved in
FIG. 8. The figure plots an experimental approximation of
the ideal SUM gate (SUMG = exp(−i Gxˆ1 ⊗ pˆ2), where
G = 1/
√
R−√R, and 0 < R ≤ 1) on a two-mode input quan-
tum state. The circuit consists of a sequence of passive trans-
formations, off-line squeezed vacuum states, homodyne mea-
surements, feed-forward operations, and displacement uni-
taries [FMA05]. D(ζ) and D(υ) denote displacement uni-
taries with ζ = −√1−Rx/√2R and υ = −√1−Rp/√2R,
respectively.
the transformation are Gaussian, the channel ΛrA,rB ,R
can be described by its action on the mean vector and
covariance matrix of the input state ρin12. We now find
two 4 × 4 real matrices XΛrA,rB,R and YΛrA,rB,R , which
characterize the Gaussian channel ΛrA,rB ,R completely
(background on Gaussian channels can be found in the
appendices). From the aforementioned equations, it is
clear that the mean vector of ρin12 is invariant under the
action of the channel ΛrA,rB ,R. Therefore, the scaling
matrix XΛrA,rB,R = I4, where I4 is a four-dimensional
identity matrix. Moreover, the noise matrix YΛrA,rB,R
has the following form:
YΛrA,rB,R =

α(rA) 0 −α(rA)√R 0
0 β(rB)R 0
β(rB)√
R
−α(rA)√
R
0 α(rA)R 0
0 β(rB)√
R
0 β(rB)
 , (74)
where
α(rA) = [(1−R)e−2rA ]/(1 +R), (75)
β(rB) = [(1−R)e−2rB ]/(1 +R). (76)
A. Lack of uniform convergence
We now prove that the sequence
{S˜UMrA,rB ,R}rA,rB∈[0,∞) does not converge uni-
formly to the ideal SUMG gate. Let |ψ〉12 = |z〉1|z〉2,
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where |z〉 denotes a single-mode squeezed-vacuum
state with the covariance matrix V|z〉〈z| = diag(z, 1/z),
where z ∈ [0,∞). The covariance matrix of ψ12 is
Vψ12 = diag(z, 1/z, z, 1/z), and its mean vector is
µψ12 = (0, 0, 0, 0)
T. Under the action of ΛrA,rB ,R, the
covariance matrix Vψ12 transforms as follows:
V outψ12 =

z + α(rA) 0 −α(rA)√R 0
0 1z +
β(rB)
R 0
β(rB)√
R
−α(rA)√
R
0 z + α(rA)R 0
0 β(rB)√
R
0 1z + β(rB)
 .
We now use these expressions in the Uhlmann fidelity
formula for two-mode Gaussian states [MM12]. By using
the unitary invariance of fidelity, we find that
F (SUMG(ψ12), S˜UM
rA,rB ,R
(ψ12)) = F (ψ12,Λ
rA,rB ,R(ψ12)) .
Moreover, we find that [Mat]
F (ψ12,Λ
rA,rB ,R(ψ12))
=
2
√
zR√
(2zR+ (1−R)e−2rA)(2R+ z(1−R)e−2rB ) .
Therefore, for fixed rA, rB
lim
z→0
F (SUMG(ψ12), S˜UM
rA,rB ,R
(ψ12)) = 0 , (77)
which implies that the sequence
{S˜UMrA,rB ,R}rA,rB∈[0,∞) does not converge uniformly
to the ideal SUMG gate.
B. Strong convergence
We now argue that the sequence
{S˜UMrA,rB ,R}rA,rB∈[0,∞) converges to the SUMG
gate in the strong sense. Let ρin12 denote the input
state. Let χSUMG(ρin12)(x1, p1, x2, p2) denote the char-
acteristic function of the state SUMG(ρin12). Let ρ˜
out
12
denote the state after the action of S˜UM
rA,rB ,R
on
ρ12: ρ˜
out
12 = S˜UM
rA,rB ,R
(ρ12). Then the characteristic
function of ρ˜out12 is given by
χρ˜out12 (x1, p1, x2, p2) = χSUMG(ρin12)(x1, p1, x2, p2)×
exp
(
R− 1
4(1 +R)
[(p1 −
√
Rp2)
2e−2rA + (
√
Rx1 + x2)
2e−2rB ]
)
.
Therefore, for each ρin12 ∈ D(H1 ⊗ H2), and for all
x1, p1, x2, p2 ∈ R
lim
rA,rB→∞
χρ˜out12 (x1, p1, x2, p2) = χSUMG(ρin12)(x1, p1, x2, p2),
(78)
which implies that {S˜UMrA,rB ,R}rA,rB∈[0,∞) converges
strongly to SUMG gate.
C. Unideal displacements
As described in Figure 8, the simulation of an ideal
SUM gate consists of two ideal displacements. We now
briefly discuss the case when these displacement opera-
tors are not ideal. From the counterexamples given pre-
viously, we find that convergence of the simulation of a
SUM gate to an ideal SUM gate is not uniform. By us-
ing the triangle inequality for sine distance, (21), (78),
and [Wil18, Proposition 2], the convergence holds in the
strong sense. Moreover, the strong convergence of the se-
quence {S˜UMrA,rB ,R}rA,rB∈[0,∞) to SUMG gate implies
that the experimental approximations of an ideal SUM
gate simulate the desired unitary operation uniformly on
the set of density operators whose marginals on the chan-
nel input have bounded energy [Shi18a].
D. Estimates of the Shirokov–Winter
energy-constrained diamond norm
Similar to Section IV, we investigate the de-
pendence of the convergence of the sequence
{S˜UMrA,rB ,R}rA,rB∈[0,∞) to SUMG gate on the ex-
perimental parameters when there is a finite energy
constraint on input states. Since the SUMG gate acts on
two modes, we consider several experimentally relevant
quantum states with energy constraints, such as a tensor
product of two coherent states, a tensor product of
two single-mode squeezed states, a two-mode squeezed
vacuum state, and a tensor product of two two-mode
squeezed vacuum states. For a fixed finite value of the
energy constraint, we find that a tensor product of two
two-mode squeezed vacuum states provides the largest
value of the sine distance between the ideal SUM gate
and its experimental approximation.
We now discuss in detail the case when the input
state is a tensor product of two two-mode squeezed vac-
uum states with parameter N , as defined in 7. For
G = 1/
√
R − √R, and 0 < R ≤ 1, the fidelity be-
tween SUMG(ψ⊗2TMS(N)) and S˜UM
rA,rB ,R
(ψ⊗2TMS(N)) is
given by [Mat]
F
(
S˜UM
rA,rB ,R
(ψ⊗2TMS(N)),SUM
G(ψ⊗2TMS(N))
)
=
2RerA+rB√
(κ(N,R)− 2e2rAR)(κ(N,R)− 2e2rBR) , (79)
where κ(N,R) = (−1 +R)(1 + 2N).
We now perform numerical evaluations to see how
close the experimental approximation S˜UM
rA,rB ,R
is to
the ideal SUMG gate for a fixed input state ψ⊗2TMS(N).
From (80), it is evident that the sine distance between
SUMG(ψ⊗2TMS(N)) and S˜UM
rA,rB ,R
(ψ⊗2TMS(N)) is sym-
metric for rA and rB . Therefore, we fix rA = 1.726, which
corresponds to the currently experimentally achievable
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FIG. 9. The figure plots the sine distance d(rB , N) in (80)
between an ideal SUMG gate with the interaction gain G = 1
and its experimental approximation S˜UM
rA,rB ,R
with rA =
1.726 and R = (
√
5− 1)2/4, when the input state is a tensor
product of two two-mode squeezed vacuum states with pa-
rameter N , as defined in (7). In the figure, we select certain
values of the mean-photon number N of the channel input,
with the choices indicated next to the figure. For a fixed value
of rB , the simulation of SUM
G is more accurate for low values
of the energy constraint on input states. The figure indicates
that an offline squeezing strength of 15 dB, which is what is
currently experimentally achievable [VMDS16], is not suffi-
cient to simulate an ideal SUMG gate for G = 1, with a high
accuracy, by using the protocol from [FMA05].
maximum squeezing (≈ 15dB) [VMDS16]. We also fix
the gain parameter G = 1, which implies that R =
(
√
5− 1)2/4.
Let d(rB , N) denote the sine distance between
SUMG(ψ⊗2TMS(N)) and S˜UM
rA,rB ,R
(ψ⊗2TMS(N)) for R =
(
√
5− 1)2/4 and rA = 1.726:
d(rB , N)
=
√
1− 2Re
rA+rB√
(κ(N,R)− 2e2rAR)(κ(N,R)− 2e2rBR) ,
(80)
where we used (79).
In Figure 9, we plot d(rB , N) in (80) versus the of-
fline squeezing strength rB for certain values of the in-
put mean photon number N . Similar to the results
in Sections III and IV, we find that the simulation of
SUMG is more accurate for low values of the energy con-
straint on input states. Moreover, even with a low mean
photon number N = 0.06 of the input states and with
the currently experimentally achievable offline squeez-
ing strength of 15 dB, only approximately 83% accuracy
in simulating the ideal SUMG gate for G = 1 can be
achieved.
It is an open question to establish analytical bounds
to quantify the performance of these experimental ap-
proximations of a SUM gate with respect to an energy-
constrained distance measure.
VI. CONCLUSION
In this paper, we studied different performance metrics
to analyze how well an ideal displacement operator, an
ideal single-mode squeezer, and an ideal SUM gate can
be simulated experimentally. In particular, we proved
that none of these experimental approximations converge
uniformly to the ideal Gaussian processes. Rather, con-
vergence occurs in the strong sense.
We also discussed the notion of uniform convergence
on the set of density operators whose marginals on the
channel input have bounded energy, which is the most
relevant from an experimental perspective, given that
experiments are generally energy sensitive. In particu-
lar, we reduced the problem of distinguishing an ideal
displacement operator from its experimental approxima-
tion to the problem of distinguishing a pure-loss chan-
nel from an ideal channel. We provided an analytic ex-
pression for the energy-constrained sine distance between
an ideal displacement unitary and its approximation in
terms of experimental parameters, by using the result
of [Nai18]. Moreover, we established two different lower
bounds on the Shirokov–Winter energy-constrained dia-
mond distance between an ideal displacement operator
and its experimental approximation for low values of the
energy constraint on input states. These bounds could
be used to determine the requirements needed to imple-
ment a displacement operator to any desired accuracy.
The displacement operator is ubiquitous in quantum op-
tics and plays a critical role in CV quantum teleportation,
CV quantum error correction and quantum computation,
and quantum metrology. Therefore, quantification of the
accuracy in simulating a displacement operator is impor-
tant for several practical applications.
Similarly, we discussed the notion of uniform conver-
gence on the set of density operators whose marginals
on the channel input have bounded energy for exper-
imental approximations of both single-mode squeezing
unitary and SUM gate. We considered several experi-
mentally relevant input quantum states and studied how
close these experimental approximations are to the ideal
quantum processes. It is an interesting open question to
determine the optimal value of energy-constrained dis-
tance measures and the corresponding optimal state to
completely characterize these experimental approxima-
tions of the ideal quantum processes.
In this paper, homodyne measurements involved in
simulating a single-mode squeezer and a SUM gate were
considered ideal. We expect that the well-known experi-
mental approximation of homodyne detection converges
strongly to ideal homodyne detection, based on the cal-
culation of [Sch01, Appendix K], and we also expect that
the experimental approximation will not converge uni-
formly. However, it is an open question to determine
the optimal value of energy-constrained distance mea-
sures and corresponding optimal states when homodyne
measurements involved in these simulations are not ideal.
Another interesting direction is to use these results to
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study the error propagation in an experiment based on
quantum optical elements. We leave this for future work.
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Appendix A: Preliminaries
We begin by reviewing some definitions and prior re-
sults relevant for the rest of the appendices. We point
readers to [Hol12, Ser17] for background.
Gaussian states and channels Let H denote an
infinite-dimensional, separable Hilbert space. Let T (H)
denote the set of trace-class operators, i.e., all operators
M with finite trace norm: ‖M‖1 ≡ Tr(
√
M†M) < ∞.
Let D(H) denote the set of density operators acting on
H, i.e., those that are positive semi-definite with unit
trace. The continuous-variable system of interest in this
work is n quantized modes of the electromagnetic field.
Any physical state of n bosonic modes can be described
by density operators acting on a tensor-product Hilbert
space H⊗n = ⊗ni=1Hi, where Hi is the Hilbert space cor-
responding to the ith mode. Let xˆi and pˆi denote the re-
spective position- and momentum-quadrature operators
of the ith mode. Let rˆ ≡ (xˆ1, pˆ1, . . . , xˆn, pˆn)T . Then the
following commutation relation holds:
[rˆ, rˆT ] = iΩ , (A1)
where Ω =
⊕n
i=1 Ω0, and Ω0 =
[
0 1
−1 0
]
. Furthermore,
we take the annihilation operator for the ith mode as
aˆi = (xˆi + ipˆi)/
√
2.
For r ∈ R2n, we define the unitary displacement op-
erator D(r) ≡ exp(irTΩrˆ). Moreover, the set {D(r)}r
forms an orthogonal complete set on the space of oper-
ators acting on the Hilbert space L2(Rn) of square in-
tegrable functions, in the sense that Tr(D(r)D(−r′)) =
(2pi)nδ2n(r−r′). Therefore, any quantum state ρ ∈ D(H)
can be represented as follows:
ρ =
1
(2pi)n
∫
d2nr χρ(r)D(r) , (A2)
where χρ(r) ≡ Tr(D(−r)ρ) is the Wigner characteristic
function of the state ρ. Moreover, a quantum state ρ is
Gaussian if its characteristic function has the following
form:
χρ(r) = exp
(
−1
4
rTΩTVρΩr + ir
TΩTµρ
)
, (A3)
where µρ ≡ 〈rˆ〉ρ is the mean vector of ρ and Vρ ≡ 〈{(rˆ−
µρ), (rˆ − µρ)T }〉ρ is the covariance matrix.
Quantum channels that take any Gaussian input state
to another Gaussian state are called quantum Gaussian
channels. Let ρ be an input state with the characteristic
function χρ(r). Then under the action of a Gaussian
channel N from n modes to m modes, χρ(r) transforms
as follows:
χρ(r)→ χN (ρ)(r)
= χρ
(
ΩTXTΩr
)
exp
(
−1
4
rTΩTY Ωr + irTΩT d
)
,
(A4)
where X is a real 2m× 2n matrix, Y is a real 2m× 2m
positive semi-definite symmetric matrix, and d ∈ R2m,
such that they satisfy the following condition for N to
be a physical channel:
Y + iΩ− iXΩXT ≥ 0 . (A5)
Furthermore, since a Gaussian state ρ can be completely
characterized by its mean vector µρ and covariance ma-
trix Vρ, the action of a Gaussian channel on ρ can be
described as follows
µρ → Xµρ + d ,
Vρ → XVρXT + Y . (A6)
Let Y = 0. Then from (A5) we get XΩXT = Ω, which
further implies thatX is an element of the real symplectic
group Sp(2n,R). The symplectic group is a set of trans-
formations that preserve the anti-symmetric form Ω when
acting by congruence, i.e., SΩST = Ω, ∀S ∈ Sp(2n,R).
Therefore, the group of Gaussian unitaries is identified
with Sp(2n,R).
Let ρ be an n-mode Gaussian quantum state with
the mean vector µρ and the covariance matrix Vρ. The
Wigner function of ρ is given by
W (r) =
2n
pin
√
Det(Vρ)
exp
[−(r − µρ)TV −1ρ (r − µρ)] .
(A7)
Gaussian state transformations can also be described
in the phase-space formalism. In particular, the action
of a symplectic transformation S on a Gaussian state is
given by
W (r)→W (S−1r) . (A8)
Moreover, the Wigner function of a Gaussian input state
transforms under a linear displacement D(−r¯)ρD(r¯) as
W (r)→WG(r − r¯) . (A9)
A coherent state |α〉 is an eigenvector of the annihi-
lation operator aˆ with eigenvalue α, i.e., aˆ|α〉 = α|α〉.
The coherent state |α〉 can also be represented as |α〉 =
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D(α)|0〉. Moreover, the overlap between two coherent
states |α〉 and |β〉 is given by
〈β|α〉 = exp
(
−1
2
|α− β|2
)
exp
[
1
2
(αβ∗ − α∗β)
]
.
(A10)
A single-mode thermal state with mean photon number
n¯ = 1/(eβω − 1) has the following representation in the
photon number basis:
θ(n¯) ≡ 1
1 + n¯
∞∑
n=0
(
n¯
n¯+ 1
)n
|n〉〈n| . (A11)
In our paper, we employ the two-mode squeezed vac-
uum state with parameter n¯, which is equivalent to a
purification of the thermal state in (A11) and is defined
as
|ψTMS(n¯)〉 ≡ 1√
n¯+ 1
∞∑
n=0
√(
n¯
n¯+ 1
)n
|n〉R|n〉A . (A12)
Quantum pure-loss channel. A quantum pure-loss
channel is a Gaussian channel that can be characterized
by a beamsplitter of transmissivity η ∈ (0, 1), coupling
the signal input state with the vacuum state, and fol-
lowed by a partial trace over the environment. In the
Heisenberg picture, the beamsplitter transformation is
given by the following Bogoliubov transformation:
bˆ =
√
ηaˆ−
√
1− ηeˆ, (A13)
eˆ′ =
√
1− ηaˆ+√ηeˆ, (A14)
where aˆ, bˆ, eˆ, and eˆ′ are the annihilation operators rep-
resenting the sender’s input mode, the receiver’s output
mode, an environmental input mode, and an environmen-
tal output mode of the channel, respectively.
Topologies of convergence. Uniform and strong
convergence in the context of infinite-dimensional quan-
tum channels were studied in [SH08]. A connection be-
tween the notion of strong convergence and the notion of
uniform convergence over energy-bounded states was es-
tablished in [Shi18a]. Later, these different topologies of
convergence were studied in the context of linear bosonic
channels and Gaussian dilatable channels in [LSW18].
Furthermore, topologies of convergence in the context
of teleportation simulation of physically relevant phase-
insensitive bosonic Gaussian channels have been investi-
gated in [Wil18].
Appendix B: Convergence of the experimental
implementation of a displacement operator
In this section, we begin by providing a detailed proof
of the convergence of the experimental implementation
of a displacement operator from [Par96] to the ideal dis-
placement operator. We then provide a proof for (44).
We begin by showing that the channel corresponding
to the experimental implementation of a displacement
operator is equivalent to a pure-loss channel followed by
the ideal displacement operator. Consider that
(TrB ◦BηAB)(ρA ⊗ |β〉〈β|B)
= (TrB ◦BηAB ◦ DβB)(ρA ⊗ |0〉〈0|B) (B1)
= (TrB ◦[D
√
1−ηβ
A ⊗D
√
ηβ
B ] ◦ BηAB)(ρA ⊗ |0〉〈0|B) (B2)
= (TrB ◦D
√
1−ηβ
A ◦ BηAB)(ρA ⊗ |0〉〈0|B) (B3)
= (D
√
1−ηβ
A ◦ TrB ◦BηAB)(ρA ⊗ |0〉〈0|B) (B4)
= (DαA ◦ LηA)(ρA). (B5)
The first equality follows from the definition of a coherent
state. The second equality follows from the following
covariance of the beamsplitter unitary with respect to
displacement operators [Ser17]:
BηAB ◦ DβB = [D
√
1−ηβ
A ⊗D
√
ηβ
B ] ◦ BηAB . (B6)
The third equality follows from the cyclicity of partial
trace. In the final equality we defined the pure-loss chan-
nel as LηA(ρA) = (TrB ◦BηAB)(ρA ⊗ |0〉〈0|B).
Let ψRA be an arbitrary two-mode state. To compute
the fidelity between the ideal displacement operator and
its experimental approximation, consider that
F
(DαA(ψRA), (DαA ◦ LηA)(ψRA)) = F (ψRA,LηA(ψRA)),
(B7)
where we employed the unitary invariance of the fidelity.
Let |δ〉 be a coherent state. Then |δ〉 transforms under
the pure-loss channel LηA to |ηδ〉. Therefore, by using
(A10) we get
F (ψRA,LηA) = exp
[−|δ|2(1−√η)2] , (B8)
which converges to zero as |δ|2 →∞, and in turn implies
that the sequence {D˜η, α√1−η }η∈[0,1] does not converge uni-
formly to the ideal displacement channel Dα.
We now show that convergence occurs in the strong
sense. Let ρA denote the input state. Let χρA(x, p) de-
note the Wigner characteristic function of the state ρA.
Then from (A4), the Wigner characteristic function of
the output of an ideal displacement channel is given by
χDα(ρA)(x, p) = χρA(x, p) exp
[
i
√
2(pRe(α)− xIm(α))] .
(B9)
We now find X, Y matrices and d vector corresponding
to the Gaussian channel D˜η, α√1−η . By using (B5), we get
X = diag(
√
η,
√
η), Y = diag(1 − η, 1 − η), and d =
(
√
2Re(α),
√
2Im(α))T. Let ρ˜outA = D˜η,
α√
1−η (ρA). Then
from (A4), the Wigner characteristic function of ρ˜outA is
given by
χρ˜outA (x, p) = χρA(
√
ηx,
√
ηp)×
exp
[
i
√
2(pRe(α)− xIm(α))− (1/4)(x2 + p2)(1− η)] .
(B10)
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Therefore, for each ρA ∈ D(HA), and for all x, p ∈ R
lim
η→1
χρ˜outA (x, p) = χDα(ρA)(x, p) , (B11)
which implies that the sequence {D˜η, α√1−η }η∈[0,1) con-
verges to Dα in the strong sense [LSW18, Lemma 8].
We now discuss the notion of uniform convergence on
the set density operators whose marginals on the chan-
nel input have bounded energy for experimental approx-
imations of a tensor product of ideal displacement chan-
nels. Let {Dαi}Ki=1 be a set of K different displacement
channels. We now approximate the tensor product of
these operators by a tensor product of {D˜ηi,βi}Ki=1, such
that
√
1− ηiβi = αi, ∀i ∈ {1, . . . ,K}. Let HA denote
the Hamiltonian of the system A. Moreover, suppose
that there is an average energy constraint on the input
state to the tensor product of displacement operators,
i.e., Tr(H˜AKψAK ) ≤ E, where
H˜AK ≡ HA ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗HA,
and E ∈ [0,∞). Let Tr(HAψAi) = Ei, where Ei ∈
[0,∞), ∀i ∈ {1, . . . ,K}.
Consider the following chain of inequalities:
1
2
∥∥∥∥∥
(
K⊗
i=1
Dαi
)
(ψRAK )−
(
K⊗
i=1
D˜ηi,αi/
√
1−ηi
)
(ψRAK )
∥∥∥∥∥
1
≤
K∑
i=1
C
(LηiAi(ψRAi), IAi(ψRAi)) (B12)
≤ max
{Ei}i:
∑
i Ei≤E
K∑
i=1
√
1− [(1− {Ei})√ηibEic + {Ei}√ηidEie]2 .
The first inequality follows from (3) and [Wil18, Proposition 1]. The last inequality follows from the recent result of
[Nai18], and due to the maximization over a set of energy values satisfying the input energy constraint. Since the
chain of inequalities is true for all input states satisfying the input energy constraint, the following holds
1
2
∥∥∥∥∥
K⊗
i=1
Dαi −
K⊗
i=1
D˜ηi,αi/
√
1−ηi
∥∥∥∥∥
E
≤ max
{Ei}i:
∑
i Ei≤E
K∑
i=1
√
1− [(1− {Ei})√ηibEic + {Ei}√ηidEie]2 . (B13)
Therefore, {⊗Ki=1 D˜ηi,αi/√1−ηi}η1,...,ηK∈[0,1) converges uniformly to ⊗Ki=1Dαi on the set of density operators whose
marginals on the channel input have bounded energy.
We now provide a proof for (44). Let t =
√
η and r =
√
1− η. Then the action of a pure-loss channel with
transmissivity η on ψRA in (25) is given by
(IR ⊗ LηA)(ψRA) = TrB((IR ⊗ BηAB)(ψRA ⊗ |0〉〈0|B)) ≡ ρRA . (B14)
Consider the following unitary evolution of the pure state |ψ〉RA ⊗ |0〉B :
(IR ⊗ BηAB)(|ψ〉RA ⊗ |0〉B)
= BηAB(
√
1− {E}
bEc! (aˆ
†
in)
bEc|0〉A|τ〉R|0〉B +
√
{E}
dEe! (aˆ
†
in)
dEe|0〉A|τ⊥〉R|0〉B) (B15)
=
√
1− {E}
bEc! (taˆ
†
out + rbˆ
†
out)
bEc|0〉A|τ〉R|0〉B +
√
{E}
dEe! (taˆ
†
out + rbˆ
†
out)
dEe|0〉A|τ⊥〉R|0〉B (B16)
=
√
1− {E}
∑
k1
√(bEc
k1
)
tk1rbEc−k1 |k1〉A|τ〉R|bEc − k1〉B +
√
{E}
∑
k2
√(dEe
k2
)
tk2rdEe−k2 |k2〉A|τ⊥〉R|dEe − k2〉B .
(B17)
The second equality follows from the beamsplitter transformation in the Heisenberg picture (A13). Then the density
operator after tracing out B in (B16) is given by
ρRA = (1− {E})
∑
k1
(bEc
k1
)
t2k1r2(bEc−k1)|k1〉〈k1|A|τ〉〈τ |R + {E}
∑
k2
(dEe
k2
)
t2k2r2(dEe−k2)|k2〉〈k2|A|τ⊥〉〈τ⊥|R
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+
√
(1− {E}){E}
∑
k1
√(bEc
k1
)( dEe
k1 + 1
)
t(2k1+1)rbEc+dEe−2k1−1
(
|k1〉〈k1 + 1|A|τ〉〈τ⊥|R + |k1 + 1〉〈k1|A|τ⊥〉〈τ |R
)
.
(B18)
On the other hand, the density operator of the state in (25) is given by
ψRA = (1− {E})|bEc〉〈bEc|A|τ〉〈τ |R + {E}|dEe〉〈dEe|A|τ⊥〉〈τ⊥|R
+
√
(1− {E}){E}
(
|bEc〉〈dEe|A|τ〉〈τ⊥|R + |dEe〉〈bEc||τ⊥〉〈τ |R
)
. (B19)
Let %RA denote the operator corresponding to the difference of ρRA in (B18) and ψRA in (B19).
%RA = ρRA − ψRA (B20)
= (1− {E})
[∑
k1
(bEc
k1
)
t2k1r2(bEc−k1)|k1〉〈k1|A − |bEc〉〈bEc|A
]
|τ〉〈τ |R
+ {E}
[∑
k2
(dEe
k2
)
t2k2r2(dEe−k2)|k2〉〈k2|A − |dEe〉〈dEe|A
]
|τ⊥〉〈τ⊥|R
+
√
(1− {E}){E}
[∑
k1
√(bEc
k1
)( dEe
k1 + 1
)
t(2k1+1)rbEc+dEe−2k1−1
(
|k1〉〈k1 + 1|A|τ〉〈τ⊥|R + |k1 + 1〉〈k1|A|τ⊥〉〈τ |R
)
− |bEc〉〈dEe|A|τ〉〈τ⊥|R − |dEe〉〈bEc||τ⊥〉〈τ |R
]
. (B21)
We now find ‖%RA‖1 for a simple case. Let 0 < E < 1. Then bEc = 0 and dEe = 1. Let |τ〉 = |0〉 and |τ⊥〉 = |1〉.
Therefore, the operator %RA is given by
%RA = {E}
[
r2|0〉〈0|A + t2|1〉〈1|A − |1〉〈1|A
]
|1〉〈1|R +
√
(1− {E}){E}
[
(t− 1)
(
|0〉〈1|A ⊗ |0〉〈1|R + |1〉〈0|A ⊗ |1〉〈0|R
)]
.
(B22)
After expressing r and t in terms of η, the matrix representation of %RA is as follows
%RA =

0 0 0 −√(1− {E}){E}(1−√η)
0 {E}(1− η) 0 0
0 0 0 0
−√(1− {E}){E}(1−√η) 0 0 −{E}(1− η)
 (B23)
Then ‖%RA‖1 is given by [Mat]
1
2
‖%RA‖1 =
1
2
[
{E}(1− η) + 1
2
∣∣∣∣∣(√η − 1)
(
{E}(1 +√η)−
√
{E}
[
4 + {E}(−3 + 2√η + η)
])∣∣∣∣∣
+
1
2
∣∣∣∣∣(√η − 1)
(
{E}(1 +√η) +
√
{E}
[
4 + {E}(−3 + 2√η + η)
])∣∣∣∣∣
]
. (B24)
Since
{E}(1 +√η) ≤
√
{E}
[
4 + {E}(−3 + 2√η + η)
])
(B25)
for all 0 < E < 1 and η ≥ 0, we get that
1
2
‖%RA‖1 = 1
2
[
{E}(1− η) + (1−√η)
√
{E}
[
4 + {E}(−3 + 2√η + η)
]]
. (B26)
