In this paper we consider Besov algebras on R, that is Besov spaces B s p,q (R) for s > 1/p. For s > 1 + (1/p), p > 4/3, and q p we prove that the above algebras have a maximal symbolic calculus in the following sense: for any function f belonging locally to B s p,q (R) and such that f (0) = 0, the associated superposition operator T f (g) := f • g takes B s p,q (R) to itself.
Introduction
Let us denote by C b (R) the Banach algebra of bounded continuous functions in R. Assume that E is a subalgebra of C b (R) . Assume further that E is endowed with a norm which renders the canonical injection E → C b (R) continuous, and such that E is a Banach algebra. In such an algebra, the symbolic calculus consists in associating to any function g ∈ E the composed function f • g, under some appropriate conditions on f . Thus we say that a function f , defined on a subset Ω of C, operates in E if we have f • g ∈ E for any g ∈ E whose range is contained in Ω. The above notion makes sense in any function space E, even if it is not a Banach algebra. The operator T f : g → f • g is often referred as a superposition operator.
It is well known that any holomorphic function f , defined on an open subset of C -and satisfying f (0) = 0 in case 1 / ∈ E -operates in E. The same property holds for a real analytic function, under certain assumptions on E. We refer to [11, Chapter VIII, 3.9 and 8.1] for more details.
In case D(R) ⊂ E it is easily seen that any function f : R → C which operates in E belongs necessarily to E loc . We shall speak of a maximal symbolic calculus if any function f ∈ E loc -satisfying f (0) = 0 in case 1 / ∈ Eoperates in E, and of a minimal symbolic calculus if the only operating functions are the analytic ones.
According to a celebrated theorem of Kahane and Katznelson (see [11, Chapter VIII, 8.6] ), the algebra A(R) of the Fourier transforms of integrable functions has a minimal symbolic calculus. On the contrary, the algebra C b (R) itself has a maximal symbolic calculus; the same holds for the classical Sobolev algebras W m p (R), m integer 2, 1 p ∞, see [2] .
Here we deal with Besov spaces. For the precise definition of these spaces we refer to [1, 13, 16] . 
. In case 1 s 1 + (1/p) the symbolic calculus turns out to be more mysterious. Indeed we expect that the conditions (A) and (B), together with f (0) = 0, are not sufficient for f to act on the space B s p,q (R). A typical example is the Zygmund class B 1 ∞,∞ (R), for which a full description of the symbolic calculus has been given in [6] . There a necessary and sufficient condition on f was found which is stronger than these quoted conditions.
Notation. If s is a real number, then [s]
denotes the integer part of s, i.e. the largest integer less than or equal to s. All functions are assumed to be real-valued. With f p we denote the L p -norm on R. As usual, constants c, c 1 , . . . are strictly positive and depend only on the fixed parameters s, p, q, unless otherwise stated; their values may vary from line to line.
The main theorem
The following result represents a partial, but substantial, proof of the conjecture.
Theorem 1. Let us assume that the following three conditions hold:
Some comments are in order. Theorem 1 remains valid under more general assumptions, e.g. also for
In addition also the restriction concerning q can be weakened. We refer to [9] for details. The authors are convinced that the critical value p = 4/3 and the above "forbidden" interval have nothing to do with the problem itself. To overcome these technical problems one has, probably, to change the method. Before we start to prove Theorem 1 we indicate how one can simplify the problem. Concerning these reductions we omit details because there are standard in some sense. However, the details can be found in [9] .
(1) It will be sufficient to investigate the problem under the following conditions:
If (4) for any g ∈ B s p,q (R) such that g is real analytic.
Then a standard approximation procedure together with the Fatou property of the Besov spaces, see e.g. [ 
7, paragraph 5.2 & Proposition 14], will imply inequality (4) for any g ∈ B s p,q (R).

Proof of Theorem 1
We shall prove Theorem 1 by using the assumption
The proof in case s − [s] 1/p uses the same basic ideas, but is more technical. We refer to [9] for the complete proof, and to [6] for the case p = ∞. We exploit ideas of [7, Theorem 7] . On the one hand we shall use convenient equivalent norms in Besov spaces together with embeddings of Besov spaces into the Wiener space of functions of bounded p-variation. On the other hand we shall use monotonicity properties of the regular function g.
Alternative norms in Besov spaces
To begin with we deal with integral means of differences. Let
Assume m < s < m + 1 for some m ∈ N. Then the following expression is well known to be an equivalent norm in B s p,q (R):
We obtain another equivalent norm by replacing, in (7), integration for h ∈ R by integration for |h| R , for a fixed positive number R. Indeed the part of the integral for which |h| > R can be easily estimated by the L p -norm.
In some cases, an alternative equivalent norm can be obtained as follows. Let 
Moreover, the above expression generates an equivalent norm on B s p,q (R).
The condition s > 1/p cannot be avoided. Indeed, (8) implies that f is locally bounded, a property which is not shared by all Besov functions for s < 1/p.
The p-variation of a Besov function
For a function g : R → R and any h ∈ ]0, ∞] we denote by ν p (g, h) the supremum of numbers
. . , N} of pairwise disjoint open intervals of length less than h. A function g is said to be of bounded p-variation if ν p (g, ∞) < +∞. The set of primitives of functions of bounded p-variation will be denoted by BV 1 p (R) and endowed with the semi-norm
, where the infimum is taken with respect to all functions g whose primitive is f . We refer to [7, 8, 18] for a discussion of these classes.
for all g ∈ B s p,q (R).
Proof. By Peetre's embedding theorem, see [13, p. 112] or [7, Theorem 5] , there exists c 1 = c 1 (p) > 0 such that
Now we claim that
Obviously, Hölder's inequality yields
Inequality (11) 
for all t > 0. By inequalities (10) and (11) we obtain
Taking t := h 1−(1/p) in the above estimation we deduce
, which proves (9). 2
The details of the proof
According to the three reductions mentioned in Section 2 we shall work with the following assumptions:
Step 1. Preparations. By definition of the Besov norm, it is enough to estimate can be estimated by the right-hand side of (4).
Step 2. Without loss of generality we may assume h > 0. The set of zeros of g is discrete, and its complement in R is the union of a family (I l ) l of nonempty open disjoint intervals. For any h > 0 we denote by I l the (possibly empty) set of x ∈ I l whose distance to the right endpoint of I l is greater than h, and we set of Besov spaces. Picking up the same principles, we can prove the following almost optimal superposition theorem for Besov spaces defined on R n , see [5] for more details. 
