Rendering massive 3D models in real-time has long been recognized as a very challenging problem because of the limited computational power and memory space available in a workstation. Most existing rendering techniques, especially level of detail (LOD) processing, have suffered from their sequential execution natures. We present a GPU-based approach which enables interactive rendering of large 3D models with hundreds of millions of triangles. Our work contributes to the massive rendering research in two ways. First, we present a simple and efficient mesh simplification algorithm towards GPU architecture. Second, we propose a novel GPU out-of-core approach that adopts a frame-to-frame coherence scheme in order to minimize the high communication cost between CPU and GPU. Our results show that the parallel algorithm of mesh simplification and the GPU out-of-core approach significantly improve the overall rendering performance.
Introduction
Rendering large-scale massive models has become a commonly requested task for scientific simulation, visualization and computer graphics. Many research areas generate extremely complex 3D models, such as industrial CAD models (e.g. airplanes, ships and architectures), composed of more than hundreds of millions of geometric primitives. However, these complex datasets cannot be rendered efficiently using brute-force methods on a desktop workstation. Thus, the challenge is how to increase the rendering performance, so that people can visualize massive models interactively. To solve this problem, mesh simplification techniques have been commonly used to reduce the complexity of 3D models without losing visual fidelity.
The algorithms of mesh simplification replace tessellated objects with coarser representations containing less amount of primitives, such as Levels of Detail (LOD). Hoppe [Hop96] introduced a well-known LOD-based al- gorithm, Progressive Meshes, to simplify meshes using a sequence of modifications (e.g. edge-collapsing). However, given a massive 3D model, constructing its simplified representations can be a very expensive process, which makes online simplification impossible on a desktop workstation.
In recent years, graphics hardware, as a massively parallel architecture and commoditized computing platform, has been praised due to the significant improvements of performance and the capability for general-purpose computation. Since most simplification algorithms are not naturally data parallel, they do not have trivial GPU implementations. In addition, comparing to the computational power of GPU, GPU memory is insufficient to store massive datasets. For example, Boeing 777 model shown in Figure 1 requires approximately 6 GByte memory to hold its vertex and triangle data, which is not applicable for most modern GPUs. Although primitives can be directly streamed for rendering, the cost of CPU-GPU communication could decrease performance significantly, if a large number of primitives need to be transferred constantly from CPU to GPU.
To address these issues, we introduce two contributions in this paper.
1. Parallel mesh simplification. We present a parallel approach of mesh simplification to generate simplified representations of an input model dynamically. 2. GPU out-of-core. We propose a novel out-of-core approach on GPUs that minimizes the overhead of data streaming from CPU to GPU by exploiting the frame-toframe coherence.
The rest of the paper are organized as follows. We review some related works in Section 2. Section 3 provides a brief overview of data pre-processing and run-time algorithms. In Section 4, we talk about the parallel approach of mesh simplification. In Section 5, we present the GPU out-of-core approach. Section 6 describes our implementation and shows the experimental results. Finally, Section 7 concludes our work and discusses some future works.
Related Work
Interactively rendering massive 3D models is an active research area. We discuss the related works with respect to mesh simplification and out-of-core techniques.
Mesh Simplification
Mesh simplification algorithms have been an active research for decades in computer graphics. Given an input 3D model, a less complicated but visually faithful representation can be approximated as an alternative for rendering. Current algorithms of mesh simplification have been designed according to a series of operations on geometric primitives, such as vertex decimation [SZL92] , edge collapse transformations [Hop96, GH97] , Region-Merging Measurement [RRR96] and selective refinement [Hop97] . A well-known approach of mesh simplification is Progressive Meshes [Hop96] simplifying meshes with edge-collapsing criteria, then different levels of detail of meshes can be recovered by applying a prefix of splitting sequence to the base mesh.
Related to this paper, we emphasize on the techniques of GPU-based mesh simplification.
[JWLL06] generated a LOD mesh on GPU using a quad-tree structure constructed from poly-cube maps. In their techniques, an adaptive mesh is finalized in vertex shader. In [DT07] , the authors used a vertex-clustering method, and designed a GPU-friendly octree structure for efficient LOD generation. Although their clustering method reduced the memory storage, the visual quality was not well preserved. More recently, Hu et al. [HSH09] proposed a parallel algorithm for view-dependent LOD on GPU. The authors introduced a cascaded update method to split vertices without respecting their dependencies. However, their approach did not demonstrate the rendering efficiency of very complex 3D models. In this paper, we tend to render large-scale 3D model that even cannot fit into GPU memory. Our system will interactively render the model with the approaches of parallel LOD generation and coherence-based GPU streaming.
Out-of-Core Techniques
Various out-of-core techniques have been proposed to solve the problem of huge amounts of static LODs, multiresolution geometries or multi-level vertex hierarchies constructed for interactively rendering massive models, such as [ used a binary tree for mesh partitioning, and allowed the construction of multi-resolution and per-node simplification.
[CGG * 04] used a geometry-based multi-resolution structure for out-of-core data management. The approach constructed a hierarchy of tetrahedra by recursively partitioning the input dataset. Each tetrahedral node contained a simplified mesh representation (or a patch) precomputed in a fine-tocoarse manner. During the run-time, the hierarchy was topdown traversed to fetch the appropriate patches from disk to CPU. [YSGM04] represented a 3D model as multiple progressive meshes in a clustered hierarchy (CHPM). At runtime, based on a list of fetched clusters, the desired model was generated by performing the refinement operations and cluster merging. However, both approaches of [CGG * 04]
and [YSGM04] relied on heavy pre-processing stages to build all levels of mesh details or densely clustered PMs, which enlarged the data size dramatically. Although cachecoherent layouts have been used for their out-of-core techniques, it is still a major performance overhead to fetch and access data in a slow bulk memory (e.g. hard drive). In our approach, we will not construct spatially complex structures, so that CPU main memory can hold original meshes sufficiently; and the simplified versions of meshes will be generated dynamically by taking advantage of GPU parallel com- putational architectures along with an efficient coherencebased CPU-GPU streaming.
Overview
The goal of our system is to simplify complex 3D models for real-time rendering. An input model consists of multiple triangulated meshes. Our approach includes a preprocess stage and a run-time stage, which are illustrated in Figure 2 .
In the preprocess stage, we generate a new representation of the original model by re-arranging the vertices and triangle information based on edge-collapsing operations. We also compute other data, such as bounding boxes for the meshes, to be used in the run-time. Our run-time approach contains a series of parallel processing steps. We first determine the complexity of the model in the step of levelof-detail(LOD) selection. Second, the data is streamed from CPU main memory to GPU memory using our GPU outof-core approach. We employ a frame-to-frame coherence scheme to minimize the size of the streamed data. Third, the meshes are simplified in parallel on GPU at the step of triangle reformation. Finally, the simplified model is rendered using OpenGL.
Parallel Mesh Simplification
Our simplification method is based on the idea of collapsing edges of a mesh, where the edge-collapsing operations are applied to an original mesh iteratively according to a pre-defined order. Therefore, dependencies have to be introduced between the iterations of collapsing. At an edgecollapsing iteration, an edge is removed based on a specified cost, and the topological structure of the mesh is modified. The next iteration has to rely on the resulted mesh of the previous iteration. Such dependencies make the design of a parallel algorithm very difficult. In this section, we will introduce an approach that can remove the dependencies effectively to support the parallel process of mesh simplification.
GPU Friendly Pre-processing
At each edge-collapsing iteration, an edge (v 1 , v 2 ) is removed. There are two steps involved during the removing process: (1) collapsing the edge by merging the two vertices, v 1 and v 2 , to a target vertex, v; (2) removing v 1 , v 2 and all triangles having both vertices.
In order to eliminate the dependencies between the iterations, we process the mesh and record the collapsing information into an array structure, called ecol. Similar to the data structure described in [Swa99] , each element of ecol corresponds to a source vertex, and its value is the target vertex that it merges to. We define that the value of the ith element of ecol can be recovered from the function ecol(i). Meanwhile, we also record the vertex count and triangle count remaining after each collapsing iteration. Since an edge-collapsing operation removes only one vertex but varied number of triangles, we employ a structure, named as map, to record the relationship between the vertex count and the triangle count. If i is the remaining vertex count after a collapsing operation, the value, recovered from the function map(i), is the triangle count of currently simplified mesh.
According to the order of edge-collapsing operations, we re-arrange the vertex and triangle data of the original mesh. The order of storing re-arranged data reflects the sequential order of edge-collapsing operations. In our implementation, the vertex and triangle data of a mesh are stored as arrays; the first removed vertex by the collapsing operations is stored at the last position in the vertex array; and the last removed vertex is stored at the first position. The triangle array is also re-arranged in the same manner. With such a representation, a level of detail of the mesh can be simply determined by using a certain number of vertices and triangles starting from the beginning of the vertex and triangle array, respectively. The smaller amount of data is selected, the lower level of detail the mesh is represented in.
Key Criteria of Edge-collapsing
Position of target vertex. To collapse an edge (v 1 , v 2 ), two vertices are merged to a target vertex v. Obviously, the position of v can be either edge endpoints v 1 , v 2 , or a new position (e.g., v = (v 1 + v 2 )/2). Based on [GH98] , our approach uses an endpoint for v, since it requires much less storage.
Boundary edge constraint. In many 3D models, disconnected faces separated by borders and holes are important visual features. To preserve them, we restrict that Boundary Edges are not collapsible. A Boundary Edge is the edge only existing in one triangle, and the two vertices of the edge are Boundary Vertices. Note that any edge containing boundary vertices cannot be collapsed by moving a boundary vertex to the other. Using this kind of constraint, the lowest level of detail of the mesh is represented by the mesh with only the boundary vertices, rather than a single triangle.
Error function for computing the costs. An error function is used to ensure the visual quality of simplification. The value of the error function, usually defined as the cost, indicates the amount of visual changes after an edge is collapsed. Based on the description in [Mel98] , we collapse the minimal-cost edge after computing the costs of all edges using Equation 1.
Note that, Tv a is the set of triangles containing vertex va, and Tv a v b is the set of triangles containing both vertices va and v b . In Equation 1, the cost of an edge is affected by both edge length and curvature.
Level of Detail Selection
The task of LOD selection is to determine a desired complexity of a model at each rendering frame. In our system, the input 3D model is defined as a collection of the meshes, {M 1 , M 2 , . . . , Mr}. For each mesh M i , we define its complexity level as a tuple vc i ,tc i , where vc i is the desired vertex count, and tc i is the desired triangle count. In addition, we pre-calculate a tight Axis-Aligned Bounding Box (AABB) for each mesh. An AABB serves two purposes for LOD selection: (1) view-frustum culling: the visibility of a mesh is determined by testing its AABB against the view frustum; (2) the complexity level determination: if a mesh is inside the view frustum, we use the projected area (on image plane) of its AABB to compute the desired level of complexity, otherwise, vc i and tc i are set to be zero. Figure 3 shows an example of view-frustum culling. To determine the complexity level of a visible mesh (after the view-frustum test), we use the projected area of its AABB. In addition, we restrict the total number of the visible vertices using a pre-defined maximum, as discussed in [FS93, WS98] . Therefore, the complexity level of mesh M i is computed by Equation 2.
where N is the pre-defined maximal vertex count, which is wisely chosen based on a desired rendering frame rate or visual quality; A i denotes the projected area of the AABB on the image plane; α is a parameter to control the perceptive contribution of the mesh to the overall model, introduced in [FS93] . To provide an efficient computation of A i , we approximate it by using the area of the bounding rectangle of the projected region on the image plane. To have a fast execution, we use CUDA CUDPP [HSO07] to implement Equation 2 on GPU.
Given the value of vc i calculated in Equation 2, the triangle count tc i can be obtained based on the map structure for mesh M i , described in Section 4.1, as tc i = map i (vc i ).
Triangle Reformation
Using the computed complexity levels of the meshes, we first select the amounts of vertices (vc i ) and triangles (tc i ) from the original meshes, which will be the active data for generating the simplified version of the input model. Since the vertices and triangles of original meshes have already been re-arranged in the preprocessing step by following the edge-collapsing order, we simply select the first vc i vertices and first tc i triangles of mesh M i . Then, we need to reform each of active triangles of M i to reflect the changes of its three vertex indices during edge-collapsing by looking up the corresponding ecol of M i , as mentioned in Section 4.1.
GPU parallelization. Obviously, we can parallel the reformation process at mesh-level, e.g. one GPU thread for a mesh. As we know, the design of modern graphics chips allows tens of thousands threads to be executed concurrently. If we choose the mesh-level parallelization, GPU resources will be underutilized when the number of visible meshes is less than the number of concurrent threads. In addition, using the mesh-level parallelization can lead to the load-balancing problem, since different meshes contain different number of triangles after LOD selection. To avoid these issues, we employ a triangle-level parallel approach, e,g. one triangle per thread, so that a sufficient number of GPU threads are created simultaneously, and the workload is also balanced.
Structure of GPU data storage. The natural way of organizing meshes on GPU is storing them separately into different memory blocks, then they can be rendered one-by-one after reformation. Because a 3D model can potentially have many meshes (718,727 meshes in our Boeing 777 model), the overhead of multiple rendering calls to all the meshes is very high. Therefore, we concatenate the array data for all the meshes together into a single array as an OpenGL buffer object, as illustrated in Figure 4 -(i), and render the entire model with one rendering call.
Given the GPU parallelization and storage scheme, our parallel triangle reformation approach is described in detail in Algorithm 1. Since we store all the selected (or active) triangles in a single array, when reforming a triangle t k of this array, we first need to find which mesh it belongs to, so that we can reform it by using the ecol of the mesh. To do this, we perform a prefix-sum on the array tc. The prefixsummed tc indicates the offsets (or ranges) of triangles of the meshes. We then use the triangle index, k, to conduct a binary search in tc to find the index of mesh that t k belongs to. For example, if k falls into a range (tc i ,tc i+1 ], t k belongs to mesh M i . This is the process of line 3 in Algorithm 1.
During the reformation, each of three vertex indices of t k is replaced with a target one by looking up the ecol of M i . A vertex index may need to be updated multiple times until its value is below the total desired number of vertices, indicated in vc i . To be consistent with tc, we also prefix-sum the array vc (also required by GPU out-of-core); thus, the desired vertex count is recovered by vc i+1 − vc i . The process of triangle reformation is illustrated in Figure 4 -(ii) and in the line 5-10 of Algorithm 1. Note that a vertex index of t k , vidx, is a local index in mesh M i . Due to the limited memory, a GPU cannot hold the entire set of a massive 3D model. However, as described in Section 4.1, by using the re-arranged data, a GPU needs only a small portion of the original vertices and triangles to generate the LOD model. At a given frame, after the levels of complexities (the necessary amount of data) have been determined by our LOD selection approach (see Section 4.3), shows how to replace a vertex with a target one by walking through ecol backwards. n is the amount of selected vertices of M i , and we find the target index to be g by satisfying g ≤ n.
we access the original data stored on CPU main memory, and fetch only those active portions to the GPU memory. Since the overhead for transferring data from CPU to GPU is a significant factor impacting the overall rendering performance, we propose a GPU out-of-core approach that transfers much smaller amount of data by exploiting frame-to-frame coherence. As such, we can re-use most of existing data on the GPU, which has been devoted to the last rendered frame, so that the overhead of transferring data is minimized.
Our GPU out-of-core algorithm takes the following two steps at each rendered frame:
1. CPU-GPU data streaming. In this step, we first need to collect the vertices and triangles not existing on the GPU but required to render the next frame, and store them in a block of continuous CPU memory. Then, we transfer this data block to GPU memory with a single memory transfer call. 2. GPU data defragmentation. For the reason of efficient processes in triangle reformation and rendering, the geometry data of all the meshes are concatenated into a single continuous memory block. However, the frame-toframe coherence approach does not preserve the continuity and the order of geometry data in the GPU memory.
To solve this problem, we introduce a parallel defragmentation algorithm to re-organize GPU-ready data for efficiently rendering the 3D model.
CPU-GPU Data Streaming
In order to minimize the overhead of CPU-GPU communication, we only transfer the additional data that is required in the next frame compared against the currently rendered frame. Let us denote the arrays of vertex counts and triangle counts for the current frame f as vc f and tc f , respectively, and for the next frame as vc f +1 and tc f +1 , respectively. The number of the additional vertices required between frame f and frame f + 1 is defined as In order to avoid multiple CPU-GPU memory copies, which impose a significant performance cost, we prepare the additional vertices and triangles on the CPU by assembling the data from each mesh into a block of continuous CPU memory, and only copy the block to GPU memory once per frame. To do this, we first perform a prefix sum on the count arrays of the additional vertices and triangles, vc f andtc f , respectively, so that we can obtain the position offset for each mesh in the continuous memory block. We then copy the addition data from each mesh into this block at its corresponding position offset. According to the data rearrangement scheme used in the preprocessing step, the addition vertex and triangle data from each mesh is also stored together in a continuous memory space, as illustrated in Figure 6. As such, preparing the additional data on CPU can be efficiently implemented, because the data copy for each mesh will only require a single call of memory copy.
GPU Data Defragmentation
Between rendering frames, the desired complexity level for a mesh sometimes decreases. In this case, we do not need to transfer any data of the mesh to the GPU. Instead, we need to remove the unnecessary data for this mesh from the GPU, so that we can use the space for other meshes with additional storage requirement. Such operation will make the continuous GPU memory block fragmented. For example, many small and unusable "holes" will be created in the block. In addition, since our parallel triangle reformation approach requires that the geometry data for each mesh has to be stored
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Figure 6: An example of data preparation on CPU. The purple blocks replicated from the re-arranged meshes stand for the new data required by GPU. The blue blocks are equivalent to those data already existing on GPU.
in an ordered and continuous fashion, we have to reshuffle the existing data on the GPU and copy the additional data into the right position in the GPU block. The goal of this data defragmentation process is to make sure that, (1) the active data selected for the frame is still continuously stored; (2) the vertex and triangle data for each mesh is stored in the same order as it is re-arranged in the preprocessing step; (3) the appearance of each mesh in the block is also stored in the same order as indicated in the arrays vc f +1 and tc f +1 .
At this step, on GPU memory, we have a block of existing data from the current frame, f , and a block of additional data required by the next frame, f + 1. To assemble them into the block reserved by active data, a straightforward method is using the system calls of GPU memory copy. For mesh M i , we copy its vertices and triangles from both existing data block and additional data block to the active data block at the position with the offsets vc f +1 i and tc f +1 i , respectively. However, there will be a large number of system calls of GPU memory copies, and they have to be initiated by the CPU and executed sequentially, which would be a significant cost on performance.
An alternative way of memory copy is to manipulate each element of the block in parallel. On the GPU, it has been shown that it is much more efficient than the direct memory copy when the data size is large. We design a parallel process of data defragmentation that each GPU thread only copies the data for one triangle into its required position. Our algorithm, as illustrated in Algorithm 2, defragments the triangle data of all the meshes with one kernel call to the GPU, instead of one call for a mesh, in order to avoid the high cost of multiple GPU calls.
As described in Algorithm 2, each GPU thread copies the data for one triangle, t k , of the active triangles from either the existing triangles or the additional triangles, as illustrated in Figure 7 . First, we identify the mesh index, i, that t k belongs to, since the source triangle for t k has to come from the mesh M i . To find the mesh index quickly, we perform a binary search on the array tc f +1 , in the same way as we do in Algorithm 1. Second, we identify if the source triangle for t k should be an existing one or an additional one of M i . To do this, we convert the index of t k in the active triangles to a local triangle index in M i . We denote this local index as tidx (see line 4 of Algorithm 2). If tidx is smaller than the number of existing triangles, we copy the triangle from the existing ones (see line 6-8); otherwise, we copy from the additional triangles (see line 9-11). At the end, the block of existing triangles is replaced with the completed active triangles, so that we can use it to defragment the following frame.
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Figure 7: An example of defragmenting triangles on GPU. ta, t b , tc, t d and te will be substituted with a source triangle from existing or additional block of triangles in parallel.
Algorithm 2 Defragmenting triangles on GPU procedure TriangleDefragmentation( in array tc f +1 , array tc f , arraytc f , existing triangles, additional triangles; out active triangles)
1: for kth triangle t k in active triangles in parallel do 2:
binary search array tc f +1 return i;
4:
if tidx ≤ n then 7:
j ← tidx + tc j ← tidx − n +tc 
Experiments and Performance Results
We have implemented our approach on an Intel Core i7 2.67GHz PC with 12 GB of RAM, and a Nvidia Quadro 5000 graphics card with 2.5 GB of GDDR5 device memory. It is developed using Nvidia CUDA Toolkit v4.0, and runs on a 64-bit Windows system. Our approach has been applied to two complex 3D models. One is a Boeing 777 airplane model composed of about 332 million triangles and 223 million vertices. The other one is a coal fired power plant model composed of about 12 million triangles and 6 million vertices.
Since Boeing model requires approximately 6 GB memory space, the data is streamed for rendering based on the GPU approach explained in Section 5. But for Power Plant model, it can fit into GPU memory, so that the cost of CPU-GPU communication is completely eliminated.
We generate two 360-degree camera turning movements for each model (see Figure 8) . We run 300 frames for each of four camera setups, and use them to test the performance.
Overall System Performance
The performance results show that we can achieve interactive rendering rates: 26-226 fps for Power Plant model and 6-22 fps for Boeing 777 model. Figure 9 demonstrates the live-captured images on the path of camera movements. To reach decent visual quality, we have set α of Equation 2 to 3, since [WS98] claimed that α = 3 produces equivalent of Funkhouser's benefit function [FS93] . Table 1 shows the breakdown of timing results of the runtime steps, which are the averaged values over 300 frames. For Boeing model, since there is always a considerable number of data being transferred at each frame, GPU out-ofcore becomes the most time-consuming part ( 44.14%(a) and 48.41%(b) out of total time). To understand its importance and efficiency, Section 6.3 provides an insight analysis of the step of GPU out-of-core. And the rendering step never becomes the bottleneck, even with more than 10 million triangles to be rendered. Table 2 , Experiment (d) has only 0.510 million triangles (in average) to be rendered, which is 4.25% out of the total 12 million triangles; The computation time of LOD selection depends on the number of meshes that a model contains originally, since we have to do view-frustum culling for each mesh. But our triangle reformation method only operates the visible triangles on GPU, so that the time of reformation is scaled with the changes of the visible triangle count. In Figure 10 -(i), we scatter the value pairs of reformation time and visible triangle count. Each dot corresponds to a rendered frame, and there are totally 600 dots (frames) on each graph. Usually, the overheads of thread management and data access would prevent the performance to be linear while dealing with large amount of data on the GPU. But with our implementation, Figure 10 -(i) shows that the time of reformation increases linearly towards the increase of visible triangle count.
Evaluation of GPU Out-of-Core
To evaluate our coherence-based GPU out-of-core method, we compare our implementation, Streaming with Coher-ence (SC), with two other approaches: Streaming without Coherence (SnC) and No Streaming (NS), which are common brute-force strategies. Streaming without Coherence first collects all of them to a continuous CPU memory block, then streams the entire block to GPU with one call. No Streaming approach sequentially copies all selected vertices and triangles from CPU memory space to GPU one-by-one. Neither SnC nor NS approach needs the step of defragmentation. And NS approach even has no cost of preparing data on CPU. We show the performance comparisons of these three approaches in Figure 10 -(ii). Our coherence-based streaming transfers only new-added vertices and triangles, and has a better overall performance than the other two approaches.
In average, our approach achieves about 1.66X speedup comparing to SnC approach, and achieves about 51.96X speedup comparing to NS approach. Table 3 shows the averaged timing results and the averaged data amounts of our comparison experiments. Note that "Avg. Visible Meshes" means the average number of meshes with non-zero complexity. "Avg. Streamed Meshes" means the average number of meshes with the increased complexity, so that some of their vertices and triangles will be CPU-GPU streamed. Our SC approach requires much less amounts of "Streamed Meshes" and "Streamed Triangles/Vertices" than the other two approaches, so that much less cost of memory transferring is required by our approach. For example, in camera (a), only 0.68% of total 12.884 million visible triangles and 0.69% of total 10.721million visible vertices are transferred.
Performance factors of CPU-GPU streaming. Based on our experiments, the time spent on CPU-GPU streaming depends on CPU side, because to-be-transferred data is prepared sequentially on CPU, which is the major cost of the streaming. Two Factors influences the time of data preparing on CPU: the size of to-be-transferred data and the number of meshes with increased complexities between frames.
Performance factors of GPU defragmentation. The defragmentation re-organizes the data on GPU. The more data is used for rendering a frame, the more time is required to defragment them. Based on our experimental results from (a) and (b), we notice that the time of GPU defragmentation is scaled with respect to the number of visible triangles and visible vertices determined by our LOD selection method. In Figure 10 -(iii), we plot the relationship between defragmentation time and the number of visible data; and each dot represents a frame. It shows that defragmentation time changes linearly over different numbers of triangles and vertices.
Conclusion and Future Work
We presented a novel GPU approach to visualize massive 3D models at interactive rates. First, we design a parallel algorithm of mesh simplification that supports real-time generation of LOD model. Second, we propose a GPU out-of-core approach by employing frame-to-frame coherence. A parallel defragmentation algorithm is developed to maintain the data continuity in GPU memory.
Limitations. Our approach assumes the high temporal coherence between frames. If the camera is changed dramatically from one frame to the next, the amount of transferred data based on the frame difference could be increased significantly. As a result, it may lead to a noticeable performance lost. Another limitation of our system is that we require the entire 3D model can fit into CPU main memory.
Future works. There are some future works that can strengthen our approach. First, LOD selection metric is an important factor for managing the amount of selected data and preserving visual fidelities. We would like to explore other metrics applicable for massive model rendering. Second, during the phase of defragmentation, the data used for rendering the previous frame is stored at its own memory allocation. However, it is not the best method to optimize memory usage. In the future, we would like to explore some in-place algorithms to assemble GPU data. 
