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Intersection numbers in the curve graph with a
uniform constant
Yohsuke Watanabe∗
Abstract
We derive various inequalities involving the intersection number of the curves contained in
geodesics and tight geodesics in the curve graph. While there already exist such inequalities on
tight geodesics, our method applies in the setting of geodesics. Furthermore, the method gives
inequalities with a uniform constant depending only on the topology of the surface.
1 Introduction
Let Sg,n be a compact surface of genus g and n boundary components. Throughout this paper,
we assume that an isotopy is free unless otherwise specified and that curves are simple, closed,
essential and not isotopic to ∂(S). We recall the curve graph, C(S) defined by Harvey [2]. Suppose
ξ(S) = 3g + n− 3 ≥ 1. The vertices are isotopy classes of curves and the edge between two vertices
are realized by disjointness. We manipulate the definition of an edge for ξ(S) = 1; we put the edge
between two vertices if they intersect once if S = S1,1 and twice if S = S0,4. The curve graph is a
geodesic metric space with the usual graph metric (which assigns distance 1 to each edge.), which
we denote by dS .
Definition 1.1. Let x, y ∈ C(S) and A,B ⊆ C(S).
• The intersection number between x and y is the minimal possible number of intersections
between them up to isotopy, and we denote it by i(x, y). We define i(A,B) :=
∑
a∈A,b∈B
i(a, b).
• The distance between x and y is the length of a geodesic between x and y, and we denote it
by dS(x, y). We define dS(A,B) := diamC(S)A ∪B.
• We say A and B fill S if i(c, A) > 0 or i(c,B) > 0 for all c ∈ C(S). If ξ(S) > 1, then A and
B fill S if and only if dS(A,B) ≥ 3. Lastly, we let F (A,B) denote a regular neighborhood of
A ∪B in S.
We recall the definition of tight (multi)geodesics defined by Masur–Minsky [3]. Note that a tight
geodesic always exists between any pair of curves [3].
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Definition 1.2. • Suppose ξ(S) = 1. Every geodesic is defined to be a tight geodesic.
• Suppose ξ(S) > 1. A multicurve is a set of mutually disjoint curves in S. A multigeodesic is
a sequence of multicurves {Vi} such that dS(a, b) = |p − q| for all a ∈ Vp, b ∈ Vq and for all
p, q. A tight multigeodesic is a multigeodesic {Vi} such that Vi = ∂(F (Vi−1, Vi+1)) for all i.
Given x, y ∈ C(S), a tight geodesic between x and y is a geodesic {vi} such that vi ∈ Vi for
all i where {Vi} is a tight multigeodesic between x and y.
In this paper, we study the intersection numbers of the curves which are contained in geodesics
(Theorem 1.6) and tight geodesics (Theorem 1.5). We review some works related to this paper. For
the rest of this paper, we let gx,y denote a (multi)geodesic between x and y in C(S); we will always
specify whether it is tight or not.
Shackleton showed
Theorem 1.3 ([4, Theorem 1.1]). Suppose ξ(S) > 1. Let x, y ∈ C(S) and gx,y = {vi} be a tight
multigeodesic such that dS(x, vi) = i for all i. Let F (n) = n · T b2 log2 nc where T depends only on the
surface. Then i(vp, y) ≤ F ◦ F ◦ · · · ◦ F︸ ︷︷ ︸
p many F ’s
(i(x, y)) for all p.
The author showed
Theorem 1.4 ([5, Theorem 1.6]). In Theorem 1.3, F (n) can be replaced by a linear function
F (n) = R · n where R > 1 depends only on the surface, and we have i(vp, y) ≤ Rp · i(x, y) for all p.
We note that the final constants which appeared in the inequalities in Theorem 1.3 and Theorem
1.4 depend not only on the surface but also on dS(x, vp) and dS(x, y). For instance, if h =
⌊dS(x,y)
2
⌋
,
then in Theorem 1.4 we have i(vh, y) ≤ Rh · i(x, y). In particular, if dS(x, y)→∞ then Rh →∞.
Our main contribution of this paper is to overcome this issue; we derive an inequality on tight
geodesics, where the constant depends only on the surface. Furthermore, this technique applies to
obtain a such inequality in the setting of geodesics. Lastly, we remark that Theorem 1.4 also holds
when ξ(S) = 1 with R ≤ 1, see [5]. Hence, for the rest of this paper, we always assume ξ(S) > 1.
We show
Theorem 1.5. Let x, y ∈ C(S) and gx,y = {vi} be a tight geodesic such that dS(x, vi) = i for all i.
There exists U depending only on S such that i(vp, vq) ≤ i(x, y)U for all p, q.
We notice that Theorem 1.5 is analogous to an obvious inequality involving the distance of the
curves contained in a geodesic:
dS(vp, vq) ≤ dS(x, y) for all p, q.
In other words, the intersection number of the curves contained in a tight geodesic behaves like
the distance of the curves contained in a geodesic with an extra uniform constant on its exponent.
We show a converse version, Corollary 1.7, which is analogous to an another obvious inequality
involving the distance of the curves contained in a geodesic:
dS(x, y) ≤ dS(x, vp) + dS(vp, y) for all p.
Corollary 1.7 directly follows from the following theorem.
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Theorem 1.6. Let x, y ∈ C(S) and gx,y = {vi} be a geodesic such that dS(x, vi) = i for all i. There
exists V depending only on S such that i(x, y) ≤ (i(x, vp) · i(vp, y) · i(x, vq) · i(vq, y))V for all p, q
such that |p− q| > 2. (We let i(x, v1) = 1 and i(vdS(x,y)−1, y) = 1.)
We note that gx,y does not have to be tight and the length of gx,y needs to be at least 5 in the
above. Also, we let i(x, v1) = 1 and i(vdS(x,y)−1, y) = 1 even though these intersection numbers are
0; in Remark 3.3, we explain the reason that the above theorem also holds with this modification.
In the rest of this section, U and V will denote the constants given in Theorem 1.5 and Theorem
1.6 respectively.
By Theorem 1.6, we have
Corollary 1.7. Let x, y ∈ C(S) and gx,y = {vi} be a geodesic such that dS(x, vi) = i for all i.
Except for at most 3 consecutive vertices of gx,y, we have i(x, y) ≤
(
i(x, vp) · i(vp, y)
)2V
.
Proof. Since i(x, y) ≤ (i(x, vp) · i(vp, y) · i(x, vq) · i(vq, y))V for all p, q such that |p − q| > 2 by
Theorem 1.6, we have i(x, y) ≤ (i(x, vp) · i(vp, y))2V or i(x, y) ≤ (i(x, vq) · i(vq, y))2V for all p, q such
that |p− q| > 2.
With Theorem 1.5, Theorem 1.6 and Corollary 1.7, we have
Corollary 1.8. Let x, y ∈ C(S) and gx,y = {vi} be a tight geodesic such that dS(x, vi) = i for all i.
We have
4U
√
i(x, vp) · i(vp, y) · i(x, vq) · i(vq, y) ≤ i(x, y) ≤
(
i(x, vp) · i(vp, y) · i(x, vq) · i(vq, y)
)V
.
for all p, q such that |p− q| > 2. Furthermore, except for at most 3 consecutive vertices of gx,y, we
have
2U
√
i(x, vp) · i(vp, y) ≤ i(x, y) ≤
(
i(x, vp) · i(vp, y)
)2V
.
Plan of the paper. A key technique to derive the main results stated in §1 is to use Theorem
2.10 by varying a constant n in the statement, see §3. Theorem 1.5 and Theorem 1.6 easily follow
from this technique with Lemma 2.4 (it requires some work to show, but straightforward) and
Remark 2.1 (an elementary fact) respectively. Therefore, §2 will be the key section as we develop
technical machinery to be used in §3. The main result of §2 is Theorem 2.10. We will prove Theorem
2.10 by using Choi–Rafi formula, Theorem 2.6; nevertheless, the difficulty in this approach is to
construct a pair of markings from a given pair of curves controlling intersection numbers, see Lemma
2.7, Lemma 2.8, and Corollary 2.9. However, once we have Corollary 2.9, Theorem 2.10 immediately
follows from Choi–Rafi formula with some elementary observations.
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2 Background and machinery
The main goal of this section is to obtain Lemma 2.4 and Theorem 2.10. The proofs of Theorem 1.5
and Theorem 1.6 rely on Lemma 2.4 and Theorem 2.10.
First, we briefly review our basic tool, subsurface projections. For a detailed treatment, see [3].
Let Z be a subsurface of S. The subsurface projection is a map
piZ : C(S) −→ C(Z).
Suppose Z is not an annulus. If x ∈ C(S), then piZ(x) is a curve in Z which is obtained by first
picking an arc or a curve a ∈ {x ∩ Z} and taking a boundary component of a regular neighborhood
of a ∪ ∂(Z) in Z.
Suppose Z is an annulus. Fix a hyperbolic metric on S and compactify the annular cover of S,
which corresponds to Z, with its Gromov boundary; we denote the resulting cover by SZ . We define
the annular–curve graph of Z on SZ , altering the original definition given in §1; the vertices are the
set of isotopy classes of arcs which connect two boundary components of SZ , here the isotopy is
relative to ∂(SZ) pointwise. We put the edge between two vertices if they can be realized disjointly
in the interior of SZ . If x ∈ C(S), then piZ(x) is an arc obtained by the lift of x which connects two
boundary components of SZ .
Let A,B ⊆ C(S). For both non–annular and annular projections, we define piZ(A) :=
⋃
a∈A
piZ(a)
and dZ(A,B) := diamC(Z)piZ(A) ∪ piZ(B).
Remark 2.1. We remark that if A,B ⊆ C(S) such that dS(A,B) ≥ 3 then piZ(A) 6= ∅ or piZ(B) 6= ∅
because A and B fill S.
We recall the following results from [3].
Lemma 2.2 ([3, Lemma 2.2 & Lemma 2.3]). If x, y ∈ C(S) such that dS(x, y) ≤ 1 then dZ(x, y) ≤ 2
for all Z ⊆ S.
We note that 2 in Lemma 2.2 needs to be replaced by 3 if ξ(S) = 1. The following theorem is
called the Bounded Geodesic Image Theorem.
Theorem 2.3 ([3, Theorem 3.1]). Let Z be a proper subsurface of S. Let {vi}n0 be a (multi)geodesic
in C(S) such that piZ(vi) 6= ∅ for all i. There exists M depending only on S so that dZ(v0, vn) ≤M.
In the rest of this paper, M will denote the constant given by Theorem 2.3. Note that M can
be taken so that it does not depend on S, for instance M ≤ 200, see [6].
We observe a special behavior of tight geodesics under the Bounded Geodesic Image Theorem.
Lemma 2.4. Let x, y ∈ C(S) and gx,y = {vi} be a tight geodesic such that dS(x, vi) = i for all
i. Suppose piZ(vp) 6= ∅ and piZ(vq) 6= ∅ where Z ( S. Assume q > p. If dZ(vp, vq) > M then
dZ(x, vp) ≤M and dZ(vq, y) ≤M.
Proof. Take a tight multigeodesic {Vi} between x and y such that vi ∈ Vi for all i. If dZ(vp, vq) > M
then we must have piZ(Vh) = ∅ where p < h < q by Theorem 2.3.
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If p+ 1 < h < q − 1, then piZ(Vk) 6= ∅ for all k < p and for all k > q because Vh and Vk fill S;
we are done by Theorem 2.3.
If h = p+ 1 or h = q− 1, then we use tightness. Assume h = p+ 1. Since Vp = ∂(F (Vp−1, Vp+1)),
piZ(Vp+1) = ∅ and piZ(Vp) 6= ∅, we must have piZ(Vp−1) 6= ∅. We repeat the argument in the previous
case about filling, and conclude piZ(Vk) 6= ∅ for all k < p. By Theorem 2.3, we have dZ(x, vp) ≤M .
Lastly, by using similar techniques given so far, we also observe dZ(vq, y) ≤M .
2.1 On Choi–Rafi formula
A Pants decomposition is a collection of mutually disjoint curves which cut the surface into pairs of
pants. A marking is a collection of curves obtained by taking a pants decomposition and choosing
extra curves so that they together fill the surface. We call such extra curves transversal curves. For
the rest of this paper, we use the following notations.
Notation 2.5. Let n,m ∈ R, n ≺ m means there exists positive constants k, c such that n ≤ k ·m+c.
If n ≺ m and m ≺ n then we write n  m. In this paper, we use these coarse inequality notations
only when k, c depend only on the surface.
Recall the following beautiful formula derived by Choi–Rafi:
Theorem 2.6 ([1, Corollary D]). There exists N such that for any markings σ and τ on S,
log i(σ, τ) 
∑
Z⊆S
[dZ(σ, τ)]N +
∑
A⊆S
log[dA(σ, τ)]N
where [m]n = m if m > n, [m]n = 0 if m ≤ n, and the sum is taken over all Z which are not annuli
and A which are annuli in S.
We show Theorem 2.6 for two curves x, y ∈ C(S) where we have more freedom on cut–off
constants, which is Theorem 2.10. We remark that, in [5], the author showed that for any curves x
and y on S, if n > 0 then
log i(x, y) ≺
∑
Z⊆S
[dZ(x, y)]n +
∑
A⊆S
log[dA(x, y)]n
deriving all quasi–constants by a different approach from [1]. Therefore, it is left to show the
converse direction; we first start with x, y ∈ C(S) and complete them into markings σ, τ controlling
i(σ, τ) by i(x, y), see Corollary 2.9. Then we use Theorem 2.6 to obtain Theorem 2.10.
2.1.1 Constructing good markings from curves
The goal of this subsection is to establish Corollary 2.9, which follows from Lemma 2.7 and Lemma
2.8. For completeness, we will keep track of most of constants which appear in the proofs of Lemma
2.7 and Lemma 2.8. However, the efficient reader is welcome to skim through, taking note that
these constants will depend only on the surface.
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Suppose A ⊆ S. We let S −A denote a “single” complementary component of A in S which is
not a pair of pants. We note that this choice of the component will not cause any issues, i.e., we
can take any component which is not a pair of pants as S −A.
We first observe the following for pants decompositions.
Lemma 2.7. Let x, y ∈ C(S) such that x and y fill S. There exist pants decompositions σp and τp
such that x ∈ σp, y ∈ τp, and i(σp, τp) ≺ i(x, y).
Proof. Let x1 = x and y1 = y, we define
xi+1 = xi ∪ piS−xi(y) and yi+1 = yi ∪ piS−yi(x).
We first note that piS−xi(y) 6= ∅ since dS(xi, y) ≥ dS(x, y)− dS(x, xi) > 2− 1 = 1, which implies y
essentially intersects with S − xi. Similarly, piS−yi(x) 6= ∅. This is the only place where we use the
fact that x and y fill S so that dS(x, y) > 2.
This process terminates when i = ξ(S)− 1 since xξ(S) and yξ(S) are pants decompositions.
We show
i(xi+1, yi+1) ≤ 9 · i(xi, yi) + 4 · i(x, y). (†)
To obtain (†), it suffices to show the following.
1. i(piS−xi(y), yi) ≤ 2 · i(xi, yi).
2. i(xi, piS−yi(x)) ≤ 2 · i(xi, yi).
3. i(piS−xi(y), piS−yi(x)) ≤ 4 · i(xi, yi) + 4 · i(x, y).
For the first inequality, we need to consider the intersections of piS−xi(y) and yi only in the
regular neighborhood of ∂(S − xi) since i(y, yi) = 0. We observe these intersections are bounded by
2 · i(xi, yi). See Figure 1.
xi
y
πS-xi(y)
yi
Figure 1: The left figure: i(piS−xi(y), yi) ≤ 2 · i(xi, yi). The right figure: if xi separates S, then we
can sharpen so that i(piS−xi(y), yi) ≤ i(xi, yi).
The same argument works to show the second inequality.
For the third inequality, since piS−xi(y) is contained in the regular neighborhood of xi ∪ y, it
suffices to consider the intersections of piS−xi(y) and piS−yi(x) in the regular neighborhood of xi and
in the regular neighborhood of y.
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• In the regular neighborhood of xi, we can bound the intersections by 4 · i(xi, yi) by the
definition of subsurface projections. See Figure 2 (Left).
• In the regular neighborhood of y, the intersections can arise only from the intersections of x
and y since i(y, yi) = 0; near every intersection of x and y, piS−xi(y) and piS−yi(x) intersect at
most four times. See Figure 2 (Right).
We have i(piS−xi(y), piS−yi(x)) ≤ 4 · i(xi, yi) + 4 · i(x, y).
x
y
(y)
(x)π
πS-x
S-y
i
ii
Figure 2: The left figure: i(piS−xi(y), piS−yi(x)) in the regular neighborhood of xi. Note that if xi in
the figure was x, then piS−yi(x) would look different, but the same bound still works. The right
figure: i(piS−xi(y), piS−yi(x)) in the regular neighborhood of y.
All together, we have (†). We let σp = xξ(S) and τp = yξ(S). Then we have
i(σp, τp) ≺ i(x, y).
We also observe the following for transversal curves.
Lemma 2.8. Let x, y ∈ C(S) such that x and y fill S, and let σp and τp be pants decompositions
such that x ∈ σp and y ∈ τp. There exist transversal curves σt and τ t so that by letting σ = σp ∪ σt
and τ = τp ∪ τ t we have i(σ, τ) ≺ i(σp, τp) + i(x, y).
Proof. We prove the statement by the following steps. Throughout, we use similar arguments given
in Lemma 2.7.
Step 1 (Construction of σt for σp): For each curve a ∈ σp, we find a transversal curve at.
Let W ⊆ S such that ξ(W ) = 1, a ∈ C(W ), and ∂(W ) ⊆ {σp∪∂(S)}. We take at = piW (y) ∈ C(W ),
note that at exists because x and y fill S.
Since i(y, τp) = 0, we have i(at, τp) ≤ 2 · i(∂(W ), τp). Now, since ∂(W ) ⊆ σp, we have i(at, τp) ≤
2 · i(∂(W ), τp) ≤ 2 · i(σp, τp).
We do this process for every curve in σp and obtain the set of transversal curves σt. Then we
have
i(σt, τp) ≤ 2ξ(S) · i(σp, τp). (1)
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We also make the following observation for the next step. For any a ∈ σp we have either
x /∈ C(W ) or x ∈ C(W ). In the first case, i(at, x) = 0. In the second case, near every intersection
of x and y, we see that x and at intersect at most twice; so i(at, x) ≤ 2 · i(x, y). Since |σt| = ξ(S),
we have
i(σt, x) ≤ ξ(S) · (2 · i(x, y)) = 2ξ(S) · i(x, y). (‡)
Step 2 (Construction of τ t for τp): For each curve b ∈ τp, we find a transversal curve bt.
Let V ⊆ S such that ξ(V ) = 1, b ∈ C(V ) and ∂(V ) ⊆ {τp ∪ ∂(S)}. We take bt = piV (x) ∈ C(V ).
We first observe (i) and (ii) to show i(σ, bt) ≤ 6ξ(S) · (i(σp, τp) + i(x, y)).
(i) i(σp, bt) ≤ 2 · i(σp, τp).
(ii) i(σt, bt) ≤ 4ξ(S) · i(σp, τp) + 4ξ(S) · i(x, y).
For (i), we use the same argument given in the previous step; we have i(σp, bt) ≤ 2 · i(σp, ∂(V )) ≤
2 · i(σp, τp).
For (ii), we consider the intersections of σt and bt in the regular neighborhood of ∂(V ) and its
complementary component in V . See Figure 3. We have
i(σt, bt) ≤ 2 · i(σt, ∂(V )) + 2 · i(σt, x)
≤ 2 · i(σt, τp) + 2 · i(σt, x) (Since ∂(V ) ⊆ τp)
≤ 2 · i(σt, τp) + 4ξ(S) · i(x, y) (By (‡))
≤ 4ξ(S) · i(σp, τp) + 4ξ(S) · i(x, y). (By (1))
V
tπV
x
(x) b=
b
Figure 3: Bold lines represent ∂(V ) ⊆ {τp ∪ ∂(S)}. We observe i(σt, bt) in the regular neighborhood
of ∂(V ) is bounded by 2 · i(σt, ∂(V )) and i(σt, bt) in the complement of the regular neighborhood of
∂(V ) is bounded by 2 · i(σt, x).
Therefore, we have
i(σ, bt) ≤ i(σp, bt) + i(σt, bt) (Since σ = σp ∪ σt)
≤ 2 · i(σp, τp) + 4ξ(S) · i(σp, τp) + 4ξ(S) · i(x, y) (By (i) and (ii))
≤ 6ξ(S) · (i(σp, τp) + i(x, y)).
We do this process for every curve in τp and obtain the set of transversal curves τ t, and we have
i(σ, τ t) ≤ 6ξ(S)2 · (i(σp, τp) + i(x, y)). (2)
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Step3 (Checking i(σ, τ) ≺ i(σp, τp) + i(x, y)): Lastly, we take τ = τp ∪ τ t, then we have
i(σ, τ) = i(σ, τp) + i(σ, τ t) (Since τ = τp ∪ τ t)
= i(σp, τp) + i(σt, τp) + i(σ, τ t) (Since σ = σp ∪ σt)
≺ i(σp, τp) + i(x, y). (By (1) and (2))
By Lemma 2.7 and Lemma 2.8, we have
Corollary 2.9. Let x, y ∈ C(S) such that x and y fill S. There exist markings σ and τ such that
x ∈ σ, y ∈ τ , and i(σ, τ) ≺ i(x, y).
Proof. Let σ and τ be the markings given by Lemma 2.7 and 2.8. We have
i(σ, τ) ≺ i(σp, τp) + i(x, y) (By Lemma 2.8)
≺ i(x, y). (By Lemma 2.7)
2.1.2 Choi–Rafi formula for two curves
We observe
Theorem 2.10. There exists N such that the following holds for any curves x and y on S; if n ≥ N
then
log i(x, y) 
∑
Z⊆S
[dZ(x, y)]n +
∑
A⊆S
log[dA(x, y)]n.
Proof. If x and y fill S: By Corollary 2.9, there exist markings σ and τ such that x ∈ σ, y ∈ τ ,
and log i(σ, τ) ≺ log i(x, y). We have∑
Z⊆S
[dZ(x, y)]n +
∑
A⊆S
log[dA(x, y)]n ≤
∑
Z⊆S
[dZ(σ, τ)]n +
∑
A⊆S
log[dA(σ, τ)]n
≤
∑
Z⊆S
[dZ(σ, τ)]N +
∑
A⊆S
log[dA(σ, τ)]N (Since n ≥ N)
≺ log i(σ, τ) (By Theorem 2.6)
≺ log i(x, y). (By Corollary 2.9)
If x and y do not fill S: We take F (x, y) ⊂ S, then x and y fill F (x, y). By the same argument
in the previous case, we have∑
Z⊆F (x,y)
[dZ(x, y)]n +
∑
A⊆F (x,y)
log[dA(x, y)]n ≺ log i(x, y).
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We note that Z and A on the above formula need to range over the whole surface for the statement
of this theorem. However, if W ⊆ S such that W * F (x, y), piW (x) 6= ∅ and piW (y) 6= ∅, then by
Lemma 2.2 we have
dW (x, y) ≤ dW (x, ∂(F (x, y))) + dW (∂(F (x, y)), y) ≤ 2 + 2.
By taking N ≥ 4 if necessary, we have [dW (x, y)]n = 0.
In the rest of this paper, N will denote the constant given by Theorem 2.10.
3 The proofs
We prove Theorem 1.5 and Theorem 1.6 in a coarse inequality setting.
Theorem 3.1. Let x, y ∈ C(S) and gx,y = {vi} be a tight geodesic such that dS(x, vi) = i for all i.
We have log i(vp, vq) ≺ log i(x, y) for all p, q.
Proof. The proof is the combination of Lemma 2.4 and Theorem 2.10. Assume p < q. Take k such
that k ≥ N + 2M . If W is a proper subsurface such that [dW (vp, vq)]k > 0, then dW (x, vp) ≤ M
dW (vq, y) ≤M by Lemma 2.4. Therefore, we have
dW (x, y) ≥ dW (vp, vq)− dW (x, vp)− dW (vq, y) ≥ dW (vp, vq)− 2M ;
in particular we have [dW (x, y)]k−2M > 0. By taking larger k if necessary, so that k ≤ 2 · (k − 2M)
and k ≤ (k − 2M)2, we have
• [dW (vp, vq)]k ≤ 2 · [dW (x, y)]k−2M .
• log[dW (vp, vq)]k ≤ 2 · log[dW (x, y)]k−2M .
Furthermore, since we clearly have [dS(vp, vq)]k ≤ [dS(x, y)]k−2M ; all together we obtain∑
Z⊆S
[dZ(vp, vq)]k +
∑
A⊆S
log[dA(vp, vq)]k ≤ 2 ·
(∑
Z⊆S
[dZ(x, y)]k−2M +
∑
A⊆S
log[dA(x, y)]k−2M
)
.
Lastly, by our choice of k ≥ N + 2M , we can apply Theorem 2.10 to the above, and we have
log i(vp, vq) ≺
∑
Z⊆S
[dZ(vp, vq)]k +
∑
A⊆S
log[dA(vp, vq)]k
≤ 2 ·
(∑
Z⊆S
[dZ(x, y)]k−2M +
∑
A⊆S
log[dA(x, y)]k−2M
)
≺ log i(x, y).
By using a similar technique in the proof of the above theorem, we show the following theorem.
Note that we will not require a geodesic in the statement to be tight.
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Theorem 3.2. Let x, y ∈ C(S) and gx,y = {vi} be a geodesic such that dS(x, vi) = i for all i. We
have log i(x, y) ≺ log (i(x, vp) · i(vp, y) · i(x, vq) · i(vq, y)) for all p, q such that |p− q| > 2. (We let
i(x, v1) = 1 and i(vdS(x,y)−1, y) = 1.)
Proof. Let vi ∈ gx,y; we define W i := {W ⊆ S|piW (x) 6= ∅, piW (y) 6= ∅, piW (vi) 6= ∅}.
Take k ≥ 2 · N and let l = ⌊k2⌋. Let W ∈ Wp. If [dW (x, y)]k > 0 then [dW (x, vp)]l >
0 or [dW (vp, y)]l > 0. Therefore, taking larger k if necessary, we have
• [dW (x, y)]k ≤ 2 ·
(
[dW (x, vp)]l + [dW (vp, y)]l
)
.
• log[dW (x, y)]k ≤ 2 ·
(
log[dW (x, vp)]l + log[dW (vp, y)]l
)
.
Thus, we have∑
Z∈Wp
[dZ(x, y)]k +
∑
A∈Wp
log[dA(x, y)]k ≤ 2 ·
( ∑
Z∈Wp
[dZ(x, vp)]l +
∑
A∈Wp
log[dA(x, vp)]l
)
+ 2 ·
( ∑
Z∈Wp
[dZ(vp, y)]l +
∑
A∈Wp
log[dA(vp, y)]l
)
.
Lastly, we notice that every subsurface of S, to which x and y project nontrivially, is contained
in Wp ∪Wq because vp and vq fill S. We repeat the same argument on Wq, and combining with
the above observation on Wp, we have∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k ≤ 2 ·
(∑
Z⊆S
[dZ(x, vp)]l +
∑
A⊆S
log[dA(x, vp)]l
)
+ 2 ·
(∑
Z⊆S
[dZ(vp, y)]l +
∑
A⊆S
log[dA(vp, y)]l
)
+ 2 ·
(∑
Z⊆S
[dZ(x, vq)]l +
∑
A⊆S
log[dA(x, vq)]l
)
+ 2 ·
(∑
Z⊆S
[dZ(vq, y)]l +
∑
A⊆S
log[dA(vq, y)]l
)
.
Since l =
⌊
k
2
⌋ ≥ N , we can apply Theorem 2.10 to the above to obtain
log i(x, y) ≺ log i(x, vp) + log i(vp, y) + log i(x, vq) + log i(vq, y).
Remark 3.3. We let i(x, v1) = 1 even though i(x, v1) = 0 (Similarly, we let i(vdS(x,y)−1, y) = 1.)
in the statement of the above theorem because if W ∈ W1 then [dW (x, v1)]l ≤ [2]l = 0 by Lemma
2.2, i.e., we have∑
Z∈W1
[dZ(x, y)]k +
∑
A∈W1
log[dA(x, y)]k ≤ 2 ·
( ∑
Z∈W1
[dZ(v1, y)]l +
∑
A∈W1
log[dA(v1, y)]l
)
.
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