For compressive tracking (CT) algorithm, it is vulnerable to the occlusion, when tracking targets. An improved CT algorithm based on target division and feature point matching is proposed in this paper, which can determine different target tracking states by the method of target division. When the target is in normal tracking or partial occlusion, the target is located accurately by the sub-block with the highest discrimination degree. In this scenario, the classifier only updates the unblocked sub regions in order to avoid the error of updating the occlusion information. When the target is completely occluded or lost in some frames, ORB feature matching is used to relocate the target. Experimental results show that our proposed CT algorithm can improve the robustness of the algorithm and reduces the drift problem.
Introduction
Target tracking has a very important application in the field of computer vision (motion analysis, intelligent monitoring, imaging guidance, human-computer interaction). At present, there are some robust tracking algorithms. For example, super pixel image segmentation method is introduced to track target in the case of occlusion and texture changes [1] [2] [3] . A tracking algorithm based on multiple stable points is proposed in [4] , which have achieved good results in the tracking of non-rigid object. Although these algorithms are highly robust, they are quite time-consuming, which does not cater to the real-time tracking requirements.
In real-time object tracking, tracking is regarded as online classification, which means using classifiers finds the decision boundaries to separate objects from background. Such algorithms include online learning tracking [5] , real-time tracking based on online boosting algorithm [6] , online tracking algorithm based on semi-supervised [7, 8] , and so on. In recent years, compression sensing theory is introduced into target tracking [9, 10] . The compressive tracking (CT) method is proposed in [10] [11] [12] , which compresses the target feature with a sparse measurement matrix and then inputs the compressed feature into the Bayesian classifier. Candidate region with the maximum confidence is selected as target tracking region; thus, the algorithm is adaptive. As this algorithm effectively compresses the target feature, it has better real-time performance. However, there are still some defects in the algorithm. The main problems are concentrated on the following two aspects.
Tracking drift problem
In tracking the moving target, it tends to introduce more background content once the target is blocked. As a result, the classifier learns a lot of obstruction information instead of the real target information, and then, the classifier's parameters fit more to the obstruction than to the real targets, which makes the tracking position deviate from the target region. In the subsequent tracking process, this offset will gradually accumulate, resulting in tracking failure [13, 14] .
Lack of judgment on occlusion
The updating of the classifier parameters of the compressive tracking algorithm is based on the statistical characteristics of the positive and negative samples in the current frame compression domain and the model parameters of the positive and negative samples of the previous frame. When the target is occluded, the extracted compressed feature of the target will undoubtedly lead the samples to be incorrectly classified. In other words, if the classifier is updated on the basis of wrong positive and negative sample, it will result in a decline in the classification performance of the classifier [15] . Therefore, the updating process of the original algorithm is blind and lacks the basic decision mechanism. In addition, there is no corresponding memory mechanism for historical samples. Moreover, once the tracking fails, the algorithm has no retracing ability.
For overcoming the shortcomings of the compressive tracking algorithm, this paper proposes an improved method, which mainly includes two aspects:
1. The status of the target can be determined by dividing the sub-regions. When the target is in normal tracking or partially occluded, the classifier only updates the unblocked sub-region to avoid the error of the classifier updating occlusion information. 2. When the target is in complete occlusion or lost, ORiented Brief (ORB) feature matching is used to re-locate the target.
The experimental results show that the improved compressive tracking algorithm has higher robustness and real-time performance.
Compressive tracking methods
In [9] , feature V ∈ R m × 1 is extracted based on compressive process, which is defined as:
where X ∈ R n × 1 is the signal translated from target candidate region and R ∈ R m × n (m < < n)is the feature extraction matrix. R can be defined as:
1 with probability 1=2s 0 with probability 1−1=s −1 with probability 1=2s
where s is produced randomly from 2 to 4. As the dimension of X is very large, if the Eq. (2) is used directly, the computational cost is very high. Therefore, the target is often randomly divided into some sub-regions. Feature V is extracted as:
where Rects is the sub-region produced randomly from target candidate region, NR is the number of sub-regions, and r i, j is randomly selected from 1 to − 1. From Eq. (3), we can see that the compression feature is the weighted sum of the original feature using r i, j as the weight.
The tracking process is to find target candidate regions, which has the maximum confidenceH(v). Assuming that all elements in V are independently distributed, H(v) can be defined as
where y ∈ {0, 1} represents sample label, y = 1 represents the positive sample (target), and y = 0 represents the negative sample (background); supposing the prior probabilities of the target and background are equal, that is to say p(y = 1) = p(y = 0) = 1/2, the conditional distributions p(v i | y = 1) and p(v i | y = 0) are assumed to Gaussian distribution [16] :
where u 1 and δ 1 respectively represent the mean and standard deviation of the target samples; u 0 and δ 0 are the mean and standard deviation of the background samples, respectively. The target samples are from the region near the target, and the background samples are from the regions far from the target. At the beginning, u 
where λ means the learning rate, the smaller λ value is, the faster the update rate is, and the less the reserved feature information is.
Although the CT algorithm has the advantages of fast extraction feature and fast detection, there are some shortcomings: in the process of tracking, if the occlusion problem occurs, the classifier can learn a lot of background information and confuse background features with target features, resulting in inaccurate classification and the lost of tracking targets. Aiming at this problem, a compressive tracking algorithm based on target bock division and feature point matching is proposed in this paper.
On the basis of the original CT algorithm, the occlusion discrimination mechanism and a target re-location strategy are introduced to improve the accuracy and adaptability of the algorithm in this paper.
Occlusion discrimination
In the process of target tracking, other targets and backgrounds often block tracking target. To solve this problem, it is necessary to determine whether the target is obscured or not. So the target state is divided into normal state and occlusion state in this paper. According to the state of the target, different processing mechanisms are used respectively.
In the CT algorithm, the confidence H(v) of all candidate target regions is obtained by Eq. (4), and we select the region with the maximum confidence max(H(v)) as the target region. From Eq. (4), we can know that the value of H(v) is determined by (p(v i | y = 1)/p(v i | y = 0)).The more features of the target in the candidate region are close to the target, the more likely the candidate region is the target.
H(v) can only indicate which candidate region in the same frame is closer to the target region, but can not judge the deformation or occlusion of the target. We calculated the maximum confidence max(H(v)) of some frames in the car video, and the line diagram of max (H (V)) is shown as shown in Fig. 1 .
From Fig. 1 , we can see that max(H(v)) value at 127th frame, 136th frame, and 220th frame has been greatly reduced. Figure 2 shows the tracking target at 127th frame, 136th frame, and 220th frames.
It can be seen from Fig. 2 that all of three frames have different degrees of occlusion. When the tracking target is not occluded, max(H(v)) appears a trend of gradual growth and tends to be stable. Therefore, it can be judged by the change of max(H(v)) that the target has larger deformation or occlusion. Let C(k) be the discrimination degree for the occlusion or larger deformation of the kth frame, which can be defined as:
where H k − 1 represents the maximum confidence max(H(v)) at the frame k−1 and H k represents the maximum confidence max(H(v)) at the frame k.
Given a threshold ξ, if C(k) > ξ, the target is considered as completely occluded or disappeared; if C(k) < ξ, the target is in the normal tracking state or partial occlusion state.
Occlusion tracking
In general, occlusion starts from the edge of the target. In the process of the occlusion, the feature of the region that is occluded will be lost, but the feature of the region that is not occluded still maintains the original feature information. As long as sub-regions without occlusion can be tracked, the target can be accurately located through sub-regions without occlusion. Therefore, a compressive tracking algorithm based on sub-regions is proposed in this paper. The main idea of the algorithm is to divide the target region into several sub-regions, the candidate regions of each sub-region are created, the candidate region compression features of each sub-region are extracted, H(v) is calculated by the Bayesian classifier, and the region with the maximum confidence in terms of the compression feature of candidate sub-regions is selected to calculate the discrimination degree C(k). If C(k) < ξ, the target region is located according to position of sub-regions without occlusion. If C(k) > ξ, the target is completely occluded or disappearing.
The division of sub-regions has a great impact on the tracking effect. Each sub-region may be overlapped or non-overlapping; sub-region size can be fixed or adaptive. If the sub-region is too large, it will be too sensitive to occlusion, while if the sub-region is too small, it may lose target information and there will be too many sub-regions; thus, the computational cost of the algorithm will be very high. In this paper, the target is divided into four sub-regions.
As you can see from Fig. 3 , if the sub-region 1 is occluded, the upper left corner in the target area is occluded. If the sub-regions 1 and 2 are occluded, the upper half part in the target area is occluded, and so on. We can not only distinguish effectively whether the target is occluded but also determine the location of the target according to the sub-regions that have not been occluded through method for the sub-region.
Suppose D i k − 1 i ∈ {1, 2, 3, 4} denotes the i sub-region in the frame k − 1, the i candidate sub-regions of the current frame can be defined as: 
where γ denotes the neighborhood radius. Supposing T i (m) denotes the mth candidate region of the sub-region i, all candidate region compression features V(k) are computed according to Eq. (3), H(v) is computed according to Eq. (4), and select the candidate region with the maximum confidence to calculate the C(k). If C(k) > ξ, the target is completely blocked or disappearing, and the target is located according to the feature matching method; otherwise, the target is located according to position of the sub-region with maximum C(k).
After the target is successfully located, the classifier parameters need to be updated according to the CT algorithm. In order to reduce the impact by occlusion, only the sub-regions without occlusion update the probability distribution of the features. Therefore, after the target position is determined, the main steps of updating classifier parameter are as follows:
Step 1: Calculating the confidence H i (v) of all the sub-regions of target region;
Step 2: Calculating the discrimination degree C i (k) of all sub-regions;
Step 3: Judging by the C i (k) value whether the sub-region is occluded or not. If C(k) > ξ, the classifier is not updated. If not, the classifier will be updated. The updating method is as follows:
1. The positive and negative samples of sub-regions with C i (k) < ζ are created. The specific method can be defined as:
2. According to the Eq. (3), the feature V i can be obtained. The calculation of the parameters u 
This algorithm model for sub-regions partition and classifier updating is shown in Fig. 4 . As can be seen from Fig. 4 , this method can not only judge the target state effectively, but also has good robustness to partial occlusion, local gray change, and deformations.
Target re-locate
This method in this paper can deal well with the tracking problem of partial occlusion. But when the target is completely occluded or disappeared, the algorithm cannot track and locate the target accurately. The target detection mechanism in the TLD algorithm is introduced Fig. 3 The division of sub-regions 
in this paper. A method of target re-location based on improved ORB feature matching is proposed. Firstly, fast corner points are gained, and then, false corner points are removed; finally, the BRIEF descriptor is used to describe the corner points.
(a) Fast corner
In [17] , in the neighborhood of a pixel, there are many pixels that are larger than or smaller than the gray level of that point; the pixel will be the corner point, which is defined as:
where I(p) means the gray value of the candidate pixel, I(x) represents any pixel of the circular boundary with p as the center, and ε d is the threshold. Different threshold ε d can be used to control the number of corner points, and the relationship between the threshold value and the number of corners is shown in Fig. 5 . In order to quickly remove the false corner, ε d value is 12 in this paper.
(b) Removing edge points
Fast corner points include many edge points and local non-maximum points. The curvature of edge point is larger in the direction perpendicular to the direction of the edge, and smaller along the direction of the edge, while the principal curvatures of the real corner points is larger in any direction [18] . Therefore, the edge points can be removed from fast corner points by principal curvature. In this paper, the principal curvature is calculated by the 2 × 2 Hessian matrix H, which is defined as:
The four elements of H can be obtained by the adjacent difference. According to the property of Hessian matrix, the principal curvature of H is proportional to the eigenvalue of Hessian matrix. Since the principal curvature of the real corner point is larger in any direction [18] , if the difference between the two eigenvalues is larger, it shows that the candidate corner point is on the edge; otherwise, the candidate corner is the real corner point. Here, we do not directly calculate two eigenvalues but calculate the ratio of two eigenvalues. Let α be the larger eigenvalue of H matrix, β is its smaller eigenvalue. 
In Lowe's paper [19] , α = γβ, ratio = (γ + 1) 2 /γ, and (γ = 10). If ratio is less than (10 + 1) 2 /10, the feature points are preserved, otherwise discarded.
(c) Removing the pseudo corner points
The edge points can be removed via the steps (b). But there are still some local non-maximum points. It can be further judged by calculating the Laplace value of the pixels in the small neighborhood around the candidate corner point; if the candidate corner point is the Laplace extreme point, then the corner point is preserved and vice versa [20] . The calculation of Laplace extremum is as follows:
(d) The direction of the fast corner point
Fast corner point does not have direction. In [21] , the direction of fast feature points is obtained by gray centroid method. The specific methods are as follows:
Firstly, the moment of the neighborhood of the feature point is computed. The i + j moment is defined as:
And then the centroid is obtained with these moments.
The orientation of the centroid then simply is
where M 00 ¼ 
(e) BRIEF descriptor
The BRIEF descriptor is a bit string description of an image patch from a set of binary intensity tests; a binary test τ is defined as
wherep(⋅)denotes the function of binary comparisons and (x, y) is a sample pair. Each test sample is a randomly 5 × 5 window of a 31 × 31 pixel patch. The feature is defined as a vector of n binary tests:
As a result, the length of descriptor is n. n = 128, 256, 512…, in this paper, n = 256. The function p(x) is computed as a gray values sum in the5 × 5 window around pixel x. In order to improve the computational speed, the method of integrating graphs is used to compute the sum of the gray value of the image patch.
The BRIEF descriptor is robust to illumination changes, but it is sensitive to noise and rotation. In order to solve the noise sensitive problem, the image is preprocessed by Gauss filter in the ORB algorithm. In order to solve the problem of rotation invariance, for feature set of n, binary tests at location(x, y)define a 2 × n matrix.
The rotation matrix R θ is generated using FAST principal direction angleθ, which is defined as:
Therefore, feature set with orientation at location (x, y) is defined as:
Now, the new feature descriptor becomes: 
The BRIEF with orientation has larger variance and a mean near 0.5, which makes its description performance more irrelevant and distinguishable [22] .
In the end, 256 high variance and uncorrelated binary strings are selected as the final ORB descriptors by greedy algorithm, and the specific steps are as follows:
1. The first element in the set T, which is composed of all binary strings, is put into the result set R.
The elements in the set T are in turn compared
with the elements in the set R. If the correlation between them is greater than a given threshold value, the binary string is abandoned; otherwise, it will be added to the container R. 3. Repeat step 2 until there are 256 elements in the result set R. If the number of elements in the result set R is less than 256, then the correlation threshold is increased and the greedy algorithm is performed again, until there are 256 binary strings in the result set R. Figure 6 shows the matching results based on ORB features. As can be seen from Fig. 6 , most of the matching points are focused on the right targets, and only a few of them are wrong.
In order to improve the robustness of the algorithm, the reference point of the target location is decided by the median values of the matched feature points in the horizontal and vertical, which is defined as:
where mid(x i )represents the median value of the horizontal coordinates and mid(y i )represents the median value of the vertical coordinates.
The reference point is selected as the center point of the target tracking, and the coordinates of the upper left corner 
where rect. x and rect. y, respectively, mean the coordinate of upper left corner of tracking box and width and height are the tracking box's width and height, respectively. The target detection based on ORB features is shown in Fig. 7 :
The partial matching results based on the ORB on car video are shown in Fig. 8 .
It can be seen from Fig. 8 that the method based on ORB feature matching can track the target accurately when there are many matching points. Combined with CT algorithm, the method in this paper can effectively improve the accuracy of tracking.
When the target is re-located by ORB feature, the accuracy of position depends on the number of successful matching feature points. When the target appears again, if there is a huge change in shape, the number of successful matching feature points may be less, which results in the difficulty of accurate positioning. Aiming at this problem, a matching template library is constructed in this paper. After the target is lost, all the templates in the template library are used to search the target. If a template in a template library matches a frame image, the number of matching points is greater than the given threshold value, the template is considered as the matching template. The matching template with the largest number of matching points is Fig. 11 Flow chart of the improved algorithm called the best matching template. Then, the location of the target is determined according to the matching points corresponding to the best matching template. In order to improve the speed of matching, there are not too many templates in the template library; therefore, in this paper, a new method for updating similar templates is proposed. Firstly, the tracking state is determined by tracking module. If the target is in the normal tracking state, the ORB feature of the target area is extracted. Then, the extracted ORB feature is matched with the template in the template library in turn. If the number of matching points is less than the given threshold t, this area is added to the template library, as shown in Fig. 9 .
By updating the template library, some templates are stored in the template library, which improves the robustness of the matching. In order to improve the positioning accuracy, the best template matching strategy is proposed in this paper. The specific process is shown as follows:
1. After the target is lost, all the templates in the template library are used to search the target, respectively. 2. If a template exists in the template library, the number of matching points with the current image is greater than the given threshold, and then, the template is the matching template; 3. If there may be multiple matching templates, the template with the largest number of matching points is considered as the best matching template; 4. The location of the target is determined according to the best matching template, and the relocation is completed.
The template matching process is shown in Fig. 10 :
Algorithm flow
The flow chart of the improved CT algorithm based on target division and feature point matching is shown in Fig. 11 .
Results and discussion
In order to verify the effectiveness of this proposed algorithm, the algorithm is implemented by VS2010 +OpenCV2.4 and ran on the computer of Intel Corei7-4510U @2.0GHz processor, and 8GB of RAM, using car video for testing, and compared with the original CT algorithm. The testing error in the experiment is given by the below equation: Fig. 12 Tracking results of the partial car video. a, b, c, d, e and f represent 10th frame, 20th frame, 30th frame, 40th frame, 50th frame and 60th frame, respectively where (x i , y i ) and (x ti , y ti ) represent the central point coordinates of the predicted target and the real target, respectively. Figure 12 shows the partial tracking results of the two algorithms in the first 60 frames of the car video. The blue rectangle indicates the tracking result of CT algorithm, and the red rectangle is the tracking result of the improved algorithm. As can be seen from Fig. 12 , since the 30th frame, the target is gradually getting away from sight of the camera. The tracking window of the original CT algorithm is constantly shifting to the right, while the target can be more accurately tracked using our improved method. Because the improved method is based on sub-regions, relied on the information of the non-obscured sub-regions, the position of the target can be predicted. After the 50th frame, the target is shown wholly in the video; the tracking window of the original CT algorithm is shifting to right for a large number of background information being counted into the update of parameters, while the target can be precisely tracked again using the improved algorithm. Figure 13 plots the tracking error in terms of precisely the first 60 frames. It can be seen from Fig. 13 that there is no larger occlusion in the first 20 frames of the car video, and the tracking error of the original CT algorithm and the improved algorithm in this paper is small. The target is gradually getting out of the camera scene from 30th frames to 40th frames, and the tracking error of the original CT algorithm is increasing, but our proposed algorithm can provide constantly good performance, due to the improved algorithm can determine the location of the obscured target more accurately based on the non-obscured sub-regions of the target. The target gradually reappears from 50th frames, and the tracking error of the original CT algorithm is still high; this is because the original CT algorithm has learned a lot of background information, which makes the predicted tracking position deviate from the target region, while the result of our improved algorithm is relatively stable. Therefore, the algorithm in this paper is more accurate and robust when the target is partially occluded. Figure 14 shows the partial tracking results of the two algorithms in 560-600 frames of the car video. The blue rectangle box represents the tracking result of the CT algorithm. The red rectangle box is the tracking result of
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Fig. 14 Tracking results of the partial car video. a, b, c, d, e and f represent 560th frame, 565th frame, 570th frame, 575th frame, 580th frame and 600th frame, respectively Fig. 15 The tracking error of the partial car video the improved algorithm. It can be seen from Fig. 14 , from the 560th to the 565th frames, that the tracking box of the improved algorithm disappears, and the tracking results of the original CT algorithm shows a large offset. This is because the determination method of target disappearance is introduced in this paper. The original CT algorithm cannot judge the disappearance of the target, so when the target is completely blocked or completely off the scope of the camera, the CT algorithm updates a lot of background information; thus, background is wrongly used as a target. At the 570th frame, the tracking box of the proposed algorithm appears again, and the location of the target is quite accurately re-located; in contrast, the tracking result of the original CT algorithm deviates completely from the target. The performance advantage of our proposed algorithm should thank to the re-location method based on ORB feature matching. Figure 15 shows the tracking error diagram from 560th frame to 600th frame. As the discriminating mechanism in the target occlusion or disappearance situations introduced in our improved algorithm, the tracking error from 560th frame to 568th frame cannot be calculated, so it is set to null value. We can tell from Fig. 15 that the proposed algorithm can relocate the target after the target is lost and the tracking error can be kept at a relatively stable and low level after the relocation, while in the CT algorithm, because the classifier learns the information of the obstruction, the obstruction might be regarded as the target by mistake, and then, the tracking error becomes larger and larger. Table 1 shows the average error of the tracking results of the two algorithms in the car video. As can be seen from the table, this improved algorithm is better than the CT algorithm; the tracking accuracy is higher.
From the above two experiments, it can be seen that the original CT algorithm is potential to update a lot of background information because it does not judge the occlusion when facing the occlusion problem, which makes the background mistakenly considered as the target and makes the error larger; the improved algorithm can judge the target's state effectively by dividing sub-regions. When the target is in normal tracking and partial occlusion, the target is located accurately using the sub-regions with the highest discriminate degree. The classifier only updates the unblocked sub-region, which avoids updating background information. When the target is completely occluded or lost, the target can be located by the method of the ORB feature matching, which makes up with the deficiency of the original CT algorithm and improves the tracking accuracy. Table 2 lists the calculation speed of the two algorithms.
Comparison and analysis of time efficiency
As can be seen from Table 2 , the proposed algorithm has not doubled the time efficiency compared with the original CT in the case of an increase of four times the number of candidate targets at most. This is because the most time-consuming part of the calculation is the feature extraction; this part of the calculation is done by the integral graph in one time. At the same time, when facing partial occlusion, the classifier is only updated for the unblocked sub-region, which also reduces the processing time.
Comparison between the algorithm in this paper and TLD algorithm
TLD algorithm is the most popular tracking algorithm, which combines tracking algorithm and recognition algorithm, and introduces the tracking failure identification mechanism. Inspired by the design of TLD algorithm, the algorithm in this paper introduces the target detection mechanism on the basis of original CT algorithm. Figure 16 shows the tracking effect of the TLD algorithm and the algorithm in this paper on the same frame of the car video. It can be seen from Fig. 16 that the proposed algorithm has better stability. This is because our algorithm of this paper mainly depends on the CT algorithm. The CT algorithm has the advantages of classifier updating and learning, which is more accurate and robust than the L-K optical flow in the TLD algorithm. In the TLD algorithm, if there is difference between the target and template in the TLD template library, it will be difficult for TLD algorithm to detect the target. Table 3 lists the test results of the two algorithms. Table 3 indicates that the algorithm proposed in this paper shows better performance compared to the TLD algorithm, and false rate and missing rate are both lower.
Conclusions
Aiming at the problem of poor ability of anti-occlusion in compressive tracking (CT), an improved CT algorithm based on target segmentation and feature point matching is proposed. The problem of target tracking in occlusion is solved by target segmentation. The target is captured again by local feature matching after the disappearance of the target. The experimental results show that the improved algorithm has strong robustness. However, the method still has some shortcomings. For example, when the target reappears, the scale of the target may change and the scale of the target tracking box needs to be solved after relocation. 
