Applications that use parallel TCP streams to increase ihrouglipur nzust 
Introduction and motivation
There are considerable efforts within the Grid and high performance computing communities to improve end-toend network performance for applications that require substantial amounts of network bandwidth. The Atlas project [l] , for example, must reliably transfer more than 2 Petabytes of data per year over networks between Europe and the United States. GridFTP [4] , widely used for data transmission by scientific applications, takes advantage of the empirically discovered mechanism of striping data transfers across a set of paralleI TCP connections to substantially increase TCP throughput.
In previous work [12, 13, 15] , we demonstrated that par- An application using aggressive parallel TCP streams on one network path can expect that each stream, over a sufficiently long period of time, will transmit approximately the same number of bytes. This is because the TCP congestion avoidance algorithm attempts to deliver an equivalent fair-share of bandwidth to each stream of the set of unmodified parallel TCP streams. In the case of our combined paralIel TCP streams, we cannot assume that each stream will receive an equal share of baridwidth over time. This is because the fractional flow components of the set of parallel streams have a much longer virtual RTT than the real RTT of the unmodified stream component, leading to tower throughput for those streams when they compete for bandwidth. When data transmissions are striped over several network paths [3 11 using multiple TCP streams per path, it is unlikely that each TCP stream will receive an equivalent share of bandwidth over time. If the transmitting application (such as GridFTP) uses a naive round-robin scheduling approach to assign application data blocks to outgoing TCP streams, the difference in throughput between individual streams will cause significant data block reordering.
To solve this problem, we developed a weighted round robin data block scheduling approach that reduces data block reordering and maintains the aggregate throughput benefits of parallel TCP. By reducing reordering, our weighted scheduling approach requires 'significantly less memory to buffer out-of-order packets, and provides a smoother flow of data to the application.
Impact of reordering on applications
TCP guarantees the in-order delivery of packets to an application on individual TCP streams. Our problem is the unexpected late arrival of packets on individual TCP streams that disrupts the packet arrival sequence QCTOSS TCP streams. Out of order reception of data blocks may cause the receiving application to stall while waiting for delayed packets to fill gaps in the data stream. Reordering requires memory to buffer out-of-order packets, and disrupts the smooth flow of data to the receiving application.
Many applications require both high performance networking and in-sequence data block delivery for acceptable performance. These applications fall into four broad categories: applications that cannot tolerate an excessive number of processor stalls waiting for network data [6,281; applications in which a perceptible degree of latency is unacceptable [14,17, 18,231; applications that require high throughput bulk transfer [l, 21 ; and applications that aggregate data from multiple sources [25, 26] .
GridF" [4] is a widely deployed application that uses parallel TCP to increase end-to-end throughput and is the underlying data transfer mechanism for Globus [ 111. Scientific projects, such as Atlas [ 11 and NEESGnd [2] are using or planning to use GridFTP for bulk data transfer. Since GridFI'P is widely used and is representative of the class of applications that use parallel TCP, this paper focuses on improving the unweighted round robin scheduling algorithm used by G r i m .
The next section describes our weighted round robin scheduling approach.
Weighted Round Robin scheduling
In a set of paraHel TCP streams on one network path, each stream's share of the total throughput of ail of the streams is directly proportional to the ratio of its congestion window (cwnd) to the sum of congestion windows from all constituent streams.
If we schedule a set of data blocks (with size 5 cwnd,,,l) by allocating an equal portion of packets to each stream, the "fast" high throughput TCP streams will not be allocated enough packets to til1 their congestion window (starved), and the "slow" low throughput TCP streams with small congestion windows will require multiple round trip times to transmit their share of packets (over-allocated). The difference in the ability of each stream to transmit its allocation requires the receiver to buffer out of sequence packets and wait for the "slow" TCP sockets to send packets to fill gaps in the data stream. If the network path is a long RIT high-speed network, a significant .amount of memory may be consumed to buffer out of sequence packets. This wastes receiver memory and results in a bursty Bow of data to the application.
We solve these problems by allocating a portion of packets to each stream in the same proportion as the ratio of the stream's congestion window to the sum of all congestion windows (cwnd,,,l) . If there are no packet losses during a transmission period, no individual socket will be starved or over-allocated, and all of the packets (assuming that the sender and receiver agree on the sequential order of socket processing) should arrive in consecutive order with no reordering on an individual network path. When a loss occurs, cwnd for the stream will be reduced by congestion avoidance, and the portion allocated to the socket by the scheduler will decrease.
Using this adaptive mechanism, our weighed scheduling approach results in less reordering than the unweighted scheduling approach.
Priorwork
Much of the existing work on transmitting data over multiple network connections uses two approaches.
The 
Weighted scheduling issues
We identified several issues in the implementation of our weighted round robin scheduling approach. Undesired coupling between congestion avoidance and scheduler control systems leads to poor performance. Significant reordering can result from overallocating data to the send socket buffer. Finally, allocation depends on the congestion avoidance phase. This section explores the effects of these issues on reordering and throughput, and describes our solutions to these problems.
Scheduler and TCP control system interaction
The first issue is the interaction between the scheduler and the TCP congestion avoidance algorithm. Both algorithms are control systems that are coupled by the TCP congestion window cwnd. When the congestion avoidance algorithm detects a packet loss, it reduces cwnd, which in turn causes the scheduling control system to reduce the number of packets allocated to the socket, which eventuaIly affects the congestion avoidance algorithm. Conversely, an increase in cwnd drives the scheduler to allocate more packets to the socket. The cycle between these control systems may cause the coupled control system to overallocate data to the socket or starve it.
If the scheduler persistently underallocates packets to the socket, the goal of maintaining aggregate throughput cannot be met. As long as there is sufficient data in the socket buffer to fully drive the congestion avoidance algorithm, any additional data in the buffer (up to the socket buffer limit) will not exert an upward pressure on cwnd.
To prevent socket starvation, the scheduler must maintain an allocation of at least two times the current congestion window's worth of data. If the scheduler can provide enough data in every scheduling round to keep the congestion algorithm busy, then the scheduler will not drive a reduction in the TCP congestion window or reduce the effectiveness of the TCP stream. When a packet loss occurs, cwnd is halved, and reordering becomes a problem. Packets ready for transmission in the send socket buffer were scheduled based on the previous cwnd value, and at least half of the packets in the send worth of data, equally allocated in two scheduling rounds:
When a Ioss occurs on this socket, cwnd will be halved, and only 1/2 of the data in allocutiunl will be sent in one RTT, stranding the remaining data in the allocation (gapl) until the sender receives ACKs for the first half of the allocation. When the receiver receives only half of the allocated data, and then proceeds to read data from the next socket, a gap in the data stream is created. The receiver is forced to buffer subsequent packets from other sockets until the sender transmits the data in gapl. To solve this problem, we bound the maximum number of packets aIIocated to the socket buffer to minimize the number of gaps caused by a loss event.
Optimal TCP transmission socket buffer size
The second issue is determining the optimal size for the TCP send socket buffer. If there are a large number of packets queued in the send socket buffer, it will take too long for a change in cwnd to manifest itself. If there are insufficient packets queued in the send socket buffer, the congestion avoidance algorithm will not effectively probe network capacity.
The TCP send socket buffer is used as a buffer between the application and the network, and as a place for holding packets for retransmission when a packet is lost. This dual use requires the socket buffer to be large enough to hold one congestion window's worth of data for transmission and one congestion window's worth of data for fast recovery, and to maintain TCP's ACK clock. Based on this, Semke [27] argued that the TCP send socket buffer should be set to two times the delay bandwidth product to maximize throughput. Consequently, to keep the TCP congestion avoidance algorithm supplied with a sufficient number of packets, the socket buffer should contain at least 2 * cwnd worth of data.
To establish the maximum acceptable size (upper bound) for the socket buffer, there are several issues to consider. First, the congestion avoidance algorithm does not require more than 2 * cwnd of data in the socket buffer. This is because additional losses beyond an initial loss event (that Selective Acknowledgement (SACK) can't handle) will only further reduce cwnd; which leaves sufficient data in the socket buffer to drive congestion avoidance. 
Parallel socket scheduling algorithms
Algorithm 1 describes our weighted round robin scheduler. This algorithm requires a set of connected TCP sockets that have been tuned to disable the Nagle algorithm, enable MTU discovery, set the virtual RTT value, and set the send and receive socket buffer limits high enough to not limit throughput 1201. . GridETP waits for sufficient space to become available in the socket buffer to accommodate an entire 1MB block before adding it to the socket buffer. Algorithm 2 maintains a minimum socket buffer allocation of 2 blocks to ensure that the congestion avoidance algorithm is never starved for data. As in the case of Algorithm 1, each socket in P should be tuned. Note that over a high b'andwidth delay product path, 2 MB is insufficient to fill the congestion window. For example, if the round trip time is 68 msec, the congestion window for a 1000 Mb/sec bottleneck throughput is 8.5 MB. A block limit of two 1 ME blocks will starve the congestion avoidance algorithm, which will artificially limit throughput. Consequently, in our experiments we adjusted the minimum block size minalZoc to ensure that there would always be sufficient data in the socket buffer to drive the congestion avoidance algorithm, ensuring a fair comparison.
Experimental methodology
To assess our scheduling approach, we implemented both the unweighted round robin (Algorithm 2) and our weighted round robin scheduling (Algorithni 1) on a RedHat 9.0 system running Linux kemel 2.4.20. We used unmodified parallel TCP (currently used by GridFTP) along with our Combined Parallel TCP to assess the interaction of both parallel TCP approaches with the WRR and URR algorithms. The sender used the TCPJNFO and SIOCOUTQ getsockopr() options available in the Linux kernel to collect the current size of the congestion window and the send socket buffer.
During each experiment, the receiver collected successive packets from each socket until the call to read() blocked (due to draining of the socket buffer), or until the packet sequence number of next packet in the socket buffer was not in sequence order. A discontinuity indicated that the scheduler allocation was completely consumed. The packet sequence number was a 64 bit integer, which was large enough to prevent wrap-around during the experiment.
To measure the effect of delayed packets on reordering, the receiver tracked the difference between the sequence numbers of the most recent and last in-order packet received. This difference represented the maximum number of out-of-sequence packets buffered until the arrival of delayed packets necessary to compIete the data stream.
Raw throughput was computed by tracking the number of data bytes received (in or out of sequence) during a sampling period, and dividing by the sampling period. Goodput was computed by tracking the number of contiguous in-order bytes received during at Ieast one sampling period, and dividing by the elapsed time. When a sequence gap occurs from a delayed packet, goodput drops to 0 Mblsec until the late packet arrives. Upon late packet arrival, sequence is restored, and goodput is computed from the number of in-sequence packets stored in the out-of-order buffer up to the end of the sampling period.
To compare the effects of the weighted and unweighted round robin scheduling algorithms on reordering and throughput, we ran transmission experiments on real and To ensure full use of the frame, we used a 1440 byte data frame in each packet. The send and receive socket buffer sizes were set large enough to e n s u i that the transmission rate would not be limited by the socket buffer sizes. The URR algorithm was tested using minimum block (minalloc) sizes of 1 MI3 and 2 MB. The bandwidth delay product of the network path to Caltech was 0.8 ME, and the 1 MB minimum block size matches the atomic blocksize used by GridFTP. A 15 minute delay was used between each uial to ensure independence between trials. We alternated the order of experiments within each individual trial to eliminate experimental bias between individual expenments (one trial was URR folIowed by WRR, and the next trial was WRR followed by LJRR). 372 experimental trials (744 individual tests) were conducted were conducted from April 11 to April 16, 2004 which included diurnal and weekend network loads. Trials used 5 and 10 parallel TCP streams with both unmodified and combined (using a virtual RlT multiplier of 100) parallel TCP, which allowed us to assess each parallel TCP approach. Figure 2 shows the emulated wide-area network used for the second set of expenmenu1 trials. We used the NlST Net network emulation package 1221 on 3 Linux based host router that contained two SysKonnect 9821 V2.0 gigabit ethemet cards connected with a Category-6 crossover cable to a sender and receiver. RedHat Fedora Linux 2.4.22-1.2 1 15.nptIsmp was used on all of the systems in the emulated network. The sender Linux kemel contained the modified fractional TCP congestion avoidance (described previously) to allow the sender to set the virtual RTT for The RTT measured by SLAC was 167.47 ms and the packet loss rate was 0.97%-SLAC measured no packet reordering on the path during the month of February, 2004. We emu-. lated packet loss only on the forward path from the sender to receiver to isolate the effects of ACK packet loss from data packet loss on the TCP sender. Emulated network experiments used an end-to-end MTU of approximately 9000 bytes (Jumbo frame) and a data frame size of 8940 bytes. The experimental design for emdated network trials was identical to real network trials with two exceptions. First, since the emulated network was not subject to any cornpeting traffic, the elapsed time between experimental trials was reduced to 30 seconds. Second, the minimum block sizes (minalloc) used for the URR test trials were extended to 1 MB, 2 MB, 4 Ml3, and 6 MB to accommodate the increased bandwidth delay product of 10.47 MB on the emulated network path.
To assess the effects of our scheduling algorithm on multiple network paths, we created a second emulation testbed ( Figure 3 ) consisting of two separate network paths with differing round trip times and packet loss rates. Four paraliel TCP streams were used on each path with a MTU of 1500 bytes.
Assessing the effects of reordering on the receiver
Packet reordering has two effects on the receiver: additional memory is consumed to buffer out-of-order packets, and the smooth flow of data to the application becomes interrupted and sporadic.
To assess memory consumption, we recorded the mean and maximum amount of buffer memory used to bold outof-order packets, sampled periodically.
To measure throughput, there are two values to consider. The first value is fhroughpur,,,, which represents the data bytes per unit time that are received on all of the TCP sockets, independent of reordering. The second value is goodput, which is the total throughput per unit time of insequence data delivered to the application (goodput). When a reordering event occurs, throughput will not be affected, but goodput will be reduced to zero until the lost packet is received and the data stream is recovered. When the lost packet is integrated into the out-of-order buffer, and transferred to the application, goodput will become very large, then settle back to a value similar to throughput in the absence of reordering. 
Figure 3. NlSTnet multipath emulation topology
To assess the stability of goodput, we used the coefficient of variance (COV).
(1) (T 
cov = throrihgpur meanapp
In this equation, 6 is the standard deviation of throughputs,, and rhroughput meanopp is the arithmetic mean of application goodput (throughptu,,) recorded once every sampling period. As rhroughpur,,, becomes unstabte, the measure of dispersion cr increases, which increases the COV. As thoughpurapp becomes stable, Q decreases, and COV decreases. Thus, larger values of COV indicate more turbulence, and smaller values of COV indicate more stability.
For all the experimental trials, we distilled from each experiment the raw throughput at the first one-second report that occurred after the 230 second mark.
Experimental results
This section presents and discusses experimental results for trials on both the real and emulated networks. We first describe the effects of WRR on raw throughput compared with URR. The following section discusses the impact on the amount of memory necessary to buffer out-of-order packets using WRR compared with URR. The final section presents the effects on goodput for WRR versus URR. Figure 4 shows the mean raw throughput for the URR and WRR scheduling approaches over the period of each experimental trial for both combined and unmodified parallel TCP Figure 5 shows the mean raw throughput for the emdated network path. Figure 6 shows the mean real throughput for the multipath emulation. We calculated the 95% confidence interval for the difference in raw throughput between the URR and .WRR algorithms for the real, single path, and multipath emulated networks. In all cases, 0 was included in the difference 4~ the 95% confidence interval [161. Consequently, there is no statistical difference in throughput between the URR and WRR scheduling algorithms.
Effects of WRR on raw throughput
First, our WRR scheduling algorithm can keep the congestion avoidance algorithm supplied with enough data to successfully This result confirms several conjectures. probe the network bandwidth delay product, Second, even through UTRR links the scheduler allocation to the size of the congestion window, it delivers the same gains in raw throughput from parallel TCP streams compared with the naive scheduling approach of URR. Thus, the evidence supports our claim that our WRR algorithm successfully maintains the raw throughput gains of URR. Figure 7 shows the mean memory use for the LRR and WRR algorithms for the real network experiments. Figure  8 shows the mean memory use for the URR and WRR algorithms for the emulated network experiments. Figure 9 shows the mean memory use for the emulated multipath network experiments. Please note that the ordinate axis scale is loglo. Figure 10 shows the mean peak memory utilization dur-' Figure 11 shows the peak memory use for combined and unmodified parallel TCP on the emulated network experiments. Figure 12 shows peak memory use for the multipath emulation. Figure 7 through 9 show that WRR requires substantially less mean buffer memory in all cases. These figures show that as the size of the minalloc minimum data block size increases for URR, the amount of memory necessary to buffer out-of-order packets increases as well. This has important implications for high bandwidth delay product networks, since minalluc must be large enough to keep the congestion avoidance algorithm supplied with enough data to probe the network path. Accordingly, as networks become faster, our WRR scheduling algorithm becomes more necessary to reduce receiver memory consumption.
Effects of W R R on buffer memory consumption
Figures 10 through 12 show that, in most cases, peak memory consumption for the WRR algorithm is less than peak memory consumption of the URR algorithm.
! P10 1 P5 1 P I 0 I P5 1 P10 I P5 1 P10 I P5 1 Figure 10 . Real peak memory Figure I 1 shows that for 'a 1MB and 2MB minulloc minimum data block size, the mean peak memory consumption of the WRR algorithm is greater than the peak memory consumption of the URR algorithm. We used Student's t-test to verify that the URR peak consumption is less than WRR peak consumption for the P10 case with 1 and 2 MI3 minaIloc sizes, and for the P5 case with a 1 MB minalloc size. For the PS case with a 2 MB minalloc size, the peak consumption is statistically equivalent. Since the bandwidth delay product on the emulated network path is very large (10.47 MB), the WRIi cwnd will exceed the maximum URR cwnd when the minalZoc block size is 1 or 2 MB. This difference limits the potential peak memory usage for holding out-of-order packets using the URR algodthm. Although the peak memory usage for WRR exceeds URR in these cases, the mean memory used by WRR over the period of the experiment is still substantially less than URR for these particular cases. We found that WRR improved memory use for both unmodified and Combined Parallel TCP. Figure 12 shows a similar situation for the multipath emdated network.
This evidence supports our hypothesis that the use of WRR scheduling results in less receiver memory consumption lo buffer out-of-order packets.
Effects of WFiR on goodput stability
We calculated the coefficient of variance for goodput for the real and emulated networks. Figure 13 shows the goodput stability for combined parallel TCP on the real network experiments. Figure 14 shows goodput stability for unmodified parallel TCP on the real network experiments. Figures  15 and 16 shows the goodput stability for the WRR and LRR algorithms for the emulated network experiments. In these figures, a higher coefficient of variance implies less stability, and a lower coefficient is desirable, Figures 13 and 14 show that the WRR algorithm results in better goodput stability than URR for the experiments conducted on the real network path between the University of Michigan and California Institute of Technology. As the URR minalloc minimum data block size increases, the difference in goodput stability between URR and WRR becomes larger. This makes sense, since a larger minimum block size increases the size of the potential gap in the data stream that would result from a delayed packet.
Figures 15 and 16 show that WRR algorithm results in better goodput stability than URR on the emulated network.
Similar to the real network, as the minalloc LJRR minimum block size increases, difference in goodput stability between URR and WRR becomes larger. Results for the multipath emulated network (omitted) were similar to the results for the emulated testbed: WRR stability proved to be superior to URR stability in all cases.
These results support our hypothesis that WRR results in better goodput stabiiity that URR. 
Conclusions
In this paper, we have described a new weighted data block scheduler that preserves the gains of parallel TCP, smooths goodput, and reduces memory use. We demonstrated the effectiveness of our approach using a series of experiments over real and emulated wide area networks. Our experimental resuits indicate that our WRR afgorithm results in the same raw throughput, Iess buffer memory required to hold out-of-order packets, and better goodput stability than the URR algorithm. Based on these results, we believe that applications such its GridFTP that make use of unweighted round robin scheduling over multiple TCP streams on one or more network paths would greatly benefit from the adoption of the weighted round robin scheduling algorithm described in this paper.
