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Abstract 
In this note, we extend the Jarratt method of order four into Banach spaces. We also establish a Kantorovich- 
type convergence theorem (see the References) and give an explicit expression for the error bound of the 
method (Jarratt, 1966, 1969). 
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1. Introduction 
We consider the well-known Jarratt iterative method for solving nonlinear operator equations: 
F(x) =o, (1.1) 
in Banach space setting. Comparing with the classical Newton iteration, the Jarratt method can save 
one function evaluation in each step. Moreover we provide sufficient conditions for the convergence of 
our iteration to a locally unique solution. Furthermore, an explicit representation for the best-possible 
error bound is provided. 
2. An extension of the Jarratt iterative method in Banach spaces 
Let F be a nonlinear operator defined on a convex subset D of a Banach space X with values in a 
Banach space Y. Assume that F has the first-order continuous Frechet derivative on D and F’(x) -I 
exists. Let x0 in D; we introduce a new iterative scheme for all current steps IZ > 0: 
Y” =x, - F’(~,,)-‘F(-GL 
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ff(&,Y,,) = F’hF [F’b,, + gy,, -x,)1 - F’(-o]7 
x,+1 = yn - f [z + pz( Xnr Yn>] -‘wxm Yn) (Yn - xi>. (2-l) 
Under standard Ostrowski-Kantorovich assumptions, we can show that the iteration is well-defined 
for all n > 0 and converges. Moreover, we derive a representation for the best-possible error bound. 
See also [ 1,3,4]. The main result is the theorem in the following section. 
3. The Kantorovich Theorem and optimal error bound 
Theorem. Let F(x) be a nonlinear map defined on a convex domain D of a Banach space X with 
values in a Banach space Y. Assume that F has second-order continuous Frechet derivatives on D 
and satisjies the following conditions: 
IIF”(x)ll < M, IIF” - F”(Y) II < Nllx - ~11, (3.1) 
&“‘[x + t(y - x)] (1 - t) - ;F”[x + ;t(y - x)]] dt < Lk - Yl12~ 
for all x, y in D. For a given initial value x0 E D, assume that F’( x0) -’ exists and satis$es 
IIF’(‘II G P, IIYO - xoll G rl> 
h=K&<;, 
S(xo, t*) c D, 
where S(x, r) = {x’ E x 1 1(x’ -XII < r} and 
1 
g(t) = ;Kt2 - -$ + ;, 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
8J-~i-72 
1+&-2%’ 
(3.8) 
where t* is the smallest root of g(t) = 0. Then the iterative procedure (2.1) is well-defined for all 
n > 0 and converges. Moreoven we have x,,, ylt E S(x0, t*), for all n > 0. The limit x* is the solution 
of F(x) = 0. Also we have the following error estimate and the best error constant: 
(3.9) 
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4. Applications 
In this section, we first use the Theorem to suggest new approaches to the solution 
integral equations of the form 
J’ 
I 
x(s) = y(s) + cux(s> qts, t)x(t> dt, 
0 
105 
of quadratic 
(4.1) 
in the space X = C [0, I] of all continuous functions on the interval [0, l] with the norm 
(4.2) 
Here we assume that a is a real number called the “albedo” for scattering, and the kernel q(s, t) is 
a continuous function of two variables with 0 < s, t < 1 and satisfying 
(1) O<q(s,t) < 1, o<s,t< 1; 
(2) q(s,t)+q(t,s)=l, O<s,t<l. 
The function y(s) is given by a continuous function defined on [0, 11, and x(s) is the unknown 
function sought in [ 0, I]. Equations of this type are related with the work of Chandrasekhar [5], 
and arise in the theories of radiative transfer, neutron transport and in the kinetic theory of gases 
[ 1,2,5]. There exists an extensive literature on equations like (4.1) under various assumptions on 
the kinetic q( s, t) and (Y a real or complex number, see [ 1,2] and the references therein. Here, we 
demonstrate that the theorem via the iterative procedure (2.1) provides existence results for (4.1). 
Moreover, the iterative procedure (2.1) converges faster than the solution of all the previous known 
ones. Furthermore, better information on the location of the solution is given. Note that the cost is 
not higher than the corresponding one of previous methods. For simplicity, we shall assume that 
q(s, t) = -& for all 0 6 S, t 6 1. (4.3) 
Notice that q( s, t) satisfies (1) and (2) above. 
Let us now choose y(s) = 1 for ail s in [0, 1 ] and define the operator F on XB = C [0, I] by 
F(x) = ax(s) 
s 
’ s 
-x(t) dt - x(s) + 1. 
0 s+t 
(4.4) 
Note that every root of the equation F(x) = 0 satisfies (4.1). Set x,,(s) = 1 and cy = 0.25, use the 
definition of the first and second Frechet derivatives of the operator F to obtain 
h4 = 2 I ff I oy,F2, I.i’ s dt I= (2 In 2) ( a I= 0.346 573 59, \.. 0 sft 
N = 0, K = M, p = llF’( l)-‘11 = 1.53039421, 
7 3 [IF’(l)-‘F(l)11 >pc~ln2=-0.26519707, h = 0.140659011 < ;, 
t* = 0.287 048 52, t** = 3.483 731 7, 19 = 0.082 396 85 
106 
and 
I.K. Argyros et al. /Journal of Computational and Applied Mathematics 51 (1994) 103-106 
11x,, - x*11 < t* - t, = (1 - ~2)77e4’;_, 
] - 0”” , for all n 3 0, 
which shows that x* is unique in S(xO, t) for any t in [I’, t**). (For detailed computations, see 
[ 1,2] .) Therefore, according to the Theorem, (4.1) has a solution x* and Jarratt’s method (2.1) 
converges to x* faster than any other method used so far (see also [4] ). Moreover, the information 
on the location of the solution given here is better than the ones given before. 
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