Large eddy simulations are performed to study deep dynamic stall of a SD7003 airfoil in plunging motion. The numerical computations employ a suit of high-order compact schemes for computing derivatives, interpolation and filtering on a staggered grid. The SD7003 profile undergoes a plunge motion at Reynolds number Re = 60,000, Mach number M = 0.1, reduced frequency k = 0.5 and amplitude h0 = 0.5. A mesh convergence study is performed and results show good agreement with available data in terms of aerodynamic coefficients. Flow actuation is then applied at the airfoil leading edge and we observe that, for a specific frequency range of actuation, the airfoil drag is substantially reduced while the lift is maintained almost unaffected. The physical mechanisms responsible for the flow changes in the controlled case are then discussed.
I. Introduction
Unsteady flows over plunging and pitching airfoils with large excursions in the effective angle of attack exhibit the phenomenon of dynamic stall, which is a process characterized by unsteady separation and the formation of a large leading-edge vortex that exerts high amplitude nonlinear variations in the aerodynamic loads. Comprehensive reviews of this phenomenon in the context of helicopter rotor blades are provided by [1] [2] [3] .
For the case of flapping wings, as well as for severe impinging gusts, highly unsteady forcing induces the formation of dynamic stall including a leading-edge vortex. The evolution and interaction of such vortical structure with the aerodynamic surfaces have a significant impact on flight stability and performance. While there has been several studies on these types of flows, some questions remain for dynamic stall conditions at low Reynolds numbers. In these cases, dynamic stall is relevant for small unmanned air vehicles and micro air vehicles. Therefore, we aim to extend our knowledge on the important flow features involved in fully separated low Reynolds number flows under dynamic stall.
High-fidelity simulations can provide an abundance of data with both high spatial and temporal resolutions. Several two-dimensional computational studies are available in the literature regarding dynamic stall under laminar, transitional, and turbulent flow conditions [3] [4] [5] [6] [7] [8] . For high Reynolds number flows, the numerical simulations have traditionally employed a hierarchy of turbulence models augmented in some instances with empirical transition predictions.
In the present work, we employ implicit large eddy simulations (ILES) to study the flow physics of deep dynamic stall over a plunging SD7003 airfoil profile. The flow condition investigated is selected based on the availability of results from other high fidelity simulations [9] , which we compare results to, and particle image velocimetry (PIV) data [10] [11] [12] . We then, we employ actuation at the airfoil leading edge aiming to reduce the overall drag through a modification of the dynamic stall vortex.
Active flow control strategies by means of periodic perturbation and forcing can have effects such as attaching otherwise separated flows, avoiding separation and increasing lift [13] . Previous works show that small disturbances can have a considerable impact on the flow dynamics for a pitching NACA0012 experiencing dynamic stall at high Reynolds numbers [14, 15, 16, 17] . In the current investigation, we show that, for a specific frequency range in the actuation, the airfoil drag is substantially reduced while the lift is maintained almost unaffected. The physical mechanisms responsible for the flow changes in the controlled case are then discussed.
II. Theoretical and Numerical Methodology

II.A. Governing Equations
To simulate the flow around the moving airfoil, we solve the weakly conservative form of the Navier-Stokes equations in a non-inertial frame. In this form, source terms emerge from the grid curvature and frame movement. These equations have been used before by Warsi et al. [18] and Yamamoto and Daiguji [19] . For simulations of turbulent flows, these equations have been used by Orlandi [20] , Choi [21] and Yang and Voke [22] . Here, all terms are solved in the contravariant form to allow the use of a curvilinear coordinate system {ξ 1 , ξ 2 , ξ 3 }. For a frame of reference with varying linear velocity, the continuity, momentum and energy equations reduce to ∂ ∂t
and
In order to close the above system of equations the following relations are employed
Here, ρ represents the density, u i the i-th component of the contravariant velocity vector and p is the pressure. The term is the Levi-Civita symbol, h is the frame position (cross-stream motion of the plunging airfoil), E is the total energy, µ is the dynamic viscosity, T is the temperature, k is the reduced frequency, Re = ρU∞L µ is the chord based Reynolds number, M is the free stream Mach number and P r is the Prandtl number. The dots represent temporal derivatives of the frame position, i.e., frame velocity and acceleration. The aforementioned terms are non-dimensionalized by freestream quantities such as density ρ ∞ and free stream velocity U ∞ . The length scales are made non-dimensional by the airfoil chord L. In the above equations, the covariant and contravariant metric tensors are described, respectively, as
with
More details about the present formulation can be found in [23] .
II.B. Numerical Methods
A compact sixth-order finite-difference scheme constructed for a staggered grid is used to calculate all spatial derivatives. For any scalar quantity f i , a tridiagonal system is solved as
where α = 9/62, a = (−1+22α). To minimize errors from unresolved scales, a sixth-order compact low-pass filter is applied according tō
In the equation above, a = (1 − 2ᾱ). In the current simulations, we useᾱ = 0.46, which implies on the filtering of high wavenumbers. Due to the staggered grid, interpolations are necessary to evaluate properties at specific grid locations. To maintain the overall high-order of the schemes, a sixth-order interpolation based on finite differences is used according tõ . Additional details on the finite-difference schemes used for derivation, filtering and interpolation can be found in [24, 25] .
Near the far-field boundaries, a numerical sponge is used to damp acoustic waves and, at the inlet and outlet boundaries, a Riemann invariant transformation is implemented as the far-field condition. Derivatives of the inviscid fluxes are obtained by forming the fluxes between the grid nodes and differentiating each component. Viscous terms are obtained by first computing the derivatives of the primitive variables in their respective locations. The components of the viscous fluxes are then constructed at each node and differentiated by a second application of the compact scheme. Airfoil movement is added through the source terms shown in the formulation section. All of the schemes discussed are implemented with periodic boundary conditions in the spanwise direction. Since we employ an O-grid, periodic conditions are also employed along the streamwise direction, where the grid points are coincident.
Two time-marching methods are utilized to advance the solution in time. A compact storage third-order Runge-Kutta scheme is used to advance the solution away from the solid walls. In the near-wall region, an implicit time marching scheme with approximate factorization derived from the Beam and Warming method is used. The low-pass compact filter is applied after each temporal sub-step in the Runge-Kutta scheme and after each time-step of the modified Beam and Warming scheme. Details on the numerical framework employed here can be found in [25] .
II.C. Flow Control Approach
To simulate a 2D actuator of size s actuator ≈ 0.01L that promotes suction/blowing along a specified region of the airfoil surface, a jet velocity is imposed at the airfoil wall on the actuator location, which is centered around the airfoil leading edge. The jet actuation is given by the following equations
g(t) = sin(St 2πt) .
Simulations with actuation frequencies of St = f L U∞ ∈ [0. 5, 25] are performed with the objective of understanding the flow response with respect to a range of frequency actuations. The exact location of the actuator, as well as its jet velocity profile, is displayed in Fig. 1 . The coefficient of momentum transfer C µ adopted in this work is 4.46e−02% (U jet max = 0.4) and it is defined by
where T g is the period of g(t). Table 1 and, here, we employ grid resolutions similar to those from [9] . 
II.E. Mesh Refinement Study
We simulate 5 cycles in total but only the last 4 are used to calculate the statistics due to initial transients. Figure 2 shows phase averaged aerodynamic coefficients C l , C d and C m with respect to the effective angle of attack α = α 0 + tan
L cos(kt) . Results obtained for both the meshes employed exhibit a good agreement with Visbal [9] , especially when considering the variations that occur from cycle to cycle. Hence, we consider that the coarser mesh (Fig.  3) has sufficient resolution to capture the flow physics in the current dynamic stall calculation. Hence, this mesh is chosen to perform the further simulations presented in this work since it requires less computational resources. 
III. Results
The current plunge motion undergoes an effective angle of attack in the range of −6 ≤ α ≤ 22 deg. Due to flow transients originated from the initial solution, only the last 4 plunging cycles from the 5 available are used in the calculation of the statistics. For visualization purposes, a phase angle φ is used to describe the position of the airfoil. A schematic of the current plunging motion is shown in Fig. 4 where, at φ = 0 deg, the airfoil has no velocity in the y-direction and is at the top-most position of the plunging motion. At φ = 90 deg, it has the highest downward velocity in the y-direction and, at φ = 180 deg, it has zero velocity being at the bottom-most position of the plunging motion. Finally, at φ = 270 deg. it has the highest velocity in the y-direction (upward). During the downstroke, instabilities begin to grow in the suction side of the airfoil as shown in Fig. 5a .
As the downward motion continues, these instabilities grow and eventually break the spanwise structures into finer ones, creating a transitional flow. While this takes place, the main leading-edge vortex (LEV) begins to form as shown in Fig. 5b . The LEV is then transported over the suction side (Fig. 5c ) of the airfoil, increasing the overall lift and creating a nose-down pitching moment. As the LEV gets closer to the trailing edge, a trailing-edge vortex (TEV) forms and "pushes" the LEV away from the airfoil (Fig. 5d) . When this happens, an oscillation in the pitching moment can be observed. As the motion continues, the TEV is also transported away from the airfoil and re-laminarization starts to occur in the leading edge (Fig.  5e) . As the airfoil moves upwards, the laminar region begins to grow (Fig. 5f ) until the whole boundary layer becomes laminar (Fig. 5g) . Subsequently, a Kelvin-Helmholtz instability forms leading to periodic shedding of vortices from the trailing edge. A comparison of the aerodynamic coefficients obtained for the individual four cycles are displayed in Fig. 6 . The non-linearities that emerge from the plunge motion give rise to considerable variations from cycle to cycle. In order to further characterize the current flow, iso-surfaces of Q-criterion are shown in Fig. 7 . It can be seen that the flow can be completely laminar, transitional or turbulent and, depending on the plunge stage, different coherent structures emerge. When the flow is fully separated, the analysis of such coherent flow structures becomes complex since finer scales dominate the visualization. However, the most energetic structures of the flow show higher coherence and should dominate the dynamics of the present flow. 
IV. Assessment of Actuation on the Flow Dynamics
The assessment of periodic actuation on the flow dynamics is presented in this section employing data obtained for a single cycle for each St number investigated. This decision is taken based on the amount of computational resources available. The flow actuation is turned on right before φ = 0 deg. for the solution computed after 5 cycles. Figure 8 shows the averaged as well as the maximum and minimum values of C l , C d and C m represented by the black dots, top and bottom of each bar, respectively.
The values of C l do not show a large variation over the different actuation frequencies. However, those of C d and C m have a considerable dependency on the frequency actuation. For example, C d shows a considerable reduction in the range 2.5 < St < 15 compared to the baseline case. Frequencies higher than St = 15 or very low frequencies St < 2.5 do not have a significant impact on drag, both in terms of the mean value, maximum and minimum amplitudes. Figure 9 shows that the drag and pitch moment amplitudes from the dynamic stall vortex are greatly reduced when actuation is introduced at some specific frequencies. Figure 10 shows contours of span-averaged pressure coefficient C p and we observe that the actuation does not delay the formation of the dynamic stall vortex but actually disrupts its formation. Results are presented for the baseline configuration and for St = 5 on the top and bottom rows, respectively. At φ = 51 deg, both flows are still fairly similar, with the actuation case having a larger number of small scale vortices that emerge from instabilities in the leading-edge shear layer. At φ = 67 deg, the formation of the leading-edge vortex does not occur as prominently as for the baseline case due to the disruption caused by the vortices created from the actuation. At φ = 98 and 113 deg, the airfoil is decelerating and one can see for the case with control that, instead of a clear dynamic stall vortex, small-scale structures are being formed and transported. These small vortical structures eventually coalesce into a single vortex that reduces C p for φ = 145 deg. However, the levels of pressure coefficient are more negative for the baseline case than for that considering actuation. The weaker dynamic stall vortex on the case with actuation also influences the formation of the trailing-edge vortex at φ = 160 deg. Figure 11 shows how vorticity does not accumulate in the leading edge for the case with actuation, avoiding the formation of a single large-scale coherent structure opposite to the baseline configuration. Figure 12 shows the the 2D coherent structures which emerge in the first stages of motion of the case with actuation in a similar fashion when compared to the baseline flow. However, here, it is clear that a single LEV is not formed and the pressure in the TEV core is increased. Figure 13 shows plots of C p computed along the airfoil suction side for the phase angles of Fig. 10 . In these plots, the dashed line represents the position where the surface normal is parallel to the y-axis (x vsn = 0.12). The suction peaks caused by the dynamic stall vortex can be seen for the baseline case at φ = 98, 113, and 145 deg. for different chord positions. Since the dynamic stall vortex is mitigated for the case with actuation, less negative values of C p are obtained downstream of x vsn = 0.12. For the baseline case, the trailing-edge vortex also generates a strong suction peak as can be seen for φ = 160 deg . Such mechanism is absent in the case with actuation. Since these peaks of C p are negative, and situated downstream of x vsn , they will lead to an increase in the drag coefficient. On the other hand, strong negative values of C p situated upstream of x vsn should reduce drag since the surface normals on this region point upstream. As one can observe from Fig. 13 , strong suction peaks occur for the control case upstream of x vsn . Although the region where these peaks appear may be small compared to the airfoil chord, they still contribute to the drag reduction. Moreover, they also contribute to a lift increase.
Summarizing, a significant reduction in C d and C m occurs as a result of the features observed due to the flow actuation: mitigation of the dynamic stall vortex, strong negative values of C p upstream of x vsn , and mild values of C p downstream of x vsn . Although the flow actuation leads to a small reduction in terms of C l , it is not as prominent as the reductions observed in C d and C m .
V. Conclusions
Large eddy simulations are performed for flows over the SD7003 airfoil in plunging motion. Results from the simulations are compared to data available in the literature for similar conditions and exhibit good agreement. In the current flow, instabilities arise after the beginning of the downstroke and a leading-edge vortex (LEV) is formed and grows. After the LEV reaches a given size, it is convected over the suction side of the airfoil increasing both lift and drag while decreasing pitching moment that induces a nose-down motion. Close to the trailing edge, the LEV is "pushed" away from the airfoil surface by a trailing-edge vortex (TEV) that forms and is also advected away from the airfoil.
Simulations with 2D suction/blowing actuation are conducted for frequencies ranging from St = 0.5 to 25. Results demonstrate that actuation around St = 5 is effective in reducing C d and C m with only a mild loss in C l . In the simulations with flow actuation, the dynamic stall vortex is broken into smaller coherent structures, leading to an increase in pressure along the airfoil suction side for high effective angles of incidence. At the same time, pressure values near the leading edge are considerably reduced. Therefore, a significant reduction in C d and C m occurs as a result of the mitigation of the dynamic stall vortex, which leads to strong suction peaks in the airfoil leading-edge region and mild values of C p towards the trailing-edge region. 
