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Abstract
Thin film adhesion often determines microelectronic device reliability and it is therefore
essential to have experimental techniques that accurately and efficiently characterize it.
Laser-induced delamination is a novel technique that uses laser-generated stress waves to
load thin films at high strain rates and extract the fracture toughness of the film/substrate
interface. The effectiveness of the technique in measuring the interface properties of
metallic films has been documented in previous studies. The objective of the current
effort is to model the effect of residual stresses on the dynamic delamination of thin films.
Residual stresses can be high enough to affect the crack advance and the mode mixity
of the delimitation event, and must therefore be adequately modeled to make accurate
and repeatable predictions of fracture toughness. The equivalent axial force and bending
moment generated by the residual stresses are included in a dynamic, nonlinear finite
element model of the delaminating film, and the impact of residual stresses on the final
extent of the interfacial crack, the relative contribution of shear failure, and the deformed
shape of the delaminated film is studied in detail. Another objective of the study is to
develop techniques to address issues related to the testing of polymeric films. These type
of films adhere well to silicon and the resulting crack advance is often much smaller than
for metallic films, making the extraction of the interface fracture toughness more difficult.
The use of an inertial layer which enhances the amount of kinetic energy trapped in the
film and thus the crack advance is examined. It is determined that the inertial layer does
improve the crack advance, although in a relatively limited fashion. The high interface
toughness of polymer films often causes the film to fail cohesively when the crack front
leaves the weakly bonded region and enters the strong interface. The use of a tapered pre-
crack region that provides a more gradual transition to the strong interface is examined.
The tapered triangular pre-crack geometry is found to be effective in reducing the stresses
induced thereby making it an attractive option. We conclude by studying the impact of
modifying the pre-crack geometry to enable the testing of multiple polymer films.
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Chapter 1
Introduction
Thin films form an essential part of most microelectronic devices used today and perform
several key functions. Devices in use today are made up of multiple layers of different
materials with vastly different material properties (Figure 1.1(a)). The length scale of
the devices coupled with the widely varying material constituents results in several key
reliability challenges [1]. Primary among them is interfacial decohesion caused by the
thermo-mechanical loading generated during the operation of the device. The inherent
stress concentration present at sharp edges of the device initiate an interface crack, which
then propagates driven primarily by thermal loading (Figure 1.1(b)) [2, 3].
(a) (b)
Figure 1.1 – (a) Image of a 64 bit microprocessor showing the various layers made
up of different materials. (b) Scanning acoustic microscope image depicting the
decohesion failure of a microelectronic device. The delamination started at the edge
of the film and propagated at the interface causing significant damage (Taken from
[4]).
Thin film adhesion is a key parameter in determining the reliability of these devices
and is characterized by two parameters, namely, the interface strength and the interface
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toughness [5]. The interface strength is used as a measure of the crack initiation require-
ments. When the interface stress level exceeds a certain threshold value referred to as
the interface strength, film decohesion occurs. Interface toughness on the other hand is
a measure used to characterize crack propagation. This property is essential in order to
design devices that resist fracture growth and operate without any interface decohesion
issues.
Several techniques have been developed over the years to measure interface properties
[6, 7, 8, 9]. A fewof themare schematicallydepicted in Figure 1.2. Someof these techniques
like the four-point bend test have been in use for years by the microelectronics industry
and are quite popular. But these techniques suffer from some drawbacks, which make
them unattractive for thin film adhesion characterization. A few of these techniques yield
only a qualitative measure of the interface properties and as such cannot be used in any
design process where quantitive inputs are required [9]. Others like the bulge test and
the four-point bend test have the drawback of requiring elaborate specimen preparation,
thereby reducing testing efficiency. But the key drawback associated with most of these
testing methods is the large inelastic deformations associated with the loading technique
[10]. The plastic deformation makes it difficult to estimate the actual amount of energy
being dissipated at the fracture interface. Hence there is a need to design a new technique
that addresses the shortcomings of the existing test methods.
(a) (b)
(c) (d)
Figure 1.2 – Schematic of (a) Tape peel test where the film is pulled with the help of
an adhesive tape. (b) Four-point bend test where the crack propagates at the interface
due to the bending strain energy. (c) Nano-indentation test where the toughness is
measured by the material pile-up around the tip. (d) Bulge test where the film is
bulged out by the pressure acting on the inside of the film (Taken from [11]).
2
1.1 Laser-Induced Spallation Testing
Laser-induced spallation is an experimental technique used to determine interface proper-
ties by loading the interface dynamically using a laser pulse. Laser-induced delamination
has several salient features which make it an attractive option over other test methods
[12, 13, 14, 15, 16]. Primary among them is the precise, non-contacting manner through
which the technique loads the interface using a laser pulse of very short duration (typ-
ically 10 to 15 ns) and high amplitude (hundreds of MPa). The very high loading rate
enables the measurement of the interface characteristics with little plastic deformation [5],
allowing for a more precise determination of the intrinsic interface properties.
Figure 1.3 – Schematic of the laser-induced spallation test. The pulse generated by the
ablation of the absorbing layer located on the back side of the substrate gets reflected
back from the free surface of the film as a tensile wave and causes the failure of the
film. The displacement of the film is measured using an interferometric diagnostic
beam (Taken from [11]).
The laser pulse is focussed on a sacrificial ablation layer deposited on the back side of the
substrate. The ablation generates a compressive stress wave that propagates through the
substrate and across the interface, gets reflected at the free surface of the film as a tensile
wave and loads the interface in tension causing delamination as depicted in Figure 1.3.
The strain rates associated with the laser pulse loading are in the order of 107 s−1, thereby
ensuring that there is limited plastic deformation in the film. In the original form of the
laser spallation test, the loading was primarily tensile in nature and provided a measure
of the tensile interface strength. More recently, Wang et al. [17] and Kitey et al. [18]
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have developed versions of the delamination experiment that usesmode conversion along
inclined free surfaces and/or interfaces to inducemixed-mode loading of the film/substrate
interface. This type of laser-induced tests, which are performed on blanket films, provide
measurements of the interface strength of the film, which, as indicated earlier, is associated
with crack initiation. To measure the interface toughness, which is needed for crack
advance predictions, one needs to achieve a controlled delimitation event, preferably
over large distances (several millimeters).
Figure 1.4 – Schematic of laser-induced delamination test. The test geometry includes
a weak adhesion layer, which serves as pre-crack region and, when hit by the laser
pulse, spalls instantly. The kinetic energy trapped in the pre-cracked region of the
patterned film then gets converted into fracture energy as the film delaminates over
several millimeters (Taken from [4]).
To that effect, Kandula et al. [5] have developed an experimental protocol to achieve
a controlled delamination of a patterned thin film by using a weak adhesion region in
the laser loading zone. The weak adhesion region behaves like a pre-crack, ensuring that
the kinetic energy associated with the laser loading pulse is effectively channeled to the
interface, resulting in crack propagation that may span several millimeters. The schematic
of the delamination test is shown in Figure 1.4. The fracture toughness of the interface
is then calculated using the assumption that most of the kinetic energy imparted to the
pre-crack region is channeled into the fracture process. The final delaminated crack length
is then used to estimate the fracture toughness (Gc) based on the simple energy balance
relation
Gc =
aoK1D
a f − ao
, (1.1)
where K1D is the kinetic energy per unit area imparted to the pre-crack region and esti-
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mated analytically or numerically using the 1D elastodynamics relations describing the
propagation of the laser-induced wave through the film and back from the free surface, ao
is the initial pre-crack length, and a f , the final crack length. Only a small fraction of the
total energy goes into straining the delaminated film, while most of the kinetic energy is
channeled into the failure process. The extent to which the kinetic energy is channeled to
the fracture process is affected by various parameters including the film geometry, load
pulse characteristics, etc. Tran et al. [19] performed extensive parametric studies to char-
acterize the mechanics of the delamination process and to check the validity of energy
balance assumption.
1.2 Objectives of the Study
The primary objective of the modeling effort described in this document is to develop
computational models that enable the study of the dynamic delimitation event. Tran et
al. [19] have developed a physically accurate and computationally efficient numerical
model based on non-linear beam and cohesive elements. The numerical model has been
used to establish the validity of the energy balance assumption and to perform a detailed
parametric study concerning the impact of the specimen geometry, loading conditions and
interface properties. The numerical model developed by Tran et al. is used as the basis
of the modeling work described hereafter and is extended to include the effect of residual
stresses in the film. Residual stresses can be a very significant factor in thin films and
one of the primary objectives of the current work is to model the impact residual stresses
have on the thin film delamination failure. Another key objective of the present study is to
support the extension of the laser-induced delamination technique to other, more complex
material systems like polymer films. The previous studies utilizedmetallic films that have
vastly different material properties (stiffness, density, . . .) than polymer films. Polymer
films in general are much lighter and therefore do not allow storing as much kinetic
energy as their metallic counterparts. Polymeric films also have better adhesion to silicon
substrates, which limits the extent of crack advance, and thereby renders the extraction
of the fracture toughness more difficult. This work aims to support the development of
the necessary modifications to the testing technique to enable the successful laser-induced
testing of polymer films.
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1.3 Overview of the Dissertation
The second chapter discusses in detail the numericalmodel developed byTran et al. [19] as
it forms the basis of the current work. The rationale for choosing a numerical model based
on nonlinear beam elements and cohesive finite elements is discussed. Thenwe review the
formulation and implementation adopted for the nonlinear beam and cohesive elements,
andwedescribe how the initial conditions of the simulations are obtainedusing the output
of a 1D elastodynamic code. Finally we present the validation study performed by Tran
and co-workers based on direct measurements of the evolution of the crack advance in a
metallic film.
In Chapter 3, we discuss in detail the impact of residual stresses on the delamination
mechanics. The chapter begins with a discussion of the modeling of residual stresses
and how the arbitrary variation of residual stresses across the thickness is decomposed.
This is followed by a detailed description of the modifications introduced in the dynamic,
implicit finite element solver to model residual stresses. Static and dynamic verification
studies are then presented, followed by the results of the actual study of the impact of
residual stress distributions on the dynamic delamination process. Special emphasis is
placed on the effect of the resultant residual axial force and bending moment on crack
extent, delaminating film shape and failure mode mixity.
The fourth chapter focusses on the numerical efforts aimed at enabling polymer film
testing. The impact of adding an inertial layer to enhance crack advance of the film is first
investigated. The addition of the inertial layer requires modifications to the numerical
model and to the axial stress calculation as the film becomes a multi-layered stack. The
impact of the inertial layer on crack advance and the amplitude of the axial stresses
induced during the initial loading phase is examined. A parametric study examining the
variation of film stress with the interface toughness is then presented. We then explore the
option of using a triangular shape for the pre-crack in order to avoid the observed cohesive
failure of the film when the crack reaches the strong interface. Finally we summarize a
study aimed at quantifying the impact of changing the pre-crack geometry to improve the
efficiency of the test.
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Chapter 2
Numerical Model
In this chapter, we summarize the basic formulation and implementation of the numerical
model developed by Tran et al. [19], which serves as the basis of the current study. The
model is based on an implicit, dynamic, nonlinear finite element solver that combines
nonlinear beam elements to model the response of the film, and cohesive elements used
to capture the initiation, propagation and arrest of the delimitation front. The numeri-
cal scheme has been found by Tran and co-workers to be computationally efficient and
physically accurate. In the first part of the chapter, the rationale behind the numerical
model is presented, followed by a summary of the formulation. We then describe some
of the details of the numerical implementation of the model, including the method used
to calculate the initial conditions associated with the arrival of the laser pulse. Finally, in
the interest of completeness, we reproduce the validation study first presented by Tran
and co-workers and based on direct measurements of the dynamic delamination event
performed by Kandula et al.
2.1 Nonlinear Beam Element Model
The failure or decohesion along bi-material interfaces has been extensively studied in
the past using a variety of analytical techniques. Suo and Hutchinson [20] provided the
complete solution to the case of a semi-infinite crack lying along the interface of two elastic
layers subjected to general loads. Hutchinson [21] studied extensively the mixed-mode
behavior of interface cracks due to the asymmetry in loading and elastic properties across
the interface. Hu et al. [22] studied the decohesion of films from brittle substrates using
metallic films on glass substrates. They found that the crack extends into the substrate
and acquires a steady-state trajectory parallel to the substrate. Thouless and Jensen [23]
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studied the impact of residual stresses on blister tests and obtained analytical solutions
for the additional energy released upon the relaxation of these stresses.
Over the years, numerical models of varying complexity and different levels of detail
have beenused to study dynamic delamination of thin films. In general, for the problemof
interest, the numerical model should have the capability to capture the dynamic response
of the film as it delaminates, and the fracture processes occurring at the film-substrate
interface must be accounted for by suitable means. Several approaches exist to model
the damage occurring due to fracture and material decohesion. Cohesive zone modeling
approach, pioneered by Dugdale [24], Barrenblatt [25], Rice [26] and others, considers
fracture to be a phenomena where separation occur over a small region located ahead
of the crack tip and referred to as the cohesive zone. Cohesive zone modeling, and
its finite element implementation referred to as cohesive elements, have been used to
represent a wide range of failure processes in thin films and multi-layer systems, such
as microcracking and decohesion of films under tension [27], decohesion of thin film
segments [28], laser-induced blistering [29] and delamination of weakly bonded coatings
in indentation tests [30].
Laser-induced delamination has also been modeled using several techniques. Liang
et al. [31] performed a transient finite element (FE) analysis that included a volumetric
damage model to model the dynamic failure response of a blanket film/substrate system.
Tran et al. [32] have used a 2D hybrid spectral/finite element scheme combined with
a rate-independent extrinsic bilinear cohesive model [33] to simulate the delamination
process. These FE and FE/spectral analyses provide extensive details on the dynamic
failure process, but are computationally very expensive and are therefore not amenable
to large parametric studies.
To reduce the computational effort, more simplifiedmodels have beendeveloped, based
primarily on a beam representation of the film. Anumber of problems involving thin films
have been successfully modeled using nonlinear beams and cohesive elements [34], [19].
A nonlinear beam formulation is essential as the film undergoes large deformation and
rotation when it delaminates from the substrate. The use of linear beam models leads to
spurious loss of bending stiffness, which has been directly linked to the inability of the
linear theory to account for the changes in bending stiffness due to axial loading (Simo
et al. [35]). Furthermore, Tran et al. [32] found using the aforementioned spectral/FE
method that very little energy is leaked back into the substrate during the delamination
event and hence the substrate can be considered to be perfectly rigid. Therefore, only the
film is modeled with nonlinear beam elements while cohesive elements are used to model
the initiation, propagation and arrest of the delamination front. The simplified model,
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schematically shown in Figure 2.1, can thus accurately model the physics of the problem.
Figure 2.1 – Schematic of the numerical model used to simulate the dynamic delam-
ination event, including details on the beam element.
2.2 Formulation
2.2.1 Nonlinear Beam Elements
To capture the large deformation effects, we have adopted the von Karman nonlinear
beam theory, for which the axial strain is defined as [19]
ǫx =
∂u
∂x
+
1
2
(
∂w
∂x
)2
, (2.1)
where w denotes the transverse deflection of the beam, and u, the axial displacement,
which is obtained by the superposition of the axial stretching and bending components:
u = u0 − η
h
2
∂w
∂x
. (2.2)
Here, u0 refers to the axial displacement along the neutral axis, h is the beam thickness,
and the parameter η takes a value between [−1,+1] and represents the position along the
thickness direction. The axial strain can then be expressed as [19]
ǫx =
∂u0
∂x
+
1
2
(
∂w
∂x
)2
− η
h
2
∂2w
∂x2
. (2.3)
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Assuming a linearly elastic response of the beam, the axial stress is given by
σx = E˜ǫx, (2.4)
where E˜ = E/(1 − ν2), with E and ν denoting the Youngs modulus and Poissons ratio,
respectively. This stems from the plane strain assumption used for the beam as the film
thickness is small in comparison with the film width in the out-of-plane direction.
2.2.2 Cohesive Elements
As described earlier, the fracture process occurring at the interface is represented using
cohesive elements. Likemany cohesive laws available in the literature, the cohesivemodel
is based on a cohesive potential, the gradients of which yields the cohesive tractions acting
along the cohesive zone. The potential adopted in the present study is denoted by ψ and
represents the cohesive free energy density per unit area. The traction t0 is defined as [36].
t0 =
∂ψ
∂δ
=
tˆ
δˆ
t, (2.5)
t = [β2δ + (1 − β2)(δ · Nc)Nc], (2.6)
where δ denotes the displacement jump vector, δˆ the effective displacement jump and tˆ the
effective traction vector. The parameter β ∈ [0, 1] is referred to as the mode mixity factor,
while Nc represents the unit normal to the cohesive surface. The mode mixity parameter
assigns different weights to the sliding and normal opening displacements to simulate
mixed-mode failure. The effective displacement jump and traction are given by [36]
δˆ =
√
β2δˆ2s + δˆ
2
n, (2.7)
tˆ =
∂ψ
∂δˆ
, (2.8)
where δˆs and δˆn represent the sliding and normal displacement jumps, respectively, and
are defined as
δˆs = |δs|, (2.9)
δs = (1 − Nc ⊗ Nc)δ, (2.10)
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δˆn = δ · Nc. (2.11)
Figure 2.2 – Exponential traction-separation lawwith σˆc as the interface strength and
δˆc the corresponding critical opening displacement. The dotted line to the origin
denotes an unloading and reloading path during partial failure (Taken from [36]).
In this study, the mathematically convenient rate-independent exponential model (Fig-
ure 2.2) proposed by Ortiz and Pandolfi [37] is used for the traction-separation law. The
potential function ψ takes the exponential form [36]
ψ = eσˆcδˆc
[
1 −
(
1 +
δˆ
δˆc
)
exp
(
−δˆ
δˆc
)]
, (2.12)
tˆ =
∂ψ
∂δˆ
= eσˆc
δˆ
δˆc
exp
(
−δˆ
δˆc
)
, (2.13)
where e = exp(1), σˆc denotes the maximum effective cohesive traction, and δˆc is the critical
effective opening displacement jump beyond which the interface experiences damage.
The cohesive fracture energy dissipated is represented by the area under the traction-
separation law and is given by
Gc =
∫ ∞
0
tˆdδˆ = eσˆcδˆc. (2.14)
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2.3 Implementation
The film is discretized using two-noded nonlinear beam elements, with each node hav-
ing three degrees of freedom: axial and transverse displacements, and rotation. Linear
interpolation is used for the axial degree of freedom while the classical hermitian shape
functions are used for the transverse and rotational degrees of freedom. A co-rotational
framework is adopted to account for the large rotations experienced by the film as it
delaminates [38]. This approach uses a local element reference system which rotates with
the element as it undergoes large rotations to account for the rigid body motions.
The principle of virtual work for this problem takes the form
∫ L
0
ρA
∂2u
∂t2
.δu dx +
∫ L
0
(σδε)Adx =
∫ L
0
T.δ∆ dx +
∫ L
0
Tex.δu dx, (2.15)
where L the length of the beam, ρ is the material density, A the cross-sectional area of
the beam, u the displacement vector, t denotes time, σ the stress, δε the variation of
strain, T the cohesive traction force, δ∆ the variation of the displacement jump across the
film/substrate interface,Tex the external traction force and δu thevariationofdisplacement.
The internal force vector is obtained by taking the first variational derivative, while the
second variational derivative yields the tangent stiffness matrix. Both the internal force
vector and the tangent stiffness matrix are derived in Appendix A. The resulting semi-
discrete equation is
M
∂2U
∂t2
+ Rin(U) = Rcoh(U) + Rext, (2.16)
where M is the mass matrix, U represents the nodal displacement vector while Rin ,Rcoh
and Rext are the internal, cohesive and external force vectors, respectively. The semi-
discrete equation is time discretized using a predictor-multicorrector Newmark scheme
[39] and the system of nonlinear equations is solved iteratively at every time step using the
Newton-Raphson scheme. In an effort to reduce the computational costs further, several
speed-up techniques have been implemented, including spatial and temporal adaptivity.
Tran et al. [11] indicate that the adaptive nonlinear beammodel provides a three order of
magnitude speed-up compared to the hybrid spectral/FE scheme.
2.4 Initial Load Calculation
In the experiment, the sacrificial layer located below the pre-crack region is hit with a laser
pulse of certain fluence which determines the strength of the stress pulse produced. Due
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to the confinement created by the waterglass layer, a compressive stress wave is generated
and travels through the substrate and the film, gets reflected as a tensile wave from the
free surface of the film and loads the interface in tension. The high tensile load causes the
weak interface at the pre-crack to spall almost instantaneously. The energy imparted by
the laser pulse is thus trapped in the form of kinetic energy in the pre-crack portion of the
film. The initial laser pulse load is modeled in the form of an initial velocity applied to the
nodes located in the pre-crack portion alone. The imparted kinetic energy is determined
using an explicit 1D elastodynamic model for the propagation of the laser-induced stress
wave through the layers and interfaces. The 1D model enables the calculation of the
interface stress as well as the kinetic energy trapped in the film. The kinetic energy can
be plotted against the interface stress to generate a kinetic energy envelope as shown
in Figure 2.3, which has been obtained for the case of a 1.5 GPa substrate pulse of 10
ns duration propagating in a 1D fashion through a multilayer system composed of a Si
substrate, an Au layer of 200 nm thickness, and a 4 µm-thick film of Al.
Figure 2.3 – Kinetic energy envelope obtained with an 1D elastodynamic code for
the case of Si/Au/Al pre-crack system. The strength of the weak Au/Si interface is 50
MPa, which corresponds to a kinetic energy per unit area, K1D, of 66 J/m2 at the time
of spallation of the portion of the film in the pre-crack region. The arrow associated
with the solid curve denotes the evolution of the kinetic energy versus interface stress
relation, as the interface stress is at first compressive at the arrival of the compressive
pulse from the substrate, and then becomes tensile due to the reflection from the free
surface of the film.
Theweak interface between the gold and silicon has an interface strength of 50MPa and,
when the interface stress reaches that value, the spallation of the pre-crack region occurs.
The corresponding kinetic energy is the kinetic energy per unit area trapped in the film as
depicted in Figure 2.3. The kinetic energy calculated using the explicit 1D elastodynamic
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code is designated by K1D. The computed value of K1D is then used to extract the initial
vertical velocity V0 imparted to the nodes located in the pre-crack region as
V0 =
√
2K1D
ρ f ilmh
. (2.17)
2.5 Numerical Validation
The numerical model has been validated by Tran and co-workers [11] by comparing its
predictions to that of direct experimental observations of the crack advance during the
dynamic delamination event. The specimen geometry, taken directly from the experimen-
tal set up, consists of a 4.3 µm thick Al layer and 330 µm long pre-crack region where a
200 nm thick Au weak adhesion layer is sandwiched between the film and the substrate.
The adhesive strengths measured by Kandula [5] are 300 and 50 MPa for the Al/Si and
Au/Si interfaces, respectively. The film is subjected to a 10 ns Gaussian-like pulse loading
with an amplitude of 1.5 GPa. For such a system, the initial velocity V0 calculated using
the process detailed above was found to be 147 m/s. Assuming an interface toughness of
Figure 2.4 – Evolution of kinetic (K), fracture (F) and strain energy (U) energy com-
ponents during the dynamic delamination event (Taken from [11]).
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6 J/m2 for the Si/Al interface, the dynamic nonlinear beam/cohesive FE model yields the
evolution of the various components of energy shown in Figure 2.4. As the interface de-
lamination progresses, the kinetic energy (denoted by K) imparted to the pre-crack region
is gradually dissipated by the failure processes occurring at the interface, as apparent from
the increasing fracture energy curve (denoted by F). The adopted cohesive model is rate
independent and hence the evolution of fracture energymirrors that of the crack advance.
After approximately 800 µs, the kinetic energy available runs out and the delamination
event ends. Throughout the delamination process, a portion of the energy is converted
into strain energy (denoted byU). But that portion remains small, less than 5% of the total
energy available in the system, validating the assumption behind the energy balance that
led to Equation (1.1).
A comparison between numerical predictions and experimental measurements of the
corresponding crack advance is presented in Figure 2.5. The numerical simulations were
conducted with toughness values of 5 and 6 J/m2 [19], which are similar to those measured
using a quasi-static four-point bend test [40]. Very good agreement is observed with the
experimental results, validating the numerical model. A similar agreement is obtained
between numerical and experimental evolutions of the crack tip speed, as shown in Figure
2.6.
Figure 2.5 – Comparison of numerical crack advance predictions with the experi-
mental data for a Si/Al system. The numerical results are obtained for two different
interface toughness values (Taken from [11]).
15
Figure 2.6 – Comparison between numerical predictions and experimental measure-
ments of the crack tip velocity history. The simulations were conducted for two
values of the interface fracture toughness (Taken from [11]).
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Chapter 3
Residual Stresses
An inherent problem with most thin film manufacturing techniques is the presence of
residual stresses induced by various extrinsic (manufacturing process, thermal mismatch,
etc.) and intrinsic processes (grain size, microstructure, etc.). The residual stress levels
can be high enough to cause the spontaneous delimitation of the film and it is utilized
in certain experiments to gauge adhesion by inducing failure at the interface of interest
[23, 41]. Residual stresses affect the mechanics of delamination as the recovered residual
strain energy increases the energy available for fracture [23]. Residual stresses and stress
gradients also affect the final shape of the delaminated film, as shown in Figure 3.1
obtained after the laser-induced delimitation of a set of patterned Al films deposited on
Si [4]. Finally, residual stress may also affect the mode mixity of the interface failure,
thereby affecting the fracture toughness predictions [23]. Investigating the role played by
residual stresses on the dynamic delamination event is therefore essential to assess their
contribution to the fracture toughness value extracted from the test. The investigation of
the role played by residual stresses in the dynamic delamination test is the focus of the
present chapter.
Figure 3.1 – Aluminum films on silicon substrate exhibiting the typical curl up ob-
served in films due to the presence of residual stresses (Taken from [11]).
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3.1 Modeling and Implementation
Upon release, residual stresses present in the film change the axial length and shape of the
film. Arbitrary residual stress distributions can be resolved into equivalent axial force and
bending moment, which can thus be used to simulate the effect of these stresses on the
delamination process. The stress distribution across the thickness can be quite complex
and varies widely with the material system and the manufacturing process parameters.
The complex state of stress (σR) across the thickness can be modeled as a summation of
polynomial distributions [42, 34] (Figure 3.2) as
Figure 3.2 – Representation of a complex residual stress state by a superposition of
polynomial stress distributions.
σR =
N∑
i=0
σi
( y
h/2
)i
, (3.1)
where y is the ordinate value across the lateral thickness direction (y ∈
{
−h
2
, h
2
}
), h is the
thickness of the film, σi is the stress level associated with the polynomial distribution and
i represents the order of the polynomial distribution. A value of zero for i represents a
uniform axial load while a value of one for i corresponds to a linear stress gradient across
the thickness. The equivalent axial load (PR) due to the combination of these polynomial
stress distributions is
PR =
∫
A
σR dA = b
∫ h
2
−h
2
N∑
i=0
σi
( y
h/2
)i
dy =
bh
2
N∑
i=0
σi
i + 1
[1 + (−1)i], (3.2)
where A and b are the cross-sectional area and width of the film, respectively. Similarly,
the equivalent moment (MR) due to the residual stresses is given by
MR =
∫
A
σRy dA = b
∫ h
2
−h
2
y
N∑
i=0
σi
( y
h/2
)i
dy =
bh2
4
N∑
i=0
σi
i + 2
[1 − (−1)i]. (3.3)
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As expected, the equivalent axial force results from the even polynomial distributions
while the equivalent moment arises from the odd polynomial distributions.
The finite element formulation is essentially the same as that described in the previous
chapter, except for the definition of the axial stress entering the principle of virtual work
that describes the dynamic response of the nonlinear beam. The stress state in the film
is now expressed as a superposition of the contribution associated with the external load
(σin), with the residual axial force (σRax), and with the residual axial moment (σRmom).
σ = σin + σRax + σRmom. (3.4)
This general expression for the stress state is then plugged into the weak integral form of
the dynamic beam equation (2.15). Upon taking the appropriate variational derivatives,
we get the required internal force vector and the consistent tangent matrix needed for the
finite element implementation, a process that is detailed in Appendix B.
3.2 Verification
The formulation and implementation are verified by comparing the numerical predictions
against analytical results of classical quasi-static and dynamic test problems. Static load
tests are performed to ensure that the appropriate loading is generated when the residual
stress is decomposed and applied as a series of polynomial distributions. The arbitrary
residual stress state is decomposed into a series of polynomial distributions of increasing
order. As made apparent in the previous section, the even polynomial distributions
generate only an equivalent axial loadwhile the odddistributions yield only an equivalent
moment load. For the static validation study, a meter-long cantilever beam with a square
cross-section of length 25mm is used. The beammaterial is steel with the Young’smodulus
set to 210 GPa and a Poisson’s ratio of 0.3.
The simplest case, which involves a net axial load, results only in the axial extension
of the beam. The impact of having residual stresses that generate a net bending moment
is evaluated by utilizing a linear stress distribution of magnitude 100 MPa resulting in
a moment of 260.4 Nm. The linear variation causes a net positive moment causing the
beam to curl up as apparent in Figure 3.3. As apparent there, the numerical results match
exactly with that of the analytical prediction.
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Figure 3.3 – Static verification test: Beam bending associated with a uniform residual
stress gradient. The numerical values of the beam deflection match exactly the
analytical calculations.
To verify the implementation of residual stresses in a dynamic problem, we simulate the
classical problem of an axially loaded double cantilever beam with a transverse impulse
load at the mid-point. An axial load acting on the beam serves to simulate the effect of
residual stress. The analytical solution for this particular problem is obtained by assuming
the solution to be harmonic as described in the book by Graff [43]. The solution for the
transient deflection of the beam, w(x, t), is given by
w(x, t) =
2P
ρAl
∑
n=1,3,5...
 [−1]
n−1
2 sin(αnx)sin(ω2n + η
2
n)
1
2 t
(ω2n + η
2
n)
1
2
 , (3.5)
where P denotes the transverse impulse load, T the axial load applied to the beam, ρ the
density of the material, A the cross-sectional area, and l the beam span. The other terms
in the equation are defined as
αn =
nπ
l
, (3.6)
ω2n =
EI
ρA
α4n, (3.7)
η2n =
T
ρA
α2n. (3.8)
The time step for the numerical model is set to the explicit formulation requirements,
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which is determined using the CFL condition given by
∆tcr ≤
Le√
E/ρ
, (3.9)
where Le is the length of the smallest element and
√
E/ρ the dilatational wave speed in
the material. Even though the implementation is an implicit one, the time step is set to the
explicit formulation requirements as the simulation is not computationally demanding.
A comparison between numerical and analytical results is presented in Figure 3.4. The
model consists of 40 beam elements with the impulse load applied during the first time
step. The beam is subjected to an axial load T of 10,000 N with an impulse load P of 1000
N. In Figure 3.4, we compare the normalized deflection over the first fewperiods, showing
a good match between the numerical and analytical results. The numerical predictions
match especiallywell for the first time period, after which numerical and analytical results
start to diverge progressively due to artificial period elongation.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−1.5
−1
−0.5
0
0.5
1
Normalized Time
N
or
m
al
iz
ed
 D
isp
la
ce
m
en
t
 
 
Analytical
Numerical
Figure 3.4 – Dynamic verification problem: normalized dynamic deflection of an
axially pre-stressed beam (with an axial resultant load of 10,000 N) loaded with an
impulse transverse load of 1000 N. Good agreement is obtained between analytical
and numerical results.
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3.3 Numerical Results
To analyze the impact of residual stresses on the dynamic delamination event, we adopt
specimen dimensions and material properties similar to those of the film used in the
experimental set-up, which consists of a 4.5 µm-thick and 300 µm-wide Al film deposited
onaSi substrate. A330µm-longand0.2µm-thickweakadhesion layerofAu is sandwiched
between the Al and Si at one of the ends of the Al film to form the pre-crack. The Au-Si
interface has a significantly lower adhesion strength (50MPa) than the Al-Si interface (300
MPa) [5]. The material property values used in the simulations are listed in Table 3.1.
The pre-crack region is hit with a laser pulse of magnitude 1.5 GPa within a duration of
Table 3.1 – Material properties used in the simulations.
Al Au
Young’s modulus, E (GPa) 70 77
Poisson’s ratio, ν 0.33 0.42
Density, ρ (kg/m3) 2710 19320
Critical traction, σc (MPa) 300 -
Critical opening displacement, δc (nm) 66.67 -
10 ns (Figure 3.5), which sets off a compressive stress wave. The stress wave is reflected
from the top surface of the film as a tensile wave, loads the interface in tension and causes
the failure of the Au/Si interface. As described earlier, the kinetic energy at the time
of spallation present in the Au/Al bi-material film located above the pre-crack region is
calculated using a 1D elastodynamic analysis and is found to be 171 J/m2 [19]. The initial
peeling velocity of the de-bonded film is determined by Equation (2.17) as 147.5m/s. The
calculated initial peeling velocity is applied as an initial condition to nodes located in the
pre-crack region of the model to simulate the laser pulse loading. A convergence study
was performed by Tran et al. [19] and an element size of 2µmwas found to be appropriate.
The time step size adopted for the implicit simulation is set to 11 ns, about 30 times the
explicit time step size calculated using the CFL condition (Equation (3.9)).
The residual stresses present in thin films can be measured in a number of ways,
including the wafer-curvature technique, the bending curvature measurement of a micro-
cantilever, and X-ray diffraction techniques [23]. Most of these techniques estimate only
the average or mean residual stress and the linear-gradient residual stress across the
thickness of the film as it is quite difficult to get the exact variation of the residual stresses
across the thickness. Kandula et al [4] used the wafer-curvature technique to measure
the mean residual stress in a 2.8 µm-thick blanket Al film deposited on a 4 µm-thick Si
substrate and found it to be 15 MPa. However it has been reported in literature [44, 45]
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Figure 3.5 – Temporal profile of the laser-induced stress pulse with a rise time of 4 ns
and a peak amplitude of 1.5 GPa.
that Al films can develop mean stresses as high as 230MPa. To fully reflect a large range
of residual stress values, we perform numerical simulations using residual stress values
ranging from -300 to 300MPa.
3.3.1 Effect of Mean Residual Stress
In this first study, we quantify the effect of mean residual stresses on the dynamic delam-
ination event. The release of the residual stress in the delaminated portion of the film
provides additional energy for failure. A portion of the recovered energy is channeled into
the failure process increasing the delamination length as apparent in Figure 3.6 where the
evolutions of the crack length are compared for various residual stress levels. As apparent
there, large values of the residual stress affect the final extent of the crack, but the sign
of the mean residual stress does not affect the propagation of the crack, as the amount of
energy recovered is the same for tensile or compressive stress.
The additional energy release rate due to the relaxation of the mean residual stress for
the case of a steady state delamination process has been estimated using simple energetic
consideration as [4, 46]
GP =
1 − ν2
2Eh
P2R, (3.10)
where ν is the Poisson’s ratio, E the Young’s modulus and h the thickness of the film.
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Figure 3.6 – Effect of mean stress amplitude σ0 on the delamination crack propagation
for residually stressed Al films with thickness of 4 µm and pre-crack length of 300
µm. The amplitude of the stress pulse is 1.5 GPawith a rise time of 4 ns.
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Figure 3.7 – Additional crack growth (∆a) resulting from mean residual stresses. The
square symbols denote numerical results obtained from the dynamic delamination
simulations, while the red curve corresponds to the static energy release rate estimate
(Equation (3.10)).
The energy release expression inherently assumes that all the recovered energy is chan-
neled into the failure process. Using this simple expression for the energy release rate, we
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can determine the expected additional crack advance for the film, which are compared to
the numerical prediction in Figure 3.7. As apparent in that figure, the predictions of the
simple relation compare quite favorablywith the results of the dynamic simulations. Note
again that the quadratic nature of the relation indicates that the mean residual stress must
be sufficiently large to affect substantially the dynamic delamination event. As expected,
the mean residual stress does not affect the shape of the delaminated film at the time of
crack arrest, as demonstrated in Figure 3.8.
Figure 3.8 – Delaminated shape of the film after 400 µs under various mean stress lev-
els. As expected, the films do not exhibit the typical curl-up observed in experimental
testing as apparent in Figure 3.1.
The residual stresses have an effect on the mode mixity of the failure process. The
tensile stress wave reflection from the top surface of the film creates a load normal to the
interface causing a failure which is predominantly mode I. The average residual stresses
when released adds a shearing component to the failure process. The effect of the residual
stress level on the mode mixity factor (ηI), defined as the ratio of tensile (mode I) fracture
energy to the total fracture energy, is presented in Figure 3.9. Higher mean stress levels
induce a significant shearing component to the failure process with the mode mixity level
of the order of 0.65 for the -300MPa case.
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Figure 3.9 – Evolution of the tensile fraction (ηI) of the total fracture energy for various
levels of mean residual stress σ0, showing the increasing mode mixity of the failure
process under high residual stress levels.
3.3.2 Effect of Residual Stress Gradient
We now focus our attention on the effect of residual stress gradients across the thickness
of the film, which gives rise to a bending moment loading as described in Section 3.1. The
moment loading arising from the linear stress gradient is termed positive if it causes the
beam to bend up in the positive y direction as indicated in Figure 3.10 and negative if
the bending is of the opposite nature. The crack length evolutions obtained for different
stress gradients across the thickness are compared in Figure 3.10. As expected, positive
residual moments, which cause the film to bend upward, facilitate the propagation of
the delamination front, while negative moments tend to impede the crack growth. But
overall, the impact on the final extent of the crack is very limited.
The additional energy release rate associated with the release of the stress gradient can
again be estimated using simple energetic considerations of a steady state loading case as
[46]
GM =
1 − ν2
2Eh
(
12M2R
h2
)
, (3.11)
where MR is the resultant bending moment defined in equation 3.3. The effect of the
residual stress gradients on the additional crack growth predicted by the dynamic finite
element simulations are compared with the predictions of the steady state approximation
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Figure 3.10 – Effect of the stress gradient on crack length evolution. The amplitude
of the stress gradient is quantified by the value of the maximum axial stress σ1 acting
along the top and bottom surfaces of the film. Negative moments impede crack
growth while positive moments promote additional delamination.
(Equation (3.11)) in Figure 3.11. It is apparent that the predictions of the energy release
estimate do not match with that of the dynamic residual stress simulations. The energy
release estimate predicts that the additional crack advance obtained is identical for both
positive and negative linear stress gradients. The energy release estimate calculates the
bending strain energy recovered should the residual stress gradients be released. The
estimate does not differentiate between the nature of the distributions and tends to predict
the same crack advance for both positive and negative distributions. But it is obvious that
positive gradients, which cause the film to curl away from the substrate tend to promote
crack growth, while negative gradients have the opposite effect. Thus unlike in the
mean stress case, the crack advance predictions based on energy release estimates are not
satisfactory and one must rely on numerical estimates instead.
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Figure 3.11 – Additional crack growth (∆a) resulting from residual stress gradients
characterized by the maximum amplitude σ1 with the sign convention illustrated in
Figure 3.10. Comparison between numerical predictions obtained with the dynamic
delamination solver (symbols) and the quasi-static energy balance (red curve).
Figure 3.12 – Delaminated shape of the film after 150 µs under various gradient stress
levels exhibiting the typical curl-up seen in testing (Figure 3.1).
As illustrated in Figure 3.12, delaminated films have been observed to curl up and adopt
a distinctive shape. The residual stress variation across the thickness has been attributed
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as the cause for the distinct shape observed during the delamination event. The effect of
the stress gradient on the delaminated shape of the film at the end of 150 µs is presented
in Figure 3.12, showing the expected curling of the film upward or downward depending
on the sign of the residual bending moment.
Similar to the mean stress case, the effect of the gradients on the mode mixity of the
failure process is studied by comparing the evolution of the tensile energy fraction (ηI) in
Figure 3.13. The comparison reveals that the moment loading arising out of the gradient
stresses hardly affects the mode mixity as it does not induce a shearing component at the
film-substrate interface. The moment loading is predominantly normal to the surface and
thus the failure process remains primarily of mode I nature.
Figure 3.13 – Evolution of the relative mode I fracture energy (ηI) during the dynamic
delamination event for five values of the residual stress gradient. The mode mixity
is not affected by the gradient stress level and remains predominantly in mode I
throughout the failure event.
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Chapter 4
Dynamic Delamination of Polymer Films
Polymer films are being increasingly used in a variety of applications ranging from semi-
conductor devices, optical devices, implants, and packaging. In microelectronic devices,
polymers have been most commonly used as insulators in the form of inter-level di-
electrics, encapsulants, and materials for the packaging and housing of electronic equip-
ment [47]. Recently, conducting polymers, which are made conducting by the use of
dopants, have been developed and the use of polymers in microelectronics is only ex-
pected to grow [48]. Some of the attractive features of polymers include stability over a
wide temperature range, ease of processing and handling, and good adhesion properties.
Polymer films in general have better adherence to silicon compared to metallic films.
The interface toughness of polymer films on Si substrates can be in the order of 50 J/m2,
which is almost ten times the interface toughness of metallic films like aluminum [49].
Most of the uncross-linked polymeric materials gain their strength from entanglement
between the chains. The polymeric chains form an entangled network that cannot pull
apart when thematerial is in the glassy or semi-crystalline state, thereby resulting in better
adhesion.
4.1 Challenges Associated with Laser-Induced Testing of
Polymer Films
The higher toughness of polymer/Si interfaces makes laser-induced delamination testing
of these films more challenging. Polymer films tend to fail cohesively due to the high
stresses generated during laser loading as depicted in Figure 4.1(a). The polymer film
over the pre-crack region (the shiny yellow region) has completely delaminated but no
crack propagation has occurred over the tougher polymer-silicon region. Indeed, the film
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failed cohesively when the delamination reached the strong interface, as confirmed with
profilometer scan shown in Figure 4.1(b). The pre-crack region of gold spans 400 µm from
500 to 900 µm in the scan direction. When the crack front left the pre-crack region and
reached the polymer-silicon interface, the film failed cohesively.
(a) (b)
Figure 4.1 – (a) Image of a laser-induced delamination test of a 4 µm-thick polyimide
film on silicon. The film failed cohesively when the crack reached the tougher poly-
imide/Si interface. (b) Post-mortem profilometer scans showing the cohesive failure
of the film. The film is 4 µm thick and has delaminated over the pre-crack spanning
from 500 µm to 900 µm in the scan direction before failing cohesively (Images courtesy
of Martha Grady).
The low density of polymer films, and the high stiffnessmismatch between the polymer
filmand the substrate result in a smaller amount of stored kinetic energy in the pre-cracked
region of the film compared to metallic films. As described earlier, the initial kinetic
energy stored is responsible for the sustained delamination observed in laser-induced
delamination testing. A comparison of the material properties of aluminum (Al) and
polyimide (PI) is provided in Table 4.1. In Figure 4.2, the kinetic energy per unit area
(K1D) stored in the pre-crack region for Al and PI films are compared for films of various
thicknesses. The pre-crack here consists of a 100 nm-thick layer of gold on top of which the
films of various thicknesses are deposited. It is apparent that PI films have a substantially
lower trapped kinetic energy than Al films.
This chapter details the efforts undertaken to enable the successful testing of polymer
films. As mentioned above, laser-induced testing of polymer films poses significant
challenges that need to be addressed. Firstly, the usefulness of adding an inertial layer
to improve the amount of trapped kinetic energy and consequently the crack advance is
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Table 4.1 – Material property comparison of Al & PI.
Property Al PI
Young’s modulus, E (GPa) 70 3.5
Poisson’s ratio, ν 0.33 0.35
Density, ρ (kg/m3) 2710 1430
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Figure 4.2 – Comparison of initial kinetic energy per unit area (K1D) between Al and
PI films of various thicknesses.
examined. Next, we evaluate the effectiveness of using a tapered shape for the pre-crack to
avoid the observed cohesive failure of the film. The tapered region is expected to provide
a more gradual transition into the tougher interface, reducing the axial stresses associated
with the dynamic loading of the film. Finally we examine the impact of modifying the
pre-crack geometry to improve testing efficiency by increasing the number of specimens
tested.
4.2 Inertial Layer
The deposition of an inertial layer on top of the polymer film has been proposed to address
some of the aforementioned problems associated with polymer film testing. An inertial
layer increases the amount of kinetic energy trapped in the film, thereby increasing crack
advance. An inertial layer can also prevent the film from failing cohesively by reducing
the axial stress induced in the film. In this section, we thus investigate numerically the
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role that an inertial layer might play in the dynamic delamination process. The film is
now a multi-material film stack and hence changes need to be made to analyze the effect
of inertial layers on film delamination.
4.2.1 Modeling Multi-Layered Film Stacks
Themulti-material stack ismodeledusing 1Dnonlinear beamelementswith homogenized
properties. Among the various homogenization theories available, we opt hereafter for
the equivalent area method because of its simplicity. In this method, an equivalent cross-
section is obtained by scaling the areas of the different film layers. First a reference layer is
chosen and the beam is considered to be made up entirely of the material of the reference
layer. The cross-sectional area of the other layers are then scaled according to the ratio
of the moduli of the reference material and the corresponding layer, while keeping the
thickness of the film stack constant [50]. This process is schematically shown in Figure 4.3.
The scaling of the cross-sectional area of the layers ensures that the axial stiffness of the
equivalent beam represents that of the film stack. Once the cross-section is defined, we
Figure 4.3 – Schematic of the scaling process utilized to determine the equivalent
cross-section of a multilayered beam. The thickness of the various layers is preserved
while the width is scaled by the modulus ratio. In the schematic, the reference layer
is the first layer.
can determine the equivalent bending properties. The new cross-section is not symmetric
about the central plane and hence the neutral axis is no longer at the center line of the
beam. The new position of the neutral axis can be determined using the requirement that
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the integral representing axial forces be zero in the case of pure bending [50]
∫
A
(
y − yn
)
dA = 0. (4.1)
By substituting the geometric properties of the respective layers, a general expression for
the neutral axis of a n-layered film stack can be determined as [50]
yn =
1
2

n∑
r=1
Ertr
2
 r∑
i=1
ti−1
 + tr

n∑
j=1
E jt j

, (4.2)
where Ei and ti denote the stiffness and thickness of layer i.
Once the neutral axis location is determined, the equivalent moment of inertia can be
obtained using the following requirement about the second moment of area:
∫
A
(
y − yn
)2
dA = 0. (4.3)
In a similar fashion to that of the neutral axis case, the substitution of the relevant geometric
properties yields a general expression of the form
I =
b
3
y3n + 1E1
n∑
r=2
(Er−1 − Er)

r−1∑
i=1
ti − yn

3 . (4.4)
The presence of a multi-material film stack also requires modifications to the manner in
which the stresses in the film are calculated as each layer of the composite beam experi-
ences different axial stresses. The strain is continuous across the beam cross-section and
is determined from the displacement solution obtained using the homogenized proper-
ties. The axial stresses are discontinuous due to the material mismatch and are obtained
with the following procedure, first illustrated in the case of a bi-material beam and then
generalized for a multi-material beam. Using Hooke’s law we determine that [51]
εax1 = ε
ax =
σax
1
E1
, (4.5)
εax2 = ε
ax =
σax2
E2
. (4.6)
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Eliminating εax, we get
σax
1
E1
=
σax
2
E2
. (4.7)
The total load Pmust equal the stress multiplied by the respective area, yielding
P = A1σ
ax
1 +A2σ
ax
2 . (4.8)
The combination of the two equations leads to
σax1 =
P
A1 + A2
(
E2
E1
) , (4.9)
σax2 =
P
A1
(
E1
E2
)
+A2
. (4.10)
This simple analysis can be extended to enable the calculation of the axial stress in a
Figure 4.4 – Schematic of the state of axial stress in a bi-material beam, showing the
continuity of axial strain and discontinuity of axial stress across the layers.
n-layered beam stack as
P = A1σ
ax
1 + A2σ
ax
2 + . . . + Anσ
ax
n , (4.11)
σaxn =
P
A1
(
E1
En
)
+ A2
(
E2
En
)
+ . . . +An
. (4.12)
Thus, from the displacement solution obtained using the homogenized properties, one
can determine the axial strain. Using the strain and Equation (4.11), we can determine the
axial load as [51]
P = A1ε
axE1 + A2ε
axE2 + . . . +Anε
axEn, (4.13)
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Figure 4.5 – Schematic of the state of bending strain and stress in a bi-material beam,
showing that the neutral axis is not at the central plane.
and, from Equation (4.12), the axial stress in each layer.
For the composite beam, the centerline of the beam is not the neutral axis and hence
the bending of the beam is un-symmetric. The displacement results obtained using the
homogenized properties are used to calculate the bending moment [51]. The bending
stress in the composite beam can be found by using the moment equilibrium equation at
any internal location as ∑
Mz = 0 ⇒ Mz =
∫
An
σbdn ydA. (4.14)
The bending strain is continuous across the different layers, but the stress is not. The
stress in each material layer can be determined from the above expression as
σbdn = −
En
Ere f erence
Mzy
I
, (4.15)
where I is the moment of inertia of the equivalent beam, Mz the bending moment of the
equivalent beam and y the distance of the fiber from the neutral axis of the equivalent
beam.
4.2.2 Verification
The implementation of themulti-layered beam formulation is verifiedusing a test problem
that consists of a cantilevered bi-material beam made of a 5 mm-thick layer of steel (E =
210 GPa) on top of a 25 mm-thick layer of Al (E = 70 GPa). The beam is 1 m long and
is loaded by a tip load of 1000 N. The neutral axis of this combination is located at 18.25
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mm from the bottom fiber. Using the formula derived in the previous section, one can
easily determine analytically the state of stress at the root of the beam. The peak tensile
bending stress occurs in the steel portion of the beam and has a value of 10.35MPawhile
the peak compressive bending stress occurs in the Al portion of the beam and has a value
of 5.25MPa. The numerical solution obtained with the multilateral beam solver is shown
in Figure 4.6 and shows perfect match with these analytical calculations.
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Figure 4.6 – Stress state in a bi-material cantilever beam made of Al and steel with
a tip load of 1000 N showing the discontinuous nature of bending stress across the
interface.
4.2.3 Studies with Multi-Layered Film Stacks
The primary aim of the inertial layer is to increase the kinetic energy trapped in the
pre-crack portion of the film. The 1D elastodynamic solver is used to determine the
kinetic energy trapped in the film for four potential metals. The metals and their essential
properties are listed in Table 4.2. The effect of inertial layer material and thickness on the
kinetic energy per unit area (K1D) trapped in the pre-crack portion of the film is presented
in Figure 4.7. As expected, the amount of kinetic energy is directly proportional to the
density of material as silver (Ag) is seen to have themost K1D. Also, the thicker the inertial
layer, the more kinetic energy is stored in the film.
As Ag is determined to provide the most amount of trapped kinetic energy, the impact
of adding Ag as an inertial layer is examined. Limitations on the amount of Ag that can be
deposited restrict the inertial layer thickness to a maximum of 1 µm. The model consists
of a pre-crack having 100 nm-thick gold layer with a 5 µm-thick PI film strip and an inertial
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Table 4.2 –Material property comparison of candidate materials for the inertial layer.
Material Modulus (GPa) Density (kg/m3)
Silver (Ag) 83 10490
Copper (Cu) 119 8940
Chromium (Cr) 279 7190
Al (Al) 70 2710
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Figure 4.7 – Comparison of K1D values obtained with the four candidate materials for
inertial layers with varying thickness values.
layer made of Ag of varying thickness. The laser pulse load has a rise time of 5 ns with
load amplitude of 1.5 GPa in all cases. The Au-silicon interface is weak and is assumed to
have no interface toughness. The PI-silicon interface on the other hand is very tough and,
based on toughness values reported in [49], is set to 50 J/m2 with an interface strength
of 300MPa. Crack advance evolution curves are obtained for four different values of Ag
layer thickness and they are compared to that obtained in the absence of an inertial layer
in Figure 4.8. It is observed that, with the addition of an inertial layer, the crack advance
increases substantially, by about 310 µm, compared to the case without inertial layer.
An interesting feature is that the crack advance obtained for the various thicknesses
of Ag inertial layer are almost the same. This is due to the competing processes of the
increased kinetic energy and the increased difficulty in spalling a larger mass of material.
It is observed that the crack speed for thinner inertial layers is higher, but the thicker films
have more trapped kinetic energy and hence the crack propagates for a longer period of
time, eventually providing the same crack advance. In all cases though, the beneficial
impact of the inertial layer on extending the crack growth is clearly observed.
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Figure 4.8 – Comparison of the crack advances obtained for a 5 µm-thick PI film with
Ag inertial layers of varying thickness ranging from zero to 1 µm. The inertial layer
is seen to help improve the crack advance by about 310 µm.
The addition of the inertial layer is also expected to lower the stresses induced in the
PI film as the film is reinforced by the addition. As explained in the previous section,
the axial and bending stress components can be calculated separately for each film stack
component. The peak axial and bending stress induced in the PI film at any instant can
be recorded. A typical result, obtained in the case of a 5 µm-thick PI film without inertial
layer is shown in Figure 4.9, together with the evolution of the crack length during the
onset of the delamination event. During the laser pulse loading phase, the film over the
pre-crack lifts-off instantaneously resulting in the build up of large axial stresses in the
film just beyond the pre-crack. The whiplash effect created by the instantaneous failure
results in significantly higher crack speeds as well. As the delamination front grows, the
delaminated film starts curling up and the axial stress levels decrease reaching a steady
state. As the crack length increases, the impact of the whiplash effect is reduced as the
film starts to curl resulting in slower crack speeds.
A comparison between the evolution of the peak axial stress in the initial phase of
the delamination obtained the different thickness values of the inertial layer is presented
in Figure 4.10 for various values of the inertial layer thickness. The peak axial stress
drops significantly with the addition of the inertial layer. The 1 µm-thick inertial layer
reduces the peak axial stress to 75MPa from about 150MPa in the case without the inertial
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Figure 4.9 – Comparison of the crack advance and axial stress evolution for a 5 µm-
thick PI film with an Au inertial layer of 100 nm. The axial stress peaks during initial
lift-off of the pre-crack region, which is characterized by higher crack tip velocities as
well.
layer. Figure 4.11 compares the peak bending stresses induced in the PI film during the
delamination process. As expected, the bending stress induced during the initial loading
pulse is substantially smaller. Also, the bending component of the axial stress does not
appear to be changed much by the addition of the inertial layers. Comparing Figures 4.10
and 4.11, we observe that the peak axial stresses occur in the first few microseconds of
the dynamic loading event, while the bending stresses are almost negligible during that
time interval. The film at first fails due to the axial load followed by the curling up of
the film away from the interface, which induces significant bending loads. Hence the
bending stresses start building up later in the delamination process. The experimental
observations corroborate this interpretation as the PI films fail cohesively during the initial
laser loading phase, as depicted in Figure 4.1.
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Figure 4.10 – Effect of inertial layer thickness on the peak axial stress induced in the
film during the initial stages of the laser loading, showing how the presence of the
inertial layer reduces the induced stress by up to 50%.
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Figure 4.11 – Comparison of the peak bending stress induced in the PI film, showing
a limited impact of the inertial layer.
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4.3 Parametric Study
The toughness of the interface has an influence on the stresses generated during the
delamination process. The interface toughness determines the crack advance and the
manner in which the delamination occurs. The effect of the interface toughness on the
peak axial stress developed is examined in the parametric study presented in this section.
As mentioned previously, for the exponential traction-separation law used in this work,
the interface toughness, defined as the area under the traction-separation curve, is given
by
Gc = eσcδc, (4.16)
where σc is the critical interface strength, δc the corresponding critical opening displace-
ment and e the natural logarithm value. One could vary the toughness either by changing
the critical interface strength or the critical opening displacement. The study is done by
changing both parameters. Again here themodel consists of a 500 µm-long pre-crack with
a 100 nm thick gold layer as weak adhesion layer, and with a 5 µm-thick PI film strip. The
laser pulse load has a rise time of 5 ns with the load amplitude being 1.5 GPa. The Au-Si
interface is assumed to have no toughness.
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Figure 4.12 – Effect of fracture toughness Gc on the evolution of the peak axial stress
in a 5 µm-thick PI film with varying interface strength σc.
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Figure 4.13 – Effect of fracture toughness Gc on the evolution of the peak axial stress
in a 5 µm-thick PI film with varying critical opening displacement δc.
The impact on the axial stress in the film is depicted in Figure 4.12. It is apparent that
the axial strength is strongly influenced by the interface toughness as the stress increase
from 120 MPa for 10 J/m2 to about 150 MPa for 60 J/m2. Figure 4.12 represents the axial
stress variation when the toughness is varied by changing the interface strength, while
Figure 4.13 is obtained by changing critical opening displacement. It is apparent that the
stresses developed are the same for both parameter variations and depend only on the
toughness value.
The bending stress variation for different interface toughness values is depicted in
Figure 4.14, whereby the results are obtained by varying the interface strength (σc). The
bending stress variation obtained with the variation of critical opening displacement is
identical to that of interface strength variation. Hence similar to axial stress variation, the
bending stress is influenced only by the interface toughness value. It is quite apparent
that the bending stress is influenced by the interface toughness, even though the bending
stress component is not as significant as its axial counterpart. In summary, both the stress
components show a strong dependance on the interface toughness, and hence the stresses
induced in polymer films are certainly higher. In Figure 4.15, the crack advance curves
for different interface toughness values are compared: as expected the crack advance is
substantially less for tougher interfaces.
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Figure 4.14 – Evolution of bending stress for a 5 µm-thick PI film with increasing
values of toughness Gc obtained by varying the critical interface strength σc.
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Figure 4.15 – Crack advance evolution for a 5 µm-thick PI film with increasing values
of toughness Gc.
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4.4 Pre-crack Geometry Modifications
One of the objectives of the study is to develop modifications in the specimen geometry,
whichmight alleviate theproblemsassociatedwith laser-induced testingof toughpolymer
films. As indicated earlier, the PI films were observed to fail cohesively when the crack
advance reached the tougher interface. Here, the introduction of certain modifications to
the pre-crack geometry to alleviate this problem is evaluated numerically. Modifications
are also made to the pre-crack geometry to improve the testing efficiency. The impact of
these modifications on the delamination process is examined as well.
4.4.1 Triangular Pre-Cracks
As depicted in Figure 4.1, polymer films are observed to fail cohesively when the crack
advances beyond the pre-crack and reaches the strong interface between polymer and
silicon. The pre-crack geometry is a rectangular one, which results in an abrupt transition
from the weak gold-silicon interface to the strong polymer-silicon interface. In order
to have a more gradual transition to the strong interface, modifications in the form a
triangular sectionat the endof thepre-crack are considered. This approach is inspired from
super-layer tests [52] that use such geometries to obtain quasi-static interface toughness
data. The new pre-crack geometry shown in Figure 4.16(a) ensures a more gradual
transition to the strong interface.
The approach to model the triangular pre-crack mirrors that of the inertial layer model-
ing. The triangular pre-crack region has the influence of both the strong polymer-silicon
interface and the weak gold-silicon interface but in varying proportions along its length.
The properties of the film in the triangular region are a combination of both the strong
and weak interfaces and are assumed to be obtained based on a weighted average, with
the surface area as the weighting parameter. The process is schematically depicted in the
Figure 4.16(b). For each element the area encompassed by the two different interfaces are
calculated and used for the weighted average parameter calculations. The key properties
in the triangular region can then be defined as
Gc(x) = G
Weak
c Aˆ
Weak + G
Strong
c Aˆ
Strong, (4.17)
ρ(x) = ρWeakVˆWeak + ρStrongVˆStrong, (4.18)
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(a) (b)
Figure 4.16 – (a) Image of PI specimens with triangular pre-crack. The polymer is
clear and hence the triangular pre-crack region with the Au layer is clearly visible.
In the image the pre-crack geometry spans 3 mm (Image courtesy of Martha Grady).
(b) Modeling of triangular pre-crack: For each element in the triangular region, the
respective area ratios are determined.
E(x) = EWeakAˆWeak + EStrongAˆStrong, (4.19)
where the superscriptWeak and Strong refers to the respective properties of the weak and
strong interfaces while Aˆ represents the area ratio and Vˆ the volume ratio.
The pre-crack in all the cases considered here has a rectangular portion of 500 µm fol-
lowed by a triangular portion that ensures the gradual transition to the stronger interface.
The crack advance evolution for pre-cracks with triangular portions of varying lengths are
compared in Figure 4.17. The longer the triangular region, themore gradual the transition
of the interface toughness to that of the strong interface. As apparent in Figure 4.17, a
longer triangular region yields a longer crack advance.
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Figure 4.17 – Crack advance comparison for varying triangular portion lengths. The
longer the triangular pre-crack, the longer the crack advance.
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The evolution curves for the peak axial stress obtained for the different specimen con-
figurations are compared in Figure 4.18. The triangular pre-crack portion provides amore
gradual transition into the tougher interface and hence reduces the axial stresses induced
in the film, from almost 150MPa in the absence of a triangular region to approximately 120
MPa for the longer (1000 µm) transition region. A similar trend is observed for the evo-
lution of peak bending stress: the longer the triangular region, the greater the reduction
in the maximum bending stress (Figure 4.19). It is also observed that the time at which
the maximum bending stress occurs slowly shifts with the change in the triangular por-
tions length. The peak bending stresses are developed when the pre-crack has completely
delaminated and when the film starts to curl up. Longer triangular portions result in
complete pre-crack delamination being delayed and hence the maximum bending stress
occurs at a later time during the delamination event.
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Figure 4.18 – Peak axial stress evolution for varying triangular portion lengths. For
the pre-crack geometry with a 1000 µm triangular region, the maximum axial stress
drops to about 120 MPa compared to a stress level of 150 MPa in the absence of a
triangular portion.
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Figure 4.19 – Bending stress evolution for various triangular portion lengths showing
the reduction of maximum bending stress with the increasing length of the triangular
region.
4.4.2 Centered Pre-Crack Geometry
As indicated earlier, polymer films have very good adhesion properties and hence the
crack advance is less compared to that of metallic films. The crack advance for Al films
is in the range of 6-7 mm while for PI the crack advance is at most 2 mm. In general,
the test samples are deposited on silicon substrates cut into 1 in squares with multiple
test strips deposited on the substrate. The smaller crack advance observed in PI thus
enables the accommodation of a larger number of strips. To increase the testing efficiency,
modifications have thus been proposed to the pre-crack geometry, with the pre-crack
placed at the center of PI film (Figure 4.20). When the centered pre-crack is hit with the
laser-induced stress pulse, the film delaminates and the crack propagates on both sides
of the centered pre-crack geometry. In effect, the centered geometry enables the testing
of two samples at once, thereby improving testing efficiency as the setup time is reduced.
The modification of the geometry alters the mechanics of the delamination as the film is
more constrained: The original geometry referred to here as the “edge pre-crack” is not
subjected to the same level of constraint as the centered pre-crack.
The centered pre-crack is modeled using symmetry boundary conditions as the ad-
ditional constraint of the new geometry causes the film to bulge out instead of cleanly
delaminating from the surface. The film behavior is symmetric about the centerline of the
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Figure 4.20 – Optical image of a centered pre-crack for PI film testing. The PI films
run on either side of the rectangular gold pre-crack (Image courtesy of Martha Grady).
pre-crack and the symmetry boundary conditions are applied at this edge. The boundary
conditions involve the enforcement of the zero horizontal displacement and zero slope
conditions at the symmetric edge. Only vertical displacements are allowed at the symmet-
ric edge and it is akin to placing the edge on vertical rollers as depicted in the schematic
shown in Figure 4.21.
Figure 4.21 – Schematic of symmetric boundary condition used to simulate centered
pre-crack, with the horizontal displacement and the slope at the symmetry edge set
to zero.
The additional constraint results in the film bulging out and falling back down on
the substrate. To avoid overlapping between the film and the substrate, the numerical
model must be modified to include impenetrability constraints. In this work, this con-
straint is enforced directly through the cohesive formulation by defining a compressive
traction-separation law for the cohesive elements. The compressive regime prevents the
penetration of the substrate by providing a push-back force that is a strong function of
the amount of penetration. The tangential tractions are governed by the same law as that
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of the tensile loading case as described in Chapter 2. We adopt the following hyperbolic
sine law for the normal traction law in the compression regime:
tˆn = eσˆcexp
(
−δˆmax
δˆc
)
1
α
sinh
(
αδ¯n
δˆc
)
. (4.20)
The traction-separation law is depicted in Figure 4.22 below for a range of normalized
opening displacements. The special form of the compressive cohesive force ensures that
the slope at the onset of the compressive regime matches that of the tensile regime at
the origin, whether the tensile failure prior to unloading was complete (solid curve) or
partial (dash-dotted curve). As apparent in the figure, which is obtained for a value of
α of 5 the push-back force generated in the compressive regime increases sharply with
the overlap displacement. For partial failure, i.e. when the δn is three times of δc, the
unloading happens along the dash-dotted curve shown in Figure 4.22. When the δn is
about ten times that of δc, the traction-separation curve becomes asymptotic to the x-axis
and the element is considered to be completely failed. As apparent in the figure, even for
the complete failure case, when the overlap displacement increases, the slope at the onset
of the compressive regime is equal to that of the tensile regime.
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Figure 4.22 – Cohesive law with the impenetrability constraints, obtained for α = 5.
The solid and dashed curves respectively correspond to a complete and partial failure
followed by unloading and compression, emphasizing the continuity of the cohesive
traction slope at the onset of the compressive regime.
As mentioned before, the added constraint causes the film to bulge out instead of
cleanly lifting off from the surface and curling as observed with the edge pre-crack case.
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Figure 4.23 – Evolution of the shape of the delaminating film (a) for an edge pre-crack
specimen, and (b) for a centered pre-crack specimen.
The delamination shapes of the film at various times are compared in Figure 4.23. The
symmetric constraint restricts the film and prevents the film from curling up as seen in
edge pre-crack cases. The crack advance obtained for both cases are compared in Figure
4.24. The centered pre-crack geometry results in crack propagation in both directions of
the pre-crack and thus the effective pre-crack length for each crack propagation is half of
the feature length as two tests are conducted with one laser pulse hit. It is observed that
the crack advance obtained is about half that of the edge pre-crack case. On the other
hand the crack tip velocity is much higher for the centered pre-crack due to the symmetric
constraint channelling the energy into the fracture process at the interface. This is clearly
observed in Figure 4.25, which presents a comparison of the mode mixity characterizing
the failure processes. In the centered pre-crack case, the mode mixity drops to about 0.65
indicating that a significant shear loading component is generated due to the symmetric
constraint.
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Figure 4.24 – Crack advance comparison between edge pre-crack and centered pre-
crack geometries. The crack advance for symmetric constraint case is almost half of
that the edge pre-crack case.
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Figure 4.25 –Modemixity comparisonbetween the edge and centeredpre-crack cases.
The mode mixity level drops to 0.65 for centered pre-crack indicating a significant
shear load component.
As observed in Figure 4.26, the axial stresses are significantly increased in the centered
geometry due to the additional constraint. As apparent from the delamination shapes,
there is a significant stretching of the film generated during the bulging event, thereby
increasing the induced axial stresses by at least a factor of 2. As expected, little to no
bending stress is observed in the centered geometry as the film is restrained from curling
up as observed in Figure 4.27.
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Figure 4.26 – Axial stress comparison between edge and centered cases, showing a
substantial increment in stresses for the symmetric constraint case.
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Figure 4.27 – Bending stress evolution in edge and centered pre-crack cases. The
centered case has negligible bending stresses.
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Chapter 5
Conclusions
The numerical models developed by Tran et al. [19] have been expanded to enable the
study of film delamination under the influence of a variety of effects. The developed
models have been used to evaluate the objectives stated in Chapter 1. The influence of
residual stresses on film delamination has been extensively studied. A rational method
was utilizedwherein the arbitrary variation of residual stress across the film thickness was
modeledas a series ofpolynomialdistributionsof increasingorder. The loadsgeneratedby
these polynomial distributions in terms of an equivalent axial force and bending moment
have been determined, with the even polynomial distributions contributing only to the
equivalent axial load and the odd distributions contributing to the equivalent bending
moment. The tensile or compressive nature of the stress does not affect the crack evolution
in the case of a mean residual stress loading. Mean residual stresses of the order of 300
MPa have been shown to increase the crack advance by about 2.5 mm. A residual stress
magnitude of 300MPa however falls on the higher side of measured experimental values:
for lower residual stress values of the order of 100 MPa and less, the additional crack
advance created by the presence of residual stresses is minimal. The study found that
predictions based on simple strain energy release rate calculations match quite well with
the dynamic simulations for the mean stress loading case. Also it was found that the
mean stresses have a significant effect on the mode mixity of failure, reducing it to about
0.6, while the gradient stresses were found to have very little effect on the mode mixity of
the delimitation process. Unlike mean stresses, the sign of the gradient stress distribution
was found to have a significant impact on crack advance, as negative bending moments
impeded crack growth and reduced the delamination length while positive moments
aided in crack growth. The gradient stresses were found to cause the film to curl up and
assume the delamination shape seen in testing.
Apart from themodelingof residual stress, several techniques to enable and improve the
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efficiency of testing of polymer filmswere analyzed. The impact of adding an inertial layer
to increase the trapped kinetic energy and hence crack advance was extensively studied.
Among the candidate inertial layer materials, the most dense, silver, was determined to
provide the most increase in trapped kinetic energy. The addition of a 1 µm-thick inertial
layer of silver increased the crack advance by almost 350 µm compared to that obtained in
the absence of inertial layer. It also reduced the peak axial stress by half to about 75MPa
from 150MPa. The peak stresses developed during the initial laser loading was found to
be strongly dependent on the interface toughness: the higher the interface toughness, the
larger the peak stresses developed.
The use of a triangular pre-crack geometry to prevent the cohesive failure of the film
was also studied. Triangular pre-cracks were found to be effective in reducing the peak
stresses by about 30 MPa. This modified pre-crack geometry also led to an increase
in the final crack advance, which was shown to varies linearly with the length of the
triangular pre-crack region. Another proposed modification to the specimen geometry,
based on the introduction of a centered pre-crack, was also investigated numerically by
imposing a symmetry constraint to the motion o the edge of the film. We showed that the
added constraint substantially changed the mode mixity of the failure process, inducing
a significant shear loading component and yielding a mode mixity level of the order of
0.6. The centered pre-crack geometry also led to a significant increase in the peak stresses
in the film: the peak axial stress induced in the film doubled up to about 280 MPa while
the bending stresses were almost reduced to zero as the film was prevented from cleanly
delaminating and curling up.
The numerical solver developed and modified in this work have thus provided a valu-
able tool to investigate, to first order, a variety of material- and geometry-related effects.
To provide more information on the origin of the cohesive failure observed in the testing
of polymer films, a more detailed study involving a more precise representation of the
stress and strain states in the vicinity of the crack front immediately after the arrival of the
laser-induced pulse is required. This more precise description combined with accurate
models of the uniaxial and shear failure response of the film under high strain rates is
necessary to address that issue.
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Appendix A
Nonlinear Beam Element Formulation
The axial strain defined in Equation (2.4) is split into two separate components as
ǫs =
∂u0
∂x
+
1
2
(
∂w
∂x
)2
and (A.1)
κ = −η
h
2
∂2w
∂x2
. (A.2)
The weak integral form of the dynamic equilibrium equation given by Equation (2.15)
now becomes ∫ L
0
ρA
∂2u
∂t2
.δu dx +
∫ L
0
(εsEAδεs + κEIδκ) dx =
∫ L
0
T.δ∆ dx. (A.3)
The last term of Equation (2.15) represents the external forces and such is determined
by the loading conditions. Now using the shape functions for the element chosen the
appropriate strain-displacement relationships are calculated. For the nonlinear beam
elements these relationships are
Bu =
∂u0
∂x
=
{
−1
L
, 0, 0,
1
L
, 0, 0
}
, (A.4)
Bw =
∂w
∂x
=
1
L
{0, 6ξ (ξ − 1) , (1 − ξ) (1 − 3ξ)L, 0, 6ξ (1 − ξ) , ξ (3ξ − 3)L}, (A.5)
Bk =
∂2w
∂x2
=
1
L2
{0, 6 (1 − 2ξ) , (4 − 6ξ)L, 0, 6ξ (1 − 2ξ) , (2 − 6ξ)L}. (A.6)
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The two strain components then become
εs = Buu +
1
2
uTBTwBwu (A.7)
κ = η
h
2
Bku. (A.8)
The first term of Equation (A.3) constitutes themassmatrix and the consistent massmatrix
given below is used.
M =
ρAL
420

140 0 0 70 0 0
0 156 22L 0 54 −13L
0 22l 4L2 0 13L −3L2
70 0 0 140 0 0
0 54 13L 0 156 −22L
0 −13L −3L2 0 −22L 4L2

. (A.9)
The second term of Equation (A.3) now becomes
∫ L
0
(εsEAδεs + κEIδκ) dx
= EA
∫ L
0
δuT
(
BTu + B
T
wBwu
) (
Buu +
1
2
uTBTwBwu
)
dx
+ EI
∫ L
0
δuTBTkBkudx.
(A.10)
The internal force vector is determined by taking the first variation of Equation (A.10)
Rin = EA
∫ L
0
(
BTu + B
T
wBwu
) (
Buu +
1
2
uTBTwBwu
)
dx
+ EI
∫ L
0
BTkBkudx,
(A.11)
and the above expression is expanded to obtain the final expression for the internal force
vector as
Rin = EA
∫ L
0
(
BTuBuu +
1
2
BTuu
TBTwBwu + B
T
wBwuBuu +
1
2
BTwBwuu
TBTwBwu
)
dx
+ EI
∫ L
0
(
BTkBku
)
dx.
(A.12)
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The tangent stiffness matrix is determined by taking the second variation of the above
equation to get
K = EA
∫ L
0
BTuBu∆u +
1
2
(
BTu∆u
TBTwBwu + B
T
uu
TBTwBw∆u
)
+
(
BTwBw∆uBuu + B
T
wBwuBu∆u
)
+
1
2
(
BTwBw∆uu
TBTwBwu + B
T
wBwu∆u
TBTwBwu + B
T
wBwuu
TBTwBw∆u
)
dx
+ EI
∫ L
0
(
BTkBk∆u
)
dx.
(A.13)
The tangent stiffness matrix is then identified as
K = EA
∫ L
0
(
BTuBu + B
T
uu
TBTwBw + B
T
wBuuBw + B
T
wBwuBu +
3
2
BTwBwuu
TBTwBw
)
dx
+ EI
∫ L
0
BTkBkdx.
(A.14)
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Appendix B
Residual Stress Formulation
The new definition of stress that includes the residual stress is used to obtain the formula-
tion. The total stress component is broken down into the internal stress component (σin),
axial stress component due to residual stresses (σRax), and the bending stress component
due to residual stress (σRmom). Assuming a linear material model this definition is used in
Equation (A.10) to obtain the following
L
∫ 1
0
(εsEAδεs + κEIδκ + εRaxEAδεs + κRmomEIδκ) , dε
= LEA
∫ 1
0
δuT
(
BTu + B
T
wBwu
) (
Buu +
1
2
uTBTwBwu
)
dε
+ LEI
∫ 1
0
δuTBTkBkudε
+ LEA
∫ 1
0
δuT
(
BTu + B
T
wBwu
)
εRaxdε
+ LEI
∫ 1
0
δuTBTkεRmomdε.
(B.1)
We know that σRax results only in the axial extension of the beam as it generates only a net
axial load. For this reason the only the appropriate strain components are used. Similarly
the σRmom is known only to induce a net moment and hence only the appropriate bending
strain terms are used. The first variation of the above equation then yields the internal
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force vector as
Rin = LEA
∫ 1
0
(
BTu + B
T
wBwu
) (
Buu +
1
2
uTBTwBwu
)
dε
+ LEI
∫ 1
0
BTkBkudε
+ LEA
∫ 1
0
(
BTu + B
T
wBwu
)
εRaxdε
+ LEI
∫ 1
0
BTkεRmomdε.
(B.2)
The tangent stiffness matrix is obtained by taking the second variational derivative of the
weak integral form. The second variational derivative would be of the form
K = LEA
∫ 1
0
BTuBu∆u +
1
2
(
BTu∆u
TBTwBwu + B
T
uu
TBTwBw∆u
)
+
(
BTwBw∆uBuu + B
T
wBwuBu∆u
)
+
1
2
(
BTwBw∆uu
TBTwBwu + B
T
wBwu∆u
TBTwBwu + B
T
wBwuu
TBTwBw∆u
)
dε
+ LEI
∫ 1
0
(
BTkBk∆u
)
dε
+ LEA
∫ 1
0
(
BTwBw∆u
)
εRaxdε.
(B.3)
The tangent stiffness matrix is then identified as
K = LEA
∫ 1
0
(
BTuBu + B
T
uu
TBTwBw + B
T
wBuuBw + B
T
wBwuBu +
3
2
BTwBwuu
TBTwBw
)
dε
+ LEI
∫ 1
0
BTkBkdε
+ LEA
∫ 1
0
(
BTwBw
)
εRaxdε.
(B.4)
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