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Abstract: In Hindsight Experience Replay (HER), a reinforcement learning agent
is trained by treating whatever it has achieved as virtual goals. However, in pre-
vious work, the experience was replayed at random, without considering which
episode might be the most valuable for learning. In this paper, we develop an
energy-based framework for prioritizing hindsight experience in robotic manipu-
lation tasks. Our approach is inspired by the work-energy principle in physics.
We define a trajectory energy function as the sum of the transition energy of
the target object over the trajectory. We hypothesize that replaying episodes
that have high trajectory energy is more effective for reinforcement learning in
robotics. To verify our hypothesis, we designed a framework for hindsight ex-
perience prioritization based on the trajectory energy of goal states. The tra-
jectory energy function takes the potential, kinetic, and rotational energy into
consideration. We evaluate our Energy-Based Prioritization (EBP) approach on
four challenging robotic manipulation tasks in simulation. Our empirical results
show that our proposed method surpasses state-of-the-art approaches in terms
of both performance and sample-efficiency on all four tasks, without increas-
ing computational time. A video showing experimental results is available at
https://youtu.be/jtsF2tTeUGQ.
Keywords: Prioritized Replay, Hindsight Experience, Energy (Physics)
1 Introduction
Reinforcement learning techniques [1] combined with deep neural networks [2] led to great suc-
cesses in various domains, such as playing video games [3], challenging the World Go Champion
[4], and learning autonomously to accomplish robotic tasks [5, 6, 7, 8, 9].
In robotic tasks, autonomous agents are expected to achieve multiple goals in different scenarios.
Standard approaches are based on goal-conditioned policies that allow agents to learn different po-
lices concurrently [10, 11, 12, 13, 14]. Alternatively, the agent exploits what alternative goals it
has achieved, learns from these achieved states, and further attempts to achieve the real goal. This
kind of goal-conditioned curriculum learning has recently been introduced as hindsight experience
replay (HER) [9]. HER lets an agent learn from undesired outcomes and tackles the problem of
sparse rewards in Reinforcement Learning (RL).
However, HER samples episodes uniformly from the memory buffer for replay. Subsequently, in
the selected episode, the virtual goals are sampled randomly at a future timestep with respect to
a randomly chosen state. The replay process does not consider which episodes or states might be
the most valuable for learning [15]. It would be more efficient in training to prioritize the more
important and valuable episodes. The challenge now is how to judge which episodes are more
valuable for learning. We define the trajectory energy as the sum of the transition energy of the
object over all timesteps of the trajectory, see more detail in Section 3.2. Our hypothesis is that
the trajectory energy is an effective metric for indicating which episode is more difficult to achieve.
This is readily true in most robotic manipulation tasks. Imagine a robot arm with an end effector,
attempting to pick up an object on the floor and place it on a shelf. The achieved goal state is the
position of the object at each timestep. In an unsuccessful scenario, the robot arm attempts to reach
the object but fails, leaving the object on the floor. The total energy of the object, including the
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potential energy and the kinetic energy, does not change during the episode because of Newton’s
laws of motion or, equivalently, the work-energy principle. Therefore, the trajectory energy of the
object remains zero. In a somewhat better scenario, the robot arm picks up the object successfully,
but accidentally drops the object before it reaches the shelf. In this case, the trajectory energy of the
object rises because the robot arm does work on the object. This case can be explained by the work-
energy principle in physics. In a successful scenario, the robot arm picks up the object and transfers
the object to the goal position on the shelf. Here, the trajectory energy is the highest among all
three scenarios; the robot arm does the most work on the object and fulfills the task. Obviously, the
successful episode is the most valuable for replay. The first scenario is the least important episode
because the object state is barely correlated with the trajectory of the robot arm. In this robotic task
example, we can see that the trajectory energy indeed indicates the importance of episodes.
In almost all robotic tasks, goal states can be expressed with physics quantities. In these cases,
the energy-based prioritization method is applicable. Based on the position and the orientation of
the object, we can calculate the linear and the angular velocity, as well as the kinetic energy and
the rotational energy. Based on the height of the object, we can calculate the potential energy. We
callculate the energy increases from state to state as the transiton energy, see Equation (1). We sum
the transition energy over time to have the trajectory energy, see Equation (2). Using the trajectory
energy function, in our approach, we prioritize the episodes with higher trajectory energy to speed
up the training. In order to verify our hypothesis, we implemented and tested our prioritization
framework in four simulated robotic tasks. These tasks include pick-and-place with a robot arm and
manipulating a block, an egg, and a pen with a Dexterous robot hand. The tasks are simulated with
the MuJoCo physics engine [16] and runs in the OpenAI Gym environment [17, 15].
In this paper we propose to use the trajectory energy function of achieved goal states as a metric
to evaluate which episodes are more difficult to achieve. Subsequently, we introduce Energy-Based
Prioritization (EBP) with hindsight experience replay. EBP prioritizes the trajectories with higher
energy during training to improve sample-efficiency. The proposed technique is applicable to any
robotic manipulation task, whenever multi-goal off-policy RL algorithms apply. The core idea of
EBP is to prioritize the explored episode, which is relatively difficult to achieve. This can be con-
sidered as a form of curriculum learning, which selects difficult yet achievable episodes for replay.
2 Background
In this section, we introduce the preliminaries, such as the used reinforcement learning approaches
and the work-energy principle in physics.
2.1 Markov Decision Process
We consider an agent interacting with an environment. We assume the environment is fully observ-
able, including a set of state S, a set of action A, a distribution of initial states p(s0), transition
probabilities p(st+1|st, at), a reward function r: S × A → R, and also a discount factor γ ∈ [0, 1].
These components formulate a Markov decision process represented as a tuple, (S,A, p, r, γ). A
policy pi maps a state to an action, pi : S → A.
At the beginning of each episode, an initial state s0 is sampled from the distribution p(s0). Then,
at each timestep t, an agent performs an action at at the current state st, which follows a policy
at = pi(st). Afterwards, a reward rt = r(st, at) is produced by the environment and the next state
st+1 is sampled from the distribution p(·|st, at). The reward might be discounted by a factor γ at
each timestep. The goal of the agent is to maximize the accumulated reward, i.e. the return, Rt =∑∞
i=t γ
i−tri, over all episodes, which is equivalent to maximizing the expected return, Es0 [R0|s0].
2.2 Deep Deterministic Policy Gradient
The objective Es0 [R0|s0] can be maximized using temporal difference learning, policy gradients, or
the combination of both, i.e. the actor-critic methods [1]. For continuous control tasks, Deep Deter-
ministic Policy Gradient (DDPG) shows promising performance, which is essentially an off-policy
actor-critic method [18]. DDPG has an actor network, pi : S → A, that learns the policy directly. It
also has a critic network, Q : S ×A → R, that learns the action-value function, i.e. Q-function Qpi .
During training, the actor network uses a behavior policy to explore the environment, which is the
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target policy plus some noise, pib = pi(s) +N (0, 1). The critic is trained using temporal difference
learning with the actions produced by the actor: yt = rt + γQ(st+1, pi(st+1)). The actor is trained
using policy gradients by descending on the gradients of the loss function, La = −Es[Q(s, pi(s))],
where s is sampled from the replay buffer. For stability reasons, the target yt for the actor is usually
calculated using a separate network, i.e. an averaged version of the previous Q-function networks
[3, 18, 19]. The parameters of the actor and critic are updated using backpropagation.
2.3 Hindsight Experience Replay
For multi-goal continuous control tasks, DDPG can be extended with Universal Value Function
Approximators (UVFA) [10]. UVFA essentially generalizes the Q-function to multiple goal states
g ∈ G. For the critic network, the Q-value depends not only on the state-action pairs, but also
depends on the goals: Qpi(st, at, g) = E[Rt|st, at, g].
For robotic tasks, if the goal is challenging and the reward is sparse, then the agent could perform
badly for a long time before learning anything. Hindsight Experience Replay (HER) encourages the
agent to learn something instead of nothing. During exploration, the agent samples some trajectories
conditioned on the real goal g. The main idea of HER is that during replay, the selected transitions
are substituted with achieved goals g′ instead of the real goals. In this way, the agent could get
a sufficient amount of reward signal to begin learning. Andrychowicz et al. [9] show that HER
makes training possible in challenging robotic environments. However, the episodes are uniformly
sampled in the replay buffer, and subsequently, the virtual goals are sampled from the episodes.
More sophisticated replay strategies are requested for improving sample-efficiency [15].
2.4 Work-Energy Principle
Prior to the energy-based hindsight experience prioritization method, we illustrate here the work-
energy principle using robotic manipulation examples. In physics, a force is said to do work if,
when acting, there is a displacement of the point of application in the direction of the force [20]. For
instance, a robot arm picks up an object from the floor, and places it on the shelf. The work done on
the object is equal to the weight of the object multiplied by the vertical distance to the floor. As a
result, the potential energy of the object becomes higher.
The work-energy principle states that the work done by all forces acting on a particle equals the
change in the kinetic energy of the particle [21]. That is, the work W done by a force on an object
(simplified as a particle) equals the change in the object’s kinetic energy Ek [22], W = ∆Ek =
1
2mv
2
2 − 12mv21 , where v1 and v2 are the speeds of the object before and after the work is done,
respectively, and m is its mass. As the robot arm is moving the object towards the shelf, the work is
being done by the robot on the object. Consequently, the kinetic energy of the object increases.
3 Method
In this section, we formally describe our approach, including the motivation, the derivation of the
trajectory energy function, the energy-based prioritization framework, and a comparison with prior-
itized experience replay [23].
3.1 Motivation
Consider a robotic manipulation task. We observe that in order to complete the tasks, the robot
needs to apply force and do work on the object. Typically, the more difficult a task is, the more work
from the robot is required. Consequently, the energy of the object is changed by the robot. Thus,
our hypothesis is that, in robotic manipulation tasks, the trajectory energy of the object indicates the
difficulty level of the tasks.
From the perspective of curriculum learning, we want to assign the right level of curriculum to the
agent. The curriculum should not be too difficult to achieve, also not too simple to learn. We use the
trajectory energy to evaluate the difficulty level of the curriculum, and then prioritize the difficult but
still achievable tasks for the agent. In this way, the agent might learn with higher sample-efficiency.
In robotic tasks, training samples are expensive to acquire, making sample-efficiency in learning
important.
3
3.2 Trajectory Energy Function
In this section, we introduce the trajectory energy function formally.
A complete trajectory T in an episode is represented as a tuple (S,A, p, r, γ). A trajectory contains
a series of continuous states st, where t is the timestep t ∈ {0, 1, .., T}. The interval between
each timestep, ∆t, corresponds to the sampling frequency in the system, such as ∆t = 0.04 in
our experiments. Each state st ∈ S also includes the state of the achieved goal, meaning the goal
state is a subset of the normal state. Here, we overwrite the notation st as the achieved goal state,
i.e. the state of the object. A trajectory energy function, Etraj , only depends on the goal states,
s0, s1, ..., sT , and represents the total energy of a trajectory.
Each state st is described as a state vector. In robotic manipulation tasks, we use a state vector st =
[xt, yt, zt, at, bt, ct, dt] to describe the state of the object. In each state st, x, y, and z specify the
object position in the Cartesian coordinate system; a, b, c, and d of a quaternion, q = a+bi+cj+dk,
describe the orientation of the object. The total trajectory energy consists of three parts, namely the
potential energy, the kinetic energy, and the rotational energy.
Potential Energy: The potential energy of the objectEp at the state st is calculated using: Ep(st) =
mgzt, where m denotes the mass of the object, and g ≈ 9.81 m/s2 represents the gravity of earth.
Kinetic Energy: To calculate the kinetic energy, we need the velocity of the object. The velocity
along the x-axis can be calculated using vx,t ≈ (xt − xt−1)/∆t. Similarly, the velocities along
the y-axis and the z-axis are calculated as vy,t ≈ (yt − yt−1)/∆t and vz,t ≈ (zt − zt−1)/∆t,
respectively. The kinetic energy at st can be approximated as:
Ek(st) =
1
2
mv2x,t +
1
2
mv2y,t +
1
2
mv2z,t ≈
m
(
(xt − xt−1)2 + (yt − yt−1)2 + (zt − zt−1)2
)
2∆t2
.
Rotational Energy: For the rotational energy function, we have the quaternion in the simulation
[15], q = a+bi+cj+dk, representing the object orientation. First, we need to convert the quaternion
representation to Euler angles, (φ, θ, ψ), where φ, θ, and ψ represents the rotations around the x, y,
and z-axises, respectively. The Euler angles are obtained from quaternion using [24]:[
φ
θ
ψ
]
=
 arctan
2(ab+cd)
1−2(b2+c2)
arcsin(2(ac− db))
arctan 2(ad+bc)1−2(c2+d2)
 =
 atan2(2(ab+ cd), 1− 2(b2 + c2))asin(2(ac− db))
atan2(2(ad+ bc), 1− 2(c2 + d2))
 .
Note that to obtain full orientations we use atan2 in the implementation instead of the regular atan
function because atan2 allows calculating the arc-tangent of all four quadrants. Atan only allows
calculating of quadrants one and four. The rotational energy in physics is defined as: Er = 12Iω
2,
where I is the moment of inertia around the axis of rotation; ω is the angular velocity and Er is
the rotational energy, also termed as angular kinetic energy. The angular velocity around the x-
axis is: ωx,t ≈ (φt − φt−1)/∆t. Similarly, for the y and z-axises ωy,t ≈ (θt − θt−1)/∆t and
ωz,t ≈ (ψt − ψt−1)/∆t. We approximate the rotational energy as:
Er(st) =
1
2
Ixω
2
x,t +
1
2
Iyω
2
y,t +
1
2
Izω
2
z,t ≈
Ix(φt − φt−1)2 + Iy(θt − θt−1)2 + Iz(ψt − ψt−1)2
2∆t2
.
Total Energy: The total energy is defined as: E(st) = Ep(st) +Ek(st) +Er(st). The total energy
includes the potential energy, the kinetic energy, and the rotation energy. Since for prioritizing
different trajectories, we are only interested in the relative differences of the trajectory energy, these
constant variables, including m, Ix, Iy , and Iz , can be set as a constant, such as m = Ix = Iy =
Iz = 1 used in our experiments.
Transition Energy: We define the transition energy as the total energy increase from the previous
state st−1 to the current state st, mathematically:
Etran(st−1, st) = clip (E(st)− E(st−1), 0, Emaxtran) (1)
where t ≥ 1 and Emaxtran is the predefined maximal transition energy value. The clip function limits
the transition energy value in an interval of [0, Emaxtran]. Here, we are only interested in the positive
transition energy because the energy increase of the object is only due to the work done by the
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robot. The robot does work on the object, consequently, the total energy of the object increases.
In practice, to mitigate the influence of some particular large transition energy, we find it useful to
clip the transition energy with a threshold value Emaxtran . This trick makes the training stable. The
threshold value can either be tuned as a hyperparameter or estimated using the energy functions.
Trajectory Energy: Given the definition of the transition energy, we define the trajectory energy as
the sum of the transition energy over all the timesteps in the trajectory, mathematically:
Etraj(T ) = Etraj(s0, s1, ..., sT ) =
T∑
t=1
Etran(st−1, st) (2)
3.3 Energy-Based Prioritization
In this section, we describe the Energy-Based Prioritization (EBP) framework. In a nutshell, we first
calculate the trajectory energy, then prioritize the trajectories with higher energy for replay.
At the beginning of each episode, the agent uses random policies to start to explore the environment.
The sampled trajectories are stored in a replay buffer. When the agent acquires a new trajectory,
the agent calculates the energy by using the trajectory energy function, Equation (2), and stores the
energy value along with the trajectory in the replay buffer for later prioritization.
During sampling from the replay buffer, the agent uses the trajectory energy values directly as the
probability for sampling. This means that the high energy trajectories have higher priorities to be
replayed. Mathematically, the probability of a trajectory Ti to be replayed after the prioritization is:
p(Ti) = Etraj(Ti)∑N
n=1Etraj(Tn)
(3)
where N is the total number of trajectories in the buffer.
Complete Algorithm: We summarize the complete training algorithm in Algorithm 1.
Algorithm 1 HER with Energy-Based Prioritization (EBP)
Given:
• an off-policy RL algorithm A . e.g. DQN, DDPG
• a reward function r : S ×A× G → R. . e.g. r(s, a, g) = −1 if fail, 0 if success
Initialize neural networks of A and replay buffer R
for episode = 1, N do
Sample a goal g and an initial state s0.
for t = 0, T − 1 do
Sample an action at using the behavioral policy from A:
at ← pib(st‖g) . ‖ denotes concatenation
Execute the action at and observe a new state st+1
end for
Calculate trajectory energy Etraj(s0, s1, ..., sT ) via Equation (1) and (2) . trajectory energy
Calculate priority p(T ) based on Equation (3)
for t = 0, T − 1 do
rt := r(st, at, g)
Store the transition (st‖g, at, rt, st+1‖g, p, Etraj) in R
Sample trajectory T for replay based on priority p(T ) . prioritization
Sample transitions (st, at, st+1) from T
Sample virtual goals g′ ∈ {st+1, ..., sT−1} at a future timestep in T
r′t := r(st, at, g
′) . recalculate reward (HER)
Store the transition (st‖g′, at, r′t, st+1‖g′, p, Etraj) in R
end for
for t = 1,M do
Sample a minibatch B from the replay buffer R
Perform one step of optimization using A and minibatch B
end for
end for
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Figure 1: Robot arm Fetch and Shadow Dexterous hand environment: FetchPickAndPlace,
HandManipulateBlock, HandManipulateEgg, and HandManipulatePen.
3.4 Comparison with Prioritized Experience Replay
To the best our knowledge, the most similar method to EBP is Prioritized Experience Replay (PER)
[23]. To combine PER with HER, we calculate the TD-error of each transition based on the randomly
selected achieved goals. Then we prioritize the transitions with higher TD-errors for replay. It is
known that PER can become very expensive in computational time. The reason is that PER uses
TD-errors for prioritization. After each update of the model, the agent needs to update the priorities
of the transitions in the replay buffer with the new TD-errors, and then ranks them based on the
priorities and samples the trajectories for replay. In our experiemnts, see Section 4, we use the
efficient implementation based on the ”sum-tree” data structure, which can be relatively efficiently
updated and sampled from [23].
Compared to PER, EBP is much faster in computational time because it only calculates the trajec-
tory energy once, when a new trajectory becomes available. Due to this reason, EBP is much more
efficient than PER in computational time and can easily be combined with any multi-goal RL meth-
ods, such as HER. In the experiments Section 4, we first compare the performance improvement
of EBP and PER. Afterwards, we compare the time-complexity of PER and EBP. We show that
EBP improves performance without additional computational time. However, PER consumes much
more computational time with less improvement. Furthermore, the motivations of PER and EBP are
different. The former uses TD-errors, while the latter is based on the energy in physics.
4 Experiments
In this section, we first introduce the robot simulation environment used for evaluation. Then, we
investigate the following questions:
- Does incorporating energy-based prioritization bring benefits to hindsight experience replay?
- Does energy-based prioritization improve the sample-efficiency in robotic manipulation tasks?
- How does the trajectory energy relate to the TD-errors of the trajectory during training?
Our code is available at this link1.
Environments: The environment we used throughout our experiments is the robotic simulations
provided by OpenAI Gym [17, 15], using the MuJoCo physics engine [16].
The robotic environment is based on currently existing robotic hardware and is designed as a stan-
dard benchmark for Multi-goal RL. The robot agent is required to complete several tasks with differ-
ent goals in each scenario. There are two kinds of robot agents in the environment. One is a 7-DOF
Fetch robotic arm with a two-finger gripper as an end-effector. The other is a 24-DOF Shadow Dex-
terous robotic hand. We use four challenging tasks for evaluation, including pick & place, and hand
manipulation of block, egg, or pen, see Figure 1.
The states in the simulation consist of positions, orientations, linear and angular velocities of all
robot joints and of an object. Goals represent desired position and orientations of the the object.
There is a tolerant range around the desired positions and orientations. In all environments, we
consider sparse rewards. If the object is not in the tolerant range of the goal, the agent receives
reward signal -1 for each transition; otherwise the reward signal is 0.
Performance: To test the performance difference between vanilla HER, HER with PER, and HER
with EBP, we run the experiment in all four challenging object manipulation robotic environments.
1https://github.com/ruizhaogit/EnergyBasedPrioritization
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Figure 2: Mean test success rate with standard deviation range for all four environments
Table 1: Final Mean Success Rate for all four environments
Pick & Place Block Egg Pen
Vanilla HER 93.78% 20.32% 76.19% 27.28%
HER + PER 93.66% 18.95% 75.46% 27.74%
HER + EBP 94.84% 25.63% 80.42% 31.69%
We compare the mean success rates. Each experiment is carried out across 5 random seeds and the
shaded area represents the standard deviation. The learning curve with respect to training epochs is
shown in Figure 2. For all experiments, we use 19 CPUs. For the robotic arm environment, we train
the model for 50 epochs with Emaxtran = 0.5 . For the robotic hand environment, we train the agent
for 200 epochs with Emaxtran = 2.5. After training, we use the best learned policy as the final policy,
and test it in the environment. The testing results are the final mean success rates. A comparison of
the final performances is shown in Table 1.
From Figure 2, we can see that HER with EBP converges faster than do both vanilla HER and HER
with PER in all four tasks. The agent trained with EBP also shows a better performance, at the end of
the training time. This is attractive, since HER with EBP consumes nearly the same computational
time as vanilla HER, as shown in Table 2. However, we see that HER with PER consumes about 10
times the training time as vanilla HER or HER with EBP does in the robot hand environments.
From Table 1, we can see that HER cooperating with EBP gives a better performance in all four
tasks. The improvement varies from 1 percentage point to 5.3 percentage points compared to HER.
The average improvement over the four tasks is 3.75 percentage points. We can see that EBP is
a simple yet effective method, without increasing computational time, but still, improves current
state-of-the-art methods.
Sample-Efficiency: To compare the sample-efficiency of vanilla HER and HER with EBP, we com-
pare the number of training samples needed for a certain mean test success rate. The comparison is
shown in Figure 3.
From Figure 3, in the FetchPickAndPlace-v0 environment, we can see that for the same 93.8%
mean test success rate, HER needs 93,100 samples for training, while HER with EBP only needs
48,000 samples. In this case, HER with EBP is nearly twice (1.94) as sample-efficient as vanilla
HER. Similarly, in the other three environments, EBP improves sample-efficiency by factors of
1.49, 1.69, and 2.72, respectively. In conclusion, for all four testing environments, EBP is able to
improve sample-efficiency by an average factor of two (1.96) over vanilla HER’s sample-efficiency.
Insights: We also investigate the correlation between the trajectory energy and the TD-errors of the
trajectory. The Pearson correlation coefficient, i.e. Pearson’s r [25], between the energy and the TD-
errors of the trajectory is shown in Figure 4. The value of Pearson’s r is between 1 and -1, where 1
is total positive linear correlation, 0 is no linear correlation, -1 is total negative linear correlation. In
Figure 4, we can see that the trajectory energy is correlated with the TD-errors of the trajectory with
Table 2: Training time (hours:minutes:seconds) in all four environments (single run)
Pick & Place Block Egg Pen
Vanilla HER 01:32:40 08:28:19 07:19:59 07:33:29
HER + PER 03:07:45 80:43:27 79:51:55 81:10:38
HER + EBP 01:29:57 07:28:29 07:28:25 07:35:48
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Figure 4: Pearson correlation between the trajectory energy and TD-errors in the middle of training
an average Pearson’s r of 0.6. This proves that high energy trajectories are relatively more valuable
for learning. Therefore, it is helpful to prioritize high energy trajectories during training.
5 Related Work
Experience replay was proposed by Lin [26] in 1992 and became popular due to the success of DQN
[3] in 2015. In the same year, prioritized experience replay was introduced by Schaul et al. [23] as
an improvement of the experience replay in DQN. It prioritized the transitions with higher TD-error
in the replay buffer to speed up training. This idea is complementary to our method.
In 2015, Schaul et al. [10] proposed universal function approximators, generalizing not just over
states but also over goals. There are also many other research works about multi-task RL [27, 28,
29, 30, 31, 32, 33]. Hindsight experience replay [9] is a kind of goal-conditioned RL that substitutes
any achieved goals as real goals to encourage the agent to learn something instead of nothing.
Our method can be considered as a form of curriculum learning [34, 35, 36, 37, 38, 39]. The essence
of our method is to assign priority to the achieved trajectories with higher energy, which are relatively
difficult to achieve. In RL, curriculum generation can be traced back to 2004. Schmidhuber [40]
used a program search to construct an asymptotically optimal algorithm to approach the problem.
Recently, Florensa et al. [41] trained the agent reversely, from the start states near the goal states,
gradually to the states far from the goals. Our method bares a similar motivation, but is orthogonal
to these previous works and can be combined with them.
6 Conclusion
In conclusion, we proposed a simple yet effective energy-based approach to prioritize hindsight ex-
perience. Energy-Based Prioritization shows promising experimental results in all four challenging
robotic manipulation tasks. This method can be combined with any off-policy RL methods. We
integrated physics knowledge about energy into the modern reinforcement learning paradigm, and
improved sample-efficiency by a factor of two and the final performance by about four percentage
points on top of state-of-the-art methods, without increasing computational time.
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