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A Matrix Approach to Status Quo Analysis in the
Graph Model for Con°ict Resolution
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Abstract
An algebraic method is developed to carry out status quo analysis within the framework of the
graph model for con°ict resolution. As a post-stability analysis, the status quo analysis aims
at assessing whether predicted equilibria are reachable from the status quo or any other initial
state. Although pseudo-codes for status quo analysis have been developed, they are not yet
implemented into a decision support system for use in practical applications. On the contrary,
the novel matrix approach to status quo analysis designed here is convenient for computer
implementations and an application to a real-world con°ict case study demonstrates its ease
of employment. Moveover, the proposed explicit matrix approach reveals an inherent link
between status quo analysis and the traditional stability analysis and, hence, provides the
possibility of establishing an integrated paradigm for stability and status quo analyses.
Key words: Status quo analysis; Decision support system; Matrix representation; Graph
model for con°ict resolution; Multiple decision makers
1 Introduction
Con°ict arises whenever multiple stakeholders with diverse interests interact with each
other [5]. It is common to observe con°icts across a wide range of scales and settings.
Family members may argue over where to spend their next vacation. In the marketplace,
¯erce competitions for market shares are accelerating across all industries with the
globalization of world economies. Governments account for many con°icts. For example,
it is a tradition for the Canadian federal and provincial governments to argue over how
medicare should be funded and spent.
¤ Corresponding author. E-mail:kwhipel@uwaterloo.ca; Fax:1-519-7464791 (K.W. Hipel).
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The ubiquity of con°icts creates a great need for formal methodologies to \assist in
the understanding, modeling, and analysis of con°ict" [7]. Con°ict resolution has been
investigated within many di®erent disciplines [13], such as international studies, political
science, psychology and law [2, 3, 6], as well as from mathematical and engineering
perspectives [1, 7, 14,15,21,22].
Among these formal methodologies to handle strategic con°ict, the Graph Model for
Con°ict Resolution (GMCR) [7, 16] is probably the most simple but °exible frame-
work. A graph model for a strategic con°ict is comprised of a ¯nite set of decision
makers (DMs), N , a set of feasible states, S, a preference relation ºi on S for each DM
i, and a directed graph Gi = fS;Aig. In each directed graph, S is the vertex set, and
each oriented arc in Ai µ S £ S indicates that DM i can make a one-step unilateral
move from the initial state to the terminal state of the arc. A decision support system
(DSS), GMCR II, implements the methodology of the graph model and facilitates the
stability analysis of con°ict models [8,9,12]. Stability analysis determines for each state
its individual stability and group stability for all DMs (equilibrium) under appropriate
stability de¯nitions (solution concepts), where equilibria often correspond to potential
resolutions of the con°ict. In 1989, Wang et al. [27] de¯ned solution concepts in Hyper-
games. Recently, Hamouda et al. [10] proposed new solution concepts that take strength
of preference into account.
When a con°ict is modeled as a graph model, a point in time has to be selected ¯rst and
the current (or initial) state of the con°ict is referred to as the status quo. When the
stability of a state is assessed in the stability analysis stage, it is not a concern whether
this state is actually achievable from the status quo state. As a follow-up analysis,
status quo analysis is designed to trace the evolution of a con°ict from the status quo
state to any desirable outcome. Speci¯cally, it usually focuses on examining whether
predicted equilibria are reachable from the status quo, and if so, how to reach them.
Thus, status quo analysis provides useful dynamic and forward-looking insights into a
strategic con°ict [18,19].
In the original graph model, the stability analysis is carried out within a well-designed
logic structure [7]. When status quo analysis algorithms were developed by Li et al.
[18{20], this line of thinking was retained and pseudo-codes were furnished following a
similar logic structure. A drawback of this structure is that it is di±cult to maintain
the existing DSS GMCR II and to extend it to incorporate new developments such as
status quo analysis. To overcome this challenge, Xu et al. [24,25] developed an innovative
matrix system to represent DMs' preferences and interactions in a graph model. The
matrix representation e®ectively converts the stability analysis from a logic structure to
an algebraic system: when a graph model is appropriately coded into matrices, stability
analyses can be expeditiously completed by a series of matrix operations. It is obvious
that this algebraic structure is °exible and can be easily modi¯ed to handle large-scale
graph models.
Due to the di±culty in integrating status quo analysis into the DSS GMCR II and
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the ease of implementing the matrix representation of stability analysis, it is natural
to exploit the matrix approach to perform status quo analysis. This paper reports the
recent development of an algebraic method for status quo analysis within the graph
model paradigm. Speci¯cally, a graph model is ¯rst expressed as matrices and status
quo analysis is formulated as a series of matrix operations. The proposed matrix ap-
proach to status quo analysis is not only kept consistent with matrix representations
of stability analysis, but also further reveals the relationship between status quo and
stability analyses. The novel algebraic method facilitates the development of improved
algorithms to implement status quo analysis in a DSS. Additionally, due to the nature
of the explicit algebraic expressions, the proposed method is more e®ective, convenient,
°exible, and extendable for carrying out status quo analysis, compared with the exist-
ing methods. The e®ectiveness of this matrix approach is demonstrated by a real-world
case study, the Elmira con°ict over groundwater contamination.
The rest of the paper is organized as follows. Section 2 provides the structure of matrix
representation for status quo analysis. The proposed approach and main results are
presented in Section 3. In Section 4, a case study of the Elmira con°ict, which took
place in southwestern Ontario, Canada, is carried out to illustrate how the proposed
method can be applied in practice and demonstrate the unique features of the algebraic
method. The paper concludes with some comments in Section 5.
2 The Basic Structure of Matrix Representations
To discuss the representation of a graph model using matrices, some preliminaries on
the graph model and status quo analysis have to be introduced ¯rst.
2.1 The Components of a Graph Model
In a graph model, the preferences of DM i over the set of states S can be expressed
by a pair of binary relations fÂi;»ig on S, where a Âi b indicates that DM i prefers
a to b, and a »i b means that DM i is indi®erent between a and b (or equally prefers
a and b). Also, a ºi b means either a Âi b or a »i b. It is assumed that the preference
relations of each DM i 2 N have following properties [7]:
(i) Âi is asymmetric.
(ii) »i is re°exive and symmetric.
(iii) fÂi;»ig is strongly complete.
In the graph model, preference relationships play an important role in determining the
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stability status of a state. Preference information can be either transitive or intransitive.
For a; b; c 2 S, if a Â b and b Â c imply a Â c, then the preference Â is transitive.
Otherwise, preferences are intransitive. Note that the graph model methodology itself
does not require preferences to be transitive though the current computer implemen-
tation GMCR II does due to its inherent preference elicitation structure. A distinct
advantage of the matrix representation for stability analysis is that it accommodates
both transitive and intransitive preferences. As the development of this article reveals,
this advantage has been retained for status quo analysis.
The preference information may be given as ordinal preferences (ranking of states from
most to least preferred, with ties allowed), cardinal preferences (the preference of each
state is determined by a real-valued preference function), or relative preferences (in-
transitive preferences may be present) used by the graph model for each DM. When
preferences are not provided as relative preferences, they will be converted ¯rst before
the preference information is fed into a graph model. For a cardinal preference relation,
assume that pi(s) is a preference function over s 2 S for DM i and rank the states in S
as: 1, s1; 2, s2; ¢ ¢ ¢; m, sm (m=jSj, the number of states in S); then let pi(sk) = pi(k):
For an ordinal preference, one may de¯ne its preference function by
pi(s) = jfx 2 S : s ºi xgj;8s 2 S; for i = 1; 2; ¢ ¢ ¢; n; (1)
where x is a dummy variable and jU j denotes the cardinality of the set U = fx 2 S :
s ºi xg.
Ri(s) is DM i
0s reachable list from state s, containing all states to which DM i can
unilaterally move from state s in one step. Algebraically, Ri(s) = fq 2 S : (s; q) 2 Aig,
representing DM i0s unilateral moves (UMs). For DM i, a unilateral improvement (UI)
from state s is de¯ned by R+i (s) = fq 2 S : (s; q) 2 Ai and q Âi sg [7].
A legal sequence of UMs is a sequence of states linked by unilateral moves by members
of a subset of DMs, in which any DM may move more than once, but not twice consec-
utively. Let H µ N be any subset of the DMs, then RH(s) µ S denotes the set of states
that can be reached by any legal sequence of UMs, by some or all DMs in H, starting
from state s. A legal sequence of UIs can be de¯ned similarly. R+H(s) µ S indicates the
set of all states that result from any legal sequence of UIs, starting from state s. RH(s)
and R+H(s) are formally de¯ned by Fang et al. [7].
If, for any sequence of two consecutive UMs by DM i, there always exists an equivalent
single move, then DM i0s graph is transitive. When all DMs' graphs are transitive, the
requirement of no consecutive moves becomes irrelevant.
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2.2 Notation for Status Quo Analysis in the Graph Model
Some notation about status quo analysis in the graph model is introduced as follows:
(i) SQ denotes the status quo state.
(ii) S
(k)
i (s) and S
(k;+)
i (s) indicate all states reachable from SQ = s in exactly k (k ¸ 1)
legal UMs and UIs, respectively, with last mover DM i.
(iii) V (k)(s) and V (k;+)(s) contain all states reachable from SQ = s in at most k (k ¸ 1)
legal UMs and UIs, respectively. V
(k)
i (s) and V
(k;+)
i (s) consist of all states reachable
from SQ = s in at most k (k ¸ 1) legal UMs and UIs, respectively, with last mover
DM i. i.e., V
(k)
i (s) = S
(k)
i (s) [ V (k¡1)(s) and V (k;+)i (s) = S(k;+)i (s) [ V (k¡1;+)(s).
(iv) A
(k)
i (s) and A
(k;+)
i (s) include all arcs with last mover DM i in sequences of at most
k (k > 1) legal UMs and UIs, respectively, from SQ = s.
Note: Similar to the concepts of reachable list Ri(s) and UI list R
+
i (s), tracking the
states that can be attained from s in one-step UM and UI, respectively, we introduce
the notation Ai(s) and A
+
i (s) to denote the sets of arcs by DM i in one-step UMs and
UIs from state s, respectively. Along this line, all UM and UI arcs can be expressed as
Ai =
S
s2S
Ai(s) and A
+
i =
S
s2S
A+i (s). (
S
denotes the union operation, e.g.,
S
s2S
Ai(s) =
fAi(s) : 8s 2 Sg). Let A = S
i2N
Ai. In our aforesaid notation, the superscript k refers to
the iteration step when the arc sets are progressively expanded.
2.3 Components of Matrix Representations
Now, we can introduce basic components of matrix representations and explain how
relevant matrices are constructed.
2.3.1 Unilateral Move and Unilateral Improvement Matrices
Let m = jSj. W = M ±G is de¯ned as the Hadamard product of two m£m matrices
M and G, i.e., if M(s; q) and G(s; q) denote the (s; q) entries of matrices M and G,
respectively, then the m£m matrix W has its (s; q) entry W (s; q) = M(s; q) ¢G(s; q):
Additionally, Q =M _G is de¯ned as the m£m matrix with its (s; q) entry
Q(s; q) =
8><>: 1 if M(s; q) +G(s; q) 6= 0;0 otherwise:
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A sign function, sign(¢), maps an m£m matrix with its (s; q) entry M(s; q) to another
m£m matrix
sign[M(s; q)] =
8>>>>><>>>>>:
1 M(s; q) > 0;
0 M(s; q) = 0;
¡1 M(s; q) < 0:
Let i 2 N , s 2 S, and m = jSj. An m£m 0-1 matrix Ji is de¯ned by
Ji(s; q) =
8><>: 1 if (s; q) 2 Ai;0 otherwise:
It is clear that Ri(s) = fq : Ji(s; q) = 1g, so Ji is called DM i0s unilateral move (UM)
matrix. For DM i, a unilateral improvement (UI) matrix J+i is de¯ned by
J+i (s; q) =
8><>: 1 if Ji(s; q) = 1 and q Âi s;0 otherwise:
Obviously, R+i (s) = fq : J+i (s; q) = 1g.
If Ri(s) and R
+
i (s) are written as 0-1 row vectors where one or zero in the qth entry
indicates that state q is reachable or not reachable from state s in a one-step UM and
UI, respectively, then
Ri(s) = e
T
s ¢ Ji and R+i (s) = eTs ¢ J+i ;
where eTs denotes the transpose of the s
th standard basis vector of the m-dimensional
Euclidean space. UM and UI matrices, Ji and J
+
i , depict unilateral moves and unilateral
improvements in one step by DM i among a set of states.
For relative preferences, the preference matrix P+i for DM i is de¯ned by
P+i (s; q) =
8><>: 1 if q Âi s;0 otherwise:
For ordinal or cardinal preferences, after they are converted to relative preferences as
per the preference function pi(s) de¯ned by equation (1) in Section 2.1, the preference
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matrix for DM i can be constructed by
P+i (s; q) = sign(
abs(pi(q)¡ pi(s)) + pi(q)¡ pi(s)
2
); (2)
where abs(pi(q)¡ pi(s)) denotes the absolute value of function pi(q)¡ pi(s). It is clear
that the relationships among the UM matrix, UI matrix, and preference matrix are
established as follows:
J+i (s; q) = Ji(s; q) ± P+i (s; q): (3)
2.3.2 Joint Move and Joint Improvement Matrices
Let H µ N . We now demonstrate how to ¯nd matrices corresponding to RH(s), the set
of reachable states via joint UMs by H from s, and R+H(s), the set of reachable states
via joint UIs by H from s, for all s 2 S. First, de¯ne two m £ m matrices M (t)i and
M
(t;+)
i with (s; q) entries as follows:
De¯nition 1 For i 2 N and t = 1; 2; 3; ¢ ¢ ¢ ;
M
(t)
i (s; q) =
8>>>>><>>>>>:
1 if q 2 S is reachable from s 2 S in
exactly t legal UMs with last mover DM i,
0 otherwise,
and
M
(t;+)
i (s; q) =
8>>>>><>>>>>:
1 if q 2 S is reachable from s 2 S in
exactly t legal UIs with last mover DM i,
0 otherwise.
Note that M
(t)
i and M
(t;+)
i de¯ned here are di®erent from the matrices M
t
i and M
t;+
i
de¯ned by [26] in which i denotes the ¯rst mover, whereas inM
(t)
i andM
(t;+)
i given here,
i is the last mover. However, the ¯nal outcomes are obviously related. Now we have two
ways to construct joint matrices by tracking the ¯rst or last mover, demonstrating the
°exibility of the proposed matrix method.
Let n = jN j denote the number of DMs in the set N . In order to describe possible
moves in the graph model with n DMs using matrix representations, de¯ne two more
m£m matrices, a joint UM matrix, MH , and a joint UI matrix, M+H , corresponding to
the joint sets, RH(s) and R
+
H(s), for all s 2 S, respectively, as follows:
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De¯nition 2
MH(s; q) =
8><>: 1 if q 2 RH(s);0 otherwise; and M+H (s; q) =
8><>: 1 if q 2 R
+
H(s);
0 otherwise:
With the introduction of these matrices, we are in a position to elaborate the matrix
approach to status quo analysis.
3 Matrix Representations of Status Quo Analysis
To facilitate the development of the matrix approach, existing status quo analysis al-
gorithms are now introduced.
3.1 Existing Work on Status Quo Analysis
Two pseudo-codes for status quo analysis that allow for unilateral moves and unilateral
improvements, respectively, are provided by Li et al. [19]. In status quo analysis, if a
DM moves twice in succession, the consecutive moves are deemed illegal.
The following pseudo-code allows any unilateral moves:
Pseudo-code for status quo analysis with any UMs (Adapted from [19])
1. Let h = 0, S(0)i (SQ) = fSQg, V (0)(SQ) = fSQg, and A(0)i (SQ) = ; (for i 2 N)
2. Let h = h+ 1, and for each i 2 N , update S(h)i (SQ) and A(h)i (SQ) as:
S
(h)
i (SQ) =
SfRi(s) : s 2 S
j2N¡fig
S
(h¡1)
j (SQ)g
A
(h)
i (SQ) =
8><>:
A
(h¡1)
i (SQ) if S
(h)
i (SQ) = ;;
A
(h¡1)
i (SQ)
Sf(s; s0) : s 2 S
j2N¡fig
S
(h¡1)
i (SQ) and s
0 2 Ri(s)g otherwise.
V (h)(SQ) = (
S
i2N
S
(h)
i (SQ))
S
V (h¡1)(SQ)
3. If
S
i2N
A
(h)
i (SQ) =
S
i2N
A
(h¡1)
i (SQ), stop.
Otherwise, go to 2.
Although Li et al. [19] indicate that the process must stop in a ¯nite number of itera-
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tions, they have not explained why this is so in detail. Let L1 =j S
i2N
Ai j, the number
of arcs in all DMs' graphs. One can prove that the process must stop in less than L1
iterations. If the process terminates at step k, the status quo diagram of permitting any
UMs in the graph model is given by (V (k)(SQ);
S
i2N
A
(k)
i (SQ)).
Similarly, the pseudo-code of allowing unilateral improvements only is provided as fol-
lows:
Pseudo-code for status quo analysis with UIs only (Adapted from [18,19])
1. Let h = 0, S(0;+)i (SQ) = fSQg, V (0;+)(SQ) = fSQg, and A(0;+)i (SQ) = ; (for i 2 N)
2. Let h = h+ 1, and for each i 2 N , update S(h;+)i (SQ), A(h;+)i (SQ) and V (h;+)(SQ) as:
S
(h;+)
i (SQ) =
SfR+i (s) : s 2 S
j2N¡fig
S
(h¡1;+)
j (SQ)g
A
(h;+)
i (SQ) =
8><>:
A
(h¡1;+)
i (SQ) if S
(h;+)
i (SQ) = ;;
A
(h¡1;+)
i (SQ)
Sf(s; s0) : s 2 S
j2N¡fig
S
(h¡1;+)
i (SQ); s
0 2 R+i (s)g otherwise.
V (h;+)(SQ) = (
S
i2N
S
(h;+)
i (SQ))
S
V (h¡1;+)(SQ)
3. If
S
i2N
A
(h;+)
i (SQ) =
S
i2N
A
(h¡1;+)
i (SQ), stop.
Otherwise, go to 2.
Similarly, (V (k;+)(SQ);
S
i2N
A
(k;+)
i (SQ)) determines the status quo diagram allowing UIs
only when the aforesaid process stops at iteration step k.
Using status quo diagrams, signi¯cant information about the con°ict under investigation
can be obtained. Speci¯cally, if an equilibrium appears in the diagram, it exists at least
one path from the status quo to the equilibrium. By tracing the status quo diagram,
one can determine a viable evolution path from the status quo state to this equilibrium.
Conversely, if a predicted equilibrium does not appear in the status quo diagram, there
is no way for the con°ict to settle at this equilibrium as it is not reachable from the
status quo [19]. This useful information cannot be obtained by using GMCR II since
the aforementioned status quo analysis algorithms have not been integrated into the
DSS. To garnish these additional insights, analysts have to rely on tedious manual
calculations. The matrix approach developed in the next subsection aims at furnishing a
°exible and easy-to-implement procedure for carrying out status quo analysis. Analysts
with basic matrix operations knowledge will be able to capitalize on the procedure to
conduct a status quo analysis.
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3.2 A Matrix Approach to Status Quo Analysis
Based on De¯nition 1, we have:
Lemma 1 The two m£m matrices M (t)i and M (t;+)i can be expressed inductively by
M
(t)
i = sign[(
_
j2H¡fig
M
(t¡1)
j ) ¢ Ji]; with M (1)i = Ji; (4)
and
M
(t;+)
i = sign[(
_
j2H¡fig
M
(t¡1;+)
j ) ¢ J+i ]; with M (1;+)i = J+i : (5)
Proof : Although matrix M
(t)
i de¯ned here is di®erent from the matrix M
t
i [26], the
proof of (4) can be carried out in a similar fashion as that given by Xu et al. [26].
Consequently, we only verify (5) here. For t = 2, assume that G(s; q) denotes the
(s; q) entry of the matrix G = (
W
j2H¡fig
J+j ) ¢ J+i . Based on the de¯nition of matrix
multiplication, G(s; q) 6= 0 i® state q is reachable from state s in exactly two unilateral
improvements with last mover DM i. The condition j 2 H ¡ fig implies that DM i
does not make two moves consecutively. Hence, G(s; q) 6= 0 i® state q is reachable from
state s in exactly 2 legal UIs. Then, De¯nition 1 for t = 2 implies that
sign[(
_
j2H¡fig
J+j ) ¢ J+i ] = sign[(
_
j2H¡fig
M
(1;+)
j ) ¢ J+i ] =M (2;+)i :
It is easy to extend this result to general values of t. Assume that Q(s; q) is the (s; q)
entry of matrix Q = sign[(
W
j2H¡fig
M
(t¡1;+)
j ) ¢ J+i ]. Since
M
(t¡1;+)
j (s; q) =
8>>>>><>>>>>:
1 if q 2 S is reachable from s 2 S in exactly
t¡ 1 legal UIs with last mover DM j;
0 otherwise;
then by matrix multiplication,
Q(s; q) =
8>>>>><>>>>>:
1 if q 2 S is reachable from s 2 S in
exactly t legal UIs with last mover DMi;
0 otherwise:
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Hence Q =M
(t;+)
i based on De¯nition 1. i.e., equation (5) holds. 2
Next we de¯ne two status quo analysis matrices MSQ
(t)
i and M
SQ(t;+)
i to trace the evo-
lution of a con°ict from a status quo state to any desirable outcome as follows:
De¯nition 3 For i 2 N and t = 1; 2; 3; ¢ ¢ ¢ ;
MSQ
(t)
i (s; q) =
8><>: 1 if q 2 V
(t)
i (s);
0 otherwise;
and MSQ
(t;+)
i (s; q) =
8><>: 1 if q 2 V
(t;+)
i (s);
0 otherwise:
Speci¯cally, MSQ
(t)
i (s; q) = 1 and M
SQ(t;+)
i (s; q) = 1 denote that state q is reachable
from status quo state s in at most t UMs and UIs, respectively, with last mover i.
Based on De¯nitions 1 and 3, Theorem 1 can be easily derived.
Theorem 1 Let s 2 S, H µ N; and H 6= ;: Then status quo analysis matrices MSQ(k)i
and MSQ
(k;+)
i can be respectively expressed as
MSQ
(k)
i =
k_
t=1
M
(t)
i and M
SQ(k;+)
i =
k_
t=1
M
(t;+)
i :
Proof : We prove that MSQ
(k;+)
i =
kW
t=1
M
(t;+)
i . Assume that M
SQ(k;+)
i (s; q) denotes the
(s; q) entry of the matrix MSQ
(k;+)
i . Based on De¯nition 3, M
SQ(k;+)
i (s; q) = 1 i® q 2
V
(t;+)
i (s). i.e., q is reachable from SQ = s in at most k legal UIs, with last mover DM i.
Let
kW
t=1
M
(t;+)
i (s; q) denote the (s; q) entry of the matrix
kW
t=1
M
(t;+)
i . By De¯nition 1,
kW
t=1
M
(t;+)
i (s; q) = 1 i® 91 · l · k, such that M (l;+)i (s; q) = 1. i.e., q is reachable from
SQ = s in exactly l legal UIs, with last mover DM i. It implies that q is reachable from
SQ = s in at most k legal UIs, with last mover DM i. Consequently,
kW
t=1
M
(t;+)
i (s; q) = 1
i® MSQ
(k;+)
i (s; q) = 1. Since M
SQ(k;+)
i and
kW
t=1
M
(t;+)
i are m £m 0-1 matrices, it follows
that MSQ
(k;+)
i =
kW
t=1
M
(t;+)
i .
MSQ
(k)
i =
kW
t=1
M
(t)
i can be proven similarly. 2
Theorem 1 provides results equivalent to those from the two pseudo-codes. In fact,
Theorem 1 is tested by using the Elmira model in Section 4 and identical results are
obtained as those shown by Li et al. [19], but a distinct advantage of this approach is its
ease to be implemented in any programming environment with matrix functionalities.
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Furthermore, this algebraic method also establishes the following inherent relationship
between stability analysis and status quo analysis.
3.3 Relationship Between Joint Matrices and Status Quo Analysis Matrices
The current literature treats status quo analysis and stability analysis as two separate
research topics. However, the matrix approach here reveals that these two analyses are
inherently linked.
In n-DM models, RH , the set of reachable states via joint unilateral moves by H,
and R+H , the set of reachable states via joint unilateral improvements by H, are key
components for stability analysis. Although Fang et al. [7] provide a set of pseudo-
codes for constructing RH and R
+
H , the process is complicated and hard to be extended
or modi¯ed. Therefore, Xu et al. [26] develop two inductive procedures to construct joint
matricesMH andM
+
H corresponding to joint sets RH and R
+
H . Subsequently, these joint
matrices replace the two joint sets and play an important role in stability analysis. The
following Lemma 2 asserts that if there does not exist any new appropriate arc in the
graph model, then corresponding joint moves will stop.
Lemma 2 Let SQ = s and H µ N .
(1) If
S
i2H
A
(k+1)
i (s) =
S
i2H
A
(k)
i (s), then V
(k+1)(s) = V (k)(s) and RH(s) = V
(k)(s);
(2) If
S
i2H
A
(k+1;+)
i (s) =
S
i2H
A
(k;+)
i (s), then V
(k+1;+)(s) = V (k;+)(s) and R+H(s) = V
(k;+)(s).
Proof: We prove (2) by contradiction. Assume that 9 q 2 V (k+1;+)(s) n V (k;+)(s) butS
i2H
A
(k+1;+)
i (s) =
S
i2H
A
(k;+)
i (s). Since V
(k+1;+)(s) = (
S
i2H
S
(k+1;+)
i (s))
S
V (k;+)(s), then 9
i 2 H; such that q 2 S(k+1;+)i (s) n V (k;+)(s). Hence, 9 s1 2
S
j2N¡fig
S
(k;+)
j (s) such that
q 2 R+i (s1). Clearly, this implies that (s1; q) 2 A(k+1;+)i (s) n
S
i2H
A
(k;+)
i (s), contradicting
with the hypothesis that
S
i2H
A
(k+1;+)
i (s) =
S
i2H
A
(k;+)
i (s). Thus, V
(k+1;+)(s) = V (k;+)(s)
when
S
i2H
A
(k+1;+)
i (s) =
S
i2H
A
(k;+)
i (s). It is obvious that if V
(k+1;+)(s) = V (k;+)(s), thenS
i2H
S
(k+1;+)
i (s) µ V (k;+)(s). Consequently, there does not exist any new arc A(k+1;+)i (s) µ
A+i , then corresponding joint unilateral improvements from state s will stop at step k
, i.e., R+H(s) = V
(k;+)(s). Result (1) can be proved in a similar manner. 2
For H µ N , let j S
i2H
Ai j and j S
i2H
A+i j denote the number of UM arcs and UI arcs,
respectively, in H's graphs. Then the following Lemma 3 can be easily derived following
Lemma 2.
Lemma 3 Let ±1 and ±2 denote the number of iterations required to ¯nd RH(s) and
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R+H(s), respectively, for 8s 2 S. Then
±1 ·j
[
i2H
Ai j and ±2 ·j
[
i2H
A+i j :
Proof: We prove ±2 ·j S
i2H
A+i j. From Lemma 2, if there does not exist any new
UI arc, then the corresponding joint UI moves will stop. Consequently, the number of
iterations to ¯nd joint UIs, R+H(s), is less than the number of UI arcs in H's graphs.
i.e., ±2 ·j S
i2H
A+i j.
Similarly, we can prove ±1 ·j S
i2H
Ai j. 2
Fix H µ N . We now demonstrate how to ¯nd joint matrices corresponding to RH(s),
the set of reachable states via joint UMs by H from s, R+H(s), the set of reachable states
via joint UIs by H from s, s 2 S, respectively.
Let L1 =j S
i2H
Ai j and L2 =j S
i2H
A+i j. Then, the following theorem can be derived using
Lemma 3.
Theorem 2 Let s 2 S, H µ N; and H 6= ;: Then joint UM matrix MH and joint UI
matrix M+H can be respectively expressed by
MH =
L1_
t=1
_
i2H
M
(t)
i and M
+
H =
L2_
t=1
_
i2H
M
(t;+)
i :
Proof: The proof for MH =
L1W
t=1
W
i2H
M
(t)
i is similar to that shown by [26]. Now we
prove M+H =
L2W
t=1
W
i2H
M
(t;+)
i : Assume that G =
L2W
t=1
W
i2H
M
(t;+)
i : Based on De¯nition 2,
M+H (s; q) = 1 i® q 2 R+H(s). Since L2 =j
S
i2N
A+i j, then, by Lemma 3, L2 ¸ ±2.
Therefore, by De¯nition 1, q 2 R+H(s) implies that 9 1 · l · ±2 and 9 i0 2 H such that
M
(l;+)
i0 (s; q) = 1. Then the (s; q) entry of matrix G is G(s; q) = 1: Therefore,M
+
H (s; q) =
1 i® G(s; q) = 1: Since M+H and G are 0-1 matrices, it follows that M
+
H =
±2W
t=1
W
i2H
M
(t;+)
i .
2
It is now clear that joint matrices and status quo analysis matrices have the following
relationship:
Theorem 3 Let H µ N . MH = W
i2H
MSQ
(±1)
i and M
+
H =
W
i2H
MSQ
(±2;+)
i ; where ±1 and ±2
denote the number of iterations required to ¯nd RH(s) and R
+
H(s).
The aim of stability analysis is to ¯nd equilibria of a graph model that are stable for all
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DMs under appropriate stability de¯nitions. The joint matrices MH and M
+
H are essen-
tial components for stability analysis using the matrix method [26]. Status quo analysis
examines the dynamics of a con°ict model and assesses whether predicted equilibria
are reachable from the status quo [19]. The status quo analysis matrices MSQ
(t)
i and
MSQ
(t;+)
i su±ciently depict the status quo analysis process. Thus, the two inductive
procedures provided by Lemma 1 furnish a uni¯ed vehicle to carry out both stability
analysis and status quo analysis using consistent and related matrix formulations in an
algebraic way.
4 Application of the Matrix Method for Status Quo Analysis
In this section, the proposed matrix approach to status quo analysis is applied to the
Elmira con°ict to illustrate how the procedure works. As a small agricultural town
renowned for its annual maple syrup festival, Elmira is located in southwestern On-
tario, Canada. In 1989, the OntarioMinistry of Environment (MoE) detected that
the underground aquifer supplying water for Elmira was polluted by N-nitroso demethy-
lamine (NDMA). A local pesticide and rubber manufacturer,Uniroyal Chemical Ltd.
(UR), was identi¯ed, since the prime suspect as NDMA is a by-product of its produc-
tion line. Hence, a Control Order was issued by MoE, requiring that UR take expensive
measures to remedy the contamination. UR immediately appealed to repeal this con-
trol order. The Local Government (LG) consisting of the Regional Municipality of
Waterloo and the Township of Woolwich, sided with MoE and sought legal advice from
independent consultants on its role to resolve this con°ict (see the paper [11] for more
details).
Table 1
Feasible states for the Elmira model
MoE
1. Modify N Y N Y N Y N Y ¡
UR
2. Delay Y Y N N Y Y N N ¡
3. Accept N N Y Y N N Y Y ¡
4. Abandon N N N N N N N N Y
LG
5. Insist N N N N Y Y Y Y ¡
State number 1 2 3 4 5 6 7 8 9
[11] established a graph model for this con°ict, comprised of three DMs: 1. MoE, 2.
UR, and 3. LG; and ¯ve options: 1.Modify¡Modify the Control Order to make it more
acceptable to UR; 2.Delay¡Lengthen the appeal process; 3. Accept¡Accept the cur-
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UR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MoE MoE
MoE MoE
Fig. 1. A graph model for the Elmira con°ict.
Table 2
Relative preferences for DMs in the Elmira con°ict
DM Preference
MoE 7 Â 3 Â 4 Â 8 Â 5 Â 1 Â 2 Â 6 Â 9
UR 1 Â 4 Â 8 Â 5 Â9 Â3 Â 7 Â 2 Â 6
LG 7 Â 3 Â 5 Â 1 Â 8 Â 6 Â 4 Â 2 Â 9
rent Control Order; 4. Abandon¡Abandon its Elmira operation; and 5. Insist¡Insist
that the original Control Order be applied. Although there exist 32 mathematically
possible states, given the ¯ve options in this model, many of them are infeasible for a
variety of reasons and only 9 states are identi¯ed as being feasible and listed in Table
1 (where a \Y" indicates that an option is selected by the DM controlling it, an \N"
means that the option is not chosen, and a dash \¡" denotes that the entry may be
\Y" or \N"). The graph model of the Elmira con°ict is shown in Fig. 1, in which labels
on the arcs indicate the DM who controls the move; and preference information over
the states is given in Table 2.
Let N = f1; 2; 3g be the set of three DMs (1=MoE, 2=UR, and 3=LG). To carry out
status quo analysis for the Elmira model by using the matrix approach, the following
steps are needed:
² Construct matrices Ji and P+i for i = 1; 2; 3; using information provided by Fig. 1
and Table 2 as well as equations (1) and (2);
² Calculate the UI matrices J+i for i = 1; 2; 3; using equation (3);
² Determine the matrices M (t)i and M (t;+)i for i = 1; 2; 3; using inductive formulations
provided by Lemma 1; and
² Compute the status quo analysis matrices MSQ(k)i and MSQ
(k;+)
i for i = 1; 2; 3; using
Theorem 1.
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Table 3
Stability analysis results of the Elmira model
State Number Nash GMR SMR SEQ
MoE UR LG Eq MoE UR LG Eq MoE UR LG Eq MoE UR LG Eq
1
p p p p p p p p p p p p
2
p p p p p p p
3
p p p p p p p
4
p p p p p p p p p p p p
5
p p p p p p p p p p p p p p p p
6
p p p p p p p p
7
p p p p p p p p
8
p p p p p p p p p p p p p p p p
9
p p p p p p p p p p p p p p p p
Status quo analysis is mainly concerned with the attainability of predicted equilibria.
Therefore, stability analysis is usually conducted ¯rst. Traditionally, stability analysis
is performed by using the DSS GMCR II. Here, to demonstrate the e®ectiveness of
the matrix approach, stability analyses are carried out by using the proposed methods
by Xu et al. [26] under four solution concepts consisting of Nash stability, General
Metarationality (GMR), Symmetric Metarationality (SMR), and Sequential stability
(SEQ). The results are summarized in Table 3, in which \
p
" for a given state under a
DM means that this state is stable for a given DM; and \
p
" for a state under \Eq"
signi¯es that this state is an equilibrium for a corresponding solution concept. It is
trivial to verify that the stability analysis results for the four solution concepts are
identical to the ¯ndings generated by GMCR II. Table 3 identi¯es three states 5, 8
and 9 as strong equilibria because they are stable for all DMs under all four solution
concepts.
Matrix manipulations generate the status quo analysis matrices given in Table 4 (with
any UMs) and Table 5 (with UIs only). As the status quo state is 1, we can assess
the attainability of any state from the status quo state by examining its corresponding
entry in the ¯rst row for each DM, where a value of 1 indicates that the associated state
is reachable from the status quo state and a value of 0 means that the corresponding
state is not reachable. Given the three matrices in Table 4, it is obvious that the
three strong equilibria, 5, 8, and 9, are all attainable. For instance, MSQ
(3)
MoE (1; 8) = 1,
MSQ
(3)
UR (1; 8) = 1, and M
SQ(3)
LG (1; 8) = 1 demonstrate that the strong equilibrium state 8
is reachable from status quo state 1 in at most three UMs with the last mover being any
of the three DMs, MoE, UR or LG. On the other hand, as the only non-zero (1,5) entry
of the three matrices is MSQ
(3)
LG (1; 5), equilibrium 5 can be reached from the status quo
within three UMs with LG being the unique last mover. Similarly, strong equilibrium
9 is reachable from status quo state 1 in at most three UMs with a unique last mover
UR.
When only UIs are allowed as shown in Table 5, the only strong equilibrium that can
be reached from the status quo state 1 is 5, which can be achieved in at most three
UIs with last mover LG, because the unique non-zero entry in the ¯rst row of the three
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Table 4
Status quo analysis matrices with unilateral moves
Matrix MSQ
(3)
MoE M
SQ(3)
UR M
SQ(3)
LG
State 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
1 0 1 0 1 0 1 0 1 0 0 0 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 0
2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 1 0 1 0 1 0
3 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 1 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
5 0 1 0 1 0 1 0 1 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 1 0 1 0 0 0 1 0
7 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 1 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 5
Status quo analysis matrices with unilateral improvements
Matrix MSQ
(3;+)
MoE M
SQ(3;+)
UR M
SQ(3;+)
LG
State 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 0 1 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
matrices is MSQ
(3;+)
LG (1; 5).
If a di®erent state is selected as the status quo state, one can conveniently examine
the elements of the corresponding row in the relevant status quo analysis matrices to
evaluate the attainability of any state that is of interests.
Table 6
The results of status quo analysis for the the Elmira con°ict
State V (0) V (1) V (2) V (3) V (4) State V (0;+) V (1;+) V (2;+) V (3;+) V (4;+)
1
p
2
p
2 1 1 1,3 1,3 4 2 2 2 2
3 2 2 2,3 2,3 6 3 3 3 3
5 3 3 3 3 9 2 2,3 2,3 2,3
9 2 2 2 2 8 2 2 2
4 1,2 1,2 1,2 1
6 1,3 1,3 1,3 3
7 2,3 2,3 2,3 5
8 1,2,3 1,2,3 7
By using the proposed inductive formulations in Theorem 1, the status quo analysis
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result can also be presented in a tableau form as shown in Table 6. Note that in Table
6, state 1 (
p
) and state 2 (
p
) are sequentially selected as the status quo state with
any UMs and UI, respectively. It is easy to verify the equivalence of the results here
and those given by Li et al. [19], except for the di®erence in recording the last mover
information in the two approaches. This table o®ers a wealth of information, such as
the speci¯c DM(s) as the last mover(s) and the shortest path(s) to reach a state. For
example, the shortest path to strong equilibrium 8 from status quo state 1 requires
three legal UMs with any of the three DMs being the last mover. However, if state 2
is selected as the status quo, then equilibrium 8 is reachable with the shortest path of
two UMs and a unique last mover DM 2.
By taking a status quo analysis into account, additional insights are revealed about
the attainability of any potential resolution and, if attainable, the dynamics of con°ict
evolution from the status quo state is demonstrated. The results o®ered by Table 6 are
identical to those provided by Li et al. [19].
5 Conclusions
Status quo analysis aims to look forward from the status quo for identifying attainable
states and assessing how readily they can be reached. Although status quo analysis was
developed early in the graph model, and GMCR II provides some basic analysis for
the relevance of the status quo, the concept was not su±ciently developed to include
in the decision support system. The new developments in status quo analysis and cor-
responding pseudo-codes are introduced by Li et al. [18, 19], but they have not been
implemented using computers so far.
In this paper, a matrix representation is developed for conducting status quo analysis
in the graph model for con°ict resolution. Due to the nature of the explicit algebraic
expressions, the matrix method has advantages of convenient computer implementation
and easy expansion to new analysis techniques. Consequently, it is possible to extend the
matrix method to the graph model with uncertain preference for status quo analysis [20].
The relationship between the joint matrices and status quo analysis matrices provided
by Theorem 3 demonstrates that the computational complexity of calculating the status
quo analysis matrices is less than that of constructing the joint matrices which presents a
polynomial-time e®ective algorithm analyzed by Xu et al. [26]. Therefore, the proposed
method has the potential to deal with large and complicated con°ict models. Inherently,
the proposed approach is based on the adjacency matrix to search state-by-state paths.
If a graph model contains multiple arcs between the same two states controlled by
di®erent DMs, the state-by-state paths will not be able to track all aspects of the
evolution of a con°ict from the status quo state, and an expanded model will be needed
to allow for searching arc-by-arc paths.
Furthermore, an important restriction in a graph model is that no DM can move twice in
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succession along any path. If di®erent DMs are denoted by distinct colors, then tracing
the evolution of a con°ict requires searching all paths in the integrated graph that start
from the status quo state and do not contain consecutive arcs with the same color. In this
case, it is di±cult to use existing methods or algorithms directly, including the genetic
algorithm [4] and the neural network [23], to ¯nd the paths, due to the additional feature
of color restrictions that is not present in existing problems. The proposed method
furnishes a potential tool for designing a conversion function to transform the original
problem of searching paths with certain practical constraints to a standard problem
of ¯nding paths without such restrictions so that existing methodologies can be easily
adapted for use in practice. These open problems warrant further investigations and
will be discussed in future research.
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We would like to thank you for carefully reviewing our paper and providing useful
comments to enhance its quality. Our revisions, written in response to your comments,
are explained below.
² It is recommended to the authors to maybe expand on the limitations and advan-
tages of their model as compared to other existent methodologies not only from
a mathematical angle but also from its applicability and relevance to Con°ict
Resolution.
Following the referee's thoughtful suggestion, Section 5 has been signi¯cantly
expanded to address the limitations and advantages of the proposed approach
from both a mathematical angle and its applicability and relevance to con°ict
resolution perspective. More speci¯cally, the second paragraph in Section 5 has
been expanded to comment on the advantages and limitations of the proposed
approach here and a new third paragraph has been added to lay out a framework
for future research to enhance the applicability of this model.
² Page 2: Second paragraph Recently NOT recently and Page 3: First paragraph
last line double "the"
These typos have been corrected in this revision.
² Page 3: the asymmetric a ºi b in the fourth line of Section 2.1 has an equal
line below that does not appear in any of the others. Is that an error?
This notation is introduced to facilitate de¯ning the function pi(s) in Equation
(1) on page 4.
² Page 4: in equation 1, q has not been de¯ned and \j:j" denotes the number of
states but was never used in equation 1 so does it go here?
The description of Equation (1) on page 4 has been slightly modi¯ed to clarify
this de¯nition.
² the order of (iii) and (v) makes it confusing, if possible I would move (v) to
become (iv) for better readability
(iii) and (v) have now been combined as per the referee's suggestion. (see page
5)
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* Response to Reviewers
² Page 6: what is Pi(.)?... it was never de¯ned in 2.1
The notation pi(:) has been changed to pi(s) as de¯ned in Section 2.1.
² Page 7: How is \j:j" from here related to the one in page 4?
In order to avoid confusion, the expression in equation (2) on page 7 has been
modi¯ed with an appropriate explanation.
² Page 7: last paragraph, should this be N rather than n?
In the last paragraph on page 7, n is correct. To make it clear, a de¯nition of n
is introduced therein: \Let n = jN j denote the number of DMs in the set N ."
² Page 8: in Pseudo-code I would tab to the left the otherwise so that it aligns
with the if above.. same on Page 9
The Pseudo-codes on page 8 and page 9 have been recon¯rmed.
² Page 10: Just to be sure, should DMi on Q(s, q) be i or j?
It is indeed DM i in Q(s; q) and this Q serves as an intermediate variable in the
calculation process.
2
