





























































































































































































































































































































































































































































































































                     L​A​(P)  L​A​(P)is the smallest set such that, if p , ,    ∈ P φ ψ ∈ , ,,a∈ A B⊆ A α ∈
KA​A​(P),  






winstate.  L​A​(P) means that   are expressions or announcements of P in the,φ ψ ∈  and ψφ  
language L​A​.  
 
means a is an element in A, which is an agent, which is a single player. And B, ,a∈ A B⊆ A  
is a subset of A meaning a group of players.  KA​A​(P), is that  is an expression of aα ∈ α  
knowledge action, which we will look at later. If all of this is true. We can induce that the 
following is also true, and we can use it in the language L​A​. [6] The following being 
. That is p which is already explained.  is that an, φ, φ ), aφ, Bφ, α]φ A(P )p ¬ ( ⋀ψ K C [ ∈ L φ¬  
expression can be not true.   multiple expressions are true together.  , agent aφ ), ( ⋀ψ aφK  
knows expression  to be true.   a group of agents B has common knowledge that   isφ BφC φ  






     KA​A​(P)   iven a set of agents A and a set atoms P , the set of knowledge actions G    
                   L​A​(P) KA​A​(P), s the smallest set such that, if φ i   ∈ ,  , α α′ ∈   , thenB ⊆ A   :    
                            L​B KA​A​(P).  [6]φ,? , α ; α ), (α  α ), α ! α ), α  α ) α (   ′   ⋃  ′ ( ′ ( ⋂  ′ ∈    
 









nocard​b​a,{c,c’,c’’}   L​123456​?( c​b  c’​b  c’’​b​) ¬      ⋀  ¬      ⋀  ¬  
showcard​b,c​a,{c,c’,c’’}  L​123456​?(!L​ab​?c​b ​L​ab​?c’’​b ​L​ab​?c’’​b​) ⋃  ⋃  
endmove​a L​123456​? K​a ​0 ¬ δ  
















      S​A​  L​A​,  ~​a​}​a ​,V>.et(M, )  s L w =   ∈   nd φ a ∈   here M ,w =   < W { ∈ A  
[6]                We define s |  by induction on the structure of φ.  = φ  
 
|= ,M w p :   w  V(p)⇔ ∈  
|= ,M w φ¬ :   |/= ⇔ ,M w φ  
|= ,M w φ⋀ψ :   |=   and |= ⇔ ,M w φ ,M w ψ  
|= K​a,M w φ : w’ : w’ ~​a​ w |=∀⇔   ⇒ ,M w′ φ  
|= C​B,M w φ :   w’ : w’ ~​B​ w |=⇔ ∀ ⇒ ,M w′ φ  






expression  |=   ​should be read as p is satisfied in state w of model M. (M,w) is an,M w p  
epistemic state from a set of states S​A​, and   is an expression from the language L​A​. Theφ  
model is defined as  ~​a​}​a ​,V>, and is a model developed by Saul Kripke in the,M =   < W { ∈ A  
1960s [6] Now let’s look closer at definition 3. 
 





Next is  |=  :   |/=  . ​Meaning  not expression  ​ satisfies state w in model M, if,M w φ¬ ⇔ ,M w φ φ  






|= ,M w φ⋀ψ :   |=   and |=  . This is also a basic expression saying that both⇔ ,M w φ ,M w ψ  
expressions  and  satisfy M,w, if and only if both of them satisfy M,w by themselves asφ ψ  
well.  
 






|= C​B,M w φ :   w’ : w’ ~​B​ w |= .​This is very similar to the previous expression.⇔ ∀ ⇒ ,M w′ φ  
The difference is C​B ​ ​which means that a group of agents ‘B’ share the common knowledgeφ  
, if all states concludes with    being true.φ φ   
18 
 
The last one is  |= [ ​],M w α φ :   ​ : ( )[[ ​]] |= .⇔ S ∀ ⊆ S ⊆ A ,M w α (M , )  ,S⇒ ∃ ′ w′ ∈ S : M ′ w′ φ  
This sentence can also be written as follows.  |= [ ​],M w α φ :   .,  |⇔ M w = φ |φ,  |⇒ M w = α  
This means that after every announcement of knowledge action  ,   holds if and only if α φ φ





























































































































































































































































































































































































































































































































































































































































































































































































































































































































nocard​b​a,{c,c’,c’’}   L​123456​?( c​b  c’​b  c’’​b​) ¬      ⋀  ¬      ⋀  ¬  



























































































































































































































































































































































































































































































































































































































































































































































  L​A​(P)  L​A​(P) KA​A​(P),is the smallest set such that, if p , ,    ∈ P φ ψ ∈ , ,,a∈ A B⊆ A α ∈   
















Next on the list is  this is represented in the program as a list that is an identifier. Beinga∈ A  










=  [2] = [1,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21]φ¬ ¬  













KA​A​(P)iven a set of agents A and a set atoms P , the set of knowledge actions G    
                   L​A​(P) KA​A​(P), s the smallest set such that, if φ i   ∈ ,  , α α′ ∈   , thenB ⊆ A   :    





a,{c,c’,c’’}   L​123456​?( c​b  c’​b  c’’​b​)¬    ⋀¬    ⋀¬  
showcard​b,c​
a,{c,c’,c’’}  L​123456​?(!L​ab​?c​b ​L​ab​?c’’​b ​L​ab​?c’’​b​)⋃ ⋃  
endmove​a L​123456​? K​a ​
0¬ δ  










First if we put in values for the variable in the formula ( c​b  c’​b  c’’​b​), one example of¬    ⋀¬    ⋀¬  


























a,{c,c’,c’’}  L​123456​?(!L​ab​?c​b ​L​ab​?c’’​b ​L​ab​?c’’​b​)⋃ ⋃  
 
Setting values to the variable in this case ​(!L​ab​?c​b ​L​ab​?c’’​b ​L​ab​?c’’​b​), ​becomes​ (!L​12​?1​2 ​L​12​?7​2⋃ ⋃ ⋃
L​12​?13​2​) ​which in the terms of the program looks like this:⋃  




















endmove​a L​123456​? K​a ​
0¬ δ  

























|=  . ​What anSC/5 does is to take the results from showcard (M) and the result,M w φ⋀ψ  
from nocard (M2) and seeing where   ​is true. In other words  |= M and |=2M⋀M o,M w o,M w  
.​ The states  where  ​is true are kept and the others are discarded.2M  m∈ M 2 m⋀M   
 
This shows us that all the knowledge actions can be implemented into prolog. 
 
4.4 Comparing agent using modal logic vs not. 
 
In order to test the difference in performance in when the program used the modal logic vs 
when it did not. A predicate designed to count the number of rounds a game would go on 
was created.  
 
counter(X,0,N2,R,R2):­ R2 is R/N2,!. 
counter(X,N,N2,R,R2):­N3 is N­1,players(X,U), R3 is R + U, counter(X,N3,N2,R3,R2). 
 
Unity.pl was slightly modified so that it would be able to cound the rounds. After this 
counter/5, would call on players/2 which is the modified players/1. It will call for X amounts of 
players for N amount of rounds, N2 is also the same amount as N. players/2 will return U 
every round, which is the number of rounds the game of cluedo took. U will be added to R 
and is called R3. N3 is the new counter, and is N­1. Then a new round is called for with N3 
and R3 taking the place of N and R. This goes on until N reaches 0. The R which is the sum 
of all U’s will be divided by N2. This way we get the average number of rounds it took to 
complete a game of cluedo. The reason rounds was made the indicator of the agent’s 
performance is because the knowledge gain is calculated at the end of every round. And an 
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agent using fewer rounds got to the right answer the fastest and therefore has the highest 
performance.  
 
Result: 
Without using modality.pl in the program the average rounds in 100 round was 13.43: 
Q:  
counter(6,100,100,0,R). 
 
A: 
R = 13.43 ; 
false. 
 
When the modality.pl was used the average in 100 rounds was 8.05 : 
 
Q: 
counter(6,100,100,0,R). 
 
A: 
R = 8.05 ; 
false. 
 
That means that player/2 with modality.pl activated on average use 5.38 less rounds to find 
the correct winstate. That is quite considerable since 5.38 is 66.8% of the total of 8.05, and 
40% of the total of 13.43. Meaning the program using modal.pl uses 40% less rounds. And 
1.668 times faster. Bear in mind that a program that fully uses the principles of dynamic 
epistemic logic would find the answer in even less amount of rounds. When testing an agent 
who operates completely random, we get these values: 
 
Q: 
counter(6,10,10,0,R). 
 
A: 
R = 134.3  
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The random agent has a smaller sample size because of memory issues with prolog. 
However when comparing this number to the agent using modal.pl, we see that it uses 94% 
less rounds than the random agent. That is more than 16.5 times faster.  As you results 
show the agent using modality.pl has a significant increase in its performance over both the 
random agent and the agant not using modal.pl. This shows us that that the mechanics from 
dynamic epistemic logic has been successfully implemented into prolog. 
 
4.5 Prolog: 
 
One of the main problems I encountered when using prolog was the lack of memory to go 
through with the operation. A query would simply stop midway because all the memory 
allotted had been used. In a 32­bit system the default memory given to prolog is 128 MB per 
are of local, global and trail memory. And for a 64­bit system the double of that at 256 
MB.This is not a lot and, in several cases it was not enough. Luckily there is an inbuilt 
predicate that gives you the option to increase the amount of memory available to the 
program. The set_prolog_stack/2 predicate has been very helpful in dealing with this 
problem. 
 
 
4.6 Strategies and further development: 
 
The program is still flawed in the sense that it still only chose a state to query randomly. 
Using the knowledge gained from analyzer/5, it is possible to pick a state that gives the 
agent the highest possible information gain, while keeping it low for the rest of the players. In 
order to do this, the information of what other players know about each other is of higher 
importance. Therefore an implementation of showcard/2 into analyzer/5 would be necessary.  
 
One strategy in order to get the most knowledge from the nocard knowledge action, would 
be to ask only for unknown cards from player 6, that many players share. Assuming the 
agent is player 1, the most knowledge is gained from nocard if player 6 is the one who 
answers. If the query reaches player 6, 3 cards can be eliminated from each player. This is a 
risky strategy for several reasons. The first being that all the information gained in nocard is 
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general knowledge. So all the players will learn the same as you. The second is that there is 
no way of knowing which player will actually answer the query..  
 
A slightly more subtle strategy would be to design a query to give you an answer from a 
specific player, or for a specific card. For instance if you want an answer from player 3, you 
should pick a state where you know player 2 cannot answer it. Or if you can ask for a card 
mixed with cards from your own hand, or a card you know to be in the winstate. This strategy 
also has risks. You can give other players knowledge by making players use nocard. Or you 
might ask for a card that none of the opponents are carrying, letting them know the cards 
you queried is either in the winstate or on your hand.  
 
Another thing the analyzer/5 should be able to do, is to check M2 for numbers all players are 
missing. If for instance, M2 after a few rounds of eliminating cards looks like this: 
 
[[1], [ 8, 9, 15,]],  
[[2], [3, 5, 6, 10, 14,  18, 19]],  
[[3], [1, 2, 3, 6, 10, 13, 14, 17, 18],  
[[4], [1, 2, 3, 5, 10, 11, 13, 14, 17, 20]],  
[[5], [1, 2, 3, 5, 7, 10, 11, 13, 16, 17, 18, 21]],  
[[6], [2, 3, 5, 7, 13, 16, 18]]]  
 
The agent can go through the list and find out that card 4 and 12 are missing from all the 
players. That means that card 4 and 12 must be in the winstate. This is important, because 
the winstate is divided into categories. So knowing 4 and 12 means the agent know the 
person and weapon category. And can eliminate all other cards in those two categories. 
Meaning the agent can remove states containing cards [1,2,3,5,6,7,8,9,10,11] from the list of 
possible winstates.  
 
If the game is with 6 players an agent can know that every player has 3 cards on his hand. 
An implementation should be made into analyzer where known cards are marked. This way 
the agent can check for the amount of known cards per player and if it is 3, the agent can 
remove all other cards from the player in M2. This does not have an immediate impact the 
way the program is now, but when the knowledge from showcard2/3 is better used, this will 
help the information gain, in knowing which cards players know other players have.  
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Another implementation that can be made is to start analyzer/5 over again every time M2 is 
updated in remover/5. The updated version of M2 can be used in anSC/5 and might get 
more known states that can be removed in remover/5, which can again give an updated 
version of M2. This process should go on until no more information can be gained. To 
illustrate this imagine the following scenario: 
 
We have M2: 
[[1], [1, 2, 8, 9, 12, 15]], 
 [[2], [2, 3, 5, 6, 8, 10, 13, 14, 18, 19, 20, 21]], 
 [[3], [1, 2, 3, 6, 8, 10, 12, 13, 14, 17, 18, 19, 20, 21]],  
 [[4], [1, 2, 3, 5, 8, 10, 11, 13, 14, 17, 18, 19, 20]],  
 [[5], [1, 2, 3, 4, 5, 7, 10, 11, 12, 13, 16, 17, 18, 19, 20, 21]],  
 [[6], [2, 3, 4, 5, 7, 10, 12, 13, 16, 18, 19, 20, 21]]], 
 
And the result of anSC/5 is: 
 
N = [[[1], [8]],  
[[2], [19],[8]],  
[[3], [17], [1]],  
[[4], [11], [5], [8]],  
[[5], [4, 12], [7, 12], [16, 12], [4, 21], [7, 21], [16, 21]],  
[[6]]] ; 
 
After going through remover/5 M2 will now look like this: 
 
 [[1], [1, 2, 8, 9, 12, 15]], 
 [[2], [2, 3, 5, 6, 10, 13, 14, 18, 19, 20, 21]], 
 [[3], [1, 2, 3, 6, 10, 12, 13, 14, 17, 18, 19, 20, 21]],  
 [[4], [1, 2, 3, 5, 10, 11, 13, 14, 17, 18, 19, 20]],  
 [[5], [1, 2, 3, 4, 5, 7, 10, 11, 12, 13, 16, 17, 18, 19, 20, 21]],  
 [[6], [2, 3, 4, 5, 7, 10, 12, 13, 16, 18, 19, 20, 21]]], 
 
Normally the program will move on now, but if we were to send the updated M2 to anSC/5 
now, we would get: 
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N = [[[1], [8]],  
[[2], [19]],  
[[3], [17], [1]],  
[[4], [11], [5]],  
[[5], [4, 12], [7, 12], [16, 12], [4, 21], [7, 21], [16, 21]],  
[[6]]] ; 
 
Now we can also remove 19 from all players except player 2, and also from winstates. The 
program as it is now will wait until the next round before it does this. This is just some of the 
possibilities for further implementation.  
   
 
5 Conclusion: 
 
For the conclusion of the thesis let’s go through each of the research questions one by one.  
 
 
● Is Prolog suitable for implementations of Cluedo game mechanics? 
 
In section 4.1 we have looked at the parts needed to make a game of Cluedo run. And how 
they were successfully implemented into prolog. This shows that Prolog is a suitable 
language for this kind of programming. However there are challenges described in 4.5 that 
shows that prolog might not be the best fit.  
 
● Is Prolog suitable for implementations of dynamic epistemic logic? 
 
Section 4.2 shows us that the language for dynamic epistemic logic can be represented in 
Prolog. Which does makes Prolog suitable for this kind of implementation. 
 
● How can Cluedo’s knowledge actions, formalised in dynamic epistemic logic, be 
implemented in Prolog? 
 
Section 4.3 shows us how the knowledge actions can be represented. In addition the 
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knowledge actions showcard and nocard has been successfully implemented into Prolog.  
 
● How does an agent using dynamic epistemic logic compare to a navie agent that 
does not? 
 
Section 4.4 shows us that the the agent using a limited form of dynamic epistemic logic 
increased the efficiency by 66.8% when compared to an agent that did not. In 100 games of 
Cluedo the average number of rounds to get the correct answer was 8.05 for the agent using 
dynamic epistemic logic. Compared to 13.43 rounds for the one that did not.   
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Appendix A. 
 
Query of player(6). Before modal.pl 
 
31 ?­ players(6). 
 
deal:[[[1],15,8,9],[[2],19,10,18],[[3],17,13,6],[[4],11,14,1],[[5],21,7,16],[[6],3,2,5]] 
Win:s(4,12,20) 
my cards:[[1],15,8,9] 
states left:192 
P: [[1],15,8,9] 
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QM:s(4,7,16) 
A:[[5],7] 
states left:144 
Q:[[s(4,7,16),[1],[5]],[s(5,11,16),[2],[4]],[s(6,12,21),[3],[5]],[s(6,8,14),[4],[1]],[s(1,11,17),[5],[3]],
[s(4,12,19),[6],[2]]]bf 
P: [[1],15,8,9] 
QM:s(2,11,17) 
A:[[3],17] 
states left:126 
Q:[[s(2,11,17),[1],[3]],[s(6,10,17),[2],[3]],[s(4,7,18),[3],[5]],[s(4,12,20),[4],[0]],[s(3,11,13),[5],[6]
],[s(6,9,16),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(5,11,19) 
A:[[2],19] 
states left:108 
Q:[[s(5,11,19),[1],[2]],[s(6,7,14),[2],[3]],[s(1,10,20),[3],[4]],[s(1,7,16),[4],[5]],[s(1,10,19),[5],[2]],
[s(1,7,13),[6],[3]]] 
P: [[1],15,8,9] 
QM:s(3,10,18) 
A:[[2],10] 
states left:72 
Q:[[s(3,10,18),[1],[2]],[s(6,11,17),[2],[3]],[s(6,7,21),[3],[5]],[s(6,7,18),[4],[5]],[s(5,8,15),[5],[6]],[s
(3,7,18),[6],[2]]] 
P: [[1],15,8,9] 
QM:s(6,11,13) 
A:[[3],13] 
states left:60 
Q:[[s(6,11,13),[1],[3]],[s(4,10,16),[2],[5]],[s(4,12,20),[3],[0]],[s(2,7,18),[4],[5]],[s(5,12,15),[5],[6]
],[s(2,7,20),[6],[5]]] 
P: [[1],15,8,9] 
QM:s(3,12,21) 
A:[[5],21] 
states left:48 
Q:[[s(3,12,21),[1],[5]],[s(6,11,17),[2],[3]],[s(4,11,16),[3],[4]],[s(4,7,21),[4],[5]],[s(6,7,18),[5],[2]],
[s(3,11,19),[6],[2]]] 
P: [[1],15,8,9] 
QM:s(6,12,20) 
A:[[3],6] 
states left:40 
Q:[[s(6,12,20),[1],[3]],[s(6,10,16),[2],[3]],[s(6,12,19),[3],[2]],[s(1,11,17),[4],[3]],[s(3,8,19),[5],[6]
],[s(5,10,15),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(4,12,18) 
A:[[2],18] 
states left:30 
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Q:[[s(4,12,18),[1],[2]],[s(5,12,21),[2],[5]],[s(5,12,19),[3],[6]],[s(2,11,20),[4],[6]],[s(4,12,16),[5],_
G9304],[s(3,12,15),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(1,11,14) 
A:[[4],11] 
states left:15 
Q:[[s(1,11,14),[1],[4]],[s(4,8,17),[2],[3]],[s(1,10,15),[3],[4]],[s(4,7,15),[4],[5]],[s(4,12,18),[5],[2]],
[s(3,7,16),[6],[5]]] 
P: [[1],15,8,9] 
QM:s(1,12,14) 
A:[[4],14] 
states left:10 
Q:[[s(1,12,14),[1],[4]],[s(2,11,14),[2],[4]],[s(1,11,21),[3],[4]],[s(6,9,19),[4],[1]],[s(6,11,17),[5],[3]
],[s(4,8,13),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(1,12,20) 
A:[[4],1] 
states left:8 
Q:[[s(1,12,20),[1],[4]],[s(6,7,21),[2],[3]],[s(1,7,15),[3],[4]],[s(4,7,18),[4],[5]],[s(6,11,16),[5],[3]],[s
(5,8,14),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(2,12,20) 
A:[[6],2] 
states left:6 
Q:[[s(2,12,20),[1],[6]],[s(4,11,14),[2],[4]],[s(3,10,18),[3],[6]],[s(6,7,21),[4],[5]],[s(1,10,18),[5],[2]
],[s(5,12,19),[6],[2]]] 
P: [[1],15,8,9] 
QM:s(5,12,20) 
A:[[6],5] 
states left:4 
Q:[[s(5,12,20),[1],[6]],[s(5,11,15),[2],[4]],[s(5,11,18),[3],[4]],[s(5,7,17),[4],[5]],[s(4,7,17),[5],[3]],
[s(3,10,15),[6],[1]]] 
P: [[1],15,8,9] 
QM:s(3,12,20) 
A:[[6],3] 
states left:2 
Q:[[s(3,12,20),[1],[6]],[s(2,10,17),[2],[3]],[s(3,12,16),[3],[5]],[s(5,11,20),[4],[6]],[s(1,9,16),[5],[1]
],[s(4,7,13),[6],[3]]] 
P: [[1],15,8,9] 
QM:s(4,12,20) 
true. 
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Appendix B 
 
Query of player(6). Before modal.pl 
 
16 ?­ players(6). 
deal:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9],[[6],16,15,7]] 
Win:s(2,11,21) 
my cards:[[1],5,13,12] 
states left:200 
P: [[1],5,13,12] 
QM:s(2,9,18) 
A1:[4] 
s(2,11,21) 
[[4],18] 
A:[[4],18] 
Statesleft OldL: 175 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(2,9,18),[1],[4]],[s(6,12,19),[2],[4]],[s(3,11,15),[3],[6]],[s(3,12,14),[4],[1]],[s(2,12,16),[5],[6]
],[s(2,11,14),[6],[4]]] 
states left NewL: 175 
P: [[1],5,13,12] 
QM:s(3,7,15) 
A1:[3] 
s(2,11,21) 
[[3],3] 
A:[[3],3] 
Statesleft OldL: 140 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(3,7,15),[1],[3]],[s(3,10,13),[2],[3]],[s(2,8,19),[3],[5]],[s(4,9,17),[4],[5]],[s(5,9,17),[5],[1]],[s(
5,12,14),[6],[1]]] 
states left NewL: 140 
P: [[1],5,13,12] 
QM:s(1,10,15) 
A1:[2] 
s(2,11,21) 
[[2],10] 
A:[[2],10] 
Statesleft OldL: 112 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(1,10,15),[1],[2]],[s(1,9,20),[2],[3]],[s(6,7,19),[3],[4]],[s(5,10,13),[4],[1]],[s(6,10,14),[5],[2]],
[s(3,8,18),[6],[2]]] 
states left NewL: 112 
P: [[1],5,13,12] 
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QM:s(2,7,15) 
A1:[6] 
s(2,11,21) 
[[6],15] 
A:[[6],15] 
Statesleft OldL: 96 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(2,7,15),[1],[6]],[s(1,12,20),[2],[3]],[s(3,10,18),[3],[4]],[s(4,11,18),[4],[2]],[s(2,7,17),[5],[6]],
[s(1,10,14),[6],[2]]] 
states left NewL: 72 
P: [[1],5,13,12] 
QM:s(4,11,20) 
A1:[2] 
s(2,11,21) 
[[2],4] 
A:[[2],4] 
Statesleft OldL: 48 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(4,11,20),[1],[2]],[s(6,8,14),[2],[4]],[s(6,7,20),[3],[4]],[s(3,8,19),[4],[5]],[s(4,11,18),[5],[2]],[s
(1,11,15),[6],[5]]] 
states left NewL: 30 
P: [[1],5,13,12] 
QM:s(2,11,17) 
A1:[3] 
s(2,11,21) 
[[3],17] 
A:[[3],17] 
Statesleft OldL: 24 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(2,11,17),[1],[3]],[s(1,8,16),[2],[5]],[s(3,8,13),[3],[1]],[s(6,9,18),[4],[5]],[s(3,8,18),[5],[2]],[s(
5,9,15),[6],[1]]] 
states left NewL: 6 
P: [[1],5,13,12] 
QM:s(2,11,14) 
A1:[4] 
s(2,11,21) 
[[4],14] 
A:[[4],14] 
Statesleft OldL: 4 
L:[[[1],5,13,12],[[2],8,10,4],[[3],17,3,20],[[4],14,18,6],[[5],19,1,9]] 
Q:[[s(2,11,14),[1],[4]],[s(3,10,13),[2],[3]],[s(5,10,15),[3],[6]],[s(3,12,13),[4],[1]],[s(4,12,18),[5],[
1]],[s(4,11,14),[6],[2]]] 
states left NewL: 4 
P: [[1],5,13,12] 
QM:s(2,11,21) 
s(2,11,21) 
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A1:[0] 
s(2,11,21) 
[[0], (2,11,21)] 
WE HAVE A WINNNER!!s(2,11,21) 
true. 
 
 
 
Appendix C 
 
cluedo.pl 
 
 
% Author:  Vemund 
% Date: 24.03.2015 
 
person('Miss Scarlett').       % 1 
person('Professor Plum').      % 2 
person('Mrs. Peacock').        % 3 
person('Reverend Green').      % 4 
person('Colonel Mustard').     % 5 
person('Mrs. White').          % 6 
 
weapon('Candlestick').         % 7 
weapon('Dagger').              % 8 
weapon('Lead Pipe').           % 9 
weapon('Revolver').            % 10 
weapon('Rope').                % 11 
weapon('Wrench').              % 12 
 
location('Kitchen').           % 13 
location('Ballroom').          % 14 
location('Conservatory').      % 15 
location('Dining Room').       % 16 
location('Billiard Room').     % 17 
location('Library').           % 18 
location('Lounge').            % 19 
location('Hall').              % 20 
location('Study').             % 21 
 
cards(['Miss Scarlett','Professor Plum','Mrs. Peacock','Reverend Green','Colonel 
Mustard','Mrs. White','Candlestick', 'Dagger', 'Lead Pipe', 'Revolver','Rope', 'Wrench', 
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'Kitchen','Ballroom','Conservatory' ,'Dining Room','Billiard 
Room','Library','Lounge','Hall','Study']). 
cards2([1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21]). 
winstates([s(1,7,13),s(1,7,14),s(1,7,15),s(1,7,16),s(1,7,17),s(1,7,18),s(1,7,19),s(1,7,20),s(1,7
,21), 
s(1,8,13),s(1,8,14),s(1,8,15),s(1,8,16),s(1,8,17),s(1,8,18),s(1,8,19),s(1,8,20),s(1,8,21), 
s(1,9,13),s(1,9,14),s(1,9,15),s(1,9,16),s(1,9,17),s(1,9,18),s(1,9,19),s(1,9,20),s(1,9,21), 
s(1,10,13),s(1,10,14),s(1,10,15),s(1,10,16),s(1,10,17),s(1,10,18),s(1,10,19),s(1,10,20),s(1,10
,21), 
s(1,11,13),s(1,11,14),s(1,11,15),s(1,11,16),s(1,11,17),s(1,11,18),s(1,11,19),s(1,11,20),s(1,11
,21), 
s(1,12,13),s(1,12,14),s(1,12,15),s(1,12,16),s(1,12,17),s(1,12,18),s(1,12,19),s(1,12,20),s(1,12
,21), 
 
s(2,7,13),s(2,7,14),s(2,7,15),s(2,7,16),s(2,7,17),s(2,7,18),s(2,7,19),s(2,7,20),s(2,7,21), 
s(2,8,13),s(2,8,14),s(2,8,15),s(2,8,16),s(2,8,17),s(2,8,18),s(2,8,19),s(2,8,20),s(2,8,21), 
s(2,9,13),s(2,9,14),s(2,9,15),s(2,9,16),s(2,9,17),s(2,9,18),s(2,9,19),s(2,9,20),s(2,9,21), 
s(2,10,13),s(2,10,14),s(2,10,15),s(2,10,16),s(2,10,17),s(2,10,18),s(2,10,19),s(2,10,20),s(2,10
,21), 
s(2,11,13),s(2,11,14),s(2,11,15),s(2,11,16),s(2,11,17),s(2,11,18),s(2,11,19),s(2,11,20),s(2,11
,21), 
s(2,12,13),s(2,12,14),s(2,12,15),s(2,12,16),s(2,12,17),s(2,12,18),s(2,12,19),s(2,12,20),s(2,12
,21), 
 
s(3,7,13),s(3,7,14),s(3,7,15),s(3,7,16),s(3,7,17),s(3,7,18),s(3,7,19),s(3,7,20),s(3,7,21), 
s(3,8,13),s(3,8,14),s(3,8,15),s(3,8,16),s(3,8,17),s(3,8,18),s(3,8,19),s(3,8,20),s(3,8,21), 
s(3,9,13),s(3,9,14),s(3,9,15),s(3,9,16),s(3,9,17),s(3,9,18),s(3,9,19),s(3,9,20),s(3,9,21), 
s(3,10,13),s(3,10,14),s(3,10,15),s(3,10,16),s(3,10,17),s(3,10,18),s(3,10,19),s(3,10,20),s(3,10
,21), 
s(3,11,13),s(3,11,14),s(3,11,15),s(3,11,16),s(3,11,17),s(3,11,18),s(3,11,19),s(3,11,20),s(3,11
,21), 
s(3,12,13),s(3,12,14),s(3,12,15),s(3,12,16),s(3,12,17),s(3,12,18),s(3,12,19),s(3,12,20),s(3,12
,21), 
 
s(4,7,13),s(4,7,14),s(4,7,15),s(4,7,16),s(4,7,17),s(4,7,18),s(4,7,19),s(4,7,20),s(4,7,21), 
s(4,8,13),s(4,8,14),s(4,8,15),s(4,8,16),s(4,8,17),s(4,8,18),s(4,8,19),s(4,8,20),s(4,8,21), 
s(4,9,13),s(4,9,14),s(4,9,15),s(4,9,16),s(4,9,17),s(4,9,18),s(4,9,19),s(4,9,20),s(4,9,21), 
s(4,10,13),s(4,10,14),s(4,10,15),s(4,10,16),s(4,10,17),s(4,10,18),s(4,10,19),s(4,10,20),s(4,10
,21), 
s(4,11,13),s(4,11,14),s(4,11,15),s(4,11,16),s(4,11,17),s(4,11,18),s(4,11,19),s(4,11,20),s(4,11
,21), 
s(4,12,13),s(4,12,14),s(4,12,15),s(4,12,16),s(4,12,17),s(4,12,18),s(4,12,19),s(4,12,20),s(4,12
,21), 
 
s(5,7,13),s(5,7,14),s(5,7,15),s(5,7,16),s(5,7,17),s(5,7,18),s(5,7,19),s(5,7,20),s(5,7,21), 
s(5,8,13),s(5,8,14),s(5,8,15),s(5,8,16),s(5,8,17),s(5,8,18),s(5,8,19),s(5,8,20),s(5,8,21), 
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s(5,9,13),s(5,9,14),s(5,9,15),s(5,9,16),s(5,9,17),s(5,9,18),s(5,9,19),s(5,9,20),s(5,9,21), 
s(5,10,13),s(5,10,14),s(5,10,15),s(5,10,16),s(5,10,17),s(5,10,18),s(5,10,19),s(5,10,20),s(5,10
,21), 
s(5,11,13),s(5,11,14),s(5,11,15),s(5,11,16),s(5,11,17),s(5,11,18),s(5,11,19),s(5,11,20),s(5,11
,21), 
s(5,12,13),s(5,12,14),s(5,12,15),s(5,12,16),s(5,12,17),s(5,12,18),s(5,12,19),s(5,12,20),s(5,12
,21), 
 
s(6,7,13),s(6,7,14),s(6,7,15),s(6,7,16),s(6,7,17),s(6,7,18),s(6,7,19),s(6,7,20),s(6,7,21), 
s(6,8,13),s(6,8,14),s(6,8,15),s(6,8,16),s(6,8,17),s(6,8,18),s(6,8,19),s(6,8,20),s(6,8,21), 
s(6,9,13),s(6,9,14),s(6,9,15),s(6,9,16),s(6,9,17),s(6,9,18),s(6,9,19),s(6,9,20),s(6,9,21), 
s(6,10,13),s(6,10,14),s(6,10,15),s(6,10,16),s(6,10,17),s(6,10,18),s(6,10,19),s(6,10,20),s(6,10
,21), 
s(6,11,13),s(6,11,14),s(6,11,15),s(6,11,16),s(6,11,17),s(6,11,18),s(6,11,19),s(6,11,20),s(6,11
,21), 
s(6,12,13),s(6,12,14),s(6,12,15),s(6,12,16),s(6,12,17),s(6,12,18),s(6,12,19),s(6,12,20),s(6,12
,21)]). 
 
 
 
 
%recon([X|T],Y):­ dersom X=,s(Y,_,_);s(_,Y,_);s(_,_,Y). plasser X i liste Z der alle Y=Y, send 
T videre og gjenta. 
recon(X,Y,Z):­ writeln(Z). 
recon([X|T],Y,Z):­ (X=s(Y,_,_);X=s(_,Y,_);X=s(_,_,Y)),recon(T,Y,[X|Z]). 
 
 
 
Appendix D 
 
dealer.pl 
 
% Author:Vemund 
% Date: 27.08.2015 
 
test(X):­winstates(Select),random_member(X,Select). 
 
%plukker ut en state som er winstate og gir de tre kortene individuelt 
test2(X,Y,Z):­winstates(Select),random_member((s(X,Y,Z)),Select). 
 
 
%del ut kort til en win state og resten til X antall spillere 
%eksempelspørring: dealer(L,6,W).ND 
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%dealer(L,X,Win):­ winselector(ND,Win),length(ND,C1),C is C1/X, rs(ND,L,C). 
 
dealer(L,X,Win):­ winselector(ND,Win),dealer2(ND,X,L). 
 
%Lager liste med X tomme lister, legger random element fra C inn i tomme lister en etter en. 
 
%dealer2([],X,L). 
dealer2(C,X,L):­ list(X,[],L1), deal(C,L1,[],L2), rev2(L2,[],L). 
 
list(0,L,L1):­ L1 = L, !. 
list(X,L,L0):­ X1 is X­1, add([[X]],L,L1), list(X1,L1,L0). 
 
deal([],[],L,L2):­  L2=L,!. 
deal([],L1,L,L2):­rev(L1,R), append(R,L,L2),!. 
deal(C,[],L,L2):­ rev(L,R),deal(C,R,[],L2). 
deal(C,[L0|L1],F,L4):­ random_select(Y,C,R),add(Y,L0,L2), add(L2,F,F1),deal(R,L1,F1,L4). 
 
%list(0,L). 
%list(X,L):­ X1 is X­1, add([],L,L1), list(X1,L1). 
 
add(X, L, [X|L]). 
 
rev2([],L1,L) :­ L = L1. 
rev2([H|T],L1,L) :­ rev(H,H1), add(H1,L1,L2), rev2(T,L2,L). 
 
rev(L,R):­ accRev(L,[],R). 
accRev([H|T],A,R):­  accRev(T,[H|A],R). 
accRev([],A,A). 
 
%får inn 3 kort fra test og trekker de fra resten av kortene, slik at de resetrende kortene som 
skal deles ut er igjen. 
%legger også wistaten tilbake som en state(unødvendig?). 
winselector(ND,Win):­ cards2(OD), test2(X,Y,Z), 
subtract(OD,[X,Y,Z],ND),s(X,Y,Z)=Win. 
 
 
mMaker(X,M):­list(X,L,L0),cDeal(L0,[],M). 
 
cDeal([],M,R):­ rev(M,R),!. 
cDeal([H|T],M,M1):­ cards2(C),append(H,[C],H1), add(H1,M,M2), cDeal(T,M2,M1). 
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Appendix E 
 
query.pl 
 
% Author: Vemund 
% Date: 08.09.2015 
 
 
%C = listen med kort spillerene har, Q=spørringen som er en state,A = svaret en får mao 
nye kunnskapen 
%C er nødt til å være i rett rekkefølge og skal ikke inneholde kortene til spørreren. 
%Q blir valg av ett annet predikat som velger hvilken state man skal spørre etter. 
%eksempelspørring choice([[1,4,18],[6,19,3],[2,20,21],[17,5,11],[12,13,15]],s(5,7,14),A). 
%choice([[[6],1, 15, 14], [[5],20, 6, 19], [[4],2, 4, 5], [[3],18, 9, 16], [[2],7, 17, 10 ], [[1],8, 21, 
12]],s(5,6,20),A). 
 
%choice(C,Q,A):­  x ­> y;z. 
%choice([],S,A):­writeln(S),true,!. 
choice([H|T],s(X,Y,Z),[A2,A1],W):­ 
H=[H1|T1],A2=H1,choice1(T1,s(X,Y,Z),[A2,A1],W),!;once(choice(T,s(X,Y,Z),[A2,A1],W)). 
choice([],s(X,Y,Z),[A2,A1],W):­ W=([Win,T1,T2]), 
writeln(Win),s(X,Y,Z)==Win,A2=[7],A1=(X,Y,Z);A2=[1],A1=(X,Y,Z). 
 
choice1([H|T],s(X,Y,Z),[A2,A1],W):­ H==X ­> A1=X;H==Y ­> A1=Y;H==Z ­> 
A1=Z;choice1(T,s(X,Y,Z),[A2,A1],W). 
 
 
win(W,[(X,Y,Z)],U,U2):­ write('WE HAVE A WINNNER!!'), writeln(W),W==s(X,Y,Z),U=U2;fail. 
 
 
 
Appendix F 
 
subtracter.pl 
 
% Author: Vemund 
% Date: 04.09.2015 
 
%ws1([s(1,7,13),s(1,7,14),s(1,7,15),s(1,7,16),s(1,7,17),s(1,7,18),s(1,7,19),s(1,7,20),s(1,7,21)
,s(2,8,13),s(2,8,14),s(2,8,15),s(2,8,16),s(2,8,17),s(2,8,18),s(2,8,19),s(2,8,20),s(2,8,21),s(3,9,
13),s(3,9,14),s(3,9,15),s(3,9,16),s(3,9,17),s(3,9,18),s(3,9,19),s(3,9,20),s(3,9,21),s(4,10,13),s
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(4,10,14),s(4,10,15),s(4,10,16),s(4,10,17),s(4,10,18),s(4,10,19),s(4,10,20),s(4,10,21),s(5,11,
13),s(5,11,14),s(5,11,15),s(5,11,16),s(5,11,17),s(5,11,18),s(5,11,19),s(5,11,20),s(5,11,21),s(
6,12,13),s(6,12,14),s(6,12,15),s(6,12,16),s(6,12,17),s(6,12,18),s(6,12,19),s(6,12,20),s(6,12,2
1)]). 
%ws2([s(1,8,13),s(1,8,14),s(1,8,15),s(1,8,16),s(2,7,13),s(2,7,14),s(2,7,15),s(2,7,16)]). 
 
%skal få inn liste med utdelte kort, trekker tra alle states som har kortet i seg. 
%eksempelspørring: run(L,[[1],1,5,19]). 
 
%test(L):­dealer([D|R],6,W),writeln(D),run(L,D). 
 
run(L,N):­ winstates(WS),run2(L,N,WS),length(L,N1),write('states left:'), writeln(N1). 
 
run2(L1,[H|T],WS):­run1(L1,T,WS). 
 
run1(L,[],WS):­ L=WS. 
run1(L1,[H|T],WS):­subs(H,WS,WS,L), run1(L1,T,L). 
 
%trekker fra alle states som inneholder kort N 
%spørring: 
subs(7,[s(1,8,13),s(1,8,14),s(1,8,15),s(1,8,16),s(2,7,13),s(2,7,14),s(2,7,15),s(2,7,16)],[s(1,8,1
3),s(1,8,14),s(1,8,15),s(1,8,16),s(2,7,13),s(2,7,14),s(2,7,15),s(2,7,16)],L). 
subs2(_,[],L1,L1). 
subs2(N,[H|T],L1,L3):­ subs(N,T,L1,L3). 
%subs(N,L,L1):­ L=[H|T],not(H=s(N,_,_);H=s(_,N,_);H=s(_,_,N))­> writeln(L1). 
subs(N,L,L1,L3) :­L=[H|T],(H=s(N,_,_);H=s(_,N,_);H=s(_,_,N)) ­> 
subtract(L1,[H],L2),subs(N,T,L2,L3);subs2(N,L,L1,L3). 
 
Appendix G 
 
unity.pl 
 
% Author: Vemund 
% Date: 26.11.2015 
 
%deler ut kort og sender spiller 1 videre til trekkfra 
 
counter(X,0,N,R,R2):­ R2 is R/N,!. 
counter(X,N,N2,R,R2):­N3 is N­1,write('NNNNNNNNNNNNNNNNNNN: '), writeln(N3), 
players(6,U), R3 is R + U,write('RRRRRRRRRRRRRRRRRRRRRRRRRRR: '), writeln(R3), 
counter(X,N3,N2,R3,R2). 
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players(X,U2):­ 
dealer(L,X,Win),write('deal:'),writeln(L),mMaker(X,M),write('Win:'),writeln(Win),L = 
[P|T],P=[H|T2],remover2(H,T2,M,M2,0),W=[Win,M2,[]],winstates(WS),trekkfra(P,WS,T,W,U2
). 
 
%trekker fra utdelte kort(P) og sender videre til spørring 
trekkfra(P,WS,T,W,U2):­ write('my cards:'), writeln(P),run2(L,P,WS),length(L,N),write('states 
left:'), writeln(N), sporring(L,T,P,W,0,U2),write('U: '), writeln(U). 
 
trekkfra2([A1|A2],WS,T,P,W,Q,U,U2):­ W=[X,M,Z],  writeln(X), 
writeln([A1|A2]),A1==[7],win(X,A2,U,U2),!;write('A:'), 
writeln([A1|A2]),run2(L,[A1|A2],WS),W=[X,M,Z],remover2(A1,A2,M,M2,0),W2=[X,M2,Z],sporr
ing2(P,T,L,W2,Q,U,U2). 
 
%trekkfra2(A,WS,T,P):­ writeln(A),run1(L,A,WS),length(L,N), writeln(N),sporring(L,T,P). 
 
 
sporring(L,T,P,W,U,U3):­U2 is U+1,random_select(Q,L,R), write('P: '), writeln(P),write('QM:'), 
writeln(Q),choice(T,Q,[A1,A2],W),write('A1:'), 
writeln(A1),trekkfra2([A1,A2],L,T,P,W,[[Q,[1],A1]],U2,U3). 
 
%leger P i en ny liste, slik at T blir mindre, når den er tom vil runden være over. 
%legger sammen L1 og T2 slik at choice kan brukes. Q er det interesanne her tar med 
videre gjennom runden. 
%A sin relevans for andre spillere vil jeg lege til senere, andre spillere lærer ingenting atm. 
%legg til choice(T3,Q,A) 
 
sporring2(P,T,L,W,Q1,U,U2):­ add(P,[],L1), T=[T1|T2], append(T2,L1,T3), selecter(Q,T1,W), 
choice(T3,Q,[A1,A2],W),T1=[S|C],Q2=[[Q,S,A1]], append(Q2,Q1,Q3), 
sporring2(T1,T2,L1,Q3,L,W,U,U2). 
 
sporring2(T1,[],L1,Q,L,W,U,U2):­append(L1,[T1],L2),L2=[P|T],rev(Q,R),length(L,N1),write('St
atesleft OldL: '), writeln(N1),write('L:'), writeln(L1),write('Q:'), 
writeln(R),analyzer(R,W,L,NewL,W1),length(NewL,N),write('states left NewL: '), writeln(N), 
sporring(NewL,T,P,W1,U,U2). 
%sporring2(T1,[],L1,Q,L,W,U,U2):­append(L1,[T1],L2),L2=[P|T],rev(Q,R),write('Q:'), 
writeln(R),write('L:'), writeln(L1), sporring(L,T,P,W,U,U2). 
sporring2(T1,T,L1,Q,L,W,U,U2):­append(L1,[T1],L2), T=[T2|T3], 
append(T3,L2,T4),selecter(Q1,T2,W), choice(T4,Q1,[A1,A2],W),T2=[S|C], A =[Q1,S,A1], 
add(A,Q,Q2),sporring2(T2,T3,L2,Q2,L,W,U,U2). 
 
 
selecter(Q,T1,[W,X,Y]):­W=s(A,B,C), winstates(WS),run2(L2,[A,B,C],WS), 
random_select(Q,L2,L). 
%selecter(Q,T1):­ Q= s(1,2,3). 
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%analyzer(Q,ML,L,L2,OQ,M). 
 
 % analyzer(Q,W,L,L2,W2) 
 
 
Appendix H 
 
modal.pl 
 
 
% Author: Vemund 
% Date: 04.02.2016 
 
 %Q: [[s(5,9,21),[1]],[s(6,8,20),[4]],[s(4,12,17),[1]],[s(3,12,14),[1]],[s(5,9,17),[1]]] 
  
 %win:s(6,9,17) 
  
 %deal:[[[1],19,3,16],[[2],21,2,7],[[3],14,13,8],[[4],12,1,6],[[5],4,11,20],[[6],10,18,15]] 
  
 %L: [[[1],[5],[9],[21]], [[2]], [[3]], [[4]], [[5]], [[6]]] 
  
%write('L1: '), writeln(L1), 
 
%spørring: 
modal([[s(4,7,16),[1],[5]],[s(5,11,16),[2],[4]],[s(6,12,21),[3],[5]],[s(6,8,14),[4],[1]],[s(1,11,17),[5]
,[3]],[s(4,12,19),[6],[2]]],M,M1,[[[1]], [[2]], [[3]], [[4]], [[5]], 
[[6]]],[[[1],[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21]],[[2],[1, 2, 3, 4, 5, 7, 8, 9, 
10, 12, 13, 14, 15, 17, 18, 19, 20, 21]], [[3], [1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 
19, 20, 21]], [[4], [1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21]], [[5], [1, 2, 3, 4, 
5, 7, 8, 9, 10, 12, 13, 14, 15, 17, 18, 19, 20, 21]], [[6], [1, 3, 4, 5, 7, 8, 9, 10, 12, 13, 14, 15, 
17, 18, 19, 21]]]). 
 
% modal([],L,L):­!. 
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% modal(Q,M,L) :­ Q= [[s(X,Y,Z),P]|R],  L=[L1|L2],L1=[N|B],write('L1: '), writeln(L1), [P]==L1 
­> leggetil(L1,L3,Q),add(L3,L2,L4),write('L4 '),writeln(L4),modal(R,M,L4); 
% Q= [[s(X,Y,Z),P]|R],  L=[L1|L2],L1=[N|B],write('NB: '), writeln(B),write('NN: '), 
writeln(N),write('NP: '), writeln(P), P==N ­> 
leggetil2(N,B,L3,[[X],[Y],[Z]]),add(L3,L2,L4),write('NL4 '),writeln(L4),modal(R,M,L4); 
% write('haha_L: '),writeln(L),L=[L1|L2],first_last([L1],L2,NL),write('NL: '), 
writeln(NL),modal(Q,M,NL). 
 
modal(Q,M1,M2,L,L1):­ showcard(Q,M,L),showcard3(Q,M1,M), nocard(Q,M2,L1), 
lalala(M1,M2). 
 
 
showcard3(Q,M1,M):­ showcard2(Q,M1,M). 
 
modal2(Q,M1,M,L):­  showcard(Q,M,L),showcard2(Q,M1,M). 
  
showcard([],L,L):­!. 
showcard(Q,M,L) :­ Q= [[s(X,Y,Z),P1,P]|R],  L=[L1|L2],L1=[N|B], [P]==L1 ­> 
leggetil(L1,L3,Q),add(L3,L2,L4),showcard(R,M,L4); 
 Q= [[s(X,Y,Z),P1,P]|R],  L=[L1|L2],L1=[N|B], P==N ­> 
leggetil2(N,B,L3,[[X],[Y],[Z]]),add(L3,L2,L4),showcard(R,M,L4);L=[L1|L2], 
first_last([L1],L2,NL),showcard(Q,M,NL). 
 
showcard2([],L,L):­!. 
showcard2(Q,M,L) :­ Q= [[s(X,Y,Z),P1,P]|R],  L=[L1|L2],L1=[N|B], [P1]==L1 ­> 
leggetil(L1,L3,Q),first_last([L3],L2,L4),showcard2(R,M,L4); 
 Q= [[s(X,Y,Z),P1,P]|R],  L=[L1|L2],L1=[N|B], P1==N ­> 
leggetil2(N,B,L3,[[X],[Y],[Z]]),add(L3,L2,L4),showcard2(R,M,L4);L=[L1|L2], 
first_last([L1],L2,NL),showcard2(Q,M,NL). 
  
  
 
nocard([],M,M):­!. 
nocard(Q,M,L):­Q= [[s(X,Y,Z),P1,P]|R],P==[0],!;Q= [[s(X,Y,Z),P1,P]|R], P==[7],!; Q= 
[[s(X,Y,Z),P1,P]|R], L= [L1|LR],L1=[H|T], P1==H ­>first_last([L1],LR,L2), 
90 
nocard2([X,Y,Z],L2,P,[[]],M1),nocard(R,M,M1);  L= [L1|LR], first_last([L1],LR,L2), 
nocard(Q,M,L2). 
 
%nocard2([],L,P,NL,M):­ write('L: '),writeln(L),NL=[H|T],write('NL: 
'),writeln(T),append(T,L,M),write('M: '),writeln(M). 
nocard2([],L,P,NL,M):­ NL=[H|T],append(T,L,M). 
%nocard2(C,[],P,NL,M):­  write('HEYOOO: '),writeln(NL),NL=[H|T],nocard2(C,T,P,[[]],M). 
nocard2([X,Y,Z],LR,P,NL,M):­ LR=[N|R], N=[I|C], I==P ­>nocard2([],LR,P,NL,M);  LR=[N|R], 
N=[I,C], subtract(C,[X,Y,Z],C2),D=[[I,C2]], first_last(D,NL,R2), nocard2([X,Y,Z],R,P,R2,M). 
  
%gå gjennom alle lister i B og lage en ny versjon med X, Y og Z i hver av dem. Mao dersom 
det er tre lister fra før vil det nå bli 9 lister. 
 
% leggetil(L,L2,Q):­ Q= [[s(X,Y,Z),P]|R], L=[N|B], B==[] ­> L2=[N,[X],[Y],[Z]],write('L2: '), 
writeln(L2). 
 leggetil(L,L2,Q):­ Q= [[s(X,Y,Z),P1,P]|R], L=[N|B], B==[] ­> L2=[N,[X],[Y],[Z]]. 
  
% Q= [[s(X,Y,Z),P]|R], L=[N|B],leggetil2(X,B,[],Bx),write('Bx: '), 
writeln(Bx),leggetil2(Y,B,[],By),write('By: '), writeln(By),leggetil2(Z,B,[],Bz),write('Bz: '), 
writeln(Bz). 
 
 
% leggetil2(N1,NR,L,Q):­ write('LT_Q: '), writeln(Q),write('LT_NR: '), 
writeln(NR),semi_perm(NR,Q,[],L1,NR),write('LT_L1: '), writeln(L1),add(N1,L1,L). 
 leggetil2(N1,NR,L,Q):­ semi_perm(NR,Q,[],L1,NR),add(N1,L1,L). 
  
  
 
 %legger e element inn på sisteplass i listen 
 first_last(L,L2,L3) :­ rev(L2,NL2),NL2=[H|T], add(H,L,Ll) , first_last2(Ll,T,L3). 
 first_last2(L,[],L). 
 first_last2(L,L2,L3) :­ L2=[H|T], add(H,L,Ll) , first_last2(Ll,T,L3). 
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 %setter sammen nye kombinasjoner av nåværende liste L, og de nye kortene som skal inn 
N, til en ny liste FL, L og BL er den samme BL str for backuplist. 
 %spørring: semi_perm([[1],[2],[3]],[[4],[5],[6]],[],FL,[[1],[2],[3]]). 
 
 semi_perm(L,[],L2,L2,BL). 
 semi_perm([],N,L2,FL,BL):­ N =[N1|NR], semi_perm(BL,NR,L2,FL,BL). 
 semi_perm(L,N,L2,FL,BL) :­L=[H|T], N=[N1|NR], first_last(N1,H,H2), add(H2,L2,L3), 
semi_perm(T,N,L3,FL,BL). 
  
 
 
 analyzer(Q,W,L,L2,W2):­ W=[Win,ML,E], showcard(Q,M,[[[1]], [[2]], [[3]], [[4]], [[5]], [[6]]]), 
nocard(Q,M2,ML),add(M,E,E2), anSC(E2,M2,M2,[],N), 
remover(N,M2,NM2,L,L2),W2=[Win,NM2,E2],!. 
  
 anSC(M,[],M2,NewM,N):­ anSC(M,M2,M2,NewM,N). 
 anSC([],_,M2,M,R):­ rev(M,R),!. 
 anSC([[]|T],_,M2,M,N):­ anSC(T,M2,M2,M,N). 
 anSC([M|Rm],[M2|Rm2],M4,NewM,N):­ M=[H1|T1],H1=[H|T], M2=[H2,T2], H==H2 ­> 
assemble(T,T2,[],L1),add([H|L1],NewM,NewM2), 
anSC([T1|Rm],Rm2,M4,NewM2,N);M=[H1|T1], first_last([H1],T1,NM), 
anSC([NM|Rm],[M2|Rm2],M4,NewM,N). 
  
 
 remover([],M2,M2,L,L). 
 remover([H|T],M2,NM2,L,L2) :­  length(H,Num), Num==2 ­> 
H=[H1,T1],remover2(H1,T1,M2,M3,0),add(H1,T1,T3),run2(L3,T3,L), 
remover(T,M3,NM2,L3,L2); remover(T,M2,NM2,L,L2). 
  
 remover2(_,_,M,M,5):­ !. 
 remover2(H1,T1,[M|MR],M4,N):­N1 is N+1,  M=[H,T], H1=\=H ­> subtract(T,T1,T3), 
first_last([[H,T3]],MR,M3),remover2(H1,T1,M3,M4,N1);first_last([M],MR,MR2),remover2(H1,
T1,MR2,M4,N). 
 
 assemble([],T2,L,L). 
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 assemble([H|T],T2,L,L1):­ length(H,N),intersection(H,T2,H2),length(H2,N2), N==N2 ­> 
add(H2,L,M), assemble(T,T2,M,L1);assemble(T,T2,L,L1). 
  
  
  %anSC2(Q,M1,M2,NewM1,N2). 
 M==[],anSC([Rm],[M2|Rm2],M4,NewM,N);. 
 
 
 anSC2([Q1|QR],[],_,NewM1,N). 
 anSC2([Q1|QR],[M1|Rm],[M2|Rm2],NewM1,N):­ Q1= [s(X,Y,Z),P1,P2],  M1=[H|T], 
M2=[H2,T2], H==P2, H2==P1 ­> assemble(T,T2,[],L1), add([H|L1],NewM1,NewM2), 
anSC2(QR,Rm,Rm2,NewM2,N); 
first_last(M1,Rm,NM),anSC2([Q1|QR],NM,[M2|Rm2],NewM1,N). 
  
  
 showcard2(Q,M1,[[[1]], [[2]], [[3]], [[4]], [[5]], [[6]]]), 
 
93 
