The methodology and software developed to reconstruct a vertical sound speed profile as a part of studies on the marine acoustic modelling, using the ray path lengths and the travel time perturbations in tomographic layers are outlined. For a stratified ocean, considering the range independent nature of the medium, geophysical inverse techniques are employed to reconstruct the sound speed profile. The reconstructed profile for a six layer ocean, with five energetic modes, is in good agreement with that of the assumed profile thereby indicating the usefulness of the model. The effect of noise caused by the excursions of the source and receiver moorings; When expressed in terms of travel-time differences, results in the sound speed changes up to 0.1 per cent.
I. INTRODUCTION
Ocean acoustic tomography is a remote sensing tool for screening the interior structure of the ocean, layer by layer, utilising the propagation characteristics of sound waves in the ocean t .One of the many important features of the ocean is the presence of the sound channel which acts as a waveguide (Fig.l ) .This channel, also called SOFAR channel, enables propagation of sound over large distancf'r ~Iong wholly refracted paths traversing through many layers of the sea. Acoustic rays passing through diverse layers of the ocean interior , therefore, contain history of these layers through which they transgress. Decoding these signatures as received at the acoustic sensors situated at known distances from the sources of origin of known sound signals I:;ads to an understanding of the interior structure of the oceans. This can be examined by simulation of acoustic models or by conducting field experiments using acoustic transmitters and receivers mounted on mooring systems.
in time and space. The results can be summarised in terms of the solution of partial differential equations.
In the present study, the reference sound speed profile as a function of depth, for a uniformly deep and layered ocean, forms the input for integrating the partial differential equations (for a given domain) to estimate the ray parameters (Fig. 1) . These parameters include the ray path length, and travel time of acoustic pulse along different rays connecting the source and the receiver. The information on travel time perturbations and data kernel comprising ray path lengths for a reference ocean result from the forward model.
In the inverse problem2, the model parameters are inferred, given a set of observations consisting of travel time perturbations and the noise statistics over an interior domain and the boundaries.
RA y ACOUSTICS
The sound propagation in the sea has been described by a linear, second order, partial differential equation3 in the scalar form known as the wave equation. where 4> is a potential or a pressure perturbation and Cis the speed of sound [C= qx,y,z,t»)-aiunction of space and time. Equation (I) can be solved following either the wave theory or ray theory .In the wave theory, functional solutions of linear, second order, partial differential equations for assigned boundary conditions are sought using standard techniques4 while the ray theory pertains to solving 'eikonal equation' associated with wave fronts (eikonal is a surface in three-dimensional space). An equivalent way of formulating the ray theory is based on Fermat's principle-path of minimum travel time-for getting the trajectory of the sound pulse or signal. Both eikonal and Fermat's procedures lead to the basic Snell's law of wave refraction. the ray, n is the index of refraction, and IJis the angle of the ray wrt the horizontal (Fig. I ).
These equations are numerically implemented as explained in the following.
Using Eqn (3) and refractive index n = CjC, Eqn In the present study, ,the ray theory has been preferred due to its simplicity and the convenience with which the inverse problem could be tackled. The basic equations governing the ray path, in two-dimensional space are given br 
T=
The above equations govern the ray path geometry and sound pulse travel time along the ray paths.
Based on the above acoustic model, forward problem is defined as the process of predicting the results of measurements on the basis of a general model and a set of specific conditions relevant to the problem at hand. In a nutshell, this is expressed as Reference sound speed profile for the Arabian Sea. Each ray traces a unique path as determined by the angle of emergence at the source. A single pulse emitteQ at the source reaches the receiver as an ensemble of multiple rays, arrival time for which differs by few milliseconds. The (refracted) eigen rays-connecting the source and receiver-<:omputed from the reference sound profile (Fig. 2) are shown in Fig. 3 , while the various ray parameters computed are presented in Table I .
Inverse problem helps determine estimates of the model parameters. Considering a single source-receiver system, separated by few hundred kilometers, with eigen rays covering i paths and j layers located in a stratified ocean, close to the (deep) sound channel axi~, the travel time along a ray path i is given by
In the present context, the inverse problem is to use the acoustic travel times along resolvable ray paths and any other data (amplitudes could also be used) to obtain an estimate of the model perturbation, i.e. , sound speed perturbation, against a reference profile. where Rjj is the path length of ray i in layer j and q is the sound speed corresponding to layer j.
The general model of sound speed field can be written as
where Co(z) is the mean reference sound speed, the deterministic refractive term, t5C (x,y,z) represents the departure in sound speed due to mesoscale eddies and fronts which can be modelled deterministically and ~ C (x,y,z,t) indicates the random fluctuations caused by internal wave phenomena, small scale turbulence, etc. The approximate size scales are Co = 1500 m-l, tSC smaller than Co by a factor 10-2 and ~ C much smaller by a factor 10-4 than Co. The last teml for modelling the mesoscale phenomena, however, is neglected. For a range independent case such as the one considered here, the problem becomes limited to the estimation of t5C (Zj) where j indicates the number of layers.
The inversion procedure developed here is based upon the assumption that the pertuJbation in sound speed is much less cOmpared to the mean sound speed (t50Co « 1). Similarly, the departure of the perturbed path from the reference path is negligibly small (t5r;lr;o < < 1, where r; is the path length of r~y i) .
Thus for a given i number of identifiable eigen ray paths and j number of layers, one obtains, unknowns in t5C., viz, number of layers (NL) and linear equations J having number of eigen rays (NR), in the matrix form even-determined case will have only one solution with no estimation error. Minimum length (l5CT l5C is as small as possible) method solves the completely under-detenhine:d problem and has a perfect data resolution, i.e. , AA .1 = I. Generalised inverse \(A .I) that solves the intermediate, mixed-determined problems will have data and model resolution matrices that are intermediate between these two extremes2.
So far, the solutiom of different types of system of equations and usefulness of the generalised inverse solution have been described. In the following, the construction of the generalised inverse operator using singular value decomposition (SVD) employing the eigen function technique has been considered. The advantages.ef this technique are: (i) it is objective and does n6t impose a pre-determined form to the data, (ii) provides an objective means of ranking uncorrelated modes of variability to determine weak signals or noise from the data, and (iii) provides the modes of variability which are not correlated with one another .
SVD is a factorisation of the operator matrix (A) into a set of orthonormal eigen vectors and associated eigen values. The observations are decomposed into linear combination of orthogonal eigen vectors, which in turn determine a linear combination of model parameters. Comprehensive reviews <:ould be seen from the works of Wigginsli, Lanczosl3, Jacksonl4, Wiggins et af5, Wunschl6 and Tarantolal7. where NL is the number of (tomographic) layers. and NR is the number of resoivable rays. deviations of the measured travel times from the reference values, and t5Cj are desired model parameter perturbations in the form of a column vector which are to be determined.
The system in Eqn (11) can be separated into (i) over-determined problem (more data than unknowns), (ii) even-determined problems (same number of equations as unknowns), and (iii) under-determined problems (more unknowns than data). For better estimates the resolution in the model space vy T of Eqn (19) is improved. This is done by juditiously selecting the p eigen vectors or ranking the singular values of the data kernel in a descending order . The noise in the data kern(.! (matrix A) prevailing in the form of small eigen values increases the rank of the matrix apart from amplifying the solution. This, however, does not provide any additional or useful information on the sound speed perturbation. So, it can be trusted that the solution to the present problem is obtained through considerations of optimisation.
So far the solution for the generalised inverse pertains to the case of noise-free environment. In the following, solutions where acoustic noise cannot be overlooked particularly while making field observations, have been considered. In general, the number of layers in the ocean is usually less than the number of eigen rays. This leads to a situation of over-determinacy which arises when one attempts to predict the data, It would be also much easier to solve the first eigen value problem (Eqn 13) than the second (Eqn 14).
Equation (13) 
Premultiplying the Eqn (16) with V we get
In the acoustic field experiments, uncertainties prevail in the range estimations between the source(s) and receiver(s) over the observation time. These are due to the presence of currents at various level surfaces, along the vertical, eddies of various sizes, internal waves, etc that cause undesirable vertical and horizontal excursions of the moorings. Such movements (10 to 20 m over 4000 m in the vertical and 25 to 50 m over 500 km along the horizontal) though small, apparently contribute to changes in the ray arrival times, and in turn, in the model parameter (/JC). With the help of accurate position keeping systems such as the inclinometers and bottom mounted acoustic transponders, these errors could be minimised. The results could be improved further by. incorporating a correction factor for travel-time data in Eqns (18) and (19) .
The true travel-time data could be considered as the sum of perturbation and noise in the travel time. That is 
The sequence of operations of the above procedure in the form of a flow chart is given in Fig. 4 . From the technological point of view, preliminary tests need to be carried out before the conduct of a practical tomographic study. These tests include demonstration of some essential properties of ocean for long range propagation. Of these tests, resolving the rays (eigen rays) and means to observe and identify them to sufficient accuracy is amongst the most desired. These rays must also be checked for their stability. Various measuremcnt errors are to be estimated. Ooseness ratio: The ratio between the sum of the factor model and that of the data matrix is considered as the measure of closeness of the model data.
Measure of closeness = }:;k r I }:;p r
For identification of the rays, one must compare the observed pattern with a prediction based on available sound speed profile-archived or exclusively collected. This would enable realisation of the fact that some peaks would be attenuated and some unresolvable. For ray prediction and identification, the mean profile is used.
In the present study, environmental hydrographic data from the Arabian Sea, available in the form of seasonal mean values of temperature and salinity at standard oceanographic depths has been utilised to test the software in respect of the acoustic model described hitherto. Using the internationally accepted formula of Chen and Millero20 for the determination of sound speed based on this data, vertical profiles depicting the sound speed distribut.v.ls (computed) have been drawn. From these profiles a mean profile considered as a reference profile has been worked out (Fig. 2) . The mean sound speed profile shows higher speeds, around 1542.6 m/s at the surface and 1523.6 m/s near the bottdm. A minimum sound speed of about 1493.9 m/s occurs around 1750 m depth.
Considering this reference sound speed profile as the base, the range-independent nature of the ocean forward model is solved for preparation of data kernel and predicting travel times (Table 2 (a).
After completing the above, in order to provide the necessary test data on travel-time perturbations for the inverse model, the winter mean profile has been chosen as the assumed profile to generate pcssible perturbations in travel times. Numerical experiments have been conducted considering different ocean layers where k is the number of factors and p is the rank of the data matrix A (kernel).
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32 km range (approx) due to ray bending caused by the refraction at the upper as well as lower boundaries. The extent of the upper and lower limits of the channel correspond to depths of 180 and 3300 m respectively. The duration of ray arrivals spreads over 420 ms. Rays with emergence angles between 5° and 6° arrive early compared to the near-axial ones. Rays with emergence angles exceeding 6° arrive last as obtained from the forward model.
RESULTS AND DISCUSSION
As expected, it has been found that the range of variation in the ray loop lengths lies between 50 to 70 km. Ray convergence regions could ~e seen at every .0262
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.1(XXXX)20E+00 The closeness ratio (ratio between the sum of the factor model and sum of the data matrix/data kernel, presented in Table 4 ) indicated that the first five modes Table 4 . Eigen "alues and corresponding closeness ratio for six-and four-Iayer A solution for this can be obtained by treating the data over the entire water column in a way similar to that of a solution under least square sense.
Using the data kernel, singular value decomposition has been performed. and the generalised inverse operator computed. Travel-time perturbations are used by the generalised inverse operator to obtain the inverse solution ( Table 2 ) .
The gener~ised inverse solutions for a typical. pre-set number of layers. viz. for 6-and 4-layer models have been worked out considering different energetic modes (4 to .6).
The deviations between the reconstructed and the perturbed/assumed profiles are obtained (Table 3) . From this. it can be noticed that for the case of six-Iayer numerical experiment. by considering five energetic modes. the reconstructed profile of sound speed is well in agreement with that of the assumed profile . 
