Numerical simulations
To simulate our model we use the Pokec network [1] , a real OSN, as the underlying off-line network. We take advantage of the fact that the temporal events in our model are independent Poisson point processes, which allows us to use the Gillespie [2, 3] algorithm (also known as the Doob-Gillespie [4] algorithm). For a single network, the algorithm works as follows:
1. Initialize the system and fix the rates corresponding to the respective events (here λ, µ, δ = 1) 3. Update the status of the system. So, if in step 2 a mass media activation was chosen, we randomly choose a susceptible node and change its status to active. For a deactivation, we randomly choose an active node which then becomes passive. In the case of viral activation, we randomly choose an edge connecting a susceptible and an active node and activate the susceptible node at the end of the link. Similarly, for viral reactivation we randomly choose an edge connecting a passive and an active node and the passive node at the end of this edge becomes active. We increase the time: t → t + τ . We iterate by returning to step 2 until the end of the simulation is reached.
Generalization of the algorithm to multiple layers is straightforward. One evaluates the probabilities of having a certain dynamical process in a certain layer; for example, mass media activation in layer i occurs with probability µ i N S,i , where N S,i denotes the number of susceptible nodes with respect to layer i (all the nodes which are in the underlying network but not in the i-th layer) and µ i is the corresponding rate in layer i. Accordingly, the probability of viral activation in layer i is given by λ i E SA,i , where E SA,i is the number of edges connecting active and susceptible nodes in layer i. One then chooses a dynamical processes in a certain layer in accordance with these probabilities. Finally, τ is given by the inverse of the sum over all these probabilities in all the layers. Independent of the topological properties of the network, the activities for the steady state solution for an arbitrary number of layers is encoded in the activity curve of a single layer, which we show in Fig. 1 . At the steady state of n c coexisting networks, each prevailing layer has the same share of the total virality λ i = ω i λ = λ nc , whereas the remaining ones have λ j = 0. The steady state activity of the i-th network is then given by the activity value of a single layer shown in Fig. 1 
Jacobian matrix
Here we analyze the Jacobian matrix of the dynamical system defined in the paper whose entries correspond to 
The Jacobian matrix (of dimension 2n l × 2n l ) can be written as
where M η,θ represent n l × n l matrices with the following elements
The matrix M s,s is a diagonal matrix with all its diag-
is also a diagonal matrix with all its diagonal elements equal to some value c and finally M s,a has all its elements equal to 0.
By using the Laplace expansion starting from the 2n l , 2n l entry and expanding row-wise, one finds after n l iterations that
which means we have the eigenvalues Λ n l +1,...,2n l = d with degeneracy n l and the remaining eigenvalues are those of M a,a . Because d < 0, this means that the stability of the coexistence solution is exclusively determined by the dynamics in the limit ν → ∞, which reduces the dimensionality of the system from 2n l to n l and decouples the dynamics of ρ a i from ρ s i . See Fig. 4 in the paper for the dynamical properties.
The matrix M a,a has the form
and its eigenvalues are Λ 1 = α + (n l − 1)β and Λ 2,...,n l = (α − β), which has degeneracy n l − 1. With
and β = ρ a * i n l
. From here, one obtains the result that Λ 1 is always negative and the stability is controlled by the eigenvalues Λ 2,...,n l , which are
which have to be negative to satisfy stable coexistence. This leads to the condition n 2
as described in Eq. (6) in the paper.
Dynamical response to a small perturbation for n 1
To evaluate the stability of the system in the coexistence state, one has to perform an analysis of the Jacobian matrix as shown in section . In this section, we discuss the response of the system to a small perturbation, ∆ρ a i , of the activity of one network. In the limit n 1, we can neglect the effect of perturbing the i-th network on the remaining ones. The perturbation induces a shift in the corresponding weight according to
Our initial perturbation triggers the dynamical response ∆ρ from the system given by
where ρ a * i (ω i ) = 1 − 1/λ k ω i . With Eq. (10), we obtain
The coexistence solution is stable if the perturbation decreases; this means that the dynamical response ∆ρ a i has to be smaller than the initial perturbation ∆ρ a i . Mathematically, this leads to the condition
which is equivalent to Eq. (6) in the paper in the limit n l 1. The left-hand side of Eq. (13) is proportional the ratio between the dynamical response of the system and the initial perturbation. If this ratio is smaller than one, the initial perturbation will decrease and the coexistence state is stable. In the general case, one has to consider the eigenvalues of the Jacobian matrix as in section .
Existence of stable coexistence region
Our assumptions of symmetry and normalization allow us to write
where ψ(ρ a i ) is an arbitrary monotonically increasing function with ψ(0) = 0, which is bounded on the interval [0, 1]. We have ∂ω i ∂ρ i ρ a * = ψ (ρ a * i ) ψ(ρ a * i )
which we can plug into Eq. (6) to obtain φ(ρ a * i ) ≡ (1 − ρ a * i ) ψ (ρ a * i ) ψ(ρ a * i )
Since ψ(0) = 0 and ψ (0) = ψ(0), the left-hand side of Eq. (16) diverges for ρ a * i → 0. Because ψ is bounded, we have lim ρ a * i →1 φ(ρ a * i ) = 0 .
Therefore, there is always a ρ a * i (and so a value of λ) for which the inequality (16) is fulfilled.
