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ON THE LINEAR INDEPENDENCE OF FINITE WAVELET
SYSTEMS GENERATED BY SCHWARTZ FUNCTIONS OR
FUNCTIONS WITH CERTAIN BEHAVIOR AT INFINITY
ABDELKRIM BOUROUIHIYA
OCTOBER 29, 2019
Abstract. One of the motivations to state HRT conjecture on the linear in-
dependence of finite Gabor systems was the fact that there are linearly depen-
dent Finite Wavelet Systems (FWS). Meanwhile, there are also many examples
of linearly independent FWS, some of which are presented in this paper. We
prove the linear independence of every three point FWS generated by a nonzero
Schwartz function and with any number of points if the FWS is generated by
a nonzero Schwartz function, for which the absolute value of the Fourier trans-
form is decreasing at infinity. We also prove the linear independence of any
FWS generated by a nonzero square integrable function, for which the Fourier
transform has certain behavior at infinity. Such a function can be any square
integrable function that is a linear complex combination of real valued rational
and exponential functions.
1. Introduction
Let φ be a nonzero measurable function on R and let Λ = {(λk, βk)}Nk=1 ⊂
(0,∞)×R, the Finite Wavelet System (FWS) generated by φ and parameterized
by Λ is the set of time-dilation translates of φ
W(φ,Λ) = {φ(λkx− βk)}Nk=1.
On the one hand, there are many examples of non trivial FWS that are linearly
dependent in L2(R) and others in L1(R). Indeed, examples of the two-scale
difference equation that has the form
φ(x) =
N∑
k=0
ckφ(λx− βk) (a.e)(1.1)
has solutions in L1(R) \ {0} for some λ > 1. For each integer K ≥ 2, the lattice
two-scale difference equation has the form
φ(x) =
N∑
k=0
ckφ(Kx− k) (a.e).(1.2)
On the other hand, Christensen and Lindner proved the linear independence
of each FWS generated by a nonzero square integrable function, for which the
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Fourier transform is continuous and compactly supported [3]. Thus, they proved
the linear independence of FWS generated by each nonzero function in a dense
subspace of L2(R). Bownik and Speegle also proved the linear independence of
Parseval wavelets, which can be compared to the linear independence of infinite
rectangular Gabor systems [2]. The main purpose of this paper is to present some
cases of linearly independent FWS. However, we incidently prove some results on
the two-scale difference equation.
In Section 1, we prove a lemma on the order of regularity of a compactly
supported L1−solution (if it exists) to Equation 1.1. The lemma is then used to
prove the independence of each three point FWS generated by a nonzero Schwartz
function. Incidently, the lemma is also used to find an upper bound of the order
of regularity of solutions to Equation 1.1. This upper bound and an existing lower
bound lead to the exact value of that order for several examples in the literature.
In addition, we prove that the equation
φ(x) =
λ
2
(φ(λx− 1) + φ(λx+ 1))(1.3)
has no solution in Cnc (R) \ {0} if α < 2−
1
n+1 , where α = 1/λ. To the best of our
knowledge, this result is not published prior to this paper. Meanwhile, the impor-
tant Equation 1.3 is related to the so called symmetric Bernoulli convolutions and
has been studied for several decades with connections to random walk, harmonic
analysis, the theory of algebraic numbers, and dynamical systems [10, 11].
In Section 2, we prove that W(φ,Λ) is linearly independent in the following
cases:
(1) φ is with faster than exponential decay and the support of φ is not com-
pact.
(2) φ ∈ S(R) \ {0}, the space of Schwartz functions, and card(Λ) = 3.
(3) φ ∈ S(R) \ {0}, and |φ̂(γ)| and |φ̂(−γ)| are ultimately decreasing.
The proof of Result (1) is pretty easy, while it is not yet proven that a Finite
Gabor System (FGS) is linearly independent for all functions with faster than
exponential decay. A FGS has the form G(g,Λ) = {e2piiβkxg(x+αk)}Nk=1. The Heil,
Ramanathan, and Topiwala (HRT) conjecture states that each FGS generated
by a nonzero square integrable function g is linearly independent in L2(R). The
conjecture is still open today even if g is assumed to be in S(R) [9]. The results
of this paper lead to the following conjecture.
Conjecture 1.1. Each finite wavelet system generated by a nonzero Schwartz
function is linearly independent.
In Section 3, we prove the linear independence of W(φ,Λ) if φ is a nonzero
square integrable function for which φ̂ is a linear complex combination of functions
∈ LE(R): the space of logarithmico-exponential functions. This space consists of
real valued functions that can be expressed using the standard arithmetic opera-
tions (+,−,×,÷) along with the identity, constant, exponential, and logarithmic
functions. Thus, we prove the linear independence of W(φ,Λ) if φ is a nonzero
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square integrable rational function, φ = e−n|x| for integers n > 0, φ = e−x
2
, or
(for a random example) φ̂ = γ ln |γ|
eγ+e−γ
.
2. A Lemma on The Two-scale Difference Equation
The result of the follwing lemma is folklore, though we have not been able to
locate an explicit proof in the literature.
Lemma 2.1. If φ ∈ L1(R) \ {0} is a solution with compact support to Equation
1.1, then |c0|, |cN | < λ. Further, if |φ(x)|/|x− a|µ is bounded for almost all x in
a neighborhood of a, where µ ≥ 0 and a = (λ− 1)−1β0 (resp. a = (λ− 1)−1βN),
then |c0| ≤ λ−µ (resp. |cN | ≤ λ−µ).
Proof. Suppose φ ∈ L1(R) \ {0} is a solution with compact support to Equation
1.1. If needed we can replace φ with Tβφ, where β = (1 − λ)−1β0, to assume
without loss of generality that β0 = 0. Hence, supp(φ) ⊂ [0, (λ − 1)−1βN ]. We
then have
φ(x) = c0φ(λx), for almost all x ∈ [0, β1
λ
].(2.1)
Therefore ∫ β1
λ
0
|φ(x)|dx = |c0|
λ
∫ β1
0
|φ(x)|dx.(2.2)
Thus, |c0| ≥ λ implies φ(x) = 0 for almost all x ∈ [β1λ , β1]. Using Equality 2.1
m times leads to φ(x) = 0 for almost all x ∈ [ β1
λm
, β1]. Consequently, we have
φ(x) = 0 for almost all x ∈ [0, β1] and Equality 2.1 holds for almost all x ∈ [0, 2β1λ ].
Using 2.1 and 2.2 as before, we obtain φ(x) = 0, for almost all x ∈ [0, 2β1]. After
enough iterations of the above process, we obtain the contradiction φ(x) = 0
almost everywhere.
Now let µ ≥ 0 and assume that |φ(x)|/|x|µ is bounded for almost all x in a
neighborhood of 0. Therefore, |φ(x)|/|x|µ+ε ∈ L1(R) for all ε < 1. Using Equality
2.1, we obtain ∫ β1
λ
0
|φ(x)|
xµ+ε
dx = |c0|λµ+ε−1
∫ β1
0
|φ(x)|
xµ+ε
dx.
We then proceed as we did in the first part of this proof to deduce |c0|λµ+ε−1 < 1
for all ε < 1. Consequently, we have |c0|λµ ≤ 1.
The function ϕ(x) = φ(−x+ (λ− 1)−1βN) satisfies the two-scale equation
ϕ(x) =
N∑
k=0
ckϕ(λx− (βN − βk)) (a.e).
Hence, we can complete the proof of Lemma 2.1. 
The second condition in Lemma 2.1 can be replaced with the weaker condition
|φ(x)|/|x − a|µ+ε ∈ L1(R) ∀ε < 1, where a = (λ − 1)−1β0 or a = (λ − 1)−1βN).
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Any one of those conditions holds if φ ∈ Cµc (R) when µ is a nonnegative integer
or φ is Ho¨lder continuous with exponent µ, i.e., there is M > 0 such that
|φ(x)− φ(y)| < M |x− y|µ, ∀x, y ∈ R.
Hence, we obtain the following corollary, which bounds from upper the degree of
regularity of a compactly supported L1-solution to Equation 1.1.
Corollary 2.2. Suppose φ ∈ L1(R) \ {0} is a compactly supported solution to
Equation 1.1. If µ ≥ 0, then the following statements hold.
(a) If φ is Ho¨lder continuous with exponent µ or φ ∈ Cµ(R) when µ is an integer,
then
µ ≤ min(− ln |c0|,− ln |cN |)
lnλ
.(2.3)
(b) Equation 1.1 has no solution in C∞c (R) \ {0}.
Equation 2.1 easily implies that φ must be discontinuous at a, where a =
(λ − 1)−1β0 (resp. a = (λ − 1)−1βN ), if |c0| ≥ 1 (resp. |cN | ≥ 1). This fact
is noticed by Colella and Heil in the lattice case [4]. For the lattice case also,
Daubechiesf and Lagarias used the infinite matrix product representations to
bound from below the degree of regularity of a compactly supported L1-solution
to Equation 1.2 [6]. Curiously, the upper bound computed by Corollary 2.2
coincides with the optimal degree of regularity for each example listed in [6].
For example, the exact degree of regularity of the Rham function that is the
normalized L1-solution to the equation
φ(x) = φ(3x) +
1
3
[φ(3x− 1) + φ(3x+ 1)] + 2
3
[φ(3x− 2) + φ(3x+ 2)]
is equal to the upper bound computed using Corollary 2.2:
− ln(2/3)
ln 3
≃ 0.36907024642.
We finish this section with the following corollaries for the case N = 2.
Corollary 2.3. Suppose Equation 1.1 with N = 2 has a compactly supported
solution φ ∈ L1(R) \ {0}. Then the following statements hold.
(a) If λ > 2, then φ is not bounded.
(b) If λ = 2 and φ is bounded, then c0 = c1 = 1.
(c) If 1 < λ < 2 and φ is Ho¨lder continuous with exponent µ or φ ∈ Cµ(R) when
µ is an integer, then
µ ≤ 1
log2 λ
− 1.(2.4)
The case N = 2 includes Equation 1.3 that has always a unique non trivial
normalized solution fα, where α = 1/λ, that is a compactly supported measure
[10, 11]. Finding all values of α ∈ (1
2
, 2), for which the measure fα is absolutely
continuous is still today an open problem. Erdo˝s proved for every integer n ≥ 0
there is a(n) < 1 such that for almost all α ∈ (a(n), 1), fα ∈ Cnc (R) \ {0} [7].
Erdo˝s also proved that there are α for which the measure fα is not absolutely
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continuous. Another breakthrough result is due to B. Solomyak, who proved for
almost all α ∈ (1
2
, 1), fα ∈ L2(R) \ {0} and for almost all α ∈ ( 1√2 , 1), fα is
continuous [10]. However, it is not yet known if there exists α ∈ (1
2
, 1√
2
) for which
fα is continuous. Using Corollary 2.3.d, we deduce the following result.
Corollary 2.4. Equation 1.3 has no solution fα ∈ Cnc (R) \ {0} if α < 2−
1
n+1 .
Therefore, there is no α ∈ (1
2
, 1√
2
) for which fα is C
1.
3. FWS generated by Schwartz Functions
We say that a measurable function φ is with faster than polynomial decay if
lim
x→±∞
xnφ(x) = 0, ∀n > 0.
We say that a measurable function φ is with faster than exponential decay if
lim
x→∞
etxφ(x) = lim
x→−∞
e−txφ(x) = 0, ∀t > 0.
If it exists, φ(n) will denote the nth derivative of φ.
Lemma 3.1. Let φ ∈ L1(R) \ {0}. Let Λ = {(λk, βk)}Nk=0 ⊂ (0,∞) × R. Then
W(φ,Λ) is linearly independent in the following cases.
(a) φ is with faster than exponential decay and the support of φ is not compact.
(b) φ is with faster than polynomial decay, the support of φ is not compact, and
λk < λ0 for k = 1, . . . , N .
(c) φ ∈ C∞(R), φ(n) ∈ L1(R) \ {0} for each n > 0, and λk > λ0 for k = 1, . . . , N .
Proof. Suppose W(φ,Λ) is linearly dependent. We may assume without loss of
generality there are c1, . . . , cN ∈ C such that
φ(x) =
M∑
k=1
ckφ(x− βk) +
N∑
k=M+1
ckφ(λkx− βk),(3.1)
where λ0 = 1, λk 6= 1 for k = M + 1, . . . , N , β0 = 0, β1, . . . , βM < 0, and
βM+1, . . . , βN ∈ R.
For the first two cases, we may also assume that λM+1, . . . , λN > 1.
(a) The fact that the support of φ is not compact leads to two possibilities:
0 <
∫ ∞
A
|φ(x)etx|dx <∞, ∀t, A > 0 or 0 <
∫ A
−∞
|φ(x)etx|dx <∞, ∀t, A < 0.
Suppose the first possibility holds. Let t > 0 and let A be big enough to have
λkA− βk ≥ A, ∀k = M + 1, . . . , N . We have∫ ∞
A
|φ(x)etx|dx ≤
M∑
k=1
|ck|etβk
∫ ∞
A
|φ(x)|etxdx
+
N∑
k=M+1
|ck|et[(1−λk)A+βk]
∫ ∞
A
|φ(x)etx|dx.
Simplifying the last inequality and letting t→∞ lead to the contradiction 1 ≤ 0.
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Similarly, we can obtain a contradiction if the second possibility holds.
(b) In this case M = 0 and the right side of Equality 3.1 does not includes the
first sum. If needed, we can replace φ with Tβφ, where β is such that βk + (λk −
1)β < 0, ∀k = 1, . . . , N , to assume without loss of generality that βk < 0, ∀k =
1, . . . , N . The fact that the support of φ is not compact leads to two possibilities:
0 <
∫ ∞
A
|φ(x)xn|dx <∞, ∀A, n > 0 or 0 <
∫ −A
−∞
|φ(x)xn|dx <∞, ∀A, n > 0.
Suppose the first possibility holds. We have∫ ∞
0
|φ(x)xn|dx ≤
N∑
k=1
|ck|
λnk
∫ ∞
0
|φ(λkx− αk)(λkx− βk)n|( λkx
λkx− βk )
ndx
and so ∫ ∞
0
|φ(x)xn|dx ≤
N∑
k=1
|ck|
λn+1k
∫ ∞
0
|φ(x)xn|dx(3.2)
Simplifying Inequality 3.2 and Letting n→∞ lead to the contradiction 1 ≤ 0.
Similarly, we can find a contradiction if the second possibility holds.
The proof of statement (c) is straightforward.

Corollary 3.2. Every three point FWS generated by a nonzero Schwartz function
is linearly independent.
Proof. let W = {φ(λkx − βk)}3k=1, where φ ∈ S(R) \ {0}. The only case that
is not following Lemma 3.1 or Corollary 2.2 is the almost obvious case when
λ1 = λ2 = λ3. 
Lemma 3.3. Let φ ∈ L2(R) \ {0}. Every FWS generated by φ is linearly inde-
pendent if one of the following statement is satisfied.
(i) There is an ε > 0 such that φ̂(γ) = 0, ∀γ ∈ (−ε, ε).
(ii) φ̂ is compactly supported.
Proof. (i) Suppose there is a FWS generated by φ that is linearly dependent.
WLG, we may assume there are b1, . . . , bM , β1, . . . , βN ∈ R, λ1, . . . , λN > 1, and
a1, . . . , aM , c1, . . . , cN ∈ C \ {0} such that
p(γ)φ̂(γ) =
N∑
k=1
cke
2piiβkγ φ̂(
γ
λk
) (a.e), where p(γ) =
M∑
k=1
ake
2piibkγ .
Let δ > 0, let λ = min{λ1, . . . , λN}, and let n be such that 0 < δ < λnε. For
almost all γ ∈ (−δ, δ), we have
(
N∏
j=1
p(
γ
λj
))p(γ)φ̂(γ) =
N∑
k=1
cke
2piiβkγ(
N∏
j=1,j 6=k
p(
γ
λj
))
N∑
i=1
cie
2piiβiλkγφ̂(
γ
λiλk
)
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and |γ/(λiλk)| < δ/λ2, for all 1 ≤ i, k ≤ N . After n iterations of the last process,
we can find a trigonometric polynomial q and an equality in the form
q(γ)φ̂(γ) =
L∑
k=1
dke
2piiαkγφ̂(
γ
µk
) (a.e)
such that |γ/µk| < δ/λn < ε, for all k = 1, . . . , L. Using Lemma 1.1, we deduce
that φ̂(γ) = 0 for all γ ∈ (−δ, δ). Since δ is an arbitrary positive number, we
deduce the contradiction that φ(γ) = 0 almost everywhere.
The proof of Statement (ii) can be obtained using similar to the steps in the
proof of Statement (i). With the additional condition that φ̂ is continuous, State-
ment (ii) is proved in [3]. 
A measurable function φ is said to ultimately have a property P if there is
A > 0 such that φ(x) has the property P for all x > A.
Theorem 3.4. Let φ ∈ S(R) \ {0} be such that | φ̂(γ)| and | φ̂(−γ)| are
ultimately decreasing. Every FWS generated by φ is linearly independent.
Proof. Assume W(φ,Λ) is linearly dependent in L2(R) for some finite subset Λ
of (0.∞) × R. We may assume without loss of generality there are c1, . . . , cN ∈
C \ {0}, β1, . . . , βN ∈ R, β1, . . . , βM are 2 by 2 distinct, and λ1, . . . , λN > 1 such
that
M∑
k=1
cke
2piiβkγ φ̂(γ) =
N∑
k=M+1
cke
2piiβkγ φ̂(λkγ).
Since the case M = 1 follows using Proposition 3.1, we assume that M > 1.
Since | φ̂(γ)| and | φ̂(−γ)| are ultimately decreasing, then φ̂ is compactly
supported, in which case W(φ,Λ) is independent by Lemma 3.3, or either |φ̂(γ)|
or | φ̂(−γ)| is ultimately positive. Let’s suppose that |φ̂(γ)| is ultimately positive.
Let λ = min{λM+1, . . . , λN}. We claim the following:
∀m > 0, ∃nm > m, ∀γ ∈ (1, 4
√
λ), |φ̂(γλnm+22 )| ≤ 1
m
|φ̂(γλnm2 )|.
If the claim is not true, then
∃m > 0, ∀n > m, ∃γn ∈ (1, 4
√
λ), |φ̂(γnλn+22 )| > 1
m
|φ̂(γnλn2 )|.
We can also require that m is big enough to have |φ̂(γnλn2 )| > 0, for all n > m.
Therefore, for n0 > m and for l > 0 , we have the inequality
∑
n≥n0
γlnλ
nl+2l
2 |φ̂(γnλn2 )| > 1
m
∑
n≥n0
γlnλ
nl+2l
2 |φ̂(γnλn2 )|,
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for which each member is a convergent series because φ̂ ∈ S(R). The last in-
equality can also be written as∑
n≥n0
γlnλ
nl+2l
2 |φ̂(γnλn+22 )| > 1
m
γln0λ
n0l+2l
2 |φ̂(γn0λ
n0
2 )|(3.3)
+
λ
l
4
m
∑
n≥n0
γln+1λ
2nl+5l
4 |φ̂(γn+1λn+12 )|.
The fact that γn ∈ (1, 4
√
λ) yields the followings:
γln+1λ
2nl+5l
4
γlnλ
nl+2l
2
=
γln+1
γln
λ
l
4 > 1(3.4)
γn+1λ
n+1
2
γnλ
n+2
2
=
γn+1
γn
λ−
1
2 < λ−
l
4 < 1(3.5)
Let A > 0 such that |φ̂(γ)| is decreasing for all γ > A. Let n0 be large enough
to have λ
n0
2 > A. Therefore, (2.1)-(2.3) imply the inequality
(1− λ
l
4
m
)
∑
n≥n0
γlnλ
nl+2l
2 |φ̂(γnλn+22 )| > 1
m
γln0λ
n0l+2l
2 |φ̂(γn0λ
n0
2 )|.
Taking l large enough makes negative the left hand side of the last inequality,
which yields a contradiction. Hence, the claim is true, and so
∀γ ∈ (1, 4
√
λ), lim
m→∞
φ̂(γλ
nm+2
2 )
φ̂(γλ
nm
2 )
= 0.
Since λ = min{λM+1, . . . , λN} and |φ̂| is ultimately decreasing, we obtain
∀γ ∈ (1, 4
√
λ), lim
m→∞
|
M∑
k=1
cke
2piiβkγλ
nm
2 | ≤ lim
m→∞
N∑
k=M+1
|ck φ̂(γλkλ
nm
2 )
φ̂(γλ
nm
2 )
|
≤ lim
m→∞
N∑
k=M+1
|ck φ̂(γλ
nm+2
2 )
φ̂(γλ
nm
2 )
| = 0
Consequently,
∀γ ∈ (1, 4
√
λ), lim
m→∞
M−1∑
k=1
cke
2pii(βk−βM )γλ
nm
2 = −cM .
Therefore, using Lebesgue’s dominated convergence theorem, we have
cM(1− 4
√
λ) = lim
m→∞
M−1∑
k=1
∫ 4√λ
1
cke
2pii(βk−βM )γλ
nm
2 dγ
aM (1− 4
√
λ) = lim
m→∞
M−1∑
k=1
ck
e2pii(βk−βM)λ
2nm+1
4 − e2pii(βk−βM )λ
nm
2
2pii(βk − βM)λnm2
= 0,
and so we obtain the contradiction aM = 0. 
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Similar to the result of Theorem 3.4 is not known for FGS. A theorem in
[1] proves the independence of each four point FGS generated by a nonzero L2-
function g such that g(x) and g(−x) are ultimately positive and decreasing.
4. FWS generated by Functions with certain behaviour at Infinity
Let F be a space of real valued functions f that are ultimately defined, i.e., f
is everywhere defined on an interval (A,∞) for some real number A. We define
on F the equivalence relation ∼ by writing f ∼ g to mean f(x) and g(x) are
ultimately equal. The equivalence class associated with f ∈ F is denoted by
germ(f). Addition and multiplication of functions are compatible with respect
to ∼, and so the set F = {germ(f) : f ∈ F} is a commutative ring. An example
of F is the space LE(R) of logarithmico-exponential functions. Some properties
of LE(R) are listed in the following proposition.
Proposition 4.1 ([8]). Let LE(R) = {germ(f) : f ∈ LE(R)}
(1) Every Logarithmico-exponential function is ultimately analytic.
(2) If f, g ∈ LE(R) such that germ(f) 6= 0 and germ(g) 6= 0, then the limit at
infinity of f/g or g/f is finite. If the limit at infinity of f/g is finite we say
that f is asymptotically smaller than g and we write germ(f)  germ(g).
(3) LE(R) is a Hardy field, i.e, it is a field that is closed by differentiation
and it is well-ordered with respect to the relation  .
The proof of the following theorem is following the same steps used to prove a
similar theorem on FGS [1]. Nevertheless, we have to check the points that make
different the proof of the new theorem.
Theorem 4.2. Let φ ∈ L2(R)\{0} such that φ̂(γ) is a complex linear combination
of square integrable functions whose germs ∈ LE(R). Then every non trivial FWS
generated by φ is linearly independent.
Proof. For the sake of simplicity we assume that φ̂(γ) ∈ LE(R), since the general-
ization is straightforward. Suppose there is a linearly dependent FWS generated
by φ. We may assume without loss of generality that
M∑
k=1
cke
2piiβkγ φ̂(γ) =
N∑
k=M+1
cke
2piiβkγ φ̂(λkγ),(4.1)
where c1, . . . , cN ∈ C, β1, . . . , βN ∈ R, β1, . . . , βM are distinct, and λ1, . . . , λN > 1.
(i) It is known that φ̂ is ultimately analytic [8], i.e., analytic on an interval
(A,∞), for some A > 0. Let I be a bounded open interval ⊂ (0,∞). Iterating
4.1 enough times, we can write
p(γ)φ̂(γ) =
n∑
k=1
ake
2piiβ′
k
γφ̂(λ′kγ),
where p(γ) is a trigonometric polynomial and λ′k are big enough to have λ
′
kγ > A,
for all γ ∈ I. Therefore, p(γ)φ̂(γ) is analytic on I, and so φ̂(γ) = f(γ)/p(γ), where
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f is analytic on (0,∞). Since p(γ) is also analytic, for each γ0 > 0, there is an
open interval I0 containing γ0 and an integer n such that
∀γ ∈ I0, φ̂(γ) = f(γ)
p(γ)
= (γ − γ0)nh(γ),(4.2)
where h is analytic and never vanishes on I0. The fact that φ̂ ∈ L2(R) implies
n ≥ 0, and so φ̂ is analytic on I0. We then conclude that φ̂ is analytic on (0,∞).
Similarly, we can prove that φ̂ is analytic on (−∞, 0). Thus, in the following we
assume that φ̂ is analytic on R \ {0}
ii. After relabeling, we may suppose that
N∑
k=1
e2piiβkγfk(γ) = 0, where fk(γ) =
Nk∑
n=1
c(k,n)φ̂(λ(k,n)γ),(4.3)
where β1, . . . , βN ∈ R are distinct and c(k,1), c(k,2), . . . , c(k,Nk) ∈ C \ {0} and
λ(k,1), . . . , λ(k,Nk) > 0, for each k = 1, . . . , N .
Let k ∈ {1, . . . , N} and assume that germ(fk) = 0. Since fk is analytic
on (0,∞), then fk is equal to zero on (0,∞). But e t2 fk(et) is a sum of time
translates of e
t
2 φ̂(et) ∈ L2(R), and so φ̂(γ) = 0, ∀γ ∈ (0,∞). Similarly, if fk(−γ)
is ultimately equal to zero, then φ̂(γ) = 0, ∀γ ∈ (−∞, 0). We conclude there
is at least one k ∈ {1, . . . , N} such that germ(fk) 6= 0 or germ(fˇk) 6= 0, where
fˇk(γ) = fk(−γ).
iii. Without loss of generality, we may assume there is at least one k ∈
{1, . . . , N} such that germ(fk) 6= 0. Using this and Proposition 4.1, there is
k0 ∈ {1, . . . , N} such that germ(fk0)  germ(fk) for all k ∈ {1, . . . , N} and
germ(fk0) 6= 0.
Now, let (γn) be a sequence converging to infinity such that
∀k ∈ {1, . . . , N}, lim
n→∞
e2piiβkγn = Lk ∈ C \ {0}.
Therefore,
lim
n→∞
N∑
k=1
e2piiβk(γ+γn)
fk(γ + γn)
fk0(γ + γn)
=
N∑
k=1
Lklke
2piiβkγ = 0,(4.4)
where lk ∈ R and lk0 = 1. Thus, the last quality in 4.4 is a contradiction. 
A generalization of Theorem 4.2 can be stated if LE(R) is replaced with F , a
space of real valued functions that are ultimately defined such that F is a subset
of a Hardy field closed under dilations with one of the following requirements:
• Each one of the function φ̂(γ) and φ̂(−γ) is a complex linear combination
of square integrable ultimately analytic functions whose germs are in F .
• The function φ̂ is a complex linear combination of square integrable func-
tions that are analytic at zero and whose germs are in F .
Similar to Theorem 4.2 for FGS implies the independence of each FGS gen-
erated by a nonzero square integrable logarithmo-exponential function or by its
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Fourier transform [1]. Meanwhile, Theorem 4.2 only implies the linear indepen-
dence of each FWS generated by a nonzero square integrable function whose
Fourier transform is a logarithmo-exponential function.
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