Abstract.-The "phylogenetic diversity" (PD) measure of biodiversity is evaluated using a phylogenetic tree, usually inferred from morphological or molecular data. Consequently, it is vulnerable to errors in that tree, including those resulting from sampling error, model misspecification, or conflicting signals. To improve the robustness of PD, we can evaluate the measure using either a collection (or distribution) of trees or a phylogenetic network. Recently, it has been shown that these 2 approaches are equivalent but that the problem of maximizing PD in the general concept is NP-hard. In this study, we provide an efficient dynamic programming algorithm for maximizing PD when splits in the trees or network form a circular split system. We illustrate our method using a case study of game birds ("Galliformes") and discuss the different choices of taxa based on our approach and PD. [Biodiversity conservation; dynamic programming; phylogenetic diversity; phylogenetic network; split diversity; split system.]
Practical biodiversity conservation normally focuses on preserving as many species as possible. This is known as the "species richness" concept (Wilson 1997; Gaston and Spicer 2004) . Despite being widely used, due to its easy application, such an approach poses the major problem of treating all species equally (May 1990 ). This is not adequate in some respects. For example, is "the panda equivalent to one species of rat"? (VaneWright et al. 1991) . Consequently, Vane-Wright et al. (1991) suggested the so-called "taxic diversity" concept, which exclusively uses a taxonomic tree connecting the species under consideration for diversity evaluation. Faith (1992) extended this approach by taking the edge lengths of the tree into account and introduced the concept of "phylogenetic diversity" (PD) in the context of "feature" diversity. Given a set of features (attributes), where each taxon exposes a number of features, the feature diversity of a set of taxa is the number of features represented by at least 1 taxon in the set. Assuming that the set of features can be mapped perfectly onto a rooted phylogenetic tree, where the edge length depicts the number of features uniquely shared by all descending taxa below this edge, the feature diversity (or PD) can alternatively be computed as the sum of the edge lengths of the minimal subtree connecting the taxa of interest with the root. Faith (1992) also pointed out that other measures of edge lengths could be used (e.g., evolutionary distances estimated from molecular data). Recently, Forest et al. (2007) studied different conservation scenarios for the plants of the Cape of South Africa and concluded that PD should be decoupled from species richness.
Using PD, Faith (1992) proposed a taxon selection problem. Given a phylogenetic tree of n taxa, identify the set of k taxa that maximizes the PD, where k < n. Such an optimal set could be employed either to identify taxa important for conservation or to determine taxa that are of interest for sequencing projects (Pardi and Goldman 2005) . Steel (2005) and Pardi and Goldman (2005) proved that a greedy algorithm is sufficient to determine an optimal set of a given size k on a phylogenetic tree. Minh et al. (2006) presented an efficient implementation, the greedy phylogenetic diversity algorithm (gPDA), capable of handling trees with millions of taxa.
One limitation of PD is that "the predictive value of PD depends on having a cladogram that is a reliable estimate of the phylogenetic relationships among the taxa" (Faith 1992, p. 8-9) . However, such a reliable estimate of the phylogenetic tree is in many cases difficult to obtain due to a number of reasons.
1. Most tree reconstruction methods rest on the assumption that the evolutionary pattern is treelike and that the evolutionary process can be approximated by 1 or several Markov models, which usually are assumed to be time reversible. Deviations from these assumptions result in model misspecification and may result in erroneous phylogenetic estimates (Jermiin et al. 2008 ). 2 At the genomic level, it is well known that different regions of the genome have evolved at different rates, and that these differences, combined with violations of the assumption of a molecular clock, result in trees with different genetic distances between the same pair of taxa (Graur and Li 2000) . 3. Sometimes, different regions of the genome lead to different trees due to ancestral polymorphisms (Nei 1987) .
The issue of conflict between trees inferred from different data sets obtained from the same set of taxa was illustrated in Minh et al. (2006) . Given a collection of trees connecting n taxa of interest and a weight for each tree (e.g., the importance of the tree), one needs to identify a subset of k taxa with the maximal weighted average of the PD calculated for each tree. The PD computed this way is equivalent to computing diversity on a "split system" (Bandelt and Dress 1992) formed of all splits existing in at least 1 tree (Spillner et al. 2008) . Split systems generalize phylogenetic trees by displaying conflicting phylogenetic signals in the data. We call the diversity based on a split system, "split diversity" (SD). However, using taxon selection to maximize SD is NP-hard for general split systems (Spillner et al. 2008 ).
Here, we present a dynamic programming algorithm (Split Diversity Algorithm [SDA] ) that can identify an optimal taxon set that results in maximal SD for a circular split system (Bandelt and Dress 1992) . Circular split systems are reconstructed by the widely used neighbornet (NNet) method (Bryant and Moulton 2004) , which has been applied in various phylogenetic analyses (de las Rivas et al. 2004; Henz et al. 2005; Hertel et al. 2006; Kilian et al. 2007) .
As an illustration, we conducted a case study using sequence and morphological data from 20 Galliformes taxa (game birds; Dyke et al. 2003; Kimball and Braun 2008) . Given these data, we compare the outcome of SD on the inferred split system with that of the traditional PD on the inferred tree. The comparison gives further insights into strategies of selecting taxa for conservation.
SPLIT SYSTEMS This section provides a brief introduction to the concept of split systems (for definitions, see Huber and Moulton 2005 or Huson and Bryant 2006) . We will use the term "taxon," which, depending on the analysis, can be interpreted as species, genus, population, etc.
Let X denote a finite set of n taxa. A split A|B is a bipartition of the taxon set (i.e., A, B / = ∅, A ∩ B = ∅, and A ∪ B = X). A split system, Σ, is a collection of splits of X.
Two splits A|B and C|D are "compatible" if one of the following intersections is empty:
The one-to-one correspondence between a phylogenetic tree connecting the taxa and a split system is well known. Each edge in the tree induces a bipartition of the taxon set, thus defining a split. The resulting collection of splits has the property that all splits are mutually compatible. Thus, a tree is a special case of a split system (Semple and Steel 2003, theorem 3.7 .1). For example, a bifurcating tree with n taxa has 2n − 3 edges and therefore induces 2n − 3 splits.
To map the edge lengths of a phylogenetic tree to its split system it is natural to define "weighted" split systems. A weighted split system assigns a weight λ(A|B) to every split A|B ∈ Σ. In the special case of a split system derived from a phylogenetic tree, the weights are identical to the edge lengths.
Of particular interest are (weighted) "circular" split systems. A split system is called circular if there exists a way to enumerate the taxa from 1 to n such that all splits are of the form {i, i + 1, . . . , j} X \ {i, i + 1, . . . , j}, 1 i j n (Bandelt and Dress 1992). Here, (1, 2, . . . , n) is called the "circular order" of the taxa. Circular split systems can be represented by the so-called "outer-labeled plane splits graphs" (Dress and Huson 2004) . The graph in Figure 1 has the following circular order of taxa:
(1, 2, 3, 4, 5). In the graph representation, one can draw a circle passing through the taxa in that order, and each split can be depicted by a line bisecting the circle.
The splits graph in Figure 1 shows an example of how to interpret split systems in the context of phylogenetic trees. It summarizes trees T 1 and T 2 in Figure 2 by including all splits from the 2 trees and assigning to each Split A|B a weight of λ(A|B)= 1 2 (λ 1 (A|B)+λ 2 (A|B)), where λ 1 and λ 2 are the split-weight functions of T 1 and T 2 , respectively. If a split does not appear in a tree, its weight in this tree is equal to 0. This particular example shows that split systems may represent multiple trees (Huson and Bryant 2006) .
Another interpretation of split systems can be obtained from Faith's concept of feature diversity. One can map the features exclusively observed in the taxa FIGURE 2. Two gene trees for taxa 1, 2, 3, 4, and 5. Incidentally, the split system in Figure 1 comprises all splits from the the 2 gene trees. 588 SYSTEMATIC BIOLOGY VOL. 58 from A but not in the taxa from B to the split A|B. The weight of the split is then equal to the number of features agreeing with it. Hence, a set of features implies a split system. On the other hand, there may be features exclusively observed in the taxa of B. Because A|B and B|A represent the same split, introducing an "outgroup" taxon, ρ, that has no features will help distinguish these 2 groups of features. The features exclusively observed in the taxa from A are assigned to A|B ∪ {ρ}, whereas the features exclusively observed in the taxa from B are A ∪ {ρ}|B.
A MEASURE OF SD
Given an unrooted phylogenetic tree, T, the PD of a taxon subset S ⊂ X, denoted by pd(S) = pd(S|T), is defined as the sum of the lengths of those edges connecting the taxa in S. Using the one-to-one relation between edges and splits in a tree, pd(S) is equivalently restated as the sum of the weights of those splits separating the taxa of S. This reformulation naturally extends to split systems. Formally, given a weighted split system, Σ, with a split-weight function, λ, the SD of a taxon set S, sd(S), is given by
This definition of SD coincides with that of feature diversity (Faith 1992 ). As noted above, each feature can be assigned to a split A|B by proposing that the taxa in A have the feature and the taxa in B do not, and the weight of the split is equal to the number of features agreeing with it. In general, split weights are not restricted to the number of features but can be inferred by any distance measure. Furthermore, with this approach, we relax the assumption made by Faith (1992) that the set of splits are mapped onto a tree excluding incompatible splits. Consider the trees, T 1 and T 2 , depicted in Figure 2 with the identical taxon set. The optimal set of 2 taxa for T 1 is {1, 4} with pd({1, 4}|T 1 ) = 28. For T 2 , we find {3, 5} to be optimal with pd({3, 5}|T 2 ) = 20, whereas pd({1, 4}|T 2 ) = 12. Hence, the taxon set with optimal PD depends on the phylogenetic tree used. Thus, different trees for the same taxon set pose a problem if one is interested in a subset having maximal PD.
A simple solution is to average the PD computed from each tree, that is, set S receives a score of 1 2 (pd(S|T 1 ) + pd(S|T 2 )) (Minh et al. 2006) . Based on this average, taxon set {2, 5} will have the maximal score for 2 taxa. In fact, maximizing the average of PD scores on these 2 trees is equivalent to maximizing SD on the split system in Figure 1 (Spillner et al. 2008 , for a proof).
Taxon Selection under SD
As with PD, one is interested in selecting a subset of k taxa that maximizes SD for a weighted split system.
Here, we introduce the maximal SD
where |S| denotes the number of taxa in S. The collection of all maximal k-sets is
If the split system corresponds to a tree, a greedy strategy suffices to obtain sd max (k) and an element of SD k (Pardi and Goldman 2005; Steel 2005 ). The greedy algorithm works by determining an optimal set of 2 taxa and sequentially adding the remaining k−2 taxa, which contribute the most divergence to the already chosen set. However, if the split system does not represent a tree, the greedy algorithm no longer guarantees an optimal solution (Minh et al. 2006; Moulton et al. 2007 ). For example, the split system in Figure 1 has {2, 5} as the only element of SD 2 and {1, 3, 4} is the only element of SD 3 . As already noted, the taxon selection with SD on general split systems falls into the class of NP-hard problems (Spillner et al. 2008) .
Computing SD for Circular Split Systems
For simplicity, we define the SD of the set of 2 taxa {u, v} the "split distance" between them, denoted by d uv = sd({u, v}). Based on split distances, a key property of circular split systems with circular taxon order (1, 2, . . . , n) is that for any subset S = {s 1 , s 2 , . . . , s k } ⊂ X, where s 1 < s 2 < • • • < s k , sd(S) can be alternatively computed employing a "circular tour" (Korostensky and Gonnet 2000) . A circular tour visits every taxon 1, 2, . . . , n and returns to taxon 1 while taking the shortest path connecting taxon i and taxon i + 1 in the split system. Because each split bisects the circle, a circular tour traverses each split exactly twice. Thus, the sum of the weights of all edges encountered during a circular tour equals twice the sum of the weights of all splits. Because circularity is retained for subsets of circular split systems, we have
SDA: AN EFFICIENT ALGORITHM TO OBTAIN AN ELEMENT OF sd k FOR CIRCULAR SPLIT SYSTEMS We introduce an efficient algorithm to select a set of k taxa. The algorithm maximizes the SD over all possible sets of k taxa in a circular split system Σ. We illustrate the algorithm with a small example and present a modification to the algorithm required when Σ has an outgroup taxon.
Equation (2) permits a direct computation of sd(S) for any taxon set S from a split-distance matrix without considering the detailed structure of the underlying splits graph. Based on this observation, the computation of an element of SD k reduces to the following task: 589 Given n taxa indexed by the circular order (1, 2, . . . , n) and pairwise split distances (d uv ) for all u, v ∈ {1, 2, . . . , n}, find the longest circular k-tour, that is the longest circular tour with k taxa.
For the description of the algorithm, we introduce the following notations. An "ordered k-path" from taxon u to taxon v is the sequence of k taxa (u = s 1 , s 2 , . . . , s k = v) that follows the circular order,
denote the length of the ordered k-path (s 1 , s 2 , . . . , s k ). For every ordered pair of taxa u < v, let k uv denote the length of the longest ordered k-path from u to v, k uv = max
Finally, we denote by L k the upper triangular matrix of size n containing all elements k uv for every pair of taxa
Note that for k=2, L 2 is equal to the split-distance matrix. Our task is to compute the length of the longest circular k-tour, denoted by k max . It is clear that
Therefore, we can accomplish this task by computing all entries of the matrix L k . In the following, we will show how to compute all matrices L i , where i = 2, . . . , k. At each step, matrix L i is determined from L i−1 . The taxa on the longest circular k-tour are then obtained as a byproduct.
The key property of the algorithm is that if (s 1 , s 2 , . . . , s k , s 1 ) is the longest circular k-tour, then (s 1 , s 2 , . . . , s k ) is the longest ordered k-path from s 1 to s k . It then follows that (s 1 , s 2 , . . . , s k−1 ) is the longest ordered (k − 1)-path from s 1 to s k−1 . Generally, (s 1 , . . . , s i ) for i = 2, . . . , k is the longest ordered i-path between s 1 and s i . Proofs of these propositions are provided in Appendix 1. The problem exhibits an "optimal substructure" (Cormen et al. 2001) for which a "dynamic programming" technique is applicable. As a result, the length i uv of the longest ordered i-path from taxon u to taxon v can be obtained by
k max is now computed by combining Equations (3) and (4). Based on Equation (2), the optimal score is sd max (k)= k max /2. To construct an element S ∈ SD k , we trace back the 2 taxa, u and v, which maximize the sum on the right-hand side of Equation (3) and then the taxon s from Equation (4) with decreasing i = k, . . . , 3. In Appendix 2, we show that the computational complexity of SDA is O(kn 3 ).
An Example
Let us consider the circular split system in Figure 1 with the circular taxon order of (1, 2, 3, 4, 5). We will construct an optimal 3-set. First, we compute the pairwise split-distance matrix 
From L 2 , we derive L 3 as described in Equation (4)
− − 29 32
where the secondary diagonal entries are omitted because there is no ordered 3-path between 2 neighboring taxa. To trace back the optimal 3-path, we define the index matrix (α VOL. 58 ordered 3-path from taxon 1 to taxon 3 contains taxon 2, and the longest ordered 3-path from taxon 2 to taxon 5 contains taxon 4, etc.
Finally, we calculate
− − 42 56 54 − − 50 54
According to Equation (3), the maximal entry of this matrix equals 3 max . Thus, the maximal score is sd max (3) = 3 max /2 = 56/2 = 28. Therefore, taxa 1 and 4 span the longest circular 3-tour. The index α 3 14 indicates that taxon 3 is on the longest ordered 3-path from 1 to 4. Hence, the set {1, 3, 4} is an element of SD 3 with SD score of 28.
Modification of Algorithm for Split Systems with an
Outgroup If an outgroup is available, then the SDA is applicable with a slight modification. The outgroup is labeled 1 and the remaining taxa are labeled according to the circular order of the split system. The computation of sd max (k) and the corresponding elements of SD k is accomplished by considering only the ordered k-paths starting at the outgroup. The algorithm proceeds in the same way as before but fixes u = 1 in Equations (4) and (3).
CASE STUDY
We illustrate the SDA using trees inferred using morphological and molecular data from game birds (avian order: Galliformes). Game birds have been extensively studied with respect to their extinction risk (Lee and Marsden 2006) . Nearly one-third of 284 game bird taxa are classified as threatened species (IUCN 2001 ). Recently, Dyke et al. (2003) reconstructed the phylogeny of 58 game birds based on 102 distinct morphological traits. Furthermore, Kimball and Braun (2008) published a phylogenetic analysis of 2 mitochondrial genes and 4 nuclear introns from 44 game birds. We consider the 20 taxa for which molecular and morphological data are available. We compare the outcomes of PD and SD for this subset.
Analysis Protocol
For the molecular data of game birds, genetic distances between taxa were estimated separately for the 6 loci and for the alignment of all 6 loci using the HKY + Γ model (Hasegawa et al. 1985; Yang 1994) . The model parameters were estimated with IQPNNI 3.3.1 (Minh et al. 2005 ). For the morphological data, we computed the proportion of different morphological features observed between any 2 taxa. Both types of distances were normalized by the number of changes per site or feature. Furthermore, a combined distance matrix was also computed as the average of distances from the concatenated alignment and the morphological data.
For each distance matrix, a BioNJ tree and a NNet split system were reconstructed using SplitsTree 4.6 (Huson and Bryant 2006) . We then applied the gPDA algorithm (Minh et al. 2006 ) on the BioNJ trees to infer the optimal PD sets of 6 taxa. Furthermore, we used the SDA to infer the optimal SD set of 6 taxa for the NNet of the combined distance matrix. These optimal sets were compared in order to understand how the 2 methods differ in terms of identifying optimal sets of taxa, given the different data sets.
Results
Applying gPDA on the BioNJ trees obtained from the molecular and morphological data sets returned 12 species that are present in at least 1 optimal PD set of 6 taxa (Table 1) . Only 2 birds (Brush turkey and Plain chachalaca) are chosen unanimously. Another 2 (Japanese quail and Montezuma quail) are present in at least 50% of the optimal sets. Thus, using a majority vote identifies 4 interesting taxa. However, further selection based on majority vote is not possible, thus showing the need for alternative procedures.
The last 2 columns of Table 1 give the optimal sets for gPDA and SDA on the BioNJ tree and the NNet constructed from the combined distance matrix, respectively. Both sets share 4 taxa: Brush turkey, Plain chachalaca, Sharp-tailed grouse, and Mountain peacock pheasant. To investigate where gPDA and SDA disagree, we look at the NNet (Fig. 3) , where the taxa are highlighted in yellow and blue according to the selection by gPDA and SDA, respectively.
Looking at Figure 3 , we find that the Mountain quail (selected by SDA) and the Montezuma quail (chosen by gPDA) are in the same clade together with the Bobwhite quail. This clade represents the so-called New World quails named for their habitat throughout the American continents. According to Table 1, the Montezuma quail is included in 4 optimal sets, and the Bobwhite quail is in the other 3 sets. The Mountain quail is selected by SDA but not by gPDA on any individual trees. Hence, selecting one of these New World quails solely depends on the associated terminal edge lengths. In consequence, any one of them can be chosen as a representative of the clade.
The optimality of the Japanese quail (selected by SDA) compared with that of the Helmeted Guinea-fowl (chosen by gPDA), given the combined data, indicates a different scenario. First, the Japanese quail is found in the optimal sets of all molecular loci. Second, its position in the inferred NNet shows that the interior splits play a role in the selection (Fig. 3) . Third, contrary to the above case, the Japanese quail is a far relative to the Helmeted Guineafowl. In such instances, it might be worth selecting both taxa. 
The first 6 columns show the results for the data from Kimball and Braun (2008) , with 2 mitochondrial genes (CYB = cytochrome b; ND2 = NADH dehydrogenase subunit 2) and 4 nuclear introns (OvoG = intron G of ovomucoid; BFib7 = intron 7 of β-fibrinogen; DCoH3 = intron 3 of the dimerization cofactor of hopatocyte nuclear factor 1; Rhod1 = intron 1 of Rhodopsin). The 7th column indicates the 6 optimal species for the morphological data (Dyke et al. 2003) . The last 2 columns indicate the 6 species found by gPDA on the BioNJ tree and SDA on the NNet from the combined distance matrix.
FIGURE 3. The NNet computed from the combined distance matrices of 6 genes and a set of morphological features. The optimal sets of 6 taxa from SDA and gPDA are highlighted. Blue taxa are exclusively chosen by SDA and yellow taxa by gPDA. Taxa marked in yellow and blue are selected by both methods. Light red taxa indicate near-threatened species and bold red taxa indicate vulnerable taxa.
Based on these observations, we can conclude that the additional advantage offered by the SDA over the gPDA leads to different sets of species. The difference between the chosen sets of 6 species (i.e., Japanese quail and Mountain quail by SDA; Montezuma quail and Helmeted Guineafowl by gPDA; Sharp-tailed grouse, Plain chachalaca, Brush turkey, and Mountain peacock pheasant were chosen by both methods) is due to the fact that SDA incorporates information from compatible as well as incompatible splits. gPDA, on the other hand, only incorporates information from compatible splits, thus ignoring the intrinsic uncertainty that may exist in the data. DISCUSSION It is well known that genes can have different evolutionary histories. Even a single gene may contain conflicting phylogenetic signals due to multiple substitutions at the same site, horizontal gene transfer, or other nontreelike evolutionary events. Failure to recognize and accommodate these phylogenetically VOL. 58 confounding factors may lead to model misspecification. Therefore, considering single phylogenetic trees for conservation studies may come at the loss of phylogenetic information. We present an alternative approach to incorporate incompatible phylogenetic information into the analysis. The concept of SD presented here is the first attempt to model the diversity when phylogenetic relationships cannot be adequately represented in a tree. SD is equivalent to PD when the underlying split system corresponds to a tree and therefore consistently generalizes PD. Because nontreelikeness is a major problem in evolutionary biology, it will also be an important issue in assigning conservation priorities. Thus, the proposed method helps close this gap.
SD relies on having a meaningful weighted split system. There are at least 3 ways to obtain a split system and split weights based on the data at hand:
1. For a set of features (Faith 1992) , a feature can be seen as a split dividing the taxon set into 2 groups: One group shows the feature and the other does not. Hence, split weights can depict the number of features exhibiting the same split. 2. For a collection of trees, a union split system can be constructed from the trees as described previously. If the edge lengths of the trees represent the expected numbers of substitutions, the split weights in the resulting split system can be seen as the average numbers of substitutions across trees. Another way is to combine different treedistance matrices and then construct a split system from the resulting mixture of distance matrices by methods such as NNet. Note that any other distance-combining function is acceptable too. 3. Pairwise genetic distances between molecular sequences can be estimated for molecular data. Then, a weighted split system can be derived from the distance matrix by, for example, NNet. Note that because a phylogenetic tree can also be built from the data, an SD analysis only makes sense if the inferred split system is significantly nontreelike. Huson and Bryant (2006) provided a good guideline of when a split system should be considered.
SDA provides an exact solution to the taxon selection problem when the split system is circular. If it is not circular, one can use the pairwise split-distance matrix to infer a circular split system with NNet. An optimal taxon set on this circular split system is an approximation of the best set from the original split system. More complex or even heuristic algorithms are required to deal with arbitrary split systems. We illustrated our approach using molecular and morphological data from 20 species of game birds. The analysis showed that SDA returns different choices of taxa compared with gPDA. The relatively small size of the data set allowed us to look closer at the choices and give statements regarding the decisions. The analysis showed that our approach of combining the data and retrieving the optimal set on the inferred NNet provides a good compromise with the optimal sets of all single analyses. The resulting optimal set is also sufficiently distinct from that of the BioNJ tree of the combined data. The difference between the optimal sets of taxa identified by SDA and gPDA is due to the fact that SDA incorporates information from compatible and incompatible splits, whereas gPDA only incorporates that from the compatible splits. Thus, we conclude that SD offers an advantage over PD because it can accommodate the intrinsic uncertainty that may exist in the phylogenetic data.
Split systems and the corresponding splits graphs provide an implicit picture of evolution that simply indicates incompatible phylogenetic signals in the data (Huson and Bryant 2006) . Reticulograms (Legendre and Makarenkov 2002) and level-k networks (Gusfield et al. 2004 ) are alternative types of phylogenetic networks that explicitly represent reticulate events. These networks are easier to interpret. It is therefore interesting to define diversity measures on such networks.
Recently, budget constraints as described in the "Noah's Ark problem" (Weitzman 1998 ) receive an increased interest Steel 2006, 2007; Pardi and Goldman 2007) . Here, an overall budget is prescribed to signify the conservation effort. For each taxon a sub-budget is assigned as the requirement for its survival. We now look for a taxon collection whose preservation costs do not exceed the allotted budget. Such a model is clearly not restricted to trees but can also be extended to split systems.
With reference to PD evaluations, Faith (1992) stated that those "based on a single cladogram are sensitive to the quality of the edge length and topology estimation." It would thus be interesting to investigate how conservation priorities inferred on the basis of the optimal PD set differs when the tree is reconstructed by different methods or when the tree changes slightly. Crozier and Kusmierski (1994) and Crozier et al. (1999) studied the stability of the "genetic diversity (GD)" measure (Crozier 1992) . They used the nonparametric bootstrap to estimate the mean and the confidence interval of GD for different geographical areas. These values were then used to suggest conservation areas. In principle, an analogous study for taxon selection under GD, PD, or SD could be carried out. In this context, one is more interested in the following questions: Which taxa are in the optimal set of all bootstrap trees, which taxa are frequently observed, and which taxa are never selected? That way, one could assess the stability of the choice of taxa for conservation.
Computer Program
The software tool "Phylogenetic Diversity Analyzer (PDA)" that implements the proposed method is freely available from http://www.cibiv.at/software/ pda/. A user-friendly web-interface is also available online. The program accepts an input file in NEXUS format (e.g., as produced by SplitsTree) as well as a tree file in NEWICK format. The software automatically detects 593 the type of input file to apply appropriate PDA algorithms. The tool has been tested on a personal computer with a 2.2 GHz CPU. On a data set of 603 taxa (Kilian et al. 2007 ) the SDA algorithm consumed less than 1 min to compute all optimal SD sets. The program is therefore applicable for large data sets.
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APPENDIX 1. CORRECTNESS OF THE SDA ALGORITHM
A crucial part of the SDA is the application of the dynamic programming strategy. We prove the correctness of the dynamic programming in the following 2 propositions. Proposition 1. Let (s 1 , s 2 , . . . , s k , s 1 ) be a longest circular k-tour. Then, (s 1 , s 2 , . . . , s k ) is the longest ordered k-path from s 1 to s k .
Proof. Suppose that (s 1 , s 2 , . . . , s k ) is not a longest ordered k-path from s 1 to s k . Then, there exists a longer ordered k-path (s 1 , s 2 , . . . , s k−1 , s k ) from s 1 to s k . Then, L(s 1 , s 2 , . . . , s k−1 , s k ) + d s 1 s k > L(s 1 , s 2 , . . . , s k ) + d s 1 s k . Therefore, the circular k-tour (s 1 , s 2 , . . . , s k−1 , s k , s 1 ) is longer than (s 1 , s 2 , . . . , s k , s 1 ). That contradicts the assumption.
Proposition 2. Let (s 1 , s 2 , . . . , s k ) be a longest ordered k-path from s 1 to s k . Then, (s 1 , s 2 , . . . , s k−1 ) is a longest ordered (k − 1)-path from s 1 to s k−1 .
Proof. Similar to the proof of Proposition 1. APPENDIX 2. COMPLEXITY OF THE SDA ALGORITHM Proposition 3. The SDA algorithm has a time complexity of O(kn 3 ) and a memory complexity of O(kn). If an outgroup is specified, the time complexity is reduced to O(kn 2 ).
Proof. For the computation of the matrices L i and (α i uv ), one needs to regard all possible combinations of (i, u, v), where i ∈ {2, . . . , k} and u, v ∈ {1, . . . , n}. Each entry of L i and (α i uv ) is computed in O(n) time according to Equation (4). We get the cumulative time complexity of O(kn 3 ). The computation of the optimal k-set requires O(n 2 ) time for the determination of the 2 taxa u and v maximizing Equation (3) and O(k) time for identifying the k−2 remaining taxa. In total, the computational complexity of the SDA is O(kn 3 ). For the case with an outgroup, u is fixed as the outgroup taxon. Therefore, the time complexity is reduced to O(kn 2 ). Considering memory requirement, one observes the following property of Equation (4). Each row of the matrix L i is computed using only the same row of L i−1 and the split-distance matrix (d uv ). Hence, one can compute the first rows of (L i ) and (α i 1v ) and infer the longest circular k-tour originating at taxon 1. Subsequently, one can reuse the memory space to calculate the longest ktour starting at taxon u, u = 2, . . . , n − k + 1. With this trick, the memory requirement for the nonoutgroup and the outgroup case is O(kn).
