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Frameworks with forced symmetry II:
Orientation-preserving crystallographic groups
Justin Malestein∗ Louis Theran†
Abstract
We give a combinatorial characterization of minimally rigid planar frameworks with
orientation-preserving crystallographic symmetry, under the constraint of forced symmetry.
The main theorems are proved by extending the methods of the first paper in this sequence
from groups generated by a single rotation to groups generated by translations and rota-
tions. The proofs make use of a new family of matroids defined on crystallographic groups
and associated submodular functions.
1. Introduction
A crystallographic framework is an infinite planar structure, symmetric with respect to a crys-
tallographic group, made of fixed-length bars connected by universal joints with full rotational
freedom. The allowed continuous motions preserve the lengths and connectivity of the bars (as
in the finite framework case) and symmetry with respect to the group Γ (this is the new addi-
tion). However, the representation of Γ is not fixed and may change. This model extends the
one from [4], using a formalism similar to [13–16]. Figures 1 and 2 show examples of crystallo-
graphic frameworks. A crystallographic framework is rigid when the only allowed motions (that,
additionally, must act on the representation of Γ) are Euclidean isometries and flexible otherwise.
1.1 Algebraic setup and combinatorial model
A Γ-crystallographic framework is given by the data (G˜,ϕ, ˜`). The infinite graph G˜ encodes the
combinatorial structure of the bars. The crystallographic group Γ, along with the free Γ-action
ϕ on G˜ by automorphisms (i.e., ϕ : Γ→ Aut(G˜) is a representation) determines the framework’s
symmetry; for convenience, we define the notation γ(i) := ϕ(γ)(i) for γ ∈ Γ and i ∈ V˜ . The rest
of the framework’s geometric data is given by the vector ˜`, which is an assignment of a positive
length to each edge i j ∈ E˜.
We assume that G˜ has finite quotient G = G˜/Γ with n vertices and m edges. To keep the
terminology in this framework manageable, we will refer simply to frameworks when the context
is clear, with the understanding that the frameworks appearing in the paper are crystallographic.
A realization G(p,Φ) of the abstract framework (G˜,ϕ, ˜`) is defined to be an assignment p = 
pi

i∈V˜ of points to the vertices of G˜ and a representation Φ from Γ to a Euclidean isometry
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(a)
((-1, -1), 0)
((1, 1), 1)
((0, 0), 1)
((1, 0), 0)
(b)
Figure 1: A Γ2-crystallographic framework: (a) A piece of an infinite crystallographic framework
with Γ2 symmetry. The group Γ2 is generated by an order 2 rotation and translations. The origin,
which is a rotation center, is at the center of the diagram. Each quadrilateral (with gray edges)
is a fundamental domain of the Γ2-action on R2. (b) The associated colored graph capturing the
underlying combinatorics. Edges that are not marked and oriented are colored with the identity
element of Γ2. The vertices in (b) are shaded differently to show the fibers over each of them in
(a).
(a)
((0, 0), 1)
((0, 1), 3)
((1, 1), 2)
(b)
Figure 2: A Γ4-crystallographic framework: (a) A piece of an infinite crystallographic framework
with Γ4 symmetry. The group Γ4 is generated by an order 4 rotation and translations. The
fundamental domain of the Γ4-action on R2 is shown as a dashed box. (b) The associated colored
graph capturing the underlying combinatorics. The color coding conventions are as in Figure 1.
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group, such that
||pi − p j||= ˜`i j for all edges i j ∈ E˜ (1)
Φ(γ) · pi = pγ(i) for all group elements γ ∈ Γ and vertices i ∈ V˜ (2)
The condition (1), which appears in the theory of finite frameworks, says that a realization
respects the given edge lengths. Equation (2) says that, if we hold Φ fixed, regarded as a map
p : V˜ → R2, p is equivariant with respect to the Γ-actions on G˜ and R2. However, Φ is, in general,
not fixed. This is a very important feature of the model: the motions available to the framework
include those that deform the representation Φ of Γ, provided this happens in a way compatible
with the Γ-action ϕ.
The realization space R(G˜,ϕ, ˜`) (shortly R) of an abstract framework is defined as the set
of its realizations. The configuration space C is defined to be the quotient of R by Euclidean
isometries. A realization G˜(p,Φ) is rigid if it is isolated in C and otherwise flexible. (See Section
5.1 for a detailed treatment of these spaces.)
As the combinatorial model for crystallographic frameworks it will be more convenient to
use colored graphs. A colored graph (G,γ) is a finite, directed graph G, with an assignment
γ = (γi j)i j∈E(G) of an element of a group Γ to each edge.
A straightforward specialization of covering space theory, described in Section 3.1, associates
(G˜,ϕ) with a colored graph (G,γ): G is the quotient of G˜ by Γ, and the colors encode the
covering map G˜→ G via a map ρ : pi1(G, b)→ Γ.
1.2 Main theorem
Our main result is the following “Maxwell-Laman-type” theorem for crystallographic frameworks
where the symmetry group is generated by translations and a finite order rotation. The “Γ-
colored-Laman graphs” appearing in the statement are defined in Section 3.4; genericity is defined
in detail in Section 5.2, but the term is used in the standard sense of algebraic geometry: generic
frameworks are the (open, dense) complement of a proper algebraic subset of Rm.
Theorem 1. Let Γ be an orientation-preserving crystallographic group. A generic crystallographic
framework (G˜,ϕ, ˜`) with symmetry group Γ is minimally rigid if and only if its colored quotient
graph is Γ-colored-Laman.
Whether a colored graph is Γ-colored-Laman can be checked in polynomial time by combina-
torial algorithms based on Edmonds’s augmenting path algorithm for Matroid Union [7].
1.3 Infinitesimal rigidity and direction networks
In order to prove the rigidity Theorem 1, we will prove a combinatorial characterization of generic
infinitesimal rigidity, which is a linearization of the problem. Standard kinds of arguments, along
the lines of [1], imply that, generically, rigidity and infinitesimal rigidity coincide. We will study
infinitesimal rigidity using crystallographic direction networks.
A Γ-crystallographic direction network (G˜,ϕ, d˜) consists of an infinite graph G˜ with a free Γ-
action ϕ on the edges and vertices, and an assignment of a direction d˜i j ∈ R2 \ {0} to each edge
i j ∈ E˜. We define a realization G(p,Φ) of (G˜,ϕ, d˜) to be a mapping of V˜ to a point set p and a
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representation Φ of Γ by Euclidean isometries such thatD
pi − p j , d˜⊥i j
E
= 0 for all edges i j ∈ E˜ (3)
Φ(γ) · pi = pγ(i) for all group elements γ ∈ Γ and vertices i ∈ V˜ (4)
Equation (3) says that, in any realization, pi −p j is a scalar multiple of d˜i j , for each edge i j ∈ E˜;
(4) gives the symmetry constraint. Since setting all the pi equal and Φ to be trivial produces a
realization, the realization space is never empty. For our purpose, though, such realizations are
degenerate. We define a realization of a crystallographic direction network to be faithful if none
of the edges of G˜ are realized with coincident endpoints. Our second main result is an exact
characterization of when a generic direction network admits a faithful realization.
Theorem 2. Let Γ be an orientation-preserving crystallographic group. A generic Γ-crystallographic
direction network (G˜,ϕ, d˜) has a unique, up to translation and scaling, faithful realization if and
only if its associated colored graph is Γ-colored-Laman.
1.4 Roadmap and novelty
The overall methodology is an adaptation of the direction network method (cf. [24] and [26,
Section 4]) for proving rigidity characterizations in the plane. The reduction from infinitesimal
rigidity to direction network realizability is, by now, fairly standard. Thus, most of the novelty
lies in proving Theorem 2. This is done in three main steps: (i) the construction of a matroid
on an orientation-preserving crystallographic group (Section 2); (ii) an extension of the group
matroid to one on graphs that serves as a kind of “generalized graphic matroid” (Section 3);
(iii) a linear representation result relating bases of the new combinatorial matroid to direction
networks with only trivial “collapsed” realizations (Section 4). The last step uses a new kind of
geometric argument that is not a straightforward reduction to the Matroid Union Theorem as in
[24]; the matroids constructed here, to our knowledge, appear for the first time here (and in
[13]).
1.5 History and related work
This paper is the second in a sequence derived from the preprints [13, 14], and the material here
has appeared, with the same proofs in [13]. The first part is the submitted manuscript [15]. The
results here are built on the theory we developed for studying periodic frameworks in [16], which
contains a detailed discussion of motivations and other work on periodic frameworks.
The general area of rigidity with symmetry has been somewhat active in the past few years.
For completeness, we review some work along similar lines. A specialization of our [16, Theorem
A] is due to Ross [19]. Schulze [21, 22] and Schulze and Whiteley [23] studied the question
of when “incidental” symmetry induces non-generic behaviors in finite frameworks, which is
a different setting than the forced symmetry we consider here and in [15, 16], however one
can interpret some of those results in the present setting. Ross, Schulze, and Whiteley [20]
have studied the problem we do here, but they do not give any combinatorial characterizations.
Borcea and Streinu [5] have proposed a kind of “doubly generic” periodic rigidity, where the
combinatorial model does not include the colors on the quotient graph.
A recent preprint of Tanigawa [25] proves a number of parallel redrawing and body-bar
rigidity characterizations in higher dimensions and for a larger number of groups than considered
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here. The method of [25] is, essentially, to axiomatize the properties of the rank function of the
matroid we construct in Section 2.6 and then follow a similar program, making use of a new
generalization of Matroid Union.
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2. Groups and matroids
2.1 Crystallographic group preliminaries
We first review some basic facts about orientation-preserving crystallographic groups.
2.1.1. Facts about the Euclidean group The Euclidean isometry group Euc(d) in any dimen-
sion can be represented as the semidirect product RdoO(d) where O(d) is the orthogonal group
acting on Rd in the standard way. The group operation is thus:
(v, r) · (v′, r ′) = (v+ r · v′, r r ′)
The subgroup Rd < Euc(d) is the translation subgroup, and the projection Euc(d) → O(d) is
the map that associates to an isometry ψ its derivative at the origin Dψ0. The action of (v, r) ∈
Euc(d) on a point p ∈ Rd is (v, r) · p= v+ r · p.
Since our setting is 2-dimensional, from now on, we are interested in Euc(2). In the two
dimensional case, we have the following simple lemma, which we state without proof.
Lemma 2.1. Any nontrivial orientation-preserving isometry of the Euclidean plane is either a rota-
tion around a point or a translation.
Thus, when we refer to orientation-preserving elements of Euc(2) we call them simply “ro-
tations” or “translations”. We denote the counterclockwise rotation around the origin through
angle 2pi/k by Rk.
2.1.2. Crystallographic groups A 2-dimensional crystallographic group Γ is a group admitting a
discrete cocompact faithful representation Γ→ Euc(2). We will denote by Φ such representations
of Γ. In this paper, we are interested in the case where all the group elements are represented by
rotations and translations (i.e., we disallow reflections and glides).
The enumeration of the 2-dimensional crystallographic groups is classical, and there are pre-
cisely five orientation-preserving ones (see, e.g., [6]). The first group, which we denote by Γ1, is
Z2. The rest are all semidirect products of Z2 with a cyclic group. Namely, for k = 2,3, 4,6, we
have Γk = Z2oZ/kZ. The action on Z2 by the generator of Z/kZ is given by the following table.
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k 2 3 4 6
matrix
 −1 0
0 −1
 
0 −1
1 −1
 
0 −1
1 0
 
0 −1
1 1

We define the Z2 subgroup of Γk to be the translation subgroup of Γk and denote it by Λ(Γk). We
denote γ ∈ Γk, k = 2,3, 4,6 as γ= (t, r) with t ∈ Z2 and r ∈ Z/kZ.
2.1.3. Remark on groups considered Since we are only interested in crystallographic groups
of this form, the rest of the paper will consider Γk only (and not more general crystallographic
groups). Moreover, we will treat only k = 2,3, 4,6 in what follows, because the case of Γ1 is
covered by [16, Theorem A]. However, the theory and proof methods presented here specialize
to Γ1.
2.1.4. Finitely generated subgroups If γ1, . . . ,γt are element of Γk, we denote the subgroup
generated by the γi as 〈γ1, . . . ,γt〉. If Γ1, . . . ,Γt are a sequence of finitely generated subgroups
then 〈Γ1,Γ2, . . . ,Γt〉 denotes the subgroup generated by the union of some choice of generators
for each Γi . We will sometimes abuse notation and consider groups generated together by some
elements and some subgroups, e.g. 〈γ1,γ2,Γ1,Γ2,Γ3〉.
2.2 Representation space
Γ-crystallographic frameworks and direction networks are required to be symmetric with respect
to the group Γ. However, the representation is allowed to flex. In this section, we formalize this
flexing.
2.2.1. The representation space Let Γ be a crystallographic group. We define the representa-
tion space Rep(Γ) of Γ to be
Rep(Γ) = {Φ : Γ→ R2oO(2) | Φ is a discrete faithful representation}
2.2.2. Motions in representation space For our purposes, a 1-parameter family of represen-
tations is a continuous motion if it is pointwise continuous. More precisely, identify Euc(2) ∼=
R2 × O(2) as topological spaces. Suppose Φt : Γ → Euc(2) is a family of representations de-
fined for t ∈ (−ε,ε) for some ε > 0. Then, Φt is a continuous motion through Φ0 if Φt(γ) is a
continuous path in Euc(2) for all γ ∈ Γ.
2.2.3. Generators for Γk To describe the representation space, we need a description of the
generating sets for each of the Γk, which follows from their descriptions as semi-direct products
of Z2o (Z/kZ).
Lemma 2.2. The following are generating sets for each of the Γk:
• Γ2 is generated by the set {((1, 0), 0), ((0, 1), 0), ((0,0), 1)}.
• Γk is generated by the set {((1, 0), 0), ((0,0), 1)} for k = 3,4, 6.
For convenience, we set the notation rk = ((0,0), 1), t1 = ((1,0), 0), and t2 = ((0,1), 0).
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2.2.4. Coordinates for representations We now show how to give convenient coordinates for
the representation space for each Γk for k = 2, 3,4, 6; by the classification of 2-dimensional
crystallographic groups, these are the only cases we need to check. This next lemma follows
readily from Bieberbach’s Theorems [2, 3] and Lemma 2.2, but we give a proof in Section 2.2.6
for completeness.
Lemma 2.3. The representation spaces of each of the Γk can be given coordinates as follows:
• Rep(Γ2)∼= {v1,v2,w ∈ R2 : v1 and v2 are linearly independent}
• Rep(Γk)∼= {v1,w," | v1 6= 0," =±1,v1,w ∈ R2} for k = 3, 4,6
The vectors specify the “R2-part” of the image of a generator in Euc(2) ∼= R2 oO(2). Specif-
ically, vi ,w are the coordinates for Φ precisely when Φ(t i) = (vi , Id) and Φ(rk) = (w, Rk). The
vector w determines the rotation center, but is not the rotation center itself. (In fact, the rotation
center is (I − Rk)−1(w).)
2.2.5. Coordinates for finite-order rotations The following lemma characterizes an order k
rotation in terms of the semidirect product R2oO(2).
Lemma 2.4. Let ψ be an orientation-preserving element of Euc(2). Then ψ has order k = 2,3, 4,6
if and only if it is of the form (w, R±1k ), where Rk is the order k counterclockwise rotation through
angle 2pi/k and w ∈ R2.
Proof. By Lemma 2.1, ψ is a rotation or a translation, and translations clearly have the form
(w, Id). Thus, ψ is a rotation if and only if it has the form (w, R) for some nontrivial rotation R.
If ψk has the form (w′, Id), then w′ is necessarily zero as no power of a rotation is a translation.
Hence, the order of (w, R) is precisely that of R and the rest of the theorem follows easily.
2.2.6. Proof of Lemma 2.3 We let Φ ∈ Rep(Γk) be a discrete, faithful representation. Thus Φ is
determined by the images of the generators, so Lemma 2.2 tells us we need only to check t1, t2,
and rk.
The generators t i must always be mapped to translations: since they are infinite order and Φ
is faithful, the only other possibility is an infinite order rotation. This would contradict Φ being
discrete. Thus:
• For k = 2, the elements t1 and t2 are mapped to translations (v1, Id) and (v2, Id).
• For k = 3,4, 6, the element t1 is mapped to a translation (v1, Id).
Moreover, faithfulness and discreteness force:
• All the images vi to be non-zero.
• The images v1 and v2 to be linearly independent for k = 1, 2.
By Lemma 2.4 we must have Φ(rk) = (w, R"k) for some w ∈ R2 and " ∈ {−1,1}. Since R2 is order
2, we have Φ(r2) = (w, R2) = (w, R
−1
2 ), and so " is unnecessary for Γ2.
In the other direction, given the data described in the statement of the lemma, we simply
define Φ(t i) and Φ(rk) as above. When k = 3,4, 6, we set Φ(t2) = (R"kv1, Id). For arbitrary
elements of Γ, we define Φ((m1, m2), m3) = Φ(t1)m1Φ(t2)m2Φ(rk)m3 . It is straightforward to
check Φ as defined is a homomorphism, and that it is discrete and faithful.
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2.2.7. Degenerate representations When we are dealing with “collapsed realizations” of di-
rection networks in Section 4, we will need to work with certain degenerate representations of
Γk. The space
Rep(Γk)
is defined to be representations of Γk where we allow the vi to be any vectors. Topologically this
is the closure of Rep(Γk) in the space of all (not necessarily discrete or faithful) representations
Γk→ Euc(2).
2.2.8. Rotations and translations in crystallographic groups As we have defined them, 2-
dimensional crystallographic groups are abstract groups admitting a discrete faithful representa-
tion to Euc(2). However, as we saw in the proof of Lemma 2.3, all group elements in Λ(Γk) must
be mapped to translations, and all group elements outside Λ(Γk) must be mapped to rotations.
Consequently, we will henceforth call elements of Λ(Γk) “translations” and elements outside of
Λ(Γk) “rotations” (even though technically they are elements of Γk, not Euc(2)).
2.3 Subgroup structure
This short section contains some useful structural lemmas about subgroups of Γk.
2.3.1. The translation subgroup For a subgroup Γ′ < Γk, we define its translation subgroup
Λ(Γ′) to be Γ′∩Λ(Γk). (Recall that Λ(Γk) is the subgroup Z2 coming from the semidirect product
decomposition of Γk.)
2.3.2. Facts about subgroups With all the definitions in place, we state several lemmas about
subgroups of Γk that we need later.
Lemma 2.5. Let Γ′ < Γk be a subgroup of Γk, and suppose Γ′ 6= Λ(Γ′). Then Γ′ is generated by one
rotation and Λ(Γ′).
Proof. We need only observe that Γk/Λ(Γk) is finite cyclic and contains Γ′k/Λ(Γ′k) as a subgroup.
This next lemma is straightforward, but useful. We omit the proof.
Lemma 2.6. Let r1, r2 ∈ Γk be rotations. Then 〈r1, r2〉 is a finite cyclic subgroup consisting of
rotations if and only if some nontrivial powers rp1 and r
q
2 commute.
Lemma 2.7. Let r ′ ∈ Γ2 be a rotation and Γ′ < Λ(Γ2) a subgroup of the translation subgroup of
Γ2. Then Λ(〈r ′,Γ′〉) = Γ′; i.e., after adding the rotation r ′, the translation subgroup of the group
generated by r ′ and Γ′ is again Γ′.
Proof. All translation subgroups of Γ2 are normal, and so the set {gh | g ∈ r ′, Id	 h ∈ Γ′} is a
subgroup and is equal to 〈r ′,Γ′〉. Clearly, the only translations are those elements of Γ′.
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2.4 The restricted representation space and its dimension
To define our degree of freedom heuristics in Section 3, we need to understand how representa-
tions of Γk restrict to subgroups Γ′ < Γk, or equivalently, which representations of Γ′ extend to
Γk. For Γ′ < Γk, the restricted representation space of Γ′ is the image of the restriction map from
Rep(Γk) to Rep(Γ′), i.e.,
RepΓk(Γ
′) = {Φ : Γ′→ Euc(2) | Φ extends to a discrete faithful representation of Γk}
We define the notation repΓk(Γ
′) := dim RepΓk(Γ
′), since the dimension of RepΓk(Γ
′) is an im-
portant quantity in what follows. We also define the following invariant, which is essential for
defining our combinatorial matroids:
T (Γ′) :=
¨
0 if Γ′ has a rotation
2 if Γ′ has no rotations
Equivalently, we may define T (Γ′) as the dimension of the space of translations commuting with
Φ(Γ′) for any Φ ∈ Rep(Γk). In Section 4.3, we will show that T (Γ′) is the dimension of the space
of collapsed solutions of a direction network for a connected graph associated with the subgroup
Γ′
We now develop some properties of repΓk(·) and how it changes as new generators are added
to a finitely generated subgroup. These will be important for counting the degrees of freedom in
direction networks (Section 4).
2.4.1. Translation subgroups For translation subgroups Γ′ < Γk, we are interested in the di-
mension of RepΓk(Γ
′). The following lemma gives a characterization for translation subgroups in
terms of the rank of Γ′.
Lemma 2.8. Let Γ′ < Γk be a nontrivial subgroup of translations.
• If k = 3,4, 6, then repΓk(Γ′) = 2.
• If k = 2, then repΓk(Γ′) = 2 · r, where r is the rank of Γ′.
In particular, repΓk(Γ
′) is even.
Proof. Suppose k = 3,4 or 6. By Lemma 2.3, the space of representations of Γk is 4-dimensional
and is uniquely determined by the parameters v1,w and the sign ". The group Λ(Γk) ∼= Z2 is
generated by t1 and rk t1r
−1
k , and so any γ ∈ Λ(Γk) can be written uniquely as tm11 rk tm21 r−1k for
integers m1, m2. Thus, since Φ(γ) is a translation,
Φ(γ) = Φ(t1)
m1Φ(rk)Φ(t1)
m2Φ(rk)
−1
=
 
m1v1, Id

w, R"k
 
m2v1, Id

w, R−"k

=

m1v1+m2R
"
kv1, Id

The computation shows that the restriction of Φ to Λ(Γk) is independent of the parameter w.
Moreover two representations with the same parameter ε restrict to the same representation of
Λ(Γk) precisely when the v1 parameters are equivalent, and v1 is completely determined by Φ(γ).
Suppose k = 2. In this case by the proof of Lemma 2.3, any discrete faithful representation
Λ(Γk) → Euc(2) extends to a discrete faithful representation of Γk. Since Λ(Γk) ∼= Z2, any
discrete faithful representation of its subgroups to R2 extends to Λ(Γk) and hence to Γk. Hence
repΓk(Γ
′) is equal to the dimension of representations Γ′→ R2 which is twice the rank of Γ′.
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2.4.2. The r-closure of a subgroup In Section 2.6, we will introduce a matroid on the ele-
ments of a crystallographic group. To prove the required properties, we need to know how the
translation subgroup Λ(·) changes as generators are added to a subgroup of Γk. We define the
r-closure, cl(Γ′), of Γ′ to be the largest subgroup containing Γ′ such that
repΓk(Λ(Γ
′)) = repΓk(Λ(cl(Γ
′))) and T (Γ′) = T (cl(Γ′)) (5)
The letter r in this terminology refers to the rank function r defined in Section 2.6, and the
r-closure is defined such that cl(Γ′) is the largest subgroup containing Γ′ with r(cl(Γ′)) = r(Γ′).
The properties of the r-closure are needed to study the matroid defined by the closely related
rank function g1 (also in Section 2.6), which is a building block for the definition of Γ-Laman
graphs in Section 3.4. Since there will be no confusion, we will henceforth drop the r and simply
refer to closures of subgroups.
2.4.3. Properties of the closure This next sequence of lemmas enumerates the properties of
the closure that we will use in the sequel.
Lemma 2.9. Let Γ′ < Γk be a subgroup of Γk. Then, the closure cl(Γ′) is well-defined. Specifically
for k = 2,
• If Γ′ is a translation subgroup, then cl(Γ′) is the subgroup of translations with a non-trivial
power in Γ′.
• If Γ′ has translations and rotations, then cl(Γ′) = 〈r ′, cl(Λ(Γ′))〉 for any rotation r ′ ∈ Γ′.
For k = 3,4, 6, there are four possibilities for the closure:
• If Γ′ is trivial, then the closure is trivial.
• If Γ′ is cyclic, then the closure is a cyclic subgroup of order k.
• If Γ′ is a nontrivial translation subgroup, then the closure is the translation subgroup of Γk.
• If Γ′ has translations and rotations, then the closure is all of Γk.
Proof. First let k = 2. There are two cases. If Γ′ contains only translations, we set
cl(Γ′) = {t ∈ Λ(Γ2) : t i ∈ Γ′ for some power i of t}
Any subgroup Γ′′ < Γ2 containing Γ′ with T (Γ′) = T (Γ′′) and repΓk(Γ
′) = repΓk(Γ
′′) must be a
translation group of the same rank as Γ′ and cl(Γ′) is the largest such subgroup.
Otherwise, Γ′ contains a rotation r ′. In this case, we set
cl(Γ′) = 〈r ′, cl(Λ(Γ′))〉
By Lemma 2.7, for cl(Γ′) defined this way, the translation subgroup Λ(cl(Γ′)) is just cl(Λ(Γ′))
which by the previous paragraph is the largest translation subgroup containing Λ(Γ′) and having
the same rank. Suppose Γ′′ < Γ2 contains Γ′ and satisfies repΓk(Λ(Γ
′′)) = repΓk(Λ(Γ
′)) and
T (Γ′′) = T (Γ′). Then, Γ′′ = 〈r ′,Λ(Γ′′)〉 and Λ(Γ′) and Λ(Γ′′) have the same rank. This implies
that Λ(Γ′′)< cl(Λ(Γ′)) and thus Γ′′ < cl(Γ′).
Now we suppose that k = 3,4, 6. There are four possibilities for Γ′:
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• If Γ′ is trivial, then we define cl(Γ′) = Γ′.
• If Γ′ is a cyclic group of rotations, then Lemma 2.6 guarantees that there is a unique largest
cyclic subgroup containing it, and we define this to be cl(Γ′). Any larger group will have a
different repΓk value.
• If Γ′ has only translations, then we define cl(Γ′) = Λ(Γk). From Lemma 2.8 it follows that
repΓk(Λ(Γ
′)) = repΓk(Λ(cl(Γ
′))). Any larger subgroup will have a different T (·) value.
• If Γ′ has translations and rotations, then it has the same repΓk(Λ(·)) and T (·) values as Γk,
so cl(Γ′) = Γk.
Lemma 2.10. Let Γ′ < Γk be a finitely-generated subgroup of Γk, and let Γ′′ < Γ′ be a subgroup of
Γ′. Then cl(Γ′′)< cl(Γ′).
Proof. Pick a generating set of Γ′′ that extends to a generating set of Γ′. Analyzing the cases in
Lemma 2.9 shows that the closure cannot become smaller after adding generators.
Lemma 2.11. Let Γ′ < Γk be a translation subgroup of Γk, and let γ ∈ Γk. Then cl(γΓ′γ−1) =
cl(Γ′); i.e., the closure of translation subgroups is fixed under conjugation.
Proof. For k = 2 this follows from the fact that all translation subgroups are normal. For k =
3,4, 6 it is immediate from Lemma 2.9.
Lemma 2.12. Let Γ′ < Γk be a subgroup of Γk, and let Γ′′ < Λ(Γk) be a translation subgroup of
Γk. Then cl(〈Λ(Γ′),Γ′′〉) = cl(Λ(〈Γ′,Γ′′〉)).
Proof. The proof is in cases based on k. For k = 3, 4,6, Lemma 2.9 implies that either Γ′′ is trivial
or both sides of the desired equation are Λ(Γk). In either case, the lemma follows at once.
Now suppose that k = 2. If Γ′ is a translation subgroup, then the lemma follows immediately.
Otherwise, we know that Γ′ is generated by a rotation r ′ and the translation subgroup Λ(Γ′).
Applying Lemma 2.7, we see that
Λ(〈Γ′,Γ′′〉) = Λ(〈r ′,Λ(Γ′),Γ′′〉) = 〈Λ(Γ′),Γ′′〉
from which the lemma follows.
2.4.4. The quantity repΓk(Λ(Γ
′))− T (Γ′) The following statement plays a key role in the ma-
troidal construction of Section 2.6.
Proposition 2.13. Let Γ′ < Γk be a subgroup of Γk, and let γ ∈ Γk be an element of Γk. Then,
repΓk(Λ(〈Γ′,γ〉))− T (〈Γ′,γ〉)− (repΓk(Λ(Γ′))− T (Γ′)) =
¨
2 if γ /∈ cl(Γ′)
0 otherwise
i.e., the quantity repΓk(Λ(·))− T (·) increases by two after adding γ to Γ′ if and only if γ /∈ cl(Γ′)
and otherwise the increase is zero.
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Proof. If γ ∈ cl(Γ′), this follows at once from the definition, since the quantity repΓk(Λ(Γ′))−
T (Γ′) depends only on the closure.
Now suppose that γ /∈ cl(Γ′). Since the closure is defined in terms of repΓk(Λ(·)) and T (·),
Lemma 2.10 implies that at least one of repΓk(Λ(·)) or −T (·) increases. It is easy to see from the
definition that either type of increase is by at least 2. We will show that the increase is at most 2,
from which the lemma follows. The rest of the proof is in three cases, depending on k.
Now we let k = 3, 4,6. The only way for the increase to be larger than 2 is for Γ′ to be trivial
and cl(〈γ〉) = Γk. This is impossible given the description from Lemma 2.9.
To finish, we address the case k = 2. Suppose γ is a translation. Then T (〈γ,Γ′〉) = T (〈Γ′〉),
since adding γ as a generator does not give us a new rotation if one was not already present in
Γ′. Lemmas 2.5 and 2.7 imply that Λ(〈γ,Γ′〉) = 〈γ,Λ(Γ′)〉. Hence, the rank of the translation
subgroup increases by at most 1, and so, by Lemma 2.8, repΓk(·) increases by at most 2.
Now suppose that γ is a rotation. If Γ′ has no rotations, then Lemma 2.7 implies Λ(〈γ,Γ′〉) =
Γ′, and so T (·) decreases and repΓ2(·) is unchanged. If Γ′ has rotations, then Γ′ = 〈r ′,Λ(Γ′)〉 for
some rotation r ′ ∈ Γ′. Since k = 2, the product r ′γ is a translation and so
Λ(〈γ,Γ′〉) = Λ(〈γ, r ′,Λ(Γ′)〉) = Λ(〈r ′, r ′γ,Λ(Γ′)〉) = 〈r ′γ,Λ(Γ′)〉
Thus, in this case, the the number of generators of the translation subgroup increases by at most
one and T (·) is unchanged. By Lemma 2.8, the proof is complete.
2.5 Teichmüller space and the centralizer
The representation spaces defined in the previous two sections are closely related to the degrees
of freedom in the crystallographic direction networks we study in the sequel. In this section, we
discuss the Teichmüller space and centralizer, which play the same role for frameworks.
2.5.1. Teichmüller space The Teichmüller space of Γk is defined to be the space of discrete
faithful representations, modulo conjugation by Euc(2); i.e. Teich(Γk) = Rep(Γk)/Euc(2). For a
subgroup Γ′ < Γk, we define its restricted Teichmüller space to be
TeichΓk(Γ
′) = RepΓk(Γ
′)/Euc(2)
Correspondingly, we define teichΓk(Γ
′) = dim(TeichΓk(Γ′)).
2.5.2. The centralizer For a subgroup Γ′ ≤ Γk and a discrete faithful representation Φ : Γk →
Euc(2), the centralizer of Φ(Γ′) which we denote CentEuc(2)(Φ(Γ′)) is the set of elements com-
muting with all elements in Φ(Γ′). We define cent(Γ′) to be the dimension of the centralizer
CentEuc(2)(Φ(Γ′)). The quantity cent(Γ′) is independent of Φ, and we can compute it. Since we
do not depend on Lemma 2.14 or Proposition 2.15 for any of our main results, we skip the proofs
in the interest of space.
Lemma 2.14. Let notation be as above. The quantity cent(Γ′) is independent of the representation
Φ. Furthermore, cent(Γ′)≥ T (Γ′), and in particular,
cent(Γ′) =

0 if Γ′ contains rotations and translations
1 if Γ′ contains only rotations
2 if Γ′ contains only translations
3 if Γ′ is trivial
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As a corollary, we get the following proposition relating repΓk(·) and T (·) to teichΓk(·) and
cent(·).
Proposition 2.15. Let Γ′ < Γk. Then:
(A) If Γ′ contains a translation, then T (Γ′) = cent(Γ′). Otherwise, T (Γ′) = cent(Γ′)− 1.
(B) If Γ′ is a non-trivial translation subgroup, then teichΓk(Γ′) = repΓk(Γ
′)− 1.
(C) If Γ′ is trivial, then teichΓ(Γ′) = repΓ(Γ′) = 0.
(D) For any Γ′ < Γk, repΓk(Λ(Γ
′))− T (Γ′) = teichΓk(Λ(Γ′))− cent(Γ′).
2.6 A matroid on crystallographic groups
We now define and study a matroid MΓk ,n for k = 2,3, 4,6.
2.6.1. Preview of Γ-(1, 1) graphs and MΓk ,n In Section 3.5, we will relate MΓk ,n to “Γ-(1,1)
graphs”, which are defined in Section 3.3.6. The results here, roughly speaking, are the group
theoretic part of the proof of Proposition 3.5 in Section 3.5.
We briefly motivative the definitions given next. In general, Γ-(1,1) graphs need not be
connected, and each connected component has an associated finitely generated subgroup of
Γk. The ground set of MΓk ,n and the Ai defined below capture this situation. The operations
of conjugating and fusing, defined here in Sections 2.6.9 and 2.6.10 will be interpreted graph
theoretically in Section 3.5.
2.6.2. The ground set For the definition of the ground set, we fix Γk and a natural number
n≥ 1. The ground set EΓk ,n is defined to be:
EΓk ,n =

(γ, i) : 1≤ i ≤ n	
In other words the ground set is n labeled copies of Γk.
Let A⊂ EΓk ,n. We define some notation:
• Ai = {γ : (γ, i) ∈ A}; i.e., Ai is the group elements from copy i of Γk in A. Some of the Ai
may be empty and Ai can be a multi-set. A may equivalently be defined by the Ai .
• ΓA,i = 〈γ : γ ∈ Ai〉; i.e., the subgroup generated by the elements in Ai .
• Λ(A) = 〈Λ(ΓA,1),Λ(ΓA,2), . . . ,Λ(ΓA,n), 〉; the translation subgroup generated by the transla-
tions in each of the ΓA,i .
• c(A) is the number of Ai that are not empty.
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2.6.3. The rank function We now define the function g1(A) for A⊂ EΓk ,n to be
g1(A) = n+
1
2
repΓk(Λ(A))−
1
2
n∑
i=1
T (ΓA,i)
The meaning of the terms in g1(A) are as follows:
• The second term is a global adjustment for the representation space of the group generated
by the translations in each of the ΓA,i . We note that this is not the same as the translation
group Λ(〈γ : γ ∈ ∪ni=1Ai), which includes translations arising as products of rotations in
different Ai .
• The quantity n − 1
2
∑n
i=1 T (ΓA,i) =
∑n
i=1(1 − 12 T (ΓA,i)) is a local adjustment based on
whether ΓA,i contains a rotation: each term in the latter sum is one if ΓA,i contains a
rotation and otherwise it contributes nothing.
2.6.4. An analogy to uniform linear matroids To give some intuition about why the con-
struction above might be matroidal, we observe that Proposition 2.13, interpreted in matroidal
language gives us:
Proposition 2.16. Let A be a finite subset of Γk generating a subgroup ΓA. Then the function
r(A) =
1
2

repΓk(Λ(ΓA))− T (ΓA)

is the rank function of a matroid on the ground set Γk.
The matroid in the conclusion of Proposition 2.16 is analogous to a linear matroid, with Γk
playing the role of a vector space and r the role of dimension of the linear span. (And, in fact, for
the group Z2, r reduces simply to linear independence, as in [16, Section 4].) Since the function
g1, defined above, builds on r, one might expect that it inherits a matroidal structure. We verify
this next.
2.6.5. MΓk ,n is a matroid The following proposition is the main result of this section.
Proposition 2.17. The function g1 is the rank function of a matroid MΓk ,n.
We note that although the ground set is infinite, since our matroids are finite rank, all the
facts for finite matroids which we cite apply here as well.
The proof depends on Lemmas 2.18 and 2.19 below, so we defer it for the moment to Section
2.6.6. The strategy is based on the observation that when n= 1, the ground set is essentially Γk.
In this case, submodularity and normalization of g1 (the most difficult properties to establish)
follow immediately from Proposition 2.13. The motivation of Lemmas 2.18 and 2.19 is to reduce,
as much as possible, the proof of the general case to n= 1.
Lemma 2.18. Let A⊂ EΓk ,n, and set Γ′A,` = 〈ΓA,`,Λ(A)〉. Then, for all 1≤ `≤ n,
• cl(Λ(A)) = cl(Λ(Γ′A,`))
• T (ΓA,`) = T (Γ′A,`)
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Proof. The first statement is immediate from Lemma 2.12. The second statement follows from
the fact that Λ(A) is a translation subgroup of Γk, so Γ′A,` has a rotation if and only if ΓA,` does.
Lemma 2.19. Let A⊂ EΓk ,n, and set Γ′A,` = 〈ΓA,`,Λ(A)〉. If B = A+ (γ,`) and Γ′B,` = 〈ΓB,`,Λ(B)〉,
Then,
Γ′B,` = 〈γ,Γ′A,`〉
Proof. First we observe that
Γ′B,` = 〈γ,ΓA,`,Λ(B)〉 ≥ 〈γ,ΓA,`,Λ(A)〉
so to finish the proof we just have to show that
Λ(B)≤ 〈γ,ΓA,`,Λ(A)〉
Since ΓB,i = ΓA,i for all i 6= `, it follows that
Λ(B) = 〈Λ(〈γ,ΓA,`〉) , Λ(A)〉 ≤ 〈γ,ΓA,`,Λ(A)〉
2.6.6. Proof of Proposition 2.17 We check the rank function axioms [17, Section 1.3].
Non-negativity: This follows from the fact that repΓk(·) is non-negative, and the sum of the
1
2
T (·) terms cannot exceed n.
Monotonicity: This is immediate from Lemma 2.10 and the fact that −T (·) and repΓk(Λ(·)) only
increase when the size of the closure increases.
Normalization: To prove that g1 is normalized, let A ⊂ EΓk ,n and B = A+ (γ,`). Since all the
T (Γ′·,i) terms cancel except for the ones with i = `, the increase is given by
g1(B)− g1(A) = 12

repΓk(Λ(B))− repΓk(Λ(A))− T (ΓB,`) + T (ΓA,`)

Because the r.h.s. is an invariant of the closure by Proposition 2.13, we pass to closures and apply
Lemma 2.18 to see that the r.h.s. is equal to
1
2

repΓk(Λ(Γ
′
B,`))− repΓk(Λ(Γ′A,`))− T (Γ′B,`) + T (Γ′A,`)

Using Lemma 2.19 then tells us that this can be simplified further to
1
2

repΓk(Λ(〈γ,Γ′A,`〉))− repΓk(Λ(Γ′A,`))− T (〈γ,Γ′A,`〉) + T (Γ′A,`)

at which point Proposition 2.13 applies, and we conclude that the increase is either zero or one.
Submodularity: We will verify the following form of the submodular inequality:
f (A∪ {(γ,`)})− f (A)≥ f (B ∪ {(γ,`)})− f (B) for all A⊂ B (6)
Inspecting the argument for normalization and Proposition 2.13, we see that the r.h.s., is positive
only if γ /∈ cl(ΓB,`)), in which case it is always 2. By Lemma 2.10, for this γ, we also have
γ /∈ cl(ΓA,`), so the l.h.s. is also 2. Because both sides are always non-negative, (6) follows.
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2.6.7. The bases and independent sets With the rank function of MΓk ,n determined, we can
give a structural characterization of its bases and independent sets. Let A⊂ EΓk ,n. We define A to
be independent if
|A|= g1(A)
If A is independent and, in addition
|A|= c(A) + 1
2
repΓk(Λ(Γk))
we define A to be tight. A (not-necessarily independent) set A with c(A) parts that contains a
tight subset on c(A) is defined to be spanning.
We define the classes
B(MΓk ,n) =

B ⊂ EΓk ,n : B is independent and |B|= n+
1
2
repΓk(Γk)

I(MΓk ,n) =
¦
B ⊂ EΓk ,n : B is independent
©
It is now immediate from Proposition 2.17 that:
Lemma 2.20. The classes I(MΓk ,n) and B(MΓk ,n) are the independent sets and bases of the matroid
MΓk ,n.
2.6.8. Structure of tight sets We also have a structural characterization of the tight indepen-
dent sets in MΓk ,n.
Lemma 2.21. An independent set A∈ I(MΓk ,n) is tight if and only if it is one of two types:
(A) Each of the non-empty Ai contains a rotation. One exceptional non-empty Ai contains
1
2
repΓk(Λ(Γk))
additional elements, and repΓk(Λ(ΓA,i)) = repΓk(Λ(Γk)), and all the rest of the Ai contain a
single rotation only.
(B) Each of the non-empty Ai contains a rotation. Two exceptional non-empty Ai (w.l.o.g., A1 and
A2) contain, between them,
1
2
repΓk(Λ(Γk)) additional elements and
repΓk(〈Λ(ΓA,1),Λ(ΓA,2)〉) = repΓk(Λ(Γk)).
Type (B) is only possible when Γk = Γ2.
Proof. One direction is straightforward: A set A ⊂ EΓk ,n of either type (A) or (B) satisfies, by
hypothesis, |A| = c(A) + 1
2
repΓk(Λ(Γk)); by construction T (ΓA,i) is zero for all the non-empty Ai
and repΓk(Λ(A)) = repΓk(Λ(Γk)).
On the other hand, assuming that A is tight, we see that each non-empty part has to contain
a rotation, and, since A is independent there are only one (for k = 3,4, 6) or two (k = 2)
additional elements in A. For k = 3, 4,6, the single Ai containing the extra element must generate
a translation in which case repΓk(Λ(ΓA,i)) = repΓk(Λ(Γk)). For k = 2, the translation subgroups
of the Ai containing the extra elements must generate a rank 2 translation subgroup of Λ(Γk),
and the desired conclusion follows.
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2.6.9. Conjugation of independent sets Let A∈ I(MΓk ,n) be an independent set, and suppose,
w.l.o.g., that A1, A2, . . . , Ac(A) are the non-empty parts of A. Let γ1,γ2, . . . ,γc(A) be elements of Γk.
The conjugation of A by γ1,γ2, . . . ,γc(A) is defined to be¦
(γ−1i Aiγi , i) : 1≤ i ≤ c(A)
©
Lemma 2.22. Let A ∈ I(MΓk) be an independent set. Then the conjugation of A by c(A) elements
γ1, . . . ,γc(A) is also independent.
Proof. Lemma 2.11 implies that the closure of translation subgroups is preserved under conjuga-
tion, and whether or not Ai contains a rotation is preserved as well. Since the rank function g1 is
determined by these two properties of the Ai , we are done.
2.6.10. Separating and fusing independent sets Let A ∈ I(MΓk) be an independent set. A
separation of A is defined to be the following operation:
• Select i and j such that A j is empty.
• Select a (potentially empty) subset A′i ⊂ Ai of Ai .
• Replace all elements (γ, i) ∈ A′i with (γ, j).
Lemma 2.23. Let A∈ I(MΓk) be an independent set. Then any separation of A is also an independent
set.
Proof. Let B be a separation of A. If the subset A′i in the definition of a separation is empty, then
B is the same as A, and there is nothing to prove.
An independent set is either tight or a subset of a tight set. (Bases in particular are tight.)
Consequently, by Lemma 2.21, either Bi or B j consists of a single element. Assume w.l.o.g., it is
B j . Define C ⊂ EΓk ,n as Ck = Bk for k 6= j and C j empty; i.e. C is B with the single element in
B j dropped. Then C is a subset of A and hence independent. If B j consists of a rotation, then
adding it to C clearly preserves independence. If B j consists of a translation γ, then, since A
is independent, we must have γ /∈ cl(Λ(C)). Consequently B = C + (γ, j) is independent since
cl(Λ(B))	 cl(Λ(C)) and hence repΓk(Λ(B))> repΓk(Λ(C)).
The reverse of separation is fusing a set A on Ai and A j . This operation replaces Ai with Ai∪A j
and makes A j empty. Fusing does not, in general, preserve independence, but it takes tight sets
to spanning ones.
Lemma 2.24. Let A be a tight independent set, and suppose that Ai and A j are non-empty. Then,
after fusing A on Ai and A j , the result is a spanning set (with one less part).
Proof. Let B be the set resulting from fusing A on Ai and A j . By hypothesis, all the non-empty
A` contain a rotation, so this is true of the non-empty B` as well. The lemma then follows by
noting that Λ(A) ≤ Λ(B), so the same is true of the closures by Lemma 2.10. Thus, g1(B) =
c(B) + repΓk(Λ(Γk)), and this implies B is spanning.
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3. Matroidal sparse graphs
3.1 Colored graphs and the map ρ
We will use colored graphs, which are also known as “gain graphs” (e.g., [19]) or “voltage graphs”
(e.g. [28]) as the combinatorial model for crystallographic frameworks and direction networks.
In this section we give the definitions and explain the relationship between colored graphs and
graphs with a free Γk-action.
3.1.1. Colored graphs Let G = (V, E) be a finite, directed graph, with n vertices and m edges.
We allow multiple edges and self-loops, which are treated the same as other edges. A Γk-colored-
graph (shortly, colored graph) (G,γ) is a finite, directed multigraph G and an assignment γ =
(γi j)i j∈E(G) of a group element γi j ∈ Γk (the “color”) to each edge i j ∈ E(G).
3.1.2. The covering map Although we work with colored graphs because they are technically
easier, crystallographic frameworks were defined in terms of infinite graphs G˜ with Γk acting
freely and with finite quotient by the representation ϕ : Γk→ Aut(G˜). In fact, the formalisms are
equivalent, via a specialization of covering space theory (e.g., [9, Section 1.3]). We provide the
dictionary here for completeness.
Let (G,γ) be a colored graph, we define its lift G˜ = (V˜ , E˜) by the following construction:
• For each vertex i ∈ V (G), there is a subset of vertices {iγ}γ∈Γ ⊂ V (G˜) (the fiber over i).
• For each (directed) edge i j ∈ E(G) with color γi j , and for each γ ∈ Γk, there is an edge
iγ jγ·γi j in E(G˜) (the fiber over i j).
• The Γ-action on vertices is γ · iγ′ = iγγ′ . The action on edges is that induced by the vertex
action.
Now let (G˜,ϕ) be an infinite graph with a free Γk-action that has finite quotient. We associate
a colored graph (G,γ) to (G˜,ϕ) by the following construction, which we define to be a colored
quotient:
• Let G = G˜/Γ be the quotient of G˜ by Γ, and fix an (arbitrary) orientation of the edges of
G to make it a directed graph. By hypothesis, the vertices of G correspond to the vertex
orbits in G˜ and the edges to the edge orbits in G˜
• For each vertex orbit under Γ in G˜, select a representative i˜.
• For each edge orbit in G˜ there is a unique edge ei j that has the representative i˜ as its tail.
There is also a unique element γi j ∈ Γ such that the head of ei j is γi j( j˜). We define this γi j
to be the color on the edge i j ∈ G.
From the definition, we see that the specific colored quotient depends on the choice of represen-
tatives, however they are all related as follows. For any choice of representatives, the lift G˜′ is
isomorphic to G˜ as a graph, and this isomorphism is ϕ-equivariant. It the follows that the lifts of
any two colored quotients are isomorphic to each other via a ϕ-equivariant map.
The projection map from (G˜,ϕ) to its colored quotient is the function that sends a vertex
i˜ ∈ V (G˜) its representative i ∈ V (G). Figures 1 and 2 both show examples; the color coding of
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the vertices in the infinite developments indicate the fibers over vertices in the colored quotient.
The discussion above shows:
Lemma 3.1. Let (G,γ) be a Γk-colored graph. Then its lift is well defined, and is an infinite graph
with a free Γk-action. If (G˜,ϕ) is an infinite graph with a free Γk-action, then it is the lift of any of
its colored quotient, and the projection map is well-defined and a covering map.
3.1.3. The map ρ Let (G,γ) be a colored graph, and let P = {e1, e2, . . . , et} be any closed path in
G; i.e., P is a (not necessarily simple) walk in G that starts and ends at the same vertex crossing
the edges ei in order. If we select a vertex b as a base point, then the closed paths represent
elements of the fundamental group pi1(G, b).
We define the map ρ as:
ρ(P) = γε1e1 · · ·γεtet
where εi is 1 if P crosses ei in the forward direction (from tail to head) and −1 otherwise. For a
connected graph G and choice of base vertex i, the map ρ induces a well-defined homomorphism
ρ : pi1(G, i)→ Γ.
3.2 The subgroup of a Γk-colored graph
The map ρ, defined in the previous section, is fundamental to the results of this paper. In this
section, we develop properties of the ρ-image of a colored graph (G,γ) and connect it with the
matroid MΓk ,n which was defined in Section 2.6.
3.2.1. Colored graphs with base vertices Let (G,γ) be a colored graph with n vertices and c
connected components G1, G2, . . . , Gc . We select a base vertex bi in each connected component
Gi , and denote the set of base vertices by B. The triple (G,γ, B) is then defined to be a marked
colored graph.
If (G,γ, B) is a marked colored graph then ρ induces a homomorphism from pi1(Gi , bi) to
Γk. In the rest of this section, we show how to use these homomorphisms to define a map from
(G,γ) to EΓk ,n, the ground set of the matroid MΓk ,n.
3.2.2. Fundamental closed paths generate the ρ-image Let (G,γ, B) be a marked colored
graph with n vertices and c connected components. Select and fix a maximal forest F of G, with
connected components T1, T2, . . . , Tc . The Ti are spanning trees of the connected components Gi
of G, with the convention that when a connected component Gi has no edges there is a one-vertex
“empty tree” Ti .
With this data, we define, for each edge i j ∈ E(G)− E(F) the fundamental closed path of i j to
be the path that:
• Starts at the base vertex b` in the same connected component G` as i and j.
• Travels the unique path in T` to i.
• Crosses i j.
• Travels the unique path in T` back to b`.
Fundamental closed paths with respect to F in Gi generate pi1(Gi , bi) by [9, Proposition 1A.2].
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3.2.3. From colored graphs to sets in EΓk ,n We now let (G,γ, B) be a marked colored graph
and fix a choice of spanning forest F . We associate with (G,γ, B, F) a subset A(G, B, F) of EΓk ,n
(defined in Section 2.6) as follows:
• For each edge i j ∈ E(G`)− E(T`), let Pi j be the fundamental closed path of i j with respect
to T` and b`.
• Add an element (ρ(Pi j),`) to A(G, B, F).
The following is immediate from the previous discussion.
Lemma 3.2. Using the notation from Section 2.6, ΓA,` = ρ(pi1(G`, b`)) where A= A(G, B, F).
Since we will show, in Section 3.3, that the invariants we need are independent of B and F ,
we frequently suppress them from the notation when the context is clear.
3.3 Γ-(2, 2) graphs
In this section we define Γ-(2,2) graphs which are the first of two key families of colored graphs
introduced in this paper (the second is Γ-colored-Laman graphs, defined in Section 3.4). We also
state the main combinatorial results on Γ-(2, 2) graphs, but defer the proof of a key technical
result, Proposition 3.5, to Section 3.5.
3.3.1. The translation subgroup of a colored graph Let (G,γ, B) be a marked colored graph,
as in Section 3.2, with connected components G1, G2, . . . , Gc and base vertices b1, b2, . . . , bc . Re-
call from Section 3.1.3 that, with this data, there are homomorphisms
ρ : pi1(Gi , bi)→ Γk
We define Λ(G, B) to be
Λ(G, B) = 〈Λ(ρ(Gi , bi)) : i = 1,2, . . . , c〉
We define repΓk(G) = repΓk(Λ(G, B)). As the notation suggests, repΓk(G) is independent of the
choice of base vertices B.
Lemma 3.3. Let (G,γ, B) be a marked colored connected graph. The quantity repΓk(G) is indepen-
dent of the choice of base vertices, and so is a property of the underlying colored graph (G,γ).
Proof. Changing base vertices corresponds to conjugation. Lemma 2.11 implies that the closure
of Λ(G, B) is preserved under conjugation. Since repΓk(·) depends only on the closure, the lemma
follows.
3.3.2. The quantity T for a colored graph Let (G,γ, B) be a marked colored graph, with G
connected (and so a single base vertex b). We define T (G) to be T (ρ(pi1(G, b))). The proof of
the following lemma is similar to that of Lemma 3.3.
Lemma 3.4. Let (G,γ, B) be a marked colored graph. The quantity T (G) is independent of the
choice of base vertices, and so is a property of the underlying colored graph (G,γ).
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((0,0),1)
((0,1),1)
((1,0),0)
((-1,0),0) ((0,1),1)
((-2,0),2)
Figure 3: An example of a Γ-(2,2) graph when Γ = Γ3.
3.3.3. Γ-(2, 2) graphs We are now ready to define Γ-(2, 2) graphs. Let (G,γ) be a colored graph
with n vertices and c connected components Gi . We define the function f to be
f (G) = 2n+ repΓk(G)−
c∑
i=1
T (Gi)
A colored graph (G,γ) on n vertices and m edges is defined to be a Γ-(2,2) graph if:
• The number of edges m is 2n+ repΓk(Λ(Γk)) (i.e., it is the maximum possible value for f ).
• For every subgraph G′ of G, with m′ edges, m′ ≤ f (G′).
We note that it is essential that the definition is made over all subgraphs, and not just vertex-
induced or connected ones. Figure 3 shows an example of a Γ-(2,2) -graph.
3.3.4. Direction network derivation Before continuing with the development of the combina-
torial theory, we quickly motivate the definition of Γ-(2, 2) -graphs. Readers who are not familiar
with rigidity and direction networks may want to either skip to Section 3.3.6 and revisit this,
purely informative, section after reading the definitions in Section 4.
Proposition 4.2, in Section 4.1 below, implies that a generic direction network on a Γk-colored
graph (G,γ) has only collapsed realizations (with all the points on top of each other and a trivial
representation for Λ(Γk)) if and only if (G,γ) has a spanning Γ-(2,2) subgraph.
The definition of the function f comes from analyzing the degrees of freedom in realizations
which have the endpoints of each edge coincident (these are collapsed when G is connected).
For any realization G(p,Φ), we can translate it (this preserves directions), so that Φ(rk) has the
origin as its rotation center. Then, restricted to a subgraph G′ of G:
• The total number of variables involved in the equations giving the edge directions is 2n′+
repΓk(G
′). Since we fix Φ(rk) to rotate at the origin (see Section 4.1 for an explanation
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why we can do this), the only variability left in Φ is Φ(Λ(Γk)). Since repΓk(G
′) measures
how much of Λ(Γ) is “seen” by G′, this is the term we add.
• Each connected component Gi has a T (G′i)-dimensional space of collapsed realizations. If
G′i has a rotation, then a collapsed realization of the lift G˜′i must lie on the corresponding
rotation center since a solution must be rotationally symmetric. When G′i has no rotation,
no such restriction exists, and there are 2-dimensions worth of places to put the collapsed
G˜′i . Each collapsed connected component is independent of the others, so this term is
additive over connected components.
The heuristic above coincides with the definition of the function f .
3.3.5. Map-graphs In this section we recall the definition of a map-graph. As we will see in the
next section, the structure of Γ-(2,2) graphs is closely related to map-graphs. A map-graph is a
graph in which every connected component has exactly one cycle. In this definition, self-loops
correspond to cycles. A 2-map-graph is a graph that is the edge-disjoint union of two spanning
map-graphs. Observe that map-graphs, and, consequently, 2-map-graphs, do not need to be
connected.
3.3.6. Γ-(1, 1) graphs We will characterize Γ-(2, 2) graphs in terms of decompositions into sim-
pler Γ-(1, 1) graphs1, which we now define.
Let (G,γ) be a colored graph and select a base vertex bi for each connected component Gi of
G. We define (G,γ) to be a Γ-(1,1) graph if:
• G is a map-graph plus 1
2
repΓk(Λ(Γk)) additional edges.
• For each connected component Gi of G, ρ(pi1(Gi , bi)) contains a rotation.
• We have repΓk(G) = repΓk(Λ(Γk)), or equivalently, cl(Λ(G, B)) = Λ(Γk).
Although we do not define Γ-(1, 1) graphs via sparsity counts, there is an alternative characteri-
zation in these terms. We define the function g(G) to be
g(G) = n+
1
2
repΓk(G)−
1
2
c∑
i=1
T (Gi)
where (G,γ) is a colored graph and n and c are the number of vertices and connected compo-
nents. Notice that g = 1
2
f . In Section 3.5 we will show:
Proposition 3.5. The family of Γ-(1,1) graphs gives the bases of a matroid, and the rank of the
Γ-(1,1) matroid is given by the function:
g(G) = n+
1
2
repΓk(G)−
1
2
c∑
i=1
T (Gi)
In particular, this implies that g is non-negative, submodular, and monotone.
1The terminology of “(2,2)” and “(1,1)” comes from the fact that spanning trees of finite graphs are “(1,1)-tight” in
the sense of [10]. The Γ-(1, 1) graphs defined here are, in a sense made more precise in [16, Section 5.2], analogous
to spanning trees.
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3.3.7. Decomposition characterization of Γ-(2, 2) graphs The key combinatorial result about
Γ-(2,2) graphs, that is used in an essential way to prove the “collapsing lemma” Proposition 4.2,
is the following.
Proposition 3.6. Let (G,γ) be a colored graph. Then (G,γ) is a Γ-(2, 2) graph if and only if it is
the edge-disjoint union of two spanning Γ-(1, 1) graphs.
Proof. Since f = 2g, Proposition 3.5 implies that g meets the hypothesis required for the
Edmonds-Rota construction [8], from which we conclude that Γ-(2,2) graphs are a matroidal
family. The existence of the desired decomposition follows from the Matroid Union Theorem for
rank functions [8].
3.4 Γ-colored Laman graphs
We are now ready to define Γ-colored-Laman graphs, which are the colored graphs characterizing
minimally rigid generic frameworks in Theorem 1. Just as for Γ-(2,2) graphs, we define them
via sparsity counts.
((1,1),0)
((2,1),0)
((0,0),1)
((1,0),0)
((0,0),1)
((0,1),0)
(a)
((2,0),2)
((0,0),1)
((1,0),1)
((0,0),1)
(b)
Figure 4: Examples of Γ-colored-Laman graphs: (a) a Γ2-colored-Laman graph; (b) a Γ3-colored-
Laman graph
3.4.1. Definition of Γ-colored-Laman graphs Let (G,γ) be a colored graph, and let f be the
sparsity function defined in Section 3.3. The most direct definition of the sparsity function h for
Γ-colored-Laman graphs is:
h(G) = f (G)− 1
A colored graph (G,γ) is defined to be Γ-colored-Laman if:
• G has n vertices and m= 2n+ repΓk(Λ(Γk))− T (Γk)− 1 edges.
• For all subgraphs G′ spanning m′ edges, m′ ≤ h(G′)
Figure 4 shows some examples of Γ-colored-Laman graphs. If a colored graph is a subgraph of
a Γ-colored-Laman graph, then it is defined to be Γ-colored-Laman sparse. Equivalently, (G,γ) is
Γ-colored-Laman sparse when the condition “m′ ≤ h(G′)” above holds for all subgraphs G′.
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3.4.2. Alternate formulation of Γ-colored-Laman graphs While the definition of h is all that
is needed to prove Theorem 1, it does not give any motivation in terms of a degree-of-freedom
count. We now give an alternate formulation of Γ-colored-Laman via the Teichmüller space and
the centralizer, which were defined in Section 2.5, that will let us do this.
Let (G,γ, B) be a marked colored graph with connected components G1, . . . , Gc and n vertices,
and let Λ(G, B) be its translation subgroup as defined in Section 3.3.1. We define
teichΓk(G) = teichΓk(Λ(G, B))
which, by a proof nearly identical to that of Lemma 3.3, is well-defined and independent of the
choice of base vertices.
For a component G` with base vertex b`, we set centΓk(G`) = centΓk(ρ(pi1(G`, b`))). For
similar reasons, centΓk(G`) is also independent of the base vertex.
We can now define a “more natural” sparsity function
h′(G) = 2n+ teichΓk(G)−
 
c∑
i=1
centΓk(Gi))
!
The class of colored graphs defined by h′ is the same as that arising from h, giving a second
definition of Γ-colored-Laman graphs. Since Lemma 3.7 is not used to prove any further results,
we omit the proof.
Lemma 3.7. A colored graph (G,γ) is Γ-colored-Laman if and only if:
• G has n vertices and m= 2n+ teich(Γ)− cent(Γ) edges.
• For all subgraphs G′ spanning m′ edges, m′ ≤ h′(G′)
3.4.3. Degree of freedom heuristic The function h′ is amenable to an interpretation that al-
lows us, by Lemma 3.7, to give a rigidity-theoretic “degree of freedom” derivation of Γ-colored-
Laman graphs. This section is expository, and readers unfamiliar with rigidity theory may skip to
Section 3.4.4 and return here after reading Section 5.
Given a framework with underlying colored graph (G,γ), with the graph G having n vertices
and c connected components G1, G2, . . . , Gc , we find that:
• We have 2n degrees of freedom from the points. From the representation Φ : Γk→ Euc(2),
there are rep(Γk) degrees of freedom, but if we mod out by trivial motions from Euc(2),
we have teichΓk(Γ) degrees of freedom left. However, we have only teichΓk(G) degrees of
freedom that apply to G.
• Each connected component has centΓk(Gi) trivial degrees of freedom. Since elements in
the centralizer for Gi commute with those in ρ(pi1(Gi)), we may “push the vertices of Gi
around” with the centralizer elements while preserving symmetry. Since these motions
always exist, they are trivial.
This heuristic corresponds to the function h′.
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3.4.4. Edge-doubling characterization of Γ-colored-Laman graphs The main combinatorial
fact about Γ-colored-Laman graphs we need is the following simple characterization by edge-
doubling (cf. [11, 18]).
Proposition 3.8. Let Γ = Γk for k = 2,3, 4, or 6 be a crystallographic group and let (G,γ) be a
Γ-colored graph. Then (G,γ) is Γ-colored-Laman if and only if for any edge i j ∈ E(G), the colored
graph (G′,γ′) obtained by adding a copy of i j to G with the same color results in a Γ-(2,2) graph.
Proof. This is straightforward to check once one notices that (G,γ) is Γ-colored-Laman if and
only if no subgraph G′ with m′ edges has m′ = f (G′).
3.4.5. Γ-colored-Laman circuits Let (G,γ) be a colored graph. We define (G,γ) to be a Γ-
colored-Laman circuit if it is edge-wise minimal with the property of not being Γ-colored-Laman
sparse. More formally, (G,γ) is a Γ-colored-Laman circuit if:
• (G,γ) is not Γ-colored-Laman sparse
• For all colored edges i j ∈ E(G), (G− i j,γ) is Γ-colored-Laman sparse
As the terminology suggests, Γ-colored-Laman circuits are the circuits of the matroid that has, as
its bases, Γ-colored-Laman graphs. The following lemmas are immediate from the definition.
Lemma 3.9. Let (G,γ) be a colored graph. If (G,γ) is not Γ-colored-Laman sparse, then it contains
a Γ-colored-Laman circuit as a subgraph.
Lemma 3.10. Let (G,γ) be a colored graph with n vertices and m edges. Then (G,γ) is a Γ-colored-
Laman circuit if and only if:
• The number of edges m= f (G)
• For all subgraphs G′ of G, on m′ edges, m′ < f (G′)
Here, f is the colored-(2,2) sparsity function defined in Section 3.3.
3.5 Γ-(1, 1) graphs: proof of Proposition 3.5
With the definitions and main properties of Γ-(2,2) and Γ-colored-Laman graphs developed, we
prove:
Proposition 3.5. The family of Γ-(1,1) graphs gives the bases of a matroid, and the rank of the
Γ-(1,1) matroid is given by the function:
g(G) = n+
1
2
repΓk(G)−
1
2
c∑
i=1
T (Gi)
In particular, this implies that g is non-negative, submodular, and monotone.
Proof. The proposition follows immediately from Lemmas 3.14 and 3.17, which are proven be-
low.
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With this, the proof of Proposition 3.6 is also complete. The rest of this section is organized
as follows: first we prove that the Γ-(1, 1) graphs give the bases of a matroid and then we argue
that the rank function of this matroid is, in fact, the function g, defined in Section 3.3.
We recall from Section 3.2 that, for a marked colored graph (G,γ, B) with a fixed spanning
forest F , the map ρ, defined in Section 3.1, induces a map from (G,γ, B, F) to EΓk ,n, the ground
set of the matroid MΓk ,n from Section 2.6. We adopt the notation of Section 3.2, and denote the
image of this map by A(G, B, F).
We start by studying A(G, B, F) in more detail.
3.5.1. Rank of A(G, B, F) As defined, the set A(G, B, F) depends on a choice of base vertices for
each connected component and a spanning forest F of G. Since we are interested in constructing
a matroid on colored graphs without additional data, the first structural lemma is that the rank
of A(G, B, F) in MΓk ,n is independent of the choices for B and F .
Lemma 3.11. Let (G,γ, B) be a marked colored graph with connected components G1, . . . , Gc and
fix a spanning forest F of G. Then the rank of A(G, B, F) in the matroid MΓk ,n is invariant under an
arbitrary change of base vertices and spanning forest.
Proof. For convenience, shorten the notation A(G, B, F) to A. By Lemma 3.2 ρ(pi1(G`, v`)) = ΓA,`.
Changing the spanning forest F just picks out a different set of generators for pi1(G`, v`), and so
does not change ΓA,`, and thus the rank in MΓk ,n, which does not depend on the generating set,
is unchanged.
To complete the proof, we show that changing the base vertices corresponds, in EΓk ,n, to
applying the conjugation operation defined in Section 2.6 to A. Suppose that G is connected and
fix a spanning tree F and a base vertex b. If P is a closed path starting and ending at b, for any
other vertex b′ there is a path P ′ that: starts at b′, goes to b along a path Pbb′ , follows P, and then
returns from b to b′ along Pbb′ in the other direction. We have ρ(P ′) = ρ(Pbb′)ρ(P)ρ(Pbb′)−1,
so P and P ′ have conjugate images. Thus changing base vertices corresponds to conjugation, and
by Lemma 2.22 we are done after considering connected components one at a time.
In light of Lemma 3.11, when we are interested only in the rank of A(G, B, F), we can freely
change B and F . Thus, we shorten the notation to A(G).
3.5.2. The effect on A(G) of adding or deleting a colored edge In the proof of the basis
exchange property, we will need to start with a Γ-(1,1) graph, and add a colored edge to it.
There are two possibilities: the edge i j is in the span of some connected component Gi of G or it
is not. Each of these has an interpretation in terms of how A(G+ i j) is different from A(G).
Lemma 3.12. Let (G,γ) be a colored graph and let i j be a colored edge. Then:
• If the edge i j is in the span of a connected component, G` of G, then A(G+ i j) is A(G)+(γ,`),
where γ is the image of the fundamental closed path of i j with respect to some spanning tree
and base vertex of G`.
• If the edge i j connects two connected components G` and Gr of G, then A(G + i j) is a fusing
operation (defined in Section 2.6) on A(G) after a conjugation. In particular, in the notation
of Section 2.6, A(G)` and A(G)r are fused. Conversely, A(G) is a conjugation of a separation
of A(G+ i j).
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Proof. The first part follows from the fact that if we pick a base vertex and spanning tree of G`,
then adding the colored edge i j to G` induces exactly one new fundamental closed path.
For the second part, w.l.o.g., assume that G has two connected components G1, G2 and that
i j connects them. Let T1 and T2 be the spanning trees and b1 and b2 the base vertices which
define the set A(G). Then, we can choose T = T1 ∪ T2 + i j as the spanning tree for G and b1 for
the base vertex. The fundamental closed paths for edges in E(G1)− E(T ) are unchanged. The
ρ-image of the fundamental paths for E(G2)− E(T ) are conjugated by ρ(Pb1 b2) where Pb1 b2 is
the unique path in T from b1 to b2. Thus A(G+ i j)1 consists of A(G)1 and a conjugation of A(G)2.
The converse is clear since the inverse of a conjugation is a conjugation, and the inverse of fusing
is separating.
3.5.3. Γ-(1, 1) graphs and tight independent sets in MΓk ,n Γ-(1, 1) graphs (G,γ) have a simple
characterization in terms of A(G): they correspond exactly to the situations in which A(G) is tight
and independent.
Lemma 3.13. Let (G,γ) be a colored graph. Then (G,γ) is Γ-(1,1) if and only if A(G) is tight and
independent in MΓk ,n.
Proof. We recall that Lemma 2.21 gives a structural characterization of tight independent sets in
MΓk ,n. The proof proceeds by translating the definitions from Section 2.6.7 into graph theoretic
terms. In this proof, we adopt the notation of Section 2.6.7, and we remind the reader that a
subset A⊂ EΓk ,n is tight if it is independent in MΓk ,n and has
|A|= c(A) + 1
2
repΓk(Λ(Γk))
elements.
We first suppose that A(G) is tight, and show that (G,γ) is a Γ-(1, 1) graph. By construction
A(G) has an element (γ,`) if and only if there is some edge i j in the connected component G`
not in the spanning forest F used to compute A(G). It then follows that, if A(G) is tight, each
connected component of Gi of G has at least one more edge than Gi ∩ F . This implies that G
contains a spanning map graph. Because |A(G)|= c(A) + 1
2
repΓk(Λ(Γk)) it then follows that G is
a map-graph plus 1
2
repΓk(Λ(Γk)) additional edges, which are the combinatorial hypotheses for
being a Γ-(1, 1) graph.
Now we use the fact that A(G) is independent in MΓk ,n. Independence implies that, if non-
empty, A(Gi) contains a rotation, from which it follows that, for each connected component Gi
of G, ρ(pi1(Gi , bi)) does as well. Similarly, independence of A(G) implies that repΓk(Λ(A(G))) =
repΓk(Λ(Γk)), so repΓk(G) = repΓk(Λ(Γk)). We have now shown that (G,γ) is a Γ-(1, 1) graph.
The other direction is straightforward to check.
3.5.4. Γ-(1, 1) graphs form a matroid We now have the tools to prove that the Γ-(1,1) graphs
form the bases of a matroid. We take as the ground set the graph KΓk ,n on n vertices that has one
copy of each possible directed edge i j or self-loop i j with color γ ∈ Γk.
Lemma 3.14. The set of Γ-(1, 1) graphs on n vertices form the bases of a matroid on KΓk ,n.
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Proof. We check the basis axioms [17, Section 1.2]:
Non-triviality: An uncolored tree plus 1
2
repΓk(Γk) + 1 edges, each of which is colored by a
standard generator for Γk is clearly Γ-(1, 1) . Thus the set of bases is not empty.
Equal size: By definition, all Γ-(1,1) graphs have the same number of edges.
Basis exchange: The more difficult step is checking basis exchange. To do this we let G be a Γ-
(1,1) graph and i j a colored edge of some other Γ-(1, 1) graph which is not in G. It is sufficient
to check that there is some colored edge i′ j′ ∈ E(G) such that G+ i j− i′ j′ is also a Γ-(1, 1) graph.
Let (G′,γ′) be the colored graph (G+ i j,γ).
Suppose the new edge i j is not a self-loop. Then, pick base vertices B and a spanning forest
F of G′ that contains the new edge i j. By Lemma 3.11, changing F so as to include i j does
not change the rank of A(G′, B, F) in MΓk ,n. Lemma 3.12 implies that A(G′, B, F) is spanning,
but not independent, in MΓk ,n. Thus there is an element of A(G
′, B, F) that can be removed to
leave a tight, independent set. Since i j is in F , this element does not correspond to i j. The basis
exchange axiom then follows from the characterization of Γ-(1, 1) graphs in Lemma 3.13.
Suppose i j is a self-loop. Then, the first conclusion of Lemma 3.12 applies. Since i j comes
from some other Γ-(1,1) graph, it has non-trivial color, and, thus is not dependent as a singleton
set. It follows that there is some element in A(G′) (not corresponding to i j) which can be removed
to give a tight independent set of the matroid MΓk ,n. Consequently, removing the corresponding
edge in G′ leaves a Γ-(1,1) graph by Lemma 3.13.
3.5.5. The rank function of the Γ-(1,1) matroid Now we compute the rank function of the
Γ-(1,1) matroid. The following lemma is immediate from the definitions.
Lemma 3.15. Let (G,γ) be a colored graph with n vertices and c connected components. Then
g(G) = n− c+ g1(A(G))
where g1 is the rank function of the matroid MΓk ,n.
We can use this to show:
Lemma 3.16. Let (G,γ) be a colored graph that is independent in the Γ-(1, 1) matroid with m
edges. Then m= g(G).
Proof. By definition (G,γ) is a subgraph of some Γ-(1, 1) graph (G′,γ′). By Lemma 3.13, m′ =
g(G′), where m′ is the number of edges of G′. It suffices to show that deleting an edge preserves
this equality and independence of A(G′). By Lemma 3.12, deleting an edge is equivalent to either
removing an element from A(G′) or separating and conjugating A(G′) and these both preserve
independence of A(G′). In the first case, g1(A(·)) drops by 1 while n′ and c′ remain constant, and
in the second case n′ and g1(A(·)) remain constant while c′ increases by 1.
We can now compute the rank function of the Γ-(1,1) matroid.
Lemma 3.17. The function g is the rank function of the Γ-(1,1) matroid.
Proof. Let (G,γ) be an arbitrary colored graph with n vertices and c connected components. The
rank of (G,γ) in the Γ-(1, 1) matroid is equal to the maximum size of the intersection of G with
a Γ-(1, 1) graph. Lemma 3.16 implies that what we need to show is that a maximal independent
subgraph (G′,γ) of (G,γ) has g(G) edges.
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We construct G′ as follows. First pick a base vertex for every connected component of G and
a spanning forest F of G. Initially set G′ to be F . Then add edges one at a time to G′ from G− F
so that A(G′) remains independent in MΓk ,n until the rank of A(G′) is equal to that of A(G). This
is possible by the matroidal property of MΓk ,n and Lemma 3.11, which says the rank of A(G
′) is
invariant under the choices of spanning forest and base vertices.
When the process stops, A(G′) is independent in MΓk ,n, so G′ is independent in the Γ-(1,1)
matroid by Lemma 3.13. By construction G′ has
m′ = n− c+ g1(A(G))
edges, which is g(G) by Lemma 3.15.
3.6 Cone-(1,1) and cone-(2,2) graphs
In the proof of Theorem 2 (specifically, Section 4.2 below), we will require some results on
direction networks with rotational symmetry from [13, 15]. The combinatorial setup is given in
this short section.
3.6.1. Cone-(1,1) graphs Let (G,γ) be a graph whose edges are colored by elements of the
group Z/kZ. As before, there is a well-defined map ρ : pi1(Gi , bi)→ Z/kZ where bi is a vertex in
the connected component Gi of G. We define (G,γ) to be a cone-(1, 1) graph if G is a map-graph
and the cycle in each connected component has non-trivial ρ-image. We define the quantity
T (Gi) to be the same one defined in Section 3.3, where all nontrivial elements of Z/kZ are
“rotations”.
The sparsity characterization of cone-(1, 1) graphs is:
Lemma 3.18 ([15, Section 2.6], [27, “Matroid Theorem”]). The cone-(1, 1) graphs on n vertices
are the bases of a matroid that has as its rank function
r(G′) = n′− 1
2
c∑
i=1
T (Gi)
where n′ and c′ are the number of vertices and connected components in G′.
3.6.2. Cone-(2, 2) graphs Let (G,γ) be a Z/kZ colored graph with n vertices. We define (G,γ)
to be a cone-(2, 2) graph if:
• G has m= 2n edges.
• For all subgraphs with m′ edges, n′ vertices, and connected components G1, G2, . . . , Gc ,
m′ ≤ 2n′−
c∑
i=1
T (Gi)
If only the second condition holds, then (G,γ) is defined to be cone-(2,2) sparse.
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3.7 Generalized cone-(2,2) graphs
As a technical tool in the proof of Theorem 2, we will use generalized cone-(2, 2) graphs. These
are Γk-colored graphs, which we will define in terms of a decomposition property.
3.7.1. Generalized cone-(1,1) graphs Let (G,γ) be a Γk-colored graph. We define (G,γ) to be
a generalized cone-(1,1) graph if, after considering the ρ-image modulo the translation subgroup,
the result is a cone-(1,1) graph. Equivalently, (G,γ) is a generalized cone-(1, 1) graph if:
• G is a map graph
• The ρ-image of the cycle in each connected component of G is a rotation
The difference between cone-(1, 1) graphs and generalized cone-(1,1) graphs is that the rotations
need not be around the same center. By modding colors out by Λ(Γk), the next lemma follows
easily from Lemma 3.18.
Lemma 3.19. The generalized cone-(1,1) graphs on n vertices are the bases of a matroid that has
as its rank function
r(G′) = n′− 1
2
c∑
i=1
T (Gi)
where n′ and c′ are the number of vertices and connected components in G′.
3.7.2. Relation to Γ-(1, 1) graphs Generalized cone-(1, 1) graphs are related to Γ-(1,1) graphs
by this next sequence of lemmas.
Lemma 3.20. Let (G,γ) be a Γ-(1,1) graph. Then (G,γ) contains a generalized cone-(1, 1) graph
as a spanning subgraph.
Proof. This follows from the definition, since each connected component Gi of G has T (Gi) = 0.
It follows that Gi has a spanning subgraph that is a connected map-graph with its cycle having a
rotation as its ρ-image.
Let (G,γ) be a Γ-(1,1) graph, and let (G′,γ) be a spanning generalized cone-(1,1) subgraph.
One exists by Lemma 3.20. We define (G′,γ) to be a g.c.-(1, 1) basis of (G,γ).
Lemma 3.21. Let (G,γ) be a Γk-colored Γ-(1, 1) graph for k = 3,4, 6. Let (G′,γ) be a g.c.-(1,1)
basis of (G,γ), and let i j be the (unique) edge in E(G)− E(G′). Then either:
• The colored edge i j is a self-loop and the color γi j is a translation.
• There is a unique minimal subgraph G′′ of G, such that the ρ-image of (G′′,γ) includes a
translation, i j is an edge of G′′, and if vw ∈ E(G′′), then (G′+ i j− vw,γ) is also a g.c.-(1,1)
basis of (G,γ).
Proof. If i j is a self-loop colored by a translation, then it is a circuit in the matroid of generalized
cone-(1, 1) graphs on the ground set (G,γ). Otherwise, the subgraph G′′ which the lemma
requires is just the fundamental generalized cone-(1, 1) circuit of i j in (G′,γ).
30
3.7.3. Generalized cone-(2, 2) graphs Let (G,γ) be a Γk-colored graph. We define (G,γ) to
be a generalized cone-(2, 2) graph if it is the union of two generalized cone-(1,1) graphs. Using
the Edmonds-Rota construction [8], the same way we did in Section 3.3.7, we get:
Lemma 3.22. The generalized cone-(2, 2) graphs on n vertices give the bases of a matroid.
The other fact about generalized cone-(2, 2) graphs is their relationship to Γ-(2, 2) graphs.
Lemma 3.23. Let (G,γ) be a Γ-(2,2) graph. Then (G,γ) contains a generalized cone-(2, 2) graph
as a spanning subgraph.
Proof. This follows from Proposition 3.6 and Lemma 3.20.
4. Direction networks
4.1 Crystallographic direction networks
Let (G˜,ϕ) be a graph with a Γk-action ϕ. A crystallographic direction network (G˜,ϕ, d˜) is given
by (G˜,ϕ) and an assignment of a direction d˜i j ∈ R2 \ {0} to each edge i j ∈ E(G˜).
We will, moreover, require that the direction networks themselves be symmetric in the fol-
lowing sense. For any Φ ∈ Rep(Γ) and any γ ∈ Γ, the rotational part Φ(γ)r of Φ(γ) depends only
on γ and not Φ. Thus, we will require the directions to be equivariant with respect to this action;
i.e., if i′ j′ = γ · i j, then di′ j′ = Φ(γ)rdi j .
A direction network on (G˜,ϕ), thus, is completely determined after assigning a direction to
one edge in each Γ-orbit. It is plain, then, that this is equivalent to assigning directions to the
colored quotient graph (G,γ). The dictionary is straightforward as well. Given (G˜,ϕ,d), the
direction for edge i j of G is the same as the direction of the chosen edge representative in its
fiber.
4.1.1. The realization problem A realization of a crystallographic direction network is given
by a point set p= (pi)i∈V (G˜) and a representation Φ ∈ Rep(Γk):D
p j − pi , d˜⊥i j
E
= 0 for all edges i j ∈ E(G˜) (7)
pγ·i = Φ(γ) · pi for all vertices i ∈ V (G˜) (8)
We denote realizations by G˜(p,Φ), to indicate the dependence on Φ.
We define now collapsed and faithful realizations. An edge i j is collapsed in a realization
G˜(p,Φ) if pi = p j . A realization is collapsed when all the edges are collapsed and Φ is trivial. A
representation is trivial if it maps Λ(Γk) to zero. A realization is faithful if no edge is collapsed
and Φ is not trivial.
4.1.2. Direction Network Theorem Our main theorem on crystallographic direction networks
is the following.
Theorem 2. Let Γ be an orientation-preserving crystallographic group. A generic Γ-crystallographic
direction network (G˜,ϕ, d˜) has a unique, up to translation and scaling, faithful realization if and
only if its associated colored graph is Γ-colored-Laman.
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For technical simplification, we reduce Theorem 2 to the following proposition which is the
same result except that the rotation center of Φ(rk) is fixed to be the origin.
Proposition 4.1. Let Γ be an orientation-preserving crystallographic group. A generic Γ-crystallographic
direction network (G˜,ϕ, d˜) has a unique, up to scaling, faithful realization G˜(p,Φ) satisfying
Φ(rk) = (0, Rk) if and only if its associated colored graph is Γ-colored-Laman.
Theorem 2 follows easily from the proposition.
Proof of Theorem 2 from Proposition 4.1. Let (G˜,ϕ, d˜) be any generic direction network. For any
realization G˜(p,Φ) of (G˜,ϕ, d˜) and any translation ψ, we have that G˜(ψ(p),Φψ) is also realiza-
tion of (G˜,ϕ, d˜) where Φψ is the representation defined by Φψ(γ) = ψΦ(γ)ψ−1. In particular,
for any realization G˜(p,Φ), there is a unique translation ψ such that ψΦ(rk)ψ−1 = (0, Rk).
Our goal then is to prove Proposition 4.1. For the remainder of this section, we will require all
realizations to map the rotational generator rk of Γk to the counter-clockwise rotation around the
origin Rk of angle 2pi/k. All of the propositions in the remainder of this section operate under
this assumption. However, note that some of the results about direction networks, including
Proposition 4.3, hold without this restriction.
4.1.3. Proof of Proposition 4.1 Let (G,γ) be a colored graph. The key proposition, which is
proved in Section 4.3 is the following.
Proposition 4.2. A generic crystallographic direction network which has a Γ-(2, 2) colored quotient
graph has only collapsed realizations.
By counting the dimension of the space of collapsed realizations, done in Section 4.4 below,
it follows that:
Proposition 4.3. A generic crystallographic direction network which has a Γ-colored-Laman circuit
as its quotient graph has only realizations with collapsed edges.
Proposition 4.3 readily implies one direction of Proposition 4.1. If (G,γ) is not a Γ-colored-
Laman graph, then it has either too few edges or contains a Γ-colored-Laman circuit as a sub-
graph. In the former case, a dimension count implies that a faithful realization cannot be unique
up to translation and scale and in the latter, every realization contains collapsed edges by Propo-
sition 4.3.
For the other direction, we assume that (G,γ) is Γ-colored-Laman with n vertices. Since
every Γ-colored-Laman graph is Γ-(2, 2) sparse by Proposition 3.8, we see from Proposition 4.2
that the equations defining the realization space of a generic colored direction network with
quotient graph G(γ) is 1-dimensional. This means every realization is a rescaling of a single
realization, so if any edge i j is collapsed, it is collapsed in all realizations. In particular, if we
double i j and assign it a generic direction, the realization space will not change. Proposition 3.8
tells us that the graph obtained in this way is Γ-(2, 2), so Proposition 4.2 applies to it, showing
that the realization space is zero-dimensional. The resulting contradiction completes the proof.
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4.1.4. Colored direction networks We will make use of colored crystallographic direction net-
works to study crystallographic direction networks. Since there is no chance of confusion, we
simply call these “colored direction networks” in the next several sections. A colored direction
network (G,γ,d) is given by a Γk-colored graph (G,γ) and an assignment of a direction di j to
every edge i j. The realization system for (G,γ,d) is given byD
Φ(γi j) · p j − pi ,d⊥i j
E
= 0 (9)
The unknowns are the representation Φ of Γk and the points pi . (As above Φ(rk) is restricted to
be rotation about the origin.) We denote points in the realization space by G(p,Φ). We observe
here that, for Φ parameterized by the vectors in Lemma 2.3, the realization system is linear.
This can be seen by, e.g., the computations in Section 4.2. The following two lemmas linking
crystallographic direction networks and colored direction networks follow easily from Lemma
3.1 and the observations above.
Lemma 4.4. Given a colored direction network (G,γ,d), its lift to a crystallographic direction
network (G˜,ϕ, d˜) is well-defined and the realization spaces of (G,γ,d) and (G˜,ϕ, d˜) are isomorphic.
In particular, they have the same dimension.
Lemma 4.5. Let (G,γ) be a Γk-colored graph and (G˜,ϕ) its lift. Assigning a direction to one repre-
sentative of each edge orbit under ϕ in G˜ gives a well defined colored direction network (G,γ,d).
This next lemma, which is also immediate from the definitions, describes collapsed edges in
terms of colored direction networks.
Lemma 4.6. Let (G,γ,d) be a colored direction network and let G(p,Φ) be a realization of (G,γ,d).
Let (G˜,ϕ, d˜) be the lift of (G,γ,d) and G˜(p,Φ) be the associated lift of G(p,Φ). Then a colored edge
i j ∈ E(G) lifts to an orbit of collapsed edges in G˜(p,Φ) if and only if
pi = Φ(γi j) · p j
in G(p,Φ).
In light of Lemmas 4.4–4.6, we may switch freely between the formalisms, and we do so in
subsequent sections.
4.1.5. A result on cone direction networks We prove Proposition 4.2 by bootstrapping results
for generalized cone-(2,2) graphs (defined in Section 3.7). The steps are:
• We show that, for fixed Φ, a generic direction network on a generalized cone-(2,2) graph
has a unique solution (Proposition 4.7).
• Then we allow Φ to flex. We show that by adding repΓk(Λ(Γk)) edges that extend a gen-
eralized cone-Laman graph to a Γ-(2, 2) graph, realizations of a generic direction network
are forced to collapse.
This is done in Sections 4.2 and 4.3. In the first step, we will make use of a result on finite
direction networks with rotational symmetry from [15]. A cone direction network (G,γ,d) is an
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assignment di j to each edge i j. A realization G(p) of the direction network is a selection of points
pi ∈ R2 such that 〈Rγi jk p j − pi ,di j〉= 0 for all i j (10)
Here Rk is the rotation about the origin that rotates through angle 2pi/k. A straightforward
application of [15, Proposition 3.1] yields:
Theorem 3 ([15]). The system (10) defining a generic cone direction network (G,γ,d) is indepen-
dent if and only if (G,γ) is cone-(2,2) sparse.
4.2 Direction networks on generalized cone-(2,2) graphs
Let (G,γ) be a generalized cone-(2,2) graph. In light of Theorem 3, it should be unsurprising
that the realization system (9) has generic rank 2n for a colored direction network on (G,γ),
since cone direction networks are a “special case”. Here is the precise reduction.
Proposition 4.7. Fix a representation Φ of Γk. Holding Φ fixed, if a generic crystallographic direc-
tion network has a generalized cone-(2,2) colored quotient, then it has a unique realization.
Proposition 4.7 is immediate from the following statement and Lemma 4.4.
Proposition 4.8. Let (G,γ) be a generalized cone-(2,2) graph with n vertices. Then the generic
rank of the realization system (9) is 2n.
Proof. Expanding (9) we getD
Φ(γi j) · p j − pi ,d⊥i j
E
=
D
Φ(γi j) · p j ,d⊥i j
E
−
D
pi ,d
⊥
i j
E
(11)
Define Φ(γi j)r ∈ SO(2) to be the rotational part of Φ(γi j) and Φ(γi j)t ∈ R2 to be the translational
part, so that Φ(γi j) · p= Φ(γi j)r · p+Φ(γi j)t . In this notation, (11) becomesD
Φ(γi j)r · p j ,d⊥i j
E
+
D
Φ(γi j)t ,d
⊥
i j
E
−
D
pi ,d
⊥
i j
E
= 0 (12)
Since the rotational part Φ(γi j)r preserves the inner product, we see that (9) is equivalent to the
inhomogeneous systemD
p j ,Φ(γ
−1
i j )r · d⊥i j
E
−
D
pi ,d
⊥
i j
E
=−
D
Φ(γi j)t ,d
⊥
i j
E
(13)
The l.h.s. of (13) is equivalent to (10), and thus the generic rank of (13) is at least as large as
that of (10). The proposition then follows from Theorem 3.
4.3 Proof of Proposition 4.2
We now have the tools in place to prove:
Proposition 4.2. A generic crystallographic direction network which has a Γ-(2, 2) colored quotient
graph has only collapsed realizations.
The proof is split into two cases, Γ2 and Γk for k = 3,4, or 6.
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4.3.1. Proof for rotations of order 3, 4, or 6 Let (G,γ) be a Γ-(2,2) graph. We construct a
direction network on (G,γ) that has only collapsed solutions, from which the desired generic
statement follows.
Assigning directions We select directions d for each edge in G with coordinates that are al-
gebraically independent over Q; i.e., their coordinates satisfy no polynomial with integer coeffi-
cients.
The realization space of any spanning g.c.-(2, 2) basis With these direction assignments, we
can compute the dimension of the realization space for the direction network induced on any
spanning g.c.-(2,2) basis of (G,γ) where by g.c.-(2,2) basis we mean a basis in the generalized
cone-(2, 2) matroid. One exists by Lemma 3.23.
Lemma 4.9. Let (G′,γ) be a spanning g.c.-(2,2) basis of (G,γ). Then the realization space of the
induced direction network (G′,γ,d) is 2-dimensional, and linearly depends on the representation Φ.
Proof. The dimension comes from Proposition 4.7 and comparing the number of variables to the
number of equations in the realization system (9). Moving the variables associated with Φ to the
right as in equation (13) completes the proof.
A g.c.-(2, 2) basis with non-collapsed complement By edge counts, there are exactly two
edges i j and vw in the complement of any g.c.-(2,2) basis of (G,γ). We will show that there are
two edges which do not collapse (and more) when enforcing the directions on the complement.
Lemma 4.10. There are edges i j, vw of G such that G′ = G − i j − vw is a g.c.-(2, 2) basis and for
all vectors u ∈ R2 there is a realisation G(p,Φ) of (G′,γ,d) such that Φ(γi j)p j − pi = u (similarly
there is a realization such that Φ(γvw)pw − pv = u).
Proof. By Proposition 3.6, we can decompose (G,γ) into two spanning Γ-(1, 1) graphs X and Y .
Since Γ-(1,1) graphs are g.c.-(1,1) graphs plus an edge, there are unique g.c.-(1, 1) circuits X ′′
and Y ′′ in X and Y respectively. Let v′w′ be some edge in Y ′′ and let Y ′ = Y − v′w′.
Suppose, for contradiction, that for an arbitrary edge i j of X ′′, the vector Φ(γi j)p j−pi is con-
strained to a one-dimensional subspace (or smaller) over all realizations G(p,Φ) of the direction
network (X − i j ∪ Y ′,γ,d). Then, either the vector is identically zero or by genericity of d, the
vector di j differs from Φ(γi j)p j − pi . In either case the edge i j is collapsed in all realizations of
(X ∪ Y ′,γ,d). Since i j was arbitrary in X ′′, all edges in X ′′ are collapsed in all realizations of
(X ∪ Y ′,γ,d).
However, if every edge in X ′′ is collapsed in every realization of the direction network (X ∪
Y ′,γ,d), this implies that Φ must always be trivial in any realization. Proposition 4.7 would
then imply that the realization space is 0-dimensional, and this contradicts the fact that it is at
least 1-dimensional, by Lemma 4.9. Thus, it must be that for some edge i j in X ′′, the vector
Φ(γi j)p j−pi sweeps out all of R2 as G(p,Φ) varies over all realizations of (X − i j∪Y ′,γ,d): any
direction is achievable by changing Φ and we can scale. Let now X ′ = X − i j.
By reversing the roles of X and Y we can find an edge vw of Y with the same properties.
(Note that the i j we chose was in X ′′ so the situation is symmetric!)
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The representation Φ must be trivial The rest of the proof will be to show that, adding back
i j and vw forces all realizations of (G,γ,d) to collapse. Lemma 4.10 and Lemma 4.9 tell us
that for realizations G(p,Φ) of (G′,γ,d), both vectors Φ(γi j)p j − pi and Φ(γvw)pw − pv depend
linearly in a one-to-one fashion on Φ which parameterizes the realization space.
Consequently, if we add the edge i j to G′, the new direction network must constrain Φ, and
thus Φ(γvw)pw −pv , to some one-dimensional space. Since d was chosen generically, dvw differs
from this latter vector, and thus Φ is trivial in a realization of (G,γ,d). Since Φ is trivial, then by
Proposition 4.7 the unique realization must be the completely collapsed one.
4.3.2. Proof for rotations of order 2 Let (G,γ) be a Γ-(2, 2) graph. Again, we will assign
directions so that the resulting direction network (G,γ,d) has only collapsed solutions. The
proof has a slightly different structure from the k = 3,4, 6 case. The main geometric lemma is
the following.
Lemma 4.11. Let (X ,γ) be a Γ-(1,1) graph with Γ2 colors, and let (X ,γ,d) be a colored direction
network which assigns the same direction v to every edge. Then, any realization X (p,Φ) lifts to a
realization X˜ (p,Φ) such that every vertex lies on a single line in the direction of v.
Proof that Lemma 4.11 implies Proposition 4.2 for Γ2 With Lemma 4.11, the Proposition
follows readily: the combinatorial Proposition 3.6 says we may decompose (G,γ) into two span-
ning Γ-(1, 1) graphs, which we define to be X and Y . We assign the edges of X a direction vX and
the edges of Y a linearly independent direction vY . Applying Lemma 4.11, to X and Y separately
shows that every vertex of a lifted realization G˜(p,Φ) must lie in two skew lines. This is possible
only when they are all at the intersection of these lines, implying only collapsed realizations.
Proof of Lemma 4.11 Let (X ,γ) be a Γ-(1, 1) graph with Γ2 colors, and let (X ,γ,d) be a
direction network that assigns all the edges the same direction. Let (X ′,γ) be a spanning g.c.-
(1,1) basis of (X ,γ); one exists by Lemma 3.20.
Lemma 4.12. Let (X ′,γ,d) be a g.c.-(1,1) graph, and let d assign the same direction v to every
edge. Then, in any realization of the lifted crystallographic direction network (X˜ ,ϕ,d), every vertex
and every edge lies on a line in the direction v through a rotation center of Φ(γ) for some γ ∈ Γk.
Proof: It will suffice to prove the lemma when X ′ is connected. Because the ρ-image of X ′
contains an order 2 rotation r, for some vertex i ∈ V (X ′), there is a vertex i˜ in the fiber over i
such that pi˜ − pr·i˜ = pi˜ −Φ(r) · pi˜ is in the direction v. Because Φ(r) is a rotation through angle
pi, this means that pi˜ and pr·i˜ lie on a line through the rotation center of Φ(r) in the direction
v. Because X ′ is connected, and edge directions (up to sign) are fixed under an order 2 rotation,
the same is then true for every vertex in the connected component X˜ ′0 of the lifted realization
X˜ (p,Φ) that contains pi˜ . The lemma then follows by considering translates of X˜
′
0. Lemma
4.12
To complete the proof, we recall that the ρ-image of (X ,γ) contains two linearly independent
translations t and t ′. This implies that in the lifted realization X˜ (p,Φ), there is a vertex i˜ con-
nected by a path of edges in X˜ to t(i˜). Since all edges have the same direction in a realization,
there is some λ ∈ R such that λv = pt(i˜) − pi˜ = Φ(t) · pi˜ − pi˜ . Thus, Φ(t) is a translation in the
direction of v. The same argument applies to Φ(t ′).
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From this, it follows that the rotation center of all rotations Φ(r) must lie on single line.
Lemma 4.12 then applies, so we are done.
4.4 Proof of Proposition 4.3
We now prove the proposition required for the “Maxwell direction” of Theorem 2:
Proposition 4.3. A generic crystallographic direction network which has a Γ-colored-Laman circuit
as its quotient graph has only realizations with collapsed edges.
In the proof, we will use the following statement. (cf. [16, Lemma 14.2] for the case when
the ρ-image is a translation subgroup and Γ = Γ1.)
Lemma 4.13. Let (G,γ,d) be a colored direction network on a colored graph (G,γ) with connected
components G1, G2, . . . , Gc . Then (G,γ,d) has at least
repΓk(Λ(Γk))− repΓk(G) +
c∑
i=1
T (Gi)
dimensions of collapsed realizations.
We defer the proof of Lemma 4.13 to Section 4.4.1 and first show how Lemma 4.13 implies
Proposition 4.3. Let (G,γ) be a Γ-colored-Laman circuit with n vertices, m edges,and c connected
components G1, G2, . . . Gc . By Lemma 3.10, we have
m= 2n+ repΓk(G)−
c∑
i=1
T (Gi)
It follows from Proposition 4.2 that for generic directions, a colored direction network (G,γ,d)
has a space of realizations with dimension
2n+ repΓk(Λ(Γk))−m= repΓk(Λ(Γk))− repΓk(G) +
c∑
i=1
T (Gi).
Applying Lemma 4.13 shows that in all of them every edge is collapsed.
4.4.1. Proof of Lemma 4.13 For now, assume that the colored graph (G,γ) is connected. Select
a base vertex b.
Representations that are trivial on Λ(G, b) Consider Φ ∈ RepΓk(Λ(Γk)) such that
Φ(t) = ((0,0), Id)
for all translations t ∈ Λ(G, b). These representations form a (repΓk(Λ(Γk))−repΓk(G))-dimensional
space.
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Collapsed realizations for a fixed representation Now we show that there are T (G) dimen-
sions of realizations with all edges collapsed. We do this with an explicit construction. There are
two cases.
Case 1: T (G) = 2. In this case, we know that the subgroup generated by ρ(pi1(G, b)) is a
translation subgroup. Fix a spanning tree T of G and a point pb ∈ R2. We will construct a
realization with vertex b mapped to pb and all edges collapsed.
For any pair of vertices i and j, define Q i j to be the path in T from i to j and define ηi j to
be ρ(Q i j). We then set pi = Φ(η
−1
bi ) · pb for all vertices i ∈ V (G) other than b. Thus all vertex
locations are determined by pb, giving a 2-dimensional space of realizations for this Φ. We need
to check that all edges are collapsed. If i j is an edge of T with color γi j , then we have
γ−1i j = η−1b j ·ηbi
Using this relation, we see that
p j = Φ(η
−1
b j ) · pb = Φ(γ−1i j ·η−1bi ) · pb = Φ(γ−1i j ) · pi
so the edge i j is collapsed. If i j is not an edge in T , then the fundamental closed path Pi j of i j
relative to T and b follows Qbi , crosses i j, and returns to b along Q j b. This gives us the relation
γi j = η
−1
bi ·ρ(Pi j) ·ηb j
We then compute
Φ(γi j) · p j = (Φ(η−1bi ) ·Φ(ρ(Pi j)) ·Φ(ηb j)) · p j
Since Φ is trivial on the ρ-images of fundamental closed paths, the r.h.s. simplifies to
Φ(η−1bi ) ·Φ(ηb j) · p j = Φ(η−1bi ) · pb = pi
and we have shown that all edges are collapsed.
Case 2: T (G) = 0. We adopt the notation from Case 1. As before, we fix a spanning tree T and a
representation Φ that is trivial on the translation subgroup Λ(G, b). By Lemma 2.5, ρ(pi1(G, b))
is generated by a translation subgroup Γ′ < Λ(G, b) and a rotation r ∈ Γk. We set pb to be on
the rotation center of Φ(r) and define the rest of the pi as before: pi = Φ(η
−1
bi ) ·pb. Observe that
Φ(r) then fixes pb.
For edges i j in the tree T , the argument that i j is collapsed from Case 1 applies verbatim. For
non-tree edges i j, a similar argument relating the fundamental closed path Pi j to Qbi and Qb j
yields the relation
γi j = η
−1
bi ·ρ(Pi j) ·ηb j
Since Φ is trivial on translations t ∈ Γ′, we see that for some `
Φ(γi j) = Φ(η
−1
bi ) ·Φ(r`) ·Φ(ηb j)
We then compute
Φ(γi j)p j = Φ(η
−1
bi ) ·Φ(r`) ·Φ(ηb j) · p j = Φ(η−1bi ) ·Φ(r`) · pb
Because Φ(r`) · pb = pb, the r.h.s. simplifies to pi , and so the edge i j is collapsed.
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Multiple connected components The proof of the lemma is completed by considering con-
nected components one at a time to remove the assumption that G is connected.
5. Rigidity
5.1 Crystallographic and colored frameworks
We now return to the setting of crystallographic frameworks, leading to the proof of Theorem 1
in Section 5.3. The overall structure is very similar to [16, Sections 16–18], but we give sufficient
detail for completeness.
5.1.1. Crystallographic frameworks We recall the following definition from the introduction:
a crystallographic framework (G˜,ϕ, ˜`) is given by:
• An infinite graph G˜
• A free action ϕ on G˜ by a crystallographic group Γ with finite quotient
• An assignment of a length `i j to each edge i j ∈ E(G˜)
In what follows, Γ will always be one of the groups Γ2, Γ3, Γ4, or Γ6.
5.1.2. The realization space A realization G˜(p,Φ) of a crystallographic framework (G˜,ϕ, ˜`) is
given by an assignment p =
 
pi

i∈V˜ of points to the vertices of G˜ and a representation Φ of
Γ ,→ Euc(2) by Euclidean isometries acting discretely and co-compactly, such that
||pi − p j||= ˜`i j for all edges i j ∈ E˜ (14)
Φ(γ) · pi = pγ(i) for all group elements γ ∈ Γ and vertices i ∈ V˜ (15)
We see that (15) implies that, to be realizable at all, the framework (G˜,ϕ, ˜`) must assign the
same length to each edge in every Γ-orbit of the action ϕ. The condition (14) is the standard one
from rigidity theory that says the distances between endpoints of each edge realize the specified
lengths.
We define the realization space R(G˜,ϕ, ˜`) (shortly R) of a crystallographic framework to be
the set of all realizations
R(G˜,ϕ, ˜`) =
¦
(p,Φ) : G˜(p,Φ) is a realization of (G˜,ϕ, ˜`)
©
5.1.3. The configuration space The group Euc(2) of Euclidean isometries acts naturally on the
realization space. Let ψ ∈ Euc(2) be an isometry. For any point (p,Φ) ∈ R,
(ψ ◦ p,Φψ)
is a point in R as well where Φψ is the representation defined by
Φψ(γ) =ψΦ(γ)ψ−1.
We define the configuration space C(G˜,ϕ, ˜`) (shortly C) of a crystallographic framework to be the
quotient R/Euc(2) of the realization space by Euclidean isometries.
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Since the spaces R and C are subsets of an infinite-dimensional space, there are some tech-
nical details to check that we omit in the interest of brevity. Interested readers can find a devel-
opment for the periodic setting in [12, Appendix A]2. The present crystallographic case proceeds
along the same lines.
5.1.4. Rigidity and flexibility A realization G˜(p,Φ) is defined to be (continuously) rigid if it
is isolated in the configuration space C. Otherwise it is flexible. As the definition makes clear,
rigidity is a local property that depends on a realization. A framework that is rigid, but ceases to
be so if any orbit of bars is removes is defined to be minimally rigid.
5.1.5. Colored crystallographic frameworks In principle, the realization and configuration
spaces R(G˜,ϕ, ˜`) and C(G˜,ϕ, ˜`) of crystallographic frameworks could be complicated infinite
dimensional objects. They are, in fact, equivalent to the finite-dimensional configuration spaces
of colored crystallographic frameworks, which will be technically simpler to work with. (See
Proposition 5.2 below.)
A colored crystallographic framework (shortly a colored framework) is a triple (G,γ,`), where
(G,γ) is a Γk-colored graph and `= (`i j)i j∈E(G) is an assignment of a length to each edge. There
is a dictionary between crystallographic and colored frameworks, which is a simple modification
of the dictionary for direction networks.
5.1.6. The colored realization and configuration spaces A realization G(p,Φ) of a colored
framework is an assignment of points p = (pi)i∈V (G) and a representation Φ of Γk by Euclidean
isometries acting discretely and cocompactly such that
||Φ(γi j) · p j − pi||2 = `2i j
for all edges i j ∈ E(G). The realization space R(G,γ,`) is then defined to be
R(G,γ,`) =

(p,Φ) : G(p,Φ) is a realization of (G,γ,`)
	
The Euclidean group Euc(2) acts naturally on R(G,γ,`) by
ψ · (p,Φ) = (ψ · p,Φψ)
where ψ is a Euclidean isometry. Thus we define the configuration space C(G,γ,`) to be the
quotient R(G,γ,`)/Euc(2) of the realization space by the Euclidean group.
5.1.7. The modified configuration space Because it is technically simpler, we will consider the
modified realization space R′(G,γ,`), which we define to be:
R′(G,γ,`) = (p,Φ) : G(p,Φ) is a realization of (G,γ,`) with Φ(rk) fixing the origin	
Recall that rk is the rotation of order k that is one of the generators of Γk. The modified con-
figuration space C′(G,γ,`) is then defined to be the quotient R′(G,γ,`)/O(2) of the modified
realization space by the orthogonal group O(2). Since every representation Φ ∈ Rep(Γk) is con-
jugate by a Euclidean translation to a representation Φ′ that has the origin as a rotation center,
this next lemma follows immediately.
2The reference [12] is an earlier version of [16].
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Lemma 5.1. Let (G,γ,`) be a colored framework. Then the configuration space C(G,γ,`) is home-
omorphic to the modified configuration space C′(G,γ,`).
From the definition and Lemma 2.3 we see that the modified configuration space is an alge-
braic subset of R2n×R4, for Γ2 and of R2n×R2 for Γk with k = 3,4, 6.
5.1.8. Colored rigidity and flexibility We now can define rigidity and flexibility in terms of
colored frameworks. A realization G(p,Φ) of a colored framework is rigid if it is isolated in the
configuration space and otherwise flexible. Lemma 5.1 implies that a realization is rigid if and
only if it is isolated in the modified configuration space.
5.1.9. Equivalence of crystallographic and colored rigidity The connection between the rigid-
ity of crystallographic and colored frameworks is captured in the following proposition, which
says that we can switch between the two models.
Proposition 5.2. Let (G˜,ϕ, ˜`) be a crystallographic framework and let (G,γ,`) be an associated
colored framework quotient. Then the configuration spaces C(G˜,ϕ, ˜`) and C′(G,γ,`) are homeo-
morphic.
Proof. This follows from the definitions, a straightforward computation, and Lemma 5.1.
5.2 Infinitesimal and generic rigidity
As discussed above, the modified realization space R′(G,γ,`) of a colored framework is an alge-
braic subset of R2n+2r , where r = repΓk(Γk). The coordinates are given as follows:
• The first 2n coordinates are the coordinates of the points p1,p2, . . . ,pn
• The final 2r coordinates are the vectors vi specifying the representation of the translation
subgroup Λ(Γk). (Since we have “pinned” a rotation center to the origin, the vector w from
Lemma 2.3 is fixed to be 0.)
5.2.1. Infinitesimal rigidity As is typical in the derivation of Laman-type theorems, we lin-
earize the problem by considering the tangent space of R′(G,γ,`) near a realization G(p,Φ).
The vectors in the tangent space are infinitesimal motions of the framework, and they can
be characterized as follows. Let (q,u1,u2) ∈ R2n+4 for k = 2 or (q,u1) ∈ R2n+2 for k = 3, 4,6.
To this vector there is an associated representation Φ′ defined by Φ′(rk) = (0, Rk) and Φ′(t i) =
(ui , Id). Then differentiation of the length equations yield this linear system ranging over all
edges i j ∈ E(G): ¬
Φ(γi j) · p j − pi ,Φ′(γi j) · q j − qi
¶
(16)
The given data are the pi and Φ, and then unknowns are the qi and Φ′. A realization G(p,Φ) of
a colored framework is defined to be infinitesimally rigid if the system (16) has a 1-dimensional
solution space. A realization that is infinitesimally rigid but ceases to be so when any colored
edge is removed is minimally infinitesimally rigid.
41
5.2.2. Infinitesimal rigidity implies rigidity A standard kind of result relating infinitesimal
rigidity and rigidity for generic frameworks holds in our setting. Since our realization space is
finite dimensional, we can adapt the arguments of, e.g., [1] to our setting to show:
Lemma 5.3. If a realization G(p,Φ) of a colored framework is infinitesimally rigid, then it is rigid.
5.2.3. Generic rigidity The converse of Lemma 5.3 does not hold in general, but it does for
nearly all realizations. Let (G,γ,`) be a colored framework. A realization G(p,Φ) is defined to
be regular for (G,γ,`) if the rank of the system (16) is maximal over all realizations.
Whether a realization is regular depends on both the colored graph (G,γ) and the given
lengths `. Let G(p,Φ) be a regular realization of a colored framework. If, in addition, the rank
of (16) at G(p,Φ) is maximal over all realizations of colored frameworks with the same colored
graph (G,γ), we define G(p,Φ) to be generic. We define the rank of (16) at a generic realization
to be its generic rank. Since it depends on formal minors of the matrix underlying (16) only, it is
a property of the colored graph (G,γ).
If (G,γ,`) is a framework with generic realizations, it is immediate that the set of non-
generic realizations is a proper algebraic subset of the realization space. Alternatively, if we
consider frameworks as being induced by realizations, the set of non-generic realizations is a
proper algebraic subset of R2n+2r , where r = 1 for Γ3, Γ4, and Γ6, and r = 2 for Γ2.
For generic realizations, a standard argument (again, along the lines of [1]) shows that
rigidity and infinitesimal rigidity coincide.
Proposition 5.4. A generic realization of a colored framework (G,γ,`) is rigid if and only if it is
infinitesimally rigid.
5.3 Proof of Theorem 1
We recall, from the introduction, our main theorem:
Theorem 1. Let Γ be an orientation-preserving crystallographic group. A generic crystallographic
framework (G˜,ϕ, ˜`) with symmetry group Γ is minimally rigid if and only if its colored quotient
graph is Γ-colored-Laman.
The proof occupies the rest of this section.
5.3.1. Reduction to colored frameworks By Proposition 5.2, it is sufficient to prove the state-
ment of Theorem 1 for colored frameworks. Proposition 5.4 then implies that the theorem will
follow from a characterization of generic infinitesimal rigidity for colored frameworks.
Thus, to prove the theorem, we show that, for a colored graph (G,γ) with n vertices and
m= 2n+ repΓk(Λ(Γk))−1 edges, the generic rank of the system (16) is m if and only if (G,γ) is
a Γ-colored-Laman graph.
5.3.2. Necessity: the “Maxwell direction” We recall the definition of the sparsity function
h(G) from Section 3.4, which defines Γ-colored-Laman graphs. We have, for a colored graph
(G,γ) with n vertices and c connected components G1, G2, . . . , Gc ,
h(G) = 2n+ repΓk(G)− 1−
c∑
i=1
T (Gi)
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Proposition 5.5. Let (G,γ) be a colored graph. Then the generic rank of the system (16) is at most
h(G).
Proof. Let G(p,Φ) be any realization of a colored framework on a colored graph (G,γ) with no
collapsed edges. That is select a representation Φ of Γk and points pi , such that, Φ(γi j) · p j 6= pi
for all edges i j ∈ E(G).
We now define the direction di j to be (Φ(γi j) · p j − pi)⊥ for each edge i j ∈ E(G). These
directions define a colored direction network (G,γ,d) with the property that any solution to this
direction network corresponds to an infinitesimal motion of the colored framework realization
G(p,Φ).
Lemma 4.13 implies that there are
repΓk(Λ(Γk))− repΓk(G) +
c∑
i=1
T (Gi)
dimensions of realizations with every edge collapsed. By construction, there is a non-collapsed
realization of this direction network as well: it is simply (p,Φ) rotated by pi/2. Since this is
not obtained by taking linear combinations of realizations where every edge is collapsed, the
dimension of the space of infinitesimal motions is always at least
repΓk(Λ(Γk))− repΓk(G) +
c∑
i=1
T (Gi) + 1
The proposition follows by subtracting from 2n+ repΓk(Λ(Γk)) and comparing to h(G).
5.3.3. Sufficiency: the “Laman direction” The other direction of the proof of Theorem 1 is
this next proposition
Proposition 5.6. Let (G,γ) be a Γ-colored-Laman graph. Then the generic rank of the system (16)
is h(G).
Proof. It is sufficient to construct a single example at which this rank is attained, since the generic
rank is always at least the rank for any specific realization. We will do this using direction
networks.
Let (G,γ) be a Γ-colored-Laman graph, and select a direction di j for each edge i j ∈ E(G),
such that both d and d⊥ = (d⊥i j) are generic in the sense of Proposition 4.1. By Proposition 4.1,
the colored direction network (G,γ,d) has a unique, up to scaling, faithful realization (p,Φ),
which implies that, for all edges i j ∈ E(G)
Φ(γi j) · p j − pi = αi jdi j
for some non-zero scalar αi j ∈ R. It follows that, by replacing di j with Φ(γi j) · p j − pi in the
direction realization system (9) we obtain (16). Since d⊥ is also generic for Proposition 4.1, we
conclude that (16) has full rank as desired.
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