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Abstract. Detection of vehicles in crowded 3-D urban scenes is a chal-
lenging problem in many computer vision related research fields, such as
robot perception, autonomous driving, self-localization, and mapping.
In this paper we present a model-based approach to solve the recogni-
tion problem from 3-D range data. In particular, we aim to detect and
recognize vehicles from continuously streamed LIDAR point cloud se-
quences of a rotating multi-beam laser scanner. The end-to-end pipeline
of our framework working on the raw streams of 3-D urban laser data
consists of three steps 1) producing distinct groups of points which repre-
sent different urban objects 2) extracting reliable 3-D shape descriptors
specifically designed for vehicles, considering the need for fast processing
speed 3) executing binary classification on the extracted descriptors in
order to perform vehicle detection. The extraction of our efficient shape
descriptors provides a significant speedup with and increased detection
accuracy compared to a PCA based 3-D bounding box fitting method
used as baseline.
1 Introduction
1.1 Problem Statement
Efficient and fast perception of the surrounding environment has a major im-
pact in mobile robotics research with many prominent application areas, such as
autonomous driving, driving assistance systems, self localization and mapping,
and obstacle avoidance [1, 2]. Future mobile vision systems promise a number
of benefits for the society, including prevention of road accidents by constantly
monitoring the surrounding vehicles or ensuring more comfort and convenience
for the drivers. Outdoor laser scanners, such as LIDAR mapping systems par-
ticularly have become an important tools for gathering data flow for these tasks
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since they are able to rapidly acquire large-scale 3-D point cloud data for real-
time vision, with jointly providing accurate 3-D geometrical information of the
scene, and additional features about the reflection properties and compactness
of the surfaces. Moreover, LIDAR sensors have a number of benefits in con-
trast to conventional camera systems, e.g. they are highly robust against daily
illumination changes, and they may provide a larger field of view. Robust de-
tection and recognition of vehicles in 3-D urban scenarios is one of the major
challenges in any robot perception related task. In this paper we focus on the
vehicle detection problem relying on large-scale terrestrial point clouds recorded
in different crowded urban scenarios, such as main roads, narrows streets and
wide intersections. More specifically we use as input a raw point cloud stream
of a rotating multi-beam (RMB) laser acquisition system. The problem of de-
tection and recognition of certain types of object characteristics on streaming
point clouds is challenging for various reasons. First, the raw measurements
are noisy and contain several different objects in cluttered regions. Second, in
crowded scenes the vehicles, pedestrians, trees and street furnitures often occlude
each other causing missing or broken object parts in the visible measurement
streams. Third, typically by terrestrial laser scanning the point cloud density
rapidly decreases as a function of the distance from the sensor [3], which fact
may cause strongly corrupted geometric properties of the object appearances,
misleading the recognition modules. Further requirements arise for navigation
or autonomous driving systems, where the data is continuously streamed from
a laser sensor mounted onto a moving platform, and we are forced to complete
the object detection and recognition tasks within a very limited time frame.
1.2 Related Works
Significant research efforts are expended nowadays for solving object recognition
problems in point clouds obtained by 3-D laser scanners. Extracting efficient
object descriptors (i.e. features) is an essential part in each existing technique,
which step usually implements one of the two following strategies.
According to the first strategy, the shape and the size of the objects are
approximated by 3-D bounding boxes. In [4] a framework has been proposed for
object classification and tracking. The basic idea is to use an octree based Oc-
cupancy Grid representation to model the surrounding environment, and simple
features for object classification, such as the length ratios of object bounding
boxes. In that method three different object classes are considered: pedestrians,
bicycles and vehicles. In our case, however, the observed environment consists
of complex urban scenarios with many object types such as trees, poles, traffic
signs, and occluded wall regions. Here simple features may not be robust enough
for efficient object classification, due to the largely diverse appearances of the
considered object shapes throughout an entire city. Other approaches derive
3-D bounding boxes for recognition via Principal Component Analysis (PCA)
techniques. The authors of [5] and [6] calculate statistical point cloud descrip-
tors: they compute saliency features which capture the spatial distribution of
points in a local neighborhood by covariance analysis. The main orientation of
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an object is derived from the principal components (eigenvalues and correspond-
ing eigenvectors), considering the covariance matrix of the 3-D point positions.
Object classification is achieved by three saliency features, namely scatterness,
linearness and surfaceness, which are calculated as linear combinations of the
eigenvalues.
Following the second strategy, a group of existing object classification tech-
niques use different features, based on shape and contextual descriptors [7], [8],
[9]. [7] propose a system for object recognition, by clustering nearby points from
a set of potential object locations. Thereafter, they assign the points near the
estimated object locations to foreground and background sets using a graph-cut
algorithm. Finally a feature vector is built for each point cluster, and the feature
vectors are labeled by a classifier, trained on a manually collected object set. In
[8] an algorithm is presented for fast segmentation of point cloud regions, followed
by a 3-D segment classification step which is based on various 3-D features, like
the spin image or the spherical harmonic descriptor. [9] introduce an approach
for detecting and classifying different urban objects from a raw stream of 3-D
laser data such as cars, pedestrians and bicyclists. For this purpose a graph-
based clustering algorithm, different shape descriptors and shape functions are
exploited, such as the spin image and PCA based eigenvectors. Although these
general shape and context based methods may provide more precise recognition
rates for urban objects than the 3-D bounding box based techniques, they are
computationally more expensive, and often do not perform in real time.
Fig. 1. Demonstrating the limitations of PCA based bounding box approximation, and
the advantages of the proposed convex hull based bounding box fitting technique on
the top-view projection of a selected vehicle in the point cloud
2 Contributions of the Proposed Approach
In this work we present a real-time model-based system for vehicle detection and
extraction from continuously streamed LIDAR point clouds, which are captured
in challenging urban scenarios. By constructing the proposed vehicle model, we
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combine three novel feature extraction steps. First we propose a new convex
hull based 2-D bounding box fitting method, which is used for fast and pre-
cise estimation of the location, size and orientation parameters of the vehicle
candidates. Second, we develop a 3-D sphere based feature, which is used for
approximating the principal curvatures of the objects in 3-D. Third, we extract
the object contours from the side-view, in order to obtain a representative shape
characteristics of vehicles in 2-D. Our model gives two major contributions over
existing approaches:
⋄ Fast 2-D bounding box fitting for cluttered and partially incomplete objects:
It is highly challenging to fit precise bounding boxes around the objects in
RMB LIDAR range data streams, since we should expect various artifacts
of self-occlusion, occlusion by other object, measurement noise, inhomoge-
neous point density and mirroring effects. These factors drastically change
the appearances of the 3-D objects, and the conventional principal compo-
nent analysis (PCA) based techniques [4, 5] may not give sufficient results.
Especially, in the RMB point cloud streams, only the object side facing
the sensor is clearly visible, and the opposite side of the object is usually
completely or partially missing. For this reason, if we calculate by PCA co-
variance analysis the principal directions of a point cloud segment identified
as a vehicle candidate, the eigenvectors usually do not point towards the
main axes of the object, yielding inaccurately oriented bounding boxes, as
demonstrated in Fig. 1. In contrast to PCA solutions in 3-D, we calculate
the 2-D convex hull of the top-view projection of the objects, and we de-
rive the 2-D bounding boxes directly from the convex hull. As shown later,
this strategy is less sensitive to the inhomogeneous point density and the
presence of missing/occluded object segments, since instead of calculating
spatial point distributions for the entire object’s point set, we capture here
the local shape characteristics of the visible object parts, and fit appropriate
2-D bounding boxes with partial matching.
⋄ Lightweight shape analysis for streaming data: For enhancing the classifi-
cation performance of object recognition, an efficient shape descriptor, called
the spin image, has been adopted in several previous methods [7–9]. Spin im-
age based features can be used to approximate the object shapes by surface
meshes, yielding robust solutions for object classification and recognition.
However, the demand of real-time performance is not feasible here, since
estimating different surface models for 3-D data is a computationally ex-
pensive task. Therefore, these mesh based models are not directly designed
for continuously streamed range data. In our solution, we propose two new
features for approximating the principal curvatures of the objects in 3-D.
The extracted contour of the detected object’s side-view profile can be com-
pared to a reference vehicle contour model, which is obtained by supervised
training. To train our classifier, we use vehicle samples from a manually
annotated point cloud database. Our proposed features are also able to suf-
ficiently model the shape characteristics of vehicle objects, while they can
