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INTRODUCCIÓN
Con frecuencia nos encontramos con una población sobre la
que se ha establecido una partición que la divide en 5 clases, y
el interés no es el de conocer el tamaño de las clases que forman
la partición, sino averiguar el propio número 5 de clases de que
consta dicha población.
Este tipo de problema se le plantea al biólogo y al geólogo
cuando necesitan conocer el número de especies diferentes que hay
en una población de animales o de plantas. Un problema concreto
surge en Genética si se pretende averiguar el número de alelos
neutros en un “locus’, en una población, sabiendo el número de
alelos neutros observados en una muestra. En numismática, se
plantea el problema de conocer el número de troqueles que se
utilizaron cuando se acuñaron determinadas monedas. Si esta
información se complementa con el conocimiento del número de
monedas emitidas por cada troquel , se pueden sacar conclusiones
sobre la economía del país emisor en aquella época.
El número de errores en un programa informático, el número
de ficheros repetidos en un archivo, el número de fenómenos
astronómicos en observación son otros de los numerosos ejemplos
en que es de aplicación el problema que nos ocupa.
Se trata de uno de los problemas clásicos de la Estadística,
que no ha sido aún resuelto satisfactoriamente y que mas
dificultades ha encontrado, porque> cualquiera que sea el número
de clases que se han observado, siempre cabe la posibilidad de un
gran número de clases pequeñas que no han sido observadas.
Aunque han sido numerosos los procedimientos ensayados, lo
han sido de modo independiente, por lo que se echa de menos un
tratamiento unificado.
Los numerosos campos de aplicabilidad, la aparición, en los
últimos años de nuevos enfoques <Lo(1983 y 1992), Chao(1990, 1991
y 1992). Bunge(1993) y nuevas técnicas.... nos indujeron a llevar
a cabo un análisis del problema.
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RESUMEN DE OBJETIVOS ALCANZADOS
Para estimar el número de especies en una población, en la
que hay establecida una partición. cuyas 5 clases son las
distintas especies que la componen. se han diseñado numerosos
modelos, aunque es poca la información comparativa disponible.
Se ha dedicado más atención a aquella situación en que las
clases son todas del mismo tamaño, lo que supone admitir la
hipótesis de equiprobabilidad u homogeneidad, es decir, todas las
clases gozan de la misma probabilidad de ser elegidas.
Los estimadores discutidos hasta ahora, especialmente en una
situación no homogénea, presentan inconvenientes que proporcionan
dudas razonables acerca de las conclusiones experimentales.
El problema fundamental es que se desconoce el número de
especies que no forman parte de la muestra, y. por consiguientela
probabilidad de esas “especies desconocidas”, y cabe la
posibilidad de la existencia de especies raras.
El estimador más fiable, en el caso de una situación no
homogénea, es el de Chao-Lee (1992).
Con el fin de conseguir una unificación en la teoría de
muestreo, siguiendo las directrices marcadas por Bunge’ y
Fitzpatrick (1993)> hemos sumergido el muestreo de las especies
en una superposición de procesos de punto.
De este modo, cuando se recorre el intervalo (O,t], se
recubre el muestreo de Poisson, mientras que, si se condiciona la
superposición al número de sucesos que tienen lugar en el
intervalo (O.t], se recubre el muestreo multinomial.
Bunge. LI. y Fitzpatrick, M. Estimating the Number of Species: A Review>.
dourna] of American Statistical Association. Marzo de 1993.
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Asimismo, si se considera el número de especies que hay en
un subintervalo (O.p] condicionado a que hayan tenido lugar A
sucesos, se recubre el muestreo hipergeométrico.
Nuestro objetivo es, por una parte. conseguir hacer un
tratamiento unificado del problema, y, por otra parte, explicar
la relación existente entre los diversos estimadores, como puede
ser la del estimador de Poisson y aquellos otros estimadores
basados en el recubrimiento muestral como el de Darroch.
Suponemos una población infinita en la que hay establecida
una partición definida por un número desconocido 5 de especies.
Suponemos además que las proporciones de las especies
(también llamadas “abundancias relativas”) están representadas por
Ps
En un cierto instante, se toma una muestra aleatoria de la
población, de modo que el tamaño muestral T quede dividido en O
clases formadas por las especies representadas en la muestra.
Consideremos la partición de la población formada por la
sucesión M,,M2 M5, donde Mk representa el número de especies
que aparecen k veces en la muestra.
Designamos por D al número de especies diferentes que se dan
en la muestra, al que llamaremos “diversidad”, y por T al tamaño
muestral, de forma que se cumplen las condiciones:
T
D=ZM~ (0.1)
it’-
D
T=ZjM~ (0.2)
i =1
Se define el recubrimiento muestral. C. como la suma de las
probabilidades de las clases observadas> según veremos mas
adelante. Si designamos por C0 la suma de las probabilidades de
las especies desconocidas, es C=1-C0.
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Una primera estimación de % es la de Good-Turing2:
(0.3)
La superposición de procesos de punto nos ha permitido
diseñar dos grandes modelos: uno no paramétrico y otro
paramétrico. que introducimos mediante un sistema de axiomas.
1. Modelo no paramétrico
Cuando observamos la superposición de procesos de Poisson
homogéneos a lo largo del intervalo de tiempo (0,tl. tenemos el
modelo de muestreo de Poisson, mientras que. si condicionamos la
superposición de procesos al tamaño muestral . se obtiene el modelo
multinomial, siendo, en este caso, e] tamaño muestral una
constante y la diversidad una variable aleatoria, mientras que,
en el modelo de Poisson, la diversidad es constante y el tamaño
muestral variable.
A) Modelo de Poisson:
En el modelo de Poisson. la variable aleatoria Nk(t). que
representa el número de especies de la clase ‘k que hay en la
muestra en el instante t. se distribuye según una distribución de
Poisson de media XkÉ.Estimando la media de la población a partir
de la media muestral y apoyándonos en las propiedades de los
primeros números de ocupación. se obtiene el estimador de Poisson
para la probabilidad de especies desconocidas:
(0.4)
C
0=e
de donde se obtiene el estimador de Poisson para 5, versión de
2 I.3.Good. “The Populations Frequencies of Species and tbe Estimations of
Populations Parameters”. Journa] of the American Statistical Association.
Diciembre de 1953. Volumen 40. Apartados 3 y 4.
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-t
Zelterman:
D
1-e
(0.5)
Desarrollando en
se obtiene un nuevo
recubrimiento rnuestral:
2
serie de Taylor et en un entorno de t=O.
estimador de Poisson que depende del
(~6j DRM2(Ñ2J (0.6)D
B) Modelo multinomial:
Tras comprobar que la condición necesaria y
que se cumpla la hipótesis de equi probabilidad es
coeficiente de variación de Pearson de las Pk’
natural . bajo la hipótesis de homogeneidad, los
Darroch (S
4):
suficiente para
que sea nulo el
surgen de modo
estimadores de
(0.7)
y de máxima verosimilitud(S3), que es la raíz de la ecuación:
D
3
-~- 5,1-e
(0.8)
Mediante un desarrollo en serie de Taylor de ePkT en
un entorno de Pk=”
5’ obtenemos el estimador de Chao-Lee para
situaciones no homogéneas, que depende del recubrimiento muestral
y del coeficiente de variación de Pearson de las pk:
CC
(0.9)
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El estimador de Chao se basa en los métodos del
recubrimiento muestral. Aplicando a este estimador la técnica de
Lo. consistente en simular una prueba adicional, cuya probabilidad
se deduce de los resultados de las pruebas anteriores, logramos
reducir el sesgo del estimador de la probabilidad de especies
desconocidas. Así tenemos como estimador de menor sesgo de P0:
214
20T T(T+1) (0.10)
que da lugar al estimador homogéneo:
DT(T+1)
(T+1) (T—1v7
1)+21v4 (0.11)
y al estimador para situación no homogénea:
= DT(T+1> + T(T+í)141 ?2 (0.12)
si’
(T+1) (T—Ñ1)+2142 (T+1) (T—M1>+2142
Haciendo el desarrollo en serie de Taylor tomando como
variable el tiempo en un entorno de T/S, obtenemos un nuevo
estimador para la situación no homogénea, que también depende del
coeficiente de variación de Pearson de las abundancias relativas.
pero que no se basa en el recubrimiento muestral , sino en la
proporción de especies que hay en la muestra, D/T.
Procediendo como Chao, obtenemos un primer estimador para
el caso homogéneo, que nos permite realizar una estimación previa
de 5, que utilizamos para estimar el coeficiente de variación de
Pearson de las Pk~
Para el caso homogéneo, resulta:
-16-
T(0.13)2Ñ1>-—
T
Para situaciones no homogéneas:
3=7 (0.14)
4 (T—t)2 (T—1>
donde 1?2 = ~J-1Zkk-~)EM.
Aplicando la técnica de Lo a estos estimadores, se obtienen:
T
2 (Ti-1)
2 [< +1—ñ)—Ñ
1)]
3=11
T
4 (T+1) R
2
(0.15)
(0.16)
4 [(T-.-1—D) —4] 2 (T—1)
Si atendemos al comportamiento asintótico
combinado, que sigue una distribución de Poisson
conseguimos un intervalo de
de media M,,
confianza para 5 en una situación
homogénea del 95’55 %:
TD (0.17)=3= TD
T-M1-2 v~i
Por otra parte, obtenemos la distribución aproximada del
vector asintótico M(M,,..., M0), que es multinomial de parámetros
M0(T,M,/S MT!S), y que nos permite estimar la varianza de los
diversos estimadores, puesto que, al ser todos ellos funciones
diferenciables respecto de los Mk. se puede determinar su matriz
de covarianzas.
y
del proceso
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II. Modelo paramétrica
Se puede llegar a este modelo a través de la distribución
simétrica de Dirichlet, tal como lo hacen Keener3, Rothman y
Starr. Nuestro modelo parte de la distribución de Poisson
compuesta con la distribución gamma, tal como procedió Esty
(1985).
Este modelo nos ha permitido hacer un tratamiento unificado
del problema de las especies. El modelo diseñado está regulado por
la distribución binomial negativa de parámetros BN(A,p), que
corresponde a un “esquema de contágio’ (proceso de Polya para
PE1’IJ < t) =r/X,Nk(t>>O] =(A+r—1)( tA>r( AA>AiA (0.18)
Un mismo parámetro, A, va a determinar los distintos
procesos de muestreo, dando lugar a los diferentes estimadores de
5. Las abundancias relativas son ahora. variables aleatorias, con
distribución beta SCA, (S-1)A). de donde se duduce que el cuadrado
del coeficiente de variación de Pearson de las Pk es
aproximadamente igual a 1/A.
El estimador de la probabilidad de especies desconocidas
depende, por tanto, del coeficiente de variación de Pearson,
obteniéndose:
(0.19)
1) Si el muestreo corresponde al esquema de contagio, se
obtiene el estimador de Esty:
TD + _____ 1 (0.20)
T-M
1 T-M1 A
R.Keener, E.Rothman y N.Starr. “Distributions on Partitions”. The Annais
of Statistics. Volumen 15, n
0 4 1466-1481. 1987.
1W
2) En el muestreo sin reemplazamiento. tenemos:
TD _____ (0.21)
T—M1 T-M1 A
3) Cuando A tiende a infinito, corresponde al muestreo “con
reemplazamiento”. y resulta el estimador de Darroch:
1½ (0.22)
A diferencia de Esty, que fija el valor del parámetro A
previamente, asignándole el valor A=2, porque así conviene en
numismática, pretendemos estimar A. teniendo en cuenta el
comportamiento del proceso combinado en la superposición de
procesos de punto.
Utilizando el razonamiento de Feller, hemos hallado la
esperanza matemática del tiempo de espera hasta la primera
renovación. Comparándola con el resultado obtenido en el análisis
del proceso combinado, hemos obtenido un estimador de A:
2142
que proporciona una estimación del cuadrado del coeficiente de
variación de Pearson de las Pk’ independiente de la distribución
de A:
1 _ A1(lnTln1)22 (0.24)
2A?2
Así se resuelve el problema de Chao-Lee, y no hay necesidad
de realizar una estimación previa de 5 bajo la hipótesis de
equiprobabilidad.
Substituyendo estas estimaciones, se consiguen los
estimadores de 5. para los diferentes tipos de muestreo.
-19-
A) Muestreo secuencial y completamente aleatorio sin
reemplazamiento: Los estimadores de mayor interés son
y
~ ) (0.25)1
___ + TM <mT-mM1
)
~12= T—M1 <?—Ñ1) 2A4 (0.26)que producen la misma estimación que el de Poisson-Zelterman en
el modelo secuencial
D (0.27)
Aunque la expresión de los estimadores (0.25) y (0.26) es
la misma para el muestreo secuencial y el muestreo completamente
aleatorio sin reemplazamiento. el resultado no es el mismo, puesto
que el segundo miembro de (0.26) toma un valor positivo en el
muestreo secuencial y es negativo en el muestreo completamente
aleatorio sin reemplazamiento. La razón se fundamenta en el hecho
de ser la estimación de A positiva en el muestreo secuencial, y,
negativa cuando se trata del muestreo completamente aleatorio sin
reempí azami ento.
También es diferente el resultado del estimador (0.25).
puesto que el exponente en la binomial sería:
-A/(1-A).
B) Muestreo completamente aleatorio con reemplazamiento: Los
estimadores de mayor interés son:
D (0.29)
1———
T
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- k
y el estimador de Poisson, que coincidirá con él:
3=
1 2*
- A11-e
(0.30)
Varianza de los estimadores:
Se demuestra que DI(1-P0) es un estimador de 5 de máxima
verosimilitud.
Como estos estimadores son funciones diferenciables de los
Mr, se pueden estimar las varianzas, siendo:
es esBM BMJe-lh-1 k Ji
{tt2)0kh =
(0.31)
si k=h
(O . 32)
si ksh
En forma matricial, se puede expresar del siguiente modo:
2
= LE L1
L= es es
81v4
(0 . 33)
., es) (0 . 34)
L es la traspuesta de L y E =(cJkh> es la matriz de
covarianzas de los Mk.
Para calcular estos parámetros, hay que considerar a O y a
T como variables aleatorias dependientes de los Mk.
donde
siendo
-21-
El criterio para decidir por uno u otro tipo de distribución
está basado en la relación entre los estimadores de la
probabilidad de especies desconocidas de Good-Turing y de Poisson-
Zelterman:
a1 2*
~ye*
2’
Estos resultados se pueden contrastar con el criterio de
Katz, expuesto por Johnson y Kotz, y que se basa en el estimador:
donde ~2 es la cuasivarianza, y =la media muestra].
En nuestro caso, este estimador es:
a D<?+4) ?
t~—~ n
de forma que la esperanza de este valor es aproximadamente 1-1,
y su varianza es aproximadamente 2/D,
dispersión. Luego:
siendo 1 el indice de
Si K>0, la distribución correspondiente es la binomial”O se trata de la binomial:
Si K=O, la distribución que corresponde es la de Poisson.
Otras situaciones particulares son:
a) A=1, que corresponde a la distribución de Bose-Einstein,
en cuyo caso
PO
negativa:
-22-
:2:.?:
Se trata de una situación particular de muestreo secuencial,
con un nivel de heterogeneidad del 100%.
b) A=2. que corresponde al modelo de Esty. en cuyo caso
~
También corresponde a una situación no homogénea
nivel de heterogeneidad del 67%.
c) MO. que corresponde al modelo de Ewens, en cuyo caso la
distribución adecuada es la distribución log-normal.
Se han llevado a cabo estudios del problema de las especies
utilizando la distribución inversa-gauusiana como distribución de
las abundancias relativas, por lo que añadimos un capitulo en que
se resume el estado actual de la cuestión, que presenta una nueva
forma de analizar el problema que nos ocupa.
con un
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1. PROBLEMA DE LA ABUNDANCIA DE ESPECIES
1.1. Planteamiento
Supongamos una población, entre cuyos elementos hay una
partición formada por 5 clases, y nos interesa precisamente
averiguar el propio número 5 de clases.
La población puede ser finita o infinita. Si la población es
finita, el muestreo puede realizarse con reemplazamiento (muestreo
multinomial) o sin reemplazamiento (muestreo hipergeométrico o de
Bernoulli). Si la población es infinita, el muestreo puede ser
multinomial o de Bernoulli, o como resultado de la contribución
aleatoria de Poisson de cada clase.
Dado un modelo de muestreo, se puede tratar de encontrar 5
mediante una formulación paramétrica o no paramétrica, y, en cada
uno de los casos, se le puede dar un tratamiento bayesiano o no
bayesi ano.
El problema del “número de especies” no es sino un caso
particular del clásico problema de “esquema de urnas” o de
“ocupación aleatoria de 5 celdas por N bolas”.
Se trata de un problema que se resiste a una solución
estadística, ya que cabe la posibilidad de que haya muchas
especies “raras”, que no son observadas.
Hay, para algunos modelos, estimadores apreciables, aunque
aún está por hacerse un estudio global y comparativo de los
diversos modelos.
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1,2. Modelos teóricos
Se puede establecer una primera clasificación de los modelos
teóricos de muestreo atendiendo al tamaño de la población.
Cuando la población es finita, tenemos el muestreo
hipergeométrico y el muestreo de Bernoulli. Si la población es
infinita, se distingue el muestreo multinomial, el muestreo de
Poisson ye] de Bernoulli..
En el modelo de muestreo multinomial , el vector aleatorio
0= (N1,N2, . . . ,N9 tiene una distribución multinomial con
función masa de probabilidad dada por:
• . ,N,~=n9 =( ~ ,~5)u1 ~k (1 1)
s
siendo Nk el número de individuos de la clase k-ésima y YSnk=T.
k=1
En el modelo multinomial, se ha dedicado gran atención a
aquella situación en que las clases son todas del mismo tamaño,
situación que se conoce también como tratamiento homogéneo, que
parte de la hipótesis de homogeneidad, es decir:
1
H0Ep1=p2=.
Son numerosos los autores que han aplicado a este modelo las
técnicas del recubrimiento muestra]. Good, en 1953, a sugerencias
de Turing. fue el primero que propuso, como estimador del
recubrimiento muestral. 1-M,/T. Robbins. Darroch y Ratcliff. Lo y
Chao, entre otros muchos, han desarrollado procedimientos basados
en el recubrimiento muestra]
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El modelo de Poisson fue propuesto por Fisher. Corbet y
Willians en 1943. y parte de la hipótesis de que el número de
representantes de la clase k-ésima de la muestra es una variable
aleatoria de Poisson de media Ak, siendo estas variables indepen-
dientes. Entonces el tamaño muestral T es una variable
3
aleatoria de media At=ZAkt, con:
k=1
k=1
Cuando, además se supone que las A~on, a su vez, variables
aleatorias, se obtiene el modelo paramétrico, que puede dar lugar
a varios submodelos, según sea la distribución de las Ak.
1.3. Tratamiento paramétrico
Son varios los modelos paramétricos que se han planteado.
Uno de ellos es el que propone Keener4. basado en la distribución
simétrica de Dirichlet.
Keener parte de una población infinita en la que hay
establecida una partición definida por un número desconocido 5 de
especies.
Supone además que esta población evoluciona con el tiempo
hasta que las proporciones de especies (también llamadas
“abundancias relativas” y representadas por p,,p
2 Ps~ alcanzan
su equilibrio, que viene determinado por una distribución
simétrica de las p~, como es la distribución de Dirichlet
D(A A).
Keener,R. , Rothrnan,E. y Starr,N. “Distribution on Partitions”. Tbe Annais
of Statistics, Vol. 15, N
8 4. Pág. 1466-1481. 1987.
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En un cierto instante, antes de alcanzar el equilibrio, se
toma una muestra aleatoria de la población. de modo que el tamaño
muestral T quede dividido en D clases formadas
representadas en la muestra.
De este modo, la distribución de esta
distribución inducida por la mixtura de
multinomial con la de Dirichlet, D(A ,..., A).
En Genética, por ejemplo, si se consideran
tipos de alelos en un “locus” genético. el
consiste en estimar los parámetros de
distribuciones definidas sobre particiones.
por las especies
partición es la
la distribución
como especies los
modelo adecuado
una familia de
Se considera la partición de la población formada por la
sucesión M,,M2,..,, M5, donde Mk representa el número de especies
que aparecen k veces en la muestra.
Designando por O (diversidad)
diferentes que se dan en la muestra, y
se verifican las condiciones:
2’
j=1
D
T = E
al número de especies
por T al tamaño muestra]
(1.3)
(1.4)
Si se designa por N1 el número de especies que han sido
capturadas de la clase I~. admitiendo la distribución mixta de la
multinomial con la de Dirichlet de parámetro A, se obtiene la
distribución:
(1.5)
nk+A+l
(T+SA+1)
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de la que se deduce la ecuación para particiones, que, si se
denota por G(k) el número de sucesos que tienen lugar k veces
(número de especies que aparecen k veces en la muestra), es
(1.6)
Hay, en esta distribución, dos parámetros desconocidos: A
y 5. que deben ser: A>-1 y 5 entero positivo. El parámetro A se
puede interpretar como una medida del grado de variabilidad:
cuanto más pequeño sea A, mayor será la heterogeneidad de las Pk
Esta distribución puede presentar tres situaciones límites
según los posibles valores de A. Si A-.co, la distribución (1.5)
converge débilmente hacia la distribución de Maxwell-Boltzman,
cuyo estudio realizaron Lewontin y Prout en 1953, y que hemos
planteado desde otra perspectiva.
En esta situación, la distribución de los Mk quedaría en la
forma:
P(Mk=mk,k=l,2, . . — 3!T! 1. (1.7)(s—fl ‘32’ JI Mk’
con las condiciones:
2’ D
D=EMk y r=Zkívík
k=1 k=1
Si A=1, se tiene la distribución de Bose-Einstein:
P(Nk=nk,k=1,2,...,S) 1 (1.8)(S+T+1)
4
~(k+A+1)
P[G<k) =Mk,k=1,2, . •~ =(~) DI
jj{ Mki ( T4-SA+1)
-29-
donde Nk es el número de individuos de la especie k observados.
La tercera situación que es aquella en que A-O y 3—.oo de
tal forma que AS—w, cuya distribución converge débilmente a la
distribución de Ewens:
P<G<k> Mk,k1,2, ...,3) = W (1.9)3( T+w+l)flMlMk
como puede verse en el articulo antes citado de Keener.
El tratamiento genérico se hace a partir de la distribución:
ú(A+k+í
P(Nkznk,k=1,2,....,3)= (1.10)(SA+2’+1)
que nos da la probabilidad conjunta de que el número de especies
de la clase k que son observados sea nk, k=1,2 5
A este mismo resultado se llega partiendo del modelo
paramétrico que tiene como base la distribución binomial negativa,
en el que nos vamos a apoyar.
Como los distintos modelos no son sino aproximaciones unos
de los otros, vamos a tratar de conseguir tratarlos mediante una
teoría de muestreo unificada, trabajo aún sin desarrollar.
En realidad, son dos los modelos estocásticos fundamentales
diseñados:
1) el modelo multinomial no paramétrico debido a Good-
Toulmin:
2) el modelo paramétrico de Fisher, Corbet y
Willians.
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1.4. Tratamiento unificado
La idea fundamental de este trabajo es la de hacer un
estudio desde la construcción de una superposición de procesos
independientes homogéneos de Poisson, con el fin de conseguir una
representación de los diversos modelos, que permita realizar un
estudio unificado, y, de este modo poder comparar los distintos
resultados.
Comenzaremos por establecer una axiomática que nos sitúe
claramente en cada uno de los modelos.
Supongamos que seleccionamos una muestra de tamaño T de una
población que está formada por 5 clases, que forman una partición
de dicha población, donde 5 es desconocido, así como se desconoce
a priori la identidad de cada clase.
Admitimos, sin embargo, que,’ una vez es seleccionada una
clase, ésta puede ser identificada.
El resultado del experimento puede ser representado, en
teoría, por el vector aleatorio Ñ= (N,,N2, . . . ,N9, de modo que
N~ representa “el número de elementos de la clase j-ésima que
forman parte de la muestra”.
La dificultad radica en que la clase j-ésima puede no
aparecer en la muestra, en otras palabras: iv no es observable,
de modo que la clase j-ésima forma parte de la muestra si N1>O.
En lugar de trabajar con iv , se trabaja con un vector como
14= <M~M~, . . . ,M9 , que sí es observable, y, donde Mr
representa “el número de especies que aparecen r veces en la
muestra”. Los Mr son los “números de ocupación” o “frecuencias de
frecuencias”, como las llamó Good.
El problema fundamental es el de estimar 5 a partir de los
Mr.
Denotamos por D “el número de clases o especies diferentes
que hay en la muestra”, y lo llamamos “diversidad”, según hemos
señalado antes.
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Con el fin de introducir los modelos multinomial y de
Poisson de forma que sea posible unificar el estudio de los
muestreos binomial , hipergeométrico, multinomial , de Poisson y de
Bernoulli como aproximaciones unos de otros, vamos a sumergir el
muestreo en una superposición de procesos de Poisson homogéneos,
lo que equivale a admitir los siguientes axiomas:
Axioma 1: La población consta de 5 especies (5 es
desconocido) con abundancias relativas ffl’= (p1,p2, . . . ,p3)
donde
3y p~=i, O<p~<l (1.11)
it’.
Axioma II: Se selecciona al azar una muestra de la
población, en la que N~ representa “el número de miembros de la j-
ésima especie que son seleccionados en la muestra”. Se supone que
N~ sigue una distribución de Poisson con parámetro % . Así
P (N~ = r/X1) =P(r/X~> = -7 (1.12)
(1.13)
La elección del axioma II supone admitir que
EiE=L=I§J
es decir, “el número esperado de individuos de la especie j-ésima
es proporcional a la abundancia relativa de esta especie en la
población”. La constante de proporcionalidad representa el número
total de individuos capturados de entre todas las especies que han
sido seleccionadas.
Una vez admitido el axioma II. los distintos submodelos van
a depender de la distribución de los A~
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Para representar el “muestreo de las especies” como una
superposición de procesos de Poisson en el intervalo de tiempo
(0,tl. con t>0, podemos definir el modelo como la. superposición
P de 5 procesos homogéneos independientes. Sean Q,,02 >>Q~ una
sucesión de procesos de Poisson de intensidad 1, a cuyos tiempos
entre llegadas vamos a designar por Z,,Z2, ... Los Zk son variables
aleatorias independientes con distribución exponencial de media
1. Definamos a partir del proceso P una sucesión de procesos
marcados. Para ello, a cada uno de los sucesos del proceso P le
asociamos una marca 11,12,... de modo que las marcas son
independientes unas de otras, teniendo como distribución:
siendo las marcas también independientes de los tiempos entre
llegadas.
De esta manera, tenemos los sucesos marcados I=k, que
definen procesos de Poisson ~k de intensidad Pk’ siendo los sucesos
P~ independientes.
Definamos la variable aleatoria
22
Hkfl = E Xkj
j
donde XkI es el tiempo que transcurre desde que tiene lugar el
suceso
1kj hasta que se verifica el 1kj~í’ siendo Xkí el tiempo que
transcurre desde el origen de tiempos, 0, hasta que aparece la
primera especie de la clase 1k’ es decir. Hkfl es la suma parcial
n-ésima de las NkJ. n=1,2, . .
Las variables aleatorias X~ son, por tanto, los tiempos
entre llegadas correspondientes al proceso ~k’ son independientes
y tienen una distribución exponencial de media í/Xk.
(1.15)
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Sea t>0, y definamos la variable aleatoria Nk(t) como “el
númert de elementos Hkfl que hay en el
equivale al número de
seleccionadas en el
intervalo (0,tl (lo que
individuos de la especie 1k que han sido
período (O,t]), podemos establecer la
si gui ente proposición:
Proposición 1.1: La variable aleatoria Nk(t) tiene una
distribución de Poisson de parámetro Xkt.
Demostración:
Xk,,Xk
2 4~, . . .son los tiempos entre llegadas
correspondientes al proceso ~k’ y
n
Hkfl = E Xk,j
j=1
k=1,2, .
los tiempos de espera correspondientes
a) Comprobemos. en primer
cierta para Nk(t)=O.
lugar, que la proposición
En efecto:
P[Nk(t) =0] = P[Hk,o=t] —P[Hk,= ti = lAkfedx i~eA*É
lo que demuestra la proposición para Nk(t)=O.
b) Supongamos ahora que n es un número entero positivo. Como
los Xka son no negativos. la sucesión de sumas parciales Hkfl es
una sucesión monótona no decreciente y se verifica que
P[Nk( t> =n] = P[Hk,fl=t,Hk,fl±l> ti
Como
P [Hk,fl= ti = P [Hk fl=t, Hk,fl±,> ti +P [Hk,fl+,=ti
se deduce que
P[Nk< t) =n] = P[Hk,fl=t] —P[Hk,fl+l=t]
es
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Ahora bien, al ser Hkfl la suma de n variables aleatorias que
siguen una distribución exponencial de media í/Ak, los Hkfl son
independientes con una distribución gamma de parámetros
P(fl,1/Ak) ,luego:
P[N,,jt>=n] =Jp~> M~xn>1eAk~<dx~fr<ii) Afl+lxnelJcXdx
o o
t ~ (Xkt) neAkÉ
nl
con lo cual queda demostrada la proposición.
Se puede extender el muestreo de Poisson
Ak sean, a su vez, variables aleatorias
distribución F, como puede ser la distribución
gaussi ana.
haciendo que los
con una cierta
gamma o la inversa
La elección de una distribución gamma para los A1pos lleva
al modelo de Polya. que analizaremos con detalle, así como la
elección de la inversa gaussiana conduce al modelo de Sichel. El
axioma III nos lleva al modelo de Polya generalizado.
Axioma III: Los {A}
JJ=1,2 3idénticamente distribuidos con una
parámetros (Al/A), es decir:
son independientes y están
distribución común gamma de
A A[(A)— _____ AAleXA , A>o, O<A<oo, t>O,
r(A) (1.16)
De este modo, % es tal que E[X~] =1 y Var[X~] =1/A.
Observación: El hecho de que los sean independientes no
implica que lo sean los p~, puesto que
_____ (1.17)Pp
Eh
k=1
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3En efecto,
3
como Zr~k=1
k’~1
y Xk=lCpk, se verificaK=ZXk.
k=1
de donde se deduce (1.17).
La elección del axioma III nos lleva al siguiente resultado:
Proposición 1.2: Si N1(t) es una variable que sigue una
distribución de Poisson de parámetro X1t, y suponemos que los
siguen una distribución gamma r(A,í/A) £ la distribución com-
puesta es la binomial negativa de parámetros BN[A,A/(t-4-A)]
con
jA+r—1\( t ~r¡ A
En efecto, la distribución compuesta viene dada por:
P(Njt> =r/X> _ e (XL)f(x) =
rl
fekt(Xt>r AAXAíeAAdX
P(A>
o
A At Z
______ A
r~ r (A)
A+X1e
4 A.t> dA = AAtY 1 (.
rl 1’ (A) (A+ t)A+r-1 J
0
e xxA4rí dx =
A+t
— AAtZ 1 (e-xxAr~1dx = AAr(A+r> ( t )A.r
r~ r (A) (A+ ~> r { rl Mr(A) A-t
-( A+r-1 )(t)r(A)A
Se obtiene la distribución binomial negativa. Si denotamos
por Nk(t) el número de individuos de la clase
1k’ Nk(t)+A
representa el número de individuos de la población necesarios para
obtener A individuos de otras clases distintas de ‘k’ lo que
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sucederá si, y sólo, si en la última prueba se obtiene un
individuo que pertenece a una especie desconocida, y en las
y=Nk(t)-4>A-1 pruebas anteriores habían aparecido Nk(t)=r individuos
de la especie ‘k•
Pkr(t) se interpreta como la probabilidad de que el A-ésimo
éxito tenga lugar en el ensayo A+r. Utilizando el lenguaje propio
del problema del número de especies, Pkr(t) es la probabilidad de
que, en el instante t, se obtenga por primera vez A individuos de
especies distintas de ‘k’ habiéndose obtenido r individuos de la
especie ‘k~
Como se desconoce el número de especies que no aparecen en
la muestra, debemos tomar la distribución truncada en cero, que
es la distribución de Nk(t) condicionada por Nk(t)>O. puesto que
la especie ‘k estará en la muestra si Nk(t)>O:
P[NJ ( t> =r/A,Nk(ti>O] =(A+r~1)(.L)r(.ÁjA ‘ (1.18)
t-.-A
Si no admitimos el axioma III, estamos ante un proceso puro
de nacimiento, con tasa de crecimiento constante, mientras que
admitir el axioma III nos lleva también a un proceso de nacimiento
puro. pero con tasa de crecimiento variable.
Si el axioma III se substituye por el axioma IV, obtenemos
el modelo de Sichel o de la inversa gaussiana, cuya distribución
truncada en el origen fue analizada por Sichel(1986) y Ord(1986).
Axioma IV: Los{X1}112 son independientes y están
idénticamente distribuidos teniendo como distribución
común la inversa Gaussiana de parámetros (¡ty)
La distribución IG fue introduéida por Schródinger en 1915
para estudiar el primer tiempo de paso en el movimiento Browniano.
Su distribución truncada en el origen viene dada por:
p pP(R=r> = PENk< t> ~ = r = r r=1,2,... (1.19)
1—P0
-37-
El modelo paramétrico nos va a permitir dar un tratamiento
unificado de los distintos submodelos, que surgen aquí como casos
particulares.
Para llevar a cabo un tratamiento unificado, necesitamos
analizar los diferentes modelos desde distintos puntos de vista.
Así , vamos a ver:
A) Introducción de los diferentes tipos de muestreo
desde el modelo teórico del esquema de urnas.
B) Generalización atendiendo al esquema de urnas de
Polya.
C) Estudio de la distribución muestral.
0) Análisis del problema a partir de las ecuaciones
diferenciales.
1.5. Esquema de urnas y modelo de muestreo
Un modo de trabajo conceptual con distribuciones
estadísticas es el esquema de urnas: Se considera una población
de N individuos (bolas en una urna), que son idénticas salvo en
el color.
Suponemos que b=Np de las bolas son de un mismo color, por
ejemplo, blanco, y que el resto a=Nq son azules, siendo p+q=1.
En una prueba simple, se selecciona una bola de la urna y
se anota su color: la bola se devuelve entonces a la urna. Así se
realizan más pruebas bajo condiciones idénticas a la primera. Si
cada una de las bolas tiene la misma probabilidad de ser extraída
en cada prueba. el experimento corresponde al muestreo aleatorio
simple (o muestreo completamente aleatorio) con reemplazamiento.
Si se realiza una prueba simple durante un gran número de
veces, podemos esperar que la proporción de veces que es
seleccionada una bola blanca se aproxime a Np/N=p: es decir, las
frecuencias relativas del número de bolas blancas seleccionadas
serán f0=q. f,=p.
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Ahora consideremos pares de pruebas: como las condiciones
son idénticas en cada prueba, esperamos que dos bolas
tengan lugar con una frecuencia relativa de (Np)2/N2=p2=f2,
blancas
py f,=2pq, ya que podemos seleccionar blanca bien en la primera
bien en la segunda extracción.
Generalizando, si llevamos a cabo n pruebas. las frecuencias
relativas de j blancas y n-j azules serán:
fg(’?)Pigfl-i,i0,1, (1.20)
El término pJqfli da la frecuencia relativa de una sucesión
especí fi ca de j blancas y n-j azules, siendo (‘3) el número de
sucesiones.
1.5.1. Aproximación de la binomial
de Poisson
Cuando la proporción p
si el tamaño muestral
de éxitos en la población es muy
es bastante grande como para que
sea np apreciable
binomial tiende a
cuando p es muy pequeño,
la de Poisson. Concretando,
la distribución
se tiene la
siguiente proposición:
Proposición 1.3: Cuando n-~ , p-o
( fl)PrQn-r.e-AÁi~rzo1í~2~
En efecto:
np-X, se verifica:
lfl\ran-r nl
= (n—rflr!
1 (2it) e~n~~’12nl V (2~O (n—r) flt+1/2 en+rn r
pequeña,
por la distribución
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1
—e
(i —-E)~e’ rl
-‘
—e
rl
Hemos obtenido la distribución de Poisson, que viene dada
por:
(1.21)
Por tanto, “cuando la población es infinita, el muestreo con
reemplazamiento viene descrito por la distribución de Poisson”.
1.5,2. Esquema de urnas de Polya
Vamos a modificar las reglas del esquema de urnas anterior,
de forma que, cuando se selecciona una bola de un determinado
color, se devuelven c+1 bolas del mismo tipo a la urna. En tal
caso, las pruebas sucesivas pueden dejar de ser independientes,
y la frecuencia relativa de j éxitos en n pruebas es:
f(fl\NP<NP+Jc-c)NQ(Ng+c) ‘.. [Nq+(n-j-1) C] (1.22)
N(N+c) ,.. (N+nc-c)
Cuando c=0, (1.22) se reduce a (1.20), y tenemos el muestreo
con reemplazamiento, cuya distribución, cuando N tiende a
infinito, es la de Poisson, siendo la binomial cuando la población
es finita.
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1.5.2,1. Aproximación de la distribución hipergeométri -
ca por la binomial
Cuando c=-1, no se devuelve ninguna bola, y tenemos
muestreo sin reemplazamiento. La distribución de frecuencias queda
en la forma:
= 1
-7 Nr”1
(1.23)
donde N”’1 =N<N—1) .. . (N—n+í)
y j es tal que máx(O,n-Nq) =j=nrfn(n,Np)
Como iv~”1 — Nl(N-nh (1.23) se puede poner como:
fj= (Z) (1 .24)
Esta es la distribución hipergeométrica. Cuando N tiende a
infinito. (1.23) tiende a la binomial5.
Luego, “cuando la población es infinita, la distribución
binomial describe el muestreo sin reemplazamiento”.
vijay K.Rohatgi . “Statistical Inference” - cap.6, apdo. 6.4. John Wiley &
Sons. New York. 1984.
el
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1.5.2.2. Aproximación de la hipergeométrica negativa
por la binomial negativa
Cuando c=1 en el esquema de urnas> hay un elemento de
“contagio”, puesto que si tiene lugar un color particular, es mas
fácil que tengan lugar bolas del mismo color.
De (1.22) se deduce:
Np#j—1 Nq+n—j—1
— (‘&) (Np+j—1> ~ (Nq~n—j—1> [o-JI — ‘ (1.25)
N.n-i) U’] (N+7i>
donde j=0,1,. . .n. Se trata de la distribución hipergeométrica
negativa.
Cuando N tiende a infinito, la distribución hipergeométrica
negativa tiende a la binomial negativa.
Luego, “cuando la población es infinita, el esquema de
contagio es descrito por la distribución binomial negativa”.
1.5.3. Modelo de muestreo secuencial
En vez de seleccionar una muestra de tamaño fijo, se puede
alterar la regla de parada y elegir continuar con el muestreo
hasta que se consiga obtener el A-ésimo éxito. Este método de
muestreo se denomina secuencial y tiene gran interés en medicina
y en las pruebas de control de calidad en la industria: se trata
de contar el número de fracasos hasta que se obtiene el A-ésimo
éxito, (cada sucesión de pruebas debe terminar con el A-ésimo
éxito).
Así se comporta el proceso de Polya, al que nos conducen los
axiomas 1, II y III. Corresponde a un esquema de contagio> cuya
distribución es la binomial negativa de parámetros BN(A,p). La
frecuencia de r fracasos es:
r=O,1,2,... (1.26)
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En el esquema de urnas de Polya, si se añaden c-~-1 bolas.
según los distintos valores de c, se tienen los siguientes modelos
de muestreo:
A) Población finita:
a) Cuando la población es finita y el tiempo
discreto, el muestreo con reemplazamiento está regido
por la distribución binomial de parámetros (T,p).
b) Si la población es finita, el muestreo sin
reemplazamiento está regido por la distribución
hi pergeométri ca:
~flZ) _(1v) 4,2..
c) Si la población es finita, el esquema de contagio
está regido por la distribución hipergeométrica
negativa.
B) Población infinita:
a) esquema de contagio: corresponde al caso c=1 y,
cuando la población es infinita, está regido por la
distribución binomial negativa:
b) muestreo aleatorio simple con reemplazamiento:
corresponde a c=O y. cuando la población es infinita,
está regido por la distribución de Poisson:
c) muestreo aleatorio simple sin reemplazamiento:
corresponde a c=-1. que, si la población es infinita,
está regido por la binomial.
Los dos últimos surgen, como caso particular, de la binomial
negativa.
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Los modelos de muestreo finitos: Bernoulli. hipergeométrico
e hipergeométrico multivariado pueden ser aproximados, segun
acabamos de ver, por los modelos de muestreo sin reemplazamiento
(binomial), con reemplazamiento (Poisson) y esquema de contagio
(binomial negativa).
1.6. Distribución muestral según el modelo
Consideremos una población formada por m objetos distintos
a los que llamamos “elementos”. Vamos a suponer que cada elemento
puede ser identificado por uno de los números 1,2 ,..,,m.
Supondremos también que cada elemento de la población puede
presentar características adicionales> conocidas como “atributos”>
de modo que cada elemento de la población puede tomar un único
valor de los diferentes atributos.
Si. en total, hay r atributos, entonces hay asociado a cada
elemento x un vector r-dimensional, h(x)=(h,(x) hr(x)). donde
h1(x) es el valor del i-ésimo atributo asociado al elemento x.
Una muestra de tamaño n es una selección de n elementos de
la población. Los elementos que forman parte de la muestra no
tienen por qué ser distintos. La muestra es con reemplazamiento
si los elementos seleccionados son reemplazados cada vez. La
muestra es sin reemplazamiento si los elementos seleccionados no
son reemplazados.
Seleccionar una muestra de tamaño n con reemplazamiento es
equivalente a seleccionar n muestras de tamaño 1, cada una
procedente de la misma distribución de elementos>
1.6.1. Muestreo completamente aleatorio
Nos interesa conocer la distribución del vector
M=(M,,..., Ma), que es uno de los problemas que nos interesa
resolver.
Una muestra de tamaño n sin reemplazamiento puede obtenerse
de dos formas distintas: 1) seleccionando los n elementos
secuencialmente: o bien eligiéndolos todos a la vez.
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Representaremos la muestra por la n-upla (x, x~).
Cada elemento de la población puede tener diversas
características llamadas atributos, de forma que. a cada muestra
(x, x~) le corresponde la n-upla formada por los vectores de
atributos (h(x1) ,..,h(x~)).
Se denomina esquema de muestreo a la regla mediante la cual
se seleccionan los elementos de la población que van a formar
parte de la muestra.
El esquema de muestreo induce sobre el conjunto
g<~> ={<x1,.,., 1 x1enterc,1=x1=m}
de todas las n-uplas formadas por elementos del conjunto
{1,2 m}, una distribución de probabilidad,
Cuando el muestreo es sin reemplazamiento, este conjunto se
restringe al subconjunto g® de todas las n-uplas que son
diferentes.
Hay m~ n-uplas con reemplazamiento y (m)~=m(m-1). , .<m-(n-1))
sin reemplazamiento para una muestra de tamaño n,
Podemos, de esta forma, diseñar un modelo de muestreo por
medio del vector aleatorio X=(X, X$. que toma valores en
ó en g<fl> y cuya distribución es la que corresponda al esquema de
muestreo.
Definición 1.1: Una muestra de tamaño n es una- muestra
completamente aleatoria si el vector X se distribuye uniformemente
sobre su conjunto de posibles valores, es decir, sobre el conjunto
g U’) cuando el muestreo es con reemplazamiento, y sobre g~~> cuando
el muestreo es sin reemplazamiento.
Según esta definición> en el muestreo completamente
aleatorio con reemplazamiento, las variables aleatorias X, ,..., 4
son independientes y X1 tiene una distribución uniforme sobre el
conjunto {1,2 m}.
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En el muestreo completamente aleatorio sin reemplazamiento,
las variables aleatorias X,,..., X,~ están también distribuidas
uniformemente sobre el conjunto {1,2 ,...,m}, pero las variables
X,1 no son independientes, aunque sí son intercambiables, ya
que las variables aleatorias X1,.,., 4 tienen como densidad
conjunta la siguiente:
= <m>1g<~> (x1, . . . ,x,,) (1.27)
La diferencia fundamental entre estos modelos de muestreo
es que, en el muestreo con reemplazamiento, las variables
aleatorias X,,X2 4 son independientes.
En el muestreo completamente aleatorio sin reemplazamiento,
la densidad marginal de Xr+i>.... 4 dados X,=x,>..., X~=x~, es:
j.c,, ¡ ca,..., x,,) = (m—r) nr’g~ <x1,.... x~> (1.28)
El muestreo completamente aleatorio, tanto con
reemplazamiento como sin reemplazamiento se da cuando los
individuos de la población pueden estar clasificados en una de las
D clases conocidas (1,, 12 I~) o en ninguna de éstas, sino en
otra desconocida, a la que denotamos por I~ y suponemos que las
proporciones correspondientes en la población son p,,p2,..., PD y
P0, entonces, las frecuencias relativas para una muestra formada
por n individuos, en el muestreo con reemplazamiento, viene dada
por términos de la forma:
= nl pÚpix1.. p;D (1.29)
.2%!
que corresponden a los términos del desarrollo de
y cuya función característica viene dada por
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(1.31)<PO+p1eltl+. .
expresión que nos permite obtener los distintos momentos.
La distribución (1.29) es la distribución multinomial
parámetros Mjn>p,,..., p0), que corresponde al modelo de muestreo
con reempí azami ento.
Cuando el tamaño muestral es grande, los muestreos con y sin
reemplazamiento son esencialmente equivalentes
6> tendiendo la
distribución hipergeométrica múltiple a la multinomial.
1.6.2> Muestreo secuencial
Se da el tipo de muestreo secuencial cuando suponemos que
también en la población hay una partición formada por D-’-1 clases,
pero admitimos que el muestreo continúa hasta que se obtienen A
individuos de la clase desconocida lo> en cuyo caso> las
frecuencias relativas7 son
ff(X
1=x1,..., Xi,=xi,> = (x--A—1> 1 X0 A
donde x=>3x1, siendo cada x1=O y i’0=í—p1-p2-.
La función característica viene dada por
(1.33)
Se trata de la distribución multinomial negativa de
parámetros
6 Vijay 1<. Rohatgi> “Statistical Inference’>> cap>6> Apdo.6>7, Jhon Wiley &
Sons. New York 1984.
Alan Stuart & J.Keith Ord, “Kendall’s Advanced Theory of Statistics”
Vol .1, cap>5> charles Griffin & company> London 1987.
de
(1.32)
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MN(A,p1,...,p0) p1+. . . +pi,=
que corresponde al modelo de muestreo secuencial.
Entonces podemos enunciar la siguiente proposición:
ven fi ca:
Proposición
1) el vector
multinomial
1.6.3. Definición
1,4: En el muestreo secuencial
aleatorio N se distribuye según
negativa MN(A,p,,.., p0).
de los números de ocupación y
recubrimiento muestral
Sea Mr el número de clases que ti enen exactamente
elementos en la muestra. Se define entonces:
Definición 1.2,:
3
Mr= ZI[Nk(t>=r] ,r=1,..,T
donde 1(X) es la función indicador y T el tamaño muestral
Mr,r=l>
2> ... son los números de ocupación (número de especies que
tienen r representantes en la muestra).
Se define el recubrimiento muestra 1 C como la suma de las
probabilidades de las clases observadas. Si utilizamos la función
indicador, es:
Definición 1.3:
3
c= EPkI[Nk’ t) >0]
k=1
Tanto C como los M~ son variables aleatorias que varían con
la muestra.
(1 . 34)
se
una
del
r
(1.35)
Los
(1.36)
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Se define también C0 (suma de las probabilidades de las
especies desconocidas) como:
Definición 1.4: (1.37)
Evidentemente se verifica: C01-C.
Se define también la suma C~ de las probabilidades de las
especies que han aparecido r veces en la muestra como:
Definición 1.5:
3
Cr=ZPkJMNk(t) =r]
k=1
Entonces el recubrimiento muestral se puede expresar por:
Y =
r=1
(1.39)
el muestreo es sin reemplazamiento. la
hipergeométrica múltiple de parámetros
Mr la distribución hipergeométrica
Si
M es la
teniendo
H(n,Mr.S).
Tenemos que estimar las M~ y las C~, que no
sino variables aleatorias. Veamos entonces que
estimador insesgado de una variable aleatoria:
distribución de
HM(n,M, Mr)>
con parámetros
son parámetros.
se entiende por
Definición 1.6: Un estimador W para estimar una variable
aleatoria V se dice que es insesgado si . y sólo si
E(estimador)=E(variable aleatoria).
(1.38)
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Si W es un estimador de la variable aleatoria W, lo
denotaremos por w.
1.7. Introducción de los modelos a partir de
ecuaciones diferenciales
Sea Nk(t) el número de nacimientos (individuos) que aparecen
en el intervalo (0,t]). y sea Tr el tiempo de espera hasta que
tiene lugar el r-ésimo nacimiento en un proceso puro de nacimiento
con intensidades a0,a1, .
Entonces
Pr(t) =P[Nk(t)=r]
es la solución del sistema de ecuaciones diferenciales
PA
t) =—a0P0(t)
t) = —a~Pj t> fa~ 1P~1 ( t) (1.40)ni
con las condiciones iniciales
P0(O) =1, Pr(O) =0,
y verificando = +00,E a,, con el fin de que EPr(t) =1,
1.7.1> Muestreo con reemplazamiento
Cuando ar=Xr>o, siendo r un número natural, los procesos
de nacimiento son procesos de Poisson con intensidad p~. Entonces:
Nk(t) sigue una distribución de Poisson de parámetros X~,
y Hkr sigue una gamma de parámetros (r, t/Ak)
P[Nk(t)=r]—
rl rcN
es decir:
(1.41)
sus
r=1
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es la solución del sistema de ecuaciones diferenciales básicas,
que corresponde a un proceso de nacimiento puro con tasa de
nacimiento constante.
E
r = A~P~ ( t) ..iP1 ( t) (1.42)¿‘=1
La función de densidad de los tiempos de espera es:
= rl (x\r-l/x\
T-rl <~< ~
11kz <r—1) ! (T—r) kt)\t)t ~ O (1.43)
Luego, si llamamos NZ<t) =Nk(t> :Nk(t) =1, Nk*(t) sigue
la distribución de Poisson truncada en cero, de parámetroX~,y el tiempo de espera H(k) es el estadístico de orden k-ésimo de
una muestra de tamaño 1, procedentes de la distribución gamma
anterior.
1.7.2. Muestreo sin reeniplazamiento
Para un número natural A y ar= <A—r)A,, r=O,1, . , . el
proceso de nacimiento es equivalente a un proceso puro de muerte,
es decir, un proceso de muerte puro con tasa de muerte lineal, y
el esquema de urnas correspondiente es el muestreo aleatorio
simple sin reemplazamiento.
Las ecuaciones del proceso, al que vamos a denotar por
Jk(t). son:
La solución8 limite de estas ecuaciones es
P[Jk(t) =y]=(flA)qz(l~qjn~A~r O =r=A—1 (1 .44)
8 FelIer, W. “Introducción a la Teoría de las Probabilidades y sus
Aplicaciones’>, volumen 1, capitulo XVII. apartado 7. e)> LIMUSA. Méjico 1993>
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donde q=tI(A+t).
Luego Jk(t) es binomial de parámetros B(B.q), siendo B=n-A.
Esta distribución se puede obtener también a partir de B procesos
independientes de Poisson. cada uno de ellos con intensidad 1. en
cuyo caso T~ será el número de procesos con al menos un suceso en
el intervalo (0,t].
Una variable aleatoria con esta distribución también tendrá
lugar si se toman B puntos al azar del intervalo (0,1] y se cuenta
el número r de puntos que hay en el subintervalo (Qq] , o, lo que
es equivalente> Jk(t) representa el número de individuos de la
especie ‘k que hay en el subintervalo (0,p].
Como Jk(t) debe ser mayor que cero, utilizaremos la
distribución truncada en cero, por lo que la distribución que rige
el modelo es:
P[Jk(t) =rj=(~) pr (1 fl ~ , O<r=A (1.46)
1~qA
Si A representa el tamaño inicial de la población, como los
individuos mueren, el tamaño se reduce en este modelo.
1>7.3> Muestreo secuencial (Proceso de Polya)
El proceso de Polya se obtiene como paso al limite del
esquema de urnas de Polya, y se trata de un proceso de nacimiento>
no estacionario.
Las ecuaciones diferenciales que dan lugar al proceso son:
P’flt) A+XXPr (t) + A+r—1
con las condiciones iniciales
P1(0) =1, Pr(O) =0, r#A
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La solución a este sistema fue dada, en primer lugar> por
Yule en la forma:
Se trata por tanto, de una distribución binomial negativa
de parámetros:
Esta distribución se generaliza dando lugar a la forma:
PENk(L) =r] (A~l~rI1)(t)r(A)A r=í,2, ,
en que la vamos a utilizar, y que corresponde a un proceso de
nacimiento puro, con tasa de nacimiento lineal.
1>8. Esquema de trabajo
Hemos diseñado dos modelos de muestreo: uno no paramétrico
y otro paramétrico> del que se deduce el no paramétrico como caso
particular. Por motivos metodológicos, vamos a desarrollar, en
primer lugar> el modelo no paramétrico, aunque más adelante
veremos cómo surge del paramétrico> La distribución binomial
negativa de parámetros (A,p) regula el modelo paramétrico, siendo
A el parámetro que mide el grado de heterogeneidad de la
distribución.
En los apartados 1,5 y 1.6, vimos cómo los modelos de
muestreo hipergeométrico. de Bernoulli e hipergeométrico
multivariado pueden ser aproximados por las distribuciones
binomial, de Poisson y binomial negativa.
(1 . 49)
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Por ello, nos vamos a limitar a estudiar el problema de las
especies en poblaciones con un número infinito de elementos.
Seguiremos el siguiente orden:
1. Modelo no paramétrico:
A) Muestreo de Poisson.
B) Muestreo multinomial.
2. Modelo paramétrico:
A) Muestreo secuenccial. que está descrito por la
distribución binomial negativa: se obtiene
componiendo la distribución de Poisson con la gamma>
a) Esquema de contagio (distribución
binomial negativa)
b) Muestreo con reemplazamiento, regido
por la distribución de Poisson. Muestreo
de Maxwell -Boltzman.
c) Muestreo sin reemplazamiento, que
regula la distribución binomial.
d) Muestreo de Ewens (A=0),
e) Muestreo de Bose-Einstein (A=1).
3. Nuevo modelo paramétrico: La distribución inversa gaussiana.
1.9, Resumen del capitulo
Se plantea el problema de las especies> analizando los
principales modelos diseñados. Observamos la no existencia de un
desarrollo unificado, y, siguiendo las directrices marcadas por
UBunge y M.Fitzpatrick, tratamos de representar el problema de
las especies desde la superposición de procesos de punto. Con esta
finalidad, se definen los conceptos fundamentales y se establece
una axiomática que nos sitúa con precisión en uno u otro de los
dos modelos que vamos a diseñar:
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a) un modelo no paramétrico. que está regulado por la
distribución de Poisson;
b) un modelo paramétrico. regulado por la
distribución binomial negativa.
El modelo no paramétrico surgirá más adelante del
paramétrico como caso particular, cuando el valor del parámetro
tiende a infinito.
Partiendo del concepto de esquema de urnas y del esquema de
urnas de Polya, se obtienen las distribuciones que regulan los
modelos, comprobando cómo el muestreo hipergeométrico, de
Bernoulli e hipergeométrico multivariado se pueden aproximar por
las distribuciones binomial, de Poisson y binomial negativa,
respectivamente.
Se analizan los modelos también desde sus distribuciones
muestrales, comprobando cómo> en el muestreo completamente
aleatorio con reemplazamiento, la distribución muestral es la
multinomial. Asimismo, cuando la muestra es suficientemente
grande, el muestreo sin reemplazamiento tiende también a la
distribución multinomial
En el modelo de muestreo secuencial la distribución muestral
es la multinomial negativa.
También son analizados los tres modelos de muestreo a partir
de sus ecuaciones diferenciales> concluyendo que el modelo
secuencial corresponde a un proceso puro de nacimiento con tasa
de crecimiento lineal, el muestreo completamente aleatorio a un
proceso de Poisson, y el muestreo sin reemplazamiento es un
proceso puro de muerte.
De acuerdo con estos resultados> se ha planteado el esquema
que se debe de seguir en los capítulos posteriores.
El muestreo secuencial tiene como distribución la
multinomial negativa, el muestreo completamente aleatorio con
reemplazamiento. la de Poisson, y el muestreo completamente
aleatorio sin reemplazamiento, la binomial.
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II. MODELO NO PARAI’IÉTRICO
2.1. Modelos de muestreo multiriomial y de Poisson
Hemos definido el modelo genérico como la superposición de 5
procesos homogéneos independientes P,>P2,..>, P5, en el sentido de
que cada clase I~ contribuye proporcionando elementos al muestreo
de acuerdo con el proceso P1.
El proceso de muestreo consiste en seleccionar W0 especies, D
de las cuales son diferentes (D es la diversidad y W0 va a
coincidir con el tamaño muestral), de modo que la especie 1,
aparece n, veces, la especie 12 aparece n2 veces la especie
I~ aparece n0 veces.
La admisión de los axiomas 1, II y III nos permite> según
vimos en el capítulo primero, sunergir el muestreo en una
superposición de procesos de punto> en este caso, de procesos de
Poisson, de forma que se introducen paralelamente los modelos de
Poisson y multinomial . que van a estar regulados, respectivamente,
por las distribuciones
(pkT>rePkTr — (xkt)reAkt y ~k,r
según veremos, donde T es el tamaño muestral.
2.2. Modelo de Poisson
El modelo de Poisson fue propouesto por Fisher, Coorbet y
Willians en 1943 en un trabajo sobre las especies de Lepidoptera.
En este modelo, el tamaño muestra] es una variable aleatoria con
3
una distribución de Poisson de media Xt=~%t,
j=1
de modo que
el número de individuos de cada clase o especie va a seguir una
distribución de Poisson de media X1t, j=í,2,...,S.
En el primer capítulo, definimos la variable aleatoria Nk(t)
como ‘el número de individuos de la especie 1k que han sidoseleccionados en el período (0>t]”, lo que nos permitió establecer
la proposición 1.1:
Proposición 1.1: La variable aleatoria Nk(t) tiene
una distribución de Poisson de media Akt.
2.2.1. Propiedad aditiva de la distribución de Poisson
Las siguientes proposiciones son el fundamento del modelo de
Poi sson:
Proposición 2.1: Si N,(t), . . .N
5(t) son 5 variables aleatorias
independientes, todas con distribución de Poisson de parámetro
A~t, k=1,2 5: la variable aleatoria T=N,(t)+. , .-~-N5(t) sigue
también una distribución de Poisson de parámetro Xt,en don-
de A1 +... >44~ =X.
Se demuestra esta proposición teniendo en cuenta que la suma
de 5 variables aleatorias independientes de Poisson es una
variable de Poisson, cuyo parámetro es la suma de los parámetros
de cada una de las variables.
También es cierta la recíproca:
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Proposición 2>2: Si el número de especies> T, que hay en la
muestra se distribuye según una distribución de Poisson de media
Xt, el número, Nk(t), de individuos de la clase 1k que hay en el
intervalo CGt] sigue una distribución de Poisson de mediaxkt,
s
siendo las variables Nk(t) independientes y X=SAk.
Demostración: Supongamos que el número de especies T que hay
en la muestra es una variable aleatoria y no un número fijo, como
sucede cuando observamos los procesos hasta que ha transcurrido
un periodo de tiempo t fijo.
Por el teorema de la probabilidad total, sabemos que el vector
aleatorio <N,(t) N
5(t)) tiene como distribución la multinomial
dada por
con ~k Xk , ya que es
2%
~i=1
P(N1(t) =x1,
It1 It3 P(TXi+...tXi,kt.LJ
evidente que:
,N5<t) =x3 1 T=n) =0
a menos que n=x,+.
Consideremos a T como
distribución de Poisson de
una variable aleatoria
media Xt, es decir:
que tiene una
P(T=n> = eAt (At)~ ~
Como X=X1+. . . +X3, se verifica que:
= . .-A3t = eAít. . .
Entonces la expresión (2.1) queda en la forma:
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P(N1(t) =x1, . . . ,N3(t) =x9 =
(xi-... *x3) 1
x1l . . .2%!
(A~[
(X~f-. . . +x9 1
3
_______ elit
1=1
Se trata de la distribución conjunta de 5 variables aleatorias
independientes. con distribución de Poisson de parámetros
A1t,..., A3t, respectivamente. Luego N,(t) N5(t)
independientes, y Nk(t) tiene distribución de Poisson de media
Akt.
Este resultado nos permite afirmar que:
“Cuando observamos la superposición de 5 procesos durante el
intervalo (O>tJ. recubrimos el muestreo de Poisson con parámetros
X1t,.... A3t,
La distribución que rige este modelo> al ser desconocido el
número de especies que no forman parte de la muestra>
distribución de Poisson truncada en cero, a
(es Nk(t) condicionada por Nk(t)>O).
la que designamos por
Su función masa de
probabilidad es:
(2.2)
son
Nk* ( t)
es la
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2>2.2. Muestreo con reemplazamiento
El modelo formado por la superposición de 5 procesos dePoisson independientes, correspond a un esquema de urnas con un
muestreo aleatorio con reemplazamiento.
En efecto:
(Xkt) flie
~k,r = P[Nk( t) ~kJ =
es la solución del sistema de ecuaciones diferenciales:
Pko(t) =~XkPko(t)
~k,r < ~>= ~XkPk,r ( t) -~-XkPkX, ( t) , .r=O
con las condiciones iniciales
Pko(O) =1 ,Pkr(O) =0 ,nl.
tNk(t) , t=o}es un proceso de Poisson de media
tiempos entre llegadas,
Xk£
XkI> van a ser independientes y
misma distribución exponencial de media ±1%.
espera, Hkfl=Xk,+Xk2+. . .+X~, serán también
cuyos
con una
Los tiempos de
independientes cori una
distribución gamma de parámetros (it í/xp
El proceso de Poisson satisface las ecuaciones prospectivas:
y las retrospectivas:
~‘í,r ( t> = —X k~Í E < ~>+X~P•1» t)
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2>2.3, Distribución de los tiempos entre llegadas
Los tiempos entre llegadas,
cada proceso {Nk(t> , t=O}
Xk,. Xk2. ... correspondientes a
son independientes, teniendo todos
la misma distribución: exponencial de media 1/Akí cuya función
de densidad es, por tanto:
(2.3)(x> =Xke
1
siendo E(Xk,Í) — 1y Var<XkÍ) = Mc
Esto significa que, comenzando por un origen de tiempo
arbitrario, los subsiguientes puntos tienen lugar en los instantes
Xk,. Xk2 de modo que las van abí es aleatorias Xkl son
independientes y tienen todas la misma distribución.
es el tiempo que transcurre, en el
origen de tiempos.
proceso ~h desde el
0, hasta que tiene lugar el primer suceso, y,
para j>1, XkI es el tiempo que transcurre, en el proceso ~k’ desde
que tiene lugar el suceso (j-1)-ésimo hasta el
2,2.4. Distribución de los tiempos
j - és imo,
Los tiempos de espera, Hk,,, representan el tiempo
transcurrido hasta que han tenido lugar n sucesos> de modo que
Hkn=Xkl+Xk,2+. . .+Xkn n=1.
de espera
-63-
Al ser sumas de n variables aleatorias independientes con
distribución exponencial de media í/Ak.l05 tiempos de espera son
también variables aleatorias independientes con distribución gamma
de parámetros (ntl/Xk).
Luego la función de densidad de los tiempos de espera viene
dada por:
fiHk,jt> = lkt eAkt(n—1)
siendo
E[H _k,nk Xk Var [Hk,,] =
Los tiempos entre llegadas se expresan en función de los
tiempos de espera por las relaciones:
Xkí =11k,í , X~<,2 =Hk,2—Hk,í, . . . , Xk,,=Hkn~Hkní
La relación’ entre los procesos y los tiempos de espera
dada por:
Nk ( t> =n—
1’Tk 12+1> t
de donde se deduce que
Nk(t) =nHk,,,=t y Hkfl±í> t
lo que nos dice que “en el intervalo de tiempo (0,t] tienen lugar
exactamente n sucesos si , y sólo si el tiempo de espera hasta que
ha tenido lugar el suceso n-ésimo es menor o igual que t, y el
tiempo de espera hasta el
1
1972>
suceso (n+1)-ésimo es mayor que tV
EParzen> “Procesos Estocásticos”. cap.4. apdo.4>5. Paraninfo> Madrid
4
viene
(2.4)
(2.5)
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De las últimas relaciones se deducen:
P[Nk(t)=n] =P[Hkfl+l>t] , n=O,1,2, .
P[Nk(t)=fl] =P[Hkfl =t]—P[Hkfl+l=t] , n=1.2, .
P[Nk(t>=O] =1—P[Hkl=tJ
Estas relaciones se pueden exponer por medio de las funciones
de distribución:
E -
PNk(L) = FHk,,( t) ~FHk,,~ ( t) , n=1,2, .
PNk<O) =l~FR <t)
k, 1
2.2,5. Propiedades de la distribución
Según hemos apuntado antes, al ser desconoccidas las especies
que no aparecen en la muestra, utilizamos la distribución truncada
en cero:
(Xkt> reikt
r! (l~eAkt>
~[n (t> =11 = ____________
donde N(t)=Nk(t) Nk(t»’0. Se cumplen, por tanto,
(2.6)
las siguientes
propiedades:
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3~ ~k,r =
f ~k,r = 1
r=O
e Akt = p
E[N.~(t) ] = Xkt
Xkt -
>
E [NJ (t) ]2 = _______
1
(2.7)
(2.8)
(2.9)
(2.10)
(2.11)+ (Xtk>2—Akt1—e
1 Akt6. p
2=Var[N(t)] = Xkt ¡ í+Xkt—
í~eÁkt 1 ~eIkt )
7, Indice de dispersión:
¡½ Xkt
¾ í~eÁkt
_______ _______ + 2
í~eAkt
(2.12)
(2.13)
1.
2.
3.
4>
5.
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2.3. Modelo de Poisson
Un proceso estocástico puede ser observado bien en un periodo
de tiempo fijo, bien hasta que han tenido lugar un número fijo de
sucesos. En el primer caso> es aleatorio el número de sucesos que
tienen lugar durante el período fijo de tiempo. es decir> es
aleatorio el tamaño muestral T, mientras que, en el último caso,
es aleatoria la amplitud del intervalo de tiempo.
Para situarnos en un proceso de Poisson. supongamos que es
observado durante un intervalo de tiempo fijo (CL].
Supongamos que se han observado T sucesos durante este período
de tiempo en los instantes 0’ct,<t2<. .<tT<L.
Los tiempos entre llegadas Tr=tr~trí. (r=1,2 T) son
independientes y tienen todos la misma distribución exponencial.
La probabilidad de que aparezca una especie desconocida es:
(2.14)
Tomando logaritmos en ambos miembros y sumando desde K=1 hasta
5, resulta:
-AL
~XkL=1nPO~~AL=S1nPo~Po=es (2.15)
La distribución del proceso puede ponerse entonces en la
forma:
-XL
E e (2.16)
Los números de ocupación en tal modelo, se pueden expresar
por:
—XL
S
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Particularizando para los dos primeros números de ocupación,
dividiendo miembro a miembro e igualando en las expresiones
anteriores, se obtiene:
AL - 2M2
~
(2.18)
de donde resulta el estimador de Poisson (versión de Zelterman):
(2.19)
2,3>1. Nuevo estimador de Poisson
Si desarrollamos en serie et en un entorno de t=0. y
particularizamos para t=AL/s, obtenemos también un estimador de
e ~ =1 AL (AL)
2~ (XL)3&Ot o<e<iS 2S2 6S~ (2.20)
donde el resto es menor que
Teniendo en cuenta (2.19) y la relación con los dos primeros
números de ocupación, se obtiene el estimador de Poisson en la
nueva expresión:
2*
*1-e
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F
¡ C
L
F = y (2.21)2M2ÍM2)1
Este estimador puede también expresarse en función de los
recubrimientos muestrales, quedando en la forma:
(2.22)
Se plantea también, con frecuencia> el interrogante de si un
conjunto de sucesos son realmente de Poisson.
Para determinar si un proceso es de Poisson, se puede realizar
un contraste de bondad de ajuste. También se puede utilizar un
procedimiento cuyo fundamento es la relación entre la realización
de sucesos de Poisson y la distribución uniforme.
Sean 0<t,<t2’<.. .<t~<L las épocas en que tuvieron lugar los
sucesos de Poisson durante (0>LI. y consideremos la expresión
(2.23)TE = E
3=1
donde Tr es la suma de r variables
uniformemente en el intervalo (DL]. Si
y la varianza de una variable aleatoria
dadas por L/2 y L
2/12, respectivamente,
aleatorias
observamos
uniforme en
tenemos:
distribuidas
que la media
(0.LJ vienen
EÁT~J - rL ~ V[Tj - rL2
2 12
(2. 24)
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Por tanto, para n grande, utilizando el teorema central del
límite, llegamos a la conclusión de que
- rL! 2
rL2 /12
sigue una distribución normal N(0>1).
2.4, Muestreo multinomial
Cuando un proceso de Poisson es observado hasta que han tenido
lugar un número n fijo de sucesos, la variable aleatoria Tk(tiempo
de espera hasta que aparecen k individuos de la especie 1k> es la
suma de k variables aleatorias exponenciales>
distribución es gamma:
fi (x) = e Xkxxnk~1
y, por consiguiente, 1/ Tk es una variable aleatoria,
esperanza matemática es:
EI±’1=flkTkJt
(n—1) 1
e tekpkktn~t
(n-1) 1 dt =
r(n-1) = Ak
siendo la varianza:
Tk
(2.25)
luego su
O<x<oo (2.26)
cuya
(2.27)
(2.28)
-jE(+ )]2 t2 t2
(nk—1> 2
(2.29)
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La proposición 2.3, ya conocida, que condiciona la superposión
de procesos al tamaño muestral , nos conduce al modelo multinomial:
Proposición 2.3: Si las variables aleatorias N,.N2
son independientes y tales que cada N1 se distribuye según
una distribución de Poisson de parámetro x~, entonces la
3
distribución de (N1, N2> . . ,N5) condicionada por T=SN1,
1=1-
es multinomial de parámetros
____ ir - ____3 1~~’~ 3
EX1j=1 3=1Luego:
“Cuando se condiciona la distribución al número de sucesos T
que tienen lugar en el intervalo de tiempo (O.tJ. se recubre el
muestreo multinomia 1”.
2.4.1> Aproximación de la distribución de Poisson a la
muí ti nomi al
1~
Para determinar la distribución que va a regular el modelo,
nos servimos de la siguiente proposición enunciada por Sidney C.
Port
2:
Proposición 2.4: Sea el Vector aleatorio (N,,N
2> . . .N5) que
sigue una distribución multinomial M2(n,p,(n) p5(n)), siendo
p(n)=p,(n)+. .~p~(n), y sean N1*, i=1,2 5 variables aleatorias
con distribución de Poisson de parámetros np1(n), siendo los N1~
independientes. Entonces> si np1(n) tiende a X11se verifica que:
3 >kg~Xic
.,N3=x4=fllimP[N1=x1. k-i (2.31)
donde T=n es ahora el tamaño muestral
2 sc> Port. “Theoretical Probability for Applications”> cap> 29. 29.7. John
Wiley & Sons. Nueva York-1993.
(2.30)
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La demostración requiere los cuatro siguientes pasos:
s
‘>
[np1 <¿~> 1 X~
x11 N5=Xs] =
[np1(n)V
’
[í~p(nflflxflx.I
-1=1 1.
donde
x=x1+. . . +x3~, x1 =O,entexo.
Esto es así por ser
P[N1=x1,.,,, NsXs] =
donde npk(n) = Ak PkT.
3
gp’
II. Si O<t<1, entonces te =i—t =
Utilizando los dos resultados anteriores, obtenemos:
1 X e~~<n>
2 [i-p(n>V’ ~ P( Na=Xi, . .
.
,N;=x
3)
=<1—p(nfl~
III. Si np1(n)2 tiende a cero, para cada i, se verifica que
[1-p(n)V’ = 1
y
Por lo tanto:
nlfl
(n—x)
[np*(n) ]Xk
Xk 1
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hm P[N1=x1. N3=x3] =1
IV. Entonces,
A>
como además sucede que np1(n) =n ‘ -A1 se
k=1
ven fi ca:
lImP[N1=x1. . . . ,N3=x3] =fl
k=1
3 kgAk
xI
Como corolario de
proposición fundamental
esta proposición
en el desarrollo del
resulta la siguiente
modelo de muestreo
multinomial que planteamos, puesto que nos dice la distribución
que va a regularlo.
Proposición 2.5: La distribución que regula el modelo
multinomial es la distribución de Poisson de parámetro pkT. siendo
ahora T el tamaño muestral
En efecto:
que (N,(t),N2(t) ,..,,N5(t)) sigue una distribución
multinomial de parámetros (T,p,(T) ,..., p5(T)), siendo
A1 _ A1
T
Lxi
de tal modo que A1=Tp1m =p1T.
Ya vimos
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Se obtiene así la distribución:
— —,
lImP[N
1(T) ~1, ~ ~
k
k=1
(pkT>e
Xk!
En este modelo, el tamaño muestra] T es constante,
hemos condicionado el proceso a la suma de los Nk(t), que es T.
2.4>2. Probabilidades de especies desconocidas
muestreo muí ti nomi al
La distribución de N¿Át) condicionada Dpor ZN;h=T.
k=1
corresponde al muestreo con reemplazamiento, es:
= P[N(T) =r/N(T) >0] = (pkT)ek k rl (l~ePk’)
Como P0 = resulta:
sp0 = =1 3eP*T =,,p=
-tE
Luego:
PO = -~ Y? ePkT
k= 1
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(2.32)
ya que
en el
que
(2.33)
(2.34)
Para estimar P0, buscamos un estimador de C0. o del
recubrimiento muestral 1-C0. Goods’ fue el primero en proponer,
a sugerencias de Touring, el siguiente estimador del recubrimiento
muestra]
14’
60=1-C=Ñ,/T es un estimador de las probabilidades de las
especies desconocidas (que no aparecen en la muestra), según vamos
a ver> Luego 60 permite estimar la probabilidad del número de
especies que no aparecen en la muestra a partir del número de
especies que aparecen una sola vez en la muestra y del tamaño de
ésta. 60=ú,/T es estimador de C0, pero debemos tener en cuenta
que C0 no es un parámetro en el sentido habitual, sino en el
sentido en que lo define Lo
2.
De acuerdo con esta definición. Robbins. realizando una prueba
adicional en el mismo experimento, encuentra un nuevo estimador
insesgado de la probabilidad de especies desconocidas, propiedad
que no cumple el estimador de Good, y demuestra la siguiente
proposición:
Proposición 2.7: 60 =Ñ,/T-~-í es un estimador insesgado de C
0.
Robbins afirma que “W es un buen estimador de V porque, siendo
U=V-W. es E[U]=0 y EEU2IF<1!(T+1).
Good, 1.3. “The nuniber of new species and The increase in Population
coverage. when a Sample is Increased” Biometrica, Vol. 40. 1953 y Good, 1.3 y
Toulmin”. Vol - 46. 1956. antes citadas y Toulmin OH. The Biometrica, 43. pág. 45-
63
2 Robbins, H. (1968) “Estinating the Total Probability of the Unobserved
Outcomes of an Experiment” - The Annals of Mathematical Statistics, Vol. 39, Pág.
256-257. Lo, 5. (1992) “Fron the Species Problen to a General coverage Problem Via
a New Interpretation”. The Annals of Statistics, 20. 1094-1109.
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2.4.3. Propiedades de los números de ocupación
E
E(14~) =Z(pk,r~E e PkT¿1
En efecto, teniendo en cuenta la definición de Mr y las
propiedades de la esperanza matemática>
3
E[M~] = ~ E[Nk(T> =r]
k=1
se obtiene:
(PT)X
k=i
Luego tomamos a Mr como estimador de E[Mr]> lo que expresamos
mediante ~
-‘
~
r~1~14T ~
En efecto:
3
E(C~) -EPk~’{I[Nk
k=1
3, En particular:
E<C) -
o--f
E<C
1) - T E(C2) — 31’?3
T
Se deduce inmediatamente de (2.36).
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1. (2.35)
2. (2.36)
(T)=r}=
k=1
(PkT) X+1
(r+1) 1 111T ~
4. (2.37)
A
E[C] =í-~A
T
Basta con tener en cuenta que C=1-C0.
(2.38)
(2 . 39)3T(X)
k=r
donde
T(r) — T(T—1> (T—2> . . .(T—(r—1)) y k(r) =k(k—1> <k—2> . . .(k—(r—1)), r=1,2,3,
Esta expresión fue ya encontrada por Good
3.
3
Luego, como estimador de Y? p]C tenemos:
1=1
HHk— T¡k> ~j(k)E(M)j=k
y. en particular:
43= 1
k=2
Si designamos por Rk= Y?
j=k+2
g(k) E(Mk) podemos expresar
FI
2 =
T ( T- 1)
Good. 1.3.
Population Paranieters”. Biometrica, Vol.
Toulmin, G.H. “The Number of New Species,
when a Sample is Increased”. Biometrica.
“The Population Frequenties of Species and the Estiniation of
40, Pág. 237-264. 1953, y Good. 1.3. y
and the Increase in Population coverage,
Vol. 43, Pág. 45-63, 1956.
5
6.
7. (2.40)
(2.41)
(2 . 42)
-/7-
9. (2 . 43)
=t1 e~’k’j~
11. De (2.43)
1]
se deduce inmediatamente que
estimador insesgado de 5:
E[ 1t0 1 =
2>4,4. Función generadora de momentos de Mr
La función generadora de momentos de los Mr viene dada por:
- E[e 14] = E[e~
I[NÉ<t>E)J =ifi [eU
k=1
PkX+1PkX] =
= 5[6UM1] = Ate k’4 JENk(t>Y1] = [eUPk,r+1~Pk,r] =ñ
En efecto:
SED] =E[YMJ=Y ~ rle~, ePkr[y
3
= E ePkTePkT~2 ePk~’ =
k=1
(nkT) E
]
e. q. d.
k-1
D/(1-P0) es un
(2 .44)
4~Mr(U)
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3= I~ [1+(e U1)P] =[i+ (e U..
1) pk,E]
k=1
Luego la función generadora de momentos de M, es
4¾i~(u>=[1’i-(e”—1>Pk E]
Se trata de una distribución binomial de parámetros B(S.Pr).
Tomando esperanzas> resulta:
EU4J
5’~E
de donde podemos estimar ~r mediante:
ME
E 3
Podemos enunciar, por tanto, la siguiente proposición:
Proposición 2.8: Los números de ocupación, Mr> en este
<2.45)
modelo, tienen una distribución binomial de parámetros:
Se verifican las siguientes propiedades:
1.
II.
III.
(2 . 46)E[M,] =P,3=ME
Var ~ ME(íS)
(2 . 47)
(2 . 48)
Por ser la distribución de los Mr binomial, se verifica
siguiente proposición:
la
-79-
Proposición 2,9: La distribución del vector de posición
CM,,...> MT)
M,(T,P,,..., P7).
tiene una distribución
Estimando
multinomial
los ~r mediante Mr/S> la
distribución de (M, ,...,MT) es aproximadamente multinomial
de parámetros 14(2 “Sr, . . 4)
2.4.5. Covarianzas
Veamos cuál es la función generadora de momentos de la
variable aleatoria bidimensional (Mh,Mk).
~Mh+Mk<Uí y) =[e~~~h+t~Mk] — 4eU1Vi<flhkVILNJ(2’) =k]] =
al ser las variables intercambiables
s s
— fl fl [(eu.1>P,<1.P;)+(e v..1)P;(1>..P;)+(e u,e “—i>p~p— (euv~1> P,P,~.ei]
hti kl
Tomando logaritmos en los dos miembros. resulta:lnbM,M (u, y) =(e U1)pj <e Ví)Ñ (eU+v1)
5
Luego la función generatriz de momentos es:
<~~ ~>=e{(éut»~ñ+(e vi»~(e >4ev i) MhAk}
que es la función generadora de momentos de una distribución
bivariante de Poisson, que verifica, por tanto:
1. Cov<Mh,Mk) ah4
3
(2.50)
(2 . 49)
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II. Var [MJi] =ají—=#) (2,51)
2.5. Coeficente de Variación de las Pk
En las aplicaciones prácticas rara vez se da la hipótesis de
homogeneidad, que consiste en admitir que “todas las clases tienen
el mismo tamaño y todos los individuos de la población la misma
ñrobabilidad de ser seleccionados”, lo que representamos por
It :p,=p2=. _ 1
Para encontrar un estimador para una situación no homogénea,
es necesario tener en cuenta la variación entre las probabilidades
de las clases. El coeficiente de variación de Pearson es una buena
medida de la heterogeneidad de la distribución de las Ph
Se define el coeficiente de variación de Pearson de las Pk
como:
(2.52)
El cuadrado del coeficiente de variación de Pearson es, por
tanto, igual a 5 por la varianza de las Pk’ y, por tanto, igual al
producto de 5 por la suma de los cuadrados de las Pk menos 1:
3
9241=324 (2.53)
.1=1
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1~
3Como H2=R2/(T(T-1)) es un estimador
teniendo en cuenta la relación anterior, se obtiene:
92+1 T(T—1> (2.54)de donde resulta, como estimador4 del cuadrado del coeficiente de
variación de Pearson:
(2.55)
Vamos a considerar dos situaciones.hipótesi de homog neidad:
H,.: p,=p
2=. . . p5=1/S
2,6>1. Situación homogénea. Muestreo multinomial
según se admita o no la
Cuando las abundancias reí ati vas son iguales, lo que
expresaremos diciendo que se cumple
“homogeneidad”.
la hipótesis
es decir, cuando se verifican las
H de
igualdades
p1=p2=... p5>4/S~ el problema ha sido ampliamente tratado
resuelto satisfactoriamente en algunos casos.
chao, A.
Journal of the
Marzo de 1992.
y LeeS. “Estmating the Number of classes via Sample Coverage”.
knerical Statistical Association. Vol> 87. N
0 417, Pág. 210-217.
i risesgado de
i=1.
2.6. Estimadores de 5
y
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Podemos citar> entre otros muchos, a Lewontin y Prout<1956),
Oarroch(1958), Harris(1968) y Holst(1981). .
Dos estimadores son los que destacan por su importancia:
estimador de Oarroch y el estimador de máxima verosimilitud.
Proposición 2.9: “Bajo la hipótesis de homogeneidad> los
momentos centrales de las Pk son todos nulos
En efecto:
el
3
mk=Z(Pk
Proposición 2.10:
= o-4)
Bajo la hipótesis de homogeneidad.
verifican las siguientes relaciones:
3 2
’
A) ~~~ePkT=e 5
k=i
B) T
Demostración:
La relación A) es inmediata. En cuanto a B), basta con tener
E[MíJ=fje~=Te S.1
k=i T
en cuenta que
2
Proposición 2.11: La condición necesaria y suficiente para
que se verifique la hipótesis de homogeneidad es que sea
nulo el coeficiente de variación de Pearson de las Pk
Demostración: Basta con tener en cuenta
la definición del coeficiente de variación.
la proposición 2.5 y
1
se
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2.6.1,1. Estimador de máxima verosimilitud
El estimador conocido como de máxima verosimilitud
solución á1 de la ecuación:
y = s[í~eA1
Se trata del estimador de máxima verosimilitud
distribución de particiones de Maxwell-Boltzman, que es la
distribución para particiones en el modelo multinomial cuando se
admite la hipótesis de homogeneidad, cuyo estudio realizamos a
continuación.
2.6>1.2. Distribución de Maxwell-Boltzman
La distribución de {Nk(t). k=1,2 D} se obtiene a partir de
la distribución de los Nk(t) condicionada por
3E Nk ( t) =
k=1
P[Nk(t) >~~k
1 =
3
P[Nk(t) nk,k1,2 ~/~ Nk(t) =T] =
(Pkt) e Pkt <Pkt) (T—nk) 1
<Pkt) TI
es la
(2.56)
para la
luego
s
“Ji
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3Iii .Pk
H ~k1k~t
Si se admite la hipótesis de homogeneidad: p,=p
2=. . .=p5=1/S, se
obtiene:
D (1>2’ nkto
II nk 1
k=1
Esta distribución es la probabilidad de obtener una muestra
de una población en la que hay una partición formada por 5 clases
de modo que en dicha muestra hay n~ objetos de la población> Ahora
bien, sólo D. de entre las 5 clases; estarán representadas en la
muestra, luego habrá otras S-D clases no representadas. No todas
las muestras se distinguen unas de otras.
No se sabe qué conjunto de D clases de las 5 que componen la
población se encuentran en la muestra, siendo el número de
muestras con D clases diferentes:
3!
DI <3-y)!
Además sucede que no se sabe cuál de entre las D clases
seleccionadas está representada nk veces. El número de formas en
que D clases pueden constituir una partición de modo que Mk clases
aparezcan k veces es:
DI
JI TMk~
Según estos razonamientos, la probabilidad de obtener una
muestra distinguible es:
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TI 3! (2.57)[Ú1flkInMkll[ (s—D) 3”’
]
Hemos obtenido así la función de verosimilitud> Se trata de
la distribución correspondiente al muestreo multinomial bajo la
hipótesis de homogeneidad (distribución de Maxwell-Boltzman). cuyo
estudio realizaron Lewontin5 y Prout en 1956.Veamos que la solución 5, de la ecuación
D = 3[1~es]
es un estimador suficente y de máxima verosimilitud para 5.
Que es suficiente resulta evidente si observamos la expresión
(2.57) de la función de verosimilitud, que aparece descompuesta
en producto de dos factores: el factor de la derecha depende de
5 y de O, y el factor de la izquierda, que depende solamente de
las observaciones.
Veamos que se trata de un estimador de máxima verosimilitud,
siguiendo un razonamiento diferente al de Lewntin y Prout.
Tomando logaritmos, resulta la función:
lnP= lnl’(S+1> ~-1n1’(T+1)—lnr(3—D+1) —
D D
—~~~—E lnr(Mk+1) -Y? lflr(¿2k+í, (2.58)
k=1 k=1
Los últimos sumandos no dependen de 5, por lo que derivando
con respecto a 5. se obtiene:
_____ - r<si> _ r’(s-D+1) T3
Lewontin. R¡t and Prout. T> “Estimation of the Number of Diferent classes
in a Population” - Biometrics. 12. pág. 211-223> Junio de 1956>
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Igualando a cero, y> teniendo en cuenta que
r(x+1) 2 3
siendo c la constante de Euler-Mascheroni, resulta:
1 = o
2 3 .8 2 S-D .3
de donde se deduce:
D
1 1 1 r’ 1 _ T
_____ + +...+— =, — —S-D-’4 S-D-’>2 3 ~ 3-D+j 3
Teniendo en cuenta la relación6:
fi
~ 3-yo
1
2
1
x’ dx = ½ 2
1
2
resulta:
Al
3+ —
in 2T
3-y-’-—
2
Como
podemos poner
6 Fe]ler,W. “Introducción a la Teoría de Probabilidades y sus Aplicaciones”,
Volumen 1. capitulo ix, apartado 3. Méjico, 1993.
2
3-y+-~.
3
3-y
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2’2’ ..‘ ..‘ 2’
___ — ~
3-y
Ú
—1-— =eá
de donde finalmente:
y = 33[ie]
cuya solución es el estimador de máxima verosimilitud para, al que
vamos a dentar por S3.
2.6,1,3. Varianza del estimador de máxima verosimilitud
La derivada primera del logaritmo neperiano de la función de
verosimilitud queda en la forma:
din? = inÉ-in (á~t) --~
s
puesto que satisface las condiciones de Cramer-Rao.
La varianza del estimador viene dada,
Var(ff> - -
‘
E( d2inPJ
en general por
Ahora bien: d
2inP _ 1 1 7’
-1-———
Entonces
ir
= —+——— —R.
>? g2[ >q-J5
]
1 7’ [~-iki~ 1
= —+———E[oe] ——+——— 7
(2.59)
4 a=1n~
Luego
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Var(4,> = 7’
1 7’ 1 3
? ~?e
2’
e -—-1
.4’
resultando la expresión que dieron Lewontin y Prout:
Si utlizamos conjuntamente los resultados
proposición 2.8, obtenemos:
E(D) =4-Y?k e tPkT = ____T
de donde> si denotamos a este nuevo estimador por S
4. es:
que puede ponerse en la forma
(2.61)
Se trata del estimador de Darroch, que está basado en el
estimador del recubrimiento muestral de Good-Touring.
u
u
var(S) - ________
2
’
e
33
(2.60)
2,6.1>4. Estimador de Darroch
A) y B) de la
-89-
Más adelante veremos una estimación de la varianza, que se
obtiene fácilmente al estar formado el estimador por combinaciones
lineales de los números de ocupación,
W.W. Esty’ estudió la eficiencia de los estimadores de Oarroch
y de máxima verosimilitud> analizando los estimadores de los
respectivos recubrimientos muestrales:
- -z
0-1-e ~ y 0=1-—
T
concluyendo que el estimador de Good-Touring es “bastante
eficiente cuando se le compara con el de máxima verosimilitud”.
2.7. Tiempo de espera hasta la primera renovación
Aún cuando la superposición de procesos no fuera un proceso
de renovación, se puede obtener la distribución del tiempo de
espera hasta la primera etapa de renovacón después de la etapa
cero siguiendo el razonamiento que hace Feller8:
En efecto, la función de valor medio de cada proceso es:
t
mk(t) =E[Nk(t)] PkT~
1~>x
luego
1 T ~11 ~ ~Ti (2.62)
pPkt ~ a
1.11 p~,
de donde el tiempo de espera W en el proceso cumulativo es el más
pequeño de los tiempos de espera Wk, por lo que
‘ Esty, W. W. >‘The Annals of Statistics”, Vol - 14. N 3, 1257-1260: 1966.
Feller. W. “Introducción a la Teoría de Probabilidades y sus
aplicaciones” - Volumen II. LIMUSA. México 1989.
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P [PV>t] =i>-P [W=t] = i~ <1—e-”’) = (2.63)
Entonces
P[W=t] =i—eT (2.64)
Además, en el proceso cumulativo, se verifica:
E[W] — 1 _ T _ t=Tcc (2.65)
a t
Como P[W>t]=(P
0)5, se verifica que
2
’
g (2.66)
2.8. Proceso combinado
Teniendo en cuenta la caracterización de los procesos de
Poisson con relación a la superposición de procesos que hace
Samuels’0, a saber: “La superposición de dos procesos de
renovación independientes es un proceso de renovación si, y sólo
si los procesos componentes son procesos de Poisson”. el proceso
combinado es un proceso de renovación.
Además, el proceso combinado> N(t). puede aproximarse” por
la suma de un gran número de variables independientes indicador>
de modo que la distribución de N(t) tiende a una distribución de
Poisson, cuya función generatriz de momentos viene dada por:
Samuels,S.M. “A characterization of the Poisson Processes”. 3. Appl - Prob.
11. 72-85> 1974.
coxoR. & IshamV. “Point Processes”, capitulo 4, apartado 4.5. chapman
& Hall, Londres 1992>
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‘PN(t) (Z) — E(zN<t>) = ñk=1
{i—-l¶~ i—z4
~>
-~ =~[iv;<t> =1], Vk.
de modo que, cuando 5 tiende a infinito, la expresión
tiende a la función generadora de probabilidades de una variable
de Poisson de parámetro w.
Por lo tanto, en nuestro caso será:
3
‘l’~<~> (z) = E(zN<t>) = H {1—PkTe (1—z> }
k=1
<2.69)
Tomando logaritmos:
3
lr1[lN<~> (z> ] = ~ in{i+PkTe
k=1
3
=E {PkTe } (z—i) =
k=1
3
~TY?pkePk~’(z~1)—
k=1
(z—1) } =
TtpkePk¾z~i> =
TC4z—1) =A?
1(z—í)
la función generadora de probabilidades
@N<T) (z) = e~’ <1-z) — e -
6
0T(1-z)
que es la función generatriz de probabilidades de un proceso de
Poisson de razón M1=C0T.
siendo
(2 67)
(2 68)
anterior
Luego
combinado es:
del proceso
(2.70)
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Entonces, como
m( t) = 6
0T= ~ (2.71)
‘Ix
los tiempos entre llegadas> X. correspondientes al proceso
combinado siguen una distribución exponencial de media 11C0=T/M,.
y los tiempos de espera hasta que tienen lugar r sucesos siguen
una distribución gamma de parámetros (r,T/M,), de modo que
E[W,]=T/M,. donde W, es el tiempo trascurrido hasta obtener 1
especi e diferente.
Como N(t)=M1. los M,-1 instantes T<1)>....T(M,)-l del intervalo
(O>t] en los que ocurren los sucesos son variables aleatorias que
tienen la misma distribución que si fueran los parámetros
correspondientes a M, variables independientes U UMÍ,
distribuidas uniformemente en el intervalo <0,t].
Se dice que T<,> T¡M,) son los parámetros correspondientes
a U,,... UMl si T(1) es el menor de los valores entre U,,.. .U~. T<2)
es el segundo valor más pequeño, y así sucesivamente, siendo T(M,)
el valor mayor entre U UMl. Los M, instantes T<1)>..., T<M,, del
intervalo (0.M,] en los que tienen, lugar los sucesos, considerados
como variables aleatorias no ordenadas> están distribuidos
uniformemente y son independientes en el intervalo (0.M,].
La variable aleatoria T¡r~ y la variable aleatoria Wr, que
representa el tiempo de espera hasta que tiene lugar el r-ésimo
suceso, son dos notaciones diferentes para expresar el mismo
concepto.
Entonces el estadístiico de orden h-ésimo de T<,> T<M,). y.
por tanto> de W,,..., WM, es el estadístico de orden h-ésimo de
T(1),..., T(M,,, que son van abí es aleatorias distribuidas
uniformemente en (011,]. Luego el estadístico de orden T(h) sigue
una distribuéión beta.
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2.8.1. Comportamiento asintótico. Intervalo de
confianza para 5
Acabamos de ver que el proceso combinado N(t) se comporta como
un procesO de Poisson homogéneo de media M,, lo que nos dice que
en el período (0>tl se producen M, renovaciones, es decir.
aparecen M, especies diferentes. 12
siguientes propiedades asintóticas para valores grandes de t:
Proposición 2.12: Sea Nk(t) un proceso de punto renovado, con
Ahora bien, los procesos de punto renovados verifican las
tiempos entre llegadas X1. independientes y todos con la
distribución que una variable aleatoria T.
Una expresión asintótica para la media m(t)=EEN(t)].
si p=E[T] <oc, es:
(2,72)
y una expresión asintótica para la varianza Var[N(t)],si
finitas p. =E[TJ y o2 = Var[T] , es
hm Var [N< t) 1
t
Entonces la normalidad asintótica del proceso renovado,
si E[T2] < ~, viene dada por
12 ParzenE. “Procesos Estocásticos”. capít. 5. apart. 53. EdParaninfo.
Madrid 1972.
misma
íímm (t) — 1
t-»= t p
son
<2.73)
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Luego N(t) está distribuido asintóticamente con media
varianzas asintóticas dadas por (2.72) y (2.73)’~.
Aplicando este resultado a nuestro proceso,
I.L
como
4=4
resulta:
[ g ‘-a= ¡
De aquí> si tomamos a —O~O445, se obtiene el intervalo de
confianza del 95>55% para N(t):
Teniendo en cuenta que E[N(t>] =~
1, dividiendo por el tamaño
muestral T, es:
7’
2,,/B~j
7’
Restando de 1, resulta:
ParzenE. “Procesos Estocásticos”. capitulo 4, 4A. Ed> Paraninfo. Madrid
1972.
N(t)—S
lImP ~ =x = 1 (e~ay
3
(2.74)
y
(2.75)
-A
[Í~-2g=Nt =b4+2fi~] <2.76)
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________ ~ T-14+2g
7’ 7’
Invirtiendo y multiplicando por O, se obtiene finalmente:
(2.77)
que es un intervalo de confianza del 95>55% para 5. bajo la
hipótesis de equiprobabilidad.
2.9. Muestreo multinomial, Situación no homogénea
La situación homogénea ha merecido más atención. Sin embargo,
en la práctica> lo más probable es que nos encontremos con
situaciones no homogéneas, siendo las clases no equiprobables.
Para resolver el problema en una situación no homogénea, es
conveniente tener en cuenta la variación entre las probabilidades
de las diferentes clases cuyo estudio nos lo van a proporcionar
los momentos centrales de las abundancias relativas. Necesitamos>
por tanto> conocer la distribución de las Pk’
En principio> en este modelo, las abundancias relativas son
constantes.
Se puede generalizar el modelo, haciendo que las abundancias
relativas sean variables aleatorias> lo que haremos en el phoximo
capítulo, donde supondremos que las Xk siguen una distribución
gamma.
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2.9.1. Estimador de Chao para situación no homogénea
Se trata de obtener el estimador de 5 en función del
coeficiente de variación de Pearson de las Pk
Vamos a considerar el estimador del recubrimiento muestral
Partiendo ahora de la expresión
que se transforma en:
3
c <~) Y? ePkVk=1
6
al ser 1—0=7- resulta:
(2.79)
Teniendo en cuenta que
3
= E Pk~k=1
0=
T
Ú _ ~ s[í-t ePkT1~3C
6
(2.78)
A 3
s±-re~2’
y 1~3=—-
6 6
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y substituyendo este valor en (2.79)> resulta:
<2.80)
Desarrollando ePkT en serie de Taylor en un entorno
simétrico de centro Pk=115’ se obtiene:
ePkT~ eÁ[i T(Pk-.*)J T2e0T 3+ 2 Z(Pk
y. por tanto:
rs
-Se
k=1
3
~ 2 ~
2’ 3
= ~Te S~ (Pk>~>
2 T2eOT
=—Te S.y + 2.92 S(1~SPk)”
k- 1
2 T2eOT
2.82
ST2eO7’ S
+ 2
3
Y (1SPk)” =
k-1
donde el resto
1)2
,o<6<i~
>2
T2e~O2
’
252
3
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T2 e -82’2.92
Y
Y? (i—~~ñ”~ 0<0<2.k=1
es función del momento de tercer orden de las Pk’
Acotemos el resto:
5
Rl = T2 e67’ Y? I1~SPkI3
232
£ 7’2 $
2.92 > 1—Sp¡” = Y?
292
La última desigualdad es cierta por verificarse la relación
1~x=ex, ‘dx.
Entonces:
1<1= 3e”
2.92
7’2 Tln<T/A?
1
)
23e
3 2e3
y este último término nos proporciona una cota del
estimar 5, suficientemente pequeña.
Como nuevo estimador de 5, al que denotaremos por S
5.
para una situación no homogénea, hemos obtenido:
5
5
5 .-.O
4T(i-ó)
-. ‘Y
O
Se trata del estimador de Chao, que depende del coeficiente
de variación de Pearson. Es necesario> para evaluarlo, tal como
hace Chao, realizar una estimación previa de 5 utilizando un
estimador homogéneo como el de Darroch, con lo cual obtenemos:
T-M1T + TM ,> (T—i)
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(2.81)
error, al
ahora
(2.82)
(2. 83)
2.9.2. Estimador basado en la proporción de especies
Veamos un nuevo estimador para la situación no homogénea, que
depende también del coeficiente de variación de Pearson, pero que,
en lugar de estar basado en el recubrimiento muestral , se define
a partir de la proporción de especies que aparecen repetidas en
la muestra:(T-D)/D.
Partimos de la relación
3
i—P0=i—-~Y? ePk7’ (2.84)
Como tratamos con procesos estocásticos, cuyo parámetro t es
continuo, podemos desarrollar la suma en serie de Taylor en un
entorno de t=0, y particularizando en t=T (condicionando al tamaño
muestral T)> puesto que se trata de una exponencial, que converge
en toda la recta real, se obtiene:
por tanto
3323’-
donde
K=.-T~p~eOPkT,O<6<1.
Teniendo en cuenta que
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3Y??— y2+í
k=1
se obtiene:
D T q’2 9+1
3 3 2 ~2
de donde,
(286)
si denotamos a este estimador por S7, queda:
(2.87)
que también puede expresarse en la forma:
(2.88)
Si suponemos que se verifica la hipótesis de homogeneidad> es
decir, que todas las Pk son iguales> será nulo el coeficiente de
variación, y, por tanto, se obtiene el estimador homogéneo basado
en la proporción de especies, OIT, que hay en la muestra:
(2.89)
Utilizando <2.88) para hacer una estimación previa de 5, que
nos permita estimar el coeficiente de variación de las
resulta:
Pk’
= T
2 <92+1)
2 < ->D)
T T
2 + ____
ñ y1—— 1—
T T
T
2
t1——
T
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(2.90)
2>9.2>1,
Partimos de
Entonces
5K = Y? Pk e
3Pk ~
6S~
una cota superior del
= T(T)2 - (1)
resto, al estimar 5.
H=SK=
2.10. Estimadores de menor sesgo para el recubrimiento
muestral
Vamos a utilizar el método de eliminación de información de
Lo para reducir el sesgo del estimador del recubrimiento muestral
2.10.1. Nuevo estimador utilizando el método de Lo
El método desarrollado por Shaw Haw Lo’4 consigue reducir el
sesgo del error en la estimación del estimador de Good-Toulmin,
lo que nos ha permitido reducir el sesgo de los estimadores
Darroch y de Chao,
“~ Shaw-Hwa Lo> “The Annals of Statistics”, Vol> 20, N0 2, 1094-1109: 1992.
Acotación del resto
,o<O<i.
de donde, es:
de
-102-
La idea de Lo es crear información acerca de una cantidad
aleatoria desconocida, eliminando una observación de la muestra
de dimensión T en un cierto instante dado, y comparar la
observación eliminada con el resto de las T-1 informaciones
restantes.
Fundamentalmente lo consigue realizando una nueva experiencia
apoyado en la equivalencia del “problema de estimar la
probabilidad total de especies desconocidas” y el de “estimar la
probabilidad de que, en una prueba posterior, se obtenga una
especie desconocida condicionada por los resultados anteriores”.
Por tanto, una vez se han obtenido los T resultados de una
muestra de tamaño T, se detiene el proceso. Entonces se simula una
nueva prueba, la (T~1)-ésima, y se observa el resultado en función
de los anteriores. Desconocemos lo que sucede en esta nueva
prueba. por lo que debemos estimar el valor esperado a partir de
los datos de que disponemos en las T pruebas realizadas.
2.10.2. Estimadores de la probabilidad de especies
desconocidas
Comenzamos por exponer el proceso que sigue Lo para estimar
la probabilidad total de especies desconocidas.
Suponemos que hay M, especies que han aparecido una sola vez
y M2 que han aparecido 2 veces.
La probabilidad de que aparezca una especie desconocida se
estima por %=M,/T: la probabilidad de que aparezca una especie que
ha aparecido una sola vez se estima por C,=2M2/T; y la probabilidad
de que aparezca una especie que ya ha aparecido más de una vez,
se estima por 1-C0-C,=1-M,/T-2M2/T.
Entonces, si designamos por M’, el número de especies que
aparecen una sola vez en la muestra de tamaño T~1, podemos estimar
la esperanza de M, en función de que la especie obtenida haya
aparecido una sola vez> más de una vez o ninguna.
Tendremos:
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M%=M~+1, con probabilidad
14% =1411c0n probabilidad
M%=M1—1, con probabilidad
M
~ Si
7’
no había aparecido:
14
2142 ,si apareció más de una vez:
7’ T
2142
7’’
si apareció una sola vez.
El valor esperado de M’, condicionado por los valores
obtenidos es:
Si utilizamos 21427’ como estimador de M%, se obtiene
el estimador de Ca:
= .1
*-2M21 Tr T+1 T<T+1> =
k 2A~
2’ T(T+1)
El estimador mejorado para C0 es, por tanto:
4 2At
7’ T(T+1)
Este estimador no es insesgado para estimar C0. Sin embargo
sesgo de 6~ , al estimar C0, en el orden de o(T2).
M,,M2. ...
M~ 2142
7’ 7’
reduce el
(2.91)
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En efecto, el sesgo de la <T-1)-estimación de orden para
estimar la probabilidad de que el resultado de la siguiente prueba
partenezca a la muestra de tamaño T, viene dado por:
donde
6 vale 1. con probabilidad
¡4
a.
7’,
si la especie obtenida no
había salido antes,
6 vale 0, con probabilidad A?1 214. la especie obtenida
había salido al menos dos veces,
6 vale -1, con probabilidad 2142
-f si la especie obtenida
había salido una sola vez.
El sesgo del error es> por tanto:
~[-~—~‘
7’ T+1
E[141] (T.i-1) —E[141] T
7’ ( T+1)
E(141) — E(141) E(6) =
7’ T+J. T+1
_____ +
EE141] E(141] + 2E[142] 2
_______ =O(T’)
T(T+1> T<T+1) T(T+1> T+1
La desigualdad tiene lugar por ser sus2] ==EV71]~
En cambio, el sesgo de la (T+1»-estimación es del orden de T2En efecto, el sesgo de la nueva estimación será ahora:
2E[M
2
]
(2,92)
con e1<í.
-105-
E1 14~ 2142 xlLTTU] M~ 2142 ~ 2142’ 1+[7’ 7’ T+1 T+1]
donde M
2’ representa el número de especies que aparecen dos veces
entre todas las pruebas.
Si tenemos en cuenta que:
con probabilidad 1, la espresión (2.93) está acotada por
31<T<T+1)), y, por tanto, el error es de orden (F2).Mediante el mismo razonamiento, se llega a un estimador para
Cr con menor sesgo, siendo éste:
(r+1) ME+l + (1+1) [(r+i) A?E+l~ (r+2) 4+2]
T(T+1)E T+1
2>10>2.1> Estimadores de Darroch-Lo y Chao-Lo
Utilizando
Darroch, D
(2.91). para esimar P
0,
.y Chao> .4’~=—+—~Q
CC
los estimadores de
mejorados con la técnica
de Lo, que se obtienen, son:
5
4 24
1——— +
T T(T+1)
DT ( T+ 1)
(T+1> (T—A?1)+24
Obtenemos, de este modo> los estimadores que vamos a denominar
de Darroch-Lo y Chao-Lo, respectivamente, y que son más precisos
que los de Darroch y Chao en cuanto al sesgo:
(2.93)
(2 . 94)
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tT(T+i)(T.*1) (T—41) +242 (2.95)
(2.97)
y
2.10.3. Estimador de la proporción de especies
Vamos a utilizar el criterio de Lo para mejorar la estimación
de especies que son extraídas al menos una vez en una muestra de
tamaño 1+1. Si designamos por D’ el número de especies diferentes
que aparecen en la muestra de tamaño Fi, la esperanza de D> se
puede estimar en función de si la especie obtenida había salido
ya o no había sido obtenida antes.
La diversidad> D> tiene como estimación Di siendo:
W=D-’-1, con probabilidad M,/T. si la especie obtenida no había
aparecido antes,
D’=D. con probabilidad 1-M,/T, si la especie obtenida había salido
antes.
El valor esperado de D’ condicionado por los resultados de
la muestra de tamaño T es, por lo tanto:
1 ( -. ___ Al1
-Ñ—-4Í)= +
es decir:
ñ 41T(T+1>
El sesgo del error, como sucede en la estimación de C0, se
reduce también, siendo del orden de CF2).
-107-
Entonces, la proporción de especies que aparecen al menos una
vez en la muestra de tamaño T~1, reduciendo el sesgo del error,
es:
_ A?D — a
.
1—F0=1— T-’-1 T(T+1) (2.98)
2.10.3.1. Estimador de 5 basada en
Se trata ahora de utilizar
expresiones (2.88) y (2.89).
F0 para estimar
El estimador que se obtiene
5 en las
para el
número de especies tomando F0, es:
(2.99)(92+1>
Bajo la hipótesis de homogeneidad. resulta el estimador:
T2(T+1)
= 2 [T(T+1—ñ) —4]
Tomando 5R21(T(T-1)) como estimador de se obtiene:
(2.101)
2.11. Cálculo de la varianza de los estimadores de 5
Los estimadors obtenidos son todos funciones diferenciables
de los Mr> lo que nos permite estimar la
consiguiente, el error
varianza y. por
típico de los mismos. Para ello,
necesitamos hallar la matriz de covarianzas u~. y la varianza del
estimador de 5 vendrá dada por:
= T¾T+1)
2 [T(T+1—=)—4]
(2.100)
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(2.102)
k=1 h=1 a14k
donde
En forma matricial , se puede expresar del
(2.103)
siguiente modo:
2
- LE L~ (2.104)
si endo
(2.105)
L’ es la traspuesta de L y es la matriz de covarianzas
de los Mk
2.11.1. Expresión de los estimadores para el cálculo
Para calcular estos parámetros, considerando
aleatorias dependientes de los Mk. los distintos
estimadores deben expresarse en función de los Mr. El estimador de
Darroch-Lo queda en la forma:
(Y?kzdk)(YAlk)(Y?k<k—íWk
)
34 = (Y? (k—1>Mk)(Y?kMk—1) (2,106)
01d, = rA?k(~—.Ét si k=h1
¡ £ sik!=h
1 3
E
van abí es
DyT como
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2.12. Ejemplo
Para hacer un estudio comparativo> nos hemos servido del
propio ejemplo que utiliza Chao, que lo toma, a su vez, de Holst.
Se trata de un problema de numismática: Ha sido descubierto
un tesoro formado por 204 monedas, que han sido clasificadas según
los diferentes tipos de troqueles utilizados en el proceso de
emisión, y se pretende averiguar el número de troqueles utilizados
en el propio periodo de emisión de las monedas.
Las frecuencias obtenidas para el reverso han sido: 156
aparecen una sola vez, 19 aparecen dos veces, 2 aparecen tres
veces y 1 aparece cuatro veces. En el anverso, las frecuencias
vienen dadas por: 141 una vez. 26 dos veces, 8 tres veces. 2
cuatro veces, 1 cinco veces. 1 seis veces y 1 siete veces. El
siguiente cuadro resumen recoge los valores obtenidos por los
estimadores de máxima verosimilitud, Darroch, Chao y estimadores
basados en las proporciones,
Anverso Reverso
Estimador 5 CV2 Error 5 CV2 Error
53
*5
~8
*5
*5
731 0>084 130’6
756 0>132 145>1
844 “ 186>1
800 0191 141>8
958 “ 158>7
~ 0127 142>8
838 “ 1831
197 0>193 1396
946 “ 156>1
256 0>335 24’8
282 0>465 64>9
378 “ 652
330 0721 307
568 “ 709
281 0465 327
374 “ 643
329 0>700 30’5
563 “ 70>5
Los intervalos de confianza del 445% son
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Para el anverso:
para el reverso,
(497. 1531)
(235,352)
Todos los estimadores homogéneos evaluados caen dentro de los
intervalos. Así:
131, 756. 800, 154. 797 están comprendidos entre 497 y 1537.
256. 282. 330, 281. 329 están comprendidos entre 235 y 352.
Observamos cómo, en el anverso <donde el coeficiente de
variación de Pearson es pequeño), en los estimadores basados en
la proporción (marcados con.*), es menor el error típico que en
los de Darroch y Chao.
-f
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2>13, Resumen del capitulo
Se introduce el modelo no paramétrico como la superposición
de 5 procesos de punto, que son 5 procesos de Poisson homogéneos>
que dan lugar a los dos grandes esquemas de muestreo: esquema de
Poisson cuando se observan los procesos durante un intervalo fijo
de tiempo (0.t], y el modelo multinomial. que se obtiene cuando
se continúa el proceso hasta que tiene lugar un número fijo de
sucesos.
En el primer caso, se obtiene la distribución de Poisson de
media Xkt£ y, en el segundo, se demuestra que la distribución
tiende a la de Poisson de parámetro pkT.
Estimando la media poblacional a partir de la media de la
muestra, y utilizando las propiedades de los dos primeros números
de ocupación, se obtiene el estimador de la probabilidad
desconocida:
que da lugar al estimador de Poisson <verión de Zelterman):
-. D
1-e M
1
Desarrollando et en serie de Taylor en un entorno de t=0, y
particularizando para t=A/s, resulta un nuevo estimador de
Poisson, que depende de C0 y C,:
y
éa.(éi)
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y que permite obtener fácilmente una expresión de la varianza. ya
que C0. C, y D son funciones diferenciables de los M~.
Se estudian las propiedades fundamentales del modelo
multinomial , concluyendo:
1. El vector M=(M, M0) tiene una distribución multinomial
de parámetros M(T>M,/T,..., M~IT).
2. Estimando los Pr por M,/S. la distribución del vectror M es
múltinomial 14(T,141, . . .
3. Las Pk son constantes, siendo condición necesaria y
suficiente para que se verifique la hipótesis de equiprobabilidad
que sea nulo el coeficiene de variación de las Pk
Surgen, de modo natural, los estimadores homogéneos de Darroch
y de máxima verosimilitud. Este último es el que coresponde a la
distribución de Maxwell-Boltzman. que se deduce de modo diferente
al que emplearon Lewontin y Prout, dando también la expresión de
la varianza,
Analizando el proceso combinado, se llega a construir un
intervalo de confianza para 5, bajo la hipótesis de homogeneidad:
TD TD
T->M1+2,/i?j
Desarrollando en serie de Taylor ePk
2’ en un entorno de Pk=115>
se obtiene, de modo sencillo, el estimador de Chao, que depende
del coeficiente de variación de Pearson de las Pk’ el cual, a su
vez depende de 5. Por ello, es necesario hacer previamente una
estimación de 5 a partir de un estimador homogéneo como el de
Darroch, que se elige por ser> según demostró Esty “bastante
eficiente cuando se le compara con el de máxima verosimilitud”.
El estimador de Chao se basa en el recubrimiento muestral C,
siendo:
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D T(1-6)~3= —+ Pl’6 6
Desarrollando también ePkT en serie de Taylor. pero ahora,
utilizando t=pkT como variable, se obtiene un nuevo estimador para
una situación no homogénea, que no depende del recubrimiento
muestral, sino de la proporción de especies en la muestra:
7
’
2 <92+1)
‘y
T
Finalmente, hemos aplicado los métodos de Lo para reducir el
sesgo en los estimadores de P
0 y de F0, obteniendo como estimadores
de 5 de menor sesgo para el caso no homgéneo:
DT (T+ 1)
(T+1) (T—4,,>.24
( ¡54
+ 1
1)
y
~11=4[T
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III MODELO PARAMÉTRICO
3.1. Introducción
Hemos representado e] “muestreo de las especies” como una
superposición de procesos de Poisson en el intervalo de tiempo
(O,t]. con t>G. que. al ser desconocidas las especies que no
forman parte de la muestra, debemos truncaría en el origen.
Representamos por Nk*(t) la distribución truncada en el origen
y por Nk(t) la distribución ordinaria. Sus expresiones son:
(Xkt)r eXkt
P[Nk(t>=rl= (3.1)
de la
(3.2)
que proporciona la probabilidad de obtener r individuos
especie ‘k en el intervalo (O,tl. á’
(Akt>t eXktPEN;<t) =r) =P[Nk<t)=r Nk(t>=1]= rl
que es la probabilidad de obtener r individuos de la especie
‘k en el intervalo (O.tJ. cuando ya se ha obtenido al menos un
individuo de la clase ‘k’
Se puede generalizar el modelo haciendo que las Xk sean,
a su vez, variables aleatorias con una distribución común como
puede ser la gamma de parámetros (A,1/A) dando lugar al
modelo de Polya.
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3.2. Proceso de Polya
La elección de una distribución gamma de parámetros
(A.1/A) para los X~nos lleva al proceso de Polya. que pasamos
a analizar con detalle.
El proceso de Polya se obtiene fundamentalmente de tomar,
como distribución de los A1. una distribución gamma, de tal
modo que la distribución compuesta es la binomial negativa.
que viene dada por:
P(Nk(t> =r/A> = r(A-i-r) ~ Z( A \A
r!r(A) tÉ-A) k’ 11,2,... (3.3)
Vamos a suponer que las diversas especies constituyen una
partición de la población. formada por D~1 clases:
‘1’2
1D’ cuyas especies son conocidas, y una clase I~,
compuesta por las especies desconocidas (que no forman parte
de la muestra).
Si realizamos un experimento consistente en la selección
aleatoria de individuos de la población, y realizamos, no un
número fijo de pruebas. sino que continuamos el proceso hasta
que se obtienen por primera vez A especies de la clase J~.
habiéndose obtenido antes r-1 individuos de la clase ‘k’
estamos ante el tipo de muestreo secuencial . cuya distribución
conjunta corresponde a la distribución multinomial negativa.
La distribución (3.3) puede, entonces, ser entendida como
la probabilidad del número de fracasos que preceden a A
éxitos, siendo Nk(t)+A el número total de pruebas necesarias
para conseguir A éxitos, lo que sucede si en la última prueba
resulta éxito, y, en las A+Nk(t)-1 previas ha habido
exactamente Nk(t) fracasos en un intervalo de tiempo (O.t].
Se trata de un modelo de muestreo secuencial . en el cual
en lugar de seleccionar una muestra de tamaño fijo T.
alterando la regla de parada, se continúa el muestreo hasta
que se consigue el A-ésimo éxito.
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Vamos a considerar “éxito” obtener un individuo
perteneciente a la clase %. De esta forma, la probabilidad de
que Nk(t) sea igual a r es la probabilidad de obtener r
individuos de la clase ‘k en A-ir pruebas.
Se trata del proceso de Polya. modelo al que conduce el
esquema de urnas de Polya. Es un “proceso de renovación
ordinario”, aunque también puede ser considerado como “un
proceso puro de nacimiento, no estacionario1”
Este proceso se puede analizar mediante el esquema de
urnas de Polya, que consiste en una urna compuesta por b bolas
blancas y a azules. Se extrae una bola al azar, que resulta
ser de un determinado color, y se reemplaza añadiendo a la
urna c bolas más del mismo color. Se extrae una nueva bola de
la urna y se repite el mismo procedimiento.
Después de cada extracción el número de bolas del color
extraido se incrementa en c bolas más, mientras que el número
de bolas del otro color no cambia.
La probabilidad de que. en n=nj-n
2 extracciones, resulten
n1 bolas blancas y n2 bolas azules viene dada por:
— ( -b/c)( -a/c
)
- (b+a> /c)
Si hacemos
b+a =q ~ L.~, (35)
b+a
queda:
Feller.W. . Introducción a la Teoría de las Probabilidades y sus
Aplicaciones’. Volumen 1. capitulo XVII. Limusa. México. 1993.
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12 - q/ y )
expresión que es válida para valores arbitrarios p>O.
(3.6)
q>O y •~o,
no necesariamente racionales, pero verificando p-i-q=1.
Si n-4oo,p-.O y y-’0, de modo que
para n fijo.
ny-~p-1, entonces.
resulta:
(A+ni)(~)A( ~ )fla
El proceso de Polya se obtiene, por tanto, como paso al
límite del esquema de urnas de Polya. y se trata de un proceso
puro de nacimiento, no estacionario. Las ecuaciones
diferenciales que dan lugar al proceso son:
P’~(t) — — A+r XPjt> + A+r—1 AP~
1(t) , ni.t t
PI (t) = o
con las condiciones iniciales
PEO> =i Pr(O) =0, r#A (3.9)
La solución a este sistema fue dada, en primer lugar.
Yule en la forma:
PjL> (A+r—l)e(xt)A(lext)r r>A
Se trata, por tanto, de una distribución binomial negativa
de parámetros:
(3.7)
(3.8)
por
(3.10)
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BN(r;A; eXt>
o, lo que es equivalente: BN(A.p), a la que llegamos a partir
de la distribución de Poisson compuesta con la distribución
gamma de las Ak.
Cuando la función de densidad es, como en nuestro caso,
una gamma de parámetros A y 1/A, se obtiene la forma limite’
de la distribución de Polya para el valor de c=1. según se vio
en el apartado 1.5:
r=1,2,... (3.11)
Como es desconocido el número de especies que no aparecen
en la muestra, vamos a tomar la distribución truncada en cero:
t ZA \A
~; (A+.r—1)( t+A) ( t+A) ¡ A r=1,2, .
A-.-t
donde llamamos
P
r -
r 2--Po
PLUk(t>=r] =P[Nk(t)=rINk(thO]
siendo P0 la suma de las probabilidades de las especies
desconocidas.
El caso particular en que c=1 corresponde al
Si c=0, tenemos el muestreo con reemplazamiento
esquema de
(regido
por la distribución de Poisson).
Si c=-1, se trata de muestreo sin reemplazamiento. cuya
distribución es la binomial, puesto que hemos supuesto que la
población es infinita.
(3.12)
(3.13)
contagio
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3.2.1. Función generatriz de probabilidades
interpretar P[Nk(t)l como la distribución de
probabilidad de obtener Nk(t)=r individuos de la especie ‘k’
habiéndose realizado A-4-Nk(t) pruebas.
Proposición 3.1: La función generatriz
probabilidades de la distribución binomial negativa de
parámetros A y p viene dada por:
4~Nk<t) (z) =pA(1~~qzYA = , o<pc1..
siendo: p= A
A+t
A partir de
t
la función generatriz de probabilidades se
deducen los primeros momentos de esta distribución:
1. a-E[N(t)] Att
2k A
2. cc
2=E{Llvk<t>V}— t[t+A(t+1)
]
A
3. a3=E{ENk(tfl
3}=t+3t2+t3-É- 2t3 + 3t2 + St3
A2 A A
La varianza viene dada por:
4. p
2-~a =Var[Nk(t>] — (A+t> t
A
y el indice de dispersión es:
Si- A-st p
Se puede
de
(3.14)
(3.15)
(3.16)
(3.17)
(3.18)
(3.19)
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Observamos una caracteristica de la binomial negativa, que
le diferencia de las distribuciones binomial y de Poisson: “el
índice de dispersión es mayor que 1”.
La admisión del axioma III nos ha permitido construir este
modelo paramétrico, cuya distribución, al ser desconocido el
número de individuos que no forman parte de la muestra, la
utilizaremos truncada en cero. denotándola por Nk*(t).
Pr* denota la probabilidad del número de representantes de
la clase ‘r en un proceso en el que, de Mr individuos
seleccionados, ya ha aparecido uno de la especie ‘k en el
intervalo [O.tl.
Se verifican las siguientes propiedades para Pr*:
1. (3.20)
D D
II. SPr=(1~P¿EPi=1~Po (3.21)
3.2.2. Momentos de la distribución truncada (N(t))
La función generatriz de probabilidades de la distribución
truncada es:
/p\A ~
= i—P0\i—qzj 1p$14(t) , 0<p<J. (3.22)
Los momentos respecto al origen de la distribución
truncada correspondiente al proceso k-ésimo. se obtienen, por
tanto, de multiplicar los momentos respecto al origen de la
distribución no truncada por
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1 1
37W ¡ A ~Ao ~
A+ t-
Se obtiene así:
1. E[N.kt)]=—SÉ 1 ____
1—Po
t ( t
1-E0 Al
3. t1—Po l~
1~f~0 (i
+t2+t3+2-fi-+ 2t
2 + St 3<1
A2 A A)
+t+t t
A
A 1-E
0
También se puede calcular aproximadamente:
6. E[’]
t
1--Po
(3.23)
(3.24)
(3.25)
(3.26)
(3.21)
(3. 28)
(3. 29)
(3.30)t]2 [t—2—Zjf’
Si estimamos la media de l.a población mediante la media
los primeros momentos respecto al origen y la
varianza de la distribución truncada, quedan en la forma:
muestral
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D D
U’ EFíNñ(t>\21~(t+t2+ t2 1 T T2 7’2
LXkIM A /1-P
0 DDS DSA D~ S SA
III’.
(3.31)
(3.32)
(3.33)
3.2.3. Distribución del tamaño muestra] (T)
En el modelo de muestreo secuencial , el tamaño muestral
T, es una variable aleatoria. Veamos su distribución:
T es suma de D variables aleatorias independientes, todas
ellas con la misma distribución binomial negativa BN(A,p).
Entonces. si tenemos en cuenta las propiedades fundamentales
de la binomial negativa: “La suma de variables aleatorias
independientes con distribución binomial negativa BCA.p) es
una variable aleatoria también con distribución binomial
negativa B(DA,p)”, según se demuestra en el apéndice teórico.
3.3. Propiedades de los números de ocupación y del
recubrimiento para la distribución truncada
Teniendo en cuenta la propiedad:
E[M1] =E4E(M~IA)]
fijada la diversidad 0,
(3. 34)
resulta:
(3.35)
Se obtienen así los siguientes resultados:
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DP~
= =DP; r=O.,1,2,...
1—po
En efecto:
=E(SIENk<t) =1j
.0 DEr
=~PENPt>=r]= =SP,=DP;
k~-i 1—po
Como consecuencia de esta relación, se pueden estimar
medio de:
E(14,) (1—P0)E
r , r=O,1,2,...
=
= —
E[M~]
D r=1,2,...
Podemos, entonces, enunciar la siguiente proposición:
Proposición 3.2:
E[M
]
r esun
D
estimador insesgado de Pr*.
Veamos que la propiedad 1 también es cierta para r=O.
4 = S-D
s
En efecto:
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1. (3.36)
~r y ~r por
2.
3.
(3.37)
(3.38)
decir:
es
(3.39)
.0 .0
Eo~~1~SP =1~áSMr=1~D - S-D
r=1 ~
5r=1 ~ s
Si designamos por M
0=S-0, el número de especies
desconocidas, tenemos (3.39).
De (3.39) se deduce inmediatamente:
5.
Estas propiedades nos proporcionan una familia de
estimadores de 5, ya que las esperanzas de los números de
ocupación son proporcionales a los términos del d’esarrollo de
la distribución binomial negativa, siendo 5 la constante de
proporcionalidad:
E[M~] _ DPJ~
p p
r
D
1—po
3.3.1. Esperanza de D
Proposición 3.3: D es un estimador insesgado de
5, bajo la distribución truncada en cero:
E(D) =s(í—P0) =D
Lo pone de manifiesto la igualdad (3.40).
n/(i—~0) es un estimador insesgado de 5’ que va a
depender de t y de A; este último parámetro determina el
coeficiente de variación de Pearson de las Pk’ y, por
consiguiente, el grado de heterogeneidad de su distribución,
según confirmaremos más adelante.
(3.40)
r=O,1,2,
(3 . 41)
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3.4. Vector de ocupación y números de ocupación
Veamos cuál es la distribución del vector
N=(N1(t). . . ,N~(t)). Para ello, vamos a remodelar el esquema
clásico de urnas, dándole un nuevo enfoque. El esquema de
urnas consiste en distribuir una bola al azar en una de las 5
celdas etiquetadas con los números 1.2 5. de modo que la
probabilidad de que la bola caiga en la celda i-ésima es p1.
El nuevo enfoque consiste en observar el valor de un
vector aleatorio X. que puede estar formado por uno de los
vectores unitarios e1,..., e5, de modo que P(X=e1)=p1.
Identificarémos el suceso X1=e, con el resultado de que “la
bola caiga en la celda i-ésima”.
Las repeticiones independientes de este experimento vienen
descritas por vectores aleatorios independientes y con la
misma distribución X1.X2 donde X1 es el resultado de la i-
ésima prueba.
Definición 3.1: El vector aleatorio Nn(t) en el instante
t, se define como la suma
donde la componente j-ésima de N~(t) es Nnj (t)=N1~(t)+. .
y representa el número (de entre las n primeras bolas) que hay
en la celda j en el instante t. Nn(t) se conoce como ‘vector
de ocupación”.
La distribución del vector de ocupación se concentra en un
conjunto finito S~, que se define como:
S~4x6Rslx<1.2 n,~x~=n}
En el modelo de muestreo secuencial . el vector aleatorio
Nn(t) sigue la distribución multinomial negativa
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Nos interesa considerar el número Nk de bolas que que hay
en la celda k en el instante L+H. Sea, por tanto. L+H el
tiempo transcurrido (ó número de pruebas necesarias) para
tener, por primera vez. H especies de la clase desconocida ]4.
Nos interesa estudiar la distribución del vector aleatorio
N~=N1+.. .~N0, donde Nk representa el número de individuos de la
especie k que hay en el instante L~H.
Si definimos la función indicador Ik(t). que toma el valor
1 si la celda k está ocupada. y cero si no lo está, se definen
los “números de ocupación”. Mr. de la siguiente forma:
s
Mr21(Nk<t) =1]
¡e.1
Sea L+H el tiempo. o lo que es equivalente, el número de
pruebas requeridas para conseguir, por primera vez, 1-1
individuos de la clase %, y sea Nk(t) el número de individuos
de la clase ‘k en el instante L-i-H.
3.5. Distribución de los números de ocupación
Los números de
definidas a partir
distribución en el
este fin, vamos
probabilidades.
Para conseguirlo, es conveniente tener en
consideraciones de Engen2. que afirma que lavarianza de los Mr vienen condicionadas por las 5
<x
11...,x~rde modo que la función de densidad
ser tomada como una aproximación. por lo que:
ocupación (Mr) son variables aleatorias
de la función indicador, que tienen una
muestreo, que nos interesa conocer. Con
a estudiar su función generadora de
cuenta las
media y la
van abí es
f(X> ha de
ELM~iX] ¿‘SPr=DP;
2 Engen. 5. ‘coniments on two different approachs to the Analysis of
Species Frequenty Distribution. Biornetrica, 33, 205-213.
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Esta aproximación está en concordancia con las
consideraciones de Engen y es la que proporciona
van anza.
3.5.1. Función generadora de probabilidades de Mr
Al ser las M, variables intercambiables, se verifica que:
MzI~Mz=n] =EhÁ~’~ 1] =
•M (u) =E[u
P
r
1-
1~o1 = (3 42)
(3 . 43)
—Ú Luí ~
que se trata de una distribución binomial de parámetros D y
*
Como la función generadora de probabilidades determina, de
manera única, la distribución, acabamos de demostrar la
siguiente proposición:
Propsicián 3.5: Los números de ocupación. M~, son
aleatorias independientes con una
distribución binomial de parámetros B(D,Pr/(1~P).
Como consecuencia de esta proposicón, se verifica
siguiente corolario:
3.1: La distribución del vector aleatorio
MQ condicionado por M1-~-M2-~-. .
multinomial M0(0,P11(1-P0))
la menor
variables
Corol ario
el
es
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Si estimamos Pr* mediante. E[MJ/D, obtenemos una
aproximación de la función generadora de probabilidades de Mr,
que sigue una distribución binomial de parámetros B(D.Mr/S).
Se tienen. por tanto, las siguientes propiedades,
las esperanzas son condicionadas:
1. E[Mj= DEr =SEr
(1-Po)
(1—po)2
3. E[Mfl= D(D-1)P~ + DE~
(1—E
0)
2 1—P
0
4. v’aru~í~> - DE~ DE~1—Po (1—Po)2
5. E[M
2-Z4]~ D(D-1>ErEk r#k
(1—E3)
2
ÑA6. cov[M~M~]=- D
Veamos ahora cuál es la función de verosimilitud.
ello, partimos del conocimiento de la distribución de los Mr.
3.6. Función de verosimilitud
Teniendo en cuenta que los Mr son independientes y
distribuyen según una distribución binomial de parámetros
la distribución conjunta del
condicionada por .....
vectror (M
1, . . .M0)
es multinomial de parámetros
M(D,P1/(1-P0) P0/(1-P0)), luego la función de verosimilitud
es:
donde
(3 . 44)
(3 . 45)
(3.46)
DR
— r.l
1— (3 47)
(3 .48)
(3 . 49)
Para
se
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¡en 1—PoL~ G(D) =M.0 ¡ .0 kDjD ~r
3.6.1. Estimador de máxima verosimilitud
Tomando logaritmos en los dos miembros de (3.50)
.0
lnL=
r-1
Derivando con respecto a 5. queda:
Ea
OTflLfMPr+D
r=1 r
donde hemos llamado dp, ase’
Si estimamos t por T/S en las expresiones de ~ry P0,
A (Tt-rS
>
E, S(SA+2’)
de donde se deduce:
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(3.50)
obtiene:
se
(3.51)
(3.52)
resulta la relación:
(3 . 53)
.0
Por otra parte tenemos:
Igualando a cero la derivada. resulta:
TA(D-3> -
S[SA+T]
de donde, teniendo en cuenta que
D TAP0
S[SA+T] (1—E0)
y í~ = AT(S-D
>
1 SA+T
obtiene:
TAP0 D
SA+T S(1-P0)
A qP0 (D
s
-s)
Hemos obtenido la siguiente relación:
8mnL _ ~~p0 ( D
83 - 3
1-Po
- s)
Igualando a cero la derivada, resulta finalmente:
5½ D , c.q.d.1-Po
Hemos demostrado
Proposición 3.6:
la siguiente proposición:
D/(1-P
0) es un estimador de máxima
verosimilitud de 5.
TA (D-S
)
S(SA+T) (3.54)
1
DE0 DTAPQ
1-E0 - S[SA±T] (1-E0> (3. 55)
(3.56)
se
(3.57)
(3.58)
(3.59)
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3.6.2. Varianza del estimador
La derivada del logaritmo de la función de verosimilitud
para la distribución truncada viene dada por la expresión
(3.58), donde el primer factor es independiente de las
observaciones, lo que nos permite afirmar que la cota de
Cramer-Rao es accesible. Se trata, por tanto, de un estimador
uniformemente de mínima varianza3 (U.M.V.). siendo la varianza
el inverso del factor que multiplica a [D/(1-P
0)-5], es decir:
Var(=)- A qE0
donde 5½ D y Ñ1=AqP0.
1-po
Hemos demostrado la siguiente proposición:
Proposición 3.7: Una estimación de la varianza del
estimador de máxima verosimilitud de 5 es
(3.60)
3.7. Distribución del número de pruebas
Proposición 3.8: Sea A un número entero, y designemos como
“éxito” el suceso “obtener un individuo de la clase y’. Sea
VkA(t)=Nk(t)+A “el número Y de pruebas necesarias para
conseguir por primera vez el A-ésirno éxito en una sucesión de
pruebas de Bernoulli, todas con probabilidad p de éxito”.
3M. Kendall yA. Stuart. ‘The Advanced Theory of Statistics”. Vol. 2.
17.17. charles Griffin & co Ltd. London 1977 (4’ Ed).
-133-
Entonces, la variable Vk(t)=NkA(t)+A tiene como distribución
la binomial negativa de parámetros (A,p) en la forma:
¡y~1~¡tYYAIA\ AE[Vk(t> —Y] —~ A—lA t+A) kE~) ‘ y=A,A-i-1, .
Es otra expresión de la binomial negativa de parámetros
(Ap). Cualquiera de las dos acepciones nos llevará al mismo
estimador.
Demostración: Consideremos el suceso {VkA=A-4-r}. Este puede
tener lugar si, y sólo si la prueba A+r es un éxito, habiendo
resultado exactamente r fracasos en las primeras A-4-r-1
pruebas. Entonces se verifica:
E[Vk,A ( t> =A+r] = E(VkÁ.,1 ( t> =A—1, VkA., ( t) = 1) =
=P<Vk,A+r~x=A~1)P<Vk,A,r=1> =(A+f—l)pA-l<ip>I=(Y—1)<i~p>Y-ApA
Denotaremos a la distribución del número de
truncada en cero por Vk*(t), con lo que se obtiene:
‘A’ y=A,A+1, .
Proposición
probabilidades de
pruebas, Vk
t(t),
3.9: La función generatriz
la distribución
es la binomial
del número
de
de
negativa truncada en
cero, que viene dada por:
MV;(t) (z> =(,pz)A(1~qz)Aí
, 04<1
pruebas
(3.61)
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siendo también: A t
A+t ‘ q=l-p= A+t
Los primeros momentos de la distribución de los tiempos de
espera son ahora:
E[V(t)] =E[N;(t)]+ A — t + A1—P0 1—E0 1—E0
t -‘-A
1-E0 (3.62)
(t+A)/(1-P0)=S(t~A)/D es el número medio de pruebas esperado
para conseguir St/O individuos de la clase ‘k y SA/O
individuos de la clase I~.
E114(t>
2] = ____
y la varianza viene dada por la expresión:
Var~V’~t”1—[k ’] 11—E
0 AA ~ ‘11—E0)
3.7.1. Tiempos de espera y tiempos entre llegadas
Nk* (t)=V¿~-A es el número de fracasos que preceden al
ésimo éxito en una sucesión de Vk*(t) pruebas de Bernoulli con
probabilidad de éxito p. que se puede expresar como
v.(t) =X1+X2+. . . -s~XA (3.65)
donde x1,x2, . .. ,~ son variables aleatorias independientes.
todas ellas con una misma distribución geométrica de parámetro
por lo que será P(X~~=r)=pqAl la probabilidad,
truncada en cero, del tiempo de espera necesarío para obtener
un individuo de la clase I~.
(3. 63)
(3. 64)
A-
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Asi , Xkl es el tiempo de espera necesario para obtener el
primer éxito (primer individuo perteneciente a la clase I~
después de la etapa cero en el proceso N¿t)). Xk2 es el
tiempo de espera para un nuevo individuo de la clase 1» y así
sucesivamente.
Vk* (t) es el número de pruebas necesarias hasta que se
obtiene el A-ésimo individuo perteneciente a la clase J~. con
la condición de que ha aparecido al menos un individuo de la
clase ‘k
Los Xkh se pueden poner:
41 = V X ,1’ ‘ k,A = V¡e.A~V¡e.Aí (3.66)
k,1’ k,2 = Vk,2~Vk x
Proposición 3.10: Los Xkh son los tiempos entre llegadas
desde que aparece el (h-1)-ésimo individuo de la clsae %
hasta que aparece el h-ésimo, y siguen una distribución
geométrica de razón p=A¡(A-l-t). cuya función generatriz de
probabilidades es:
14(z) =‘í—z<’ Ap~q, ~A+t ~ gp
En efecto: Sean x1.x2 x~ números enteros positivos. El
suceso
[Xk*lA=xi. Xk x . . .XkD=xD]=[Vkl=xl , V~ 2 x1+x2. . . . Vk 0 x1-+-x2+. . +x0]
tiene lugar si, y sólo si las pruebas x1,x1~x2 x1~x2~.. .~x0
son éxitos y el resto de las primeras pruebas x1. . . .x~ son
fracasos.
Así:
.0
E (X1=x1, . . . ,X.0=x.0) =pfl (í—p>’<’~’”<~~=Hp (l~p)X4í
k=1
Es evidente que ,¿‘(x1=x1,.. .,X.0=X.0> =0, si x1....x0 no son
todos enteros positivos. De este modo:
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.0
E(X1=x1,..., X.0=x.0> =flp (1—p> ‘(12> (xk>
Como se trata de un producto de funciones
solamente. X1,..., X0 son independientes.
Al ser Px1=x1> =E(X.0=x.0) =~ (1~p>x~t1(t,2...> x
tienen la misma distribución que Vkl. Por tanto:
E[X = A+tK,h
1 A
3.8. Relación de
binomial
y Var(X~<,~,) 2s2
E2
la distribución
negativa y la binomial.
Si se necesitan al menos n pruebas para obtener el A-ésimo
éxito, entonces el número de éxitos en n pruebas es A como
máximo.
Si Wk(t) sigue una distribución
parámetros BN(A,p).
binomial negativa con
y Ck(t) es una distribución binomial con
parámetros
el las4:
B(n, p). se dan las siguientes reí aci ones
P[V~(t> =n]=P[C~(t) >A]
P[V,jt> >n]=P[c~<t> <A]
donde n=A+r.
Rohatgi, Vijay K. ‘Statistical Inference’. capitulo 6,
John Wiley & Sons. New York 1984.
apartado 6.5.
de los
Xkl
t(A-s-t
)
A2
beta con la
y
entre
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Además, la binomial negativa está relacionada con la
distribución beta por medio de la siguiente expresión5:
donde B~(t) es una beta de parámetros F3(A,n-A+1), y C~(t) es
binomial de parámetros: B(n,p).
Entonces, los tiempos de espera verifican:
P[V~ ( t> =n]=1—P[ ( t> n] = 1—P[c~ ( t> < A] =
Como Bk(t) sigue una distribución beta de parámetros
B(A,A+k) en este caso, se tiene:
.0
P[V~< t> =A-s-1]= 1—E[~
1 (t) <p] = .B(A, 1> fxÁ-1
Llegamos de nuevo a
(1 —x>
0dg = pA =
la expresión de P
0 en función de p.
(3 67)EA
3.9. Conexión con el muestreo sin reemplazamiento
Si consideramos el número medio de individuos de la clase
‘k que hay en el intervalo (0,11, entones, la variable
aleatoria Jk(t), que proporciona el número de estos individuos
en el subintervalo (0,q] sigue una distribución
binomial de parámetros B(A.q).
~Rohatgi, vijay K. ‘Statistical Inference” John Wiley & Sons. capitulo
6, apartado 7.5. New York 1984.
que hay
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Jk(t) puede definirse como el proceso de punto que
proporciona el número de individuos de la especie ‘k que hay
en el subintervalo (O,ql.
Como hemos supuesto que los sucesos que tienen lugar en
los sucesivos puntos de tiempo son independientes, los .Jk(t)
son también independientes entre sí.
La distribución de dk(t) es binomial de parámetros B(A,q),
y corresponde a un proceso puro de muerte con tasa de muerte
lineal.
Como se desconoce el número de especies que no forman
parte de la muestra, tomamos también la distribución truncada
en cero. Tenemos así el proceso de Bernoulli Jk*(t), que
verifica:
E[J~7(t)] = At 1 AgS
A+t l—P0 D
Entonces
s[r J;(t)J=SAQ (3.68)
Podemos enunciar la siguiente proposición:
Proposición 3.11: <(t) es un proceso de Bernoulli, cuya
distribución es binomial de parámetros B[A.q/(1-P0)], que
proporciona la probabilidad del número medio de individuos
pertenecientes a la clase ‘k que hay en el intervalo (0.q].
Resumiendo: el proceso de Polya Nk(t) proporciona el número
de individuos que hay en el intervalo (O,tJ cuando se obtiene
por primera vez A individuos pertenecientes a la clase J~,
habiéndose obtenido antes Nk(t). Nos permite estudiar el
problema del número de especies cuando el modelo de muestreo
corresponde al esquema de urnas de contagio (c=1).
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El proceso de Bernoulli, Jk(t), en cambio, proporciona el
número de individuos de la especie 1k que hay
subintervalo (0,q]. y va a permitirnos estudiar el
en el
modelo de
las especies cuando el muestreo es sin reemplazamiento (c=-1),
que analizaremos en el capitulo 4.
3.10. Relaciones entre los diversos parámetros
Antes de buscar estimadores
intervienen en esta distribución,
de los parámetros que
nos interesa establecer
algunas relaciones entre ellos. Así tenemos:
AA4
A (S-D> -Al
1
En efecto:
ALS-D t
— __ - Al1 _ t ______ AA?1O A.t D A.t A(S-D) A A<S-D)-M A(S-D)-Ñ.
ÑAS-D= .Á+.AA t
De (3.69) se deduce:
(S-D)A Ñj - AM — (SD)AÑ AM —
t t A t
De la expresión de los ~r resulta:
3.
En particular, para r=1. se obtiene:
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1. (3. 69)
2. (3.70)
(3.11)
— (A+1> t — t — 21.4
2 A-s-t Aet 41(A-eí)
Podemos, de este modo, expresar p y q en función
únicamente del parámetro A:
4. (3.72)
A
Aet
41(A+1)—242
4~ (A-el)
6. Invirtiendo la igualdad anterior, se obtiene:
7. Oespejando 1/t en la relación anterior, queda:
1 _ M~ 41—242 1
—— +
t242 242 A
que relaciona loa dos parámetros. A y t.
8. Teniendo en cuenta (3.70) y (3.74). resulta:
S-D M1 ___ - M1 A-el
t A 214 A
2
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5. (3.13)
(3.74)
(3.75)
(3.76)
que nos va a proporcionar uno de los estimadores de Chao (el
estimador basado en los números de ocupación).
9. Para r=0. de (3.71) resulta:
t
A-st - (S-D)A
3.11. Estimación de la media de la población
partir de la media de la muestra
La distribución que regula el proceso es
negativa de parámetros BN(A,p), con p=A/(A+t).
la binomial
Al ser
desconocido el número de especies que no aparecen en la
muestra, la hemos truncado en cero:
A ‘~
~(A-.-f—l>( t-s-A)’( tÉ-A> 1(A\A
LkA+tJ
r=1, 2, .
Una forma de estimar los parámetros de la población
consiste en utilizar la media muestral como estimador de la
media de la población. La media muestral es:
~=-~tkM¡e=j
k=1
que es la media de la distribución truncada; luego:
T~ t St
D 1-E0 D
(3.78)
lo que nos dice que T/S es un estimador de 5, donde t es el
tiempo de espera hasta obtener SA+T individuos en el instante
t
(3.77)
a
-142-
3.12. Relaciones cuando se estima t por TIS
Si t=TS se tiene:
t e
—A+t SA+T
A SA
-
A-’-t SA+T
=pP0
Esta relación resulta inmediata, ya que
___ Mil
Como consecuencia de la relación anterior,
enunciar la siguiente proposición:
Proposición 3.12: En el muestreo secuencial , el estimador
de Good-Turing, M1/T, es menor que P0.
En efecto: Como O<p<l. pP0=M1/T implica que M1/T es menor
(3.82)
1.
2.
(3.79)
3.
(3.80)
(3.81)
podemos
que P0.
4.
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Para demostrar esta propiedad. basta con tomar logaritmos
en ambos miembros de la relación anterior:
mP0 =mn(
4)-mnP — A1nP+lnP=mn(Á)
1
— (A+1> lnp= mn(~) pjL{k) ¿4+1
Ahora bien, si tenemos en cuenta que ~ =pA, resulta:
p zpA
Veamos un estimador del número, M
0. de especies
desconocidas:
5. (3.83)4~ (SA-e?
)
TA
LnP0=Aln SA
SA+?
6. Si t=T/S
(3 . 84)
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7.
En efecto:
___ ___ [A+t14 AM 4 4 Al1DR1 5~SAt~~ SAL SAL SA ?S>
1
(3.85)
3.13. Estimadores de 5 en función del parámetro A
Si tenemos en cuenta que S=O/(1-P0) y la relaciones (3.83)
y (3.84). se obtienen dos expresiones, (3.87) y (3.88). para
estimar 5, que van a proporcionar una de las soluciones más
interesantes de nuestro problema:
1. TM11frú1 7-Al1 A (3.86)
En efecto:
S—DM 4
+
5 ~ T-Al1
1 n44 D SMiA+TM
:
1—— = —-‘-——— 1—— = _________
A 5 ~ SA 5 TSA
— ?SA-TDA=SN?1A+?Ñ1 — SA(?-A?1) =tDA+2%Q —
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TD ___
f-M1 ~
1
A
(3.87)
Multiplicando por A en los dos miembros de (3.86). obtenemos:
SA= frA ~‘M
+
7-Al1 7-Al1
De (3.75) se obtiene, para 5, el estimador:
£ tÉ1
2142
?(Ñ~-2A4)
21.4
A
A
3.14. Distribución de las abundancias relativas
Las abundancias relativas son, en este modelo, van abí es
aleatorias, cuya distribución conviene determinar, puesto que del
grado de heterogeneidad de su distribución va a depender el
estimador de 5, en concreto de su coeficiente de variación.
Proposición 3.13: La variable aleatoria
distribución gamma
Éxj
J*I
sigue una
U ((3—2.
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JI. ~= D
III. (3.88)
IV. (3. 89)
(PO
En efecto, se trata de la suma de 5-1 variables aleatorias
independientes, todas ellas con distribución gamma 17A,í/A) por
tanto también sigue una distribución gamma de parámetros:
Proposición 3.14: La variable aleatoria A1 — A1
.0 .0
J~-1 .3=1
sigue una distribución beta de parámetros: BEA,(S-1)A)].
Corolario 3.1: Según nuestro modelo, es Pr
.3”1
cada una de las p1 se distribuye según una beta de
parámetros BEA, (5-EA].
La proposición 3.14 y el corolario 3.1 se deducen
inmediatamente de las propiedades de las funciones gamma y beta
7.
Al seguir las p
1 una distribución beta de parámetros
BEA.(S-1)A], se verifican las siguientes propiedades:
A A 1
A+(S-1>A SAS (3.96)
JI. VAR (p1> = A(S-1>A
[SA]
2 [SAi-lI
(s—l)A2
52A2 [SAÍ]
Hl. SEn?] — s—2- +1-
“ S2[SA+í] ~2
IV.
1[S-1 + SA+l - Aid (398)
52[SA SA+l] S[SA-.-1]
rs i
2~
Lk~1
(3.99)
Rao.c.R. (1985). ‘Linear Statistical Inference and its Applications”. cáp.
3, apdo. 3a. New Delhi.
luego
1.
5-1
~2 [SA+1] (3.97)
-147-
3.15. Coeficiente de variación de Pearson de las pi
El cuadrado del coeficiente de variación de Pearson viene
definido por
2
2y- (1)2 (3.100)
Como las p1 siguen todas la misma distribución beta:
BES-1,S(A+1)]. la varianza de p1 es:
2 Lid
= g
2 [SA+í]
2 _ S~~1
SA+2.
2+1= S~1 Ls-SA
____ +1=
SA-s-1 SA~1
Ahora bien,
S(A+1
>
SA + 3~
como
.0
y2<~ = S(A-el) - s~p?
1=i
tenemos también la relación:
.0
v2~i
1=1
luego:
(3.101)
Por otra parte
(3.102)
(3.103)
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de donde resulta:
s
2 1 1=1
A
(3.104)
En efecto:
2 ____
SA-4
s
y yÁ- A-s-1SAid
Despejando SA-s-1 e igualando:
3 S .0S-1 - A+1
2 .0 —‘-y2(A+1) =S2phEÁ=y2+1-SÑ
k.1 ¡en k,1
~i—1
que da lugar a (3.104).
Si 5 es suficientemente grande y A finito, el último sumando
de la expresión anterior tiende a cero. En efecto:
2 S~ 5 1 ,1
SA+1 SA-el SA+1 A
puesto que, cuando 5 tiende a infinito
1 ~ 5 1
SA+1 SA-el A
lo que nos permite enunciar la siguiente proposición:
Proposición 3.15: Cuando la población es suficientemente
grande, el cuadrado del coeficiente de variación de Pearson es
igual al inverso del parámetro de la distribución:
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BE
Podemos observar cómo la heterogeneidad de la distribución de
las Pk es inversamente proporcional al parámetro. Cuanto mayor es
A, más homogénea es la distribución, dándose el mayor grado de
homogeneidad en el caso en que A tiende a infinito.
Las conclusiones serán válidas para el modelo de Bernoulli.
3.16. Relaciones basadas en el coeficiente de variación
de las IX
La función generatriz de momentos nos permite obtener las
siguientes relaciones:
E[rk(k—íMk]= St2 -*1)
Demostración:
12
k(k—1> 14k]
D
k(k—1>E(Mk> =
y:k
12
k2E(Mk)-ZkE(Mk> =
k=1
=DEEU~(t>fl—DEEU,4t>] =D(t+t2+~PÁ~) ~ —D 1—Po
St2
—St+5t2+ —St=A
Si designamos por R
2 al primer miembro de (3.105), a partir de
la segunda propiedad se obtiene la siguiente relación entre A,
y 5:
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t
1. (3.105)
a
St2 (A-s-i> =&A
2. Si hacemos T=St, tenemos:
que puede expresarse también en la forma:
En efecto:
st2 _ T2(A-’-1) —RA
s 2
de donde se deduce inmediatamente (3.108).
Despejando SA en (3.108). se deduce:
3.
Esto permite expresar M
1/(SA) en función del parámetro
solamente:
1.4
SA t
2(A-e1)
(3.106)
(3.101)
‘2 ~2
T Ti
R
2 R2 A
(3.108)
(3.109)
4.
A
(3.110)
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Llevando este valor a (3.85). se obtienen el estimador
insesgado de P0 en las formas:
PO = —-i- t
2 (A-LI>
En función del coeficiente de variación de Pearson de las Pk’
si tenemos en cuenta
6.
A =
____ se obtiene:A-id
= (4)t
Esta última relación muestra cómo la probabilidad de especies
desconocidas depende del coeficiente de variación de Pearson de
las Pk’ de tal forma que. cuando el coeficiente de variación sea
nulo, estaremos bajo la hipótesis de homogeneidad, pero, si la
distribución es muy heterogénea, la hipótesiÉ de equiprobabilidad
no es admisible.
Estos resultados nos permiten expresar
coeficiente de variación de Pearson en el
5 en función del
muestreo multinomial
Así obtenemos las expresiones:
L ~=D
~ ~-<
5. (3.111)
(3.112)
7 (3.113)
8. (3.114)
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Se trata, por tanto, ahora de estimar el coeficiente de
variación de Pearson.
La dificultad está en que el propio coeficiente de variación
de Pearson. cuyo cuadrado es el inverso del coeficiente A, depende
a su vez de 5.
9. fkk—í = st2A[A2t+4(4A+5r) +SA+6t1 (3.115)k=3 (k—2>E[Mk] A’ (1—P
0)
10. Si t=T/S, resulta:
.0 72 [A
2T-s-2A(125—T>—16S—277] (3.116)
~k(k-í> (k-2)E[M~] = A2DS
3.17. Superposición de procesos (Proceso combinado)
Tenemos una población formada por 5 procesos independientes
de punto, que cumplen las condiciones de regularidad dadas por
Cox8 e Isham. que. en resumen son:
1) Los puntos de cada uno de los procesos componentes
están adecuadamente espaciados. de modo que en cada
subintervalo en que dividamos el intervalo (O,t] , hay al
menos un punto de cada proceso con una probabilidad alta;
esto significa que las épocas de renovación de cada
proceso individual deben de ser extraordinariamente raras,
de modo que el efecto cumulativo se deba a muchas causas
pequeñas: por ello, para cada k-, debe ser P(Xk=r) pequeño
y -t grande.
2) Ninguno de los procesos domina al resto.
cox. DR. e Isham, y. ‘Point Processes”. chapman & Hall. Londres-1992.
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La superposición de procesos de Polya truncados en el origen
satisface estas condiciones. Entonces, el proceso combinado, N(t).
puede aproximarse9 por la suma de un gran número de variables
independientes indicador, de modo que la distribución de N(t)
tiende a una distribución de Poisson, cuya función generadora de
probabilidades tiene por expresión:
=iñ {i~ § >1N<t> (z> ~E(zN(t>) k=1 —— (1—z (3.117)
si endo
k
= [U~jt> =1]. Vk.
de modo que, cuando
tiende a la función
D tiende a infinito, la expresión anterior
generadora de probabilidades de una variable
de Poisson de parámetro ~ = At(S—D
>
A+L
La familia de funciones generadoras de
proceso combinado N(t) es:
probabilidades del
At(S—D) (1—2>
4~~<~> (z) = e A+t
Se trata de la función generatriz de probabilidades de un
proceso de Poisson cuya razón es M
1=A(S-D)/(A-s-t). Corresponde a un
proceso de Poisson no homogéneo.
“Point Processes’, capítulo 4, apartado 4.5. ‘DR. Cox y y. Ishani,
chapman & Hall, Londres 1992.
(3.118)
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En efecto: Tenemos O procesos, (Uk(t)
independientes procedentes de una población
(k=1,2 0)).
en la que hay
establecida una partición formada por 5 procesos. Los procesos
Uk(t) cumplen:
P[Uk(t)=1]=—ft. k=1,2,...,D
Entonces. la función generatriz de probabilidades
superposición es el producto
12
tJ(T) (z) =fl
k=1
{ 1
-F (1—z)} ={1
(z—l)
que asintóticamente converge a la distribución de Poisson de razón
M1.
En efecto, tomando logaritmos. resulta:
lfl{
0N<t> (z) } =Dln{i.
obteniéndose así
M
D
= AL (S—D
>
A+ t
(z—1> (3.120)
la función generatriz de probabilidades de un
proceso de Poisson de media M
1=At(S-D)/(A-~-t).
At<S—D> (z—1)
~N(t) (z) = e Att
Acabamos de demostrar la siguiente proposición:
de la
D
(1—z>}D
(3.119)
(3.121)
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Proposición 3.16: Si N(t) es el proceso combinado, resultado
de la superposición de O procesos de Polya, que cumplen las
condiciones de regularidad. N(t) es un proceso de Poisson no
homogéneo, que tiene como media:
M1=At(S-D)/(A-i-t)
3.18. Tiempo de espera hasta la primera renovación
Siguiendo, como en
Feller
1t aun cuando la
un proceso de renovaci
tiempo de espera hasta
la etapa cero.
En efecto,
el capitulo anterior, el razonamiento de
superposición de procesos de Polya no sea
ón, se puede obtener la distribución del
la primera etapa de renovacón después de
la función de valor medio de cada proceso es:
t
mk(t) =E[Nk(t)] =
1-Lx
luego
t 1
~L— 1 — —4v..+—S
t Pí
(3.122)
Supongamos un estado estable, es decir, los sucesos han estado
ocurriendo durante mucho tiempo. Para el tiempo de espera Wk en la
época de renovación más próxima en el k-ésimo proceso se tiene
entonces aproximadamente
P[Wk<t) =t] = t
1-Y
10 ‘Introducción a la Teoría de Probabilidades y sus aplicaciones”, volumen
II. W. Feller. LIMUSA. México 1989.
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El tiempo de espera para la primera renovación en el proceso
cumulativo, W, es el más pequeño de los tiempos de espera Wk. por
lo que
t
Tenemos, por tanto, que:
P[W>t] =1—P[W=t] z1—(1—e
P[w=t]
t
1-e .0
Ahora bien. si es N(t) el proceso cumulativo, se verifica:
E0={P[N(t) =O]}S=e
ts
.0
= et (3. 125)
luego, si nos fijamos en el comportamiento del proceso compuesto,
N(t). obtenemos el estimador de P0:
~IIet (3.126)
donde t es el tiempo de espera necesario para conseguir,
primera vez. A individuos de la clase %.
La función de densidad del tiempo de espera hasta la primera
renovación es:
EEEEE
cuya esperanza matemática es:
Entonces
t t
S) e S (3.123)
(3. 124)
por
(3.127)
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(3.128)
3.19. Estimador de Poisson
Si tenemos en cuenta que
At(S-D
)
A+t
podemos considerar el proceso combinado como proceso de Poisson
no homgéneo, y aplicar la siguiente proposicón:
Proposición” 3.17: Sea Tk el tiempo de espera hasta que tiene
lugar el suceso k-ésimo en un proceso de Poisson no homogéneo,
N(t). con función de valor medio continua. m(t). Con la condición
de que N(t)=k, los k instantes t1,t2 tk del intervalo (0.t] en
que ocurren los sucesos, son variables aleatorias que tienen la
misma distribución que si fueran los parámetros ordenados
correspondientes a k variables aleatorias independientes
Uk, con función de distribución:
F~(u) = m (u
>
-‘ m(t> ‘ O=u=t.
En nuestro caso, al ser m(t)=M1, los M1 instantes t1
del intervalo (D,t] en que tienen lugar los sucesos son
aleatorias con la misma distribución que los parámetros
correspondientes a M1 variables aleatorias U1,U2.
función de distribución:
1972.
(3.129)
tMl
van abí es
ordenados
.UMl, con
E.Parzen. “Procesos Estocásticos’. Cap.4, apdo. 4.4. Paraninfo. Nadrid
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F~(u) = u (A-t>
t(A+u>
La función de densidad de U~ es, por consiguiente:
t~(u) = A (A-et>
y la esperanza matemática:
A(At) ln(A-s-t)A
Teniendo en cuenta que
A (A.t) ___
y. dado que E[U1]=E[W]=1.
A-st
=-ln(P0) -A
t
por (3.128). se verifica:
t
de donde se deduce:
y, por tanto:
t(A-el
)
—ln(P0> — A-t
t (¿4+1
Att
(3.130)
(3.131)
(3.132)
(3.133)
(3.134)
(3.135)
(3.136)
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Como, por otra parte. es
t(A+1) — 2142 (3.137)
A-eL 4 1
se obtiene finalmente, como estimador de P0:
(3.138)
Se trata de un estimador de la probabilidad de especies
desconocidas, que nos lleva al estimador de Poisson (versión de
Zeltermann):
A D
1 2)4 (3.139)
1-e
Este estí mador de 5 no depende del parámetro de la
distribución, por lo que podemos servirnos de él para estimar A.
3.20. Estimador dependiente del recubrimiento muestral
En el apartado 3.5, encontramos el estimador, para el modelo
multinomial. de P0:
~3 JÑí)-A (3.140)
160-
que podemos igualar al de Poisson para obtener así la relación
entre el estimador de P0 del modelo de Poisson y la de aquellos
otros modelos que se basan en el recubrimiento muestral:
(3.141)
En concreto, (3.141) nos muestra la relación entre los
estimadores para P0 de Poisson y de Darroch. Podemos observar, en
primer lugar, que, si A tiende a infinito, los estimadores de
Poisson y de Darroch coinciden.
De (3.141) se deduce también:
21.4 A
__lri
A-id
-1n
A 21.4
(3.142)
(3.143)
Mf
o lo que es equivalente:
A+l
A
1.?~ (mt—mb?1)
242
Oe esta última relación se obtiene, para A:
y de aquí resulta:
(3.144)
-161-
21.4
M1 (mt—mM1> —21.4
y. para estimar 1/A, su inversa:
141(lnT—lnM1)—2M2
A 21.4
Si estimamos 1/A mediante (3.146) y llevamos esta estimación
a (3.86) y (3.87). se obtienen los estimadores más interesantes
de 5, para el modelo de muestreo por “esquema de contagio”, junto
al estimador de Poisson:
(3.147)
(3.148)
3.21. Otros estimadores dependientes del parámetro
Como estimador del cuadrado del coeficiente de variación de
Pearson. 1/A, hemos obtenido:
1.
7-
4 (mT-mM1> -2At
24
(3.145)
(3.146)
y 13~ í~(4):<ír~ínr&> 1
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Además de los estimadores seleccionados en el apartado 3.16.
cuyas propiedades les dan preferncia sobre el resto, hemos
encontrado otros tres estimadores de 5, que dependen también del
parámetro A, en concreto de 1/A (cuadrado del coeficiente de
variación de Pearson de las p3. válidos, por lo tanto, para
situaciones no homogéneas.
Hemos comprobado la idea expuesta por Chao y Lee’2: “Si
estimamos el número de clases sin estimar la variación entre las
probabilidades de las clases, lo que obtendremos es una cota
inferior que nos lleva a la situación de equiprobabilidad”.
En función de, estos tres estimadores son:
TM
1 T(M1-224) j
.
2142 214 A
-~ ~ A+ly
A
2
T A+15=—
A
y, en función de la estimación de A. quedan en la forma:
1.
2.
t.3
(mT—mb?1)
]
41422
3.
(3.149)
(3.150)
(3.151)
12 Anne chao y Shen-Ming Lee. ‘Estimating the Number of classes vía Sample
coverage’. Vol .87, n
0 417. ASMA. Marzo de 1992.
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3.21.1. Error tipico de los estimadores
Para obtener una expresión aproximada del error típico de
estos estimadores, ponemos, tanto D como T, en función de los
números de ocupación. 5 es así una función de (M1.M2 Mh). que
es diferenciable.
Necesitamos la matriz de covarianzas de los Mk, que se obtiene
a partir de la función generadora de probabilidades.
3.21.2. Cálculo de la varianza de los estimadores de 5
Los números de ocupación (Mr) son variables aleatorias
definidas a partir de la función indicador, cuya función
generadora de momentos analizamos en el apartado 3.5, viendo sus
propiedades fundamentales, que nos permiten obtener la matriz de
covarianzas y. por tanto, una estimación de la varianza de los
diversos estimadores de 5, cuando son funciones diferenciables de
los Mk. Las varianzas vienen dadas por
donde
(3.153)
En forma matricial se puede expresar del siguiente modo:
si k=h
okh={(J~MÁD) ‘~ k#h
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i
u
ELEI (3.154)
siendo ( es as 8s’l (3.155)
L= ~,, ~-
L’ es la traspuesta de L y E=(o>02) es la matriz de
covarianzas de los Mk.
Para calcular estos parámetros. hay que considerar a O y a T
como vahiables aleatorias dependientes de los Mk.
3.22. Resumen del capitulo
Se llega al proceso generalizado de Po]ya a través de la
distribución mixta de Poisson, haciendo que las A>~se distribuyan
según una gamma de parámetros (A,1/A). El proceso de Polya es el
limite al que tiende el esquema de urnas de Polya. Se trata de un
proceso puro de nacimiento, con tasa de nacimiento lineal . que
corresponde al caso c=1 en el esquema de urnas de Polya. es decir,
a un esquema de muestreo secuencial.
La distribución que regula el proceso es la binomial negativa
de parámetros BN(A.q). con p=tI(A-~~t), truncada en cero:
____ , r=O.i,...
A partir de la función generatriz de probabilidades se
obtienen la media, los primeros momentos y las distribuciones de
los números de ocupación. De las propiedades de estos últimos se
obtiene una familia de estimadores de 5:
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-. E[M,
]
5=
pr
D
1-Po
demostrando que D/(1-P0) es un estimador insesgado de 5.
El vector aleatorio, cuyas compOnentes son los números
ocupación, M=(M1,..., MD) se distribuye según una multinomialnegativa, y, cuando se le condiciona por M1+. . .+MD=D,
multinomial de parámetros Ma(D.Mi/O MD/D).
Resultados importantes son:
1.
sigue una
es un estimador insesgado de P0.
2.Oos estimadores insesgados de 5 son:
TD
T-Ñ1 A
3. Las abundancias relativas son variables aleatorias con
una distribución beta de parámetros 13[A.(S-1)AJ.
4. El cuadrado del coeficiente de variación de Pearson de
las ~k es aproximadamente igual a 1/A.
5. La función de máxima verosimilitud de 5 es:
.0 p~rMS> =H 1-.P
k=1 O
6. O/(1-P0) es un estimador insesgado de 5.
El problema fundamental es entonces el de estimar el parámetro
A. Para conseguir una estimación independiente de 5. hemos
de
D
l-4Y~i
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considerado el proceso combinado, que. por una parte, en virtud
de la proposición de Cox13 e Isham, tiende a un proceso de
Poisson de media M
1. Así, hemos conseguido obtener la distribución
del tiempo de espera hasta la primera renovación.
A esta misma distribución hemos llegado, utilizando el
razonamiento que hace Feller’
4
Relacionando ambos resultados, se obtiene para P
0. como
estimador independiente de A, el estimador de Zelterman:
24
P0=e
que. además de proporcionarnos el estimador de Poisson para 5:
D 24
1-e
4
cuya varianza es:
Var(4> - ___
nos permite obtener un estimador de A independiente de 5:
A 242
13 D.R.cox & VIshain. “Point Processes. cap. 4, apdo. 4.5. chapman &
Hall .Ipswich 1980.
14 W.Feller. ‘Introduccién a la teoría de probabilidades y sus aplicaciones”.
VolIr. capil, apdo.5. LIMUSA. Méjico 1993.
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Esta estimación de A nos proporciona los estimadores de 5:
D
y 7-Al1 ?-Ñ1
(mf-mA?1) ~2M2
2142
En cuanto a la relación con los otros modelos de muestreo.
cuando A tiende a infinito,
distribución de Poisson. que regula
la binomial negativa tiende a la
el muestreo completamente
aleatorio con reemplazamiento.
El muestreo sin reemplazamiento es
puntos al azar del intervalo
equivalente a tomar A
(0,1] y contar el número de puntos
que hay en el subintervalo (0.q].
.4= )
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u
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u
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MUESTREO SIN REEMPLAZAI’IIENTO
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u
u
u
u
u
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IV MUESTREO SIN REEMPLAZAMIENTO
4.1. Proceso de Bernoulli
En el capítulo 3, definíamos el proceso Jk(t). que sigue una
distribución binomial de parámetros A y q. donde A es el opuesto
del parámetro A que se obtiene en la binomial negativa. Denotamos
*por 3k (t) a la distribución truncada en cero, y tenemos un proceso
de Bernoulli . cuya función masa de probabilidad viene dada por:
zt (A) q’ (j.q)A1 , r=1,2,
que proporciona la probabilidad del número de individuos de la
clase ‘k en el intervalo (O,ql. J~(t) corresponde a un proceso puro
de muerte, según veremos en el siguiente apartado, que nos va a
permitir estudiar el problema del número de especies cuando el
esquema de muestreo es sin reemplazamiento.
Este planteamiento es equivalente a tomar A puntos al azar del
intervalo (0,1] y contar el número de puntos en el intervalo
(0,q].
4.2. Proceso puro de muerte
Dada una población inicial de tamaño A>O, los individuos
mueren con una cierta razón de proporcionalidad, pudiendo su
número, en ocasiones, llegar a ser cero. Si el tamaño de la
población es n, sea p
1, la proporción de muerte, que definimos del
siguiente modo:
(4.1)
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La probabilidad de que haya una muerte en el intervalo
(t,t-s-At> es p~At-s-o(At). y la probabilidad de que no haya ninguna
muerte es í-p~At.o(At), y todas las restantes posibilidades
tienen una probabilidad del orden de oAt)
También vamos a suponer que la ocurrencia de una muerte en el
(L,t+AL) es independiente del tiempo desde que tuvo
lugar la última muerte.
Para tal proceso, vamos a deducir’ las ecuaciones
diferenciales como sigue. Admitiendo que las transiciones tienen
lugar en los intervalos (0.t] y (t,t+At) tenemos:
PjL+AL) = [1—p~At.o<At)]
dando
PA(L> —I.LAEA<t>
En el caso particular en que p~=12, la solución
ecuaciones toma la forma:
E~, t = ( A)~~nt (l~et)Afl
que es una binomial con parámetro B(A.q). siendo q=et.
Narayan Bhat.U.(1987). ‘Elements of Applied Stochastic Processes”. cap.7,
apdo. 7. John Willy. New York.
intervalo
a estas
n=A
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La distribución del tamaño de la población en el instante t,
puede obtenerse considerando a los miembros originarios de la
población como iniciadores de una sucesión de Bernoulli.
Supongamos que cada miembro originario tiene una vida
distribuida exponencialmente con medial/p. Entonces cada individuo
de la población original tiene una duración de vida que está
distribuida exponencialmente con media 1/ji, y, para cada individuo
vivo en el instante t, la probabilidad de que muera en el
intervalo de tiempo t, L+At) es pAt+o<AL)
Suponiendo que la muerte de un individuo de la población es
un suceso independiente, para n individuos vivos en el instante
t, la distribución de probabilidad del número de muertes
durante (t,t+At> puede ponerse como sigue:
P{ninguno muera durante (t,t+At) }= [í-pAt-s-c(At>]~=
=í—npAt+o(At)
P{alguien muera durante (tz,L+At) }=
=n[pAt+o(At) 1 [1—pAt-.-o(At)]~’=
= np/A t+o (AL)
y P{mueran k (k>1) durante t,t+At }=
oCAL).
Estas probabilidades conducen a los postulados de un proceso
de muerte, en el que la probabilidad de una muerte antes del
instante t es la probabilidad de que la vida de dicho individuo
no pase de t y viene dada por í-e~t, y la probabilidad de que un
individuo no muera en el instante t se puede expresar como et.
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Entonces la distribución del proceso viene dada por:
PEJflL> =r] =(A) (6t> (1.6t> “‘ r=A (4.2)
siendo p0=[1~et]Á. (43)
Si llamamos q a et, resulta:
- r A-r¡A~ gpP[J(t) =rl II) 1-~~pA r=O,1,2, . . . (4.4)
4.3. Modelo de muestreo
Para un número natural A y ar=(A-r)pr. r=0.1,2 A, el
proceso (4.4) es equivalente a un proceso de muerte con tasa de
crecimiento lineal, y el esquema de urnas correspondiente es el
muestreo completamente aleatorio sin reemplazamiento.
Esta distribución se puede obtener también a partir de M-r
procesos independientes de Poisson, cada uno de ellos con
intensidad 1, en cuyo caso T(r) será el instante en que tiene lugar
el r-ésimo suceso, o bien. T<r> será el número de procesos con al
menos un elemento en el intervalo (O.t].
4.4. Función generatriz de probabilidades
La función generatriz de probabilidades de la distribución
binomial que regula el proceso {J$t)} es:
____ (4.5)(z) = 1 (qz+l~q>A , O<q<11-E
0
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Los primeros momentos para la distribución sin truncar son:
E(4(L)] =Aq
Var EJk(L>] =Apq
E[J~(t)]2=Apq+A2q2
IEJ~(t> ] =p< 1
Observamos cómo el índice de dispersión
distribución, es menor que 1.
Los primeros momentos respecto al
truncada correspondiente
tanto, de multiplicar
al proceso
los momentos
origen de la distribución
k-ésimo. se obtienen, por
respecto al origen de la
distribución no truncada por
1 1 5
1-E
0 l.pA D
Se obtiene así:
1’.
2’
3’
4’
SAqE[J,~(L>] = D
Var [4(t) ] = SA«I1+q(Aí) SAq~
D
SAqD
Irj;(t> 1 =1.q<A—1)— SAq
D
1.
2.
3.
(4.6)
4.
(4.7)
(4.8)
(4.9)
para esta
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
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4.5. Muestreo hipergeométrico y de Bernoulli
En el capítulo primero, vimos que, si la población tiende a
infinito, la distribución hipergeométrica tiende a la binomial.
Luego, cada proceso sigue una binomial . y se verifica, por tanto.
la siguiente proposición:
Proposición 4.2: Si 31(t) 30(t) son independientes y
siguen una distribución binomial B(A,q), la distribución
.0
del vector (31(t) JD(t)) condicionada por YJkL=T
k=1
viene dada por:
flA
1 EJ¡e(t) =T]= k.a “¡e
(DA>
(4.15)
Se trata de la distribución hipergeométrica multivariada.
La demostración de esta proposición es inmediata,
= n~
ya que:
1 fJ~k>T] = ~J A)qfl¡e (1~q)¿4flk —
k=1 IDA)qT(l~q>DA-T
(DA)
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4.6. Distribución en el muestreo
En el primer capítulo, vimos que. cuando el
es grande, la distribución muestral
aleatorio sin reemplazamiento
tamaño muestral
del muestreo completamente
tiende a la multinomial de
parámetros:
(4.16)
Se verifican, por tanto.
1.
2.
3.
las siguientes propiedaes:
E[M,] =M,=SE,=DE,
Var EM,] =Mj1--~)
ELAl,(M,—1>] = D(D—1) P~
(1—P0)
2
Teniendo en cuenta
4.
la primera propiedad. resulta:
- (A-r) q
~r (r+l>p
En particular, para
5.
r=1, se tiene:
— 21.72
Ñ
1 (A-1>
y. para r=0, resulta:
(4.17)
(4.18)
(4.19)
(4.20)
(4.21)
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a’
S-D
F7?IiIiiTl
Oemostraci ón:
1tE[SJC(k~1)M¡e]EL(JkA(t) >2l—E[J~<L) 1
72 ] _ 72 2.2[SD DSA] - S SA
72 A-l
A
Si tenemos en cuenta que ~, =SE,=DEt
siguiente proposición:
podemos enunciar la
Proposición 4.3: Si G(k) es el número de especies que figuran k
veces en la muestra, la distribución
aproximadamente multinomial M«(D;M
1/D MD/O).
4.7. Estimadores de P0
1. Estimador de P0:
~1~1
E0 =
7 SA
Esta relación es también inmediata:
6.
7.
(4.22)
(4. 23)
de (G(1) G(D)) es
(4. 24)
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pSA-T 1415A-T Mf Mf
___ —E0=7 ~TMo=”y ~ 7
Oespejando 5 en
II.
la expresión anterior, se obtiene:
1P0—PI
Veámosí o:
E0 =4(1- 4
La relación anterior nos permite enunciar la siguiente
proposición:
Proposición 4.4: En el muestreo completamente aleatorio
sin reemplazamiento, el estimador de Good-Turing, M1/T, es
mayor que P0.
Es suficiente tener en cuenta que 0<p<1 en la relación (4.25).
(4.26)III.
En efecto:
A?
pn A =—
1-p — (A-1) lnp=lnI—I —7
P(ÑjA
(4.25)
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4.8. Estimadores de 5 en función del parámetro
Oe la expresión anterior se deduce el estimador de 5:
DA) (4.27)
Despejando 5 en (4.24), se obtiene:
TD 7/% 1
7-A?1 7-A?1 AB)
C) TA?1 7(1.11—21.12> 1
2142 24 A
Como q/(1-q)=t/(SA+T). resulta:
24 (A-1>T
SAi-T
1
de donde:
-— ~vn1LTSi T(M1-21~3
>
24A A 2I4~ I~2Ñ2)A2At 2142
Despejando 5 en la expresión (4.23), resulta:
(4.28)
(4.29)
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72A-1
A
O)
E)
En efecto, en las relaciones anteriores
(4.30)
(4.31)
(4.21) y (4.22).
despejando q/p e igualando, se obtiene:
q~ ____
p (s-D)A
21.4
A?
1 <A—l) —S-D- ~í A-12A?A2
de donde se deduce inmediatamente 4.31.
de 5
Como , en este modelo. EEM1] tiene la misma expresión que en
el modelo secuencial. podemos estimar A por medio de (4.39). que
proporciona.
expresiones,
para el muestreo sin
para los estimadores de 5.
reemplazamiento. las mismas
que en el muestreo
secuencial
~17
/9
Al <ir
= ~ rA?1
‘~ ~
á TA?17(A?1-2A?2)19 21.4 21.4
A?1 (mT-mA?1
>
A?1 (lnT-lnA?j)
21.4
4.9. Estimadores
1.
II.
III.
(4.36)
(4.37)
(4. 34)
-180-
IV. -, A?2 A?~ A?1 (mT-mA?1
>
~2o=~~ + (4.38)
2142 24 24
V. -~ 72 72 A?1 (lriT—1n4> (4.39)
R2 R2 2142
Aunque hemos obtenido las mismas expresiones. el resultado es
diferente. En efecto, al estimar el parámetro, se obtiene para A
un valor negativo, por lo que deberíamos haber tomado 8=-A como
parámetro de la binomial . Por este motivo, si mantenemos el mismo
nombre para el parámetro. resulta la misma expresión. pero los
segundos términos de los cuatro últimos estimadores seran
negativos. El mismo efecto se obtiene en el estimador (4.36).
4.10. Resumen del capitulo
La distribución que regula este esquema de muestreo es la
binomial de parámetros B(A,q), y corresponde a un proceso de
muerte con tasa de muerte lineal.
Cuando el tamaño muestral es suficientemente grande, los dos
tipos de muestreo completamente aleatorio (con reemplazamiento y
sin reemplazamiento). tienen la misma distribución muestral.
Podemos distinguir este modelo si observamos que, en él. el
estimador de Good-Turing, M1/T, es mayor que 1%, ya que
PO = Mf
— E7
En la práctica. el criterio que adoptamos es el de comparar
los estimadores de las probabilidades desconocidas de Good-Turing
y de Poisson-Zelterman:
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Si A?1> e~ tenemos el muestreo completamente aleatrio
sin reemplazamiento.
Se puede contrastar este criterio con el de Katz, que consiste
en estimar el índice de dispersión de la población a partir del
índice de dispersión de la muestra.
Se obtienen, para estimar 5, las mismas expresiones del
muestreo secuencial, aunque el resultado es diferente. En este
modelo, el valor de 5 será inferior al valor que se obtiene bajo
la hipótesis de homogeneidad.
-182-
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V MUESTREO CON REEMPLAZAMIENTO
5.1. Relación entre la binomial negativa
distribución de Poisson
Cuando A tiende a infinito,
de las Pk es homogénea, la
es decir cuando la distribución
binomial negativa tiende a la
distribución de Poisson, según vemos en la siguiente proposición:
Proposición’ 5.1: Sea BN(A.r.p) la distribución binomial
negativa. Cuando A-.oo y Aq-4. — RN(k,A,p) -~ eX Ak
En efecto:
La función generadora de probabilidades de la binomial
negativa es:
Sea A fijo. Cuando p-ct, q-*o y A-~oc de modp que q—A/A
resulta
W. Feller “Introducción a la Teoría de Probabilidades y sus Aplicaciones’.
Vol. 1, Cap. XI, 6. LIMUSA. México. 1993.
y la
cÑz) (5.1)
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( l~z
>
Tomando logaritmos,
=1 (5.2)1- Xz 3
el segundo miembro tiende a ed<12> ,que
es la función generadora de probabilidades de la distribución de
Poisson, cuya función masa de probabilidades truncada en cero es:
eAAk
k kI (i~ed)
5,2. Función generatriz de probabilidades
La función generatriz de probabilidades de la distribución de
Poisson truncada que regula el proceso {Nk*(t)} es:
1
(z> = e1<1»> , A>o seR.
Los primeros momentos para
1
2
3
la distribución sin truncar son:
(5.5)
(5.6)
(5.7)
(5.3)
(5.4)
EEN~(t) 3 =A
Var EH~( t) 1 = A
E ENk( t) 32 = A—A2
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4 IEN~(t>] =1 (5.8)
Observamos cómo el indice de dispersión.
distribución, es menor a 1.
Los primeros momentos respecto al origen de la distribución
truncada correspondiente al proceso
tanto, de multiplicar los momentos
k-ésimo. se
respecto
obtienen, por
al origen de la
distribución no truncada por
1 1 51~Po 1-pa O (5.9)
Se obtiene así:
1’
2’
3.
4,
E[N;(t) — ___D
Var [N(L)l = ____ +A- 1P
0
)
(5.10)
(5.11)
(5.12)
(5.13)
E[Nflt>1
2= A+A2
PO
T[N(t)] =1-si— A1-PO
5.3. Propiedades de los números de ocupación
La distribución que regula el muestreo con reemplazamiento es
la distribución de Poisson de parámetro A y se cumplen las si-
gui entes propiedades:
.0
E(M,) ~
k=1
E{I[Nk(T) =r}]= nX’e~’
r! (i—et
para esta
1. (5.14)
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En particular:
2. E[M1] — DAeA (5.15)
DA2eÁ3. E[142] = 2 (i~ed) (5.16)
De (5.15) se deduce:
4. l~eX~ DX (5.17)
DX --141~
En efecto:
Al1-M1e~A =DAe
1=~e4 - _____ — = DA
DA+M DA+M1
De la propiedad anterior resulta:
5. (5.18)
Es inmediato, ya que
D _ DA+4 A?A A
De (5.16) se deduce:
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6. (5.19)DA2DA2 +2 A?
2
Veamosí o:
2A4-2A?
2e
4 =DA2e ‘ — e ~= 2143 -, — 1-e4 - DA2
DA2+2Al
2 DA
2+2M
2
Por otra parte:
BE7.
En efecto, igualando (5.17) y (5.19), se obtiene (5.20).
I~rIw
5.4. Estimadores de 5
Este modelo se da cuando A tiende a infinito, por lo que el
coeficiente de variación de Pearson de las Pk se anula. Luego,
como estimadores de 5, tendremos los estimadores homogéneos.
Así, de las relaciones (5.8). (5.20) y (5.21) se obtienen los
siguientes estimadores para 5:
1. ~2M
puesto que:
7E[N~(t)l = = — AS= 7— A = —D D 5
(5.20)
8. (5.21)
(5.22)
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Entonces:
7 7k
;
5 2Al~
“2
~23
2142
En efecto:
A1
2
A 2143
72BE44
=E(U>jt)2l~EFUk(t)l=D(A+A2)§~A 5-DA~ ~ —EER
2] LJLJ D D D 5
Si utlizamos la esperanza matemática de M1 en el estimador de
máxima verosimilitud. obtenemos:
T
de donde:
IV.
2143
Al~
II. (5.23)
JI’.
Veámosí o:
(5 . 24)
72
—r
(5.25)
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Se trata una vez más del estimador de Darroch. que está basado
en el estimador del recubrimiento muestral de Good-Touri ng.
5.4.1. Estimador de Poisson
Se conoce como estimador de Poisson el estimador de la forma
D1-~0(F)
donde fl0(F> es un estimador de “la probabilidad de que una
variable aleatoria con la distribución mixta de Poisson es igual
a cero”
Para esta distribución, el estimador de “la probabilidad de
que el número de especies sea cero” es
(5.27)
Si utilizamos (5.20) para estimar t. obtenemos el
de PD:
(5.28)
Llevando este valor al estimador de Poisson, se obtiene:
/9
2)4
1-e Al
(5. 29)
(5.26)
estimador
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Se trata del estimador de Poisson-Zelterman. cuya varianza
puede obtenerse utilizando la expresión (3.60).
5.5. Distribución de Maxwell-Boltzman
La binomial negativa. en las condiciones indicadas, cuando A
infinito, converge a la distribución de Poisson de
parámetro A.
Si condicionamos
12
Nk(t) =2’,
la distribución
se obtiene
de (N1(t) N0(t))
la distribución multinomial:
E=E[Nk(t)=nk,k=1,2
12
11~~k’ fl=O
H k=1
k=1
Nk(t) =7] =
y A Pk t
Si se admite la hipótesis de homogeneidad: p
1p2..
el número de muestras con O clases diferentes, en el capitulo
segundo vimos que la distribución correspondiente al muestreo
multinomial
estimación de 5,
cuya varianza.
es la de Maxwell-Boltzman, que proporciona,
la solución 53 de la ecuación
según vimos es:
var(S)
tiende a
por
siendo
como
/9= sIi-e (5.31)
~13
T
e
33
(5.32)
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(5.32)W.W. Esty2 estudió la eficiencia de los estimadores de
Darroch y de máxima verosimilitud, analizando los estimadores de
los respectivos recubrimientos muestrales:
1’
C~1~eS
- 14y
2’
concluyendo que el estimador de Good-Touring es “bastante
eficiente cuando se le compara con el de máxima verosimilitud”.
6.6. Resumen del capitulo
La distribución que regula el muestreo completamente aleatorio
con reemplazamiento. cuando la población es
distribución de Poisson de parámetro A,
infinita,
siendo q—X/A,
tiende a 1 y A tiende a infinito.
La distribución para particiones correspondiente es la
distribución de Maxwell-Boltzman, que da lugar al
máxima verosimilitud, Si,
estimador de
solución de la ecuación:
2
’
Como A tiende a infinito, se verifica
equi probabilidad.
la hipótesis de
y los estimadores de 5 son todos homogéneos
Los estimadores de menor varianza son el de Oarroch y el de
Poisson, que, en este modelo, deben dar estimaciones muy próximas.
2 Esty. W. W. “The Annais of Statístics’. Vol. 14, N0 3. 1257-1260: 1966.
es la
cuando p
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VI MUESTREO DE BOSE-EINSTEIN Y DE EWENS
6.1. Convergencia de la binomial negati va a la serie
1 ogaritmi ca (Modelo de Ewens)
El modelo paramétrico presenta tres casos extremos, uno de los
cuales es aquel en que A tiende a infinito, que da origen a la
distribución de Maxwell-Boltzman, que estudiamos con detalle en
el segundo y quinto capítulo.
Los otros casos extremos son aquellos en que A tiende a cero
ó Mí. y que van a dar lugar a las distribuciones de Ewens y Bose-
Einstein.
Proposición1 6.1: Sea BN(r;A,p) la distribución binomial
negativa truncada en cero.
Cuando A-0 — BN(z-;A,p) -. -a q
r
donde a= 1
log (1-q>
En efecto:
BN(r;A,p) =
r=1.2,3,...
A (A~s-r—1) Er~’1 pAqr 1
lp~
A. Stuart & J. Keith Ord. “Kendall s Advanced Theory of Statistics’. Vol
i, cap. 5. Apdo. 5.28. charles Griffin & co. Ltd. Belfast 1983.
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Teniendo en cuenta que
hm A = —2
.
A0 m—p~ log(p)
para lo cual basta con aplicar la regla de l’Hópital,
him.BN<r;A,p> =—a q , r=1,2,...
A-O
Se trata de la serie logarítmica,
resulta:
(6.2)
cuya función masa de~
probabilidad es:
=~« q , r=l,2,...
r
y cuya función generatriz de probabilidades viene dada por:
E(z> - 1 log(1-qz)
log(1-qj
El modelo de Ewens se caracteriza por tener como distribución
a la “serie logarítmica”.
Los primeros momentos respecto al origen y
- —aq(1+q
)
; a4 =
la varianza son:
—aq(l+4q-’-q
2
)
p4
p
2-Var(X) = —(1+aq) a c
;
1.19 = —aq(l+q+3aq-s-2c&>
—aq(1-’-4q+q
2) +4aq(1—q) 6a 2q2
A) Por una parte. tenemos que la esperanza de Mr es:
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0
(6.1)
(6.3)
(6.4)
a
1 = ____
p
a3
~.14
-‘
14=
,
Da,
r
En particular:
E(M1) =-aflq
2
E(142) = _
de donde, dividiendo miembro a miembro, resulta:
Como -a = ___ -
Dg
142
2.
2ú2D
se deduce:
E
r Dr~Ñ1)
B) Si utilizamos la media muestral
= 2’
p /9
— Tp _ T(M1-2M2
)
Dg DA?1
Entonces:
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(6.5)
(6.6)
(6.7)
la población:
para estimar la media de
(6.8)
A?1 -D7~q=TpDg
Mf
7
7-Mf
yq= 2’
con lo cual:
(7A?
1 y-
1
‘ Dr k 2’
Luego se obtiene así el estimador de 5:
(6.10)
6.2. Distribución de Bose-Einstein
La distribución de Bose-Einstein se obtiene para el valor de
A=1, en cuyo caso se verifica:
Proposición 6.2: Sea BN(r;A.p) la distribución binomial
truncada en cero. Cuando A-’1 — RN(r;A,p) -‘pq’ donde
negati va
t
A-st
En efecto: Basta con hacer A=1 y se obtiene:
Se trata de una distribución geométrica, que caracteriza al
modelo de Bose-Einstein. Es. por tanto, la distribución de los
(6.9)
(6.11)
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tiempos entre llegadas correspondientes a un proceso de Bernoulli
cuya distribución es:
~r jA) p’(i—PM-’ , r=1,2, .
al ser desconocidas las especies que no figuran en la
muestra, la truncamos en cero.
Esta disttibución nos proporciona la probabilidad del número
de individuos de la clase % que quedan en el instante t=T.
Si hallamos la esperanza matemática de M1 y M2 resulta:
E(141) =Dp —
D
y q= /9—Mf
/9
E<b4) =p<1—p)
Dividiendo miembro a miembro las dos igualdades anteriores e
igualando, se obtiene:
1.4
= 1—p
de donde:
—~ (ú2y’
1.4 ¼43
r 14/9)
que.
(6.12)
y
(6.13)
(6.14)
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Oe (6.13) y (6.14) se obtienen los estimadores de 5:
£27-
v-A?f
y
(6.16)
6.3. Resumen del capitulo
Las distribuciones de Bose-Einstein y de Ewens son, en
realidad dos casos particulares(extremos) del modelo paramétrico.
Cuando A=0. se obtiene la serie logarítmica, cuya distribución
caracteriza al modelo de Ewens, y viene dada por:
r
r r r=12,...
para la que hemos obtenido el estimador de 5:
(7~4)2
Mf
La distribución de Bose-Einstein se obtiene para otro caso
límite del parámetro, A=1. y se caracteriza por tender a la
distribución geométrica:
E, =j, (l—p) ‘-‘
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VII MODO DE ACTUACIÓN EN EL MODELO PARAMÉTRICO
7.1. Análisis de resultados
La relación que existe entre los estimadores de Poisson y de
Oarroch nos permite dar un criterio unificado al problema de las
especies cuando la población es infinita.
En efecto, el análisis de los tres modelos estudiados y el de
los casos extremos nos ha permitido llegar a las siguientes
conclusiones:
Proposición 7.1: El estimador de las probabilidades
desconocidas de Good-Turing es:
A) Menor que el de Zelterman. en el muestreo secuencial.
B) Mayor que el de Zelterman. si el muestreo es completamente
aleatorio sin reemplazamiento.
C) Igual que el de Zelterman, si el muestreo es completamente
aleatorio con reemplazamiento.
En efecto: Hemos comprobado en el capítulo 4 que:
-2)4
14 —
e—
1 <e M
7
si el muestreo es secuencial.
si el muestreo es ca. sin reemplazamiento, y-2)4
7
-20 1-
-2)4
Al si el muestreo es ca. con reemplazamiento.
Como consecuencia de esta proposición, se tiene la siguiente:
Proposición 7.2: El valor del parámetro A es:
A) A>O, en el muestreo secuencial
8) 4<0, en el muestreo c.a. sin reemplazamiento,
C) A tiende a infinito, en el muestreo ca. con
reempí azami ento.
Demostración:
En efecto: Si el muestreo es secuencial, sabemos que:
—<e2’
-2)4
Al
pero esta relación es equivalente a afirmar que 4> o,
que:
-2M
—mnM1—1n7< ,. 2
Mf A?1 (mnT-mnMf) >2142
— A?1 (lnT-mnú1
)
21.4
>2. A2. 2.— >0 2.4~—>O
A A
2) Si el muestreo es aleatorio simple con reemplazamiento,
por la proposición 7.1, sabemos que
A?1
7
y
14
1
7
-2)4
<e
puesto
2.
— —>0
A
A> C
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-2)4
7
— lnA?1-ln2’= jk — A?1 (mT-mb?1) =2k —
Ni
— A?1 (lnT-mnb?1
)
2k =2. ~1=O — A-ccA
3) Si el muestreo es completamente
reemplazamiento, por la proposición 7.1,
A?1
aleatorio
sabemos que
-2)4
-r
lúego
-2k
lnM1-lnT> A?1(ln2’-lnA?1> <2k —
“4 cmnr-inzQ
>
- 2k
<1— As-2. <~ .~. <~ — A<O
A A
Estas conclusiones confirman los resultados obtenidos ya por
N.L.Jhonson’ y S.Kotz, que comprobaron cómo cada una de las tres
1 Johnson.N.L & Kotz.S.(1976). “Díscrete Distributions”. John Wiley & Sons.
New York.
Entonces:
-2)4
2’
sin
1.4
2’
-2)4
si
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distribuciones (binomial negativa. binomial y de Poisson) pueden
ser consideradas como desarrollo de:
siendo, en el caso de la binomial negativa, A>0 y w>0; para la
binomial. -1<w’c0 y A<D. La distribución de Poisson corresponde a
un caso de limite intermedio, donde w tiende a cero y A tiende a
infinito, con Aw=X.
Por ello, según el modelo de que se trate, tendremos:
A) Si el muestreo es secuencial:
A>O y Ocw’cl
Si hacemos Q=1+w y P=w, el término (r+1)-ésimo del desarrollo
del binomio (1+W~WyA es
que es la función masa de probabilidad de la binomial negativa.
que. si hacemos ahora q=P¡Q, resulta la binomial negativa en la
expresión que hemos venido utilizando:
(A+Z~2.)qrpA
Tomando como estimador de A:
2k
¡‘4 (mT-mb?1) -2k
pdemos tomar, como estimador de 5, uno cuaquiera de los dos
sigientes:
T-1.f~
A?1 <mnst—lnA?1) —21.4
2k
~12~
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~r.
9
o bien:
/9
También se puede tomar el estimador de Poisson:
~11=
1-e
2)4
Al
Las estimaciones que proporcionan estos tres estimadores son
muy próximas.
8) Si el muestreo es completamente aleatorio
reempí azami ento:
sin
4<0 y -1’w<0
Si hacemos B=-A>0. -w=p. con lo que q=1-w.
Entonces el término (r+1)-ésimo del desarrollo de (1+w~wYA~(q+pV
es ( 8\nZtrBZ
r
que es la función masa de probabilidad de una distribución
binomial de parámetros B(B.q).
Si estimamos E por
2A?2
A?i (lnT-lnk) -2k
al ser 4<0
estimadores de 5.
en este modelo, es B>0. y podemos utilizar,
las mismas expresiones de S’~ y S~. si
segundo término de ~ será ahora negativo. Al
como
bien el
no haber cambiado
205-
2.
de nombre el parámetro. A, su estimación será negativa. También
S~3 dará una estimación inferior a la del modelo secuencial
C) Si el muestreo es cómpletamente aleatorio con
reemplazamiento. A tiende a infinito, y, como estimadores de 5.
se toman:
T/9
t-k 211.422 2k
7.2. Criterio de Katz
Para seleccionar el modelo, los resultados anteriores
obtenidos de la comparación de los estimadores de Good-Turing y
de Zelterman para la probabilidad de especies desconocidas, se
pueden contrastar por el criterio de Katz, también expuesto por
Johnson y Kotz. y que se basa en la estimación muestral del
estimador:
donde ~2 es la cuasivarianza, y Ría media muestral.
En nuestro caso, este estimador es:
/9<?r¿) ?
?(/9-m> /9
de forma que:
Si K>O. la distribución correspondiente es la binomial negativa;
Si K<0, se trata de la binomial:
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Si K=0, la distribución que corresponde es la de Poisson.
Los distintés valores del parámetro A nos permiten analizar
también algunos casos particulares:
a) A=1. que corresponde a la distribución de Bose-Einstein,
en cuyo caso
~
Se trata de una situación particular de muestreo secuencial,
con un nivel de heterogeneidad del 100%.
b) A=2. que corresponde al modelo de Esty, en cuyo caso
p~ ¾?
También corresponde a una situación no homogénea con un nivel
de heterogeneidad del 70%.
c) A=0. que corresponde al modelo de Ewens, en cuyo caso
la distribución adecuada es la distribución log-normal.
Si A=0. se estaría en una situación con grado máximo
heterogeneidad. La distribución adecuada es la de Ewens, y.
de
como
estimador de 5. se podría utilizar:
2’2A?
~11= r~Ñ32 2.n 2
’
A?1
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1.3. Ejemplo
Vamos a aplicar estos resultados
numismática que proponemos en el capítulo II.
al ejemplo de Holst sobre
A) Anverso de las monedas:
A?1 -2)4
= O’7647 < O’7638 — e
luego corresponde a un esquema de muestreo secuencial . en que:
A—9’87 — ?2 =±~o/1om— = O’318A
El criterio de Katz confirma este resultado, ya que:
T(/9—1> .1o’2.65>o/9
El coeficiente de variación de Pearson es 0’318x100=31’8%
Cualquiera de los estimadores que hemos propuesto proporciona
para 5 un valor aproximado al de Zelterman. Tomemos 512:
£12 =823
Si utilizamos la expresión de la varianza del apartado 3.6.2,
el error típico del estimador en el muestreo es aproximadamente
igual a:
8232 —65’89
— 2.56
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B) Reverso de las monedá~:
“4
— = 0152’
-2)4
< 0’6 —
También corresponde a un esquema de muestreo secuencial
que:
en
A—2’78 ~?2= 1 —O’359 —9=o’59
A
El criterio de Katz confirma el resultado:
/9(?+É~) _ ~
________ — = 0,626>0?(/9-1) /9
El coeficiente de variación de Pearson es 0’59400=59%
Cualquiera de los dos estimadores que hemos propuesto
proporciona para 5:
12
Como estimador del error típico. resulta:
3552 =35’2.5102
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VIII. MODELO DE SICHEL (INVERSA GAUSSIANA)
8.1. Introducción
Sichel1 y más tarde Ord2 y Whitmore, en lugar de la
distribución gamma, utilizaron la distribución inversa de Gauss
o distribución “inversa gaussiana dG)” en el problema del número
de especies, truncándola también en el origen.
El problema fundamental es el de diseñar un
que nos permita estimar 5 a partir de los Mr,
axiomas 1 y II, pero. en lugar del III, se admite
modelo adecuado
admitiendo los
ahora el axioma
Axioma IV: Los{X.} son
JJ=l,2 .0
idénticamente distribuidos siendo la
parámetros (~x,y> la distribución común.
La distribución IG fue introducida
para estudiar el primer tiempo de paso en
independientes y están
inversa Gaussiana de
por Schródinger en 1915
el movimiento Browniano.
1 H.S. Sichel . “Assintotiscs Efficiencies of three mrthods of estiniation for
the inverse Gaussian-Poisson distribution”. Biornetrika, 69, 467-472. 1986.
2 J.K. Ord & SA. Whitniore. “The Poisson-Inverse Gaussian Distribution as
a Model for Species Abundance”. cmmunications in Statisrics. Part A.-Theory and
Methods, 15, 853-871. 1986.
IV
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El problema que se planteó Schródinger consistía en el
movimiento de una partícula, restringido a una línea recta,
comenzando en x=0 en el instante t=O.
Su desplazamiento. después de un cierto tiempo t. es la suma
total de los desplazamientos debidos a la influencia del campo.
que es vt y el desplazamientoy debido a la influencia del
movimiento browniano. Este último desplazamiento se distribuye de
acuerdo con la ley de Gauss de media O y varianza t/a.
Así un desplazamiento de y a y+dy tiene de probabilidad:
«12
« e ~ dy
itt
síendo a la mítad de la varianza ~i~o22
Ahora el desplazamiento total x es:
x = vty
de modo que la probabilidad de que el desplazamiento quede entre
x y x-’-dx es
a <x-vt)2a ~ dx
eitt
Sí tomamos la varíable aleatoria A . la función de densidad
de la IG es
(8.1)
donde y>o y p>o.
La media de esta variable es ~xyla varianza ~
y
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El modelo de Sichel consiste en tomar la inversa gaussiana
(IG) como distribución de los% , de modo que la distribución
compuesta, inversa gaussiana de Poisson (IGP),
representación de P(r)=P(Y~=r).
La relación entre los % y los p~ viene dada por:
A.
pi- -~s
ZAkk=1
8.2. Distribución inversa gaussiana
La elección del axioma III nos lleva al siguiente resultado:
Proposición 8.1: Si Nk(t) es una variable que sigue
distribución de Poisson de parámetro A . es decir:
P[Nk(t) =ir]=
y A sigue una distribución
f (Xt) eXtf(X ¡ p,y) dA
o
JG. la distribución de Poisson que
utiliza la inversa gaussiana como distribución mixta tiene como
distribución de probabilidades:
_____ e’
tt(X ¡ p,y) dA
P[R=r] =P[Nk(t> =r] =f (Xt
)
o
que resulta:
4--y-
P[R = r] — ‘e ~ , r=O,1,2,...
va a ser la
(8.2)
una
(8.3)
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donde mr~ es el momento de orden r con respecto al origen de la IG
de parámetros (p,
De la expresión
probabilidades de la
~> y
(8.3) se deduce que, para hallar las
IGP. es necesarío hallar los momentos de
orden r respecto al origen. Vamos a llamar:
= 1
* 1
= II. = ________
1
~2 y
= ~:(-~)“2e6 K,112 (~)
donde ~ Xt y K~(z)
11~
(r—1+j) ¡ (20>0
jI (r—1—j) r=1,2,
designa la función de Bessel modificada de
segunda especie de orden y y con argumento z.
Además estos momentos verifican las relaciones
que van a facilitar el
recurrentes,
cálculo:
(2r—2.) m§j
se obtienen las relaciones de recurencia entre las
probabilidades de la IGP:
~~~2F ~%--~ 2r—1
r(r—1) y (r+1> ~~‘ r=1,2,...‘f
Los momentos respecto al origen se obtienen de las relaciones
de recurrencia de las probabilidades anteriores.
de donde
r=2.,2, .
(8.4)
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Cuando se aplica para hallar el número de especies, debe de
utilizarse, del mismo modo que en los anteriores modelos, la
distribución truncada en el origen.
P P
P(R=r) =PEN~(t)=r) = ____ = r r=1,2, (8.5)
En particular, cuando ji tiende a infinito,
densidad de la IGP tiende a la función:
la función de
/t!
[(A) =I~~2jx33
2—e
--N
2>.
que es tal que m/Xes el cuadrado de una variable normal de media
cero. En este caso, se verifican las siguientes propiedades:
1
~r =fl4 rl
= 1m~
1+ 2r—2. ni;2 2
mg=m
*
mí = I.L~
(8.7)
En este último caso, no
variable. Veamos, entonces.
y T en la inversa gaussiana
A partir de la fórmula
existe la esperanza matemática de la
cómo se deducen los estimadores de ji
truncada en cero.
de recurrencia (8.4) se obtiene:
(8.6)
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Op, — y (r+1> P<2-+1> — yE
,
8r_ _ (y+rp)P, y+p
2
y ay yit yp2 1)P,~
1Vr=O.
Tomando logaritmos, resulta la función:
L = E ú,lnP,-Dln (1-P0)
r-1
Derivando esta expresión con respecto a ji y T,
8L m ___________
ay ~ 1-P0
se obtiene:
(8.11)
8L _ 1 ¡ 0
W 2— ji y ~Dyp+Drp (jiy) ~1i- ~ \¡ro 2.~ ir 1]
donde
(8.13)
Igualando a cero (8.11) y (8.12). se pueden
métodos numéricos de aproximación,
obtener por
las estimaciones de los
parámetros. Hay que tener cuidado, ya que. en algúncaso raro,
podría obtenerse algún valor fuera del espacio paramétrico.
Se obtiene
paramétrico para
la misma expresión que obteníamos en el
la función de máxima verosimilitud de 5:
(8.8)
(8.9)
(8.10)
y
(8.12)
modelo
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u
u
u _____________
u (8.14)
u
de donde se obtiene el estimador insesgado de máxima verosimilitudu de
4- /9
u ‘—~ (8.15)
La varianza del estimador también se estima a partir de lau matriz de covarianzas de los MEl pro eso p ra hallar la estimación de 5 consiste en hallar
u las soluciones de (8.11) y (8.12) por métodos iterativos partiendo
de los valores iniciales de (8.7).
u
u
u
u
u
u
u
u
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u
u
DI k=1II ¡4! (1—E0)12
u
u
u
u
u
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APÉNDICE TEÓRICO
A.1. Descripción de un proceso estocástico
Se denomina proceso estocástico al experimento aleatorio que
se desarrolla en el tiempo de una manera controlada por medio de
las leyes probabilísticas. En otras palabras, un proceso
estocástico se puede describir mejor como una familia N(t>,teñ
de variables aleatorias indexadas. cuyo indice t recorre un
conjunto T.
El conjunto de índices T se denomina “espacio paramétrico”.
Cuando T toma valores enteros, se dice que tenemos un proceso de
parámetro discreto, mientras que si T es continuo, se considera
un proceso de parámetro continuo.
Los valores N(t) que toma el proceso se denominan “estados”
y el conjunto E de los posibles estados “espacio de estados”.
Cuando el proceso es discreto, denotamos el parámetro por n,
representando el proceso por {X~.n=01,2, ...}. El parámetro
natural en la mayoría de los problemas que se presentan suele ser
el tiempo. por lo que, en general, cuando nos refiramos a éste,
lo llamaremos ‘parámetro de tiempo”. Sin embargo, hay ocasiones
en que el parámetro es el área de una superficie o el volumen de
una zona del espacio.
Atendiendo a la naturaleza del espacio de estados, los
procesos estocás-ticos se clasifican en “cadenas de Markov” si el
espacio de estados es discreto, y “procesos de Markov’ cuando es
continuo.
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Según sea el parámetro discreto o continuo, la cadena o el
proceso de Markov se dice “de parámetro discreto” o “de parámetro
continuo”.
Dado un valor del parámetro t, el proceso estocástico{rntú
es una variable aleatoria simple, cuya distribución de
probabilidad se puede obtener del mismo modo que la de cualquier
otra variable aleatoria. Ahora bien, como t varia en un espacío
paramétrico T, la simple distribución para un determinado t dado
no proporciona información suficiente acerca del proceso.
Para tener información completa del proceso. necesitamos
conocer la distribución conjunta de las variables aleatorias de
la familia {Ñ(t),teT}
Cuando t es continuo no es posible obtener tal distribución
conjunta puesto que el número de miembros de la familia es
infinito.
Parece adecuado, ante estas circunstancias, suponer que el
conportamiento de estos procesos puede conocerse estudiándolo en
un conjunto discreto de puntos.
Sea (t1,t2,.. .t~), con t1’zt2~c.. .ct~ pertenecientes a T.
Entonces, la distribución conjunta del proceso N(t) en estos
puntos puede definirse como:
(Al)
La forma más simple para esta distribución se obtiene cuando
las variables aleatorias son independientes, en cuyo caso viene
dada por el producto de las distribuciones individuales,
reduciéndose el estudio del proceso al estudio de una variable
aleatoria simple.
A veces no se tiene una descripción completa del proceso al
no ser posible el conocimiento de la distribución conjunta. En
tales casos, sin embargo, es posible conseguir la información
necesaria a partir de las “funciones de distribución de
transición”.
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Se trata de funciones de distribución condicionales que se
basan en cierta información disponible para un valor específico
del parámetro de tiempo del proceso.
Sean t0 y t1 dos puntos de T tales que t0=t1 . Entonces se
define la fun-ción de distribución de transición condicional como
F(x0,x,;t0,t1) =P[N(t1)=x1IN(t0flzx0] (A.2)
Cuando el proceso estocástico tiene los espacios paramétricos
y de estado discretos, se definen las probabilidades de transición
como
pQ9.fl> =E(X =“IX=i)
13 (A.3)
Para definir el proceso de Poisson. necesitamos introducir
unos conceptos previos:
Definición A.1: El proceso {N(
tiene incrementos independientes
colección de índices t1,t2 t~.
LrtsT} de parámetro continuo
si N(0)=O, y, para cualquier
las variables aleatorias
son independientes.
Definición A.2: Se dice que el proceso {rnt>,tcfl
géneo en el tiempo (o de parámetro homogéneo) si la
distribución de transición dada por (A.2) depende
diferencia t1-t0 en lugar de depender de t0 y de t1.
tiene:
F(x0,x;t0,t0+t)=F(J%,X;O,L>
es homo-
función de
sólo de la
Entonces se
(A.4)
para t067.
Representaremos la expresión (A.4) por F(x0,x;t). La expresión
correspondiente para el proceso discreto (X~,n=0,1.2. . . } vendría
dada por
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Sea F(x,t) la distribución incondicional del proceso N(t)
definida como:
F(x,t) =PEN(t) =xl
Sea también f(x0) la densidad de probabilidad de N(0).
puede determinarse F(x,t) a partir de la densidad de probabilidad
F(x0.x:t) a través de la sencilla relación
F(x, t> = f F(x0,x; L) f(x0) dx0
X0EE
donde E representa el espacio de estados.
La relación correspondiente, en el caso discreto,
forma:
donde
p~) — y: PI<O) p(fl>
les
Sn)p~ =P[X~,=j]
A.2. Procesos de Markov
Los procesos estocásticos que tienen lugar en la mayor parte
de las situaciones que se dan en la vida real son tales que. para
un conjunto de parámetros t1,t2 tn de T. las van abí es
aleatorias X(t1).X(t2) X(tn) muestran cierto grado de
dependencia.
El tipo más simple de dependencia es la “dependencia de primer
orden, que se conoce como “dependencia de Markov”, que puede
definirse como sigue:
Consideremos un conjunto de puntos finito (o infinito
contable) (t1.t2 tn), t0’zt1<t2’c.. .<t«ct y t,tr pertenecientes a
T, siendo T el espacio paramétrico del proceso {N(t)}.
(A.5)
Ahora
(A.6)
tiene la
(A.])
(AB)
-22 2-
Definición A.3: La dependencia que nos muestra el
proceso {NL>,LCT} es “dependencia de Markov” si la distribución
condicional de N(t) para ciertos valores dados de N(t1) N(t~)
depende sólo de N(t~). que es el último valor conocido del
proceso. es decir:
P EX( t) =X¡ x( ti,) =x~,x( t,,1) =x,,1 x( L0> =x0] = (A.9)
Definición A.4: Se denominan “procesos de Markov” aquellos
procesos que poseen la dependencia de Markov. Por lo tanto, si
en un proceso de Markov, se conoce el estado para un valor
especifico del parámetro t. esta información es suficiente para
predecir el comportamiento del proceso fuera de este punto.
Como consecuencia de (Ab), se cumple también la siguiente
relación:
F(x0>x; t0, L) = f F(y,x;r, t> dF(x0,y; L0,r) (A 11)
yeE
donde t0<t<ty E es el espacio de estados del proceso N(t).
Cuando el proceso estocástico tiene un espacio de estados y
un espacio paramétrico discretos, resulta:
para n>n1>n2>.. .>nk. siendo n y n1.n2 nk pertenecientes al
espacio paramétrico,
E ‘‘ 2’’ X~:» =E(X,,=j ¡14, =1 >[X=jIy=4x~=i 1 .13
Utilizando esta propiedad, para m<r<n resulta:
~117y~>—~ P(X,,j Ix,,=1) =P(X~=j IX,=k) P(X,=kIX,,=Í) >j
¡ese ¡esE
donde E es el espacio de estados del proceso.
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Las ecuaciones anteiores se denominan “ecuaciones de Chapman-
Kolmogorov” para el proceso. que son fundamentales para el enfoque
que demos al analizar los procesos de Markov.
A.3. Procesos de punto
Definición A.5: Un proceso estocástico, cuyas variables
aleatorias sólo pueden tomar los valores enteros 0.1.2.... se
denomina proceso de valores enteros o de punto.
La idea principal de los procesos de punto consiste en el
estudio de colecciones aleatorias de ocurrencias puntuales. Vamos
a suponer que los puntos tienen lugar a lo largo del eje de
tiempo. en principio, aunque también se puede considerar que los
puntos tienen lugar en una cierta región del espacio.
El proceso de punto más simple es aquel en que los puntos
tienen lugar de manera totalmente aleatoria.
Se entiende por proceso de punto un proceso de valores enteros
{N(t>,tcT} que cuenta el número de puntos en un intervalo.
estando distribuidos los puntos por medio de un mecanismo
estocástico determinado.
Los puntos van a representar los instantes ~ en los
que han tenido lugar los sucesos de un determinado carácter
especifico. siendo o<v1<t2<.
Se denominan tiempos sucesivos entre llegadas a las variables
aleatorias
(A.12)
Si representamos por N(t) el número de puntos en el intervalo
(0.tJ. entonces IN(tr tefl es el proceso de punto de la serie.
Se puede definir un proceso de punto de varias formas, siendo
las más usuales las que lo definen:
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a) directamente, como un proceso con incrementos
independientes;
b) deduciendo sus propiedades a partir de las hipótesis
realizadas sobre los tiempos entre llegadas.
A.4. Procesos de Poisson
El “proceso de Poisson” es un proceso de punto cuyo espacío
de estados es discreto y cuyo espacio paramétrico es continuo.
Introduimos el proceso directamente.
Definición A.6: Se dice que un proceso de valores enteros
{N(t),LCT} es un proceso de Poisson con número de ocurrencias
(ó intensidad) y si se cumplen las siguientes hipótesis:
1. {N(t> , t6T} tiene incrementos estacionarios independientes.
II. Para instantes cualesquiera s y t, el número N(t)-N(s) de
veces que ha tenido lugar el suceso en el intervalo de s a t tiene
una distribución de Poisson de media y (t-s).
Luego, para k=0,1.2. . . . es
PEN( t> N(s> k] — ev(ts> rv ( ts
)
________ (A.13)
R’[N(t)—N(s>]=v(t—s) VarEN(t)—N(sfl=v(t—s). (A.14)
y representa el número medio de ocurrencias por unidad de tiempo
de los sucesos que se cuentan.
Aquellos sucesos, cuya función de conteo N(.) sea un proceso
que tiene lugar de acuerdo con un proceso de Poisson con un número
medio de ocurrencias y, se dirá que son procesos del tipo de
Poisson con intensidad y.
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A.4.1. Procesos de Poisson en el tiempo
Sea el proceso N(t). que representa el número de veces que un
suceso tiene lugar en el intervalo de tiempo (0.t]. Definamos,
para 5<t:
E1,1 (s,t> =P{N(t>=j lEEN(s) =i]} (A.15)
Supongamos que tiene lugar a lo largo del intervalo de tiempo
(D.t], y sea, para t>0. N(t)=”número de sucesos que ocurren en el
intervalo (0.t]” de modo que, para h>0, arbitrariamente pequeño.
N(t~-h)-N(t) sólo toma valores no negativos.
Entonces decimos que el proceso de punto {N(t), t>0} es un
proceso de Poisson si satisface los siguientes axiomas:
Axioma 1: N(0)=0. ya que se empieza a contar en el instante
trW.
Axioma II; El proceso N(t) tiene incrementos independientes.
Axioma III: Para todo t>O, 0<PEN(t)>OB1.
Axioma IV: Para todo t>0. se verifica
mím E[N(t-’-h)—N(t) =2] —o (A.16)
h-O PMT(t+h) —N(t) =m]
Axioma V: El proceso de punto N(t) tiene incrementos
estacionarios.
El axioma III significa que, en un intervalo cualquiera. tan
pequeño como se desee, hay una probabilidad positiva de que ocurra
un suceso, aunque no hay certeza.
El axioma IV dice que, en intervalos infinitamente pequeños.
no pueden tener lugar simultáneamente dos o más sucesos.
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De un proceso de Poisson nos interesa, en principio, el número
total N(t) de ocurrencias en un intervalo de tiempo de amplitud
t.
Todas las ocurrencias son de la misma clase. situándose cada
ocurrencia en un punto del eje de tiempo.
Se supone que las fuerzas e influencias que rigen el fenómeno
se conservan constantes, de modo que la probabilidad de cualquier
suceso particular es la misma en todo intervalo de tiempo de
duración (o amplitud) t e independientes del desarrollo pasado del
proceso. Esto significa que se trata de un proceso de Markov
homogéneo en el tiempo. Vamos ahora a deducir las probabilidades
básicas:
P0(t)=PIIN(t)=n] (Ah)
Supongamos que se trata de un proceso temporal. Elegimos,
entonces, un origen de medición del tiempo, decimos que “en la
época t>Q el sistema está en el estado E~ si han tenido lugar
exactamente n saltos entre O y t,’.
Entonces, Pn(t) es igual a la probabilidad del estado E0 en la
época t, pero P0(t) puede ser descrito también como la
probabilidad de transición desde un estado arbitrario E1 en una
época arbitraria s al estado Ej+n en la época st. Siguiendo a
Feller. vamos a traducir esta descripción informal del proceso a
propiedades de las probabilidades P~(t).
Para ello, dividamos un intervalo de tiempo de longitud igual
a la unidad en N subintervalos de longitud h=1/N. La probabilidad
de algún salto dentro de estos subintervalos es igual a 1-P0(h),
y, de esta manera, el número esperado de subintervalos que dan
cabida a algún salto es igual a h
1[1-P
0(h)].
Cuando h tiende a cero, este número converge al número
esperado de saltos dentro de cualquier intervalo de longitud
unitaria. Luego se puede suponer que:
~X>o ¡ lv’ Em—E0 (h>] -‘A (A.18)
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Un salto siempre debe conducir desde un estado E~ al estado
vecino E~+1~ luego el número esparado de subintervalos (de longitud
h) que dan cabida a más de un salto debe tender a cero.
Luego, cuando h—o , h-’E1-P0(h>-P1(h>]-0
E0(h) =2.—Ah+o(h) (A.19)
(A.19) es equivalente a E1(h) =Xh+o(h>
A.4.2. Deducción de la ley que regula el proceso
1. El proceso comienza en la época cero desde el estado E0.
2. Las transiciones
posibles a
directas desde un estado E1
3. Cualquiera que sea el estado E1 en la época t. la
probabilidad de un salto dentro de un intervalo corto de tiempo
entre t y t-~-h es igual a
Ah+o(h) (A.20)
mientras que la probabilidad de más de un salto es o(h).
A partir de estos postulados se demuestra formalmente que
e
Con el fin de demostrarlo, supongamos,
n=í,y consideremos el suceso de que en la época t-~-h. el sistema
está en el estado E~.
La probabilidad de este suceso es igual a P~(t-~-h) y puede tener
lugar de tres maneras distintas:
1) En la época t, el sistema puede estar en el estado En
y no hay ningún salto. La probabilidad de esta situación
es:
sólo son
(A.21)
en primer lugar. que
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E12(t>E0(h) =E12(t) [2.—Ah] +o(h)
2) La segunda posibilidad es que. en la época
sistema se encuentre en E01 y ocurra exactamente un salto
entre t y t+h. La probabilidad de esta situación es:
(A.22)
t, el
(A.23)
3) En la época t.
un salto entre t y t+h, y
cualquier otro estado requiere más de
la probabilidad de ese suceso
es o(h).
Como consecuencia se debe cumplir que
E12 (ts-h) = E~(t> (2.—Ah) .s-E121(t> Xh+o(h)
lo cual puede expresarse en la forma
h
Cuando h-0 —ouv —o . y el
— XP12(t)+XE121(t>+ o(h
>
h
limite es:
E%,(t) = —AE12(t) +XR~<(t) n=2.
Para n=O, no se presentan la segunda ni la tercera
contingencias que se mencionaron antes y. por lo tanto, la última
fórmula se reemplaza por
P0(t-’-h) =E0(t) (1—Ah) -s-o(h> (A.27)
que tiende a
(A.28)
A partir de este resultado y de que P0(t)=1, obtenemos:
E0(t) ~e>.t (A. 29)
(A. 24)
(A.25)
(A.26)
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Si substituimos este resultado en (A.26), obtenemos una
ecuación diferencial ordinaria en P1(t):
que. con P1(0)=D, nos da finalmente:
Procediendo de igual modo, obtenemos todos los términos P~(t):
así
Pn(t) = (Xt)~x~ (A.32)
A.5. Tiempos entre llegadas y tiempo de espera
Cuando se observan sucesos que tienen lugar en el tiempo. en
vez de contar el número de veces que tiene lugar un determinado
suceso, se acostumbra a medir el periodo de tiempo transcurrido
hasta que tiene lugar un número fijo de sucesos. La variable
aleatoria Wr, que representa el tiempo transcurrido hasta que se
registran r sucesos, es llamada tiempo de espera hasta el suceso
r-ésimo. Entonces se definen también los tiempos entre llegadas:
Dados unos sucesos que tienen lugar en el intervalo (0.t), se
definen los tiempos entre llegadas sucesivos: T1.T2, . . . del modo
siguiente:
T1 es el tiempo que transcurre desde el instante O hasta que
tiene lugar el primer suceso, y, para k>1, Tk es el tiempo que
transcurre desde que tiene lugar el (k-1)-ésimo hasta el k-ésimo
suceso.
Los tiempos entre llegadas están relacionados con los tiempos
de espera por:
T1=W1, T2=W2-W1 Tr=Wr~Wri, . . . (A.33)
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y
Wr=Ti+T2+.. .+Tr, r>D.
La relación entre los procesos y los tiempos de espera viene
dada por:
FflWn+It
A.5.1. Distribución de los tiempos entre llegadas
La siguiente proposición muestra la distribución
tiempos entre llegadas:
Proposición A.3: Los tiempos entre llegadas.
correspondientes al proceso de Poisson
aleatorias independientes
exponencial de media
y
T1, T2....
tAT( t> , t=o}son van abí es
tienen la misma distribución
2./A.
La función de densidad es, por tanto:
(A.36)
siendo E(Tk) =4- y Var(7~>
--Ii
Esto significa que, comenzando por un origen de tiempo
arbitrario, los subsiguientes puntos tienen lugar en los instantes
T1,T2,... de modo que las variables aleatorias son
independientes y tienen todas la misma distribución.
Demostración: Teniendo en cuenta la equivalencia
conjuntos
N( t) =0 y 7~> t
resulta:
(A.34)
(A. 35)
de los
(A.31)
de los
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e>.t=E[N(t> =0] =E[71> t] (A.38)
Luego T1 tiene una distribución exponencial de media m/A
Si designamos por f1(x) la densidad de probabilidad de T1,
tenemos:
PE72> ti =fPET2> ti T1=u] f1(u> du=fPET(t+u> -7(u) =0] f1(u> du=
u u
— e>.tff1 (u) =
u
lo que demuestra que T2 es también exponencial de media 2./A y
que es inde-pendiente de T1. Para demostrarlo, hemos supuesto la
homogeneidad del proceso de Poisson. Si ahora llamamos f2(x) a la
función de densidad de T3=T1-~-T2, por un razonamiento similar
legamos a que T3 es exponencial también con la misma media, y. de
este modo se demostrarla la proposición por inducción.
Supongamos ahora que t es un punto en el que tiene lugar un
suceso. Sea R(t) el tiempo transcurrido hasta que tiene lugar un
nuevo suceso, y sea 5(t) el tiempo transcurrido desde que tuvo
lugar el último suceso. Debemos determinar la distribución de R(t)
y de S(t) para tener un conocimiento completo del proceso.
Proposición A.4: La distribución de R(t) es independiente de
t y viene dada por
Demostración: Sea u, (0=-u<t>el instante en que tuvo lugar el
último suceso. El suceso {R(t)>x} implica la equivalencia de los
dos sucesos:
{R(t) >x} y {Tjt—t+x ¡ T~>t—t} (A.40)
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dando
— e~>. <tt+x>
E(2’~> t—r>
Proposición A.5: La distribución S(t) tiene una concentración
de probabilidad en t y viene dada por
E[S(t) =t]=eÁt (A.41)
E[S( t) =t] = 2.t~re>.x , O=L (A. 42)
Supongamos que hay al menos un suceso que tiene lugar en el
intervalo (0.t]. Entonces x es tal que al menos hay un suceso que
tiene lugar en el intervalo (t-x,t]. Por lo tanto, podemos
escribir:
E[S( t> =x]= P[Al menos hay un suceso en (t-x.t)]=
=1-PENingún suceso tiene lugar en (t-x,t)]=
(A. 43)
Las variables R(t) y S(t) son conocidas como ecuaciones
prospectivas y retrospectivas”
Como corolario de la proposición A.2. se obtiene la siguiente
propiedad de la función exponencial
Corolario A.1: Sea Z una variable aleatoria con distribución
exponencial y sean s, t=O. Entonces:
EET> t+s ¡ 7> sí — E (7> t-s-s) — e<t#s> -P(T>s) SS = e = p En t] (A. 44)
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Esta propiedad. que se conoce como “falta de memoria de la
función exponencial” o “propiedad de Markov”. en el caso contiuo.
caracteriza a la distribución exponencial, ya que es ésta la única
distribución continua con esta propiedad.
En virtud de esta propiedad, cuando trabajamos con procesos de
Poisson. resulta intranscendente si ha tenido o no lugar el último
suceso.
A.5.2. Distribución de los tiempos de espera
Los tiempos de espera. Wr. representan el tiempo transcurrido
hasta que han tenido lugar r sucesos, de modo que
r=2.. (A.45)
Al ser sumas de r variables aleatorias independientes con
distribución exponencial de media 2./A, los tiempos de espera son
también variables aleatorias independientes con distribución gamma
de parámetros P(r,1/A) . Luego la función de densidad de los
tiempos de espera viene dada por:
— Le (A.46)(r—1> 1
La función de distribución de los tiempos de espera Wr es:
(r—2.) )
La demostración resulta inmediata teniendo en cuenta que:
r-1
lFw (t) EEWjL] =EEN(t) <r] =y: eÁt (Xt)k1 (A.48)
k=1
La función característica es. por tanto:
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(A.49)
de donde resultan inmediatamente:
r
E(W,) ~
Var(W> =Á~;
‘ A2
A.6. Distribución binomial negativa. Proceso de Polya
El proceso de Polya se obtiene como paso al limite del esquema
de urnas de Polya, y se trata de un proceso puro de nacimiento,
no estacionario. Las ecuaciones diferenciales
con las condiciones iniciales
que dan lugar al
proceso son:
=1 Pr(O) =0, r#A (A.53)
Llegamos a esta distribución a partir de la distribución de
Poisson compuesta con la distribución gamma de las Ak.
Cuando la función de densidad es. como en nuestro caso, una
gamma de parámetros A y t/A. se obtiene la forma límite’ de la
distribución de Polya para el valor de c=1:
P~=(A;r~1)( t+A)( ti-A) r=1,2, . (A.54)
(A.50)
(A.51)
A A+r-1E’r(L> ~‘Ap, (t>± AE,
1(t), nl
L
E’0 (t> = O
(A.52)
-235-
que vamos a tomar truncada en cero, ya que desconocemos las
especies que no forman parte de la muestra:
p;=(A+r1)( t+A)( t+A
)
(A.55)1
A A’
1 —~ A-’-
donde llamamos
1—PO
PEUk(t>=r] =EENk(t)=rINk(t)>O]
siendo P0 la suma de las probabilidades de las especies
desconocidas.
La suma de variables aleatorias independientes con
distribución binomial negativa es una variable aleatoria también
con distribución binomial negativa según vamos a ver.
Proposición A.6: Si N1(t) y N~(t) son independientes y
siguen ambas una distribución binomial negativa de
parámetros BN(A.p). la suma N1(t)+N1(t) se distribuye
también según una distribución binomial negativa BN(2A.p).
Generalizando ese resultado a D procesos, se obtiene:
Proposición A.7: Si N1(t). N2(t) N0(t) son D variables
aleatorias independientes, todas con la misma distribución
binomial negativa BN(A,p).
tiene una distribución
la suma N1(t)+N2(t)+. . .~N~(t)
binomial negativa de parámetros
BN(DA.p).
Demostración: La función generadora de probabilidades de Nk(t)
es:
(A.57)( 1—( 1—p)u
)
La función generadora de probabilidades de la suma de las D
van abí es independientes Nk (t) es el producto de las funciones
generadoras, luego:
(A.56)
-23 6-
12
(u> = fl(i—cf-p>uY p \DAi—(i —p)u)
que es la función generadora de probabilidades de una distribución
binomial negativa con parámetros (DA,p).
Proposición A.8: Si N1(t) ND(t) son independientes y siguen
una distribución binomial negativa BN(A,p). la distribución de
(N1(t) N0(t)) condicionada .0
~(A;nic-í
)
(DA+T-1)
Demostración:
(L>
E [14 ( t) =n1,
12-1
,N12(t) =7—y:
k=1
[D Nk(t>=7J
A-.-xk—1~A[(A-uf (1~p)x* 11—p ~
(DA+7-1
2.
—í) pA 1~pA
>pDA<i~p)r 1(1~p A>)’
(A. 58)
.0
por ~N~(t>=T es
k=1
.0[ k= (A.59)
12
P¡-1’4(t) =n1,N2(t> =fl2,..Iy:Nk
Nk(t)] —
.0<
El
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ft(A--xk-m
)
(/9A+T-1)
Proposición A.9 Si g=(H1,..., sigue una distribución
muí ti nomi al
12
1) L=y:Hk
k=1
negativa MN(A;p1,p2,...,p~>, se verifica:
sigue una distribución binomial negativa BNA;í-p,
donde 1-p=P0.
2) La distribución del vector ¡7= (H1, ... condicionada por
L=n. es multinomial M0(n.h1 con parámetros h1=-5.E
Demostración: Sea x=O un número entero. Para hallar la
probabilidad P(L=x), necesitamos sumar la función de densidad
conjunta, que es multinomial, sobre todos los números enteros no
negativos x
1 x0, cuya suma es x.
En virtud del desarrollo en serie de la multinomial, resulta:
>4+. . .
A+x—l\0n xl 1<
x7
0 x
1!...x12! ~fl =
1 A+X—lfrA<íP>x
x=x1+. . . +x12.
lo que demuestra 1)
(A.60)
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Veamos la demostración de la segunda parte:
Si x1+. . .-‘-x0=x, sera:
EEH1=x1, . . . ,Ift=x12 , H=x] =P[Isf1=x1, . . . ,H12=x12]
y
PEH1=x1, . . . ,H12=x12,T=x] =0, si x1+. . .+X12!=X.
Entonces, para ..... .~x0=x. se verifica:
E(H1=X1,..., 1112=x12 , L=x] Éi ()XS =
A.6.1. Inmersión del modelo en el muestreo multinomial
Queremos detener el proceso
cuando aparezcan por primera vez
H1 el número de individuos de la
en el instante L-~-A, es decir.
A individuos de la clase %. Sea
clase I~ que hay en el instante
L+A.
Nos interesa conocer las distribuciones que afectan a Hk
L en el instante de parada. Para ello, hacemos uso de
siguientes proposiciones que establece Sidney C. Port’:
Sea, entonces, L+A el tiempo necesario (ó, lo que es
el número de pruebas necesarías par tener A individuos
especie I~, siendo H1 el número de individuos de la clase I~
instante Li-A.
ya
las
igual)
de la
en el
Sidney c. Port. “Theoretical Probability for Applications”. Capitulo 30.
John Wiley & Sons. INC. New York-1994.
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Proposición A.1O: L sigue una distribución binomial
negativa BN(A,P0> ,con PO. Sea ¡7= <JÁ~,..., H12)
aleatorio sobre R
0 tal
de ¡7= (H
1, ... ,H12) condicionada
Entonces, para
que
por
la distribución
L=n es multinomial
para todo n=o.
... . ,H~<> sigue una distribución
multinomial negativa MN(A,q1+. . .-*q), donde
(1—E0) hj
= 1— (1—E0> (1—h)
Demostración:
por L=n, es
Como la distribución de 4= ~ ... ‘~.0> condicionada
muí ti nomial M¿n.p1 p0). la distribución
(H1 H0) condicionada por L=n, es multinomial MB(n.hl hk).
Sean x1, . . .xk números enteros no negativos y sea x=x1-~-. . .-4-x~ su
suma. Sea p=pj-. . .-*p~. Entonces, para x1, . . .xk fijos. se verifica:
,Hk=xk ¡ L=n) =
xl nl (n—x) £ ~1’~ .p~(í—hfl”í [mx]
Por el teorema de la probabilidad total:
P(X1=x1,..., Xk=X¡e> =~P(x1=x11..., X~=x~ ¡ L=n) P(L=n> =
ic-1
Para evaluar la última suma, consideremos el desarrollo
(1—L> -A = y: ( A+n—1)tn
un vector
y h=h 1
de
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válido para o=t<í. Diferenciando x veces en ambos miembros, se
obtiene:
Como n!/(n-x)!=(n)~. si hacemos L=P0(1-p) en la relación
anterior, resulta que la suma es
De este modo
P(H1=x2.,...,R~=x,<) =p[A(1~p))-~A-~Xp1 4k Xl
x11 . . .34! xl
(1—P0>h1 ]Xi
lo que prueba la proposición.
Proposición A.11: Sea ¡7= (Ji1,... un vector con
distribución multinomial negativa z.íN(A;p1, ...
Entonces, para 1=k=r,11= (1.4, . .
multinomial negativa
Demostración: Por la proposición AiD.
sigue una distribución
donde ~= 12
i— y: ~
la distribución de
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(H1 condicionada por L=n. donde L=H1+. . es
muí ti nomi al Mjn.p1,i... p0) Picon ~i~=
distribución binomial negativa BN(A,P0>
El vector (H1 Hk)
negativa A=nÁA,q1,...,q~)
ti ene una distribución
(1—E0>h4
con q4= 1— (1—E0> (1—h>
multinomial
y h=h1~-. . .+hk.
Como (1—E0> h1=p1, Pise sigue que q3 - 12
í— y: p1
Proposición A.12: Sea L-~-A el número de pruebas necesarias para
tener por primera vez exactamente A individuos de la especie I~,
y sea H1 el número de individuos de la clase i después de la
prueba L-s-A. Entonces ¡7= (Ji1, . . se distribuye
multinomial negativa MN(A,h1 h0).
Demostración: La sucesión de pruebas tales que hay un éxito
si aparece un individuo de la especie ‘0+1 y un fracaso si
así, constituye una sucesión de pruebas de Bernoulli
no es
con
probabilidad de éxito P0, y L-s-A es el instante del H-ésimo éxito
para estas pruebas de Bernoulli. Según vimos antes. L sigue una
distribución binomial negativa BN(A,PQ).
Consideremos el suceso [H1=x1 H0=x0, L=n].
se trata de un suceso imposible,
Es evidente que
a no ser que x1...., sean
números enteros no negativos cuya suma sea x=x1~..
En tal caso. la prueba L+A debe dar como resultado un individuo
de la especie %. mientras que en las L+A-1 pruebas anteriores,
exactamente x individuos deben pertenecer a la especie
teni endo L una
c.q.d.
según una
-242-
I~ ,í=i=r, y exactamente A-1 individuos a la especie %. Así:
P [Ji
1=x1 XIX, 1 Lfl] Pr+i (L-s-A—1) 1
rl
Pl
Xy A-1
‘Pr PO
Como
E[L=n] (A+n—1 )EA(1~P>n
vemos que la distribución de ¡7= (Ji1, ... condicionada por T=n.
es multinomial
Entonces, por la proposición A.10, ¡7= (nf, . . . ,Ji12>
distribución multinomial negativa MN(A,h1 h0).
A.7. Superposición de procesos de renovación
Una sucesión de variables aleatorias
5n constituye un proceso
de renovaión si es de la forma
S, =T
1+T2+. . . +2’,,
siendo las T1 variables aleatorias mutuamente independientes con
una distribución común E tal que F(0)=D.
Además de las Tk. se puede definir una variable no negativa S~
con una distribución propia E0.
Entonces resulta:
5,, =SÚ+2’1+T2+. ..
El proceso de renovación se llama “puro” si S~O y O cuenta
como la ocurrencia número cero. En otro caso, se llama “diferido”.
M~~ 1-po
sigue una
-243-
A la esperanza ji=E(T~) se le llama “tiempo medio de
recurrencia”.
En la mayor parte de las aplicaciones, las Tk se suelen
interpretar como “tiempos de espera”, en cuyo caso a las S~ se les
llama “épocas de renovación”.
Dados n procesos de renovación, se puede formar un nuevo
proceso combinando todas sus épocas de renovación en una sucesión.
En general el nuevo proceso no es de renovación, pero se puede
calcular el tiempo de espera W hasta la primera renovación
fácilmente.
Se demuestra que, bajo condiciones bastante generales como las
que estableció Grigelionis en 1963, la distribución de W es
aproximadamente exponencial . de modo que el proceso combinado está
muy próximo a un proceso de Poisson.
1. W. Feller. “Introducción a la Teoría de la Probabilidades y sus Aplicaciones’. Vol. II, Cap.
2. apdo. 6. LIMUSA. México, 3~ reimpresión 1993.
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