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Abstract. We present a way to normalize a combinatorial Morse function into an
integer-valued canonical representative of the set of discrete Morse functions inducing a
given gradient field.
Introduction. In his seminal paper [3], Forman showed how to assign a combinatorial
Morse function to a given (admissible) discrete vector field W over a simplicial complex K.
The value of this function on a given simplex σ is linked to the length of gradient paths
of W starting in σ. In this note, we use a simplified version of Forman’s construction
to produce a Morse function h : K → Z≥0 taking the minimum possible value for each
simplex. We call one such function normalized. Normalized Morse functions are natural
representatives of all functions inducing the same gradient vector field.
Throughout, K will represent a finite simplicial complex and we shall write σ ≺ τ if σ
is an immediate face of τ in K (i.e. dim(σ) = dim(τ)− 1). A discrete vector field over K
is a map W : K → K ∪ {0} satisfying
(W1) if W (σ) 6= 0 then σ ≺W (σ),
(W2) if W (σ) = W (σ′) 6= 0 then σ = σ′, and
(W3) W 2 = 0.
The simplices in W−1(0) \W (K) are called critical. A combinatorial Morse function
over K is a map f : K → R satisfying for every σ ∈ K
(M1) |{η ≺ σ | f(η) ≥ f(σ)}| ≤ 1 and
(M2) |{τ  σ | f(τ) ≤ f(σ)}| ≤ 1.
Here |X| denotes the cardinality of the set X. The gradient vector field of a combinatorial
Morse function f is the discrete vector field Vf over K defined by
Vf (σ) =
{
τ if τ  σ and f(σ) ≥ f(τ)
0 otherwise.
A simplex σ is critical for f if both cardinalities in (M1) and (M2) are zero (equivalently,
σ is critical for Vf ). Two Morse functions f and g are said to be equivalent if they induce
the same gradient vector field (or equivalently, f(σ) < f(τ) if and only if g(σ) < g(τ)
for every σ ≺ τ ; see e.g. [1]). Given a discrete vector field W over K, a path of index
k (relative to W ) is a sequence of k-simplices σ0, . . . , σr ∈ W−1(K) such that σi 6= σi+1
and σi+1 ≺ W (σi) for all 0 ≤ i ≤ r − 1. The path is closed if σ0 = σr and non-stationary
if r > 0. By [3, Theorem 9.3], W is the gradient vector field of a combinatorial Morse
function if and only if W has no non-stationary closed paths (admissible).
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2 N. A. CAPITELLI
The function underlying a gradient field. For an admissible vector field W over K
define a relation l on K by taking the transitive closure of the following atomic relations:
(1) σ l τ if σ ≺ τ , and
(2) σ m τ if also τ = W (σ).
We shall write σ∼˙τ whenever σl τ and σm τ . Define the height of a simplex σ in (K,l)
as
h(σ) := max{n ∈ Z≥0 | ∃ σ = σn m σn−1 m · · ·m σ0, σi˙σi+1}.
We call h : K → Z≥0 the height function associated to W .
Example 1. The dimension function dim(−) : K → Z≥0 is the height function of the null
vector field.
Example 2. For the boundary of the 2-simplex on the vertices {a, b, c}, Figure 1 shows
the height function of the vector field W defined by W (a) = ab, W (b) = bc and W = 0
otherwise.
b
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Figure 1. Computing the height function h for a vector field W .
Theorem 3. With the notations as above, h is combinatorial Morse function over K with
gradient vector field W .
Proof. First we show that if σ ≺ τ are such that σ∼˙τ then W (σ) = τ . Indeed, let
σ = η0 m η1 m · · ·m ηr = τ
be a chain of atomic relations. Since dim(σ) = dim(τ)−1 and ηi+1 is either an immediate
face or coface of ηi then r must be odd and
|{0 ≤ i ≤ r − 1 | ηi+1 ≺ ηi}| = |{0 ≤ i ≤ r − 1 | ηi ≺ ηi+1}|+ 1.
Assume r ≥ 3. Note that we cannot have ηi ≺ ηi+1 ≺ ηi+2 for it would contradict that
W 2 = 0. So we must have ηi ≺ ηi+1  ηi+2 (with W (ηi) = ηi+1) for all odd i and
ηi  ηi+1 ≺ ηi+2 (with W (ηi+1) = ηi+2) for all even i. This gives rise to a non-stationary
closed path of index dim(σ), contrary to the hypotheses. We conclude that r = 1 and thus
W (σ) = τ .
Suppose now that τ  σ satisfies h(τ) ≤ h(σ). If τ˙σ then adding τ to a chain that
realizes the height of σ gives us h(τ) ≥ h(σ) + 1, a contradiction. So τ∼˙σ and τ = W (σ)
is the only immediate co-face of σ satisfying h(τ) ≤ h(σ). On the other hand, if η ≺ σ
is such that h(η) ≥ h(σ) then W (η) = σ and η is the only immediate face of σ satisfying
this by (W2). This proves that h fulfills (M1) and (M2).
Finally, it is straightforward to see that Vh = W . 
As mentioned earlier, the function h is nothing but a simplified version of Forman’s
construction of the discrete Morse function produced in the proof of [3, Theorem 9.3].
Forman uses a more complex (inductive) argument in order to get some desirable extra
properties for this function. Theorem 3 provides a simpler proof to the fact that W is a
gradient field.
ON NORMALIZING DISCRETE MORSE FUNCTIONS 3
Remark 4. It is straightforward to check that if σ∼˙η∼˙ϕ is an equivalence of atomic
relations (σ, ϕ 6= η) then necessarily σ = ϕ.
The normalization of a Morse function. Let f : K → R be a discrete Morse function
and let hf : K → Z≥0 be the height function associated to Vf . We call hf the normalization
of f . This function is a natural representative of the equivalence class of f in the following
way.
Proposition 5. For every σ ∈ K, hf (σ) ≤ g(σ) whenever g : K → Z≥0 is a combinatorial
Morse function equivalent to f .
Proof. Suppose otherwise and let σ ∈ {η ∈ K : g(η) < hf (η)} for which g(σ) is minimum
(then hf (σ) = r ≥ 1). Let C be a chain σ = σr m σr−1 m · · ·m σ0 realizing hf (σ) and note
that hf (σr−1) = hf (σ)− 1. By Remark 4 and the maximality of C, any reduced chain of
atomic relations realizing σm σr−1 (i.e. not containing repeated simplices) must be of the
form σ∼˙η m η′∼˙σr−1, with η′˙η. Hence η′ ≺ η and f(η′) < f(η).
By the equivalence hf ∼ f ∼ g we have g(η′) < g(η). We claim that g(η) ≤ g(σ).
By the equivalence f ∼ g this is straightforward if η  σ, so we must discard the case
η ≺ σ (with f(σ) ≤ f(η)). There are two sub-cases for this case (which arise from the
possibilities for σr−1∼˙η′):
• If σr−1 ≺ η′ with f(σr−1) ≥ f(η′) then σr−1 ≺ η′ ≺ η ≺ σ. Let ρ be the only other
simplex aside η′ that fulfills σr−1 ≺ ρ ≺ η. Then the chain of atomic relations
σr−1 l ρl η∼˙σ contradicts the maximality of hf (σ).
• If σr−1  η′ with f(σr−1) ≤ f(η′) then σr−1  η′ ≺ η ≺ σ. Whether σr−1 is or is
not an immediate face of σ, we reach the contradictions to the maximality of hf
shown in Figure 2.
σ
η η´
σr-1
ρ
φ σ
η η´
σr-1
ρ
Figure 2. On the left. In the case σr−1 ≺ σ, the chain σr−1 ≺ ρ ≺ φ ≺ σ contradicts the
maximality of hf (σ). On the right. In the case that σr−1 is not an immediate face of σ, the
chain σr−1∼˙η′ ≺ ρ ≺ σ contradicts the maximality of hf (σ).
This proves the claim. Finally, by the minimality condition of σ we have
hf (σr−1) = hf (η′) ≤ g(η′) < g(σ) < hf (σ),
from where hf (σ)− hf (σr−1) ≥ 2, a contradiction. 
Corollary 6. If f and g are equivalent Morse functions then hf = hg.
The condition in the statement of Proposition 5 is trivially seen to be an alternative
definition for hf . Thus, the normalization of f is the non-negative integer-valued Morse
function equivalent to f taking the smallest possible values over all simplices. This justifies
the term normalized.
We collect some basic properties of hf in the following
Lemma 7. With the notations as above, the function hf satisfies:
(1) hf (σ) ≥ dim(σ) for all σ ∈ K.
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(2) hf (σ) = 0 if and only if σ is a critical vertex.
(3) If τ = Vf (σ) then hf (σ) = hf (τ).
(4) h takes all the integer values between 0 and maxσ∈K{hf (σ)}.
Proof. (1) and (2) follow from the fact that any simplex of positive dimension has at least
two immediate faces, one of which must be a critical face. (3) is a direct consequence of
the definition of the height function and (4) follows from Proposition 5. 
Computing hf . Finally, we present two algorithms for computing normalized functions:
one from acyclic matchings over the Hasse diagram of the complex and one from the values
of a given Morse function.
Recall that the Hasse diagram HK of a complex K is the digraph whose vertices are
the simplices of K and whose directed edges τ → σ arise for every τ  σ. The pairing of
simplices defined by a gradient vector field V determines a matching MV in HK . If the
arrows in this matching are reversed in HK , the resulting digraph HM is acyclic. On the
other hand, an acyclic matching M over HK determines a discrete gradient field VM on
K where VM(σ) = τ if and only if the edge στ ∈M (see e.g. [2]).
Algorithm 1 Normalization from an acyclic matching (SAGE)
In the following code, the argument D is the dictionary of covering vertices of the face poset: a vertex is
assigned the list of vertices covering it. A typical entry is e.g. “2:[3,7,13]”. Entries of maximal
vertices/simplices appear e.g. as “30:[ ]”. On the other hand, the argument M is the list of paired
vertices given by the acyclic matching over D. A typical entry in M is e.g. “[6,27]”, which is also a list.
def Normalization(D,M):
for i in range(len(M)):
D[M[i][0]].remove(M[i][1])
D[M[i][1]].append(M[i][0])
G=DiGraph(D)
V=len(G.vertices())
for j in range(V):
n=0
L=G.all_simple_paths(ending_vertices=[j])
if L!=[]:
values=set()
for l in L:
k=0
l.reverse()
for i in range(len(l)-1):
if [l[i],l[i+1]] not in M:
k=k+1
values.add(k)
n=max(values)
print ’Simplex’, j, ’takes the value’, n
The height function associated to an acyclic matching can be characterized in terms of
the number of edges in simple paths not belonging to the matching.
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Proposition 8. Let V be a gradient field over K, M the associated matching and let Pσ
stand for the set of (directed) simple paths in HM starting in σ. Then,
h(σ) = max
p∈Pσ
|{edges in p not in MV }|.
Proof. A simple path in HM starting in σ is a sequence σ = σn → σn−1 → · · · → σ0 where
either
(1) σi+1  σi and V (σi) 6= V (σi+1) or
(2) σi+1 ≺ σi and V (σi+1) = σi.
Hence, one such path gives rise to a sequence σn m σn−1 m · · · m σ0 where σi∼˙σi+1 only
for the i’s corresponding to simplices in the case (2). By removing these arrows we get a
chain with no equivalencies. Since these arrows are the “inverted arrows” inM, the result
follows. 
Algorithm 1 is a SAGE implementation of the algorithm implicit in Proposition 8.
For the second algorithm we rely on the alternative characterization of hf given in
Proposition 5. Note that one can easily scale and perturb a Morse function f to get
another one with the same gradient and such that minσ∈K{f(σ)} = 0 and f(K) ⊂ Z≥0.
Algorithm 2 computes the normalization of one such function.
Algorithm 2 Normalization from a Morse function f
Require: f : K → Z≥0, min{f(σ)} = 0.
Ensure: hf
1: procedure normalize(f)
2: Order K = {σ1, . . . , σr} such that
{
f(σi) < f(σj) i < j
dim(σi) ≥ dim(σj) f(σi) = f(σj)
3: f0 ← f
4: for 0 ≤ s < r do
5: f0s ← fs
6: for 0 < k ≤ r do
7: fks (σ) = f
k−1
s (σ) if σ 6= σk
8: fks (σk) =

max{fk−1s (η) | η ≺ σk}+ 1 σk is critical for fk−1s
fk−1s (τ) fk−1s (σk) ≥ fk−1s (τ)
max{fk−1s (η′) | η′ ≺ σk, η′ 6= η}+ 1 fk−1s (η) ≥ fk−1s (σk)
9: end for
10: fs+1 ← f rs
11: end for
12: hf ← fr
13: end procedure
Proposition 9. Algorithm 2 computes the normalization of f .
Proof. First we show by induction that fks is a Morse function with gradient Vf for all s, k.
Since the loop corresponding to a given s and k only alters the value of σk, it suffices to
show that the order relations between the values of σk and its immediate faces and cofaces
are preserved in the transition fk−1s → fks (note that this comprises the transition between
subindexes s as well). For simplicity, let us write σk = σ, f
k
s = fk and let O stand for the
order the algorithm introduces on the simplices of K. We analyze the possible cases of σ:
(a) σ is critical for fk−1, (b) fk−1(σ) ≥ fk−1(τ) for some τ  σ and (c) fk−1(η) ≥ fk−1(σ)
for some η ≺ σ.
In the case (a) a direct computation shows that for ν ≺ σ ≺ ρ we have
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• fk(σ) = max{fk−1(η) | η ≺ σ}+ 1 ≤ fk−1(σ) < fk−1(ρ) = fk(ρ) and
• fk(ν) = fk−1(ν) < max{fk−1(η) | η ≺ σ}+ 1 = fk(σ).
Suppose we are in the conditions of case (b). On one hand, fk(σ) = fk−1(τ) = fk(τ).
On the other hand, since fk−1 is Morse, if σ ≺ ρ 6= τ then
fk(σ) = fk−1(τ) ≤ fk−1(σ) < fk−1(ρ) = fk(ρ).
Finally, for ν ≺ σ let σ′ ≺ τ be such that ν = σ ∩ σ′. Since fk−1 is Morse then fk−1(σ′) <
fk−1(τ). In particular σ′ appears earlier than σ in O; so either fk−1(ν) < fk−1(σ′) or
fk−1(ν) = fk−1(σ′) (if f(ν) ≥ f(σ′)). In any case,
fk(ν) = fk−1(ν) < fk−1(τ) = fk(σ).
Let us now deal with case (c). If ρ′  σ then
fk(σ) = max{fk−1(η′) | η′ ≺ σ, η′ 6= η}+ 1 < fk−1(σ) < fk−1(ρ′) = fk(ρ′).
On the other hand, if σ  ν 6= η then
fk(σ) = max{fk−1(η′) | η′ ≺ σ, η′ 6= η}+ 1 > fk−1(ν) = fk(ν).
Finally, using that fk−1 is Morse,
fk(σ) = max{fk−1(η′) | η′ ≺ σ, η′ 6= η}+ 1 ≤ fk−1(σ) ≤ fk−1(η) = fk(η).
This proves that fr is a Morse function with the same gradient field as f . In order to show
that fr = hf we prove the minimality of fr according to Proposition 5. Assume there
exists a Morse function g : K → Z≥0 with Vg = Vfr contradicting this minimality and let
σ = σk be the earliest simplex in the order O such that g(σ) < fr(σ). If σ is in case (a)
then all the immediate faces of σ appear earlier in O so
g(σ) < fr(σ) = fk(σ) = max{fk−1(η) | η ≺ σ}+ 1
= max{fr(η) | η ≺ σ}+ 1
≤ max{g(η) | η ≺ σ}+ 1.
Thus if ν ≺ σ realizes this last maximum then g(σ) ≤ g(ν), contrary to the hypothesis of
(a). If σ is in the conditions of (b) then τ appears earlier than σ in O and we reach the
following contradiction:
fr(τ) ≤ g(τ) ≤ g(σ) < fr(σ) = fk(σ) = fk−1(τ) = fr(τ).
Finally, if we are in case (c), let ν ≺ σ be such that fk(ν) = max{fk−1(η′) | η′ ≺ σ, η′ 6= η}.
Since ν appears earlier than σ in O then
g(ν) < g(σ) < fr(σ) = fk(σk) = fk−1(ν) + 1 = fr(ν) + 1,
which contradicts the choice of σ as a minimum. 
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