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Skew scattering on rare impurity configurations is shown to dominate the anomalous Hall effect in
a 2D Rashba ferromagnet. The mechanism originates in scattering on rare impurity pairs separated
by distances of the order of the Fermi wave length. Corresponding theoretical description goes
beyond the conventional non-crossing approximation. The mechanism provides the only contribution
to the anomalous Hall conductivity in the most relevant metallic regime and strongly modifies
previously obtained results for lower energies in the leading order with respect to impurity strength.
PACS numbers: 72.10.-d, 72.25.-b, 72.10.Bg
Today we witness a strong revival of interest to spin-
orbit induced transport phenomena [1–3] stimulated in
part by increasing role of topology driven issues in con-
densed matter physics [4, 5]. Experiments with Weyl and
Dirac semimetals [6–8] as well as on-going development in
the fields of spintronics [9–16], cold-atoms [17–19], chiral
superconductivity [20–23], and magnetisation dynamics
[24–27] call for microscopic understanding of the anoma-
lous Hall effect (AHE) [28] that is a key concept uniting
these diverse research directions.
The story of AHE comes back to the measurement of
transverse voltage in ferromagnetic iron as a reaction to
applied current. The experiment has been carried out
as early as in 1881 by Edwin Hall [29] soon after his
discovery of the classical Hall effect. The latter has got an
important role in semiconductor physics [30], while the
discovery of quantum Hall effect [31] has had a profound
impact on physics in general. In contrast the AHE has
not enjoyed so much attention to the extent that even its
microscopic origin is still debated [32].
This Letter addresses the AHE for the paradigmatic
Bychkov-Rashba model [33]
H = Hp + V, Hp = p2/2m+ α (σ × p)z + hσz. (1)
Here the vector σ = (σx, σy) is composed of Pauli ma-
trices, h > 0 is the exchange field, α the Rashba spin-
orbit coupling constant, and ~ = 1. The scalar potential
V = V (r) describes a weak gaussian white-noise disor-
der with zero average 〈V 〉 = 0 characterised by the pair
correlator 〈V (r)V (r′)〉 = (mτ)−1δ(r − r′).
In this model AHE arises as a result of time-reversal
symmetry breaking by magnetisation h which affects the
electron motion due to spin-orbit coupling α. The re-
sulting anomalous Hall conductivity is an odd function
of h and an even function of α due to the symmetry
σzH(α)σz = H(−α). The model (1) and its derivatives
are widely used in spintronics for microscopic analysis of
the AHE and spin-Hall effects, spin-orbit torques, and
other related phenomena [28].
FIG. 1: Full anomalous Hall conductivity, σxy = σ
nc
xy + σ
X+Ψ
xy
(solid lines), and the result of the non-crossing approximation,
σncxy (dashed lines), in units e
2/2pi~, for model (1) as a function
of the Fermi energy ε for ∆ ≡ mα2 = 5h [panel (a)] and
∆ = 0.5h [panel (b)]. The corresponding analytical results
are summarized in Tables I and II. The spectrum of the clean
Hamiltonian Hp is illustrated in insets.
Our main result for the anomalous Hall conductivity
σxy (see Tables I, II below) is shown by solid lines in
Fig. 1 for two representative choices of parameters. The
dashed lines (σncxy) demonstrate the result obtained previ-
ously within the non-crossing approximation (NCA) (see
Refs. 34, 35 and references therein). Recently it was ar-
gued that the NCA misses out an important contribu-
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2tion to σxy which is an inherent part of skew scattering
on pairs of impurities [32]. Technically, the missing con-
tribution is represented by the X and Ψ diagrams with
crossing impurity lines, shown in Fig. 2.
Parameters in Fig. 1a and b correspond to two possi-
ble band structures of the clean Hamiltonian Hp, illus-
trated in the insets of Fig. 1. Eigenvalues of the clean
Hamiltonian Hp correspond to the two spectral branches
ε±(p) = p2/2m±
√
α2p2 + h2. It is therefore convenient
to characterise the strength of spin-orbit interaction by
the energy scale ∆ = mα2. For ∆ > h one distinguishes
three bands with ε > h, |ε| < h, and min < ε < −h,
where min = −(h2 + ∆2)/2∆, see the inset to Fig. 1a.
For ∆ ≤ h there are two bands (for ε > h and |ε| < h)
and no states below −h, as in Fig. 1b. The impurity-
crossing mechanism completely determines the AHE in
the most relevant regime ε > h.
We calculate the disorder-averaged Hall conductivity
as a sum of two contributions σxy = σ
I
xy + σ
II
xy using the
Kubo-Strˇeda formula [36]. At zero temperature these
contributions are given by
σIxy =
1
2pi~
Tr〈jxGRjyGA〉, (2a)
σIIxy =
e
4pii~
Tr〈(xjy − yjx)
(GR − GA)〉, (2b)
where e is an electron charge, j = e(p/m+αzˆ×σ), traces
include convolution in real or momentum space, angular
brackets stand for the averaging over disorder and GR,
GA are exact retarded and advanced Green’s functions
corresponding to the Hamiltonian H in Eq. (1).
The quantity σIIxy is determined by all electron states
below Fermi level. This contribution is insensitive to dis-
order and can be rewritten as σIIxy = ec dN/dB, where c
is the speed of light and dN/dB is the derivative of the
total electron concentration N with respect to magnetic
field B. The result for σIIxy is quoted in Table I together
with other NCA contributions [35].
The main focus of our study concerns the analysis of
σIxy that we calculate perturbatively to the leading or-
der in the parameter (ε0τ)
−1  1, where τ is the mean
scattering time on impurities and ε0 is the energy differ-
ence between the Fermi energy ε and the closest band
edge. The perturbation theory requires calculation of
the Green’s function in the leading Born approximation
GRp = [ε − hp − ΣR]−1, which yields the self-energy
Im ΣR = −γ + ησz [37] with γ, η ∝ τ−1 given in Ta-
ble I. The resulting Green’s function can be written as
GRp =
ε− sp + iγ +
√
2∆spσφ + (h+ iη)σz
(sp − s+ − iγ+)(sp − s− − iγ−) (3)
where sp = p
2/2m and σφ = σy cosφ − σx sinφ with
the angle φ pointing in the direction of p. The terms
containing γ2 and η2 are disregarded and the parameters
λ =
√
h2 + 2ε∆ + ∆2, λ± = λ ∓ ∆, s± = ε ∓ λ±, and
γ± = (γλ± ∓ ηh)/λ are introduced.
ε > h |ε| < h min < ε < −h
σIIxy 0
h− λ
2λ
h
λ
σint-Ixy
−h∆
λ−λ+
−h∆
2λλ−
h∆2
λλ+λ−
σsidexy
2h∆
λ−λ+
2h(λ2− − h2)
λ−(λ2− + 3h2)
λh(λ2 − h2 − 3∆2)
(h2 + ∆2)λ+λ−
σskew-ncxy
−h∆
λ−λ+
−3hλ(λ2− − h2)2
2λ−(λ2− + 3h2)2
hλ3(h2 + 2∆2 − λ2)
(h2 + ∆2)2λ2+λ
2
−
γ
1
2τ
λ−∆
4λτ
∆
2λτ
η 0
h
4λτ
h
2λτ
α˜/α 0 1− λ(λ
2
− − h2)2
∆(λ2− + 3h2)
1− λ
2
h2 + ∆2
τtr/τ 1
4λ2
λ2− + 3h2
λ2
h2 + ∆2
TABLE I: Contributions to the AHE conductivity σncxy =
σIIxy + σ
int-I
xy + σ
side
xy + σ
skew-nc
xy within the noncrossing approxi-
mation (in units e2/2pi~) for three bands ε > h, |ε| < h, and
min < ε < −h (the latter exists only for ∆ ≡ mα2 > h). The
parameters λ =
√
h2 + 2ε∆ + ∆2, and λ± = λ∓∆.
Diagrams contributing to σIxy in the leading order are
depicted in Fig. 2. The ladder diagram in Fig. 2a yields
σIxy ∝ (ε0τ)0 within the NCA. On the other hand it is
well established that the ladder diagram (NCA) provides
the leading Drude result for the longitudinal conductiv-
ity σxx ∝ (ε0τ)1, while diagrams with intersecting im-
purity lines are parametrically small ∝ (ε0τ)0. Only re-
cently [32] it was realised that the reasoning validating
the NCA for σxx is inapplicable to AHE: the diagrams
with crossing impurity lines in Fig. 2b–d are of the same
order (ε0τ)
0 as the ladder diagram in Fig. 2a. This fact
alone already suggests that the smallness (as compared
to σxx) of all contributions to σ
I
xy in Fig. 2 has a common
physical origin.
Further insight can be gained using general classifica-
tion of the AHE mechanisms in terms of intrinsic, side-
jump, and skew-scattering contributions. Such separa-
tion naturally arises in the eigenbasis of clean Hamilto-
nian Hp and helps to develop an intuitive quasiclassi-
cal approach to the effect using the framework of the
Boltzmann kinetic equation [38, 39]. The current op-
erator j = e(p/m + α zˆ × σ) does not commute with
Hp and thus has off-diagonal elements in the eigenba-
sis. The intrinsic part σint-Ixy of σ
I
xy results from Eq. (2a)
with clean Green’s functions connecting two off-diagonal
current vertices. Side jump refers to the transverse dis-
placement of an electron being scattered by impurity;
the corresponding contribution σsidexy includes one diag-
3jxjx
jxjx
jyjy
jyjy
= + jjj
(a) (b)
(c) (d)
(e)
FIG. 2: Diagrams for the anomalous Hall conductivity σIxy,
see Eq. (2a). The non-crossing approximation, diagram (a),
yields σint-Ixy + σ
side
xy + σ
skew-nc
xy summarized in Table I [35, 37].
The X (b) and Ψ (c,d) diagrams, involving pairs of close impu-
rities, also contribute to the leading order (ε0τ)
0, see Table II.
Vertex correction (e) involves the sum of ladder diagrams.
onal and one off-diagonal vertex in Eq. (2a). Finally,
skew scattering is due to the asymmetry in the disor-
der scattering cross-section; it corresponds to Eq. (2a)
with two diagonal current operators. In the absence of
disorder, the anomalous Hall conductivity is given by
σintxy = σ
II
xy + σ
int-I
xy . The total intrinsic Hall conductiv-
ity σintxy can be traced down to the topological properties
(Berry curvature) of the Hamiltonian spectrum [40].
The skew-scattering off an individual weak impurity in
the Born approximation is absent, since its cross-section
is symmetric [38]. In the model (1) the skew-scattering
originates from pairs of impurities at distances of the or-
der of the Fermi wavelength. Despite such impurity con-
figurations are rare, they contribute to σxy in the leading
order (ε0τ)
0. Proper quantum-mechanical treatment of
the scattering by pairs of impurities must include dia-
grams in Fig. 2b–d missing in the NCA, since at short
distances crossing of the impurity lines does not produce
extra smallness. Thus the X and Ψ diagrams represent
an inherent part of skew scattering. It is parametrically
indistinguishable from the other part of skew-scattering
[35, 37] contained in the ladder diagram Fig. 2a.
Calculation of σncxy goes along the lines of Ref. 35.
Summation of the ladder diagrams in Fig. 2e yields the
dressed current operator. In the leading order, it takes
the form jdress = e(p/m + α˜ zˆ × σ) with the modified
parameter α˜ given in Table I. This is sufficient for the
calculation of the diagonal conductivity σxx while the
calculation of σncxy requires the subleading term in j
dress
that has a different matrix structure ∼ σ. Details of
the calculation are given in Supplementary Material [37].
Separation of the result into individual contributions is
summarised in Table I.
The contributions of X and Ψ diagrams in Fig. 2b–d
are most easily evaluated [37] in real space. The Green
function (3) is decomposed in the limit τ →∞ into terms
corresponding to the two spectral branches,
GRr = G
R
+(r) +G
R
−(r), (4a)
GR± = ±
1
2λ
[
ε+
∇2
2m
− iασ×∇+ hσz
]
g±(r). (4b)
Here we introduce the functions
g− =
1
2
[Y0(p−r)− iJ0(p−r)] , (5a)
g+ =
{
1
2 [Y0(p+r)− iJ0(p+r) sign ε] , |ε| > h,
− 1piK0(|p+|r), |ε| < h,
(5b)
and J0, Y0, and K0 stand for the standard Bessel func-
tions. We use the notation p± =
√
2ms± for the two
Fermi momenta.
The diagrams with crossed impurity lines can be rep-
resented as
σXxy =
1
2pi~
∫
d2rTr
[
JxrG
R
−rJ
y
rG
A
−r
]
, (6a)
σΨxy =
1
pi~
Re
∫
d2rTr
[
JxrG
R
−rG
R
r J
y
−r
]
. (6b)
The function Jr = [G
AjdressGR]r is given by
Jr = eτtr∇
[
GR− −GA− +
(
GR+ −GA+
)
sign ε
]
, (7)
with the parameter τtr from Table I. All Green’s func-
tions in Eqs. (6,7) are taken from Eqs. (4,5), i. e. in the
leading order with respect to τ .
All integrations involved in Eqs. (6) can be performed
analytically [37]. The final result, given in Table II, is
written in terms of an auxiliary parameter 0 < a < 1,
which takes on the value 1 for ε = ±h and is vanishing
at ε = min and for ε→∞. Complete elliptic integrals of
the first and second kind arising in Eqs. (6) have moduli
k2± or (k
′
±)
2 = 1− k2± also quoted in Table II. The value
of k+ is real and restricted to 0 < k+ < 1. The value of
k− is imaginary for 0 < a < 1/2 and real for 1/2 < a < 1.
Switching between these two regimes occurs at energies
± which further divide the spectrum into five different
regions. The values ε = ± correspond to the “nesting”
configuration such that p− = 3p+. Note that for h > ∆
there are no states below −h and the last two cases in
Table II are absent.
The overall result for the anomalous Hall conductiv-
ity σxy = σ
nc
xy + σ
X+Ψ
xy is shown in Fig. 1. NCA yields
jump discontinuities in the Hall conductivity at ε = ±h.
Proper treatment of the skew scattering including X and
Ψ contributions introduces logarithmic singularities at
the same points. However, the approximations used in
our calculation are invalid in the narrow vicinity of these
two energies, when the smallest Fermi momentum is com-
parable to the inverse mean free path. Therefore, the
logarithmic singularities are artificial.
4Region σX+Ψxy = σ
X
xy + σ
Ψ
xy (in units e
2/2pi~)
ε > +
h∆
piaλ3
[
(2∆ + λ)
√
1 + 2a (K+ − E+) + (2∆− λ)
√
1− 2a (K− − E−)
]
h < ε < +
h∆
piaλ3
[
(2∆ + λ)
√
1 + 2a (K+ − E+)− (2∆− λ)
√
2a− 1E′−
]
| ε | < h 4hλ∆
pi(λ2− + 3h2)2
[
(2∆ + λ)
[
pi + 2
√
1 + 2a(K+ − 2E+)
]− piλa(1 + a)]
− < ε < −h hλ∆
pi (h2 + ∆2)2
[
2∆ + λ
a
√
1 + 2a (K+ − E+) + 2
3
(2∆− λ) (pi + (2− a)√2a− 1K′−)]
min < ε < −
hλ∆
pi (h2 + ∆2)2
[
2∆ + λ
a
√
1 + 2a (K+ − E+) + 2
3
(2∆− λ) (pi − (2− a)√1− 2aK−)]
Notations: ∆ ≡ mα2, λ = √h2 + 2ε∆ + ∆2, ± = (9∆± 5
√
9∆2 + 16h2)/16;
a =
s− − s+
s− + s+ + 2
√
s+s−
, |ε| > h; a = 1
2
[√
9s− − s+
s− − s+ − 1
]
, |ε| < h; s± = ε+ ∆∓ λ;
Elliptic K± = K(k±), K′± = K(k
′
±), E± = E(k±), E
′
± = E(k
′
±) with k
2
± = a
3(2± a)/(2a± 1) and (k′±)2 = 1− k2±.
TABLE II: The part σX+Ψxy of the leading-order anomalous Hall conductivity σxy not captured by the noncrossing approximation.
The analytic results for 5 distinct energy regions in the three energy zones indicated in Table I are shown along with notations
in terms of the parameters of the model (1).
At large energies ε  h, the anomalous Hall conduc-
tivity σxy = σ
X+Ψ
xy can be expanded as (in units e
2/2pi~)
σxy =
h∆
4
[
1
ε2
− ∆
ε3
+
3(7∆2 + 8h2)
32ε4
+ . . .
]
. (8)
The most striking feature of the X and Ψ contributions
is the fact that they give rise to non-zero AHE for ε > h
where σncxy = 0. In Ref. 28 the term “skew scattering”
refers exclusively to the skew scattering off strong sin-
gle impurities that contributes to σxy in the order ε0τ .
Single-impurity skew-scattering manifests itself in resis-
tivity ρxy ∝ ρxx but is generally absent in the limit of
Gaussian disorder. The model (1) is, however, special
since the NCA conductivity σncxy does vanish for ε > h
even beyond Gaussian approximation [35]. Thus, the
skew-scattering off single impurities is always absent in
the upper band of the model (1).
Quite generally the absence of skew-scattering on sin-
gle impurities manifests itself in the scaling ρxy ∝ ρ2xx
that can be tested experimentally by varying impurity
concentration. We stress that whenever such scaling
takes place the skew-scattering on rare impurity pairs
have to be taken into account, which necessarily involves
the analysis of X and Ψ contributions to AHE.
Our results may be of direct relevance for recent exper-
iments with LaAlO3/SrTiO3 interfaces and ferromagnet-
platinum bilayers [12–16] . A spin-orbit induced valley-
Hall effect of similar kind may also be observed in
graphene on WS2 [41] and in synthetic systems such
as ultra-cold Fermi gases [18]. A closely related phe-
nomenon, the spin-orbit torque on magnetisation [42, 43],
is also strongly affected by skew-scattering on rare impu-
rity configurations and calls for similar analysis.
In conclusion, anomalous Hall effect arises in systems
with both spin-orbit coupling and magnetisation. From
quasiclassical point of view one may distinguish three
mechanisms contributing to anomalous Hall conductiv-
ity: intrinsic, side jump, and skew scattering. The dia-
grammatic approach to AHE, which is based on compu-
tation of the ladder diagrams [28, 38, 39], misses out im-
portant additional contributions [32]. The missing terms
are an inherent part of skew scattering by rare impurity
configurations that contributes to AHE in the leading or-
der. In 2D Rashba ferromagnet these terms provide the
only contribution to the AHE for ε > h.
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ONLINE SUPPLEMENTAL MATERIAL
Anomalous Hall effect in 2D Rashba ferromagnet
I. A. Ado, I. A. Dmitriev, P. M. Ostrovsky, and M. Titov
In this Supplemental Material we provide technical details that are relevant for the text of the Letter.
In particular, we explain the separation of the Hall conductivity into intrinsic, side jump, and skew
scattering contributions, and explicitly calculate the X and Ψ diagrams both in momentum and real space
representation.
I. DISORDER-AVERAGED GREEN FUNCTION
The Green function for the Hamiltonian (1) of the main text acquires a self energy ΣR,A = ∓i(γ − ησz), when
averaged with respect to disorder, and takes the form
GR,A = [ε−ΣR,A −H]−1 = ε− p
2/2m± iγ − α(σ × p)z + (h± iη)σz
(ε− p2/2m± iγ)2 − α2p2 − (h± iη)2 =
ε− s± iγ + α√2msσφ + (h± iη)σz
(s− s+ ∓ iγ+)(s− s− ∓ iγ−) . (s1)
This reproduces Eq. (3) of the main text. We express the Green function in terms of the variable s = p2/2m and
momentum direction φ with σφ = σy cosφ−σx sinφ. The denominator is factorised in s with the help of the following
notations:
∆ = mα2, λ =
√
h2 + 2ε∆ + ∆2, λ± = λ∓∆, (s2)
s± = ε∓ λ±, γ± = (γλ± ∓ ηh)/λ, (s3)
which are also used in the main text of the Letter (cf. Table II). We note that the spectral branches are defined such
that s+ < s− and s− > 0 while sign s+ = sign(|ε|2 − h2).
To simplify subsequent calculations, we take advantage of dimensionless notations by letting m = α = ~ = 1. Thus
the energy variables, such us λ and h, are measured in units of the parameter ∆. We also express the Fermi energy
through the variable λ as ε = (λ2 − h2 − 1)/2. With these conventions, all results are expressed in terms of the two
parameters h and λ. In the dimensionless notations, we also have λ± = λ∓ 1.
Reduction of denominators
We will use separate notations for the numerator and denominator of the Green function in the representation of
Eq. (s1), NR,A and DR,A, respectively. The denominators depend only on the variable s and obey the following useful
identities:
1
DR
− 1
DA
=
ipi
λ
[
sign γ− δ(s− s−)− sign γ+ δ(s− s+)
]
+O(γ±), (s4)
1
DRDA
=
pi
4λ2
[
δ(s− s−)
|γ−| +
δ(s− s+)
|γ+|
]
+O(1). (s5)
The numerators are given by NR,A = 12 (λ+λ− − h2)± iγ +
√
2sσφ + (h± iη)σz.
A. Scattering rate
The parameters of the self-energy γ and η are obtained in the Born approximation from the following equation:
γ − ησz = i
2
[
ΣR − ΣA] = i
2τ
∫
d2p
(2pi)2
[
GR(p)−GA(p)]. (s6)
After angular integration, the integrand depends on the variable s only. Disregarding γ and η in the right-hand side
and using Eq. (s4), we obtain
γ − ησz = 1
4λτ
[
(λ− − hσz) sign γ−θ(s−) + (λ+ + hσz) sign γ+θ(s+)
]
. (s7)
s2
This equation yields the result,
γ =
1
4λτ

2λ, ε > h,
λ−, |ε| < h,
2, ε < −h,
η =
h
4λτ

0, ε > h,
1, |ε| < h,
2, ε < −h,
γ± =
1
4λ2τ

2λ±λ, ε > h,
λ±λ− ∓ h2, |ε| < h,
2λ± ∓ 2h2, ε < −h.
(s8)
These scattering rates are listed in Table I of the main text. It is useful to remember that γ− > 0 and sign γ+ = sign ε.
B. Density of states
As a byproduct of the above calculation, we obtain the density of states
ρ = − 1
pi
Im TrGR =
2τγ
pi
=
1
pi

1, ε > h,
λ−/2λ, |ε| < h,
1/λ, ε < −h,
(s9)
in all three (or two, if h < 1) spectral bands.
II. HALL CONDUCTIVITY IN THE NON-CROSSING APPROXIMATION
A. Vertex corrections
Hall conductivity is expressed by the Kubo formula, Eqs. (2) of the main text. The contribution σIIxy is insensitive
to disorder and was computed in Ref. [s1]; the result is given in Table I. Here we focus on the calculation of σIxy,
Eq. (2a), in the non-crossing approximation. It amounts to calculation of the disorder ladder diagrams for vertex
corrections, see Fig. 2e.
Bare current operator contains kinetic and spin-orbit parts (we use the units with m = α = 1):
j = e (p+ zˆ× σ). (s10)
We introduce the following four quantities to describe current dressing by disorder:
∫
d2p
(2pi)2
GRpGA = A zˆ× σ + C σ, (s11)∫
d2p
(2pi)2
GR(zˆ× σ)GA = B zˆ× σ +D σ. (s12)
Upon averaging with respect to momentum directions, the integrands of the above expressions depend on s only,
A =
∫
ds
2pi
2s(ε− s)
DR(s)DA(s)
, B =
∫
ds
2pi
(ε− s)2 − h2
DR(s)DA(s)
, (s13)
C = −
∫
ds
2pi
2ηs
DR(s)DA(s)
, D =
∫
ds
2pi
2γh− 2η(ε− s)
DR(s)DA(s)
. (s14)
Note that the integrals A and B are of the order O(τ) while C and D are of a subleading order O(1). Using the
representation of Eq. (s5) for the denominators of the Green functions and the Born values of scattering rates Eq.
s3
(s8), we obtain the following results:
A = −τ
2

2, ε > h,
λ−(λ2− − h2)
λ2− + h2
, |ε| < h,
λ4 − 4λ2h2 + h4 − 1
(λ− + h2)(λ+ − h2) , ε < −h,
B =
τ
2

λ2 − h2 − 1
λ2 − 1 , ε > h,
λ2− − h2
λ2− + h2
, |ε| < h,
(h2 − 1)(h2 − λ2 + 1)
(λ− + h2)(λ+ − h2) , ε < −h,
(s15)
C = − h
8λ

0, ε > h,
λ2− − h2
λ2− + h2
, |ε| < h,
2(h2 − 1)(h2 − λ2 + 1)
(λ− + h2)(λ+ − h2) , ε < −h,
D =
h
2λ

λ
λ2 − 1 , ε > h,
λ−
λ2− + h2
, |ε| < h,
λ2 − 2h2 − 2
(λ− + h2)(λ+ − h2) , ε < −h.
(s16)
In the leading order in disorder strength, the current operator is modified by vertex corrections as
jdress = e (p+ α˜ zˆ× σ), α˜ = 1 +A/τ
1−B/τ =

0, ε > h,
1− λ(λ
2
− − h2)
λ2− + 3h2
, |ε| < h,
1− λ
2
1 + h2
, ε < −h.
(s17)
The integrals C and D are not included in the vertex correction since they have a lower order in τ . However, they
are essential for the Hall response because they turn the x component of the current into the y component.
Below, we will also use the integral D in the clean limit. Its computation amounts to setting η to zero in Eq. (s16).
The intrinsic value of D is
D0 =
∫
ds
2pi
2γh
DR(s)DA(s)
∣∣∣∣
η=0
=
h
2λ

λ
λ2 − 1 , ε > h,
1
2λ−
, |ε| < h,
1
1− λ2 , ε < −h.
(s18)
The Hall conductivity σIxy can be expressed in the following form in the non-crossing approximation:
σnc-Ixy =
1
2pi
∫
d2p
(2pi)2
Tr
[
jdressx G
R(p)jdressy G
A(p)
]
=
e2
2pi
∫
d2p
(2pi)2
Tr
[
(px − α˜ σy)GR(p)(py + α˜ σx)GA(p)
]
= −e
2
pi
α˜(2C + α˜D). (s19)
This result is given in Table I of the main text.
B. Separation of intrinsic, side jump, and skew scattering terms
In the non-crossing approximation, the Hall conductivity σnc-Ixy is given by Eq. (s19). It can be represented as a sum
of intrinsic (σint-Ixy ), side jump (σ
side
xy ), and skew scattering (σ
skew-nc
xy ) contributions as explained in the main text of
the Letter. In order to develop such a classification, we first separate the conductivity σncxy into three parts with zero,
one, and two dressed current vertices. [By dressing we now assume only the leading order correction (s17), which
does not rotate the direction of the current]. Relations between different contributions to σxy are illustrated in Fig.
s4
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FIG. s1: Different contributions to σxy and relations between them.
s1. The three parts of σnc-Ixy are
σbarexy =
1
2pi
∫
d2p
(2pi)2
Tr
[
jxG
R(p)jyG
A(p)
]
=
e2
2pi
∫
d2p
(2pi)2
Tr
[
(px − σy)GR(p)(py + σx)GA(p)
]
= −e
2
pi
(2C +D), (s20)
σ1×dressxy =
1
2pi
∫
d2p
(2pi)2
Tr
[
(jdressx − jx)GR(p)jyGA(p) + jxGR(p)(jdressy − jy)GA(p)
]
=
e2
2pi
(1− α˜)
∫
d2p
(2pi)2
Tr
[
2σyG
R(p)σxG
A(p) + σyG
R(p)pyG
A(p)− pxGR(p)σxGA(p)
]
=
2e2
pi
(1− α˜)(C +D), (s21)
σ2×dressxy =
1
2pi
∫
d2p
(2pi)2
Tr
[
(jdressx − jx)GR(p)(jdressy − jy)GA(p)
]
= − e
2
2pi
(1− α˜)2
∫
d2p
(2pi)2
Tr
[
σyG
R(p)σxG
A(p)
]
= −e
2
pi
(1− α˜)2D. (s22)
Note that the part of the bare bubble diagram, σbarexy , with two kinetic currents, epx and epy, vanishes due to angular
integration.
Intrinsic, side jump, and skew scattering parts of σxy are distinguished in the eigenbasis of the clean Hamiltonian.
For each value of momentum p there are two eigenstates |+〉 and |−〉 corresponding to two branches of the spectrum.
The Green function in the clean limit is diagonal in this basis, while disorder averaging gives rise to small off-diagonal
terms G+− and G−+. The current operator (s10) does not commute with the Hamiltonian and hence also possesses
off-diagonal matrix elements in the eigenbasis. These off-diagonal terms emerge from the spin-orbit part of the current,
ezˆ×σ, while the kinetic part ep is diagonal. In the diagrammatic language, we identify intrinsic, side jump, and skew
scattering contributions with the diagrams involving two, one, and none off-diagonal matrix elements of the currents,
respectively.
Intrinsic Hall conductivity is the only part of total σxy that survives in the clean limit. It is given by σ
II
xy and the
bare bubble (s20) with clean Green functions. The latter is denoted σint-Ixy and includes off-diagonal matrix elements
of both current operators together with one G++ and one G−− element of the Green function.
σint-Ixy = −
e2
2pi
∫
d2p
(2pi)2
Tr
[
σyG
R
0 (p)σxG
A
0 (p)
]
= −e
2
pi
D0. (s23)
Side jump conductivity contains one diagonal and one off-diagonal matrix element of the current operator. Hence
the rest of the bare bubble diagram (after subtracting the intrinsic contribution) yields side jump.
σbarexy = −
e2
pi
D0︸ ︷︷ ︸
intrinsic
+
e2
pi
(D0 − 2C −D)︸ ︷︷ ︸
side jump
. (s24)
Consider now the term σ1×dressxy . A part that contains the disorder-dressed current operator j
dress − j connected to
the bare current operator j with two clean Green functions, contributes to the side-jump conductivity. This intrinsic-
s5
like part of side jump is due to the spin-orbit part of the bare current only and comes completely from the first term
in the second line of Eq. (s21). The rest of this term is distributed equally between side jump and skew scattering
since both the dressed current and spin-orbit part of the bare current have the same off-diagonal matrix elements.
e2
2pi
(1− α˜)
∫
d2p
(2pi)2
Tr
[
2σyG
R(p)σxG
A(p)
]
=
e2
pi
(1− α˜)(D +D0)︸ ︷︷ ︸
side jump
+
e2
pi
(1− α˜)(D −D0)︸ ︷︷ ︸
skew scattering
. (s25)
The two other terms in the second line of Eq. (s21) yield skew scattering since the kinetic current ep does not provide
off-diagonal matrix elements in the basis of the eigenstates. Thus we can summarize the contribution of σ1×dressxy as
σ1×dressxy =
e2
pi
(1− α˜)(D +D0)︸ ︷︷ ︸
side jump
+
e2
pi
(1− α˜)(2C +D −D0)︸ ︷︷ ︸
skew scattering
. (s26)
Finally, σ2×dressxy contributes solely to skew scattering mechanism,
σ2×dressxy = −
e2
pi
(1− α˜)2D︸ ︷︷ ︸
skew scattering
. (s27)
Collecting together all the contributions, we obtain
σint-Ixy = −
e2
pi
D0, (s28)
σsidexy =
e2
pi
[
(2− α˜)D0 − 2C − α˜D
]
, (s29)
σskew-ncxy =
e2
pi
(1− α˜)(2C + α˜D −D0). (s30)
These results are listed in the Table I of the main text.
III. CALCULATION OF X AND Ψ DIAGRAMS
An additional contribution to skew scattering comes from the diagrams with two intersecting impurity lines shown
in Fig. 2b-d of the main text. We will calculate these diagrams first in the momentum representation and later in the
real-space representation as it is explained in the main text.
A. Momentum representation
The X diagram of Fig. 2b and Ψ diagram of Fig. 2c-d are represented in momentum space by the following integrals:
σXxy =
∫
d2p1,2,3,4
(2pi)7τ2
δ(p1 + p2 − p3 − p4) Tr
[
jdressx G
R
1 G
R
3 G
R
2 j
dress
y G
A
2 G
A
4 G
A
1
]
, (s31a)
σΨxy =
∫
d2p1,2,3,4
(2pi)7τ2
δ(p1 − p2 − p3 + p4) Tr
[
jdressx G
R
1 G
R
3 G
R
4 G
R
2 j
dress
y G
A
2 G
A
1 + j
dress
x G
R
1 G
R
2 j
dress
y G
A
2 G
A
4 G
A
3 G
A
1
]
.
(s31b)
We first average the integrands with respect to simultaneous rotation of all momenta. This is equivalent to averaging
with respect to rotations of the current operators, jx 7→ jx cosφ + jy sinφ and jy 7→ jy cosφ − jx sinφ. We also use
the symmetry with respect to p1,3 ↔ p2,4 and rewrite the integrals as
σXxy =
∫
d2p1,2,3,4
2(2pi)7τ2
δ(p1 + p2 − p3 − p4)
Tr
[
Jx1N3J
y
2N4
]
DR1 D
A
1 D
R
2 D
A
2
(
1
DR3 D
A
4
− 1
DA3 D
R
4
)
, (s32)
σΨxy =
∫
d2p1,2,3,4
2(2pi)7τ2
δ(p1 − p2 − p3 + p4)
Tr
[
(Jy2 J
x
1 − Jx2 Jy1 )N3N4
]
DR1 D
A
1 D
R
2 D
A
2
(
1
DR3 D
R
4
− 1
DA3 D
A
4
)
, (s33)
s6
where we have introduced the short notation
Ji = Nij
dressNi. (s34)
We neglect disorder-induced γ and η terms in the numerators and hence make no distinction between NR and NA.
Next, we apply the identities
1
DR3 D
A
4
− 1
DA3 D
R
4
=
1
2
(
1
DR3
− 1
DA3
)(
1
DR4
+
1
DA4
)
− 1
2
(
1
DR3
+
1
DA3
)(
1
DR4
− 1
DA4
)
, (s35a)
1
DR3 D
R
4
− 1
DA3 D
A
4
=
1
2
(
1
DR3
− 1
DA3
)(
1
DR4
+
1
DA4
)
+
1
2
(
1
DR3
+
1
DA3
)(
1
DR4
− 1
DA4
)
. (s35b)
Once again using the symmetry with respect to p1,3 ↔ p2,4, we reduce the integrals to the form
σXxy =
∫
d2p1,2,3,4
(2pi)7
δ(p1 + p2 − p3 − p4)
Tr
[
Jx1N3J
y
2N4 − Jy1N3Jx2N4
]
2τ2DR1 D
A
1 D
R
2 D
A
2
(
1
DR3
− 1
DA3
)
1
D4
, (s36)
σΨxy =
∫
d2p1,2,3,4
(2pi)7
δ(p1 − p2 − p3 + p4)
Tr
[
(Jy2 J
x
1 − Jx2 Jy1 )N3N4 + (Jy1 Jx2 − Jx1 Jy2 )N4N3
]
2τ2DR1 D
A
1 D
R
2 D
A
2
(
1
DR3
− 1
DA3
)
1
D4
. (s37)
From the identities (s4) and (s5) we see that momenta p1,2,3 are bound to the Fermi surface. To make use of
this property, we will employ the following double elliptic coordinates: s1,2,3,4 = p
2
1,2,3,4/2 and s = (p1 + p2)
2/2 =
(p3 + p4)
2/2 for the X diagram or s = (p1 − p2)2/2 = (p3 − p4)2/2 for the Ψ diagram. The integration measure in
this representation is given by∫
d2p1,2,3,4
(2pi)6
δ(p1 ± p2 − p3 ∓ p4) . . . =
∫
ds ds1,2,3,4
8pi5
√
∆1,2
√
∆3,4
. . . , (s38)
∆a,b = −s2 − s2a − s2b + 2(ssa + ssb + sasb). (s39)
Integral runs over the domain where both square roots in the denominator are real.
In order to represent the integrands in Eqs. (s36) and (s37) as functions of s variables, we further simplify the
expressions by symmetrising them with respect to simultaneous flipping of p1,2 and/or p3,4 about the direction of
p1 ± p2 = p3 ± p4; we will denote this operation by 〈. . .〉P . This results in
σX,Ψxy =
∫
ds ds1,2,3,4
8pi5
√
∆1,2
√
∆3,4
NX,Ψ1,2,3,4
τ2DR1 D
A
1 D
R
2 D
A
2
(
1
DR3
− 1
DA3
)
1
D4
, (s40)
NX1,2,3,4 =
1
4pi
Tr
〈
Jx1N3J
y
2N4 − {x↔ y}
〉
P
, NΨ1,2,3,4 =
1
4pi
Tr
〈
Jy2 J
x
1N3N4 + J
y
1 J
x
2N4N3 − {x↔ y}
〉
P
. (s41)
We will need the value of the averaged numerators NX,Ψ1,2,3,4 at the points s1,2 = s± only. An explicit computation of
the trace yields remarkably simple expressions:
NX±,±,3,4 = −
2ie2h
pis
∆±±(α˜± λ±)2(s3 − s4)(s3 + s4 − 2s∓ + 4), (s42)
NX±,∓,3,4 = −
2ie2h
pis
∆+−(α˜+ λ+)(α˜− λ−)(s3 − s4)(s3 + s4 − s+ − s− + 4), (s43)
NΨ±,±,3,4 =
4ie2h
pi
∆±±(α˜± λ±)2(s3 + s4 − 2s∓ + 4), (s44)
NΨ±,∓,3,4 =
4ie2h
pi
∆+−(α˜+ λ+)(α˜− λ−)(s3 + s4 − s+ − s− + 4). (s45)
At a given value of the variable s, and with s1,2,3 fixed by the delta functions from Eqs. (s4) and (s5), the integral
over s4 is taken in the interval (
√
s−√s3)2 < s4 < (
√
s+
√
s3)
2. We can represent this integral as a contour integral
around the branch cut of
√−∆3,4 and then expand the contour to an infinite circle. This way we pick the residues at
the poles of 1/D4, if they lie outside the branch cut, and the residue at infinity. In the case |ε| < h, this also includes
s7
Label s1 s2 s3 s4 Domain for s
ε > h |ε| < h ε < −h
X Ψ X Ψ X Ψ
A + + ± ∓ [0,min{(√s− −√s+)2, 4s+}] X X
B ± ∓ + + [max{(√s− −√s+)2, 4s+}, (√s− +√s+)2] X X
C − − + + [4s+, 4s−] X X
D − − ± ∓ [0, (√s− −√s+)2] X X
E − − ± ∓ [(√s− +√s+)2, 4s−] X X
DE − − − + [0, 4s−] X X
F + + ∀ ∞ [0, 4s+] X
G ± ∓ ∀ ∞ [(√s− −√s+)2, (√s− +√s+)2] X
H − − ∀ ∞ [0, 4s−] X X
TABLE sI: Integration intervals for the parameter s that contribute to X and Ψ diagrams for different parts of the spectrum.
the residue at s4 = s+ < 0. The contour transform can be presented as
(
√
s+
√
s3)
2∫
(
√
s−√s3)2
ds4√
∆3,4D4
. . . = −pi
∑
res
s4
1√−∆3,4 (s4 − s−)(s4 − s+) . . .
=
pi
2λ
∫
ds4√−∆3,4
[
δ(s4 − s+)− δ(s4 − s−)
]
sign(s4 − s3 − s) . . .+ pi lim
s4→∞
1
s24
. . . (s46)
Here the sign factor accounts for a proper branch of the square root while the expression
√−∆3,4 assumes the principal
value. This way we effectively fix all four momenta at the Fermi surface with the additional possibility s4 = ∞ and
a constraint s1,2,3 > 0. The only remaining integration over s, as before, runs over positive real semi-axis such that
both
√
∆1,2 and
√−∆3,4 are real.
After quite tedious combinatorics, we identify all integration intervals for s, which contribute to X and Ψ diagrams,
depending on the value of energy. They are listed in the Table sI.
Note that inside the gap, |ε| < h, there is only one Fermi surface at s = s− while s+ < 0. In this case the intervals
D and E fuse into a single segment DE. The intervals F, G, and H contribute when the residue at s4 = ∞ is taken
and the value of s3 is unimportant.
Explicitly, the diagrams with crossed impurity lines yield
σXxy = −
e2hτ2tr
4pi2λ3τ2

(2− λ)
∫
A
ds
s
√
∆++√−∆+− + (2 + λ)
∫
D
ds
s
√
∆−−√−∆+− , ε > h,(
1 +
λ
2
) ∫
DE
ds
s
√
∆−−√−∆+− +
∫
H
ds
4s
√
∆−− |ε| < h,
(2 + λ)
∫
E
ds
s
√
∆−−√−∆+− +
∫
F
ds
2s
√
∆++ −
∫
G
ds
s
√
∆+− +
∫
H
ds
2s
√
∆−−, ε < −h,
(s47)
σΨxy =
e2hτ2tr
4pi2λ4τ2

(2− λ)
∫
B
ds
√
∆+−√−∆++ −
∫
C
ds
√
∆−−√−∆++ + (2 + λ)
∫
E
ds
√
∆−−√−∆+− , ε > h,(
1 +
λ
2
) ∫
DE
ds
√
∆−−√−∆+− , |ε| < h,
(2− λ)
∫
A
ds
√
∆++√−∆+− −
∫
B
ds
√
∆+−√−∆++
+ ∫
C
ds
√
∆−−√−∆++ + (2 + λ)
∫
D
ds
√
∆−−√−∆+− ε < −h.
(s48)
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We use the transport scattering time τtr defined in the next section, see Eq. (s57). Let us also remind that
∆−− = s(4s− − s), ∆++ = s(4s+ − s), ∆+− = −s2 + 2s(s− + s+)− (s− − s+)2. (s49)
The integrals over the intervals C, F, G, and H are readily computed in terms of elementary functions while the
intervals A, B, D, E (and DE) contain complete elliptic integrals. Computation of these integrals is discussed in
Appendix A. Final results are given after the following Section and also in the main text.
B. Real space representation
Alternatively, X and Ψ diagrams can be calculated in the real space representation. This way of calculation is more
transparent but leads to a large variety of integrals involving four Bessel functions.
The Green’s function in real space can be decomposed in the clean limit, τ →∞, into two contributions originating
from two branches of the spectrum,
GR,A(r) = GR,A+ (r) +G
R,A
− (r), (s50)
GR,A± (r) = ±
1
2λ
(
ε+∇2/2 + i(σ ×∇)z + hσz
)
gR,A± (r), (s51)
gR,A− (r) =
∫
d2p
(2pi)2
eipr
s− − p2/2± iγ− =
1
2
[
Y0(p−r)∓ iJ0(p−r)
]
,
gR,A+ (r) =
∫
d2p
(2pi)2
eipr
s+ − p2/2± iγ+ =

1
2
[
Y0(p+r)∓ i sign γ+J0(p+r)
]
, |ε| > h,
− 1
pi
K0(|p+|r), |ε| < h,
(s52)
where we use the notation p± =
√
2s± for the two Fermi momenta. Here we completely neglect the values of γ± by
taking them as infinitesimals. Note that at |ε| < h, when only p− Fermi surface exists, there is no distinction between
GR+ and G
A
+. Both functions decay monotonically with distance.
Apart from the Green’s function, we also need the real space representation of the dressed current vertex (in the
leading order with respect to 1/τ .)
J(r) = e
∫
d2p
(2pi)2
eiprGR(p)(p+ α˜zˆ× σ)GA(p)
=
ie
8λ2
[
ε+∇2/2 + i(σ ×∇)z + hσz
](−i∇+ α˜zˆ× σ)[ε+∇2/2 + i(σ ×∇)z + hσz]
×
[
gR−(r)− gA−(r)
γ−
+
gR+(r)− gA+(r)
γ+
]
, (s53)
where the factor α˜ accounts for the vertex correction (s17). Below we take advantage of the following two identities
− i∇[ε+∇2/2 + i(σ ×∇)z + hσz]2
= −i∇
{
−(ε+∇2/2)2 −∇2 + h2︸ ︷︷ ︸
=0
+2(ε+∇2/2)[ε+∇2/2 + i(σ ×∇)z + hσz]}, (s54)
[
ε+∇2/2 + i(σ ×∇)z + hσz
]
(zˆ× σ)[ε+∇2/2 + i(σ ×∇)z + hσz]
=
[
(ε+∇2/2)2 +∇2 − h2]︸ ︷︷ ︸
=0
(zˆ× σ)− 2i∇[ε+∇2/2 + i(σ ×∇)z + hσz], (s55)
where the action of the operator (ε +∇2/2)2 +∇2 − h2 on gR,A± yields zero. With the help of the identities we are
able to recast the current operator in the following form
J(r) =
e∇
4λ2
(ε+∇2/2 + α˜)(ε+∇2/2− iσ∇+ hσz) [gR−(r)− gA−(r)
γ−
+
gR+(r)− gA+(r)
γ+
]
=
e∇
2λ
[
λ− − α˜
γ−
(
GR−(r)−GA−(r)
)
+
λ+ + α˜
γ+
(
GR+(r)−GA+(r)
)]
. (s56)
s9
Using Eq. (s17), we see that for an energy outside the gap, |ε| > h, two factors in the last expression are identical up
to a sign. Inside the gap, |ε| < h, the second term in Eq. (s56) is unimportant since the difference GR+−GA+ vanishes.
This allows us to introduce the transport scattering time τtr and rewrite the current vertex in a remarkably compact
form:
J(r) = eτtr∇
[
GR−(r)−GA−(r) + sign ε
(
GR+(r)−GA+(r)
)]
, τtr =
λ± ± α˜
2λ|γ±| = τ

1, ε > h,
4λ2
λ2− + 3h2
, |ε| < h,
λ2
1 + h2
, ε < −h.
(s57)
From this expression we see that electrons from both spectrum branches provide identical contributions to the current.
The only caveat is that the sign of + branch changes when energy drops below the gap, ε < −h. This is a manifestation
of the hole-like dispersion of the + part of the spectrum in this region. It is also worth noting, that the transport
time τtr is introduced here phenomenologically and does not necessarily correspond to any specific rate derived from
kinetic equation. The latter has a complicated form whenever two branches of the spectrum are present, hence physical
scattering rates will have a certain matrix structure and may not boil down to a single parameter.
Expressions for the X and Ψ diagrams in the real space representation are given by Eqs. (6) of the main text. Using
cyclic permutations under the trace, the symmetry relation σxy = −σyx, and identities of the type of Eqs. (s35), we
can recast them in the form
σXxy =
1
4pi
∫
d2rTr
{(
GAr +G
R
r
)
Jx−r
(
GRr −GAr
)
Jy−r
}
, (s58)
σΨxy = −
1
4pi
∫
d2rTr
{(
GRr +G
A
r
)[
Jx−rJ
y
r
(
GR−r −GA−r
)
+
(
GR−r −GA−r
)
Jx−rJ
y
r
]}
. (s59)
After averaging over directions of r, we end up with a large number of one-dimensional integrals involving four
Bessel functions. Current operators and the difference GR − GA yield the Bessel function of the first kind Jν(p±r),
while the sum GR +GA provides either Yν(p±r) or Kν(|p+|r) in the regions |ε| > h and |ε| < h, respectively. For the
sake of convenience, we will use the following compact notations:
J±ν ≡ pν±Jν(p±r), Y ±ν ≡ pν±Yν(p±r), K+ν ≡ |p+|νKν(|p+|r). (s60)
With the help of recurrence relations, we reduce orders of all Bessel functions to either ν = 0 or ν = 1 for uniformity.
For |ε| > h the result is given by a sum of 34 (in the case of σXxy) and 44 (in the case of σΨxy) distinct integrals of
four Bessel functions. For |ε| < h, the expressions are more compact and can be represented by the sum of 6 and 8
integrals, correspondingly.
Apart from four Bessel functions, some terms in the integrand contain an extra factor 1/r. It turns out that
the formal replacement 1/r 7→ 1/r + (1/2)∂/∂r eliminates all 1/r terms and renders the integrand uniform. Let us
illustrate the mechanism of such a reduction by the following example:
∞∫
0
dr
r
Y −0 (J
−
1 )
2J+0 =
∞∫
0
dr
(
1
r
+
1
2
∂
∂r
)
Y −0 (J
−
1 )
2J+0 =
∞∫
0
dr
[
p2−Y
−
0 J
−
0 J
−
1 J
+
0 −
1
2
Y −1 (J
−
1 )
2J+0 −
1
2
Y −0 (J
−
1 )
2J+1
]
.
(s61)
After reduction, we end up with 20 distinct integrals for |ε| > h and two additional integrals for |ε| < h. The
expressions for σXxy and σ
Ψ
xy can be concisely written using the following matrix notations:
σXxy =
e2hτ2tr
8λ4τ2
∞∫
0
dr [X10 −X01]RY T , σΨxy =
e2hτ2tr
4λ4τ2
∞∫
0
dr [X10 +X01]RY
T , (s62)
R =
 1 1 + λ/2 1 + λ1− λ/2 1 1 + λ/2
1− λ 1− λ/2 1
 , (s63)
Xµν =

(
Y −µ J
−
ν , −Y −µ J+ν − Y +µ J−ν , Y +µ J+ν
)
, ε > h,(
Y −µ J
−
ν , (2/pi)KµJ
−
ν , 0
)
, |ε| < h,(
Y −µ J
−
ν , Y
−
µ J
+
ν − Y +µ J−ν , −Y +µ J+ν
)
, ε < −h,
Y =

(
(J+1 )
2, −2J+1 J−1 , (J−1 )2
)
, |ε| > h,(
0, 0, (J−1 )
2
)
, |ε| < h.
(s64)
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Thus we have reduced the problem to a set of integrals involving three Bessel functions of the first kind and one
Bessel function of the second kind with arguments p±r. One out of four Bessel functions has the index 0 and three
other functions bear the index 1. Calculation of these integrals is detailed in Appendix B, and the result is given in
the next Section.
C. Results
The two approaches to the X and Ψ diagram in momentum and in real space yield the same result, which makes
us confident that the calculation is accurate. The final expressions for the diagrams can be conveniently written in
terms of the auxiliary parameter
a =

√
s− −√s+√
s− +
√
s+
, |ε| > h,
1
2
[√
9s− − s+
s− − s+ − 1
]
, |ε| < h.
(s65)
This parameter is in the range 0 < a < 1 taking the value 1 at ε = ±h and vanishing in the limit of infinite energy
and at the bottom of the band ε = −(1 + h2)/2. Complete elliptic integrals arising in Eqs. (s47) and (s48), have one
of the following moduli:
k2± =
a3(2± a)
2a± 1 , k
′
±
2
= 1− k2± =
(1± a)3(1∓ a)
1± 2a . (s66)
We will use the short notations K± = K(k±), K ′± = K(k
′
±) for the complete elliptic integrals of the first kind and
the similar abbreviation E±, E′± for the complete integrals of the second kind.
For all energies 0 < k+ < 1. The other module is either k
2
− < 0 when 0 < a < 1/2 or k
2
− > 1 when 1/2 < a < 1.
Switching between these two cases occurs when the energy takes one of the values
± =
9± 5√9 + 16h2
16
. (s67)
These special values of energy correspond to the perfect “nesting” configuration
√
s− = 3
√
s+ when the minimum
and maximum in the definition of A and B intervals change. Such nesting occurs once (at ε = +) above the gap and
once (at ε = −) below the gap.
Thus we have in total five intervals of energy where the expression for Hall conductivity acquires different functional
form. Using the results of Appendix A or B, we find
σX+Ψxy =
e2h
2pi2

1
λ3a
[
(2 + λ)
√
1 + 2a(K+ − E+) + (2− λ)
√
1− 2a(K− − E−)
]
, ε > +,
1
λ3a
[
(2 + λ)
√
1 + 2a(K+ − E+)− (2− λ)
√
2a− 1E′−
]
, h < ε < +,
4λ
(λ2− + 3h2)2
[
(2 + λ)
[
pi + 2
√
1 + 2a(K+ − 2E+)
]− piλa(1 + a)], −h < ε < h,
λ
(1 + h2)2
[
(2 + λ)
√
1 + 2a
a
(K+ − E+) + 2
3
(2− λ)[pi + (2− a)√2a− 1K ′−]], − < ε < −h,
λ
(1 + h2)2
[
(2 + λ)
√
1 + 2a
a
(K+ − EK+) + 2
3
(2− λ)[pi − (2− a)√1− 2aK−]], min < ε < −.
(s68)
This is the central result of the Letter presented in the Table II of the main text. When the parameter h exceeds
1 (that is, ferromagnetism is stronger than spin-orbit coupling) the structure of the spectrum changes. Minimal
available energy becomes −h and only the first three out of five cases in Eq. (s68) remain.
Appendix A: Elliptic integrals
All elliptic integrals from Eqs. (s47) and (s48) can be found in Ref. s2 in the incomplete form. They involve elliptic
integrals of all three kinds with the moduli (s66). Elliptic integrals of the third kind arising in this calculation depend
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on the parameter −a2/(2a± 1). However, the complete versions of the same integrals can be written in terms of the
first and second kind integrals only. This is possible due to the following identity:
Π
(
− a
2
2a+ 1
, k+
)
=
pi
√
2a+ 1 + 2(2 + 5a+ 2a2)K(k+)
6(1 + a)2
. (s69)
Outside the gap, |ε| > h, the relevant integrals have the following form:
∫
A
ds
s
√
∆++√−∆+− = pi3 + 23(2− 5a+ 2a2)

K−√
1− 2a, 0 < a < 1/2,
K ′−√
2a− 1 , 1/2 < a < 1,
(s70)
∫
A
ds
λ
√
∆++√−∆+− = 2pi3 − 2a

√
1− 2a
[
E− − 3− 2a+ a
2
3
K−
]
, 0 < a < 1/2,
√
2a− 1
[
E′− −
(2− a)a
3
K ′−
]
, 1/2 < a < 1,
(s71)
∫
B
ds
λ
√
∆+−√−∆++ = 4pi3 − 2a

√
1− 2a
[
E− − (3− a)(1 + a)
3
K−
]
, 0 < a < 1/2,
√
2a− 1
[
E′− +
(2− a)a
3
K ′−
]
, 1/2 < a < 1
(s72)
∫
C
ds
λ
√
∆−−√−∆++ = 4pi, (s73)∫
D
ds
s
√
∆−−√−∆+− = pi3 + 2(2 + 5a+ 2a
2)
3
√
2a+ 1
K+, (s74)∫
D
ds
λ
√
∆−−√−∆+− = −2pi3 − 2
√
2a+ 1
a
[
E+ − 3 + 2a+ a
2
3
K+
]
, (s75)∫
E
ds
s
√
∆−−√−∆+− = −2pi3 + 2(2 + 5a+ 2a
2)
3
√
2a+ 1
K+, (s76)∫
E
ds
λ
√
∆−−√−∆+− = 4pi3 − 2
√
2a+ 1
a
[
E+ − 3 + 2a+ a
2
3
K+
]
, (s77)∫
F
ds
λs
√
∆++ =
pi(1− a)2
a
, (s78)∫
G
ds
λs
√
∆+− =
pi(1− a)2
a
, (s79)∫
H
ds
λs
√
∆−− =
pi(1 + a)2
a
. (s80)
Inside the gap |ε| < h, we have
∫
DE
ds
s
√
∆−−√−∆+− = −pi3 + 23(2a+ 1)3/2K+, (s81)∫
DE
ds
λ
√
∆−−√−∆+− = 2pi3 − 4√2a+ 1
[
E+ − 2 + a
3
K+
]
, (s82)∫
H
ds
λs
√
∆−− = 2pia(1 + a). (s83)
Upon substitution in Eqs. (s47) and (s48), these integrals yield the result (s68).
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Appendix B: Integrals of Bessel functions
The calculation of X and Ψ diagrams in real space representation boils down to the calculation of some 22 integrals
involving one Bessel function of the second kind and three Bessel functions of the first kind, Eq. (s62), with the
arguments p±r. Three out of four Bessel functions have the index 1 while one of the functions has the index 0. Since
such integrals are not included in the standard reference tables, the calculation method is explained here.
Before we formulate general strategy let us consider a particular example of such an integral
∞∫
0
dr Y +1 J
−
0 (J
−
1 )
2 = p+p
2
−
∞∫
0
dr Y1(p+r)J0(p−r)J21 (p−r) = p+p
2
−I, (s84)
where we would like to calculate the value of I. We note that this value is represented by the following integral
I =
∞∫
0
dr Y1(p+r)J0(p−r)J21 (p−r) =
∞∫
0
rdr Y1(p+r)J0(p−r)
[
J21 (p−r)
r
]
. (s85)
A consequence of the Gegenbauer’s addition theorem for Bessel functions [see Eq. (16) on page 367 in Ref. s3] can be
applied to the expression in square brackets in Eq. (s85) with the result
J21 (p−r)
r
=
p−
2pi
pi∫
0
dφ
sin2 φ
sin φ2
J1(2p−r sin φ2 ). (s86)
Plugging Eq. (s86) into Eq. (s85) and changing the order of integrations we obtain
I =
p−
2pi
pi∫
0
dφ
sin2 φ
sin φ2
∞∫
0
rdr Y1(p+r)J0(p−r)J1(2p−r sin φ2 ). (s87)
The integral over r in the last expression is known [see Eq. (2.13.22.5) in Ref. s4]:
∞∫
0
rdr Y1(p+r)J0(p−r)J1(2p−r sin φ2 ) = −
1
2pip+p− sin φ2

1 +
u√
u2 − 1 ,
p− − p+
2p−
> sin φ2 ,
1,
p− − p+
2p−
< sin φ2 <
p− + p+
2p−
,
1 +
u√
u2 − 1 , sin
φ
2 >
p− + p+
2p−
,
(s88)
where u =
4p2− sin
2 φ
2 + p
2
+ − p2−
4p+p− sin φ2
. (s89)
Introducing the notations for the intervals D1 = {φ ∈ [0, pi] | sin φ2 < p−−p+2p− } and D2 = {φ ∈ [0, pi] | sin
φ
2 >
p−+p+
2p−
}
we write
I = − 1
4pi2p+
 pi∫
0
dφ
sin2 φ
sin2 φ2
+
∫
D1
⋃
D2
dφ
sin2 φ
sin2 φ2
u√
u2 − 1
 =
− 1
pi2p+
 pi∫
0
dφ cos2 φ2 +
∫
D1
⋃
D2
dφ
(4p2− sin
2 φ
2 + p
2
+ − p2−) cos2 φ2√
(4p2− sin
2 φ
2 − (p+ + p−)2)(4p2− sin2 φ2 − (p+ − p−)2)
 , (s90)
where the first integral in the last expression is readily calculated. After the substitution t = sin2 (φ/2) the second
integral can be expressed in terms of complete elliptic integrals of all three kinds with the moduli given by Eq. (s66)
[see Eqs. (253.**, 257.**) in Ref. s2]. With the help of known relations between elliptic integrals [see Eqs. (117.**) in
s13
Ref. s2] one can transform the elliptic integrals of the third kind arising as the result of the calculation to the form
that appeared in the left-hand side of Eq. (s69). Finally all elliptic integrals of the third kind cancel out yielding
I = − 1
2pip+
(1 + F3), (s91)
where F3 is defined in Eq. (s98) below.
The general approach, which lets us compute all integrals involved in Eq. (s62), consists of the following steps:
• Replace the product of two Bessel functions with index 1 and the same argument using a consequence of the
Gegenbauer’s addition theorem for Bessel functions [see Eq. (16) on page 367 in Ref. s3]
J1(ξr)
r
(
J1(ξr)
Y1(ξr)
)
=
ξ
2pi
pi∫
0
dφ
sin2 φ
sin φ2
(
J1(2ξr sin
φ
2 )
Y1(2ξr sin
φ
2 )
)
. (s92)
This yields the product of r and three Bessel functions with different arguments.
• Integrate over r using one of these four identities (a, b, c > 0):
∞∫
0
rdr J1(ar)J0(br)Y1(cr) = − 1
piac

1− u√
u2 − 1 , b < c− a,
1 +
u√
u2 − 1 , b < a− c,
1, |a− c| < b < a+ c,
1 +
u√
u2 − 1 , b > a+ c,
(s93)
∞∫
0
rdr J1(ar)J1(br)Y0(cr) =
1
piab

1− u− a/c√
u2 − 1 , b < c− a,
1 +
u− a/c√
u2 − 1 , b < a− c,
1, |a− c| < b < a+ c,
1 +
u− a/c√
u2 − 1 , b > a+ c,
(s94)
∞∫
0
rdr J1(ar)J1(br)K0(cr) =
1
w+w−
× w+ − w−
w+ + w−
, (s95)
∞∫
0
rdr J1(ar)J0(br)K1(cr) = −b
c
× 1
w+w−
(
w+ − w−
w+ + w−
− a
b
)
, (s96)
with u =
a2 + c2 − b2
2ac
, and w± =
√
(a± b)2 + c2
[see also Eq. (2.13.22.5) in Ref. s4 and Eq. (8.13.6) in Ref. s5].
• Integrate over φ using Ref. s2. This yields complete elliptic integrals of all three kinds.
• Reduce the moduli of complete elliptic integrals to the form Eq. (s66) and eliminate the integrals of the third
kind using Eq. (s69).
With the help of this approach and the use of compact notations (s60), the complete list of relevant integrals reads
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(in the case |ε| > h)
∞∫
0
dr Y ±1 J
±
0 (J
±
1 )
2 = −p
2
±
2pi
,
∞∫
0
dr Y ±0 (J
±
1 )
3 =
p2±
2pi
,
∞∫
0
dr Y −1 J
−
0 (J
+
1 )
2 = −p
2
+
2pi
, (s97a)
∞∫
0
dr Y +1 J
+
0 (J
−
1 )
2 =
p2+
2pi
− p
2
−
pi
,
∞∫
0
dr Y −1 J
+
0 J
−
1 J
+
1 = −
p2+
2pi
,
∞∫
0
dr Y +1 J
−
0 J
−
1 J
+
1 = −
p2+
2pi
, (s97b)
∞∫
0
dr Y −0 J
−
1 (J
+
1 )
2 =
p2+
2pi
,
∞∫
0
dr Y +0 J
+
1 (J
−
1 )
2 =
p2+
2pi
,
∞∫
0
dr Y −1 J
−
0 J
−
1 J
+
1 = −
p2+
2pi
, (s97c)
∞∫
0
dr Y −1 J
+
0 (J
−
1 )
2 = −p
2
−
2pi
,
∞∫
0
dr Y −1 J
+
0 (J
+
1 )
2 = −p
2
+
2pi
(1− F1),
∞∫
0
dr Y −0 J
+
1 (J
−
1 )
2 =
p2+
2pi
, (s97d)
∞∫
0
dr Y −0 (J
+
1 )
3 =
p2+
2pi
(1− F2),
∞∫
0
dr Y +1 J
−
0 (J
−
1 )
2 = −p
2
−
2pi
(1 + F3),
∞∫
0
dr Y +1 J
−
0 (J
+
1 )
2 = −p
2
+
2pi
(1− F2),
(s97e)
∞∫
0
dr Y +1 J
+
0 J
−
1 J
+
1 = −
p2+
2pi
(1 + F1),
∞∫
0
dr Y +0 (J
−
1 )
3 =
p2−
2pi
(1 + F4),
∞∫
0
dr Y +0 J
−
1 (J
+
1 )
2 =
p2+
2pi
(1− F1). (s97f)
In the case |ε| < h, two additional integrals with modified Bessel functions are
∞∫
0
drK1J
−
0 (J
−
1 )
2 =
p2−
4
(1 + F5),
∞∫
0
drK0(J
−
1 )
3 = −p
2
−
4
(1− F6). (s97g)
The functions Fi, which represent combinations of complete elliptic integrals with moduli from Eq. (s66), are
F1 =

4pia− 2√1− 2a (3E− − (1 + a)(3− a)K−)
3pi(1− a)2 , 1 <
p−
p+
< 3,
4pia− 2√2a− 1 (3E′− + (2− a)aK ′−)
3pi(1− a)2 ,
p−
p+
> 3,
(s98a)
F2 =

2
√
1− 2a (E− − (1− a)2K−)
pi(1− a)2 , 1 <
p−
p+
< 3,
2
√
2a− 1 (E′− − (2− a)aK ′−)
pi(1− a)2 ,
p−
p+
> 3,
(s98b)
F3 =
4pia− 4√1 + 2a (3E+ − (1− a)(3 + a)K+)
3pi(1 + a)2
, F4 =
4
√
1 + 2a(E+ − (1 + a)2K+)
pi(1 + a)2
, (s98c)
F5 =
2pi − 2√1 + 2a (3E+ − (1− a)K+)
3pia(1 + a)
, F6 = −2
√
1 + 2a(E+ − (1 + a)K+)
pia(1 + a)
. (s98d)
Upon substitution into Eq. (s62), the integrals (s97) reproduce the result (s68).
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