The famous theorem of Bloch states that every function (1) F(z) -z + a 2 z 2 + of the complex variable z in the unit-circle | z\ ^ 1 maps some subdomain of the unit-circle univalently onto a circle of a fixed radius whose size is independent of ƒ(z). The purpose of the present paper is to point out the following generalization to n real variables, n^2. then in the ellipsoid £*ƒ(*) £i£> = l the quotient of the longest over the shortest axis shall have a finite bound which is independent of x; if, however, the determinant of gij vanishes at a point, then all numbers df m /dxi shall vanish there separately. This is a generalization of conformal transformations, for which all axes have the same length at any point. For n = 2 the significance of this generalization has been brought to light in the work of Ahlfors 1 when he proved that Picard 's theorem on exceptional values will remain in force for this type of transformation. For «^3, our condition may turn out to be of even greater significance. On the one hand there are no strictly conformai transformations other than trivial ones (inversions in spheres). But on the other hand, general analytic transformations in several complex variables of the form
do not obey our restriction for k ^2, which fact may be said to be responsible for the complete breakdown of Picard 's theorem in that case. As for our additional requirement that each component ƒ*(#) shall be a solution of (3), it will be evident from the course of the proof that it could be considerably toned down. However, we are drawing up the condition in this rigid form in order to point up an analogy to the case of complex variables. For one complex variable, (3) requires as in the classical case that each component of (1) tion between the two components as implied in the Cauchy-Riemann equation we now have the much milder condition (6). For several complex variables, analyticity implies in particular the relations for each pair (x h y{) separately, whereas our present condition (3) replaces this by the summary requirement £/** JVv 0 thus creating a situation which is even more general than the case of one complex variable would indicate.
For the proof of Theorem 1 we introduce the functions
Since #(0) = 1 and <f>(l) = 0, there exists a number r° such that 4>{r«) « 1, <t>(r)< 1 for r° < r g 1.
Also, there exists a point 
