Seismic time-lapse surveys are susceptible to repeatability errors due to varying environmental conditions. To mitigate this problem, we propose the use of interferometric least-squares migration to estimate the migration images for the baseline and monitor surveys. Here, a known reflector is used as the reference reflector for interferometric least-squares migration, and the data are approximately redatumed to this reference reflector before imaging. This virtual redatuming mitigates the repeatability errors in the time-lapse migration image. Results with synthetic and field data show that interferometric least-squares migration can sometimes reduce or eliminate artifacts caused by non-repeatability in time-lapse surveys and provide a high-resolution estimate of the time-lapse change in the reservoir.
I N T R O D U C T I O N
Four-dimensional (4D) seismic has been used successfully in the past for monitoring reservoirs (Lumley 1995; Calvert 2005) . Monitoring is needed because the production of hydrocarbons or injection of fluids over the life-cycle of an oilfield results in fluid movement that changes the seismic impedance of the reservoir. The main aim of 4D surveys is to be able to track this fluid movement using seismic imaging methods.
One of the problems with 4D surveys is that the environmental conditions change over time so that the experiment is insufficiently repeatable. For example, in marine surveys, the water-layer velocity is known to temporally vary with temperature, salinity, ocean currents and depth. Amongst these factors, changes in water velocity are most sensitive to temperature variations. Han, Sun and Wang (2012) demonstrate that these environmental variations can cause alterations in raypaths, traveltimes and amplitudes of the reflection events. MacKay, Fried and Carvill (2003) and Bertrand and MacBeth (2003) show how water-velocity variations can influence the time-lapse signature of the reservoir. In the case of deepwater reservoirs these variations are even more pronounced so * E-mail: mrinal.sinha@kaust.edu.sa that small-scale variations of the water-layer velocity can lead to image distortion similar to that of static errors in land data. In addition, wave-height and tidal variations will introduce statics shifts in marine-seismic data and changes in amplitudes, which lead to erroneous time-lapse images. Some of the repeatability errors (on the receiver side) can be overcome by using improved acquisition systems such as ocean bottom cables where the receiver cable is deployed on the sea-floor, but these surveys are still not completely immune to repeatability errors because the reflections are still affected by the ambiguity in the water-layer velocity on the source side. Non-repeatability errors for 4D onshore datasets can be much more pronounced owing to a complex near-surface and seasonal changes. The overburden heterogeneity in land surveys can inflate minor source-positioning errors into relatively large non-repeatability errors (Jervis et al. 2012) .
Commonly used processing sequences fail to address the non-repeatability errors and can lead to inaccurate time-lapse measurements from the seismic data (Ross and Altan 1997) . Therefore, repeatable surveys are a challenge for monitoring of reservoirs. To overcome the nonrepeatability errors in the data, Bakulin and Calvert (2004) utilized the recorded vertical seismic profile (VSP) signals as natural Green's functions to redatum the data to a datum below the complex overburden. This method, in theory, overcomes the non-repeatability caused by the sourceside statics, but VSP surveys are expensive and not always available. To monitor the velocity change in the reservoir, a time-lapse tomography approach is described in Vesnaver et al. (2003) , where they invert for changes in both the overburden as well as the reservoir. The baseline and monitor surveys are inverted independently and then the tomograms are combined with one another in all areas except the reservoir and the uppermost layers. This averaged model is then used to invert for the tomographic time-lapse changes in the reservoir. Zhou et al. (2006) introduced the concept of interferometric migration to mitigate the defocusing caused by statics in the data. The statics in their field data were mostly caused by pockets of gas within the top 1.5 km of the section. In their method they shifted the data by the traveltimes of the picked reference reflections. These time-shifts can also be automatically computed by crosscorrelating the original trace with the trace windowed around the reference reflection. This procedure is carried out for all the traces and nearly cancels out the phase associated with the common raypaths above the reference interface for small source-receiver offsets. It naturally redatums the data to the reference interface without a known velocity model. For example, if the sea bottom is the reference reflector, then the data can be naturally redatumed to it to eliminate statics due to tidal and water velocity variations. By doing this for both the baseline and monitor surveys, interferometric migration can mitigate the non-repeatability errors caused by uncertainties in the overburden. To further improve the estimate of the 4D changes in the reservoir, we present a case study of interferometric leastsquares migration (ILSM) that is an extension of interferometric migration (Zhou et al. 2006) . The benefits are similar to those of least-squares migration (LSM), where LSM mitigates migration artifacts and whitens the wavelet (Nemeth, Wu and Schuster 1999) , but ILSM also accounts for environmental changes in the reference medium. As an example, Ayeni and Biondi (2012) used least-squares migration to simultaneously invert the baseline and monitor datasets. This paper is organized into five sections. After the introduction, the second section briefly describes the theory of ILSM. Numerical results based on a synthetic example and 4D data from the Norne field are presented in the next section followed by a discussion. The conclusions are in the last section.
T H E O R Y O F I N T E R F E R O M E T R I C L E A S T -S Q U A R E S M I G R A T I O N
The recorded and predicted traces in the frequency domain for a source at s and geophone at g are represented byD(g|s) and D(g|s), respectively. Let D(g|s) ref denote the spectrum for the trace that is windowed around a reference reflection event in the predicted data as illustrated in Fig. 1 . The crosscorrelogram with the spectrum (g|s) is estimated by crosscorrelating the predicted trace with the spectrum D(g|s) with the windowed reference reflections (with the spectrum) D(g|s) ref in the trace. In our notation the frequency variable ω is silent. In the frequency domain, crosscorrelation of two traces is equivalent to the spectral product
where the asterisk indicates the complex conjugate of the spectrum. This removes the two-way propagation time from the surface to the reference reflector for near-offset traces. The goal of interferometric least-squares migration (ILSM) is to find the reflectivity model that maximizes the normalized product of the observed and predicted crosscorrelograms. In the frequency domain, it can be written as (Zhang, Duan and Xie 2013; Dutta, Sinha and Schuster 2014b) 
This objective function seeks a reflectivity model that maximizes the similarity between the normalized predicted and observed data. The gradient of equation (2) with respect to the perturbation in slowness s slow (x) after simplification is given by
where w(g|s) is the weight given by w(g|s) = (g|s) * || (g|s)||˜ (g|s) ||˜ (g|s)|| , which emphasizes the phase mismatch between the observed and the predicted crosscorrelograms. If the two crosscorrelograms perfectly match, then w(g|s) = 1. Equation (3) says that the interferometric gradient (or migration image) is formed by smearing the interferometric residual along the associated migration ellipses. The interferometric residual is estimated by convolving the weighted crosscorrelogram residual with the predicted reference reflection. In this case, the traveltimes associated with the observed and predicted reference reflections are represented byτ be simplified in the high-frequency approximation as
The term By applying this correction to both the monitor and the baseline surveys we can negate the effect of the repeatability errors. This analysis is carried out to physically interpret the gradient but in practice actual crosscorrelations and convolutions are applied to the space-time seismograms. A key assumption with ILSM is that the reflection rays in the overburden for the later events in the data coincide with those associated with reflections from the reference interface, so that the δ ref term can correct for the overburden variations.
The accuracy of this correction term depends on both the location of the reflection events relative to the reference reflection and the source-receiver offset associated with the trace. An increase in the offset and distance from the reference reflector leads to a reduction in the accuracy of the redatuming. The next subsection describes the workflow of the method. r Crosscorrelate the observed traces with the observed reference reflection data to get the observed crosscorrelograms. Similarly compute the predicted crosscorrelograms to calculate the interferometric residuals in equation (3).
r Calculate the gradient g k in equation (3) and update the search direction d k using the conjugate gradient method Nocedal and Wright (2006) 
where β is calculated using the Fletcher-Reeves formula in Nocedal and Wright (2006) 
r Compute the step length α by a line-search method. r Update the migration image m k by
r Calculate the new predicted crosscorrelogram using equation (1).
The migration images calculated from the baseline and monitor surveys are then subtracted to obtain the time-lapse migration image.
N U M E R I C A L E X A M P L E S
The interferometric least-squares migration (ILSM) method is tested on synthetic data and an ILSM case study is presented for a four-dimensional marine dataset from the Norne field in Norway. In all examples, conventional migration images are shown using a grayscale colormap, whereas the time-lapse difference images are plotted using a coloured scheme. All time-lapse images have been normalized by the maximum absolute amplitude value in the image. This has been done in order to make it easy to inspect whether the maximum contribution to the time-lapse signature comes from the reservoir area or elsewhere.
ILSM tests on synthetic data
Interferometric least-squares migration (ILSM) is tested on a synthetic time-lapse dataset computed for a two-dimensional (2D) model derived from the Gulfaks geology in Norway (Raknes and Arntsen 2014) . Figure 2a depicts the velocity model used for generating the synthetic observed data for the baseline survey, and it is also used as the migration velocity model for the baseline and monitor datasets. Figure 2b shows the difference between the monitor and baseline velocity models. For simplicity, the baseline and monitor surveys are denoted as Year 1 and Year 2, respectively. Changes in the water-layer velocity are on the order of 20 m/s to 50 m/s, and the reservoir is located at a depth of 1 km where the temporal velocity changes in the reservoir range between 100 m/s and 200 m/s.
The synthetic datasets are computed by a 2D finitedifference solution to the acoustic wave equation with the acquisition geometry and velocity models shown in The time-lapse signal in the KM image shown in Fig. 6a is mostly recovered, but at the same time strong artifacts are also observed. LSM is able to suppress some of the artifacts in the elliptical area as shown in Fig. 6b , but the time-lapse signal at the reservoir level is so weak that it gets completely masked out. This is a direct effect of the non-repeatability errors.
The interferometric migration and ILSM time-lapse images in Fig. 6a,b are estimated using the sea-bottom as the reference reflector. Interferometric migration in itself manages to mitigate most of the repeatability errors caused by the water-layer velocity variations as shown in Fig. 6a and stronger time-lapse signals are observed in comparison to its ILSM counterpart shown in Fig. 6a . However, ILSM provides a better resolved estimate of the time-lapse changes at the reservoir level. It also mitigates the false signatures close to the reservoir as indicated by the black arrow. Enlarged views of the reservoir region shown in Fig. 7 suggest that the artifacts right above the reservoir denoted by the ellipse are weaker in the ILSM time-lapse image. Moreover, ILSM uncovers the fine-scale features of the time-lapse changes in the reservoir as indicated by the black arrows in Fig. 7 .
The interferometric correction of the observed data given by equation (3) and its efficacy in reducing static errors is shown in Fig. 8 . Monitor data in this example suffer from static errors because of errors in the acquisition and small scale changes in the water velocity as shown in Fig. 2 . These errors cause the distortions in the data as highlighted by the yellow ellipse in Fig. 8a . The sea-bottom reflections are windowed out and crosscorrelated with the data for estimating the observed crosscorrelograms shown in Fig. 8c . As indicated by the yellow ellipse in Fig. 8c , the distortions caused by non-repeatability errors have been mitigated. The predicted reference reflections shown in Fig. 8e are Born modelled using the sea-bottom reflector and the baseline velocity model shown in Fig. 2a . According to equation (3) the observed crosscorrelograms are now convolved with the predicted reference reflection traces to compute the interferometrically corrected (IC) data shown in Fig. 8f . In summary, the interferometric correction consists of two stages. In the first stage the crosscorrelation operations correct for the non-repeatability errors by naturally redatuming the receivers and sources to the reference reflector. This is followed by the convolution operation in the second stage that transfers the crosscorrelograms back to the receiver locations. To demonstrate the effectiveness of this procedure, Fig. 9 compares the near-offset traces in the monitor data before/after interferometric correction to the baseline data. The blue wiggles in Fig. 9a ,b represent the trace-normalized monitor data before and after interferometric correction, respectively. The trace-normalized baseline data are indicated as red wiggles. Reflection events in the IC monitor data are better aligned with the baseline traces compared to the monitor data prior to redatuming. Figure 10 shows a similar comparison using a map of time-shifts estimated using 21 near-offset traces for all the 96 shot gathers. The pixel values represent the estimated time-shifts evaluated by crosscorrelating the traces after tracenormalization, and the x and y axes are associated with the source and the receiver indices of the trace. Figure 10a shows that the monitor data contains significant repeatability errors, as depicted by the estimated time-shifts with respect to the baseline data. An average shift of 12 ms is observed between the monitor and baseline data. After applying the interferometric corrections the repeatability errors are significantly reduced as shown in Fig. 10b , where the average time shift between the two datasets is reduced to 1.5 ms. Note that crosscorrelation provides an average estimate of the time lag between the two traces, therefore the estimated time shifts reflect the combined effects of the reservoir and overburden changes.
Case study: ILSM tests on 4D Norne data
As a case study, interferometric least-squares migration is now applied to four-dimensional (4D) marine data from the Norne field in Norway.
Introduction to the Norne field
The Norne field is located in the southern part of the Nordland II in the Norwegian Sea. It was discovered in 1991 and the production started in 1996. It is roughly divided into two separate compartments, the main Norne structure and the north-east structure. The main structure contains 98% of the total oil in place. The reservoir is divided into four different formations from top to bottom: Garn, Ile, Tofte and Tilje. Hydrocarbons in this reservoir are located in the Lower to Middle Jurassic sandstones. The source rocks are believed to be the Spekk Formation from Late Jurassic and the coal beds are theÅre Formation from Early Jurassic.
The survey area used for this case study is from the Esegment. The E-segment is a part of the main Norne structure, and the baseline and monitor data are from the years 2001 and 2006, respectively. Both datasets have been recorded using a Q-marine vessel so that the recorded data have high repeatability in most areas. Both datasets were stacked together after normal moveout (NMO) correction using the stacking velocity, and the stacked data were then interpolated by a three-dimensional FK (frequency-wavenumber) transform to a grid size of 12.5 m by 12.5 m. Four-dimensional processing was applied to the datasets in the form of a time-varying filter to improve the repeatability between the two datasets. Theoretically, the dataset does not suffer greatly from the non-repeatability errors.
Results
Post-stack depth migration is used for imaging the target reflectors. The input data consist of 101 lines deployed with a crossline interval of 12.5 m, where each line consists of 681 traces with receivers spaced at an interval of 12.5 m along each line. The velocity model used for migration is shown in Fig. 11 , where the sea-bottom reflector is selected as the reference reflector for interferometric least-squares migration (ILSM). Figures 12 and 13 show the Kirchhoff/interferometric migration and the least-squares migration LSM/ILSM images (after 10 iterations) for the two surveys, respectively.
The time-lapse images obtained from Kirchhoff migration and LSM are shown in Fig. 14a ,b, respectively. Figure 14c ,d show the time-lapse images computed using interferometric migration and ILSM, where the reference reflector of the sea-bottom is indicated in black. The time-lapse signature at the reservoir level is much stronger in the depth slices of the ILSM and interferometric migration images compared to those in the LSM and Kirchhoff migration (KM) images. Also, the ILSM and interferometric migration time-lapse images have lower non-repeatability noise in nonreservoir areas compared to the KM and LSM images. The depth slices at the reservoir level for the four sets of migrations are shown in Fig. 15 . Here, the interferometric migration and ILSM time-lapse images shown in Fig. 15c,d exhibit a stronger time-lapse signal than their KM and LSM counterparts in Fig. 15a ,b, respectively. The black arrows point to areas where the ILSM time-lapse estimate trumps its interferometric migration counterpart in terms of resolution. This observation is further supported by analysing timelapse repeatability metrics such as normalized root mean square (NRMS) errors and predictability. Details regarding their calculation are provided in Appendix B. The NRMS and predictability (PRED) maps are computed for both the original and interferometrically corrected (IC) datasets, where each pixel in the map represents the metric value for the trace at that X and Y location. The time window used for estimating the NRMS error and predictability values encompasses the overburden area that lies between 0.4 and 0.9 s. The lags used for estimating the predictability maps ranged from -10 to +10 samples. The NRMS percentage error maps are shown in Fig. 16a,b where the original data are of high quality, except the area beyond X = 7 km that lies in the undershoot region, which has an inferior repeatability compared to the main area (Osdal et al. 2006) . But data redatuming improves the repeatability as evidenced by the lower NRMS error values compared to the original data. Similar observations can be made when comparing the predictability maps shown in Fig. 16c,d , where the predictability values for the IC data are marginally higher than those in the original data.
The migration images of the overburden (0-1 km in depth) in the undershoot region (beyond X = 7 km) are shown in Fig. 17 . Stronger amplitudes are observed in the shallow region in the KM and LSM time-lapse images highlighting the effect of repeatability noise. For comparison, the interferometric migration and ILSM time-lapse images have subdued this noise to a greater extent. 
D I S C U S S I O N
The Kirchhoff migration (KM) time-lapse image shown in Fig. 5a shows changes not only in the reservoir areas but also in non-reservoir regions. Least-squares migration (LSM) further compounds the non-repeatability errors as shown by Fig. 5b , wherein the time-lapse changes in the reservoir are completely masked. Interferometric migration on the other hand mitigates the errors caused by overburden errors and exclusively emphasizes time-lapse changes at the reservoir level. Interferometric least-squares migration ILSM further improves the time-lapse estimates by providing better image resolution. In Fig. 7 , the anomalous time-lapse signals indicated by the ellipse in the interferometric migration image are mitigated by ILSM. Apart from improving the resolution, ILSM also mitigates artifacts caused by the redatuming operation. Due to the crosscorrelation and convolution operations the source signature of the data gets altered, resulting in side lobes in the interferometric migration image. However, these sidelobes can also be eliminated either by a suitable wavelet deconvolution or by using a matching filter. In the field-data example, most of the time-lapse changes are concentrated at the reservoir level. This is because the fourdimensional (4D) data is of high quality and does not suffer greatly from non-repeatability errors. Therefore we only see subtle differences between the KM/LSM and interferometric migration/ILSM 4D images. However some repeatability errors are observed in the undershoot area in Fig. 16 , and these errors are allayed by interferometric migration. The migration images for the undershoot area show that interferometric migration can reduce non-repeatability errors in the data. Also the interferometric migration images for the field data and the synthetic example seem to have a stronger 4D signal than their ILSM counterparts. This can be attributed to a combination of an inaccurate background model and coherent noise in the data caused by the approximate redatuming. The NMO stacking velocity for the field data might be too crude to be used as a migration velocity model for certain parts of the data. Using an inaccurate background model for LSM/ILSM can have a deleterious effect on the migration images (Dutta et al. 2014a) and can lead to amplification of noise.
A limitation of ILSM is that the approximate redatuming assumption is not very accurate for deeper reflection events and larger offsets, and this inaccuracy can amplify the noise in the time-lapse images with increasing iteration numbers as seen in Fig. 17c,d . But the ILSM images still seem to have a stronger time-lapse signature at the reservoir level compared to the LSM images. In addition, the estimated 4D signal is better resolved than that of the 4D interferometric migration image. Even though the sea-bottom is far from the deeper reservoir the reservoir changes can be accurately imaged because the data are zero-offset and the velocity model for the most part is layered with minimal horizontal contrast. This implies that the raypaths in the water-layer for sea-bottom reflections and the underlying reflections coincide with each other, thereby leading to a near-perfect redatuming of the sources and receivers to the sea-bottom interface. Comparison of repeatability metrics for the interferometrically corrected data and original data further reinforce the claim that non-repeatability errors are weakened in the interferometric migration images.
A major assumption with the examples shown here is that the sea-bottom reflector location is known accurately for both the monitor and baseline surveys. But the sea-floor topography can change as fluids are extracted from the deeper reservoir. As an example, 40 years of oil production from the Ekofisk field in Norway caused the seafloor to sink by 9 m. Oil companies have thus started to use permanently deployed acoustic sensors on the sea-floor for monitoring purposes. State-of-the-art geodetic instruments are also being used to monitor the subsidence and lateral movements using ranging and pressure measurements (Ruiz et al. 2016) . Hence the availability of these measurements can provide an accurate estimate of the seabed as a reference reflector for both the baseline and monitor surveys. Reference reflectors for land datasets could be selected from the baseline migration image, where one of the reflectors above the target could serve as a reference reflector. We could then use ILSM to alleviate the discrepancies caused by non-repeatability errors to compute a more accurate time-lapse estimate.
Natural redatuming by ILSM is based on the assumption that raypaths for the reference reflection coincide with those for the underlying reflections, but this assumption is violated as we move away from the reference reflector. This leads to an increase in datuming errors with deeper reservoirs. To overcome this challenge we can iteratively choose deeper reference reflectors so that reservoir changes can be evaluated accurately. Examples of this are shown in Sinha and Schuster (2016) . Interferometric migration might be most important for deep-water imaging because the water column is larger in size so there is a greater scope for variations in the water-layer velocity.
C O N C L U S I O N S
We presented a case history that applies interferometric leastsquares migration (ILSM) to seismic time-lapse data. Results with both synthetic and field data show that ILSM can reduce repeatability errors by naturally redatuming the data to a fixed reference interface. Numerical tests reveal that, interferometric migration/ILSM outperform Kirchhoff migration/leastsquares migration) in identifying the time-lapse changes in the reservoir. This is because ILSM can bypass the uncertain overburden above the reference reflector, and thus is able to decouple the actual time-lapse changes caused by injection/production of fluids from the overburden variations. By choosing an appropriate reference reflector, reservoir changes can be mapped with better accuracy in the presence of repeatability errors.
Our synthetic tests also demonstrate that ILSM images are better resolved than the interferometric migration time-lapse images. Apart from just improving the resolution, ILSM can also ameliorate the blurriness observed in the fourdimensional (4D) interferometric migration image, and thus provide a more accurate estimate of the time-lapse change. However, the 4D interferometric migration images tend to be less noisy than their ILSM counterparts if there are significant errors in the background velocity model. This problem can be alleviated by improving the background velocity below the reference reflector.
The main limitation associated with ILSM is accurate identification of a suitable reference reflector, whereby errors in its estimation will lead to erroneous estimates of timelapse changes. Another key challenge faced by ILSM is that the accuracy of natural redatuming degrades with reflectors with increasing distance from the reference. This problem can be mitigated by a reference-layer stripping procedure where a deeper reference reflector is accurately identified from an ILSM image. This deeper reference reflector can then be used to form a new ILSM image. This two-step procedure can be repeated until the new reference reflector is close enough to the target body.
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http://orcid.org/0000-0002-4992-1084 Figure A1a shows a recorded trace consisting of two reflection events, where the interface indicated in red represents the reference reflector. The elliptical anomaly in the shallowest layer acts as a source of static errors in the data. The asymptotic high-frequency Green's function for the observed reflection from a point x 0 in the subsurface is defined as
A P P E N D I X A I N T E R P R E T A T I O N O F T H E I N T E R F E R O M E T R I C L E A S T -S Q U A R E S M I G R A T I O N G R A D I E N T
whereτ sg x 0 =τ sx 0 +τ x 0 g is the reflection traveltime from the source s to the receiver g for a reflection at point x 0 in the subsurface andÃ(g, x 0 , s) is an amplitude term that accounts for geometric spreading and the reflection coefficient. Similarly, the Green's function for the observed reference reflection shown in Fig. A1 
Similarly the predicted reference reflection in Fig. A1b is given by
and the predicted crosscorrelogram (g|s) can be calculated as The term δ ref is the timing error of the reference reflector due to statics because the recorded data contains statics but the predicted does not; the product of this exponential with the recorded dataD(g|s) mitigates this statics term. At each step of interferometric least-squares migration the gradient is calculated by migrating the weighted crosscorrelogram residual. The residual can be interpreted as, applying a time-shift δ re f to the observed trace and then subtracting it from the weighted predicted trace w(g|s)D(g|s).
A P P E N D I X B T I M E -L A P S E R E P E A T A B I L I T Y M E T R I C S
In this section we provide the formulae for quantifying timelapse repeatability using metrics such as normalized root mean square error and predictability (Kragh and Christie 2002) .
Normalized root mean square error
As the name suggests this metric measures the likeliness of two traces (m and b) using the root mean square (RMS) of their difference. The exact formula used is shown below:
where RMS(X t ) = t 2 t 1 (X t ) 2
N
and N is the number of samples in the windowed interval t 1 − t 2 . This metric is very sensitive to any change in amplitudes. Lower values of the normalized root mean square errors in the overburden window imply better repeatability.
Predictability (PRED)
The predictability metric measures the similarity between crosscorrelated traces:
where mb (τ ) is the crosscorrelation between the traces m t and b t in the windowed interval t 1 − t 2 . This metric is sensitive to the number of lags used for estimation, but it is less sensitive to amplitude changes. Higher values of predictability in the overburden window imply better repeatability.
