Abstract Constrained optimization problems arise in a wide variety of scientific and engineering applications. Since several single recurrent neural networks when applied to solve constrained optimization problems for real-time engineering applications have shown some limitations, cooperative recurrent neural network approaches have been developed to overcome drawbacks of these single recurrent neural networks. This paper surveys in details work on cooperative recurrent neural networks for solving constrained optimization problems and their engineering applications, and points out their standing models from viewpoint of both convergence to the optimal solution and model complexity. We provide examples and comparisons to shown advantages of these models in the given applications.
Introduction
Over the past several decades, many single neural networks have made significant advancement since the pioneering work of McCulloch and Pitts (1943) . They are well established and mainly applied in classification, regression approximation, associative memory, combinatoric optimization, and component analysis fields. Typical examples of these single neural networks are the Hopfield neural network (Hopfield 1982) , the multilayer perceptron (Rumerharlt et al. 1986) , the radial basis function network (Broomhead and Lowe 1988) , the Self-organization neural network (Kohonen 1989) , the multilayer feedforward neural network (Hornik et al. 1989) , and the minor component neural network (Oja 1992) . However, many real-world problems are so large and complex that it is not effective for such an individual neural network to solve (Smith 1999) . In order to enhance the effectiveness of the individual neural network, modular neural network approaches (Anzai and Shimada 1988) and neural network ensembles (Hansen and Salamon 1990) have been introduced. The neural network ensemble consisting of multiple neural network models attempts to improve generalization performance of these single neural networks. The modular neural network can increase the computational efficiency of solving large size/ high complex problems, by decomposing it into several subproblems with small sizes and each is handled by an efficient neural network model. But, how to divide a problem into subproblems and how to assign a neural network model to learn the subproblems are often difficult for the combination of these submodel outputs to form the global optimal solution (Jacobs et al. 1991; Anand et al. 1995; Copeland 1995; Kecman 1996; Kehagias and Petridis 1997; Kadirkamanathan and Fabri 1998; Yamaguchi and Itakura 1999; Hashem 1997; Sierra and Cruz 1998; Caelli et al. 1999) . To overcome these drawbacks, cooperative modular neural network approaches were proposed (Auda and Kamel 1997a) . Different from neural network ensembles and modular neural network approaches, cooperative modular neural networks can decompose automatically and combines adaptively individual neural network models so that a global optimal solution of the original problem can be obtained. Reported results show that the cooperative modular neural networks can be well applied to classification and pattern recognition (Auda and Kamel 1997a , b, 1998a , b, 1999 Zhang 2000; Lu and Ito 1999; Yang and Browne 2001; Oh and Suen 2002; Melin et al. 2005; Fogelman-Soulie 1993; Hodge et al. 1999; Kamel 1999; Alexandre et al. 2001; Ozawa 1998; Islam et al. 2003) . Specially, in recent decade, as special one class of cooperative modular neural networks, cooperative recurrent modular neural networks for constrained optimization have been developed and well studied (Rodríguez-Vázquez et al. 1990; Glazos et al. 1998; Zhang and Constantinides 1992; He and Sun 2001; Tao and Fang 2000; Xia and Wang 1995 , b, 2001 , b, 2005 Xia 1996a Xia , b, 1997 Xia , 2003 Xia , 2004 Xia et al. 2002a Xia et al. , b, 2004a Xia et al. , b, 2005 Xia et al. , 2007 Wang et al. 2000; Tan et al. 2000; Anguita and Boni 2002; Zhang et al. 2003; Feng 2004, 2006; Kamel 2007a, b, c, d, 2008; Tao et al. 2001; Leung et al. 2001) .
Constrained optimization deals with the problem of optimizing an objective function over a set of variables. Usually, the set consists of equality and inequality constraints. If all the functions are linear, this problem is a linear program. Otherwise, it is called a nonlinear program. Many scientific and engineering problems, such as signal and image processing, regression mining, system identification, and robot control, can be solved by transforming the original problem into a constrained optimization problem. Conventional numerical methods for static constrained convex optimization, such as the interior-point method (Nesterov and Nemirovsky 1994) , the projection type method (Solodov and Tseng 1996) , the sequential quadratic programming method (Fukushima et al. 2003) , have been studied for over a few decade. The computing time required, to obtain a solution and its accuracy, is usually dependent of the dimension and structure of the static problems to be solved. As the problem dimensions increase, the efficiency of these numerical methods will decrease, specially to these where the objective function is non-smooth. Moreover, in many practical applications, related constrained optimization problems often include a time-varying parameter (Cichocki and Unbehauen 1993) . One example of such applications is the real-time signal processing in wireless communications. Another example of such applications is the real-time optimal robot control. For such applications, conventional numerical methods may not be adequate due to the problem complexity and stringent requirement on the computational time. In addition, conventional numerical methods require sometimes so strong conditions for their global convergence that practice problems does not satisfy.
Having the structures similar to their biological counterparts, artificial neural networks are representational and computational models processing information in a parallel distributed fashion (Hopfield 1982) . Tank and Hopfield (1986) first developed a single recurrent neural network linear programming in real time. Their seminal work has inspired many researchers to investigate improved neural networks for on-line optimization. Kennedy and Chua (Kennedy and Chua 1988) proposed a single recurrent neural network for solving nonlinear programming problems by extending the Tank and Hopfield network model. Urahama (1996) proposed a single recurrent neural network, called the gradient projection network, for linearly constrained nonlinear programming. Although these single neural network models are of small size, they can't obtain the global optimal solution due to using penalty parameters. To overcome this drawback, cooperative recurrent neural network approaches to constrained optimization have been developed. Theoretically, it was shown that under weaker condition than the conventional numerical methods, the cooperative recurrent neural networks can converge globally to the global optimal solution (Xia et al. 2007 ). Moreover, they are successfully applied to classification, signal and image processing, system identification, and robot control (Wang et al. 2000; Tan et al. 2000; Anguita and Boni 2002; Wang 2001, 2004; Zhang et al. 2003; Xia and Feng 2004; Xia et al. 2002b Xia et al. , 2007 Xia and Feng 2006; Kamel 2007a, b, c, d, 2008) .
This paper aims to survey the standing and potential applications of current cooperative recurrent neural networks for constrained optimization in a recent decade of research. We first review briefly modular neural networks and cooperative modular neural networks, and we then survey in details the important advances in cooperative recurrent neural networks for constrained optimization and their applications, and point out their standing from computational and application viewpoint.
Modular neural networks and cooperative modular neural networks
biological neurons. The ANN is called the single neural network if there are same artificial neuron model structures, such as the perceptron network, the radial basis function network, the Hopfield neural network, etc.
Ensemble neural networks
An artificial neural network ensemble is used for enhanced performance of single neural networks for solving problems. The ensemble neural network selects several different single neural networks and the results generated by these ensemble models will be combined by some decision method. The combined result is called the ensemble output as the solution to the given problems. Figure 1 (a) shows a neural network ensemble structure using three ensemble neural network candidates.
The idea of a neural network ensemble originated from using all the valuable information hidden in neural network classifiers, where each can contribute to the improvement of generalization (Hansen and Salamon 1990 ). An earlier neural network ensemble for classification was developed by Hansen and Salamon (1990) , where the ensemble of neural network classifiers is shown to be more accurate than any of its individual neural networks if each neural network classifier is accurate. Schapire (Hansen and Salamon 1990) proved further that more accurate classifier can be obtained by combining many inaccurate classifiers. Hansen and Salamon (1990) studied a linear combination of the corresponding output of the trained ensemble candidates. Hashem (1997) extended the idea of optimal linear combinations of the trained ensemble candidates, where the combination-weights are selected to minimize the mean squared error (MSE) with respect to the distribution of the model inputs. In the literature, neural network ensembles are also termed as multiple neural networks. The use of multiple neural systems was described in the work of Sharkey (1998) . A recent review on neural network ensembles can be found in (Yang and Browne 2001) .
Modular neural networks
A modular neural network (MNN) is a neural network that consists of several single neural network models, each one solves one subproblem of the original problem, and the solutions of models are integrated to form the solution of the original problem (Caelli et al. 1999) . Figure 1(b) shows the general modular neural network structure using three neural network models.
The modular neural network is motivated by biological, psychology, hardware, and computational. A detailed survey of these ways can be found in . One application of the modular neural network to face recognition is to divide a human face into three different regions: the eyes, the nose, and the mouth. Each of these regions is assigned to one neural network model, and then the final face recognition is achieved by integrating the decision. Some other applications are mainly classification, clustering, and recognition. There are many modular neural network learning approaches. These methods can be roughly divided into three classes in problem decomposition (Lu and Ito 1999) . The first class is that decomposition is made by the designer with prior knowledge about the problem before learning. The second class is that decomposition is based on the inherent relations among training Fig. 1 (a) A neural network ensemble structure using three models; (b) modular neural network structure using three subproblems as decomposition Cogn Neurodyn (2009) 3:47-81 49 data before learning. The third type of decomposition is made during learning process. Modular neural networks have advantages such as improved generalization, better usability, interpretability, easier hardware implementation (Auda and Kamel 1998a) . On the other hand, there exist some computational problems: task-decomposition, training network modules, and combination of network outputs for the global optimal solution.
Finally, we simply compare the neural network ensemble and the modular neural network. Both the neural networks have same idea to build a bigger network by using modules as building blocks, however, there is a difference in that the modular neural network can divide the original problem into several subproblems, where each model solves a subproblem. Moreover, the output of the modular neural network integrates the solutions of single neural networks, while the output of the ensemble neural network combines the solutions of single neural networks. Furthermore, since training the modules for each subproblem is easier than training the ensemble members on the complete problem, the modular neural network is more suitable for solving larger size problems than the neural network ensemble.
Cooperative modular neural networks
A cooperative modular neural network is a neural network which combines adaptively several single neural network models so that the global optimal solution of the original problem can be obtained (Kamel 1999) . More exactly, cooperative modular neural network takes into account the following features.
• Reformulating the original problem into several smaller or simpler subproblems; • Taking into account each neural network model for the solution of each subproblem; • Combining neural network models automatically;
• Weighting the corresponding output of each neural network model. Figure 2 shows a general cooperative modular neural network structure using three neural network models. Compared with the neural network ensemble and the modular neural network, the cooperative modular neural network has the following advantages:
• Solving large size or high complex problems;
• Assigning each neural network model automatically to learn each of the subproblems; • Increasing learning speed and easier hardware implementation; • Achieving the global optimal solution of the original problem.
Thus, the cooperative modular neural networks can overcome existing drawbacks of modular neural networks. An earlier cooperative modular learning system was presented by Fogelman Soulie (1993) . Two cooperative modular neural networks for classification and pattern recognition were introduced by Kamel (1997a, 1998a) . A cooperative neural network, called the crosscoupled Hopfield network, for associate memory was developed by Ozawa (1998) . A cooperative neural network ensemble algorithm was developed by Islam et al. (2003) . These cooperative modular neural networks are mainly applied for classification, pattern recognition, and associate memory. In recent decade, cooperative recurrent neural networks were developed for constrained optimization, where each single neural network model has a feedback structure. These cooperative recurrent neural networks can be shown to be globally convergent to the global optimal solution of the original problems. Moreover, they have been effectively applied to classification, data mining, signal and image processing, system identification, and robot control.
In this papers, we survey in details cooperative recurrent neural networks for solving constrained optimization problems and their applications. When evaluating these cooperative recurrent neural networks, we discuss their algorithm performance from viewpoint of both convergence to the optimal solution and model complexity which is defined as the total number of multiplications per iteration.
Cooperative recurrent neural networks for constrained optimization
This section presents a survey of cooperative recurrent neural networks for two large classes of constrained optimization problems: linear and nonlinear programming problems and linearly constrained least absolute deviation problems.
Cooperative recurrent neural networks for linear and nonlinear convex programm
Problem formulation and single neural networks
Consider the following nonlinear programming (NP) problem. min f ðxÞ s.t. gðxÞ 0; hðxÞ ¼ 0;
where x 2 R n ; f : R n ! R is a real-valued continuous differentiable function of n variables, gðxÞ ¼ ½g 1 ðxÞ; . . .; g m ðxÞ T is an m-dimensional vector-valued continuous differentiable function of n variables, hðxÞ
A vector x is called a feasible solution to the optimization problem (1) if x satisfies all constraints. The collection of all feasible points is called the feasibility set, denoted by X 0 ¼ fx 2 R n jgðxÞ 0; hðxÞ ¼ 0; x 2 Xg:
A feasible point x Ã is said to be a local optimal solution to (1) (Bazaraa et al. 1993) :
where y 2 R m ; z 2 R r ; rgðxÞ ¼ ðrg 1 ðxÞ; . . .; rg m ðxÞÞ; and rg i ðxÞ is the gradient of g i for i = 1,…,m. Kennedy and Chua (1988) first proposed a single neural network for solving the NCP problem (1) as follows
where s is a positive penalty parameter and x 2 R n : Because the Kennedy and Chua network is essentially a gradient model based on the following penalty function
where s is a positive penalty parameter and g þ j ðxÞ ¼ maxf0; g j ðxÞg; the equilibrium point of the Kennedy and Chua network minimizes E s ðxÞ; which results in difference between the true minimizer and the equilibrium point for a fixed s. Thus the Kennedy and Chua network only converges to an approximate optimal solution of the NCP problem for a finite penalty parameter.
Survey of cooperative recurrent neural network models
In order to avoid disadvantages of the penalty parameter, Rodríguez-Vázquez et al. (1990) 
When applied to the above NCP problem (1), the CRNN model can be described by
where x 2 R n ;Ŝ 1 ¼ fx 2 R n jgðxÞ 0g and IIðxÞ ¼ f1 i mjg i ðxÞ [ 0g: The CRNN (5) divides automatically a whole space into the feasible region and infeasible region and takes different models in different region. It was shown in (Glazos et al. 1998 ) that the CRNN (5) can converge globally to an optimal solution of the NCP under the condition that the feasible region is bounded and the optimal solution lie in the interior of the feasible region. On the other hand, the CRNN (5) has to compute a time-varying index set IIðxÞ per iteration when the trajectory xðtÞ 6 2Ŝ 1 :
In 1992, Zhang and Constantinides (1992) The CRNN model (7) consists of two different gradient models of the Lagrange function. Some extensions of the Lagrange programming neural network were developed by Cichocki and Unbehauen (1993) . Under the condition that r 2 f ðxÞ is positive definite, it is shown in Xia (2003) that the CRNN model (7) can converge globally to the optimal solution to (6), where hðxÞ ¼ Bx À b; B 2 R rÂn ; and b 2 R r :
Cogn Neurodyn (2009) 3:47-81 51 Xia and Wang (1995) and Xia (1996a) proposed and two cooperative neural networks for solving the following linear programming (LP) problem
where x 2 R n and c 2 R n : The first CRNN approach divides the LP problem into one system of two equations below
and
The second CRNN approach transforms the LP problem into another system of linear equalities and inequalities as follows
The corresponding CRNN model is given by
where x 2 R n and y 2 R r : The two CRNNs (9) and (11) can converge globally to an optimal solution of the LP problem. Xia (1996b) further proposed a cooperative recurrent neural network, called as a primal-dual neural network, for solving the following linear and quadratic programming (QP) problem
where Q is an n 9 n symmetric and positive semidefinite matrix and c 2 R n : It is defined by
where x 2 R n and y 2 R r : The CRNN is based on the following equivalent system of two equations
One direct extension of the CRNN (13) were developed by Xia and Wang (1998a) . Another direct extension of the CRNN defined in (11) were studied by Leung et al. (2001) for solving the QP problem as follows
where x 2 R n ; y 2 R r ; vðx; yÞ ¼ xQx þ c T x À b T y; and
It is based on an equivalent system of the following equations
The CRNN (13) and the CRNN (15) were shown to be globally convergent to an optimal solution of the QP but the CRNN (13) has a lower computational complexity than the CRNN (15). Tao et al. (2001) developed a cooperative recurrent neural network for solving the following CP problem min f ðxÞ
This CRNN can be described by
where x 2 R n and y 2 R r : Xia and Wang (1996) presented an improved cooperative recurrent neural network for solving the same problem. This CRNN is defined by
It is easy to see that the proposed neural network in (20) has a simpler structure than (19) because of no additional nonlinear term:ðx À arf ðxÞ þ aA T yÞ þ : Under the condition that r 2 f ðxÞ is positive definite, both the CRNN model (19) and the CRNN model (20) can converge globally to the optimal solution. Furthermore, the improved cooperative recurrent neural network in (20) will become the Lagrange programming network in (7) if there is no constraint x C 0 in (18).
Xia (2004) developed a cooperative neural network, called an extended projection neural network, for solving the NCP problem. According to the KKT condition and well known projection techniques (Kinderlehrer and Stampcchia 1980) , the NCP problem is first decomposed into a system of three equations as follows
where
X ¼ fx 2 R n jl x dg; P X : R n ! X is a projection function, and P X ðxÞ ¼ ½P X ðx 1 Þ; . . .; P X ðx n Þ T ; and for
Based on (21), the CRNN model is described as
where x 2 R n ; y 2 R m ; and z 2 R r : As one special case, the CRNN model (22) 
The corresponding CRNN model can be described as
where x 2 R n ; y 2 R m ; and z 2 R r : Gao et al. (2005) presented an modified CRNN for solving the NCP problem, whose model is defined by
where x 2 R n ; y 2 R m ; and z 2 R r : It is easy to see that the only difference between the CRNN models (24) and (25) is that the variable y of the CRNN model (24) is replaced by ðy þ gðxÞÞ þ in the CRNN (25). As a result, the CRNN model (25) has an additional hidden layer structure that makes it more complex. Moreover, theoretically, the CRNN (25) was only shown to solve the NCP problem, where f ðxÞ is strictly convex. By comparison, the CRNN model (22) and (24) were guaranteed to solve both the NCP problem and a class of non-convex programming problems (Xia et al. 2007 ). Finally, we review the model complexity of standing neural networks in (2), (20), and (25) for solving the NCP (1). Kennedy and Chua network in (2) has a single-layer structure and requires n integrators and piecewise activation functions, m 2 connection weights for B T B, n processors for rf ðxÞ; mn processors for rgðxÞ; m processors for gðxÞ; and some adders. The modified projection network in (25) has a two-layer structure and requires n + m + r integrators and n + 2m piecewise activation functions, 2rn connection weights for B T and B, r 2 connection weights for B T B, n processors for rf ðxÞ; mn processors for rgðxÞ; m processors for gðxÞ; and some adders. The extended projection network in (20) has a two-layer structure and requires n + m + r integrators and n + 2m piecewise activation functions, 2rn connection weights for B T and B, n processors for rf ðxÞ; mn processors for rgðxÞ; m processors for gðxÞ; and some adders.
Cooperative recurrent neural networks for the LAD estimation
Least absolute deviation problems and formulations Consider the following least absolute deviation (LAD) problem with general linear constraints. 
The considered LAD problem is of major importance in the fields of linear signal and image processing, regression estimation, and system identification. One reason for solving the LAD problem is that the solutions of (26) are more robust than least square solutions in the presence of outliers, instead of solving the corresponding least square problems. Another reason is that the LAD estimation may be efficient under non-Gaussian environments such as the Laplacian.
There are several useful special cases. They are:
(ii) the unconstrained LAD problem
(iii) the LAD problem with limit constraints
T ; and (vi) the generalized LAD problem with a linear constraint
where x 2 R n and z 2 R l :
The linearly constrained L 1 norm problem occurs in field of signal reforestation due to its sparse solution property. The unconstrained LAD problem and the LAD problem with limit constraints are solved for linear signal and image processing, and regression estimation. Solving the generalized LAD problem is to estimate the parameter of autoregressive signals.
Different from previous smooth NP problems, the objective functions of the LAD problem is nonsmooth and thus the LAD problem is difficult to solve in analysis and computation. There are mainly two types of numerical methods for solving the unconstrained LAD problem. One type makes use of the Linear programming (LP) procedure such as the Karmarkar's algorithm (Ruzinsky and Olsen 1989) . Another type is the Huber-approximate method (Li and Swetits 1998) . However, these approaches could not obtain the global optimal solution. Using switch control techniques, Cichocki and Unbehauen (1993) proposed one continuous-time recurrent neural network for solving the constrained L 1 linear estimation problem. Based on the penalty method, He and Sun (2001) presented another continuous-time recurrent neural network for solving the L 1 nonlinear estimation problem with linear equality constraints. In addition to higher complexity in implementation, they converge to an approximate solution under the additional condition.
Cooperative recurrent neural network models
In the recent decade, cooperative recurrent neural networks for solving the LAD problems have been developed and successfully applied to the LAD problems. The basic idea is first to convert the LAD problems into several subproblems and then combine neural network models which solve these subproblems. In Xia (1996a) , based on standard optimization techniques, the unconstrained LAD problem (28) was equivalently converted into one system of two equations
where y 2 R l is a Lagrange multiplier vector, X 1 ¼ fy 2 R l jkyk 1 1g; P X 1 ðyÞ ¼ ½P X 1 ðy 1 Þ; . . .; P X 1 ðy l Þ T ; and
The LAD problem (29) with limit constraints was equivalently reformulated as another system of two piecewise equations (Xia 1997) 
where y 2 R l is a Lagrange multiplier vector, P X ðxÞ ¼ ½P X ðx 1 Þ; . . .; P X ðx n Þ T ; and
The generalized LAD problem (30) can be equivalently reformulated as the following system of three piecewise equations
where y 2 R l is a Lagrange multiplier vector, P X 0 ðxÞ ¼ arg min x T a¼1 kx À x 0 k 2 ; P X 1 ðyÞ is defined in (31), P X ðxÞ is defined in (33). The linearly constrained L 1 norm problem (27) can be transformed into a system of three linear piecewise equations:
where y 2 R m ; y I 2 R m ; y II 2 R r ; X 2 ¼ fu 2 R r ju dg and P X 2 ðuÞ ¼ ½P X 2 ðu 1 Þ; . . .; P X 2 ðu r Þ T ; and
Xia (1997) first proposed a cooperative neural network (CRNN) for solving the following L 1 norm problem
It is based on the following equivalent system of two piecewise equations
where y 2 R l is a Lagrange multiplier vector, X 3 ¼ fy 2 R l jp 1 y p 2 g; P X 3 ðyÞ ¼ ½P X 3 ðy 1 Þ; . . .; P X 3 ðy l Þ T ; P X 3 ðy i Þ is similar to ones defined in (33), and P X 1 ðxÞ is defined in (31). The CRNN (38) is shown to be globally convergent to the optimal solution of the L 1 norm problem (36) without any additional condition. Following the CRNN (38), a cooperative neural network for solving the linearly constrained L 1 norm problem (27) can be derived directly. Let
and l = m + r, where n ¼ ½À1; . . .; À1 2 R r : Then the CRNN model for solving the linearly constrained L 1 norm problem can be given by
where y I 2 R m ; y II 2 R r ; and
In term of the system of two Eq. 31, Xia and Wang (1998b) presented a cooperative neural network model for solving the unconstrained LAD problem below
Wang et al. (2000) studied the robustness performance and application of the CRNN (41), Tao and Fang (2000) , and studied an extension of (41) for solving a maximum optimization problem, respectively. Compared with the individual neural network model by Cichocki and Unbehauen, the CRNN (41) can converge globally to the optimal solution of the unconstrained LAD problem without any condition. Xia and Kamel (2007a) developed a cooperative neural network model for solving the LAD problem with limit constraints
The CRNN model (42) is based on the system of two piecewise Eqs. 33. Compared with the CRNN model (41), the CRNN model (42) can converge globally to an optimal solution of the LAD problem with limit constraints and contain the CRNN model (41) as its special cases (2000) .
Recently, Xia and Kamel (2007b) developed a CRNN method for solving the generalized LAD problem. Its CRNN model is defined by
Compared with the CRNN (41), the CRNN (42) can converge globally to an optimal solution of the GLAD Cogn Neurodyn (2009) (41), (42), and (43). The CRNN in (38) has a twolayer structure and requires n + l integrators and n + l piecewise activation functions, n 2 connection weights for C T C, 2nl connection weights for C, 2nl connection weights for C T , and some adders. The CRNN in (41) has a two-layer structure and requires n + l integrators and l piecewise activation functions, l 2 connection weights for I + DD T , nl connection weights for D, nl connection weights for D T , and some adders. The CRNN in (42) has a two-layer structure and requires n + l integrators and n + l piecewise activation functions, 2nl connection weights for D, 2nl connection weights for D T , and some adders. The CRNN in (43) has a two-layer structure and requires 2n + l integrators and 2n + l piecewise activation functions, 2nl connection weights for D, 2nl connection weights for D T , and some adders.
Survey of applications of CRNNs
In recent years cooperative recurrent neural networks have became more popular for solving problems in many applications areas. In section, we survey some of the applications of CRNNs and their current status.
CRNNs for classification
A classification problem occurs when an object needs to be assigned into a predefined class based on a group of observed data related to that object (Zhang 2000) . Many problems in business, science, industry, and medicine can be treated as classification problems. The neural network approach to classification is one of the most competent in terms of performance due to its adaptive learning, high non-linearity, robustness and plausibility for hardware implementation. However, traditional neural network classification methods suffer from the inefficiency and the inability of the learning algorithm to converge when the classification problems are large in size and of high complexity (Auda and Kamel 1998a) . To avoid these drawbacks, a cooperative modular neural network (CMNN) approach was developed and successfully applied to multi-class problems. The CMNN approach first decomposes the classification problem into several simpler sub-problems and then solves each sub-problem using a simple model. A cooperative scheme based on the voting technique is used to integrate the information available at its models. The overall classification performance is dependent on the success of integrating the model-decisions into a global one representing the whole network. Recently, cooperative recurrent neural network approaches are studied to be effectively applied to linearly inseparatable problems by using support vector machine (SVM) techniques (Tan et al. 2000; Anguita and Boni 2002; . Because of the main feature of SVM which transforms the classification problem into a linearly constrained convex quadratic programming problem (Cortes and Vapnik 1995) , the CRNN approach based on SVM can obtain global optimal solution of the classification problem.
Classification and reformulation problems
Consider a set of training examples
where the i-th example x i 2 R n (n is the dimension of the input space) belongs to two separate classes labeled by y i [{-1, 1}. The classification problem is to find a hyperplane in a high dimensional feature space Z, which divides the set of examples in the feature space such that all the points with the same label are on the same side of the hyperplane (Burges 1998) . The SVM technique is to find an optimal decision function of the classifier given by
where Kðx; yÞ is a given kernel function and {a j } is an optimal solution of the following quadratic programming
Let a i = a i y i . Then (45) can be rewritten as
where c i 1 = -c Á sign(1-y i ) and c i 2 = c Á sign(1 + y i ) for i = 1,...,l. Furthermore, in term of (21), (46) can be converted into the following system of two equations
where a ¼ ða 1 ; a 2 ; . . .; a N Þ T ; y ¼ ðy 1 ; y 2 ; . . .; y N Þ T ; e ¼ ð1; . . .; 1Þ
T 2 R N ; P X ðaÞ is defined in (21), and the ij-th entry of matrix Q equals to Kðx i ; x j Þ: Using the fact that l * = b shown in Anguita and Boni (2002), (47) can be rewritten as
CRNNs for real-time classification
By extending the CRNN in (13), one cooperative recurrent neural network for classification was studied in Tan et al. (2000) . Its dynamical equation is described by
where k [ 0 is a design constant. Another cooperative recurrent neural network was presented in .
The above CRNN is obtained directly from the CRNN (22) since (48) is a special case of (21).
The two CRNNs (51) and (52) can converge globally to the optimal solution of (45). On the other side, the CRNN (52) Experimental results Example 1. Consider the iris benchmark data problem. The data of the iris problem are characterized with four attributes (i.e., the petal length and width, setal length and width). The goal is to classify the data based on these four attributes. The dataset consist of 150 samples belonging to three classes (i.e., viginica, versilcolor, setosa), each class has 50 samples. We choose 120 samples for the training set and the remaining is used as testing set. We use the CRNN (52) with the polynomial kernel to train a SVM for the classification problem. For illustration of the CRNN (52), we train the SVM to separate class I from class II with a penalty factor c = 0.125 and to separate class II from class III with a penalty factor c = 0.25. We choose the following polynomial function (52) for the class I and class II and for the class II and class III, respectively. Example 2. Consider the adult benchmark problem which is taken on the set of training data of the UCI ''adult'' benchmark. The benchmark problem is to predict whether a household has an income greater than $50,000 based on 14 other fields in a census form. Eight of the fields are categorical, while six are continuous. The six fields are quantized into quintile, which yields a total of 123 sparse binary features. There are 9 training files in the original data of the adult benchmark. For simplicity, we adopted the first part of the training set to train an SVM. There are 1605 samples in the training set and 2000 samples in the testing set in our experiment. We use the CRNN algorithm (52) to train the SVM of Gaussian RBF kernel with width of 10 and c = 0.5. Let k = 10 and t = 2, and let the initial point z 0 2 R 1606 with the element being 1. The CRNN algorithm (52) gives 633 support vectors. We compare the result computed by the CRNN (52) with the results given by existing SOR, SMO, and SVM-light algorithms from Mangasarian and Musicant (1999) . The comparison is listed in Table 1 . From the listed results we see that the standard results are basically same as present results.
CRNNs for data fusion

Data fusion estimation
With the availability of multiple sensory devices, multisensor fusion or data fusion has received considerable attention in recent decades (Varshney 1997) . The main potential advantage of data fusion is that by integrating complementary information from different sources, the uncertainty of fused information is minimized and the fused performance can be improved. As a result, data fusion techniques have been applied to many fields such as machine vision, remote sensing, signal and image progressing, and system identification (Xia et al. 2002b Kamel 2007b, c, 2008; Agganwal 1993; Durrant-Whyte 1985; Smith and Cheesman 1986; Avitzour 1992) . Consider a multi-sensor system with K (K C 2) sensors. Let the kth sensor measurement be expressed as
where a k is a positive scaling coefficient, N is the number of sensor measurements, s(t) denotes the unknown signal, and n k (t) represents the additive noise process at the kth sensor with zero mean. Using matrix and vector notations, the above representation can be written as xðtÞ ¼ asðtÞ þ nðtÞ;
where a ¼ ½a 1 ; . . .; a K T ; xðtÞ ¼ ½x 1 ðtÞ; . . .; x K ðtÞ T ; and nðtÞ ¼ ½n 1 ðtÞ; . . .; n K ðtÞ T : The main goal of data fusion is to combine the sensory information in a systematic manner to get a good fusion estimation of s(t). Consider the fusion estimation in a linear combination of sensor measurements
where w ¼ ½w 1 ; w 2 ; . . .; w K T is a weight vector.
CRNNs for data fusion
There are mainly three cooperative recurrent neural network approaches to data fusion. The first one is based on a linearly constrained least squares (LCLS) method for solving the following optimization problem
where R ¼ P N t¼1 xðtÞ T xðtÞ=N: Its CRNN model is defined as follows (Xia et al. 2002b ).
State equation
where k [ 0 is a design constant. Output equation:
zðtÞ ¼ wðtÞ T xðtÞ;
where y 2 R; w 2 R K ; K a ¼ a T a; and the weight parameters are given by
The second one is established by using the high order statistic method for solving
where b(t) is defined in (54). Its CRNN model is described as . State equation
rf ðwÞ is the gradient of f, and r 2 f ðwÞ is Hessian matrix of f. The third one is based on a linearly constrained least absolute deviation (LCLAD) method for finding an optimal weight vector w Ã of the following optimization problem
where kzk 1 ¼ P N i¼1 jz i j; X ¼ fz 2 R N jc 1 l z c 2 hg is called a set of the noise error, c 1 and c 2 are designing constants, and
. . .
. .
Its CRNN is given below (Xia and Kamel 2008) State equation
Output equation
bðtÞ ¼ wðtÞ T xðtÞ;
respectively. Because the objective function defined in (57) is non-convex, the CRNN (58) based on the high-order statistical method suffers from the local minima problem in finding the optimal fusion solution. The CRNN (56) requires K 2 + 3K + 1 multiplications per iteration but obtains an optimal weight vector only under a Gaussian noise environment. By comparison, the CRNN (60) requires 4KN multiplications per iteration but can achieve an optimal weight vector under a non-Gaussian noise environment. 
where K is the number of sensors, s(0) is Gaussianly distributed with zero mean and variance of unity, n i (t) are white Gaussian noise, and e(t) is a white noise process uniformly distributed in the interval [-1, 1] , where the SNR is equal to 12 dB. Figure 9 (a) displays the true signal versus the number of measurements with N = 100. In order to recover the true signal from different observed signals contaminated by noise, we consider the data fusion problem (59). Note that 0 B s(t) B 1.7. We take the set
. . . Example 2. This example investigates image fusion using the CRNN approach. Image fusion can be used to enhance the quality of an image so that more reliable segmentation can be performed and more discriminating features can be extracted for image processing. Consider noisy versions of Lena image. It is an eight-bit grey level image with 256 by 256 pixels. We assume that two original Lena images were scaled by two unknown coefficients 0.8 and 1.5, respectively. Let K different sensors be used for image collection, where zero mean white contaminated Gaussian noise with distribution of the form
was added to each scaled image. Figure 10 (a) is one noisy Lena image measured by the sensor with the scaling coefficient being 0.8, and Fig. 10(b) is another noisy Lena image measured by one sensor with the scaling coefficient being 1.5. Since the scaling coefficients are unknown, we first reformulate this image recovery problem as the following data fusion problem
where A is defined in (59), b ¼ ½c 
We use the CRNN (60) to compute the optimal fusion solution. Because 0 B s(t) B 255, we take
Let c 1 = c 2 = 1, N = 256, K = 20, and let the initial point be zero. We perform the CRNN (60), where l = 30 and processing time is set as 10 s. Figure 11(c, d) are fused images by (60) for the cases with two different scaling coefficients, respectively. From Fig. 11(c, d) we can see that the fused image 11(c) is light and the fused image (d) is dark. So, we simply make the dark image scaled by 1.2 and the light image scaled by 0.7. Figure 11 (e, f) lists two scaled-fused images, respectively. Apparently, each fusedscaled image has a much better quality than the noisy image and close to the original image. By comparison, both the CRNN (56) and the CRNN (58) don't work well because of the unknown scaling coefficients.
CRNN for image restoration
The aim of image restoration is to obtain a good estimate of the original image from a noise-degraded image. The image restoration problem has been studied extensively due to its many engineering applications. Here we are concerned with the linear discrete image restoration problem (Andrews and Hunt 1977) .
Image restoration and estimation
Consider the following image restoration model with additive noise process.
where f and g are column vectors containing the samples from the original and the degraded images, respectively. H is the degradation matrix of size M 9 N. n is a column vector containing noise samples. We assume that the gray value of an image always satisfies 0 ðfÞ i L: The purpose of image restoration is to remove those degradations so that the restored images become as close as possible to the original. The most simple approaches for restoring such degraded images are the mean filters. The mean filter is known to be the best for removing Gaussian white noise from noisy images. The Kalman filter is another popular approach. However, H is usually illconditioned and can cause a large error to occur in image estimate (Kuo and Mammone 1992) . In order to overcome such difficulty, regularization methods have been proposed and widely studied (Mammone and Rothacker 1987; Katsaggelos et al. 1991) . The regularization approach is to find an optimal solution of the following optimization problem minimize gkQfk
where Q is a full rank matrix and g [ 0 is a regularization parameter. The regularization solution can be directly given by
The regularization method can be implemented by individual neural network, called the Hopfield network, for real-time image processing (Paik and Katsaggelos 1992; Perry and Guan 1996; Guan et al. 1997; Sun 2000) . However, choosing a proper regularization parameter is a key factor of the regularization method to obtain a good image estimate. Some popular methods for choosing the optimal regularization parameter have been developed in Thompson et al. (1991) and Galatsanos and Katsaggelos (1992) . Although the optimal regularization solution can lead to a perfect image estimate, only approximate optimal regularization parameters are available in practice since the noise variance needs to be estimated. In addition, the contaminating noise is usually non-Gaussian (e.g the uniform, Laplacian, or a combination of them). For such consideration, a robust entropic method and iterative method based on high order statistics were developed (Zervakis et al. 1995; Hong et al. 2002) . In these two methods, the optimal regularization parameter needs to be estimated still.
Recently, a cooperative recurrent neural network approach was developed to relax the optimal regularization parameter of image restoration under blind Gaussian noise environments (Xia and Kamel 2007b) . Let {g k } 1 K be a group of regularization parameters with positive values which are not optimal, and let the corresponding regularization solution be f g k : The CRNN approach is to find a new image estimate
z l 2 h ð1Þ g; l 1 and l 2 are positive scaling constants,
e ¼ ½1; :. . . 1 T ; and
CRNN image restoration algorithm
The CRNN image restoration algorithm is defined as follows. Given a group of regularization parameters fg k g
Step 1. Compute the corresponding regularization solution given by
Step 2. Compute the optimal fusion solution of (66) by the following cooperative recurrent neural network 
Step 3. Compute an image estimate given by
where l [ 0 is a design constant, and g 1 ðwÞ; g 2 ðvÞ; g 3 ðzÞ are similar to f 1 ðwÞ; f 2 ðvÞ; and f 3 ðzÞ; respectively defined in (60), and wðtÞ ¼ ½w 1 ðtÞ; . . .; w K ðtÞ T is the state vector and fðtÞ is the output vector. This CRNN (67) consists of three neural network models (67a-67c), which are suitable for parallel implementation. The second and third terms in each model are referred to as the cooperative terms.
The second term describes a cooperation relationship between state vectors of three systems. The third term measures a cooperation with other systems. Figure 12 displays a block diagram of the CRNN image restoration algorithm. The CRNN image restoration algorithm has a computational complexity O(N 2 ). In practices, however, we can reduce the computational complexity by finding the suboptimal fusion solution. For example, using the proposed CNFR algorithm, we may find an optimal fusion solution of the following subproblem
where 
Examples
Example 1. Consider a 227 by 339 pixels image acquired by a camera in Fig. 13(a) . The original image is blurred by 1 9 60 uniform motion blur and the contaminated Gaussian noise with distribution of the form f ¼ 1 2 Nð0; r 2 Þ þ 1 2 Nð0; 2r 2 Þ was added to the blurred image, where r 2 = 10. The noisy blurred image is shown in Fig. 13(b) . We first choose a group of parameters in the following sequence g k ¼ ð0:15 þ 0:0165 Ã kÞ=100; ðk ¼ 1; . . .; 10Þ:
Using them we compute the regularization solutions f g k by (67). Figure 13 (c, d) displays two restored images at corresponding two parameters g 9 = 0.002985 and g 10 = 0.00315, respectively. From Fig. 13(c, d) , we can see that g 9 and g 10 are not optimal. We first take average of these restored images. Figure 13 (e) plots the averaged-restored image. It has a small improvement only. We now use the CRNN image restoration algorithm further to improve the quality of the restored images. Note that 0 B s(t) B 255. For simplicity, we let the parameters, defined in the set X l , be L = 255, N = 339, l 1 = 1, and l 2 = 1, respectively. Let the initial point of (67) be zero,processing time be T = 5, and l = 50. Then the fused-restored image is shown in Fig. 13(f) . Obviously, the fused-restored image has a much better improvement than the previous restored images including the averaged-restored image.
Example 2. Consider restoration of multichannel imagery. In blind image restoration, in general the singlechannel restoration method is fast than the multichannel restoration method, but the latter can provide a better image estimate under a Gaussian assumption.
Let a 256 by 256 pixels Cameraman image be blurred by 9 9 9 uniform motion blur h r and both Laplace noise and contaminated Gaussian noise with the form
are added to the blurred image, where e is a white noise uniformly distributed in the interval [-0.5, 0.5] and r 2 = 0.25. The noisy blurred image is shown in Fig. 14(a) . Assume that a set of observed images fg ðiÞ g K i¼1 are generated by a multichannel image system, where K is the channel number and the corresponding blur has a small change Mh ðiÞ so that For our simulation, we let Mh ðiÞ be an 9 9 9 normally distributed random matrix multiplied by 0.05. Also, by the the single-channel restoration method we get an approximate blur h 0 r ; which is assumed to be an average of previous K blurs. We now use the CRNN (67) to fuse observed images fg ðiÞ g K i¼1 ; where K = 30 and the initial point be zero, processing time T = 5, and l = 50, and the set X given in example 1. When the optimal observed image g Ã is obtained, the regularization method is then performed by using the regularization parameter being 0.001 and the blur h 0 r : The restored-fused image is shown in Fig. 14(d) . By comparison, the data fusion algorithm based on the CRNN (56) obtained another fused-restored image shown in Fig. 14(c) under the same simulation parameters. Figure 14 (b) displays a restored image by the regularization method, where the regularization parameter be 0.001. Obviously, the restored-fused image quality obtained by the CRNN (67) has a better improvement.
CRNNs for real-time beamforming
Problems and formulation
Adaptive antenna techniques offer the possibility of increasing the performance of wireless communication systems by maximizing directional gain and enhancing the protection towards multipath fading conditions. The beamforming processor is used to generate an optimal set of beams to track the mobiles within the coverage area of the base-station. The implemented algorithms have to rapidly enhance the desired signal and suppressing noise and interference at the output of an array of sensors (Reed et al. 1974) . So, real-time solution algorithms are very desirable.
Consider a linear array of n sensors. Let y j (t) denote the received signal on the jth sensor at instant t = kT c , where T c is a sampling interval. Then the n-dimensional vector of signals received from n sensors is given by
where yðtÞ ¼ ½y 1 ðtÞ; . . .; y n ðtÞ T 2 C n is a complex-valued vector, s j (t) is the signal sample transmitted by the jth user, aðh j Þ is the n-dimensional array response vector of the jth user at the direction h j , and vðtÞ is the n-dimensional vector of white noise samples. The received signal vector yðtÞ consists of the desired signal, interferences and measurement noise. Let w ¼ ½w 1 ; . . .; w n T be the complex-valued weight vector of the array. Then the where H denotes the Hermitian transpose. The weight vector of the LCMP beamformer is chosen to minimize the output power of the beamformer subject to linear equality constraints (Van Trees 1998) . That is, the weight vector is an optimal solution of the LCMP optimization problem minimize w H r y w subject to c
where R y ¼ E½yðtÞyðtÞ H is the data covariance matrix, C is the n 9 m constraint matrix, and f is an m-dimensional response vector (Frost 1972) . When f = 1, C is the steering vector associated with the look direction. Because a quadratic inequality constraint on the weight vector of the LCMP beamformer can improve robustness to pointing errors and to random perturbations in sensor parameters, A variable loading recursive least square (RLS-VL) algorithm (Tian et al. 2001 ) was developed to find the weight w Ã of the robust LCMP beamformer satisfying the following optimization problem minimize w H r y w subject to c
where b [ 0 is called tolerance factor. The robust LCMP beamformer output is then given by u Ã ðtÞ ¼ ðw Ã Þ H yðtÞ:
However, in practice the RLS-VL algorithm obtains an approximate weight of the robust LCMP beamformer due to estimating a loading term (Lagrange multiplier).
Neural network approaches
Neural network approaches have been successfully applied to real-time beamforming (Du et al. 2002) . Since the robust LCMP problem (70) is a complex valued one, it is first necessary to convert it into a real valued optimization 
Then (70) can be equivalent to the following optimization problem in terms of real valued vectors
where T denotes transpose, x ¼ ½w
There exist mainly three types of neural networks for the LCMP beamforming: the Hopfield neural network (Chang et al. 1992) , the RBF neural network (Zooghby et al. 1998) , and the minor component (MC) neural network (Fiori 2003) . While the Hopfield neural network may be regarded as a special case of the Kennedy-Chua neural network (Sharkey 1998) . When applied to the robust LCMP beamforming problem (1), the Kennedy-Chua neural network can be represented as
where k s [ 0 is a penalty parameter. The Kennedy-Chua network has a smaller network size, but the KennedyChua network converges to an approximate optimal solution of (3) due to the penalty parameter. The MC neural network can implement the beamformer with a quadratic constraint, but it has a slower convergence rate. Moreover, when implementing linear constraints, the computational complexity of the MC neural network will be added greatly.
Recently, a cooperative recurrent neural network algorithm for real-time robust beamforming is developed in Xia and Feng (2006 where a [ 0 is a design parameter, x I ðtÞ; x II ðtÞ 2 R n ; xðtÞ ¼ ½x I ðtÞ; x II ðtÞ T 2 R 2n ; gðtÞ 2 R; qðtÞ 2 R 2m ; zðtÞ ¼ ½xðtÞ; gðtÞ; qðtÞ T 2 R 2ðnþmÞþ1 is a state vector, and u(t) is the output of the beamformer. We compare the CRNN (73) with the RLS-VL algorithm. It is easy to see that the CRNN algorithm requires 4n 2 + 8mn + 5n + m + 1 multiplications per iteration. For the RLS-VL algorithm, the RLS updating step requires 8n 2 + 8n + 1 multiplications per iteration and the variable loading step requires 4n 2 + 8n + 5 multiplications with one square operation per iteration. In addition, the weight w need to be decomposed into two components as follows
where B is an n 9 (n-m) matrix which is obtained by solving the matrix equation C H B ¼ 0: Therefore, the CRNN algorithm (73) has a lower computational complexity than the RLS-VL algorithm. Moreover, it was shown in Xia and Feng (2006) that the CRNN algorithm (73) can converge exponentially to the optimal beamforming weight. Figure 15 shows the block diagram of the CRNN algorithm (73) for the robust LCMP beamforming. Example Consider a ten-sensor uniform linear array to receive three uncorrelated, narrow-band signals corrupted by an additive white noise in a stationary environment. A desired signal with signal to noise ratio (SNR) 10 dB impinges on the array from / 0 = -0.03p. Two interferences with interference to noise ratio (INR) 20 dB are located at / 1 = 0.29p and / 2 = 0.43p, respectively. Our simulation results are averaged over 200 independent trials. To compute the covariance matrix of yðtÞ we use the following average estimate
where N = 1500 is a sample number. In addition, C is taken as the steering vector associated with the look direction.
We compared the CRNN algorithm with the KennedyChua neural network (KCNN) algorithm, the minor component neural network (MCNN) algorithm, and the RLS-VL algorithm. First, let the penalty parameter k s be 20 in the KCNN algorithm, and let the initial diagonal loading and the forgetting factor be 0.1 and 0.9999, respectively in the RLS-VL algorithm. Figure 16 (a) displays the performance comparisons of array beam patterns using the CRNN, the MCNN, and the KCNN algorithm. Figure 16 (b) displays the performance comparisons of array beam patterns using the CRNN and the RLS-VL algorithm, where the initial estimation of the weigh vector is zero. It can be seen that the CRNN approach is able to maintain the mainlobe and null the interferers correctly, in contrast to the other three methods.
Next, in order to illustrate the convergence rate, we compared the weight norm of the beamformer among four algorithms. The simulation results listed in Table 2 show that the CRNN algorithm has a faster convergence and a smaller weight norm than the other four algorithms.
CRNN for parameter estimation of AR signals
The autoregressive (AR) modeling approach has been widely used in speech processing, spectral estimation, noise cancellation, and forecasting (Kay 1993) . The main task of this approach is to find optimal AR coefficients from a given random signal in the presence of background noise.
AR signal system and parameter estimation
Consider the parameter estimation problem of the noisy AR signal system
where a ¼ ½a 1 ; . . .; a p T is the unknown AR parameter vector; x t ¼ ½xðt À 1Þ; . . .; xðt À pÞ T is the regression vector of the AR process x(t) of the known order p; w(t) is driving noise; and u(t) is measurement noise which is assumed to be uncorrelated with w(t). Let the noisy signal vector be denoted by y t ¼ ½yðt À 1Þ; . . .; yðt À pÞ T ; and let 
where nðtÞ ¼ u t T a À uðtÞ À wðtÞ: Our objective is to get an optimal estimate of the AR parameters by using noisy observations {y(t)} 1 N under a wider range of noise distributions, where N is the number of data points. A basic approach to estimate the AR coefficient vector a is the least square (LS) method. The LS estimate is given by
However, there is an error between the true parameter a Ã and the LS solution a LS with
where R ¼ E½y t y t T and r 2 is the variance of the measurement noise. Many significant methods for improving the LS estimation based on the LS solution were presented. For example, Young, Soderstrom and Stoica developed the instrumental variable method to improve the LS solution (Young 1970; Soderstrom and Stoica 1981; Nehorai and Stoica 1988) . Zheng further presented several improving techniques (Zheng 1999 (Zheng , 2000 . We also presented using the LCLS data fusion technique to enhance the quality of the LS solution by doing K statistically independent trials of finding the LS solution (Xia 1996a) . The above mentioned methods are based on second-order statistics. In order to deal with non-Gaussian environments, high-order statistic methods have been developed in Giannakis and Mendel (1990) , where measurement noise is Gaussian distributed.
CRNNs for parameter estimation of AR signals
There are two cooperative neural network approaches for the optimal AR parameter estimation. One is the CRNN-LAD algorithm defined in (41), which is based on a least absolute deviation (LAD) method (Alliney and Ruzinsky 1994) . Another is the CRNN-GLAD algorithm by using a generalized least absolute deviation (GLAD) method (Xia and Kamel 2008) . Different from the LAD method, the GLAD method is to find the optimal solution, ða Ã ; z Ã Þ; of the following GLAD problem 
The CRNN-GLAD approach first converts the GLAD problem into a system of piecewise equations
Based on (77), the CRNN-GLAD model is defined as follows
where k [ 0 is a design constant, and g 1 ðzÞ; and g 2 ðzÞ are defined in (77), respectively. includes cooperative terms and cooperation error term with other two submodels. The CRNN-GLAD algorithm and the CRNN-LAD algorithm can converge globally to an optimal solution but the CRNN-GLAD algorithm improves the CRNN-LAD algorithm in estimation accuracy.
Examples
Example 1. Consider the AR signal system given in Zheng (1999) xðtÞ ¼ 1:352xðt À 1Þ À 1:338xðt À 2Þ þ0:662xðt À 3Þ À 0:240xðt À 4Þ þ 10eðtÞ yðtÞ ¼ xðtÞ þ uðtÞ;
where u(t) is a white noise uniformly distributed in [-1,1] multiplied by variance 0.38, and e(t) is a chaotic processes generated by a logistic mapping equation
with the initial value e(0) = 0.2. The above AR signal model can be rewritten as yðtÞ ¼1:352yðt À 1Þ À 1:338yðt À 2Þ þ 0:662yðt À 3Þ À 0:240yðt À 4Þ À nðtÞ ð 80Þ where nðtÞ ¼1:352uðt À 1Þ À 1:338uðt À 2Þ þ 0:662uðt À 3Þ À 0:240uðt À 4Þ À 10eðtÞ À uðtÞ is non-Gaussian colored noise. We collect 1000 data samples by the input e(t). We first computed the LS solution a LS ¼ ½1:595; À1:418; 0:8253; À0:0844 T ;
with a 2-norm error of ka LS À a Ã k 2 ¼ 0:3415; where a Ã ¼ ½1:352; À1:338; 0:662; À0:240: To perform the CRNN-GLAD algorithm for the optimal AR parameter estimation, we let N ¼ 400; c 1 ¼ c 2 ¼ 1; l ¼ ½0; . . .; 0 T ; and h ¼ À½ŷ; . . .;ŷ T ; whereŷ is the arithmetic mean of y(t). The state trajectory of the CRNN-GLAD algorithm is always convergent to an optimal solution. For example, let the initial point be zero and k = 450. Figure 18 displays the convergence behavior of the state trajectory of the CRNN-GLAD algorithm. We compare the CRNN-GLAD algorithm with the CRNN-LAD algorithm, the ILS algorithm (Zheng 1999) , and the SVM algorithm (Rojo-Alvarez et al. 2004 ). The computed results were obtained by averaging 100 independent Monte Carlo simulations. The results are summarized in Table 1 . Similar to the paper (Zheng 1999) , in the table,â denotes the arithmetic mean of the estimated a Ã based on 100 independent test, l 2 norm error is defined by
the relative error is defined by
and the normalized root mean-square error is defined by
where a i stands for the estimate of a Ã in the i-th trial. From Table 3 we can see that the CRNN-GLAD algorithm is more computationally efficient and can obtain an improved solution with the smaller norm error than other three algorithms. Example 2. Consider the AR signal system given in AlSmadi and Alshamali (2002) xðtÞ ¼ À0:7907xðt À 1Þ À 0:042xðt À 2Þ þ 0:556xðt À 3Þ À 0:0247xðt À 4Þ À 0:385xðt À 5Þ À 0:303xðt À 6Þ þ eðtÞ yðtÞ ¼ xðtÞ þ uðtÞ;
where {u(t)} is additive Gaussian noise at SNR of 10 dB, the drive noise e(t) is given by eðtÞ ¼ wðtÞ þ 0:345wðt À 1Þ þ 0:53wðt À 2Þ þ 0:399wðt À 3Þ þ 0:814wðt À 4Þ;
and {w(t)} is exponential random process with variance of 0.0625. We collect 1000 data samples by the input e(t). It can be seen that the least square (LS) algorithm gives the following estimate Carlo simulations. The results are summarized in Table 4 . From Table 2 we can see that the CRNN-GLAD algorithm is more computationally efficient and can obtain an improved solution with the smaller norm error than both the three algorithms.
CRNNs for nonlinear system identification Identification of nonlinear systems has received considerable attentions and has been widely applied in engineering applications, including signal and image processing, communications, and control (Ljung 1999; Tekalp et al. 1985) .
Nonlinear system identification
Consider the following discrete-time noisy system w(t) is driving white Gaussian noise with zero mean, and n(t) is measurement white Gaussian noise with zero mean. The problem of system identification is as follows: Based on received data from the noisy system (82), find a smooth function estimate g of g 0 such that the mean square error (MSE) criterion E½ðgðu y ðtÞÞ À g 0 ðu x ðtÞÞÞ 2 ð 83Þ
is minimized, where u y ðtÞ ¼ ½yðt À 1Þ; . . .; yðt À pÞ; uðt À 1Þ; . . .; uðt À qÞ T : Many of the identification methods make efforts in minimizing the approximation error. For example, theoretically, the local polynomial approaches can have the approximation error reduced to zero as the number of measurements (Koukoulas and Kalouptsidis 2000) . Neural networks with universal approximation capability can provide parallel approximation techniques (Hornik et al. 1989; Chen and Billings 1992; Kadirkamanathan and Niranjan 1993) . The support vector machine (SVM) method can minimize one regularized risk function (Muller et al. 1997 )
a k Kðu y ðkÞ; u y ðtÞÞ;
N is a number of measurements, c [ 0 a regularization parameter, L(g(u y (t))-y(t)) is an -insensitive cost function, K(u,v) is a given kernel function, and u y (t) is a regression vector including noise. Weight coefficients {a k } and a 0 are obtained by solving a quadratic convex programming. The least square support vector machine (LS-SVM) method can minimize another regularized quadratic function (Suykens et al. 2002 )
where the weight coefficients are obtained by solving linear equations. The direct weight optimization method can minimize an upper bound of the MSE (Roll et al. 2005) .
Cooperative recurrent neural network
Recently, a cooperative neural network algorithm, called a cooperative learning algorithm, for nonlinear system modeling was developed (Xia and Kamel 2007c) . The CRNN algorithm is based on a measurement fusion method which minimizes both the noise error E[(g(u y (t))-y(t)) 2 ] and the approximation error E[(g(u y (t))-g(u x (t))) 2 ]. The measurement fusion method is described as follows.
Step 1. Construct optimal fused data 
where s [ 0 is a sensor number and {w k } are weight coefficients.
Step 2. Compute optimal weight coefficients, ða Ã ; b Ã 0 Þ; of the robust LS-SVM function estimate by solving the following piecewise equations
where r is the number of training data points, e r ¼ ½1; . . .; 1 T 2 R r ; y ¼ ½y 1 ; . . .:; y r T ; I[R r 9 r , and Q ¼ ðKðx k ; x k ÞÞ; f ðuÞ ¼ ½f ðu 1 Þ; . . .; f ðu N Þ T ; for i = 1,...,r
and e [ 0 is a bounded limit the outlier errors on the estimates.
Step 3. Compute the optimal measurement fusion function estimate by incorporating the optimal fused data and optimal weight coefficients into the LS-SVM function estimate.
a k Kðu y ðtÞ; u z Ã ðtÞÞ The CRNN algorithm is described as follows.
Given a kernel function K(Á,Á), the initial weight vectors w 
where n(t) is a white Gaussian noise with variance 0.1 and the states are assumed not to be measurable. We collect 300 data samples by using a uniformly distributed random input u(t) [ [-2.5, 2.5]. Also, to validate the learning model, the input signal uðtÞ ¼ sin 2pt 10 þ sin 2pt 25 ; t ¼ 1; . . .; 200 was used. According to the discussion in Roll et al. (2005) , we take the regression vector as follows u y ðtÞ ¼ ½yðt À 1Þ; yðt À 2Þ; yðt À 3Þ; uðt À 1Þ;
uðt À 2Þ; uðt À 3Þ T :
To perform the CRNN algorithm, we let the parameters defined in the learning algorithm (B) be r = 200, c = 100, and = 0.1, and we let the parameters defined in the learning algorithm (A) s = 4 and the initial weight be zero. Figure 21 shows the variation of the predicted signal using the CRNN function estimate. Moreover, Fig. 22 shows the variation of the predicted signal using the LS-SVM function estimate. Figure 23 displays that the absolute error between the original signal and the predicted signal given by the two function estimates. It is easy to see that the present function estimate has smaller errors than the LS-SVM function estimate. Moreover, the LS-SVM method gives the computed result of fit 45.3% (±2.3%), while the CRNN approach gives a better fit 51.7% (±2.1%). Furthermore, the computed result by the CRNN algorithm can be compared with the ones obtained by the DWO method and the individual neural network with 20 hidden sigmoidal function given in Roll et al. (2005) , where the DWO method gave 49.7% fit, and the individual neural network then reaches 47.1% fit. Example 2. Consider real-life sea clutter data (Leung et al. 2000) . The radar used for data collection is a coherent dual-polarized X-band radar. The radar site was located at 44°36.72 0 N 63°25.41 0 W on a cliff at Osborne Head, Nova Scotia, Canada facing the Atlantic Ocean at a height of about 30 m above mean sea level and an open ocean view of about 130°. The database contains a variety of targets, including small boats and beach ball targets. A data set is used in this study to investigate the spatial temporal dynamics of sea clutter (Drosopoulos 1994) . Its original radar image plotted in Fig. 24(a) . Here, the y-axis denotes the range, and the x-axis represents the time. When visible, the targets appears in the staring images as a dark horizontal line. Since the target was not anchored and so it fluctuates with the waves, causing it to be more easy to detect at some times than at others. The target, which is a boat, appears as a solid dark line in the image without any breaking.
To use the CRNN algorithm, we choose the simulation parameters, p = 10, r = 100, c = 100, and = 1, and we take the Gaussian RBF function as a kernel function. For the measurement fusion, we fuse 5 neighboring cells in the spatial domain and the resulting image is plotted in Fig. 24(b) . We also perform a comparison between the CRNN predictor and the LS-SVM predictor. Figures 23 and 25 display the mean square prediction errors (MSE), where the solid line corresponds to the LS-SVM predictor, and the dashed line to the CRNN predictor, respectively.
Based on the obtained results, we have two observations. The predicted radar image, looks very close to their originals, which means that the CRNN predictor provides a good model for these sea clutter data. Next, the CRNN algorithm produces a better model than the LS-SVM algorithm.
CRNNs for kinematic control of redundant robot mainipulators
Problems and resolution
Redundant robots are those having more degree (DOF) of freedom than that required for position and orientation in a given workspace (Sciavicco and Siciliano 2000) . The use of kinematically redundant manipulators is expected to increase dramatically in recent years because of their ability to avoid the internal singularity configurations and obstacles (Baker and Wampler 1988; Maciejemski and Klein 1985) , and to optimize dynamic performance (Klein and Huang 1983) , as well as to conduct the end-effector motion task. The forward kinematics problem of a robot manipulator in robotics is concerned with the transformation of position and orientation information in a joint space to a Cartesian space described by a forward kinematics equation:
where h(t) is an m-vector of joint variables, rðtÞ is an nvector of the end-effector position and orientation, and F(Á) is a continuous nonlinear function with structure and parameters for a given manipulator. The inverse kinematics problem is very difficult to solve because of the singularity of the underlying nonlinear mapping F and the requirement of real-time solution in sensor-based robotic operations (Guez and Ahmad 1989) . Therefore, many efforts have been made in the redundancy resolution of manipulators (Cheng et al. 1994) . Conventionally, differentiating (93) with respect to time yields linear relation between joint velocity _ hðtÞ 2 R m and Cartesian velocity _ rðtÞ:
where J(h(t)) [ R n 9 m is the Jacobian matrix of F and can be rank-deficient for singular configuration. Because the redundancy resolution problem is to find the solution trajectory _ hðtÞ of (93) together with limit constraints of redundant robots (94), we consider the following resolution problem of kinematically redundant manipulators
where Q [ R m 9 m is symmetric and positive definite, the superscripts + and -denote the upper and lower limits, respectively, z = a(h-h(0)) and a is a positive parameter to scale the magnitude of the manipulator response to joint displacement. For simplicity, the joint limit constraints can be replaced by joint velocity constraints in term of the first order Taylor series _ hðtÞ % hðtÞ À hðt À DtÞ Dt ;
where h(t-Dt) is joint position vector at time t-Dt, and Mt is the sampling time. Thus both the joint velocity constraints and the position constraints can be represented by new joint velocity constraints 
So, the above resolution problem can be rewritten as
Feedforward neural networks have been used for robot kinematic control, such as the multilayer perceptron trained via supervised learning, by using the backpropagation algorithm (Arteage-Bravo 1990). Recurrent neural networks with feedback connections have also been applied for kinematic control (Bekey 1992) . Unlike the feedforward neural networks, most recurrent neural networks do not need off-line supervised learning and thus are more suitable for real-time robot control in uncertain environments. For example, Ding and Tso (1999) applied the Tank-Hopfield neural network approach to the kinematic resolution problem. To overcome the disadvantage of the penalty parameter arisen in the Tank-Hopfield network, Wang et al. (1999) presented a Lagrangian network for the kinematic resolution without considering physical limit constraints. Recently, three cooperative recurrent neural networks were applied to kinematic resolution problems to effectively handle the physical limit constraints.
CRNNs for on-line resolution of constrained kinematic redundancy
The first CRNN, called as the dual neural network (Xia and Wang 2001) , is defined as follows.
State equation: where k [ 0 is a scaling constant, I 1 [R n 9 n is a unit matrix, u I 2 R n ; u II 2 R m ; u ¼ ½u , the total number of multiplications performed per iteration for the CRNN (98) is 3n 2 + nm + n 2 m + O(n 3 ), and the total number of multiplications performed per iteration for the CRNN (99) is n 2 + 2nm + n + 1. Therefore, the CRNN (99) has a lower implementation complexity than both the CRNN (97) and the CRNN (98). Figure 26 displays a block diagram of the CRNN (99) for resolving constrained kinematic redundancy.
Examples
Consider a 7-DOF redundant manipulator (PA-10) made by Mitsubishi. The PA10 manipulator (Portable General Purpose Intelligent Arm) has seven degrees-of-freedom (three rotation axes and four pivot axes). The mechanical configuration and coordinate system, together with other specifications, of PA10 redundant manipulator can be found in Seraji et al. (1993) . Joint angle limits h ± and joint rate bounds _ h AE are listed in Zhang et al. (2003) . Simulation has been performed for the path-following task that the end-effector of PA10 manipulator tracks a given straightline in the 3-dimensional workspace. For simplicity, let the weighting matrix W = I and a = 4 in the simulation. We simulate the redundancy resolution problem of the PA10 manipulator for a straight-line motion with the length of 0.2 m in the 3D workspace, based on the CRNN (99) with k = 10 8 . The task time of the motion is 10 s, and the PA10 initial state is h(0) = [0, p/4,0, 2p/3,0, -p/4,0]
T . Figure 27 shows the 3-dimensional motion trajectories of PA10 manipulators based on the CRNN (99). Figure 28 illustrates the transient behavior of the joint variables h, Fig. 29 illustrates the transient behavior of the joint velocity variables _ h: Figure 30 illustrates the transient behavior of the Cartesian position error e, where e x , e y and e z denote the components of tracking position error e respectively along the x, y and z axes of the base frame. Figure 31 illustrates the transient behavior of the velocity error _ e; where _ e x ; _ e y and _ e z denote respectively the x, y and z-axis components of tracking velocity error _ e at the end-effector of PA10 robot arm. It is easy to see that the maximal position and velocity absolute errors are respectively less than 10 -7 mm/s and 2 9 10 -8 mm/s. For a comparison of the convergence rate, we compare the CRNN (99) with the CRNN (97). Let the scaling constant in the two CRNNs be k = 10 7 . Tables 5 and 6 
Conclusion
This paper reviews briefly the advantages of the cooperative modular neural networks over single recurrent neural networks and modular neural networks, and then surveys current work on cooperative recurrent neural network for constrained optimization problems, their standing models, and their engineering applications from computation and application viewpoints. Despite the good performance of these standing models, there are some important issues that require further investigation. The following several recommendations are given for future research. Cooperative recurrent neural networks for constrained optimization were shown to have a fast convergence under general regular conditions. But it may have slower convergence rate under relatively weaker conditions. Moreover, cooperative recurrent neural networks for solving constrained nonsmooth optimization problems have often a slower convergence. Thus, investigating ways to speed the convergence of these recurrent neural networks would be significant.
Cooperative recurrent neural networks for constrained optimization were shown to reach a global optimal solution. Many scientific and engineering problems, such as signal and image processing, regression mining, system identification, and robot control, can be solved by transforming the original problem into a constrained optimization problem. However, some real-world problems are so complex that their models are unknown or uncertain. How to design a cooperative modular neural network which can obtain a global optimal solution of such complex problems needs be studied.
Continuous-time cooperative recurrent neural networks for nonlinear programming can be easily performed by using well known ODE software in MATLAB. Moreover, these continuous-time cooperative recurrent neural networks can lead to discrete-time cooperative recurrent neural networks. Thus, it would be useful for digital implementation to give a fixed step size in these discretetime cooperative recurrent neural networks. 
