Let H be a fixed graph. A fractional H-decomposition of a graph G is an assignment of nonnegative real weights to the copies of H in G such that for each e ∈ E(G), the sum of the weights of copies of H containing e is precisely one. An H-packing of a graph G is a set of edge disjoint copies of H in G. The following results are proved. For every fixed k > 2, every graph with n vertices and minimum degree at least n(1 − 1/9k 10 ) + o(n) has a fractional K k -decomposition and has a K k -packing which covers all but o(n 2 ) edges.
Theorem 1.2 gives that for sufficiently large n, any graph G with n vertices and δ(G) ≥ n(1 − 1/9k 10 )+o(n) has ν * K k (G) = e(G)/e(K k ). Thus, by Theorem 1.3, it also has ν K k (G) ≥ e(G)/e(K k )− o(n 2 ) = (1 − o n (1))e(G)/e(K k ). Consequently, c K k ≥ 1/9k 10 and Theorem 1.1 follows.
Finally, we note that a 1/(k + 1) upper bound for c K k is given in the final section together with some additional concluding remarks.
Proof of Theorem 1.2
Let F be a fixed family of graphs. An F-decomposition of a graph G is a set L of subgraphs of G, each isomorphic to an element of F, and such that each edge of G appears in precisely one element of L. Let K − t denote the complete graph with t vertices, missing one edge. Let F k = {K k , K 2k−1 , K − 2k−1 }. The proof of Theorem 1.2 is a corollary of the following stronger theorem.
Theorem 2.1 For all k ≥ 3, every graph with n vertices and minimum degree at least n(1 − 1/9k 10 ) + o(n) has an F k -decomposition.
The following simple lemma shows that Theorem 1.2 is a corollary of Theorem 2.1. Proof: It is trivial that for all k ≥ k, K k has a fractional K k -decomposition. In Particular, K 2k−1 has a fractional K k -decomposition. Let A = {u, v} denote the set of the two non-adjacent vertices of K k−2 to each copy of K k containing a vertex of A, and assigning the value 0 to the remaining copies of K k , we obtain a fractional K k -decomposition of K − 2k−1 .
We now focus on proving Theorem 2.1. For the rest of this section, let t = 2k − 1. Notice that the o(n) term in the statement of Theorem 2.1 allows us to assume, whenever necessary, that n is sufficiently large. In the proof of Theorem 2.1 it will be convenient to use Wilson's Theorem [11] mentioned in the introduction. Wilson's Theorem applied to K t states the following. Lemma 2.3 [Wilson] Let t > 2 be a positive integer. There exists N = N (t) such that for all n > N with n ≡ 1, t mod t(t − 1), there is a decomposition of K n into K t .
We shall prove Theorem 2.1 under the relaxed assumption that n ≡ 1 mod t(t−1). We first need to justify this relaxation. Indeed, if 1 < b ≤ t(t − 1) and n ≡ b mod t(t − 1) then we can perform the following preprocessing. Let v be any vertex of G, and let N (v) denote its neighborhood. Let G[N (v)] be the subgraph induced by this neighborhood. Notice that G[N (v)] has less than n vertices, but has minimum degree at least n(1 − 2/9k 10 ) + o(n). By the theorem of Hajnal and Szemerédi [7] , such a high minimum degree for a graph with at most n vertices is far more than what is needed in order to guarantee that G[N (v)] has a spanning subgraph G with each component of G being either a K k−1 or a K 3k−4 . In fact, a minimum degree of at least n(1 − 1/(3k − 4)) already guarantees the existence of such a G . Now, if H is a K k−1 component of G then H ∪{v} is a copy of K k in G. If H is a K 3k−4 component of G then H∪v contains two edge-disjoint subgraphs, one being K k and the other being K − t , and with all 3k−4 edges between v and the vertices of H absorbed. We thus have a set of edge-disjoint subgraphs of G, each being either K k or K − t , that absorb all edges incident with v. Deleting v and the edges of these subgraphs we remain with a graph with n − 1 vertices and minimum degree at least δ(G) − (3k − 4) ≥ (n − 1)(1 − 1/9k 10 ) + o(n − 1). Repeating this process at most b − 1 times we eventually have a graph with n = n − b + 1 ≡ 1 mod t(t − 1) vertices and minimum degree at least δ(G) − (3k − 4)((2k − 1)(2k − 2) − 1) ≥ n (1 − 1/9k 10 ) + o(n ), which satisfied our relaxed assumption. Our preprocessing shows that any F k -decomposition of this resulting n -vertex graph can be extended to an F k -decomposition of the original n-vertex graph.
Proof of Theorem 2.1 We may assume that n ≡ 1 mod t(t − 1) and that, whenever necessary, n is sufficiently large as a function of k (and hence t). In particular, n > N (t) where N (t) is the constant from Lemma 2.3. Fix a K t -decomposition of K n . Namely, let D be a family of t-sets of [n] = {1, . . . , n} such that each pair appears in precisely one element of D. Such a D is also called a 2-(n, t, 1) design. Notice that |D| = n 2 / t 2 . For a permutation π of [n], and for S ∈ D, let S π = {π(j) : j ∈ S}. Hence, D π = {S π : S ∈ D} is also a 2-(n, t, 1)-design. Let G be an n-vertex graph with vertex set [n] . For a permutation π of [n] let G π be the family of n 2 / t 2 edge-disjoint subgraphs of G whose elements are the induced subgraphs of G on S π , for all S ∈ D. Notice that if G = K n then, trivially, G π is a K t -decomposition for each π, but if G = K n , G π contains elements that are not isomorphic to K t . The following is a simple corollary of Lemma 2.3.
Corollary 2.4 Let 0 < α < 1 be fixed. Let G be a graph with n > N (t) vertices, n ≡ 1 mod t(t−1).
Proof: The number of non-edges of G is at most
Assume that δ(G) ≥ n(1 − 1/9k 10 ) + o(n). Our goal is to show that there exists a permutation π, such that G π has some "nice" properties. Let A π denote the set of edges of G that appear in non-K t elements of G π . By Corollary 2.4, with α = 1/9k 10 ,
Consider the spanning subgraph of G consisting of the edges of A π . It will not be confusing to denote this subgraph by A π as well. Let F π ⊂ G π be the set of K t -elements of G π . Put r = k 2 − 1. We say that an r-subset S = {H 1 , . . . , H r } of F π is good for e ∈ A π if we can select edges f i ∈ H i such that {f 1 , . . . , f r , e} is the set of edges of a K k in G. We say that π is a good permutation if for each e ∈ A π there exists an r-subset S(e) of F π such that S(e) is good for e and such that if e = e then S(e) ∩ S(e ) = ∅.
Proof: For each e ∈ A π , pick a copy of K k in G containing e and precisely one edge from each element of S(e). As each element of S(e) is a K t , deleting one edge from such an element results in a K − t . We therefore have |A π | copies of K k and |A π |(
The remaining element of F π not belonging to any of the S(e) are each a K t , and they are edge-disjoint from each other and from the previously selected K k and K − t .
Our goal in the remainder of this section is, therefore, to show that there exists a good π. We use probabilistic and counting arguments to derive this fact. We will show that with positive probability, a randomly selected π is good. We begin by showing that with high probability, a randomly selected π has the property that A π has a relatively small maximum degree.
Let v be any vertex of G, and let E(v) denote the set of edges incident with v. By our assumption,
Notice that if π is selected uniformly at random then |E π (v)|, which is the degree of v in A π , is a random variable. We say that a subset S ⊂ E(v) is separated by π if each edge of S belongs to a different element of G π . Let β = 3/k 8 and consider any fixed set S ⊂ E(v) with |S| = βn . We shall prove that the probability that S ⊂ E π (v) and that S is separated by π is much smaller than the total number of subsets of E(v) with size βn . Thus, the probability that the degree of v in A π exceeds tβn is also very small (in fact, much smaller than 1/n), and consequently, the maximum degree of A π is at most tβn almost surely. Let S = {e 1 , . . . , e m } where q = βn and let e i = (v, v i ). Let S π (i) denote the element of G π to which the edge e i belongs, i = 1, . . . , q. Notice that S is separated by π if and only if S π (i) = S π (j) for all i = j. Clearly, by using conditional probabilities we have
We shall prove that each term in the product appearing in the r.h.s. of the last equation is small. For this purpose we require a lemma which quantifies the fact that in a graph with high minimum degree every edge appears in many copies of K t .
Lemma 2.6 If G * is a graph with n * vertices and minimum degree at least n * − r then every edge of G * appears on at least
We prove the lemma by induction on t. For t = 3 the lemma is obvious. Assume the lemma holds for all t < t. Let e = (u, v) be an edge of G * . Let N (u, v) denote the set of common neighbors of u and v. Clearly,
The minimum degree of G * * is at least |N (u, v)| − r. It follows that G * * has at least (n * − 2r)(n * − 3r)/2 edges. The number of distinct copies of K t−2 in G * * is equal to the number of distinct copies of K t containing e in G * . By the induction hypothesis, each edge of G * * appears in at least
, each edge appears in one copy of K 2 ). Since each copy of K t−2 is counted (t − 2)(t − 3)/2 times the number of distinct copies of K t−2 in G * * is at least (n * − 2r)(n * − 3r) 2
as required.
Corollary 2.7
If G * is a graph with n * vertices and minimum degree at least n * (1 − γ) then, for every edge e of G * , the probability that a randomly selected t-vertex subgraph of G * that contains e is not a K t is at most 1 − (1 − tγ) t−2 .
Proof: There are precisely n * −2 t−2 subgraphs with t vertices that contain the edge e. By Lemma 2.6, with r = γn * , the number of K t -subgraphs that contain e is at least
Thus, the probability that a randomly selected t-vertex subgraph of G * that contains e is not a K t is at most 1
Corollary 2.7 enables us to estimate the terms in the r.h.s. of (2) . Let Y π (j) be the set of t vertices of the element S π (j). Notice that the knowledge that S π (j) = S π (j ) for 1 ≤ j < j < i implies, in particular, the knowledge that
In order to prove an upper bound on each term of the r.h.s. of (2) it suffices to prove an upper bound on Pr[(e i ∈ A π ) ∧ (S π (i) ∩ W = {v})|W ] whose value does not depend on the specific set W . Indeed, let G * be the induced subgraph of G obtained by deleting the set of vertices W − {v}. Notice that G * has n * = n − (i − 1)(t − 1) vertices. Clearly, Pr[(e i ∈ A π ) ∧ (S π (i) ∩ W = {v})|W ] is at most the probability that a randomly selected t-vertex subgraph of G * containing e i is not a K t . Using the fact that (i − 1)(t − 1) < qt << n/2, we have that the minimum degree of G * is a least n * − n/9k 10 ≥ n * (1 − 2/9k 10 ). Using γ = 2/9k 10 
Consequently each term in (2) is bounded from above by 1 − (1 − tγ) t−2 . We therefore have
Lemma 2.8 With probability 1 − o(1), A π has maximum degree at most 6n/k 7 .
Proof: Since the maximum degree of each element of G π is at most t − 1 we have, by the definition of E π (v), that there is S ⊂ E π (v) such that S is separated by π and |S| ≥ |E π (v)|/(t − 1). Thus, it suffices to show that for each vertex v, E π (v) has no subset separated by π of size greater than 3n/k 8 with probability 1 − o(1/n) since this implies that |E π (v)| ≤ (t − 1)3n/k 8 ≤ 6n/k 7 with probability 1−o(1/n) and hence the maximum degree of A π is at most 6n/k 7 with probability 1−o(1). Indeed, by (3) the probability that E π (v) has a subset separated by π of size q = βn = 3n/k 8 is at most
) q where γ = 2/9k 10 . We therefore have
By Lemma 2.8, we may fix a permutation π for which A π has maximum degree at most 6n/k 7 . Let A π = {e 1 , . . . , e m }. We perform the following algorithm which has m iterations. In the i th iteration we pick an r-subset S(e i ) of F π which is good for e i and which satisfies the following two properties:
1. S(e i ) ∩ S(e j ) = ∅ for all j = 1, . . . , i − 1.
2. For each v, let f i (v) denote the number of edges incident with v and that belong to some element of S(e j ) where j ≤ i and v is not an endpoint of e j . Then, f i (v) ≤ n/(2k).
Notice that if we can complete all m iterations of the algorithm then the first requirement guarantees that π is good and hence, by Lemma 2.5 we are done. The second requirement is needed in order to guarantee that the algorithm will, indeed, complete all m iterations. We therefore need to prove the following lemma.
Lemma 2.9
If A π has maximum degree at most 6n/k 7 then the algorithm completes all m iterations.
Proof: The most difficult case is to prove that the m'th iteration can also be completed, assuming all previous iterations have completed. Let e m = (u, v). We define several parameters. Let a 1 denote the number of K k copies of G that contain e m . Let a 2 denote the number of K k copies of G that contain e m and also contain two edges from the same element of F π . Let a 3 denote the number of K k copies of G that contain e m and also contain another edge from A π . Let E m denote the set of (m − 1)r t 2 edges in all elements of ∪ m−1 i=1 S(e i ). Let a 4 denote the number of K k copies of G that contain e m and also contain an edge of E m . Let V m be the subset of vertices of G where x ∈ V m if and only if x = u, v and f m−1 (x) > n/k − r(t − 1). Let F m be the set of all edges of all elements of F π that contain at least one vertex of V m . Let a 5 denote the number of K k copies of G that contain e m and also contain an edge of F m .
We claim that if a 1 > a 2 + a 3 + a 4 + a 5 then the m'th iteration can be completed. Indeed, if this is the case then by the definitions of a 2 and a 3 there exists a copy of K k in G which contain e m , and whose other r edges all belong to distinct elements of F π , say, S(e m ) = {H 1 , . . . , H r }. Furthermore, by the definition of a 4 we may also assume that no H i is an element of a previous S(e j ) for j < m, and hence S(e m ) ∩ S(e j ) = ∅ for all j = 1, . . . , m − 1. Finally, by the definition of a 5 we may assume that no H i contains a vertex of V m . Thus, for x ∈ V m we have f m (x) = f m−1 (x) ≤ n/(2k) by our assumption. By definition, since u, v are incident with e m we have
It remains to show that a 1 > a 2 + a 3 + a 4 + a 5 . We now estimate these parameters. A similar proof to that of Corollary 2.7 (where we use n instead of n * , k instead of t and γ = 1/9k 10 ) immediately gives
Consider a pair of edges f 1 , f 2 that belong to the same element of F π . If they are both independent from e m then {e m , f 1 , f 2 } spans at least five vertices. Thus, there are at most n−5 k−5 copies of K k that contain all three of them. As there are less than |F π |t 4 = Θ(n 2 ) possible choices for pairs f 1 , f 2 the overall number of such copies is O(n k−3 ). If f 1 , f 2 are not independent from e m then we must have that {e m , f 1 , f 2 } spans at least four vertices. Thus, there are at most n−4 k−4 copies of K k that contain all three of them. However, there are less than 2n edges not independent from e m , so the overall number of choices for f 1 , f 2 is only O(n). Overall there are, again, only O(n k−3 ) such copies. We have proved that
Consider an edge f ∈ A π with f = e m . If f and e m are independent then there are at most k−3 copies of K k containing both of them. However, the maximum degree of A π is at most 6n/k 7 and hence there are at most 12n/k 7 choices for f . Using (1) we therefore have
If f ∈ E m is independent from e m then they appear together in at most n−4 k−4 copies of K k . If f and e m are not independent, then they may appear together in at most
Since f m−1 (u) ≤ n/(2k) we know that there are at most n/(2k) + zr(t − 1) ≤ n/(2k) + 2k 4 z choices for f where z is the number of edges e j with j < i and which have u as an endpoint. However, z ≤ ∆(A π ) ≤ 6n/k 7 . Thus, we have that
In order to estimate a 5 we need to estimate the size of (1))4n/9k 3 . Trivially, each vertex appears it at most (n − 1)/(t − 1) elements of F π . Thus, the overall number of elements of F π containing an element of V m is at most (1 + o(1))4n 2 /(9k 3 (t − 1)). It follows that |F m | ≤ (1 + o(1)) t 2 4n 2 /(9k 3 (t − 1)). As before, for f ∈ F m which is independent of e m there are at most n−4 k−4 copies of K k containing both f and e m . If f ∈ F m is not independent with e m then assume f = (u, x). We therefore must have some y ∈ V m (possibly y = x) such that (u, y) and (u, x) are in the same element of F π . It follows that there are at most 2|V m |(t − 1) choices for f which share an endpoint with e m and, as before, each such f appears together with e m in at most n−3 k−3 copies of K k . We therefore have
By inequalities (4), (5), (6), (7) and (8) we have that a 1 > a 2 + a 3 + a 4 + a 5 since 0.95
We have now completed the proof of Theorem 2.1.
Concluding remarks and open problems
• Although Theorem 1.1 and Theorem 1.2 are stated only for K k , it is easy to see that these theorems also hold for any k-vertex graph. Indeed, if H has k vertices then, trivially, K k has a fractional H-decomposition. Thus, any graph which has a fractional K k -decomposition also has a fractional H-decomposition. It follows that Theorem 1.2 holds also for H. Combining Theorem 1.3 and Theorem 1.2 as explained in the introduction gives that Theorem 1.1 also holds for H.
• For all k ≥ 3, Theorem 1.1 gives a lower bound of 1/9k 10 for c K k . We now prove that c K k ≤ 1/(k + 1). We will prove something slightly stronger; For all > 0 there exists δ > 0 and a graph G with n vertices and δ(G) ≥ n(1 − 1/(k + 1)) − n for which ν *
. We will use a modification of a construction from [5] for this purpose. Let s be a positive integer and let H s be any r-regular graph with 2s(k 3 − k) vertices and
. Such graphs clearly exist for s sufficiently large as a function of k and . Let G s be the graph constructed by blowing up each vertex of K k−1 to a copy of H s . Clearly, G s has n = 2s(k 3 − k)(k − 1) vertices. G s is regular of degree δ = r + 2s(k 3 − k)(k − 2). Notice that δ = n(1 − 1/(k + 1)) − n . However, any K k in G must contain an edge from one of the blown up copies of H s . It follows that
2 ) where δ = δ( , k).
• Theorem 1.2 can be implemented in polynomial time, since given an input graph G with δ(G) ≥ (1 − 1/9k 10 )n + o(n) we are guaranteed by Theorem 1.2 that the solution to the linear program computing ν *
It is shown in [6] that Theorem 1.3 can be implemented in polynomial time, namely, any fractional packing can be converted in polynomial time to an integral packing whose value differs from ν * K k (G) by o(n 2 ). It follows that Theorem 1.1 can also be implemented in polynomial time. The same arguments hold if we replace K k with any k-vertex graph H.
• It is plausible Theorem 1.1 can also be proved for hypergraphs. Namely, for any positive integers k and r with k > r there exists δ = δ(k, r) such that the following holds. Let K r k denote the complete r-uniform hypergraph on k vertices. Then, any n-vertex r-uniform hypergraph H with minimum d-degree at least n−d r−d (1 − δ(k, r) ) for all d = 1, . . . , r − 1, has a K r k -packing of size at least (1 − o(1))e(H)/e(K r k ) (the d-degree of a d-subset of vertices is the number of edges containing the subset). We already have some partial results in this direction. The proof in the hypergraph case turns out to be significantly more involved than in the graph-theoretic case. Details will appear in a separate paper.
• The constant 1/9k 10 is chosen to accommodate all k ≥ 3 throughout all the lemmas. By carefully reviewing all computations for the case k = 3 it is easy to get c K 3 ≥ 1/90000 which is 6 times better than the general constant. We do not bother with the details since there is no indication that this improved lower bound is close to the truth. In fact, if the conjecture of Nash-Williams [9] is true then c K 3 = 1/4.
• Theorem 1.1 should be compared to other packing results which guarantee a tight packing. If all edges of the graph G lie on αn k−2 (1 + o(1)) copies of K k for some α then the result of Frankl and Rödl [4] guarantees a packing of size (1 − o(1))e(G)/e(K k ). However, for any δ > 0, there are graphs with minimum degree at least (1 − δ)n for which no such α exists. For any δ > 0, applying the result of Kahn [8] to graphs with minimum degree at least (1 − δ)n yields a packing of size (1 − β)e(G)/e(K k ), where β is a constant that depends on δ and k and tends to zero as δ tends to zero.
• Theorem 2.1 gives a nontrivial minimum degree requirement which guarantees the existence of an F-decomposition for the family F = {K k , K 2k−1 , K − 2k−1 }. It is interesting to find other more general families F for which nontrivial minimum degree conditions guarantee an Fdecomposition, and which do not rely on the horrible bounds from [5] . Notice that if F contains a bipartite graph with minimum degree one this problem is solved in [12] .
