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A new Bessel type function is found for each ﬁeld of p-adic
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of p-adic numbers. It is the analogue of the classical Hankel
transformation of order zero (Li, 2007 [8]). A global Hankel
transformation is deﬁned on the adele group. It is closely related to
the Euler product formula of the Riemann zeta function. Local and
S-local trace formulas are obtained for the Hankel transformation.
They are generalizations of A. Connes’ corresponding trace formulas
in Connes (1999) [5].
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1. Introduction
In 1940, A. Weil [20] proved that the Riemann hypothesis for curves over ﬁnite ﬁelds. It follows
from an inequality of Castelnuovo and Severi concerning correspondences between algebraic curves.
Mattuck and Tate [13] showed that the inequality of Castelnuovo and Severi is a direct consequence
of the Riemann–Roch theorem. A proof of the Riemann–Roch theorem using the Fourier analysis on
function ﬁelds over a ﬁnite ﬁeld is given in Li [10], and is due to J. Tate in an unpublished work.
Therefore it is possible that we can give a proof of the Riemann hypothesis for function ﬁelds over
a ﬁnite ﬁeld by using the Fourier analysis over function ﬁelds.
A program of proving Riemann hypotheses by using the Fourier analysis on global ﬁelds is given
in Connes [5]. The diﬃculty for realizing the program lies in proving the validity of Connes’ global
trace formula.
As A. Connes pointed out in [5], an obvious diﬃculty is that when v is an Archimedian place there
exists no nonzero function on kv which vanishes as well as its Fourier transform outside a ﬁnite
interval. On the other hand, in 1880 N. Sonine [15] constructed a nontrivial example of a func-
✩ Research supported by National Security Agency H98230-06-1-0061.
E-mail address: xianjin@math.byu.edu.0022-314X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2009.07.008
X.-J. Li / Journal of Number Theory 130 (2010) 386–430 387tion which belongs to L2(0,∞) and vanishes as well as its Hankel transform in an interval (0,a).
A spectral theory involving the gamma function is also derived from properties of the Hankel trans-
formation. Sonine’s theory was further developed by de Branges [1,2]. Since the gamma factor Γ (s/2),
which is associated with the Hankel transformation of order zero as in Lemma 2.4, is required for the
functional equation of the Riemann zeta function as shown in Tate [17], studying the Hankel trans-
formation of order zero might be important for the Riemann zeta function.
The purpose of this paper is to deﬁne a Hankel transformation of order zero in adelic settings over
the rational number ﬁeld (for the simplicity of writings) and to study its basic properties in the spirit
of the fundamental paper [5]. Since the Riemann–Roch theorem (Theorem 4.2.1 in Tate [17]) plays
a crucial role for the positivity of the Weil distribution [19] in Connes’ program [5] for the Riemann
hypothesis, we will generalize the adelic Poisson summation formula to the Hankel transformation in
Li [11].
It should be pointed out that the Hankel transformation here is different from the one of [14] in
the sense that mine is related to the Euler product formula of the Riemann zeta function. But, I don’t
know how to use the local Hankel transform in [14] to build the Euler product formula into structures
presented in this paper.
Let k denote the rational number ﬁeld throughout this paper. For every place v , we denote by kv ,
O v , and Pv the completion of k at v , the maximal compact subring of kv , and the unique maximal
ideal of O v , respectively.
The group A of adeles of k is the restricted direct product of the additive groups kv relative to
subgroups O v . An element a of k is identiﬁed with the adele whose components are all equal to a.
For every place v of k we denote by | |v the valuation of k normalized so that | |v is the ordi-
nary absolute value if v is real, and |πv |v = 1/p if O v/Pv contains p elements where Pv = πv O v .
Throughout this paper, v and p are always corresponding to each other in this way.
The group J of ideles of k is the restricted direct product of the multiplicative groups k∗v relative
to subgroups O ∗v of units of kv . Let J1 be the set of ideles α = (αv) such that
∏ |αv |v = 1. We denote
by Ck for the idele class group J/k∗ .
Let ψv be the additive character of kv constructed in Section 2.2 of Tate [17]. Then it is trivial
on O v and nontrivial on π−1v O v for v = ∞. Put ψ(α) =
∏
v ψv (αv) for α = (αv) ∈ A. Then ψ is
a character on A. It is trivial on k; that is, ψ(α) = 1 for all α ∈ k.
For a nontrivial character χv of kv with v = ∞, the largest integer ν such that χv is trivial on P−νv
is called the order ord(χv) of χv . Thus ord(ψv) = 0 for all v = ∞. For every integer n, the identity
ψv(xt) = 1 holds for all t in Pnv if, and only if, x ∈ P−nv .
Let d−1v = {α ∈ kv : ψv(aα) = 1 for all a ∈ O v}. Then an integer rv exists such that d−1v = π rvv O v .
The identity
ord(ψv) = −rv
holds for all v . It follows that d−1v = O v for all ﬁnite places v of k.
For any place v of k, we select a ﬁxed Haar measure dαv on the additive group kv as follows:
dαv = the ordinary Lebesgue measure on the real line if v is real, and dαv = that measure for which
O v get measure 1 if v is ﬁnite. Then a unique Haar measure dα =∏v dαv on A exists such that∫
A
f (α)dα =
∏
v
∫
kv
f v(αv)dαv
holds for every function f of the form f (α) =∏v f v(αv) ∈ L1(A) provided f v(x) = 1 for x ∈ O v and
f v(x) = 0 for x /∈ O v for almost all v .
The Fourier transform f̂ of a function f ∈ L1(A) is deﬁned by
f̂ (β) =
∫
f (α)ψ(−αβ)dα.
A
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f (α) =
∫
A
f̂ (β)ψ(αβ)dβ
holds if f is continuous and f̂ ∈ L1(A); see Tate [17].
For Haar measures on multiplicative groups k∗v , J ,Ck , we adopt Weil’s normalization as follows;
see Section 3 of Weil [19].
Let G be a locally compact abelian group with a nontrivial proper continuous homomorphism
G → R∗+, g → |g|
whose range is cocompact in R∗+ . Then there exists a unique Haar measure d∗g on G such that∫
|g|∈[1,Λ]
d∗g ∼ logΛ (1.1)
when Λ → ∞. Let G0 = {g ∈ G: |g| = 1}. We identify G/G0 with the range N of the module. Choose
a measure d∗n on N such that (1.1) holds for∫
G
f (g)d∗g =
∫
N
( ∫
G0
f (ng0)dg0
)
d∗n
where the Haar measure dg0 is normalized so that∫
G0
dg0 = 1.
In particular, if N = R∗+ then the unique Haar measure on G satisfying (1.1) is
d∗g = d∗ndg0 with d∗n = dn
n
. (1.2)
If N = qZ , then the unique Haar measure on G satisfying (1.1) is given by∫
G
f (g)d∗g = logq
∑
n∈Z
∫
G0
f
(
qng0
)
dg0. (1.3)
Let h be a smooth even function having a compact support in L2(R∗). We deﬁne an operator U (h)
acting on L2(R) by
U (h) f (x) =
∫
R∗
h
(
λ−1
)
f (λx)d∗λ
for f ∈ L2(R), where the measure d∗λ on R∗ is chosen according to (1.2). Note that
U (h) f (x) = 1
2
∞∫ {
h
(
λ−1
)
f (λx)+ h(−λ−1) f (−λx)}dλ
λ
.0
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odd.
Let PΛ be the orthogonal projection of L2(R) onto the subspace
PΛ =
{
f ∈ L2(R): f (x) = 0 for |x| > Λ}.
Put
RΛ = H∞PΛH∞PΛ,
where H∞ is the Hankel transform of order 0 given as in (2.1) with ν = 0.
The following result is a generalization of the Archimedian part of Theorem 3 in Connes [5] to the
classical Hankel transformation of order zero.
Theorem 1. The operator RΛU (h) is of trace class on L2(R), and its trace is given by the formula
trace
(
RΛU (h)
)= 2h(1) logΛ+ h(1) log(2π) + γ h(1)
+ lim
→0
( ∫
|λ−1|
h(λ−1)
λ
dλ
|λ2 − 1| + h(1) log
)
+ o(1)
as Λ → ∞, where γ is Euler’s number.
Let f be a smooth function on kv . As the analogue on kv of the classical Hankel transformation of
order zero, we deﬁne local Hankel transform Hv f of order zero of f by
Hv f (β) =
∫
kv
f (α) J v(α,β)|α/β|dα
for nonzero β in kv , where
J v(α,β) =
⎧⎪⎨⎪⎩
−(1+ p−1)|β| if |αβ| 1,
|α|−1 ∫|x|=pn ψv(x)ψv(pαβx−1)dx if 1< |αβ| = p2n−1, n = 1,2, . . . ,
0 if 1< |αβ| = p2n, n = 1,2, . . . .
A different local Hankel transformation is deﬁned in Li [9], which is a unitary operator on L2(kv ).
The local Bessel function here is different from the one of [7] in the sense that mine is related to the
Euler product formula of the Riemann zeta function. But, I don’t know how to use the local Bessel
function in [7] to build the Euler product formula into structures presented in this paper.
For the local Hankel transformation of order zero, we obtain the following inversion formula.
Theorem 2. Let f be a smooth function on kv . Then the inversion formula
f (γ ) =
∫
kv
J v(β,γ )|β/γ |
( ∫
kv
f (α) J v(α,β)|α/β|dα
)
dβ
holds for all nonzero γ ∈ kv .
We also have the following Plancherel type formula.
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‖Hv f ‖L2(kv ,|β|dβ) = ‖ f ‖L2(kv ,|α|dα).
Let S(k∗v ) be the Schwartz–Bruhat space on k∗v , which is the space of all local constant functions
on k∗v with compact support. Let h be a real-valued function in S(k∗v ) such that h(α) = h(|α|) for all
α ∈ kv . We deﬁne an operator U (h) acting on L2(kv ) by
U (h) f (x) =
∫
k∗v
h
(
λ−1
)
f (λx)d∗λ
for f ∈ L2(kv ), where the measure d∗λ on k∗v is chosen according to (1.3). Since h is an even function,
U (h) f is always an even function and U (h) f (x) = 0 for all x ∈ k∗v when f is odd.
Let PΛ be the orthogonal projection of L2(kv ) onto the subspace
PΛ =
{
f ∈ L2(kv): f (x) = 0 for |x| > Λ
}
.
Put
RΛ = Hv PΛHv PΛ.
As a generalization of the non-Archimedian part of Theorem 3 in Connes [5] to the local Hankel
transformation of order zero, we obtain the following local trace formula.
Theorem 4. The operator RΛU (h) is of trace class on L2(kv ), and its trace is given by the formula
trace
(
RΛU (h)
)= 2h(1) log′ Λ+ ′∫
k∗v
h(u−1)
|1− u|v
d∗u
max{1, |u|v} + o(1),
where 2 log′ Λ = ∫
λ∈k∗v , |λ|∈[Λ−1,Λ] d
∗λ and where the principal value
∫ ′ is uniquely determined by the unique
distribution on k∗v which agrees with d
∗uv|1−u|v for u = 1 and whose Fourier transform vanishes at 1.
Note that by (5.10)
∫
k∗v
′ h(u−1)
|1− u|v
d∗u
max{1, |u|v} =
∞∑
m=1
log p
(
h
(
pm
)+ h(p−m)
p2m
)
.
Let S be a ﬁnite set of places of k containing the inﬁnite place of k, and let S ′ = S − {∞}. We
deﬁne
AS = R+ ×
∏
v∈S ′
kv
and
O ∗S =
{
ξ ∈ k∗: ξ > 0, |ξ |v = 1, v /∈ S
}
.
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∏
v∈S ′
k∗v
and
J1S =
{
α ∈ J S : |α|S = 1
}
.
The quotient group CS is deﬁned by
CS = J S/O ∗S .
Let
DS = R+ ×
∏
v∈S ′
O ∗v .
Then DS is a fundamental domain for the action of O ∗S on J S .
The Schwartz space S(R) is the space of all smooth functions f , all of whose derivatives are of
rapid decay; that is
∂k f
∂xk
(x) = O ((1+ |x|)−N)
for all integers k 0 and N > 0. Let S(A) be the Schwartz–Bruhat space on A (cf. Bruhat [4]), whose
functions are ﬁnite linear combinations of functions of the form
f (α) =
∏
v
f v(αv)
where
(1) f v is in the Schwartz space S(R) if v is the inﬁnite place of k,
(2) f v belongs to S(kv ), the space of locally constant and compactly supported functions on kv if v
is ﬁnite, and
(3) f v = 1O v , the characteristic function of O v , for almost all v .
The subspace of S(R), which consists of functions f such that f (x) tend to zero faster than any
positive power of x as x → 0+, is denoted by S(R+).
We deﬁne a S-local Bessel function by
BS(α) = 2π J0(2πα∞)
∏
v∈S ′
J v(αv ,1)
for α = (αv) ∈ AS with |α|S = 0. For f = ∏v∈S f v ∈ S(AS ), we deﬁne its S-local Hankel transform
HS f by
HS f (β) =
∫
A
f (α)BS(αβ)|α|S dα
S
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∞∫
0
f∞(α∞) J0(2πα∞β∞)α∞ dα∞
×
∏
v =∞,v∈S
∫
kv
f v(αv) J v(αvβv ,1)|αv |v dαv (1.4)
for β = (βv ) ∈ AS with |β|S = 0; that is
HS f (β) =
∏
v∈S
Hv f v(βv).
We choose the Haar measure
d∗α = ρ−1S
dα
|α| (1.5)
on J S with dα =∏v∈S dαv , where ρS =∏v∈S ′ (1− p−1v ). Thus d∗α is also a Haar measure on CS (or
equivalently on the fundamental domain DS ) satisfying (1.1).
For XS = AS/O ∗S , we deﬁne L2(XS) to be the Hilbert space that is the completion of the Schwartz–
Bruhat space S(AS ) for the inner product given by
〈 f , g〉L2(XS ) =
∫
CS
( ∑
ξ∈O∗S
f (ξα)
)( ∑
η∈O∗S
g¯(ηα)
)
|α|d∗α (1.6)
for f , g ∈ S(AS ). The Hilbert space L2(XS) consists of equivalence classes under the equivalence rela-
tion f ∼ g if ES ( f ) = ES (g), where
ES( f )(α) = |α|1/2S
∑
ξ∈O∗S
f (ξα)
for f , g ∈ S(AS ).
Let h(λ) = h(|λ|) be a real-valued function in S(CS ) such that h(λ) is a ﬁnite sum of smooth and
compactly supported functions of the form ∏
v∈S
hv
(|λv |v) (1.7)
on J S with
hv
(|λv |v) | log |λv |v |nv|λv |v (1.8)
as |λv |v → ∞ for some nonnegative integers nv for all v ∈ S . An operator U (h) on the space L2(XS)
is deﬁned by
U (h) f (x) =
∫
DS
h
(
λ−1
)
f (λx)d∗λ
for f ∈ L2(XS), where d∗λ is given in (1.5).
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Shakarchi [16], we can extend HS to be a unitary operator on L2(XS , |x|Sdx). Let PΛ be the orthogonal
projection of L2(XS ) onto the subspace
PΛ =
{
f ∈ L2(XS): f (x) = 0 for |x|S > Λ
}
.
Put
RΛ = HS PΛHS PΛ.
As a generalization of A. Connes’ S-local trace formula (Theorem 4 in [5]), we obtain the following
S-local trace formula for the S-local Hankel transformation.
Theorem 5. Assume that h satisfy (1.7) and (1.8). The operator RΛU (h) is of trace class on L2(XS), and its
trace is given by the formula
trace
(
RΛU (h)
)= 2h(1) log′ Λ+ h(1) log(2π)+ γ h(1)
+ lim
→0
( ∫
|λ−1|
h(λ−1)
λ
dλ
|λ2 − 1| + h(1) log
)
+
∑
v∈S, v =∞
∫
k∗v
′ h(|u|−1v )
|1− u|v
d∗u
max{1, |u|v} + o(1),
where 2 log′ Λ = ∫
λ∈DS ,Λ−1|λ|Λ d
∗λ and where the principal value
∫ ′ is uniquely determined by the unique
distribution on k∗v which agrees with d
∗uv|1−u|v for u = 1 and whose Fourier transform vanishes at 1.
The paper is organized as follows: the classical Hankel transformation is reviewed in Section 2.
In Section 3, we prove Theorem 1 with the help of Watson’s monumental treatise on Bessel func-
tions [18]. The local Bessel function J v(α,β) and the local Hankel transformation Hv are studied in
Section 4, which were motivated from the beautiful paper [14]. Theorem 2 and Theorem 3 are also
proved in this section. In Section 5, we prove Theorem 4. The S-local Hankel transformation is studied
in Section 6. A proof of Theorem 5 is also given in this section.
The author wishes to thank A. Connes for his many helps while the author is trying to understand
the fundamental paper [5] and to thank J. Tate for his helping the author to clarify a concept con-
cerning Haar measures on adeles and ideles. He also wants to thank the referees for their valuable
suggestions of improving the presentation of this paper.
2. The Hankel transformation
Let ν > −1. The Bessel function of order ν is given by
Jν(x) =
∞∑
n=0
(−1)n (x/2)
ν+2n
n!Γ (1+ ν + n)
for x> 0.
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√
t ∈ L1(R+), where R+ = (0,∞). Its Hankel transform H f of
order ν is given by
H f (x) =
∞∫
0
f (t) Jν(xt)t dt
for all x> 0.
Lemma 2.1. Let f be a continuous function on R+ such that f (t)
√
t ∈ L1(R+). Then
f (x) =
∞∫
0
Jν(xu)u du
∞∫
0
f (y) Jν(uy)y dy
and
∞∫
0
∣∣H f (x)∣∣2xdx = ∞∫
0
∣∣ f (t)∣∣2t dt
for ν −1/2.
Proof. The ﬁrst stated identity is Hankel’s theorem in Section 14.4 of Watson [18].
Since
〈H f , g〉L2(R+,xdx) =
∞∫
0
g¯(x)
( ∞∫
0
f (t) Jν(xt)t dt
)
xdx
=
∞∫
0
f (t)
( ∞∫
0
g(x) Jν(xt)xdx
)
t dt
= 〈 f , Hg〉L2(R+,t dt),
by the ﬁrst stated identity
〈 f , f 〉L2(R+,t dt) =
〈
H(H f ), f
〉
L2(R+,t dt)
= 〈H f , H f 〉L2(R+,xdx).
That is,
∞∫
0
∣∣ f (t)∣∣2t dt = ∞∫
0
∣∣H f (x)∣∣2xdx.
This completes the proof of the lemma. 
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(H∞ f )(x) = 2π(H f )(2πx) = 2π
∞∫
0
f (t) Jν(2πxt)t dt (2.1)
for x ∈ (0,∞).
Theorem 2.2. Let f be a continuous function such that f (t)
√
t ∈ L1(R+). Then(
H∞(H∞ f )
)
(x) = f (x) (2.2)
for x ∈ (0,∞), and
‖H∞ f ‖L2(R+,xdx) = ‖ f ‖L2(R+,t dt). (2.3)
Proof. By Lemma 2.1,
(
H∞(H∞ f )
)
(x) = 2π
∞∫
0
(H∞ f )(y) Jν(2πxy)y dy
= 4π2
∞∫
0
Jν(2π yx)y dy
∞∫
0
f (t) Jν(2π yt)t dt
=
∞∫
0
Jν(ux)u du
∞∫
0
f (t) Jν(ut)t dt = f (x)
and
∞∫
0
∣∣H∞ f (x)∣∣2xdx = 4π2 ∞∫
0
∣∣H f (2πx)∣∣2xdx
=
∞∫
0
∣∣H f (u)∣∣2u du
=
∞∫
0
∣∣ f (t)∣∣2t dt.
Hence
‖H∞ f ‖L2(R+,xdx) = ‖ f ‖L2(R+,t dt).
This completes the proof of the theorem. 
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Proof. We have
H∞ f (x) = 2π
∞∫
0
e−πt2 J0(2πxt)t dt
= 2π
∞∑
n=0
(−1)n
n!2 (πx)
2n
∞∫
0
e−πt2t2n+1 dt
=
∞∑
n=0
(−πx2)n
n! = f (x).
This completes the proof of the lemma. 
Let f be an element in L2(0,∞) such that f and H∞ f tend to zero faster than any positive power
of x as x → 0. Its weighted Mellin transform F (z) is deﬁned by
F (z) = π− 1−iz2 Γ
(
1− iz
2
) ∞∫
0
f (t)tiz dt (2.4)
for (z) 0. Assume that H∞ is given as in (2.1) with ν = 0. For g(x) = (H∞ f )(x), we deﬁne
G(z) = π− 1−iz2 Γ
(
1− iz
2
) ∞∫
0
g(t)tiz dt (2.5)
for (z) 0.
Lemma 2.4. Let F and G be given as in (2.4) and (2.5), respectively. Then they have analytic extension to the
lower half-plane and satisfy
G(z) = F (−z)
for all complex z.
Proof. Let x be any ﬁxed positive number. If A(t) = e−πx2t2 , by Lemma 2.3 H∞A(t) = x−2e−πx−2t2 . By
Theorem 2.2,
∞∫
0
f (t)A(t)t dt =
∞∫
0
g(t)H∞A(t)t dt.
That is,
∞∫
f (t)e−πx2t2t dt =
∞∫
g(t)x−2e−πx−2t2t dt0 0
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∞∫
0
xiz dx
∞∫
0
f (t)e−π(xt)2t dt =
∞∫
0
xiz dx
∞∫
0
g(t)x−2e−π(x−1t)2t dt (2.6)
for real z. The left side of (2.6) is equal to
∞∫
0
f (t)t−iz dt
∞∫
0
xize−πx2 dx = 1
2
π−
1+iz
2 Γ
(
1+ iz
2
) ∞∫
0
f (t)t−iz dt
= 1
2
F (−z)
for real z, and the right side of (2.6) equals
∞∫
0
g(t)tiz dt
∞∫
0
x−ize−πx2 dx = 1
2
G(z)
for real z. Therefore
G(z) = F (−z)
for all real z. Since F and G are analytic in the upper half-plane of z and continuous in the closed
upper half-plane, they have analytic extension to the lower half-plane. The extended F and G satisfy
G(z) = F (−z)
for all complex z
This completes the proof of the lemma. 
3. Proof of Theorem 1
Proof of Theorem 1. Since U (h) f = 0 if f is an odd function, throughout the proof we assume that
f represents an even function in L2(R).
Let δ be the Dirac distribution, and let
k(x, y) =
∫
R∗
h
(
λ−1
)
δ(y − λx)d∗λ
for x, y ∈ R. Then
U (h) f (x) =
∫
R
k(x, y) f (y)dy.
If the adjoint of U (h) is denoted by U (h)t , then
U (h)t f (x) =
∫
k(y, x) f (y)dy.R
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to be the Hankel transform of order 0. Let RtΛ denote the adjoint of RΛ . Then R
t
Λ = PΛHt∞PΛHt∞ .
Since
〈
H∞ f (x), g(x)
〉
L2(R+) =
∞∫
0
f (t)
(
2πt
∞∫
0
g(x) Jν(2πxt)dx
)
dt,
we have
Ht∞g(t) = 2πt
∞∫
0
g(x) Jν(2πxt)dx.
Let
rtΛ(x, y) = 4π2xρΛ(x)
∞∫
0
ρΛ(u) Jν(2πxu) Jν(2π yu)u du
for x, y  0, where ρΛ(x) = 1 when |x|Λ and ρΛ(x) = 0 when |x| > Λ. Then
RtΛ f (x) =
∞∫
0
rtΛ(x, y) f (y)dy
for x 0. It follows that
U (h)t RtΛ f (x) =
∞∫
0
f (u)
{ ∫
R
k(y, x)rtΛ(y,u)dy
}
du.
An argument similar to that made for the proof of Theorem 2.18 in [6] shows that RΛU (h) is of trace
class on L2(R). By results in [3],
trace
(
RΛU (h)
)= ∫
R
dx
∞∫
0
k(x, y)rtΛ(x, y)dy.
We have
2π
∞∫
0
rtΛ(x, y) Jν(2π yξ)y dy
= 8π3xρΛ(x)
∞∫
0
Jν(2π yξ)y dy
∞∫
0
ρΛ(u) Jν(2πxu) Jν(2π yu)u du
= 2πxρΛ(x)
∞∫
0
Jν(yξ)y dy
∞∫
0
ρΛ(u) Jν(2πxu) Jν(yu)u du
= 2πxρΛ(x)ρΛ(ξ) Jν(2πxξ) (3.1)
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2π
∞∫
0
k(x, y) Jν(2π yξ)dy = 2π
∫
R∗
h
(
λ−1
)
d∗λ
∞∫
0
δ(y − λx) Jν(2π yξ)dy
= π
∫
R∗
h
(
λ−1
)
Jν
(
2π |λx|ξ)d∗λ. (3.2)
It follows from (3.1), (3.2) and Theorem 2.2 that
trace
(
RΛU (h)
)= 4π2 ∫
R∗
h
(
λ−1
)
d∗λ
∫
0x, ξΛ
Jν(2πxξ) Jν
(
2π |λ|xξ)xξ dxdξ
= 4π2
∫
0x, ξΛ
Jν(2πxξ)xξ dxdξ
∞∫
0
h
(
λ−1
)
λ−2 Jν(2πλxξ)λdλ.
Let g(λ) = h(λ−1)λ−2. Since h has compact support in L2(R∗), g is a function in L2(0,∞). Thus
trace
(
RΛU (h)
)= 4π2 ∫
0x, ξΛ
Hg(2πxξ) Jν(2πxξ)xξ dxdξ
=
2πΛ2∫
0
Hg(u) Jν(u)u
(
log(2π) + 2 logΛ− logu)du.
By formula (1) in Section 5.1 of Watson [18],
u∫
0
tν+1 Jν(t)dt = uν+1 Jν+1(u). (3.3)
Since h is a smooth function with compact support in L2(R∗), by using (3.3) and partial integration
we ﬁnd that
Hg(u) =
∞∫
0
h(λ−1)
λ
Jν(λu)dλ
= u−2
∞∫
0
λν+2 d
dλ
(
λ−1 d
dλ
[
h
(
λ−1
)
λ−2−ν
])
Jν+2(λu)dλ
= O (u−5/2). (3.4)
It follows that
∞∫
2
Hg(u) Jν(u)u(log2π + 2 logΛ− logu)du = o(1)
2πΛ
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trace
(
RΛU (h)
)= 2h(1) logΛ+ h(1) log2π − ∞∫
0
Hg(u) Jν(u)u logu du + o(1). (3.5)
By the argument in Section 14.42 of Watson [18],
∞∫
0
Hg(u) Jν(u)u logu du =
∞∫
0
Jν(u)u logu du
∞∫
0
g(λ) Jν(λu)λdλ
= lim
τ→∞
∞∫
0
h(λ−1)
λ
dλ
τ∫
0
Jν(λu) Jν(u)u logu du (3.6)
if the limit on the right side exists. By formula (8) in Section 5.11 of Watson [18],
u∫
0
Jν(Rt) Jν(rt)t dt = R Jν+1(uR) Jν(ur)− r Jν+1(ur) Jν(uR)
R2 − r2 u.
It follows that
τ∫
0
Jν(u) Jν(λu)u logu du = τ logτ λ Jν+1(τλ) Jν(τ )− Jν+1(τ ) Jν(τλ)
λ2 − 1
−
τ∫
0
λ Jν+1(uλ) Jν(u) − Jν+1(u) Jν(uλ)
λ2 − 1 du (3.7)
for λ = 1. By formula (8) in Section 13.42 of Watson [18]
∞∫
0
Jν+1(at) Jν(bt)dt =
⎧⎨⎩
bν/aν+1 if b < a,
1/(2b) if b = a,
0 if b > a
(3.8)
for ν > −1. It follows from (3.8) that
−
∞∫
0
λ Jν+1(uλ) Jν(u) − Jν+1(u) Jν(uλ)
λ2 − 1 du =
−1
|λ2 − 1|
{
λ−ν if λ > 1,
λν if λ < 1.
(3.9)
Let  be a suﬃciently small positive number. We write
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τ→∞
∫
|λ−1|
h(λ−1)
λ
τ logτ
λ Jν+1(τλ) Jν(τ )− Jν+1(τ ) Jν(τλ)
λ2 − 1 dλ
= lim
τ→∞τ logτ
{
Jν(τ )
∫
|λ−1|
h
(
λ−1
) Jν+1(τλ)
λ2 − 1 dλ− Jν+1(τ )
∫
|λ−1|
h(λ−1) Jν(τλ)
λ(λ2 − 1) dλ
}
.
By formula (1) in Section 3.61 and (3)–(4) in Section 7.2 of Watson [18],
Jν(u) =
(
2
πu
)1/2
cos
(
u − 1
2
νπ − 1
4
π
)
+ O (u−3/2) (3.10)
as u → ∞. Since h is a smooth function and has a compact support in R∗ , by (3.10) and partial
integration we ﬁnd that
lim
τ→∞
∫
|λ−1|
h(λ−1)
λ
τ logτ
λ Jν+1(τλ) Jν(τ ) − Jν+1(τ ) Jν(τλ)
λ2 − 1 dλ
= lim
τ→∞
(
2τ
πλ
)1/2
logτ
{
Jν(τ )
∫
|λ−1|
h
(
λ−1
) sin(τλ− νπ2 − π4 )
λ2 − 1 dλ
− Jν+1(τ )
∫
|λ−1|
h(λ−1) cos(τλ − νπ2 − π4 )
λ(λ2 − 1) dλ
}
= 0. (3.11)
From now on we assume that ν = 0. By (3.7), (3.9) and (3.11)
lim
τ→∞
∫
|λ−1|
h(λ−1)
λ
dλ
τ∫
0
J0(λu) J0(u)u logu du = −
∫
|λ−1|
h(λ−1)
λ
dλ
|λ2 − 1| . (3.12)
We have
lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ
dλ
τ∫
0
J0(λu) J0(u)u logu du
= lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ
dλ
τ∫
1
J0(λu) J0(u)u logu du + o(1),
where o(1) → 0 as  → 0. By formula (1) in Section 3.61 and (3)–(4) in Section 7.2 of Watson [18],
we have
J0(u) =
(
2
πu
)1/2[
cos
(
u − 1
4
π
)
+ 1
8u
sin
(
u − 1
4
π
)]
+ O (u−5/2) (3.13)
as u → ∞. Then it follows from (3.13) that
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τ→∞
∫
|λ−1|<
h(λ−1)
λ
dλ
τ∫
0
J0(λu) J0(u)u logu du
= lim
τ→∞
2
π
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
1
[
cos
(
λu − 1
4
π
)
+ 1
8λu
sin
(
λu − 1
4
π
)]
×
[
cos
(
u − 1
4
π
)
+ 1
8u
sin
(
u − 1
4
π
)]
logu du + o(1)
= lim
τ→∞
2
π
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
1
cos
(
λu − 1
4
π
)
cos
(
u − 1
4
π
)
logu du + o(1)
= lim
τ→∞
1
π
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
1
[
cos(λ − 1)u + sin(λ + 1)u] logu du + o(1).
By partial integrations we ﬁnd that
lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
1
(logu) sin(λ+ 1)u du
= lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ3/2(λ + 1)
{
−(logτ ) cos(λ + 1)τ +
τ∫
1
cos(λ+ 1)u
u
du
}
dλ
= o(1).
Thus
lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ
dλ
τ∫
0
J0(λu) J0(u)u logu du
= lim
τ→∞
1
π
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
0
cos(λ − 1)u logu du + o(1).
By partial integration,
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
0
cos(λ− 1)u logu du
=
τ∫
0
logu
u
{
sinu
(
h(1/(1+ ))
(1+ )3/2 +
h(1/(1− ))
(1− )3/2
)
−
∫
|λ−1|<
d
dλ
(
h(λ−1)
λ3/2
)
sin(λ− 1)u dλ
}
du.
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τ∫
0
logu
u
sin(λ − 1)u du = λ− 1|λ− 1|
{ |λ−1|τ∫
0
logu
u
sinu du
− log |λ− 1|
|λ−1|τ∫
0
sinu
u
du
}
 ∣∣log |λ − 1|∣∣
when |λ− 1| <  , we have
lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ3/2
dλ
τ∫
0
cos(λ− 1)u logu du = h(1)c −πh(1) log + o(1)
where
c = 2
∞∫
0
logu
u
sinu du.
Let 0< p < 1, and let C be the contour in counterclockwise direction which consists of the boundary
of region {z = reiθ :   r  R, θ = 0, π2 }. Then∫
C
zp−1e−z dz = 0.
If we let  → 0 and R → ∞, the above identity can be written as
∞∫
0
xp−1e−x dx+ ip
0∫
∞
xp−1e−ix dx = 0.
That is,
∞∫
0
xp−1e−ix dx = i−pΓ (p).
It follows that
∞∫
0
xp−1 sin xdx = Γ (p) sin pπ
2
= Γ (1+ p)
(
π
2
+
∞∑
k=1
(−1)k
(2k + 1)!
(
π
2
)2k+1
p2k
)
. (3.14)
If we differentiate (3.14) with respect to p and then let p → 0, we ﬁnd that
∞∫
log x
x
sin xdx = π
2
Γ ′(1) = −π
2
γ .0
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lim
τ→∞
∫
|λ−1|<
h(λ−1)
λ
dλ
τ∫
0
J0(λu) J0(u)u logu du = −γ h(1)− h(1) log + o(1). (3.15)
It follows from (3.5), (3.6), (3.12) and (3.15) that
trace
(
RΛU (h)
)= 2h(1) logΛ+ h(1) log2π + γ h(1)
+ lim
→0
( ∫
|λ−1|
h(λ−1)
λ
dλ
|λ2 − 1| + h(1) log
)
+ o(1).
This completes the proof of Theorem 1. 
4. Local Hankel transformation
Let χ be a (multiplicative) unitary character on k∗v . If χ is trivial on A0 = O ∗v , we say that χ is
unramiﬁed or has ramiﬁcation degree 0. If χ is trivial on An = 1 + Pnv , but not on An−1 (n  1), we
say that χ is ramiﬁed and has ramiﬁcation degree n.
Let f be a function in L2(kv ). The principal value integral of f is deﬁned by
P
∫
kv
f (x)dx = lim
n→∞
∫
p−n|x|pn
f (x)dx.
The Cesaro summability integral of f is deﬁned by
(C,1)
∫
k
f (x)dx = lim
n→∞
1
n + 1
n∑
k=0
∫
p−k|x|pk
f (x)dx.
Let ψv be the character deﬁned in Section 2 for the additive group kv . We deﬁne a gamma function
by
Γ (χv) =
⎧⎪⎨⎪⎩
P
∫
kv
ψv(x)χv(x)|x|−1 dx if χv is ramiﬁed,
P
∫
kv
ψv(x)|x|α−1 dx if χv(x) = |x|α with (α) > 0,
(C,1)
∫
kv
ψv(x)|x|α−1 dx if χv(x) = |x|α with (α) = 0 and α = 0,
where χv ( ≡ 1) is a character on k∗v (not necessarily unitary).
Lemma 4.1. (See Theorem 1 in Sally and Taibleson [14].) We have
Γ
(|x|α)= 1− pα−1
1− p−α
if α = 0, where p is given by |πv |v = 1/p.
Note that the order of ψv is assumed to 0 in [14]. This is true for the character ψv given in
Section 2. Otherwise, the right side of the stated identity in Lemma 4.1 should be multiplied by
p−ν/2 with ν being the order of ψv .
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|x|=1 ψv(ux)χ(x)dx = 0.
Let k̂∗v be the group of unitary characters χ on k∗v . Writing χ = χ∗|x|iα with −π/log p < α 
π/log p and with χ∗ being a character of O ∗v , we see that k̂∗v can be viewed as a countable discrete
collection of circles with each circle Tχ∗ being indexed by a character χ∗ of O ∗v . A Haar measure dχ
on k̂∗v is given by integrating over each circle Tχ∗ with respect to the usual measure dα, and then
summing over the countable collection of circles Tχ∗ . In particular, for f ∈ L1(̂k∗v ,dχ) we deﬁne
∫
k̂∗v
f (χ)dχ = 1
2π
∑
χ∗
π/log p∫
−π/log p
f
(
χ∗|x|iα)dα
where the sum is over all unitary characters χ∗ of O ∗v .
Let f ∈ L1(k∗v ,d∗x), where the Haar measure d∗x on k∗v is chosen according to (1.3). The Fourier
transform of f is deﬁned by
f̂ (χ) =
∫
k∗v
f (x)χ(x)d∗x.
By Theorem in Section 36B of Loomis [12] and by our choice of the Haar measure dχ on k̂∗v , the
Fourier inversion formula
f (x) =
∫
k̂∗v
f̂ (χ)χ−1(x)dχ
holds if f is continuous and f̂ ∈ L1(̂k∗v ,dχ).
Lemma 4.3. Let |α| = pm for a positive integer m, and let
Fk(α) =
∫
|x|=pk
ψv(x)ψv(α/x)dx
for 1 k <m. If Fk(α) = 0, then m is an even integer and k =m/2.
Proof. Let
f1(x) =
{
ψv(x)|x| if |x| = pk ,
0 otherwise,
and
f2(x) =
{
ψv(x) if |x| = pm−k ,
0 otherwise.
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on (k∗v ,d∗x). Then Gk(α) = log p1−p−1 Fk(α). Since f̂1 ∗ f2 = f̂1 f̂2 and since
Gk(α) =
∫
k̂∗v
f̂1 ∗ f2(χ)χ−1(α)dχ
by the Fourier inversion formula, if Fk(α) = 0 (that is, if Gk(α) = 0), then we must have
f̂1(χ0) f̂2(χ0) = 0 for at least one character χ0.
Since
f̂1(χ) = log p
1− p−1
∫
|x|=pk
ψv(x)χ(x)dx
and
f̂2(χ) = log p
1− p−1
∫
|x|=pm−k
ψv(x)χ(x)
dx
|x| ,
by Lemma 4.2 we have that f̂1(χ) = 0 if and only if either χ is unramiﬁed and k = 1, or χ is ramiﬁed
of degree k, and that f̂2(χ) = 0 if and only if either χ is unramiﬁed and m − k = 1, or χ is ramiﬁed
of degree m − k. That is, f̂1(χ) f̂2(χ) = 0 if and only if either χ is unramiﬁed and k = 1, m = 2, or
χ is ramiﬁed of degree k =m/2 with m being an even integer. Therefore, if Fk(α) = 0 then m is an
even integer and k =m/2.
This completes the proof of the lemma. 
We deﬁne a local Bessel function by
J v(α,β) = P
∫
kv
ψv
(
αx+ pβ
x
)
dx
for nonzero elements α and β in kv . Throughout this paper, the prime number p inside ψv is always
meant to be π−1v .
Theorem 4.4.We have
J v(α,β) =
⎧⎪⎨⎪⎩
−(1+ p−1)|β| if |αβ| 1,
|α|−1 ∫|x|=pn ψv(x)ψv(pαβx−1)dx if 1< |αβ| = p2n−1, n = 1,2, . . . ,
0 if 1< |αβ| = p2n, n = 1,2, . . ..
Proof. Let p|αβ| = pm for an integer m. If m 0, we write
J v(α,β) = p|β|P
∫
kv
ψv(pαβx)ψv
(
x−1
)
dx.
Hence
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∞∑
n=−∞
∫
|x|=pn
ψv(pαβx)ψv
(
x−1
)
dx
= p|β|
[ ∞∑
n=1
∫
|x|=p−n
ψv
(
x−1
)
dx+
∞∑
n=0
∫
|x|=pn
ψv(pαβx)dx
]
.
Since ψv is trivial on O v and is nontrivial on P−1v ,∫
|x|=p−n
ψv
(
x−1
)
dx = p−2n
∫
|x|=pn
ψv(x)dx
=
{−p−2 if n = 1,
0 if n = 2,3, . . . .
We also have ∫
|x|=pn
ψv(pαβx)dx = 1
p|αβ|
∫
|x|=pn+m
ψv(x)dx
= 1
p|αβ|
⎧⎨⎩
pn+m(1− 1p ) if n = 0,1, . . . ,−m,
−1 if n = −m + 1,
0 if n = −m + 2,−m + 3, . . . .
It follows that
J v(α,β) = −
(
1+ p−1)|β|
when |αβ| < 1.
Next, we assume that m > 0. We write
J v(α,β) = |α|−1P
∫
kv
ψv(x)ψv
(
pαβ
x
)
dx.
Hence
J v(α,β) = 1|α|
∞∑
n=−∞
∫
|x|=pn
ψv(x)ψv
(
pαβ
x
)
dx
= 1|α|
[ ∞∑
n=0
∫
|x|=p−n
ψv
(
pαβ
x
)
dx+
∞∑
n=1
∫
|x|=pn
ψv(x)ψv
(
pαβ
x
)
dx
]
.
We have ∫
|x|=p−n
ψv
(
pαβ
x
)
dx =
{−1/p|αβ| if n = 0 andm = 1,
0 if n = 1,2, . . . .
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m−1∑
n=1
∫
|x|=pn
ψv(x)ψv
(
pαβ
x
)
dx =
{
Fm/2(pαβ) ifm is even,
0 ifm(> 1) is odd.
For n =m,m+ 1, . . . ,
∫
|x|=pn
ψv(x)ψv
(
pαβ
x
)
dx =
∫
|x|=pn
ψv(x)dx
=
{−1 if n =m = 1,
0 if n =m + 1,m + 2, . . . .
Thus
J v(α,β) =
⎧⎨⎩
−(1+ p−1)|α|−1 if |αβ| = 1,
|α|−1Fn(pαβ) if 1< |αβ| = p2n−1,
0 if 1< |αβ| = p2n.
This completes the proof of the theorem. 
If f is a function on kv , which is constant on the cosets in kv of Pmv and is supported on P
−m
v
for a nonnegative integer m, then there are ﬁnitely many representatives αi , i = 0,1,2, . . . , K with
α0 = 0 such that f (α) = f (αi) for all α ∈ αi + Pmv .
Lemma 4.5. Let f be a function on kv , which is constant on the cosets in kv of Pmv and is supported on P
−m
v
for a nonnegative integer m. Assume that α0, . . . ,αK be given as in the above. Then
Hv f (β) = f (0)
{−p−2m if |β| pm,
0 if |β| pm+1
+
K∑
i=1
f (αi)p
−m
⎧⎨⎩
−(1+ p−1)|αi | if |αiβ| 1,
|β|−1 ∫|x|=pni ψv(x)ψv( pαiβx )dx if |αiβ| = p2ni−1,
0 otherwise,
where ni = 1,2, . . . ,m + log |αi |/log p for i = 1,2, . . . , K .
Proof. Note that |αi| > p−m for i = 1,2, . . . , K . Thus
Hv f (β) = f (0)
∫
|α|p−m
J v(α,β)|α/β|dα
+
K∑
i=1
f (αi)|αi/β|
∫
|α|p−m
J v(αi + α,β)dα.
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|α|p−m
J v(α,β)|α/β|dα = −
(
1+ p−1) ∫
|α|p−m
|α|dα = −p−2m.
If |β| pm+1, then∫
|α|p−m
J v(α,β)|α/β|dα
= −
(
1+ 1
p
) ∫
|α||β|−1
|α|dα +
∫
|β|−1<|α|p−m
|αβ|=p2n−1>1
dα
|β|
∫
|x|=pn
ψv(x)ψv
(
pαβ
x
)
dx
= −|β|−2 +
∫
|α|= p|β|
dα
|β|
∫
|x|=p
ψv(x)ψv
(
pαβ
x
)
dx
= −|β|−2 + 1|β|2 = 0.
Therefore ∫
|α|p−m
J v(α,β)|α/β|dα =
{−p−2m if |β| pm,
0 if |β| pm+1. (4.1)
Since |αi| > p−m for i = 1,2, . . . , K , by Theorem 4.4
|αi/β|
∫
|α|p−m
J v(αi + α,β)dα
=
⎧⎨⎩
−(1+ p−1)p−m|αi| if |αiβ| 1,
|β|−1 ∫α∈Pmv dα ∫|x|=pn ψv(x)ψv( p(αi+α)βx )dx if |αiβ| = p2n−1, n = 1,2, . . . ,
0 for all other cases.
If |β| > p2m−1|αi|, |x| = pn and |αiβ| = p2n−1, then
|pαβ/x| = p−m√p|β/αi| p
when |α| = p−m . Since ψv is nontrivial on P−1v ,∫
|α|p−m
ψv
(
pαβ
x
)
dα = 0
if |β| > p2m−1|αi |.
If |β| p2m−1|αi|, |x| = pn and |αiβ| = p2n−1, then
|pαβ/x| p−m√p|β/αi| 1
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|α|p−m
ψv
(
pαβ
x
)
dα = p−m
if |β| p2m−1|αi |. Thus
|β|−1
∫
|α|p−m
dα
∫
|x|=pn
ψv(x)ψv
(
p(αi + α)β
x
)
dx
=
{
0 if |β| > p2m−1|αi |, |αiβ| = p2n−1,
|β|−1p−m ∫|x|=pn ψv(x)ψv( pαiβx )dx if |β| p2m−1|αi|, |αiβ| = p2n−1
for n = 1,2, . . . .
If |β| p2m−1|αi| and |αiβ| = p2n−1, then nm + log |αi|/log p. Therefore
|αi/β|
∫
|α|p−m
J v(αi + α,β)dα
=
⎧⎪⎨⎪⎩
−(1+ p−1)p−m|αi | if |αiβ| 1,
p−m
|β|
∫
|x|=pn ψv(x)ψv(
pαiβ
x )dx if |αiβ| = p2n−1,
0 for all other cases,
(4.2)
with n = 1,2, . . . ,m + log |αi |/log p.
By (4.1) and (4.2), we obtain that
Hv f (β) = f (0)
{−p−2m if |β| pm,
0 if |β| pm+1
+
K∑
i=1
f (αi)p
−m
⎧⎨⎩
−(1+ p−1)|αi| if |αiβ| 1,
|β|−1 ∫|x|=pni ψv(x)ψv( pαiβx )dx if |αiβ| = p2ni−1,
0 for all other cases,
where ni = 1,2, . . . ,m + log |αi|/log p for i = 1,2, . . . , K .
This completes the proof of the lemma. 
Corollary 4.6. Let f be a function on kv , which is constant on the cosets in kv of Pmv and is supported on P
−m
v
for a positive integer m. If |β| p3m, then Hv f (β) = 0.
Proof. We use the same notations as in Lemma 4.5. Since f is supported on P−mv , |αi |  pm for
i = 1, . . . , K . Thus
p2ni
|αi |  p
2m|αi | p3m.
If |β| p3m , then |β| > p2ni−1/|αi | for i = 1, . . . , K . It follows from Lemma 4.5 that Hv f (β) = 0.
This completes the proof of the corollary. 
Corollary 4.7. Let 1O v be the characteristic function of O v on kv . Then Hv1O v = −1O v .
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Proof. By Lemma 4.4,
J v(α,β)|α/β| = J v(αβ,1)|α|.
Hence
Hv f (β) =
∫
kv
f (α) J v(αβ,1)|α|dα
=
∫
kv
f (−α) J v(αβ,1)|α|dα
=
∫
kv
f (α) J v
(
α(−β),1)|α|dα = Hv f (−β)
for all β ∈ kv . 
Theorem 4.9. Assume that cv is an unramiﬁed character of k∗v . Let g be the local Hankel transform of f . Then
− 1
1− cv(πv)p−1−iz
∫
kv
g(β)|β|−izc¯v(β)dβ = 1
1− c¯v(πv)p−1+iz
∫
kv
f (α)|α|izcv(α)dα
for all complex z.
Proof. Since f is smooth, by Lemma 4.5 g is also a smooth function on kv . For real z, we have∫
kv
g(β)|β|−izc¯v(β)dβ
=
∫
kv
|β|−izc¯v(β)dβ
∫
kv
f (α) J v(α,β)|α/β|dα
=
∫
kv
f (α)|α|dα
∫
kv
ψv(αx)dx
∫
kv
ψv
(
pβ
x
)
|β|−1−izc¯v(β)dβ
= pizcv(p)
∫
kv
f (α)|α|izcv(α)dα
∫
kv
ψv(x)|x|−izc¯v(x)dx
×
∫
kv
ψv(β)|β|−1−izc¯v(β)dβ.
Since c is unramiﬁed, we can write c(x) = |x|itvv for a real tv . By Lemma 4.1∫
k
ψv(x)|x|−izc¯v(x)dx = 1− p
−i(z+tv )
1− p−1+i(z+tv )
v
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kv
ψv(β)|β|−1−izc¯v(β)dβ = 1− p
−1−i(z+tv )
1− pi(z+tv ) ,
where cv(p) = c¯v(πv ). It follows that∫
kv
g(β)|β|−izc¯v(β)dβ = −1− cv(πv)p
−1−iz
1− c¯v(πv)p−1+iz
∫
kv
f (α)|α|izcv(α)dα
for all real z. Since f is a smooth function on kv , by analytic continuation the identity holds for all
complex z.
This completes the proof of the theorem. 
Let cv is a unitary character on k∗v and has ramiﬁcation degree ev > 0. Then we can write
cv(α) = cv(α˜)|α|itvv
for a real number tv , where α = α˜ρ with ρ being a power of πv and α˜ ∈ O ∗v .
By Corollary 2.4.1 in Tate [17], the remark after Theorem 4 in Sally and Taibleson [14], and
Lemma 4.2,
pev
∣∣∣∣ ∫
|x|=1
ψv
(
π−evv x
)
c¯v(x)dx
∣∣∣∣2 = 1.
Hence, we can write
pev+itv (1−2ev )
( ∫
|x|=1
ψv
(
π−evv x
)
c¯v(x)dx
)2
= p−iθv
for a real number θv .
Theorem 4.10. Assume that cv is a unitary character on k∗v and has ramiﬁcation degree ev > 0. Let g be the
local Hankel transform of a smooth function f on kv . Then
piθv−(1−2ev )iz
∫
kv
g(β)c¯v(β)|β|−iz dβ =
∫
kv
f (α)cv(α)|α|iz dα
for all complex z.
Proof. By Lemma 4.2∫
kv
g(β)c¯v(β)|β|−iz dβ
=
∫
k
|β|−izc¯v(β)dβ
∫
k
f (α) J v(α,β)|α/β|dα
v v
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∫
kv
f (α)|α|dα
∫
kv
ψv(αx)dx
∫
kv
ψv
(
pβ
x
)
|β|−1−izc¯v(β)dβ
= pizc¯v(πv)
∫
kv
f (α)|α|izcv(α)dα
∫
kv
ψv(x)c¯v(x)
dx
|x|iz
∫
kv
ψv(β)c¯v(β)
dβ
|β|1+iz
= pev+(1−2ev )(iz+itv )
( ∫
|x|=1
ψv
(
π−evv x
)
c¯v(x)dx
)2 ∫
kv
f (α)|α|izcv(α)dα
= p−iθv+(1−2ev )iz
∫
kv
f (α)|α|izcv(α)dα
for real z. By analytic continuation, we see that the identity holds for all complex z.
This completes the proof of the theorem. 
Let S be the set of functions on kv , which have compact supports and are constant on the cosets
in kv of Pkv for some integer k. Then S is a linear space of continuous functions on kv . A topology is
induced in S if we deﬁne a null sequence to be {ϕn} where the ϕn all vanish outside a ﬁxed compact
set, are constant on the cosets of a ﬁxed Pkv , and tend uniformly to 0 as n → ∞. S is called the space
of testing functions on kv . The topological dual (with the weak topology) of S is called the space of
distributions on kv . The action of a distribution f on an element ϕ ∈ S is denoted by ( f ,ϕ).
Lemma 4.11. (See Lemma (A1) in Sally and Taibleson [14].) Let ϕ ∈ S, and let n be an integer. If ϕ is supported
on P−nv , then ϕ̂ is constant on the cosets of Pnv . If ϕ is constant on the cosets of Pnv then ϕ̂ is supported on P−nv .
Lemma 4.12. Let β be a nonzero element in kv . Then f = P (ψv(pβ/x)) is a distribution on (kv ,dx), and f̂ is
the distribution J v(α,β) on (kv ,dα).
Proof. Let ϕ ∈ S . Without loss of generality we assume that ϕ is supported on P−kv and is constant
on the cosets of Pkv for a positive integer k. Let p
 =max{pk, |β|−1}.
If n > , then
∫
p−n|x|pn
ψv(pβ/x)ϕ(x)dx = ϕ(0)
∫
p−n|x|<p−
ψv(pβ/x)dx
+
∫
p−|x|<pk
ψv(pβ/x)ϕ(x)dx.
Since ψv is nontrivial on P−1v and since
p  p+1|β| < p|β/x|
by the choice of  when p−n  |x| < p− , we have∫
p−n|x|<p−
ψv(pβ/x)dx = 0.
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( f ,ϕ) =
∫
p−|x|<pk
ψv(pβ/x)ϕ(x)dx.
Let {ϕn} be a null sequence. We can assume that the ϕn all are supported on P−kv and are constant
on the cosets of Pkv for some ﬁxed positive integer k. Then
( f ,ϕn) =
∫
p−|x|<pk
ψv(pβ/x)ϕn(x)dx
for all n. Since ϕn(x) → 0 uniformly for x on kv , ( f ,ϕn) → 0 as n → ∞. Therefore f is a distribution
on (kv ,dx).
By Lemma 4.11, ϕ̂ is supported on P−kv and is constant on the cosets of Pkv . Let n > , and let[h(x)]n denote the function that equals h(x) for p−n  |x| pn and equals 0 otherwise. As the above,
( f̂ ,ϕ) = ( f , ϕ̂ )
=
∫
kv
[
ψv(pβ/x)
]
nϕ̂(x)dx
=
∫
kv
[
ψv(pβ/x)
]∧
n (−α)ϕ(α)dα
=
∫
kv
ϕ(α)dα
∫
p−n|x|pn
ψv
(
αx+ pβ
x
)
dx.
Since ϕ is supported on P−kv , by the proof of Theorem 4.4∫
p−n|x|pn
ψv
(
αx+ pβ
x
)
dx = J v(α,β)
when n is large enough. It follows that
( f̂ ,ϕ) =
∫
kv
ϕ(α) J v(α,β)dα.
That is, f̂ is the distribution J v(α,β) on (kv ,dα).
This completes the proof of the lemma. 
Proof of Theorem 2. By using Lemma 4.12, Plancherel’s formula for Fourier transforms and the Fourier
inversion formula, we ﬁnd that∫
kv
J v(β,γ )|β/γ |
( ∫
kv
f (α) J v(α,β)|α/β|dα
)
dβ
= 1|γ |
∫
k
J v(β,γ )
( ∫
k
[
f (α)|α|]∧(x)ψv(pβ/x)dx)dβv v
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∫
kv
J v(β,γ )
([
f (α)|α|]∧(p/x)|x|−2)∧(−β)dβ
= p|γ |
∫
kv
ψv(pγ /x)
[
f (α)|α|]∧(p/x)|x|−2 dx
= 1|γ |
∫
kv
ψv(γ x)
[
f (α)|α|]∧(x)dx = f (γ ).
This completes the proof of Theorem 2. 
Proof of Theorem 3. Since f is smooth, by Lemma 4.5 g is also a smooth function on kv . Then
〈Hv f , g〉L2(kv ,|β|dβ) =
∫
kv
g¯(β)|β|dβ
∫
kv
f (α) J v(α,β)|α/β|dα
=
∫
kv
f (α)|α| dα
∫
kv
g¯(β) J v(α,β)dβ.
By Theorem 4.4,
J v(α,β) = |β/α| J v(β,α).
Note that J v(α,β) is real-valued. Hence
〈Hv f , g〉 =
∫
kv
f (α)|α|
( ∫
kv
g(β) J v(β,α)|β/α|dβ
)
dα = 〈 f , Hv g〉.
By Theorem 2, f = Hv(Hv f ). It follows that
〈 f , f 〉L2(kv ,|α|dα) =
〈
f , Hv(Hv f )
〉= 〈Hv f , Hv f 〉.
That is,
‖ f ‖L2(kv ,|α|dα) = ‖Hv f ‖L2(kv ,|β|dβ).
This completes the proof of Theorem 3. 
5. Proof of Theorem 4
Proof of Theorem 4. Let δ be the Dirac distribution, and let
k(x, y) =
∫
k∗v
h
(
λ−1
)
δ(y − λx)d∗λ
for x, y ∈ kv . Then
U (h) f (x) =
∫
k
k(x, y) f (y)dyv
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U (h)t f (x) =
∫
kv
k(y, x) f (y)dy.
where U (h)t is the adjoint of U (h) on L2(kv ). If RtΛ denotes the adjoint of RΛ , then R
t
Λ =
PΛHtv PΛH
t
v . Since J v(β,α)|β/α| = J v(α,β),
〈Hv f , g〉L2(kv ) =
∫
kv
g¯(α)dα
∫
kv
f (β) J v(β,α)|β/α|dβ
=
∫
kv
f (β)
( ∫
kv
g(α) J v(α,β)dα
)
dβ.
It follows that
Htv g(β) =
∫
kv
g(α) J v(α,β)dα.
Let
rtΛ(x, y) = ρΛ(x)
∫
kv
J v(y, t) J v(t, x)ρΛ(t)dt
for x, y ∈ k∗v , where ρΛ(x) = 1 when |x|Λ and ρΛ(x) = 0 when |x| > Λ. Then
RtΛ f (x) =
∫
kv
rtΛ(x, y) f (y)dy
for x ∈ k∗v . Hence
U (h)t RtΛ f (x) =
∫
kv
f (u)
{ ∫
kv
k(y, x)rtΛ(y,u)dy
}
du.
By Theorem 4.4 we see that RΛU (h) is of trace class on L2(kv ). By results in [3],
trace
(
RΛU (h)
)= ∫
kv
dx
∫
kv
k(x, y)rtΛ(x, y)dy. (5.1)
Since J v(y,u) = |u/y| J v(u, y), by Theorem 2∫
kv
rtΛ(x, y) J v(y, ξ)|y/ξ |dy
= |ξ |−1ρΛ(x)
∫
k
J v(y, ξ)|y|dy
∫
k
ρΛ(u) J v(u, x) J v (y,u)duv v
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∫
kv
J v(y, ξ)|y/ξ |dy
∫
kv
ρΛ(u) J v(u, x) · J v(u, y)|u/y|du
= ρΛ(x)ρΛ(ξ) J v(ξ, x). (5.2)
We also have
|ξ |−1
∫
kv
k(x, y) J v (y, ξ)dy = |ξ |−1
∫
k∗v
h
(
λ−1
)
d∗λ
∫
kv
δ(y − λx) J v(y, ξ)dy
= |ξ |−1
∫
k∗v
h
(
λ−1
)
J v(λx, ξ)d
∗λ. (5.3)
It follows from (5.1)–(5.3) and Theorem 3 that
trace
(
RΛU (h)
)= ∫
k∗v
h
(
λ−1
)
d∗λ
∫
0<|x|, |ξ |Λ
J v(λx, ξ) J v (ξ, x)dxdξ.
By Theorem 4.4,
J v(λx, ξ) = 1|x| J v(λ, xξ).
By using this identity we ﬁnd that
trace
(
RΛU (h)
)= log p
1− p−1
∫
0<|x|, |ξ |Λ
J v(ξ, x)|ξ |dxdξ
∫
kv
h(λ−1)
|λ|2 J v(λ, xξ)|λ/xξ |dλ. (5.4)
Let g(λ) = h(λ−1)|λ|−2. Since h has compact support in L2(k∗v ), g is a function in L2(k∗v ). By Theo-
rem 4.4, J v(ξ, x) = |x| J v(xξ,1). Hence
trace
(
RΛU (h)
)= log p
1− p−1
∫
0<|x|, |ξ |Λ
Hv g(xξ) J v(ξ, x)|ξ |dxdξ
= log p
1− p−1
∫
0<|x|, |ξ |Λ
Hv g(xξ) J v(xξ,1)|xξ |dxdξ.
Since
log p
1− p−1
∫
|u|
Λ
|x|Λ
dx
|x| = 2 log
′ Λ− log |u|,
trace
(
RΛU (h)
)= ∫
0<|u|Λ2
Hv g(u) J v(u,1)|u|
(
2 log′ Λ− log |u|)du.
Since h ∈ S(k∗v ), h(λ) = h(|λ|) for λ ∈ k∗v and J v (λ,u) = |u| J v(λu,1), we can write
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∫
kv
h(λ−1)
|λ| J v(λu,1)dλ
=
∞∑
m=−∞
h
(
p−m
) ∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ.
By Theorem 4.4,
∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ =
⎧⎨⎩
p−2 − 1 if pm|u| 1,
p−2 if pm|u| = p,
0 for all other u’s.
Thus
Hv g(u) =
∞∑
m=−∞
h
(
p−m
)×
⎧⎨⎩
p−2 − 1 if pm|u| 1,
p−2 if pm|u| = p,
0 for all other u’s

∑
|u|
p p−m
∣∣h(p−m)∣∣. (5.5)
Since h has a compact support, we have Hv g(u) = 0 for |u|Λ2 with Λ → ∞. This implies that∫
|u|>Λ2
Hv g(u) J v(u,1)|u|
(
2 log′ Λ− log |u|)du = o(1)
as Λ → ∞. By Theorem 2 we ﬁnd that
trace
(
RΛU (h)
)
= 2h(1) log′ Λ−
∫
kv
Hv g(u) J v(u,1)|u| log |u|du + o(1)
= 2h(1) log′ Λ−
∫
kv
h(λ−1)
|λ|
( ∫
kv
J v(u,1) J v(λu,1)|u| log |u|du
)
dλ+ o(1). (5.6)
Since h has a compact support and since h(α) = h(|α|) for all α ∈ kv , by Theorem 4.4 we can write∫
kv
h(λ−1)
|λ|
( ∫
kv
J v(u,1) J v(λu,1)|u| log |u|du
)
dλ
=
∞∑
m=1
h
(
p−m
)∫
kv
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ
+
∞∑
m=0
h
(
pm
)∫
k
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
πmv uλ,1
)
dλ. (5.7)v
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∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ =
⎧⎨⎩
−(1− p−2) if pm|u| 1,
p−2 if pm|u| = p,
0 for all other u’s
for m = 1,2, . . . ,
∞∑
m=1
h
(
p−m
)∫
kv
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ
=
∞∑
m=1
h
(
p−m
)[(
p−2 − 1) ∫
pm|u|1
J v(u,1)|u| log |u|du
+ p−2
∫
pm|u|=p
J v(u,1)|u| log |u|du
]
.
By Theorem 4.4, for m = 1,2, . . . , we have
(
p−2 − 1) ∫
pm|u|1
J v(u,1)|u| log |u|du = −
(
1− 1
p2
)2
log p
∞∑
l=m
lp−2l
= −p−2m log p + (m − 1)(p−2 − 1)p−2m log p.
We also ﬁnd that
p−2
∫
pm|u|=p
J v(u,1)|u| log |u|du = −p−2
(
1− 1
p2
)
p2(1−m)(1−m) log p
= (m − 1)
(
1− 1
p2
)
p−2m log p.
Hence
∞∑
m=1
h
(
p−m
)∫
kv
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
π−mv uλ,1
)
dλ
= −
∞∑
m=1
h(p−m)
p2m
log p. (5.8)
We can also write
∞∑
m=0
h
(
pm
)∫
k
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
πmv uλ,1
)
dλv
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∞∑
m=0
h
(
pm
)[( 1
p2
− 1
) ∫
|u|pm
J v(u,1)|u| log |u|du
+ (m + 1)pm−1 log p
∫
|u|=pm+1
J v(u,1)du
]
.
Since (
1
p2
− 1
) ∫
|u|pm
J v(u,1)|u| log |u|du
= −(1− p−2)2 log p ∞∑
l=0
lp−2l +
{
0 ifm = 0,
(p−2 − 1) log p ifm > 0
= −p−2 log p +
{
0 ifm = 0,
(p−2 − 1) log p ifm > 0
and
(m + 1)pm−1 log p
∫
|u|=pm+1
J v(u,1)du =
{
p−2 log p ifm = 0,
0 ifm > 0,
we obtain that
∞∑
m=0
h
(
pm
)∫
kv
J v(u,1)|u| log |u|du
∫
|λ|=1
J v
(
πmv uλ,1
)
dλ
= −
∞∑
m=1
h
(
pm
)
log p. (5.9)
Let A = {u ∈ kv : |u + 1|v = 1}, and put
1A(x) =
{
1, x ∈ A,
0, x /∈ A.
Then
1̂A(x) =
∫
A
ψv(−xu)du = ψv(x)̂1O∗v (x).
Since
1̂O∗v = 1O v −
1
p
1π−1v O v ,
we have
1̂A(x) = ψv(x)
(
1O v (x) −
1
p
1π−1v O v (x)
)
.
X.-J. Li / Journal of Number Theory 130 (2010) 386–430 421By deﬁnition of the principal value integral
∫ ′ ,
′∫
k∗v
1O∗v
|1− u|v d
∗u = −
∫
kv
1̂A(u) log |u|v du
= −
∫
O v
ψv(u) log |u|v du + 1
p
∫
π−1v O v
ψv(u) log |u|v du
= − log p
p
+
(
1
p
− 1
)∫
O v
log |u|v du
= − log p
p
+
(
1
p
− 1
)2
log p
∞∑
n=0
np−n = 0.
It follows from (5.7)–(5.9) that
∫
kv
h(λ−1)
|λ|
( ∫
kv
J v(u,1) J v(λu,1)|u| log |u|du
)
dλ
= −
∞∑
m=1
log p
(
h
(
pm
)+ h(p−m)
p2m
)
= −
′∫
k∗v
h(u−1)
|1− u|v
d∗u
max{1, |u|v} . (5.10)
The stated formula then follows from (5.6) and (5.10).
This completes the proof of Theorem 4. 
6. S-local trace formula
Lemma 6.1. Let
DS = R+ ×
∏
v∈S ′
O ∗v .
Then DS is a fundamental domain for the action of O ∗S on J S .
Proof. For each α ∈ J S we can write α = tb with t = |α|S ∈ R+ and b = αt−1 ∈ J1S , where t−1 also
stands for the idele (t−1,1, . . .). Since |ξ |S = 1 for ξ ∈ O ∗S , if α1,α2 ∈ J S with |α1|S = |α2|S , then
α1O ∗S = α2O ∗S . Thus, we can write
CS = R+ ×
(
J1S/O
∗
S
)
.
As k is the rational number ﬁeld, for each b ∈ J1S there are uniquely determined ξ ∈ O ∗S and
b1 ∈∏v∈S ′ O ∗v such that b = ξb1. Also, if b1,b2 are distinct elements in ∏v∈S ′ O ∗v , then b1O ∗S = b2O ∗S .
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−1
2 ∈ O ∗S then b1b−12 = 1. That is, b1 = b2. Therefore, a fundamental domain for
J1S/O
∗
S is ∏
v∈S ′
O ∗v .
It follows that
CS = R+ ×
∏
v∈S ′
O ∗v .
This completes the proof of the lemma. 
Theorem 6.2. Let f =∏v∈S f v be a function in S(AS ). Then
f (α) = HSHS f (α)
for all α ∈ AS with |α|S = 0, and
‖HS f ‖L2(AS ,|β|S dβ) = ‖ f ‖L2(AS ,|α|S dα).
Proof. This follows from Theorem 2.2, Theorem 2, and Theorem 3. 
Any element f of S(AS ) is a ﬁnite linear combination of functions of the form f0 f1, where f0 ∈
S(R+) and f1 ∈ S(A fS ) with A fS =
∏
v∈S ′ kv . For the purpose of showing that (1.6) is well deﬁned,
we can assume without loss of generality that f = f0 f1. Since f1 has a compact support, there is
a constant C such that ∣∣ES( f )(α)∣∣ C |α|1/2S ∑
ξ∈O∗S
∣∣ f0(ξα∞)∣∣ (6.1)
for all α ∈ AS . Since O ∗S is the set of all positive numbers in the direct sum of the roots of the unity
in k and a free abelian group of rank |S| − 1 given as in the Unit Theorem and since f0 ∈ S(R+), by
(6.1) ES ( f )(α) decays faster than any negative power of |α| as |α| → ∞. It follows that
∫
|α|,α∈CS
∣∣∣∣ ∑
ξ∈O∗S
f (ξα)
∣∣∣∣2|α|d∗α < ∞
for any ﬁxed small  > 0. By Lemma 2.29 in Connes and Marcolli [6],
∑
ξ∈O ∗S f (ξα) is bounded by
a positive power of − log |α| as |α| → 0. Thus the integral in (1.6) is well deﬁned.
Lemma 6.3. If f is an element in S(AS ), then
‖ f ‖L2(XS ,|α|S dα) = ‖HS f ‖L2(XS ,|α|S dα).
Proof. For f ∈ S(AS ), by using the argument in the paragraph containing (6.1) we ﬁnd that
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∑
ξ,η∈O∗S
∫
CS
f (ξα) f¯ (ηα)|α|S dα
=
∑
γ∈O∗S
∫
J S
f (γ α) f¯ (α)|α|S dα
=
∑
γ∈O∗S
〈
f (γ α), f (α)
〉
L2(AS ,|α|S dα).
By the deﬁnition (1.4) of S-local Hankel transforms, we get
HS
(
f (γ β)
)
(α) = (HS f )
(
γ−1α
)
for any ﬁxed elements γ ∈ O ∗S . It follows from Theorem 6.2 that
〈
f (γ β), f (β)
〉
L2(AS ,|α|S dα) =
〈
HS
(
f (γ β)
)
(α), HS
(
f (β)
)
(α)
〉
L2(AS ,|α|S dα)
= 〈(HS f )(γ−1α), (HS f )(α)〉L2(AS ,|α|S dα).
Therefore
‖ f ‖2L2(XS ,|α|S dα) = ‖HS f ‖
2
L2(XS ,|α|S dα).
This completes the proof of the lemma. 
Lemma 6.4. Let f (α) =∏v∈S f v(αv) be an element in S(AS ) such that, for at least one v0 ∈ S ′ , the identity
f v0 (−αv0 ) = − f v0 (αv0 ) holds for all αv0 ∈ kv0 . Then U (h) f = 0.
Proof. By assumption, h(λ) is a ﬁnite sum of smooth and compactly supported functions of the form∏
v∈S
hv
(|λv |v).
So, we can assume that h is equal to this function. By (1.5) and Lemma 6.1, we can write
U (h) f (x) = ρ−1S
∞∫
0
h∞
(
λ−1
)
f∞(λx∞)
dλ
λ
∏
v∈S ′
hv(1)
∫
O∗v
f v(λv xv)dλv .
If there is at least one v0 ∈ S ′ such that f v0 (−αv0 ) = − f v0 (αv0 ) for all αv0 ∈ kv0 , then∫
O∗v0
f v0(λv0xv0)dλv0 =
∫
O∗v0
f v0(−λv0xv0)dλv0
= −
∫
O∗v
f v0(λv0xv0)dλv0 .0
424 X.-J. Li / Journal of Number Theory 130 (2010) 386–430Hence ∫
O∗v0
f v0(λv0xv0)dλv0 = 0.
It follows that U (h) f = 0.
This completes the proof of the lemma. 
Note that if f (α) =∏v∈S f v(αv) is an element in S(AS ) such that f v0 is an odd function for at
least one v0 ∈ S ′ , then U (h) f = 0.
Proof of Theorem 5. The adjoint of U (h) is denoted by U (h)t . For f , g ∈ S(AS ),〈
U (h) f , g
〉
L2(XS )
=
∑
ξ,η∈O∗S
∫
CS
g¯(ξx)|x|d∗x
∫
DS
h
(
λ−1
)
f (ληx)d∗λ
=
∑
ξ,η∈O∗S
∫
DS
h(λ)d∗λ
∫
CS
g¯(ξx) f
(
λ−1ηx
)|x|d∗x
=
∑
ξ,η∈O∗S
∫
DS
h(λ)|λ|d∗λ
∫
CS
g¯(λξx) f (ηx)|x|d∗x
=
∑
ξ,η∈O∗S
∫
CS
f (ηx)|x|d∗x
∫
DS
h(λ)|λ|g¯(λξx)d∗λ
= 〈 f ,U (h)t g〉L2(XS )
where changes of the order of integration are permissible by Lemma 2.29 in Connes and Marcolli [6].
It follows that
U (h)t f (x) =
∫
DS
h(λ)|λ| f (λx)d∗λ
for f ∈ L2(XS).
Note that the complement of J S in AS is negligible in the integration for principal value integrals.
Since
〈HS f , g〉L2(XS ) =
∑
ξ,η∈O∗S
∫
CS
(HS f )(ξβ)g¯(ηβ)|β|Sd∗β
=
∑
ξ,η∈O∗S
∫
CS
f (ξα) ·
(
|α|S
∫
AS
g(β)BS(βηα)dβ
)
|α|S d∗α,
we have
HtS g(α) = |α|S
∫
AS
g(β)BS(βα)dβ
for g ∈ S(AS ).
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rtΛ(x, y) = ρΛ(x)|x|S
∫
AS
B S(xt)BS(yt)ρΛ(t)|t|S dt
for nonzero x, y ∈ AS , where ρΛ(x) = 1 when |x|Λ and ρΛ(x) = 0 when |x| > Λ. If RtΛ denotes the
adjoint of RΛ , then
RtΛ f (x) =
∫
AS
rtΛ(x, y) f (y)dy
for nonzero x ∈ AS and for f ∈ S(AS ). Hence
U (h)t RtΛ f (x) =
∫
AS
f (y)
{ ∫
DS
h(λ)|λ|rtΛ(λx, y)d∗λ
}
dy
for f ∈ S(AS ).
If f and U (h)t RtΛ( f ) are regarded as elements in L
2(XS), then we can write
U (h)t RtΛ f (x) =
∫
AS
f (y)
{ ∫
CS
h(λ)|λ|rtΛ(λx, y)d∗λ
}
dy
=
∫
J S
f (y)
{ ∫
CS
h(λ/x)|λ/x|rtΛ(λ, y)d∗λ
}
dy
where the equality is meant that both sides represent the same element in the space L2(XS ). An
argument similar to that made in the proof of Theorem 2.36 in [6] shows that RΛU (h) is of trace
class on L2(R). By results in [3], the trace of RΛU (h) acting on the space L2(XS) is given by
trace
(
RΛU (h)
)= ∫
CS
d∗x
∫
J S
h(x/y)|x/y|rtΛ(x, y)dy. (6.2)
By the inversion formula in Theorem 6.2,∫
AS
rtΛ(x, y)BS(yξ)|y|dy
= |x|ρΛ(x)
∫
AS
B S(yξ)|y|dy
∫
AS
ρΛ(t)BS(xt)BS(yt)|t|dt
= ρΛ(x)ρΛ(ξ)BS(ξx)|x|. (6.3)
Let g(λ) = h(λ−1)|λ|−2. We also have∫
AS
h(x/y)|x/y| BS(yξ)dy = |x|
∫
AS
h(y−1)
|y|2 BS(yxξ)|y|dy
= |x|HS g(xξ). (6.4)
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trace
(
RΛU (h)
)= ∫
x∈DS , ξ∈AS ,0<|x|, |ξ |Λ
HS g(xξ)BS(xξ)|x|2|ξ |d∗xdξ
= ρ−1S
∫
x∈DS , ξ∈AS ,0<|x|, |ξ |Λ
HS g(xξ)BS(xξ)|xξ |dxdξ.
Since
ρ−1S
∫
x∈DS , |u|Λ |x|Λ
dx
|x| = 2 log
′ Λ− log |u|,
by Theorem 6.2 we ﬁnd that
trace
(
RΛU (h)
)= ∫
u∈AS ,0<|u|Λ2
HS g(u)BS(u)|u|
(
2 log′ Λ− log |u|)du
= 2h(1) log′ Λ−
∫
AS
H S g(u)BS(u)|u| log |u|du
−
∫
|u|>Λ2
HS g(u)BS(u)|u|
(
2 log′ Λ− log |u|)du. (6.5)
By (1.7), there are ﬁnitely many functions
h j(λ) =
∏
v∈S
h j,v
(|λv |v), λ = (λv) ∈ J S
such that h =∑Nj=1 h j . Let g j(λ) = h j(λ−1)|λ|−2 and g j,v(λv ) = h j,v(|λv |−1v )|λv |−2v for j = 1,2, . . . ,N
and v ∈ S . By Theorem 2.2, Theorem 2, and the proofs of Theorem 1 and Theorem 4,
−
∫
AS
H S g(u)BS(u)|u| log |u|du
= −
N∑
j=1
∑
v∈S, v =∞
( ∏
w∈S,w =v
h j,w(1)
)∫
kv
Hv g j,v(uv) J v(uv ,1)|uv |v log |uv |v duv
−
N∑
j=1
( ∏
w∈S,w =∞
h j,w(1)
)
2π
∞∫
0
H∞g j,∞(u) J0(2πu)|u| log |u|du
= h(1) log(2π) + γ h(1)+ lim
→0
( ∫
|λ−1|
h(λ−1)
λ
dλ
|λ2 − 1| + h(1) log
)
+
∑
v∈S,v =∞
′∫
k∗
h(|u|−1v )
|1− u|v
d∗u
max{1, |u|v} + o(1)v
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∫ ′ is uniquely determined by the unique distribution on k∗v which agrees
with d
∗uv|1−u|v for u = 1 and whose Fourier transform vanishes at 1. If we can show that∫
|u|>Λ2
HS g(u)BS(u)|u|
(
2 log′ Λ− log |u|)du = o(1)
as Λ → ∞, then the stated identity follows.
Since g =∑Nj=1 g j , ∫
|u|Λ2
HS g(u)BS(u)|u|
(
2 log′ Λ− log |u|)du
=
N∑
j=1
∫
|u|Λ2
HS g j(u)BS(u)|u|
(
2 log′ Λ− log |u|)du. (6.6)
Since h j,v(uv) = h j,v(|uv |v) for v ∈ S ′ , by (5.5)
Hv g j,v(uv) = Hv g j,v
(|uv |v).
Thus ∫
|u|Λ2
HS g j(u)BS(u)|u|du
=
∑
mv∈Z,v∈S ′
2π
∫
tΛ2∏v∈S′ p−mvv
H∞g j,∞(t) J0(2πt)t dt
×
∏
v∈S ′
∫
|uv |=pmvv
Hv g j,v
(|uv |) J v(uv ,1)|uv |v duv . (6.7)
By the identity preceding to (5.5),∫
|uv |=pmvv
Hv g j,v
(|uv |) J v(uv ,1)|uv |v duv
= p2mvv Hv g j,v
(
pmvv
) ∫
|uv |=1
J v
(
π−mvv uv ,1
)
duv
= p2mvv Hv g j,v
(
pmvv
)⎧⎨⎩
p−2v − 1 if pmvv  1,
p−2v if p
mv
v = p,
0 for all othermv ’s
=
⎧⎨⎩
(p−2v − 1)p2mvv Hv g j,v(pmvv ) ifmv  0,
Hv g j,v(pv) ifmv = 1,
0 ifmv > 1.
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(
p−2v − 1
)
p2mvv Hv g j,v
(
pmvv
)
= (p−2v − 1)p2mvv ∞∑
m=−∞
h j,v
(
p−mv
)×
⎧⎨⎩
p−2v − 1 ifm +mv  0,
p−2v ifm +mv = 1,
0 ifm +mv > 1
= (p−2v − 1)p2mvv
(
h j,v
(
pmv−1v
)
p−2v +
(
p−2v − 1
) ∞∑
m=0
h j,v
(
pmv+mv
))
.
By (5.5) we also have
Hv g j,v(pv) =
∞∑
m=−∞
h j,v
(
p−mv
)×
⎧⎨⎩ p
−2
v − 1 ifm−1,
p−2v ifm = 0,
0 ifm > 0
= p−2v h j,v(1)+
(
p−2v − 1
) ∞∑
m=1
h j,v
(
pmv
)
.
It follows that∫
|uv |=pmvv
Hv g j,v
(|uv |) J v(uv ,1)|uv |v duv
=
⎧⎪⎨⎪⎩
(p−2v − 1)2p2mvv
(
h j,v(p
mv−1
v )
1
1−p2v +
∑∞
m=0 h j,v(p
mv+m
v )
)
ifmv  0,
p−2v h j,v(1) + (p−2v − 1)
∑∞
m=1 h j,v(pmv ) ifmv = 1,
0 ifmv > 1
(6.8)
for v ∈ S ′ .
By (1.8)
h j,v
(|λv |v) | log |λ|v |n j,v|λv |v (6.9)
as |λv |v → ∞, where the implied constant depends only on h. We have
(
p−2v − 1
)2
p2mvv
(
h j,v
(
pmv−1v
) 1
1− p2v
+
∞∑
m=0
h j,v
(
pmv+mv
))
 pmv/2v + pmvv (log pv)n j,v
∞∑
m=0
(mv +m)n j,v
pmv
 pmv/2v
when mv  0. By (6.9), we also ﬁnd that
p−2v h j,v(1) +
(
p−2v − 1
) ∞∑
h j,v
(
pmv
) 1√
pv
.m=1
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|uv |=pmvv
Hv g j,v
(|uv |) J v(uv ,1)|uv |v duv = { O (p−|mv |/2v ) ifmv  1,
0 ifmv > 1
(6.10)
for v ∈ S ′ , where the implied constant depends only on h.
By (3.4) and (3.10) we ﬁnd that
2π
∫
tΛ2∏v∈S′ p−mvv
H∞g j,∞(t) J0(2πt)t dt  Λ−2
∏
v∈S ′
pmvv . (6.11)
Note that H∞g j,∞(t) = 2πHg j,∞(2πt). It follows from (6.7), (6.10) and (6.11) that∫
|u|Λ2
HS g j(u)BS(u)|u|du
 Λ−2
∑
mv1, v∈S ′
∏
v∈S ′
{
p3mv/2v ifmv  0,
p1/2v ifmv = 1
 Λ−2
∏
v∈S ′
(
p1/2v + 2
)
. (6.12)
A minor modiﬁcation of the above argument gives∫
|u|Λ2
HS g j(u)BS(u)|u| log |u|du  |S|Λ−2+
∏
v∈S ′
(
p1/2+v + 2
)
(6.13)
for a suﬃciently small positive number  , where |S| denotes the number of places in the set S . By
(6.6), (6.12) and (6.13), ∫
|u|Λ2
HS g(u)BS(u)|u|
(
2 log′ Λ− log |u|)du = o(1)
as Λ → ∞, where the implied constant depends only on h and S .
This completes the proof of Theorem 5. 
Remark. My proofs of Theorem 1, Theorem 4 and Theorem 5 were modiﬁcations of the proofs of
corresponding theorems in Connes [5], where the Fourier transformation was used. By using the clas-
sical Hankel transformation of order zero, I obtained a local functional identity for the inﬁnite place
of k which is stated in Lemma 2.4. Euler factors in the Euler product formula of the Riemann zeta
function provided keys for how to construct local Hankel transformations for ﬁnite places v of k.
As a consequence of this construction, local functional identities were obtained in Theorem 4.9 and
Theorem 4.10 for all ﬁnite places v of k. After I completed my construction of the adelic Hankel trans-
formation, I thought that if my construction is correct then I should be able to obtain similar trace
formulas as those of Connes [5]. At the end of long computations, I was amazed that everything came
out as expected. The results obtained are given in this paper.
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