There are now available a number of new subscription services that comprise a dual pricing system of a monthly access fee (rental) and a per-minute usage charge. Examples include cellular phones, the Internet, and pay TV. The usage and retention of such services depend on the absolute and relative prices of this dual system. For instance, a moderate access fee but a low-usage charge might initially appeal to customers, but later a low-usage customer might find the monthly fee unjustified and thereby relinquish the service. Providers of such services, therefore, usually offer several pricing packages to cater to differing customer needs.
The purpose of this study is to derive a revenue-maximizing strategy for subscription services, that is, the combination of access and usage price that maximizes revenue over a specified time period. An additional objective is to determine access and usage price elasticities because they have historically played an important role in theoretical pricing models. The application area is the cellular phone market, but for a new rather than an existing product. To help gauge the likely usage rates and customer retention, a field experiment is conducted in which several alternative price combinations are used. Specifically, a sample of potential residential customers (most of whom did not have an existing cell phone) were divided into four treatment groups. The first group were not charged an access fee but did have to pay a small per-minute usage charge. The second group also paid a small usage charge but in addition had three access price increases over the duration of the trial. The third group paid no access fee but had usage charge increases, while the fourth group had both access fee and usage charge increases. Usage levels for each respondent are recorded, as is their month of dropout if they discontinue the service.
An initial examination of the data shows that higher access fees result in higher customer attrition, and higher usage cost results in lower usage. Furthermore, usage and retention are related in that declining usage levels over time often signal impending customer attrition. Hence, two phenomena need to be modeled: usage of the service and customer retention conditional on usage. Some seasonal effects are also observed and are allowed for in the model. Modeling customer attrition simultaneously with usage is important because ignoring customer attrition will likely result in an underestimate of price sensitivity. This results from a censoring effect, whereby respondents who remain in the trial tend to be wealthier, and hence, less price sensitive.
Given the known problems of ignoring customer attrition, we develop a theoretical model of usage, which explicitly incorporates attrition by extending a time-series model introduced by Hausman and Wise (1979) . We make two extensions of the Hausman and Wise model. The first is to generalize it from two to many time periods and the second is to allow for respondent heterogeneity by incorporating latent classes. We fit the model by maximum likelihood and find that a two-segment model is best. In addition, we examine the predictive validity of our model and find it to be reasonably good.
In general, the results show that access and usage prices have different relative effects on demand and retention. There are five key results. First, access price has some effect on usage but a much stronger effect on retention. Second, usage price has a strong effect on usage and a moderate effect on retention, in that if usage price increases so much that usage declines, then lower usage levels results in higher attrition. Third, access price elasticity is about half that of usage price, with both elasticities generally being much smaller than 1, indicating relative inelasticity for this particular service. Fourth, customer attrition rate (churn) is much more sensitive to access than usage price and, last, if just observed usage is examined and customer attrition is ignored, then price sensitivity is very likely to be substantially underestimated (on the order of 45% in our case).
Finally, when developing the revenue-maximizing price combination we allow for the cost of customer acquisition by using some typical advertising-to-sales ratios for the telecommunications industry. We find that the revenue maximizing price is $27.70 per month for the access fee and $0.81 per minute for the airtime charge. These values are in line with current access fees and usage costs in the given market. (Attrition; Field Experiment; Pricing; Price Elasticity; Subscription; Telecommunications) 
Introduction
In recent years three new subscription-based services have made rapid adoption, namely, cellular phones, the Internet, and pay TV. All these services are characterized by a dual pricing system, comprising a monthly access fee (rental) and a usage charge.
1 Mahajan et al. (1982) comment that the price package for new subscription services has a major impact on their adoption and retention. For instance, a customer with only a moderate interest in the Internet might subscribe to an ISP on the basis of low per-minute usage rates but later discontinue subscription because their low-usage levels do not justify the expense of a high monthly access fee (Lemon and Winer 1995) .
As information technology advances, the opportunity for more subscription-based services will increase. For example, traditional print media in an online setting could charge a monthly subscription fee and a usage charge on the basis of the number of pages browsed, or even charge for advertising viewed. In this environment, there is increasing need for marketers to understand consumer price sensitivity to new and existing subscription services. Pricing has been one of the cornerstone subjects in marketing, and much work has been done on price elasticities, the impact of competition, and profit maximization (see Gijsbrechts 1993 , Oren 1984 , Rao 1984 , Winer 1986 ). Many of the pricing principles have been developed in the economics literature, but Ratza (1993, p. 55) notes in the services arena that ''although economic principles do provide pricing guidelines, they are often too general to apply to everyday business settings.'' For instance, for new services, it is not recommended that price be set on the basis of covering fixed costs and instead should be determined by acceptance in the marketplace (Gabor 1988) .
If marketplace pricing is recommended, then clearly there are going to be difficulties when setting the price for a new (unseen and untried) service compared with an existing service. One technique previously developed, especially for telecommunications, is theoretical price modeling, which aims at achieving market efficiency, an example being Ramsey pricing (Brown and Norgaard 1992, Mitchell and Vogelsang 1990) . Other methods include surveys of purchase intentions (Puliyel and Ravi 1990) , highest and lowest expected price (Gabor and Granger 1968) , conjoint analysis (Dolan and Simon 1996 , Kohli and Mahajan 1991 , Mahajan et al. 1982 , Wittink and Cattin 1989 , and market tests (Ehrenberg and England 1990 , Mohn 1995 , Herriges and King 1994 . All of these methods have their weaknesses, in particular a lack of marketplace validity (especially for purchase intention surveys; see Morwitz et al. 1993) . One of the better methods, but also one of the most expensive, is a marketplace experiment. Here, alternative pricing scenarios are given to different groups of potential customers, and their usage and retention of the product is monitored over time.
In this paper, we examine a market experiment in which a panel of homes were recruited to trial a new telecommunications product. 2 Both access and usage price were manipulated, but at different levels for subgroups of the panel. The analysis of the experiment is complicated by the occurrence of panelist attrition throughout the yearlong trial. The purpose of this study is to derive a revenue-maximizing strategy, that is, the combination of access and usage price that maximizes revenue over a specified time period. An additional objective is to determine access and usage price elasticities because they have historically played an important role in theoretical pricing models developed in the economics literature.
The paper proceeds as follows. In the next section, we give an overview of the experiment. Following this, we develop a model for the observed usage data, which incorporates attrition of panelists from the experiment. The fourth section applies the model to the experimental data, while the fifth section examines model fit. In the sixth section, we derive access and
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usage price elasticities. The last section estimates total revenue from the model, and this is used to determine the optimal pricing strategy. We conclude by looking at other potential applications for our model and its limitations.
Overview of the Market Experiment
To help motivate the relevant modeling and managerial issues, we now give an overview of the market experiment analyzed in this article, which is for a new subscription service in the telecommunications industry. For proprietary reasons, we cannot say what the service is, although it is similar to a cellular telephone service.
In this experimental trial, a sample of potential residential customers (most of whom did not have an existing cell phone) were divided into four treatment groups. The first group were not charged an access fee but did have to pay a small per-minute usage charge. The second group also paid a small usage charge but in addition had three access price increases over the duration of the trial. The third group paid no access fee but had usage charge increases, while the fourth group had both access fee and usage charge increases. Full details of the price levels and sample are given later.
Prices were increased rather than decreased over time because one of the purposes of the experiment was to find the price level at which customers relinquish the service, either because the fixed monthly charge was too high or because their usage declined so much that the monthly fixed charge exceeded their utility for the service. Customer attrition is a major problem in the cellular phone industry (Bolton 1998) , so understanding the effect of price on retention is important in this application. If prices had started high and declined, there might have been a danger of biasing the recruited panel to higher income people. Furthermore, if prices had declined for these wealthier panelists, they would be less inclined to relinquish the service. As a result, price elasticity would likely be underestimated. (i) Even though price Plan A has no access fee and very low usage rates, there is still some customer attrition. There is also a drop in usage levels in the summer months of July and August, followed by a return to normal in October, indicating a seasonal effect for usage.
(ii) Plans B and D, with increasing access fees, have the highest trialist rate of attrition, 41% and 46%, respectively, over the entire duration of the experiment. Because Plan C's attrition rate is about the same as A's (both about 25%), it is apparent that the biggest driver of customer attrition is the access fee, rather than the usage charge.
(iii) Usage for Plans C and D drops markedly after the third price increase and does not recover at the end of summer, as happens for plan A. Therefore, Plans C and D are most similar with respect to usage (and not attrition), leading to the conclusion that usage is affected more by the per-minute usage charge rather than the monthly access fee.
Regarding point (i), Bolton (1998) noted that the annual churn rate in the cellular phone industry is about 30%. Therefore, Plan A's natural attrition of 24% is similar to the observed churn for existing cellular service, although this churn is usually caused by customers switching to a competitor rather than dropping the service altogether, as in our trial.
Regarding points (ii) and (iii), there are two phenomena in Figure 1 that need to be modeled. The first is usage conditional on retention, and the second is attrition. It appears that the first phenomenon is related to usage price, while the second is related to access price. What's worse, it will underestimate consumer sensitivity to access price, as we now demonstrate. To illustrate some of the potential pitfalls, consider a model that might be fit to just the observed usage data but does not allow for trialist dropout. We show later that those who drop out tend to have lower household income, resulting in an increasing average income among those remaining in the trial. This is a censoring effect, the result of which is that average usage among those remaining in the trial could be about constant because those who remain can still afford to maintain their current usage level despite price increases. This gives the appearance of customer insensitivity to usage price increases. Some evidence of this is apparent in Figure 1 for Plan C, where usage levels do not drop noticeably for the first two price increases ($0.05 and $0.20/minute usage price increases, respectively). Hence, naively modeling just the observed usage data and not accounting for attrition is likely to underestimate usage price elasticity and will certainly underestimate access price elasticity.
Given this caveat of modeling just usage conditional on nondropout, we develop a theoretical model of usage, which explicitly incorporates attrition by extending a model introduced by Hausman and Wise (1979) . Their model is a time-series regression model, which incorporates attrition effects. Attrition is modeled as a function of usage plus other factors that might affect attrition. We make two key extensions of the Hausman and Wise (1979) model. The first is to generalize it from two to many time periods and the second is to allow for respondent heterogeneity by incorporating latent classes.
Despite the prevalence of panels in marketing research, there has been surprisingly little research on the effects of panel attrition in the marketing literature. A notable exception is the study by Winer (1983) , which used a simpler version of the Hausman and Wise (1979) method (one developed by Heckman 1976 and Olsen 1980) to correct for attrition bias. Winer's application was to a panel of people who were contacted four times and asked about their car purchasing intentions and attitudes. By the end of the fourth wave, 43% of the original panelists had dropped out of the study. More recent research efforts on attrition bias have come from the econometrics literature, such as the articles by Ridder (1990) and Verbeek and Nijman (1996) . Both studies examined a generalized attrition mechanism whereby a panelist may not respond for one particular survey wave but may return in the next wave. Their models are more general than required in our case because once a panelist drops out of our experiment, he or she cannot return.
It is important to note that even though we model new services, we are not trying to model adoption, or the effect of price on adoption. A reader interested in pursuing this area is referred to Bass et al. (1994) and Jain and Rao (1990) . Our primary area of investigation is the effect of price on usage and retention, given that the product has already been adopted.
Modeling Approach
In developing a model for usage and attrition of subscription services, two objectives must be satisfied:
(i) The model must fit the data from the longitudinal experiment, i.e., it should handle usage and attrition when prices increase.
(ii) The model must be flexible enough to describe a subscription service market that is closer to reality than observed in the experiment. For instance, in a real market, prices are unlikely to increase every three months, and customers that relinquish the service are likely to be replaced by new customers.
Usage Component
We follow the model construction derived by Hausman and Wise (1979) , except that we generalize from two to many time periods 3 and later introduce latent classes. Using linear regression, we relate a number of independent variables to cell phone airtime usage. The Hausman and Wise (1979) model takes the form of
for individual i at time t. Notice that the independent variables in X it are permitted to change with time.
Because we are dealing with panel data the same individuals are being monitored over time, we could reasonably expect the error term ⑀ it to have an individual component, denoted i , and an uncorrelated time effect it , both being i.i.d. Hence, the error term in Equation (1) has the properties that
In addition, because we have several observations on the same person, we would expect reasonably large serial correlation across time periods. Indeed, the first-order autocorrelation for our data is 0.8. We denote this serial correlation coefficient as , in which case the covariance between error terms at times t and s is given by
Attrition Component
A panelist may drop out of the experiment at any time and not return (Ridder 1990 and Verbeek and Nijman 1996 consider the more general case where panelists are permitted to return). When attrition occurs at time t, we do not observe y it . In many situations, the occurrence of attrition depends on y it , in which case a regression model based on Equation (1) but with only observed data will lead to a biased estimate of ␤ (Hausman and Wise 1979 , Winer 1983 ). For example, in our application, subscribers with declining usage might consider that it is no longer worthwhile continuing with their subscription.
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Figure 2 Average Usage Among Only Those Who Drop Out of the Experiment-Indexed Against Each Person's First Month of Usage
Therefore, a sign of impending attrition could be decreasing usage over time. Figure 2 illustrates this phenomenon for the subjects in our trial. Here, the average usage of just the 99 subjects who dropped out of the trial is examined. To account for individual heterogeneity in usage, each person is indexed against his or her first month's usage. The log transform of the usage data (in minutes used per month) has been taken because some people have extremely high usage. Figure 2 shows that for all four price treatments, those who drop out have an approximately linear decline in usage over time. 4 To incorporate attrition effects that depend on usage, we follow the approach taken by Hausman and Wise (1979) and Winer (1983) and define an indicator variable a it , being 1 if person i remains in the trial at time t and 0 if the person drops out. Now define y it to be observed if
where W it is a matrix containing variables that do not affect y it but do influence the probability of observing y it . Substituting for y it in Equation (2) gives
where R it ϭ (X it , W it ), ␦ ϭ (␣␤ ϩ , ␥)Ј, and it ϭ ␣⑀ it ϩ it . Assuming that it is normally distributed with mean 0 and variance , we have it ϳ N(0, ). As 2 2 4 The steadiness of the linear decline stops in August, mainly because only a handful of subjects drop out in the last two months, which increases the variability of the average log (usage).
was done by Hausman and Wise (1979) we normalize the variance of it by setting it to 1, so that we now have models for the retention and attrition probabilities given by the probit model as
it it
where ⌽(·) is the standard normal distribution function.
To allow for the possible correlation between usage and retention (nonattrition) we define a ϭ corr(⑀ it , it ). This correlation is a measure of the strength of the relationship between usage and retention, with a positive value of a indicating that customers with high usage have a higher probability of retention (nonattrition), while those with low usage have a lower probability of retention (i.e., higher attrition propensity). Because of the serial correlation of the ⑀ it s, the correlation between ⑀ it and is is corr(⑀ it , t is ) ϭ ͦtϪsͦ a . Hausman and Wise (1979) show that
where (·) is the standard normal density. Hence, if a 0 (i.e., attrition bias is present), then a linear model relating y it and X it , which includes just those observations remaining at time t, is biased. In the case of just two time periods, Heckman (1976) and Winer (1983) show that a simple adjustment can be made to the linear model, whereby ␦ is firstly estimated and then (R it )/⌽(R it ) becomes a new independent var-␦ ␦ iable in Equation (1). A similar adjustment is also possible for T Ͼ 2 periods, but it requires two additional regressors, both of which must be obtained by numerical integration. Because of this computational difficulty, we instead generalize Hausman and Wise's (1979) two-period model to any number of periods by extending the likelihood approach adopted originally by Hausman and Wise (1979) but outlined in more detail by Ridder (1990) . Details of this extension are given in Appendix 1.
Overall Log-Likelihood
Let d i be the period in which person i drops out of the experiment. If a person completes the experiment, we follow the convention of Diggle and Kenward (1994) and set d i ϭ T ϩ 1. By substituting the respective likelihoods for dropouts and completers from Equations (A4a) and (A4b) in Appendix 1 into Equation (A3) and grouping together terms, we derive the log-likelihood as
Appendix 2 gives the probabilities and densities required for the complete calculation of the log-likelihood in Equation (5). Substituting these into Equation (5) gives the exact log-likelihood function as
where Z 1it , Z 2it , Z 3it , Z 4i are defined in Appendix 2.
Latent Class Model
One of the possible problems with our proposed model is that usage levels are likely to vary by different panelist characteristics, some of which may be unobserved. A simple and robust method for handling this type of heterogeneity is to create latent panelist segments, as employed by Kamakura and Russell (1989) for consumer choice of packaged goods. 5 Denote l as the proportion of the population falling into segment l,
ogously to Kamakura and Russell (1989) , for the multinomial logit model, in our application we employ a separate usage/attrition model for each latent segment. The overall model is a weighted average of these segment-level models. Similarly to Kamakura and Russell (1989) , we parameterize the l proportions as / , with L ϭ 0 to ensure identifia-
bility. The likelihood for the latent class generalization of the model in Equation (6) is
where LL LC denotes the log-likelihood for the latent class model and LL il is the log-likelihood component for the ith person obtained from Equation (6) 
Application of the Model
Data
The usage data for this experiment come from a product trial conducted from October 1994 to October 1995 (13 months) for a new telecommunications service. For proprietary reasons, we cannot disclose the market or the service. However, we can say that it is a type of cellular phone with service features that combine the benefits of a fixed-line phone and a cellular phone. The purpose of the trial was to ascertain the revenue-maximizing price-a combination of a monthly access fee and a unit price per minute of usage. Usage prices were further divided into peak and off-peak time zones, but we consider just the peak time zone in this study. An additional objective was to determine customer price sensitivity to the product. Some 296 residential phone customers were recruited to the trial via a simple random sample. All those recruited had a fixed-line phone service, but very few had an existing cellular phone. The trialists were divided into four treatment groups of approximately equal size. The first group, labeled A, was the control group. They had no monthly access charge and only a 10¢/minute usage charge for the duration of the trial. Group B had just access price increases, while Group C had only periodic usage price increases. Last, Group D, had both access and usage price increases during the trial. Table 1 gives full pricing details for each group. Trialists paid their monthly bills, as with any phone service, but were permitted to drop out of the trial at any time, without any obligations except to pay their final bill. Table 1 shows that the highest dropout rates occur for the two groups with access price increases (B and D). The information recorded on each trialist was the number of airtime minutes used each month, their dropout month (if they dropped out), and the demographic variables of household income, whether they worked from home, were in full-time employment, and had a computer in the home. Table 2 gives some descriptive statistics for the usage data, both in raw minutes and log(minutes) per month, for just the first month of the trial (i.e., before price increases start to take effect on usage). One of the first things to notice is that the mean always exceeds the median, sometimes by a substantial amount (see treatment B, for instance). This is a clear sign of skewness in the data. Moreover, the mean, standard deviation, and interquartile range are similar for each group, which is a feature of the exponential distribution. Mosteller and Tukey (1977) recommend a log transformation in such instances. The log transformation has an additional advantage of ''reining in'' some extremely high-usage observations. Having applied the log transformation, Table 2 shows the means and medians of the logged data to be about the same. Histograms of the logged data for each group exhibit normally distributed data. Hence, from now on we use just the log-transformed usage data.
Usage-Independent Variables.
In addition to the independent variables of access price, usage price, and the four demographic variables mentioned earlier, we also consider covariates arising from seasonal effects. Figure 1 shows the usage levels for Group A, who experience no price changes, yet their usage levels drop considerably in July and August, only to rise again in September and October. Because July and August are traditional vacation months, a drop in residential usage at this time is not surprising. Therefore, we incorporate dummy variables for three of the year's four quarters. Hence, our usage model is
where y ϭlog(y it ), and are the access and usage a u
prices person i is charged at time t, HINCOME i ϭ1 if 7 Notice that we do not have dummy variables for each of the treatment groups. This is because treatment dummy variables are confounded with access and usage price. Notice also that we do not include a lagged-dependent variable, as might seem reasonable with such high autocorrelation and potential heterogeneity. For instance, Winer (1983) used lagged-dependent variables, but Ridder (1990) comments that the independent variables in Equation (1) (2) shows that, as a minimum, the attrition model must contain the same independent variables as the usage model. Indeed, Ridder (1990) states that this is a necessary condition for identifiability of the Hausman and Wise (1979) model. Some possible additional independent variables suggested by Verbeek and Nijman (1992) for the attrition model include the number of survey waves a person is included, an indicator variable showing whether or not a person completes all waves, and a lagged-attrition variable indicating whether a person participated in the previous survey wave. All of these independent variables are suited more to the situation in which a respondent can return to the study having missed a survey wave. This does not happen in our case, so we set the attrition-independent variables to be the same as those used for the usage component of our model.
Attrition-Independent Variables. Equation
Estimation
We used the EM algorithm to maximize the latent class likelihood given in §3.4 (see Wedel and Kamakura 1998 for theory and application of the EM algorithm to latent class models in marketing settings). A FORTRAN program was written to execute the EM algorithm. When maximizing the LL l components, we used a modified Newton method with numerical second derivatives, as executed by an IMSL routine (IMSL 1997) . This IMSL routine requires first derivatives, which we give in Appendix 3.
With the latent class model, we must first determine the number of segments. Bucklin and Gupta (1992) argue in favor of using the Bayesian information criterion (BIC), defined as LL Ϫ (m/2) ln(N ), where m is the number of parameters and N is the number of observations (3,210 in our case). The model with the highest BIC indicates the best number of seg- Table 3 gives the parameter estimates for a simple OLS regression model, a one-segment model, and a two-segment model. The simple regression model is a naive model that ignores the effects of attrition, which is why it has no parameter estimates for attrition. If we compare this naive model with our singlesegment model that incorporates attrition, then some interesting differences emerge. First, note the relative size of the access and usage price coefficients. The model that ignores attrition effects has smaller coefficients (in absolute value) than the model that incorporates attrition. Moreover, the naive model does not show access price to be significantly related to usage. A person using the naive model would significantly understate usage price sensitivity of consumers to the new product, as well as sensitivity of customer retention to access price.
Description of the Segments
The single-segment model incorporating attrition also shows an interesting contrast between the relative importance of access and usage price on attrition. The coefficient for access price in the attrition component of the model (Ϫ0.016) is more than three times larger than the access price coefficient in the usage component of the model (Ϫ0.005). This difference in relative importance is also borne out in the t-statistics (Bring 1994) , with the access price t-statistic being 3.8 times bigger in the attrition model. This is intuitively reasonable and fits well with the earlier observation in Figure 1 , which is that access price has more impact on customer attrition than usage of the service. Because access price is a fixed monthly cost irrespective of usage, when it gets too high there is a strong disincentive to retain the service. Usage price also plays its part on attrition, but to a lesser extent. Here, a customer with low or decreasing usage, which could result from increasing usage charges, might view the fixed monthly access fee as too high compared with the utility he or she gets from the product and, therefore, relinquish the product (drop out of the trial in this case).
8
In the one-segment model, also notice the high value of at 0.776, which indicates strong serial correlation. Moreover, the correlation between usage and retention, as measured by a , is reasonably strong and certainly statistically significant. This confirms the conjecture that high-usage customers are more likely to retain the service than low-usage customers.
Turning attention to the two-segment model, we see that Segment 1 has a bigger intercept in the usage model compared with Segment 2 and, hence, higher usage on average. 9 In addition, with regard to the usage model, Segment 1 is much less price sensitive to both access and usage price. Interestingly, while Segment 1 appears to be the high-usage group and is less price sensitive, this segment is still very access price sensitive when it comes to attrition. Furthermore, Segment 1's sensitivity to usage price for attrition is considerably higher than that for Segment 2, showing that when usage price gets too high, their usage tends to decline, making them more vulnerable to attrition as it becomes harder to justify the fixed monthly charge. By contrast, Segment 2, with its tendency toward low users, is not very sensitive to usage price when it comes to attrition because increasing usage costs will not add substantially to their total monthly bill. However, Segment 2 is extremely sensitive to access price, more so than Segment 1.
High-and low-usage segments were also found in a study of cellular phone pricing conducted by Jain et al. (1999) . Their sample had a mixture of residential and business customers and revealed that high-usage customers were more sensitive to usage price than low-usage customers. We do not find this in our study. However, in the Jain et al. (1999) study, access price included free calling minutes, and the low-usage segment tended to have used the phone only up to the limit of their free minutes, which meant that they were unaffected by airtime usage costs. Our experiment had no free minutes included in the monthly access price, which would explain the difference in our findings. One finding that is consistent across both studies is that the low-usage segment is very sensitive to access price.
The four demographic variables show the expected effect: Those having higher income, working from home, being in full-time employment, or having a computer in their home demonstrate both higher usage and less tendency to drop the service. Regarding seasonal effects, as seen in Figure 1 , there is a significant decline in summer usage, but only for the lowusage segment.
Last, in Table 3 , notice the very high value of the serial correlation for Segment 1 and that is lower for Segment 1 compared with that for Segment 2. Hence, the usage pattern for Segment 1 is more consistent, with less variability. Also notice that a for Segment 2 is nearly twice as big as that for Segment 1, indicating the higher correlation between usage and retention for Segment 2.
Model Fit
We now test the predictive fit of our usage and attrition models by comparing model predictions (fitted values) with the observed data for each month of the experiment.
Usage. Fitted values of usage were obtained for Segments 1 and 2 by substituting the individual-level demographic information into the estimated models given in Table 3 . The actual access and usage prices in Table 1 were used for the monthly prices. An overall usage estimate was obtained for each person for each month by calculating the segment-level expected usage, conditional on retention, given by Equation (4). These segment-level estimates were averaged, with weights given by , the estimated probability that il person i belongs to segment l. Figure 3A shows the average monthly observed and fitted log-usage values (indexed against the first month). The model fit is very good. The correlation between observed and fitted usage levels is reasonable, being 0.54.
Attrition. As for usage, individual level actual data were substituted into the estimated attrition model in Table 3 to produce estimates of the survival probability at each month, i.e., Pr(a it ϭ 1). The expected number of trialists at each time period for each treatment group is the sum of the estimated retention probabilities for those in the relevant group. Figure 3B compares the observed and expected number of people in each treatment group over time. The fitted values are extremely close for all four treatment groups. We calculated the 2 goodness-of-fit statistic across all the treatment groups for each month (4 ϫ (13 Ϫ 1) ϭ 48 cells) and obtained a chi-squared value of 3.39. Comparing this with a 2 critical value at the 5% level with 27 degrees of freedom (48 Ϫ 20 Ϫ 1 ϭ 27, where 20 is the number of estimated parameters in the latent class attrition model) of 40.1, we cannot reject the null hypothesis of a good fit.
Price and Attrition Elasticities
Price Elasticity
A key objective of this study is to examine customers' price sensitivity, as measured by price elasticity. In the marketing literature, Tellis (1988) reported an average price elasticity of Ϫ1.8 for packaged goods, durables, and pharmaceuticals, based on a meta-analysis. Many other researchers have examined price elasticities for packaged goods (see, for example, Bolton 1989, Ehrenberg and England 1990, Raju 1992) , with typical price elasticities in the range of Ϫ2 to Ϫ3. Only a handful of studies have reported price elasticities in the telecommunications industry, and these largely appear in the economics literature. For instance, Hackl and Westlund (1996) found that price elasticities for telephone service ranged only between Ϫ0.4 and Ϫ0.9. Rappoport and Taylor (1997) report an average elasticity of Ϫ0.44, being much smaller than those found for Tellis' (1988) industries. Kling and Van Der Ploeg (1990) and Park et al. (1983) found usage price elasticities for just local calls ranged between Ϫ0.1 and Ϫ0.2. While Madden et al. (1993) and Bewley and Fiebig (1988) also found telecommunications prices to be relatively inelastic, they did report that elasticities were higher for the long haul, compared with short-haul toll calls. Only the study by Madden et al. (1993) examined access and usage price simultaneously (via conjoint analysis), but access price elasticities were only given conditional on a usage price and were typically near zero. We now derive access and usage price elasticities for the telecommunications service analyzed in this experiment.
The expected usage for person i (U i ), incorporating the effect of attrition, is obtained using Equation (4), as
Individual-level access and usage price elasticities are, respectively, a ϭ (
where the partial derivatives of U i with respect to access price (p a ) and usage price (p u ) are given in Appendix 4 (available at http://mktsci. pubs.informs.org). Table 4 gives the average access and usage price elasticities for several levels of access and usage price using the coefficients in Table 3 for the two-segment model incorporating attrition. 10 In every case, usage price elasticity is considerably higher than access price elasticity, about a two-to-one ratio, showing the relative dominance of usage price over access price for determining demand.
The last two columns of Table 4 compare the elasticities for the same price combination ( p a ϭ $35 and p u ϭ $0.60), except that the last column ignores the effect of attrition on demand and estimates total expected usage with the regression coefficients in Table  3 for the OLS model that does not incorporate attrition. Contrasting these two columns shows that by ignoring the effects of attrition, access price has a much smaller effect on demand (one-fifth). Ignoring attrition also has a big effect on usage price elasticity, which is evident from the near-halving in usage price elasticity from Ϫ0.71 to Ϫ0.39. The lower-usage elasticity observed when attrition is ignored results from the censoring effect mentioned above, whereby normal usage levels are maintained among the product ''survivors,'' despite price increases, and this gives the (false) impression of lower usage price sensitivity.
Attrition Elasticity
In addition to demand elasticity, we also examine customer churn (defined here as customers lost) because it is an important feature of subscription services. For instance, Bolton (1998) reported that the average monthly churn rate is high in the cell phone market, at 2.7% per month. High churn rates are also observed in the satellite pay TV market. To see the effects of churn, we calculated the average percent of customers who drop out each month at some time over a 13-month period for the previously used levels of access and usage prices. The lower half of Table 4 gives the attrition elasticities. It shows both access and usage attrition elasticities increasing as access and usage prices increase. However, the elasticity for usage price is considerably smaller than that for access price, as would be expected, because Table 3 shows that usage price has less influence on attrition for both segments.
As a point of comparison, Bolton (1998) reported that the churn rate was 2.7% for another cellular phone service that had an average monthly access fee of $28.35/ month and average usage rate of $0.26/min. The estimated churn rate for this price combination using our model is 3.1%, being very close to Bolton's (1998) figure. 
Figure 4a
Revenue Surface as a Function of Access and Usage PriceNo Acquisition Cost Deducted.
The slightly higher churn rate in our case is probably because relinquishing the telecommunications service is easier for the panelists in our experiment, compared with the effort required to switch suppliers, as would be required in Bolton's case (1998) .
Optimal Pricing
Until now, our usage and attrition models have been used to model just the observed experimental results and to obtain elasticities. As noted at the beginning of the modeling section, one of the purposes of the experiment is to determine an optimal pricing strategy for access and usage price. To achieve this, our combined usage/attrition model can estimate a revenue profile for each person over time. By summing up each person's expected revenue, we obtain the expected total revenue. Unlike the experiment, we do not vary price over time but set it to be constant over a 13-month period, which is more like the market conditions a customer will experience. The expected total revenue is given by
where U ϭ ⌺ U i . As for usage, a consistent esti-
mate of Equation (7) is obtained by substituting in the parameter estimates for the two-segment model in Table 3 . Figure 4A shows the revenue surface as a function of access and usage price, indexed against the total revenue for ( p a , p u ) ϭ ($0, $0.05). The maximum revenue can be obtained directly using the partial derivatives of Equation (7), which are given in Appendix 5 (available at http://mktsci.pubs.informs.org). In Figure 4A , revenue is maximized at ($29.1, $0.81), being a moderate monthly fee and a high-usage price. One problem with using Equation (7) for revenue maximization is that it ignores the cost of customer acquisition. In our experiment, when a panelist relinquished the service, he or she was not replaced. However, in a true market setting, it would be expected that customers who drop the service are replaced by new customers, captured by advertising or some other form of sign-up promotion. Therefore, our revenue model needs to incorporate some measure of customer acquisition cost. While it would be difficult to assign a precise acquisition cost to each customer, it is relatively straightforward to gauge aggregate acquisition cost via the advertising to sales ratio. That is, Equation (7) gives us total sales, and knowing the ad/sales ratio gives an aggregate value for advertising. If we denote the ad/sales ratio as ␥, the net revenue having deducted customer acquisition costs is (1 Ϫ ␥)REVTOT. It now remains to determine a realistic value of ␥.
Several studies have looked exhaustively at advertising/sales ratios (Balasubramanian and Kumar 1990, 1997; Farris and Buzzell 1979; Paton and Conant 2000) , usually with a view to finding factors related to ␥. Paton and Conant (2000) observed somewhat wide variation in ␥ across 844 firms in the United Kingdom. Their average ad/sales ratio was 2.03% but in particular was 2.33% for the telecommunications
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industry. Hence, we initially use a ␥ value of 0.0233. Farris and Buzzell (1979) reported that ␥ tends to be higher for firms producing new products, as in our case. Hence, also use a value of 0.05 for ␥. Figure 4B shows the net revenue surface for a ␥ value of 0.0233. The point of maximum revenue occurs at (p a , p u ) ϭ ($27.7, $0.81). 11 Hence, deducting the acquisition cost from Equation (7) places an increased penalty on losing customers, and this effect is combated by lowering the monthly access fee, which we have seen already has the biggest impact on customer retention. For a higher ␥ value of 0.05, the point of maximum revenue occurs at ($26.2, $0.80), which further tries to correct for the loss in revenue because of customer attrition by lowering the monthly access fee.
As a matter of interest, we tried to compare our revenue-maximizing price combination with that derived from a naive model. In this case, a sensible naive model is one that ignores attrition effects and uses the coefficients from the second column of Table 3 as a usage-only model. However, such a naive model allowed the access price to be almost unlimited (up to $1,000/month, for instance) because there is no
Conclusion
In this paper, we modeled observations from a market experiment for a new subscription-based telecommunications service. A theoretical model was derived that combined two basic phenomena of subscription services-namely, usage and retention. Each of these phenomena was modeled separately, but the usage model is conditional on survival and the retention model is conditional on usage. The two components of our model exhibit good predictive validity, giving usage and attrition estimates close to their actual values.
Two key objectives were revenue maximization with respect to access and usage price and determination of price sensitivity. Regarding these objectives the main findings are as follows:
(i) Access price has some affect on usage but a much stronger affect on retention.
(ii) Usage price has a strong effect on usage and a moderate effect on retention, in that if usage price increases so much that usage declines, then lower usage levels results in higher attrition.
(iii) Access price elasticity is about half that of usage price, with both elasticities generally being much smaller than 1, indicating relative inelasticity for this particular service.
(iv) Churn rate is much more sensitive to access than usage price (about a 3-to-1 ratio for moderate usage price).
(v) If just observed usage is examined and customer attrition is ignored, then price sensitivity is very likely to be substantially underestimated (on the order of 45% in our case).
Even though the experiment and model worked well in this application in terms of meeting the objectives, there are several limitations, which we now identify.
(i) The range of prices used in the experiment was not wide enough, especially for usage. For example, the revenue-maximizing usage price was around $0.80/minute, which is higher than the highest usage price charged in the experiment. The first two usage price increases appear to have had little effect on usage, and future experiments should extend the usage price range up to $1.00/minute, with fewer price levels set at the lower end.
(ii) The range of access and usage prices did not conform according to a full factorial design, in that both access and usage price increased simultaneously. Moreover, the price increases were confounded with time, so that seasonal effects may also be confounded with pricing effects. An alternative experimental plan could have started with high prices and reduced them over time (as often happens with a new service) or mixed up the valence of the price changes (to look for possible asymmetric price elasticities).
(iii) There may be some conditioning effect of the trialists, whereby they are reluctant to relinquish the service once they get used to it or depend on it. This ''inertia'' would tend to make the trialists less price sensitive than in a normal market setting, especially because there are no competitive effects present in this experiment.
(iv) The optimal price has been derived as if it were constant over time. Some additional modifications are required for dynamic pricing, particularly if competitive pressure had forced prices to become lower over time. Our model can accommodate dynamic pricing, but no competitive products were on the market at the time of the experiment.
Despite these limitations, the main findings should still be valid and future experiments can be refined to address the limitations. Regarding the model employed, our generalization of the Hausman and Wise (1979) model gave encouraging results, showing good predictive validity and producing intuitively reasonable results. The modeling of retention related to usage applies to many other products and services, for example, a credit card-where if a customer does not use it much and the annual subscription cost is quite high, then he or she may not renew a subscription. The same effect should be observed with magazines and newspapers, where decreased reading may not justify the subscription cost.
Although the model developed here has been applied to a new subscription service, it could equally be applied to an existing service, although some provision will have to be made for competitors' prices, by using relative instead of absolute prices, for instance. An alternative model for customer acquisition could also be developed, rather than the one based on ad/sales ratios used above. For example, Thomas (2001) develops a model in which customer acquisition and retention are dependent.
Finally, an important finding of this study centers around the analysis of longitudinal panel data, which is also applicable to consumer or television panels. These panels also have panelist attrition, with higher dropout for low-volume buyers in the case of consumer panels or light TV viewers in the case of people meter panels. For consumer panels, it is possible that low-volume buyers are less price sensitive, in which case the remaining panelists tend to be more price sensitive. A model that fails to account for panelist attrition would then overstate price sensitivity. The theoretical model of usage and attrition developed in this application could also be applied to consumer panels simply by incorporating a model for panelist attrition, such as the probit model used here. 
