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Abstract
Statistical Properties of Nuclei: Beyond the Mean-Field Approximation
Paul Fanto
2021
The statistical model of compound-nucleus reactions has important applications in fundamental nuclear science, nuclear astrophysics, and nuclear technology.
This model relies on two theoretical areas: (i) statistical reaction theory, which describes the compound nucleus with the Gaussian orthogonal ensemble (GOE) of
random-matrix theory; and (ii) statistical properties of nuclei, i.e., nuclear structure
observables that determine statistical-model predictions of reaction rates.
The GOE statistical theory predicts that the partial widths of compoundnucleus resonances follow the Porter-Thomas distribution (PTD) and that total γdecay widths have a narrow distribution. However, recent experiments measured
width distributions that were broader than statistical-model predictions. We study
these results with resonance-reaction models based on the GOE.
Nuclear level densities are important statistical properties of nuclei and inputs to the statistical model. Mean-field methods are widely used to calculate
level densities microscopically but neglect important correlations. We introduce
two novel methods for symmetry projection after variation in the finite-temperature
mean-field approximation and calculate nuclear state densities with exact particlenumber projection. Moreover, we calculate state densities in the configurationinteraction shell model framework using the static-path plus random-phase approximation (SPA+RPA). The SPA+RPA includes static fluctuations and small-amplitude
time-dependent quantal fluctuations beyond the mean field. We find that the SPA+RPA
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state densities agree with exact shell model Monte Carlo (SMMC) state densities and
improve significantly over mean-field state densities in heavy lanthanide nuclei.
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Chapter 1
Introduction
Although its experimental discovery [1] and first theoretical descriptions [2, 3, 4, 5, 6]
are roughly a century old, the atomic nucleus continues to challenge and reward
theoretical investigations. The nucleus is a strongly interacting quantum manybody system, and thus it is challenging to calculate its observables theoretically.
Moreover, while it is known that the theory of quantum chromodynamics (QCD)
describes the strong nuclear force, the precise form of the effective nucleon-nucleon
Hamiltonian arising from QCD at the energies relevant to nuclear structure has not
been established [7, 8]. Due to its finite size, large static and quantal fluctuations
are important and complicate the use of mean-field methods. In particular, although
various nuclear phenomena can be explained within mean-field models that break
rotational and particle-number symmetries [7], these symmetries remain conserved
in the finite-size nucleus and must be restored to obtian a full description of nuclear
observables. Finally, nuclear reactions provide the central experimental probe to
study nuclei and are relevant to a wide range of applications of nuclear physics [9].
Consequently, it is useful to describe nuclear reactions on equal footing with nuclear
structure.
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A particularly important class of nuclear reactions are compound-nucleus reactions. A concept introduced by Bohr [3], the compound nucleus is a combined
system of the reaction projectile and the target nucleus that statistically equilibrates,
so that its formation is approximately independent of its decay. The computational
complexity of the nuclear many-body problem makes it unfeasible to model the exact many-body dynamics of compound-nucleus reactions. The statistical model of
compound-nucleus reactions describes the compound-nucleus Hamiltonain by a random matrix drawn from the Gaussian orthogonal ensemble (GOE) of random-matrix
theory [10, 11]. The GOE is suitable for systems that preserve both rotational and
time-reversal symmetry. This stochastic approach to compound-nucleus scattering
does not require detailed spectroscopic knowledge; rather, it takes as input average
structural properties of the nucleus such as the nuclear level density, which quantifies
the number of energy levels per unit energy in the nucleus. Statistical-model codes
[12, 13, 14] are widely used in theoretical and experimental nuclear physics, as well
as in many applications of nuclear technology. Stochastic scattering models based on
random-matrix theory are also applied in mesoscopic and condensed matter physics
[15, 16, 17].
In nuclear astrophysics, statistical-model predictions of compound-nucleus reactions are important for our understanding of rapid neutron capture process (r
process) nucleosynthesis. The r process produces a significant fraction of the nuclei heavier than iron [18, 19], and its astrophysical site remains a topic of debate
[19]. Understanding the formation of heavy elements is a high-priority goal of the
2015 DOE/NSF Long-Range Plan for Nuclear Science [20], and the question “How
Were the Elements from Iron to Uranium Made?” was one of the Eleven Science
Questions for the New Century presented by the National Academy of Sciences in
2003 [21]. Recently, mergers of neutron stars, or of a neutron star and a black hole,
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have emerged as leading candidates for the r-process site [22], following LIGO’s detection of a neutron star merger and the observation of the subsequent kilonova in
the gravitational wave event GW170817 [23, 24]. Determining the r-process site and
understanding the extent to which this process accounts for the abundances of heavy
elements requires modeling reaction networks involving unstable nuclei, for which
experimental data are limited. Consequently, theoretical predictions based on the
statistical model are a main component of r-process simulations [19, 25]. In particular, the rates of neutron-capture reactions, in which a neutron is absorbed and a
γ-ray photon is emitted, significantly influence models of the r process [26, 27].
The statistical model of compound-nucleus reactions also underpins nuclear
data evaluation [12, 28, 29]. In the data evaluation process, the parameters of a
statistical reaction code [12] are tuned to reproduce selected experimental data. This
code is then used to predict reaction rates that are entered into a nuclear database
[29], such as the Evaluated Nuclear Data File (ENDF) [28]. These databases are used
in a wide range of important applications, such as the modeling of neutron transport
in nuclear reactors [28], the production of isotopes for medical treatments [29], and
the U.S. stockpile stewardship program [29, 30].
There are two broad areas of modern theoretical studies of the statistical model:
(i) statistical reaction theory, i.e., the application of random-matrix theory to the
compound nucleus; and (ii) statistical properties of nuclei, i.e., the theoretical description of the nuclear structure inputs to statistical-model calculations, e.g., nuclear level densities. In recent years, challenges to the statistical model have arisen in
each of these areas. In particular, two recent experiments that measured the widths
of compound-nucleus resonances [31, 32] found that the statistical fluctuations of
these widths disagreed with the fluctuations predicted by the GOE. Neutron resonance width statistics provided early evidence in favor of the GOE description of the

3

compound nucleus [10, 11]; these new findings call into question the range of applicability of this description. Moreover, recent sensitivity studies [26, 27] have shown
that deficiencies of theoretical models of statistical nuclear properties, particularly
level densities [27], significantly limit current understanding of r process nucleosynthesis. These results motivate the development of reliable microscopic methods for
calculating nuclear level densities [27].
In this dissertation, we apply random-matrix models to study theoretically the
statistics of partial resonance widths in compound-nucleus reactions studied in recent
experiments [31, 32]. We also present many-body methods for calculating nuclear
level densities starting from an underlying effective interaction between nucleons.

1.1

Statistical reaction theory: neutron resonance
width fluctuations

A central prediction of the GOE statistical theory of the compound nucleus is that the
fluctuations of the partial widths of compound-nucleus resonances follow the PorterThomas distribution (PTD) [33], a χ2 distribution in one degree of freedom. Partial
resonance widths corresponding to a particular reaction channel quantify the probability that compound-nucleus resonances–long-lived excitations of the compound
nucleus–decay via this channel. The discovery that the statistics of neutron resonance widths in the Nuclear Data Ensemble (NDE) – a compilation of resonance
energies and neutron widths from many nuclei – agreed with the PTD [34] contributed significantly to the broad acceptance of the GOE model in nuclear physics
[10, 11]. However, recent experiments that measured the fluctuations of partial neutron widths of platinum isotopes [31] and total γ-decay widths of the 96 Mo compound
nucleus [32] found that the former differed significantly from the PTD and that the
4

latter were broader than the statistical-model predictions. Moreover, a reanalysis
of the NDE found that the neutron widths in this ensemble did not agree with the
PTD [35]. Taken together, these findings call into question the range of applicability
of the GOE description of the compound nucleus.
In the first part of this dissertation, we study the statistics of neutron and
γ-decay widths using random-matrix models of compound-nucleus scattering. In
particular, we study neutron resonance width statistics with a resonance-reaction
model that describes the effect of the entrance neutron channel realistically [36]. We
also present a model of partial and total γ decay from compound-nucleus resonances
that includes the large number of individual γ-decay channels in a semi-realistic way
[37]. Using these models, we restrict the explanations for the experimental results
reported in Refs. [31] and [32].

1.2

Statistical properties of nuclei: level densities

In the second part of this dissertation, we focus on statistical properties of nuclei,
specifically nuclear level densities. Level densities, which measure the average number
of nuclear levels per unit energy, are important physical inputs to statistical-model
calculations. In particular, level densities are important for calculating cross sections of neutron-capture reactions, which, as discussed above, play a significant role
in r-process nucleosynthesis [26, 27]. Level densities are challenging to measure experimentally [38, 39], and theoretical models for level densities are needed for many
applications.
In modern reaction codes [12, 13, 14], level densities are described with phenomenological models, the parameters of which are fitted to available experimental
data. However, phenomenological level density models introduce significant inac-
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curacies into statistical-model results, especially when extrapolated away from the
nuclei to which their parameters were fitted [27]. These phenomenological models
are also limited by the scarcity of and uncertainties in experimental data [38].
Microscopic level densities calculated from an underlying effective nuclear interaction are more reliable than phenomenological models. However, such microscopic
methods are limited by the computational complexity of the nuclear many-body
problem. Mean-field approximations, which replace the interacting nucleus with a
system of noninteracting nucleons moving in an average self-consistent potential,
can be used to calculate nuclear properties efficiently across the nuclear chart [7, 40].
Consequently, mean-field methods and combinatorial methods based on the meanfield approximation are the primary microscopic approaches used to calculate level
densities for statistical-model codes [41, 42]. However, mean-field approximations
neglect important correlations that affect the level density. For instance, the meanfield approximation does not account for the collective rotational enhancement of
the level density in heavy mid-shell nuclei [43, 44]. Consequently, modern mean-field
methods must be augmented with empirical correction factors [42], which become
uncertain when extrapolated to new regions of the nuclear chart.
Mean-field approximations often break symmetries of the underlying nuclear
Hamiltonian. While this symmetry breaking allows the mean-field approximation
to capture some collective effects, it also limits the accuracy of level density calculations. At zero temperature, the projection of mean-field wavefunctions onto
subspaces defined by good quantum numbers mitigates the effects of spontaneous
symmetry breaking at the mean-field level [7]. General formulas exist for projection
after the variation that determines the mean-field solution in the finite-temperature
mean-field approximation [45, 46]. However, these projection formulas are limited by
a sign ambiguity in the finite-temperature Hartree-Fock-Bogoliubov (HFB) approx-
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imation, a widely used mean-field method. Moreover, the effect of exact projection
on level density calculations has not been studied.
The configuration-interaction (CI) shell model method describes single-particle
and collective excitations within the same framework. However, the diagonalization
of the CI shell model Hamiltonian is limited to light and medium-mass nuclei by
the combinatorial increase of the many-particle model space dimension with the
number of single-particle orbitals and/or nucleons. The interacting boson model
(IBM), which employs bosonic variables to describe collective nuclear states, has
successfully captured the low-energy behavior in heavy nuclei [47, 48]. However,
nuclear level densities require an accurate description of highly excited states beyond
the reach of the IBM.
The auxiliary-field Monte Carlo (AFMC) method [49, 50, 51, 52], known as
the shell model Monte Carlo (SMMC) method [53, 54, 55, 56, 57] in nuclear physics,
can calculate finite-temperature observables in heavy nuclei within the CI shell model
framework exactly (up to a controllable statistical error) and at a practical computational cost. These finite-temperature observables can then be used to calculate level
densities [57]. Formulated with the Hubbard-Stratonovich transformation [58, 59],
the SMMC method has been applied to calculate level densities in nuclei as heavy
as the lanthanides [60, 61, 62, 63, 64, 65, 66, 67, 68, 44]. These methods have also
been applied to study strongly interacting many-body systems besides nuclei, such as
mesoscopic and condensed matter systems [50, 69], cold atoms [70, 71, 72], chemical
systems [73], and molecular systems [74]. However, the Monte Carlo sign problem
[56, 75] restricts the SMMC to a narrow set of effective nuclear interactions, although this limitation can be addressed using the extrapolation method of Ref. [55].
In addition, the Monte Carlo sampling in the SMMC is computationally demanding,
especially for heavy deformed nuclei.
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The static-path plus random-phase approximation (SPA+RPA) is a promising method that goes beyond the mean-field approximation but does not include
all the correlations of the SMMC method. Also formulated in the framework of
the Hubbard-Stratonovich transformation, the SPA+RPA includes large-amplitude
static fluctuations beyond the mean field together with small-amplitude time-dependent
quantal fluctuations around each static fluctuation. Introduced as an extension to
the static-path approximation (SPA) [76, 77, 78, 79, 80, 81], the SPA+RPA has been
found to give nearly exact results for finite-temperature observables in solvable models [82, 83, 84, 85, 86, 87]. However, the SPA+RPA has been sporadically used to
study nuclei with realistic interactions and has never been systematically applied to
calculate level densities in heavy nuclei.
In the second part of this dissertation, we discuss finite-temperature many-body
methods for calculating level densities within the CI shell model framework. First,
we present two novel methods for symmetry-restoration projection after variation in
the finite-temperature HFB approximation [88, 89]. We apply these methods to the
important case of particle-number projection in heavy lanthanide nuclei and calculate nuclear state densities.1 However, these projection methods do not fully repair
fundamental limitations in the HFB state densities due to the intrinsic breaking of
particle-number conservation.
To go beyond the mean-field approximation, we apply the SPA+RPA to calculate state densities in the CI shell model framework. Inspired by the SMMC
approach, we apply a Monte Carlo method to calculate SPA+RPA observables in
heavy nuclei. Using a pairing plus quadrupole nuclear interaction, we benchmark the
SPA+RPA state densities of samarium isotopes against exact SMMC densities and
1

In the state density, all of the 2J + 1 degenerate states associated with a nuclear level of spin
J are counted individually, whereas in the level density this group of degenerate states is counted
as one level.
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against finite-temperature HFB state densities calculated with exact particle-number
projection [90]. We find that the SPA+RPA state densities are in excellent agreement with the SMMC results and improve significantly over the mean-field results.
In particular, the SPA+RPA restores the rotational and particle-number symmetries
that are broken in the HFB approximation. Consequently, the SPA+RPA describes
the collective enhancement of the state density relative to the HFB state density
without the need for empirical enhancement factors.

1.3

Outline

The outline of this dissertation is as follows. In Chapter 2, we review the statistical
model of compound-nucleus reactions with a particular focus on the use of the GOE
to describe of the compound nucleus. In Chapter 3, we present a study of neutron
width statistics in s-wave neutron scattering from

194

Pt to address the experimental

results of Ref. [31] that contradict statistical-model predictions. Our study is based
on a random-matrix model that combines a realistic description of the entrance swave neutron channel with the GOE theory of the compound nucleus. In Chapter
4, we present a study of partial and total γ-decay width distributions of the

96

Mo

compound nucleus, also motivated by recent experimental results [32]. In both cases,
we find that the experimental results cannot be fully explained with our statistical
reaction models.
To set up the second part of this dissertation, we review basic aspects of the
nuclear level density and the CI shell model in Chapter 5. In Chapter 6, we present
two methods for symmetry projection after variation in the finite-temperature HFB
approximation. In Chapter 7, we derive the SPA+RPA and present a Monte Carlo
method for calculating finite-temperature observables within this approach. In Chap-
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ter 8, we benchmark SPA+RPA state densities of samarium isotopes against exact
SMMC state densities, particle-number-projected HFB state densities, and experimental data. Finally, in Chapter 9, we summarize our results and discuss possible
directions for further research.
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Chapter 2
Statistical model of
compound-nucleus reactions
2.1

Introduction

The statistical model of compound-nucleus reactions is fundamental to the modern
understanding of nuclear reactions and has important applications in nuclear science
and technology. Often referred to as the Hauser-Feshbach theory of compoundnucleus reactions [91], the statistical model relies on the assumption that the compound nucleus Hamiltonian can be described by a random matrix drawn from the
Gaussian orthogonal ensemble (GOE) [11]. Statistical Hauser-Feshbach codes [12,
13, 14] are widely used in basic research in nuclear physics and nuclear data evaluation [92]. Consequently, it is important to study the validity of the GOE description
of the compound nucleus on which the statistical model is based.
Wigner [93, 94, 95, 96, 97] introduced the random-matrix description of the
compound nucleus to explain observed fluctuations of nuclear resonances, and Wigner
and Dyson [98, 99, 100, 101] pioneered the application of random-matrix theory to
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physical systems. For a review of this early development of random-matrix theory, see, e.g., [102]. Random-matrix theory describes the statistical fluctuations of
a generic interaction many-body system by invoking an ensemble of Hamiltonian
matrices that are consistent with certain symmetry restrictions. In the case of the
GOE, for example, time-reversal invariance is assumed. This matrix ensemble implies distributions of various aspects of the system, specifically level spacings and
eigenvector components [17, 10]. If the distributions of these quantities in a physical system agree with the random-matrix predictions, then only average properties
of the system–e.g., the average level density–contain any physical information. The
fluctuations of the system are generic. By the same token, random-matrix theory can
describe only local fluctuations of a physical system. Applications of random-matrix
theory to a physical system relies on separate models for the average properties of
this system.
Important evidence in favor of the GOE description of the compound nucleus
comes from the statistics of nuclear resonances, which are long-lived states of the
compound nucleus that produce sharp spikes in cross-section data. The GOE model
predicts that the partial widths for compound nucleus resonances to decay via any
reaction channel are distributed according to the Porter-Thomas distribution (PTD)
– a χ2 distribution in one degree of freedom [33, 11]. The PTD is given by

PPTD (x) = √

1
e−x/2
2πx

(2.1)

The good agreement found between the resonance widths in the nuclear data
ensemble (NDE)–a compilation of neutron resonance energies and widths from several
nuclei–and the PTD [34] led to the broad acceptance of the GOE description of the
compound nucleus in the nuclear physics community [10]. Good agreement was also
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found between level spacing statistics in the NDE and the GOE predictions [10].
However, recent experiments reported discrepancies with the GOE predictions
for partial neutron width fluctuations of platinum isotopes [31] and total γ-decay
width distributions of
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Mo [32]. Furthermore, the NDE was reanalyzed and found

to yield weaker agreement with the GOE model [35]. These results call into question
the GOE description of the compound nucleus.
In this dissertation, we discuss studies that examined the reactions measured
experimentally in Refs. [31] and [32] using realistic random-matrix models of the
compound nucleus. These studies limit the explanations for the experimental results
of Refs. [31, 32] within the statistical model framework and consequently motivate
further experimental investigation of the range of applicability of the GOE model.
In this chapter, we review the central aspects of the GOE statistical theory
of compound-nucleus scattering. We also define partial and total decay widths and
show how the PTD prediction for partial width fluctuations can be derived within
the GOE model. Next, in Chapters 3 and 4, we present studies focused on the
experiments of Refs. [31] and [32], respectively.
This chapter is organized as follows. In Sec. 2.2, we provide a historical overview
of the development of the GOE statistical model. In Sec. 2.3, we define the basic
framework of compound-nucleus scattering and present the S matrix within this
framework. In Sec. 2.4, we present the GOE model of compound-nucleus scattering
and review its implications for the S matrix. In Sec. 2.5, we define partial and total
resonance widths. We show how the GOE assumption predicts that the fluctuations
of these widths follow the PTD in the regime of isolated resonances. Finally, in
Sec. 2.6, we summarize the results of this chapter and look ahead to the applications
of the statistical model in Chapters 3 and 4.
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2.2

History of the statistical model

Here, we provide a brief historical survey of the development of the statistical model.
For a more thorough review, we refer the reader to Refs. [10, 11]. Ref. [15] provides
a review of the application of random-matrix theory across different subfields of
physics. Ref. [103] reviews the application of random-matrix theory to quantum
transport in mesoscopic systems, and Ref. [17] reviews the random-matrix theory of
chaotic quantum dots.

n, tot

(b)
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40

E (eV)
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Figure 2.1: Resonances in the total cross section σn,tot of the n+235 U reaction. Evaluated data obtained from the ENDF database [28].
Bohr introduced the concept of the compound nucleus [3] to explain an early
puzzle in nuclear reaction physics: the existence of a large number of narrow resonances in the scattering of neutrons from nuclei. Fig. 2.1 shows an example of these
resonances in the total cross section of neutron scattering from 235 U in the evaluated
ENDF data [28]. The widths of these resonances indicate lifetimes that are roughly
an order of magnitude larger than the time it would take a neutron at the Fermi
velocity to traverse the nuclear volume [3, 10]. To explain this phenomenon, Bohr
posited that strong interactions between the incident neutron and the nucleons in the
14

target produce a “compound system of remarkable stability” [3]. In Bohr’s view, the
compound nucleus would necessarily reach statistical equilibration, so that its decay
would be independent of its formation: he writes that the decay of the compound
nucleus has “no immediate connexion [sic.] with the first stage of the encounter” [3].
The Hauser-Feshbach theory of compound-nucleus reactions gave quantitative
form to Bohr’s concept of an equilibrated compound nucleus [104, 91]. Neglecting
terms depending on angular momentum, the Hauser-Feshbach expression for the
compound-nucleus scattering cross section from channels c → c0 is given by
Tc Tc0
CN
,
σcc
0 ∝ P
c00 Tc00

(2.2)

where Tc is the transmission coefficient for channel c. Tc quantifies the average
probability that a compound nucleus will form (or decay) through channel c. These
transmission coefficients depend on structural properties of the nucleus, such as the
nuclear level density, to which we will return in Chapter 5. Eq. (2.2) demonstrates the
power of the statistical model: it reduces a complex many-body scattering problem
to the calculation of a few terms related to the open channels. Moreover, in Eq. (2.2),
there is no correlation between the formation and decay of the compound nucleus,
consistent with Bohr’s picture.
As discussed above, these statistical aspects of the compound nucleus prompted
Wigner to introduce random-matrix theory to the description of the compound nucleus [93, 94, 95, 96, 97]. This initial application of random-matrix theory was
based on the lack of knowledge of the nuclear interaction, beyond the fact that
it must be strong and obey certain symmetry properties. Moreover, even if the
Hamiltonian were known, it remains computationally unfeasible to determine highly
excited energy levels. The canonical random-matrix ensembles introduced by Dyson
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[98, 99, 100, 101] describe the most general classes of Hamiltonians consistent with
various symmetries; in the case of the GOE, these are rotational symmetry and timereversal invariance [17]. The use of random-matrix theory replaces the dynamical
problem of solving a many-body Hamiltonian with the statistical problem of computing averages over an ensemble of Hamiltonian matrices. The GOE also explained
naturally observed statistical properties of compound nucleus resonances, such as
the Porter-Thomas fluctuations of partial resonance widths [33]. This statistical theory of the compound nucleus could explain only the local statistical fluctuations of
the compound nucleus. Average physical properties determining the reaction cross
sections, which define the transmission coefficients Tc for each open channel c in the
Hauser-Feshbach expression (2.2), serve as physical inputs to the GOE model.
The GOE statistical model was incorporated into the theory of compoundnucleus scattering through the resonance-reaction framework described in Ref. [105];
see Ref. [11]. The goal of the this statistical theory was to derive analytically the
fluctuation properties of reaction observables. This goal was not achieved for several
decades. A key accomplishment of this theory was the analytical calculation of
the S-matrix correlation function via the triple integral formula of Verbaarschot,
Weidenmüller, and Zirnbauer [106]. This breakthrough was achieved through the
application of the field-theoretic supersymmetry technique, originally developed in
condensed matter physics [107].
Statistical reaction theory based on random-matrix theory has also been applied
successfully in other fields of physics [15]. Some of the most compelling evidence of
random-matrix phenomena in quantum scattering has been obtained in mesoscopic
systems [103], such as microwave billiards [108] and quantum dots [17].
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2.3

S matrix

Here, we briefly review the basic aspects of the GOE statistical model of compound
nucleus reactions. For a review of random-matrix theory in nuclear physics, see
Refs. [10, 11]. Refs. [103] and [17] discuss stochastic transport theory in mesoscopic
systems.
We consider Λ open reaction channels c = 1, ..., Λ coupled to N compoundnucleus states µ = 1, ..., N . Each channel is defined by the fragmentation (e.g.,
neutron + nucleus), the total spin and parity, and further quantities such as the
orbital angular momentum of the projectile. The internal dynamics of the compoundnucleus states are described by the N × N -dimensional Hamiltonian matrix H. The
N × Λ-dimensional matrix W couples the compound nucleus to the channels. The
coupling to the reaction channels turns the compound nucleus states into resonances
with finite lifetimes. The nuclear Hamiltonian is invariant under time reversal, so H
and W can be assumed to be real.
The scattering process is fully characterized by the unitary and symmetric
S matrix. In the absence of direct reactions, i.e., reactions that do not proceed
throughout the formation of a compound nucleus, the S matrix for compound-nucleus
scattering is given by [11]

S = 1 − 2πiW T E − H eff

−1

W ,

(2.3)

where the effective non-Hermitian Hamiltonian H eff governing the compound nucleus
resonances is given by
H eff = H + ∆ − iπW W T .

(2.4)

The coupling matrix W depends on the scattering energy E. In Eq. (2.4), the real
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shift matrix ∆ is given by [11]

∆µν =

X

Z

∞

dE 0

P
Ec0

c

Wµc (E 0 )Wνc (E 0 )
,
E+ − E0

(2.5)

where Ec0 denotes the threshold energy for each channel, P denotes the principalvalue integral, and E + includes a vanishing positive imaginary part to enforce the
boundary condition of an ingoing wave in one channel only. The principal-value
integral (2.5) is known as the Thomas-Ehrman shift [11] and arises from the off-shell
coupling of the compound-nucleus states to the channels. This term is negligible
except at energies very close to the channel thresholds [11, 109].
The S matrix can be expressed in terms of the Hermitian K matrix as [17]

S=

1 + iK
,
1 − iK

(2.6)

where [110]
K = πW T (E − H − ∆)−1 W .

(2.7)

A simple derivation of the S and K matrices in Eqs. (2.3) and (2.7) within a discrete
basis formalism was presented recently in Ref. [110].
The cross section for the reaction from channels c → c0 is given by [109]

σcc0 =

π
gc |δcc0 − Scc0 |2 ,
kc2

where gc is a spin factor and kc is the wavenumber of the entrance channel c.
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(2.8)

2.4

GOE model

The statistical model involves replacing the compound-nucleus Hamiltonian H with
a random matrix belonging to the GOE [11]. The GOE is a statistical ensemble of
real symmetric matrices defined by the probability distribution




N
2
P (H)d[H] = N exp − 2 Tr H
d[H]
4λ

(2.9)

where λ is a scale parameter, N is the dimension of the matrices, and d[H] =
Q
µ≤ν dHµν . As Eq. (2.9) shows, the elements of a GOE matrix Hµν with µ ≤ ν are
independent Gaussian random variables with zero mean and variances given by

Hµν Hστ =

λ2
(δµρ δνσ + δµσ δνρ ) ,
N

(2.10)

where Hµν Hστ denotes an average over the ensemble. The GOE probability distribution (2.9) is invariant under orthogonal transformations [10]. Thus, ensemble
averages over the GOE may be done in any fixed basis of the Hilbert space. This
important property is known as the orthogonal invariance of the GOE. Additional
properties of the GOE are presented in Appendix A.
The GOE does not make meaningful predictions for global properties of the
eigenvalues or eigenstates of a system. Rather, it describes the local fluctuations
of these quantities about their average values [10]. For example, the GOE predicts
the distributions of the spacings of energy levels. However, the level density of a
GOE matrix has a semicircle form [10], which is not realized in a physical system.
Moreover, GOE predictions apply in the limit N → ∞.
Drawing different realizations of H in Eq. (2.4) from the GOE produces an
ensemble of S matrices. The GOE predicts fluctuations of the S matrix elements,
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compound-nucleus resonance energies and widths, and cross sections [11]. The free
parameters governing the S matrix distribution are the elements of the N ×Λ channel
coupling matrix W . Because the GOE is orthogonally invariant, the moments of the
S matrix distribution can depend only on orthogonally invariant combinations of
these parameters. The appropriate combination is W T W/λ [11], which has Λ(Λ+1)/2
independent parameters. These parameters are determined by the energy-averaged
S matrix, which must be obtained by some theoretical method beyond the statistical
model, such as an optical model calculation [111].
We use the orthogonal invariance of the GOE to introduce a simplified expression for the coupling matrix W . Specifically, we diagonalize the real symmetric
matrix W T W with an orthogonal transformation. This transformation defines the
eigenchannel basis for the space of reaction channels. In this basis, the elements of
W T W are given by
(W T W )cc0 = δcc0 xc λ/π ,

(2.11)

where the real numbers xc parameterize the average channel coupling strength for
every channel c. In the absence of direct reactions, the eigenchannels are equivalent
to the physical reaction channels. In the eigenchannel basis, the Λ columns of the
matrix W , suitably normalized, form a set of orthonormal vectors. Augmenting this
set with N − Λ real vectors1 that are both mutually orthonormal and orthogonal
to the Λ columns of W yields an orthogonal transformation in the N -dimensional
space of compound-nucleus states. The orthogonal invariance of the GOE implies
that transforming the internal state basis by an orthogonal transformation does not
affect the predictions of the theory. Thus, without loss of generality, we may choose
the basis described above. Then, the elements of the coupling matrix W are given
1

We note again that GOE predictions are meaningful in the limit N → ∞, so it is always
reasonable to assume that N > Λ.
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by
Wµc = δµc

p

xc λ/π .

(2.12)

Thus, the parameters xc fully define the couplings between every channel and the
compound nucleus. Knowledge of the Λ parameters xc determines the distribution
of S-matrix elements and consequently the predictions of the GOE statistical theory.

2.5

Resonance width statistics

Here, we discuss the statistics of partial and total resonance widths within the GOE
model. Resonances are poles of the S matrix (2.3) in the lower half-plane of complex
energy [112]. In the GOE model, H eff is a complex symmetric matrix and can be
diagonalized by a complex orthogonal transformation C. The S matrix can then be
written
Scc0 = δcc0 − i

X
µ

pole pole
γµc0
γµc
,
E − Eµ + i(Γµ /2)

(2.13)

where Eµ are the resonance energies, Γµ are the resonance widths, and Eµ − iΓµ /2
are the complex eigenvalues of H eff . The pole width amplitude matrix γ pole is given
by
γ pole =

√

2πC T W .

(2.14)

The total width Γµ of resonance µ can be expressed in terms of the partial width
pole
amplitudes γµc
by
2

pole
γµc
.
Γµ =
[C † C]µµ

P

c

(2.15)

We define the partial resonance width of resonance µ to decay to channel c
2

Γµc

pole
γµc
= †
.
[C C]µµ
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(2.16)

The total width is then the sum of the partial widths,

Γµ =

X

Γµc

(2.17)

c

The term [C † C]µµ =

P

σ

|Cσµ |2 is known as the Petermann factor [113, 11, 114].

In the GOE statistical model, we can simplify Eq. (2.13) by adopting Eq. (2.12)
for W . The pole width amplitude then becomes

pole
γµc
=

p
2λxc Ccµ ,

(2.18)

and the partial width is given by
|Ccµ |2
Γµc = 2λxc P
2 .
|C
|
σµ
σ

(2.19)

Thus, the partial width of resonance µ for channel c depends on the c-th component
of the vector forming the column µ of the eigenvector matrix of H eff , after this column
is normalized with respect to the complex inner product.
Next, we define the reduced partial width Γ̂µc . This quantity is important to
the experimental results discussed in the Chapters 3 and 4. The partial width Γµc
can be decomposed as
Γµc = Γµc (Eµ ) Γ̂µc ,

(2.20)

where Γµc (Eµ ) is the ensemble-averaged partial width that varies smoothly with the
real energy Eµ and the reduced partial width Γ̂µc represents the fluctuation about
this average. From Eq. (2.19), we obtain the general expression for the reduced
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partial width in the statistical model


2

!−1

|Ccµ |

Γ̂µc =  P
2
|C
|
σµ
σ

|Ccµ |2
P
2 .
σ |Cσµ |

(2.21)

We consider the limit of weak channel coupling, in which xc  1 for each
channel c. In this limit, the eigenvector matrix C of the effective Hamiltonian is well
approximated by the eigenvector matrix O of the compound-nucleus Hamiltonian.
In the GOE, O is an orthogonal matrix, the elements of which are independent
Gaussian random variables with zero mean and variance 1/N (N is the dimension of
the compound-nucleus basis). Thus, in the weak-coupling limit xc  1, the reduced
partial width becomes
Γ̂µc ≈
In the GOE,

√

2
Ocµ

Ocµ2

2
= N Ocµ
.

(2.22)

N Ocµ is a random variable that follows the standard normal distri-

2
bution, and thus its square x = N Ocµ
is distributed according to the PTD (2.1).

2.6

Conclusion

In this chapter, we reviewed the statistical model of compound-nucleus reactions.
This model is based on the GOE description of the compound nucleus. We discussed
the S matrix in this model, showing how the GOE assumption yields an ensemble of S matrices for each realization of the GOE compound-nucleus Hamiltonian.
Furthermore, we defined the partial resonance widths and derived their form in the
GOE model. We determined the form of the reduced partial widths, which describe
the fluctuations of the partial widths about their energy-dependent average. Finally,
we showed that the GOE model predicts that the reduced partial widths follow the
PTD in the weak-coupling limit.
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Before concluding, we make a final comment on the use of the GOE in generic
quantum systems. The use of the GOE to describe the compound nucleus amounts
to claiming that highly excited states in the nuclear spectrum contain no information
beyond the symmetries of rotational invariance and time reversal [10]. In other words,
any eigenstate of the nuclear Hamiltonian in this range of the spectrum is mixed
across many states of any fixed basis of the Hilbert space, so that the components
of this state in any fixed basis are essentially Gaussian random variables. Beyond
nuclear physics, GOE statistics are often used to identify the “thermalizing phase”
in many-body quantum systems, in which the systems become sufficiently entangled
that no local measurement in the Hilbert space can identify the initial conditions
[115, 116, 117]. Further exploration of these ideas in the context of nuclear physics
would be interesting.
In Chapters 3 and 4, we study the statistics of partial neutron and total γdecay widths using realistic random-matrix models based on the statistical theory
reviewed here.

24

Chapter 3
Neutron width fluctuations within
a realistic random-matrix model
3.1

Introduction

As discussed in Chapter 2, the statistical model of compound-nucleus reactions predicts that the reduced partial widths of isolated resonances are distributed according
to the Porter-Thomas distribution (PTD). The agreement between this prediction
and experimental data for neutron resonance widths supports the description of the
compound nucleus by the Gaussian orthogonal ensemble (GOE) of random-matrix
theory [10, 11]. PTD fluctuations have also been observed in scattering in other
chaotic quantum systems described by the GOE [15].
In Ref. [31], however, Koehler et al. reported that the distributions of s-wave
reduced neutron widths for the target isotopes

192,194,196

Pt measured at the ORELA

facility at Oak Ridge National Laboratory were all significantly broader than the
PTD. The experimental analysis relied on the widely-used multilevel R-matrix fitting
code SAMMY [118]. An energy-dependent cutoff was applied to the extracted partial
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neutron widths to separate s-wave from p-wave resonances. A maximum-likelihood
fit of a χ2 distribution in ν degrees of freedom to the reduced partial s-wave neutron
widths yielded ν < 1 for each isotope. Further statistical tests also excluded the
PTD; see Ref. [31] for details.
Since the publication of Ref. [31], there have been a number of attempts to
explain its results theoretically. The explanations can be divided into two categories. Refs. [119] and [120] point, respectively, to potential inaccuracies or inherent
uncertainties in the experimental data analysis method that could lead to a “false
negative” result, in which the PTD is excluded for the extracted data while the true
data would agree with the PTD. On the other hand, Refs. [121, 122, 123, 124] address physical explanations of the experimental result within the framework of the
statistical model.
We focus on the explanations put forth in Ref. [119] and Refs. [121, 122, 123,
124]. In Ref. [119], H. A. Weidenmüller considered an assumption made in the
experimental data analysis. As shown in Eq. (2.20) of Chapter 2, the partial neutron
width is the product of the reduced width and an average width that varies smoothly
with the resonance energy. Multilevel R-matrix analysis of the raw experimental data
with SAMMY yields a dataset of resonance energies and partial neutron widths.
Extracting the reduced partial neutron widths from this SAMMY dataset requires
a functional form for the secular energy dependence of the average partial neutron
width. Near the neutron threshold, the s-wave neutron widths can be shown in most
√
cases to vary as ∼ E, where E denotes the incoming neutron energy. However,
Weidenmüller pointed out that the presence of a near-threshold bound or virtual
state1 of the neutron channel potential could change this energy dependence from
p
We consider bound and virtual states in the complex k plane, where k = 2µE/~2 is the
wavenumber of the reacting system (µ is the reduced mass). A bound state is a pole of the S
matrix on the positive imaginary k axis. As the scattering potential becomes less attractive, this
1
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√

E to

√

Γn (E) ∝

E
E + |E0 |

(3.1)

where E0 is the energy of the bound or virtual state. If |E0 | ≈ E, then the energy
√
dependence of the average partial neutron width differs significantly from E, and
√
using a E energy dependence to extract the reduced partial widths would alter the
extracted data. This skewed dataset might exclude the PTD in a case in which the
true reduced width distribution agrees with the PTD.
In Ref. [125], the authors of Ref. [31] used the modified energy dependence
(3.1) with a range of E0 values to reanalyze their data. They found that using this
form did not improve their agreement with the PTD. However, if Eq. (3.1) actually
held, its effect on the extraction of the partial widths with SAMMY is unknown.
Moreover, the energy-dependent cutoff used in Ref. [31] to separate s-wave neutron
widths from p-wave neutron widths would have to be changed. Thus, the results of
Ref. [125] do not completely exclude the explanation of Ref. [119].
On the other hand, Refs. [121, 122, 123, 124] explain the experimental results
through the fact that the coupling between the channels and the compound nucleus
perturbs the GOE behavior of the resonances. As shown in Eq. (2.4) of Chapter
2, the non-Hermitian effective Hamiltonian describing the resonances is the sum
of the GOE Hamiltonian describing the bound compound-nucleus states and nonstatistical terms due to the coupling to the reaction channels. Near the neutron
channel threshold, the couplings to the channels are assumed to be weak enough
that a first-order perturbation theory description of H eff is accurate. In Ref. [121],
the authors studied the change due to an imaginary non-statistical term in the effecpole drifts towards the origin and eventually crosses to the negative complex half-plane. For orbital
angular momentum l = 0, the pole remains on the imaginary axis. This is a virtual state. For
l > 0, the pole splits into two points that follow mirror-symmetric paths into the lower left and
lower right quadrants of the complex plane. The pole in the lower right quadrant is a resonance
with positive energy and finite width. For more details, see Ref. [112].
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tive Hamiltonian. They diagonalized many realizations of the effective Hamiltonian
and fit a χ2 distribution in ν degrees of freedom to the magnitude squared of the
eigenvector components corresponding to the neutron channel.2 The fitted value of
ν decreases sharply with increasing channel coupling xc . In Ref. [122], the mathematical form of the modified distribution of the squared eigenvector components
was derived in the single-channel case. In Ref. [123], the authors proposed the real
Thomas-Ehrman shift as a potential source of PTD violation. However, in Ref. [124],
Bogomolny showed that, in the single-channel case, an energy-independent real shift
to the GOE Hamiltonian matrix changes the secular variation of the average partial width only on the scale of the full GOE spectrum. However, a real shift leaves
both this secular variation and the PTD fluctuations of the reduced partial widths
unchanged locally. An effect on the scale of the full GOE spectrum is not physically
relevant.
None of the theoretical works addressing the experimental results of Ref. [31]
used a model that incorporates all aspects of statistical reaction theory. In particular,
no previous work has included a realistic description of the entrance neutron channel. This description is important when studying near-threshold reactions, where the
neutron channel coupling exhibits a strong energy dependence. This energy dependence was neglected in previous works. Finally, no study attempted at reproducing
experimental cross sections for the n+Pt reaction within their compound-nucleus
models, and thus it is unknown to what extent the effects discussed in these studies
apply to the reaction measured experimentally.
In this chapter, we discuss a study of s-wave neutron scattering from 194 Pt using
a reaction model that combines the GOE description of the compound nucleus with
2

In Refs. [121, 122, 123, 124], the Petermann factor was not taken account in the definition of
the reduced partial width; c.f. Eq. (2.21) of Chapter 2.
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a realistic description of the entrance s-wave neutron channel [36]. Using this model,
we study the elastic and neutron capture cross sections, the energy dependence of the
average partial neutron width, and the fluctuations of the reduced partial neutron
widths. We chose a baseline model parameter set by adjusting the parameters to
reproduce cross-section data. Then, we varied the parameter set to explore the
explanations discussed above. Within the parameter range we explore, the PTD
provides an excellent description of the reduced partial neutron width fluctuations.
However, PTD violation can be observed in our model if the secular energy
dependence of the average neutron width is not described correctly. There exists a
subset of the parameter space that we explored for which a near-threshold bound
state exists in the neutron channel, as proposed by Weidenmüller in Ref. [119]. In
√
this parameter range, if the E form is used to extract the reduced partial widths,
then the distribution of extracted reduced widths is significantly broader than the
PTD. However, if the correct energy dependence (3.1) is used to extract the reduced
partial widths, then the width fluctuations are in excellent agreement with the PTD.
Thus, the explanation of Weidenmüller seems to be the only way to account for the
experimental results within the statistical-model framework. We provide limits on
the parameter range in which this explanation is viable, and we discuss a measurable
signature of the presence of this near-threshold state.
This chapter is organized as follows.

In Sec. 3.2, we discuss the realistic

resonance-reaction model applied to study s-wave neutron scattering within the statistical model. We also discuss the calculation of resonance energies and widths, as
well as of elastic scattering and neutron capture cross sections, within our model. In
Sec. 3.3, we present the application of our model to neutron width statistics in the
n+194 Pt reaction. Finally, in Sec. 3.4, we summarize our results.
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3.2

Resonance-reaction model

Our resonance-reaction model describes the entrance neutron channel and the GOE
compound-nucleus states within the same framework. The model was initially developed by G. F. Bertsch; see Ref. [126] for a recent application. Our main accomplishment in Ref. [36] was the development and implementation of a method for obtaining
the resonance energies and widths within this model.
We consider an s-wave neutron scattering in the presence of a target nucleus.
The neutron can either scatter elastically through the average single-particle channel
potential due to the target nucleus or be absorbed into the compound nucleus. The
full Hamiltonian matrix of the model is given by




 Hn W 
H=
,
W T Hc

(3.2)

where Hn is the neutron channel Hamiltonian, Hc is the compound-nucleus Hamiltonian, and the matrix W couples the neutron channel to the compound nucleus.
We describe the neutron channel using a radial mesh with spacing ∆r and sites
ri = i∆r (i = 1, ..., Nn ). The channel Hamiltonian matrix is given by the discretized
Schrödinger equation,

Hn,ij = [2t + VWS (ri )]δij − tδi,j+1 − tδi,j−1 ,

(3.3)

where t = ~2 /(2µ∆r2 ), µ is the reduced mass of the neutron-target system, and
VWS (r) is the channel potential. The channel potential VWS (r) has a Woods-Saxon
form [7]
VWS (r) =

V0
,
1 + e(r−R)/a
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(3.4)

where R = r0 A1/3 and A is the mass number of the target nucleus.
The compound-nucleus Hamiltonian is given by

Hc,µν = (Eµ − iΓγ /2) δµν ,

(3.5)

where µ, ν = 1, ..., Nc . The energies Eµ are the eigenvalues of a GOE random matrix
with mean level spacing D, and Γγ accounts for the effect of γ-ray decay from the
compound nucleus. In the statistical model, the distribution of the total γ-ray decay width is predicted to be very narrow, and thus the constant imaginary term in
Eq. (3.5) is a good approximation.3 Using the eigenbasis of the GOE Hamiltonian is
completely general because of the orthogonal invariance of the GOE; see the discussion in Chapter 2. In practice, the energies Eµ are taken from the middle third of a
GOE spectrum in order to avoid edge effects stemming from the finite dimension of
the GOE matrix.
The neutron channel is coupled to the compound nucleus states at a single
radial site ie . The Nn × Nc -dimensional coupling matrix W is given by
v0
Wiµ = δi,ie √ sµ
∆r

(3.6)

The parameter v0 determines the average strength of the coupling. The ∆r dependence arises from the discretization of the neutron channel and is necessary for the
results to be independent of ∆r in the continuum limit ∆r → 0. sµ is a normallydistributed random variable that describes the fluctuations of the GOE eigenvectors.
The neutron wavefunction for wavenumber k, corresponding to energy E =
~2 k 2 /2µ, can be represented by an (Nn +Nc )-dimensional vector uk . The Schrödinger
3

The next chapter examines this prediction in greater detail.
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equation for the model is given by

(E − H)uk = hk

(3.7)

where the vector hk (r) = −tuk (rNn +1 )δr,rNn +1 . The radial point rNn +1 = (Nn + 1)∆r
is just beyond the edge of the neutron channel mesh and is coupled to the points in
the channel basis through the kinetic term of the Hamiltonian (3.3). By applying
the appropriate boundary conditions at this final point, we can solve for either the
resonance energies and widths or the S matrix and cross sections at any real energy.

3.2.1

Resonance determination

Here, we derive a method for determining the resonance energies and widths by
combining the model Hamiltonian discussed above with the appropriate boundary
conditions. First, we impose uk (0) = 0 so that the neutron wavefunction is regular at the origin. We then consider the asymptotic form of the neutron scattering
wavefunction. The general form is given by



uk (r) → A(k) e−ikr − Snn (k)eikr ,

rR

(3.8)

where uk (r) is the radial wavefunction of the neutron at wavenumber k, Snn (k) is
the 1 × 1-dimensional S matrix of the model, and A(k) is a normalization factor.
Resonances are given by poles of the S matrix in the lower right quadrant of the
complex k-plane. Near a pole of the S matrix, A(k) → 0 and Snn (k) diverges,
with A(k)Snn (k) remaining finite [112]. Thus, the asymptotic form of the neutron
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scattering wavefunction for the complex resonance wavenumber kσ is given by

ukσ (r) ∝ eikσ r ,

rR

(3.9)

We choose the radial mesh Nn to be large enough that the neutron wavefunction
at the final mesh point rNn = Nn ∆r is well approximated by its asymptotic form.
We then consider the relation between the final channel mesh point rNn and the next
radial point rNn +1 = rNn + ∆r not included in our mesh. From Eq. (3.9), we find
that
ukσ (rNn +1 ) = ukσ (rNn )eikσ ∆r .

(3.10)

Inserting Eq. (3.10) into Eq. (3.7) yields


M (kσ )ukσ = H − teikσ ∆r C − Eσ ukσ = 0 ,

(3.11)

where Cij = δij δi Nn and Eσ = ~2 kσ2 /2µ is the complex resonance energy. Thus,
the resonance wavenumbers kσ are defined as the complex values for which the kdependent matrix M (k) has a nontrivial kernel.
We solve Eq. (3.11) using an iterative method adapted from Ref. [127]. Suppose
(t)

that kσ is the value obtained for resonance σ after t iterations. To first order,

M (kσ ) ≈ M (kσ(t) ) +

dM
dk

(t)
k=kσ

(kσ − kσ(t) ) + O((kσ − kσ(t) )2 )

(3.12)

The derivative of M (k) computed from Eq. (3.11) is
dM
= −i∆rteik∆r C − ~2 k/µ
dk
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(3.13)

Combining Eq. (3.12) with Eq. (3.11), we obtain

M (kσ(t) )ukσ = (kσ(t) − kσ )

dM
dk

(t)

ukσ

(3.14)

k=kσ

Thus, the resonance wavefunction ukσ solves a generalized eigenvalue problem in(t)

volving only matrices depending on the current guess kσ . In practice, we solve for
all the generalized eigenvalues in Eq. (3.14). To proceed to the next iteration step,
(t)

(t)

(t)

we choose the minimal modulus eigenvalue λmin and assume λmin ≈ kσ − kσ . Then,
(t)

kσ(t+1) = kσ(t) − λmin

(3.15)

(t)

This iteration proceeds until λmin falls below a chosen numerical tolerance.

3.2.2

Cross section determination

We can also calculate elastic and neutron capture cross sections using a similar approach [126]. Instead of imposing the resonance boundary condition (3.9), we impose
the asymptotic boundary condition for a scattering wave at the real wavenumber k,

uk (r) ∝ e−ikr − Snn (k)eikr ,

rR

(3.16)

For a sufficiently large number of mesh sites Nn , the boundary condition above yields
the following relation between the last explicitly represented site rNn and the site just
beyond the edge of the mesh rNn +1 ,
uk (rNn )
1 − Snn eik(2Nn )∆r
= −ik∆r
.
uk (rNn +1 )
e
− Snn eik(2Nn +1)∆r
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(3.17)

Explicitly inverting the Schrödinger equation (3.7) yields
uk (rNn )
= −tGNn Nn (E) ,
uk (rNn +1 )

(3.18)

where G(E) = (E − H)−1 is the Green’s function matrix for the Hamiltonian matrix
(3.2). Combining Eqs. (3.17) and (3.18) yields

−ik(2Nn )∆r

Snn (k) = e



1 + tGNn Nn (E)e−ik∆r
1 + tGNn Nn (E)eik∆r


.

(3.19)

The elastic and neutron capture cross sections are given, respectively, by

σel =

π
|1 − Snn |2 ,
2
k

(3.20)


π
1 − |Snn |2 .
2
k

(3.21)

and
σcap =

3.3
3.3.1

Application: s-wave neutron scattering off 194Pt
Baseline parameter set

To apply the model described in Sec. 3.2 to s-wave neutron scattering from

194

Pt,

it is necessary to fix the six model parameters: (V0 , r0 , a), which specify the WoodsSaxon potential (3.4); and (v0 , D, Γγ ), which specify, respectively, the coupling of the
neutron channel to the compound nucleus in Eq. (3.6), the average resonance spacing,
and the total γ-decay width. We constructed a baseline parameter set as follows:
we took V0 = −44.54 MeV and (r0 , a) = (1.27, 0.67) fm using the parameterization
of Bohr and Mottelson [128], together with D = 82 eV and Γγ = 72 meV from the
RIPL-3 database [92]. Finally, we fit v0 = 11 keV-fm1/2 to reproduce the RIPL-3
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√
s-wave neutron strength function parameter S0 En = Γn /D at En = 8 keV, an
energy that is in the middle of the experimental range of Ref. [31]. The RIPL value
is S0 = 2 × 10−4 eV−1/2 [92]. In Fig. 3.1, we compare the elastic and capture cross
sections from our model with evaluated cross sections from the JEFF-3.2 nuclear
data library [129] and experimental neutron capture cross sections from Ref. [130].
All calculations were obtained for ∆r = 0.01 fm, Nn = 1500 mesh points in the
neutron channel, and Nc = 360 compound-nucleus states. We find reasonably good
agreement between our model results and the available data.

Figure 3.1: The cross sections for the elastic scattering (top panel) and neutron
capture (bottom panel). The blue circles denote our calculations averaged over
100 GOE realizations, with error bars showing the statistical errors (often smaller
than the size of the points). The orange squares show evaluated cross sections from
the JEFF-3.2 library [129], averaged over 1 keV energy bins. The green histogram
describes the experimental neutron capture cross sections from Ref. [130].
Next, we study the energy dependence of the average partial neutron width and
the fluctuations of the reduced partial neutron widths. We obtained the resonance
energies and partial neutron widths for 100 realizations of the GOE. From each
realization, we took 160 resonances from the middle of the resonance spectrum.
Neglecting the states at the edge of the spectrum minimizes unphysical edge effects
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caused by the finite bandwidth of the random matrix describing the compoundnucleus Hamiltonian. We then grouped the resonances into energy bins of 0.5 keV
width according to the real parts of their energies. The range of these real energies
is approximately 1-14 keV, corresponding to the bulk of the experimental range of
Ref. [31] (see Fig. 1 of this reference). Finally, we averaged the neutron widths in
√
each bin to estimate Γn (E). In Fig. 3.2, we compare the model result with the E
dependence for the baseline model and find excellent agreement.
The wavefunction for a neutron of energy E = ~2 k 2 /2µ scattered in the channel
potential without any coupling to the compound nucleus is un,k (r). The energy
dependence of the average neutron width should be approximately the same as the
energy dependence of the squared free-neutron wavefunction u2n,k (re ) at the point re
at which the neutron channel is coupled to the compound nucleus [119, 105]. We
calculated un,k by setting the channel coupling v0 → 0 and solving the inhomogeneous
Schrödinger equation (3.7). We find that the squared free-neutron wavefunction is
in excellent agreement with the model results for the average partial neutron width;
see Fig. 3.2.
To obtain the reduced partial widths, we must divide the partial neutron widths
by the secular energy dependence of the average partial neutron width. We approached this data reduction problem in two ways. In reduction A, we used the
average neutron width obtained in the model. In reduction B, we assumed that the
√
average partial width is proportional to E , as was done in the experiment [31].
Comparing reductions A and B allows us to study the possible effects of assuming
√
Γn (E) ∝ E in the experimental analysis. In Fig. 3.3, we show the distribution of
y = ln x, where x = Γ̂n /hΓ̂n i is the normalized reduced partial width. The PTD for
y is,
r
PPTD (y) = xPPTD (x) =
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x −x/2
e
2π

(3.22)
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Figure 3.2: The average partial neutron width as a function of resonance energy.
The histogram√is the model result for the baseline parameter set. The blue solid
line shows the E energy dependence, while the red dashed linepis the squared freeneutron wavefunction at the entry point u2n,k (re ), where k = 2µE/~2 . Adapted
from Fig. 2 of Ref. [36].
Fig. 3.3 shows that the model results for the baseline parameter set are in excellent
agreement with the PTD for both reductions A and B.
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Figure 3.3: The reduced partial width fluctuations from the baseline model (blue
histograms) compared with the PTD for y (black solid lines). In reduction A (left
panel), the average partial neutron width used to extract
√ the reduced width fluctuations is taken from the model. In reduction B, the E form is assumed for the
average partial neutron width. Taken from Fig. 3 of Ref. [36].
As a quantitative measure of the goodness-of-fit, we computed the reduced
38

chi-squared value, defined by
n

χ2r

1 X (P̂ (yi ) − PPTD (yi ))2
=
n − 1 i=1
PPTD (yi )

(3.23)

where P̂ (y) is the probability distribution function extracted from our model data.
For a good fit, χ2r ≈ 1. We obtained χ2r = 0.9 for reduction A and χ2r = 1 for
reduction B.

3.3.2

Parameter variation

Next, we varied the model parameters to investigate the explanations proposed for
the experimental results of Ref. [31]. First, we varied the average channel coupling v0
by a factor of two higher and lower than its baseline value. The χ2r values shown in
Table 3.1 indicate that the resulting reduced partial width fluctuations are in good
agreement with the PTD. To further bolster this conclusion, we fit a χ2 distribution
in ν degrees of freedom to the reduced width distributions for each v0 value. This
distribution is given by

P (x; ν) =

ν(νx)ν/2−1 −νx/2
e
.
2ν/2 Γ(ν/2)

(3.24)

The PTD corresponds to ν = 1. As shown in Table 3.1, the fit yields νfit ≈ 1 for all
v0 values. Thus, we find that the neutron channel couplings in our parameter range
are not strong enough to cause PTD violation.
Next, we consider the explanation proposed by Weidenmüller in Ref. [119]: that
a near-threshold bound or virtual state in the neutron channel changes the energy
dependence of the average partial neutron width. In our baseline model, there exists
a bound 4s state of the neutron channel potential at energy E0 ≈ −0.7 MeV. To
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Table 3.1: The reduced χ2r values from Eq. (3.23) for different channeling couplings
v0 , as well as the fitted values νfit obtained by fitting the distribution (3.24) to the
model results. The potential depth is set to its baseline value V0 = −44.54 MeV. The
top line shows the results of the baseline model. Reductions A and B are explained
in the text and the caption of Fig. 3.3.
v0 (keV-fm1/2 ) χ2r PTD A νfit A χ2r PTD B νfit B
11.0
0.9
1.0
1.0
1.0
5.5
1.0
1.0
1.0
1.0
22.0
1.1
0.98
1.3
0.97
investigate the effect of a near-threshold bound or virtual state, we weakened the
potential depth to bring this state close to threshold. For V0 = −41.15 MeV, there is
a weakly bound 4s state at E0 ≈ −2 keV. For V0 = −40.85 MeV, this state becomes a
virtual state with a similar energy E0 ≈ −2 keV. The extreme case of a zero-energy4
bound state occurs for V0 = −41 MeV. In Fig. 3.4, we show the average partial
√
neutron width for V0 = −41 MeV. The model result is very different from the E
form, while the squared free-neutron wavefunction at the entry point remains a good
predictor of the energy dependence of the average partial neutron width. We also
compare the model result with the modified form in Eq. (3.1) derived in Ref. [119].
For E0 = 0 MeV, this form agrees well with the model results.
In Fig. 3.5, we show the distributions of the reduced partial width fluctuations
for reductions A and B. The model results are in excellent agreement with the PTD
for reduction A, for which the average width is taken from the model . However, in
√
reduction B, for which the E form is used, the reduced width fluctuations differ
significantly from the PTD. Table 3.2 shows the reduced χ2r values obtained for
the different neutron channel potential depths. While χ2r ≈ 1 for reduction A in
all cases, the χ2r values for reduction B are significantly larger than one for the V0
values for which there exists a near-threshold bound state in the neutron channel.
4

Strictly speaking, what we call a “zero-energy” state in the model has an energy with a magnitude on the order of eV.
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Figure 3.4: The average partial neutron width as a function of resonance energy
for the neutron channel potential depth V0 = −41 MeV, for which there exists a
nearly zero-energy state in the neutron
√ channel. The histogram shows the model
results. The blue solid line shows the E form. The green dashed-dotted line shows
the modified form (3.1) with E0 = 0 MeV. The red dashed line is the squared freeneutron wavefunction at the entry point.
Moreover, the right-hand panel of Fig. 3.5 shows that the distribution for reduction
B for V0 = −41 MeV is not well described by a χ2 distribution. As shown in Table
3.2, the νfit values obtained for V0 = −41.15 MeV and V0 −41 MeV are both less than
1 but are significantly higher than the value νfit ≈ 0.5 found in the experiment. We
note that the dataset generated by our model is in general larger and cleaner than an
experimental dataset. Moreover, our data also lacks the statistical and systematic
uncertainties that experimental data would have. These factors may explain the
difference between our νfit values and the corresponding experimental values.
Finally, we computed the elastic and neutron capture cross sections for V0 =
−41 MeV, for which there exists a zero-energy state in the channel. As shown in the
top panel of Fig. 3.6, this near-threshold state causes a roughly order-of-magnitude
increase in the elastic scattering cross section. Thus, a large elastic scattering cross
section would indicate the presence of such a state. In contrast, as shown in the
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Figure 3.5: Same as in Fig. 3.3, but for V0 = −41 MeV. The grey line in the righthand panel is the fitted χ2 distribution with νfit = 0.84. Adapted from Fig. 4 of
Ref. [36].
Table 3.2: The reduced χ2r values and νfit values for different neutron channel potential depths V0 . The average coupling strength v0 in each case is set to reproduce
the RIPL-3 neutron strength function parameter S0 = 2 × 10−4 eV−1/2 . The top line
shows the results of the baseline model. Reductions A and B are explained in the
text and the caption of Fig. 3.3.
V0 (MeV) χ2r PTD A νfit A χ2r PTD B νfit B
-44.54
0.9
1.0
1.0
1.0
-41.15
0.9
1.0
6.0
0.92
-41
1.1
1.0
417.5
0.84
bottom panel of Fig. 3.6, the capture cross section is not significantly affected. The
cross sections from the reactions studied in Ref. [31] are unpublished.

3.4

Conclusion

In this chapter, we applied a realistic statistical reaction model for s-wave neutron
scattering to the n+194 Pt reaction to investigate proposed theoretical explanations
for the broad reduced partial neutron width distributions for

192,194,196

Pt obtained

experimentally in Ref. [31]. This model combines the GOE description of the compound nucleus with a realistic discrete-basis description of the neutron channel. With
this model, we can calculate cross sections and resonance energies and widths within
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Figure 3.6: The calculated cross sections for the elastic scattering (top panel) and
neutron capture (bottom panel), averaged over 100 GOE realizations. The results
for V0 = −44.54 MeV (blue solid circles) are compared with the results for V0 = −41
MeV (orange open circles).
the same framework. We obtained a baseline parameter set from the literature and
found that the cross sections agree well with evaluated and experimental data. We
then varied the model parameters to explore the effects of the neutron channel coupling and a near-threshold bound or virtual state in the neutron channel on the
neutron width fluctuations.
We find that the neutron channel coupling is not strong enough to perturb the
GOE. In particular, our findings show that neither the real Thomas-Ehrman shift nor
the imaginary coupling to the channels significantly affects the effective Hamiltonian
dynamics within our parameter range. In the regime of isolated resonances, it is
expected that the imaginary shift to the effective Hamiltonian is too weak to affect
the GOE behavior of the resonances. However, in response to the results of Ref. [31],
several authors pointed to this imaginary shift as a potential explanation of the
results [121, 123]. Our work is the first attempt to examine this explanation within
a realistic model that could be tuned to experimental data. As for the real shift,
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Bogomolny showed that an energy-independent real shift does not change the width
statistics locally in the spectrum [124]. However, near the neutron channel threshold,
the real shift has a strong energy dependence, and Bogomolny’s analytical arguments
do not necessarily apply. Our work shows that, if the energy dependence is described
realistically, the real shift does not affect the reduced neutron width statistics.
Furthermore, we find that only the possible existence of a near-threshold state
[119] could possibly explain the experimental results. If there exists a bound or
virtual state sufficiently close to threshold, the energy dependence of the average
√
partial neutron width differs strongly from the E functional form and is well de√
scribed by the general form (3.1) derived by Weidenmüller [119]. If the E form is
used to analyze the data in a case for which this near-threshold bound state exists,
the extracted reduced width distribution will appear to be broader than the PTD.
However, it is not clear that the potential existence of this near-threshold state
is sufficient to explain the experiment. This effect is noticeable only for a bound state
within a few keV of threshold. The experiment found PTD violation in three nuclei
192,194,196

Pt, and the existence of a near-threshold state for all three nuclei would

require neutron channel potentials that are finely tuned. Furthermore, the authors
of Ref. [31] found that using the form (3.1) did not improve their agreement with the
PTD [125]. However, it is unclear how the existence of a modified energy dependence
would affect the multilevel R-matrix approach used to fit the experimental cross
section data.
The platinum isotopes are characterized by the unusual structure of their lowenergy states. In particular,

196

Pt provides the best known example of the SO(6)

limit [131] of the interaction boson model (IBM) developed by Iachello and Arima
[47]. This symmetry limit corresponds approximately to a γ-unstable rotor [132],
which is characterized by a potential energy in the collective model [128] that is
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independent of the intrinsic quadrupole γ degree of freedom.

192,194

Pt are transi-

tional between the SU (3) (axially deformed rotor) and SO(6) limits. The average
real potential that we used in our neutron scattering model did not explicitly take
into account the collective properties of the ground state of the target. It would
be interesting to consider whether these properties can change the secular energy
√
dependence of the average partial neutron width from the E form. However, we
note that our current model with the baseline parameters provides a reasonably good
description of both elastic and capture cross sections.
Finally, the presence of this near-threshold state causes a large increase in the
low-energy elastic scattering cross section, as shown in Fig. 3.6, and the absence of
such an enhancement would rule out this explanation. However, the cross section
data from the experiment in Ref. [31] is unpublished.
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Chapter 4
γ-decay width statistics from
compound-nucleus resonances
4.1

Introduction

In neutron-induced compound-nucleus reactions, resonances can decay by γ-ray photon emission in addition to neutron emission. Compound-nucleus γ decay is important for understanding basic nuclear structure [133, 134, 135, 136] and the decay of
nuclear fission fragments [137]. γ cascade simulation codes such as DICEBOX [138] and
RAINIER [139] are widely applied in theoretical and experimental nuclear physics.
Each particular γ-ray decay channel is specified by the energy, multipolarity,
and type (i.e., electric or magnetic) of the emitted γ ray [140]. As with the partial
neutron widths discussed in Chapter 3, the GOE theory predicts that the partial
widths corresponding to each γ-decay channel fluctuate according to the PTD [11].
However, neutron scattering experiments cannot resolve individual γ channels. Instead, experiments measure the total γ-decay widths of the compound-nucleus resonances and compare the total width distributions with statistical-model predictions.
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As discussed in Chapter 2, the total width for any channel is the sum of the partial
widths. Hence, the total γ width fluctuations depend not only on the statistics of
the partial γ width fluctuations but also on the average partial γ widths, which vary
from channel to channel. It is typically assumed that the average partial γ widths
for most of the channels do not differ significantly and therefore that the fluctuations
of the total γ widths are very narrow, resembling a χ2 distribution in many degrees
of freedom. This assumption was used in the resonance-reaction model described in
Chapter 3.
However, a recent experiment [32] studied s- and p-wave neutron scattering
from

95

Mo and found broad fluctuations of total γ widths that disagreed with

statistical-model simulations. This study compared measured total γ width distributions with simulated distributions obtained by combining several different level
density and γ-ray strength function (γSF) models with the PTD for partial γ width
fluctuations. It is important to understand if these large fluctuations of the total γ
width can be explained in the framework of the statistical model.
As discussed in Chapter 2, the coupling of the reaction channels to the internal
compound-nucleus states perturbs the GOE statistics of the resonances [11, 121,
122, 123, 124]. Each individual γ channel couples weakly to the compound nucleus.
However, in medium-mass and heavy nuclei, the number of γ-decay channels is very
large. No previous study has described this large number of γ-decay channels in a
semi-realistic way. Consequently, it is not known to what extent a large number of
weakly coupled channels can affect the statistics of the compound-nucleus resonances.
Moreover, predictions for total γ width fluctuations based on the statistical
model depend on models of the level density and γSF, which are used to determine
the average partial γ widths. In Ref. [32], multiple different combinations of phenomenological level densities and γSFs were used. However, the sensitivity of the
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model results to a systematic variation of the γSF parameters was not studied.
In this chapter, we discuss a study of partial and total γ-decay width fluctuations in the GOE statistical model. This study is published in Ref. [37]. First, we
discuss the statistics of the partial widths obtained using a model that includes the
large number of individual γ channels in a semi-realistic way. In our model, we define
“representative” γ channels that combine the effects of a number of physical γ channels. This smaller number of representative γ channels allows us to run simulations
in reasonable computational time. Using a large number of GOE realizations, we
study the distributions of the partial neutron and γ-decay widths of the resonances
of the compound-nucleus
target nucleus

95

96

Mo populated by s- and p-wave neutrons incident on the

Mo. We find that the reduced partial width distributions show no

deviation from the PTD.
Next, we study the sensitivity of the total γ width distributions of the compound nucleus

96

Mo to factors-of-two variations of the parameters of the electric-

dipole (E1) γSF, the dominant component of the full γSF. We find that the widths
of the total γ width distributions are insensitive to these parameter variations. Moreover, although we could reproduce the average value of any one total width distribution with suitably chosen parameters, we could not reproduce the average values for
all the spin-parity classes using the same parameter set. This result is independent
of the partial γ width statistics and indicates a shortcoming of the phenomenological
γSF models used to describe

96

Mo.

Finally, recent theoretical work [121, 122, 123] has demonstrated that a sufficiently strong coupling to a reaction channel can lead to non-PTD statistics of the
partial widths. After studying the neutron and γ-decay channels using empirical level
density and γSF models, we did not find any evidence of PTD violation. However,
given the potential uncertainty present in these empirical models, it is worth asking:
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could the broad total γ width distributions for the compound nucleus 96 Mo observed
in Ref. [32] be explained by non-PTD fluctuations of the partial γ widths? To answer
this question, we introduced an artificially high coupling in the neutron channel, following the model of Ref. [123]. We find that this strong neutron-channel coupling
also causes the distribution of partial γ widths to differ from the PTD. However, we
find that these non-PTD partial γ width distributions do not significantly broaden
the total γ width distributions. We interpret these results through the central limit
theorem.
This chapter is organized as follows. In Sec. 4.2, we discuss our model of
partial neutron and γ widths from compound nucleus resonances. This model uses
representative γ channels to account for the large number of individual γ channels..
In Sec. 4.3, we discuss the empirical level density and γSF models used to study
neutron scattering from

95

Mo. In Sec. 4.4, we show that the partial neutron and γ

width statistics obtained in our model agree well with the PTD. Next, in Sec. 4.5,
we discuss the parameter variation of the E1 γSF and its effect on the total γ width
distributions. In Sec. 4.6, we show that non-PTD partial width statistics do not
affect the total γ width distributions and interpret these results via the central limit
theorem. Finally, in Sec. 4.7, we summarize the conclusions of this study.

4.2

Statistical reaction model including γ channels

4.2.1

Model framework

We use a statistical reaction model based on the formalism presented in Chapter 2
to study the partial neutron and γ widths for the n+95 Mo reaction. The basic object

49

in this model is the effective Hamiltonian H eff that describes the compound-nucleus
resonances. This effective Hamiltonian is composed of the GOE Hamiltonian H GOE
that describes the compound-nucleus states and the matrix W that accounts for
the coupling of the reaction channels to the compound nucleus. In the absence of
direct reactions, the matrix W can be expressed in diagonal form in terms of the
dimensionless coupling parameters xc ; see Chapter 2 for further details. The effective
Hamiltonian can then be written

GOE
eff
+ δµν
= Hµν
H̃µν

X

δµc Wc ,

(4.1)

c

where µ, ν = 1, ..., N label the compound-nucleus states, c = 1, ..., Λ labels the
channels (Λ < N ), and the coupling term Wc is given by

Wc = λ

1
P
π

Z
0

∞

xc
dE
− ixc
E − E0
0


(4.2)

In Eq. 4.2, λ is the scale parameter of the GOE, P indicates the principal-value
integral, and E is the energy of the reaction. We take c = 1 to be the neutron
channel and c = 2, ..., Λ to be the γ-decay channels. We also suppress the explicit
energy dependence of xc in Eq. (4.2).
The principal-value integral in Eq. (4.2) is known as the Thomas-Ehrman shift
[11, 123]. It was shown in Ref. [124] that an energy-independent real shift does not
affect the statistics of the eigenvectors of the effective Hamiltonian (4.1). In the
study discussed in Chapter 3 [36], we applied a model that includes the full energy
dependence of the Thomas-Ehrman shift. In this case, we also found that this real
shift did not affect the partial neutron width statistics. Consequently, we neglect the
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Thomas-Ehrman shift in the effective Hamiltonian (4.1). Eq. (4.2) therefore becomes

Wc = −ixc λ .

(4.3)

As stated in Eq. (2.19) of Chapter 2, the partial widths Γµc for resonance µ to
decay into channel c are given by
|Ccµ |2
Γµc = 2λxc P
2 ,
|C
|
σµ
σ

(4.4)

where C is the complex orthogonal matrix that diagonalizes H̃ eff in Eq. (4.1). We
use a large number of realizations of the GOE Hamiltonian in Eq. (4.1) to study the
statistics of the partial widths. For each GOE realization, we construct H̃ eff using
Eq. (4.1), diagonalize this matrix with a complex orthogonal transformation C, and
apply Eq. (4.4) to calculate the partial widths.
In principle, to estimate the channel coupling strengths xc , we should calculate
the energy-averaged S matrix and use the relation

hSicc0 = δcc0

1 − xc
.
1 + xc

(4.5)

This calculation is not practical for the large number of γ channels that we consider.
Instead, we adopt the perturbative formula

xc ≈

π hΓµc i
,
2 DJ π

(4.6)

where hΓµc i is the average partial width for resonance µ and channel c, and DJ π
is the average energy spacing of the resonances with spin-parity J π . As discussed
below, we use empirical models of the level density and γSF to calculate the average
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partial γ widths. We calculate the average partial neutron width using the neutron
strength function parameters from the RIPL database [92].

4.2.2

Representative γ channels

A physical γ channel is specified by the type X (either E for electric or M for
magnetic), multipolarity L, and energy Eγ of the emitted γ-ray photon, as well as
by the final level f populated by the decay. The average partial width for a γ-decay
channel from a compound-nucleus resonance µ with spin-parity J π is given by

π

hΓJγ,µXLf i =

Eγ2L+1 fγXL (Eγ )
,
ρ̃(Eµ , J π )

(4.7)

where fγXL (Eγ ) is the γSF and ρ̃(E, J π ) is the spin-parity dependent level density.
The average total γ width is given by the sum of the average partial γ widths,

π
hΓJγ,µXL i

=

X

π
hΓJγ,µXLf i

f

X
1
=
ρ̃(Eµ , J π ) XL

Z

Eµ

dEγ Eγ2L+1 fγXL (Eγ )

0

X

ρ̃(Eµ −Eγ , Jfπ ) .

Jfπ

(4.8)
In our model, we consider only dipole transitions, i.e., L = 1, which dominate γ
decay from low energy compound-nucleus resonances.
As shown in Eqs. (4.7) and (4.8), there are as many γ channels as there are final
levels f in the compound nucleus. For medium-mass and heavy nuclei, the number
of levels becomes too large to be handled practically in random-matrix simulations.
In our model, we use a reduced number of representative γ channels to describe the
effect of the large number of physical γ channels. The coupling for each physical γ
channel is given by
xphys
γ,µXLf =

π 2L+1
E
fγXL (Eγ ) ,
2 γ

(4.9)

where we have used Eqs. (4.6) and (4.7), as well as the fact that ρ̃(Eµ , J π ) ≈ 1/DJ π
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for Eµ close to the neutron separation energy. A representative γ channel c (c =
2, ..., Λ) consists of a set of physical channels, the final levels f of which are close
in energy. The density of representative final levels is proportional to the density
of physical final levels by the factor G = (Λ − 1)/Λγf , where Λγf is the number of
physical final levels.1 The coupling of each representative γ channel c is given by

xc = N

X

π

xJγ,µXLf ,

(4.10)

f ∈c

where N is a normalization factor and f ∈ c runs over all the physical final levels f
included in the representative channel. Finally, we choose the normalization factor
N so satisfy the condition
Λ
X

π

xc =

c=2

X

xphys
γ,µXLf

f

π hΓJγµ; exp i
=
2 DJ π

(4.11)

π

where hΓJγµ; exp i is the experimental total γ width.
If Λ is too small and most of the physical γ channels contribute to a single
representative γ channel, then the qualitative results could differ from the physical
case. However, if Λ is large enough that any of the representative γ channels can
be treated perturbatively, then the representative γ channel approach should yield
qualitatively similar results to the physical case.

4.3
1

Application to

95

Mo(n, γ)96Mo∗

Λγf is also the number of physical γ channels.
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4.3.1

Level density

We describe the total level density of the compound nucleus

96

Mo with the back-

shifted Bethe formula (BBF) [141], also known as the back-shifted Fermi gas formula.
We use the spin-cutoff model to describe the spin dependence of the level density
[142] and assume that positive and negative parities are equally likely. The level
density is then given by
√
2 a(E−∆)
J(J+1)
(2J
+
1)
e
−
ρ̃(E, J π ) = √
e 2σc2
,
3
(E − ∆)5/4
4 2πσc

(4.12)

where a and ∆ are, respectively, the single-particle level density and back-shift parameters, and σc is the spin-cutoff parameter. We determine the spin-cutoff parameter using [133, 134]
σc2 = 0.0888A2/3

p
a(E − ∆) ,

(4.13)

where A is the mass number. The parameters a and ∆ in Eqs. (4.12) and (4.13)
were determined by fits to level counting data at low excitation energies and to the
average s-wave neutron resonance spacing D0 at the neutron separation energy [143].
We report these parameters in Table 4.1.

4.3.2

γSF

We take the models for the E1 and M 1 γSFs from Refs. [133, 134]. The E1 γSF is
given by the generalized Lorentzian model [144]



σG ΓG
Eγ Γ(Eγ , T )
4π 2 ΓG T 2
fγE1 (Eγ ) =
+ 0.7
,
3(π~c)2 (Eγ2 − EG2 )2 + Eγ2 Γ(Eγ , T )2
EG5
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(4.14)

where Γ(Eγ , T ) is given by
Eγ2 + 4π 2 T 2
Γ(Eγ , T ) = ΓG
.
EG2

(4.15)

In Eq. (4.14), the temperature parameter T is given by T 2 = (Sn − EG − ∆G )/a
[133, 134], where the neutron separation energy of

96

Mo is Sn = 9.154 MeV [92].

Similarly, the M 1 strength function is given by the simple Lorentzian model
describing the spin-flip mode [133, 134]
1
σSF Eγ Γ2SF
fγM 1 (Eγ ) =
+C,
2 2
3(π~c)2 (Eγ2 − ESF
) + Eγ2 Γ2SF

(4.16)

where SF stands for “spin-flip” and C is a single-particle term. We report the
parameters used in Eqs. (4.14-4.16) in Table 4.1.
To generate a spectrum of final states, we combine the level density with experimental levels at low energies, following the procedure implemented in the DICEBOX
code [138]. Below a certain level Ecut , we use the experimental levels. We take these
levels and Ecut from a previous DICEBOX simulation [145]. Above this threshold energy, we generate a set of final levels according to the level density. The total number
of levels for each spin-parity value Jfπ is given by
Z
NJfπ =

Sn

dE ρ̃(E, Jfπ ) ,

(4.17)

Ecut

where Sn is the neutron separation energy.
We can use the neutron strength function parameter S0 to determine the coupling strength for the neutron channel populating each spin-parity class J π of neutron
resonances. The s-wave neutron strength function parameter in the RIPL repository
for the target nucleus

95

Mo is S0 = 0.47 × 10−4 eV−1/2 [92]. We obtain the coupling
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Table 4.1: Level density [143] and γSF [133, 134] parameters for the compound
nucleus 96 Mo. Taken from Table I of Ref. [37].
a (MeV−1 )
11.41
∆G (MeV)
2.55

∆ (MeV)
0.85
ESF (MeV)
8.95

EG (MeV) ΓG (MeV)
σG (mb)
16.2
6.01
185.0
ΓSF (MeV) σSF (mb) C (MeV−12 )
4.0
0.4
1.0

√
constant xn using xn = (π/2)hΓµn i/DJ π = (π/2)S0 En , where En is the energy of
the incident neutron. We take En = 10 keV from the upper end of the experimental
range of Ref. [32] (see Fig. 5 of this reference).
For p-wave resonances, we should in principle use the weaker p-wave neutron
strength function to determine the neutron channel coupling. However, the p-wave
neutron strength function is not readily available. Instead, we use the s-wave neutron
strength function to set the couplings of the p-wave neutron channels. The s-wave
neutron strength function is stronger than the p-wave strength function. Thus, we
do not risk missing any potential effect caused by a strong coupling in the p-wave
neutron channel.
The ground state of

95

Mo has spin-parity 5/2+ . The s-wave neutrons populate

resonances with spin-parities 2+ and 3+ , while the p-wave neutrons populate 1− , 2− ,
3− , and 4− resonances.

4.4

Partial width distributions

Here, we discuss the results for the reduced partial neutron and γ width statistics
in our model. We define the reduced partial widths using Eq. (4.4), using the complex orthogonal matrix C that diagonalizes the effective Hamiltonian (4.1). For each
spin-parity class of compound-nucleus resonances, we used an effective Hamiltonian
of linear dimension N = 1000 and Λ = 401 channels: 1 neutron channel, 200 rep-
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resentative E1 γ-decay channels, and 200 representative M 1 γ-decay channels. We
construct a dataset using the partial widths for the resonances in the middle half of
the spectrum. This restriction avoids unphysical edge effects arising from the finite
bandwidth of the model. We collected partial widths from 100 realizations of the
GOE Hamiltonian in Eq. (4.1).


In Fig. 4.1, we compare the model distribution of y = ln Γ̂/hΓ̂i , the logarithm
of the normalized reduced partial width, with the PTD for y [see Eq. (3.22)] for
the 1− resonances of

96

Mo. The left-hand panel shows the results for the neutron

channel, while the right-hand panel shows the results for the most strongly coupled
representative E1 γ-decay channel. In both cases, the calculated distributions are
in excellent agreement with the PTD. This result indicates that the large number
of weakly coupled γ-decay channels have a negligible effect on the statistics of the
partial resonance widths.

P(y)
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γ
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0
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Figure 4.1: The distributions of y = ln Γ̂/hΓ̂i for the 1− resonances. Results
for the neutron channel (left panel) and most strongly coupled representative E1
γ-decay channel (right panel) are shown. The model calculations (blue histograms)
are compared with the PTD for y (black solid lines). Taken from Fig. 3 of Ref. [37].
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4.5

Total width distributions: parameter variation

Next, we study the effect of varying the parameters of the E1 γSF on the total γdecay width distributions for the n+95 Mo reaction. In order to generate the total γ
width distributions, we follow the model of the DICEBOX code [138]. Given resonances
with spin-parity J π , a transition of type and multipolarity XL, and a set of final
physical levels f , we define the partial γ-decay width for each final level f using

π

π

ΓJγ,µXLf = hΓJγ,µXLf irf2 ,

(4.18)

π

where hΓJγ,µXLf i is given by Eq. (4.7) and rf is a normally distributed random variable. The factor of rf2 in Eq. (4.18) causes the partial widths to be distributed according to the PTD around their average values. We then sum the partial γ widths
to obtain a total γ width value. We repeated this procedure 1000 times to generate a
distribution of total γ widths. We normalize the average of this total width dataset
to be equal to the experimental total widths from Ref. [32] (obtained in Ref. [146]).
We varied the E1 γSF parameters EG , ΓG , and σG in Eq. (4.14) by factors
of two higher and lower around their baseline values given in Table 4.1. These
variations influence the relative strength of the E1 and M 1 components of the γSF.
We find that these variations do not significantly affect the width of the total γ-decay
width distributions. In each case, the experimental results are significantly broader
than the model. As an example, we show in Fig. 4.2 the effects of variations of the
parameter ΓG in Eq. (4.14) on the cumulative fraction2 of the total γ widths for the
1− resonances.
The cumulative fraction is defined by F (x) = P (x0 > x) =
probability density function.
2
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R∞
x

dx0 p(x0 ) , where p(x) is the

Cumulative Fraction
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Figure 4.2: The cumulative fraction of the total γ-decay widths for the 1− resonances.
The experimental results [146] (black squares with error bars) are compared with the
model results for the baseline value of ΓG in Table 4.1 (blue solid line), 2 × ΓG (red
dashed line), and (1/2) × ΓG (green dashed-dotted line). The model results are
normalized to reproduce the experimental average total γ-decay width. Taken from
Fig. 4 of Ref. [37].
We note that, in Ref. [32], various combinations of level densities and γSFs
were used to calculate total γ width distributions. Our contribution is to show that
the experimental findings of Ref. [32] are robust to systematic parameter variation
within a level density and γSF combination.
In addition, we used Eq. (4.8) to calculate the average total γ widths from the
level density and γSF models. As shown in Table 4.2, the average total γ widths
calculated in our model significantly underestimate the experimental values. Similarly large differences between the simulated and experimental total width values
were also found in Ref. [32]. Such differences do not depend on the partial γ width
fluctuations and therefore indicate a shortcoming of currently used phenomenological
models for the γSF of the

96

Mo compound nucleus. We note that, in Fig. 4.2, we

have normalized the average total γ widths to match the experimental value.
As shown in Table 4.2, the experimental average total γ widths disagree with
our model results at the 2σ level only for the 1− and 3− resonances. It would be
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π

Table 4.2: The average total γ-decay widths obtained with the model hΓJγ,th i comπ
pared with the experimental results hΓJγ,exp i [32] for each spin-parity class in 96 Mo.
The model results are obtained with the baseline parameter values in Table 4.1.
Taken from Table II in Ref. [37].
Jπ
Average total γ width (meV)
2+
3+
1−
π
hΓJγ,th i
165.5
157.5
191.2
π
hΓJγ,exp i
206 ± 31 240 ± 58 670 ± 225
Jπ
Average total γ width (meV)
2−
3−
4−
Jπ
hΓγ,th i
172.8
169.2
153.8
Jπ
hΓγ,exp i
374 ± 115 404 ± 100 361 ± 106
useful to measure the experimental total γ width values more precisely to determine
the extent of their disagreement with the statistical-model results.
We were able to reproduce the average total γ width of any single spin-parity
class by adjusting the parameters (EG , ΓG , σG ) of the E1 γSF in Eq. (4.14). For
example, by multiplying ΓG in Table 4.1 by a factor fG = 1.13, we reproduced the
experimental average total γ width for the 2+ resonances. However, we were unable
to reproduce all the experimental average total γ widths by varying these parameters.
It should be possible to fit all the experimental average total γ widths if we allowed
more parameters to vary, but this refitting of the γSF is beyond the scope of this
work. We limit ourselves to the statement that there appears to be an issue with the
empirical γSF models for this reaction.

4.6

Total γ width distributions for non-PTD partial γ width fluctuations

Finally, we consider the effect of non-PTD partial γ width fluctuations on the total γ
width distributions. As shown in Sec. 4.4, our model calculations show no evidence
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that the PTD is violated in the n+95 Mo reaction. However, it is interesting to
investigate whether the experimental results of Ref. [32] can be taken as evidence of
PTD violation. To address this question, we modified our resonance-reaction model
to obtain PTD violation in the neutron and γ channels. We then used these modified
partial γ width distributions to calculate distributions of total γ widths.
We adopted the model of Ref. [123] to obtain partial γ width distributions
that violated the PTD. In this simplified model, only one channel is coupled to the
compound nucleus, and the effective Hamiltonian has the form

eff
GOE
Hµν
= Hµν
− iXλδµ1 δν1 ,

(4.19)

In Ref. [123], X = 0.8 provided significant PTD violation. To interpret the model
(4.19) physically, we consider c = 1 to be the neutron channel and all other channels
to be γ-decay channels (see Sec. 4.2). In Fig. 4.3, we show the distributions for


y = ln Γ̂/hΓ̂i for c = 1 (the neutron channel) and c = 2 (a γ channel) obtained
from 100 realizations of the model (4.19). As shown in Fig. 4.3, the distributions of
both the reduced partial neutron and partial γ widths differ significantly from the
PTD. In Ref. [32], a χ2 distribution in ν = 0.5 degrees of freedom was used to model
PTD violation. We show in Fig. 4.3 that this distribution does not describe realistic
PTD violation within the statistical model.
In Fig. 4.4, we show the cumulative fraction of the total γ width distributions
for the 1− resonances obtained for the non-PTD partial width fluctuations shown
in Fig. 4.3. We used Eq. (4.18) for the partial γ widths with rf2 replaced with a
random number drawn from one of the two modeled distributions in Fig. (4.3). The
c = 1 distribution from Fig. (4.3) broadens the total γ width distribution somewhat
in Fig. 4.4 but does not bring this distribution into agreement with the experimental
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Figure 4.3: Distribution of y = ln Γ̂/hΓ̂i for the PTD-violating model of Eq. (4.19).
The results for the neutron channel c = 1 (blue histogram) and a γ channel c = 2
(green dashed-dotted histogram) are compared with the PTD (black dashed line)
and a χ2 distribution in ν = 0.5 degrees of freedom (grey long-dashed line). Taken
from Fig. 5 of Ref. [37].
results. The c = 2 distribution has a negligible effect on the total γ width fluctuations. Thus, the experimental results cannot be interpreted as evidence of PTD
violation in the statistical model.
We argue that essentially no modified distribution of partial widths can explain
the experimental results of Ref. [32]. The total γ width distribution is the sum of
independent random variables weighted by their corresponding average partial γ
widths. If enough of the average partial γ widths are close enough in value, then the
total γ width is given by the sum of independent and almost identically distributed
random variables. By the central limit theorem, the distribution of total γ widths
will be a Gaussian distribution with a small variance. This conclusion does not hold
if the partial γ width distribution does not follow the assumptions of the central limit
theorem. However, we have shown here that the non-PTD distributions naturally
obtained within the statistical model do not violate the central limit theorem.
It is also possible to obtain a broader distribution of total γ widths if the
average partial γ widths for a small set of final levels are significantly larger than
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Figure 4.4: The cumulative fractions of the modeled total γ-decay widths obtained
with the PTD (blue solid line), the c = 1 distribution in Fig. 4.3 (red dashed line),
and the c = 2 distribution in Fig. 4.3 (green dashed-dotted line) are compared with
the experimental results [146] (black squares with error bars) for the 1− resonances.
We used the baseline parameter values in Table 4.1 for these simulations. We also
normalized the average total γ width from our model to reproduce the experimental
average total γ width. Taken from Fig. 6 of Ref. [37].
the other average partial γ widths. In Ref. [32], the authors achieve this effect
in a “doorway” model, in which they multiply the strengths of transitions to all
final levels below a certain energy by a factor of 25. This model yields reasonable
agreement with the experimental data (see Fig. 6 of Ref. [32]). However, the existence
of enhanced transitions to particular final levels violates the generalized Brink-Axel
hypothesis [147], which states that the γSF is independent of the details of the
initial or final levels. A recent (p, p0 ) scattering experiment from

96

Mo measured

the photoabsorption strength and found the results to be in good agreement with
γ-decay experiments [147]. This result supports the applicability of the generalized
Brink-Axel hypothesis to the compound nucleus
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96

Mo.

4.7

Conclusions

In this chapter, we discussed the application of a random-matrix reaction model
to study the partial and total γ-decay width fluctuations in the
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Mo(n, γ)96 Mo∗

reaction. First, we studied partial neutron and γ width fluctuations in a model takes
into account the large number of γ channels in a semi-realistic way. We use empirical
models of the level density and γSF to determine the channel coupling strengths in
our reaction model; see Table 4.1. We find that the reduced partial neutron and γ
width distributions agree with the PTD.
Next, we studied the sensitivity of the total γ-decay width distributions to
factor-of-two variations of the E1 γSF parameters. Our work differs from Ref. [32]
because we varied the parameters for a single level density and γSF model combination, rather than experiment with different model families. We find that the width
of the total γ width distribution is insensitive to the E1 γSF parameter variations.
Moreover, the average total γ-decay widths calculated with our baseline parameter
set underestimate the experimental values for all spin-parity classes of resonances.
This result indicates a problem in the empirical level density and γSF models for the
compound nucleus

96

Mo.

Finally, we considered whether the experimental results could indicate PTD
violation in the partial γ width distributions, even though we did not observe this
violation in our model. We calculated PTD-violating distributions using the model of
Ref. [123]; see Eq. (4.19). We find that these modified partial γ width distributions do
not significantly broaden the total γ width distributions. We argue that no realistic
distribution of partial γ widths could explain the experimental results of Ref. [32].
It is possible to broaden the total γ width distribution by enhancing the transitions to a small set of final levels [32]. However, a physical mechanism to achieve
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this effect would violate the generalized Brink-Axel hypothesis and contradict recent
experimental results for

96

Mo [147].

In sum, we find that the experimental results of Ref. [32] cannot be explained
within the GOE statistical model. We reached a similar conclusion after studying
s-wave neutron scattering from

194

Pt in the previous chapter. Further experimental

investigation into the validity and limitations of the statistical model would be useful.
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Chapter 5
Nuclear level densities and the
configuration-interaction shell
model
5.1

Introduction

Despite the questions raised by the experimental results of Refs. [31] and [32], the
GOE statistical model of compound-nucleus reactions is and will remain an important tool for studying nuclear reactions. The accuracy of this model depends on
statistical properties of nuclei, i.e., average structural properties of the compound
nucleus. In particular, the nuclear level density, which quantifies the average number of many-body energy levels per unit energy, is an important input to statistical
compound-nucleus reaction models [12, 13, 14]. Level densities significantly influence
the transmission coefficients of the statistical model, especially for γ-decay channels.
Sensitivity studies of r-process nucleosynthesis have identified neutron capture (n, γ)
reaction rates as key sources of uncertainties in nucleosynthesis simulations [26]. A

66

recent study [27] linked uncertainties in important reaction rates directly to the level
density models used in r-process simulations.
Level densities are obtained experimentally from various data. Individual level
counting and the average spacings of s-wave neutron resonances (D0 values) provide level densities at low excitation energies and at the neutron separation energy,
respectively. The Oslo method [148, 149] and proton evaporation spectra experiments [38] measure level densities over ranges of excitation energies. The recently
developed β-Oslo method [39] extends the Oslo method to unstable nuclei. However,
it is unfeasible to measure experimentally level densities for all the nuclei and at
all the excitation energies populated in large-scale reaction simulations. Moreover,
experimental methods can only measure level densities in narrow spin and excitation energy ranges. For example, D0 values can typically only be calculated for the
lowest spin values near the neutron separation energy, and level counting is practical only at very low excitation energies. Some experimental methods, such as the
Oslo method, introduce phenomenological level-density models to circumvent these
limitations [150, 151].
Consequently, it is important to develop reliable theoretical models of level
densities. Current statistical reaction codes rely primarily on phenomenological level
density models, which express the level density as a parameterized function of the
excitation energy [12, 13, 14]. The model parameters are tuned to available experimental data and extrapolated via empirical systematics to regions in which data are
not available [152, 153]. However, these phenomenological models become unreliable
when extrapolated away from experimental data [27].
Microscopic models of level densities promise to be more reliable than phenomenological models. Combining a theory of the nuclear interaction with a manybody method for calculating level densities from the underlying interaction, such
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models can capture regularities arising from correlations induced by the interaction that would be difficult to describe purely phenomenologically. While most
level density models used in statistical reaction codes are phenomenological, the
microscopic level density models that are used, such as the combinatorial model
of Refs. [154, 41, 42], are based on mean-field approximations. However, mean-field
level densities do not include important correlation effects that significantly affect the
level density. In particular, the mean-field approximation does not describe the contribution of rotational bands built on intrinsic band heads, which play a significant
role in heavy mid-shell nuclei [43, 44]. In practice, mean-field and combinatorial
level densities are augmented by phenomenological collective enhancement factors
[41, 42].
In contrast, the configuration-interaction (CI) shell model framework [7, 155]
naturally describes correlations beyond the mean-field approximation. However, CI
diagonalization methods are limited by the combinatorial growth of the many-particle
model space dimension with the numbers of single-particle orbitals and/or nucleons.
Innovative spectroscopic methods for level densities, such as the moment method
[156, 157, 158], the stochastic estimation method [159], and the Lanczos-algorithmbased methods of Ref. [160], have been applied to medium-mass nuclei. However,
these approaches are still limited by the dimensionality of the many-particle model
space and cannot be applied to heavy nuclei.
The auxiliary-field Monte Carlo (AFMC) method [49, 50, 51, 52], known as
the shell-model Monte Carlo (SMMC) method when applied in the CI shell-model
framework of nuclear physics [53, 54, 55, 56, 57], enables the exact calculation (up to
statistical errors) of finite-temperature observables in heavy nuclei at a practicable
computational cost. Combined with the finite-temperature method for level densities
discussed later in this chapter, the SMMC has been used to calculate level densities
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of medium-mass and lanthanide nuclei in model spaces of dimension up to ∼ 1028
[60, 61, 62, 63, 64, 65, 66, 67, 68]. In particular, the SMMC has recently been
found to give an accurate description of the rotational enhancement in neodymium
isotopes [44]. Formulated using the Hubbard-Stratonovich transformation [58, 59],
AFMC methods have also been applied to a range of challenging quantum many-body
systems [52].
However, the SMMC method faces a set of challenges. The SMMC method
is limited by the Monte Carlo sign problem, which plagues the majority of realistic
nuclear effective interactions. Fortunately, the dominant collective components of
shell-model interactions have good Monte Carlo sign [63, 161], and small bad-sign
components can be treated with the extrapolation method of Ref. [55]. However,
sign problems also occur in the projections onto odd particle number [162] and nonzero total spin [62]. In addition, the SMMC is computationally intensive, and its
computational cost increases as temperature decreases.
In the following chapters, we present many-body methods for calculating nuclear state densities1 in the CI shell model framework. Like the SMMC, these
methods use finite-temperature properties of nuclei–the energy, entropy, and heat
capacity–to calculate state densities. In Chapter 6, we present two novel methods
for projection after variation of broken symmetries in the finite-temperature HartreeFock-Bogoliubov (HFB) approximation, a commonly used mean-field approach. In
particular, we focus on particle-number projection, which is crucial for reducing the
grand-canonical ensemble to the canonical ensemble in state density calculations.
Particle-number conservation is intrinsically violated in the HFB approximation.
We show how to circumvent this challenge and carry out particle-number projection
1

The state density differs from the level density in the following way: in the nuclear state density,
all 2J + 1 degenerate states associated with a level of spin J are counted individually, while in the
level density this group counts as only one level.
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after variation in the general finite-temperature HFB approximation.
In Chapters 7 and 8, we apply the static-path plus random phase approximation
(SPA+RPA) to calculate state densities of heavy lanthanide nuclei. Also formulated
using the Hubbard-Stratonovich transformation [58, 59], the SPA+RPA incorporates
all static fluctuations beyond the mean field, together with small-amplitude timedependent quantal fluctuations around each static fluctuation. Thus, the SPA+RPA
includes correlations that are neglected in mean-field methods such as the finitetemperature HFB approximation, but does not include all auxiliary-field fluctuations
as done in the SMMC. The SPA+RPA has been found to be very accurate for thermal
properties of nuclei above a low temperature at which the method breaks down
[82, 83, 84, 85, 86, 163]. However, this method has not been benchmarked for realistic
effective nuclear interactions in heavy nuclei. We show that the SPA+RPA state
densities for samarium isotopes are in excellent agreement with exact SMMC results
using the same interaction. Moreover, the SPA+RPA results improve significantly
over the mean-field state densities. Our results establish that the SPA+RPA is a
viable method for calculating state densities in heavy nuclei.
In this chapter, we set the stage for these future chapters by discussing the
important aspects of nuclear state and level densities. In Sec. 5.2, we define the
state density and level density, and we highlight their importance for compoundnucleus reaction theory. In Sec. 5.3, we present the relation between state densities
and finite-temperature properties of nuclei, in particular the energy, entropy, and
heat capacity. Finally, in Sec. 5.4, we provide a brief discussion of the CI shell model
framework.
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5.2

Nuclear level and state densities

The state density of a quantum many-body system is defined as the average number
of energy eigenstates of the system per unit energy. In a finite-size nucleus governed
by a Hamiltonian Ĥ and fixed numbers Np , Nn of protons and neutrons, respectively,
the state density is defined as [76]

 
 

ρ(E, Np , Nn ) = Tr δ E − Ĥ δ Np − N̂p δ Nn − N̂n ,

(5.1)

where Tr indicates a many-body trace over the full Fock space.
The nuclear Hamiltonian is invariant under rotations, and thus its eigenstates
have fixed angular momentum quantum numbers Jα . The level density is defined by
counting each group of degenerate states associated with a given spin once. Defining
nuclear states |αJα Mα i, the level density is given by

ρ̃(E, Np , Nn ) =

X

δ(E − EαJα ) ,

(5.2)

αJα

where we have assumed that the states have fixed numbers of protons and neutrons
(Np , Nn ). In Eq. (5.2), the 2Jα + 1 degenerate states associated with each level spin
Jα are not counted individually. Spin- and parity-dependent level densities can be
obtained by inserting additional delta functions in the sum in Eq. (5.2).
Nuclear level densities are important for statistical compound-nucleus reaction
theory because they define the numbers of states available in the initial and final
stages of a reaction. In particular, the average partial width for a compound-nucleus
resonance to decay via γ-ray emission of type and multipolarity XL and energy Eγ
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from a level of energy Ei is given by (see Chapter 4)
Jiπ
hΓγ,iXLf
i

Eγ2L+1 fγXL (Eγ ) X
=
ρ̃(Ei − Eγ , Jfπ )
π
ρ̃(Ei , Ji )
Jπ

(5.3)

f

where Jiπ and Jfπ represent the spins and parities of the initial level i and final level f ,
respectively, and fγXL (Eγ ) is the γ-ray strength function [140]. As shown in Eq. (5.3),
the level density at the final energy Ei − Eγ reached by the transition significantly
affects the average partial widths and thus the importance of the γ-decay channels
relative to competing channels. Similar relations hold for decay widths for other
reaction channels, and for the widths for absorption into the compound nucleus.

5.3

State densities from finite-temperature nuclear
properties

Given a model Hamiltonian, the state density can in principle be determined by
counting up the total number of levels within small energy bins; see, e.g. [164] for a
recent example. However, as discussed below in the context of the CI shell model,
the dimension of the many-body Hamiltonian is often too large to be diagonalized
numerically. In contrast, finite-temperature observables can be calculated with modern methods even for large many-particle model spaces. Here, we discuss how to
obtain state densities from finite-temperature nuclear observables [76, 43].
The state density (5.1) is the partition function in the microcanonical ensemble
of fixed energy and particle number. The partition function in the canonical ensemble, in which energy may fluctuate but particle number is fixed, can be expressed as
the Laplace transform of the state density [43]. Inverting this Laplace transform, we
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arrive at the expression
1
ρ(E, Np , Nn ) =
2πi

Z

i∞

dβ eβE Zc (β, Np , Nn ) ,

(5.4)

−i∞

where β is the inverse temperature and Zc (β, Np , Nn ) is the canonical partition function.
We now consider how to approximate the state density, given a theoretical
method for calculating finite-temperature observables at inverse temperature β. We
can evaluate Eq. (5.4) using the saddle-point approximation to obtain [43]

ρ(E, Np , Nn ) ≈

−1/2
2π
C(β, Np , Nn )
eSc (β,Np ,Nn ) ,
2
β

(5.5)

where Sc is the canonical entropy given by

Sc (β, Np , Nn ) = βEc (β, Np , Nn ) + ln Zc (β, Np , Nn ) ,

(5.6)

In Eq. (5.6), Ec = −∂ ln Zc /∂β is the canonical energy. C in Eq. (5.5), is the heat
capacity
C(β, Np , Nn ) =

dEc
∂ 2 ln Zc
= β2
.
dT
∂β 2

(5.7)

Finally, in Eq. (5.5), β is determined by the saddle-point condition E = Ec (β, Np , Nn ).
To obtain the level density, we replace the full canonical partition function
in Eq. (5.4) with the partition function projected onto the lowest value of total
Jz consistent with all possible spins [66]. Similarly, to calculate spin- and paritydependent level densities, one starts with the corresponding projected partition functions [60, 62].
This finite-temperature method has been applied in the SMMC to calculate
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state and level densities of heavy nuclei; see Ref. [57] and works cited therein.
We combine this approach with the finite-temperature mean-field approximation
in Chapter 6 and with the SPA+RPA in Chapters 7 and 8.

5.4

Configuration-interaction shell model

Before concluding this chapter, we present here the theoretical framework used in
the following chapters: the CI shell model. Historically, the motivation for the shellmodel approach in nuclear physics stemmed from the success of the independent
particle shell model developed by Maria Goeppert-Mayer [5] and by Axel, Jensen, and
Suess [6] around the same time. This model combined a central harmonic oscillator
potential with a strong attractive spin-orbit potential to explain the strong binding
observed at specific numbers of protons and neutrons–the “magic numbers”–as well
as other systematic features of nuclei [165]. The CI shell model includes a two-body
“residual” interaction on top of this independent-particle framework [166, 165]. Some
modern approaches include three-body interactions as well [167]. Beyond nuclear
physics, the CI shell model approach is widely used in atomic physics, molecular
physics, and quantum chemistry [168].
The CI shell model consists of a finite-dimensional model space of many-body
states and a Hamiltonian that can be represented as a matrix in this model space. A
wide variety of theoretical methods can be applied to calculate observables within this
framework [7, 166, 165]. Traditionally, most CI shell model studies have involved exact or approximate determination of all or a subset of the eigenvalues and eigenstates
of the Hamiltonian within the model space [165]; see, e.g., Refs. [169, 170, 171] for
examples of shell-model diagonalization codes. However, a wide variety of theoretical
techniques other than diagonalization methods can be applied to calculate observ-
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ables within the CI shell model framework. Examples include mean-field methods [7],
many-body perturbation theory [172], coupled-cluster methods [173], and quantummonte Carlo approaches [174, 57]. We review here the framework within which these
methods fit.

5.4.1

Many-body model space

The many-body model space in the CI shell model approach is constructed from a set
of single-particle states. This single-particle basis is obtained from the central nuclear
potential and spin-orbit force. The single-particle wavefunctions are labeled by the
following quantum numbers: the principle harmonic oscillator quantum number n,
which denotes the shell; the orbital angular momentum quantum number `, which
defines the parity π = (−)` ; the total angular momentum j; and the magnetic
quantum number m, denoting the total angular momentum along the z direction.
The nuclear Hamiltonian is rotationally invariant, so discussions typically do not
consider the m quantum numbers explicitly. Instead, CI shell model practitioners
commonly refer to “orbitals” denoted by (nlj) [166, 165].
The specific form of the central potential defines the radial structure of the
single-particle wavefunctions φnljm (r). For instance, a Woods-Saxon potential is
often used instead of a harmonic oscillator potential [128]. This choice changes
the matrix elements of operators in the single-particle basis but does not affect the
general structure of the CI shell model calculation.
In nuclear physics, the CI shell model may be formulated using the “isospin
formalism” or the “proton-neutron formalism.” In the isospin picture, the proton
and neutron are thought of as two states of the same underlying particle. This
particle is assigned an “isospin” quantum number t = 1/2, which follows the usual
spin algebra [128, 175]. The neutron and proton correspond, respectively, to the
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“spin up” tz = 1/2 and “spin down” tz = −1/2 isospin states.2 The orbitals in
the isospin formalism are consequently labeled by (nljtz ). In the “proton-neutron”
formalism, the protons and neutrons are treated as distinct particle species. In this
work, we use the proton-neutron formalism.
The CI shell model single-particle basis must be restricted to a finite set of
orbitals to render the calculations tractable. Typically, shell-model studies assume
the existence of inert “core” of orbitals that are fully occupied, as well as a set
of inactive orbitals that are too high in energy to be occupied at the energies of
interest for the many-body problem [165]. The single-particle model space, which
is known as the valence space, consists of the orbitals that lie above the core but
below the inactive orbitals. The number of active valence nucleons is determined
by subtracting the full occupations of the core orbitals from the total proton and
neutron numbers. The finite-size valence space introduces a systematic error into CI
shell-model calculations, which decreases as the number of valence orbitals increases.
Many modern studies of light nuclei use the no-core shell model, in which only an
upper limit is placed on the single-particle model space [167].
We do not consider here lattice models, which represent the nucleus in a threedimensional box in which space is discretized [176, 177]. However, these models
are generally similar to the CI shell model framework: the lattice sites compose the
single-particle basis. Moreover, many computational methods, in particular quantum
Monte Carlo methods, are applied in lattice models as well as in the CI shell model
framework [174, 177]. Quantum Monte Carlo methods are also applied to lattice
models of cold atoms [71, 72].
2

Some shell-model codes use the opposite convention.
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5.5

Many-body Hamiltonian

Once the valence model space is determined, the next task is to construct the nuclear
Hamiltonian within this restricted model space. The CI shell model Hamiltonian can
be written generally as [7]

Ĥ =

X

a c†ama cama +

ama

1 X
V A (ama , bmb ; cmc , dmd )c†ama c†bmb cdmd ccmc ,
4 am ,bm
a

(5.8)

b

cmc ,dmd

where a = (na la ja tza ) denote orbitals, ma denote the m values determining states, and
c† , c are the nucleon creation and annihilation operators. a are the single-particle energies associated with the orbitals. V A (ama , bmb ; cmc , dmd ) are the antisymmetrized
two-body matrix elements (TBMEs) of the residual interaction in the valence space.
The symmetry properties of the TBMEs are discussed in Appendix B.
The nuclear Hamiltonian is rotationally invariant, and thus the Hamiltonian
does not require any explicit consideration of the magnetic quantum numbers. CI
shell model codes take as input the spin-coupled antisymmetrized TBMEs VJA (ab; cd).
The Hamiltonian (5.8) can be rewritten in terms of these spin-coupled TBMEs to be
[54]
Ĥ =

X
a

where n̂a =

P

ma

a n̂a +

X †
1 XX A
VJ (ab; cd)
ÂJM (ab)ÂJM (cd) ,
4 abcd J
M

(5.9)

c†ama cama is the single-particle orbital occupation operator and

Â†JM (ab) creates a pair in orbitals a and b coupled to total spin J and total magnetic
quantum number M . For further details, see Appendix B.
The many-body basis states can be constructed starting from Slater determinants built from the available single-particle states [165]. The total dimension D of
the many-particle model space is the number of ways that Np valence protons and
Nn valence neutrons can be placed into Ns,p proton single-particle states and Ns,n
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neutron single-particle states. The result is






Ns,p  Ns,n 
D=

.
Np
Nn

(5.10)

Thus, the many-body model space dimension increases combinatorially with the
number of valence single-particle states and/or valence nucleons. This increase places
a strict limit on CI shell model diagonalization methods.
Each Slater determinant is associated with a good total magnetic quantum
number M . The Hamiltonian is rotationally invariant, and thus the results do not
depend on the total M values. Diagonalization methods can therefore be restricted
to a subspace of the full valence space that consists only of states of a given total M
value. This approach is known as the M scheme [170, 171].
More complex choices for the many-body basis can be used to reduce the dimension of the Hamiltonian matrix further. For example, in the J scheme, one may
construct manually many-body states with good total angular momentum J and
diagonalize the Hamiltonian matrix in a subspace of good J [165, 169]. A more
advanced approach is implemented in the symmetry-adapted no-core shell model
[178, 179]. In this approach, many-body basis states are formed based on irreducible
representations of SU(3) or of the symplectic group Sp(3, R). In these approaches,
the reduction of the basis size required compensates for the complexity of constructing the many-body basis states.

5.6

Conclusion

In this chapter, we defined nuclear state and level densities and discussed their importance to statistical nuclear reaction theory. We also presented the important con-
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nection between the state density and finite-temperature properties of the nucleus,
specifically the energy, entropy, and heat capacity. Finally, we briefly discussed the
CI shell model approach to the nuclear many-body problem.
In the following chapters, we present many-body methods for calculating nuclear state densities in heavy nuclei within the CI shell model framework. In Chapter
6, we discuss symmetry projection after variation within the finite-temperature HFB
approximation, specifically the case of particle-number projection. In Chapters 7, we
formulate the SPA+RPA method for calculating thermal properties in heavy nuclei.
Finally, in Chapter 8, we benchmark SPA+RPA state densities of heavy samarium
isotopes.
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Chapter 6
Symmetry projection after
variation in the finite-temperature
Hartree-Fock-Bogoliubov
approximation
6.1

Introduction

Mean-field approximations, specifically the Hartree-Fock (HF) and Hartree-FockBogoliubov (HFB) approximations, are often used to calculate nuclear level densities.
Mean-field methods replace the interacting nuclear system with an effective system
of noninteracting nucleons, rendering the many-body problem much easier to solve.
The HFB approximation is often used as the basis of the widely used combinatorial
model of nuclear level densities [41, 42]. Beyond their applications to statistical reaction theory, mean-field approximations in the context of nuclear density functional
theories are widely used to describe bulk properties of nuclei across the nuclear chart
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[40].
Finite-temperature mean-field approximations [180, 181] provide a useful starting point for the calculation of level densities. These approximations are derived
using the variational principle for the grand potential at finite temperature, which
leads to a self-consistent matrix equation determining the statistical density matrix in
the grand-canonical ensemble. The finite-temperature HFB approximation has been
applied to study level densities and other thermodynamic quantities in rare-earth
nuclei [182, 183, 184, 185]. The finite-temperature HFB method also has important
applications to nuclear fission [186, 187, 188, 189, 190], as well as to areas outside
of nuclear physics, such as the study of dipolar Fermi gases [191]. More broadly,
finite-temperature mean-field methods have applications in electronic systems of importance to condensed matter and chemistry [192].
The finite-temperature HFB approximation often violates symmetries of the
underlying many-body Hamiltonian, in particular particle-number conservation and
rotational symmetry. This symmetry breaking enables the HFB approximation to
describe collective effects within a single-particle framework. For example, the violation of particle-number conservation allows the HFB to describe pairing effects
that are important in spherical nuclei at low energies, and the breaking of rotational
symmetry allows the HFB to describe nuclear deformation. However, this symmetry
breaking poses difficulties for the calculation of statistical properties because these
quantities depend on fixed quantum numbers such as particle number, angular momentum, and parity. Moreover, as studied in detail in Ref. [43], the breaking of
symmetries leads to inherent deficiencies in finite-temperature mean-field calculations.
A possible solution to this problem is variation after projection (VAP), in which
the variation of the grand potential is carried out in a subspace of the many-particle

81

Fock space defined by a fixed set of symmetry quantum numbers. Although VAP has
been implemented in small model spaces in the zero-temperature HFB approximation
[193, 194, 195, 196], VAP is very challenging to implement in the finite-temperature
HFB approximation and has only been applied successfully in schematic models [197,
198, 199]. In the projection after variation (PAV) approach [45, 46], the variation
to determine the HFB solution is carried out in the full many-particle space, but
thermodynamic quantities are calculated in projected subspaces defined by good
quantum numbers of symmetries that are broken at the mean-field level. Although
PAV does not repair the inaccuracies due to intrinsic symmetry breaking in the
mean-field solution, this approach enables the calculation of statistical quantities of
specific nuclei such as level densities as functions of good quantum numbers. In
particular, exact particle-number projection is useful for calculating level densities
in finite-temperature mean-field approximations.
However, the standard formulas for PAV in the finite-temperature HFB approximation are limited by a sign ambiguity [45, 46]. In this chapter, we discuss two
methods for PAV in the finite-temperature HFB approximation that do not have
this sign ambiguity. The first method, developed for the particular case of particlenumber projection and published in Ref. [88], requires that the mean-field solution
and the generators of the symmetry to be restored are invariant under time reversal.
The second method, published in Ref. [89], requires no shared symmetry of the generators and the HFB Hamiltonian. Consequently, this second method enables PAV
for any symmetry in the finite-temperature HFB approximation.
This chapter is organized as follows. In Sec. 6.2, we derive the finite-temperature
HFB approximation. In Sec. 6.3, we discuss the standard approach to PAV in
the finite temperature HFB approximation and show how a sign ambiguity limits
this approach. In Sec. 6.4, we discuss a method for particle-number PAV in the
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finite-temperature HFB approximation that applies to time-reversal invariant HFB
solutions. Next, in Sec. 6.5, we introduce a general method for PAV in the finitetemperature HFB approximation that does not require any additional symmetries
of the HFB solution. In Sec. 6.6, we present specific applications of these methods.
First, we validate the general method presented in Sec. 6.5 in a simple pairing model
with a cranking term in angular momentum. Next, we apply the method discussed in
Sec. 6.4 to the case of particle-number projection in order to calculate HFB thermal
properties and the state density in the transitional lanthanide nucleus 150 Sm. Finally,
in Sec. 6.7, we summarize the results of this chapter and discuss the limitations of
the finite-temperature HFB approximation.

6.2

Finite-temperature HFB approximation

Here, we derive the self-consistent equation that determines the finite-temperature
HFB approximation. For more detailed derivations, see Refs. [180, 181, 200, 201].
The zero-temperature HFB approximation is reviewed in Ref. [7]. As discussed in
Chapter 5, a configuration-interaction (CI) shell model Hamiltonian has the form

Ĥ =

X
α

α c†α cα +

1X
v αβγδ c†α c†β cδ cγ ,
4 αβγδ

(6.1)

where α = (ama ) denotes a single-particle state (where a denotes an orbital) and
v αβγδ = V A (ama bmb ; cmc dmd ) are the antisymmetrized two-body matrix elements
(TBMEs) of the interaction. The main idea of the finite-temperature HFB approximation at temperature T and proton and neutron chemical potentials µp , µn is to
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minimize the grand thermodynamic potential

Ω = E − TS −

X









µt Nt = Tr D̂Ĥ + T Tr D̂ ln D̂ −

t=p,n

X



µt Tr D̂N̂t



(6.2)

t=p,n

subject to the assumption that the statistical density operator D̂ is the exponential
of a Hermitian one-body operator K̂, i.e., D̂ has the form

D̂ =

e−β K̂

,
Tr e−β K̂

(6.3)

where β = 1/T and

K̂ =

X
αβ

1
=
2


1
† †
∗
+ ∆αβ cα cβ − ∆αβ cα cβ
2
 


∆ c 1
 h
   + trh .
c 
2
c†
−∆∗ −h∗

hαβ c†α cβ


c†

(6.4)

In Eq. (6.4), h is Hermitian and ∆ is skew-symmetric. We assume that protons and
neutrons occupy different orbitals and do not mix. Consequently, K̂ = K̂p + K̂n ,
where K̂p,n have the form (6.4), and the density matrix factorizes: D̂ = D̂p D̂n .
Beyond these constraints, the elements of the matrices h and ∆ are variational parameters.
Before proceeding, we first define the generalized HFB density matrix [181]




κ 
 ρ
R=
,
−κ∗ 1 − ρ∗


D̂c†β cα



(6.5)

where density matrix ραβ = Tr
is Hermitian and pairing tensor καβ =


Tr D̂cβ cα is skew-symmetric. Expectation values of any operator in the HFB ap-

84

proximation can be evaluated using Wick’s theorem together with this HFB density
matrix.
Satisfying the variational condition δΩ = 0 yields the finite-temperature HFB
equation for R [180, 181]
∂E
1
Hij =
,
2
∂Rji

(6.6)

where H is the HFB Hamiltonian matrix defined in Eq. (6.4) as




∆ 
 h
H=

∗
∗
−∆ −h

(6.7)

 h
i
P
and E = Tr D̂ Ĥ − t=p,n µt N̂t is given by
!
E[ρ, κ] =

X

α δαβ −

X

µt Nt,αβ

ρβα +

t=p,n

αβ


1X
v αβγδ 2ργα ρδβ + κ∗αβ κγδ . (6.8)
4 αβγδ

In Eq. (6.7), h and ∆ are defined by

hαβ =
∆αβ

X
X
∂E
µt Nt,αβ +
= α δαβ −
v αγβδ ρδγ
∂ρβα
t=p,n
γδ

1X
∂E
=
=
v αβγδ κγδ
∂κ∗αβ
2 γδ

(6.9)

To obtain the HFB partition function in the grand-canonical ensemble ZHFB (β, µp , µn ),
we use the relation ln ZHFB = −βΩHFB . The result is

ZHFB = eβhV̂ i Tre−β K̂HFB

(6.10)

where hV̂ i = tr(ρv̄ρ)/2+tr(κ† v̄κ)/4 ensures thermodynamic consistency, i.e., EHFB =
ZHFB
− ∂ ln∂β
.
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The finite-temperature HF approximation can be derived in a similar way [181].
The difference between the HF and HFB approximations is that the HF ansatz for
the density operator in Eq. (6.4) does not include the particle-number-violating terms
∼ c† c† , ∼ cc.

6.3

Projection after variation at finite temperature

The finite-temperature mean-field approximation can violate underlying symmetries
of the Hamiltonian (6.1). For example, the HFB ansatz (6.4) violates particle-number
conservation if ∆ is nonzero. Moreover, the finite-temperature HF and HFB approximations can violate rotational symmetry, as well as discrete symmetries such as
parity. In PAV, the goal is to evaluate thermodynamic observables at finite temperature with respect to the mean-field density operator in a subspace defined by good
quantum numbers of the broken symmetries.
As discussed in Refs. [45, 46], the projected HFB density operator in the subspace defined by the quantum numbers Λ of a broken symmetry is

D̂Λ = P̂Λ e−β (K̂HFB −hV̂ i) P̂Λ .

(6.11)

VAP involves inserting Eq. (6.11) into Eq. (6.2) for the grand potential and carrying out the variation. However, in the presence of a broken symmetry where


[P̂Λ , D̂HFB ] 6= 0, the projected entropy SΛ = −Tr D̂Λ ln D̂Λ cannot be evaluated
without diagonalization in the full many-body space. This explicit evaluation of the
projected entropy has been carried out in Refs. [198, 199] but is unfeasible for heavy
nuclei. In PAV, on the other hand, the partition function and expectation values
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are obtained using Eq. (6.11), with K̂HFB determined by the unrestricted variation
discussed in Sec. 6.2.
To motivate the PAV methods discussed in Secs. 6.4 and 6.5, we derive here
the general PAV formula of Ref. [46] and show that it is limited by a sign problem.
The symmetry projection operator P̂Λ can be expressed as [46, 202]
dΛ
P̂Λ =
Ω0

Z
dΩ RΛ (Ω)R̂(Ω) ,

(6.12)

In Eq. (6.12), the variables Ω parameterize the symmetry group; dΛ is the dimension
R
of the irreducible representation of the symmetry group labeled by Λ; Ω0 = dΩ is
the volume integral over the group; RΛ (Ω) is the matrix representation of the group
element Ω in the irreducible representation Λ; and R̂(Ω) is the Fock space operator
representing the group element Ω. The symmetry operator R̂(Ω) is the exponential
of the generators Â(j) of the symmetry group

R̂(Ω) =

Y

eixj (Ω)Â

(j)

,

(6.13)

j

where xj (Ω) are real coefficients. For the important symmetries of nuclear physics,
specifically particle number and angular momentum, the generators Â(j) are onebody operators that conserve particle number, i.e.,

Â(j) =

X

(j)

Aαβ c†α cβ = c† A(j) c ,

(6.14)

αβ

where A(j) is a matrix in the space of single-particle states.
The PAV partition function in the finite-temperature HFB approximation is
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given by


−β (K̂HFB −hV̂ i)

ZΛ (β) = Tr P̂Λ e



dΛ
=
Ω0

Z
dΩ RΛ (Ω)ζ(β, Ω) ,

(6.15)

where
!
Y

ζ(β, Ω) = Tr

eixj

(Ω)Â(j)

e−β (K̂HFB −hV̂ i)

.

(6.16)

j

The main challenge of PAV is to evaluate the terms ζ(β, Ω) in Eq. (6.16).
The HFB operator K̂HFB − hV̂ i can be written in the matrix form
1
K̂HFB = η † Hη + U0
2

(6.17)

where H is defined in Eq. (6.7), η = (c c† )T , and U0 = 21 tr h − hV̂ i. Similarly, the
generators of the form (6.14) can be written in the same form



(j)

1 A
Â(j) = η † 
2
0

0 
1
1 † (j)
1
(j)
(j)
 η + trA = η A η + trA .
2
2
2
−A(j)

(6.18)

The matrices H and A(j) have dimension 2Ns × 2Ns , where Ns is the number of
single-particle states.
Exponentials of operators of the form (6.18) obey the group property

1 †
Aη

e2η

1 †
Bη

e2η

1 †
Cη

= e2η

,

(6.19)

where the matrix C is defined by the matrix equation

eC = eA eB .
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(6.20)

Consequently, ζ(β, Ω) in Eq. (6.16) can be rewritten as

−βU0 +i

ζ(β, Ω) = e

P

j

xj (Ω)trA(j) /2



Tr e

1 †
η C(β,Ω)η
2



,

(6.21)

where
eC(β,Ω) =

Y

(j)

eixj (Ω)A e−βH .

(6.22)

j

The many-body trace in Eq. (6.21) can be evaluated to give the matrix equation
[46, 88]
ζ(β, Ω) = e−βU0 +i

P

j

xj (Ω)trA(j) /2


1/2
det 1 + eC(β,Ω)

(6.23)

Using Eq. (6.23) in Eq. (6.15) yields a formula for the PAV partition function in
the finite-temperature HFB approximation that requires only matrix algebra in the
single-particle model space.
However, Eq. (6.23) is limited because the sign of the square root of the determinant is not known. Until the work discussed here, unambiguous expressions
for the PAV partition function were known only in the finite-temperature BardeenCooper-Schrieffer (BCS) limit of the full HFB approximation [46, 197]. In Ref. [203],
a continuity condition of ζ(β, Ω) was used to resolve the sign ambiguity, but this approach is indirect and laborious. In Secs. 6.4 and 6.5 below, we discuss two formulas
for calculating the PAV partition function unambiguously.

6.4

Projection after variation for time-reversal invariant HFB solutions

89

6.4.1

General formula

Here, we present a method for calculating the PAV partition function, provided that
the HFB Hamiltonian and all the generators of the broken symmetry are invariant
under time reversal. This method was introduced in Ref. [88] for the case of particlenumber projection.
If the HFB Hamiltonian (6.17) is time-reversal invariant, then it can only mix
operators of the form ∼ c†α cα , c†ᾱ cᾱ , c†α c†ᾱ , and cᾱ cα , where α and ᾱ are time-reversed
pairs of single-particle states. Thus, the HFB Hamiltonian can be written as

K̂HFB − hV̂ i = χ† H0 χ + U0 ,

(6.24)

In Eq. (6.24), χ = (c c̄† )T , where c = (cα=1 , ..., cα=Ns /2 ) and c̄ indicates the set
of time-reversed annihilation operators. The Ns × Ns -dimensional matrix H0 in
Eq. (6.24) is the nontrivial part of the HFB Hamiltonian matrix (6.7). Similarly, the
generators (6.18) can be written as

Â(j) =

1
(j)
Aαβ (c†α cβ + c†ᾱ cβ̄ ) = χ† A(j),0 χ + trA(j) ,
2
α,β>0
X

(6.25)

where α > 0 ranges over half the single-particle states.
We then use the group property

eχ

† Aχ

eχ

† Bχ

= eχ

† Cχ

,

(6.26)

where C is determined by the matrix equation

eC = eA eB .
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(6.27)

Thus, Eq. (6.16) can be rewritten as

−βU0 +i

ζ(β, Ω) = e

P

j

xj (Ω)trA(j) /2



χ† C 0 (β,Ω)χ

Tr e



,

(6.28)

where
0

eC (β,Ω) = ei

P

j

xj (Ω)A(j),0 −βH0

e

.

(6.29)

Eqs. (6.28) and (6.29) look almost identical to Eqs. (6.21) and (6.22) above. The
key difference is that there is no factor of 1/2 in Eqs. (6.28) and (6.29). Consequently,
Eq. (6.28) can be evaluated to give

ζ(β, Ω) = e−βU0 +i

P

j

xj (Ω)trA(j) /2

det 1 + eC(β,Ω)



(6.30)

Eq. (6.30) can be evaluated straightforwardly with matrix algebra in the singleparticle space and is not limited by a sign ambiguity.

6.4.2

Particle-number projection after variation

We consider here the case of particle-number PAV. The HFB approximation intrinsically violates particle-number conservation in its pairing phase. Moreover, even
outside this phase, the HFB approximation is formulated in the grand-canonical ensemble, in which particle number can fluctuate. As discussed in Chapter 5, the state
density is related to the partition function in the canonical ensemble of fixed particle
number. Exact particle-number projection is therefore a convenient way to reduce
the grand-canonical ensemble to the canonical ensemble.
Typically, this ensemble reduction is done by expressing the canonical partition
function as the inverse Laplace transform of the grand-canonical partition function
and applying the saddle-point approximation [128]. However, this approach treats
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particle number as a continuous variable and consequently leads to inaccuracies at
low temperatures [43]. In Ref. [43], an approximate projection method called the
discrete Gaussian (DG) method was introduced. The DG method yielded improved
results relative to the saddle-point approach. Here, we apply the projection method
discussed in Sec. 6.4.1 to carry out particle-number PAV for time-reversal-invariant
HFB Hamiltonians, as done in Ref. [88]. For simplicity, we consider only one species
of particles here. The generalization to distinct numbers of protons and neutrons is
straightforward.
In a finite-dimensional model space, the particle-number projection operator
for N particles is given by the Fourier sum
Ns
1 X
P̂N =
eiϕn (N̂ −N )
Ns n=1

(6.31)

where ϕn = 2πn/Ns . The particle-number-projected partition function can therefore
be written as
Ns
e−βµN X
e−iϕn N ζ(β, ϕn ) ,
Ns n=1

(6.32)



ζ(β, ϕn ) = Tr eiϕn N̂ e−β(K̂HFB −hV̂ i) .

(6.33)

ZN (β) =
where

The leading factor of e−βµN in Eq. (6.32) eliminates the dependence on the chemical
potential in K̂HFB .1
To apply the method of Sec. 6.4.1, we write the particle-number operator in
matrix form as
N̂ =

X
α>0


Ns
c†α cα + c†ᾱ cᾱ = χ† N 0 χ +
,
2

1

(6.34)

The chemical potential µ is not strictly necessary but helps with the numerical stability of
Eq. (6.32). Moreover, in practice, the HFB solution from any finite-temperature mean-field code
includes a dependence on the chemical potential.
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where Ns is the number of single-particle states and the Ns × Ns -dimensional matrix
N 0 is given by




1 0 
N0 = 
 .
0 −1

(6.35)

Using Eq. (6.34) together with Eq. (6.30), we can write ζ(β, ϕn ) in Eq. (6.33) as


0
0
ζ(β, ϕn ) = (−)n e−βU0 det 1 + eiϕn N e−βH ,

(6.36)

where we have used (−)iϕn Ns /2 = (−)n . Using Eq. (6.36) in Eq. (6.32), we can
calculate the particle-number PAV partition function for any finite-temperature HFB
Hamiltonian that is invariant under time reversal.
In practice, at low temperatures (high β values), the diverging scales in the
matrix e−βH wash out the important intermediate scales in the matrix eiϕn N in
Eq. (6.30). Eq. (6.36) can be numerically stabilized in the following way [88]. First,
we rewrite the determinant at each quadrature angle ϕn as


det 1 + e

iϕn N 0 −βH0

e





† −iϕn N 0

= det W e

−βE 0

W +e



,

(6.37)

where W is the unitary matrix diagonalizing H0 , E 0 is the diagonal form of H, and
0
we have used the facts that det eiϕn N = 1 and det(W) det W † ) = 1. Next, we use
0

a QR decomposition for the matrix An = W † e−iϕn N W + e−βE

An = Qn Rn .

0

(6.38)

Qn is a unitary matrix and Rn is an upper triangular matrix with the scales of the
problem along its diagonal [204]. The determinants of Qn and Rn can be computed
stably.
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6.5

General method for projection after variation
in the finite-temperature HFB approximation

In Sec. 6.4, we presented a method for symmetry PAV in the finite-temperature HFB
approximation that requires that the HFB Hamiltonian and the generators of the
broken symmetry be invariant under time reversal. However, there are important
cases in which the HFB solution violates time-reversal invariance. The cranking
method, which can be used to study the spin dependence of level densities in meanfield approximations, violates time reversal. In odd-mass nuclei, the HFB states are
not time-reversal invariant.
Here, we present a method for general symmetry PAV in the finite-temperature
HFB approximation that does not have any sign ambiguity. This method was introduced in Ref. [89]. Specifically, we extend the Pfaffian2 formula for the many-body
traces of HFB density operators introduced by L. M. Robledo in Ref. [206] to evaluate
the terms ζ(β, Ω) of Eq. (6.16). This approach is qualitatively similar to the Pfaffian formula for symmetry projection in the zero-temperature HFB approximation
introduced in Ref. [202], which also built on the work of Ref. [206].
First, we review the Pfaffian formula derived in Ref. [206]. We consider an
operator of the form e(1/2)η

† Rη

, where, as in Sec. 6.3, η = (c c† )T is a 2Ns -dimensional

vector of annihilation and creation operators, and R is a 2Ns × 2Ns -dimensional
matrix. Moreover, R has the property that σR is skew symmetric, where


0 1
σ=
 .
1 0
2

(6.39)

The Pfaffian is the square root of a determinant with a well-defined sign. See, e.g., Ref. [205]
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Robledo applies the decomposition of Balian and Brézin [207] and obtains [206]





1 †
Rη

Tr e 2 η



= (−)

Ns (Ns +1)
2

−1
T12 T22

[det T22 ]−1/2 pf 

−(1 +

T22T )

T21 T22T

1 + T22

 ,

(6.40)

where the 2Ns × 2Ns -dimensional matrix T is given by




T11 T12 
T = eR = 
 .
T21 T22

(6.41)

To evaluate the PAV partition function (6.15), we use Eq. (6.40) to evaluate
the many-particle trace in Eq. (6.16) for ζ(β, Ω). This yields
ζ(β, Ω) = ei

P

j

xj (Ω)trA(j) /2−βU0


 1 †
Tr e 2 η C(β,Ω)η



= ei

P

j

xj (Ω)trA(j) /2−βU0

(−)

Ns (Ns +1)
2

−1
T12 T22

[det T22 ]−1/2 pf 

1 + T22

−(1 +

T22T )

T21 T22T



(6.42)
where C(β, Ω) is given in Eq. (6.22) and T = eC(β,Ω) .
It is still necessary to evaluate the sign of [det T22 ]−1/2 in Eq. (6.42). The inverse
of this term is given by [207]

1 †
C(β,Ω)η

[det T22 ]1/2 = h0| e 2 η

|0i ,

(6.43)

where |0i is the particle vacuum. In Ref. [206], Robledo considered only density
operators, for which the term on the right-hand side of Eq. (6.43) is always real and
positive. We use Eq. (6.22) together with Eqs. (6.17) and (6.18) in Eq. (6.43) to
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obtain [89]
[det T22 ]1/2 = h0|

Y

e

ixj (Ω) † (j)
η A η
2

β

e− 2 η

† Hη

|0i

j

= eβU0 −i

P

= eβU0 −i

P

j

xj (Ω)trA(j) /2

h0| R̂(Ω)e−β K̂HFB |0i

j

xj (Ω)trA(j) /2

h0| e−β K̂HFB |0i ,

(6.44)

where, in the last line, we have relied on our earlier assumption that all the generators Â(j) conserve particle number.

Because K̂HFB is a Hermitian operator,

the expectation value on the right-hand side of the final line of Eq. (6.44) is real
and positive. Thus, the phase of det T22 is fully determined by the complex term
eβU0 −i

P

j

xj (Ω)trA(j) /2

. This result resolves the phase ambiguity in Eq. (6.42) and

allows us to calculate the PAV partition function in the finite-temperature HFB
approximation.

6.6
6.6.1

Applications
Validation of the Pfaffian method

Here, we discuss the validation of the general Pfaffian approach for PAV presented
in Sec. 6.5. This validation is discussed in Ref. [89]. We consider one species of
particle. Our model space consists of a single orbital with total spin j = 7/2 and
eight single-particle states corresponding to the eight allowed magnetic quantum
numbers m = −7/2, −5/2, ..., 7/2. The model Hamiltonian consists of a monopole
pairing interaction and a cranking term with angular frequency ω about the z axis.
This Hamiltonian is given by

Ĥ = −GP̂ † P̂ − ω Jˆz ,
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(6.45)

where P̂ =

P

m>0 cm̄ cm

is the monopole pair annihilation operator, |m̄i ∝ |−mi is

the time-reversed counterpart of |mi, and m > 0 runs over half the single-particle
states. The cranking term in Eq. (6.45) breaks time-reversal symmetry for nonzero
ω.
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Figure 6.1: Thermal energy EN (ω) = −∂ ln ZN (ω)/∂β in the intrinsic frame as
a function of inverse temperature β for various values of the angular frequency ω
in Eq. (6.45). Particle-number projected HFB results calculated with the Pfaffian
method (red dashed lines) are compared with the results obtained via explicit evaluation of the many-body traces in Eq. (6.32) (solid blue lines). Energies from exact
diagonalization (black circles) and from the grand-canonical HFB approximation
(green dashed-dotted lines) are also shown. All energies are given in units of the
pairing strength G. Taken from Fig. 1 of Ref. [89], with slight modifications.
We used Eq. (6.32) to calculate the particle-number PAV partition function ZN
for particle number N = 4, using Eq. (6.42) for the terms ζ(β, ϕn ) in the Fourier sum.
We adapted the algorithm to evaluate the Pfaffians from Ref. [205]. To benchmark
the method, we also calculated the projected partition function ZN by explicitly
evaluating the many-particle traces in the terms ζ(β, ϕn ) in the full Fock space.
In Fig. 6.1, we compare the particle-number PAV thermal energy in the rotating
frame EN (ω) = −∂ ln ZN (ω)/∂β obtained with the Pfaffian method with the energy
obtained using the explicit evaluation of the many-body traces. These two results
are in excellent agreement for all the values of ω that we considered.
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We also show the grand-canonical HFB thermal energy and the exact canonical energy obtained by diagonalizing the Hamiltonian (6.45) in Fig. 6.1. For large
angular velocity ω, the one-body term in the Hamiltonian (6.45) dominates over the
pairing interaction, and the HFB results are in good agreement with the exact results.
However, as ω diminishes, the HFB energy overestimates the exact energy because
of missing correlations at the mean-field level. Moreover, a sharp kink appears in
the HFB result due to the transition to the pairing phase in the grand-canonical
HFB approximation. Because the particle-number projection is carried out after
the variation, this kink survives in the projected results and is in fact larger than
in the grand-canonical results. Finally, we note that the particle-number PAV energy decreases to its minimum value in the pairing phase more quickly than the
grand-canonical HFB energy.

6.6.2

Benchmarking finite-temperature HFB state densities
in lanthanide nuclei

Here, we discuss the application of the particle-number PAV method for time-reversalinvariant HFB solutions, discussed above in Sec. 6.4, to calculate state densities of
lanthanide nuclei. The motivation of this study is to understand the intrinsic accuracy of the HFB approximation for thermodynamic quantities and state densities.
In Ref. [43], canonical energies, entropies, and state densities calculated with the
finite-temperature HF and HFB approximations were compared with exact results
obtained with the shell model Monte Carlo (SMMC) method [57], which is discussed
in more detail in Chapter 7. The SMMC calculates finite-temperature observables
exactly (to within a controllable statistical error). In Ref. [43], the approximate
discrete Gaussian (DG) method was used to calculate the HFB observables in the
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canonical ensemble; see Sec. II D of this reference. The work presented in this section
builds on Ref. [43] and focuses on the particular effect of using particle number PAV
to calculate the HFB state densities [88].
Here, we discuss the application of the particle-number PAV method of Sec. 6.4
to the transitional lanthanide nucleus

150

Sm. Because this nucleus is neither well-

deformed nor spherical, the full HFB approximation is required. The single-particle
model space and interaction are the same as those used in Ref. [43].
In Fig. 6.2, we show the excitation energy Ex calculated with the finite-temperature
HFB approximation and the SMMC. For the HFB, we show the results of both the
PAV method of Sec. 6.4 and the DG method of Ref. [43]. The HFB results are in
good agreement with the exact SMMC results. This agreement is somewhat fortuitous, since the HFB misses a few MeV of correlation energy in the ground state
energy. The HFB energy exhibits sharp kinks – a kink at low β due to the shape
phase transition and two higher-β kinks (visible in the inset) due to the proton and
neutron pairing phase transitions. These kinks at phase transitions should be washed
out in a finite size nucleus, as is evident in the SMMC results. Kinks occur in the
HFB approximation because the variation to determine the HFB solution is done in
the full Fock space.
In Fig. 6.2, we also show the excitation energy calculated with the Pfaffian PAV
method of Sec. 6.5. The results from this method are in excellent agreement with
the results from the time-reversal PAV method of Sec. 6.4.
Fig. 6.3 shows the entropy Sc = βEc + ln Zc for the PAV, DG, and SMMC
methods. Here, the deficiencies of the HFB approximation become apparent. At β
values above the shape phase transition, the HFB entropy underestimates the exact
SMMC entropy. The enhancement of the SMMC over the HFB in this case is due
to the fact that the HFB does not describe collective rotational band states built on
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Figure 6.2: The excitation energy Ex as a function of inverse temperature β for
150
Sm. The particle-number-projected HFB energy calculated with the time-reversal
method of Sec. 6.4 (solid blue line) is compared with the HFB energy from the
DG approximation result (green dashed-dotted line) and the SMMC energy (open
circles). The projected HFB energy calculated with the Pfaffian method of Sec. 6.5
(red dashed line) is also shown. The inset shows an expanded view at high β values.
intrinsic states [43]. Below the proton and neutron pairing phase transitions, the HFB
entropy decreases sharply and becomes unphysically negative. This behavior results
from the intrinsic violation of particle-number conservation in the grand-canonical
HFB approximation. The PAV method improves qualitatively over the DG method
at high β values. As expected, the results from the Pfaffian and time-reversal PAV
methods are in excellent agreement with each other.
To understand the negative entropy in the pairing phase of the PAV HFB
approximation, we consider a system with only one particle species and β high enough
that the HFB system is in its ground state |Φi. Due to particle-number violation
in the HFB, this HFB ground state is a linear superposition of states with all even
particle numbers [7]
|Φi =

X

αN |ΨN i ,

(6.46)

N =0,2,4,...

where |ΨN i has fixed particle number N and
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P

N

|αN |2 = 1. The PAV partition

Figure 6.3: The canonical entropy as a function of β for 150 Sm. Lines and symbols
are the same as in Fig. 6.2. The inset shows an expanded scale at high β values.
function is given by

HFB

ZN = hΦ| P̂N e−β K̂HFB |Φi = |αN |2 e−βE0

,

(6.47)

where E0HFB is the HFB ground-state energy. The thermal energy Ec = −∂ ln ZN /∂β =
E0HFB . Thus, the entropy is given by
Sc = ln |αN |2 .

(6.48)

Because |αN |2 < 1, Sc < 0.
Finally, in Fig. 6.4, we show the state density ρ calculated with the HFB
and SMMC methods. We calculate the state density using the finite-temperature
approach described in Sec. 5.3 [c.f. Eq. (5.5)]

ρ(Ex ) ≈

2π
C
β2

−1/2

eSc

(6.49)

where Ex = Ec − E0 is defined by the saddle-point condition Ec = −∂ ln Zc /∂β
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Figure 6.4: The state density ρ as a function of excitation energy Ex for 150 Sm. Lines
and symbols are the same as in Fig. 6.2.
and C = dEc /dT is the heat capacity. The SMMC state density is significantly
higher than the HFB result for low and moderate excitation energies. This collective
enhancement of the SMMC is due to its inclusion of rotational band states. At low
excitation energies, the HFB results are further limited by the unphysical negative
entropy in the pairing phase. Finally, on this scale, exact particle-number PAV and
the DG approximation yield essentially equivalent results.

6.7

Conclusion

In this chapter, we presented two methods for symmetry PAV in the finite-temperature
HFB approximation. First, we reviewed the finite-temperature HFB approximation
and the standard approach to PAV within this approximation, which is limited by
a sign ambiguity. We then presented the two novel methods for PAV that do not
have this limitation. The first method, discussed in Sec. 6.4, is applicable to HFB
solutions with time-reversal invariance. The second method discussed in Sec. 6.5 is
applicable to any symmetry and HFB solution.
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We then discussed applications of these methods. First, we validated the
method of Sec. 6.5 in a simple model that violates time-reversal invariance. We
then applied the method of Sec. 6.4 to calculate the energy, entropy, and state density of the transitional lanthanide nucleus

150

Sm. This latter application highlights

the deficiencies of the HFB approximation to state densities. We return to this topic
when discussing the application of the static-path plus random-phase approximation
(SPA+RPA) to state densities in Chapter 8.
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Chapter 7
The static-path plus random-phase
approximation
7.1

Introduction

As discussed in Chapter 5, the nuclear level density is an important input to the
statistical model of compound-nucleus reactions. Many statistical reaction codes use
empirical parameterizations of level densities that are fitted to experimental data
[12, 13, 14, 92]. However, these phenomenological models are subject to large uncertainties when extrapolated away from the data to which they were fitted [27]. Level
densities are particularly susceptible to such extrapolation errors because their experimental measurement is challenging [148, 149, 38]. Given the large impact of level
densities on statistical reaction rates that are important for r-process nucleosynthesis
[27], it is important to improve level density models.
Microscopic level densities are commonly calculated with mean-field approximations [41, 42]. However, mean-field methods neglect correlations that have important effects on level densities. In particular, as discussed in Chapter 6, the mean-field
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approximation underestimates the level density in deformed nuclei because it does
not describe collective rotational bands [128, 7] built on top of intrinsic states [43, 44].
Similarly, the intrinsic violation of particle-number conservation below the pairing
phase transition leads to an unphysical negative canonical entropy [43, 88]. In practice, combinatorial methods that are based on mean-field approximations augment
the intrinsic level density with empirical correction factors [41, 42]. However, as with
phenomenological level density models, these correction factors become unreliable
when extrapolated to nuclei for which there are limited experimental data.
The configuration-interaction (CI) shell model discussed in Chapter 5 describes
single-particle and collective excitations within the same framework. However, CI
diagonalization methods are limited by the combinatorial increase of the many-body
model space dimension with the numbers of valence single-particle states and/or valence nucleons. Modern CI shell model approaches can reach model space dimensions
up to ∼ 107 − 109 [165]. In the lanthanides, however, model space dimensions are on
the order of ∼ 1028 .
As discussed in Chapter 5, innovative spectroscopic methods in the CI shell
model framework have extended level density calculations to medium-mass nuclei.
The moments method [156, 157, 158] circumvents the need to diagonalize the CI
shell model Hamiltonian and has been applied to light and medium-mass nuclei.
However, this method is still limited by the increase of the many-particle model
space dimension. The moments method also requires the ground-state energy to
be calculated independently. Similarly, the stochastic method of Ref. [159] and the
methods of Ref. [160] based on the Lanczos algorithm have been successfully applied
in mid-mass nuclei but are too computationally costly to be used for heavier nuclei.
In Chapters 5 and 6, we showed that the nuclear state density can be calculated
from finite-temperature observables, specifically the canonical energy, entropy, and
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heat capacity. The auxiliary-field Monte Carlo (AFMC) method [52], known as the
shell model Monte Carlo (SMMC) method in nuclear physics [53, 54, 56, 57], enables
exact (to within a controllable statistical error) calculations of finite-temperature observables in model spaces far beyond the reach of CI diagonalization methods. Formulated with the Hubbard-Stratonovich transformation [58, 59], the SMMC method
expresses thermal expectation values as functional integrals over complex auxiliary
fields. The integrands of these functional integrals describe noninteracting fermions
in external auxiliary fields and can be evaluated using linear algebra in the singleparticle space, which in typical cases has a dimension of order 100. The highdimensional integral can then be evaluated using Monte Carlo sampling. The SMMC
has been used to calculate level densities in medium-mass and heavy nuclei as far as
the lanthanides [63, 64, 65, 66, 67] and has been found to be in excellent agreement
with experimental results for the rotational enhancement [44]. The SMMC has also
been used to investigate the distribution of nuclear deformation in the rotationallyinvariant CI shell model framework [68, 208, 209]. However, the SMMC has been
applied mainly to a certain class of nuclear forces with “good” Monte Carlo sign
[52, 75], although more general forces can be treated with the extrapolation method
of Ref. [55].
The static-path plus random-phase approximation (SPA+RPA) [82, 83, 84, 85,
210, 86, 87, 211] is a promising method for calculating finite-temperature nuclear
observables that can complement the SMMC method. Also formulated with the
Hubbard-Stratonovich transformation, the SPA+RPA describes all static fluctuations beyond the mean field and small-amplitude (imaginary-)time-dependent quantal fluctuations around each static fluctuation. The SPA+RPA includes correlations
beyond both the mean-field approximation [76] and the static-path approximation
(SPA) [78, 79, 80]. The mean-field approximation considers only the most important
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static auxiliary-field configuration, while the SPA incorporates only static fluctuations beyond the mean field. However, the SPA+RPA does not include all the fluctuations that the SMMC does. The SPA+RPA breaks down at very low temperatures
where Gaussian fluctuations become unstable, as discussed below [84, 210, 86, 211].
The SPA+RPA was found to yield excellent results for finite-temperature observables
in solvable models above a low breakdown temperature [82, 83, 84, 85, 86].
However, the SPA+RPA has rarely been applied to physical systems with realistic effective interactions [87, 212, 213, 214, 211]. In particular, the accuracy of
SPA+RPA state densities for realistic nuclear interactions in large model spaces
has not been studied. Furthermore, the computational methods used in previous
SPA+RPA studies are not efficient enough to handle large model space dimensions
or interactions with more than a few separable terms.
In this chapter, we review the SPA+RPA formalism for a general CI shell
model Hamiltonian. We derive the SPA+RPA expression for the grand-canonical
partition function and describe exact and approximate projection onto symmetries
in this framework. Many aspects of these derivations appear in previous works
[76, 78, 79, 80, 82, 83, 84, 85, 86, 87]. Furthermore, we introduce a Monte Carlo
method to calculate SPA+RPA thermal quantities, specifically the energy and heat
capacity. This method is similar to the Monte Carlo method used in the SMMC
[54, 56, 57] and scales gently with the number of integration variables and the model
space dimension. Finally, we briefly review the SMMC method and compare it with
our SPA+RPA approach.
In Chapter 8, we benchmark SPA+RPA state densities of samarium isotopes
148−155

Sm against those calculated with the exact SMMC method and the finite-

temperature HFB approximation, which was discussed in Chapter 6. This work is
discussed in Ref. [90]. We find that the SPA+RPA state densities are in excellent
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agreement with the SMMC state densities and improve significantly over the HFB
state densities. We also find that the SPA+RPA and SMMC results are in good
agreement with experimental data.
This chapter is organized as follows. In Sec. 7.2, we derive the SPA+RPA
partition function in the grand-canonical ensemble. In Sec. 7.3, we discuss exact and
approximate symmetry projection in the SPA+RPA framework, with a particular
focus on number-parity and approximate particle-number projections. In Sec. 7.4,
we introduce the Monte Carlo method used to calculate the SPA+RPA canonical
energy and heat capacity. In Sec. 7.5, we compare the SPA+RPA with the SMMC
method, as well as with other quantum Monte Carlo methods. Finally, in Sec. 7.6,
we summarize the results of this chapter.

7.2

Static-path plus random-phase approximation

7.2.1

Hubbard-Stratonovich transformation

We start with a CI shell model Hamiltonian in which the two-body interaction is the
sum of separable terms
Nsep

1X
Ĥ = Ĥ1 −
vα Ôα2 ,
2 α=1

(7.1)

where each operator Ôα is Hermitian and bilinear in fermion annihilation and/or
creation operators c, c† . However, Ôα need not conserve particle number; rather,
it can include terms ∼ c† c, c† c† , and cc. As shown in Ref. [54], any shell-model
interaction can be transformed to the separable form (7.1).
We consider the Gibbs operator e−β Ĥ for the Hamiltonian (7.1) at inverse
temperature β = 1/T (T being the temperature). Introducing a finite number Nτ of
“time slices” and defining ∆β = β/Nτ , we express the Gibbs operator as the product
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of the Gibbs operators for each time slice,

e−β Ĥ ≈

Nsep

Nτ
Y

e−∆β Ĥ1

Y

!
e

2
−(∆β/2)vα Ôα

+ O(∆β 2 ) .

(7.2)

α=1

n=1

The error terms ∼ O(∆β 2 ) in Eq. (7.2) account for the fact that, in general, the oneand two-body parts of the Hamiltonian (7.1) do not commute with each other.
The Hubbard-Stratonovich transformation expresses the quadratic exponential
2

e−(∆β/2)vα Ôα at each time slice as an integral over a complex-valued auxiliary field
σα (τn ), where τn = n∆β for n ∈ [1, Nτ ] [58, 59]. Introducing a set of auxiliary fields
at every time slice and taking the limit Nτ → ∞ (∆β → 0), we obtain the functional
integral
e

−β Ĥ

Z
=

D[σ] G(σ)T e−

Rβ
0

dτ ĥσ (τ )

,

(7.3)

where
Nsep

ĥσ (τ ) = Ĥ1 +

X

sα |vα |σα (τ )Ôα ,

(7.4)

α=1

and G(σ) is a Gaussian weight

G(σ) = e−

Rβ
0

dτ

P

α

2 (τ )/2
|vα |σα

.

(7.5)

In Eqs. (7.3-7.5), τ ∈ [0, β] is the imaginary time. In Eq. (7.4), sα = ±1 (±i) for
attractive forces vα > 0 (repulsive forces vα < 0). Finally, the integration measure
in Eq. (7.3) is given by

D[σ] = lim

Nτ →∞

sep
Nτ N
Y
Y

r

n=1 α=1

∆β|vα |
dσα (τn ) .
2π

(7.6)

The integrand of the functional integral (7.3) describes non-interacting fermions.
Consequently, expectation values inside the integral can be evaluated with matrix al-
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gebra in the single-particle model space, rather than in the full many-particle model
space. This convenience comes at the cost of evaluating the high-dimensional integral over the auxiliary fields σ(τ ). In the SMMC method, the integral in Eq.(7.3)
is truncated to a finite number of time slices, and the resulting finite-dimensional
integration is carried out with Monte Carlo methods [52, 53, 54, 56, 57]. We discuss
the SMMC method in more detail in Sec. 7.5.
We consider only attractive interactions, for which vα > 0 for all α, and set sα =
1. A method for approximately including repulsive interactions in the SPA+RPA
framework was proposed in Ref. [215] but is not investigated here.

7.2.2

Introducing the SPA+RPA

Rather than integrating over all auxiliary-field fluctuations, the SPA+RPA integrates the time-independent auxiliary-field component exactly and describes timedependent fluctuations around this component in a Gaussian approximation. We
consider the Fourier decomposition of the auxiliary field

σα (τ ) = σα +

X

δσα,r eiωr τ ,

(7.7)

r6=0

where σα is the static, or time-averaged, component, and ωr = 2πr/β (r = 1, 2, ...)
are the bosonic Matsubara frequencies.1 Eq. (7.3) can be rewritten as an integral
over σα and δσα,r to give

−β Ĥ

e

Z
=

dσ M (σ) e

−β ĥσ

Z Y

dδσr dδσr∗ M(δσ)T e−

Rβ
0

dτ V̂δσ (τ )

.

(7.8)

r>0
1

As this Fourier decomposition shows, σα (τ ) is periodic with period β, i.e., σα (τ + β) = σα (τ ).
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In Eq. (7.8), σ = (σα=1 , ..., σα=Nsep ) is the vector of static auxiliary-field variables;
δσr = (δσα=1,r , ..., δσα=Nsep ,r ) is the vector of auxiliary-field fluctuations for positive
∗
= δσα,−r . The static one-body Hamiltonian
Matsubara frequency r > 0; and δσα,r

ĥσ is given by Eq. (7.4), but with the time-dependent auxiliary field σα (τ ) replaced
by the static field σα . V̂δσ (τ ) is the time-dependent part of the one-body Hamiltonian
ĥσ and is given by
Nsep

V̂δσ (τ ) ≡ ĥσ (τ ) − ĥσ = −

XX

vα δσα,r eiωr τ Ôα (τ ) ,

(7.9)

α=1 r6=0

where Ôα (τ ) = eτ ĥσ Ôα e−τ ĥσ is evolved in the interaction picture with respect to the
static one-body Hamiltonian ĥσ . Finally, the measure functions in Eq. (7.8) are given
by
Nsep

"
#
Y  βvα 1/2
2
e−βvα σα /2
M (σ) =
2π
α=1

(7.10)


Y  βvα
−βvα |δσα,r |2
e
M(δσ) =
,
2π
α,r>0

(7.11)

and

∗
= 2dRe (δσαr )dIm (δσαr ).
where we have used the complex integration measure dδσαr dδσαr

To introduce the SPA+RPA, we first write the grand-canonical partition function using Eq. (7.8). This partition function is given by


P
Zgc (β, µp , µn ) = Tr e−β(Ĥ− t=p,n µt N̂t ) ,

(7.12)

where µp , µn are the proton and neutron chemical potentials. Inserting Eq. (7.8) into
Eq. (7.12) yields
Z
Zgc (β, µp , µn ) =

dσM (σ)Z(σ)C(σ),
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(7.13)

where



P
−β(ĥσ − t µt N̂t )

Z(σ) = Tr e

,

(7.14)

and
C(σ) =

Z Y

dδσr dδσr∗ M(δσ)hT e−

Rβ
0

dτ V̂δσ (τ )

iσ

r>0

=N

Z Y

(7.15)
dδσr dδσr∗ e−S(δσ)

.

r>0

The expectation value h...iσ is taken with respect to the single-particle density operP

ator e−β(ĥσ −

t

µt N̂t )

. In the second line of Eq. (7.15), S(δσ) is an effective action for

the amplitudes δσ of the time-dependent auxiliary-field fluctuations given by
Nsep

S(δσ) = β

XX

vα |δσα,r |2 − lnhT e−

Rβ
0

dτ V̂δσ (τ )

iσ .

(7.16)

α=1 r>0

The normalization constant N =

Q Q
α

r>0 (βvα /2π)

ensures that C(σ) → 1 in the

limit V̂δσ → 0. If we set C(σ) → 1 in Eq. (7.13), we obtain the SPA [78, 79, 80].
The remaining challenge is to evaluate the expectation value hT e−

Rβ
0

dτ V̂δσ (τ )

iσ

in Eqs. (7.15) and (7.16). In the SPA+RPA, we expand this function to second
order in the amplitudes δσ of the auxiliary-field fluctuations and evaluate the resulting complex Gaussian integrals over δσ, δσ ∗ analytically [82, 83, 84, 85, 86, 87].
Specifically, the SPA+RPA approximates the effective action of the auxiliary-field
fluctuations S(δσ) in Eq. (7.16) as

S(δσ) ≈ δσ † A(σ)δσ ,

(7.17)

where the vector δσ has dimension Nsep Nmat , with Nmat being the number of Mat-
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subara frequencies r,2 and the matrix A(σ) is obtained by expanding the effective
action in Eq. (7.16) to second order, as shown below. C(σ) in this approximation is
given by
Z

†

dδσdδσ ∗ e−δσ Aδσ
!
YY
βvα [det A]−1 .

C(σ) ≈ N
=

(7.18)

α r>0

We refer to the approximate result for C(σ) given in Eq. (7.18) as the RPA correction
factor, for reasons discussed in more detail below.
To complete the definition of the SPA+RPA, we take the limit Nmat → ∞
using Matsubara summation techniques [86]. We can then calculate the SPA+RPA
partition function using Eq. (7.18) in Eq. (7.13) and integrating numerically over the
static fields σ.
The SPA+RPA result in Eq. (7.18) converges if the covariance matrix A is
positive definite. At a low but nonzero temperature, this condition ceases to hold
for all static auxiliary-field configurations σ, and the SPA+RPA breaks down [82,
83, 84, 85, 86, 87]. Below this temperature, higher-order fluctuations of the auxiliary
fields must be taken into account. As discussed in Chapter 8, we find that the
SPA+RPA breakdown temperature is low enough that it does not hinder our ability
to calculate state densities. In contrast, the SMMC method does not suffer from a
similar breakdown at low temperature.
As shown in Appendix C, we can simplify Eq. (7.18) to give the general form
Y β Q vα
α
C(σ) ≈
,
det
A(iω
)
r
r>0
2

The full functional integral is obtained in the limit Nmat → ∞.
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(7.19)

where the simplified covariance matrix for each Matsubara frequency ωr is given by

Aαβ (iωr ) = δrs βvα (δαβ − vβ Cαβ (iωr )) .

(7.20)

In Eq. (7.20), the matrix Cαβ (iωr ) is given by [86]
Z
Cαβ (iωr ) =

β

dτ e−iωr τ hT Ôα (τ )Ôβ iσ,conn ,

(7.21)

0

where “conn” indicates that only connected diagrams are taken into account. Cαβ (iωr )
is the Fourier transform of the imaginary-time correlation matrix composed of the
operators Ôα .

7.2.3

Particle-number-violating static Hamiltonian

Here, we give concrete expressions for the SPA+RPA grand-canonical partition function (7.13) in the case in which at least one of the interaction operators Ôα in Eq. (7.1)
violates particle number. We work in the proton-neutron formalism, rather than the
isospin formalism. Consequently, the protons and neutrons may occupy different
model spaces and cannot be mixed by one-body operators [7]. The single-particle
Hamiltonian for the static configuration σ can be written in quadratic form as
 




X
X 1
 ct 
†
ĥσ −
µt N̂t =
ct ct Ht   + Ut .
2
t=p,n
t=p,n
c†t

(7.22)

In Eq. (7.22), Ht is a Hermitian matrix of dimension 2Ns,t , where Ns,t is the number
of single-particle states for particle species t = p, n, and Ut is a real constant. If at
least one of the interaction operators violates particle-number conservation, then the
ct ct and c†t c†t blocks in Ht are nonzero.
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Ht can be diagonalized by a unitary matrix Wt . This matrix defines a Bogoliubov transformation from the particle operators ct , c†t to the quasiparticle operators
γt , γt†

 
 
 ct 
 γt 
  = Wt   .
c†t
γt†

(7.23)

As Eq. (7.23) makes clear, the quasiparticle creation and annihilation operators are
each linear combinations of both particle creation and annihilation operators. The
real eigenvalues of Ht come in pairs ±Ei,t (i = 1, ..., Ns,t ). Using the Bogoliubov
transformation, we write Eq. (7.22) in diagonal form


Ns,t 
X X
Ei,t
†
Ei,t γi,t γi,t −
+ Ut .
ĥσ −
µt N̂t =
2
t=p,n
t=p,n
i=1
X

(7.24)

The σ-dependent partition function Z(σ) in Eq. (7.14) can be calculated with the
quasiparticle energies Ei,t as [87]
Ns,t

Z(σ) =

Y

e

−βUt

t=p,n

Y


2 cosh

i=1

βEi,t
2

2
.

(7.25)

Next, we calculate the covariance matrix in Eq. (7.20). Below, we do not
explicitly consider separate proton and neutron model spaces; rather, we consider a
single model space of combined dimension Ns = Ns,p + Ns,n . First, we express the
interaction operators Ôα in the quasiparticle basis γ, γ † as
 

1
γ  1

(11)
Ôα =
   + tr O
γ† γ 
(20),∗
(11),∗
2
2
γ†
−Oα
−Oα

X  (11) †
1 (20) † † 1 (20),∗
=
Oα,ij γi γj + Oα,ij γi γj − Oα,ij γi γj ,
2
2
ij






(11)
Oα

(20)
Oα
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(7.26)

where O(11) is Hermitian and O(20) is skew-symmetric. Inserting Eq. (7.26) into
Eq. (7.21) and dropping all terms with zero expectation value yields

Cαβ (iωr ) =

X

(11) (11)
Oα,ij Oβ,kl

β

Z

dτ e−iωr τ hγi† (τ )γj (τ )γk† γl iσ,conn

0

ij,kl

Z
1 (20) (20),∗ β
− Oα,ij Oβ,kl
dτ e−iωr τ hγi† (τ )γj† (τ )γk γl iσ,conn
4
0

Z β
1 (20),∗ (20)
† †
−iωr τ
dτ e
hγi (τ )γj (τ )γk γl iσ,conn .
− Oα,ij Oβ,kl
4
0

(7.27)

Evaluating Eq. (7.27) yields (see Appendix C)
X (11) (11)
Cαβ (iωr ) =
Oα,ij Oβ,ji
ij

fj − fi
Ei − Ej − iωr

1 (20) (20),∗ 1 − fi − fj
− Oα,ij Oβ,ji
2
Ei + Ej − iωr

1 (20),∗ (20) 1 − fi − fj
.
− Oα,ij Oβ,ji
2
Ei + Ej + iωr

(7.28)

At this point, it is convenient to introduce the 2Ns -dimensional Hermitian
matrix



Oα = 

(11)
Oα
(20),∗

−Oα

(20)
Oα
(11),∗

−Oα



.

(7.29)

We also introduce the 2Ns -dimensional vectors of generalized quasiparticle energies
Ẽ and generalized quasiparticle occupations f˜, the entries of which are given by

Ẽi = Ei ,
f˜i = fi ,

Ẽi+Ns = −Ei

(7.30)

f˜i+Ns = (1 − fi ) .

With Eqs. (7.29) and (7.30), Eq. (7.28) can be written

Cαβ (iωr ) =

1X
f˜n − f˜m
Oα,mn Oβ,nm
,
2 mn
Ẽm − Ẽn − iωr
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(7.31)

where the indices m, n = 1, .., 2Ns .
Using Eq. (7.31), the covariance matrix (7.20) is given by

Aαβ (iωr ) = β

1X
f˜n − f˜m
vα δαβ − vα vβ
Oα,mn Oβ,nm
2 mn
Ẽm − Ẽn − iωr

!
.

(7.32)

For any finite number of positive Matsubara frequencies, we can evaluate C(σ)
by inserting Eq. (7.32) into Eq. (7.19). However, it is also possible to take the
limit Nmat → ∞ analytically. To do so, we consider the function det [A(z)] for a
general complex variable z. This function can be represented as the product of its
roots divided by the product of its poles [86]. The poles of the determinant are the
generalized quasiparticle energy differences ∆mn = Ẽm − Ẽn . As shown in Appendix
D, the zeros of this determinant function are given by the eigenvalues ±Ων of the
generalized RPA matrix


X
1
Mmn,pq = Ẽm − Ẽn δmp δnq − (f˜n − f˜m )
vα Oα,mn Oα,qp .
2
α

(7.33)

Eq. (7.33) has the form of the quasiparticle random-phase approximation (QRPA)
P
matrix for the separable interaction V̂ = − α vα Ôα2 . Consequently, we refer to
the eigenvalues ±Ων as the RPA frequencies and to C(σ) in Eq. (7.19) as the RPA
correction factor.
Using the zeros and poles of det [A(z)] and taking Nmat → ∞, we write the
RPA correction factor as
 Y
∞  Q
∞ Q
2
2
Y
m>n (ωr + ∆mn )
α βvα
Q
C(σ) ≈
=
,
2 + Ω2 )
det[A(iω
)]
(ω
r
r
ν
ν>0
r=1
r=1

(7.34)

where m > n (ν > 0) indicates that the product is taken over generalized quasiparticle energy differences (RPA frequencies) of a given sign. Using sinh(x) =
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x

Q∞

r=1 (1

+ x2 /π 2 r2 ), we obtain the final result [76, 86]
β∆mn
1
m>n ∆mn sinh
2

Q
βΩν
1
ν>0 Ων sinh
2

Q
C(σ) ≈


.

(7.35)

We note that the RPA correction factor in Eq. (7.35) can be written as [76]
Q

C(σ) ≈ Q

Ων ζho (Ων )
,
m>n ∆mn ζho (∆mn )
ν

(7.36)

where ζho (ω) is the partition function for a quantum harmonic oscillator with frequency ω
ζho (ω) =

∞
X

e−βω(n+1/2) =

n=0

1
.
2 sinh(βω/2)

(7.37)

Thus, the RPA correction factor accounts for collective two-quasiparticle vibrations
within a harmonic approximation, in which each mode Ων describes an independent
oscillator. The partition function of the collective RPA modes is normalized by the
partition function of the bare two-quasiparticle excitations with frequencies corresponding to the generalized quasiparticle energy difference ∆mn . The leading factor
of Ων (∆mn ) in the numerator (denominator) accounts for the zero-frequency excitations, which are described in the integration over the static auxiliary fields. In the
limit of no interaction vα → 0, Ων → ∆mn and the RPA correction factor C(σ) → 1.
The RPA frequencies for a mean-field solution are guaranteed to be real. In
contrast, the RPA frequencies ±Ων determined from the matrix (7.33) can be either
real or purely imaginary. The RPA breakdown occurs when there exists a purely
imaginary RPA frequency Ω̃ν with magnitude |Ω̃ν | > 2π/β [86, 87, 211]. As shown in
Eq. (7.34), an imaginary frequency of this magnitude would cause the RPA correction
factor to be negative, which is inconsistent with the Gaussian approximation of the
SPA+RPA.
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7.2.4

Particle-number-conserving limit

Here, we briefly discuss how Eqs. (7.25) and (7.35) simplify if all of the interaction
operators Ôα conserve particle number. In this case, the static Hamiltonian (7.22)
is Hartree-like and can be written

ĥσ −

X

µt N̂t =

t=p,n

Ns,t
XX

(εi,t − µt )a†i,t ai,t ,

(7.38)

t=p,n i=1

where εi,t are the eigenenergies of ĥσ for particle type t. The σ-dependent partition
function (7.25) consequently becomes

Z(σ) =

s,t
Y
Y N


1 + e−β(εi,t −µt ) .

(7.39)

t=p,n i=1

The RPA correction factor is given by the same general form as in Eq. (7.35).
However, the indices are restricted to the range m, n = 1, ..., Ns , and ∆mn = εm,t −
εn,t . The frequencies ±Ων are the eigenvalues of the RPA matrix
X
1
Mij,kl = (εi − εj ) δik δjl − (fl − fk )
vα Oα,ij Oα,lk ,
2
α

(7.40)

where Oα is the matrix representation of the operator Ôα in the basis diagonalizing ĥσ , and the thermal occupation number fi = (eβ(εi −µ) + 1)−1 . The matrix M
in Eq. (7.40) has the same form as the RPA matrix derived by considering small
oscillations about a Hartree-Fock solution [7].
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7.3

Symmetry projection in the SPA+RPA framework

As discussed in Chapter 6, it is often necessary to project onto subspaces defined
by symmetry quantum numbers in order to describe important properties of nuclei.
For instance, the projection onto fixed particle number is necessary to calculate the
canonical partition function [43, 88], and projection onto total angular momentum is
used to calculate nuclear level densities in the SMMC method [62]. Here, we discuss
how to incorporate symmetry projection into the SPA+RPA formalism discussed
in Sec. 7.2. This problem has been addressed in Refs. [87, 213, 211]. Symmetry
projection in the SPA has been discussed in detail in Refs. [45, 46].

7.3.1

Projection onto conserved symmetries

If the projection operator commutes with the static one-body Hamiltonian, then the
projected SPA+RPA grand-canonical partition function is given by


−β(Ĥ−µN̂ )

ZS (β, µp , µn ) = Tr P̂S e



Z
≈

dσM (σ)ZS (σ)CRPA,S (σ) ,

(7.41)

where P̂S is the projection operator and S labels the quantum numbers of the symmetry group. The modified partition function is given by


ZS (σ) = Tr P̂S e

−β(ĥσ −

P

t=p,n

µt N̂t )



.

(7.42)

The projected RPA correction factor CS (σ) is still given by Eq. (7.35). However,
the RPA matrix in Eq. (7.33) is modified by replacing the occupation numbers fk
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with the projected occupation numbers fkS given by


P
Tr P̂S e−β(ĥσ − t=p,n µt N̂t ) γk† γk

 .
fkS =
P
Tr P̂S e−β(ĥσ − t=p,n µt N̂t )

(7.43)

For example, it is useful to project onto fixed number parity to capture important odd-even effects in finite systems [87, 211]. Number-parity projection ensures
that the many-body traces inside the SPA+RPA integral are taken over states with
only even or only odd numbers of particles.3 The number-parity projection operator
is given by
P̂η =

Y 1 + ηt eiπN̂t
,
2
t=p,n

(7.44)

where ηp , ηn = 1(−1) for even(odd) numbers of protons and neutrons, respectively.
Following Eq. (7.42), the number-parity projected static partition function Zη (σ) is
given by
Zη (σ) =


1

Tr e−β(ĥσ −µt N̂t )
1 + ηt heiπN̂t iσ .
2
t=p,n
Y

(7.45)

The operator eiπN̂t commutes with the static Hamiltonian (7.22) for particle species
t. Consequently, in the quasiparticle basis discussed in Sec. 7.2.3, heiπN̂t iσ can be
evaluated analytically to give

he

iπ N̂t

iσ =

Y


tanh

i

βEi,t
2


.

(7.46)

Furthermore, the number-parity projected occupation numbers are given by

η
fi,t
=

π
fi,t + ηt heiπN̂t iσ fi,t

1 + ηt heiπN̂t iσ

3

,

(7.47)

Because particle-number is violated, these states are superpositions of many different particle
numbers.
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π
where fi,t = (1 + eβEi,t )−1 and fi,t
= (1 − eβEi,t )−1 .

7.3.2

Approximate particle-number projection

If the projection operator does not commute with the one-body Hamiltonian ĥσ , then
exact projection inside the SPA+RPA integral becomes more challenging. In particular, it is unfeasible to calculate the RPA correction factor (7.18) in this case. Here,
we discuss an approximate method for particle-number projection in the presence of
a particle-number violating static Hamiltonian (7.22) [87, 213, 211].
The canonical partition function Zc (β, Np , Nn ), where Np(n) is the number of
valence protons(neutrons), is given by the inverse Laplace transform of the numberparity-projected grand-canonical partition function [43, 87, 216]
(2β)2
Zc (β, Np , Nn ) =
(2πi)2

Z

iπ/2β

dµp dµn e−β

P

t=p,n

µt Nt

Zη (β, µp , µn ) .

(7.48)

−iπ/2β

Inserting the number-parity projected SPA+RPA partition function (7.45) and exchanging the order of the integrals yields
(2β)2
Zc (β, Np , Nn ) =
(2πi)2

Z

Zη (σ)
dσM (σ)
Cη (σ)
Z(σ)

Z

iπ/2β

dµp dµn e−β

P

t=p,n

µt Nt +ln Z(σ)

,

−iπ/2β

(7.49)
where we have multiplied and divided by Z(σ) in the integrand. The leading factors
of 2 in each integral are due to the fact that the number-parity projection leaves
only even or odd particle numbers available [87, 216]. We then apply the saddlepoint approximation to the inner integral of Eq. (7.49). The resulting approximate
canonical SPA+RPA partition function is
Z
Zc (β, Np , Nn ) ≈

P

dσM (σ)Zη (σ)e

122

t=p,n (ln ζt −βµt Nt )

Cη (σ) ,

(7.50)

where the chemical potentials µp , µn are fixed by the saddle-point condition

µt =

1 ∂ ln Z(σ)
β ∂µt

(7.51)

and ζp,n are the saddle-point correction factors given by

ζt = 2

7.4

2π ∂ 2 ln Z(σ)
β2
∂µ2t

−1/2
.

(7.52)

Monte Carlo evaluation of SPA+RPA thermodynamic observables

7.4.1

General approach

In all previous SPA and SPA+RPA studies [78, 79, 80, 82, 83, 84, 86, 87, 211, 213],
the integrals over the static auxiliary fields σ have been calculated using quadrature
methods. Such methods are convenient for schematic interactions with few separable terms. For more general effective nuclear interactions, however, the number of
static auxiliary fields can become too great for quadrature methods to be applicable. Even for schematic interactions, large model spaces render quadrature methods
cumbersome.
In this dissertation, we apply a Monte Carlo method to calculate SPA+RPA
expectation values. Here, we summarize the method and discuss the calculation of
the SPA+RPA energy and heat capacity, taking the SPA+RPA partition function
as the starting point. This Monte Carlo method is generalizable to any thermal
observable in the SPA+RPA framework.
The Monte Carlo approach discussed below is applied widely in physics and
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statistics. In particular, AFMC methods like the SMMC are based on this Monte
Carlo integration method [52, 57].
We express a finite-temperature observable in the SPA+RPA approach in the
general form
R
O≈

dσM (σ)Z(σ)C(σ)O(σ)
R
,
dσM (σ)Z(σ)C(σ)

(7.53)

where M (σ) is the measure function (7.10), Z(σ) is the SPA+RPA partition function
given by, e.g., Eq. (7.25), and C(σ) is the RPA correction factor (7.35). If the
symmetry projections discussed in Sec. 7.3 are used, the partition function Z(σ) and
RPA correction factor C(σ) in Eq. (7.53) are replaced by their projected counterparts.
Finally, O(σ) is a function that depends on the observable O.
To introduce the Monte Carlo method, we first define the weight function

W (σ) = M (σ)Z(σ) .

(7.54)

Using this weight function, we rewrite Eq. (7.53) as

O=

hC(σ)O(σ)iW
,
hC(σ)iW

(7.55)

where the angular brackets h...iW denote the expectation value with respect to the
weight function W (σ)
R
hf (σ)iW =

dσW (σ)f (σ)
R
.
dσW (σ)

(7.56)

Rather than evaluating Eq. (7.56) with a quadrature method, we instead estimate this
expectation value with Monte Carlo sampling. If we draw independent sample configR
urations σk (k = 1, ..., n) from the probability distribution P (σ) = W (σ)/ dσW (σ),
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then we can approximate expectation values of the form (7.56) by the sample average

O≈O

MC

P
(1/n) nk=1 C(σk )O(σk )
P
=
.
(1/n) nk=1 C(σk )

(7.57)

In order to draw approximately uncorrelated samples from the distribution
R
P (σ) = W (σ)/ dσW (σ), we conduct a random walk in the space of static auxiliary
fields σ. We use the Metropolis-Hastings algorithm [52] to guide the random walk.
Given a current configuration σ, the Metropolis-Hastings is composed of two steps:
(i) a proposal step in which a new configuration σ 0 is drawn with the conditional
probability Q(σ 0 |σ); and (ii) an accept-reject step in which the new configuration is
accepted with probability


W (σ 0 ) Q(σ|σ 0 )
A(σ → σ ) = min 1,
W (σ) Q(σ 0 |σ)
0

(7.58)

We describe a Metropolis-Hastings update in Algorithm 1. This algorithm generates
samples that follow a probability distribution proportional to W (σ) [52].
Algorithm 1 Metropolis-Hastings update step
Input: Configuration σ, weight function W (σ), proposal distribution Q(σ 0 |σ)
Choose σ 0 from Q(σ 0 |σ)


W (σ 0 ) Q(σ|σ 0 )
Calculate racc = min 1, W (σ) Q(σ0 |σ)
Generate uniform random number r
if r ≥ racc then
σ ← σ0
end if
Each walk starts from a randomly chosen configuration, and consequently a
set of steps must be taken before any samples are collected to ensure that walk
explores the important region of the configuration space. Taking these steps also
ensures that the result of each Monte Carlo walk is independent of the walk’s initial
conditions. This procedure is known as thermalization, as it resembles a physical
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system’s relaxation to thermal equilibrium from an arbitrary initial state.
Functions calculated at points along the Monte Carlo walk are correlated with
the results at the immediate previous and subsequent configurations. However, expectation value of functions with respect to the weight function W (σ) are well approximated by averages of these functions calculated at statistically independent
configurations. Consequently, it is important to ensure that sample configurations
are separated by a sufficient number of Monte Carlo steps that they are essentially
uncorrelated. This process is known as decorrelation.
The statistical error on the estimate (7.57) can be obtained from its variance.
In practice, we use the jackknife method [217] described in Appendix E to calculate
this variance. This method naturally takes into account the correlations between
the numerator and denominator on the right-hand side of Eq. (7.57). The statistical
error decreases at the rate ∼ n−1/2 , where n is the number of samples. A key feature
of the Monte Carlo approach is that the accuracy of the estimate depends directly
on the number of samples and has only an indirect dependence on the number of
integration variables. As a result, the number of Monte Carlo steps required to
achieve a certain level of accuracy increases at worst polynomially with the number
of integration variables. In contrast, the number of integration points required to
obtain a given accuracy with quadrature methods increases exponentially with the
number of integration variables [218].
We provide an overview of our Monte Carlo approach in Algorithm 2. In this
algorithm, we measure thermalization and decorrelation in terms of sweeps. We
define a sweep as an attempted update of each of the static fields. For sweep k,
we propose a new configuration σ 0 that differs from the current configuration σ
only at the index k. Algorithm 2 gives the general outline of many Monte Carlo
integration methods. However, the definition of the sweep depends on the particular
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implementation.
Algorithm 2 Full Monte Carlo run for the SPA+RPA
Input: Weight function W (σ), proposal distribution Q(σ 0 |σ), number of samples
nsamp , number of thermalization sweeps ntherm , number of decorrelation sweeps
ndecorr , data file.
! Thermalization
for i = 1, . . . , ntherm do
for k = 1, . . . , dim(σ) do
Propose σ 0 from Q(σ 0 |σ): σk0 6= σk , σj0 = σj ∀ j 6= k
Accept/reject
end for
end for
! Sampling loop
for s = 1, . . . , nsamp do
Calculate observables
Write observables to data file
! Decorrelation
for i = 1, . . . , ndecorr do
for k = 1, . . . , dim(σ) do
Propose σ 0 from Q(σ 0 |σ): σk0 6= σk , σj0 = σj ∀ j 6= k
Accept/reject
end for
end for
end for
Output: Data file with observables for post-processing.

Choosing a weight function for the Monte Carlo walk involves a trade-off in
accuracy and computational efficiency. The most accurate weight function describing the integral (7.56) would include the RPA correction factor C(σ) in Eq. (7.54).
However, calculating C(σ) requires diagonalizing the RPA matrix (7.33), which has
2
2
linear dimension ∼ Ns,p
+ Ns,n
. Consequently, the computational cost of this di2
2 3
agonalization scales as ∼ (Ns,p
+ Ns,n
) and introduces a significant computational

bottleneck in the SPA+RPA method. We therefore use the more efficient weight
function in Eq. (7.54) to avoid this intensive calculation at each update. As shown
in Chapter 8, we find that the weight function (7.54) enables accurate calculations
of state densities.
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7.4.2

Thermal energy and heat capacity

Here, we discuss two thermal observables that are necessary for the calculation of
state densities in next chapter: the canonical energy and heat capacity. We start
from the SPA+RPA approximate canonical partition function discussed in Sec. 7.3.2.
Introducing the dimensionless integration variables

xα =

p
β|vα |σα ,

(7.59)

we rewrite Eq. (8.24) as
Z
Zc (β, Np , Nn ) ≈

dxM (x)Zη (x) ,

(7.60)

where
P

Zη (x) = Zη (x)e

t=p,n (ln ζt −βµt Nt )

Cη (x) .

(7.61)

In Eq. (7.61), Zη (x) is given by Eq. (7.45), with σ obtained from x using Eq. (7.59).
Cη (x) is calculated with the number-parity projected thermal occupation numbers
(7.47). We note that the variable transformation in Eq. (7.59) renders the measure
function M (x) independent of the inverse temperature β; see Eq. (7.10).
Following the Monte Carlo method described in Sec. 7.4.1, we define the weight
function for the SPA+RPA to be

Wη (x) =

P
M (x)Zη (x)
= M (x)Zη (x)e t=p,n (ln ζt −βµt Nt ) .
Cη (x)

(7.62)

Our goal is to express the thermal energy and heat capacity in terms of expectation
values of the form (7.56) taken with respect to this weight function.

128

For the canonical energy, we start from the thermodynamic relation,

Ec (β) = −

∂ ln Zc
.
∂β

(7.63)

Inserting Eq. (7.60) into Eq. (7.63), moving the partial derivative inside the integral,
and performing some algebraic manipulations yields
D

Zη (x)
Cη (x) ∂ ln∂β

Ec (β) ≈ −

E
Wη

hCη (x)iWη

.

(7.64)

In practice, we calculate the partial derivative in the integrand of Eq. (7.64) with a
finite-difference method.
Similarly, for the heat capacity, we start from the expression4

C(β) =

∂ 2 ln Zc
dE
= β2
.
dT
∂β 2

(7.65)

Starting from Eq. (7.64), we obtain

∂ 2 ln Zc
≈
∂β 2


Cη

∂ 2 ln Zη (x)
∂β 2

+



∂ ln Zη (x)
∂β

2 
Wη

hCη (x)iWη

E 2
D
Zη (x)
Cη (x) ∂ ln∂β
Wη 

−
 .
hCη (x)iWη

(7.66)

We note that the canonical energy in Eq. (7.64) can also be obtained from the
particle-number-projected expectation value of the Hamiltonian hĤiNp ,Nn [57]. The
expectation values of observables can be calculated in the SPA+RPA, as discussed in
Ref. [86], but this formalism has not been worked out for a general nuclear interaction.
4

The difference between the heat capacity C(β) and the RPA correction factor C(σ) should be
clear from context.
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7.5

Comparison with the SMMC method

Here, we compare the SPA+RPA method, together with the Monte Carlo approach
presented in Sec. 7.53, with the SMMC method [56, 57]. The SPA+RPA and SMMC
are both formulated using the Hubbard-Stratonovich transformation. Moreover,
the SMMC will be used in the following chapter to benchmark SPA+RPA finitetemperature observables and state densities in lanthanide nuclei. Consequently, it is
interesting to contrast these two approaches.
Like the SPA+RPA, the SMMC relies on a Hamiltonian of separable form
(7.1). For the SMMC, we assume that the interaction operators Ôα conserve particle
number, i.e., they cannot include terms ∼ c† c† , cc. In addition, we do not assume
that these operators are Hermitian. We introduce a finite number Nτ of “time slices”
to obtain Eq. (7.2) and apply the Hubbard-Stratonovich transformation. However,
we do not take the Nτ → ∞ limit. Instead, for finite Nτ , we obtain the truncated
integral
−β Ĥ

e

Z
≈

DNτ [σ]Gσ Ûσ + O(∆β 2 )

(7.67)

where ∆β = β/Nτ is the size of the time slice, Gσ is a Gaussian weight
sep
Nτ N
X
∆β X
Gσ = exp −
|σα (τn )|2
2 n=1 α=1

!
,

(7.68)

and the one-body propagator Ûσ is given by the product

Ûσ = Ûσ (Nτ )Ûσ (Nτ − 1) . . . Ûσ (1) .

(7.69)

In Eq. (7.69), Ûσ (n) is given by

Ûσ (n) = e−∆β ĥσ (n) ,
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(7.70)

where ĥσ (n) = ĥσ (τn = n∆β), where ĥσ (τ ) is given by Eq. (7.4). Finally, in
Eq. (7.67), the measure of the truncated functional integral is given by

D

Nτ

[σ] =

sep
Nτ N
Y
Y

r

n=1 α=1

∆β|vα |
dσα (τn ) ,
2π

(7.71)

where vα are the interaction strength parameters in Eq. (7.1). We see that the
measure in Eq. (7.6) is given by D[σ] = limNτ →∞ DNτ [σ].
For each set of auxiliary fields σ, the propagator Ûσ describes a system of
noninteracting fermions. Finite-temperature observables of the interacting system
can be expressed as integrals of expectation values in these noninteracting systems
via



R N
Tr e−β Ĥ Ô
D τ [σ]W Φ hÔiσ

 ≈ R N σ σ
hÔi =
+ O(∆β 2 )
τ [σ]W Φ
D
−β
Ĥ
σ σ
Tr e

(7.72)

In Eq. (7.72), the positive-definite weight function Wσ is given by

Wσ = Tr Ûσ ,

(7.73)

and Φσ is the Monte Carlo sign given by

Φσ =

Tr Ûσ

.

(7.74)

Tr Ûσ
The σ-dependent expectation value hÔiσ in Eq. (7.72) is given by


hÔiσ =



Tr Ûσ Ô
  .
Tr Ûσ

(7.75)

Because Ûσ describes a non-interacting system, hÔiσ in Eq. (7.75) can be evaluated
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with matrix algebra in the single-particle space. We refer the reader to Ref. [57] and
works cited therein for the specific formulas.
The integral (7.72) can be expressed as an expectation value with respect to
the weight function Wσ [c.f. Eq. (7.55)].

hÔi ≈

hΦσ hÔiσ iW
.
hΦσ iW

(7.76)

Eq. (7.76) can be evaluated using Monte Carlo sampling, following the same approach
described in Sec. 7.4.1. The details of the sampling are discussed in Refs. [56, 57]
and works cited therein.
In contrast to the SPA+RPA, exact symmetry projection can be straightforwardly implemented in the SMMC using the methods discussed in Chapter 6, even
if the symmetry is broken inside the integral. For instance, the particle-number
projected σ-dependent partition function and expectation values are given by [57]
Ns


e−βµN X
−iϕm N
iϕm N̂ −βµN̂
TrN Ûσ =
e
Tr e
e
Ûσ
Ns m=1

(7.77)

and
hÔiσ,N =

e−βµN

Ns
X

Ns TrN Ûσ

m=1

e−iϕm N ηm hÔiσ,m ,

(7.78)

where Ns is the number of single-particle states, N is the number of particles, ηm =


Tr eiϕm N̂ e−βµN̂ Ûσ , and


hÔiσ,m =

iϕm N̂ −βµN̂



Tr e
e
Ûσ Ô

 .
Tr eiϕm N̂ e−βµN̂ Ûσ

(7.79)

Projections onto parity [60], spin [62], and axial quadrupole deformation [208, 209, 68]
can be implemented with similar formulas. In SMMC calculations of state densities,
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the canonical energy is given by the particle-number-projected expectation value of
the Hamiltonian hĤiNp ,Nn , where Np(n) is the number of valence protons (neutrons).
In the SPA+RPA, the RPA correction factor C(σ) is always positive definite
above the breakdown temperature. For “bad-sign” interactions and moderate to
low temperatures, the fluctuations of the Monte Carlo sign Φσ can lead to large
statistical errors that destroy the convergence of the SMMC. This is the Monte Carlo
sign problem [52, 75]. The sign problem is not present if the separable Hamiltonian
(7.1) is invariant under time reversal [57]. In addition, the sign problem can be
circumvented in practical cases with the extrapolation method of Ref. [55].
The SMMC is subject to two controllable errors: (i) the statistical errors arising
from the Monte Carlo sampling, and (ii) a systematic error of order O(∆β 2 ) arising
from the truncation to a finite number of time slices. The systematic error can be
reduced by increasing the number of time slices, thus reducing ∆β. If calculations are
done at several ∆β values, then finite-temperature observables can be extrapolated
to the continuous-time limit ∆β → 0. In contrast, the SPA+RPA does not have a
∆β error but is subject to an uncontrollable systematic error arising from neglecting
time-dependent fluctuations of the auxiliary fields beyond second order.
Finally, we note that the SPA+RPA approach that we have formulated in
this chapter and the SMMC method both belong to a family of quantum Monte
Carlo methods applied to the many-fermion problem [52]. These methods represent
ground-state or finite-temperature observables as high-dimensional integrals, the integrands of which can be computed in reasonable computational time. Monte Carlo
methods like the one presented in Sec. 7.4.1 are then used to evaluate the integrals.
These methods have been widely used in nuclear physics, particularly in combination with novel ab initio interactions for light and mid-mass nuclei [174]. These
methods have also been widely applied in condensed matter and cold atom physics
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[52, 71, 72] Although we have focused on a comparison with the SMMC here, the
SPA+RPA shares many features with the continuous-time quantum Monte Carlo
[219] and diagrammatic Monte Carlo [220, 221] methods. These methods evaluate
sets of diagrams with Monte Carlo sampling and are not subject to a finite time-slice
error.

7.6

Conclusion

In summary, we have presented the SPA+RPA formalism for the grand-canonical
partition function. Starting from the Hubbard-Stratonovich expression for the finitetemperature Gibbs density operator, we have shown how the SPA+RPA can be
obtained by integrating over all static auxiliary fields and taking into account smallamplitude time-dependent auxiliary-field fluctuations through a Gaussian approximation. We then derived explicit expressions for the SPA+RPA integrand functions
in the case of a generic particle-number-violating static one-body Hamiltonian. We
also presented the limiting expressions that apply if the static Hamiltonian conserves
particle number.
Furthermore, we discussed the application of symmetry projection in the SPA+RPA
formalism. In particular, we considered the case in which the projection operator
commutes with the static one-body Hamiltonian ĥσ . We highlighted the important
case of number-parity projection for particle-number-violating one-body Hamiltonians. The projection onto a symmetry broken by the static one-body Hamiltonian
makes the exact calculation of the projected RPA correction factor challenging. We
presented an approximate method for particle-number projection in the SPA+RPA.
Finally, we discussed a Monte Carlo method for calculating finite-temperature
observables in the SPA+RPA. This method enables SPA+RPA calculations to be
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carried out efficiently for many static auxiliary fields and large model spaces. We
presented the general approach for any observable of the form (7.55). We then showed
how to calculate the thermal energy and heat capacity, starting from the approximate
canonical partition function. Finally, we compared this SPA+RPA approach with
the SMMC method.
In the next chapter, we apply the SPA+RPA method discussed here to calculate state densities in heavy samarium nuclei. We benchmark these calculations
against exact SMMC calculations and results from the finite-temperature mean-field
approximation.

135

Chapter 8
Nuclear state densities of
samarium nuclei in the static-path
plus random-phase approximation
8.1

Introduction

As discussed in Chapters 5-7, the nuclear level density is an important input to
the statistical model of compound-nucleus reactions. Phenomenological models of
level densities are limited, and consequently it is important to develop microscopic
methods for calculating level densities. In Chapter 6, we highlighted the limitations
of mean-field methods for state densities. In particular, we showed that the finitetemperature mean-field approximation does not describe the contribution of rotational bands built on top of intrinsic mean-field states and therefore underestimates
the exact state densities in deformed nuclei [43, 44]. Moreover, the finite-temperature
Hartree-Fock-Bogoliubov (HFB) approximation is limited by an unphysical negative
entropy in its pairing phase. In practice, combinatorial methods based on mean-field

136

approximations are augmented with phenomenological collective enhancement factors [41, 42]. However, the dependence on these factors makes the extrapolation of
these models to regions in which data are scarce unreliable.
The configuration-interaction (CI) shell model approach reviewed in Chapter 5
describes both single-particle and collective excitations within the same framework.
However, CI diagonalization methods are limited by the combinatorial growth of
the many-body model space dimension with the number of valence nucleons and/or
single-particle states. As discussed in Chapter 5, innovative spectroscopic methods
in the CI shell model framework have extended level density calculations to mediummass nuclei. The moments method [156, 157, 158] circumvents the need to diagonalize the CI shell model Hamiltonian and has been applied to light and medium-mass
nuclei. However, this method is still limited by the increase of the many-particle
model space dimension. The moments method also requires the ground-state energy
to be calculated independently. Similarly, the stochastic method of Ref. [159] and
the methods of Ref. [160] based on the Lanczos algorithm have been successfully
applied in mid-mass nuclei but are computationally too costly to be used for heavier
nuclei.
As discussed in Chapter 7, the shell model Monte Carlo (SMMC) method
[53, 54, 55, 56, 57] calculates finite-temperature nuclear observables exactly (to within
controllable statistical errors). Combined with the finite-temperature approach to
state and level densities described in Chapter 5, the SMMC method has been applied
to calculate level densities in nuclei as heavy as the lanthanides [63, 64, 65, 66, 67, 44];
for a recent review, see Ref. [57]. The SMMC has also been used to investigate nuclear
deformation in the rotationally invariant CI shell model framework [68, 208, 209].
However, the SMMC has been applied mainly to CI shell model interactions with
good Monte Carlo sign. Also, the large number of auxiliary fields needed in the
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SMMC renders the method computationally intensive, especially at low temperatures.
In Chapter 7, we introduced the static-path plus random-phase approximation
(SPA+RPA) to finite-temperature nuclear observables. The SPA+RPA includes all
static auxiliary-field fluctuations beyond the mean field, as well as small-amplitude
time-dependent quantal fluctuations around each static fluctuation. We also introduced a Monte Carlo method for calculating SPA+RPA observables efficiently. At
low temperatures, the SPA+RPA breaks down due to its neglect of higher-order
time-dependent quantal fluctuations. The SPA+RPA has been applied to calculate
level densities in schematic models [82, 83, 84, 222] and some semi-realistic models
[85]. However, there have been very few applications of the SPA+RPA to physical
systems with realistic interactions. In Ref. [212], the level densities of molybdenum
isotopes in the presence of a pairing force were investigated using the SPA+RPA,
while in Ref. [213] the SPA+RPA level density of

56

Fe was calculated with a pair-

ing plus quadrupole interaction. More generally, the SPA+RPA has been used to
calculate thermodynamic quantities of nuclei in the presence of a pairing force [87],
as well as the heat capacity and spin susceptibility of nanoscale metallic grains in
the presence of exchange and pairing correlations [211]. However, the SPA+RPA
method has not previously been benchmarked in the large model spaces that are
required to describe heavy nuclei.
In this chapter, we benchmark SPA+RPA state densities in the chain of samarium isotopes

148−155

Sm. This work is presented in Ref. [90]. The samarium isotopes

describe a crossover from vibrational to rotational collectivity as the neutron number increases. In the framework of the interacting boson model (IBM) [47] and
in the infinite-boson limit, this crossover is predicted to be a first-order quantum
phase transition [223, 224]. A first-order shape transition is also predicted by a Lan-
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dau theory in which the order parameter is the quadrupole deformation [225, 226].
Within the finite-size nuclei, this crossover is evidenced by a discontinuity in the twoneutron separation energy (S2n ) as a function of neutron number. The IBM describes
even-even nuclei in terms of fermion pairs expressed as bosons. In this picture, the
vibrational and rotational limits are described by different chains of subalgebras giving rise to dynamical symmetries [47, 223, 224]. In Ref. [68], the SMMC was used to
study the crossover from vibrational to rotational collectivity in samarium isotopes
microscopically within the symmetry-invariant CI shell model framework. More generally, these samarium isotope have been used as a testbed of the SMMC method for
level densities [64, 208] and in the benchmarking of the finite-temperature mean-field
approximation [88] discussed in Chapter 6.
To apply the SPA+RPA, we use a pairing plus quadrupole effective interaction,
which captures the dominant collective parts of the nuclear interaction [227] and allows us to describe the important collective features of the state density, particularly
its rotational enhancement in deformed nuclei. We apply the Monte Carlo method
discussed in Chapter 7 to calculate the SPA+RPA canonical energy and heat capacity, from which we obtain the canonical partition function, entropy, and state density
as described in Chapter 5. At low temperatures, the SPA+RPA breaks down due to
its neglect of higher-order time-dependent quantal fluctuations. In order to circumvent the SPA+RPA breakdown at low temperatures, we use the partition function
extrapolation method of Ref. [228] to estimate the SPA+RPA ground-state energy
from the excitation partition function above the breakdown temperature.
For the samarium isotopes 148−155 Sm, we benchmark the SPA+RPA state densities against exact state densities calculated with the SMMC method and find that
the SPA+RPA state densities are in excellent agreement with the SMMC results.
We also find that the SMMC and SPA+RPA state densities are in reasonably good
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agreement with experimental data extracted from level counting at low energies and
from average s-wave neutron resonance spacing D0 values at the neutron separation
energy. For the even-mass isotopes

148,150,152,154

Sm, we compare the SPA+RPA and

SMMC state densities with mean-field state densities calculated with the particlenumber-projected finite-temperature HFB approximation discussed in Chapter 6.
Due to its integration over the static fields, the SPA+RPA restores the rotational
symmetry and the intrinsic conservation of particle number that are broken in the
HFB approximation. Consequently, the SPA+RPA reproduces well the rotational
collective enhancement in deformed nuclei. This enhancement persists to higher
excitation energies as the neutron number increases, indicating the crossover from
vibrational to rotational collectivity. Furthermore, the SPA+RPA entropy remains
nonnegative (to within statistical errors) for all temperatures above the breakdown
temperature.
This chapter is organized as follows. In Sec. 8.2, we discuss the single-particle
model space and Hamiltonian that we use to study these isotopes. We also review
the calculation of SPA+RPA state densities using the Monte Carlo method. In
Sec. 8.3, we discuss the partition function extrapolation method of Ref. [228], which
we apply to extract ground-state energies from the SPA+RPA calculations above
the breakdown temperature. In Sec. 8.4, we benchmark SPA+RPA state densities
against exact SMMC results and experimental data for

148−155

Sm. We also compare

the SPA+RPA state densities with finite-temperature HFB state densities for the
even-mass isotopes

148,150,152,154

Sm. In Sec. 8.5, we compare the computational cost

and range of applicability of the SPA+RPA and SMMC methods. Finally, in Sec. 8.6,
we summarize our findings.
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8.2

SPA+RPA state densities of samarium isotopes

8.2.1

Model space and Hamiltonian

The single-particle valence model space consists of a set of orbitals at = (nt lt jt ),
where t = p, n labels protons and neutrons, respectively. We use the proton-neutron
formalism, in which the orbitals can be different for protons and neutrons. The
model space, also used in Refs. [63, 64, 66, 67, 68, 208, 209], consists of the following
single-particle orbitals: 0g7/2 , 1d5/2 , 1d3/2 , 2s1/2 , 0h11/2 , and 1f7/2 for protons; 0h11/2 ,
0h9/2 , 1f7/2 , 1f5/2 , 2p3/2 , 2p1/2 , 0i13/2 , and 1g9/2 for neutrons. These orbitals and
their radial wave functions are obtained from a central Woods-Saxon plus spin-orbit
potential [63]. The orbital selection process, discussed in Ref. [63], is as follows.
An axial deformation β2 = 0.35 is introduced into the Woods-Saxon potential, and
P
the eigenstates |kmi = nljm cm
k;nlj |nljmi are determined. Orbitals with spherical
P
2
1
occupations rnlj = 2j+1
= km cm
k;nlj nkm in the range 0.1 < rnlj < 0.9 are then
selected. We assume that orbitals with greater occupations belong to the inert, fully
occupied core and that those with smaller occupations have a negligible effect on the
valence model space.
The CI shell model Hamiltonian is given by

Ĥ =

XX
t=p,n at

at n̂at −

X
χ2
: Ô2 · Ô2 : −
gt P̂t† P̂t .
2
t=p,n

(8.1)

In Eq. (8.1), Ô2 = Ô2,p + Ô2,n is a quadrupole operator. The operator for each
particle species t is given by

Ô2,t = (dVWS /dr)t Y2µ,t ,
141

(8.2)

where VWS is the central Woods-Saxon potential. The scalar product is given by
P2
µ
Ô2 · Ô2 =
µ=−2 (−) Ô2−µ Ô2µ , and the quadrupole operators have the property
†
Ô2µ
= (−)µ Ô2−µ [175, 229]. Finally, the monopole pair annihilation operator P̂t is

given by [7]
X

P̂t =

cat m cat m ,

(8.3)

(at m)>0

where |at mi (m = −jat , ..., jat ) defines a shell model state associated with orbital
at , (at m) > 0 runs over half of the states,1 and |at mi = (−)lat +jat +m |at − mi is the
time-reversed counterpart of |at mi.
The quadrupole interaction parameter in the Hamiltonian (8.1) is given by
χ2 = k2 χ, where χ is determined by the self-consistent form [230]

χ

−1

Z

∞

=

dr r2

0

dVWS dρ
.
dr dr

(8.4)

In Eq. (8.4), VWS is the central Woods-Saxon plus spin-orbit potential, and ρ is the
nuclear density in this mean-field potential. k2 is a renormalization factor accounting for core polarization. The pairing force parameters gp , gn are given by gt = γg t ,
where g p(n) = 10.9/Z(N ) and γ is a renormalization factor. Z and N are the total number of protons and neutrons, respectively. The Z, N dependence of g p , g n
was determined by fitting the particle-number-projected BCS approximation to experimental odd-even mass differences in the lanthanide region [63]. We adopt the
following parameterization of k2 and γ

γ = 1.225 0.72 −

0.5
(N − 90)2 + 5.3


(8.5)

2

k2 = 2.15 + 0.0025(N − 87) .
1

In practice, we group states into pairs based on z-signature eiπm and associate (at m) > 0 with
signature +i. The time-reversed partners of these states all have signature −i.
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This parameterization is essentially the same as that in Refs. [64, 67], which was
determined by fitting the systematics of the moment of inertia and slope of the state
density in the lanthanide region [64]. In Eq. (8.5), γ is increased by 22.5% relative
to the value used in Refs. [64, 67]. This increase accounts for the neglect in the
interaction (8.1) of octupole and hexadecapole terms, which were included in the
interaction used in Refs. [63, 64, 66, 67].2

8.2.2

SPA+RPA with intrinsic auxiliary fields

The static auxiliary fields σ consist of five complex fields α2µ (µ = −2, ..., 2) with the
∗
property α2µ
= (−)µ α2−µ that couple to the corresponding quadrupole operators Ô2µ ,

together with complex fields ∆p , ∆n that couple to the corresponding pair operators
P̂p , P̂n . There are nine independent components of the static auxiliary fields: the real
field α20 , the real and imaginary parts of α21 and α22 ,3 and the real and imaginary
parts of ∆p and ∆n . The SPA+RPA grand-canonical partition function is given by
[c.f. Eq. (7.13)]
Z
Z(β, µp , µn ) =

dσM (σ)Z(σ)C(σ) ,

(8.6)

where σ consists of the nine independent components of α2µ and ∆p,n , the measure
is given by

M (σ) =

βχ2
2π

5/2 Y 

P2
P
2
2
β
e−βχ2 µ=−2 |α2µ | /2−β t=p,n |∆t | /gt ,
2πgt
t=p,n

(8.7)

and the single-particle Hamiltonian ĥσ is given by

ĥσ = Ĥ1 − χ2

2
X
µ=−2

2
3

∗
Ô2µ
α2µ

−

X

∆t P̂t†

t=p,n

+

∆∗t P̂t



gt Ns,t
+
− N̂t
.
2
2

We thank W. Ryssens for providing the fit of the interaction discussed here.
∗
α2−1 and α2−2 are defined by the relation α2−µ = (−)µ α2µ
.
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(8.8)

The one-body term Ĥ1 in Eq. (8.8) is given by

Ĥ1 =

X
at

2
χ2 X X X X
(−)µ Ot2−µ,at mα ,ct mγ Ot2µ,ct mγ ,bt mβ c†at mα cbt mβ ,
at n̂at +
2 µ=−2 t=p,n a m ,b m c m
t

α

t

β

t

γ

(8.9)
with the additional shift arising from uncoupling the normal-ordered quadrupolequadrupole term in Eq. (8.1). Furthermore, in Eq. (8.8), Ns,t is the number of
single-particle states for particle species t, and the term gs,t /2 arises from applying
the Hubbard-Stratonovich transformation to the pairing interaction P̂t† P̂t .
The five independent components of the auxiliary fields α2µ can be separated
into two intrinsic components and three Euler angles that define the orientation of
the intrinsic frame with respect to the laboratory frame [68, 225]. Similarly, the
pairing fields ∆p , ∆n can be expressed in polar coordinates. The integrand in (8.6) is
independent of the orientation of the intrinsic quadrupole operators and the phases
of the pairing fields. Thus, these phases and the Euler angles can be integrated
out exactly. The intrinsic quadrupole fields α̃2µ are defined in terms of the variable
β2 > 0 and 0 ≤ γ ≤ π/3 by

α̃20 = β2 cos γ ,

α̃21 = α̃2−1 = 0 ,

β2
α̃22 = α̃2−1 = √ sin γ .
2

(8.10)

˜ p, ∆
˜ n are real and positive. The resulting grand-canonical
The intrinsic pairing fields ∆
partition function, given as an integral over the intrinsic auxiliary fields, is [83, 85,
87, 211, 213]
Z
Z(β, µp , µn ) =

dσ̃M (σ̃)Z(σ̃)C(σ̃) ,

(8.11)

˜ p, ∆
˜ n ). In Eq. (8.11), the measure function M (σ̃) is given by
where σ̃ = (β2 , γ, ∆

M (σ̃) =

P
(βχ2 )5/2 4β 2 4
˜ p∆
˜ n e−βχ2 β22 /2− t=p,n ∆˜ 2t /gt .
β2 sin(3γ)∆
1/2
(2π)
gp gn
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(8.12)

P

The one-body partition function Z(σ̃) = Tr e−β(ĥσ̃ −

t=p,n

µt N̂t )

, where the one-body

Hamiltonian is given by


i X

 g N
X gt
sin γ h
s,t
t
†
˜
Ns,t −χ2 β2 cos γ Ô20 + √
− N̂t
ĥσ̃ = Ĥ1 +
Ô22 + Ô2−2 −
∆t P̂t + P̂t +
2
2
2
2
t=p,n
t=p,n
(8.13)
C(σ̃) in Eq. (8.11) is the RPA correction factor, calculated as discussed in Chapter
7.
After adding the contributions of the chemical potentials, the one-body static
Hamiltonian
K̂σ̃ = ĥσ̃ −

X

µt N̂t

(8.14)

t=p,n

can be diagonalized with a Bogoliubov transformation [7, 213]. This transformation
consists of two steps. First, the particle-number conserving or Hartree term of ĥσ̃
can be diagonalized by an orthogonal transformation, yielding

ĥH
σ̃


Ns,t
i X X
sin γ h
√
= Ĥ1 − χ2 β2 cos γ Ô20 +
Ô22 + Ô2−2
εk,t a†k,t ak,t .
=
2
t=p,n k=1

(8.15)

Inserting Eq. (8.15) into Eq. (8.14) yields
i g
i
h
gt i h †
t
†
†
†
˜
εk,t − µt −
K̂σ̃ =
ak,t ak,t + ak̄,t ak̄,t − ∆t ak,t ak̄,t + ak̄,t ak,t +
2
2
t=p,n k>0

 


gt
˜t
XX
−∆
εk,t − µt − 2
 ak,t 
†
=
εk,t − µt + ak,t ak̄,t 
  †  ,
˜t
t=p,n k>0
−∆
− εk,t − µt − g2t
ak̄,t
X X h

(8.16)
where k > 0 runs over half of the single-particle states (for particle species t) and
k̄ is the time-reversed counterpart of |ki.4 The 2 × 2 matrix in the second line of
4

K̂σ̃ preserves z-signature, so we associate k > 0 with positive signature +i. The time-reversed
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Eq. (8.16) can be diagonalized by the orthogonal transformation [211]










ak,t   uk,t vk,t  γk,t 
 =
  ,
†
a†k̄,t
−vk,t uk,t
γk̄,t

(8.17)

†
where γk,t , γk,t
annihilate and create quasiparticles for particle species t. The eigen-

values of the matrix in Eq. (8.16) are the quasiparticle energies

Ek,t =

r

gt  2 ˜ 2
εk,t − µt −
+ ∆t .
2

(8.18)

The transformation matrix elements uk,t , vk,t in Eq. (8.17) are given by

u2k,t

1
=
2



εk,t − µt − gt /2
1+
,
Ek,t

2
vk,t

1
=
2



εk,t − µt − gt /2
1−
Ek,t


.

(8.19)

After the transformation, Eq. (8.16) becomes

K̂σ =

XX



†
†
(εk,t − µt − Ek,t ) + Ek,t γk,t
γk,t + γk̄,t
γk̄,t .

(8.20)

t=p,n k>0

The one-body grand-canonical partition function Z(σ̃) is then given by [211, 231]

Z(σ̃) = Tr e

−β K̂σ̃

=

Y Y

e

−β(εk,t −µt )



t=p,n k>0

βEk,t
2 cosh
2

2
.

(8.21)

For this pairing plus quadrupole interaction, the RPA correction factor C(σ̃)
is given by Eq. (7.35), which can be written as
Q
C(σ̃) =

t=p,n

Q

1
k>l Ẽk,t −Ẽl,t

Q

1
n>0 Ων

sinh

sinh

counterpart k̄ of a state k > 0 has negative signature −i.
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β(Ẽk,t −Ẽl,t )
2

βΩν
2




,

(8.22)

where ±Ων are the eigenvalues of the RPA matrix in Eq. (7.33). For the pairing plus
quadrupole interaction, this RPA matrix is given by

Mkl,k0 l0

1
= (Ẽk −Ẽl )δkk0 δll0 − (f˜l −f˜k )
2

2
X

†
O2µ,kl O2µ,l
0 k0

µ=−2

+

Xh

†
Pt,kl Pt,l
0 k0

+

†
Pt,kl
Pt,l0 k0

t=p,n

(8.23)
where k, l = 1, ..., 2Ns and Ns = Ns,p + Ns,n is the total number of single-particle
states. In Eq. (8.23), O2µ and Pt are the matrix representations of the quadrupole
operators Ô2µ and the pair annihilation operator P̂t , respectively, in the space of
quasiparticle creation and annihilation operators. We include only pairs (kl) belonging to the same particle species t in the basis of the RPA matrix. In Eqs. (8.22) and
(8.23), Ẽk and fk are the generalized quasiparticle energies and thermal occupation
numbers; see Eq. (7.30).

8.2.3

Approximate canonical partition function

As discussed in Chapter 5, the state density is related to the partition function in
the canonical ensemble, in which the proton and neutron numbers are fixed. In order
to approximate the canonical partition function in the SPA+RPA, we combine exact
number-parity projection with a saddle-point approximation for the projection onto
fixed particle number, as discussed in Sec. 7.3.2 of Chapter 7. This approach was
used for the SPA+RPA in Refs. [211, 213]. The resulting approximate canonical
SPA+RPA partition function is
Z
Zc (β, Np , Nn ) ≈

P

dσ̃M (σ̃)Zη (σ̃)e

t=p,n (ln ζt −βµt Nt )

Cη (σ̃) ,

(8.24)

where the subscript η indicates number-parity projection; see Eqs. (7.45-7.47) in
Sec. 7.3.1. The chemical potentials µp , µn and saddle-point correction factors ζp , ζn
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i

!
,

are given, respectively, by Eqs. (7.51) and (7.52).
In the pairing plus quadrupole case, the saddle-point condition that determines
the chemical potentials (7.51) reduces to

Nt =

X
k>0

εk,t − µt −
1−
Ek,t

gt
2

βEk,t
tanh
2


.

(8.25)

In addition, the saddle-point correction factors ζp , ζn can be evaluated analytically
using [211, 231]

g 2
˜ 2t sinh(βEk,t )
1 ∂ 2 ln Z(σ̃) X βEk,t εk,t − µt − 2t + ∆


.
=
2 βEk,t
β2
∂µ2t
3
2βEk,t cosh
k>0
2

8.2.4

(8.26)

Monte Carlo calculation of state densities

As discussed in Chapter 5, the state density ρ(E, Np , Nn ) at fixed energy E can be
evaluated in the saddle-point approximation to give

ρ(E, Np , Nn ) =

−1/2
2π
C(β, Np , Nn )
eSc (β,Np ,Nn ) ,
β

(8.27)

where the canonical entropy Sc is given by

Sc (β, Np , Nn ) = βEc (β, Np , Nn ) + ln Zc (β, Np , Nn )

(8.28)

2

ln Zc
is the heat capacity. β is determined by the saddle-point
and C = dEc /dT = β 2 ∂ ∂β
2

condition
E = Ec (β, Np , Nn ) = −

∂ ln Zc (β)
∂β

(8.29)

We calculate the SPA+RPA thermal energy and heat capacity using the Monte
Carlo method described in Chapter 7. The dimensionless static auxiliary fields are
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[c.f. Eq. (7.59)]

x=

q
p
p
˜
˜ n gn /β
βχβ2 , γ, ∆p gp /β, ∆


.

(8.30)

The canonical energy is given by [c.f Eq. (7.64)]
D

Zη (x)
Cη (x) ∂ ln∂β

Ec (β) ≈ −

P

where Zη (x) = Zη (x)e

t=p,n (ln ζt −βµt Nt )

E
Wη

hCη (x)iWη

.

(8.31)

Cη (x) and Wη (x) = M (x)Zη (x)/Cη (x) [c.f.

Eqs. (7.61) and (7.62)]. The heat capacity is evaluated using [c.f. Eq. (7.66)]

∂ 2 ln Zc
≈
∂β 2


Cη

∂ 2 ln Zη (x)
∂β 2

+



∂ ln Zη (x)
∂β

2 
Wη

hCη (x)iWη

E 2
D
Zη (x)
Cη (x) ∂ ln∂β
Wη 

−
 .
hCη (x)iWη

(8.32)

Having calculated the energy at a sufficient number of β values, we obtain the
canonical partition function by inverting Eq. (8.29) to give
Z
ln Zc (β, Np , Nn ) = ln Zc (0, Np , Nn ) −

β

dβ 0 Ec (β 0 , Np , Nn ) ,

(8.33)

0

where Zc (0, Np , Nn ) is given by the dimension of the many-body model space for
(Np , Nn ) particles

Zc (0, Np , Nn ) =



Y Ns,t 

 .
t=p,n
Nt

(8.34)

As stated above, Ns,t is the number of single-particle states and Nt is the number of
valence particles for particle species t. With the canonical partition function determined by Eq. (8.33), we can calculate the entropy and state density with Eqs. (8.28)
and (8.27), respectively.
In the pairing plus quadrupole model, there are only four auxiliary fields, and
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so evaluating the integral with quadrature methods is possible in principle. However, in practice we found the Monte Carlo method much more convenient to use
than quadrature methods for the large model space necessary to describe samarium
isotopes. Moreover, for even somewhat more general interactions, the computational
cost of quadrature methods would be too high to be useful. For example, the pairing
plus multipole Hamiltonian used in many SMMC studies [63, 64, 66, 67] requires 23
static auxiliary fields, which is beyond the reach of quadrature methods.

8.3

The partition function extrapolation method
for the SPA+RPA ground-state energy

In statistical reaction theory, state and level densities are given as functions of the
excitation energy above the ground-state energy. However, the SPA+RPA breaks
down at a nonzero temperature, and consequently the ground-state energy cannot
be calculated directly using this method. It is therefore necessary to estimate the
ground-state energy indirectly from the available SPA+RPA calculations at temperatures above the breakdown temperature.
An analogous problem arises in the SMMC for odd-mass nuclei. For an interaction with good Monte Carlo sign in the SMMC, the projection onto an odd
number of protons or neutrons introduces a sign problem at low temperatures, rendering the ground-state energy inaccessible. An accurate method for estimating this
ground-state energy using the imaginary-time Green’s function was introduced in
Ref. [162], but this method is computationally demanding and difficult to implement
in the SPA+RPA formalism. We use instead the partition function extrapolation
method of Ref. [228], which was developed as a more efficient way to circumvent the
odd-particle-number sign problem in the SMMC.
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The basic idea of the partition function extrapolation method is to fit a reliable
parameterized model for the state density to the excitation partition function at the
temperatures at which the partition function can be calculated. The excitation
partition function for an arbitrary reference energy Eref is defined as

Zc0 (β; Eref )

βEref

= Zc (β)e

Z

∞

0

dE 0 ρ(E 0 )e−βE ,

=

(8.35)

E0 −Eref

where, in the last equality, we have expressed the excitation partition function as
the Laplace transform of the state density, given as a function of the shifted energy
E 0 = E − Eref . E0 in Eq. (8.35) is the exact ground-state energy. If we choose
Eref = E0 , then the corresponding excitation partition function Zc0 (β; E0 ) is given by
Zc0 (β; E0 )

Z

∞

dEx ρ(Ex )e−βEx ,

=

(8.36)

0

where Ex = E − E0 is the excitation energy. ln Zc0 (β; Eref ) for any Eref in Eq. (8.35)
is related to ln Zc0 (β; E0 ) in Eq. (8.36) by
ln Zc0 (β; Eref ) = ln Zc0 (β; E0 ) − β(E0 − Eref ) .

(8.37)

Substituting Eq. (8.36) into Eq. (8.37), we can fit a model for ρ(Ex ) to the calculated
values of ln Zc0 (β; Eref ) to estimate the ground-state energy.
We model ρ(Ex ) using the composite formula of Gilbert and Cameron [232]

ρcomp (Ex ) =






1
T1

e(Ex −E1 )/T1

Ex < EM
,



ρBBF (Ex )

(8.38)

Ex > EM

where EM is a matching energy and ρBBF is the back-shifted Bethe formula (BBF),
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also known as the back-shifted Fermi gas formula [141]
√
π e2 a(Ex −∆)
ρBBF (Ex ) =
.
12a1/4 (Ex − ∆)5/4
√

(8.39)

The three free parameters in the composite formula (8.38) are the level density
parameter a and back-shift parameter ∆ of the BBF, together with the matching
energy EM . The two parameters E1 , T1 of the constant temperature model that
describes the state density below the matching energy are determined by requiring
that the state density and its slope be continuous at EM . Consequently, the excitation
partition function formula (8.37) depends on four parameters: a, ∆, EM , and the
ground-state energy E0 .
In the partition function extrapolation method of Ref. [228], the fit is conducted
in two steps. First, we assume that the BBF holds at all excitation energies and
evaluate Eq. (8.36) in the saddle-point approximation. The result for Eq. (8.37) is

ln Zc0 (β; Eref )

a
≈ + ln
β



πβ
6a


− βs ,

(8.40)

where s = E0 − Eref + ∆. After choosing Eref , we fit Eq. (8.40) to the calculated
SPA+RPA excitation partition function at moderate excitation energies and obtain the fitted parameters (â, ŝ). In the second step, we substitute Eq. (8.38) into
Eq. (8.37) to give

ln Zc0 (β; Eref )

Z
≈ ln

∞

dEx ρcomp (Ex )e−βEx − β(E0 − Eref ) ,

(8.41)

0

where â and ŝ are fixed and the back-shift parameter ∆ = ŝ − (E0 − Eref ). The
integral in Eq. (8.41) is evaluated numerically. The remaining free parameters E0
and EM are determined with a two-parameter χ2 fit to the SPA+RPA excitation

152

partition function at low excitation energies.
In some cases, the back-shift parameter ∆ is negative, and the composite formula is very close to the BBF. In these cases, it is simpler to use the BBF in the
second step of the fit. For negative ∆, the BBF is well defined at all excitation
energies; see Eq. (8.39).

8.4

Benchmarking state densities in

148−155

Sm

We applied the SPA+RPA to calculate the state densities of the samarium isotopes
148−155

Sm. We used the Monte Carlo method discussed in Sec. 7.4 of Chapter 7 to

calculate the canonical energy and heat capacity, then used Eqs. (8.33), (8.28), and
(8.27) to calculate the partition function, entropy, and state density, respectively.
For the Monte Carlo method, we define a sweep as a successive update of each of
the four auxiliary fields with the Metropolis-Hastings algorithm. For each β value,
we took 50 sweeps to thermalize the Monte Carlo walk. Samples were subsequently
taken every 70 sweeps to ensure that they were sufficiently uncorrelated. We applied
the partition function extrapolation method discussed in Sec. 8.3 to extract the
SPA+RPA ground-state energies.
Here, we benchmark the SPA+RPA state densities against SMMC state densities. We calculated the SMMC canonical energy as the expectation value of the
Hamiltonian hĤiNp ,Nn for fixed valence proton and neutron numbers Np , Nn [57]. We
also calculated the SMMC heat capacity using the method of Ref. [233]. We then
obtained the SMMC state density using Eqs. (8.33), (8.28), and (8.27).
For the even-mass samarium isotopes

148,150,152,154

Sm, we also compare the

SPA+RPA and SMMC state densities with results calculated with the finite-temperature
Hartree-Fock-Bogoliubov (HFB) approximation. For each isotope, we determined the
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finite-temperature HFB solution with the code HFSHELL [201]. We then calculated
the particle-number-projected partition function using the method of Ref. [88], which
is discussed in Chapter 6. We obtained the thermal energy and heat capacity using
the first and second derivatives of the logarithm of the partition function; see, e.g.,
Eq. (8.29). From these quantities, we calculated the HFB entropy and state density
using Eqs. (8.28) and (8.27).
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Figure 8.1: The canonical entropy of 148,150,152,154 Sm as a function of inverse temperature β calculated with the SPA+RPA (orange circles), the SMMC (blue squares),
and the HFB (green dashed-dotted lines). The error bars on the SPA+RPA and
SMMC results show statistical errors from the Monte Carlo sampling. The insets
show an expanded view at large values of β.
First, we show the results for the even-mass samarium isotopes 148,150,152,154 Sm.
In Fig. 8.1, we compare the SPA+RPA canonical entropy with the corresponding
154

SMMC results for the even-mass samarium isotopes 148,150,152,154 Sm. We also compare
the SPA+RPA and SMMC results with the HFB entropy. In the HFB, the shape
phase transition is indicated by the kink at β ≈ 1 MeV−1 in

150,152,154

Sm. The kinks

at higher β values in all the isotopes indicate the proton and neutron pairing phase
transitions. These sharp kinks survive because the variation to determine the HFB
solution is carried out in the full Fock space. As shown in the SMMC and SPA+RPA
results in Fig. 8.1, the sharp signatures of these phase transitions are washed out in
an accurate treatment of a finite-size nucleus.
The SPA+RPA entropy is in excellent agreement with the exact SMMC result
for each samarium isotope. Both the SMMC and SPA+RPA entropies are enhanced
over the mean-field entropy at temperatures below the shape phase transition in
150,152,154

Sm. As discussed in Ref. [43], the finite-temperature HFB approximation

does include the contribution to the entropy or state density of rotational bands
built on the intrinsic band heads. The integration over the static auxiliary fields
restores the broken rotational symmetry in the SPA+RPA, allowing this method
to describe the contribution of these rotational bands. Similarly, the HFB entropy
becomes unphysically negative in the pairing phase due to the intrinsic violation
of particle-number conservation; for details, see the discussion in Chapter 6 and
Ref. [88]. Because it integrates over the pairing fields, the SPA+RPA restores the
intrinsic conservation of particle number. Consequently, the SPA+RPA entropy remains nonzero (to within statistical errors) for all temperatures above the SPA+RPA
breakdown temperature.
We applied the partition function extrapolation method of Ref. [228] described
in Sec. 8.3 to estimate the SPA+RPA ground-state energies.

We compare the

SPA+RPA ground-state energies with the SMMC and HFB ground-state energies
in Table 8.1. We calculated the SMMC ground-state energies by taking a weighted
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Table 8.1: The ground-state energies (in MeV) of 148,150,152,154 Sm obtained with
the SMMC, SPA+RPA, and HFB for 148,150,152,154 Sm. We estimate the SPA+RPA
ground-state energies using the partition function extrapolation method discussed in
Sec. 8.3. We calculate the SMMC ground-state energies by taking a weighted average
of the thermal energies at low temperatures β ≈ 8 − 15 MeV−1 . We obtain the HFB
ground-state energy by direct calculation. Taken from Table I of Ref. [90].
SMMC
SPA+RPA
HFB
148
Sm
-234.180 ± 0.016 -234.131 ± 0.021 -230.979
150
Sm
-254.019 ± 0.014 -253.859 ± 0.015 -251.127
152
Sm
-273.756 ± 0.010 -273.242 ± 0.017 -271.153
154
Sm
-293.292 ± 0.010 -292.680 ± 0.017 -290.449
Table 8.2: The fit parameters for 148,150,152,154 Sm obtained from the partition function
extrapolation method applied to the SPA+RPA excitation partition function. We
used the composite formula (8.38) in the second step of the fit for 148,150 Sm and
the BBF (8.39) in the second step of the fit for 152,154 Sm. Taken from Table II of
Ref. [90].
a (MeV−1 )
∆ (MeV)
EM (MeV)
148
Sm
17.09 ± 0.11 1.07 ± 0.03
1.452
150
Sm
18.28 ± 0.06 0.62 ± 0.02
0.95
152
Sm
19.14 ± 0.10 -0.17 ± 0.03
–
154
Sm
18.89 ± 0.13 -0.38 ± 0.03
–
average of the thermal energies at low temperatures β ≈ 8 − 15 MeV−1 . We also
calculated the HFB ground-state energies directly. As the neutron number increases,
the discrepancy between the SPA+RPA and SMMC ground-state energies increases,
reaching a maximum of ∼ 600 keV in

154

Sm. The HFB ground-state energy differs

from the SMMC result by a few MeV for each isotope.
We note that the ground-state energy differences in the even-even isotopes
allow us in principle to calculate values for th two-neutron separation energy (S2n )
in each isotope. In the IBM framework, change in the S2n value as a function of
neutron number is interpreted as a signature of the quantum phase transition in
samarium nuclei [223, 224]. However, although our effective pairing plus multipole
interaction provides a good description of collective properties such as state densities,
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this interaction does not include monopole terms that are important for obtaining the
correct ground-state energies and relative ground-state energy differences [161, 165].
Consequently, we do not compare our calculated ground-state energies in Table 8.1
with experimental results, nor do we calculate S2n values within our model.
In Table 8.2, we show the fit parameters obtained from the partition function
extrapolation method for the even-mass samarium isotopes. In

148,150

Sm, we used

the composite formula (8.38) in the second step of the fit. In 152,154 Sm, the back-shift
parameter ∆ was positive, and we used the BBF (8.39) in the second step.
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Figure 8.2: The excitation energy Ex as a function of inverse temperature β for the
even-mass samarium isotopes 148,150,152,154 Sm. Colors and symbols are as in Fig. 8.1.
The insets show an expanded view at large values of β.
In Fig. 8.2, we show the excitation energy as a function of inverse temperature β for the even-mass samarium isotopes. The SPA+RPA excitation energy is
in reasonably good agreement with the SMMC excitation energy for each isotope.
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However, small discrepancies exist at low temperatures, particularly in

148

Sm. In

addition, despite the large differences between the HFB and SMMC ground-state
energies, the HFB excitation energies are in good agreement with the SMMC results
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except near the phase transitions.
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Figure 8.3: The state density ρ as a function of excitation energy Ex for each
even-mass samarium isotope 148,150,152,154 Sm. The SPA+RPA state densities (orange
circles) are compared with the SMMC state densities (blue squares) and the HFB
state densities (green dashed-dotted lines). Experimental state densities extracted
from level counting at low energies (black histograms) and D0 values at the neutron
separation energy (red triangles) are also shown. Error bars on the SMMC and
SPA+RPA results show propagated statistical errors from the Monte Carlo sampling.
In Fig. 8.3, we compare the state densities calculated with the SPA+RPA to
the SMMC and HFB state densities for the even-mass samarium isotopes. For each
isotope, the SPA+RPA state density is in good agreement with the SMMC density.
Both the SPA+RPA and SMMC state densities show a significant collective rotational enhancement over the HFB state density in each deformed nucleus 150,152,154 Sm
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at moderate excitation energies. At very low excitation energies, the SPA+RPA and
SMMC state densities also show a slight enhancement over the HFB results because
of the too-low entropy in the pairing phase of the HFB.
Fig. 8.3 also shows experimental state densities extracted from level counting
at low excitation energies [234] and s-wave neutron resonance spacing (D0 ) values
at the neutron separation energies [92]. We use the spin-cutoff model [235, 142]
with a rigid-body moment of inertia to extract experimental state densities from
the D0 values. We find reasonably good agreement between the theoretical SMMC
and SPA+RPA results and these experimental results. The agreement is somewhat
worse in

152

Sm than in

148,150

Sm. Similar agreement was found for the SMMC with

an interaction including octupole and hexadecapole terms in Ref. [64].
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Figure 8.4: The collective enhancement factor Kx = ρx /ρHFB for x = SPA + RPA
(orange circles) and x = SMMC (blue squares) for the even-mass samarium isotopes,
given as a function of excitation energy Ex . Red triangles show experimental collective enhancement factors obtained using the D0 values.
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To investigate the collective enhancement of the state density, we follow Ref. [64]
and define the state density enhancement factor K = ρx /ρHFB for x = SPA + RPA, SMMC.
Fig. 8.4 shows the collective enhancement factor for 148,150,152,154 Sm. The SPA+RPA
enhancement factor is in good agreement with the SMMC results for each isotope.
In the deformed isotopes 150,152,154 Sm, a plateau in the enhancement factor at a value
of K ≈ 10 appears at moderate excitation energies. This plateau persists to higher
excitation energies as the neutron number increases and the mean-field deformation becomes higher. In contrast, in the spherical nucleus

148

Sm, the enhancement

factor K is nonzero only at very low excitation energies. Unlike the rotational enhancement, this low-energy enhancement does not arise from physical excitations but
rather from the unphysically negative entropy in the HFB; see Fig. 8.1. The change
in the behavior of the enhancement factor with increasing neutron number indicates
the crossover from vibrational to rotational collectivity [64].
In Fig. 8.4, we also show the experimental enhancement factors obtained from
the D0 values at the neutron separation energies. The agreement between these
experimental results and the SMMC and SPA+RPA enhancement factors is good
for

148,150

Sm. The theoretical results overestimate the experimental enhancement

factor in

152

8.4.2

Odd-mass samarium isotopes:

Sm, and unfortunately no D0 value is available for

154

149,151,153,155

Sm.

Sm

Next, we compare the SPA+RPA with the SMMC for the odd-mass samarium isotopes. We do not include the HFB in these comparisons. In the finite-temperature
HFB, the particle-number fluctuations wash out important effects associated with
the odd particle number. In contrast, the approximate particle-number projection in
the SPA+RPA discussed in Sec. 7.3.2 combined with the integration over the static
auxiliary field captures important odd-even effects. The SMMC does not violate
160

Figure 8.5: The heat capacity of 150 Sm (blue solid symbols) and 151 Sm (orange open
symbols) as a function of temperature T calculated with the SMMC (left panel) and
the SPA+RPA (right panel).
particle-number symmetry and includes exact particle-number projection to eliminate exactly the fluctuations associated with the grand-canonical ensemble [57]. For
example, Fig. 8.5 shows that the SMMC and SPA+RPA capture the qualitative difference in the rates of increase of the heat capacity as a function of temperature T
for the neighboring isotopes

150

Sm and

151

Sm.

In Fig. 8.6, we show the canonical entropy of the odd-mass samarium isotopes
149,151,153,155

Sm. As with the even-mass isotopes, the SPA+RPA and SMMC entropies

in Fig. 8.6 are in good agreement for each odd-mass isotope. The large statistical
fluctuations in the SMMC entropy at low temperatures, visible in the insets, indicate
the Monte Carlo sign problem arising from the projection onto the odd proton and
neutron numbers. The SMMC becomes unreliable at approximately the same temperatures at which the SPA+RPA breaks down. For odd-mass systems, the ground
state has nonzero spin and is therefore degenerate. Consequently, the SPA+RPA
and SMMC entropies converge to a nonzero value at low temperature.
The odd particle number sign problem in the SMMC prevents the direct cal-

161

12
8
4
0

Entropy

Entropy

149Sm

2 4 6 8 10

2 4 6 8 10

153Sm

155Sm

Entropy

12
8
4
0

(MeV 1)

2 4 6 8 10

1

2

3

(MeV 1)

4

12
8
4
0

2 4 6 8 10

(MeV 1)

0

151Sm

12
8
4
0

(MeV 1)

Entropy

Entropy
Entropy

60
50
40
30
20
10
0
60
50
40
30
20
10
0

(MeV 1)

0

1

2

3

(MeV 1)

4

5

Figure 8.6: The canonical entropy S as a function of inverse temperature β for
149,151,153,155
Sm. Symbols and colors are as in Fig. 8.1.
Table 8.3: The SPA+RPA and SMMC ground-state energies E0 and fit parameters
a, ∆ for 149,151,153,155 Sm obtained with the partition function extrapolation method.
We use the BBF (8.39) in the second step of the fit in each case. Taken from Table
IV of Ref. [90].
E0 (MeV)
a (MeV−1 )
∆ (MeV)
149
Sm SPA+RPA -242.957 ± 0.008 18.36 ± 0.04 -0.13 ± 0.01
SMMC
-243.327 ± 0.019 17.97 ± 0.04 -0.04 ± 0.02
151
Sm SPA+RPA -262.913 ± 0.006 19.24 ± 0.07 -0.39 ± 0.02
SMMC
-262.909 ± 0.047 18.63 ± 0.06 -0.77 ± 0.05
153
Sm SPA+RPA -282.384 ± 0.005 19.57 ± 0.12 -0.84 ± 0.02
SMMC
-282.449 ± 0.031 18.78 ± .09 -1.25 ± 0.05
155
Sm SPA+RPA -301.949 ± 0.003 19.07 ± 0.12 -1.00 ± 0.03
SMMC
-302.077 ± 0.021 18.27 ± 0.10 -1.39 ± 0.04
culation of the ground-state energy. We applied the partition function extrapolation
method to extract both the SMMC and SPA+RPA ground-state energies for these
isotopes. In each case, the back-shift parameter ∆ was negative, and we used the
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Figure 8.7: The excitation energy Ex as a function of inverse temperature β for
149,151,153,155
Sm. Symbols and colors are as in Fig. 8.1. The insets show an expanded
view at large values of β.
BBF (8.39) in the second step of the fit. Table 8.3 shows the ground-state energies
and fit parameters for the SPA+RPA and SMMC. We find a maximum discrepancy
of ∼ 300 keV between the SPA+RPA and SMMC ground-state energies in

149

Sm.

In contrast to the even-mass samarium isotopes, this discrepancy decreases as the
neutron number increases for the odd-mass isotopes.
In Fig. 8.7, we show the SPA+RPA and SMMC excitation energies for 149,151,153,155 Sm,
calculated with the ground-state energies from Table 8.3. We find that the SPA+RPA
excitation energies are in good agreement with the SMMC excitation energies for the
odd-mass isotopes.
In Fig. 8.8, we show the state densities for the odd-mass samarium isotopes.
The SPA+RPA and SMMC state densities are in good agreement. We also compare
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Figure 8.8: The state density ρ as a function of excitation energy Ex for the oddmass samarium isotopes 149,151,153,155 Sm, with the same convention as in Fig. 8.3.
the calculated state densities with experimental data from level counting and s-wave
neutron resonance spacings. The agreement between the theoretical and experimental state densities is good overall, but is somewhat worse in the more neutron-rich
isotopes. A similar level of agreement was found in Ref. [67] for the SMMC with the
interaction that included octupole and hexadecapole terms.
In order to compare the theoretical and experimental state densities quantitatively, we show the ratios of theoretical to experimental densities at the neutron
separation energy in Table 8.4. The SPA+RPA and SMMC results are comparable
in each case. The SMMC somewhat outperforms the SPA+RPA in the even-mass
isotopes, and the SPA+RPA has a slight edge in the odd-mass isotopes. The HFB
is comparable to the SPA+RPA in
even-mass isotopes

150,152

148

Sm but becomes inaccurate for the deformed

Sm. Finally, the SMMC and SPA+RPA results overesti-
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mate the experimental results for the most neutron rich samarium isotopes.
Table 8.4: The ratio of theoretical to experimental state density values at the neutron
separation energy Sn for the samarium isotopes 148−155 Sm. We extract the experimental state densities from the D0 values as discussed in the text. We do not include
the HFB approximation for the odd-mass samarium isotopes. An experimental D0
value is not available for 154 Sm.
exp
ρHFB
/ρexp
ρSPA+RPA
/ρexp
Sn (MeV) ρSMMC
res /ρres
res
res
res
res
148
Sm
8.14
0.84 ± 0.09
0.63 ± 0.05
0.65
149
Sm
5.87
0.60 ± 0.08
0.93 ± 0.08
–
150
Sm
7.99
1.02 ± 0.10
0.84 ± 0.08
0.17
151
Sm
5.60
0.81 ± 0.09
0.65 ± 0.06
–
152
Sm
8.26
1.68 ± 0.16
2.00 ± 0.34
0.14
153
Sm
5.87
2.69 ± 0.28
2.25 ± 0.29
–
155
Sm
5.81
4.84 ± 0.54
4.16 ± 0.65
–

8.5

SPA+RPA vs.

SMMC: computational cost

and Monte Carlo sign problem
A main focus of this chapter has been comparing results from the SPA+RPA and
SMMC methods. To complete this comparison, it is necessary to consider two important components of these approaches: their computational cost and the Monte
Carlo sign problems that limit their applicability to various nuclear interactions.
The computational bottleneck of the SPA+RPA method is the diagonalization
of the RPA matrix in Eq. (8.23), which is necessary for the calculation of the RPA
correction factor (8.22). The RPA matrix has a row and column dimension of ∼
2
2
2
2 3
Ns,p
+ Ns,n
, and thus the cost of its diagonalization scales as ∼ (Ns,p
+ Ns,n
) . In

contrast, the cost of computing one-body observables at each sample in the SMMC
with the stabilization method of Ref. [236] scales as ∼ Ns3 , and the cost of computing
two-body observables scales as ∼ Ns4 . Thus, the SMMC method is significantly
more efficient for the calculation of finite-temperature observables at each integration
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point.
The SPA+RPA somewhat compensates for this increased cost of calculating
observables by requiring fewer integration variables. If the SPA+RPA has Naux
static auxiliary fields, then the cost of a single Monte Carlo sweep, i.e., a sequential
update of all fields, is ∼ Naux Ns3 , where the Ns3 factor accounts for the diagonalization
of the static Hamiltonian ĥσ . The cost of an SMMC sweep, in contrast, scales as
∼ Nτ Naux Ns3 , where Nτ is the number of time slices. For moderate to high β values,
Nτ can be on the order of 100 or more. Thus, the time cost of the Monte Carlo
walk in the SMMC can be significantly greater than in the SPA+RPA. In typical
cases, the large time cost of calculating observables in the SPA+RPA nullifies this
advantage.
Whether the decomposition of the interaction is density-like or pairing-like
[54] affects the computational cost of the SMMC and SPA+RPA methods. For a
pairing-like decomposition, the static Hamiltonian ĥσ is HFB-like, and consequently
its matrix representation is twice as large as the representation of a Hartree-like static
Hamiltonian. The SMMC method typically uses the density decomposition [57]. In
this chapter, we applied a pairing decomposition to the pairing plus quadrupole
interaction. It is an open question whether the density decomposition could provide
similar accuracy for this interaction in the SPA+RPA method.
It is also worth considering the effective interactions for which the SPA+RPA
and SMMC methods have a good Monte Carlo sign, meaning that their weight functions are positive definite for any auxiliary-field configuration. For the SPA+RPA
to have good sign, the one-body Hamiltonian ĥσ must be Hermitian. This condition
is satisfied if the two-body Hamiltonian is purely attractive when decomposed in
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Hermitian form, i.e.,
Ĥ = Ĥ1 −

1X
|vα |{Ôα , Ôα† } .
2 α

(8.42)

In contrast, the SMMC has good sign if the Hamiltonian is time-reversal invariant
and purely attractive when decomposed in time-reversed form, i.e.,

Ĥ = Ĥ1 −

1X
|vα |{Ôα , Oα } .
2 α

(8.43)

For one-body density operators, the Hermitian conjugate and time reversal operations are related by a sign [54]. Thus, the SPA+RPA and SMMC either both have
good sign for an interaction in the density decomposition, or one method has good
sign where the other method does not. In this latter case, the SPA+RPA and SMMC
are complementary, and the SPA+RPA can be used to extend the SMMC method.
The SPA+RPA also can have good sign in the presence of broken time-reversal symmetry, as in the case of a cranking term added to the interaction.
Before proceeding, we also compare the computational cost of our SPA+RPA
method with large-scale quasiparticle RPA (QRPA) calculations based on the selfconsistent HFB approximation. Although our model space is large by CI shell model
standards, it is small relative to the model spaces used in realistic QRPA calculations based on nuclear density functionals [237]. However, QRPA calculations
typically involve spherical or axially-symmetric deformed nuclear shapes. In these
cases, conserved symmetries render the QRPA matrix block diagonal and reduce the
computational cost. Although, as mentioned above, the SPA+RPA conserves total
parity and z-signature, the integration ranges over triaxial shapes. Consequently,
thus the RPA matrix dimension in the SPA+RPA cannot be reduced to a similar
extent as most QRPA calculations based on energy density functionals. Moreover,
in QRPA calculations, the QRPA matrix must be diagonalized only once, whereas
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in the SPA+RPA the diagonalization must be repeated for each integration point.
There is much room for improvement and optimization of the SPA+RPA
method. For example, Ref. [238] discusses a method for speeding up the calculation of the RPA correction factor. In Ref. [215], a method was introduced for the
approximate inclusion of repulsive interactions in the SPA+RPA method. It would
be interesting to explore the application of these methods in the SPA+RPA framework described in this dissertation.

8.6

Conclusion

In this chapter, we described the application of the SPA+RPA to calculate state
densities in the samarium isotope chain

148−155

Sm. Using a pairing plus quadrupole

interaction (8.1), we applied the Monte Carlo method discussed in Chapter 7 to
calculate the SPA+RPA canonical energy and heat capacity, from which we obtained
the canonical partition function, entropy, and state density. We used the partition
function extrapolation method of Ref. [228], summarized in Sec. 8.3, to estimate the
SPA+RPA ground-state energy, which is required to set the scale of the excitation
energy. We found the SPA+RPA canonical entropy, excitation energy, and state
density to be in good agreement with the corresponding SMMC results for each of the
samarium isotopes. These results indicate that the SPA+RPA is a reliable method
for calculating state densities of heavy nuclei in the CI shell model framework.
To show the advantages of the SPA+RPA over the mean-field approximation,
we compared the SPA+RPA entropy and state density to the finite-temperature HFB
entropy and state density in the even-mass isotopes

148,150,152,154

Sm. We found that

the SPA+RPA describes well the collective enhancement in the state density due to
rotational band states that are missing in the HFB approximation. Furthermore,

168

the SPA+RPA entropy remains nonzero in the pairing phase of the HFB, where
the HFB entropy becomes unphysically negative. Thus, the integration over the
static auxiliary fields restores the rotational and intrinsic particle-number symmetries
violated in the mean-field approximation.
Finally, we also found reasonably good agreement between the SPA+RPA and
SMMC state densities and available experimental data. The agreement is best for
relatively low neutron numbers and degrades as the neutron number increases. The
quantitative results for the HFB approximation shown in Table 8.4 highlight the
large rotational enhancement that is missed in this approximation.
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Chapter 9
Conclusion and Outlook
The statistical model of compound-nucleus reactions is important for basic nuclear
science, nuclear astrophysics, and nuclear technology applications. This theory relies on the description of the compound-nucleus states with the Gaussian orthogonal
ensemble (GOE) of random-matrix theory. This GOE description predicts that resonance width fluctuations for any channel follow the Porter-Thomas distribution
(PTD) and that total γ-decay widths have a narrow distribution. The experimental
results of Ref. [31] for neutron resonance widths of

192,194,196

Pt exhibit significant

deviations from the PTD. Similarly, total γ-decay width distributions measured in
the 96 Mo compound nucleus [32] were found to be much broader than the statisticalmodel predictions. These results call into question the GOE description of the compound nucleus.
Statistical-model codes also rely on accurate models of statistical properties
of nuclei, particularly nuclear level densities. Statistical reaction codes [12, 13, 14]
primarily use phenomenological level density models, which become unreliable when
extrapolated away from experimental data [27]. Most microscopic methods for level
densities rely on mean-field approximations. However, these mean-field methods
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neglect important correlations, such as the contribution of rotational bands to level
densities [43]. Moreover, the mean-field solution often breaks symmetries of the
underlying Hamiltonian. Although this symmetry breaking improves the description
of nuclear pairing and deformation within the mean-field approximation, it also limits
the accuracy of level density calculations. The configuration-interaction (CI) shell
model includes correlations beyond the mean field, but exact CI diagonalization is
limited to light and medium-mass nuclei because of the combinatorial increase of
the many-body model space dimension with the number of valence nucleons and/or
single-particle orbitals.
In the first part of this dissertation, we developed realistic resonance-reaction
models based on the GOE statistical model to investigate recent experimental results for width fluctuations. In Chapter 2, we reviewed the GOE statistical model
formalism and derived the expressions for partial and total resonance width fluctuations. In Chapter 3, we discussed a model of compound-nucleus reactions induced
by s-wave neutrons. This model combines a realistic description of the entrance
neutron channel with the GOE model of the compound nucleus. We also developed
an optimization method for calculating resonance energies and widths accurately
within this model, taking into account the secular energy dependence of the average
neutron width. We applied this model to the n+194 Pt reaction, for which PTD violation was found in Ref. [31]. We determined a baseline model parameter set from
the literature and found that our model reproduced evaluated elastic scattering and
neutron capture cross sections well. The neutron width fluctuations obtained from
this baseline model were found to follow the PTD. Varying the parameters of this
model, we found that changing the coupling strength of the neutron channel had
no significant effect on the width statistics. We could obtain PTD violation only
in the presence of a near-threshold bound or virtual state in the neutron channel,
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as proposed in Ref. [119]. However, such a state exists only in a narrow parameter
range. Overall, our results significantly restrict the theoretical explanations for the
results of Ref. [31]. This work is published in Ref. [36].
In Chapter 4, we developed a model of γ-decay from compound-nucleus resonances to investigate the experimental results of Ref. [32] for s- and p-wave neutron
scattering from

95

Mo. Our model included the large number of individual γ-decay

channels in a semi-realistic way, using an empirical level density and γ-ray strength
function (γSF) [133, 134]. We found that the large number of γ channels do not
perturb the PTD resonance statistics. We also simulated total γ width distributions
for the compound nucleus

96

Mo. We found that varying the parameters of the elec-

tric dipole (E1) γSF did not affect the width of the total γ width distributions for
the various spin-parity classes of compound-nucleus resonances. We also found that
these distributions were insensitive to non-PTD partial γ width fluctuations. In sum,
we were unable to explain the experimental results of Ref. [32] within the statistical
model. This study is published in Ref. [37].
In the second part of this dissertation, we presented many-body methods for
calculating nuclear state densities within the CI shell model framework. In Chapter 5,
we defined the state and level densities and reviewed their role in statistical reaction
theory. We also provided an overview of the CI shell model approach to the nuclear
many-body problem.
In Chapter 6, we presented two novel approaches for projection after variation
(PAV) onto broken symmetries in the finite-temperature Hartree-Fock-Bogoliubov
(HFB) approximation, a widely used mean-field method. PAV enables the calculation
of finite-temperature observables as functions of good quantum numbers associated
with symmetries that are broken at the mean-field level, such as particle number and
total angular momentum. The first method, published in Ref. [88], assumes that the

172

HFB Hamiltonian and all the generators of the broken symmetry are invariant under
time-reversal symmetry. The second and more general Pfaffian method, published in
Ref. [89], does not require any symmetry of either the HFB Hamiltonian or the symmetry generators. We validated the Pfaffian method in a simple cranking model that
violates time-reversal symmetry. Next, we calculated the state density of

150

Sm us-

ing exact particle-number PAV. We found that the exact particle-number projection
improves somewhat over the discrete Gaussian method of Ref. [43]. However, exact particle-number PAV does not repair the deficiencies of the HFB approximation.
In particular, we showed that the particle-number-projected HFB underestimates
significantly the exact state density calculated with the shell model Monte Carlo
(SMMC) method at energies corresponding to the deformed phase of the HFB. This
systematic underestimation, known as the collective rotational enhancement of the
state density [64], is due to the fact that the HFB does not include the contribution
of rotational band states to the state density. In addition, the particle-number projected HFB canonical entropy becomes unphysically negative in the pairing phase
because of the intrinsic violation of particle-number conservation in the HFB solution
[88].
In Chapter 7, we derived the static-path plus random-phase approximation
(SPA+RPA) approach to finite-temperature nuclear observables. Formulated using
the Hubbard-Stratonovich transformation, the SPA+RPA includes static fluctuations and small-amplitude time-dependent quantal fluctuations beyond the meanfield approximation. At a low temperature, larger-amplitude quantal fluctuations
must be taken into accounts, and the SPA+RPA method breaks down. We derived
the SPA+RPA expression for the grand-canonical partition function. We also discussed symmetry projection in the SPA+RPA and derived an approximate canonical
partition function that combines exact number-parity projection with approximate
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particle-number projection. We then introduced a Monte Carlo method to evaluate
SPA+RPA observables. Finally, we compared the SPA+RPA approach with the
SMMC method [57].
Finally, in Chapter 8, we benchmarked SPA+RPA state densities against exact
SMMC state densities in the samarium isotope chain

148−155

Sm. We used a pairing

plus quadrupole force and applied the partition function extrapolation method of
Ref. [228] to extract the ground-state energies from the SPA+RPA calculations. We
found that the SPA+RPA state densities were in good agreement with the exact
SMMC densities for both even-mass and odd-mass samarium isotopes. We also
compared the SPA+RPA state densities with particle-number-projected HFB state
densities in the even-mass samarium isotopes

148,150,152,154

Sm. The SPA+RPA re-

produces the rotational enhancement over the HFB state density, showing that the
integration over static fields restores the effect of rotational band states. In addition,
the SPA+RPA corrects the negative entropy problem that plagues the pairing phase
of the particle-number-projected HFB approximation. We also compared our theoretical results with experimental data and found that the SMMC and SPA+RPA
state densities were in similarly good agreement with experimental state densities at
the neutron separation energy in each samarium isotope. Finally, we compared the
computational cost and range of applicability of the SMMC and SPA+RPA methods.
In summary, we applied realistic random-matrix models to investigate experimental findings that disagreed with the GOE statistical model and developed novel
methods for calculating nuclear state densities within the CI shell model framework.
In particular, we benchmarked the SPA+RPA approach to state densities in heavy
nuclei with semi-realistic interaction and found this method to be accurate. Here,
we discuss potential avenues for future research based on the SPA+RPA.
It would be interesting to extend the SPA+RPA method to calculate finite-
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temperature observables for more general effective nuclear interactions. In particular, the method could be made more computationally efficient if the diagonalization
of the full RPA matrix [see Eq. (7.33)] could be avoided. Ref. [238] proposed a
contour integration method for calculating the RPA correction factor that avoids
constructing and diagonalizing the RPA matrix. It would also be possible to calculate the SPA+RPA results for different finite numbers of Matsubara frequencies
and then extrapolate to the infinite-frequency limit. The RPA correction factor can
be calculated for any finite number of Matsubara frequencies using Eq. (7.19). This
approach is qualitatively similar to the ∆β → 0 extrapolation in the SMMC method.
Given a more efficient implementation of the SPA+RPA method, it would be
possible to calculate finite-temperature observables and state densities in actinide
nuclei. State densities in the actinide region are important for studying nuclear
fission [239]. To accomplish this goal, it would be necessary to construct a singleparticle model space and effective interaction that can accurately describe nuclei in
this mass range, following, e.g., the method of Ref. [63]. SMMC calculations in the
actinides would also be of great interest.
Another possibility is to apply spin projection within the SPA+RPA framework, following the projection methods implemented in the SMMC in Ref. [62]. Spin
projection is necessary to calculated spin-dependent level densities in the SPA+RPA
approach. The static one-body Hamiltonian in the SPA+RPA integral violates angular momentum symmetry, so an approximate projection method, similar to the
one used to implement particle-number projection in the calculations described in
Chapter 7, would be necessary. Moreover, in Ref. [45], exact spin projection was
carried out in the SPA for a simple model and found to give accurate results. It
would also be interesting to explore this projection method in the SPA for a larger
model space and a more complex interaction.
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Repulsive interactions introduce a sign problem in the SPA+RPA, limiting its
applicability to a certain set of effective nuclear interactions; see the discussion in
Chapter 7. Ref. [215] introduced a method to account approximately for repulsive
interactions in the SPA+RPA. It would be useful to investigate whether this method
would yield accurate results for realistic effective nuclear interactions. This method
could potentially allow the SPA+RPA to be used for effective nuclear interactions
beyond the reach of the SMMC.
Finally, it would be interesting to study the γSF with the SPA+RPA. Like the
level density, the γSF is a statistical nuclear property that constitutes an important
input to statistical reaction codes. The γSF is described phenomenologically in modern reaction codes, and these models introduce significant errors when extrapolated
[27]. The mean-field approach to the strength function is the RPA and quasiparticle RPA (QRPA), which describe small oscillations around the mean-field solution.
Comparison of RPA calculations with exact shell-model calculations has shown that
the RPA strength function becomes increasingly inaccurate with larger deformation
[240]. Large-scale applications of the QRPA in heavy nuclei must be supplemented
with empirical correction factors [237, 241]. Moreover, unlike the level density, the
γSF cannot be calculated directly in the SMMC method. Rather, the SMMC can
calculate the imaginary-time response function, which is the Laplace transform of the
strength function. Inverting a Laplace transform is numerically an ill-posed problem
[52, 242]. This problem can be approximately solved with the maximum entropy
method [242]. However, the maximum entropy method can reproduce only a few
significant features of the γSF with certainty, and its success depends on the quality
of a prior model of the strength function.
The SPA+RPA has been applied to calculate γSFs at finite temperature in
solvable models with an adiabatic approximation [86, 210]. In this approximation, it
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is assumed that the transition operators do not affect the static auxiliary-field configuration. In Ref. [81], a non-adiabatic approach based on the SPA was applied to a
simple model. It would be interesting to investigate the accuracy of these approaches
for the pairing plus quadrupole interaction used in Chapter 8. In particular, it would
be useful to study whether the SPA+RPA γSF yields improved results relative to
the finite-temperature QRPA γSF in the framework of the CI shell model. The SPA
and SPA+RPA γSFs could also provide useful prior models for maximum entropy
calculations of SMMC imaginary-time response functions.
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Appendix A
Gaussian orthogonal ensemble
As discussed in Chapter 2, the statistical model of compound-nucleus reactions described in consists of replacing the compound-nucleus Hamiltonian with an ensemble
of random matrices drawn from the Gaussian orthogonal ensemble (GOE) of randommatrix theory. Here, we discuss the important properties of the GOE. For a more
complete review of random-matrix theory in the context of nuclear structure and reactions, see Refs. [10, 11]. Ref. [15] contains a more general review of random-matrix
theory. Ref. [17] reviews random-matrix theory in the context of quantum dots.
The GOE is an ensemble of real, symmetric matrices defined by the probability
density function of matrix elements



N
2
P (H)d[H] = N exp − 2 Tr H
d[H] ,
4λ

(A.1)

In Eq. (A.1), λ is scale parameter, N is the dimension of the matrices, and d[H] =
Q
µ≤ν dHµν is the measure of the independent matrix elements. N is a normalization
factor.
The probability distribution (A.1) is invariant under orthogonal transformations of the GOE. Thus, ensemble averages over the GOE may be done in any fixed
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basis of the Hilbert space. This important property is known as the orthogonal invariance of the GOE. Although the GOE is formulated for a finite dimension N , the
relevant GOE predictions hold in the limit N → ∞. We may rearrange Eq. (A.1) to
give [10]
P (H)d[H] = N

Y

N

2

e− 4λ2 Hµµ dHµµ

Y

N

2

e− 2λ2 Hρσ dHρσ .

(A.2)

ρ<σ

µ

Eq. (A.2) shows that the matrix elements of a GOE random matrix are independent
and follow Gaussian distributions with zero mean and variance

Var(Hµν ) =

λ2
(1 + δµν ) .
N

(A.3)

Eq. (A.3) is also commonly written [10]

Hµν Hρσ =

λ2
(δµρ δνσ + δµσ δνρ )
N

(A.4)

where the overline indicates the expectation value with respect to the GOE probability function in Eq. (A.2).
The GOE probability density function (A.1) can also be rewritten in terms of
the eigenvalues Eµ and orthogonal matrices O of eigenvectors to give [10]
N

P (H)d[H] = N dOe− 4λ2

P

µ

2
Eµ

Y
ρ<σ

|Eρ − Eσ |

Y

dEµ ,

(A.5)

µ

where dO is the Haar measure of the orthogonal group. Eq. (A.5) shows that the
GOE energy levels repel each other when they become close.
The eigenvectors are uncorrelated from the eigenvalues and are randomly distributed orthogonal matrices. In the limit N → ∞, the projections of the eigenvectors onto any fixed basis of the Hilbert space are independently distributed Gaussian
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random variables [10]. This results leads to the Porter-Thomas fluctuations of resonance widths in the isolated resonance regime, which are proportional to the squared
projections of the GOE eigenvectors; see Chapter 2.
Finally, we discuss the average level density of the GOE. This is given by
N
ρ(E) =
πλ

s



1−

E
2λ

2
,

(A.6)

in the limit N → ∞. This is known as “Wigner’s semicircle law” [10]. In the center
of the distribution, the average level spacing is given by

D=

πλ
N

(A.7)

In numerical studies, GOE results will hold near the center of the distribution. Away
from this center, the semicircle shape of the level density will distort the results.
Thus, it is important to restrict numerical studies for any ensemble of finite-size
GOE matrices to near the center of the bandwidth.
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Appendix B
Two-body matrix elements in the
CI shell model
Here, we discuss the CI shell model Hamiltonian in more detail. We refer the reader
to Refs. [54] and [56] for more details.
We start with a set of single-particle orbitals a = (na la ja tza ). These orbitals are
determined from some central potential plus spin-orbit force. This potential yields
a set of single-particle energies a and radial wavefunctions φama (r). The CI shell
model Hamiltonian can be written

Ĥ =

X
a

a n̂a +

1
2

X

V (ama , bmd ; cmc , dmd )c†ama c†bmb cdmd ccmc ,

(B.1)

abcd
ma mb mc md

where the two-body matrix elements (TBMEs) V (ama , bmd ; cmc , dmd ) can be determined in, e.g., the position basis by
Z
V (ama , bmd ; cmc , dmd ) =

drdr0 φ∗ama (r)φ∗bmb (r0 )V (r, r0 )φcmc (r)φdmd (r0 ) .
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(B.2)

In Eq. (B.2), V (r, r0 ) is the two-body potential. These TBMEs are symmetric under
the following transformation

V (cmc , dmd ; ama , bmd ) = V (ama , bmd ; cmc , dmd ) .

(B.3)

Using fermion anticommutation rules, we obtain

c†ama c†bmb cdmd ccmc =

i
1h †
cama c†bmb cdmd ccmc − c†ama c†bmb ccmc cdmd .
2

(B.4)

We define the antisymmetrized TBMEs by

V A (ama , bmb ; cmc , dmd ) = V (ama , bmd ; cmc , dmd ) − V (ama , bmd ; dmd , cmc ) . (B.5)

Then, we can rewrite the two-body interaction term Ĥ2 in Eq. (B.1) to be
Ĥ2 =

1
2

1
=
4

X

V (ama , bmd ; cmc , dmd )c†ama c†bmb cdmd ccmc

abcd
ma mb mc md

X

(B.6)
V

A

(ama , bmb ; cmc , dmd )c†ama c†bmb cdmd ccmc

.

abcd
ma mb mc md

The antisymmetrized TBMEs in Eq. (B.5) have the following properties
V A (ama , bmb ; , dmd , cmc ) = −V A (ama , bmb ; cmc , , dmd )
V A (bmb , ama ; cmc , , dmd ) = −V A (ama , bmb ; cmc , , dmd )

(B.7)

V A (cmc , , dmd ; ama , bmb ) = V A (ama , bmb ; cmc , , dmd )
Next, we consider coupling the TBMEs to total spin. First, we define the pair
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annihilation and creation operators
X

ÂJM (ab) = [ca × cb ]JM =

(ja ma jb mb |JM ) cama cbmb

ma ,mb

Â†JM (ab)

=

−[c†a

×

c†b ]JM

=−

X

(B.8)
(ja ma jb mb |JM ) c†ama c†bmb

ma ,mb

where (ja ma jb mb |JM ) are the Clebsch-Gordan coefficients. Inverting Eq. (B.8), we
obtain
cama cbmb =

X

(ja ma jb mb |JM ) ÂJM (ab)

JM

c†ama c†bmb

=−

X

(B.9)
(ja ma jb mb |JM ) Â†JM (ab)

JM

Inserting Eq. (B.9) into Eq. (B.6) yields

Ĥ2 =

1
2

X

X

(ja ma jb mb |JM ) V (ama , bmd ; cmc , dmd ) (jc ma jb mb |J 0 M 0 ) Â†JM (ab)ÂJ 0 M 0 (cd) .

JM
abcd
ma mb mc md J 0 M 0

(B.10)
A rotationally invariant interaction cannot change the total spin J or the total magnetic quantum number M . This interaction must also not depend on the magnetic
quantum number M . Thus,

X

(ja ma jb mb |JM ) V (ama , bmd ; cmc , dmd ) (jc ma jb mb |J 0 M 0 ) = VJ (ab, cd)δJJ 0 δM M 0 ,

ma mb mc md

(B.11)
The spin-coupled TBMEs VJ (ab, cd) are defined by

VJ (ab, cd) ≡

X

(ja ma jb mb |JM ) V (ama , bmd ; cmc , dmd ) (jc mc jd md |JM ) ,

ma mb mc md

(B.12)
where M is any value allowed by J. Eq. (B.10) can be rewritten in terms of the
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spin-coupled TBMEs to be,

Ĥ2 =

X †
1 XX
VJ (ab, cd)
ÂJM (ab)ÂJM (cd)
2 abcd J
M

(B.13)

The spin-coupled TBMEs have the following symmetry

VJ (cd, ab) = VJ (ab, cd)

(B.14)

We can rewrite Eq. (B.13) as
X †
1 XX A
ÂJM (ab)ÂJM (cd) ,
VJ (ab, cd)
4 abcd J
M

(B.15)

VJA (ab, cd) = VJ (ab, cd) − (−)jc +jd −J VJ (ab, dc) .

(B.16)

Ĥ2 =

where

These antisymmetrized TBMEs have the following symmetry properties
VJA (ab, dc) = (−)(−)jc +jc −J VJA (ab, cd)
VJA (ba, dc) = (−)(−)ja +jb −J VJA (ab, cd)

(B.17)

VJA (cd, ab) = VJA (ab, cd) .
Some interaction codes introduce an additional factor in the definition of the
antisymmetrized TBMEs (B.16) to give

ṼJA (ab, cd) = [(1 + δab )(1 + δcd )]−1/2 VJA (ab, cd) .
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(B.18)

Appendix C
RPA correction factor
Here, we derive the form of the RPA correction factor.
We start with Eq. (7.13) of Chapter 7
Z
Zgc (β, µp , µn ) =

dσM (σ)Z(σ)C(σ),

(C.1)

where


P
Z(σ) = Tr e−β(ĥσ − t µt N̂t ) ,

(C.2)

and
C(σ) = N

Z Y

dδσr dδσr∗ e−S(δσ) .

(C.3)

r>0

The effective action S(δσ) is given by
Nsep

S(δσ) = β

XX

vα |δσα,r |2 − lnhT e−

Rβ
0

dτ V̂δσ (τ )

iσ .

(C.4)

α=1 r>0

Next, we expand S(δσ) in Eq. (C.4) to second order in the auxiliary-field fluc-
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tuations δσ. This yields The second-order expansion of Eq. (7.16) yields

S(δσ) ≈ β

XX
α

=β

r>0

XX
α

∗
vα δσαr
δσαr

∗
δσαr
vα δσαr

r>0

1
−
2

Z

β

dτ dτ 0 hT V̂δσ (τ )V̂δσ (τ 0 )iσ,conn

0

Z β
1 X X
0
∗
−
vα vβ δσαr δσβs
dτ dτ 0 e−iωr τ +iωs τ hT Ôα (τ )Ôβ (τ 0 )iσ,conn
2 α,r6=0 β,s6=0
0
(C.5)

To further simplify Eq. (C.5), we consider the correlator matrix

Cαβ (τ, τ 0 ) = hT Ôα (τ )Ôβ (τ 0 )iσ,conn

(C.6)

This matrix has the properties

Cαβ (τ, τ 0 ) = Cαβ (τ − τ 0 )

Cαβ (τ ) = Cαβ (τ + β)
Cαβ (−τ ) = Cβα (τ )

τ <0
τ >0

(C.7)

(C.8)
(C.9)

These properties imply that C has the following Fourier expansion,

Cαβ (τ ) =

1 X iωr τ
e Cαβ (iωr )
β r6=0

(C.10)

where
β

Z

dτ e−iωr τ Cαβ (τ )

Cαβ (iωr ) =

(C.11)

0

Thus
Z

β

0

dτ dτ 0 e−iωr τ +iωs τ Cαβ (τ, τ 0 ) = βδrs Cαβ (iωr )

0
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(C.12)

Thus,

Z β
1 X X
1 XX
0
∗
∗
vα vβ δσαr δσβs
dτ dτ 0 e−iωr τ +iωs τ hT Ôα (τ )Ôβ (τ 0 )iσ,conn =
βvα vβ Cαβ (iωr )δσαr
δσ
2 α,r6=0 β,s6=0
2
0
αβ r6=0


XX
Cαβ (iωr ) + Cβα (−iωr )
∗
δσβr
=β
δσαr vα vβ
2
αβ r>0
=β

XX

∗
vα vβ Cαβ (iωr )δσβr
δσαr

αβ r>0

(C.13)
where we have used the fact that Cβα (iωr ) = Cαβ (−iωr ). Inserting the result (C.13)
into (C.5), we obtain the Gaussian approximation Eq. (7.17), where

Aαr,βs = δrs Aαβ (iωr ) = δrs βvα (δαβ − vβ Cαβ (iωr ))

(C.14)

Thus, the RPA correction factor C(σ) in Eq. (7.18) is given by
Y β Q vα
α
C(σ) ≈
det
A(iω
r)
r>0

(C.15)

This result gives us Eq. (7.19) in Chapter 7.
Next, we consider a particle-number violating interaction, as considered in
Sec. 7.2.3 of Chapter 7. First, we express the interaction operators Ôα in the quasiparticle basis γ, γ † as
 

1
γ  1

(11)
Ôα =
   + tr O
γ† γ 
(20),∗
(11),∗
2
2
γ†
−Oα
−Oα

X  (11) †
1 (20) † † 1 (20),∗
=
Oα,ij γi γj + Oα,ij γi γj − Oα,ij γi γj
2
2
ij






(11)
Oα

(20)
Oα

(C.16)

where O(11) is Hermitian and O(20) is skew-symmetric. Inserting Eq. (C.16) into
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Eq. (C.6) yields

Cαβ (iωr ) =

X
ij,kl

(11) (11)
Oα,ij Oβ,kl

Z

β

dτ e−iωr τ hγi† (τ )γj (τ )γk† γl iσ,conn

0

Z
1 (20) (20),∗ β
− Oα,ij Oβ,kl
dτ e−iωr τ hγi† (τ )γj† (τ )γk γl iσ,conn
4
0

Z
1 (20),∗ (20) β
† †
−iωr τ
dτ e
hγi (τ )γj (τ )γk γl iσ,conn
− Oα,ij Oβ,kl
4
0

(C.17)

The Fourier transforms of the two-quasiparticle correlation functions can be
evaluated using the following formulas

γi† (τ ) = eτ Ei γi

(C.18)

hγi γj† iσ = (1 − fi )δij

(C.19)

γi (τ ) = e−τ Ei γi ,

and
hγi† γj iσ = fi δij ,

where fi = (eβEi + 1)−1 is the thermal quasiparticle occupation number.
Using these results, the first integral on the right-hand side of Eq. (C.17) is
given by
Z

β
−iωr τ

dτ e

hγi† (τ )γj (τ )γk† γl iσ,conn

Z
= δil δjk fi (1 − fj )

0

β

dτ e(−iωr +Ei −Ej )τ

0


fi (1 − fj )
= δil δjk
eβ(Ei −Ej ) − 1
Ei − Ej − iωr
fj − fi
= δil δjk
Ei − Ej − iωr
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(C.20)

The second integral is given by
β

Z

−iωr τ

dτ e

hγi† (τ )γj† (τ )γk γl iσ,conn

Z
= (δil δjk − δik δjl )fi fj

0

β

dτ e(−iωr +Ei +Ej )τ

0


fi fj
eβ(Ei +Ej ) − 1
= (δil δjk − δik δjl )
Ei + Ej − iωr
1 − fi − fj
= (δil δjk − δik δjl )
Ei + Ej − iωr
(C.21)
Finally, the third integral is given by
Z

β
−iωr τ

dτ e

hγi (τ )γj (τ )γk† γl† iσ,conn

Z
= (δil δjk − δik δjl )(1 − fi )(1 − fj )

β

dτ e(−iωr −Ei −Ej )τ

0

0


(1 − fi )(1 − fj ) −β(Ei +Ej )
e
−1
= (δil δjk − δik δjl )
−Ei − Ej − iωr
1 − fi − fj
= (δil δjk − δik δjl )
Ei + Ej + iωr
(C.22)
Inserting Eqs. (C.20-C.22) into Eq. (C.17) yields
X (11) (11)
Cαβ (iωr ) =
Oα,ij Oβ,ji
ij

fj − fi
Ei − Ej − iωr

1 (20) (20),∗ 1 − fi − fj
− Oα,ij Oβ,ji
2
Ei + Ej − iωr

1 (20),∗ (20) 1 − fi − fj
− Oα,ij Oβ,ji
2
Ei + Ej + iωr

(C.23)

Eq. (C.23) can be written

Cαβ (iωr ) =

1X
f˜n − f˜m
Oα,mn Oβ,nm
2 mn
Ẽm − Ẽn − iωr

(C.24)

where the indices m, n = 1, .., 2Ns and the matrices Oα are given by Eq. (7.29) of
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Chapter 7. Using Eq. (C.24), the covariance matrix (C.14) is given by

Aαβ (iωr ) = β

1X
f˜n − f˜m
vα δαβ − vα vβ
Oα,mn Oβ,nm
2 mn
Ẽm − Ẽn − iωr
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(C.25)

Appendix D
RPA frequencies as poles of
covariance matrix
Here, we show that the zeros of the function det [A(z)] for the covariance matrix A
in Eq. (7.32) of Chapter 7, considered as a function of a complex variable z, are the
RPA frequencies obtained from the matrix in Eq. (7.33) of Chapter 7.
The zeros are given by the solutions of the linear equations

A(iωr → −zν )Xν = 0

(D.1)

We rewrite Eq. (D.1) in terms of explicit matrix elements and divide both sides by
βvα , yielding

Xν (α) −

f˜n − f˜m
1X X
vβ
Oα,nm Oβ,mn
Xν (β) = 0
2 β
Ẽ
−
Ẽ
−
z
m
n
ν
mn

(D.2)

where we note that the indices on the matrices on the left-hand side reflect the
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replacement iωr → −zν . We define
X
1
Xν (α)
δRν (mn) = (f˜n − f˜m )
vα Oα,mn
2
Ẽm − Ẽn − zν
α

(D.3)

Multiplying both sides of Eq. (D.2) by 12 vα Oα,mn (f˜n − f˜m ) and summing over α yields
XX
1
(Ẽm − Ẽn − zν )δRν (mn) − (f˜n − f˜m )
vα Oα,mn Oα,n0 m0 δRν (m0 n0 ) = 0 (D.4)
2
α m0 n0
Eq. (D.4) is a matrix equation that can be written more transparently as

MδRν = zν δRν

(D.5)

where
X
1
Mmn,m0 n0 = Ẽm − Ẽn δmm0 δnn0 − (f˜n − f˜m )
vα Oα,mn Oα,n0 m0 .
2
α




Eq. (D.6) is the QRPA matrix defined in Eq. (7.33) of Chapter 7.
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(D.6)

Appendix E
Jackknife method
Here, we review the jackknife resampling method that we use to calculate expectation
values and statistical errors for the Monte Carlo method in the SPA+RPA described
in Chapter 7. For more details, see Ref. [217].
We consider an observable O. As shown in Chapter 7, this observable can be
expressed as
O=

hC(x)O(x)iW
.
hC(x)iW

(E.1)

where x are dimensionless auxiliary fields, W (x) is the weight function, and C(x) is
the RPA correction factor.
Suppose that our Monte Carlo walk has yielded n sample configurations {xi }ni=1 .
We write Ci = C(xi ), Oi = O(xi ). The i-th jackknife sample of a function consists
of the average over of this function all but 1 sample, e.g.
Pn
CiJ =

Pn
(CO)Ji =

Cj − Ci
n−1

j=1

j=1

Cj Oj − Ci Oi
n−1
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(E.2)

(E.3)

We create n jackknife samples of the expectation value (E.1) by

OiJ (β) =

(CO)Ji
CiJ

(E.4)

Finally, we estimate the expectation value by taking the average over these jackknife
samples
n

1X J
O≈O =
O (β)
n i=1 i
J

(E.5)

We calculate the statistical error on the estimate (E.5) from the jackknife samples
using
r
δOJ =

n−1
n

n
X

!1/2
OiJ − O


J 2

(E.6)

i=1

The jackknife method naturally takes into account the correlations between the
numerator and denominator in Eq. (E.1). For this reason, the jackknife method is
convenient for calculating expectation values of combinations of functions that are
directly sampled in the Monte Carlo walk.
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