Abstract. The problem of estimation of the distribution functions of components in a mixture in the case of censored observations is considered. Optimal estimators are found in the class of linear estimators. Since the optimal estimators depend on unknown distribution functions of components, an adaptive estimation scheme is used. The asymptotic normality is proved for adaptive estimators and it is shown that their concentration coefficient coincides with that of the optimal linear estimator.
Introduction
Statistical methods are often used when processing survival data in medicine as well as in engineering. A distinctive feature of survival data is that some observations may be censored. Parametric methods of the estimation of censored observations are known in the literature (see, for example, [1] ). Nevertheless the nonparametric methods are the most useful for the estimation of the cumulative function of intensity Λ(t) and survivor function S(t). Other useful methods are the methods of comparison of these functions for different groups.
In practice, it does often happen that the objects observed during an experiment belong to several populations, and the available data are obtained from a mixture of populations. Thus a natural problem is to estimate probability characteristics for every sample from a mixture of populations.
Here is the precise setting of the problem. Let m populations be given and let the distribution functions of the life time be H 1 (t), H 2 (t), . . . , H m (t), t≥ 0.
Assume that N ≥ m sample are given and every observation may belong to one of the populations. Let the observations in every sample be right-censored. For an arbitrary observation in the sample j, we also assume that the probability that the observation is censored depends on the sample but does not depend on the population containing the observation. Denote by w
the probabilities (concentrations of components in a mixture) that an object of the sample j belongs to the population l. We assume that the probabilities {w
are known for every sample. Thus the distribution of the life time of an object in the sample j is given by
for all j. Mixtures of this type are called mixtures with varying concentrations. The distribution functions F j (t), j = 1, . . . , N, can be estimated from any sample using the Kaplan-Meier method. Denote the Kaplan-Meier estimators byF j (t). Now the problem is to find estimatorsĤ 1 (t),Ĥ 2 (t), . . . ,Ĥ m (t) of the distribution functions of components in the mixture. First we search for estimatorsĤ l (t) in the class of linear estimators, that is, in the class of estimators of the following form:
where
is a nonrandom vector of weight coefficients. We show in Section 3 that, under certain conditions, estimatorsĤ(t, a (l) (t)) are asymptotically normal with some concentration coefficient σ 2 (t, a (l) (t)). We also find the optimal a (l) (t) for which σ 2 (t, a (l) (t)) is minimal. It will turn out, however, that the coefficient a (l) (t) depends on unknown values H l (t). Thus we need to use an adaptive estimation procedure. At the first step of the procedure, we obtain rough estimators of H l (t) using nonoptimal weight coefficients. The estimators obtained at the first step are used further to obtain optimal weight coefficients. Using the optimal weight coefficients we obtain adaptive estimators at the final step of the procedure.
We show in Section 4 that adaptive estimators are asymptotically normal, and their concentration coefficient coincides with that of the optimal linear estimator.
The Kaplan-Meier estimator and its properties
The majority of the methods of survival analysis are based on the model of random censoring. In what follows I A denotes the indicator of a set A. Definition 1. In the model of random censoring, ordered pairs
denote n (n ≡ N j=1 n j ) independent random variables called failure and censoring times, respectively. Observed are the variables
The corresponding distribution functions are denoted by
Definition 2. The function S j (t) is called the survivor function of the sample j, while
is called the cumulative intensity function.
In the general case, the probability of censoring U jk in any of N samples can be different for different objects. In what follows we assume that the distributions C jk (t) and L jk (t) do not depend on k.
Consider the following stochastic processes:
Denote by L j the number of failures in a sample of n j elements (thus,
Lj be the failure times placed in ascending order. The Kaplan-Meier estimator [2] of the survivor function is defined bŷ
The Kaplan-Meier estimateŜ j (t) has the following properties:
2) If F j (t) is continuous and t > 0 is such that
in probability whereF j (s) = 1 −Ŝ j (s). (See [3] for the proof of 1) and 2).)
The following result on the limit properties of the Kaplan-Meier estimator is a version of Theorem 6.1.3 of [3] .
Theorem 1. Assume that there are a continuous function π j (t) and a constant
in probability and
in probability.
Linear estimators of the distribution functions of components in a mixture
In what follows, for the model of random censoring under consideration, we assume that T jk and U jk are independent for all k = 1, . . . , n j and j = 1, . . . , N and that the functions S j (t) = P{T jk > t}, C j (t) = P{U jk > t} are continuous. We also assume that n j → ∞ for all j, and there exist constants
Then one can apply Theorem 1 for any of the N Kaplan-Meier estimatorsF j (t) by putting
where X jk = min(T jk , U jk ). We use the following notation in the proof of Theorem 1:
.
T be the column l of the unit matrix where δ ij is the Kronecker symbol.
Theorem 2. Assume that the columns of the matrix X are linearly independent and put
Let t ∈ X N , t < ∞, and
for some bounded functions a 
Proof. It follows from (3) and representation (1) that
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for any fixed 1 ≤ l ≤ m. This implies that
Since t ∈ X N , the definition of the function π j (t) yields that S j (t) > 0 for all j. Let
according to properties of the Kaplan-Meier estimator. Since
in probability and π j (t) > 0, we have Y j (t) → ∞ as n → ∞ in probability. Hence
By assumption a
Note that the estimatorĤ l (t) is unbiased if Y j (t) > 0 at the point t for all j, since any estimatorŜ j (t) is unbiased in this case.
To prove the second statement of Theorem 1 we consider √ n(Ĥ l (t) − H l (t)). First we study the case of N > m. Using representation (4), we get
Thus one expects that
Assume that (5) indeed holds. Then the concentration coefficient of estimatorsĤ l (t) is minimal if (3) holds and
The latter is a conditional extremum problem. Solving it by the Lagrange method we obtain
where A(t) is the matrix whose columns determine the optimal weight coefficients for the estimators of the distribution functions; the matrices V (t) and Γ(t) are defined above. Note that σ 2 (t, a (l) (t)), l = 1, . . . , m, are minimal for the functions a (l) j (t) since the sufficient condition for the existence of the conditional extremum is satisfied.
Consider conditions under which det Γ(t) = 0. Since v k (t) > 0 and S k (t) > 0 for all k and t ∈ X N , we have
, that is, γ pi is the scalar product of the pth and ith columns of the matrix
and Γ(t) is the Gram matrix constructed from these columns. Thus det Γ(t) = 0 if and only if columns of the matrix V 1 (t) are linearly dependent. The functions
do not affect linear dependence, thus det Γ(t) = 0 if columns of the matrix X are independent. Let us show that relation (5) holds for the functions a 
The functions a 
Thus consistent estimators of components in the mixture do not exist in this case.
Adaptive estimators of the distribution functions of components in a mixture
Column vectors of the matrix A(t) determine the best estimators of unknown distribution functions H l (t) in the sense of the minimum of the concentration coefficient. However they are of no practical importance, since all of them depend on the unknown functions v j (t) and S j (t), j = 1, . . . , N. Put
Then the matrices Γ(t) and V (t) can be rewritten as follows:
Consider the matricesΓ(t) = X TQ (t)X andV (t) =Q(t)X for t such that 0 <v j (t) < ∞ andŜ j (t) > 0 for all j. If the columns of the matrix X are linearly independent, then detΓ(t) = 0. In this case the matrix (6)Â(t) =V (t)Γ −1 (t) determines new, adaptive, estimators for H l (t), namelỹ
j (t) are entries of the column l in the matrixÂ(t). Now we show that for all 
This means that
for all l. Since v j (t) > 0 andv j (t) → v j (t) as n → ∞ in probability, we obtain 1 v j (t) → 1 v j (t) in probability. Similarly 1
j (t) in probability. This implies that the functionsâ 
