Abstract. In this paper we continue our study, begun in [11] , of the exceptional set of integers, not restricted by elementary congruence conditions, which cannot be represented as sums of three or four squares of primes. We correct a serious oversight in our first paper, but make further progress on the exponential sums estimates needed, together with an embellishment of the previous sieve technique employed. This leads to an improvement in our bounds for the maximal size of the exceptional sets.
Introduction
As in [11] we write:
A 3 = {n ∈ N : n ≡ 3 (mod 24), n ≡ 0 (mod 5)}, A 4 = {n ∈ N : n ≡ 4 (mod 24)}.
We further put:
E j (N ) = |{n ∈ A j : n ≤ N, n = p 2 1 + · · · + p 2 j , for any primes p u }|, j = 3, 4. Our purpose in writing this article is to correct an error in our previous discussion of upper bounds for these sets and also to introduce further refinements to the method which lead to superior results. Although the improvement in the exponent is relatively small (the crucial change is from 1/7 to 3/20) the modifications to the method have independent interest and may have further applications -we state one such result below as Theorem 3. It is conjectured that every sufficiently large integer in A j can be represented as the sum of j squares of primes, and so E j (N ) = O(1). The expected main terms from an application of the Circle Method lead one to the following hypothetical asymptotic formulae:
(1.1) (log p 1 ) · · · (log p 4 ) ∼ π 2 
16
S 4 (n)n, where S j (n) > 0 for all large n ∈ A j . In 1938 Hua [13] proved a general result on representing almost all numbers in suitable residue classes as the sum of two squares of primes and the k−th power of a prime, from which it follows that almost all n ∈ A 3 are representable as sums of three squares of primes. Of course, we then immediately obtain that almost all n ∈ A 4 are representable as sums of four squares of primes. The subsequent history of this problem is documented in [11] (charting the developments in [24, 15, 20, 19, 14] ), culminating in the authors' demonstration that E 3 (N ) ≪ N
6/7+ǫ
and E 4 (N ) ≪ N 5/14+ǫ .
Unfortunately there was a serious oversight in our proofs. To be precise, the display (4.16) in [11] which gives an estimate on average for the singular series, namely
is not good enough for the stated result to follow. We would like to thank Claus Bauer and Hongze Li who both independently alerted the authors to this error. We correct this in section 3.5 here. However, we can now move beyond what seemed a difficult barrier with the previous exponents, which arose as 1 − σ and Combining the new ideas in the present work with [16] we obtain the following. 
The Method
We shall only prove Theorem 1; the straightforward modifications needed for Theorem 2 follow as in [11] , and for Theorem 3 as in [16] . It suffices to estimate the number of exceptional integers n in the set B = A 3 ∩ ( 1 2 N, N ] where N will be our main parameter, which we assume to be "sufficiently large". We write P = N 1/2 , L = log P, I = 1 3 P, 2 3 P . We use c to denote an absolute constant, not necessarily the same at each occurrence. In the following, σ will be a parameter in the range , and our method will show that E 3 (N ) ≪ N 1−σ+ǫ . Here, as elsewhere in the following, ǫ is an arbitrary small positive real.
We wish to represent integers n in the form m where each m j is restricted to prime values. In our previous paper we sieved only one of the variables, say m 3 . In our current work we will sieve two variables, albeit in a rather asymmetric way. To be precise, let ρ 1 (m) be the characteristic function of the set of primes. Suppose that, for suitable non-negative functions ρ j (m), 2 ≤ j ≤ 5, we have ρ 2 (m) ≥ ρ 1 (m) = ρ 3 (m) − ρ 4 (m) + ρ 5 (m). Then Here we will want the ρ j , 2 ≤ j ≤ 4, to satisfy:
It then remains to establish that
for the same value K n in the two cases k = 1, ℓ = 3, k = 2, ℓ = 4 where C 1 = 1, with at most E 3 (N ) exceptions up to N . Here Π(n, Q) is an approximation to S(n) which we define later and which satisfies Π(n, Q) ≫ L −3 . When we state the main term more explicitly it will be clear that 1 ≪ K n ≪ 1 with absolute constants. The properties of the ρ j necessary to achieve this will be introduced when relevant. In particular it should be noted that we require ρ 2 and ρ 3 to satisfy the most stringent conditions.
Our application of the circle method has the same format as our previous work; see [25] for a general introduction. The main contribution to the right side of (2.1) comes from the major arcs which we denote by M and are defined as follows. Let Q = P 2σ−3ǫ and write (shifting [0, 1) by ω = QP −2+ǫ which does not change (2.1))
The minor arcs m are then given by m = [ω, 1 + ω) \ M. For technical reasons, it is convenient to modify f j (α), j ≥ 2, on the major arcs to remove interference between possible prime divisors of m (when ρ(m) < 0) and approximation denominators. We introduce a function θ(m, α) which is 1 except when there exist integers a and q such that
in which case θ(m, α) = 0. Write
We note that g j (α) = f j (α) for α ∈ m and that (2.6)
for all α.
The major arcs
The major arc contributions to S 1 and S 2 are dominated by the integrals
respectively. In this section, we evaluate the latter integral. The evaluation of the former can be carried out in a similar fashion and is, in fact, less technical. As in [11] , we suppose that ρ j , j = 2, 3, 4, have asymptotic properties similar to those of ρ 1 . To be precise, we assume that ρ j satisfy the following two hypotheses:
(i) Let A, B > 0 be fixed, let χ be a non-principal character modulo q, q ≤ L B , and let I ′ be a subinterval of I. Then
(ii) Let A > 0 be fixed and let I ′ be a subinterval of I. There exists a smooth function δ j on I such that
Of course, by the Siegel-Walfisz theorem, these hypotheses hold also for ρ 1 (m) with δ 1 (m) = (log m) −1 . We note that (3.2) gives
Furthermore, we assume that: (iii) ρ j (m) = 0 if m has a prime divisor p < Z = P 1−6σ .
For j = 1, . . . , 4, we define functions f * j (α) on M by setting
Here χ 0 is the principal character modulo q and
We now proceed to estimate the integral
which we think of as the error of approximation of the contribution from M by the expected main term. For our purposes, it suffices to show that this quantity is O(P L −A ) for any fixed A > 0, for example.
A difficulty arises upon reducing σ below 1/7 -the function θ(m, α) no longer covers the interference between all possible prime divisors of m (when ρ(m) < 0) and the major arc denominators. To be precise, we need a new argument for the range from Z to P σ . To deal with this, for an integer q, we write S q for the set of primes p in the range Z ≤ p < P σ that divide q. In particular, S 0 is simply the set of primes p with Z ≤ p < P σ . We also write S ′ q = S q ∪ {1}. Since Z 2 > P σ , under hypothesis (iii), we have
where for α ∈ M(q, a) and l ∈ S ′ q ,
Similarly to (4.1) in [11] , when α ∈ M(q, a) and l ∈ S ′ q , we have
where q l = q/l and β = α − a/q. If χ is a character and l a natural number, we now define
where D l (χ) = 1 when l = 1 and χ is principal and D l (χ) = 0 otherwise. By (3.4) above and (4.1) in [11] ,
Using (3.5)-(3.7), we can express the integral (3.3) as the linear combination of seventeen quantities of the form
To be more precise, each of the eighteen possible combinations occurs with the exception of f We shall restrict our attention here to the two most troublesome combinations:
where M p denotes the subset of M consisting of the major arcs M(q, a), with q divisible by p 1 and p 2 . However, before we estimate I 1 and I 2 , we need to establish some lemmas.
3.1. Bounds for averages of W j,l (χ, β). At this point, we need to make a hypothesis about the structure of the sieve weights ρ j . Henceforth, we write
We also extend ψ(m, z) to all real m > 0 by setting ψ(m, z) = 0 when m is not an integer. Our construction will yield coefficients ρ j that are linear combinations of convolutions of the form
where |ξ r | ≤ τ (r) c and |η s | ≤ τ (s) c . In our applications the value of z will often depend on certain variables. To help set up the necessary hypotheses for our auxiliary results we therefore write z(r, s) for a positive real-valued function, which in practice will either be fixed, or take the value p for some prime divisor of r or s; see §5 for the specific cases of interest. We also put (3.12)
We now require that ρ j satisfies the following additional hypothesis: (iv) ρ j can be expressed as a linear combination of O(L c ) convolutions of the form (3.11), where
For the remainder of §3.1, we suppress the index j and write W l (χ, β) for W j,l (χ, β), ρ for ρ j , etc. Lemma 1. Let α, β be reals with 0 < α < β, let n, g be positive integers, and let (A q ) be a sequence of positive reals such that q∼Q d|q
where
where β ′′ = min(β, 1). 
where |ξ *
, and either
Proof. This can be established similarly to Lemma 5.4 in [14] , which contains (essentially) the case Φ(m) = χ(m)e(βm 2 ). The second and third conditions in (3.14) can serve as a replacement for the hypothesis z ≤ P 23/140 in [14] .
The above result covers ρ 2 and ρ 3 , while the following lemma covers additional sums that arise in ρ 4 . . This gives Type II sums with one range of size P 9/20 /R to P 1/3 , and Type I sums where the variable with an "unknown" weight has size ≤ (P/R) 1/2 u. These sums are quickly shown to have the required properties.
For the sum in (3.17) we immediately have a sum of the correct form when r < P 8/35 or pqr < P 11/20 . For the remainder of the sum we note that P 8/35 > (P/pqr) 1/2 and so ψ(m/pqr, r) detects primes only. Again we can apply HeathBrown's identity and obtain the required result.
For either of the above sums we could have used the Alternative Sieve technique we employ later, but the appeal to Heath-Brown's identity is quicker.
Lemma 4. Let l ∈ S 0 ∪ {1} and g, n, D ∈ N. Suppose that ρ is either a convolution of the form (3.11) that satisfies (3.13), or one of (3.16), (3.17) . Suppose also that G, ∆ are reals such that ∆lDG 1+ǫ ≤ P −31/20 and that H(D, G) is a set of characters χ = ξψ, where ξ is a character modulo D and ψ a primitive character modulo q, with q ≤ G and (q, D) = 1. Then
Proof. We can use Lemma 1 to deduce (3.18) from the inequality
We first consider the case l = 1. If ρ is of the form (3.11), it follows from the hypotheses (3.13) that R, S and z(r, s) satisfy the hypotheses (3.14) of Lemma 2. By Lemma 3 we obtain the required conclusions for the convolutions (3.16) and (3.17) too. Thus, we may assume that W 1 (χ, β) is given by (3.15) with Φ(m) = χ(m)e(βm 2 ) (with the appropriate adjustment when χ is principal). Then the argument of Lemma 4.3 in [4] shows that the left side of (3.19) is bounded above by
where ∆P 2 ≤ T ≤ P 10 and F (it, χ) is the Dirichlet polynomial
We can apply Theorem 2.1 in [4] to the sum in (3.20) to obtain (3.19) with l = 1. Suppose now that l = p ∈ S 0 . We note that this case cannot occur for (3.16). The following argument is for the case where ρ is of the form (3.11), but it can easily be adapted for (3.17) . We may assume that z(r, s) ≤ P σ , since W p (χ, β) is otherwise an empty sum. The left side of (3.19) equals
The sum W p (χ, βp −2 ) splits into three subsums: a subsum where r = pr ′ ; a subsum where p ∤ r and s = ps ′ ; and a subsum where p ∤ rs and k = pk ′ . Each of these three subsums can be represented in the form W * p (χ, β), where
since σ ≤ 8 35 (1 − σ). We can therefore apply Lemma 2 to decompose W * p (χ, β) into sums of the form (3.15) with Φ(m) = χ(m)e(βm 2 ) and P p −1 in place of P . By Theorem 2.1 in [4], the quantity (3.21) with W *
whence (3.19) with l = p follows.
3.2.
Bounds for complete exponential sums. Given characters χ 1 , χ 2 , χ 3 modulo q and a vector b ∈ Z 4 , we define
It is not difficult to express B(q, b; χ 1 , χ 2 , χ 3 ) as a linear combination of Gauss sums
Indeed, by the orthogonality of the characters modulo q,
where the summation is over the characters ξ modulo q with ξ 2 =χ. Thus,
We also note that B(q) is multiplicative as a function of q in the following sense: if q = q 1 q 2 , (q 1 , q 2 ) = 1, and χ j = χ j,1 χ j,2 with χ j,i a character modulo q i , then
The proofs of the above properties are similar to those of parts (a) and (d) of Lemma 2.5 in [3] . We now record upper bounds for |B(q, b; χ 1 , χ 2 , χ 3 )| for several special choices of b.
. By virtue of (3.25), it suffices to consider the case when q = p e for some prime p. We deal with the case of an odd prime p. The case q = 2 e , e ≥ 3, can be dealt with in a similar fashion, and when q = 2 or 4, we may use the trivial bound. Using the bound (see Lemma 3.1 in [18] )
we deduce immediately from (3.24) that
In the special case when χ 1 , χ 2 and χ 3 are all principal, we can improve on this. We pause at this stage to write
We also write, for future reference,
We then have the following result.
Lemma 5. For all q ≥ 2 and n ≥ 1 we have the two estimates:
and
Proof. The cases q = 2 j can be quickly checked. It then suffices to consider the case q = p > 2, since the factors τ 1 (ξ j ) in (3.24) vanish when q = p e , e ≥ 2. When q = p and χ j is principal, each ξ j is either principal or a Legendre symbol. If some ξ j is principal, we have |τ 1 (ξ j )| = 1. We also note that if ξ is non-principal, then
On the other hand, if ξ is principal, then
When p | n, we deduce that the modulus of the sum on the right hand side of (3.24) is
When p ∤ n, the modulus of the sum on the right hand side of (3.24) is
We thus have
The bounds (3.27) and (3.28) quickly follow.
We note, for future reference, that the main contribution in the case p ∤ n can be explicitly calculated, namely
where |γ(p, n)| ≤ 7p/(p − 1) 3 . Suppose now that χ j has conductor q j , and let q 0 = [q 1 , q 2 , q 3 ]. By (3.25)-(3.27),
Here χ 0 denotes the principal character modulo q.
(ξ 2 ) in (3.24) vanishes unless ξ 2 is principal, in which case that factor equals φ(p 1 ). Hence,
Similarly,
Now, let q = p 1 p 2 r, where (r, p 1 p 2 ) = 1, and suppose that χ j has conductor q j . We deduce that
on noting that |τ n (ξ 1 )| ≤ p e/2 when ξ 1 is non-principal and |τ 1 (ξ 1 )| ≤ 1 when ξ 1 is principal. Suppose now that q = p e r, with e ≤ 2 and (r, p) = 1, and that χ j has conductor q j . Then, similarly to (3.32), we have
where r 0 = ([q 1 , q 2 , q 3 ], r). We also remark that when e = 2, the left side of (3.33) vanishes unless p 2 | q 1 and (p, q 2 q 3 ) = 1, in which case
3.3. Estimation of I 1 . We can rewrite I 1 as the multiple sum (3.34)
where B(q, b 1 ; χ 1 , χ 2 , χ 3 ) is defined by (3.23) with b = b 1 = (1, 1, 1, n) and
We now pass to primitive characters in (3.34). In general, if χ mod q, q ≤ Q, is induced by a primitive character χ * mod r, r | q, we have
where E(q, r) denotes the number of integers m ∈ I with (m, r) = 1, ψ(m, Z) = 1 and (m, q) ≥ P σ . Since Z 3 > Q, if an integer m is counted in E(q, r), then (m, q) is either a prime p ≥ P σ or the product p 1 p 2 of two distinct primes p 1 , p 2 ≥ Z. Now, given a character χ modulo r, we define
Let χ * j denote the primitive character modulo q j , q j | q, inducing χ j . By (3.35) and (3.36),
, with W ♭ j (χ) one of the following:
3 ) is one of the four products involving only W j (χ) and W ♯ j (χ). We note that in this case J i (q; χ * 1 , χ * 2 , χ * 3 ) depends only on the characters and not on q. Thus, its contribution to the final bound for (3.34) is bounded above by * q1,χ1 * q2,χ2 * q3,χ3
where * qj ,χj denotes a summation over the primitive characters of moduli q j ≤ Q, and B 1 (χ 1 , χ 2 , χ 3 ) is the sum in (3.31). Hence, by (3.31), the sum (3.37) is bounded by
where q 0 = [q 1 , q 2 , q 3 ]. The four such sums can be estimated in a similar fashion, so we present only the details of the estimation of * q1,χ1 * q2,χ2 * q3,χ3
Since ρ 4 satisfies hypothesis (iv), Lemma 4 with l = 1 gives * q3,χ3
. Furthermore, since ρ 2 satisfies hypothesis (iv), Lemma 4 with l = p, p ∈ S 0 , gives
(n,q 0 ) 
for any fixed A > 0. Next, we estimate the contribution to (3.34) from a product
3 ) where at least one of the factors W ♭ j (χ) is of the form (ω/q) 1/2 E(q, q j ). Let us consider, for example, the contribution from the product
By (3.30), this contribution does not exceed
where q 0 = [q 1 , q 2 , q 3 ]. Let D denote the set of integers d ≤ Q that are either a prime p ≥ P σ or a product p 1 p 2 of two primes p 1 , p 2 ≥ Z. The innermost sum in (3.41) is bounded by
Summing this bound over q 3 , we find that * q3,χ3
where we have used that
Combining (3.42), the variant of (3.39) for W 2 (χ 2 ), and (3.40), we conclude that the quantity (3.41) does not exceed
This completes the estimation of I 1 .
3.4.
When p | q and χ is a character modulo q p , we have 
whenever χ is character modulo q p induced by a character χ * modulo r. Using (3.35), (3.45) and (3.32), we reduce the estimation of (3.43) to the estimation of four sums of the form
,
The contribution from the sum involving the factor W 2,p1 (χ 2 )W 4,p2 (χ 3 ) is bounded by
The condition [q 1 , p 1 q 2 , p 2 q 1 ] ≤ Q implies that each character χ 3 is either primitive with a modulus r 3 ≤ QD −1 , or the product of such a character and a (primitive) character modulo p 1 . Thus, the sum over q 3 and χ 3 splits into two sums of the form appearing in Lemma 4: one over χ 3 ∈ H(1, QD −1 ) and one over χ 3 ∈ H(p 1 , QD −1 ). Similarly, the sum over q 2 and χ 2 splits into sums over χ 2 ∈ H(1, QD −1 ) and χ 2 ∈ H(p 2 , QD −1 ), and the sum over q 1 and χ 1 splits into four sums over the sets
Observe that r 0 = [r 1 , r 2 , r 3 ], where the r j 's are the moduli of the primitive characters with moduli ≤ QD −1 . Hence, Lemma 4 with l = p 1 , D = l ∈ {1, p 1 } and ∆ = ω/(p 2 r 3 l) gives
Another application of Lemma 4 to the sum over χ 2 and an application of a variant of Lemma 4.1 in [4] (a combination of that lemma with Lemma 1 above) to the sum over χ 1 show that that the sum (3.47) is ≪ (n, D) 1/2 D −3/2 QP 1+ǫ . As to the estimation of the remaining three sums of the form (3.46), we note that the condition q 0 | q implies that E(q, q j ) < P D −1 and q j ≤ QD −1 . Hence, the contribution from the product involving E(q, q 2 )E(q, q 3 ), for example, is bounded above by
Another appeal to the variant of Lemma 4.1 in [4] used above shows that the last expression is
Therefore, the total contribution to I 2 from pairs (p 1 , p 2 ) of distinct primes is
Finally, let p ∈ S 0 and p = (p, p). Then the integral over M p appearing in I 2 can be expressed as (3.48) q≤Q p|q χ1 mod q χ2 mod qp χ3 mod qp
where (n, r 0 ) 1/2 r −1
The conditions q 0 ≤ Q and p 2 ∤ q imply that q 2 , q 3 ≤ Qp −1 and that q 1 = r 1 or q 1 = pr 1 , where (p, r 1 ) = 1. Furthermore, r 0 = [r 1 , q 2 , q 3 ]. Thus, we can again use Lemma 4 and a variant of Lemma 4.1 in [4] to show that the last sum is ≪ p −2 P 1+ǫ . The sums (3.49) involving factors (ω/q)E(q, q j ) satisfy the same bound. For example, one of those does not exceed 
where q 0 = [q 1 , pq 2 , pq 3 ], r 0 = q 0 p −2 and the moduli q 1 , q 2 , q 3 satisfy the conditions p 2 | q 1 , (p, q 2 q 3 ) = 1. We note that these conditions imply that q 2 , q 3 ≤ Qp −2 and that χ 1 ∈ H(p 2 , Qp −2 ). Thus, once again, we can use Lemma 4 and a variant of Lemma 4.1 in [4] to show that the last sum does not exceed ≪ p −2 P 1+ǫ . Therefore, the total contribution to I 2 from pairs (p, p), with p ∈ S 0 is
We have thus shown that the integral in (
We can then use standard major arc techniques to show that, for |β| < ω/q, we have
The error arising from any terms involving O(P ω/q) will be smaller than the other errors which arise. We then complete the integral over [−ω/q, ω/q] to an integral over [−1/2, 1/2] incurring an error bounded by a constant times
using (3.27 ). This shows the main term to be q≤Q s(q, n)
Clearly we can write the main term as (1)).
where 1 ≪ K n ≪ 1 with absolute constants. As indicated earlier, similar but simpler working leads to an analogous result for
3.5. The singular series. Our goal in this section is to prove the following result.
Lemma 6. Write
Then, for all but O(N 1−σ+ǫ ) integers n ∈ B, we have
Lemma 6 will thus follow from our previous work once we demonstrate the following.
Remark. The reader will note in the proof that the value Q can be taken as large as N 1/5 in this part of argument.
Proof. In the following we can assume that whenever the variable q appears it has no square odd factor exceeding 1 and is not divisible by 16. We write
Let R be a parameter exceeding Q to be determined later. We begin by writing
where Q < q ≤ R in Σ 1 (n) and q > R in Σ 2 (n). We now use (3.28) to obtain
From our restriction on q we note that Ψ(q, Q) vanishes when q ≥ exp(2Q). Hence
We now choose R to satisfy
Then, using standard bounds on the number of integers up to 2 j having all their prime factors ≤ Q from [12] , we have
Recalling (3.29) we define γ(p, n) for p > 2 by
and extend this definition to obtain a multiplicative function γ(q, n) defined on odd square-free q. We have
where θ q ∈ {0, 1} and θ q = 0 unless q is odd and square-free. Also 2 j (Q ′ , R ′ ) = (Q, R) for some j ∈ {0, 1, 2, 3}. For the values of q of relevance we have
It then suffices to estimate
We write Σ 4 (n) to be the subsum of this expression with d > N ǫ . Then
It then follows that
(1 + p|γ(p, n)|) .
From our earlier work we know that
Hence,
It therefore remains to bound
Let Σ 5 (n, G) denote the part of the inner sum with G < q ≤ 2G. So
We will obtain two different bounds for the cardinality of this set: one to cover the range G ≤ N/Q, the other for the remaining values of G. First consider the sum
The terms with q 1 = q 2 can only be estimated trivially. They give a contribution
On the other hand, if q 1 = q 2 then −n q1q2 is a non-principal character mod q 1 q 2 . Hence, these terms contribute
It follows that
Now we use the method of [15] to estimate
In the following the parameter m will satisfy 2 ≤ m ≪ (log L) c . From [15, Lemma 6.5] we have
Hence, we obtain
. Thus, so long as Q ≤ N 1/5 , this covers the whole range from Q 2 to R. We can now combine our two bounds to obtain
for all but O(N 1+ǫ Q −1 ) integers in n ∈ B, which completes the proof.
4. Minor arc estimates for f j (α)
One limit to the exponent saving that we can make in our theorems comes from the best bounds we can obtain for one of the f j (α) on the minor arcs. The best result at the moment for f 1 (α) would lead to only σ = 1/8. The combination of a sieve method and bilinear exponential sum estimates in [11] led to σ = 1/7. We now describe how to sharpen the method.
In [11] , our estimates for bilinear exponential sums were based partially on a general result of the second author: Lemma 5.6 in [14] . However, that result is no longer sufficient when σ ≥ 1/7. Our first lemma is a variant of Lemma 5.6 in [14] that can be applied in the present context. The reader will recognize the major arc arguments from the previous section and note that the complications from primes in S q continue to be a nuisance.
Lemma 8. Suppose that α is real and that a, q are integers with
and let ξ r and η s be complex numbers, with |ξ r | ≤ 1 and |η s | ≤ 1. Suppose also that R, S are reals, which together with z = z(r, s) satisfy
Then the exponential sum
satisfies the inequality
Proof. We will initially treat g(α) like the sum g j (α) studied in the previous section. We write
where h l (α) denotes the subsum of g(α) with (rsx, q) = l, and h * (α) denotes the subsum of g(α) where (rsx, q) ≥ P σ . We note that h d (α) is a subsum of h * (α) unless d is a prime p in the range Z ≤ p < P σ . Of course, if terms involving p arise we must have q ≥ p ≥ Z. The reader will note that for q < z(r, s) some of the more awkward terms in the following do not occur. We estimate h * (α) trivially:
Now, let l = 1 or l = p ∈ S q . We write q = lq 0 and β = α − a/q. We can then use the arguments of the previous section to write h l (α) in the form
We can then estimate this as the sum of at most three terms of the form 1
the sum defined by (3.22) with R ′ ≤ R, S ′ ≤ S as before (and so these parameters satisfy the same inequalities as given in Lemma 3). When l = 1, we deduce that
For l = p we must estimate sums of the form
|S(χ, ap)|h p (β, χ).
Let q = p e q 1 , where e ≥ 1 and (p, q 1 ) = 1. We also write
We consider two cases. Case 1: e = 1. Then (ap, q 0 ) = 1 and q 0 = q 2 , and we have (similarly to the case l = 1)
Case 2: e ≥ 2. Then the exponential sum S(χ, ap) vanishes when the conductor of χ is divisible by p e−1 . Otherwise, we have |S(χ, ap)| ≪ pq
. Hence,
where χ 0 is the principal character modulo p. When e ≥ 3, we have χχ 0 = χ, so (4.6) turns into (4.5). When e = 2, we deduce from (4.6) that
with coefficients θ n satisfying |θ n | ≤ 1. By Cauchy's inequality and the orthogonality of the characters modulo q 2 , we obtain
Combining (4.1), (4.2), (4.3), (4.5) and (4.7), we get
By the argument of Lemma 5.1 in [14] , (4.9)
where χ 0 is the trivial character and ′ denotes summation over the non-principal characters modulo q. Since the last sum on the right side of (4.9) vanishes when q < Z, we have (4.10)
We now note that Lemma 5.4 in [14] remains true if one replaces the hypothesis z ≤ P 23/140 of that lemma by the hypotheses
Thus, the first two terms on the right side of (4.9) are bounded above by
We conclude that
Before estimating the terms arising from h p (α) we note that there is no contribution unless z(r, s) ≤ p ≤ P σ . Hence, working in an analogous fashion to the above, we obtain
These follow from the inequalities
The desired estimate follows from (4.8), (4.11) and (4.12). Then (4.14)
Proof. By Dirichlet's theorem in Diophantine approximation, we can find integers a, q with 1
Under the assumption of hypothesis (v), the arguments in Sections 8 and 9 of [9] (see (34) in particular) yield the bound
. This establishes (4.14) when q ≥ Q 2 . On the other hand, when q ≤ Q 2 hypotheses (iii) and (iv) ensure that we can appeal to Lemma 8. This yields the bound
from which (4.14) follows on noting that for α ∈ m we have q + P 2 |qα − a| > Q.
The sieve method
We now show how functions ρ j having properties (i)-(v) (when j = 2, 3) or (i)-(iv) (j = 4) above can be constructed using the sieve method originating in [7] and developed in [8, 1] by modifying the construction used in [9] . Verification of hypotheses (iii) and (iv) is straightforward, so we shall concentrate on checking hypothesis (v). It is immediate that ψ(m, Z) satisfies hypothesis (v) by Theorem 3.1 in [10]. Indeed we can actually obtain the same result for We can then use the technique used in the proof of [10, Theorem 3.1] to decompose the sum into O(L 2 ) sums of the requisite types. The basic idea is to take out the prime factors of d one by one until a suitable combination of factors lies in the range from V to W or the size of the "free variable" exceeds P 3σ . This is possible since each of the prime factors is bounded above by Z, so (also using s ≤ Y ) rp 1 . . . p u < V ⇒ rp 1 . . . p u+1 < P 1−4σ and rsp 1 . . . p u < P 1−3σ .
This completes the proof. Now ψ(m, P 1/2 ) is the characteristic function of the set of primes in I. So Buchstab's identity gives
We first construct ρ 2 (n), returning later to (5.3) for the lower bound. Clearly
Now ψ 1 and ψ 3 satisfy hypothesis (v), and we apply Buchstab's identity again to ψ 2 :
say. Again ψ 4 is in the required form and we can apply Buchstab one more time to ψ 5 to obtain:
The first term on the right hand side above is of the correct form, whereas the second term can be split into two parts: one which satisfies hypothesis (v), and the rest will be discarded since it is counted with a negative weight and we are seeking an upper bound. It follows that the value we obtain for C 2 , obtained by adding on to 1 various integrals corresponding to the discarded sums (compare [10, Chapter 6]), is
Here w(u) is Buchstab's function, defined as the continuous solution of
Also, A is the three dimensional region given by:
with the additional constraint that neither the sum of any pair of variables nor the sum of all three variables lies in the interval [2σ, 1 − 4σ]. Some simple calculations then yield C 2 < 1.74 when σ = 3/20.
We now begin the construction of our lower bound sieve function by breaking the final sum on the right hand side of (5.3) into three parts:
Hypothesis (v) is met for Ψ 2 . Since we cannot cast Ψ 3 into a form which satisfies (v) this term will contribute to ρ 4 (m). This contributes log(3/2) < 0.406 to C 4 .
We apply Buchstab's identity again to Ψ 1 thus obtaining
say. By (5.1) Ψ 4 satisfies (v). We split Ψ 5 into four sums Σ j , 1 ≤ j ≤ 4 according to the sizes of p, q as follows:
pq > W, q > Y ;
pq < V.
Now Σ 1 automatically satisfies (v). We must discard the whole of Σ 2 and this is the main contribution to ρ 5 (n) leading to a "loss" at σ = 3/20:
where we have noted that w(u) = 1/u throughout the integration region. We can apply Buchstab's identity again to Σ 3 , leading to The first term here can be treated using Lemma 10. The second term can be split into three more sums depending on whether: V ≤ pr ≤ W , in which case (v) is automatically satisfied; pr > W, qr > Y in which case we discard this portion which leads to another term in ρ 4 whose contribution to C 4 at σ = 3/20 is < 0.08; qr < Y in which case we can decompose once more and the resulting sums all satisfy hypothesis (v) since Z ≤ s < r < q, rq < Y ⇒ V ≤ qrs ≤ W when σ ≤ 3/20. Finally, we can apply Buchstab's identity again to Σ 4 to obtain The first sum above satisfies hypothesis (v) by Lemma 10. We split the second sum into two sums, one with V ≤ pqr ≤ W and one with pqr > W . The first sum immediately satisfies (v), while we can apply Buchstab's identity to the second since pq < V, r < q < V 1/2 < Y . This leads to a sum over four prime variables which can often be grouped into products lying between V and W . The rest of this sum leads to one last contribution to ρ 5 from a four dimensional integral whose contribution at σ = 3/20 is < 0.0006.
We can now gather all our results together to obtain C 3 − C 2 C 4 > (1 + C 4 − 0.038) − 1.74C 4 > 0.96 − 0.74 × 0.49 = 0.5974, as needed to complete the proof.
Proof of Theorem 1
The proof follows a very similar pattern to our previous paper, but we include all the details for completeness. There is one additional complication we must first deal with that did not arise in our earlier work. That is, we need a bound for The bound ≪ P 2+ǫ follows for the latter integral immediately from Hua's lemma (Lemma 2.5 in [25] ), but the result we require demands a little more work.
Lemma 11. In the notation of previous sections, for j = 2 or 4 we have, for any ǫ > 0, Proof. We recall the set D = {m : P σ ≤ m ≤ Q, p|m ⇒ p > Z}. Further, put D q = {d ∈ D : (d, q) ≥ P σ }. We then have Since each d ∈ D q has at most two prime divisors a simple change of integration variable and a swap in the order of summation gives 2 ) as a runs through the reduced residues (mod q). Now, since (q, d) ≥ P σ and q < P 2σ , we must have (q, d
2 ) = (q, I(a, q) ≪ P
This completes the proof.
Let Z be the set of integers n ∈ B for which (3.50) holds but which are not representable as sums of three squares of primes. We write |Z| for the cardinality of Z and Z(α) for its generating function: Combining this estimate with Lemma 6 then proves Theorem 1 as required.
