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Anions generally associate more favorably with the air-water interface than cations. In addition to solute size
and polarizability, the intrinsic structure of the unperturbed interface has been discussed as an important
contributor to this bias. Here we assess quantitatively the role that intrinsic charge asymmetry of water’s
surface plays in ion adsorption, using computer simulations to compare model solutes of various size and
charge. In doing so, we also evaluate the degree to which linear response theory for solvent polarization is
a reasonable approach for comparing the thermodynamics of bulk and interfacial ion solvation. Consistent
with previous works on bulk ion solvation, we find that the average electrostatic potential at the center
of a neutral, sub-nanometer solute at the air-water interface depends sensitively on its radius, and that
this potential changes quite nonlinearly as the solute’s charge is introduced. The nonlinear response closely
resembles that of the bulk. As a result, the net nonlinearity of ion adsorption is weaker than in bulk, but still
substantial, comparable to the apparent magnitude of nonlocal contributions from the undisturbed interface.
For the simple-point-charge model of water we study, these results argue distinctly against rationalizing ion
adsorption in terms of surface potentials inherent to molecular structure of the liquid’s boundary.
Counter to expectations from conventional theories of
solvation, there is a large body of both computational
and experimental evidence indicating that small ions can
adsorb to the air-water interface.1–9 Implications across
the biological, atmospheric and physical sciences have
inspired efforts to understand the microscopic driving
forces for ions associating with hydrophobic interfaces in
general.10–21 A particular emphasis has been placed on
understanding ion specificity, i.e., why some ions exhibit
strong interfacial affinity while others do not. Empir-
ical trends indicate that ion size and polarizability are
important factors, as could be anticipated from conven-
tional theory. More surprisingly, the sign of a solute’s
charge can effect a significant bias, with anions tending
to adsorb more favorably than cations.
Here we examine the microscopic origin of this charge
asymmetry in interfacial ion adsorption. We specifically
assess whether this thermodynamic bias can be simply
and generally understood in terms of long-range electro-
static forces that are intrinsic to the aqueous environ-
ment. The importance of such nonlocal contributions
has been discussed extensively in the context of ion sol-
vation in bulk liquid water, which we review in Sec. I as a
backdrop for interfacial solvation. The notion that long-
range, nonlocal contributions strongly influence charge
asymmetry of solvation at the air-water interface has in-
formed theoretical approaches and inspired criticism of
widely used force fields for molecular simulation.22,23 A
full understanding of their role in interfacial adsorption,
however, is lacking.
In the course of this study, we will also evaluate the
suitability of dielectric continuum theory (DCT) to de-
scribe the adsorption process. DCT has provided an
essential conceptual framework for rationalizing water’s
response to electrostatic perturbations. But a more pre-
cise understanding of its applicability is needed, particu-
larly for the construction of more elaborate models (e.g.,
with heterogeneous polarizability near interfaces24–26)
and for the application of DCT to evermore complex
(e.g., nanoconfined27,28) environments.
I. CHARGE ASYMMETRY IN BULK LIQUID WATER
Our study of interfacial charge asymmetry is strongly
informed by previous work on the solvation of ions in
bulk liquid water. In this section we review important
perspectives and conclusions from that body of work, as
a backdrop for new results concerning ions at the air-
water interface.
A. Distant interfaces and the neutral cavity potential
A difference in adsorption behaviors of anions and
cations is foreshadowed by the fact that ion solvation in
models of bulk liquid water is also substantially charge
asymmetric. Born’s classic model for the charging of a
solute captures the basic scale of solvation free energies,
as well as their rough dependence on a solute’s size.29
We will characterize the size of a solute by its radius R
of volume exclusion, the closest distance that a water
molecule’s oxygen atom can approach without incurring
a large energetic penalty. Contrary to Born’s result, com-
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2puter simulations indicate that the sign of the charge of
small ions can significantly influence their charging free
energy Fchg(q,R) i.e., the work involved in reversibly in-
troducing the solute’s charge q.30–39 This dependence is
most easily scrutinized for simple point charge (SPC)
models of molecular interactions, where an ion’s charge
can be varied independently of its other properties. In
SPC/E water,40 for instance, charging a solute roughly
the size of fluoride (RF ≈ 0.317 nm) has an asymme-
try, Fchg(e,RF)−Fchg(−e,RF) ≈ 16 kcal/mol, almost 30
times larger than thermal energy kBT . Here, e is the
magnitude of an electron’s charge.
The ultimate origin of charge asymmetry in liquid wa-
ter is of course the inequivalent distribution of positive
and negative charge in a water molecule itself. On av-
erage, the spatial distribution of positive and negative
charge is uniform in the bulk liquid, but any breaking of
translational symmetry will manifest the distinct statis-
tics of their fluctuating arrangements. A neutral, solute-
sized cavity in water, for example, experiences a local
environment in which solvent molecules have a spatially
varying net orientation. Their oriented internal charge
distributions generate a nonzero electric potential, whose
sign and magnitude are not simple to anticipate.
The inequivalence of positive and negative charge fluc-
tuations in water has spatially nonlocal consequences as
well. Any point in the bulk liquid is macroscopically re-
moved from the physical boundaries of the liquid phase
(e.g., interfaces with a coexisting vapor phase), but those
distant boundaries may nonetheless impact the thermo-
dynamics of bulk ion solvation. The liquid-vapor inter-
face can be reasonably caricatured as a microscopically
thin layer of orientationally biased molecules, or even
more crudely as a two-dimensional manifold of molec-
ular polarization. The extended surface of dipole density
in this idealization generates a discontinuity in electric
potential. The resulting constant voltage offset between
the two phases amounts to an intrinsic nonlocal bias for
the solvation of charged solutes. In this paper we use
“nonlocal” to refer to such macroscopically long-ranged
contributions; forces exerted by solvent molecules at any
microscopic distance (even many molecular diameters)
will be considered “local” instead.
The average electric potential φneut at the center of a
neutral cavity, which we call the “neutral cavity poten-
tial”, sums these local and nonlocal contributions. The
former depends on the cavity’s size (or more generally
on the geometry of the solute represented by the cavity).
The latter, interfacial contribution should, by contrast,
be insensitive to such microscopic details, since the dis-
tant surface is unperturbed by the solute. The net elec-
trostatic bias from these two sources can be straightfor-
wardly calculated in computer simulations, not only for
SPC models but also with ab initio approaches.14,30,31,41
Fig. 1 shows φneut(R) for cavities in bulk liquid SPC/E
water (properly referenced to vapor following Ref. 37).
Negative potentials of a few hundred mV, varying by
nearly a factor of two as R grows from 0.2 nm to 1 nm,
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FIG. 1. The average electric potential φneut at the center of
a neutral cavity varies considerably with the cavity’s radius
R. Moreover, this dependence differs for the solute at z = zliq
(“bulk”) and z = zint (“interface”). The error bars indicate
95% confidence intervals.
echo results of previous studies.42 Distinguishing quan-
titatively between local and nonlocal contributions to
φneut, however, is surprisingly confounding.
One strategy to remove local contributions from φneut
is to consider the limit R = 0. In this extreme case the
probe – in effect a neutral, non-volume excluding solute
– does not break translational symmetry and induces no
structural response. Given the lack of local structure,
the presumably nonlocal quantity φneut(0) = φsurf is of-
ten called the “surface potential”. Lacking volume exclu-
sion, however, this probe explores the liquid phase uni-
formly, including even the interior of solvent molecules
where electrostatic potentials can be very large. A dis-
turbing ambiguity results: The value of φsurf can be sen-
sitive to modifications of a solvent model that have no
impact on the solvation of any volume-excluding solute.
Refs. 39 and 41 illustrate this issue vividly, constructing
‘smeared shell’ variants of SPC models with identical sol-
vation properties but very different values of φsurf . This
variation in surface potential corresponds to differences
in the so-called Bethe potential, which is discussed fur-
ther in the Supporting Information (SI).
A related, and somewhat more molecular, approach
to isolating the electrostatic bias from a distant phase
boundary is to sum contributions to φneut only from
molecules that reside in the interfacial region. For a
macroscopic droplet of liquid water, one could classify
each molecule in a given configuration as either interfa-
cial or bulk based on its position relative to the interface.
The restricted sum
φd =
〈
N∑
j∈interface
∑
α
qα
|rjα|
〉
(1)
could then be considered as a long-ranged, surface-
specific component of φsurf that is appropriately insen-
sitive to a solvent molecule’s internal structure. Here
rjα denotes the position of site α in molecule j, whose
3charge is qα, relative to the center of the droplet. φd
depends significantly, however, on the way molecules are
notionally divided between surface and bulk. This de-
pendence, which has been demonstrated previously,43,44
we calculate explicitly and generally in the SI. Written
in the form
φd = −4pi
∫ zvap
zliq
dz P (z)
where P (z) is the solvent dipole density at a dis-
placement z from the interface, it reveals φd as
the well-known “dipole component” of the surface
potential.30,31,39,41,45–47 Here, zliq and zvap indicate
points within the bulk liquid and bulk vapor, respectively.
For SPC/E water, a surface/bulk classification in Eq. 1
based on the position of a water molecule’s center of
charge gives a value φcenterd = −40 mV that differs from
an oxygen atom-based classification, φOd = 240 mV, even
in sign.48 Because water molecules are not point parti-
cles, there is no unique way to define an interfacial pop-
ulation, and as a result no unique value of φd, though
attempts have been made to define an optimal choice.44
And because molecules near the liquid’s boundary are
not strongly oriented on average, the range of plausible
values for φd is as large as their mean.
The ambiguities plaguing interpretations of φsurf and
φd are one and the same. Indeed, if we consider an in-
terfacial population of charged sites rather than intact
molecules, then φsurf and φd become equal. (When defin-
ing an interface of intact molecules, φsurf and φd differ
by the so-called Bethe potential, whose analogous am-
biguity is described in SI.) φneut has been characterized
as a two-interface quantity,12,14,41,46,47,49 combining the
bias φd from the distant solvent-vapor interface together
with the remaining “cavity” bias φc = φneut − φd from
the local solute-solvent interface. From the perspective
we have described, these two interfaces are not truly sep-
arable, even if a macroscopic amount of isotropic bulk
liquid intervenes between them – they must be defined
consistently, and the manner of definition substantially
influences the change in electrostatic potential at each
interface. This is not to say that such a decomposition
cannot be useful. Indeed, for computationally demand-
ing ab initio approaches it can be convenient to consider
local and nonlocal contributions to φneut such that, in
a first step, φc can be obtained from relatively small
simulations of the bulk under periodic boundary condi-
tions. The effects of φd can then be accounted for in
a subsequent step involving simulations of the neat air-
water interface. Such an approach was used to good effect
in Ref. 30 to calculate the solvation free energy of LiF.
Nonetheless, this still amounts to an arbitrary choice of
dividing surface,30,39,41 making it challenging to assign a
physical interpretation to φd and φc individually. Differ-
ent, and equally plausible, ways of partitioning molecules
can give different impressions of the two interfaces. Only
the sum φneut = φc + φd is unambiguous.
Establishing an absolute electrostatic bias on the bulk
liquid environment due to a distant interface is thus
highly problematic for water. A direct scrutiny of this
nonlocal contribution, based on the fundamentally am-
biguous potential φd, is untenable. Instead, we assess
the relative importance of local and nonlocal biases by
comparing the solvation properties of different ions. Lo-
cal contributions can depend sensitively on features like
solute size R and charge q, while nonlocal contribu-
tions cannot. Long-range influence of the interface might
therefore be clarified by dependence of the neutral cav-
ity potential on R. In particular, dominance by the dis-
tant liquid-vapor interface would imply weak variation of
φneut with solute size, which influences only local struc-
ture. The solute size-dependence shown in Fig. 1 does
not support such a dominance. Growing the cavity from
R = 0.24 nm to 0.5 nm lowers φneut by roughly 100 mV,
followed by an increasing trend for larger cavities. As
emphasized in Refs. 30 and 41, the role of local charge
asymmetry is far from negligible over this range of solute
size.
It is tempting to expect the large-R behavior of φneut
to reveal a strictly interfacial component, since local
forces attenuate in magnitude when solvent molecules
cannot approach the probe position closely. As oth-
ers have noted,41,42 however, neutral cavities larger than
R = 1 nm induce a solvent environment with the basic
character of the air-water interface.50 In the limit of large
R, drying at the solute-solvent interface will generate a
cavity potential that cancels the oppositely oriented dis-
tant interface with the vapor phase, yielding φneut ≈ 0.51
This asymptotic cancellation should begin for nanoscale
cavities, though effects of local interface curvature may
cause φneut to decay slowly towards zero. Judging from
our results, there is no intermediate plateau value of φneut
that could reasonably be assigned to a single liquid-vapor
interface.
B. Solvation thermodynamics and the asymmetry
potential
The difficulty of uniquely identifying a surface
dipole component of φneut notwithstanding, the rel-
evance of such neutral probe quantities for ion
solvation thermodynamics has also been thoroughly
examined.10,14,30–32,34,35,39,46,47,52–55 As an essential
thermodynamic measure of solvation, we examine the
free energy change Fsolv(q,R) when a solute ion is re-
moved from dilute vapor and added to the liquid phase.
This change could be evaluated along any reversible path
that transfers the solute between phases, and different
paths can highlight different aspects of solvent response.
For studying charge asymmetry, a particularly appeal-
ing path first creates a neutral, solute-sized cavity in the
liquid, with reversible work Fcav(R). The second step,
whose free energy change Fchg(q,R) was discussed above,
introduces the solute’s charge.2 The charge asymmetry
of interest compares solvating a cation and anion of the
4same size; since Fcav is insensitive to the solute’s charge,
its contribution to Fsolv = Fcav + Fchg cancels in the dif-
ference
Fsolv(q,R)− Fsolv(−q,R) =
Fchg(q,R)− Fchg(−q,R) (2)
≡ 2qψ(q,R) (3)
Eq. 3 defines an asymmetry potential ψ, an analogue of
φneut that accounts for solvent response.
The connection between ψ(q,R) and φneut can be made
precise through a cumulant expansion of Fchg in powers
of q,10,14,34,35,56
Fchg(q,R) = q〈φsolv〉0 − βq
2
2
〈(δφsolv)2〉0 +O(q3), (4)
where 〈· · · 〉0 denotes a canonical average in the pres-
ence of a neutral solute-sized cavity, φsolv is the fluc-
tuating electric potential at the center of the cavity due
to the surrounding solvent (so that φneut = 〈φsolv〉0),
and δφsolv = φsolv − φneut. The O(q2) term in Eq. 4
describes linear response of the solvent potential φsolv
to the solute’s charging. This response, which could be
captured by a Gaussian field theory a` la DCT, is charge
symmetric by construction. The asymmetry potential
ψ(q,R) = φneut(R) + O(q2) is therefore equivalent to
φneut within linear response.
Previous work has demonstrated that water’s re-
sponse to charging sub-nanometer cavities is significantly
nonlinear.24,31–34,36,37,52,57,58 In ψ(q,R) the breakdown
of linear dielectric behavior is evidenced by deviations
away from the limiting value ψ(0, R) = φneut(R). Fig. 2a
shows our numerical results for the asymmetry potential
as a function of q for solutes in bulk liquid SPC/E wa-
ter. For large solutes (R >∼ 0.5 nm), the variation of ψ is
modest as q increases from 0 to e. For smaller cavities,
linear response theory fails dramatically, in that charge
asymmetry changes many-fold as the solute is charged.
In the case of a fluoride-sized solute, the asymmetry at
full charge [eψ(e,RF) ≈ 26kBT ] is qualitatively different
than in linear response [eφneut(RF) ≈ −8kBT ]. For SPC
models of bulk liquid water, the ultimate electrostatic
bias in solvating cations and anions of this size clearly
cannot be attributed to the innate environment of a neu-
tral cavity, much less to the structure of a distant inter-
face. Ab initio molecular dynamics studies have reached
a similar conclusion.31
SPC simulations of bulk liquid water indicate that the
nonlinearity of solvent response to solute charging has a
step-like character:33,34,36 For one range of solute charge
(q < qc), the susceptibility d〈φsolv〉q/dq is approximately
constant. In the remaining range (q ≥ qc), d〈φsolv〉q/dq
is also nearly constant, but with a different value. Piece-
wise linear response (PLR) models inspired by this ob-
servation give a broadly reasonable description of bulk
solvation thermodynamics throughout the entire range
−e < q < +e. In our discussion of ion adsorption be-
(a)
bulk
interface (b)
FIG. 2. Ion solvation in water is both asymmetric and non-
linear, as quantified by the asymmetry potential ψ(q,R; z).
Results are shown for solutes (a) in the bulk liquid, and
(b) near the air-water interface, spanning ranges of charge
0 < q ≤ e and solute size 0.24 ≤ R ≤ 1.0 nm (see legend).
Both in the bulk and at the interface, ψ < 0 for small q, in-
dicating that weakly charged cations are more favorably sol-
vated than anions. For the smaller solutes, ψ increases with
q, a signature of non-linear response. Anions consequently
become more favorably solvated at large q. For the larger so-
lutes (R = 0.75 nm and R = 1.0 nm) the solvent response is
approximately linear, as reflected by the weak dependence of
ψ on q.
low, we will assess the suitability of a PLR model for
interfacial solvation as well.
II. CHARGE ASYMMETRY IN ION ADSORPTION
In bulk liquid water, an electric potential from its
bounding interfaces cannot be unambiguously identified.
Even the sign of the bias generated by a liquid-vapor in-
5terface is unclear. Moreover, the nonlinear local response
to solute charging can exert a bias on ion solvation that
significantly outweighs the nonlocal charge asymmetry
due to distant interfaces.
Solvation within the interfacial environment is hardly
less complex, juxtaposing the fluctuating intermolecular
arrangements of bulk water together with broken symme-
try and the microscopic shape variations of a soft bound-
ary. It is thus unlikely that complications described in
Sec. I for bulk liquid are much eased in the interfacial
scenario. We should not expect, for example, that the
neutral cavity potential for a solute positioned near the
interface will be dominated by a simple nonlocal contri-
bution. Nor should we expect the accuracy of linear re-
sponse approximations to be greatly improved, such that
φneut is predictive of charge asymmetric solvation.
The adsorption of an ion to the interface, however, con-
cerns the difference in solvation properties of bulk and
interfacial environments. To the extent that nonlinear
response and local structuring at the interface are similar
to those in bulk liquid, their effects may cancel, or at least
significantly offset, in the thermodynamics of adsorption.
Our main results concern this possibility of cancellation,
which would justify regarding nonlocal contributions to
φneut as the basic origin of charge asymmetry in ion ad-
sorption.
We begin by establishing that biases on solvation at
the interface are complicated in ways that qualitatively
resemble biases in bulk. As before, we consider solutes
with a range of sizes and charges, now positioned at the
liquid’s boundary (illustrated in Fig. 3a). The free ener-
gies and potentials defined in Sec. I for bulk solution now
acquire dependence on the Cartesian coordinate z that
points perpendicular to the mean surface. SI shows the
detailed location zint we designate as adsorbed for each
ion. In all cases zint lies near the Gibbs dividing surface,
where the solvent density falls to half its bulk value. The
larger solutes occupy considerable volume, so that the
solvent density profile in our finite simulation cell changes
noticeably with their height z. A precise interfacial solute
location is therefore difficult to justify. When neutral and
located near zint, however, these nanometer-size solutes
tend to deform the instantaneous phase boundary,59–61
just as they induce local drying in bulk solution.50 This
response essentially fixes their location relative to the in-
stantaneous interface, so that their solvation properties
should be fairly insensitive to the choice of zint.
The neutral cavity potential for interfacial solutes is
shown in Fig. 1. As was observed for the bulk liquid,
φneut is consistently negative over the range R = 0.24 nm
to R = 1 nm but varies significantly with solute size.
In this case the potential increases nearly monotoni-
cally with R, though the values of φneut(0.75 nm) and
φneut(1 nm) are statistically indistinguishable within our
sampling. Just as for bulk liquid, we expect φneut to van-
ish in the limit R → ∞. Here, drying at the surface of
very large solutes effects a distortion of the liquid-vapor
interface that places the probe (located at the cavity’s
center) distinctly in the vapor phase. Judging from our
results, the asymptotic approach to this limit is quite
slow for interfacial solutes. Nonetheless, φneut changes by
nearly 40% over the range of R considered, emphasizing
the importance of local, solute-dependent contributions.
As concluded for the bulk solvent, nonlocal potentials
arising from orientational structure of the air-water inter-
face do not dominate the charge asymmetry experienced
by neutral solutes at zint.
The response to charging a solute at the air-water in-
terface is strongly nonlinear, to a degree comparable with
bulk response. A similarly important role of nonlinear
response at interfaces has been reported previously.11,24
The resulting q-dependent charge asymmetry closely re-
sembles bulk behavior, as quantified by the asymmetry
potential ψ(q,R; z), whose dependence on solute position
we now make explicit. Fig. 2b shows simulation results
for ψ(q,R; zint) for SPC/E water. On the scale that ψ
changes as q increases from 0 to e, the charging response
in bulk liquid and at the interface are nearly indistin-
guishable by eye. This close similarity suggests that the
predominant source of nonlinearity lies in aspects of local
response which are not so different in the two environ-
ments.
Comparing ψ(q,R; zint) with ψ(q,R; zliq), and
φneut(R; zint) with φneut(R; zliq), gives a sense for
features of solvation that most strongly shape ion
adsorption. Similarities point to aspects of solvent
structure and response which are largely unchanged
when an ion moves to the interface. These contributions
may be important for solvation in an absolute sense,
but their cancellation indicates a weak net influence on
adsorption thermodynamics.
For all values of R we considered, φneut is less negative
at zint than at zliq. In the simplest conception of the liq-
uid’s boundary as a layer of nonzero dipole density, one
would expect the nonlocal component of φneut to atten-
uate steadily in magnitude as a solute moves from the
liquid phase into the interfacial region, and then vanish
as the solute enters vapor. Whether this rough picture is
consistent with the observed shift in φneut depends on the
sign of the nonlocal potential φd. Unfortunately this sign
is uncertain, as described in Sec. I, due to the intrinsic
ambiguity in dividing molecules between bulk and surface
regions. Ref. 41 calculated a positive dipole component of
the surface potential, φd = +260 mV. Within the simple
continuum picture, this value suggests a downward shift
in φneut as z increases from zliq to zint, in contrast to
our simulation results. A different partitioning scheme,
however, can give φd < 0, suggesting an upward shift, as
we observe in simulation.
Although the direction of change in φneut might be an-
ticipated from the sign of φd, the magnitude of this shift
varies considerably with solute size. For R = 0.24 nm,
|φneut| is reduced by about 15% when the cavity is
placed at the interface. For R = 0.415 nm the reduc-
tion is greater than 50%. This variation cannot arise
from nonlocal biases, which are insensitive to the size
6or charge of a solute. A distinct nonlocal contribu-
tion could manifest as a nonzero asymptotic value of
∆adsφneut = φneut(R; zint)−φneut(R; zliq) at intermediate
R; according to our data, if such a limit exists it occurs
for solutes larger than 1 nm.
The similarity between the asymmetry potentials
ψ(q,R) for solutes in the bulk and at the interface of-
fers some hope that complicating factors of nonlinear re-
sponse cancel out in the adsorption process. The extent
of this cancellation is quantified by an adsorption asym-
metry potential
∆adsψ(q,R) = ψ(q,R; zint)− ψ(q,R; zliq), (5)
= (2βq)−1 ln
[
ρint(−q,R; ρbulk)
ρint(+q,R; ρbulk)
]
, (6)
where ρint is the average number density of a solute at z =
zint, given its concentration ρbulk in bulk solution. Eq. 6
highlights the direct relationship between ∆adsψ(q,R)
and the relative adsorption propensities of cations and
anions: For dilute solutes with opposite charge, equal
size, and equal bulk concentration, exp [2βq∆adsψ(q,R)]
directly indicates the enhancement of anions over cations
at the interface, as shown in Figs. 3 and 4. From the pre-
ceding discussion of the asymmetry potential itself, it is
clear that ∆adsψ(q → 0, R) = ∆adsφneut. The full de-
pendence of ∆adsψ on q thus incorporates the adsorption
behavior of the neutral cavity potential as well as the
corresponding solvent response to charging. Our numer-
ical results for ∆adsψ(q,R) are the central contribution
of this paper.
The adsorption asymmetry potential ∆adsψ(q,R), as
determined from simulations of the SPC/E model, are
plotted as a function of q in Fig. 4a for several values of R.
For the smaller solutes, the scale on which ∆adsψ changes
upon charging is dramatically smaller than the asymme-
try potentials themselves. Nonlinear solvent response in
these cases cancels substantially in the process of adsorp-
tion, but by no means completely. Despite the partial
cancellation, ∆adsψ still varies by more than 100 mV as
q increases from 0 to e, comparable in magnitude to φd
and φneut. For R = 0.24 nm and R = 0.317 nm, this vari-
ation is sufficient to change even the sign of ∆adsψ, and
therefore to change the sense of charge bias: Small mono-
valent cations “adsorb” more favorably to the air-water
interface than do anions of the same size. In this size
range, however, the adsorbed state is unstable relative
to the fully solvated ion in bulk solvent unless q is very
small in magnitude.
As was previously observed for bulk solvation, we find
that the response to charging a solute at the air-water
interface, while nonlinear on the whole, is roughly piece-
wise linear. Deviations from piecewise linearity are gen-
erally stronger in the interfacial case. It is therefore less
straightforward to parameterize an interfacial piecewise
linear response model, i.e., to identify a crossover charge
qc at which the susceptibility d〈φsolv〉q/dq changes dis-
continuously. The SI presents plausible choices for qc
(a)
(b)
FIG. 3. The propensity for an ion to adsorb to the air-water
interface depends strongly on the sign of its charge. (a) Snap-
shot of an iodide-sized anion (R = 0.415 nm) at the interface.
The system comprises a free-standing slab of liquid water sur-
rounded on either side by its vapor. (Only one of the two
interfaces is shown.) The z direction is indicated by the ar-
row. The size of the solute is depicted schematically by the
dashed circle. (b) Potential of mean force ∆F as a function
of ion position z, for a solute charge q = +0.8e (solid orange)
and q = −0.8e (dashed blue). The anion adsorbs much more
strongly to the interface than the cation for this solute size.
The dotted green line indicates the connection between these
free energy profiles and the adsorption asymmetry potential
in Eq. 6.
and these limiting susceptibilities for our three small-
est solutes, from which adsorption asymmetry poten-
tials ∆adsψ
(PLR) can be readily computed. The resulting
PLR predictions are plotted in Fig. 4b. Two basic fea-
tures of our simulation results are accurately captured
by this phenomenological description. Specifically, (i)
for small solute charge, ∆adsψ is an approximately con-
stant or modestly increasing function of q, and (ii) a more
strongly decreasing trend of ∆adsψ follows for larger q.
Nearly quantitative agreement can be obtained for an
iodide-sized solute, R = 0.415 nm. Smaller solutes ex-
hibit a more complicated charge dependence that lies be-
7yond a simple PLR description. We note that this test of
PLR is a demanding one, given the small scale of ∆adsψ
relative to ψ(q,R; zint) and ψ(q,R; zliq) individually. To
the extent that PLR is a successful caricature, these re-
sults suggest that the adsorption charge asymmetry at
full charging (q = e) derives from a combination of fea-
tures of solvent response, including an interface-induced
shift in the crossover charge qc at which the character
of linear response changes. The neutral cavity potential
φneut figures into this combination as well, but by no
means does it dominate for these solute sizes.
For the larger solutes we examined, the nonlinearity
of solvent response to charging is not pronounced, ei-
ther in bulk liquid or at the interface. The difference
in nonlinearity of these environments is necessarily also
not large, with e∆adsψ changing by less than kBT over
the range q = 0 to q = e. This small variation is com-
parable in scale to those of ψ(q,R; zint) and ψ(q,R; zliq)
themselves. Judged on that scale, the cancellation of non-
linear response is in fact less complete for R = 0.75 nm
than for smaller solutes. As we have discussed, cavities
with R >∼ 1 nm depress the instantaneous interface signif-
icantly, effectively placing them in the vapor phase even
when z coincides with the Gibbs dividing surface. When
such a solute is endowed with sufficient charge, wetting
will occur at its surface, eventually raising the interface
to effectively move the solute into the liquid phase. This
solvent response, which originates in the physics of phase
separation, is intrinsically nonlinear. For large R, a so-
lute charge well in excess of e is required to fully induce
this structural change, but at the nanoscale it may man-
ifest as an incipient nonlinearity for q ≈ e.
In summary, the adsorption asymmetry potential
∆adsψ depends significantly on solute size R and charge
q. Neither of these sensitivies can arise from intrinsic
orientational bias at the neat air-water interface. Long-
range electrostatic forces from oriented molecules at the
liquid’s boundary, which contribute importantly to sur-
face potentials like φsurf and φd, are inherently unaffected
by the presence, size, or charge of a solute. These results
highlight the importance of local solvent structure and
response for charge asymmetry in interfacial ion adsorp-
tion, and they highlight the danger of inferring solvation
thermodynamics from ion-free quantities such as φsurf
and φd.
III. DISCUSSION AND CONCLUSIONS
In this study, we set out to understand whether or not
charge asymmetry in interfacial ion adsorption could be
understood in terms of long-ranged electrostatic forces in-
trinsic to water. For ion solvation in bulk, difficulties in
unambiguously determining such long-ranged contribu-
tions were already apparent from previous results. Build-
ing on that work, our results show that for SPC models of
water such a simple mechanistic picture is inadequate for
interfacial solvation as well. In addition to the difficul-
0.240 nm
0.317 nm
0.415 nm
(a)
(b)
FIG. 4. Linear response theory cannot faithfully describe the
differences between adsorption profiles of sub-nanometer an-
ions and cations, as demonstrated in (a) by variations in ad-
sorption asymmetry potential ∆adsψ with both R and q. For
the smallest solutes (R <∼ 0.4 nm), ∆adsψ even changes sign
as q increases. In this size range, fully charged cations are
more abundant at the interface than anions (with the same
bulk concentration). At larger R, solutes with q = −e adsorb
more strongly than those with q = +e. As the solute diameter
approaches R = 1 nm, nonlinear response during the charging
process becomes much less pronounced. Values of R are indi-
cated in the legend. (b) A PLR model (heavy lines) predicts
∆adsψ is initially flat, followed by a steady decrease as q in-
creases. This qualitatively captures the simulation data (light
lines), although it fails to capture the leveling off at large q
seen for R = 0.240 nm and 0.317 nm.
ties in partitioning molecules between ‘near’ and ‘distant’
interfaces, complex nonlinear response also underlies sub-
stantial shortcomings of trying to rationalize ion adsorp-
tion from surface potentials that characterize biases of
the undisturbed air-water interface. The nonlinearities
in Fchg(q,R) for bulk and interfacial environments, while
similar, are sufficiently different that the process of ad-
8sorption is also substantially nonlinear. A compelling
inference of adsorption tendencies from intrinsic proper-
ties of the undisturbed liquid and its interface with vapor
requires information that is more subtle than an average
electric potential and macroscopic dielectric susceptibil-
ity. The fluctuation-dissipation theorem guarantees that
this information can in principle be gleaned from equilib-
rium statistics of the undisturbed solvent. But in terms
of fluctuations in electric potential, it involves high-order
correlations whose physical meaning is not transparent.
In previous work we developed and tested finite size
corrections for computer simulations of interfacial ion
solvation.37 Based on DCT, these corrections proved to
be quite accurate even for simulation unit cells with
nanometer dimensions. Our conclusion that DCT is a
faithful representation of aqueous polarization response
down to nanometer length scales is reinforced by the re-
sults of this paper. In particular, when charging a so-
lute of diameter R = 1 nm, solvent response on an abso-
lute scale is linear to a very good approximation, both
in bulk liquid and at the interface. The results of Figs. 2
and 4, however, also indicate that 1 nm marks the valid-
ity limit of linear response. When charging a cavity with
R = 0.75 nm, nonlinear contributions to charge asym-
metry are quantitatively important; for smaller solutes
such nonlinear contributions become not just important
but instead dominant. In passing, we note that even for
the larger solutes, a significant charge asymmetry per-
sists, both for bulk solvation, and adsorption to the in-
terface. This persistent bias weighs against the basis of
the tetra-phenyl arsonium/tetra-phenyl borate (‘TATB’)
extrathermodynamic assumption, an issue that has also
been raised by others.39,62–64
The highly simplified description of molecular interac-
tions in SPC models is certainly a crude approximation
to real microscopic forces. But the specific ion effects
it exhibits cannot be ascribed simply to an errant sur-
face potential. Indeed, discrepancies between models in
potentials such as φd (whose definition requires an arbi-
trary convention), φsurf (which pertains to a solute that
does not exclude volume), or even φneut (which for sub-
nanometer solutes does not account for the strong asym-
metry of solvent response) are not greatly alarming. φsurf
and φd can vary significantly among different models, but
they do not weigh on ion solvation thermodynamics in a
direct way, either in bulk liquid or at the air-water inter-
face. (This does not contradict their use for computing
Fchg once a choice for partitioning molecules between the
interface and bulk has been made.) By contrast, trends
in Fsolv and ∆adsψ at full charging reflect on essential mi-
croscopic mechanisms that underlie specific ion adsorp-
tion. SPC models may be best viewed as caricatures of
a disordered tetrahedral network, with intrinsic charge
asymmetry due to the distinct geometric requirements
of donating and accepting hydrogen bonds. These es-
sential features of liquid water are often associated with
nonlinear response in solvation.65–67 By implicating non-
linearities of precisely this kind as sources of ion-specific
adsorption properties, our results support the use of SPC
models as a physically motivated test bed for exploring
the microscopic basis of surprising trends in interfacial
solvation. Conversely, our results underscore the limita-
tions of DCT and notions of long-ranged contributions
from unperturbed interfaces, which do not describe es-
sential local aspects of the chemical physics underlying
ion adsorption and its charge asymmetry. The conse-
quences of this shortcoming are likely to be exacerbated
in confined geometries. Work to move beyond standard
DCT approaches is an active area of research (e.g. Refs.
24–26,68) and it is hoped that the results presented in
this study will help to guide future theoretical develop-
ments.
IV. METHODS
All simulations used the SPC/E water model;40 so-
lutes were represented as Lennard-Jones (LJ) spheres
with a central charge q. The SHAKE algorithm was used
to maintain a rigid water geometry.69 Periodic bound-
ary conditions were imposed in all three Cartesian di-
rections, with the liquid phase spanning two directions
in a slab geometry. Long-range Coulomb interactions
were summed using the particle-particle particle-mesh
Ewald method.70,71 A spatially homogeneous background
charge was included to maintain electroneutrality and
thus guarantee finite electrostatic energy. For solute sizes
R < 0.75 nm, the system comprised 266 water molecules
with simulation cell dimensions 2×2×4.5 nm3. For R ≥
0.75 nm the simulation cell size was 3.5 × 3.5 × 8.5 nm3
and we used 1429 water molecules. Solvent density pro-
files that indicate the interfacial location zint for each
solute are given in the SI. A time step of 1 fs was used
for all simulations. A temperature of 298 K was main-
tained using Langevin dynamics,72,73 as implemented
in the LAMMPS simulation package,74 which was used
throughout.
Due to the long range of Coulomb interactions, ion
solvation in polar solvents has important contributions
even from distant solvent molecules. Thermodynamic
estimates from molecular simulations are thus subject to
substantial finite size effects, which have been the focus
of many studies.34,75–78 In Ref. 37 we showed for liquid
water in a periodic slab geometry that values of φneut
depend on simulation box size in a slowly decaying but
predictable way. The limit of infinitely separated peri-
odic images can thus be obtained with a simple finite
size correction, which amounts to referencing electric po-
tential values to the vapor phase. We have applied this
correction to all potentials reported in this paper. The
potential of mean force ∆F (q,R; z) for ions in periodic
liquid slabs are, by contrast, nearly independent of sim-
ulation cell size for z ≤ zint.37
To compute ∆F (q,R; z), we followed the same proce-
dure as outlined in Ref. 18, namely umbrella sampling
and histogram reweighting with MBAR.79 To calculate
9ψ(q,R; z) for a given choice of R and z, simulations were
performed with q/e = −1.0,−0.9, . . . ,+0.9, and + 1.0.
For R ≤ 0.415 nm statistics were obtained from trajecto-
ries 5 ns in duration. For R = 0.75 nm and 1.0 nm, trajec-
tories varied between 2.8 ns and 5.0 ns. The probability
distribution P0
(
φsolv
)
of electrostatic potential fluctua-
tions at the center of the neutral solute was then con-
structed using the MBAR algorithm. Fchg was computed
by reweighting P0(φsolv) as prescribed by Widom’s po-
tential distribution theorem,80
e−βFchg =
∫
dφsolv P0
(
φsolv
)
e−βqφsolv (7)
The integral in Eq. 7 was performed numerically.
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Supporting Information
This document contains a detailed account of the issues faced when trying to isolate contributions to φneut from local
and distant sources. Also given are solvent density profiles ρ(z) in the presence of the neutral solute for the different
systems studied, and the position of the solute at the interface is indicated in each instance. Solute-solvent radial
distribution functions g(r) are shown for q = −e, 0 and +e with the solute in the center of the slab. Details underlying
the piecewise linear response model are also presented.
S1. ELECTROSTATIC CONTRIBUTIONS FROM NEAR AND FAR
The challenge of identifying and interpreting a potential drop across the liquid-vapor interface can be viewed as an
issue of partitioning molecules between distinct regions of space.
Consider a macroscopic droplet of liquid bounded by an interface S with the vapor phase (as illustrated in Fig. S1).
The origin of our coordinate system lies deep within the bulk liquid phase. We will aim to calculate the average
electric potential 〈φ〉 at the origin, distinguishing contributions of molecules that are far from the probe (including
those at the phase boundary) from those that lie nearer the origin. Specifically, we will divide the two populations at
an imaginary surface B that is also deep within the bulk liquid. We will take B to be distant enough from the origin
that liquid structure on this surface is bulk in character, even if the microscopic vicinity of the origin is complicated
by a solute’s excluded volume.
probe at
origin
liquid-vapor
interface
imaginary dividing
surface
S
B
L
B
S
FIG. S1. Sketch of a macroscopic droplet of liquid (shaded region at right) surrounded by dilute vapor. The two phases contact
at a macroscopically smooth interface S. The surface B within the droplet is a mathematical device to isolate the electrostatic
contribution of molecules residing near the phase boundary S. The droplet’s overall scale L is a macroscopic distance. A
magnified view of a microscopic region straddling B is shown at left. Molecules intersected by B (dashed white line) could
reasonably be assigned to either the near (inside B) or far (outside B) domains.
A. Partitioning schemes
The vast majority of molecules in the droplet are unambiguously located either outside B (“far”) or inside B
(“near”). A tiny fraction straddle the surface B. In the case of water this could involve a molecule’s oxygen atom
lying on one side of B, while its hydrogen atoms lie on the other. One division scheme (an M-scheme) would judge
the molecule’s location based on the O atom; another M-scheme might base the classification on the molecule’s center
of charge. A still different scheme (a P-scheme) could divide the molecule in two, with some pieces “near” and other
pieces “far”. (The M-scheme and the P-scheme are well known in the literature. See e.g. Ref. 44.) The total potential
φ at the probe site is not sensitive to which of these schemes is chosen. But its contributions φnear and φfar from
atoms/molecules in the near and far regions are sensitive, in an offsetting way.
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Let’s first treat the M scheme, with the molecule’s near/far classification based on the position r(0) of some site
within the molecule (say, its O atom). The average far-field potential in this case is
〈φMfar〉 = N
∫
outside B
dr
∫
dΩ p(r,Ω)
∑
α
qα
|r + ∆rα(Ω)| , (S1)
where N is the total number of molecules in the droplet and α indexes charged sites within each molecule. Here,
p(r,Ω) = 〈δ(r − r(0))δ(Ω − Ω(0))〉 is the joint probability distribution of a molecule’s position (i.e., r(0)) and in-
tramolecular configuration Ω(0) (specified relative to the reference position r(0), as indicated by the superscript).81
By ∆rα = rα − r(0) we denote the displacement of charge qα from the reference point r(0). This intramolecular
displacement is entirely determined by Ω(0).
For the P-scheme, each charge α contributes to φPfar if rα lies outside B. The corresponding far-field potential is
〈φPfar〉 = N
∑
α
∫
outside B
dr
∫
dΩ pα(r,Ω)
qα
|r| (S2)
= N
∑
α
∫
outside B
dr
∫
dΩ p(r−∆rα,Ω)qα|r| (S3)
where pα(r,Ω) is the joint probability distribution for site position rα and intramolecular configuration of a solvent
molecule. In Eq. S3 we have made use of the connection
pα(r,Ω) = 〈δ(r− rα)δ(Ω−Ω(0))〉 = 〈δ(r−∆rα − r(0))δ(Ω−Ω(0))〉 (S4)
= p(r−∆rα(Ω),Ω) (S5)
between the distributions p and pα.
B. Multipole expansion
Since the entire “far” region is macroscopically distant from the origin, small-∆rα expansions of |r + ∆rα|−1 and
p(r−∆rα,Ω) are well justified. These yield
∑
α
qα
|r + ∆rα| =
(∑
α
qα∆rα
)
· ∇1
r
+
1
2
(∑
α
qα∆rα∆rα
)
: ∇∇1
r
+ . . . (S6)
and ∑
α
qαp(r−∆rα,Ω) = −∇ ·
∑
α
qα∆rαp(r,Ω) +
1
2
∇∇ :
∑
α
qα∆rα∆rαp(r,Ω) + . . . (S7)
where we have omitted leading terms proportional to
∑
α qα, which vanish by molecular charge neutrality. When
carried through subsequent calculations, terms beyond quadrupole order in these expansions would vanish due either
to symmetry or to the macroscopic scale of the droplet.
Defining dipole and quadrupole densities as
m(r) = N
∫
dΩ p(r,Ω)
∑
α
qα∆rα (S8)
and
Q(r) =
N
2
∫
dΩ p(r,Ω)
∑
α
qα∆rα∆rα (S9)
we can write
〈φMfar〉 =
∫
outside B
dr
(
m(r) · ∇1
r
+ Q(r) : ∇∇1
r
+ . . .
)
(S10)
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and
〈φPfar〉 =
∫
outside B
dr
1
r
(−∇ ·m(r) +∇∇ : Q(r) + . . .) (S11)
Integrating by parts, and noting that m(r) and ∇ : Q(r) vanish both on B and at infinity,
〈φPfar〉 =
∫
outside B
dr
(
m(r) · ∇1
r
−
(
∇1
r
)
· (∇ ·Q(r))) (S12)
=
∫
outside B
dr
(
m(r) · ∇1
r
−∇ ·
(
∇1
r
·Q(r)
)
+ Q(r) : ∇∇1
r
)
(S13)
Using the divergence theorem,
〈φPfar〉 = 〈φMfar〉 −
∫
B
dR nˆ(R) ·
(
∇ 1
R
·Q(R)
)
(S14)
where R is a point on B and nˆ(R) is the corresponding local inward-pointing normal vector. Since B lies within the
bulk liquid, where the average quadrupole density Qliq is isotropic, Q(r) = I (TrQliq/3) everywhere on this surface.
As a result,
〈φPfar〉 = 〈φMfar〉+
TrQliq
3
∫
inside B
dr∇2 1
r
(S15)
= 〈φMfar〉 −
4pi
3
TrQliq (S16)
These two measures of the far-field potential are thus different. Moreover, the quadrupole trace that determines this
difference depends on the choice of r(0). This ambiguity is a well-known feature of the so-called Bethe potential
−(4pi/3)TrQliq.31,39,41,45,46,82
C. Dipole surface potential
To simplify the result for 〈φMfar〉, note that Q(r) is isotropic everywhere outside B, except in the microscopic vicinity
of S. In the bulk regions of the far domain, we then have Q(r) : ∇∇r−1 ∝ δ(r) = 0. The final term in Eq. S10 therefore
has nonzero contributions only from a thin shell whose volume is proportional to L2, where L is the macroscopic scale
of the droplet. Since ∇∇r−1 ∼ L−3 in this shell, the quadrupolar contribution to 〈φMfar〉 has a negligible magnitude,
L−1. As a result,
〈φMfar〉 =
∫
outside B
dr m(r) · ∇1
r
(S17)
This integral similarly has nonzero contributions only from a microscopically thin shell of broken symmetry, centered
on the phase boundary S. Since the macroscopic surface is very smooth on this scale, and because the average dipole
density points normal to the locally planar interface, the far-field potential may be written
〈φMfar〉 =
∫
S
dR
∫
dz m⊥(z) nˆ(R) · ∇1
r
, (S18)
where R is the point on S nearest to r, the coordinate z = (r −R) · nˆ(R) is the perpendicular displacement from
the liquid-vapor interface, nˆ(R) is the outward-pointing normal of S, and m⊥(z)nˆ(R) is the average dipole field at r.
Neglecting contributions of O(z/L), we may replace r−1 by R−1, and easily evaluate the surface integral, yielding
〈φMfar〉 = −4pi
∫ zvap
zliq
dz m⊥(z), (S19)
where the integral is performed in the direction from liquid (zliq < 0) to vapor (zvap > 0). For the case of a perfectly
planar interface, this result is a familiar component of the surface potential, identified by Remsing et al. as the surface
dipole contribution.39,41 As they note, its value depends on the reference position r(0) defining the molecular reference
frame. In our calculation this dependence arises from the way molecules are classified relative to the dividing surface
B.
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D. Near-field potential
In evaluating 〈φfar〉, we have made no assumptions about the liquid’s structure near the probe. If the origin lies
inside a solute’s excluded volume, then the near-field potential is complicated by the microscopically heterogeneous
arrangement of solvent molecules in its vicinity. If, however, the probe is simply a point within the isotropic bulk
liquid, then 〈φnear〉 can be easily determined.
For a probe that resides in uniform bulk liquid, m(r) = 0 and Q(r) = Qliq everywhere inside B. In the P-scheme
we can conclude immediately from the analogue of Eq. S11 that 〈φnear〉 = 0. In the M-scheme we have
〈φMnear〉 =
∫
inside B
dr
TrQliq
3
∇2 1
r
= −4pi
3
TrQliq (S20)
In either case the total potential sums to
〈φ〉 = 〈φMnear〉+ 〈φMfar〉 (S21)
= 〈φPnear〉+ 〈φPfar〉 (S22)
= −4pi
∫ zvap
zliq
dz m⊥(z)− 4pi
3
TrQliq (S23)
These calculations of local and nonlocal contributions to the mean electrostatic potential resemble previous de-
velopments of surface potential in many ways.12,14,31,39,41,46,47,83 Ours are somewhat more general than standard
calculations, in that we do not require a specific shape of the liquid domain. (The standard development presumes
an idealized geometry of the liquid phase e.g. planar interface or spherical droplet, and integrates the resulting 1-
dimensional Poisson equation.) More interestingly, it places the ambiguities surrounding surface potential in an easily
conceived context: The electrostatic bias of an interface is not well defined because there is no unique way to assign
molecules to that interface. Any attempt to do so carries an arbitrariness that (in the case of water) is comparable in
magnitude to the apparent surface potential itself.
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S2. SOLVENT DENSITY PROFILES AND SOLUTE-SOLVENT RADIAL DISTRIBUTION FUNCTIONS
(a)
(b)
FIG. S2. (a) Average solvent density ρ(z), plotted as a function of the coordinate z perpendicular to the liquid-vapor interface,
with the solute (R = 0.240 nm) located in the bulk (zliq = 0 nm, solid blue line), and at the interface (zint = 1 nm, dashed
orange line). The dotted green line is drawn at z = zint. Only half (z > 0 nm) of the solvent profile is shown. (b) Radial
distribution function g(r), plotted as a function of the distance r between the solute’s center and the oxygen atom of a water
molecule, with the solute at z = zliq with q = −e, 0, and +e. The vertical dot-dashed gray line is drawn at r = R.
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(a)
(b)
FIG. S3. (a) ρ(z) with the solute (R = 0.317 nm) located in the bulk (zliq = 0 nm, solid blue line), and at the interface
(zint = 1 nm, dashed orange line). The dotted green line is drawn at z = zint. Only half (z > 0 nm) of the profile is shown. (b)
g(r) with the solute at z = zliq with q = −e, 0, and +e. The vertical dot-dashed gray line is drawn at r = R.
(a)
(b)
FIG. S4. (a) ρ(z) with the solute (R = 0.415 nm) located in the bulk (zliq = 0 nm, solid blue line), and at the interface
(zint = 1 nm, dashed orange line). The dotted green line is drawn at z = zint. Only half (z > 0 nm) of the profile is shown. (b)
g(r) with the solute at z = zliq with q = −e, 0, and +e. The vertical dot-dashed gray line is drawn at r = R.
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(a)
(b)
FIG. S5. (a) ρ(z) with the solute (R = 0.75 nm) located in the bulk (zliq = 0 nm, solid blue line), and at the interface
(zint = 1.75 nm, dashed orange line). The dotted green line is drawn at z = zint. Only half (z > 0 nm) of the profile is shown.
(b) g(r) with the solute at z = zliq with q = −e, 0, and +e. The vertical dot-dashed gray line is drawn at r = R.
(a)
(b)
FIG. S6. (a) ρ(z) with the solute (R = 1.0 nm) located in the bulk (zliq = 0 nm, solid blue line), and at the interface
(zint = 1.75 nm, dashed orange line). The dotted green line is drawn at z = zint. Only half (z > 0 nm) of the profile is shown.
(b) g(r) with the solute at z = zliq with q = −e, 0, and +e. The vertical dot-dashed gray line is drawn at r = R.
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S3. EVALUATING PIECEWISE LINEAR RESPONSE
A. Outline
Here we present details of the piecewise linear response (PLR) model discussed in the main article. The PLR model
is based on the observation that solvent response to charging a solute is linear for both anions and cations, but differs
between the two cases.33,34,36 In such a model, the average electrostatic potential due to the solvent at the center of
a charged cavity can be written as
〈φsolv〉q =
{
φneut − βq〈(δφsolv)2〉+ (q ≥ qc)
φneut − βq〈(δφsolv)2〉− − βqc
[〈(δφsolv)2〉+ − 〈(δφsolv)2〉−] (q < qc), (S24)
where qc is the value of the ‘crossover charge’ between the two linear regimes, 〈(δφsolv)2〉+ is the variance of φsolv
for q ≥ qc, and 〈(δφsolv)2〉− is the variance of φsolv for q < qc. (As written, it is implicitly assumed that qc ≤ 0, as
suggested by simulations.) Let us define J =
[〈(δφsolv)2〉+ − 〈(δφsolv)2〉−]. Fchg is then,
Fchg(q) =
{
qφneut − βq
2
2 〈(δφsolv)2〉+ (q ≥ qc)
qφneut − βq
2
2 〈(δφsolv)2〉− − βJ
(
qqc − q
2
c
2
)
(q < qc),
(S25)
and ψ is,
ψ(q) =
{
φneut (q ≤ |qc|)
φneut − βJ4q (q − |qc|)2 (q > |qc|).
(S26)
In general, φneut, qc and J will depend upon solute size, and whether or not the solute is located in bulk or at the
interface.
B. Results
Figures S7, S8 and S9 show 〈φsolv〉q vs q for R = 0.240 nm, 0.317 nm and 0.415 nm, respectively, both for the solute
in bulk and at the interface. Note that these results have not been corrected for the finite size of the simulation cell:
we will correct φneut for finite size effects when computing ∆adsψ
(PLR), where other finite size effects largely cancel.37
For R = 0.317 nm and R = 0.415 nm we can see that PLR is broadly reasonable for the solute in bulk, but some small
deviations are seen. These deviations are more pronounced when the solute is at the interface. For R = 0.240 nm, the
above PLR model breaks down at large negative q, but it remains reasonable for smaller values of the absolute charge.
By fitting straight lines to the anion and cation response, we can obtain values for qc, 〈(δφsolv)2〉+ and 〈(δφsolv)2〉−.
The results from using these in Eq. S26 to compute ∆adsψ
(PLR) are presented in Fig. 4b in the main article. Results
for R = 0.75 nm and R = 1 nm are not shown because, while anion and cation response do still differ, the degree
of nonlinearity is much less on an absolute scale than for the smaller solutes. This makes it challenging to reliably
obtain qc.
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(a)
(b)
FIG. S7. 〈φsolv〉q vs q for R = 0.240 nm with the solute located (a) in bulk and (b) at the interface. The dashed and dotted
lines show linear fits to the left and right shaded regions, respectively.
(a)
(b)
FIG. S8. 〈φsolv〉q vs q for R = 0.317 nm with the solute located (a) in bulk and (b) at the interface. The dashed and dotted
lines show linear fits to the left and right shaded regions, respectively.
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(a)
(b)
FIG. S9. 〈φsolv〉q vs q for R = 0.415 nm with the solute located (a) in bulk and (b) at the interface. The dashed and dotted
lines show linear fits to the left and right shaded regions, respectively.
