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VOEVODSKY’S MIXED MOTIVES VERSUS
KONTSEVICH’S NONCOMMUTATIVE MIXED MOTIVES
GONC¸ALO TABUADA
Abstract. Following an insight of Kontsevich, we prove that the quotient
of Voevodsky’s category of geometric mixed motives DMgm by the endofunc-
tor −⊗Q(1)[2] embeds fully-faithfully into Kontsevich’s category of noncom-
mutative mixed motives KMM. We show also that this embedding is com-
patible with the one between pure motives. As an application, we obtain a
precise relation between the Picard groups Pic(−), the Grothendieck groups,
the Schur-finiteness, and the Kimura-finiteness of the categories DMgm and
KMM. In particular, the quotient of Pic(DMgm) by the subgroup of Tate
twists Q(i)[2i] injects into Pic(KMM). Along the way, we relate KMM with
Morel-Voevodsky’s stable A1-homotopy category, recover the twisted algebraic
K-theory of Kahn-Levine from KMM, and extend Elmendorf-Mandell’s foun-
dational work on multicategories to a broader setting.
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1. Introduction
Voevodsky’s mixed motives. V. Voevodsky introduced in [62, §5] the triangu-
lated category of geometric mixed motives DMgm(k) (over a perfect base field k).
This category comes equipped with a canonical functor M : Sm(k) → DMgm(k),
defined on smooth k-schemes, and is the natural setting for the study of algebraic
cycle (co)homology theories such as higher Chow groups, Suslin homology, motivic
cohomology, bivariant cycle cohomology, etc.
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Kontsevich’s noncommutative mixed motives. M. Kontsevich introduced in
[31] the triangulated category of noncommutative mixed motives KMM(k) (over
a base field k). Roughly speaking, KMM(k) is the thick triangulated envelope of
a category whose objects are the smooth proper dg categories (see Definition 4.2)
and whose morphisms are given by bivariant algebraic K-theory. As explained
in §5.2, Kontsevich’s category admits a more conceptual description: the smooth
proper dg categories are the strongly dualizable objects of the Morita homotopy
category of dg categories Ho(dgcat(k)); there exists a “universal” localizing in-
variant U : Ho(dgcat(k)) → Mot(k) with values in a triangulated category; and
KMM(k) identifies with the thick triangulated subcategory of Mot(k) generated
by the images of the strongly dualizable objects. For this reason, KMM(k) is the
natural setting for the study of localizing invariants such as algebraic K-theory,
cyclic homology, topological Hochschild homology, etc; consult the survey [51].
Motivating question. As explained above, the triangulated categories DMgm(k)
and KMM(k) play a similar role, one in the commutative world and the other one
in the noncommutative world. Hence, it is natural to ask the following:
Question: What is the relation between DMgm(k) and KMM(k) ?
Kontsevich suggested in [33, §4.1] that the quotient of DMgm(k)Q by the end-
ofunctor − ⊗ Q(1)[2] should embed fully-faithfully into KMM(k)Q. In this article
we answer the above motivating question and as a byproduct prove Kontsevich’s
insight. Consult §3 for several applications of these results.
2. Statement of results
Let k be a perfect base field, SH(k) the Morel-Voevodsky stable A1-homotopy
category of (P1,∞)-spectra (see [38, 39, 60]), and KGL ∈ Ho(SH(k)) the E∞-ring
spectrum representing homotopy algebraicK-theory in the sense of Weibel (see [60,
§6.2]). Thanks to the work of Ro¨dings-Sptizweck-Østvær [44] and Gepner-Snaith
[17], KGL admits a strictly commutative model. Hence, we obtain a well-defined
symmetric monoidal model category Mod(KGL) of KGL-modules. Let us denote by
Ho(Mod(KGL))pj the thick triangulated subcategory of Ho(Mod(KGL)) generated
by the objects Σ∞(X+) ∧KGL with X a smooth projective k-scheme.
As explained in §5.3, there exists also a “universal” A1-localizing invariant UA1 :
Ho(dgcat(k)) → MotA1(k). The category MotA1(k) carries a closed symmetric
monoidal structure (we write (−)∨ := Hom(−, UA1(k))) making UA1 symmetric
monoidal. Motivated by the above description of KMM(k), we define KMMA1(k)
to be the thick triangulated subcategory of MotA1(k) generated by the objects
UA1(A) with A a smooth proper dg category. Note that since the smooth proper dg
categories are strongly dualizable objects, KMMA1(k) is a rigid symmetric monoidal
category. The smallest triangulated subcategory of Mot(k) (resp. of MotA1(k))
which contains KMM(k) (resp. KMMA1(k)) and is stable under arbitrary direct
sums will be denoted by KMM⊕(k) (resp. by KMM⊕A1(k)).
As explained in §4.3, the derived category of perfect complexes perf(X) of every
quasi-compact quasi-separated k-scheme X admits a canonical dg enhancement1
perfdg(X). The first main result, obtained in collaboration with Denis-Charles
Cisinski, is the following:
1When X is quasi-projective, Lunts-Orlov proved in [36] that this dg enhancement is “unique”.
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Theorem 2.1. There exists a well-defined triangulated comparison functor Φ from
Ho(Mod(KGL)) to MotA1(k) and a natural transformation θ from
(2.2) Sm(k)
Σ∞(−+)
−→ Ho(SH(k))
−∧KGL
−→ Ho(Mod(KGL))
Φ
−→ MotA1(k)
to the composition (the first and last functors are contravariant)
(2.3) Sm(k)
perfdg(−)
−→ Ho(dgcat(k))
U
A1−→ MotA1(k)
(−)∨
−→ MotA1(k) .
This data has the following properties:
(i) The functor Φ is lax symmetric monoidal and preserves arbitrary direct sums;
(ii) The functor Φ becomes symmetric monoidal and fully-faithful when restricted
to the subcategory Ho(Mod(KGL))pj;
(iii) The natural transformation θ is an isomorphism at every smooth k-scheme X
such that Σ∞(X+) ∧KGL ∈ Ho(Mod(KGL))
pj;
(iv) The restriction of Φ to the subcategory Ho(Mod(KGL))pj lifts along the com-
position KMM(k)→ KMMA1(k) ⊂MotA1(k).
Intuitively speaking, Theorem 2.1 shows that the difference between the cate-
gories of Morel-Voevodsky and Kontsevich is measured by the existence of a KGL-
module structure. The proof, envisioned by Cisinski, is divided into four steps:
(s1) First, we extend Elmendorf-Mandell’s foundational work on multicategories to
a broader setting; see §6. This is of independent interest.
(s2) Then, we establish a practical result for the construction of commutative
monoids in generalized symmetric spectra; see §7.
(s3) Making use of (s1)-(s2), we then construct a commutative monoid KGLnc in
Ayoub’s stable A1-homotopy category of (P1,∞)-spectra (with coefficients in
noncommutative mixed motives) which enhances KGL; see §8.
(s4) Finally, making use of KGLnc and of the functoriality of Ayoub’s stable A
1-
homotopy category of (P1,∞)-spectra, we obtain the above result; see §9.
Corollary 2.4. (i) When k admits resolution of singularities (e.g. Q ⊆ k), there
exists a fully-faithful symmetric monoidal triangulated comparison functor Φ mak-
ing the following diagram commute
Sm(k)
Σ∞(−+) 
perfdg(−) // Ho(dgcat(k))
U
Ho(SH(k))
−∧KGL

Mot(k)
(−)∨

Ho(Mod(KGL))
Φ
// KMM⊕(k) ⊂ Mot(k) .
(ii) When k is a perfect field, there exists a fully-faithful symmetric monoidal tri-
angulated comparison functor ΦQ making the following diagram commute
Sm(k)
Σ∞(−+)Q 
perfdg(−) // Ho(dgcat(k))
U(−)Q
Ho(SH(k))Q
−∧KGLQ

Mot(k)Q
(−)∨

Ho(Mod(KGLQ))
ΦQ
// KMM⊕(k)Q ⊂ Mot(k)Q
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(iii) The functors Φ and ΦQ admit right adjoints Ψ and ΨQ.
(iv) Given a central simple k-algebra A, one has an isomorphisms Ψ(U(A)) ≃
KA in Ho(SH(k)), where KA stands for the twisted form of algebraic K-theory
introduced by Kahn-Levine in [25].
Note that the comparison functors Φ and ΦQ take values in Kontsevich’s trian-
gulated category of noncommutative mixed motives (with arbitrary direct sums).
Item (iv) furnish us a conceptual characterization of Kahn-Levine’s construction.
Remark 2.5. Theorem 2.1 and items (i)-(iii) of Corollary 2.4 hold more generally
when k is a regular ring; see Remark 9.32.
Relation between DMgm(k) and KMM(k). Let HZ ∈ Ho(SH(k)) be the E
∞-
ring spectrum representing motivic cohomology; see [60, §6.1]. Thanks to the work
of Riou [42, §6], one has KGLQ ≃
⊕
i∈ZHZQ(i)[2i]. On the other hand, thanks to
the work of Ro¨dings-Østvær [45], DMgm(k)Q identifies with the full subcategory of
compact objects of Ho(Mod(HZQ)). As a consequence, base-change along HZQ →
KGLQ gives rise to a well-defined functor DMgm(k)Q → Ho(Mod(KGLQ))
pj. By
composing it with ΦQ one then obtains a Q-linear faithful symmetric monoidal
triangulated comparison functor
(2.6) R : DMgm(k)Q −→ Ho(Mod(KGLQ))
pj ΦQ−→ KMM(k)Q .
The second main result, which answers the motivating question, is the following:
Theorem 2.7. The comparison functor (2.6) gives rise to a Q-linear additive fully-
faithful symmetric monoidal functor R making the following diagram commute
(2.8) Sm(k)
M(−)Q 
perfdg(−) // Ho(dgcat(k))
U(−)Q
DMgm(k)Q
pi

Mot(k)Q
(−)∨

DMgm(k)Q/−⊗Q(1)[2]
R
// KMM(k)Q ⊂ Mot(k)Q ,
where DMgm(k)Q/−⊗Q(1)[2] stands for the orbit category of DMgm(k)Q with respect
to the endofunctor −⊗Q(1)[2] (see §4.4).
Note that Theorem 2.7 formalizes Kontsevich’s beautiful insight: the quotient
of the commutative world by the endofunctor − ⊗ Q(1)[2] embeds fully-faithfully
into the noncommutative world. This opens new horizonts and opportunities for
research by enabling the interchange of results, techniques, ideas, and insights be-
tween the commutative and noncommutative worlds; see §3.
Compatibility with pure motives. The pure analogue of Theorem 2.7 was es-
tablished in [50, §1]. In that case,M(−)Q is replaced by the classical (contravariant)
functor to Chow motives h(−)Q : SmProj(k)→ Chow(k)Q, U(−)Q by the “univer-
sal” additive invariant (see §5.4), KMM(k)Q by the additive category of noncom-
mutative Chow motives NChow(k)Q, and R by a Q-linear fully-faithful symmetric
monoidal functor R. Moreover, since h(−)Q is contravariant, the functor (−)
∨ is
not used. The compatibility between R and R is the following:
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Proposition 2.9. There exists a Q-linear additive fully-faithful symmetric monoidal
functor Vnc making the following diagram commute
(2.10) SmProj(k)
h(−)Q //
 _

Chow(k)Q
pi //
V

Chow(k)Q/−⊗Q(1)
V

R // NChow(k)Q
Vnc
KMM(k)Q
(−)∨

Sm(k)
M(−)Q
// DMgm(k)Q pi
// DMgm(k)Q/−⊗Q(1)[2]
R
// KMM(k)Q ,
where V stands for the Q-linear additive fully-faithful (contravariant) functor con-
structed by Voevodsky in [62, §4] and V its extension to the orbit categories.
Note that the functor V is well-defined since V (Q(1)) ≃ Q(−1)[−2]. The (co-
variant) functor Vnc is morally the noncommutative analogue of V .
3. Applications
Picard groups. Given a symmetric monoidal category C, its Picard group Pic(C)
is defined as the (abelian) group of isomorphism classes of ⊗-invertible objects.
Proposition 3.1. (i) A geometric mixed motive M is ⊗-invertible if and only if
the noncommutative mixed motive R(M) is ⊗-invertible;
(ii) The comparison functor (2.6) induces an injective group homomorphism
(3.2) Pic(DMgm(k)Q)/{Q(i)[2i] | i ∈ Z} →֒ Pic(KMM(k)Q) .
Item (i) shows that the comparison functor (2.6) reflects ⊗-invertibility. On the
other hand, item (ii) shows that two ⊗-invertible geometric mixed motives become
isomorphic in the noncommutative world if and only if they are in the same orbit of
the Z-action M 7→M(1)[2]. The cokernel of (3.2) measures the existence of “truly
⊗-invertible noncommutative mixed motives”.
Example 3.3. Tobias proved in [59, §3] that the reduced geometric mixed mo-
tives M˜(Spec(l))Q(i)[j] (with i, j ∈ Z and l/k a field extension of degree ≤ 2)
are ⊗-invertible. Making use of Proposition 3.1(ii), one then obtains the following
subgroup of ⊗-invertible objects
(3.4) {U˜(l)Q[j] | j ∈ Z and l/k with [l : k] ≤ 2} ⊂ Pic(KMM(k)Q) .
The left-hand-side of (3.4) identifies with the group Z ⊕ k×/(k×)2 when k is of
characteristic 6= 2 and with Z⊕ k{u+ u2 |u ∈ k} when k is of characteristic 2.
Mixed Tate motives. Following Levine [34], let DMT(k)Q be the thick trian-
gulated subcategory of DMgm(k)Q generated by the objects Q(n), n ∈ Z. Since
R(Q(n)) ≃ U(k)Q[−2n], the comparison functor (2.6) restricts to a Q-linear faith-
ful symmetric monoidal triangulated functor
(3.5) R : DMT(k)Q −→ 〈U(k)Q〉 ⊂ KMM(k)Q
with values in the thick triangulated subcategory generated by the ⊗-unit U(k)Q.
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Example 3.6 (Kummer motives). Let k be a number field. Recall from [2, §20.3]
that a 1-motive of the form [Z
17→q
→ Gm], with q ∈ k
×, is called a Kummer motive.
Since these are extensions of Q(0) by Q(1), we obtain the distinguished triangles
U(k)Q[−2] −→ R([Z
17→q
→ Gm]) −→ U(k)Q −→ U(k)Q[−1] .
Remark 3.7. Recall from §5.2 that the morphisms of KMM(k)Q are given by alge-
braic K-theory. Hence, one observes that the maps induced by (3.5)
HomDMT(k)Q(Q(0),Q(n)[n]) −→ Hom〈U(k)Q〉(U(k)Q, U(k)Q[−n]) n ≥ 0
correspond to the canonical inclusion of rational Milnor K-theory into rational
(nonconnective) algebraic K-theory KMn (k)Q →֒ IKn(k)Q.
Grothendieck groups. The computation of the Grothendieck groups of DMgm(k)Q
and KMM(k)Q is a major challenge which seems completely out of reach at the
present time. In what concerns mixed Tate motives, Biglari proved in [5] that the
assignment Q(1) 7→ t gives rise to a ring isomorphism K0(DMT(k)Q) ≃ Z[t, t
−1].
Proposition 3.8. (i) One has a ring isomorphism K0(〈U(k)Q〉) ≃ Z;
(ii) The comparison functor (3.5) induces the following ring homomorphism
(3.9) K0(DMT(k)Q) ≃ Z[t, t
−1]
t=1
−→ Z ≃ K0(〈U(k)Q〉) .
Intuitively speaking, Proposition 3.8 shows that “virtually” all the mixed Tate
motives Q(n) become trivial in the noncommutative world. Note that in the case
of Kummer motives, (3.9) corresponds to the passage from t+ 1 to 2.
Schur and Kimura finiteness. Let C be a Q-linear idempotent complete sym-
metric monoidal category (e.g. DMgm(k)Q or KMM(k)Q). Every partition λ of n
gives rise to an idempotent eλ of the group ring Q[Σn] and hence to a Schur functor
Sλ : C → C, c 7→ eλ(c
⊗n); consult Deligne [14, 15] for details. When λ = (1, . . . , 1)
(resp. λ = (n)) the associated Schur functor ∧n := S(1,...,1) (resp. Sym
n := S(n))
should be considered the analogue of the usual nth wedge (resp. symmetric) prod-
uct of Q-vector spaces. An object c ∈ C is called Schur-finite if Sλ(c) = 0 for
some λ, even (resp. odd) dimensional if ∧n(c) = 0 (resp. Symn(c) = 0) for some
n > 0, and Kimura-finite if c = c+ ⊕ c− with c+ even dimensional and c− odd
dimensional. In the particular case where C = DMgm(k)Q, these finiteness notions
were extensively studied by Andre´, Kahn, Guletskii, Pedrini, Kimura, and Mazza;
see [2, 3, 19, 20, 29, 37].
Proposition 3.10. Let M be a geometric mixed motive.
(i) M is Schur-finite if and only if R(M) is Schur-finite;
(ii) If M is Kimura-finite, then R(M) is also Kimura-finite.
Item (i) shows that the comparison functor (2.6) reflects Schur-finiteness. On
the other hand, item (ii) combined with the stability of Kimura-finiteness under
several constructions (see [19, 37]), gives rise to a large class of Kimura-finite non-
commutative mixed motives.
Example 3.11. Let n be an even positive integer and u 6= 0 an element of KMn (k)Q.
As explained in §5.2, u can be understood as a morphism in KMM(k)Q from U(k)Q
to U(k)Q[−n]. Hence, consider the following distinguished triangle
U(k)Q
u
−→ U(k)Q[−n] −→ cone(u) −→ U(k)Q[1] .
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By combining Biglari’s work [5, Example 4.11] with Proposition 3.10, one observes
that cone(u) is Schur-finite but not even dimensional neither odd dimensional.
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4. Preliminaries
4.1. Notations. Throughout the article we will work over a base field k. We will
use freely the language of model categories; see [21, 23, 41]. Given a model category
C, we will write Ho(C) for its homotopy category. The category of simplicial sets will
be denoted by sSet, the category of spectra by Sp, the category of symmetric spectra
(endowed with Hovey-Shipley-Smith’s stable model structure [24]) by SpΣ, and
the category of symmetric spectra (endowed with Shipley’s stable positive model
structure [48]) by S. Given a closed symmetric monoidal category (C,⊗,1), let
Hom(−,−) be its internal Hom and (−)∨ := Hom(−,1) the duality functor. When
C is enriched over a symmetric monoidal category E we will write HomE(−,−) for
this enrichment. Finally, adjunctions will be displayed vertically with the left (resp.
right) adjoint on the left (resp. right) hand-side.
4.2. Differential graded categories. Let C(k) be the category of cochain com-
plexes of k-vector spaces. A differential graded (=dg) category A is a category
enriched over C(k). A dg functor F : A → B is a functor enriched over C(k);
consult Keller’s ICM survey [26] for further details. In what follows, we will write
dgcat(k) for the category of (small) dg categories and dg functors.
Let A be a dg category. The category H0(A) has the same objects as A and
H0(A)(x, y) := H0A(x, y). The opposite dg category Aop has the same objects as
A and Aop(x, y) := A(y, x). A right A-module is a dg functor Aop → Cdg(k) with
values in the dg category Cdg(k) of complexes of k-vector spaces. Let us write C(A)
for the category of right A-modules. As explained in [26, §3.1], the dg structure of
Cdg(k) makes C(A) into a dg category Cdg(A). The derived category D(A) of A is
the localization of C(A) with respect to the quasi-isomorphisms. Its subcategory of
compact objects will be denoted by Dc(A).
A dg functor F : A → B is called a Morita equivalence if the restriction of scalars
D(B)
∼
→ D(A) is an equivalence. As proved in [54, Thm. 5.3], dgcat(k) admits a
model structure whose weak equivalences are the Morita equivalences.
The tensor product A ⊗ B of dg categories is defined as follows: the set of
objects is the cartesian product and (A⊗B)((x,w), (y, z)) := A(x, y)⊗B(w, z). As
explained in [26, §2.3], this construction gives rise to symmetric monoidal categories
(dgcat(k),−⊗−, k) and (Ho(dgcat(k)),−⊗−, k). Given dg categories A and B, an
A-B-bimodule B is a dg functor B : A⊗Bop → Cdg(k), i.e. a right (A
op⊗B)-module.
A standard example is the A-A-bimodule
A⊗Aop −→ Cdg(k) (x, y) 7→ A(y, x) .(4.1)
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Given dg categories A and B, let rep(A,B) be the full triangulated subcategory of
D(Aop ⊗ B) consisting of those A-B-bimodules B such that B(x,−) ∈ Dc(B) for
every object x ∈ A. In the same vein, let repdg(A,B) be the full dg subcategory of
Cdg(A
op ⊗ B) consisting of those A-B-bimodules B which belong to rep(A,B). By
construction, we have H0(repdg(A,B)) ≃ rep(A,B).
Definition 4.2 (Kontsevich [31, 32, 33]). A dg category A is called smooth if the
above A-A-bimodule (4.1) belongs to Dc(A
op ⊗A) and proper if for each ordered
pair of objects (x, y) we have
∑
i dimH
iA(x, y) <∞.
Remark 4.3. As proved in [8, Thm. 5.8], the smooth and proper dg categories can
be characterized as being precisely the strongly dualizable objects of Ho(dgcat(k)).
4.3. Perfect complexes on schemes. Given a quasi-compact quasi-separated k-
scheme X , let Mod(X) be the Grothendieck category of sheaves of OX -modules,
D(X) := D(Mod(X)) the derived category of X , and perf(X) ⊂ D(X) the full
triangulated subcategory of perfect complexes; see Thomason-Trobaugh [58, §2].
As explained in [26, §4.4], the derived dg category Ddg(E) of an abelian category
E is defined as the dg quotient Cdg(E)/Acdg(E) of the dg category of complexes
over E by its full dg subcategory of acyclic complexes. Hence, let Ddg(X) be
the dg category Ddg(E), with E := Mod(X), and perfdg(X) ⊂ Ddg(X) the full
dg subcategory of perfect complexes. By construction, we have H0(Ddg(X)) ≃
D(X) and H0(perfdg(X)) ≃ perf(X). When X is smooth proper, the dg category
perfdg(X) is smooth proper in the sense of Definition 4.2.
Finally, we will write Sm(k) for the category of smooth k-schemes, Sm′(k) for
the category of quasi-compact smooth k-schemes, and SmProj(k) for the category
of smooth projective k-schemes.
4.4. Orbit categories. Let C be a symmetric monoidal category and O ∈ C a ⊗-
invertible object. Recall from [50, §7] the construction of the orbit category C/−⊗O.
It has the same objects as C and morphisms given by
HomC/−⊗O(a, b) := ⊕i∈ZHomC(a, b⊗ O
⊗i) .
Given objects a, b, c and morphisms
f = {fi}i∈Z ∈ ⊕i∈ZHomC(a, b⊗O
⊗i) g = {gi}i∈Z ∈ ⊕i∈ZHomC(b, c⊗O
⊗i) ,
the ith-component of composition g ◦ f is the finite sum
∑
i(g−i ⊗O
⊗i) ◦ fi. These
definitions give rise to an additive category and to a canonical additive projection
functor π : C → C/−⊗O. As proved in [50, Lem. 7.3], the orbit category inherits
from C a symmetric monoidal structure making π symmetric monoidal. Moreover,
the functor π comes equipped with a natural 2-isomorphism π ◦ (− ⊗O)
∼
⇒ π and
is 2-universal among all such functors.
5. Noncommutative motives
5.1. Grothendieck derivators. The theory of derivators allows us to state and
prove precise universal properties. The original reference is Grothendieck’s manu-
script [18]; consult the Appendices of [7, 8] for shorter and more didactic accounts.
Roughly speaking, a derivator D consists of a strict contravariant 2-functor from
the 2-category of small categories to the 2-category of all categories
D : Catop −→ CAT I 7→ D(I)
VOEVODSKY’S MIXED MOTIVES VERSUS KONTSEVICH’S NC MIXED MOTIVES 9
subject to several natural axioms. The essential example to keep in mind is the
derivator D = HO(C) associated to a model category C and defined for every small
category I by HO(C)(I) := Ho(Fun(Iop, C)). Let e be the 1-point category with
only one object and one identity morphism. By definition, D(e) is called the base
category of the derivator D. Heuristically, it is the basic “derived” category under
consideration. For instance, if D = HO(C) then D(e) = Ho(C).
A derivator D is called triangulated if D(I) is a triangulated category for every
small category I. For example, the derivator HO(C) associated to a stable model
category C is triangulated. As explained in [7, §A.3], every triangulated derivator
D is naturally enriched HomSp(−,−) over spectra.
5.2. Noncommutative mixed motives. As mentioned in §4.2, dgcat(k) carries a
model structure. Consequently, one obtains a derivator HO(dgcat(k)). A morphism
of derivators E : HO(dgcat(k)) → D, with values in a triangulated derivator, is
called a localizing invariant (see [53, §10]) if it preserves filtered homotopy colimits
and sends (Drinfeld) short exact sequences of dg categories to triangles
0 −→ A −→ A′ −→ A′′ −→ 0 7→ E(A) −→ E(A′) −→ E(A′′) −→ E(A)[1] .
Thanks to the work of Blumberg-Mandell, Keller, Schlichting, Thomason-Trobaugh,
and others (see [4, 27, 46, 52, 58]), nonconnective algebraic K-theory (IK), cyclic
homology, topological Hochschild homology, etc, give rise to localizing invariants.
In [53, Def. 10.2] the universal localizing invariant U : HO(dgcat(k))→Mot(k) was
constructed. Given any triangulated derivator D one has an induced equivalence
U∗ : HOM!(Mot(k),D)
∼
−→ HOMloc(HO(dgcat(k)),D) ,
where the left-hand-side denotes the category of homotopy colimit preserving mor-
phisms of derivators and the right-hand-side the category of localizing invariants.
Moreover, as proved in [8, Thm. 8.5], the derivator Mot(k) carries a symmet-
ric monoidal structure making U symmetric monoidal. Let us denote by U :
Ho(dgcat(k)) → Mot(k) the restriction of U to the base category. As proved in
[8, Prop. 9.5], Kontsevich’s category of noncommutative mixed motives KMM(k)
identifies with the thick triangulated subcategory of Mot(k) generated by the ob-
jects U(A) with A a smooth proper dg category. Note that thanks to Remark 4.3,
KMM(k) is a rigid symmetric monoidal category. Recall from [8, Prop. 9.3] that
given a smooth proper k-scheme X and quasi-compact quasi-separated k-scheme
Y , one has a weak equivalence of spectra
(5.1) HomSp(U(perfdg(X)), U(perfdg(Y ))) ≃ IK(X × Y ) .
5.3. A1-homotopy noncommutative mixed motives. A morphism of deriva-
tors E : HO(dgcat(k)) → D is called A1-homotopy invariant (see [55, §1]) if it
inverts the dg functors A → A[t] := A ⊗ k[t]. A localizing invariant which is
moreover A1-homotopy invariant is called an A1-localizing invariant. Thanks to
the work of Thomason [57] and Weibel [63], homotopy algebraic K-theory (KH)
and e´tale K-theory with finite coefficients give rise to A1-localizing invariants; con-
sult [55, §5] for details. In [55, Thm. 2.1] the universal A1-localizing invariant
UA1 : HO(dgcat(k))→MotA1(k) was constructed. Given any triangulated deriva-
tor D one has an induced equivalence
(UA1)
∗ : HOM!(MotA1(k),D)
∼
−→ HOMA1-loc(HO(dgcat(k)),D) ,
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where the right-hand-side denotes the category of A1-localizing invariants. More-
over, the derivatorMotA1(k) carries a closed symmetric monoidal structure making
UA1 symmetric monoidal. Let us denote by UA1 : Ho(dgcat(k)) → MotA1(k) the
restriction of UA1 to the base category. Recall from [55, Cor. 2.7] that given a
smooth proper k-scheme X and quasi-compact quasi-separated k-scheme Y , one
has a weak equivalence of spectra
(5.2) HomSp(UA1(perfdg(X)), UA1(perfdg(Y ))) ≃ KH(X × Y ) .
Remark 5.3. As proved in [49, Prop. 8.2], one has a natural isomorphism
UA1(−⊠−) : UA1(perfdg(X)⊗ perfdg(Y ))
∼
−→ UA1(perfdg(X × Y ))
for any two quasi-compact quasi-separated k-schemes X and Y .
5.4. Noncommutative Chow motives. Given a dg category A, let T (A) be
the dg category of pairs (i, x), where i ∈ {1, 2} and x ∈ A. The complex of
morphisms in T (A) from (i, x) to (i′, x′) is given by A(x, x′) if i ≤ i′ and is zero
otherwise. Note that we have two inclusion dg functors i1, i2 : A →֒ T (A). A
functor E : dgcat(k)→ A, with values in an additive category, is called an additive
invariant if it inverts the Morita equivalences and gives rise to the isomorphisms
[E(i1) E(i2)] : E(A) ⊕ E(A)
∼
−→ E(T (A)) .
In [54, §6] the universal additive invariant Uadd : dgcat(k) → Hmo0(k) was con-
structed. Given any additive category A one has an induced equivalence
(5.4) (Uadd)
∗ : Funadditive(Hmo0(k),A)
∼
−→ Funadd(dgcat(k),A) ,
where the left-hand-side denotes the category of additive functors and the right-
hand-side the category of additive invariants. Moreover, Hmo0(k) carries a sym-
metric monoidal structure making Uadd symmetric monoidal. The category of non-
commutative Chow motives NChow(k) is defined as the additive subcategory of
Hmo0(k) generated by the objects Uadd(A) with A a smooth proper dg category.
Note that thanks to Remark 4.3, NChow(k) is a rigid symmetric monoidal category.
6. Algebras over multicategories
This section is of independent interest. In Theorem 6.11 we establish an impor-
tant “adjunction” formula and in Theorems 6.20 and 6.23 we extend Elmendorf-
Mandell’s foundational work [16] to a broader setting. These general results will
play a key role in the sequel. In what follows, E is a (co)complete closed symmetric
monoidal category (e.g. sSet) and Σn denotes the symmetric group of n symbols.
6.1. Multicategories. A multicategory M consists of the following data:
(i) A collection of objects obj(M);
(ii) A set of “n-morphisms” Mn(a1, . . . , an; b) for each n ≥ 0 and (n+ 1)-tuple of
objects (a1, . . . , an; b);
(iii) A right action of Σn on the set of all “n-morphisms”
σ∗ :Mn(a1, . . . , an; b)
∼
−→Mn(aσ(1), . . . , aσ(n); b) σ ∈ Σn ;
(iv) A distinguished “unit” element 1a ∈M1(a; a) for each object a;
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(v) A composition “multiproduct”
Mk(b1, . . . , bk; c)×Mn1(a11, . . . , a1n1 ; b1)× · · · ×Mnk(ak1, . . . , aknk ; bk)

Mn1+···+nk(a11, . . . , aknk ; c) .
This data is subject to natural axioms; see [16, Def. 2.1]. When the “n-morphisms”
belong to E we say that M is a E-enriched multicategory. A multifunctor h :M→
M′ consists of a function h : obj(M)→ obj(M′) and maps
(6.1) Mn(a1, . . . , an; b) −→M
′
n(h(a1), . . . , h(an);h(b))
preserving the Σn-action, the “unit” element, and the composition “multiproduct”;
see [16, Def. 2.2]. When M and M′ are E-enriched multicategories and (6.1) is a
map in E , we say that h is a E-enriched multifunctor.
Example 6.2 (Operads). An (E-enriched) operad is the same data as an (E-enriched)
multicategory with a single object. An example is the operad Σ defined by the
symmetric groups Σn, n ≥ 0. By applying to it the symmetric monoidal functor
G : Set→ CAT (which sends a set to the contractible groupoide with the same set
of objects) we obtain a CAT-enriched operad GΣ. Another example is the operad
Comm characterized by having trivial “n-morphisms” for every n ≥ 0.
Example 6.3 (Symmetric monoidal categories). A symmetric monoidal category C
gives rise to a multicategory C⊗: the objects are the same and C⊗n (a1, . . . , an; b) :=
HomC(a1 ⊗ · · · ⊗ an, b). When C is enriched over E , we obtain a E-enriched mul-
ticategory C⊗ by setting C⊗n (a1, . . . , an; b) := HomE(a1 ⊗ · · · ⊗ an, b). Every (E-
enriched) symmetric monoidal functor C → C′ gives rise to a (E-enriched) multi-
functor C⊗ → (C′)⊗.
Given multicategories M,M′, let M ×M′ be the multicategory with objects
obj(M)× obj(M′) and “n-morphisms” given by
(M×M′)n((a1, a
′
1), . . . , (an, a
′
n); (b, b
′)) :=Mn(a1, . . . , an; b)×M
′
n(a
′
1, . . . , a
′
n; b
′) .
When M and M′ are E-enriched multicategories we write M ⊗E M
′ for the E-
enriched multicategory defined similarly but with × replaced by ⊗E .
Definition 6.4. AnM-algebra in a symmetric monoidal category C is a multifunctor
α : M → C⊗. The category of M-algebras in C will be denoted by M-Alg(C⊗).
When C is enriched over E and M is a E-enriched multicategory, we will write
M-AlgE(C
⊗) for the category of E-enriched multifunctors M→ C⊗.
6.2. Day convolution product. Let D be a small symmetric monoidal category,
and (C,⊗,1) a (co)complete closed symmetric monoidal category enriched over E .
Out of this data one can construct the category Fun(Dop, C) of presheaves. Note
that this latter category is enrichment over E . Note also that we have a bifunctor
D × C −→ Fun(Dop, C) (d, c) 7→ d⊗ c := ∐
HomD(−,d)
c .
Thanks to the E-enriched Yoneda lemma, we have HomE(d⊗c, F ) ≃ HomE(c, F (d))
for every F ∈ Fun(Dop, C).
Definition 6.5. (Day [12, §3]) The Day convolution product − ⋆ − on Fun(Dop, C)
is the unique colimit preserving bifunctor which verifies (d1 ⊗ c1) ⋆ (d2 ⊗ c2) ≃
(d1 ⊗ d2) ⊗ (c1 ⊗ c2) for every d1, d2 ∈ D and c1, c2 ∈ C. As explained in loc. cit.,
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this convolution product gives rise to a well-defined closed symmetric monoidal
structure on Fun(Dop, C).
Remark 6.6. Every (E-enriched) colimit preserving symmetric monoidal functor
C → C′ gives rise to a (E-enriched) multifunctor Fun(Dop, C)⊗ → Fun(Dop, C′)⊗.
Lemma 6.7. Given F1, . . . , Fn, H ∈ Fun(D
op, C), one has a natural isomorphism
HomE(⋆
n
i=1Fi, H) ≃ lim{ci→Fi(di)}ni=1HomE(⊗
n
i=1ci, H(⊗
n
i=1di)) .
Proof. The proof follows from the natural isomorphisms
HomE(⋆
n
i=1Fi, H) ≃ HomE(⋆
n
i=1(colimdi⊗ci→Fidi ⊗ ci), H)(6.8)
≃ HomE(colim{di⊗ci→Fi}ni=1((⊗
n
i=1di)⊗ (⊗
n
i=1ci)), H)(6.9)
≃ lim{ci→Fi(di)}ni=1HomE(⊗
n
i=1ci, H(⊗
n
i=1di)) .(6.10)
Some explanations are in order: (6.9) follows from the canonical presentation
colimdi⊗ci→Fidi ⊗ ci ≃ Fi; (6.9) follows from the properties of the Day convolution
product; and (6.10) follows from the E-enriched Yoneda lemma. 
Theorem 6.11. Given a E-enriched multicategory M, one has an equivalence
M-AlgE(Fun(D
op, C)⊗)
∼
−→ (M ⊗E (D
op)⊗)-AlgE(C
⊗) α 7→ α ,(6.12)
where D is enriched over E in the trivial way.
Proof. Recall first that by definition we have maps
(6.13) Mn(a1, . . . , an; b) −→ HomE(⋆
n
i=1α(ai), α(b)) .
We start by constructing the algebra α. On objects we set (a, d) 7→ α(a, d) :=
α(a)(d). In order to define the maps
(6.14) Mn(a1, . . . , an; b)⊗E HomE(d,⊗
n
i=1di) −→ HomE(⊗
n
i=1α(ai, di), α(b, d)) ,
note that thanks to the C-enriched Yoneda lemma we have
⊗ni=1HomC(di ⊗ 1, α(ai)) ≃ ⊗
n
i=1α(ai, di)
HomC((⊗
n
i=1di)⊗ 1, ⋆
n
i=1α(ai)) ≃ (⋆
n
i=1α(ai))(⊗
n
i=1di) .
Hence, by applying the functor HomE(−, α(b, d)) to
⊗ni=1HomC(ci ⊗ 1, α(ai)) −→ HomC((⊗
n
i=1di)⊗ 1, ⋆
n
i=1α(ai)) ,
we obtain the induced map
(6.15) HomE((⋆
n
i=1α(ai))(⊗
n
i=1di), α(b, d)) −→ HomE(⊗
n
i=1α(ai, di), α(b, d)) .
The searched maps (6.14) are then defined by the following composition
Mn(a1, . . . , an; b)⊗E HomE(d,⊗
n
i=1di)
(6.13)⊗E id
HomE(⋆
n
i=1α(ai);α(b)))⊗E HomE(d,⊗
n
i=1di)

HomE((⋆
n
i=1α(ai))(⊗
n
i=1di), α(b, d))
(6.15)
HomE(⊗
n
i=1α(ai, di), α(b, d)) .
VOEVODSKY’S MIXED MOTIVES VERSUS KONTSEVICH’S NC MIXED MOTIVES 13
This construction is functorial on α and gives rise to the above functor (6.12). Let
us now construct its (quasi-)inverse β 7→ β. Recall that we have maps
Mn(a1, . . . , an; b)⊗E HomE(d,⊗
n
i=1di) −→ HomE(⊗
n
i=1β(ai, di), β(b, d)) .
Since the E-enrichment of D is trivial, these maps reduce to
(6.16) ∐
HomD(d,⊗ni=1di)
(Mn(a1, . . . , an; b) −→ HomE(⊗
n
i=1β(ai, di), β(b, d))) .
Let us now construct β. On objects we set a 7→ β(a) := β(a,−). In order to define
(6.17) Mn(a1, . . . , an; b) −→ HomE(⋆
n
i=1β(ai), β(b)) ,
note that thanks to Lemma 6.7 (with Fi = β(ai) and H = β(b)) we have
HomE(⋆
n
i=1β(ai), β(b)) ≃ lim{ci→β(ai,di)}ni=1HomE(⊗
n
i=1ci, β(b,⊗
n
i=1di)) .
Hence, in order to define (6.17) it suffices to construct a compatible family of maps
fromMn(a1, . . . , an; b) to HomE(⊗
n
i=1ci, β(b,⊗
n
i=1di)) indexed by {ci → β(ai, di)}
n
i=1.
These are given by the following composition
Mn(a1, . . . , an; b)

HomE(⊗
n
i=1β(ai, di), β(b,⊗
n
i=1di))

HomE(⊗
n
i=1ci, β(b,⊗
n
i=1di)) ,
where the first map is the component of (6.16) corresponding to the identity of d :=
⊗ni=1di, and the second map is induced by the tensorisation ⊗
n
i=1ci → ⊗
n
i=1β(ai, di)
of the elements of {ci → β(ai, di)}
n
i=1. We obtain in this way a compatible family
of maps and therefore a well-defined algebra β. This construction is functorial in
β and gives rise to the (quasi-)inverse to (6.12). 
6.3. Elmendorf-Mandell’s model structure. Recall from §4.1 that S denotes
the category of symmetric spectra endowed with Shipley’s stable positive model
structure. Given a sSet-enriched multicategoryM, Elmendorf-Mandell constructed
in [16, Thm. 1.3] a simplicial model structure on the categoryM-AlgsSet(S
⊗). The
weak equivalences (resp. fibrations) are the objectwise weak equivalences (resp.
fibrations) in S. In this subsection we extend this result to a suitable category of
presheaves; see Theorem 6.20 below.
Proposition 6.18. Given a small symmetric monoidal category D, the category of
presheaves Fun(Dop,S) carries a simplicial cofibrantly generated symmetric monoidal
model structure. The weak equivalences (resp. fibrations) are the objetwise weak
equivalences (resp. fibrations) in S. The symmetric monoidal structure is given by
the Day convolution product.
Proof. Recall first that S is a simplicial cofibrantly generated symmetric monoidal
model category. In particular, it satisfies the pushout product axiom. Making use
of [21, Thm. 11.6.1], one then obtains a simplicial cofibrantly generated projective
model structure on Fun(Dop,S). Given objects d1, d2 ∈ D and maps i : s1 → s2
and i′ : s′1 → s
′
2 in S, we have (d1 ⊗ i)(d2 ⊗ i
′) ≃ (d1 ⊗ d2)⊗ (ii
′), where −−
stands for the pushout-product. The generating (trivial) cofibrations of Fun(Dop,S)
are of the form d ⊗ (i : s1 → s2), with i a generating (trivial) cofibration of S.
Moreover, for every d ∈ D the functor S → Fun(Dop,S), s 7→ d⊗ s, is a left Quillen
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functor. Therefore, since S satisfies the pushout product axiom, we conclude that
Fun(Dop,S) also satisfies the product pushout axiom. This achieves the proof. 
Notation 6.19. Let S be a set of morphisms in Fun(Dop,S) for which the left Bous-
field localization LSFun(D
op,S) of Fun(Dop,S) remains a simplicial cofibrantly
generated symmetric monoidal model category.
Theorem 6.20. The category M-AlgsSet(LSFun(D
op,S)⊗) carries a simplicial
cofibrantly generated model structure. The weak equivalences (resp. fibrations) are
the objectwise weak equivalences (resp. fibrations) in LSFun(D
op,S).
Proof. The proof is similar to the proof of [16, Thm. 1.3]. As explained in [16,
pages 51-52], we have adjunctions
M-AlgsSet(LSFun(D
op,S)⊗)
forget

(LSFun(D
op,S))obj(M)
evaluation at a

(LSFun(D
op,S))obj(M)
M(−)
OO
LSFun(D
op,S)
ιa(−)
OO
with a ∈ obj(M). Note that (LSFun(D
op,S))obj(M) inherits from LSFun(D
op,S) a
simplicial cofibrantly generated model structure. The general results [16, Props. 11.5,
11.6 and 11.8] hold mutatis mutandis in this broader setting. Hence, it remains only
to show the analogue of [16, Lem. 11.7] which by a standard filtered colimit argu-
ment reduces to the following claim: given an M-algebra α in LSFun(D
op,S)) and
a morphism η : F → H in LSFun(D
op,S), consider the following pushout square
(6.21) M(ιa(F ))
M(ιa(η))

//
y
α

M(ιa(H)) // M(ιa(H)) ∐
M(ιa(F ))
α .
If η : F → H is a generating trivial cofibration, then the right vertical map is a
weak equivalence. As explained in [16, page 56], this map admits a factorization
α = α0 → α1 → · · · → colimkαk = M(ιa(H)) ∐M(ιa(F )) α ,
where the objects αk are determined by a pushout square
(6.22) Ukα⊗Σk Q
k
k−1

//
y
Ukα⊗Σk ιa(H
⊗k)

αk−1 // αk .
Therefore, it suffices to show that the maps αk−1 → αk are weak equivalences. As
explained in loc. cit., the quotient ιa(H
⊗k)/Qkk−1 is isomorphic to ιa((H/F )
⊗k).
Since by hypothesis η is a generating trivial cofibration,H/F is weakly equivalent to
the initial=terminal object and hence UkH ⊗Σk ιa((H/F )
⊗k) is also weakly equiv-
alent to the initial=terminal object. This implies that the upper horizontal map in
(6.22) is a weak equivalence. Let us now show that (6.22) is an homotopy pushout
square; which implies that the maps αk−1 → αk are weak equivalences and hence
finishes the proof. We can assume without loss of generality that η is a generating
cofibration. Moreover, since homotopy colimits are computed objectwise, we can
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replace LSFun(D
op,S) by Fun(Dop,S). Recall from the proof of Proposition 6.18
that the generating cofibrations of Fun(Dop, C) are of the form d ⊗ (i : s1 → s2),
with d ∈ D and i a generating cofibration of S. Making use of Theorem 6.11 (with
E = sSet and C = S), i.e. of the equivalence
M-AlgsSet(Fun(D
op,S)⊗) ≃ (M⊗sSet (D
op)⊗)-AlgsSet(S
⊗) ,
it suffices then only to show that the diagram analogue to (6.22) (with ιa replaced
by ι(a,d) and H by s2) is an homotopy pushout square. This follows from [16,
Lems. 11.7 and 12.6] and so the proof is finished. 
6.4. Quillen equivalences. Note that every multicategory M has an underlying
category CM. The objects are those of M and HomCM(a, b) := M1(a; b). When
M is a E-enriched multicategory, the category CM is enriched over E . Every (E-
enriched) multifunctor h :M→M′ gives rise to a (E-enriched) functor Ch : CM →
CM′ . Recall from [16, Def. 12.2] that a sSet-enriched multifunctor h : M →M
′ is
a weak equivalence if the following two conditions hold:
(i) the maps Mn(a1, . . . , an; b) → M
′
n(h(a1), . . . , h(an);h(b)) are weak equiva-
lences of simplicial sets and;
(ii) the functor π0(Cf ) : π0(CM)
∼
→ π0(CM′) is an equivalence of categories.
Elmendorf-Mandell proved in [16, Thm. 1.4] that a weak equivalence between sSet-
enriched multicategories gives rise to a Quillen equivalence between the associated
categories of algebras. We generalize this result as follows:
Theorem 6.23. Given a weak equivalence h : M → M′ between sSet-enriched
multicategories, one has an induced Quillen equivalence
(6.24) M′-AlgsSet(LSFun(D
op,S)⊗)
h∗

M-AlgsSet(LSFun(D
op,S)⊗) .
h∗
OO
Proof. By construction, the right adjoint functor h∗ preserves and reflects weak
equivalences and fibrations. Hence, it suffices to show that for every cofibrant M-
algebra α in LSFun(D
op,S) the counit α→ h∗h∗(α) is a weak equivalence. Thanks
to Theorem 6.11 (with E = sSet and C = S), we have the following equivalences
M-AlgsSet(Fun(D
op,S)⊗) ≃ (M⊗sSet (D
op)⊗)-AlgsSet(S
⊗)
M′-AlgsSet(Fun(D
op,S)⊗) ≃ (M′ ⊗sSet (D
op)⊗)-AlgsSet(S
⊗) .
Moreover, since by assumption h is a weak equivalence, the sSet-enriched multi-
functor h⊗sSet id :M⊗sSet (D
op)⊗ →M′ ⊗sSet (D
op)⊗ is also a weak equivalence.
Hence, by applying [16, Thm. 1.4] to h⊗sSet id one obtains the Quillen equivalence
(6.25) M′-AlgsSet(Fun(D
op,S)⊗)
h∗

M-AlgsSet(Fun(D
op,S)⊗) .
h∗
OO
Now, note that the functors h∗ and h
∗ of adjunctions (6.24)-(6.25) are exactly the
same. Moreover, every cofibrant M-algebra α in LSFun(D
op,S) is also a cofibrant
algebra M-algebra α in Fun(Dop,S). Hence, we conclude that α → h∗h∗(α) is a
weak equivalence in M-AlgsSet(LSFun(D
op,S)⊗). This achieves the proof. 
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7. Commutative monoids in symmetric spectra
Given a left proper cellular symmetric monoidal model category (C,⊗,1) and a
cofibrant object c ∈ C, Hovey constructed in [22] the symmetric monoidal model
category SpΣc (C) of c-symmetric spectra on C.
Proposition 7.1. Let d be a (unital) commutative monoid in C. Given a morphism
m : c → d in C, one obtains to a (unital) commutative monoid d ∈ SpΣc (C) with
dn = d, n ≥ 0, and with structure morphisms c⊗ d
m⊗id
−→ d⊗ d
mult
−→ d.
Proof. Recall from [22, §7] the construction of the symmetric monoidal category
CΣ of symmetric sequences. Given symmetric sequences a, b, c, one has
(7.2) HomCΣ(a⊗ b, c) ≃
∏
p,q
HomCΣp×Σq (ap ⊗ bq, cp+q) .
Now, consider the symmetric sequence (0, c, . . . , 0, . . .) (where 0 stands for the initial
object) and the associated free commutative monoid Sym(c) := (1, c, . . . , c⊗n, . . .).
As explained in loc. cit., SpΣc (C) identifies with the category of left modules over
Sym(c). Hence, a (unital) commutative monoid d in SpΣc (C) is the same data
as a (unital) commutative monoid d = (d0, d1, . . . , dn, . . .) in C
Σ endowed with a
morphism m : c→ d1 in C. Let us then take dn := d for all n ≥ 0 endowed with the
trivial Σn-action. The multiplication of c
′, combined with isomorphism (7.2), allow
us to conclude that these choices give rise to a well-defined (unital) commutative
monoid d ∈ CΣ. Making use of the morphism m : c → d one then obtains the
desired (unital) commutative monoid d ∈ SpΣc (C). 
8. A key commutative monoid
Recall from the proof of [55, Theorem 2.1] that the derivator MotA1(k) admits
a symmetric monoidal Quillen model LSFun(dgcatf(k)
op, SpΣ). Some explanations
are in order: dgcatf(k) is a small symmetric monoidal category, the symmetric
monoidal structure is given by the Day convolution product, and the set S (denoted
by {S, loc} in loc. cit.) implements the A1-homotopy and localization properties.
Notation 8.1 (Quillen model). Let MQ := LSFun(dgcatf(k)
op,S) be the symmetric
monoidal Quillen model of MotA1(k). Note that the Quillen equivalence Sp
Σ ≃ S
gives rise to a Quillen equivalence LSFun(dgcatf(k)
op, SpΣ) ≃ MQ. Note also that
MQ is naturally enriched over S. Following [55, Rk. 7.6], the universal A1-localizing
invariant UA1 is induced by the symmetric monoidal functor
dgcat(k) −→ MQ A 7→
(
B 7→ Σ∞(Nwrepdg(B,A)+)
)
where wrepdg(B,A) stands for the category of quasi-isomorphisms of repdg(B,A),
Nwrepdg(B,A) for its nerve, and Σ
∞(−+) for the suspension symmetric spectrum.
The category Fun(Sm(k)op,MQ), endowed with the projective model structure
and the objectwise tensor product, is a symmetric monoidal model category. Given
a k-scheme X ∈ Sm(k), we will still denote by X the associated constant presheaf.
Following Ayoub [1, §4.4-4.5], we can then consider the symmetric monoidal model
category of (P1,∞)-spectra (with coefficients in MQ)
SH(k;MQ) := SpΣ(P1,∞)(LA1,Nis Fun(Sm(k)
op,MQ)) .
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By construction, we have a Quillen adjunction
(8.2) SH(k;MQ)
(−)0

LA1,Nis Fun(Sm(k)
op,MQ) ,
Σ∞(−+)
OO
where (−)0 stands for the 0
th component functor. Note that since the inclusion
Sm′(k) →֒ Sm(k) is an equivalence of Nisnevich sites (see §4.3), one can (and will)
replaced Sm(k) by Sm′(k). Note also that SH(k;MQ) is naturally enriched over
MQ, and consequently over S. In this section, we construct a commutative monoid
in SH(k;MQ). This is divided into two steps:
(i) First step: making use of the general theory of algebras over multicategories
developed in §6, we start by constructing a commutative monoid KGLnc in
Fun(Sm′(k)op,MQ); see Theorem 8.20.
(ii) Second step: making use of the general theory of commutative monoids in
symmetric spectra developed in §7, we then promoteKGLnc to a commutative
monoid KGLnc in SH(k;M
Q); see Theorem 8.25.
The commutative monoid KGLnc will play a key role in the proof of Theorem 2.1.
First step.
Notation 8.3. Given a dg category A and a k-scheme X ∈ Sm′(k), let perfflatdg (X)
be the dg subcategory of perfdg(X) of flat perfect complexes, C(A, X) the category
of contravariant dg functors from A to perfflatdg (X), and w(A, X) the category of
quasi-isomorphisms of C(A, X). The categories C(A, X) and w(A, X) carry an
objectwise symmetric monoidal structure.
Lemma 8.4. (i) Every morphism X → Y in Sm′(k) gives rise to a symmetric
monoidal functor C(A, Y )→ C(A, X) which restricts to w(A, Y )→ w(A, X);
(ii) Every dg functor A → B gives rise to a symmetric monoidal functor C(B, X)→
C(A, X) which restricts to w(B, X)→ w(A, X).
Proof. The inverse image dg functor perfdg(Y )→ perfdg(X) is symmetric monoidal,
preserves flat perfect complexes, and also quasi-isomorphisms between them. This
implies item (i). Item (ii) is clear. 
Let us now restrict ourselves to the subcategory dgcatf(k) ⊂ dgcat(k). Thanks
to Lemma 8.4 one has a fibered category, which by a standard procedure can be
strictified into a genuine presheaf of categories
(8.5) w := w(−,−) : (dgcatf(k)× Sm
′(k))op −→ CAT .
Recall from Example 6.2 the definition of the CAT-enriched operad GΣ.
Proposition 8.6. The presheaf (8.5) carries an action of GΣ, i.e. it belongs to the
category GΣ-AlgCAT(Fun((dgcatf(k)× Sm
′(k))op,CAT)⊗).
Proof. One needs to construct functors GΣn → HomCAT(⋆
n
i=1w,w), n ≥ 0, preserv-
ing the Σn-action, the “unit” element, and the composition “multiproduct”. Recall
from Lemma 6.7 (with E = C = CAT and D = dgcatf(k)× Sm
′(k)) that
HomCAT(⋆
n
i=1w,w) ≃ lim{ci→w(Ai,Xi)}ni=1HomCAT(⊗
n
i=1ci, w(⊗
n
i=1(Ai, Xi))) .
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Therefore, it suffices to construct a compatible family of functors
GΣn −→ HomCAT(⊗
n
i=1ci, w(⊗
n
i=1(Ai, Xi)))(8.7)
indexed by {ci → w(Ai, Xi)}
n
i=1. Let us start by constructing a functor
(8.8) GΣn −→ HomCAT(⊗
n
i=1w(Ai, Xi), w(⊗
n
i=1(Ai, Xi))) .
For each σ ∈ Σn, consider the dg functor
⊗ni=1 perf
flat
dg (Xi) −→ perf
flat
dg (X1 × · · · ×Xn)(8.9)
{Fi}
n
i=1 7→ ⊗
n
i=1π
∗
σ(i)(Fσ(i)) ,
where πi stands for the projection map
∏n
i=1Xi → Xi. Making use of it, one
constructs the functor ⊗ni=1C(Ai, Xi)→ C(⊗
n
i=1Ai,
∏n
i=1Xi) that sends the family
{Fi : A
op
i → perf
flat
dg (Xi)}
n
i=1 to the composition
(⊗ni=1Ai)
op ⊗
n
i=1Fi−→ ⊗ni=1perf
flat
dg (Xi)
(8.9)
−→ perfflatdg (X1 × · · · ×Xn) .
Note that this latter functor restricts to the subcategories of quasi-isomorphisms
Tσ : ⊗
n
i=1w(Ai, Xi) −→ w(⊗
n
i=1Ai, X1 × · · · ×Xn) = w(⊗
n
i=1(Ai, Xi)) .
The above functor (8.8) is then defined by sending σ ∈ Σn to Tσ. Given any
other τ ∈ Σn, the unique isomorphism σ
∼
→ τ in the groupoide GΣn is mapped
to the natural transformation Tσ
∼
⇒ Tτ induced by the coherence isomorphism
⊗ni=1π
∗
σ(i)(Fσ(i)) ≃ ⊗
n
i=1π
∗
τ(i)(Fτ(i)). Finally, the searched compatible family of
functors (8.7) is defined by composing (8.8) with the functor
HomCAT(⊗
n
i=1w(Ai, Xi), w(⊗
n
i=1(Ai, Xi))) −→ HomCAT(⊗
n
i=1ci, w(⊗
n
i=1(Ai, Xi)))
induced by the tensorization ⊗ni=1ci → ⊗
n
i=1w(Ai, Xi) of the elements of {ci →
w(Ai, Xi)}
n
i=1. This achieves the proof. 
Now, consider the following presheaf of simplicial sets
(8.10) (dgcatf(k)× Sm
′(k))op
w
−→ CAT
N
−→ sSet ,
where N stands for the nerve functor. By applying the symmetric monoidal functor
N : CAT→ sSet to GΣ one obtains a sSet-enriched operad N(GΣ).
Proposition 8.11. The presheaf (8.10) carries an action of N(GΣ), i.e. it belongs
to the category N(GΣ)-AlgsSet(Fun((dgcatf(k)× Sm
′(k))op, sSet)⊗).
Proof. Consider the induced functor
N∗ : Fun((dgcatf(k)× Sm
′(k))op,CAT) −→ Fun((dgcatf(k)× Sm
′(k))op, sSet) .
Thanks to Lemma 8.14 below, N∗ is symmetric monoidal. One needs then to
construct maps of simplicial maps
N(GΣn) −→ HomsSet(⋆
n
i=1N∗(w), N∗(w)) n ≥ 0(8.12)
preserving the Σn-action, the “unit” element, and the composition “multiprod-
uct”. As explained in the proof of Proposition 8.6, the GΣ-algebra structure of the
presheaf (8.5) consists of a sequence of functors
GΣn → HomCAT(⋆
n
i=1w,w) n ≥ 0 .(8.13)
Making use of them, one then defines (8.12) to be the following composition
N(GΣn)
N((8.13))
−→ N(HomCAT(⋆
n
i=1w,w))
N∗−→ HomsSet(⋆
n
i=1N∗(w), N∗(w)) .
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This achieves the proof. 
Lemma 8.14. The above functor N∗ is symmetric monoidal.
Proof. Let u ∈ Fun((dgcatf(k)×Sm
′(k))op,CAT). Recall from the proof of Lemma 6.7
that we have the canonical presentation colim(A,X)⊗c→u(A, X)⊗c ≃ u. By applying
it to the functor N∗, we obtain an induced map
(8.15) colim(A,X)⊗c→uN∗((A, X)⊗ c) −→ N∗(u) .
We claim that (8.15) is an isomorphism. On one hand, since the functor N is
fully-faithful and preserves coproducts, the left-hand-side of (8.15) identifies with
colim(A,X)⊗N(c)→N∗(u)(A, X) ⊗ N(c). On the other hand, we have the canonical
presentation colim(A,X)⊗K→N∗(u)(A, X) ⊗ K ≃ N∗(u) with K ∈ sSet. Using the
fact that the diagram {(A, X) ⊗ N(c) → N∗(u)} is cofinal in {(A, X) ⊗ K →
N∗(u)}, we then conclude that (8.15) is an isomorphism. The proof follows now from
the combination of isomorphism (8.15) with the properties of the Day convolution
product (see §6.2). 
Now, consider the following presheaf of symmetric spectra
(8.16) (dgcatf(k)× Sm
′(k))op
w
−→ CAT
N
−→ sSet
Σ∞(−+)
−→ S .
Proposition 8.17. The presheaf (8.16) carries an action of N(GΣ), i.e. it belongs
to the category N(GΣ)-AlgsSet(Fun((dgcatf(k)× Sm
′(k))op,S)⊗).
Proof. The category S of symmetric spectra is enriched over sSet and the colimit
preserving symmetric monoidal functor Σ∞(−+) : sSet → S preserves this enrich-
ment. Hence, thanks to Remark 6.6, we obtain a sSet-enriched multifunctor
Fun((dgcatf(k)× Sm
′(k))op, sSet)⊗ −→ Fun((dgcatf(k)× Sm
′(k))op,S)⊗ .
By pre-composing it with the N(GΣ)-algebra structure of (8.10), one then obtains
an action of N(GΣ) on (8.16). This achieves the proof. 
Remark 8.18. The symmetric monoidal categories Fun(dgcatf(k)
op,S) and MQ are
the same. Hence, the classical symmetric monoidal equivalence
Fun((dgcatf(k)× Sm
′(k))op,S) ≃ Fun(Sm′(k)op,Fun(dgcatf(k)
op,S))
gives rise to an equivalence
N(GΣ)-AlgsSet(Fun((dgcatf(k)× Sm
′(k))op,S)⊗)
≃ N(GΣ)-AlgsSet(Fun(Sm
′(k)op,MQ)⊗) .(8.19)
Consequently, the above presheaf (8.16) belongs also to (8.19)
Theorem 8.20. There exists a fibrant model KGLnc of (8.16) in the symmetric
monoidal model category Fun(Sm′(k)op,MQ) which is a commutative monoid.
Proof. Note that the simplical sets N(GΣn), n ≥ 0, are contractible. Hence, the
sSet-enriched projection multifunctor N(GΣ)→ Comm (see Example 6.2) is a weak
equivalence in the sense of §6.4. The same holds for the sSet-enriched multifunctor
h : N(GΣ) ⊗sSet (Sm
′(k)op)⊗ → Comm ⊗sSet (Sm
′(k)op)⊗, where (Sm′(k)op)⊗ is
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enriched over sSet in the trivial way. Hence, thanks to Theorems 6.20 and 6.23
(with D = dgcatf(k)) one obtains a Quillen equivalence
(8.21) Comm⊗sSet (Sm
′(k)op)⊗-AlgsSet((M
Q)⊗)
h∗

N(GΣ) ⊗sSet (Sm
′(k)op)⊗-AlgsSet((M
Q)⊗) .
h∗
OO
Moreover, thanks to Theorem 6.11 (with C = MQ and D = Sm′(k)) we have
Comm⊗sSet (Sm
′(k)op)⊗-AlgsSet((M
Q)⊗) ≃ Comm-AlgsSet(Fun(Sm
′(k)op,MQ)⊗)
N(GΣ)⊗sSet(Sm
′(k)op)⊗-AlgsSet((M
Q)⊗) ≃ N(GΣ)-AlgsSet(Fun(Sm
′(k)op,MQ)⊗) .
Note that the right-hand-side of the first equivalence is the category of commu-
tative monoids in Fun(Sm′(k)op,MQ). Hence, the proof follows now from Quillen
equivalence (8.21) combined with the above Remark 8.18. 
Lemma 8.22. The evaluation of the presheaf (8.16) at a k-scheme X ∈ Sm′(k)
identifies with UA1(perfdg(X)).
Proof. Thanks to the definition of (8.16) and Notation 8.1, one needs to show that
the following presheaves of symmetric spectra on dgcatf(k) are isomorphic
B 7→ Σ∞(Nw(B, X)+) B 7→ Σ
∞(Nwrepdg(B, perfdg(X))+) .
On one hand, repdg(B, perfdg(X)) identifies with the category of contravariant dg
functors from B to perfdg(X). On the other hand, C(B, X) is by definition the
category of contravariant dg functors from B to perfflatdg (X). Since the natural
inclusion perfflatdg (X) →֒ perfdg(X) is a Morita equivalence and every object of
perfdg(X) admits a functorial flat resolution, we conclude that the categories of
quasi-isomorphisms w(B, X) and wrepdg(B, perfdg(X)) are naturally equivalent.
This implies our claim and consequently achieves the proof. 
Proposition 8.23. The commutative monoid KGLnc of Theorem 8.20 is fibrant
in the symmetric monoidal model category LA1,Nis Fun(Sm
′(k)op,MQ).
Proof. By construction, KGLnc is fibrant in Fun(Sm(k)
op,MQ). It remains then
only to showA1-homotopy invariance and Nisnevich descent. Thanks to Lemma 8.22,
this is equivalent to the claim that the composed functor
Sm′(k)op
perfdg(−)
−→ Ho(dgcat(k))
U
A1−→ Ho(MQ)
is A1-homotopy invariant and satisfies Nisnevich descent. The latter claim follows
from the fact that UA1 is a localizing invariant; see [49, Thm. 3.1]. The former
claim follows from Remark 5.3 (applied to Y = Spec(k[t])) and from the fact that
UA1 is symmetric monoidal and A
1-homotopy invariant. 
Second step. Since MQ is enriched over S, one has the Quillen adjunction
MQ
Γ:=HomS(UA1(k),−)

S ,
ι
OO
VOEVODSKY’S MIXED MOTIVES VERSUS KONTSEVICH’S NC MIXED MOTIVES 21
where ι is the unique homotopy colimit preserving symmetric monoidal functor
sending the sphere spectrum S to the ⊗-unit UA1(k). By functoriality, one obtains
the following Quillen adjunction
(8.24) LA1,Nis Fun(Sm
′(k)op,MQ)
Γ

LA1,Nis Fun(Sm
′(k)op,S) .
ι
OO
Theorem 8.25. The commutative monoid KGLnc of Theorem 8.20 gives rise to a
commutative monoid KGLnc in the symmetric monoidal model category SH(k;M
Q).
Proof. Thanks to Theorem 8.20 and the general Proposition 7.1 (with c′ := KGLnc),
it suffices to construct a morphism (P1,∞)→ KGLnc in LA1,Nis Fun(Sm
′(k)op,MQ).
Moreover, since the functor ι in the above adjunction (8.24) sends (P1,∞) to
(P1,∞), it is enough to construct a morphism m : (P1,∞) → Γ(KGLnc) in
LA1,Nis Fun(Sm
′(k)op,S). Thanks to Lemma 8.26 below, Γ(KGLnc) identifies with
homotopy algebraic K-theory KH . Since (P1,∞) is cofibrant and Γ(KGLnc) is fi-
brant, the morphisms in the homotopy category Ho(LA1,Nis Fun(Sm
′(k)op,S)) from
(P1,∞) to Γ(KGLnc) are in bijection with the elements of KH0(P
1) which are sent
to zero by the induced homomorphism
KH0(∞) : KH0(P
1) −→ KH0(Spec(k)) .
A canonical choice is the element [OP1 ]−[OP1(−1)] ∈ KH0(P
1). By further choosing
a representative of the induced morphism in the homotopy category, one then ob-
tains the desired morphism m : (P1,∞)→ Γ(KGLnc). This achieves the proof. 
Lemma 8.26. The presheaf Γ(KGLnc) identifies with homotopy algebraic K-theory
KH : Sm′(k)op → S, X 7→ KH(X).
Proof. Thanks to Lemma 8.22, the evaluation of KGLnc at a k-scheme X ∈ Sm
′(k)
identifies with UA1(perfdg(X)). Hence, by combining the definition of Γ with iso-
morphism (5.2), one concludes that the evaluation of Γ(KGLnc) at X is isomorphic
to HomS(UA1(k), UA1(perfdg(X))) ≃ KH(X). This achieves the proof. 
Proposition 8.27. The commutative monoid KGLnc of Theorem 8.25 is fibrant
in the symmetric monoidal model category SH(k;MQ).
Proof. By definition of SH(k;MQ), one needs to show that KGLnc is fibrant and
that the canonical map KGLnc → Hom((P
1,∞),KGLnc) is an isomorphism. The
first claim follows from Proposition 8.23. In what concerns the second claim
(8.28) Hom((P1,∞),KGLnc) ≃ hofiber(Hom(P
1,KGLnc)→ KGLnc) .
Thanks to Lemma 8.29 below, Hom(P1,KGLnc) ≃ KGL
⊕2
nc . This implies that the
right-hand-side of (8.28) identifies with KGLnc, and so the proof is finished. 
Lemma 8.29. One has an isomorphism Hom(P1,KGLnc) ≃ KGLnc ⊕KGLnc.
Proof. Similarly to Lemma 8.22, one observes that the evaluation of Hom(P1,KGLnc)
at a k-scheme X ∈ Sm′(k) identifies with UA1(perfdg(X × P
1)). As explained in
the proof of [49, Thm. 4.2], we have UA1(perfdg(P
1)) ≃ UA1(k) ⊕ UA1(k). By
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combining this isomorphism with Remark 5.3 and with the fact that UA1 is sym-
metric monoidal, we conclude that UA1(perfdg(X × P
1)) is naturally isomorphic to
UA1(perfdg(X))⊕ UA1(perfdg(X)). The proof follows now from Lemma 8.22. 
We conclude this section with the following representability result:
Proposition 8.30. Given a k-scheme X ∈ Sm′(k), one has isomorphisms:
HomMQ(Σ
∞(X+),KGLnc) ≃ UA1(perfdg(X))(8.31)
HomS(Σ
∞(X+),KGLnc) ≃ KH(X) .(8.32)
Proof. Following the above adjunction (8.2), we have (KGLnc)0 = KGLnc. As a
consequence, it suffices to show that HomMQ(X,KGLnc) ≃ UA1(perfdg(X)) and
that HomS(X,KGLnc) ≃ KH(X). The first isomorphism follows from the Yoneda
lemma combined with Lemma 8.22. The second one follows from
HomS(X,KGLnc) ≃ HomS(UA1(k),HomMQ(X,KGLnc))
≃ HomS(UA1(k), UA1(perfdg(X)))
≃ KH(X) ,(8.33)
where (8.33) is a particular case of (5.2). 
9. Proof of the first main result
In this section we prove Theorem 2.1.
Lemma 9.1. Let E and (C,⊗,1) be monoidal categories with C enriched over E.
(i) Assume that E and C are closed. In this case, one has a natural transformation
HomE(1, (−)
∨)⇒ HomE(1,−)
∨;
(ii) Assume that C is closed. In this case, HomE(a⊗ b, c) ≃ HomE(a,Hom(b, c));
(iii) Assume that C is rigid. In this case, one has a natural symmetric monoidal
isomorphism between lax monoidal functors HomE(1,−)
∼
⇒ HomE((−)
∨,1).
Proof. The proof is standard and so we leave it to the reader. 
Comparison functor Φ. Following Ayoub [1, §4.4-4.5], consider the symmetric
monoidal model category of (P1,∞)-spectra
SH(k) := SpΣ(P1,∞)(LA1,Nis Fun(Sm
′(k)op,S)) .
The above Quillen adjunction (8.24) extends naturally to
SH(k;MQ)
Γ

SH(k) .
ι
OO
Proposition 9.2. The (P1,∞)-spectrum Γ(KGLnc) is isomorphic to KGL.
Proof. Recall from the proof of Theorem 8.25 that KGLnc is obtained from KGLnc
using the general Proposition 7.1. As a consequence, we observe that Γ(KGLnc)
can also be obtained from Γ(KGLnc) using the same general Proposition 7.1. Con-
cretely, Γ(KGLnc) can be expressed as the (P
1,∞)-spectrum associated to homo-
topy algebraic K-theory KH : Sm′(k)op → S, X 7→ KH(X) (see Lemma 8.26)
and to the element [OP1 ] − [OP1(−1)] ∈ KH0(P
1). As proved in [10, §2], this is a
description of KGL and so the proof is finished. 
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Remark 9.3. Thanks to the Proposition 9.2, we write KGL instead of Γ(KGLnc).
Since KGLnc is a commutative monoid and Γ is a lax symmetric monoidal
functor, KGL is also a commutative monoid. Making use of [47, Thm. 4.1], one
then obtains well-defined symmetric monoidal model categories Mod(KGL) and
Mod(KGLnc) and Quillen adjunctions
(9.4) Mod(KGL)
forget

Mod(KGLnc)
forget

SH(k)
−∧KGL
OO
SH(k;MQ) .
−⊗KGLnc
OO
Note that the MQ-enrichment of SH(k;MQ) extends to Mod(KGLnc). Note also
that the composition Γ ◦ forget (which preserves (trivial) fibrations) takes values in
Mod(KGL). Its left adjoint is given by the left Kan extension ι of the composition
ι ◦ (−⊗KGLnc) along −∧KGL. In particular, we have the following commutative
square of left Quillen symmetric monoidal functors
(9.5) SH(k;MQ)
−⊗KGLnc // Mod(KGLnc)
SH(k)
−∧KGL
//
ι
OO
Mod(KGL) .
ι
OO
Finally, the triangulated comparison functor Φ is defined by the composition
Ho(Mod(KGL))
ι
→ Ho(Mod(KGLnc))
Hom
MQ
(KGLnc,−)
−→ Ho(MQ) ≃MotA1(k) .
Natural transformation θ. Thanks to diagram (9.5), the functor (2.2) (which
sends X ∈ Sm′(k) to Φ(Σ∞(X+) ∧KGL)) admits the following description
Sm′(k)→ MotA1(k) X 7→ HomMQ(KGLnc,Σ
∞(X+)⊗KGLnc) .(9.6)
Lemma 9.7. The functor (2.3) (which sends X ∈ Sm′(k) to UA1(perfdg(X))
∨)
admits the following description
Sm′(k)→ MotA1(k) X 7→ HomMQ(KGLnc, (Σ
∞(X+)⊗KGLnc)
∨)∨ .(9.8)
Proof. The proof is based on the following sequence of natural isomorphisms
HomMQ(KGLnc, (Σ
∞(X+)⊗KGLnc)
∨)∨
= HomMQ(KGLnc,Hom(Σ
∞(X+)⊗KGLnc,KGLnc))
∨
≃ HomMQ(Σ
∞(X+)⊗KGLnc,KGLnc)
∨(9.9)
≃ HomMQ(Σ
∞(X+),KGLnc)
∨ (8.31)
∨
≃ UA1(perfdg(X))
∨ ,(9.10)
where (9.9) follows from Lemma 9.1(ii) and (9.10) from adjunction (9.4). 
Now, consider the following composition
Φ(Σ∞(X+) ∧KGL)
(9.6)
≃ HomMQ(KGLnc,Σ
∞(X+)⊗KGLnc)
−→ HomMQ(KGLnc,Σ
∞(X+)⊗KGLnc)
∨∨(9.11)
−→ HomMQ(KGLnc, (Σ
∞(X+)⊗KGLnc)
∨)∨(9.12)
(9.8)
≃ UA1(perfdg(X))
∨ ,
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where (9.11) is the canonical map to the bidual and (9.12) is the dual of the map
HomMQ(KGLnc, (Σ
∞(X+)⊗KGLnc)
∨)→ HomMQ(KGLnc,Σ
∞(X+)⊗KGLnc)
∨
induced by Lemma 9.1 (with E = MQ and C = Ho(Mod(KGLnc))). This composi-
tion is natural on X and hence gives rise to the desired natural transformation
θ : Φ(Σ∞(−+) ∧KGL)⇒ UA1(perfdg(−))
∨ .
Item (i). Recall from above the definition of Φ. Since ι is a symmetric monoidal
functor which preserves arbitrary direct sums, it suffices to show that the functor
HomMQ(KGLnc,−) is lax symmetric monoidal and preserves arbitrary sums. This
follows from the fact that KGLnc is the compact ⊗-unit of Ho(Mod(KGLnc)).
Item (ii). We start by showing that the restriction of Φ to Ho(Mod(KGL))pj, i.e.
Ho(Mod(KGL))pj
ι
→ Ho(Mod(KGLnc))
Hom
MQ
(KGLnc,−)
−→ Ho(MQ) ≃ MotA1(k) ,
is symmetric monoidal. Let Ho(Mod(KGLnc))
pj be the thick triangulated sub-
category of Ho(Mod(KGLnc)) generated by the objects Σ
∞(X+) ∧ KGLnc with
X ∈ SmProj(k). Thanks to diagram (9.5), the symmetric monoidal functor ι in the
above composition takes values in Ho(Mod(KGLnc))
pj. Hence, our claim follows
from the following result:
Proposition 9.13. The following functor is symmetric monoidal
(9.14) HomMQ(KGLnc,−) : Ho(Mod(KGLnc))
pj −→ Ho(MQ) ≃MotA1(k) .
Proof. Thanks to adjunction (9.4), HomMQ(KGLnc,KGLnc) identifies with
HomMQ(Σ
∞(Spec(k)+),KGLnc)
(8.31)
≃ UA1(perfdg(Spec(k))) ≃ UA1(k) .
This implies that the functor (9.14) preserves the ⊗-unit. Since by construction
the category Ho(Mod(KGLnc))
pj is rigid, Lemma 9.1(iii) (with E = MQ) furnish us
a natural symmetric monoidal isomorphism
(9.15) HomMQ(KGLnc,−)
∼
⇒ HomMQ((−)
∨,KGLnc) .
This implies that the functor (9.14) is symmetric monoidal if and only if the right-
hand-side of (9.15) is symmetric monoidal. Since (−)∨ is symmetric monoidal, it
suffices then to show that HomMQ(−,KGLnc) is symmetric monoidal. Moreover, by
definition of Ho(Mod(KGLnc))
pj, it is enough to consider the following composition
(the second functor is contravariant)
(9.16) SmProj(k)
Σ∞(−+)⊗KGLnc
Ho(Mod(KGLnc))
pj
Hom
MQ
(−,KGLnc)
Ho(MQ) ≃MotA1(k).
Proposition 8.30 and adjunction (9.4) imply that (9.16) identifies with
SmProj(k)op −→ Ho(MQ) ≃ MotA1(k) X 7→ UA1(perfdg(X)) .(9.17)
The proof follows now from the combination of Remark 5.3 with the fact that the
functor UA1 is symmetric monoidal. 
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Let us now show that the restriction of Φ to Ho(Mod(KGL))pj is also fully-
faithful. Since the category Ho(Mod(KGL))pj is rigid and Φ is symmetric monoidal,
it suffices then to show that the induced map of spectra
HomS(KGL,Σ
∞(X+)∧KGL)→ HomS(UA1(k),HomMQ(KGLnc,Σ
∞(X+)⊗KGLnc))
is a weak equivalence for everyX ∈ SmProj(k). In what concerns the left-hand-side,
we have the following weak equivalences
HomS(KGL,Σ
∞(X+) ∧KGL)
(9.23)
≃ HomS(KGL, (Σ
∞(X+) ∧KGL)
∨)
≃ HomS(Σ
∞(X+) ∧KGL,KGL)(9.18)
≃ HomS(Σ
∞(X+),KGL) ≃ KH(X) ,(9.19)
where (9.18) follows from Lemma 9.1(ii) (with E = S) and (9.19) from adjunction
(9.4). Note that we have also the following isomorphisms
HomS(KGLnc,Σ
∞(X+)⊗KGLnc)
(9.24)
≃ HomMQ(KGLnc, (Σ
∞(X+)⊗KGLnc)
∨)
≃ HomMQ(Σ
∞(X+)⊗KGLnc,KGLnc)(9.20)
≃ HomMQ(Σ
∞(X+),KGLnc)
(8.31)
≃ UA1(perfdg(X)) ,(9.21)
where (9.20) follows from Lemma 9.1(ii) (with E = MQ) and (9.21) from adjunction
(9.4). As a consequence, the above induced map of spectra reduces to KH(X)→
HomS(UA1(k), UA1(perfdg(X))). The proof follows now from isomorphism (5.2).
Lemma 9.22. For every X ∈ SmProj(k), one has canonical duality isomorphisms
Σ∞(X+) ∧KGL ≃ (Σ
∞(X+) ∧KGL)
∨(9.23)
Σ∞(X+)⊗KGLnc ≃ (Σ
∞(X+)⊗KGLnc)
∨ .(9.24)
Proof. Isomorphism (9.23) is obtained by combining [13, Thm. 5.23 and Exam-
ple 2.12] with isomorphism KGL ≃ KGL(1)[2] (see [11, §13.2]). Isomorphism (9.24)
is obtained from (9.23) by applying the symmetric monoidal functor ι. 
Item (iii). Since by assumption Σ∞(X+) ∧ KGL belongs to Ho(Mod(KGL))
pj,
diagram (9.5) implies that Σ∞(X+)⊗KGLnc belongs to Ho(Mod(KGLnc))
pj. Since
this latter category is rigid and the above functor (9.14) is symmetric monoidal, we
then conclude that the maps (9.11)-(9.12) are isomorphisms. This implies that the
natural transformation θ is an isomorphism at the k-scheme X .
Item (iv). LetX ∈ SmProj(k). As explained in §4.2-4.3, the dg category perfdg(X)
is smooth and proper in the sense of Kontsevich. This implies that UA1(perfdg(X))
∨
belongs to the rigid category KMMA1(k). Using the fact that θ is an isomorphism
at every smooth projective k-scheme, one then concludes that the restriction of Φ
to Ho(Mod(KGL))pj takes values in KMMA1(k) ⊂ MotA1(k).
Now, let us denote by KMM(k)pj (resp. KMMA1(k)
pj) be the thick trian-
gulated subcategory of KMM(k) (resp. KMMA1(k)) generated by the objects
U(perfdg(X))
∨ (resp. UA1(perfdg(X))
∨). We claim that the canonical functor
KMM(k)pj → KMMA1(k)
pj is an equivalence. Since these categories are rigid, it
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suffices to show that the induced map of spectra
(9.25) HomS(U(k), U(perfdg(X))
∨) //
≃

HomS(UA1(k), UA1(perfdg(X))
∨)
≃

HomS(U(perfdg(X)), U(k)) // HomS(UA1(perfdg(X)), UA1(k))
is a weak equivalence for every X ∈ SmProj(k). Making use of isomorphisms (5.1)-
(5.2), one observes that (9.25) identifies with the canonical map IK(X)→ KH(X)
from nonconnective algebraic K-theory to the homotopy algebraic K-theory. The
proof follows now from the fact that these algebraic K-theories are the same since
by assumption X is smooth; see [63, §6].
Remark 9.26. By combining (9.23) with Theorem 2.1, one obtains a duality iso-
morphism U(perfdg(X))
∨ ≃ U(perfdg(X)) for every X ∈ SmProj(k).
Proof of Corollary 2.4. Item (i). Let us denote Ho(SH(k))pj the thick tri-
angulated subcategory of Ho(SH(k)) generated by the objects Σ∞(X+)(i) with
X ∈ SmProj(k) and i ∈ Z. As proved in [1, Prop. 2.2.27-1] (see also [43]),
Ho(SH(k))pj agrees with the category of compact objects of Ho(SH(k)). Using
the isomorphism KGL ≃ KGL(1)[2] (see [11, §13.2]) and the adjunction (9.4), one
then concludes that Ho(Mod(KGL))pj agrees with the category of compact objects
of Ho(Mod(KGL)). Note that for every k-scheme X ∈ Sm′(k), the KGL-module
Σ∞(X+) ∧KGL is compact. Hence, Theorem 2.1 implies that the first diagram of
Corollary 2.4 is commutative. Let us study the comparison functor Φ. Thanks to
Theorem 2.1, Φ is lax symmetric monoidal, preserves arbitrary sums, and its restric-
tion to Ho(Mod(KGL))pj is fully-faithful, symmetric monoidal, and takes values in
KMM(k). Since Ho(Mod(KGL))pj agrees with the category of compact objects of
Ho(Mod(KGL)), one concludes that Φ is fully-faithful, symmetric monoidal (since
the symmetric monoidal structures of Ho(Mod(KGL)) and MotA1(k) are homotopy
colimit preserving), and that it takes values in KMM⊕(k). This achieves the proof.
Item (ii). Since Theorem 2.1 holds also with Q-coefficients, the proof is similar to
item (i); simply replace [1, Prop. 2.2.27-1] by [1, Prop. 2.2.27-2] or use instead [43].
Item (iii). As explained above, the triangulated categories Ho(Mod(KGL)) and
Ho(Mod(KGLQ)) are compactly generated and the triangulated functors Φ and ΦQ
preserves arbitrary sums. Hence, the existence of the right adjoints Ψ and ΨQ
follows from [40, Thm. 8.44].
Item (iv). As explained above, the triangulated category Ho(SH(k)) is compactly
generated by the objects Σ∞(X+)(i)[n] with X ∈ SmProj(k) and i, n ∈ Z. Thanks
to the construction of KA and the isomorphism KA ≃ KA(1)[2] (see [25, §5-6]), we
have natural isomorphisms
HomHo(SH(k))(Σ
∞(X+)(i)[n],K
A)
≃ HomHo(SH(k))(Σ
∞(X+),K
A[−n+ 2i]) ≃ Kn−2i(X ;A) ,
where Kn−2i(X ;A) stands for the (n− 2i)
th algebraic K-theory group of the exact
category ofOX⊗A-modules which are locally free and of finite rank asOX -modules.
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On the other hand, we have the following natural isomorphisms:
HomHo(SH(k))(Σ
∞(X+)(i)[n],Ψ(U(A)))
≃ HomHo(SH(k))(Σ
∞(X+) ∧KGL,Ψ(U(A)))[−n+ 2i])(9.27)
≃ HomKMM⊕(k)(U(perfdg(X))
∨, U(A)[−n+ 2i])(9.28)
≃ HomKMM⊕(k)(U(k), U(perfdg(X)⊗ (A))[−n+ 2i])(9.29)
≃ Kn−2i(perfdg(X)⊗A)(9.30)
≃ KAn−2i(X ;A) .(9.31)
Some explanations are in order: (9.27) follows from adjunction (9.4) and isomor-
phism KGL ≃ KGL(1)[2]; (9.28) follows from the adjunction (Φ,Ψ) and the com-
mutative diagram of item (i); (9.29) follows from the fact that U is symmetric
monoidal and that U(perfdg(X)) is a strongly dualizable object (since the dg cat-
egory perfdg(X) is smooth and proper); (9.30) follows from the co-representability
of algebraic K-theory (see [7, Thm. 7.16]); and (9.31) follows from [56, Lems. 6.2
and 6.4] and their proofs. The above natural isomorphisms imply that KA and
Ψ(U(A)) represent the same functor in the homotopy category Ho(SH(k)). Hence,
making use of the Yoneda lemma, we conclude that they are isomorphic.
Remark 9.32. The proofs of Theorem 2.1 and of items (i)-(iii) of Corollary 2.4 work
mutatis mutandis the same for every regular ring k: simple replace [17, 44] by [11,
§13.3] in §2; −⊗− by −⊗L− in §4.2; and remove [43] in the proof of Corollary 2.4.
10. Proof of the second main result
In this section we prove Theorem 2.7. By construction, the comparison functor
R sends Q(1)[2] to the ⊗-unit of KMM(k)Q. As a consequence, using the universal
property of the projection functor π (see §4.4), one obtains a well-defined Q-linear
additive symmetric monoidal functor R making diagram (2.8) commute. Let us
now show that R is also fully-faithful. As proved in [62, Cor. 3.5.5] (when k is of
characteristic zero) and in [28, Prop. 5.5.3] (when k is of positive characteristic),
the following set generates the triangulated category DMgm(k)Q
G := {M(X)Q[−n] |X ∈ SmProj(k) and n ∈ Z} .
Hence, making use of Lemma 10.7 below, it suffices to show that the induced map
(10.1) Hom(π(M(X)Q), π(M(Y )Q[−n])) −→ Hom(R(M(X)Q),R(M(Y )Q)[−n])
is an isomorphism for any two X,Y ∈ SmProj(k) and n ∈ Z. In what concerns the
left-hand-side, we have the following isomorphisms (d := dim(Y )):
= ⊕i∈ZHomDMgm(k)Q(M(X)Q,M(Y )Q(i)[2i− n])
≃ ⊕i∈ZHomDMgm(k)Q(M(X × Y )Q,Q(i+ d)[2(i + d)− n])(10.2)
≃ ⊕i∈ZH
2(i+d)−n(X × Y,Q(i+ d))(10.3)
≃ ⊕i∈ZCH
(i+d)(X × Y, n)Q ≃ ⊕i∈ZCH
i(X × Y, n)Q .(10.4)
Some explanations are in order: (10.2) follows from the fact that M(Y )Q(−d)[−2d]
is the strong dual ofM(Y )Q (see [2, §18.4]); (10.3) follows from the representability
of motivic cohomology in DMgm(k)Q; and (10.4) follows from the identification
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between motivic cohomology and Bloch’s higher Chow groups (see [61]). In what
concerns the right-hand-side, we have the following isomorphisms
= HomKMM(k)Q(U(perfdg(X))
∨
Q, U(perfdg(Y ))
∨
Q[−n])
≃ HomKMM(k)Q(U(perfdg(X))Q, U(perfdg(Y ))Q[−n])(10.5)
≃ IK(X × Y )Q ≃ Kn(X × Y )Q ,(10.6)
where (10.5) follows from Remark (9.26) and (10.6) from weak equivalence (5.1).
The proof follows now from the fact that (10.1) identifies with the classical isomor-
phism ⊕i∈ZCH
i(X × Y, n)Q ≃ Kn(X × Y )Q; see [35].
Lemma 10.7. Let (C,⊗,1) be a symmetric monoidal triangulated category, O ∈ C
a ⊗-invertible object, R : C → D a symmetric monoidal triangulated functor which
sends O to the ⊗-unit of D, and
C
pi

R // D
C/−⊗O
R
<<
②
②
②
②
②
②
②
②
the induced commutative diagram. Assume that C has a set of generators G and
that the restriction of R to the full subcategory πG ⊂ C/−⊗O is fully-faithful. Under
these assumptions, the functor R is fully-faithful.
Proof. The triangulated category C admits a canonical filtration
G =: 〈G〉0 ⊂ 〈G〉1 ⊂ · · · ⊂ 〈G〉n ⊂ 〈G〉n+1 ⊂ · · · ⊂ C ,
where 〈G〉n+1 is the category of those objects b appearing in a distinguished triangle
(10.8) a −→ b −→ c −→ a[1]
with a ∈ 〈G〉n and c ∈ 〈G〉0. Let us write π〈G〉n for the full subcategory of C/−⊗O
with the same objects as 〈G〉n and {π〈G〉n}n≥0 for the associated filtration. Note
that C = ∪n〈G〉n and C/−⊗O = ∪nπ〈G〉n. By assumption, R|pi〈G〉0 is fully-faithful.
Hence, let us prove that if by hypothesis R|pi〈G〉n is fully-faithful, then R|pi〈G〉n+1
is also fully-faithful. Given any object d ∈ C, the definition of C/−⊗O allow us to
conclude that (10.8) gives rise to long exact sequences
· · ·HomC/−⊗O(π(d), π(a))→ HomC/−⊗O(π(d), π(b))→ HomC/−⊗O(π(d), π(c)) · · ·
· · ·HomC/−⊗O(π(c), π(d))→ HomC/−⊗O(π(b), π(d))→ HomC/−⊗O(π(a), π(d)) · · ·
The proof follows now from a simple application of the classical 5-lemma. 
11. Remaining proofs
Proof of Proposition 2.9. Let us start by constructing Vnc. Since a triangulated
category is additive and the restriction of a localizing invariant to its base category
is an additive invariant (see [53, §13]), we conclude that
(11.1) dgcat(k) −→ Ho(dgcat(k))
U(−)Q
−→ Mot(k)Q
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is an additive invariant. Making use of equivalence (5.4), one then obtains a well-
defined Q-linear additive functor Vnc making the following diagram commute
(11.2) dgcat(k) //
Uadd(−)Q

Ho(dgcat(k))
U(−)Q

Hmo0(k)Q
Vnc
// Mot(k)Q .
Moreover, since (11.1) is symmetric monoidal, [9, Prop. 5.5] implies that the functor
Vnc is also symmetric monoidal. Now, recall from [54, §6][8, Lem. 5.9 and Thm. 9.2]
that we have the following isomorphisms
HomHmo0(k)Q(Uadd(A)Q, Uadd(B)Q) ≃ K0(A
op⊗B)Q ≃ HomMot(k)Q(U(A)Q, U(B)Q)
for any two dg categories A,B with A smooth and proper. Consequently, we con-
clude that the restricted functor Vnc : NChow(k)Q → KMM(k)Q is also fully-
faithful. It remains then only to show that the right-hand-side square of diagram
(2.10) is commutative (up to isomorphism). Recall that every object of Chow(k)Q
is a direct factor of a Chow motive of the form h(X)Q(m), with X ∈ SmProj(k)
and m ∈ Z. Since the categories Chow(k)Q and Chow(k)Q/−⊗Q(1) have the same
objects and π(h(X)Q(m)) ≃ π(h(X)Q), it suffices to treat the objects of the form
π(h(X)Q). Let us start by showing that the objects
Vnc(R(π(h(X)Q)))
∨ and R(V (π(h(X)Q)))(11.3)
are isomorphic. As proved in [50, Thm. 1.1], R(π(h(X)Q)) ≃ Uadd(perfdg(X))Q.
Hence, making use of the above diagram (11.2), one observes that the left-hand-side
of (11.3) identifies with U(perfdg(X))
∨
Q. On the other hand, since V (π(h(X)Q)) ≃
M(X)Q, Theorem 2.1 implies that the right-hand-side of (11.3) also identifies with
U(perfdg(X))
∨. Given smooth projective k-schemes X and Y , let us now show the
following diagram commutes (up to isomorphism)
Hom(π(h(X)Q), π(h(Y )Q))
V

R // Hom(Uadd(perfdg(X))Q, Uadd(perfdg(Y ))Q)
Vnc
Hom(U(perfdg(X))Q, U(perfdg(Y ))Q)
(−)∨

Hom(π(M(Y )Q), π(M(X)Q))
R
// Hom(U(perfdg(Y ))
∨
Q, U(perfdg(X))
∨
Q) .
As explained in the proof of [50, Thm. 1.1], R is given by the classical isomorphism
⊕i∈ZCH
i(X × Y )Q ≃ K0(X × Y )Q. On the other hand, as explained in the proof
of Theorem 2.7, R is also given by the classical isomorphism ⊕i∈ZCH
i(Y ×X)Q ≃
K0(Y × X)Q. Since Voevodsky’s isomorphism V corresponds to the switch of X
and Y , the above diagram identifies then with
⊕i∈ZCH
i(X × Y )Q

// K0(X × Y )Q
K0(X × Y )Q

⊕i∈ZCH
i(Y ×X)Q // K0(Y ×X)Q .
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This latter diagram is commutative and so the proof is finished.
Proof of Proposition 3.1. Item(i). The implication (⇒) follows from the fact
that the comparison functor R is symmetric monoidal. Let (C,⊗,1) be a Q-linear
idempotent complete rigid symmetric monoidal category such that EndC(1) has no
nontrivial idempotents. Under these assumptions, it was proved in [30, Props. 8.2.6
and 8.2.9] that an object c ∈ C is ⊗-invertible if and only if ∧2(c) = 0 or Sym2(c) =
0. Recall that DMgm(k)Q and KMM(k)Q are Q-linear idempotent complete rigid
symmetric monoidal categories, that we have the following Q-algebra isomorphisms
EndDMgm(k)Q(Q(0)) ≃ Q EndKMM(k)Q(U(k)Q) ≃ K0(k)⊗Z Q ≃ Q ,
and that the comparison functor R is Q-linear, faithful, and symmetric monoidal.
As a consequence, the proof of implication (⇐) follows now from Proposition 3.10(i).
Item (ii). Thanks to Theorem 2.7, one has an injective group homomorphism
Pic(DMgm(k)Q/−⊗Q(1)[2]) →֒ Pic(KMM(k)Q) .
Hence, in order to prove that the group homomorphism (3.2) is injective, it suffices
to show the following claim: if a geometric mixed motive M ∈ DMgm(k)Q becomes
isomorphic in the orbit category to the ⊗-unit π(Q(0)), then M ∈ {Q(i)[2i] | i ∈ Z}.
Let us then assume the existence of morphisms
f = {fi}i∈Z ∈ ⊕i∈ZHom(M,Q(i)[2i]) g = {gi}i∈Z ∈ ⊕i∈ZHom(Q,M(i)[2i])
verifying the equalities g ◦ f = id and f ◦ g = id. By definition of the orbit category
(see §4.4), the following composition
M
{fi}i∈Z
−→ ⊕i∈ZQ(i)[2i]
{g−i(i)[2i]}i∈Z
−→ M
agrees with the 0th-component of g◦f , i.e. with the identity ofM . As a consequence,
M is a direct factor of ⊕i∈ZQ(i)[2i]. By combining the isomorphisms
HomDMgm(k)Q(Q(i)[2i],Q(j)[2j]) ≃
{
Q i = j
0 i 6= j
with the fact that π(M) ≃ π(Q(0)), we conclude then that M ∈ {Q(i)[2i] | i ∈ Z}.
Proof of Proposition 3.8. Item (i). Recall first from (5.1) that we have the
following isomorphisms
(11.4) HomKMM(k)Q(U(k)Q, U(k)Q[−n]) ≃
{
Kn(k)⊗Z Q n ≥ 0
0 n < 0
.
Now, consider the following full subcategory H := {U(k)⊕nQ |n ≥ 1} ⊂ KMM(k)Q.
Thanks to (11.4) (with n = 0), one observes that H is equivalent to the category of
Q-vector spaces. In particular, H is additive, idempotent complete, and symmetric
monoidal. Making use of [6, Thm. 4.3.2 II and Prop. 5.2.2], one then concludes that
there exists a bounded weight structure w on the triangulated category 〈U(k)Q〉
with heart H. Consequently, [6, Thm. 5.3.1 and Rk. 5.3.2] imply that the inclusion
H ⊂ 〈U(k)Q〉 gives rise to a ring isomorphism K0(H) ≃ K0(〈U(k)Q〉). The proof
follows now automatically from the canonical isomorphism K0(H) ≃ Q.
Item (ii). The proof follows from the fact that the comparison functor (3.5)
sends Q(1) to U(k)Q[−2] and that [U(k)Q[−2]] = [U(k)Q] = 1 in K0(〈U(k)Q〉).
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Proof of Proposition 3.10. As proved in [37, Lem. 1.11], every Q-linear ad-
ditive symmetric monoidal functor preserves Schur-finiteness (and hence Kimura-
finiteness). If the functor is moreover faithful, then it also reflects Schur-finitess.
The proof follows from these general results applied to the comparison functor R.
References
[1] J. Ayoub, Les six ope´rations de Grothendieck et le formalisme des cycles e´vanescents dans
le monde motivique. Aste´risque, Volumes 314-315 (2007). Socie´te´ Mathe´matique de France.
[2] Y. Andre´, Motifs de dimension finie (d’apre`s S.-I. Kimura, P. O’Sullivan . . . ). Se´minaire
Bourbaki. Vol. 2003/2004. Aste´risque No. 299 (2005), Exp. No. 929, viii, 115–145.
[3] Y. Andre´ and B. Kahn, Nilpotence, radicaux et structures mono¨ıdales (avec un appendice de
P.O’Sullivan). Rend. del Seminario Mat. dell’Universita` di Padova 108 (2002), 107–291.
[4] A. Blumberg and M. Mandell, Localization theorems in topological Hochschild homology and
topological cyclic homology. Geom. Topol. 16 (2012), no. 2, 1053–1120.
[5] S. Biglari, On finite dimensionality of mixed Tate motives. Journal of K-Theory 4 (2009),
no. 1, 145–161.
[6] M. V. Bondarko, Weight structures vs. t-structures; weight filtrations, spectral sequences,
and complexes (for motives and in general). Journal of K-Theory 6 (2010), no. 3, 387–504.
[7] D.-C. Cisinski and G. Tabuada, Nonconnective K-theory via universal invariants. Compositio
Mathematica 147 (2011), 1281–1320.
[8] , Symmetric monoidal structure on noncommutative motives. Journal of K-Theory 9
(2012), no. 2, 201–268.
[9] , Lefschetz and Hirzebruch-Riemann-Roch formulas via noncommutative motives.
Available at arXiv:1111.0257v2. To appear in Journal of Noncommutative Geometry.
[10] D.-C. Cisinski, Descente par e´clatements en K-the´orie invariante par homotopie. Annals of
Mathematics 177 (2013), 425–448.
[11] D.-C. Cisinski and F. Deglise, Triangulated categories of mixed motives. Available at
arXiv:0912.2110v3.
[12] B. Day, On closed categories of functors. Reports of the midwest category seminar IV. Lecture
notes in Math. 137 (1970), 1–38.
[13] F. Deglise, Around the Gysin triangle II. Doc. Math. 13 (2008), 613–675.
[14] P. Deligne, Cate´gories tannakiennes. The Grothendieck Festschift, Vol.II, 111–195,
Birkha¨user, 1990.
[15] , Cate´gories tensorielles. Moscow Math. Journal, Vol. 2 (2002), no. 2, 227–248.
[16] A. Elmendorf and M. Mandell, Rings, modules, and algebras in infinite loop space theory.
Adv. Math. 205 (2006), no. 1, 163–228.
[17] D. Gepner and V. Snaith, On the motivic spectra representing algebraic cobordism and alge-
braic K-theory. Doc. Math. 14 (2009), 359–396.
[18] A. Grothendieck, Les De´rivateurs. Available at http://people.math.jussieu.fr/maltsin/
groth/Derivateurs.html.
[19] V. Guletskii, Finite-dimensional objects in distinguished triangles. J. Number Theory 119
(2006), no. 1, 99–127.
[20] V. Guletskii and C. Pedrini, Finite dimensional motives and the conjecture of Murre and
Beilinson. K-Theory 30 (2003), no. 3, 243–263.
[21] P. Hirschhorn, Model categories and their localizations. Mathematical Surveys and Mono-
graphs 99 (2003).
[22] M. Hovey, Spectra and symmetric spectra in general model categories. JPAA 165 (2001),
63–127.
[23] , Model categories. Mathematical Surveys and Monographs 63. American Mathemat-
ical Society, Providence, RI, 1999.
[24] M. Hovey, B. Shipley and J. Smith, Symmetric spectra. JAMS 13 (2000), no. 1, 149–208.
[25] B. Kahn and M. Levine, Motives of Azumaya algebras. J. Inst. Math. Jussieu 9 (2010), no. 3,
481–599.
[26] B. Keller, On differential graded categories. International Congress of Mathematicians
(Madrid), Vol. II, 151–190, Eur. Math. Soc., Zu¨rich, 2006.
[27] , On the cyclic homology of exact categories. JPAA 136 (1999), no. 1, 1–56.
32 GONC¸ALO TABUADA
[28] S. Kelly, Triangulated categories of motives in positive characteristic. Available at
arXiv:1305.5349.
[29] S. I. Kimura, Chow groups are finite dimensional, in some sense. Math. Ann. 331 (2005),
no. 1, 173–201.
[30] , A note on finite dimensional motives. Algebraic cycles and motives. Vol. 2, 203–213,
London Math. Soc. Lecture Note Ser., 344, Cambridge Univ. Press, Cambridge, 2007.
[31] M. Kontsevich, Noncommutative motives. Talk at the Institute for Advanced Study on
the occasion of the 61st birthday of Pierre Deligne, October 2005. Video available at
http://video.ias.edu/Geometry-and-Arithmetic.
[32] , Mixed noncommutative motives. Talk at the Workshop on Homological Mirror Sym-
metry, Miami, 2010. Notes available at www-math.mit.edu/auroux/frg/miami10-notes.
[33] , Notes on motives in finite characteristic. Algebra, arithmetic, and geometry: in
honor of Yu. I. Manin. Vol. II, 213–247, Progr. Math., 270, Birkhuser Boston, MA, 2009.
[34] M. Levine, Tate motives and the vanishing conjectures for algebraic K-theory. (English sum-
mary) Algebraic K-theory and algebraic topology (Lake Louise, AB, 1991), 167–188, NATO
Adv. Sci. Inst. Ser. C Math. Phys. Sci., 407, Kluwer Acad. Publ., Dordrecht, 1993.
[35] , Bloch’s higher Chow groups revisited. K-theory (Strasbourg, 1992). Aste´risque 226
(1994), 10, 235–320.
[36] V. Lunts and D. Orlov, Uniqueness of enhancement for triangulated categories. J. AMS 23
(2010), no. 3, 853–908.
[37] C. Mazza, Schur functors and motives. K-Theory 33 (2004), no. 2, 89–106.
[38] F. Morel and V. Voevodsky, A1-homotopy theory of schemes. Inst. Hautes E´tudes Sci. Publ.
Math. no. 90 (1999), 45–143 (2001).
[39] F. Morel, An introduction to A1-homotopy theory. Contemporary developments in algebraic
K-theory, 357–441. ICTP Lect. Notes, XV, Trieste, 2004.
[40] A. Neeman, Triangulated categories. Annals of Math. Studies 148. Princeton University
Press, Princeton, NJ, (2001).
[41] D. Quillen, Homotopical algebra. Lecture Notes in Mathematics 43 (1967).
[42] J. Riou, Algebraic K-theory, A1-homotopy and Riemann-Roch theorems. J. Topol. 3 (2010),
no. 2, 229–264.
[43] , Dualite´ de Spanier-Whitehead en ge´ome´trie alge´brique. C. R. Math. Acad. Sci. Paris
340 (2005), no. 6, 431–436.
[44] O. Ro¨ndigs, M. Spitzweck, and P. A. Østvær, Motivic strict ring models for K-theory. Proc.
AMS 138 (2010), no. 10, 3509-3520.
[45] O. Ro¨ndigs and P. A. Østvær, Modules over motivic cohomology. Adv. Math. 219 (2008),
no. 2, 689–727.
[46] M. Schlichting, Negative K-theory of derived categories. Math. Z. 253 (2006), no. 1, 97–134.
[47] S. Schwede and B. Shipley, Algebras and modules in monoidal model categories. Proc. London
Math. Soc. 80 (2000), 491–511.
[48] B. Shipley, A convenient model category for commutative ring spectra. Contemp. Math. 346
(2004), 473–483.
[49] G. Tabuada, En-regularity implies E(n−1)-regularity. Doc. Math. 19 (2014), 121–139.
[50] , Chow motives versus noncommutative motives. Journal of Noncommutative Geom-
etry 7 (2013), no. 3, 767–786.
[51] , A guided tour through the garden of noncommutative motives. Clay Mathematics
Proceedings, Volume 16 (2012), 259–276.
[52] , Generalized spectral categories, topological Hochschild homology, and trace maps.
Alg. and Geom. Top. 10 (2010), 137–213.
[53] , Higher K-theory via universal invariants. Duke Math. J. 145 (2008), no. 1, 121–206.
[54] , Additive invariants of dg categories. Int. Math. Res. Not. 53 (2005), 3309–3339.
[55] , A1-homotopy theory of noncommutative motives. Available at arXiv:1402.44328.
[56] , Additive invariants of toric and twisted projective homogeneous varieties via non-
commutative motives. Available at arXiv:1310.4063.
[57] R. W. Thomason, Algebraic K-theory and e´tale cohomology. Ann. Sci. E´cole Norm. Sup. (4)
18 (1985), no. 3, 437–552.
[58] R. W. Thomason and T. Trobaugh, Higher algebraic K-theory of schemes and of derived
categories. Grothendieck Festschrift, Volume III. Volume 88 of Progress in Math., 247–436.
Birkhauser, Boston, Bassel, Berlin, 1990.
VOEVODSKY’S MIXED MOTIVES VERSUS KONTSEVICH’S NC MIXED MOTIVES 33
[59] P. Tobias, Prime ideals of mixed Artin-Tate motives. Journal of K-Theory 11 (2013), no. 2,
331–349.
[60] V. Voevodsky, A1-homotopy theory. Proceedings of the International Congress of Mathemati-
cians, vol I (Berlin, 1998), Documenta Math. Extra Vol. I (1998), 579–604.
[61] , Motivic cohomology groups are isomorphic to higher Chow groups in any character-
istic. Int. Math. Res. Not. 7 (2002), 351–355.
[62] V. Voevodsky, A. Suslin, and E. M. Friedlander, Cycles, Transfers, and Motivic Homotopy
Theories. Annals of Math. Studies 143 (2000).
[63] C. Weibel, Homotopy algebraic K-theory. Contemporary Mathematics 83 (1989).
Gonc¸alo Tabuada, Department of Mathematics, MIT, Cambridge, MA 02139, USA
E-mail address: tabuada@math.mit.edu
URL: http://math.mit.edu/~tabuada/
