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Notaciones 
A lo largo de la memoria los teoremas originales se enumeran desde el 1 
hasta el 12. Otros teoremas se denotan por la inicial del apellido de su 
autor o autores. Los lemas utilizados en la demostración de los teoremas 
se enumeran del 1 al 16. Algunas ecuaciones aparecen sin número de re- 
ferencia; en aquéllas que queremos destacar, bien por su importancia, bien 
porque vayamos a usarlas después, aparecen dos números: el primero indica 
el capítulo y el segundo el orden dentro del mismo. Por ejemplo, la ecuación 
(2.3) es la tercera dentro del segundo capítulo. 
Como es habitual, C, C(a, B),  o K designarán constantes que dependen 
de los argumentos mostrados y que pueden variar de línea en línea, o incluso 
dentro de la misma, a pesar de seguir denotándose igual. 
La lista que sigue incluye las notaciones y símbolos que aparecen más 
frecuentemente a lo largo de la memoria: 
ID, Disco unidad del plano complejo: {z E C : lzl < 1) 
dD Circunferencia unidad: {z E C : lzl = 1) 
W Semiplano superior: {z E @ : 3 z  > O} 
W Recta real: {z E C : S z  = O} 
ID,+ Disco unidad positivo: {z E C : z E D n Eil) 
R Dominio plano simplemente conexo 
dR Fkontera de R 
Xn(z) Densidad hiperbólica del dominio R en el punto z 
dsl(a, b) Distancia hiperbólica entre los puntos a y b en R 
d,(a, b) Distancia euclídea entre a y 6: lb - al 
~ ( z , Y )  Curvatura hiperbólica de la curva .y en z (ver p. 8) 
a Ángulo entre curvas (ver p. 10) 
T Triángulo geodésico (ver p. 11) 
HP,* Par de horociclos en el disco que pasan por los puntos p y q (ver p. 16) 
U ( p ,  q) Paraguas en el disco cuya frontera son horocíclos (ver p. 16) 
Hi,, Par de curvas de curvatura constante b en el disco que pasan por los 
puntos p y q (ver p. 17) 
U(p,  q; b) Paraguas en el disco cuya frontera son curvas de curvatura cons- 
tante b, lb] < 1 (ver p. 17) 
U ( p ,  q; b, m) Paraguas en el disco cuya frontera son curvas de curvatura 
constante b, lb1 > 1 (ver p. 18) 
P e l , . . . ,  Curva poligonal de lados de longitud (euclídea o hiperbólica, 
según el caso) L y de ángulos Bk (ver p. 24 y 49) 
A Longitud euclídea 
Xn(s)ldsl Elemento de arco hiperbólico (ver p. 37) 
w(z, 1, $2) Medida armónica del arco I desde z en el dominio fl (ver p. 39) 
P ~ ( W )  Núcleo de Poisson del dominio Cl con w E 8.0, y z E f2 (ver p. 76) 
V,(z) Ángulo total abarcado por y en z (ver p. 77) 
P, Q Núcleos de Poisson de ciertos semiplanos (ver p. 82) 
kc Fkincional asociado al dominio Cl (ver p. 83) 
gn(z, a) Función de Green del dominio Cl con polo en a (ver p. 85) 
kixt Curvatura exterior (ver p. 93) 
Introducción 
El análisis complejo está estrechamente relacionado con la geometría hiper- 
bólica y con la teoría del potencial. En esta memoria explotamos ambas 
relaciones. 
La conexión entre análisis complejo y geometría hiperbólica fue estable 
cida por primera vez en 1882 por Henri Poincaré, cuando descubrió que 
el grupo de isometrías del disco con el modelo hiperbólico conforme (hoy 
conocido como métrica de Poincaré) se corresponde con el grupo de trans- 
formaciones de Mobius. 
El punto de vista geométrico moderno en variable compleja comenzó en 
1938 con un trabajo de Lars V. Ahlfors en e! que se probaba que el lema 
de Schwarz se puede interpretar como una desigualdad entre curvaturas en 
el sentido de que la métrica extrema1 en dominios planos con curvatura 
negativa es la de Poincaré. 
En la primera parte de la memoria estudiamos el problema de Hayman- 
Wu que consiste en estimar la longitud de las curvas de nivel de aplicaciones 
conformes. La conexión entre variable compleja y geometría hiperbólica 
nos permitirá encontrar la cota óptima para éste en dominios convexos, y 
también entenderlo en contextos más generales. 
Para más detalles al respecto referimos al lector a la introducción de la 
Parte 1, página 3, donde enunciamos los resultados obtenidos y comentamos 
brevemente las ideas involucradas en las pruebas. 
La relación entre variable compleja y la teoría del potencial nace del he- 
cho de que las aplicaciones conformes son los homeomorfismos que conservan 
las solucíones del problema de Laplace. 
En la segunda parte de esta memoria usaremos técnicas de teoría del 
potencial real para resolver el problema de Gabriel, el cual establece com- 
paraciones entre integrales con peso (geométrico) sobre curvas. 
Con estas técnicas encontramos la expresión para la mejor constante de 
comparacíón y probamos que cierta conjetura de Gabriel no es cierta. 
Para finalizar la memoria consideraremos de nuevo el problema de Hayman- 
Wu pero en este contexto más general en el que admitimos un peso ge- 
ométrico y, también usando técnicas de teoría del potencial, mostramos que 
no siempre tiene solución y damos una condición necesaria para que la tenga. 
En la introducción a esta segunda parte, página 71, se describen los 
resultados obtenidos y las ideas de sus pruebas. 
Una parte de los resultados nuevos que aparecen en esta tesis están 
contenidos en los artículos: 
FG] Fernández, J.L., Granados, A. O n  geodesic curvature a n d  confor- 
mal mapping. San Petersburgh Mathematical Journal, Vol. 9 (Goluzin's 
Volume), (1998), issue 3. 
[G] Granados, A. O n  a problem raised by Beurling and Gabriel. 
Enviado para su publicación. 
Parte 1 
Curvatura hiperbólica y 
aplicaciones conformes 
Existe una conocida y estrecha relación entre la geometría híperbólica y 
el análisis complejo que se sigue básicamente del hecho de que el grupo de 
automorfismos del disco unidad D (entendido como superficie riemanniana) 
coincide con el grupo de isometrías que conservan el sentido (con respecto 
a la métrica de Poincaré XD(s)) del disco D. Esta conexión resulta ser muy 
fructífera. 
En esta parte de la memoria explotaremos esta conexión y notaremos que 
el bel'lo teorema de Hayman y Wu sobre funciones conformes es un resultado 
de geometría hiperbólica; de hecho, éste se reduce a estimar superiormente 
el funcional 
I(D, y) := 1 e - d ~ ( 0 8 s ) ~ ~ ( s ) d s  
7 
sobre curvas y de curvatura hiperbólica acotada superiormente. 
También mostraremos la relación existente entre un teorema clásico de 
geometría debido a Schur y este Teorema de Hayman-Wu en el disco. 
En particular, los resultados que se obtienen serán válidos en el caso 
en el que la curva y tenga curvatura híperbólica acotada superiormente en 
valor absoluto por 1, 
El método utilizado para obtener nuestros resultados consiste en deter- 
minar la situación extremal para el funcional I(D,y) para y y estimarlo en 
este caso. 
La razón heurística por la que es de esperar que tal situación extremal 
exista es la siguiente: si un arco contenido en el disco se "dobla" (es decir, 
si su curvatura aumenta) la distancía entre sus extremos disminuye (en el 
plano euciídeo este hecho es cíerto y fue probado por Schur). 
Obsérvese que un teorema sobre cotas de I(D, y) se traduce en un resul- 
tado sobre la velocidad con la que la curva y se aproxima a la frontera de 
D. 
Pasamos ahora a dar una descripción pormenorizada de los principales 
resultados de esta parte de la memoria. Para nomenclatura, definiciones 
básicas y resultados generales referimos al lector al capítulo 1. 
En el capítulo 2 probaremos el resultado principal de esta parte de la 
memoria, Teorema 3, en el que establecemos una cota para el funcional 
I(U9, y )  cuando la curvatura de y está acotada por 1. De forma precisa: 
Teorema 3 Sea y : R t U9 una curva en IíD y asúmase que el valor 
absoluto de la curvatura hiperbólica de y está superiomente acotado por 1. 
Entonces, 
La cota es óptima (obsérvese que la desigualdad es estricta). 
La prueba de este teorema ilustra la técnica de "localización" que permite 
dar las posiciones relativas de puntos sobre distintas curvas en funcíón de las 
curvaturas de las mismas. Esta técnica explica de forma sencilla el teorema 
clásico de geometría de Schur, 
Una idea de cómo probar este resultado es la siguiente: comprobaremos 
que cuando aumentamos la curvatura de la curva y,  la distancia a un  punto 
fijo, p, disminuye; es decir, el funcíonal I(D, y )  será máximo cuando y tenga 
curvatura 1, y por tanto bastará calcularlo en este caso. Más concretamente, 
el Teorema 3 resulta ser una consecuencia de: 
Teorema 5 (Teorema de Estiramiento de C u w a s )  Sea y : R -+ 
U9 una curva parametrizada por longitud de arco y supóngase que el valor 
absoluto de su curvatura está superiomente acotado por una constante fija b. 
7r 
Si b > 1 aszimase además que su longitud hiperbólica es menor que m 
(ver $2.1.4). Entonces, 
d~ (0, ~ ( s ) )  2 C ( s ,  b, d ) ,  
donde la cota C ( s ,  b,d) se alcanza sobre una curva Hb de curvatura hiper- 
bólica constante b. 
De forma más precisa, si b = 1 y zo es el punto en y que está más cerca de  
O, y d = d ~ ( 0 ,  zo), entonces 
Aqui H es el horociclo en U9, tangente a y en ZO, con H(0 )  = %O que rodea 
El Teorema 5 es una versión liiperbólíca de un Teorema de Schur. La 
prueba clásíca de éste no funciona en el caso liíperbólico, sin embargo, la 
que damos para el caso hiperbólico sí que funciona en el caso euclideo (como 
veremos en el capítulo 1). 
Los teoremas enunciados hasta ahora surgieron al considerar la pregun- 
ta  formulada por 0yma acerca de la constante óptima para el Teorema de 
Hayman-Wu en dominios convexos. El siguiente resultado, consecuencia 
inmediata del Teorema 3, responde a esta cuestión, 
Teorema 4 Sea Cl un dominio convexo en <C diferente del propio plano, 
sea L una lánea recta y sea f una funciln conforme cualquiera de 0 sobre 
üD, entonces: 
A ( f ( R n L ) )  < 271 
La cota es óptima. 
Aquí A denota la longitud euclídea. 
" .  
Capítulo 1 
Nociones básicas 
Este capítulo reúne sólo las herramientas, nocíones y hechos básicos que se 
utilizan para los resultados de esta parte de la memoría. La estructura es la 
siguiente: 
1.1 Dominios planos hiperbólicos. 
% .  
. . 
1.1.1 Curvatura hiperbólica de un segmento. 
1.1.2 Caso convexo. 
1.1.3 Trigonometría hiperbólica. 
1.1.4 Curvatura. 
1.1.5 Regiones especiales del disco: paraguas. 
1.2 Teorema de Schur, un resultado euclideo. 
1.2.1 Una prueba del Teorema de Schur. 
1.1 Dominios planos hiperbólicos. 
En esta memoria será fundamental estudiar la convergencia de la integral 
/I e - d ~ ( O - S ) ~ D ( s ) d s  en función de la curvatura hiperbólica de la curva y. Por 
esto dedicamos esta sección a exponer algunas nociones básicas y resultados 
' conocidos sobre curvatura hiperbólica. 
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1.1.1 Curvatura hiperbólica de un segmento 
e La distancia hiperbólica del dominio 0 es denotada por dn, y la densidad 
hiperbólica de la métrica por Xn, Recordamos que sí el domínio es el disco 
hiperbólico, para a, b E !ID tenemos 
11 - abl + la - b1 dD(a, b) = log 
11 - abl - la - bl ' 
En el caso frecuente en el que el dominio sea el disco híperbólico, esto es, 
Q = Q y cuando sea conveniente para simplificar la notación, denotamos 
la distancia d~ símplemente por d. Recordamos tambíén que sí a, b E W 
entonces 
la - 61 + la - bl d(a, b) = dn(a, b) = log 
la - bl - la - bl' 
Dada una curva y en Q denotamos su curvatura con respecto a la 
métrica hipe~bólica en un punto z E y como Kh(z,y); de igual forma de- 
notamos la curvatura euclídea en z E y como K,(z, y). Ambas curvaturas 
están relacionadas mediante la conocida fórmula (véaqe, por ejemplo, [BO]): 
donde n es el vector euclídeo unitario normal rotado +; con respecto al 
vector tangente a la curva (la curvatura depende del sentido de recorrido, 
pero al elegir así n, ésto queda especificado). 
Dado cualquier dominio símplemente conexo Q que no sea el plano, y dado 
un segmento L que esté contenido en Q, 
Esto se sigue de lo siguiente: 
si denotamos por g una aplicación conforme del disco unidad IID sobre el 
dominio Q, el Teorema 114 de Koebe nos da 
Debido a que la aplicación g es conforme, las densidades híperbólícas del 
disco y de Q están relacionadas mediante 
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Por comodidad denotamos w = g(z). Tomando logarítmos en la expresión 
anterior y diferenciando después con respecto a z, 
g'l(z) - a* (log XD(~))  , (1ogXn) (w)g1(z) + 2 ' o  (1.2) 
a, - ea donde a, = 2 '. Recordamos las fórmulas 
(b)IVlogXnl = 21 (lag Xn), I 
que nos permiten simplificar la última expresión (1.2) a 
Finalmente, evaluando en z y usando la desigualdad (1.1) 
-. IVl~gXn(w)l 5 2Xn(w). 
(Para más detalle, véase [O].) 
Usando esta relación y el hecho de que la curvatura euclídea del segmento 
L es cero, obtenemos la siguiente estimación: 
K,(z, L) - V log Xn(z)n 
IKh(z,L)I = 1 
Xn(z) I 
I IV log~n(z1I 
IXn(z)l 5 2, 
donde n es el vector euclídeo unitario normal (rotado +$ con respecto al 
vector tangente a la curva). 
1.1.2 Caso convexo 
Si 0 es convexo y L es un segmento, entonces 
lKh(z,L)l 5 1. 
9" (0) Para esto recordamos que~con la notación de arriba, 1-1 2 2, 
g1(0) (véase [Hi, pág. 3581). La igualdad sólo se alcanza si 0 es el semiplano 
superior y L es una linea horizontal, y en rotaciones de esta codguración. 
La invarianza conforme de la curvatura hiperbólica es un hecho muy 
conveniente en teoría de funciones, véase [Al], [M]. 
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1.1.3 Tr igonomet r í a  hiperbólica 
En 2.4.1, (página 49) usaremos algunos conceptos de geometría hiperbólíca 
que procedemos a describir ahora junto con alguna notación conveniente: 
Dados dos vectores cualesquiera u y w en el espacio tangente Tp D, d & ~ -  
mos el ángulo a entre u y w como el ángulo barrido (en sentido positivo) 
desde u hasta w, módulo 27r y entre -n y T. Lo denotaremos por 
--
a = L(u, w) E [-7r, 7r). 
Obsérvese que L(u, w) + L(w, u) = 0. 
Para simplificar la notación, cuando a E [O, n) escribimos a 2 0, y de la 
misma manera, si a E [-7r, O) escribimos a < 0. 
Hablamos de segmentos geodésicos para referirnos a un subconjunto co- 
nexo de una geodésica y los denotamos por ' y k ;  cuando sea necesarío especi- 
ficar sus extremos denotaremos por [ p ,  q] al segmento geodésico que empieza 
en el punto p y termína en q, y por dp,4 la longitud de dicho segmento, es 
decir, dpSq =:&(p, q). 
Por comodídad abusamos de la notación y escribimos L {[p, q], [q, T ] )  para 
denotar el ángulo a en el punto q entre la prolongación de la geodésica de p 
a q y la geodésica de q a T .  Dicho de forma más precisa: 
Si y es la geodésica en UD que pasa por p y q, y si q es la geodésica que pasa 
por q y r con y(0) = ~ ( 0 )  = q, entonces 
a = L(7f(0),l)f(O)). 
Figura 1 
Notamos que si, por ejemplo, p,q y T son tres puntos consecutivos en 
una geodésica entonces L ([p, q], [q, r])  = O. 
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Un triángulo geodésico T en D es un conjutito de tres segmentos geodé- 
sicos llamados lados, a los que, para simplificar notación en lo que sigue en 
esta explicación, denotamos por (ylr72,y3), parametrizados por longitud de 
arco de forma que si sus longitudes respectivas son L[yi] = li, i = 1,2,3, 
entonces 
Los Úngulos de T son los ángulos "interiores" dados por 
donde el signo negativo aparece porque estamos cambiando el sentido de 
recorrido de la curva yi; es decir, estamos hallando el ángulo en el punto 
Y~+~(O) = -yi(¿;) entre las geodésicas yi+i y la geodésica que empieza en el 
punto yi(li) y que termina en el punto yi(0).(Véase la Figura 2.). Observa- 
mos que los ángulos de un triángulo están siempre comprendidos entre O y 
x. (Es decir, son siempre positivos.) 
Nos referimos a un triángulo bien dando sus lados o bien dando sus vértices. 
Por una cuña significamos dos segmentos geodésícos 7 1 , ~ ~  en D de lon- 
gitudes L[yl] = l1 y L[yz] = 12 respectivamente tales que yl(li) = yz(O), y 
un ángulo "interno" a = L (yi(O), -(yi)'(ll)) . (Véase la Figura 3.) 
Nos referimos a una cuña dando sus lados y el ángulo. 
Figura 2 Figura 3 
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Para hacer más clara la lectura, usamos letras griegas cuando hablamos 
de ángulos entre curvas y letras latinas cuando nos referimos a ángulos 
internos. 
Para terminar recordamos las leyes del seno y el coseno para triángulos 
geodésicos en D. Sea 
los tres lados, parametrizados por longitud de arco, de un triángulo en 4 y 
sean a,  b, c los ángulos internos opuestos, es decir: 
La regla del seno establece las relaciones 
sinhA sinhB sinhC 
-e-=- 
sina sinb sin c l 
y la regla de; coseno es la identidad 
cosh C = cosh Acos B - sinh Asính B cos c 
Con estas reglas es fácil ver, por ejeniplo, que el ángulo de los triángulos 
equiláteros en D puede ir desde O (vértices en la frontera de D) hasta $ 
(cuando la longitud del lado tiende a O), ya que si A = B =- C, entonces 
tenemos que 
coshZ A - cosh A 
cos C = 
sinhA ' 
y por tanto 
cosc + l s iA+cwi  
1, J 
7r 
cosc + - s i A - t O  3 
Figura 4 
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1.1.4 Curvatura 
Consideremos el semíplano superior H. Vanios a ver que una semirecta R en 
W que forma un ángulo 0 E (O, n) con el eje real, y recorrida desde el origen, 
tiene curvatura hiperbólica constante Kh(z, R) = cose en todos sus puntos; 
para esto recordamos la relación entre las curvaturas euclídea e hiperbólica 
dada en $1.1.1 y que en W la densidad A(%) = &. Entonces 
= cose 
donde (a, b)  * (c, d) denota el producto escalar. 
En el caso particular en el que la recta R es paralela al eje real, se 
comprueba de esta misma manera que Kh(z, R) = f 1 (el signo depende del 
sentido de recorrido). 
Ahora bien, los a&6morfismos del semiplano, que son las transforma- 
ciones de Mobins, coinciden con las isometrías de la métrica hiperbólica en 
IHI que preservan el sentido y, por lo tanto, las curvas de curvatura hiperbólica 
constante cose son las imágenes mediante las transformaciones de Mobius 
de estas rectas R. 
Como la familia de círculos y rectas es invariante bajo las transforma- 
ciones de Mobius, las curvas de curvatura constante cos 6' de W son los arcos 
de círculo euclídeo y las semirrectas que forman ángulo 6' con el eje real. De 
todo esto se sigue que (véase la Figura 5): 
las curvas y en el disco D con curvatura constante b, con lb1 < 1, 
b = cose, son arcos de círculos euclídeos que intersecan el círculo 
unidad con ángulo O. 
las curvas y con curvatura constante f 1 ó -1 son círculos tangentes a 
la frontera del disco y se llaman horociclos. Serán de suma importancia 
en esta parte de la memoria. 
Si lb( > 1, entonces un razonamiento como el anterior prueba que y es 
un círculo hiperbólico de radio liiperbólico r, donde b = cothr, 
(Ver,por ejemplo [BO]); (la clase de círculos hiperbólicos en D coincide 
con la clase de círculos euclídeos en D.) 
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Figura 5 
Dados un punto p en ID y una dirección fija, hay dos curvas tangentes a 
dicha dírección en p cuyas curvaturas (hiperbólicas) en valor absoluto son 
iguales a 6. De hecho, una de ellas tiene curvatura 6 y la otra -6. Recuérdese 
que si 6 = 1 entonces éstas se llaman horociclos. 
. . 
Observamos que dados dos puntos cualesquiera p y q en el disco, hay un 
único par de curvas de curvatura constante, una 6 y otra -b, que contienen 
a p y q .  
Observación: sean P, Q, R tres puntos consecutivos sobre la curva y, y 
con I ~ ( z ,  y)l = 6, tales que 
entonces el ángulo 
a = L ([P, Q1, iQ, RI) 
es en general una cierta función de expresión complicada de L y 6. Afortu- 
nadamente, en el caso particular de mayor interés 6 = 1 (es decir, 6' = O) la 
fórmula es muy sencilla: 
Para ver por qué es así, tomamos tres puntos consecutivos zi, zz, z3 tales 
que la distancia hiperbólica entre zl y 22 y entre zz y z3 sea L; suponga- 
mos que están sbbre el horociclo del semiplano superior y(s) = s + e (por 
invarianza conforme, esto no supone ninguna pérdida de generalidad). Así 
Zk=Zkf'l 
Un sencillo cálculo prueba que 
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por tanto las ecuaciones de las geodésicas que pasan por los puntos x1 f z y 
22 + z y 22 + z y x3 + z son respectivamente 
que en el punto de intersección x2 + z forman el ángulo deseado 
Cálculos similares dan la fórmula que relaciona a y L cuando la curvatura 
es constante y distinta de 1. No damos ésta de forma explícita, pero hacemos 
notar que para cualquier curvatura b 
ff lim - = b, 
L-tO L 
De hecho, si P, Q, y R son tres puntos consecutivos sobre la curva 7 de 
curvatura hiperbólica uariable, . . tales que 
y si cu denota el ángulo 
entonces se tiene que 
ff lim - = b(Q,y).  
. L-tO L 
Si Ibl > 1, y si C, es un círculo hiperbólico de curvatura (constante) b 
(entonces la relación entre T y b es b = cothr), la longitud hiperbólíca de 
C,, L(C,) se puede calcular fácilmente: 
Este cálculo será útil en la sección $2.3, 
1.1.5 Regiones especiales del disco: paraguas 
Resolvemos la siguiente cuestión, fundamental para la comprensión de los 
resultados de la sección 2.4.1: 
Dados un punto q E ID, y dos puntos p y T que estén a la misma distancia de 
q, queremos saber qué información sobre la posición del punto T se puede 
obtener en función del par de curvas de curvatura constante Ibl que pasan 
por p y q (ver 51.1.4). 
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A, CURVATURA CONSTANTE 1. En este caso, b = 1 y las curvas que 
consideramos son horociclos. 
Recordamos que dos puntos cualesquiera p, q E ID tales que d&, q) = L 
determinan un único par de horociclos que contienen p y q; denotamos su 
unión por Hp,¶. Dados dos puntos cualesquiera p, q E D podemos definir la 
región U(p, q), a la que llamaremos paraguas, como el cierre de la componente 
de D \ H p ,  que contiene a q, pero no a p, en su frontera. 
. . 
Figura 6 
La siguiente propiedad de permanencia de estas regíones será un ingrediente 
fundamental en la prueba del Teorema 6: 
Lema 1 (Propiedad de ~ermanenc ia )  Dado cualquier c E U(p,q) tal 
que 
dD(c, q) = d&~, q) = L tenemos 
La prueba es inmediata. Para entender por qué es así, supongamos que 
p = x E (-1,O) y q = O. Del par de horociclos que determinan x y O 
denotamos por H+ al que es tangente a dD en D+ = D n W, y por H- al 
otro. 
Si c E Hf entonces uno de los horociclos que determinan O y c coincíde 
con H+ y el otro está 'Ldesplazado hacia arriba" con respecto a H-  sin 
llegar a H+, De forma más precisa: si H+ es tangente a dD en el punto e" 
(por simetría H-  será tangente en e-1B) entonces el punto de tangencia del 
horociclo "desplazado" será e'< con 5 E (-O, O). Por esto U(0, c) C U(x, O). 
Sí c E H -  el mismo argumento es válido. 
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Y, finalmente, si c E U(x,O) \ HZso. lo que va a ocurrir es que uno de los 
horociclos que determinan O y c está "desplazado hacia abajo" respecto de 
Hf sin llegar a H-, y el otro "desplazado hacia arriba" sin llegar a Hf 
(véase la siguiente figura, Figura 7 ) .  
" .  
. . 
Figura 7 
B. CURVATURA CONSTANTE b $: 1. En este caso, dependiendo de que b 
sea mayor o menor que 1, la curva es o bien un arco de círculo que interseca 
a la frontera del disco con ángulo arccos b, o bien un círculo cuyo radio 
hiperbólico depende de b (véase la sección $1.1.4). Recordamos que a cada 
b se le puede asociar un par (a, L )  de forma que 
a 
- -t b cuando L -t O L 
Si lb1 < 1, podemos definir paraguas U(p, q; b) como en la sección anterior 
(51.1.5A) con las modificaciones obvias (i.e., la frontera de U@, q; b) nlD> de- 
bería consistir en curvas de curvatura constante Ibl) y tenemos una propiedad 
de permanencia semejante. 
Sin embargo, si lb] > 1, b = cothr, las curvas de curvatura constante b 
no escapan hacia la frontera de Q y para tener una "propiedad de perma- 
nencia" se necesita una restricción en la longitud hiperbólica. Esto requiere 
algunas modificaciones en las regiones U(p,  q) que procedemos a describir 
ahora: Como en §1.1.5A, aos puntos cualesquiera p, q E D ion d&, q)  = L 
determinan un par Único de curvas de curvatura constante b que contiene a 
p y a q; las denotaremos por H$ y H!, respectivamente. Parametrizamos 
cada una de ellas para que H$(o) = p y H$(L) = q.  
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Para cada par (a, L) existe una colección de puntos en el disco 
pi = p,p2 = q,pa,. . . ,pn E H$ con dn(pi,pi+i) = L de forma que 
Pi = H$(si) para si < nsinhr i = 1, ... ,n 
Pn+i = H$(s,+i) para sn+i > nsinhr 
(respectivamente ql = p, q2 = q, . . . , qn E H! con d~(q i ,  qi+i) = L). Recor- 
damos que la longitud de Hb es 2rsinh((tanhb)-') (véase 51.1.4, página 
15). 
Figura 8 
A cada par (a, L) le asocianios un n = n(a,  L) de forma que la desigual- 
dad anterior se cumpla. 
Denotamos por [p; q, m] la componente de yPsq \ [p, q] que contiene a q 
en su frontera, donde yp,, es toda la geodésica que contiene a p y a q., Esta 
notación sólo va a ser usada en esta sección. 
Para cada par (a, L) y para 3 5 m 5 n(a, L) denotamos por: 
H $ ~  = componente de H! \ [q,pm] que no contiene a p. 
H - ~  = componente de H c  \ [q, q,] que no contiene a p. 
~ $ 7  = unión de las curvas ~ f ; l ~  y H ! ~  
B$? = uníón de H ~ F  con los dos segmentos de geodésicas 
[ P i ~ m ,  001 u [P;qm, 001. 
U ( p ,  q; b, m) como el cierre de la componente de D \ B$? que no contiene 
al punto p en su ínteríor. 
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Figura 9 
La propiedad de permanencía de estas regiones siguiente es fundamental 
en la prueba del Teorema 5. Para cada par (o, L ) :  
Lema 2 (Propiedad de permanencia) Dado c E U@, q; b, n) tal que 
d ~ ( c ,  q)  = d ~ ( p ,  q ) = L tenemos 
Una vez más, la prueba es inmediata, y la razón es la misma que la dada 
en S1.1.5A. 
C. CURVATURA 1, PARAGUAS ESPECIALES. Necesitaremos en 1a.S secciones 
52.4.2 y 52.5 algunos paraguas más. Éstos no se usan en la prueba del 
Teorema 6. 
Sea b = 1, es decir, la curva es un horociclo; para cualesquiera c, d E ID 
definimos Hc,d y U(c, d )  como en la sección S1.1.5A. Sean H+ y H-  los dos 
horociclos en ID tales que Hc,d = H+ U H-. 
Tomamos una colección de puntos pl = c,pz = dip3 ,  p4,.  , . , pn E H+ 
(respectivamente ql = c, qz = d ,  ~ 3 ~ 4 4 . .  . , qn E H - )  de forma que 
d ~ ( p i , p i + i )  = L (ídem para. los qi). 
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Definimos las regiones U(c, d; 1, m) como la componente de 
U(c, d) \ ([c;p,, m] U [c; q, cm]) que contiene al punto d en su frontera. 
Figura 10 
Lema 3 (propiedad de permanencia) para cualquier e E U(c, d; 1, n) tal 
que d ~ ( d ,  e) = L, 
U(d,e;l ,n - 1) C U(c,d; l , n )  
De nuevo la prueba es inmediata. 
1.2 Teorema de Schur, un resultado euclídeo 
El teorema de Schur clásico básicamente regula el hecho de que si fijamos un 
extremo de un arco en un punto p, al "estirar" el arco (es decir, disminuir 
la curvatura) la distancia del extremo libre al origen aumenta. Este hecho 
es especialmente intuitivo cuando el origen coincide con el extremo fijo de 
la cuerda. 
Para probar uno de los resultados fundamentales de esta primera parte 
de la memoria (ver Teorema 3) será conveniente establecer un resultado en 
D de este estilo; es decir, un resultado que regule el comportamiento de la 
distancia entre el extremo libre de la cuerda y el punto fijo del disco cuando 
"estiramos" ésta. Dedícamos esta sección a recordar el Teorema de Schur; 
en realidad vamos a dar un enunciado (euclídeo) ligeramente distinto del 
que di6 Schur (ver [DoC, pág. 4051, [Ch, pág. 361). En la siguiente sección, 
daremos una prueba nueva de este teorema que ya contiene algunas de las 
ideas que aparecen en la prueba del resultado hiperbólico. 
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Antes de enunciar el teorema es conveniente hacer la siguiente obser- 
vación: aunque el hecho de que estirar una cuerda haga que sus extremos se 
alejen es intuitivo, es falso si no ponemos una restricción en la longitud de 
la cuerda como el ejemplo que damos a continuación prueba: 
Sea R > O, E > O, y sea s E [O,2n(R + E)]; consideramos las curvas y y l? 
dadas de la figura siguiente 
S 
i- r (~)  = (R-t E) e R+ E 
Figura 11 
La curva r está lLmás estirada" que la curva y y sin embargo sus extremos 
están más cercanos (a distancia O). 
En este ejemplo el teorema "falla" porque la curva es demasiado larga y 
vuelve sobre sí misma; la restricción en la longitud es necesaria en el plano 
euclídeo porque las únicas curvas que escapan al infinito son las de curvatura 
cero. Esto hace sospechar que en D no va a ser necesaria restricción alguna 
sobre la longitud de las curvas de curvatura hiperbólica constante y menor o 
igual que 1, ya que éstas escapan al infinito; sin embargo puede que sí haga 
falta para las de curvatura mayor, que pueden volver sobre sí mismas. Esta 
sospecha se confirmará de forma rigurosa en 52.3. 
Para simplificar notación, en esta sección y sin que deba dar lugar a 
confusión alguna, omitiremos el superíndice R2 para indicar objetos en el 
plano euclídeo. Así, una curva en el plano será denotada simplemente por 
y en lugar de yR2. 
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El Teorema de Schur establece lo siguiente: 
Teorema de Schur: Sea y : t Rz una curva suave parametrizada 
por longitud de arco cuya curvatura está acotada en valor absoluto por una 
constante fija k.  Sea p un punto cualquiera en IR2, Entonces, la distancia 
euclídea de p a y(s)  tiene la cota inferior universal 6ptima siguiente: 
donde la cota se alcanza sobre vna curva C de curvatura constante e igual 
a min(k, l l d ) ,  donde d es la distancia de p a la curva 7. 
De forma más precfsa, si xo es el punto en y que está más cerca de p 
(es decir, d = Ip - xol) entonces 
AquíC es el círculo de radio max(d, l / k ) ,  tangente a y en xo, con C(0)  = xo 
que contiene a p en su interior. 
Observamos la notación x f  = - I x J f  p a r a x E ~  2 
El enunciado usual del Teorema de Schur es ligeramente diferente: 
(a) Por un lado es menos general porque se supone que el punto p está en 
la curva y. 
(b) Pero por otro lado es más general porque compara la curva y con una 
curva y* cuya curvatura no es necesariamente constante (ver [Ch] para 
más detalles). 
Es importante señalar que el teorema es óptimo en el sentido de que 
r 
existen curvas -y para las que el resultado es falso si s 2: - (es decir, si k 
permitimos recorrer más de medio círculo de radio l l k ) ;  un ejemplo viene 
dado en la siguiente figura, Figura 12, donde, con la notación del teorema, 
tomamos u n  E > O y tomamos p de forma que d = l l k ,  
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Figura 12 
Antes de pasar a la prueba de este teorema recordamos algunos resul- 
tados sobre curvatura euclídea que serán fundamentales para entenderla 
(obsérvese el paralelismo con 51.1.4): 
Sea y C R2 una curva con curvatura constante k; entonces y es un arco 
de círculo de radio l/kL ,(Entendemos aquí las rectas como círculos de radio 
- .  infinito.) 
m Dados un punto p E R2 y una dirección fija, hay dos curvas tangentes a 
dicha dirección en p, sus curvaturas son k y -k respectivamente, 
Si p, q, r son tres puntos consecutivos sobre la curva y de curvatura cons- 
tante k, tales que 
IP - 91 = 19 - rl = L, 
y si denotamos por (Y el ángulo (véase la notación de 51.1.4) 
o =  L{í~,ql~íq,d) ,  
unos cálculos similares a los hechos en la sección $1.1.4 dan 
(Y y por tanto lim - = k. 
L+O L 
m Observamos que dos puntos cualesquierap,q E R2, Ip-ql = L, determinan 
un único par de curvas de curvatura k que contienen a p y q; denotaremos su 
unión por ckq; .Será conveniente también introducir la siguiente notación, 
que sólo será valida en esta sección y en la siguiente: dados dos puntos p y q 
con jp - ql = L, consideramos el círculo centrado en q y de radio L, C(q, L), 
y definimos el arco Ip,q como la componente de C(q, L) \ (C(q, L) fl C;,) 
que no contiene a p en su frontera. 
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1.2.1 Una prueba del  Teorema de Schur 
Vamos a dividirla en dos pasos: en el primero suponemos que el punto p está 
en la curva, y en el segundo usamos un Teorema de Schwarz para obtener 
el resultado general. 
Paso 1: p e n  la curva 7 
En este caso queremos probar que para el círculo C descrito arriba 
IC(O) - c(s)~ 5 I.I(O) -$S)[ para todo S E ( O ) (1.4) 
con C(0) = r(0) y C1(0) = .yl(0). 
La estructura de la prueba va como sigue: probaremos (1.4) para el ca- 
so particular en el que las curvas sean poligonales, y después daremos un 
argumento de aproximación que permite derivar el caso general. 
(LA): C u ~ v a s  poligonales. 
e. 
. . 
Fijamos un punto xo E R2 que servirá de punto de referencia. 
Denotamos por P(ol,...,~n-l;. a una curva poligonal parametrizada por 
longitud de arco, consistente en un número determinado de segmentos geo- 
. 
désicos, n, ...y,,, de igual longitud L llamados lados, que conectan vértices 
po = xo,pl,. . . ,pn,  es decir 
y de forma que los 6'i son ángulos entre segmentos consecutivos, esto es 
Observamos que P(ol,...O,,-l.~) está determinada de forma úníca por los 
datos dados, es decir, los ángulos y la longitud L, salvo rotación alrededor 
de so. Obsérvese también que cada vértice pj está dado en térmínos de la 
pararnetrización de toda la curva poligonai por pj = P(o,,...~n-,.~)(jL), (i.e, 
pj es el vértice de la poligonal en tiempo j), y que la longitud total de la 
poligonai es nL, 
Un ejemplo especialmente importante de poligonal, por su papel ex- 
tremal, es P(g,,,,,p;L) donde @ y L se relacionan por 
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En éste caso los puntos P(p ,.,., hL)(jL) for j = O,. . . , n yacen sobre el 
mismo círculo de radio l lk  (ver el final de la sección anterior). En el resto 
de la sección, L y p permanecerán fijos y ligados mediante la expresión 
anterior. 
Probar (1.4) para curvas poligonales significa probar el siguiente resul- 
tado,' 
Teorema 1 Versión poligonal del Teorema de Schur (TSP) Sean 
P qa l ,  ..., a"-i;~) Y (0 ,..., 0;L) dos curvas poligonales tales que 
qal ,..., a,-r;~)(0) = q p  ,..., ~;L](O) Y qal ,..., a,,-ifi(L) = q p  ,..., B;L)(L) 
Si lail 5 /3 para todo i, entonces para todo n tal que np 5 T 
d (SO> qa1 ,..., a,-i;~)(nL)) 2 d (zo,P[p ,..., p;~)(nL)) (1.6) 
Observamos que la restricción sobre n es la análoga a la restricción de 
la longitud de la curva que necesitamos en el caso general (cuando np = n 
hemos recorrido mediacírculo de radio k). 
Demostración. Sean pj y qj los vértices en tiempo j de las poligonales 
P( L) y P(0 ,..., B;L) respectivamente (ver arriba). Sin pérdida de ge- 
neralidad SO = po = qo = O y p1 = ql = L. 
Dado q E. R2 resulta conveniente denotar por ij al punto simétrico de q 
respecto de la recta real. Si imponemos que P(-p,,.,,-p;L)(L) = L entonces 
Q;. = P(-0 ,...,- B;J,)(~L). (Véase la Figura 13 siguiente.) 
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Hay dos caminos naturales para probar este teorema: 
camino 1: Éste es un teorema de localización: afirma que si trazamos los 
círculos centrados en qo de radio Iqo - qnl que pasan por qn y 4% res- 
pectivamente, el punto p,, queda fuera de estos círculos. Es decir, una 
manera de probar este teorema es determinar la región en la que p, 
puede estar en función del par de curvas de curvatura constante k que 
pasan por qo y qi (ver $1.2 y el parecido con la idea de los paraguas 
de $1.1.5). Daremos una idea de cómo se probaría así. 
camino 2: Por la idea que hay detrás de la prueba: tomamos una poligonal 
cualquiera que comience en el origen y vamos girando 10s lados en un 
sentido u otro. La forma de quedarse lo más cerca posible del origen 
es girar siempre en el mismo sentido y lo máximo que se pueda, es 
decir, gírar siempre 0 (-/3 por simetría). Por esto lqnl 5 Ipnl. 
Idea de la prueba del TSP por el camino 1. 
. .
Recordamos la notación de Ckq e IPIP dadas en 51.2 y recordamos que 
tenemos fijos po = qo = O ,  pi = ql = L. Por simetría suponemos que a1 2 0. 
La Figura 15 deja clara la idea de la prueba. 
Supongamos que n = 2. Fijamos la curva CiL; el punto pz E ya que 
Ip2 - pll = L y al 5 0. Claramente el punto de más próximo a O es qz 
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Lo mismo pasa para n > 2: en cada paso j + 1 fijamos el punto pj-1 y 
la curva ~ i ~ - , , ~ ~ - ,  y consideramos las curvas C&-,,,. como una función del 
determina- punto pi, con p j  € Ipj-2,Pj-, . Para cadapj tenemos una Cpj-,,pj 
da; el punto del arco Ipj-,,pj más cercano a O está en su intersección con la 
curva Cij- , ,pj. Sí ahora dejamos que el punto pj se mueva en IPj-,,Pj-i, el 
punto sobre la intersección de la curva Ch-,,Pi con el arco Ip,-i,pji (como 
.. ~. 
función de p j )  que minimiza la distancia a O es el que está sobre C&-,,,, (es 
decir, cuando el ángulo aj-1 = 0, el máximo posible). 
La figura siguiente esquematiza la situación con tres puntos, donde los 
círculos Ck están dibujados con línea discontinua o punteada, los arcos I 
con trazado continuo grueso, y el círculo centrado en cero y de radio 1431 
en trazado continuo fino; observamos que el arco Ii,2 está en el exterior de 
dicho círculo. : 
Observamos que los puntos iniciales O y L no juegan ningún papel espe- 
cial. 
Prueba de TSP por el camino 2 
Recordamos que pj ='P( ,,..,,-,; L)( jL) ,  po = O y pi = L, Obsérvese 
que 
pj+l = L [1 + etai + e4a~+az) + . . . + ea(ai+...+~j) 
p a r a j = l ,  ..., n-1 ,  
1 
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Consideramos la función (normalizada) de n - 1 variables 
Probar el teorema es equivalente a probar que 
El problema es totalmente simétrico en los a$; restringiremos la función 
a una determinada dírección y calcularemos su mínimo. El resultado no 
dependerá de la dirección elegida ya que 
= 11 + etnl (1 + e-f"2 f . .  I+ ee("3+...+(""-1 pI2> 
, " 
z 
con 01 = al  fa^, 1011 5 2B. 
Tomamos la dirección al y sea z = 1 + elu2 f . ,  . +e'(<x2+"+u*-l) =: TeW; 
observamos que debido a que (n - 1)B 5 K ,  entonces Iwl 5 .rr -B. 
Reescribimos f en términos de al y z como 
f (al,  rew) = 1 + 2T COS((Y~ f W) f i2, 
y así es claro ver que el mínimo de f se alcanza para CYI = f B y por tanto 
para ai = zkP, para todo j = 1,. . . , n - 1. 
Para finalizar, sólo es necesario observar que de forma obvía todos los 
ángulos orj son o bien +o o bien -B simultáneamente, por tanto f alcanza 
el mínimo en (a,) = f (P), que era el resultado que queríamos probar. 
Con esto finaliza la prueba de la versión poligonal del Teorema de Schur. 
O 
(I. B) C u ~ v a s .  
Queremos ver que 
7r 
d(xo';~(s)) > d(zo, C(s)), para cada s E (O, -). k (1.7) 
K Para esto fijamos s < - y fijamos también un paso pequeño L de la 
S k forma L = -, donde n es un entero positivo; aproximamos C y 7 por curvas 
n 
poligonales P(P ,..., 8 ; ~ )  y P( L) respectivamente de la siguiente forma: 
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para aproximar C tomamos qo = xo E C y determínamos puntos sucesivos {Q~)T=~,  qi E C, de forma que Iqi+i -qil = L, para i = O,. , , ,n- 1; obsérvese 
que los ángulos de la curva poligonal construida de esta manera son to- 
dos iguales a P = 2arctan(sinhL/2k) (véase los comentarios hechos tras el 
Teorema de Schur, sección 51.2); 
para aproxiniar y tomamos PO = zo E 7, y determinamos puntos sucesívos 
{ ~ i ) ~ = ~ ,  pi E 7, de forma que Ipi+l -pil = L, para i = O,.  . . , n- 1; obsérvese 
que los ángulos cui de la poligonal así construida satisfacen la relación 
lcuil 5 0, si L es lo suficientemente pequeño. Esto, claro, se debe a que la 
curvatura de y es estrictamente menor que k en valor absoluto (ver comen- 
tarios tras el Teorema de Schur, sección 51.2). 
Por la versión poligonal del Teorema de Schur tenemos 
Si dejamos ahora que L -t O, deducimos de lo anterior que 
r:d(xo,7(s)) l ~ ( x o ,  G(s)), 
Paso 11: p fuera de la  curva 7 
Recordamos que queremos probar que 
para cualquier punto p € R2, donde C es el círculo de radio l /k  tangente a 
y en el punto de la curva más próximo a p, ~ ( 0 ) .  
Como anunciamos al principio de esta sección, para probar esta parte 
es necesario usar tanto un resultado clásico de Schwarz como un lema de 
"localización". 
A continuación enunciamos, aunque no probaremos, el Teorema de 
Schwarz que da cotas para la longitud de un segmento de curva en función 
de la curvatura de ésta (ver [Ch, pág 381 para una prueba de este resultado): 
Teorema S. Sea 7 una Curva en R2 que une dos puntos cualesquiera A y 
1 ]A-BI B, cuya curvatura estB acotada en valor absoluto por k, donde - 2 k 2 .  
Sea C un cií.culo de radio l /k  que pasa por A y B. Entonces la longitud de 
7 es o bien menor o igual que la del arco más corto del circulo C que va de 
A a B,  o bien mayor o igual que la del arco más largo. 
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Procedemos finalmente a enunciar el lema de "localización" que nece- 
sitamos para continuar con la prueba del Paso 11; lo probamos al final de 
la sección. Básicamente, éste nos determina en qué región del plano están 
los puntos de curvas de curvatura acotada en función de la cota para la 
curvatura y de un punto de dicha curva. 
Lema 4 Sea y c IR2 con Ike(z,y)l 5 Ic, y sean C+ y C- los dos circulos de 
cuiaturas k y -k respectivamente tangentes a y en y(O), parametrizados 
para que C+(O) = C-(O) = y(0). 
Sea r (s )  el cono con vértice en y(0) que contiene a los puntos C+(s) y 
C-(S) en su frontera y a T(E), E > O en SU interior. 
Entonces, para cualquier tiempo s E O - : (. 'k) 
(a) y(s) estB en la intersección de la clausura componente no acotada de 
IR2 \ (C+ U C-) con r(s)  (mtsmo tiempo S), 
". 
. . 
(b) si y(s) = C(s) para algún s, y coincide con C hasta tiempo s 
Observamos que la restricción en la longitud s es la equivalente a la 
7r 
restricción en el Teorema de Schur. Al igual que éste, sí s > -, el lema es k 
falso; es decir, existen curvas y que no verifican (a)  y (b). 
Tras este paréntesis, continuemos con la prueba del Teorema de Schur. 
En principio deberíamos distinguir dos casos dependiendo de que la dis- 
tancia del punto p a la curva y fuese mayor o menor que l lk ,  pero como 
los argumentos son los mismos en ambos casos, sólo probaremos aquí el de 
d < l lk .  
Para simplificar notación fijamos xo como el punto de y más cercano a 
p, es decir, d,(p,y(s)) = Ip - xol, y, sin pérdida de generalidad suponemos 
también que la curvatura k es k = 1. 
Sea C el círculo de radio 1 tangente a y en el punto xo; sin pérdida de 
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generalidad suponemos que está centrado en O y que está parametrizado de 
forma que 
(es decir, el punto xo es xo = (0,l)). Obsérvese que p está en el segmento 
que une O y xo, 
Tomamos so E (O, K); queremos probar 
sabiendo que (paso 1) 
Probar (1.8) equivale a probar que el punto $so) está situado en el 
exterior del círculo centrado en p y de radio Ip - C(so)l, Sabemos por 1.9 
que 7(so) queda en el exterior del círculo centrado en $0 de radio Izo-C(so)l. 
La única región "C6nflictiva" es la zona A, sombreada en la figura si- 
guiente, figura 16. Probar (1.8) se reduce pues a probar que 7(so) $ A. 
Para esto obsérvese que, con la notación anterior C = Cf;  como A está 
contenida en la componente acotada de E@ \ C, el Lema 4 garantiza que 
7(so) @ A. 
Figura 16 
Con esto quedaría probado (1.8) y por tanto el Teorema de Scliur. Sólo 
necesitamos probar el Lema 4 para terminar. 
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Prueba del Lema 4 
Podemos suponer sin pérdida de generalidad que 
Fijamos L y relacionados por 
(ver 51.2) y aproximamos C y y por poligonales como en el paso 1 de forma 
que, con la notación allí introducida, xo = po = q0 = O y qi = p~ = L. 
Sea F, el cono euclídeo con vértice O que contiene a q, y 4, en su frontera 
y al punto L en su interior. Trivialmente se sigue que 
(a) p, está en la clausura de la componente de r,\ (qp ,...,g;~)uP(p ,..., 0 , ~ ) )  
- 
que contiene al intervalo (O,  m), donde P(,j ,..., p ; ~ )  =: P(-p ,...,- p ; q .  
(b) p, = q i  '6i y sólo si pj = qj para todo j < n. 
Para ver esto basta observar simplemente que lo máximo que pueden 
girar los ángulos ai es 0 o -0, y que sólo en el caso de que todos giren f 0 
los vértices caen sobre P(o ,..., p ; ~ )  ( y  si giran -0 sobre P(p ,..., 
Con el argumento de aproximación del paso I,B obtenemos los resultados 
(a) y (b) del Lema 4. 
Con esto queda finalmente el probado el Teorema de Schur, 
Capítulo 2 
Geometría coriforme y 
curvatura hiperbólica 
El propósito fundamental de este capítulo es entender el Teorema de Hayman 
y Wu desde un punto de vista geométrico, para obtener conclusiones de 
teoría de funciones. Mostraremos para ello la relación existente entre el 
resultado geométrico t%sico de Schur de la sección $1.2 y el Teorema de 
Hayman-Wu de aplicaciones conformes. 
La estructura del capítulo es la siguiente: 
2.1 Problema de Hayman y Wu. 
2.2 La constante de Hayman-Wu para dominios convexos. 
2.2.1 El Teorema de Hayman-Wu, un resultado de geometría hiperbó- 
lica. 
2.3 Teorema de Estiramiento de Curvas (TEC). 
2.3.1 Prueba del Teorema 3. 
2.4 Prueba del Teorema de Estiramiento de Curvas. 
2.4.1 Versión poligonal del TEC. 
2.4.2 Prueba del TEC. 
2.5 Un Teorema de comparación para cuñas curvadas. 
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2.1 Problema de Hayman y Wu 
En esta sección tratamos el problema clásico de W.K. Hayman y J.G. Wu 
sobre aplicaciones conformes. 
El Teorema de Hayman-Wu [HW] (véase también [GGJ], [FHM], [BJ]) 
afirma que si f es una función conforme de un domínio simplemente conexo 
Q sobre D, y L es una línea recta cualquiera en a, entonces 
A ( f ( 0  n L) )  I c (2.1) 
donde C es una constante absoluta y A denota longitud euclídea. 
Denotamos por HW el ínfimo de las constantes C para las que (2.1) es 
válido para toda aplicación f ,  dominio Q y línea L. 
La mejor cota superior conocida hoy en día es C 5 4x y ha sido obtenida, 
usando argumentos totalmente diferentes, tanto por K, 0yma (1992) como 
por S. Rohde (1998). El primero, siguiendo la idea de la prueba original 
de Hayman y Wu, usa la medida armónica como herramienta principal; el 
segundo vuel$e a los métodos ya usados por [FHM] (1989) en los que la 
densidad híperbólica es la pieza clave. 
Damos a continuación una breve descripción de lo hecho por cada uno, 
y una prueba original basada en la demostración de 0yma que a p ~ n t a  en la 
dirección de las ideas que se desarrollarán en esta memoria. Antes señalamos 
que: 
1. B.Brown (1985) probó que si L C 0, la constante óptima de Hayman- 
Wues HW =x2.  
2. La constante óptima para el caso general se desconoce. La conjetura 
es que, de nuevo, HW = ?r2. 
3. 0yma dió un ejemplo para el que A(f (Q n L)) > n2 de manera que 
sabemos que H W  2 n2; explicaremos este ejemplo más adelante en 
esta sección. 
4. Si el dominio Q es convexo, se probará en la siguiente sección que 
A (f (a n L)) < 271 para f y L como en (2.1); esta constante es óptima 
(obsérvese..el menor estricto). 
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Cotas d e  0yma 
Como hemos anunciado arriba, los métodos usados por K. 0yma para 
probar 
n2 1 C 5 4n 
se basan en argumentos de medida armónica (véase [01],[02]). En la prue- 
ba de ambas desigualdades la idea clave consiste en asociar a componentes 
de Rn L conjuntos disjuntos de la frontera de R en los que se puede estimar 
"adecuadamente" la medida armónica. Veremos a continuación qué significa 
"adecuadamente" en cada uno de los casos. 
A. Para verificar que HW 2 n2 se construye un dominio R donde: 
1. Las componentes de W n R son "casi" geodésicas. 
2. La forma de asociar intervalos de frontera a componentes de W n 0 es 
tal que 
e las imágenes de los intervalos y de los conjuntos de la frontera en 
el disco tienen longitudes euclídeas comparables, y 
e la medida armónica de la frontera asociada a la unión de todas 
las componentes de W n R es 1. 
Este dominio $2 se construye de forma iterativa como sigue: consideramos 
un círculo, Si, centrado en el semiplano superior, E& de radio muy grande 
y tal que corta al eje real en O y 1 con un ángulo pequeño, E ;  consideramos 
como R1 la unión del semiplano inferior con la componente de C \ Si que 
contiene al centro de Si. 
Figura 17 
R n SI1 = (O, 1) es "casi" una geodésica. La idea es asociar a (0,l) el 
conjunto de frontera Si n U& pero éste no tiene medída armónica 1. Para 
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conseguir que la frontera asociada tenga medida mayor, intentando que ésta 
sea 1, iteramos el proceso y obtenemos el dominio il2 descrito en la siguiente 
figura 
- .  
. . 
Figura 18 
finalmente, "rellenando huecos" obtenemos el domínío il buscado: 
Figura 19 
y f (R) es el conjunto de curvas del disco mostradas en la siguiente figura, 
Figura 20: 
Capítulo 2 Geometría conforme y curtraLura Jiipc?rbÓlica 37 
Figura 20 
Para cada "casi" geodésica f ( I j )  y su arco f ( J j )  en ID, 
. . 
donde A denota la longitud euclídea. Sumando sobre todos los intervalos, 
y debido a que la medida armónica de la frontera sobre la que sumamos es 
1, obtenemos que la constante de Hayman-Wu para este dominio 0 es al 
menos n2. 
B. Para estimar la cota superior, 4n, se asocia a cada intervalo I de 
la recta un conjunto J de frontera tal que la longitud hiperbólica de I sea 
comparable a la medida armónica (desde z E I )  de J. Damos aquí una 
prueba nueva de este resultado de 0yma basada en esta idea clave. Para 
ello definimos el funcional I ( 0 ,  L) como 
donde An(s)ldsl denota el elemento de arco hiperbólico, y a es un punto del 
dominio 0. Probaremos el siguiente teorema: 
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Teorema 2 Sea R un dominio simplemente conexo, y sea f : R t D 
conforme. Entonces: 
(1) A (f ( 0  n L)) 5 2 m ,  L) 
(21 I(Q, L) < 2~ 
y por tanto C 5 4 ~ .  
Observación: S. Rohde [Rl] ha mejorado este resultado a C 5 4ñ - E 
para un E universal gracias a un análisis cuidadoso de la prueba realizada 
por 0yma. 
En este teorema consideramos ciertas curvas del disco y acotamos su 
longitud euclídea por un funcional que depende de la distancia hiperbólica; 
en el Lema 5 de la siguiente sección, probaremos que, para estas curvas, la 
longitud euclídea es un funcional que depende de la distancia hiperbólica. 
Demostración. 
(1) Ob servese '-. que: 
= 1 (4 f ( 0  n L)) = I(R, L) 
(2) Sin pérdida de generalidad podemos suponer que L = R 
Supongamos que el dominio R es simétrico con respecto a W (es decir: 
R es una geodésica). Tomamos I C W con longitud hiperbólíca lh(I) = E ,  y 
denotamos por z el punto medio de I. 
A este intervalo I le asociamos el siguiente conjunto J de la frontera: 
tomamos las geodésicas perpendiculares a W que pasan por los puntos de 
I ;  J es el conjunto formado por la intersección de la frontera con dichas 
geodésicas. 
Consideramos la aplicación conforme g : R t W con g(z) = z y 
g(W) = z& obsérvese que g(J)  = (-ee/', -e-"f2 ) U (e-"', esl2) C R Una 
estimación sobre la medida armónica de g(J) desde z, w(z,g(J),W), prueba 
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donde w([, I ,  D) denota la medida armónica de I C BD en D desde el 
punto E E D. 
Si S2 no fuese simétrico respecto de R, aplicamos el argumento anterior 
a cada componente Ri de R í l  QS, donde QS es el simétrico de R respecto 
de R (obsérvese que cada Ri es simétrico respecto de R). Si Li son las 
componentes conexas de L n 0, I i j  son los intervalos de Li de longitud 
hiperbólica E y zij sus puntos medios: 
Escribimos Ji ,j = Ai jUAf,j donde Ai C BR. Esto, junto con el principio 
de subordinación de la medida armónica nos permite minorar $(E), es decir, 
usando ahora la desigiialdad de Harnack para quitar la dependencia del 
punto zij y, finalmente, sumando sobre todos los intervalos obtenemos: 
donde la última desigualdad se debe a que los Ai,j son disjuntos. Haciendo 
ahora E -+ 0, se sigue la parte (2) del teorema. 
O 
Cota de Rohde 
Como dijimos al principio de la sección, S.Rohde vuelve a los métodos 
ya utilizados por [FHM] en su prueba de C < 47r2 para conseguir demostrar 
que C < 47r. El interés de la prueba de Rohde reside en que abre nuevos 
caminos para intentar probar la conjetura HW = n2. 
La idea clave está en asociar a 52 otro dominio fi de forma que las den- 
sidades hiperbólicas de. ambos sean comparables, Vamos a enunciar a 
continuación, sín dar detalles de la prueba, una serie de lemas que estable- 
cen comparaciones entre densidades y que permiten concluir que C < 47r. 
Todos ellos se deben a S. Rohde [R2]: 
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Lema R1 Sean Ro,i2, c C dos dominios simplemente conexos, con . 
Ro c al. Consideramos una curva y C R1 con la propiedad de que y n no 
sea geodésica en 00. Ei~tonces, para cualquier zo E y f i  Ro, 
donde h, (20, y) es la curvatura geodésica en Rl de y en el punto zoza. 
Esta cota es óptima 
La prueba se basa en la invarianza conforme de la curvatura hiperbólica, 
la relación que existe entre la densidad hiperbólica en un punto de i2 y 
la derivada de su función de Riemann en la imagen de dicho punto, en la 
relación entre las curvaturas hiperbólica y euclídea (ver §1.1.1), y en el hecho 
de que si $ : D + D es univalente, la curvatura euclídea de un segmento se 
puede escribir en términos de $' y $". 
A nosotros nos interesará considerar el caso particular en el que y sea 
R ni21 y, si denotamos por el simétrico de i2 alrededor de $ sea la 
componente ihe al í l  i2f que contiene al punto zo. 
Una aplicación de este lema a Hayman-Wu es la siguiente 
L e m a  R2 Sea i2 simplemente conexo con frontera suave; sea L una recta 
genérica y sea f : i2 t D conforme. Sea r = f (L) C D. Entonces, existen 
(en número finito) arcos disjuntos A, c dD y una parametritación 
Obsérvese que (2.2) implica que lq'l 5 2 y como consecuencia 
A(r) 5 2.(2n) = 4n; es decir, C 1 . 4 ~ .  
La idea fundamental en la prueba de este lema consiste en asociar a 
cada conjunto de dD de longitud "pequeña", E, (de medida armónica E) un 
intervalo de longitud hiperbólica "pequeña" (y que depende de 6 )  de la recta 
Rfii2; es decir, se construye una "función inversa" de la que explicamos que 
se construía en la prueba de 0yma. Tomando el límite en E se consigue una 
función $ definida en un cierto conjunto de la frontera de a, Al, sobre la 
recta Rn 0. Basta tomar A = f ( A l )  y r = f o $ o f-l. 
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Para terminar esta sección enunciamos un teorema, también debído a 
S. Rohde (1997) siguiendo el tipo de ideas mencionadas aquí, del que se 
puede deducir que C 5 27r2. El interés del teorema no radica en su apli- 
cación a Hayman-Wu (ya se conocía la prueba de 0yma que daba una cota 
mejor) sino en sí mismo, ya que establece una sorprendente propiedad de 
subaditividad para las densidades liiperbólicas: 
Teorema R3 Sean Qo, Qi y 0.2 C C tres dominios simplemente conexos 
tales que aClo C ClE U Cl;. Entonces, para cualquier z E Ql n Q2, 
No vamos a dar la prueba aquí, simplemente diremos que el resultado es 
una consecuencia directa de la propiedad de subaditividad de la capacidad 
logarítmica. Sí vamos a ver, sin embargo, como deducir de este teorema que 
C 1 2r2. 
Sea el dominio definido en [FHM] como sigue: si 
a = i n f { z : z E R f l Q )  b = s u p { z : z € R n Q } ,  y 
E = ( - ~ , a )  u a Q u ( b , ~ ) ,  
consideramos el conjunto 
y tomamos como Qb es la componente conexa de C \ E que contiene al 
semiplano superior. 
Tomamos Q0 = 0, = Qb y = n6; por el Teorema R3, dada 
cualquier función decreciente ?j> : t+ 4 t+ y dado cualquier punto w E Q: 
donde dsn denota el elemento de arco hiperbólico en Q. 
Para obtener finalmente la cota de una manera directa, tomamos co- 
mo cierta la siguiente afirmación que será probada de forma rigurosa en la 
próxima sección (Lema 5): si y es una curva en D 
A(?) = 1 lb0 (da@, S ) )  dsa 
7 
para una determinada función decreciente lbo. 
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Con esto, consideramos las funciones de Riemann Fl, F2 de O y nb res- 
pectivamente sobre ID, y tales que ~ ' ( 0 )  = w. Entonces 
donde la Última desigualdad se debe a que 118 í l  Ob c Ob y la constante de 
Hayman-Wu óptíma en este caso es ?r2 (ver página 34). 
2.2 La Constante de Hayman-Wu para dominios 
. . 
convexos. 
En esta sección mostramos que el Teorema de Hayman-Wu es en realidad 
un resultado de geometría hiperbólica. También enunciamos el teorema 
principal de este capítulo, Teorema 3, y lo usamos para estimar la constante 
óptima de Hayman-Wu en dominios convexos, Teorema 4. La prueba del 
Teorema 3 será pospuesta hasta 52.3.1. 
2.2.1 El Teorema de Hayman-Wu, un resultado de geometría 
hiperbólica 
Como vimos en la sección anterior, el Teorema 2 relacionaba el problema de 
aplicaciones conformes de Hayman-Wu con un funcional, I(O, L). 
Ahora vemos que el Teorema de Hayman y Wu es en realidad un enunciado 
de geometría hiperbólica. 
Lema 5 Sea O un dominio simplemente conexo en C distinto del propio C, 
sea a un punto en 0, y sea y una curva en O parametrizada por longitud 
de arco. Entonces, para cualquier aplicación conforme f de fl sobre ID con 
f (a) = 0, 
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Demostración. Recuérdese que 
y por tanto 
Para escribir el integrando en términos de la dístancía hiperbólica, nótese 
que si z E D, 
ed~(O,z) + e-d~(O,z) + 2 
- 
4 = cosh2 (;dD(0, r)) , 
y por lo tanto 
Observaciones: como consecuencia de la invarianza conforme 
1 1 
'" 1 /1cosh2 (idn(a, a)) An"'ldsi = J(7) 2 cosh2 (id0(o, S)) X D ( ~ ) I ~ ~ I  
A(f (7)) - 1 (ii) 2 - /(-,) 4cosh2 (id~(O,$) A&)ldsl 5 /I e-dD(O~~~o(s ) lds l  
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La observación 2 y la invarianza conforme prueban que la parte 2 del 
Teorema 2 implica (2.1), página 34. con C = 4n. 
El resultado principal de esta sección es el siguiente: 
Teorema 3 Sea y : R -i D una curva en D y asúmase que el valor absoluto 
. de la curvatura hiperbólica de y está superiormente acotado por 1, entonces 
La cota n es óptima (obsérvese que la desigualdad es estricta). 
De hecho, para cada horociclo H y para cualquier A > S un sencillo 
cálculo prueba que 
El Teorema de Estiramiento de Curvas que veremos en la sección s2.3 nos 
permitirá concluir que esta cota es cierta para cada curva y de la forma 
descrita en el Teorema 3 anterior. Sin embargo, si A E (O, S] la íntegrai es 
infinita para cualquier horociclo H. 
Una consecuencia inmediata del Teorema 3 y de la observación (ii) bajo 
el Lema 5 es el siguiente resultado, el cual nos da la estimación óptima 
de la constante para el Teorema de Hayman y Wu en el caso de dominios 
convexos: 
Teorema 4 Sea a un dominio convexo en <C que no sea el propio plano, 
sea L una lhea recta y sea f una aplicación conforme cualquiera de 0 sobre 
mi, entonces: 
La cota 2n es la mejor posible y no se alcanza nunca. Para ver que 
no puede ser mejorada simplemente tomar un semiplano como dominio C2 y 
líneas paralelas a da. (Véase la Figura 21.) 
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Figura 21 
El Teorema 4 nos dice que la "constante de Hayman-Wu" para dominíos 
convexos es 2%. 
Es importante señalar que Beurling probó un resultado más fuerte que 
el del Teorema 4 que enunciamos a continuación: 
. .
. . 
Teorema B Si R, L son como en el Teorema 4, y g es una función holo- 
morfa cualquiera en R, entonces 
Este resultado aparece en la obra completa de A. Beurling [B, pág. 4571 y 
se derivó de un intento de resolver el problema de Gabriel (para más detalles 
sobre éste véase la segunda parte de la memoria). El Teorema 4 es un caso 
particular del Teorema de Beurlíng; simplemente aplicamos éste a la función 
g = (f ') 2,  donde f es una aplicación conforme cualquiera de R sobre D. El 
interés de la prueba que damos aquí está sobre todo en su conexión con la 
geometría hiperbólica. 
2.3 Teorema de Estiramiento de Curvas (TEC) 
Este teorema es una pieza clave en la prueba del Teorema 3. En esta sección 
solamente lo enunciamos y en la subsección $2.3.1 vemos cómo deducimos 
el Teorema 3 a partir de él; la prueba, artesana, la darenios en la siguiente 
sección. 
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Teorema 5 (Teorema de Estiramiento de Curvas (TEC): Sea 
y : R t D una curva parametrizada por longitud de arco y supóngase que el 
valor absoluto de su curvatura está superiormente acotado por una constante 
fija b. Si 6 > 1 asúmase además que SU longitud hiperbólica es menor que 
7r 
m (véase $2.1.4). Denotemos por d a la distancia del origen a la curva 
y. Entonces, 
d~ (O,y(s)) l C(s,b,d), (2.7) 
donde la cota C(s, 6, a!) se alcanza sobre una curva Hb de curvatura hiperbó- 
lica constante b. 
De forma más precisa, si 6 = 1 y zo es el punto en 7 que está más cerca 
de O. y d = d ~ ( 0 ,  zo), entonces 
donde H es el horociclo en D tangente a y en zo con H(0) = zo que rodea 
al O, y la función c(s) viene dada por 
Obsérvese lo siguiente: 
(a) En el disco de Poincaré, las curvas de curvatura constante 6, con 
-1 6 5 1, son arcos de círculos euclideos que intersecan el circulo 
unidad con un ángulo cuyo coseno es 6, por lo tanto no son cerradas 
(véase $1.1.4 del capítulo anterior para más detalles). Obsérvese que 
(2.7) es cierto para todo s (recuérdese que en el plano euclídeo la 
restricción sobre la longitud era necesaria para evitar que las curvas 
se cerrasen sobre sí mismas, página 13). 
(b) El punto O no juega ningún papel especial, se puede sustituir por 
cualquier otro punto p f D. 
Para nuestras aplicaciones sólo necesitamos el caso 6 = 1 y damos la 
prueba sólo para este caso; la prueba para los otros 6's es básicamente la 
misma con algunas modificaciones obvias (véase $1.1.5B). 
La prueba del TEC la daremos después, en la sección 52.4. Tomamos 
por válido el Teorema de Estiramiento de Curvas y procedemos a deducir a 
partir de él el Teorema 3 en la siguiente subsección. 
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2.3.1 Prueba del Teorema 3 
La prueba consta de dos pasos: en el primero vemos cónio el problema se 
puede reducir al caso de curvas de curvatura constante 1 (horociclos), y en 
el segundo estimamos la integral (2.5) para horociclos. 
Denotamos por zo E D a uno de los puntos en y más cercanos a O, 8s decir, 
el punto zo E y satisface que dD(O, y ( s ) )  2 dD(O,zo) para cada tiempo s. 
Sea H un horociclo en ID> tangente a y en el punto zo, que rodea a O, y cuya 
curvatura hiperbólica es +l. 
El Teorema de Estiramiento de Curvas asegura que 
Dicho de otra manera, podemos asumir que y es un horociclo. 
" .  
PASO 2: CURVAS DE CURVATURA CONSTANTE 
Resulta más conveniente a la hora de hacer cálculos, usar el modelo del 
semiplario superior que el del disco de Poincaré. Por tanto, consideramos 
una curva y" en W cuya curvatura está acotada en valor absoluto por 1 y 
probamos que 
Queremos estimar 
donde tomamos el supremo sobre todos los horociclos H de W. Una expre- 
sión más conveniente para B, que se obtiene mediante una transformación 
conforme, es: 
B = sup e-d~(zax~) ds, 1 .. a>O (2.9) 
donde yo = { z  E W : Sz = 1) está parametrizada por longitud de arco, es 
decir, yo(s) = s f a .  
En el resto de esta subsección estaremos en i& todas las curvas y dis- 
tancias se referirán a W. Para facilitar la lectura, no escribiremos el índice 
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W cuando nos referiramos a objetos que estén en el semiplano sin que esto 
deba dar lugar a confusión alguna. Así, escribimos y por y' y d por dE. 
Para estimar (2.9) definimos Ia función i en R+ como 
y observamos que definiendo 
entonces 
(recuérdese que en W la distancia hiperbólica entre los puntos s + z  y az está 
dada mediante la relación d(s,  a )  = log f ( S ,  a).) 
. . 
Si a < 1 i ( a )  es creciente, ya que si al < a2 < 1 entonces 
d(aiz, s + 2 )  > d(azz, s  i- 2 )  lo cual implica que @(ai)  < *(a2).  Así, 
sup i ( a )  = i ( 1 )  = 813 {l>a>O} 
1 donde la segunda ígualdad se sigue del hecho de que f ( S ,  a )  5 - para todo 
a 
s positívo, y la última del cambío de variables xZ = at-l. 
El integrando de la última expresión está uniformemente acotado y es 
creciente en a, por tanto 
sup @ (a )  = lim 4 
a>l o+m 
y se concluye que B = max -, n = T. {: 1 
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2.4 Prueba del Teorema de Estiramiento de Cur- 
vas 
Hemos visto como el Teorema 3 es una consecuencia inmediata del TEC. 
Damos a continuación la prueba del resultado principal de este capítulo, el 
Teorema de Estiramiento de Curvas, que estructuramos conio sigue: primero 
damos una versión discreta o poligonal del TEC, y después seguimos un 
méto'do de aproximación que nos permite derivar el resultado general a partir 
de ésta (estructura ya seguida en la prueba del Teorema de Schur euclideo, 
página 24). 
2.4.1 Versión poligonal del TEC 
En esta subsección describimos una versión poligonal discreta, Teorema 6, 
del TEC. Como se podrá observar, la versión poligonal dada para curvas en 
el plano euclídeo guarda un cierto paralelismo con ésta. 
. . 
Antes de enunciar el teorema, cierta notación es necesaria: 
fijamos un punto zo en ID que nos servirá como punto de referencia, como en 
el caso euclideo (sección §1.2.1), denotamos por P(oi,...,~n-li~) a una curva 
poligonal parametrizada por longitud de arco (hiperbólica), consistente en 
un número determinado de segmentos geod6sicos, yl, ...yn, de igual longitud 
L llamados lados, que conectan vértices zo = po,pi,. . . ,pn, esto es 
PO = 20 = n ( 0 )  
pj = yi(L) = -yi+1(O), para i = 1, .. . , n  - 1 
Pn = yn(L) 
y tales que los ángulos Bi son ángulos entre segmentos consecutivos, esto es 
Recuérdese la sección 51.1.3. 
Observamos que P(o,,...o,-,;L) queda determinada de forma Única a par- 
tir de los datos dados, es decir, los ángulos y la longitud L, salvo por 
rotación alrededor de zo. Observamos también que cada vértice pk está 
dado en términos de la prametrización global de la curva poligonal por 
pk = P(oi,...~,,-l;~)(kL)I y que la longitud de la curva poligonal es nL. Con 
la notación introducida en $1.1.3 la curva poligonal se puede escribir como 
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Un ejemplo particularmente importante de curva poligonal es P(a,.,.,p;~) 
donde P y L se relacionan por la ecuación 
0 = 2 arctan (sinh g) 
En este caso los vértices están todos en el mismo horociclo (véase s1.1.4). 
En el resto de esta sección, L y p permanecen fijos y relacionados como 
en la expresión de arriba (2.10). 
Recordamos que ángulo "positivo" significa girar en un sentido, y "ne- 
gativo'' en el contrario; ángulo "más grande" significa girar más. 
La versión discreta del TEG establece: 
P Teorema 6 (TEC Poligonal) Sean l'( ,,,,,,,,,-,; L) y (p  ,.,,, g;r,) dos curuas 
poligonales con . .
. . 
Si lak( 5 0 para todo k ,  entonces 
Observaciones: 
e El Teorema 6 también sería cierto si B fuese la función de expresión 
complicada de L,P de $1.1.4, donde L y P están relacionadas de ma- 
B 
nera que lim - = b, b # 1, haciendo las modificaciones obvias (véase 
L+O L 
51.1.5B). 
El punto 20, desde el cual medimos las distancías, pertenece a las 
poligonales. 
La idea de la prueba es la siguiente: 
Consideramos una polígonal que empieza en, digamos, el origen. Intuitíva- 
mente está claro que si la poligonal gira siempre hacia el mismo lado, cuanto 
más gire más cerca queda del origen. Sin embargo, si permitimos girar en 
ambos sentidos, ya no resulta tan obvio cuál va a ser la que se quede más 
cerca, y es aquí donde realmente radica la dificultad de la prueba. Para 
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salvarla, parece natural intentar convertir todos los giros en positivos y ver 
que, sin variar el tamaño de los giros, ésta es la mejor situación. 
Para esto bastaría ver que si uno de los giros negativos lo cambíamos por 
uno positívo (del mismo tamaño), nos acercamos al origen. Esto es precisa- 
mente lo que vamos a probar: vamos a comparar dos curvas poligonales que 
difieran sólo en el sentido de giro de iin ángulo (o varios si hay otros con- 
secutivos del mismo signo) y vamos a ver que la que tiene ese giro posítivo 
queda'más cerca del origen. 
Observamos que el problema queda ahora reducido a comparar dos trián- 
gulos; la ley del coseno va a ser una herramienta fundamental. Para aplicarla 
convenientemente vamos a necesitar determinar la región en la que pueden 
estar ciertos vértíces en función de los demás vértices de la poligonal y de 
los ángulos de giro. 
Para preparar la pGeba daremos unos cuantos lemas sencillos que de- 
terminarán precisamente esta región. Después comenzaremos la prueba ci- 
guiendo la estructura de dificultad creciente anunciada arriba. 
Lema 6 Sean y1,7z,7; tres segmentos geodésicos en D con longitudes 11,lz 
y 1; respectivamente. Supóngase que l2 5 1; y que yi(ll) = yz(0) = $(O). 
Denótese por a y a* los ángulos interiores 
a = L ( ( 0 ,  - 7  a* = L (($)'(O), -r;(Ii)) 
y asúmase que O < a < a* < a. 
Entonces 
d (71(0),'~2(~2)) < d (71(0),72(1;)) 
Obsérvense los signos negativos en la definición de los ángulos dada ar- 
riba. El Lema 6 es simplemente la ley del coseno en D escrita de forma 
conveniente para nosotros; de hecho, (véase 51.1.3) 
cosh [d (yl(0),-(2(1:!))] = coshll coshlz - sinhli sinhl:! cosa 
< coshli coshl:! - sinhll sinhlz cos a* 
= cosh íd(ri(O),r;(G))l 
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Notamos que con las hipótesis sobre las loiigitiides de ~ 1 , ~ 2 , y ;  también es 
cierto que 
Para los lemas que procedemos a enunciar, conviene recordar la definición 
de U(p,q) para dos puntos cualesquiera p,q E IDi (véase S1.1.5A ), y la 
notación Pi = P(al ,..., a,-,,~)(iL). 
En el Lema siguiente imponemos condiciones en el tamaño de los ángulos 
y obtenemos conclusiones sobre las posiciones, relativas a los dos primeros 
vértices, de todos los demás: 
Lema  7 Sea P~Bl , . . . ,~n- i i~)  una curva poligonal en ID, que verifica: lOkl 5 P 
para todo k. 
Entonces pk É:U(po,pl) para todo k = 2,4, . . . , n 
Demostración. Recuérdese el Lema relativo a la invarianza de los 
paraguas U(p,q) (s1.1.5A). El Lema 7 se sigue de un argumento de in- 
ducción en el número de vértices. 
Se puede probar un resultado en esta misma línea más general que el 
del Lema 7. Para ello as necesario recordar la definicíón de los paraguas 
especiales U(c, d; 1, n) dada en 51.1.5C. El lema que víene a continuación 
nos permitirá obtener conclusiones sobre las posiciones, relativas a los dos 
primeros vértices, de todos los demás de una manera bastante más precisa 
que el anterior. Observamos que es irrelevante para el resto de la prueba del 
Teorema 6, sin embargo será clave en la prueba del TEC (ver página 62). 
Lema  7' Sea P~ai,...,~,-l;.) una cuma poligonal en ID, tal que JBk( 5 P. En- 
tonces pk E U(po,pl; 1,n) para todo k = 2,. . . ,n .  
Demostración. Como en la prueba del Lema 7, recuérdese la propiedad 
de invarianza de U(po,pi; 1,n). Por inducción en el número de vértices 
obtenemos el lema. 
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El siguiente lema es un resultado de comparación de ángulos de ciertos 
triángulos. Es el lema clave en la prueba del Teorema 6. Necesítamos 
considerar el cuadrante Q de UD dado por Q = {z E UD : n/2 5 argz K) , 
Lema 8 Sea z E UD con z = re", O 5 0 5 n/2, y sea zo E a, 
Sean T y T* dos triángulos dados por segmentos geodésicos T = ( y a , ~ i , x )  
con longitudes lo, 11,12 y T* = (yo,%, y;) con longitudes 10, 11, IS, tales que 
yo (O)' = zo , y1 (O) = O: 7 2  (O) = z, Sea 
Entonces, 
b l  b* 
- 
La notación denota la geodésica %(t) = y1 (t). Obsérvese que el tercer 
vértice del triángulo T* es Z, 
Demostración. Corkideramos primero los ángulos b y b* como funciones 
del punto zo y mantenemos los otros puntos O, z y z fijos. 
Definimos dos subconjuntos Ql y Q2 del cuadrante Q como sigue: 
Verificamos (2.12) sólo cuando tó E 01; el argumento para el caso zo E Q2 
es exactamente el mismo. 
Los ángulos b y b* son funciones armónicas de t.o en Ql, y por tanto, por 
el principio del máximo, basta probar (2.12) para zo E aQl. 
La frontera de Cl1 está formada por tres lados y tratamos cada uno de 
ellos por separado, es decir, consideramos los casos: 
(a) zo = 
(6) zo = retr12 
(c) zo = e'< n/2 5 < ?r - 0 
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En el caso (a), b* = O  y b > 0. 
En el caso (b), la desigualdad b 2 b* se sigue directamente de la ley del 
seno. Para ver esto denotamos por 
y observamos que a* = n - a (recuérdese que estamos en el caso (b)) y que 
b* < s/2. If b > n/2 ya tenemos (2.12); sí no, usando la regla del seno dos 
veces para comparar sin b y sin b* (véase 51.1.3) obtenemos 
. sinhl; 






sinhl:! 2 sina'_-=sinb* 
sinhlo 
y por tanto b z  b*, 
En el caso (c)  cambiamos el punto de vista; fijamos el punto zo, 
(zo = e'< n/2 5 < 5 n - 8), fijamos los arcos 
y consideramos las medidas armónicas en D 
WI(W) = u(w,I,D) 
WJ(W) = W(W, J,D). 
b Observamos que wr(z) = ; y w ~ ( z )  = w(z,T,D) = 5. 
Se ha reducido el problema a comprobar que or(z) 2 wj(z); vamos a 
probar el hecho más general que establece que 
wr(w) 2 WJ(W) para todo tu E lD+ = lD W. (2.13) 
De nuevo verificamos (2.13) usando el principio del máximo. 
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Para w E (-1: 1) tenemos lo siguiente: 
Para los lemas que siguen, es conveniente tener una notación XL para el 
L 
punto situado en el radio de O a 1 cuya distancia hiperbólica a O es -, es 2 
decir 
L 
XL = tanh - . 4 
También denotamos p.or D n MI by lIDf y tomamos por U@, q) el paraguas 
U(-XL, XL). 
Procedemos a establecer unos cuantos lemas sobre curvas poligonales. El 
primero de ellos es un resultado sobre cuñas, pero preferimos considerarlas 
como curvas poligonales de dos lados solamente. 
Lema 9 Sea P(s,,L) una cuwa poligonal en D tal que 
(a) po y pi  están en U(-XL,XL) n D+ 
(b) O 5 Oi 5 (recuérdese la notación de $1.1.3). 
Entonces 
~2 E U(-XL, XL) n D+ 
De~nostración. Por el Lema 7 tenemos quepz E U(-xL,xL). Para termi- 
nar la prueba basta mostrar que arg (p2) E [O, ñ) mod 2ñ; pero observamos 
que, en el peor caso (esto es po,pi E (-1, l)), arg(pz) = 01 > O, y esto 
quiere decir que argp2 = 6'1 E [O, ñ) (recuérdese 51.1.3). 
O 
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Recuérdese la definición de H,,, ( 51.1.511) y la definición de Q, 
Q = {Z E UD : n/2 5 argz 5 n). En lo que sigue a continuación y a lo largo 
de toda la prueba del Teorema 6. denotamos por V(-xL, xL)+ el cierre de la 
componente de Q \  (H-,,,,, n D+) que contiene al punto -1 en su frontera. 
Una vez más, recuérdese la notación pk = P(ol,...,o,-l;y(kL) para todo 
k=O, ..., n. 
El siguiente es un resultado sobre curvas poligonales cuyos ángulos son 
todos positivos: 
Lema 10 Sea m, un punto en V(-xL,x~)+. Sea P(s ,,..., o ,-,; L) una curva 
poligonal tal que O 5 Ok 5 B para lodo k ,  y 
(es decár, el primer segmento de la cuma poligonal está sobre la geodésica 
(-1,l)). Entonces 
. . 
(a) pk E U ( - x ~ ,  XL) n UD+, para todo k = 2,.  . . , n 
(b)  d~(zo,pn) í d~(zo,pñ). 
Obsérvese que lo siguiente también sucede: sea P~ol,...,o,-i;~), O I Ok í Di 
tal que p,-1 = -XL y p, = XL, entonces pk E V(-XL, XL)+, para todo 
k = O, . . . , n - 2 (simplemente consideramos la curva poligonal recorrida 
en sentido contrario y argumentamos por sinietría; esto es, considerarnos la 
nueva curva poligonal P(,, ,..., ;L) donde 
P(al ,..., a " - l ; ~ ) ( w  = P(O1 ,..., O"-~;L) ((i - 1)L))' 
Demostración. 
(a) Los puntos po,pi,pz están en la situación del Lema 9, así pues 
p2 E U(-XL,XL) n W. Ahora repetimos el argumento con los puntos 
pl,p2,p3; el resultado se obtiene por recursión. 
(b) El resultado es ahora trivial porque pn E W. 
Una vez establecidos estos lemas procedemos a dar la prueba del 
Teorema 6, y lo hacemos en cuatro pasos de creciente generalídad. 
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Paso 1: Consideramos dos curvas poligonales con la siguiente estructura: 
con I a k l  5 B. 
Esto es, tenemos 1 < i < j 2 n, y las curvas poligonales tienen los 
mísmos ángulos positivos [ak] for 1 k < i, los mismos ángulos cuk (sin 
restricción alguna de signo) para j < k 5 n- 1, y los ángulos para i < k S j 
son positivos para la primera poligonal, negativos para la segunda e iguales 
en valor absoluto. 
Queremos probar que 
Sea, para cada k, O - .  S k 2 n - 1, 
. . 
zk = P(kL) wk = Q(kL) 
Recordamos que ambas curvas poligonales empiezan en el mismo punto 
zo, y por tanto wo = zo. Notamos que 
d(zj,zn) = d(wj, w,) y d(zi,zj) = d(zi, wj). 
Reducimos la comparación de (2.14) entre las curvas poligonales a una 
comparación entre los triángulos dados por los segmentos geodésicos 
Sin pérdida de generalidad podemos suponer que el segmento [zi-1, zi] 
está sobre la geodésica (-1,l) con zi = xr, y zi-1 = -XL. Observamos que, 
debido a que el segmento [ ~ i - ~ ,  Y] coincide con [ w ~ - ~ ,  wi], tenemos que 
1. y E U(-xL,xL) nD+, porque O 2 a k  < B para cada k, i < k 5 j (por 
el Lema 10). 
2. wj = 7 porque lakj = - a k  para i < k < - j ,  por hipótesis (ver la 
estructura especial que tienen estas cnrvas poligonales) y ambas curvas 
poligonales tienen los lados de la misma longitud. 
3. zo está en V(-xL,xL)* por la observación hecha justo después del 
Lema 10 (los ángulos iniciales lakl para k, 1 S k < i son todos posi- 
tivos). 
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Para terminar la prueba de (2.14) notamos qiie: 
n - IL[zo, zi], [zi,zj]l 2 n - zi], [zi, wj]l. (Obsérvese que estamos 
comparando los ángulos interiores en el vértice zi de los triángulos 
cuyos vértices son zo, zi, zj y zo, zi, wj respectivamente.) 
m Por el Lema 8 tenemos que 
(Obsérvese que aquí comparamos ángulos interiores de los triángulos 
obvios.) Por tanto, y debido a la especial forma de las curvas poligo- 
nales que estamos considerando, 
Como S ( z o )  > O tenemos que d(zo,  z j )  < d(zo,  wj), Esto junto con 
(2.15) nos permite concluir que 
- .  
. . 
d(zo,zn) I 4 2 0 ,  wn) ,  
como deseábamos. 
PASO 11: CURVAS POLIGONALES CON EL MISMO ÁNGULO EN VALOR ABSO- 
LUTO. Consideramos dos curvas polígonales con la siguiente estructura 
Queremos probar que 
do (zo, P( ,,,..., a , -L ;~ ) (nL ) )  2 d~ ( z o , P ( I u ~ ~  ,..., I ~ , , - ~ I ; L ) ( ~ L ) )  , (2.16) 
sin importar lo que valgan los ángulos ai siempre y cuando satisfagan que 
laiJ < B. Observamos que, sin pérdida de generalidad, podemos asumir que 
(Y1 2 0 .  
El argumento es iterativo: 
Si para todo k tenemos (al = a, no hay nada que probar; si no, sea 
1 < i 2 n - 1 el primer entero tal que lail = -a<. Tenemos entonces 
P(ai ,.... a,-i;L) = P(lail,..lai-il,-lai\,ai+~ .... a,,-i;L)i Y Por el Paso I, 
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repetimos ahora el argumento con P(la,l , .. ,... a,,,~) en lugar de 
P(lail,..la._il,-lai~,ai+L .... a,,,~) e iteralnos. 
PASO 111: CURVAS POLIGONALES CON ANGULOS POSITIVOS. Consideramos 
curvas poligonales con la estructura siguiente: 
con la condición O 5 Oi 5 p. Queremos probar que 
Argumentamos por inducción, Si n = 2, la desigualdad (2.17) se sigue 
directamente del Lema 6. 
Para seguir el argumento debemos fijar cierta notación; sin pérdida de 
generalidad asumimos que 
" .  
. . 
Entonces, P(@ ,,,,,o;L)(iL) está sobre el horociclo H-,,,,, íl D+ para 
i = 2 ,..., n - 1 (véase §1.1.4), y P(e ,,..., e,,-,; L ) ( ~ L )  está en U(-xL,xL) n 
D i  para todo i, i = 2,. . . , n - 1 como consecuencia del Lema 10 y de la 
observaci6n (1) en el paso 1. 
Pongamos w = P(@ ,,,,, piL)(nL) = rew,donde w es tal que O < w < ñ/2, 
Y bn = P(B~,. . . ,B~-~; L)(nL). Considérense las nuevas curvas poligonales 
(ambas con n - 1 lados); por índucción 
Para concluir finalmei'te (2.17) debernos considerar dos casos: 
(a) b, está en la componente R de 
(U(-%=, xL) n ID+) \{la geodésica que pasa por XL y w) que contiene 
al punto 1 en su frontera. En este caso el Lema 6 da el resultado 
buscado. 
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(b) b, está en (U(-sL.sL) n @) \ R , donde R está definída como en (a) .  
Tomamos el punto intersección q de la gcodésica que une XL y 6, y 
H-,L,zL rl D*, Claramente, 
Pero en un horociclo, la distancia a un punto fijo (-ZL en nuestro 
caso), aumenta monótonamente cuando lo recorremos, así 
y (2.17) se sigue. 
PASO IV: CURVAS POLIGONALES GENERALES. Para terminar consideramos 
una curva poligonal cualquiera P~,I,...,,,-l;~) con a Única restricción de que 
sus ángulos ruk deben satisfacer lak/ 5 B para todo k,  O 5 k 5 n - 1, y la 
comparamos con la curva poligonal P(p,,.,,p;.). 
" .  
. . 
Para probar que 
simplemente debemos observar que 
donde la primera desigualdad se sigue del paso 11, mientras que la segunda 
del paso 111. 
Esto finaliza la prueba del Teorema 6. 
2.4.2 Prueba del TEC 
Consideramos una curva y parametrizada por longitud de arco cuya cur- 
vatura es (en valor absoluto) estrictamente menor que 1 en cada punto, y 
probamos el resultado en este caso. El caso general se sigue de éste por 
aproximación. 
Elegimos uno de los puntos zo sobre la curva y más próximos a O, es decir, 
zo E y es tal que d~(O,y(s)) 1 d~(O,zo), para cada s. Podemos asumir que 
y está parametrizada de forma que zo = y(0). 
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Sea Hr = H el único horocíclo parametrízado por longitud de arco tal 
(su curvatura será constantemente igual a o bien +1 o bien -1). Denotamos 
también por H-i e1 otro horociclo tangente a y en zo. 
La prueba consta de dos pasos, 
PASO 1: Primero verificamos que 
d (zo, y(s)) 2 d (20, H(s)) para todo s .  
Para esto, fijamos s y fijamos también un paso pequeño L de la forma 
S L = -, donde n es un entero positivo, y aproximamos el horociclo H y la cur- 
,& 
va dada y por curvas poligonales P(p,..,,p;~) y P(ai,...,a,-i;~) respectivamente 
de la siguiente forma: 
. . 
para aproximar H tomamos po = zo E H y determinamos puntos sucesivos 
{ ~ i ) r = ~  pi E H, de manera que d (pi,pi+i) = L para i = O , .  . . , n  - 1; 
obsérvese que los ángulos de la curva poligonal construida de esta manera 
son todos iguales a B = 2arctan(sinhL/2) (véase 51.1.4); 
para aproximar r tomamos qo = zo E y y determinamos puntos sucesivos 
{~i}r=~, qi E y, de manera que d(qi,qi+l) = L, para i = O,., .  , n  - 1; 
obsérvese que los ángulos cui de la curva poligonal construída de esta manera 
satísfacen (sil 5 p si L es suficientemente pequeño. Esto, por supuesto, se 
debe al hecho de que la curvatura de y es estrictamente menor que 1 en 
valor absoluto (véase 51.1.4). 
Por la versión polígonal de Teorema de Estiramiento de Curvas tenemos 
que 
d (zo, qrn ,,..., a,,-i; L ) ( ~ L ) )  2 d (20, P(p ...., p;~)(nL)) ,
y si ahora hacemos L + O deducimos de (2.14) que 
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. . .  
PASO 2: Verificamos que 
d (O, 7(s)) 2 d (O, H(s))  para todo s .  (2.18) 
La prueba, como veremos a continuación, se sigue facilmente del Lema 7' 
(página 52), el paso 1 anterior, y la ley del coseno (véase $1.1.2). 
Recuérdese la notación de [p ,  q] para denotar el segmento geodésico que 
empieza en p y termina en q y considérense los triángulos 
y sean los ángulos interiores de estos triángulos 
aH = ángulo entre la geodésica que une O y zo y la geodésica que une zo y 
H(s), Y 
a, = ángulo entre la geodésíca que une O y zo y la geodésica que une zo y 
~ ( s )  (ver figura siguiente). 
. .
. . 
(Recuérdese que estos ángulos son positivos.) 
Figura 22 
Por el paso 1, bastaría ver que a~ 5 a, y la ley del coseno aplicada a 
los triángulos TH y T, nos daría el resultado deseado, (2.18). 
Veamos pues que aH 5 a-,, Para ello usaremos el Lema 7'; es necesario 
recordar la definición de los paraguas especiales U(c, d; 1, n) (véase sección 
§1.1.5C), y la notación de H-1 para el otro horociclo tangente a 7 en zo 
parametrizado de forma que H-i(O) = z ~ .  
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Sean 20, y y H como en el paso anterior; para cada s definimos el análogo 
de los paraguas especiales U(c,d; 1, n) como la región del disco U(z0; S) in- 
dicada en la siguiente figura: 
Figura 23 
Para cada S, aproximando y, H como en el paso anterior, y H-1 por la 
polígonal P(-p,,,,,-p;~); el Lema 7' (página 52) se reescribe de la siguiente 
manera: 
Lema 7" Sean y, H, H-1 como arriba. Entonces 
y(s) E U(z0; S )  para cada s 
Una consecuencia inmediata es que 
y por tanto (2.18) queda probado y con ello el Teorema de Estiramiento de 
Curvas. 
2.5 Un resultado de comparación para cuñas 
curvadas 
Recuérdese que por una cuña entendemos la siguiente configuración: dos 
lados geodésicos de un triángulo y el ángulo entre ellos. 
La ley del coseno (51.1.3) nos permite comparar, en particular, los ter- 
ceros lados de dos cuñas, cuyos lados sean iguales, en función del tamaño de 
los ángulos. 
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El Teorema de Estiramiento de Curvas, Teorema 5 (página 46), permite 
comparar triángulos rectángulos donde uno de los lados no tiene porqué ser 
una geodésica. Esto se ve muclio más claro si se enuncia de la siguiente 
manera: 
Teorema 5' Dados dos puntos cualesquiera p y q en UD, y una curva y tal 
que p E y, el ángulo en p con la geodésica que contiene a los puntos p y q 
es ~ / 2 ,  y la curvatura hiperbólica de y está acotada en valor absoluto por 1, 
entonces 
donde c(s) = dD(q, H(s)), para el mismo S ,  y para el horociclo H en D, 
tangente u y en p, con H(0) = p y que rodea al punto q. 
Los argumentos dados en la prueba del Teorema 6, especialmente los 
usados en las pruebas de los lemas 6-7' previos a la demostración, y la forma 
alternativa de enunciar el teorema 5 (Teorema 5') nos sugieren que quizá 
se pueda habiar de una ley del coseno más general, donde los lados de los 
triángulos no tienen por qué ser geodésicas. 
Tanto el Teorema 5' como la ley del coseno son casos particulares de un 
resultado de comparación más general, Teorema 7, que enunciamos a conti- 
nuación. En él consideramos dos curvas cualesquiera (ningunb de ellas tiene 
porqué ser geodésica) que se cortan formando un ángulo cualquiera, y cuyas 
curvaturas estén acotadas en valor absoluto por dos constantes (distintas 
o no) cualesquiera. Para ello necesitamos el concepto de cuña curuada y 
alguna notación. 
Por una cuña curvada significamos la siguiente configuración: dos curvas 
y, 7 E IDi con curvaturas hiperbólicas acotadas en valor absoluto por a > O 
y 6 > O respectivamente, y parametrizadas de manera que y(0) =?(O) = p, 
y el ángulo "interior" entre ellas en p, a. 
En el resto de esta sección, y y + serán como hemos dicho arriba. 
El tipo de argumentos que se usarán en breve son similares a aquéllos 
usados en la seccíón $2.4 
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Para q pequeño, introducimos la siguiente iiotación (Figura 24): 
H$ = curva con curvatura constante a parametrízada de forma que 
p = H$(O), tangente a -y en p, que rodea a los puntos j(s) para 
s E [O,i11. 
H$ = curva con curvatura constante b parametrizada de forma que 
p = H$(o), tangente a j en p, que rodea a los puntos y(s) para 
S E [O, 171. 
Por lo tanto, las curvas ;y y -y apuntan desde p hacia las regiones ence- 
rradas por las curvas de Jordan H; y H! respectivamente. Definimos los 
ángulos de las cuñas: 
CUH(S) = ángulo (interior) en p de la cuña cuyos lados son los segmentos 
[P, H$(s)l Y b, H$(s)l. 
. ~ 
. . 
@-,(S) = ángulo (interior) en p de la cuña cuyos lados son los segmentos 
[P? 7(s)l Y [P, Wl. 
L(H:) = longitud hiperbólica de la curva con curvatura constante c (véase 
51.1.4). 
p=O a=l b<l 
Figura 24 
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Obsérvese que H; y Ht se intersecan en los puntos I> y, digamos, q. 
Recuérdese que p = H;(O) = H$(o). 
Sean si y SI tales que: 
H:(s,) = I{:(&) = q 
Para estos 7, j, H;, H; y con la notación introducidaarriba, el siguiente 
resultado es cierto: 
L ( H a )  L (H0)  Teorema 7 Seo m(o,b) = min sl ,SI ,  +, +}. 
Entonces, 
(Y-/(s) 2 L Y H ( S )  para todo s 5 m(a, b) 
y el resultado es falso si S > m(a, b). 
Demostración. Denotamos por cu al ángulo de la cuña curvada de lados 
r Y I. . . . . 
Para simplificar los cálculos y sin pérdída de generalidad asumimos que 
a = b = 1; entonces m(1, l )  = 2 tan(cu/2). El resultado general se sigue de 
este haciendo las modificaciones obvias. 
Como en la prueba del Teorema 5 (véase la sección 52.4) probamos una 
versión discreta de éste teorema. El caso general se sigue de éste usando el 
mismo método de aproximación descrito en la sección 52.4.2. 
Como en 52.4.1, fijamos L pequeño y B tales que B = 2arctan(L/2), y 
consideramos las curvas poligonales P(, ,,..., ,,-,;L), P(p ,..., B;L), P(o ,,..., o , - , ; g 3  
P& p;L) que aproximan -y, H7, j ,  H4 respectivamente, tales que: ,..., 
a l .  a ; ~  = P(P ,..., P;L)(O) = p ( O ~ < . . . , O n - ~ ; ~ ) ( 0 )  = P&,...,P;L)(~) = P
a .  L ~o,...,P;L)(L) 
P<el ...., O,-~;L)(L) = Pip ,..., P;L)(L) 
(recuérdese que l c u ~ l ,  lOil 5 B para i = 1,. . . , n - 1). 
Denotamos por 
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Consideramos el punto q = H,(2 tan(a12)) = Hi(2 tan(a/2)), Y recor- 
damos que m(1,l)  = 2 tan(a12); consideramos los puntos 11, E H., y hi E H=, 
definidos arriba. 
Estos puntos están ordenados a lo largo de H., y H=, respectivamente, 
Definimos n tal que q esté (en ese orden) entre h, y hn+l, y por lo tanto, 
- 
entre h, y h n i i  (para ser precisos, q podría ser h, pero no 
Fijamos este n. Recuérdense las definiciones de los paraguas U(c, d) y los 
paraguas especiales U(c, d; 1, n) (véase gI.I.5A y 51.1.5C respectivamente); 
observamos que: 
como Iail, 5 0 para i = 1,. . . , n - 1 , por el Lema 7' (sección $2.4) 
-/i E U(ho, hi; 1, n) ji E U(&, 21; 1, n) para i = 1,. . . , n 
En particular, 
y n E U ( I ~ o ~ h i ; l , n )  j n € ~ ( & o , / ~ ~ ; l , n )  
como hn y h, están antes que q en H7 y H=, respectivamente, entonces 
. .
- ~ ( h o , h l ;  1,n) n ~ ( h o , h ~ ;  i , n )  = 0 
y por tanto 
x - ángulo ([ho, hn], [Loo, &]) I x - ángulo ([YO, rn], [?O, jn]) 
Por el argumento de aproximación comentado arriba, 
Q H ( ~ )  Qj(s) 
Para ver que el resultado es óptimo, tomamos E pequeño y consideramos 
(véase la figura siguiente): 
H, = la intersección del horociclo en { z  E D : S z  < O) tangente a la geodé- 
sica (-1,l) en el punto E, con {Z E iTD : RZ > E }  
H-,, = la intersección del horociclo en { z  E D : IRz > O) tangente a la geo- 
désica (-2, e) en el punto -e€, con { z  E D : 3.z < -E) 
r = [O, €1 U HE 
j = [O, -e€] U H-,, 
Existe sl > 2 tan(a12) tal que H,(si) = H-,,(si) y por tanto 
ff~(s1)  = 0 < ffff(s1) 
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Parte 11 
l Integrales . -.  sobre contornos 
En esta parte de la memoria estudiainos el problema de Gabriel desde el 
punto de vista de la teoría del potencial. es decir. estudiainos cuándo existe 
una constante finita k de forma que 
donde y C 0, u pertenece a cierta clase de funciones (armónicas, sub- 
armónicas u holomorfas). 
De forma más general se estudia bajo qué condiciones 
donde A y B son pesos naturales con significado geométrico. En parti- 
cular se estudia 
donde V7(z) es el ángulo total abarcado por y en z (ver la página 77). 
. . 
La idea clave &tá en intercambiar los papeles del ángulo total con el que 
la curva y se ve desde la frontera y del núcleo de Poisson del dominio a. 
Veremos que el problema de Gabriel es equivalente a estimar la constante 
que aparece en este intercambio, a la que !lamarnos el funcional K asociado 
al dominio 0. 
Este funcional depende fuertemente de la geometría del dominio 0 y de 
la de la curva 7. La razón de esto es la siguiente: el núcleo de Poisson de un 
semiplano asocia a cada punto interior el ángulo con el que se ve un conjunto 
pequeño de la hontera, y el ángulo total hace el juego contrario pues a cada 
punto de la frontera le asocia el ángulo con el que se ve la curva 7, -y C 0. 
En cierto sentido, una es la aplicación "inversa" de la otra, y el funcional 
mide lo bien que se puede "invertir". Si la inversión es "buena", el funcional 
es finito. Lo "buena" que sea esta "inversión" depende, fundamentalmente, 
de que no haya "muchos" puntos de la frontera que vean la curva .y con 
ángulo casi cero. 
Damos a continuación una relación de los principales resultados de esta 
parte de la memoria. PaIa nomenclatura, definiciones básicas y resultados 
referimos al lector al capítulo 3. 
Los resultados que damos en el capítulo 4 unifican y amplían los conoci- 
dos anteriormente para el caso particular de funciones armónicas y holomor- 
fas (ver páginas 97 y 104 respectivamente), También se obtíene la constante 
óptínia para el problema de Gabriel. hlás  concretamente, estos teoremas 
establecen: 
Teoremas 8 y 11 Sean r, y curvas de Jordan rectificables con 7 contenida 
en 0, u positiva y subannónica sobre 0, y sea 1 5 X 5 m. Entonces, 
donde 
La constante es óptima: para cada curva r, curva y y exponente A, hay 
una función u de forma que la igualdad se alcanza. 
En el teorema, K$(z,v) es cierto funcional asociado al dominio R ya 
mencionado; lo definiremos de forma rigurosa en el próximo capítulo. 
Observamos que el exponente X = oo está permítído: éste corresponde 
al caso en que la función sea holomorfa. Esta afirmación se sigue de un 
argumento que daremos en la sección $4.2. 
Como dijimos anteriormente, la constante K(X:r) pnede ser infinita si 
la "inversión" de papeles antes mencionada es mala. Tal será el caso de 
dominios convexos y exponente X 5 2 cuando el contacto de la curva y con 
el borde del dominío no sea "suficientemente suave". El siguiente teorema 
muestra que si y es un círculo, entonces la constante K(X, r) es finita para 
exponente X 2 1 (y el 1 es óptimo): 
Teorema 10 Para cualquier cí~culo C,, cualquier función subarmónica y 
positiva u, y cualquier exponente X 2 1, 
y si X = 1, es óptima. 
Los términos Vc, y KZxt se explican en las secciones $3.1 y $3.6 respec- 
tivamente. 
La razón por la que el exponente se puede "mejorar" a 1 es que no hay 
muchos puntos de la frontera para los que el ángulo con el que se ve C, es 
pequeño. 
Mencionamos que el Teorema 8 admite una generalización a n-dimensio- 
nes: 
Teorema 9 Sean l? y y hipersuperficies n-ditnensiotaa1e.s de dordan y recti- 
Jicables, u positiva y subarmónica en la componente de IRnn+' \ r  que contiene 
a y ,  y sea X > 2. Entonces, 
donde K,(X,r) es cierta función de Q y y. 
Gabriel probó que para todo /I > 0, 
y conjeturó que la constante A podía ser reemplazada por un 2. Al final del 
Capítulo 5 damos un ejemplo que prueba que la conjetiira no es cierta y lo 
hacemos para el caso particular p = 1, que es el de interés para nosotros. 
Volvemos a considerar el caso particular de funciones holomorfas que 
sean la derivada de una aplicación conforme sobre el disco unidad (es decir, 
estudiamos un teorema-de Hayman-Wu con el peso geométrico del ángulo 
total), y estudiamos en qué casos existe una constante finita para el pro- 
blema de Gabriel. Este estudio nos lleva a considerar un tipo especial de 
dominios, los dominios que no pueden ser pinchados, que introducimos en 
esta memoria. De forma poco rigurosa, un dominio no puede ser pinchado si 
a cualquier punto del interior lo rodea "mucha" frontera independientemente 
de la escala. La condición necesaria para que exista constante finita está 
dada en el siguiente teorema: 
Teorema 12 Sea Q un dominio de Jordan que no puede ser pinchado, 
r = aQ, y sea y una curva de Jordan rectificable contenida en Q. Entonces, 
para cualquier función conforme f de Q sobre el disco unidad UD 
donde M depende sólo de la constante R. 
Explicaremos la noción de "dominio que no puede ser pinchadon en el 
capítulo 5. 
La idea de la prueba es, una vez más, pasar de asociar puntos del inteiior 
con "intervalos" de frontera a la operación "inversa", consistente en asociar 
a puntos de la frontera "conjuntos pequeños" de la curva y. 
Los resultados conocidos anteriormente a este trabajo se encuentran fun- 




Presentaremos a continuación algunos conceptos básicos que serán necesa- 
rios para establecer los resultados principales de esta parte de la memoria. 
Recordaremos primero los conceptos de núcleo de Poisson y ángulo total 
y y daremos algunos ejemplos; a continuación introducíremos un funcional 
sobre el dominio Q, k;, r = aQ, definido en el fibrado círculo unidad, que 
será una herramienta Clave en los Teoremas 8 y 11; por últímo definiremos 
el concepto geométricos de curvatura exterior. 
La estructura del capítulo es: 
3.1 Núcleo de Poisson. 
3.2 Ángulo total. 
3.3 Notación. 
3.4 Un funcional sobre el dominio Q. 
3.5 Dos argumentos de simetría del núcleo de Poisson en dominios con- 
vexos. 
3.6 Curvatura exterior de una curva. 
3.1 Núcleo de Poisson 
3.1.1 En el capitulo 4 trabajaremos con funciones armónicas y subarmónicas 
y usaremos fuertemente su relación con el núcleo de Poísson; por esto recor- 
damos a continuación el nücleo de Poisson en domínios planos simplemente 
conexos y la fórmula integral de Poisson en tales dominios. 
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La cantidad 
es el núcleo de Pnisson de liD norinaiizado (nhs6rr~-:se ia notación). Dada una 
función 4 integrable, 4 : aD t 8, la infrgrni de Pnisson de 4 es 
donde lzl < l. 
En principio, pues, la integral de Poisson es un método para obtener fun- 
ciones arniónicas en un dominio a partir de datos en su borde. 
3.1.2 De hecho, toda función armónica en el dísco (e integrable en dD) 
admite una representación como integral de Poisson de su valor en el borde. 
Es decir, si u es armónica en el disco, 
d5 (obsérvese que - es la longitud de arco en aD). Nótese que esta fórmula es 27r 
la análoga a la de fórmula integral de Cauchy pero para funciones armónicas. 
Este resultado, (3.3), será clave en el Teorema 8. 
3.1.3 Hasta ahora hemos definido el núcleo de Poisson y su fórmula integral 
en el disco. Extendemos estos resultados a dominios simplemente conexos 
del plano como sigue: 
Si S2 C C es simplemente conexo y f : S2 t D es la aplicación de Riemann, 
para z E S2 y w E aS2 definimos el núcleo de Poisson P?(W) como 
Observamos que es una función armónica en 0. 
Toda función armónica en Cl e integrable en aS2, u ( z ) ,  se recupera a partir 
del dato de borde mediante la integral 
con ldwl el elemento de arco de ¿?R. 
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3.1.4 En el capítulo 4 será necesario poder establecer comparaciones en- 
tre núcleos de Poisson de distintos dominios. Recordamos por tanto una 
propiedad importante de las funcioiies armónicas que nos permite seme- 
jante propósito: el principio del máximo; éste establece que ninguna función 
armónica no constante alcanza el máximo o el mínimo en el interior del do- 
minio donde está definida. Una consecuencia inmediata es que sí Rl  C R2 
y w E ORl rlOR2, entonces para todo z E R1 y con la notación de arriba 
3.1.5 Si u es una función subarmónica positiva en un dominio R simplemente 
conexo, para z E R y w E OR 
donde ldwl es el elemento de arco de OO. 
Observamos que dada una función armónica y otra subarmónica con el 
mismo dato de borde:la subarmónica queda "por debajo" de la armónica. 
3.2 Ángulo total 
3.2.1 Las funciones subarmónicas u están caracterizadas por la propiedad 
de la sub-media siguiente: si C, denota el círculo centrado en O de radio S, 
y si O < r < R, entonces 
donde ldzl denota la longitud de arco euclídea 
3.2.2 El cociente (r/R) en (3.8) tiene un significado geométrico que mostra- 
remos a continuación (véase $3.2.5). Para un punto z situado en el exterior 
de la curva de Jordan y, definimos el ángulo total (absoluto normalizado) 
abarcado por y en z, VT(z), como 
donde 8, arg(z- w) significa la derivada direccional de la función argumento 
en la dirección y'. 
Obsérvese que, por definición, V7 es aditivo en la curva y. 
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Aquí y en lo que sigue, por el extcrior de una curva de Jordan y eiitender- 
emos la componente no acotada de \ y. De igual manera, con el interior 
de una curva de Jordan y nos referirenlos a la componente acotada de e\?. 
3.2.3 Hay otras maneras equívalentes de expresar el ángulo total que resul- 
tarán convenientes en este trabajo y que nos serán útiles en lo que sigue. 
Procedemos a describirlas. 
(a) Sí definimos $ como el ángulo entre el segmento de z a w y la tangente 
a la curva y en el punto w (ver siguiente figura), entonces (3.9) se puede 
escribir de la siguiente manera 
Figura 25 
Para esto escribimos = x + zy y suponemos, sin pérdida de generalidad, 
que z = a E IQ consideramos la función de dos variables 
f (x, Y) = arg (a  - (x + ay)) = arctan - (iyx) ; 
un sencillo cálculo prueba que 
1 
8, arg(z - E )  =< v f ,y' >= -(+sin$) (3.10) l. - SI 
donde <, > denota el producto escalar (véase [Ca], [T, pág. 3401). 
Esta forma de escribir V7 aparece ya en la obra completa de Beurling 
[B, pág. 4551 y es la que usaremos fundamentalmente en la memoria. 
(b) Observanios que \L. también se puede definir coiiio 
donde la función g (2. elo) cuenta cuántas veces el rayo emergente del punto 
7, , 
z en la dirección 0 interseca la curva y, 
3.2.4 Hay casos en los que es trivialestimar el árigirlo total: algunos ejemplos 
de estos son: 
Si y es el segmento (-1,l) y z es tal que lzl = 1, entonces 
Este cálculo junto con el Teorema de Carlson (ver capítulo 4, página 
96) implican el resultado probado por Fejer y Riesz [FR, pág. 461 que 
establece que, para cualquier X > 0, 
donde la integral de la izquíerda se cuenta "una vez" (es decir, no 
consideramos la curva y = [-1,1] como la curva cerrada que empieza 
en -1, va hasta 1 y vuelve a -1 de nuevo). 
Si 7 es una curva convexa cerrada entonces, para cada punto z exterior 
a la curva 7, V7 < 1. El caso extrema1 es el mostrado en la Figura 26 
(o cualquier configuración semejante): 
I 
Figura 26 
ya que desde z, 
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ángulo del segmento AD = ángulo BC + $(E) 2 n - $(E) 
con $ ( E ) ,  $(E) J. O si E J. 0; por taiito 
(el épsilon aparece en el dibujo), 
De hecho, esta propiedad caracteriza las curvas convexas: si para todo 
punto z en el exterior de la curva de Jordan 7, V7(z) < 1, entonces y 
es convexa. El argumento es el siguíente: si para todo E E y la curva 7 
está contenida en una componente conexa de C\ {tangente a y en E ) ,  
entonces y es convexa y no hay más que probar. 
Supongamos por el contrario que existe un punto E E y tal que la 
recta tangente a y en 6, RE, corta a y en algún otro punto. Tomamos 
z exterior a y y tal que lz - (1  < E, E > 0. 
- .  
Sin pérdida de generalidad supondremos que E = O E y y que Ro = iI& 
Figura 27 
Sea 6 la intersección de la componente acotada de C \ y con el semi- 
plano superior (ver figura anterior) y sea j su frontera, = 86. En- 
tonces 
W z )  2 1 - $(E) 
Como V, es aditiva en y, 
lo cual es una contradicción. 
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r 3.2.5 En el caso particular en el que y sea C, y r sea CR. el cociente - es R 
igual a sin ($Vc, (z)) . y (3.8) se puede escribir coiiio 
3.2.6 Será de especial interés considerar el caso particular en el que el do- 
minio i2 sea el semiplano superior MI Un simple cálculo prueba que 
W 1 s z  P, (t) = -- 
7r I Z  - ti2 
Hay una conexión "infinitesimal" ínteresante entre el núcleo de Poisson de 
un semiplano cualquiera evaluado en un punto w, y el ángulo total de un 
segmento L contenido en la frontera del semiplano, y de longitud pequeña, 
visto desde w (conexión que fue explotada por Gabriel como ya se verá en la 
sección 33.5.1); si supFemos que el semiplano es el superior y el segmento 
L = (O, ILI), y si a, 7- y son como en la figura síguíente 
Fígura 28 
entonces 
ff VL(W) - - sin rv 2n -
- ILI N- I.LI ,, ILI 
- 
sin T sinB Sw 
- e-- y - 
IwI lwl lwI2 
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3.3 Notación 
Será muy conveniente aíiadir notación especial para esta parte de la xneino- 
ria. 
m A partir de ahora y y l? son curvas rectificables (con propiedades adi- 
cionales como convexidad cuando esté especificado). l? es una curva de 
Jordan que contiene a y su interior, al que denotamos por R. Hablare- 
mos, por tanto, indistintamente de r y de aR. 
m z denotará siempre un punto en y y w un punto en F. 
Pp(w) es el núcleo de Poisson normalizado de R en z E y evaluado 
eo w E F (es decir, la densidad de la medida armónica respecto a la 
longitud de arco). 
En el caso especial en el que la curva l? sea convexa, es útil usar la 
sigiiiente notación: 
m W, para el semiplano tangente a l? en w que contiene a z. 
m P para el núcleo de Poisson normalizado de W, 
m p para denotar la distancia euclídea de z a a&. 
A menudo consideramos que la curva 7 es o bien convexa o simplemente 
un segmento. En estos casos necesitamos: 
m H, es el semiplano tangente a y en z que contiene w. 
m Q es el nkcleo de Poisson normalizado de Elz. 
m q denota la distancia euclídea de w a aHZ.  
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3.4 Un funcional asociado al dominio Q 
Hasta ahora liemos dedicado el capitulo a recordar algunos heclios ya cono- 
cidos; en esta sección cambiamos de tónica e i~itroducimos unos funcionales 
asociados a un dominío (fijo) que, como anunciamos en el capitulo anterior, 
son los objetos que determinan la constante óptima para el problema de 
Gabriel (ver capítulo 4), 
Procedemos por tanto a describir una determinada colección de fun- 
cionales definidos sobre el fibrado círculo unidad de R. 
Introducimos la siguiente notación: dados cualquier dirección v y cualquier 
punto w E aR, sea Lv una línea recta cuya tangente es v (ésta divide al 
plano complejo en dos semiplanos); denotamos por Q al núcleo de Poisson 
normalizado del semiplano con frontera 1;" que contiene al punto w (este 
uso de Q es un pequeño abuso de notación). 
3.4.1 Fijamos el dominio R y un exponente A, 1 < X 5 m, y definimos 
el funcional K; para t.odo punto z E R y vector unitario v (obsérvese que 
(z,v) es un punto en el fibrado círculo unidad de R) como sigue: 
K?(Z, v )  = exp J lo -- '"RW) PP,w) \~w~,  
g (  Q 1 
Damos dos ejemplos relevantes: 
Ej. 1 Si l? es una curva de Jordan convexa es fácil estimar K;(Z,V) y 
ver que, sí X > 2, está acotado. Para esto será conveniente recordar 
prímero la notación de P, Q y Itn, (véase la página 82). Observamos 
que como 0 C Itn,, la integral del funcional K; se puede mayorar por 
1 
con 0 = -- A - 1 '  
. 
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Si Q> el ángulo entre el seginento que pasa por z y w y la perpendicular 
a d X 2 ,  y si ds el elemento de ángulo abarcado en z, entonces 
donde la primera desigualdad se sigue de que P < 1 Iz - 1uI 2 y 
& =  I 'OS '2, y la Última del heclio de que como X > 2, B < 1. Aquí B 
Iz - W I  
denota la función especial Beta (véase, por ejemplo, [GR, pág. 9571). 
Ej. 2 Si r .es el disco, entonces KF(z, v) = 1. Esto será mucho más 
transparente después de las observaciones de 3.4.3 y del próximo Lema 
11. 
Observamos que Ki(z,v) ,  1 5 X < m, está realmente definida sobre el 
fibrado círculo unidad: no sólo depende del punto z E R, también depende 
de la dirección v de la tangente a y en z (recuérdese que Q es el núcleo de 
Poisson normalizado del semiplano tangente a y en z que contiene a w, y 
por tanto, v está implícito en Q). 
3.4.2 Este funcional admite la siguiente expresión integral para el caso 
X = m: 
Lema 11 
K p  (z, v) = exp 1 dw 
donde II, es el ángulo entre el segmento de z a w y la tangente a y en z, y 
denota medida armónica en R. 
Esta representación de K F  será útil en la sección $4.2. 
Demostración. 
La clave está en la relación que existe entre el núcleo de Poisson y la función 
de Green y en que ésta última se anula en la frontera del dominio. Un 
par de cambios (conformes) de variables finalizan la prueba. Los cálculos 
detallados son: 
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= I - t I I  
Calculamos 1: si gn denota la función de Green en í? con polo en z, entonces 
agn pero sobre l?, gn es idénticamente cero, y por tanto - - IVgnl. Esto, d n  junto con el cálculo hecho arriba da 
Sea H : D t S2 una función conforme con H ( 0 )  = z,  y sea m la función 
de Green de D con polo en O. Entonces, cambiando variables y observando 
que gn o H = m se obtiene finalmente 
1 
= log - - log 1 H'(0) 1 2 r  
- 
1 
- lag 2nlHr(0)I 
donde se usa que (Vml = 1 sobre dD. 
Calculamos ahora 11. Tras un cambio de variables dado por H ,  la integral 
11 se reescribe: 
1x1 ldtl 1x1 Id51 
= losn+i_log--+JDl~gm2rr  I E I  2. 
= 1% (r lHr(0) l )  + 1 IHI ldEl log - -
aD d H E )  2~ 
. .. 
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Finalmente, sumando 1 y 11, y desliacie~ido cl cambio (conforme) de va- 
riables obtenemos: 
1 logKF(z, v) = log 
donde el ángulo $ y dw: son los del Lema 11. Esto termina la prueba. 
O 
3.4.3 La expresión 
1 /, lo' l2sin+j dwt (3.15) 
aparece en la parte de las obras de Beurling que tiene relación con este tipo 
de problemaS [B, pp 4571. 
Si O(+) denota la medida armónica en del arco I de la figura sigu- 
iente: 
Figura 29 
se ve fácilmente que 
observando siinplemente: 
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m Beurling probó mediante un bello argumento de simetría que veremos 
con detalle en $3.5.2 la estimación no trivial siguiente ([B, pág. 4551): 
m Observamos que este supremo sobre curvas convexas I' debería ser al 
menos 2 ya que s i r  es el círculo unidad, entonces, para O($) definido 
como en la figura 29: 
y se obtiene el resultado de Carlson (véase la página 96) 
Ahora está claro por qué K g  = 1 como afirmábamos en el ejemplo 2. 
La importancia de cotas óptimas para este funcional será manifiesta en 
el capitulo 4. 
3.4.4 Antes de terminar esta sección hacemos una observación útil sobre el 
funcional K p ( z ,  v). Denotamos por 
K(R,  z, v)  = log KF(z,  v)  = 1 lag 12sinql &Z, 
y observamos que obtener una cota para K(R,  z, v)  que sea válida para todas 
las ternas (R, z, v)  es equivalente a obtener una cota para K(R,  O, v)  válida 
para todas las parejas (R ,v)  con O É Q. 
Tenemos el siguiente resultado: 
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Lema 12 Para todo dominio R, punto z ,  y dirección u, 
K(R, z, v) 5 O si y sólo si K(Q,  t, v) = O para todo v. 
Demostración. Integrando sobre todas las direcciones v la expresión 
para el funcional K(R, z,v), 
donde la última igualdad se sigue de la identidad de Jensen (véase, por 
ejemplo, [Ru, pág. 3071). 
Por tanto, si K(R, z, V) < O entonces K(0:  z, v) = O para todo v. 
u 
3.5 Dos argumentos de simetría del núcleo de Pois- 
soti" én dominios convexos 
El núcleo de Poísson será la pieza clave para estimar la constante del proble- 
ma de Gabriel con funciones subarmónicas. Cuando el dominic 0 cs convexo, 
hay dos maneras no triviales de usar cierta simetría de dicho núcleo (una 
debida a Gabriel y otra a Beurling) que contienen las ideas clave de algunos 
argumentos que usaremos posteriormente para dominios no convexos. 
Para el resto de la sección es conveniente recordar la notación para 
P', üü,,p, q y r dadas en la página 82. 
En el resto de la sección consideramos que R es un dominio convexo y 
aprovechamos este hecho para simetrizar de dos maneras distintas: en la 
primera manera, debida a Gabriel, sustituimos el dominio R por un semi- 
plano y la idea fundamental consiste en relacionar el núcleo de Poisson de 
este semiplano ("ángu1o"con el que un trozo pequeño de frontera se ve desde 
un punto interior z) con el núcleo de Poisson del semiplano W, ("ángulo" 
con el que un segmento del interior de R es visto desde un punto de la 
frontera); en la segunda manera, debida a Beurling, usamos la simetría de 
la medida armónica de un convexo respecto al ángulo que parametriza su 
frontera. 
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Argumento d e  Gabriel 
El argumento que describimos a continuacíó~i se debe a Gabriel [Gl]. 
Recordamos que la situación en el problema de Gabriel es la siguiente: 
tenemos dos curvas, l? convexa y y rectificable contenida en el interior de r, y 
dos integrales sobre estas curvas que queremos comparar; es decir, queremos 
saber~para qué K 
partiendo de que u es positiva y subarmónica en 0, es decir, partiendo de: 
Parece obvio que una manera de estimar la constante K sea la de rela- 
cionar el núcleo de Poisson con el ángulo total. 
. . 
. . 
Como vimos en 53.2.6, si L es un segmento pequeño de la frontera de un 
semiplano, H, w es un punto del semiplano y z está en el segmento L, 
Si tenemos un dominio convexo 0 basta con considerar el núcleo de 
Poisson del semiplano W, de la Figura 30 y mayorar el lado derecho de la 
ecuación (3.19) por éste. Como y es rectificable, y ambos lados de (3.18) 
son aditivos en y, basta tener (3.19) para para un segmento que contenga z,  
Es decir, basta con considerar los dos semiplanos i& y HW, de la Figura 30: 
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El juego de Gabriel consiste en pasar del iiúcleo de Poisson de (ver. 
figura anterior) a W, (es decir, del áiigulo visto desde z interior al  ángulo 
visto desde w en la frontera). (Ver la figura anterior.) 
Para ser consistente con la notación. w representará un punto del borde 
del dominio fl y z un punto interior; por q denotaremos la distancia del 
punto w al borde de H, y p la del punto z al borde de E L .  
(A) Situación sím6tríca. 
Si los puntos z y w son simétricos respecto a la recta que biseca el ángulo 
de intersección de aW, y 8% como en la figura síguiente 
Figura 31 
entonces claramente p = q y por tanto 
P? (tu) = P? (2) (3.20) 
siendo inmediato el paso de un núcleo a otro. 
(B) Situación general. 
Si fijamos el punto z y "trasladamos" w, entonces, con la notación de la 
Figura 32: 
= cte 4 - p~ (w*); p? (w) = I Z  _ w,2 lz - w[2 - 
usando el caso simétrico anterior concluimos que 
pZb (w*) = cte P? (z) 
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Figura 32 
( C )  Con este juego, el argumento de Gabríel para estimar la constante I( 
termina con aplicar la desigualdad de Holder y acotar la "cte" que relaciona 
ambos núcleos de Poíssori. 
1 donde (*) es el ángulo con el que Idwl es visto desde z E fi y (**) es - 
veces el ángulo con el que dz es visto desde w E aR. 
Id4 
Ahora basta con aplicar la desigualdad de Holder, integrar sobre 7 en 
ambos lados (obtenemos así el ángulo total), y estimar el supremo sobre l? 
de la relación plq.  
Argumento de Beurling 
Como ya mencionarnos.en la sección $3.4.3, Beurling probó medíante un 
bello argumento de simetría [B, pág. 4551 la siguiente estimación no trivial: 
. . 
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La idea es la siguiente: cii primer lugar. por sirnetria 
donde d e ( $ )  es la medida armónica de la unión de los arcos AB y C D  de 
la siguiente figura 
Figura 33 
El paso iundamental consiste en mayorar dO reemplazando r por el 
sector S determinado por los arcos infinitesimales AB y C D  
Figura 34 
Para un punto arbitrario z E S, la medida armónica en S correspondiente 
a estos arcos es menor que el ángulo total con el que se ven desde z (sería 
la de un semiplano), y por tanto 
Usando esto, un cálculo sencillo prueba que 
obteniéndose así la estimación de Beurling. 
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3.6 Curvatura exterior de una curva 
Esta noción será una herramienta fundaniental para manejar la geometría 
de la curva r(= aQ), que a su vez será clave en la solución del problema 
de funciones conformes de Hayinan-Wu considerado como un caso particular 
del problema de Gabriel (es decir, Hayman-LVu "con peso", véase el capítulo 
anterior). 
Sea l? una curva de Jordari rectificable. Para cada piirito p E l? consi- 
deramos la familia de círculos Gf de radios t tangentes a la curva l? en p y 
cuyos interiores no intersequen r y los cuales estén contenidos en el exterior 
de I'. 
Sea 
tp = sup { radios de Cf} 
(es infinito si y sólo si r es convexa). 
Definimos la curvatura exterior k F t  de r en p como 
" .  
. . 
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El Problema de Gabriel 
Estudiamos el problema propuesto por Gabriel en los años 30 (véase [Gl], 
íG21, iG31): 
Dado un par de curvas de Jordan rectificables, y y r, con y contenida en 
el interior de r, Cl, y dado cualquier número positivo A, encontrar la mejor 
constante K tal que para toda función u subarniúnica positiva 
Nos referimos a esta cuestión como el Problema de Gabriel. ( G ) .  
Nuestro propósito en este capítulo es el de hallar las constantes óptimas 
para las funciones subarmónícas positivas con cualquier exponente X (ín- 
cluyendo el caso X = m, que, como veremos, corresponde a estudiar el pro- 
blema de Gabríel para funciones holomorfas), y para cualquier par de curvas 
y y F. También probaremos que una conjetura planteada por Gabriel no es 
cierta. 
El plan para el capítulo es el siguiente: 
4.1 Funcíones subarmónicas. 
4.1.1 La constante óptima, 
4.1.2 Un caso especial: -y es un círculo. 
4.2 Funciones holomorfas. 
4.2.1 La constante exacta. 
4.2.2 Un contraejemplo a la conjetura de Gabriel. 
Antes de terminar esta introducción, señalamos que diversos autores 
han estudiado este problema obteniendo resultados para curvas especiales, 
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dominios determinados, o para exponentes concretos. Enunciamos algunos 
de éstos: 
a Como ya mencionamos en s3.5, Gabriel [Gl] probó que para funciones 
subarmónicas, dominios convexos y exponentes X > 2, la constante es 
finita (incluimos el caso X = x. es decir, el de funciones holomorfas). 
i Carlson [Cal mostró que para funciones holomorfas, si el dominio es el 
circulo unidad, para cualquier exponente positívo A, la constante es a 
lo sumo 2. 
Estos resultados quedan englobados como casos particulares del análisis 
de este capítulo. 
4.1 Funciones subarmónicas 
Nos ocuparemos del problema de Gabriel ( G )  para este tipo de funciones. 
Nuestro objetivo es el de estimar la constante K para la cual dadas r, .y y 
X cualesquiera, . .
. . J .YZ)I~ZI  2 K J U * ( Z ) V ~ ( Z ) I ~ Z I  
-Y r 
para toda u subarmóníca y positiva. 
Consideramos primero la situación más general en la que las curvas I? 
y .y son rectificables y vemos cómo la constante óptima está relacionada 
directamente con los funcionales kr introducídos en el capítulo anterior; nos 
ocupamos después del caso en el que 7 sea un circulo, y vemos como el 
hecho de que el núcleo de Poísson de R sea armónico en el interior simplifica 
considerablemente la estimación de la constante K en este caso. Finalmente 
generalizamos el problema de Gabriel a n-dimensiones. Es conveniente para 
el lector recordar la definición y las propiedades básicas del núcleo de Poisson 
de la sección $3.1. 
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4.1.1 La constante Óptima 
El resultado principal de esta sección generaliza y iinifi(:a todo lo heclio 
anteriorinente y da la constante tptiina para el caso iiih general: 
Teorema 8 Sean r, y curvas de Jordan rectificables cori 7 contenida en a, 
u positiva y subarmónica sobre a, y X > 2. Entonces, 
donde 
K(X, I') = 2 sup li{(z, v )  
1En,vEax9 
La corislante es óptima: para cada curva r, curva y y exponente A, hay 
una función u de forma que la igualdad se alcanza. 
Observaciones: 
Si la curva r es Wnvexa, y el exponente X > 2, entonces K(X, r) < cx, 
(véase 53.4, ejemplo 1). 
La prueba es válída para todo X 2 1, pero véase la siguiente obser- 
vación: 
X > 2 es el mejor exponente posible: dada r convexa y X 5 2, 
K(X, r) = m, Fenton [F] dió un ejemplo para i? = BW. 
Aún más: existe un par (z,v) tal que ~ { ( z , v )  = m. Veamos la idea de 
porqué esto último es cierto: sin pérdida de generalidad supondremos 
que r = W y que z, v son tales que la recta que pasa por z y cuya 
tangente es v pasa por O (ver figura) 
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z está fijo: para t E i)E con I t l  << 1. y con S, representando la integral 
evaluada "cerca" de cero: 
donde p y q son como en la figura. Esta integral se comporta como 
.r t si 0 # 1 
Y 
.r log Itl si /jl= 1: 
observamos que, si 5 1, kk tiende a infinito; recordamos que 
p = - L  A-,, y por tanto la constante explota para A < 2. 
La condición de que u sea positiva es necesaria para que el teorema 
sea cierto como muestra el ejemplo U ( z )  = log lzl en el disco unidad 
([F]), ya que para este ejemplo la integral de la derecha de (4.1) es 
cero mientras que la de la izquierda es positiva si y no es un punto. 
Demostración. Primero reducimos la prueba al caso en el que la curva y 
sea un segmento; entonces el juego de Gabriel entre núcleos de Poissou visto 
en 53.5.1 y la desigualdad de Holder terminarán el argumento. 
Como y es rectificable la podemos aproximas por iina curva poligonal P7 
cuyos vértices estén sobre y. Sean Pz = y(O), . .. , P,7 = $1) los vértices de 
P7, y sean Li, . , . , L, sus lados (es decir, cada Lj es un segmento euclideo 
que empieza en PLl y termina en P:). Entonces, para cualquier u: 
m IV7 - VP7 1 -+ O cuando n 4 oo 
Será suficiente probar (4.1) para la curva poligoual P7. 
Tanto la integral del lado izquierdo de (4.1) como VP7 son aditivos sobre 
P7, por esto es suficiente probar (4.1) para un segmento, digamos L. 
Queremos probar 
que es cierto si y sólo si (con la notación de arriba): 
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ya que recuérdese que para cualquier direccióii v. con L el segmento 
L = [z,z + tv]. y cualrluier u, E 7. debido a que Q sólo depende de v. 
cuando t t O (véase $3.2.6). 
Nbsotros probamos (4.3). 
Suponemos primero que u es armó~iica; entonces, por la desigualdad de 
Holder, 
1 donde 0 = - (aquí aparece el juego entre los núcleos de Poisson que A - 1  
hacía Gabriel $3.5.1). : : 
Comparando esta desigualdad con (4.3) tenemos que, para funciones 
armónicas, 
Para funciones u subarmónicas, consideramos su mayorante armónica U, 
El resultado se sigue de aplicar (4.3) a la función U. 
Observamos que la constante es la mejor posible; la igualdad se alcanza 
cuando en (4.4) hay igualdad, es decir, cuando u es como sigue: para cada 
zo E R y cada dirección v, tomamos u como la función armónica sobre R 
con valores de frontera U(W) = 
r, 
Hay una manera más útil de expresar la constante K(X, I') que involucra 
ambas curvas más explicitamente, sin embargo, no es óptima y por esto no 
será mencionada más. Para que la memoria sea lo más completa posible, la 
daremos a continuación: 
. , 
100 Georiietría conforme y Teoría de Fiinciones 
Lema 13 Sean X 2 1. A' tales que + & = 1, y P = h. Entonces, para 
y, i', O., y para u como en el Teorema 8 
donde 
P 
c(m0 = sup/ r r v7 ( ~ ( P ; ( ~ ) ) A  1dzl) 
Demostración. Se sigue de una aplicación directa de la desigualdad de 
Minkowski seguida de la de Holder: 
Elevando ambos lados a la potencia X se obtiene el resultado deseado. 
O 
Para finalizar esta sección mencionaremos que, siguiendo las ideas desa- 
rrolladas en este capitulo, podemos dar una expresión explícita de la con- 
stante de Gabriel para cualquier n > 3. En el caso particular de que la 
hipersuperficie sea convexa, las ideas están contenidas en [Gl], Debido a 
que no hay ideas nuevas involucradas en la prueba de este teorema, sólo lo 
enunciaremos: 
Teorema 9 Sean I' y -y hipersuperficies n-dimensionales de Jordan y recti- 
ficable~, u positiva y subarmónica en la componente de IRnSn+' \r que contiene 
a 7, y sea X > 2. Entonces, 
donde Kn(X,I') es cierta función de R y -y. 
. 
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4.1.2 Un caso especial: ;/ es un círculo 
Como uno puede fácilmente imaginar, el caso en el que la curva y es un 
círculo C,., digamos centrado en el origen y de radio r,  es particularmente 
simple, pues, debido a que el núcleo de Poissoii es ainiónico en el interior 
de1 dominio: 
En este caso, la constante en el problema de Gabriel, ( G ) ,  es finita para 
todo exponente X 2 1 (obsérvese el 1 en lugar del 2 como límite para el 
exponente; al final de la sección daremos una idea de porqué esto es así). 
Recuérdese la noción de curvatura exterior de una curva con respecto a 
otra. 
El resultado principal de esta sección afirma: 
Teorema 10 Para cualquier circulo C,, cualquier función subarmónica y 
positiva u, y cualquier exponente X 2 1 
y si X = 1, es óptima. 
Hemos de observar que el Teorema 10 implica los resultados obtenidos por 
Verblunsky y Reuter ([V],[Re]) ya que: 
Con las hipótesis del teorema, Verblunsky estimó que 
donde t-' = sup k F t .  Observamos que esto es consecuencia del teore- 
,,, - 
7r 
ma anterior porque exi'lugar del factor sin ( Z ~ c r ( w ) )  aparece su cota 
superior 1. 
Anteriormente, Reuter había probado la estimación de Verblunsky 
para el caso particular en el que I' es convexa (es decir, cuando 
k F t  = O para todo w, o, equivalentemente, cuando r = a). 
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Demostración. Podernos asumir que X = 1 ya que u' es subarmónica 
siempre y cuando u sea positiva y subariiióiiica; en este caso: 
Fijamos w E Q, y consideramos el radio de curvatura esterior t, de l? 
en el punto w ;  para simplificar notación denotamos por: 
t = t, 
Ct = C,W círculo tangente a l? en w de radio t, contenido en QC 
Et = E,W el exterior de Ct 
Como Q c Et (recuérdese 33.1): 
donde P ~ ( W )  es el núcleo de Poisson del dominio Et evaluado en el punto 
o. . . 
Recordamos que si zo es el centro del círculo Ct, 
1 lzol2 - t2 P,El (w) = - 
27rt Izo + ~ 1 2 .  
Para mayorar este núcleo de Poisson y poder relacionarlo con el ángulo 
total, consideramos el ángulo ú' entre la normal interior a r en w y el seg- 
mento que une w con 0. Un cálculo directo prueba que 
Ahora el ángulo total absoluto normalizado aparece de forma natural: 
como Ct es un círculo, es fácil ver que 
1 t Vcc (w) = 4- arcsin -, 2n Iw 1 
y por tanto 
1 ~ C O S O  
P?(W) 5 - 2n [? sin (;tkt) + :] 
Con las estimaciones dadas en (4.6) y (4.7), y recordando la definición 
de curvatura exterior kExt, nuestra desigualdad inicial (4.5) se convierte en 
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y el teorema se sigue. 
Para ver por qué esto es lo mejor que se puede hacer para X = 1, tómese 
como Cl el semiplano superior, y como 7 el círculo centrado en t = aL de 
radio r = 1, donde L >> 1. Entonces 
donde el número 2 es la constante estimada por Verblunsky y Reuter (para 




UNA CUESTIÓN ABIERTA. 
Antes de terminar esta sección señalamos una vez más un detalle que 
nos parece de importancia: como hemos mencionado en las observaciones 
heclias después del Teorema 8, si y es un segmento perpendicular a la curva 
r, la constante K(X,r) es finita si y sólo si X > 2. 
Sin embargo, hemos visto en el Teorema 10 que si 7 es un círculo, la 
constante K(X, r) es finita para cualquier X 2 1. Así, el mejor exponente 
que da la constante finita es X = 1. (De hecho, si r es el semiplano superior, 
el mejor exponente que da la constante de Gabriel finita para las c u r w  
~ ( t )  = (t, Itla), -1 5 t 5 1, 1 < a 5 2 ,  es ya X = 1.) 
Entender esto es una cuestión que está por dilucidar. 
4.2 Funciones h~,lomorfas 
Es de especial interés considerar (G)  cuando u es el módulo de una función 
holomorfa f. En esta sección calculamos primero la constante exacta para 
este caso, y después damos un ejemplo que da KF > 2, probando que la 
conjetura de Gabriel es falsa (véase 54.2.2). 
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4.2.1 La constante exacta 
Necesitamos la siguiente observación debida a Hayman [Ha] que muestra 
que estudiar el problema de Gabriel ( G )  para u positiva y subarmónica es 
equivalente a estudiar (G)  para u = J f l ,  con f holomorfa y exponente 1 
(véase la íntroducción): 
Lema H Para dos curvas de Jordan rectificables cualesquiera I? y y las dos 
condiciones siguientes son equivalentes: 
( A )  existe una constante C tal que para toda función armónica positiva u 
( B )  existe una constante C tal que para todo polinomio P 
. . 
Las constantes en ( A )  y (B)  son las mismas. 
(Hayman, [Ha], probó este resultado sin el peso K, y para y un círculo, pero 
el enunciado de arriba se sigue exactamente de la misma manera). 
Como (B)  es cierto para todo polinomio, también lo es para funciones 
holomorfas en la clausura de O.. 
Ahora podemos establecer el resultado equivalente al Teorema 8 en este 
contexto: 
Teorema 11 Sean I?, y curuas de Jordan rectificables con y contenida en 
O., y sea f una función holomorfa en O.. Entonces, 
donde 
y esta cota es óptima: para cada curva I? y y hay ~ n a  función f de joma 
que la igualdad se alcanza. 
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Obsérvese que si la curva i' es convexa, entonces I<(zG, i') < m (véase 
83.4.3). 
Aunque no será de interés para nosotros, cabe señalar que Gabriel [Gl] 
probó que para l? convexa, 
nótese que la restricción de X > 2 que aparecía en las funciones sub- 
armónicas ha "mejorado" a p > 0. 
Demostración. Por el Lema H es suficiente probar (4.8) para funciones de 
la forma eU(') para u arkónica y positiva. Se seguirá entonces para cualquier 
función holomorfa. 
La estructura de la prueba es muy similar a la del Teorema 8: tam- 
bíén probamos el teorema para -/ un segmento, y lo hacemos usando la 
desigualdad de Jensen en lugar de la de Holder. 
La desigualdad (4.8) será cierta si y sólo si 
y esto es lo que probamos. 
Recordamos que u es armónica y positiva; denotamos por v a su con- 
jugada armónica y considerarnos la función holomorfa f = ex+'". Como 
U = log 1 f 1 es armónica: 
Tomando la exponencial primero y aplicando después la desigualdad de 
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cxp { z L ( z ) }  = 
= exp {l (u(w) + 100 1 -  P? (u,) 1) P ? ( W ) I ~ W I }  x 
Por tanto, para funciones de la forma eu(") obtenemos 
P,R(w) K(m'r) =  SU^ exp l log (O) ~ ~ ( w ) l d w l .  
2 2, V 
lo cual prueba el teorema. 
. . 
La constante es óptima. Para ver esto, para cada z E $2 y cada dirección 
v consideramos HZ, definimos 
A,(v) = { E  E l? : - a [  c lo-'' para todo a E r í l  aM=), 
y consideramos las funciones: 
& h(w)  = Xr\A, lag ( Q') , 
u ( z )  = pR[h] (es decir, u es la función armónica en $2 con valores frontera h), 
Ü = conjugada armónica de u.  
Entonces para f ( z )  = eU+'%enemos igualdad en (4.11). 
4.2.2 El contraejemplo a la conjetura de Gabriel 
Como señalamos después del Teorema 1 1 ,  Gabriel probó que para todo p > 
o. 
y conjeturó que la constante A podía ser reemplazada por un 2. En esta 
sección damos un ejemplo que prueba que la conjetura no es cierta y lo 
hacemos para el caso particular = 1, que es el de interés para nosotros. 
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Será conveniente para esta sección recordar que. por el Lema 11 (vease 
la página 84): 
KF(z,  V) = exp K(Q, z,v) = exp 1 dw:. 
donde $ es e1 ángulo entre el segmento que va de z a w y la tangente a 7 en 
z, y donde dw: denota la medida armónica en Q. 
Consideramos corno dominio S1 la banda Q = {z E C : IB(z)I < 2}, el 
punto z = O, la dirección v=(1,0), y los conjuntos en la frontera de la banda 
dados Dor 
1 (esto es, A  es el conjunto de puntos donde log - es positivo, y D 12sin$\ 
donde es negativo). Parece claro que desde el punto z = O, A  tiene más 
medida armónica que D? es decir, es más probable llegar a A  antes que a D 
desde O. Esta es la r a d a  por la que K(Q, O, v )  debería ser positivo (notamos 
que v apunta en la dirección x), y por tanto ICF(O,v) > 1, y finalmente, 
K ( w , ~ )  > 2. 
Procedemos a establecer este resultado de forma precisa, y lo hacemos de 
dos maneras distintas: en la primera hacemos un sencillo cálculo, mientras 
que en la segunda, más intuitíva, usamos el hecho dado por el lema 12 
(página 88) de que si el funcional K(Q, z, v) no es O en todas las direcciones, 
entonces es que es (estrictamente) positivo en alguna. 
FORMA PRIMERA. 
Consíderamos la banda Q = { z  E C : IB(z)l < 21, z = O, la curva y y el 
segmento [-1,1]. 
Por simetría 
logKE(0,  (1,O)) = 
= 4 A + 4 B ,  
(4.13) 
y será suficiente probar que A  + B > O para terminar el contraejemplo. 
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Estimamos primero A: como vimos en la prueba del Lema 11. página 84 
1 4.4 = log 
2nlH1(0)I 
donde H es la función conforme H : D t Ci con H(0) = O, esto es, 
4 l + z  H(z)  = -z log -
n 1 - z '  
y por tanto 
1 A = log - 2' 
1 1 
Para estimar B, observamos que P t ( 2  + %y) = - Tenemos 8 cosh(un/4) ' 
.- 
por tanto: 
1 .(y2 + 4) dy 
8 cosh(yn/4) 1% y 
donde r ( z )  es la función Gamma (véase, por ejemplo, [GR, pág. 9421) 
Sumando A y B obtenemos: 
que prueba que K ( w , r )  2 2K%(O,(l,O)) 2 2exp(4A + 4B) > 2. 
FORMA SEGUNDA. 
De manera alternativa podemos proceder como sigue: 
Recuérdese el Lema 12 de la sección $3.4 que establece (con la notación de 
allí) que la constante K(Q,z,v) = logKE(0,v) o es idénticamente cero, o 
en alguna dirección ha de ser estrictamente positiva. 
Sí tomamos la dirección v= (0,l) (esto es, v %punta en la dirección y), 
observamos que K(aB, O, v) < O; es decir, hay una dirección en la que no es 
cero, y por tanto debe haber otra en la que sea positiva. 
Capítulo 5 
Aplicaciones conformes: el 
problema de Hayman-Wu 
5.1 Como hemos visto en la primera parte de esta memoria (capitulo 2, 
página 34), Hayman y Wu consideraron el problema siguiente: 
Dado un domini; :simplemente conexo O acotado por una curva (de 
Jordan) rectificable r, encuéntrese la mejor constante ¿' de manera que 
para toda lz'nea recta L (o circulo) y para cualyuier función conforme 
f de R sobre el disco unidad D: 
esto es, longitud(f (L r l  O)) 5 6 x  longitud (aD), 
Observamos que, como el problema es invariante bajo transformaciones 
de Mobius, los círculos y las rectas juegan el mismo papel; observamos 
también que en (5.1) no ínterviene el ángulo total. 
Para el resto de la sección, Q, Y, y L serán como acabamos de definir 
arriba. 
Diversos autores han estudiado el problema (5.1) para curvas más gene- 
rales que rectas; de hecho, Bishop y Jones [BJ] han caracterízado las curvas 
con la propiedad de que exista una constante M tal que (5.1) sea cierta para 
lodo domiriio O y toda apli'cación conforme f de R sobre D, como las curvas 
regulares Ahlfors. 
Parece natural preguntarse cuando es cierto (5.1) sí consideramos el 
ángulo total con el que vemos L desde r, y también, para qué curvas y 
más generales sería cierto dicho resultado. 
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En este capítulo respondemos a esta pregunta. es decir, est,udianios el 
siguiente problema (al que nos referimos conlo (P)):  
Para qué curvas de Jordan rectificables r y y, con y en el interior de r 
existe una constante universal hf tal que para toda función co~zforme 
f de R sobre D 
Es importante señalar que este problema no es invariante bajo transfor- 
maciones de Mobius (en particular, círculos y rectas no son equivalentes en 
este caso). 
Otra pregunta natural sobre el problema (5.1) es la de sí se puede ge- 
neralizar en el sentido de considerar funciones holomorfas cualesquiera y no 
sólo la derivada de funciones conformes. Como la longitud de arco es una 
medida de Carieson, la respuesta. afirmativa, es inmediata (veremos más 
adelante un Teorema de Hayman y Hall en el que se halla una constante 
buena para el caso en que L C R). 
Aquí consideramos también esta pregunta para el problema ( P )  y damos una 
respuesta parcial (ver sección $5.4). Obsérvese que esto supone un retorno 
al problema de Gabriel. 
La estructura del capitulo es la siguiente: exponemos primero una gene- 
ralización de (5.1) a funciones holomorfas cuando L c R debida a Hayman 
y Hall, y procedemos después a contestar (P )  en tres secciones dependiendo 
de la geometría de las curvas y y l?; finalmente vemos cuando (P) se puede 
generalizar a funcíones holomorfas. 
5.2 Hayman and Hall [HH] generalizaron el resultado de B. Brown (véase 
el capítulo 2, página 34) en el sentido que ellos consideraron funciones holo- 
morfas en general y no sólo la derivada de funciones conformes. Observamos 
que no aparece ningún peso en la integral del lado derecho de (5.1): 
Teorema HH Sea r una curva de Tordan rectificable cuyo interior R con- 
tiene un cérculo C; entonces, paca cualquier función holomorfa f 
Excepto por la constante. este resultado es un corolario del teorenia 
de Hayman-tVu y la caracterización de medidas de Carlesoti en términos 
del grupo de hlobius (véase [Ga. pág. 2391 y la prueba que daremos a 
continuación). La prueba dada en [HH] es más complicada pero proporciona 
una constante mejor, y el interés principal estriba. precisaiiiente. en hallar 
la mejor constante. 
Demostración. Sea $ una aplicación conforiiic crialquiera de 0 sobre 
D. Entonces, por el resultado de B. Bro~vn (capítulo 2, página 34) y por 
invarianza conforme, 
longitud(@(¿')) 5 ñ2, 
o dicho de otra manera 
Sea T una transforgción de Mobius sobre D aplicando la desigualdad 
anterior a la función T o S, se deduce que 
Una vez que tenemos una estimación como la de arriba, un resultado 
de Treil y Volberg [TV] sobre la estimación de la norma de una medida de 
Carleson, aplícada a la longitud de arco sobre $(C), nos permite concluir 
que tenemos una estimación para funciones liolomorfas con la constante 
incrementada por un factor 8, es decir 
para toda función f holomorfa sobre la clausura de D. Se sigue así el resul- 
tado. 
O 
. . .  . 
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COMENTARIOS: 
Hayman y Hall [HH] dieron una prueba diferente y la constante que 
4 
obtuvieron es (3 + -)e (observamos que ésta es menor que la obtenida 
n 
aquí, 47r). 
La constante de Hayman y Hall no es óptima. 
En el caso convexo (con la curva C un segmento), usando el resultado 
del Teorema 4 y la prueba dada arriba obtenemos la constante 8. Ésta 
no es la mejor constante: como ya vimos (Teorema B, página 45), 
Beurling probó que la mejor contante en este caso es 1 y es óptima 
([B, pág. 45711, 
Obsérvese que ésta es una generalización del Teorema clásico de Féjer 
y Riesz. 
En las tres subsecciones siguientes estudiamos el problema (P)  depen- 
diendo primero de la geometría de la curva .y y después de la de l?. 
5.1 y es una línea recta 
Damos un ejemplo que muestra que en este caso, a diferencia de lo que 
sucede cuando no hay ángulo total (Teorema de Hayman-Wu, sección §2.1), 
no hay cota universal para el problema (P);  es decir, no existe una constante 
finita M independiente de la curva l?. 
En el resto de la sección denotamos a .y por L. 
La idea clave en el ejemplo es la de construír una familia creciente de 
dominios de manera que, en el dominio límite, "casi todos" los puntos de la 
frontera "vean" a la recta L con ángulo casi cero. 
El ejemplo es el siguiente: tomamos R, como el rayo que parte de O con 
2n dirección -, y tomamos r, como r, = R, U R-,. L será el segmento 
n (-m, O) (véase la Figura 36). 
Sea ahora jn una aplicación conforme de a,, = {z E @ : 1 argzl > g) 
sobre el disco unidad ID con jn(L) = (-1,l). Entonces, 
longitud (j,,(L)) = / IjA(z)IIdzI = 2 p a n  todo n 
L 
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Conio f' E L1(rn)  para cada r, hay una constante Al(r,,) finita que verifica 
(P), pero como I/(-,,o)(w) -t O cuando 73 + x para todo u? E r,, ,  
S,. 1 f l(z) ll'(-,lo) (z)ldzI 4 O cuando 71 - x 
y por tanto no existe una constante universal fiiiica IM que satisfaga (P). 
. .
. . Figura 36 
5.2 Aplicaciones conformes y dominios que 
no pueden ser pinchados 
Como hemos observado en la sección anterior, no hay una constante finita 
M para el problema (P) en general (ni tan siquiera para segmentos y). 
Recordamos que la razón por la que esta constante no existe esta en la 
geometría de la frontera del dominio límite, Esta geometría permitía que 
el ángulo con el que la curva y se veía desde muchos puntos de la frontera, 
fuese prácticamente cero. Es necesario por tanto imponer condiciones sobre 
la geometría de la curva r que garanticen que desde la frontera, la curva 
y se vea con ángulo "suficientemente" grande para que (P) sea cierto para 
alguna constante finita M. 
En esta sección describimos una clase de dominios para los cuales obten- 
dremos un resultado positivo. Nos referimos a estos dominios diciendo que 
no pueden ser pinchados. " 
Antes de definir con precisión los dominios que no pueden ser pinchados, 
quiero agradecer al profesor S. Rohde su ayuda con la descripción euclídea 
de los mismos. 
. .. 
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La siguiente notación resulta coiiveriiente pata describir los dotninios de 
interés: 
Sectores. Para un R > 1 fijo. O < 11 < n y para cualquier z E R, 
e" ED, definimos 
~ ( z ,  e", ~ , q )  = {w E @ 7 b ( z )  /u? - z/  < R h ( r ) ,  1 arg(w - z)e-"1 < -} 2 
donde bn(z) denota la distancia euclidea del punto z a la frontera del dominio 
R. 
Ojo de cerradura. Lo definimos como la región 
K(z, do, R, q) = S(z, etO,R, q) U D(z, Sn(z)) 
ojo de cerradura 
Figura 37 
sector 
Decimos que el dominío R no puede ser pinchado si existe un R > 1 tal 
que para todo z E R y todo S E dR con / z  - E l  = 6n(z) tenemos que 
1 
{W E 82 : 6n(z) Iz - wI 5 R 6 ~ ( z ) )  \ ~ ( z ,  e", R, R) # 0 
donde 5 = z + e106n(z) 
Esta condición simplemente dice que hay un punto de dR en el anillo 
centrado en z de radios bn(z) y R b ~ ( z )  que está lejos del rayo que parte de 
z en la dirección de E. (Véase la Figura 38.) 
Figura 38 
(el dominio (A)  puede ser pinchado y el ( B )  no). 
Necesitamos caracterizar los dominios que no pueden ser pinchados en 
términos de la medida armónica; el siguiente lema nos sirve como Iierra- 
mienta para tal fin: 
Lema 14 Si z E R y w E aR (digamos w = z + tezo, lw - t.1 5 Rbn(z))  
entonces 
donde G es cierta función universal continua y positiva definida para R > 1 
y o < q < 7 r .  
Este lema es una consecuencia inmediata del Teorema de Proyección de 
Beurling ([A2, pag. 431). 
Damos allora la caracterización en términos de medida armónica: 
Lema 15 Con la notación dada arriba, las dos condiciones siguientes son 
equivalentes: 
(a) R no puede ser pinchado 
(6) Para O < 7) < 7r fijo , R > 1, existe una constante absoluta co tal que 
para todo z E R, existe una dirección elo tal que 
y uno de los puntos más cercanos a la frontera está fuera del sector 
S ( z ,  e'', R,q) .  Esto es, existe E E ¿?S2 con E = z+eZ" donde IO-orl > 7). 
. . 
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Demost~ación .  
(a) + (b) se sigue directamente del lema anterior con q = i. 
(b) + (a) también es inmediato porque si 
entonces 
donde E es uno de los puntos más cercanos a la frontera, que puede ser 
escrito como E = z f e'Q6a(~j 
O 
Ejemplos de dominios simplemente conexos que no pueden ser pinchados 
son los linealmente conexos, localmente linealmente conexos, o aquellos cuyo 
complementario satisface la llamada condición del sacacorchos ("corkscrew 
conditíon") '([P, pág. 1031, [Gel y [JK] respectivamente). 
Sin embargo, como el siguiente ejemplo muestra, existen dominios que no 
pueden ser pinchados que ni son (localmente) linealmente conexos, ni tienen 
un complementario que satisfaga la condición del sacacorchos: tomamos 
a direcciones O, en el disco unidad dadas por 0, = -, y alrededor de cada 
n 
dirección 0, tomamos una región 
= {z t UD : lzl> 112.1 a rg r  - e,, < 0, - On+l . 4 1. 
tomamos ahora el dominio fl como Q = UD \ U,>iR, (esto es, estamos qui- 
tando del disco unidad una colección contable d e  sectores manteniendo la 
altura fija y estrechando la base). 
Este dominio fl no puede ser pinchado, pero no es ni linealmente conexo, 
ni localmente linealmente conexo (obsérvese que las dos condiciones nece- 
sarias para que un conjunto tenga esta propiedad fallan), y su complemen- 
tario @ \ E  tampoco satisface la "condición del sacacorchos". 
. . 
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5.3 Un Teorema de Hayman-Wu con el ángulo to- 
tal 
Procedemos a enunciar el teorema que contesta (P): 
Teorema 12 Sea C2 un dominio de Jordan que no puede ser pinchado, 
I' = aC2, y sea y una curva de Jordan rectificable contenida en 0. Entonces, 
para.cualquier función conforme f de C2 sobre el disco unidad 
donde M depende sólo de la constante R asociada al dominio Q. 
La razón por la que este teorema es cierto es que el hecho de que el do- 
minio no pueda ser pinchado evita que haya "muchos" puntos de la frontera 
de 0 desde los que el ángulo total es cero; es decir, si para cada z E y pode- 
mos encontrar dos conjuntos "grandes" y "alejados" de frontera de forma 
que la probabilidad de llegar desde z a ellos antes que al resto del borde es 
1, los puntos w que están en estos conjuntos ven la curva y (en realidad a 
un conjunto de y cercano a Z) con ángulo "grande". Es el juego, una vez 
más, de "invertir" la función que asocia conjuntos de la frontera a intervalos 
de 7 (véase la sección 52.1, página 40)' 
Demostración. 
Como y es rectificable y ambos lados de la ecuación (5.2) son aditivos 
en y, basta probar (5.2) para un segmento, digamos L. 
Recordamos que dado un w E i3C2 y una dirección v, definimos Q como 
el núcleo de Poísson del semiplano que tiene por frontera a la recta cuya 
tangente es v y que contiene al punto w (este uso de Q es un pequeño abuso 
de notación), 
Como en la prueba del Teorema 8 (página 97) sólo tenemos que probar 
Aunque la dirección no aparece explicitamente, desempeña un papel 
fundamental en (5.3) ya que Q depende de v. 
Sin pérdida de generalidad, tomamos el punto z como z = O, la distancia 
euclídea de O a como 1, y el punto w E aC2 más cercano a O como w =: 1. 
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Como el dominio R no puede ser pinchado, para un 11 fijo con O < 7 < n, 
R > 1, existe una dirección e"* 101 > y una constante co > O tal que 
w(z,  l? í l  S(0, e", R,?) ,  R) 2 co (véase el Lema 15, sección 5.2). 
Introducimos la siguiente notación: 
l?o,o = 0 bien r0 o bien r0 (esto es, si ros0 aparece en una fórmula, es 
que ésta es cierta para cualquiera de las dos curvas). 
Será conmiente expresar algunas de las estimaciones en términos de la 
geometh de Poincaré de R. Recuérdese que la densidad Xn de la métrica 
de Poincaré de R está dada por 
donde g es una aplicación conforme de R sobre D. 
La distancia de Poincaré entre dos puntos p,q en R se denota por 
dnb, q) .  
Dividimos el resto de la prueba en dos pasos: en el primero transfor- 
mamos el problema en uno conformemente invariante, mediante la esti- 
mación de Q, y en el segundo paso reescribimos el problema en términos 
de cantidades conformemente invariantes. 
PASO i. Reducimoselproblemaapmbar que 1 f'(0)l 5 Ci & l f 1 ( z ) l l d i l .  
Obsérvese que : 
Así que basta acotar Q por debajo. El control sobre Q depende de la posición 
relativa de v y el segmento [O, 11. 
Debemos considerar dos casos para v: 
. . 
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17 
caso 1: Iv - 81 5 ;. En este caso la dirección v puede mrar cerca de arg un 
,!. 
para w E ro y por tanto Q puede ser arbitrariaineiitc pequeño sobre 
rO, pero los argumentos de los puntos u! E T0 están lejos de la dirección 
v, y por tanto se ve fácilmenle que 
17 caso 2: Iv - 81 > -. Como en el caso 1, los argumentos de los puntos 2 
w E r0 están lejos de la dirección v, y por tanto 
Por tanto 
,. " 
y es suficiente probar . 
PASO 11. Vamos a reescribir (5.4) en términos de cantídades conforme- 
mente invariantes. 
Observamos que el lado derecho de (5.4) se puede escribir como: 
Cuando no dé lugar a confusión, escribiremos w(z,  A, 0) como w(z,  A). 
En lo que queda de prueba denotaremos f-l(0) por a. 
Observamos ahora que el lado ízquíerdo de (5.4) es 
Para terminar la prueba queremos relacionar (O)) y w(a, rol0); para 
Xn(O) 
ello debemos considerar dos casos dependiendo de la distancia Iiiperbólica 
entre a y O. 
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Caso 1: dn(O,a) 5 1 
Por un lado, debido a la desigualdad de Harnack 
w(a, r09O) 2 w(0, rO.O)e-dn(O,a) 2 cae-' 
Por otro, aplicando el Teorema a de Koebe 
' ~ ( f  ('1) 2 4d(ol an)x,(f(o)) If1(0)l = 
- < 8e, 
1 - lf (0)l2 - 




y se sigue el teorema. 
Caso 2. dn(O,a) 2 1 
Observamos primero que como dn(0) = 1, entonces 
Ifl(o)l 5 cgn(o,a),  
donde gn(z, a )  es la función de Green de 0. con polo en a. 
En este caso queremos relacionar gn(O, a) con w(a,  r03O); el siguiente lema 
lo hace: 
Lema 16 Sea u una función armónica y positiva en Q. 
Entonces, para todo par de puntos q,p E fi tales que dn(p,q) > 1 se 
verifica que 
4 ~ )  2 c g n b ,  9 )  ?lb) 
Este lema se sigue inmediatamente de la desigualdad de Harnack y un 
mayorante armónico en el anillo (5 E Q : dn(.$,p) > 1). 
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El teorema se prueba ahora fácilniente: toinanios la funcióti u cotiio 
u(z) = w ( z : ~ " . ~ ) .  Recuérdese que ~ ( 0 )  > cg: aplicatiios el lema con p = a. 
q = O para obtener 
Esto prueba el teorema. 
5.4 Paso a funciones holomorfas 
Sea R un dominio de Jordan, con r = dQ, y Sea y una curva cualquiera 
rectificable contenida en R. Consideramos estas dos posibles propiedades: 
- .  
(A) existe una constante finita K tal que para cualquier aplicación con- 
forme $ de R sobre D 
(B) existe una constante finita K tal que para cualquier función holomorfa 
f 
(5.7) 
En las secciones anteriores hemos dado una respuesta a la situación (5.6). 
Consideramos aquí la (5.7) y vemos cuando ésta es cierta. 
e Si R no puede ser pinchado hemos visto en el Teorema 12 que (5.6) es 
cierto, sin embargo (5.7) es falso como muestra el siguiente ejemplo: 
Sea D(2,l) el círculo centrado en 2 de radio 1, y sea R la región 
R = {z E c : 2 5 EZ < m, -e-'" < sz < e-'") 
(esto es, R es la región comprendida entre las gráficas y = -e-" y y = e-= 
para x 2 2). 
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Figura 39 
Sea a el domínio Q = \ (m) (obsérvese que no puede ser pin- 
cliado), Tómese l? como la frontera de Q. 
Recuérdese (ver la prueba del Teorema 8, página 97) que encontrar la 
constante l? en (5.7) es equivalente a encontrar la constante C de forma que 
. . 
C l f (z) l  2 Tl l f ( w ) l ~ l ~ ~ ~ l  (5.8) 
para todo punto n E 7 y díreccióri v (recuérdese que Q es el núcleo de 
Poisson del semiplano que tiene por frontera la recta con dir,cción v y que 
contiene al punto w ) .  
Sea .z = O E 7 y v= (1 ,O)  (esto es, v es la dirección del eje real). Fijemos 
L grande. Sea h la función sobre cuyos valores vienen dados en la figura 
siguíente: 
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donde 
CL = (872.1)  n r) u ({E E 8 R  : 2 < XE < L )  n r) 
Tomamos la función armónica 21 como la integral de Poissoti de h, y la 
funcíón holomorfa f con módulo (f (z)l = exp u(z) .  Entonces, 
(a) el lado izquierdo de (5.8) es 
lf(0)1 = .L w(o.S~,n) = e ~ / 2  
(b) para estimar el lado derecho de (5.8), escribimos la curva l? como 
l? = C L U R ~  
C ~ D ( Z , ~ ) U ( { ~ E ~ R : Z < R [ < L } ~ I ' ) U R L  
. .
y estimamos Q en'cada uno de ellos: 
La primera es fácil pues 1 f (w)( = 1 y Q 5 1, y por tanto 
1 e-" Para la segunda curva observamos que Q = - 
?r x2 + ecZx Y que If (w)l = 
1; un sencillo cálculo prueba ahora que 
finalmente, sobre la tercera curva 1 f (w)l = eL y Q es como en el caso 
anterior. así. 
por tanto: 
If(o)l CeLlz L 1 + e-L + L-24- + ca cuando L -t ca f (dlQldwl 
y la constante C puede ser tan grande como queramos, por tanto no existe 
un constante finita K en (5.7). 
. .:. 
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Obsérvese que a pesar de que (5.6) y (5.7) soti dos problenias diferentes 
en este contexto, sin el ángulo total V serían el mismo problema (ya que la 
longitud de arco sobre 7 es una medida de Carleson). Recuérdese que en 
este caso Hay~nan y Hall encontraron la rnejor constante conocida. 
Para el caso particular de R = Q (5.7) es cierto por Carlson (ver 
capitulo 5, página 96). 
Aún no se ha descrito una caracterización de los dominios i2 para los 
qiie (5.7) es cierto (o una condición suficiente razonable). 
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