Abstract. We show that binary forms of degree n less than seven parameterize rings, generalizing a result of Levi on binary cubic forms parameterizing cubic rings, which can be related to results of Bhargava. The question of whether or not a binary form of degree n parameterizes a ring of rank n depends on a symbolic calculation with matrices.
Introduction
The parametrization of cubic rings was investigated by Delone and Faddeev [6, pp. 106] , who showed that two binary cubic forms that belong to the same GL 2 (Z)-class of binary cubic forms produce the same ring up to isomorphism. That is, if with M x y , where M ∈ GL 2 (Z), and we write C • M = C when this is the case, then one obtains two isomorphic cubic rings from C and C. Delone remarks [6, pp. xiii] that this result is due to Friedrich Wilhelm Levi [10] also developed by Delone [6, pp. 106 ]. The result has been generalized by Bhargava [2, 3] , who introduced the concept of resolvent rings to deal with the enormous calculations which emerge in considering binary forms of degree greater than 3. In these articles pairs or quadruples of forms were used to parameterize rings of ranks 4 and 5. The aim of this article is to introduce a technique to actually perform the large symbolic computations that come about from parameterizing rings of rank n by binary forms of degree n with the hope that the method works in general. We prove the following result.
Proposition 1.1. Let B n = (a 1 , a 2 , . . . , a n+1 ) be a binary form of degree n, where 3 ≤ n ≤ 6, so that a 1 , a 2 , . . . , a n+1 are any rational integers such that a 1 a n+1 = 0 and
is irreducible in Q[x, y]. Let M = p q r s ∈ GL 2 (Z).
Then the binary form B n •M obtained by replacing x y in B n (x, y) with M x y parameterizes a ring R M = [1, ψ 1 , ψ 2 , . . . , ψ n−1 ] that is isomorphic to the ring R parameterized by B n , R = [1, φ 1 , φ 2 , . . . , φ n−1 ], where the φ j are of the form
and ζ is a root of B n (x, 1).
In using the term parametrization, we emphasize that the integers a 1 , a 2 , . . . , a n+1 give rise to a ring, and if two binary forms belong to the same GL 2 (Z)-class, then the binary forms give rise to the same ring. Also, there is no reason to believe that Proposition 1.1 does not hold when n > 6. In fact, the author conjectures that it holds for all positive integers greater than 2. Further, we show that verification of the result for any n > 6 can be done with a calculation. However, before we prove Proposition 1.1, we first need to introduce the appropriate tools.
In [8] the following proposition was proved. It generalizes the arithmetic matrices introduced in [7, 9] and facilitates basic arithmetic in the ring of integers of a number field by doing so with n by n matrices. The entries of these matrices are taken to belong to Z [x 0 , x 1 , x 2 , . . . , x n ], where the x 0 , x 1 , x 2 , . . . , x n are coefficients of generators of a particular integral basis for the ring of integers of the number field it refers to. Very often the x 0 , x 1 , x 2 , . . . , x n will be rational integers. Proposition 1.2. Let E = Q(ζ) be a number field of degree n over Q, where ζ is a root of the irreducible polynomial
This proposition can be used to more efficiently multiply algebraic integers when several multiplications are required, such as might be necessary when working with the integral bases of ideals, as pointed out in [8] .
In order to work with binary forms that do not necessarily have discriminant equal to that of a number field of degree n, we must define the matrix
In other words we permit the a 1 , a 2 , . . . , a n+1 to be any rational integers such that a 1 a n+1 is non-zero and B n (x, y) is irreducible in Q[x, y]. We must assume that the generators of O have the form
gives a matrix representation of the arithmetic of the order O. All of the identities in Proposition 1.2 still hold when the discriminant of the binary form B n = (a 1 , a 2 , . . . , a n+1 ) is not the discriminant of a field of degree n over Q; however the order O in which N (α) O performs arithmetic will not be the maximal order of the field generated by a root ζ of B n (x, 1).
Cubic rings
Now we are able to illustrate how the arithmetic matrices are helpful in understanding the Levi correspondence. Let n = 3 and let C = (a, b, c, d) be a binary cubic form so that a, b, c, d are any four rational integers such that ad = 0 and C(x, y) is irreducible over Q. The formulas given in Proposition 1.2 above provide the arithmetic matrix for the order O of the cubic field K = Q(ζ) given by
where φ 1 = aζ and φ 2 = aζ 2 + bζ. Since (a, b, c, d) looks better than (a 1 , a 2 , a 3 , a 4 ),
we have replaced these accordingly to produce N (α) O from the formulas in Proposition 1.2. When C does not have discriminant equal to that of a cubic field, then A = {1, φ 1 , φ 2 } is not an integral basis for the ring of integers; instead, A simply generates an order O of K.
We have
We calculate the matrices
By considering the first column of these matrices we obtain the following multiplication formulas for the ring with basis A = {1, φ 1 , φ 2 }.
Alternatively, we could obtain the columns of interest and hence the coefficients of φ 0 , φ 1 , φ 2 in the expressions (9), (10) and (11) by computing
By letting φ = φ 1 and ψ = φ 2 + c, we obtain the isomorphic ring generated by {1, φ, ψ}, where
It is these multiplication formulas that Delone and Faddeev [6, pp. 106], Bhargava [4] and others exhibited. Next we show that if M ∈ GL 2 (Z), then C • M parameterizes a ring isomorphic to the ring parameterized by C, the Levi correspondence [10] . 
Then the binary cubic form C •M parameterizes a cubic ring R M that is isomorphic to the cubic ring R parameterized by C.
Proof. Let ζ be a root of C(x, 1). Then τ = sζ−q −rζ+p is a root of C(x, 1), where
where
the generators are related by
and the form C = C • M has coefficients
To show that λ is a ring homomorphism, let
Observe that
where, using the arithmetic matrices we find that
and
u 7 = u 6 + t 12 x 6 + t 13 y 6 , x 7 = m (px 6 + qy 6 ) , y 7 = m (rx + sy) .
Taking differences, we find that
It is easy to show that λ(α)+λ(β) = λ(α+β). To show that λ is a ring isomorphism, assume that u + t 12 x + t 13 y = 0, m(px + qy) = 0,
Then, since the matrix
is invertible, we must have u = x = y = 0. Thus the kernel of λ as a group homomorphism under addition is trivial. If we assume that
Then we must have u = 1, x = 0, and y = 0. It follows that the kernel of λ as a group homomorphism under multiplication is trivial. Finally, we must show that λ is surjective. Consider the basis of the lattice
The relationship between L with basis A = {1, φ 1 , φ 2 } and L 1 involves a change of lattice basis since
where T is given by (12), and
Let α = u + xφ 1 + yφ 2 ∈ R. Multiplying (13) on the right by T −1 , we obtain an element γ ∈ R M such that λ(γ) = α. Since we have shown that λ is surjective, it follows that λ is a ring isomorphism. Theorem 2.1 has the following converse. Proof. Following Bhargava, Shankar, and Tsimerman [4] , we reiterate what was said about this. Let O = [1, ω, θ]. We can assume with no loss of generality that ωθ ∈ Z since if not, we can translate so that this occurs. Now we have
for some rational integers w ij (1 ≤ i, j ≤ 3). By setting C = a, b, c, d = (w 13 , −w 12 , w 33 , −w 32 ), we find that w 11 = −ac, w 21 = −ad, and w 31 = −bd so that C parameterizes O. More details on this calculation were given in [9, [12] [13] .
In order to see how to generalize this theorem with the arithmetic matrices, we will need to consider the result from a slightly different point of view. Again let O = [1, ω, θ]. The order O of K will have multiplication formulas which can be expressed in the following way.
Applying the embeddings of K, we can extend this system of equations to write
In solving for u 2 , x 2 , y 2 , u 3 , x 3 , y 3 , under the assumption that ω = aζ, θ = aζ 2 + bζ for some a, b ∈ Z, we see that there must exist some rational integers c, d such that
Furthermore, a, b, c, d will be irreducible in Q[x, y].
Quartic rings
It is natural to suspect that we can use exactly the same procedure with binary quartic forms to parametrize quartic rings. Let V = (a, b, c, d, e) be a binary quartic form so that a, b, c, d, e are any four rational integers such that
is irreducible over Q. The formulas given in Proposition 1.2 above provide the arithmetic matrix for the order O of the quartic field F = Q(ζ) given by
where α = u + xφ 1 + yφ 2 + zφ 3 , φ 1 = aζ, φ 2 = aζ 2 + bζ, φ 3 = aζ 3 + bζ 2 + cζ. As earlier mentioned about cubic orders, when the discriminant of V is not equal to the discriminant of a quartic field, the integral basis A = {1, φ 1 , φ 2 , φ 3 } does not generate the entire ring of integers of the field F, but just an order O of F. To give multiplication formulas as we did for cubic rings, we compute the matrix products
This gives the multiplication formulas for the ring generated by the integral basis A of O.
Of course, it is much easier to use the matrices N O to take sums and products of α, β ∈ R than to use the above formulas.
Next we ask whether Theorem 2.1 has a quartic analogue. Bhargava [2] writes about this question, "However, since the jump in complexity from k = 3 to k = 4 is so large, this idea goes astray very quickly (yielding a huge mess!), and it becomes necessary to have a new perspective in order to make any further progress." The arithmetic matrices help quite a lot to condense the mess before it happens, however the formulas are still rather large when multiplied out. In order to understand how to find the appropriate change of basis, we recall how the matrix T in (12) was found. Since
, where
we are able to solve the following system for rational integers t 12 , t 22 , t 32 , t 13 , t 23 , t 33 .
Using the arithmetic matrices to do so greatly simplifies the calculation. 
for the t ij so that the matrix T = [t ij ] with t 11 = 1 and t i1 = 0, belongs to GL 4 (Z). The system of equations (15) 
Taking determinants in (18) shows that det(T ) = m 6 = 1. So any solution T to (18) must belong to SL 4 (Z). Solving (18) for T ,
−pr(dp + er) pr 2 ap 2 r p 2 (ap + br) −r 2 (dp + er) r Thus, using T as a change of basis matrix, it is possible to prove the following generalization of Theorem 2.1. 
Then the binary quartic form V•M parameterizes a quartic ring
An analogue of Theorem 2.2 also holds for quartic rings since the argument after the proof easily extends to rings of rank an arbitrary positive integer n ≥ 3, provided that the φ j are known to be of the form (7). Bhargava [2] found that certain pairs of ternary quadratic forms parameterize quartic rings, those pairs that are linearly independent over Q. However, this may still be made to agree, as we might show this using syzygys of classical invariant theory. Recall from [8] 
H(x, y, z) is a homogeneous ternary cubic polynomial, and F (x, y, z) is a homogeneous ternary quartic polynomial. Let I and J denote the invariants
Following Cremona [5] , the ternary forms F (x, y, z), G(x, y, z), H(x, y, z) satisfy the syzygy
where g 4 = G x 2 , x, 1 , g 6 = H x 2 , x, 1 , and v = V(x, 1). Thus is seems plausible that there may be a relationship between the binary quartic form V(x, y) and a pair of ternary quadratic forms. However, the rings parameterized by V(x, y) are those of the form 1, aζ, aζ 2 + bζ, aζ 3 + bζ 2 + cζ . We have not shown that all quartic rings can be expressed in this way.
Quintic rings
Parametrization of quintic rings has also been investigated by Bhargava [3] . In this section we compute the change of basis matrix for the quintic ring parameterized by the binary quintic form Q (x, y) = (a, b, c, d, e, f ) . Following the same recipe as in earlier sections, let
The element in the i-th row and j-th column of Q is the coefficient of ζ i−1 in the expansion of (−rζ + p) n−j (sζ − q) j−1 .
We must calculate
Define a map , t 13 , . . . , t 1n ), and P is an n − 1 by n − 1 matrix also of determinant m for which we give a general description below. Observe that ω is well defined since det(T ) = m det(P ) = 1 and after properly defining P , it will be clear that ω is injective.
When n = 3, and 4 respectively we have
When n = 5, we have 
Entries in the i-th row and j-th column of the n − 1 by n − 1 matrix P can be seen as the coefficient of x j−1 in the expansion of (p + qx)
The entries in the first row of T , noting that the following j is not the same as the j in the description of P as they are different by 1, are the t 1j for j = 2, 3, . . . , n + 1, defined by
where we can discard t 1,n+1 . This completes the general definition of the change of basis matrix T . We define the n × n matrix Q by stating that the element in the i-th row and j-th column of Q is the coefficient of x i−1 in the expansion of (−rx + p) n−j (sx − q) j−1 . We let
. . a n−1 0 0 a 1 a 2 . . . a n−2 0 0 0 a 1 . . . a n−3 . . . b i x i−1 = B n (p + qx, r + sx).
We have
In order to complete the proof of Proposition 1.1, we must show that (22) below holds. This means that the proof of Proposition 1.1 is reduced to a symbolic computation with matrices. The calculation in (19) will work more generally, as the following lemma shows. 
, then Proposition 1.1 holds for that n (which can exceed 6).
Proof. First observe that if (22) holds, then T ∈ SL n (Z) by taking determinants. The calculation in (19) will work in general. Consider the system of equations
where τ = sζ−q −rζ+p is a root of B n (x, y) • M . We can express this system of equations in matrix form as
where ζ 0 = ζ, ζ 1 , ζ 2 , . . . , ζ n−1 are the roots of B n (x, 1), τ 0 (= τ ), τ 1 , . . . , τ n−1 are given by τ j = sζj −q −rζj+p , and
As we calculated in the special case of n = 4 in (19), we find that the system of equations for ψ 2 , ψ 3 , . . . , ψ n−1 is equivalent to
It follows that if A, B, Q, M, T are defined as in this section and they satisfy (22), then T ∈ SL n (Z) so that multiplication by T gives a ring bijection between O generated by {1, φ 1 , φ 2 , . . . , φ n−1 } and O ′ generated by {1, ψ 1 , ψ 2 , . . . , ψ n−1 }. This bijection preserves the additive and multiplicative groups of each ring so we have a ring isomorphism.
Proof of the main proposition
In order to understand how to verify (22), and hence prove Proposition 1.1, we will consider the calculation that verifies it for n = 3, 4, 5, and 6. When n = 3, Expanding the product of these two matrices, we obtain (22) for n = 3. Now let n = 4 and P = [p ij ]. Then the entries of the n − 1 by n − 1 matrix P are defined as coefficients of the polynomials (for i = 1 to n − 1) .
