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5Vorwort des Sprechers des Arbeitskreises  
Wirtschaftsinformatik an Fachhochschulen (AKWI) 
zur AKWI Jahrestagung 2012
Liebe Kolleginnen und Kollegen,
in diesem Jahr treffen wir uns zu der 25. Jahrestagung des Arbeitskreises 
Wirtschaftsinformatik an Fachhochschulen. Diesmal ist die Hochschule Pforz-
heim unser Gastgeber, wofür ich recht herzlich danken möchte. Mein beson-
derer Dank geht an den Kollegen Joachim Schuler und sein Team, die die 
Tagung hier vorbereitet haben.
In unserem Selbstverständnis heißt es:
Der AKWI ist der Dachverband der Fachbereiche mit deutschsprachigen 
Wirtschaftsinformatik Studiengängen und/oder Studienschwerpunkten an 
Fachhochschulen. Er versteht sich als fachkompetenter und hochschulpo-
litischer Gesprächspartner bzw. Ansprechpartner in Bezug auf alle Proble-
me des Studiums der Wirtschaftsinformatik an den Hochschulen, Spezies 
Fachhochschulen, und der Wirtschaftsinformatik als anwendungsbezogene 
Wissenschaft, für Studienbewerber/Studierende, andere Vereinigungen im 
Hochschulbereich, Behörden/Ministerien, Wirtschaft und Öffentlichkeit, auch 
auf internationaler Ebene.
Der Arbeitskreis Wirtschaftsinformatik hat 77 Mitgliedsstudiengänge in 
Deutschland, Österreich und der Schweiz. Wir sind ein Arbeitskreis des 
Fachbereichtstags Informatik und gleichzeitig die Fachgruppe WI-AKWI der 
Gesellschaft für Informatik (GI). Außerdem kooperieren wir mit der Bundes-
dekanekonferenz, die die betriebswirtschaftlichen Fachbereiche an den Fach-
hochschulen repräsentiert. Somit sieht man, dass wir in der Hochschulland-
schaft breit aufgestellt sind.
Die Wirtschaftsinformatik beschäftigt sich mit der Schnittstelle zwischen 
Management und IT. Diese gibt es in allen 4,5 Millionen Unternehmen in 
Deutschland. Aus dieser Breite schöpft auch diese Tagung die unter dem Titel 
„Management und IT“ steht. Ich freue mich, das diese Themenstellung auf 
breite Zustimmung gestoßen ist, was an der Vielzahl der eingereichten Beiträ-
ge zu sehen ist. Auf dieser Tagung treffen Hochschul- und Industrievertreter 
zusammen. Ich gehe davon aus, das die Diskussionen, die hier geführt wer-
den Grundlage für viele neue gemeinsame Aktivitäten der Anwesenden sind.
6Abschließend möchte ich außerdem den Referenten und dem Herausgeber-
team für ihre Beiträge und für die Vorbereitung der Tagung danken. Darüber 
hinaus danke ich der Hochschule Pforzheim, die unseren Tagungsband finan-
ziert hat.
In diesem Sinne wünsche ich der Tagung einen guten Erfolg.
Wildau im September 2012
Prof. Dr. Christian Müller
Sprecher des Arbeitskreises Wirtschaftsinformatik an Fachhochschulen
7Vorwort der Herausgeber
Wirtschaftsinformatik befasst sich mit allen Themen, die an der Schnittstelle 
zwischen Informatik und Betriebswirtschaft anzutreffen sind. So geht es in der 
Wirtschaftsinformatik – basierend auf dem Wissen und dem Verstehen der 
betriebswirtschaftlichen Konzepte und Anwendungen – insbesondere darum, 
IT-Systeme für die betriebliche Praxis zu entwickeln, einzuführen und zu be-
treiben. Eine wissenschaftliche Fachtagung, die den Titel „Management und 
IT“ trägt, setzt an einer solchen Beschreibung der Wirtschaftsinformatik an. 
Wirtschaftsinformatik ist nicht nur eine Kombination aus den beiden Fächern 
Betriebswirtschaftslehre und Informatik. Wirtschaftsinformatik ist mehr als 
das, es ist ein Fach mit eigenem Charakter. Dieser eigene Charakter der Wirt-
schaftsinformatik wird anhand der Themen auf dieser Tagung deutlich.
Die wissenschaftliche Fachtagung „Management und IT“ findet im Rahmen 
der 25. Jahrestagung des Arbeitskreises Wirtschaftsinformatik (AKWI) in die-
sem Jahr in Pforzheim statt und bietet ein wissenschaftliches Forum für die 
anwendungsorientierte Wirtschaftsinformatik. Schwerpunkte der Tagung sind 
insbesondere die Themen Informationsmanagement, Business Intelligence, 
Cloud Computing und mobile betriebliche Anwendungen.
Die Herausgeber danken dem AKWI für die Ausrichtung dieser Tagung im 
Rahmen der 25. Jahrestagung des AKWI an der Hochschule Pforzheim. Dank 
gebührt insbesondere den Vortragenden und auch Frau von Amsberg vom 
Verlag News & Media für die Unterstützung.
Worms, Augsburg, Regensburg, Wildau und Pforzheim
im September 2012
Thomas Barton (Fachhochschule Worms)
Burkhard Erdlenbruch (Hochschule Augsburg)
Frank Herrmann (Hochschule Regensburg)
Christian Müller (Technische Hochschule Wildau)
Joachim Schuler (Hochschule Pforzheim)
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9Cloud-Lösungen – vom Hype zum Trend
Herausforderungen und Chancen aus der Sicht des 
IT-Management
Bert O. Schulze, Sven Denecken
1  Einleitung
In einer aktuellen Online-Umfrage von TNS Infratest  gab jedes fünfte Un-
ternehmen aus mehr als 600 Befragten größerer Unternehmen in den USA, 
Großbritannien, Deutschland und Brasilien an, die Hälfte des IT-Budgets in-
nerhalb der nächsten anderthalb Jahre in Cloud-Lösungen zu investieren. 
Vier von fünf der Befragten halten Cloud Computing zumindest für wichtig für 
das eigene Geschäft. 
Nach einer Befragung von Saugatuck im Februar 2012 werden 75 % des 
Investitionsbudget für neue Cloud- oder Hybridlösungen verwendet. Dagegen 
stehen die immer wieder genannten und auch durch TNS Infratest bestätigten 
Bedenken der „Ungenügenden Datensicherheit“ (44 Prozent), „Compliance-
Fragen“ (38 Prozent) und dem „Risiko, die Kontrolle zu verlieren“ (38 Prozent) 
in einer nicht aufzuhaltenden Entwicklung. 
SAP adressiert wie auch andere Anbieter diesen Trend. 
Dabei ist es fundamental, das gesamte Design und die Architektur „native 
Cloud“ zu entwickeln. Entlang der Endanwenderprozesse sollte somit ein 
deutlicher Mehrwert für den Einzelnen erbracht, eine neue Generation von 
Benutzern mobilisiert sowie Methoden aus sozialen Netzwerken in die Un-
ternehmensprozesse integriert werden. Dies mit schnellen Einführungszeiten 
und einer vollständig skalierbaren Architektur zu verbinden, bedurfte auch für 
SAP ganz neuer Wege.
2  Die Markterwartung verändert sich
2.1  Grundlegende Erwartungen an Cloud-Lösungen
Einige der Erwartungen an Cloud-Lösungen liegen im Grundmodell veran-
kert. Der Komplettbetrieb von SaaS (Software as a Service), angefangen 
beim IaaS-Dienst (Infrastructure as a Service) über PaaS-Dienst (Platform as 
a Service) und schließlich den SaaS aus einer Hand nimmt dem anwenden-
den Unternehmen den Betrieb der Hardware sowie Planungs- und Durchfüh-
rungsaufwände für Upgrades aus der Hand. Diese sind bereits im Mietkauf-
Modell inkludiert.
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Unmittelbare Innovationen: Eine SaaS –Lösungen bietet den anwenden-
den Unternehmen den Vorteil, keinen „alten“ Quell-Code zu kennen. Jeder 
Kunde ist kontinuierlich auf dem neuesten Release. Produktinnovationen und 
einen mit jedem Release komplettierten Funktionsumfang erreichen den Kun-
den unmittelbar.
Schnelles Nutzeninkasso: Kunden verlangen sehr viel kürzere Projektlauf-
zeiten. Die Einführungszeiten für Cloud-Lösungen aufgrund höherer Standar-
disierung liegen durchschnittlich deutlich unterhalb der Einführungszeiten von 
sogenannten OnPremise-Lösungen.
Hardwarebereitstellung ist Aufgabe des Cloud-Betreibers, der Endanwen-
der konsumiert i. d. R. über einen Internetbrowser oder ein mobiles Endgerät, 
wobei die Rechenleistung in der Cloud (IaaS) erbracht wird. Dieser Wandel 
wurde durch einen fortschreitenden „Wandel mittels Technologiedruck“ er-
möglicht:
– Flächendeckender Breitbandausbau der Netzwerkinfrastruktur
– Mehrkernrechner
– Preiswerte Rechen – und Speicherkapazitäten
– Synergien durch Multi-Tenancy-Architekturen (dt. Mandantenfähigkeit) 
Hierbei wird eine Systeminstanz aus Software- und Hardware durch meh-
rere Kunden mit individueller Konfiguration geteilt
Die einfache Konsumierbarkeit durch den Endnutzer ist ein weiteres Merk-
mal von Cloud-Lösungen. Der Service muss einfach zu bedienen sein, eine 
intuitive Benutzeroberfläche haben und sofort nach Kauf ubiquitär nutzbar 
sein.
Cloud-Lösungen sind keine Informationsinseln. Für einen professionellen 
Einsatz müssen Cloud-Lösungen sicher an die Unternehmensdaten und pro-
zesse angedockt werden.
2.2  Von der Erwartung einer Kostenreduktion zu einer Erwartung  
höherer Flexibilität
Aus verschiedenen Umfragen aus den Jahren zwischen 2007 und 2012 sol-
len hier Forrester und Sugatuck Technologies stellvertretend herangezogen 
werden, um die sich verändernden Markterwartungen an die Cloud darzu-
stellen. In früheren Studien gab es eine deutliche Diskrepanz zwischen der 
Präsenz von Cloud-Lösungen in Unternehmen. Während im IT Management 
noch über die Nutzbarkeit solcher Lösungen im Gesamt-IT-Konzept diskutiert 
wurde, waren Cloud-Lösungen in den Fachbereichen bereits im Einsatz. 
Dabei war der Fokus weniger auf unternehmenskritischen Prozessen als viel-
mehr in speziellen Einsatzbereichen. 
Dies lässt sich primär auf die Mietkauf-Modelle zurückführen: Die Fachberei-
che präferieren zunehmend Subskriptionsmodelle, weil diese mit niedrigen 
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Einstiegsinvestitionen sowie einer einfacheren, transparenteren und kurzfris-
tig geringeren Kostenbelastung einhergehen. Zudem versetzt das die Fach-
bereiche in die Lage, an den zentralen Investitions- und Planungszyklen der 
IT vorbei SaaS-Services schnell und unabhängig zu beziehen. 
In Kombination mit dem Potential der sich sehr schnell entwickelnden Web-
Technologien (Bandbreite, neue Entwicklungsplattformen und Web-Stan-
dards) waren zentrale IT Konzepte mit umfangreichen Absicherungen und 
langfristigen Planungs- und Roll-Outzyklen sowie vielen Mitentscheidern von 
der Dynamik dieser Innovationen zumindest entkoppelt, wenn nicht abge-
hängt.
Dieser Trend hat sich nach den sehr dynamischen Anfangsjahren mittlerweile 
durch eine breite Zustimmung von IT Organisationen zum Thema Cloud ge-
ändert. 
Abb. 1: Sugatuck Technologies: Investitionen gehen in die Cloud
Aktuelle Studien zeigen, dass in den nächsten 4 Jahren Cloud und hybride 
Cloud-Lösungen 75% der IT Investitionen ausmachen werden.
Interessant ist dabei ein zweiter Trend: Die Erwartungen verschieben sich. 
Während in einer Studie von Forrester Research in 2009 noch die Reduktion 
der Gesamtkosten durch Cloud-Lösungen im Mittelpunkt stand, ist deutlich 
erkennbar, dass das Thema Flexibilisierung der Lösungen im Sinne der Fach-
bereichserwartungen in den Vordergrund rückt. 
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Abb. 2: Forrester Research: Die Erwartungen an die Cloud verändern sich von der 
Kostenreduktion zu mehr Flexibilität
Dieser Trend wird auch von der Sugatuck-Studie bekräftigt, in der CIOs und 
Bereichsleiter zur Erwartung an die Cloud folgendes antworteten:
– 61 % sehen in mobile Anwendungen eine deutliche Wertsteigerung und als 
wichtige Ergänzung zu sozialen Cloud-Lösungen
– 65% bestätigen auch hier, dass die flexible Beantwortung von Fachbe-
reichsanforderungen der wichtigste langfristige Nutzen von Cloud-Lösun-
gen ist. Deutlich vor dem Ziel, Kosten zu reduzieren.
– „46 % stimmen zu, dass in Prozesse und Arbeitsabläufe eingebettete „so-
ziale” Funktionen wichtig für den Unternehmenserfolg sind.
Innovative Anwendungen, die auf spezielle Fachbereich-Bedürfnisse zuge-
schnitten sind und mit schnell verfügbaren Lösungen kombiniert werden, be-
stimmen die zukünftige Erwartungshaltung.
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Abb. 3: Forrester Research, The Changing Cloud Agenda
Die Forrester-Studie empfiehlt darüber hinaus eine Nutzenetablierung von 
Cloud-Lösungen langfristig im Aufbau von Netzwerken. Insbesondere indus-
triespezifische Netzwerke entlang der Lieferkette können dabei von cloud-
basierten Zugriffs- und Betriebsmechanismen profitieren. Die Herausforde-
rungen liegt darin, wertschöpfende Prozesse zu identifizieren und den Dialog 
mit Kunden und Lieferanten, aber u. U. auch mit Wettbewerbern zu suchen, 
um solche Netzwerke kurz- und mittelfristig initiieren zu können. Zudem wer-
den verlässliche IT-Partner benötigt, die diese dann auch langfristig betreiben 
können.
3  Wie verändert sich die IT-Landschaft am Beispiel  
SAP-Cloud-Lösungen
3.1  SAP in der Cloud
Das Cloud-Geschäft der SAP hat vor ca. einem Jahr weniger als 5 % des Um-
satzes ausgemacht. Dieser Umsatz war getragen durch SAPs ERP-Lösung in 
der Cloud, Business ByDesign. Weniger über rein organisches Wachstum, als 
vielmehr mit dem frisch akquirierten Unternehmen SuccessFactors und der 
angekündigten Übernahme von Ariba ist der Cloud-Anteil bereits im letzten 
Quartal auf 6,5 % (etwa 70 Mio. €) gewachsen. Die Tendenz ist dabei deutlich 
steigend. 
Für unsere Kunden geht es dabei darum, Cloud-Lösungen dort zu adaptie-
ren, wo es tatsächlich betriebswirtschaftlich sinnvoll ist. In einer individuellen 
unternehmenseigenen Geschwindigkeit. Dabei stehen folgende Aspekte ein-
deutig im Vordergrund:
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– Investitionsschutz bestehender Anwendungen
– ein sinnvoller Transformationsprozess
– die Nutzung der Vorteile aus beiden Welten (Cloud und OnPremise)
SAP fokussiert sich dabei auf 4 Bereiche, die heute die wichtigsten Fachbe-
reichsthemen unserer Kunden in der Cloud wiederspiegeln.
Abb. 4: SAPs vier Fachbereichslösungen für Kunden, Personen, Finanzen und Liefe-
ranten in der Cloud
SAP konzentriert sich dabei auf die Aspekte der Cloud-Lösungen, die einen 
unmittelbaren Mehrwert für die Unternehmen darstellen, organisiert über die 
vier Fachbereichslösungen Personen, Finanzen, Vertrieb und Einkauf in der 
Cloud.
– Die Kunden können dabei nach individuellen Bedürfnissen entscheiden, 
welche Lösungen für das Unternehmen Sinn machen. Das bezieht sich 
auch auf die Reihenfolge und mögliche Kombinatorik der verschiedenen 
Lösungen – kommen mehrere Lösungen zum Einsatz, werden sie „Lose 
miteinander verbunden“ (“Loosely Coupled”).
– Offene Verbindungs- und Integrationskonzepte
– Offene, Cloud-basierte Schnittstellen zu anderen SAP-Lösungen und auch 
zu Drittlösungen
– Fokussierung beim Oberflächendesign auf den Endanwender
– Mobilisierung der Lösungen; Smartphone und Tablet-Anwendungen
– Alle Lösungen können über systemeigene Werkzeuge kundenindividuell 
erweitert werden, ohne die zentralen Aspekte von Cloud-Lösungen bezüg-
lich automatischer Upgrades zu verlieren
– Übertragung des SAP-Partnerumfeldes auf Cloud-Lösungen, um Kunden 
eine leistungsfähige Partnerlandschaft zu bieten, über die umfangreichere 
Anpassungen erfolgen können
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3.2  Erläuterung der grundlegenden Designprinzipien anhand der  
SAP Cloud-Lösungen
3.2.1  „Lose verbunden“ oder “Loosely Coupled” 
Die Kunden können dabei entscheiden, welche Cloud-Lösungen für das 
Unternehmen Sinn macht. Das bezieht sich auch auf die Reihenfolge und 
mögliche Kombinatorik der verschiedenen Lösungen – wir nennen das „Lose 
verbunden“ oder “Loosely Coupled”.
Dies ist eine ganz entscheidende Ableitung aus der Web 2.0 Ära, in der Fir-
men individuelle Lösungen für individuelle Aufgabenstellungen einsetzen. 
Monolithische Konzepte der vergangenen Ära sind in der Cloud deplatziert. 
Im Sinne eines Kern-Schale-Modells liegen dabei die zentralen Funktionen 
im Kern der Lösung. In der darum angelegten Prozess-Schicht kann individu-
ell designt werden, ob ein Datensatz beispielsweise über die lösungseigene 
Oberfläche eingegeben wird oder ein Trigger für einen Webservice zu einem 
Drittsystem initiiert wird und die Daten „holt“. Dazu sind alle zentralen Objekte 
mit einem eingehenden und einem ausgehenden Webservice versehen. 
Dadurch können beispielsweise Mashups (im Internet verfügbare Infor-
mationsdienste wie ein elektronischer Stadtplan, an den die Adresse eines 
Kunden übergeben wird) oder Integrierte Lösungen von Drittanbietern (z. B. 
eine externe Kreditwürdigkeitsprüfung, eine Kreditkartenabwicklung oder ein 
Lohnabrechnungsdienst) verwendet werden.
3.2.2  Hybrid Cloud – Offene Integrationskonzepte
Die Integrationsfähigkeit von Cloud-Lösungen mit anderen Unternehmens-
lösungen ist einer der zentralen Erfolgsfaktoren der Business-Cloud. Dabei 
geht es zum einen um Investitionsschutz für bestehende Landschaften, aber 
natürlich auch um die Frage, welche spezialisierte Lösung für welchen An-
wendungsbereich sinnvoll ist. Die offene Gestaltung dieses Konzeptes er-
möglicht Kunden, innerhalb mehrerer Lösungen Objekte zu integrieren und 
dadurch Daten- und Prozessintegrität sicherzustellen.
Dabei werden sowohl verschiedene am Markt etablierte Middleware-Kompo-
nenten unterstützt, als auch SAP-eigene Werkzeuge angeboten. Das reicht 
über eine direkte Anbindung zwischen mehreren System bis hin zu einer in-
direkten Anbindung über eine SAP-Middleware. Lösungen werden dabei so-
wohl in einer OnPremise-Landschaft als auch cloud-basiert angeboten.
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Abb. 5: Die hybride Cloud und ihre Vernetzung in verschiedene Landschaften
3.2.3  Fokussierung auf den Endanwender
Ein entscheidender Paradigmenwechsel in der IT hat in den letzten Jahren 
stattgefunden, der den Endanwender in den Fokus stellt. Das ist zunächst 
einmal kein spezifischer Cloud-Trend, sondern generisch festzustellen und an 
den Web2.0 Paradigmen und einzelnen Lösungen wie Facebook, Wikipedia 
etc. festzumachen. Die Adaption der Lösung spielt dabei eine ganz entschei-
dende Rolle und man kann sicherlich feststellen, dass der Erfolg einer Lö-
sung heute auch im Unternehmensumfeld davon abhängt, wie stark und wie 
schnell sie von den Endanwendern angenommen wird. Das wiederum wird 
neben der Funktionalität der Lösung bezüglich der Aufgabenstellung primär 
an der intuitiven Benutzerführung und den Zugangsmöglichkeiten über ver-
schiedene Endgeräte gemessen. Für SAP stand somit ein komplettes Neude-
sign der Oberflächen fest. 
Neben dem ansprechenden Grunddesign geht es um die Bedienlogik. SAP 
geht heute sogar soweit, die komplette Oberflächengestaltung zunächst für 
die mobilen Endgeräte zu erstellen und danach für browserbasierte Ober-
flächen zu adaptieren. Hierbei helfen neue Technologien, wie z. B. HTML5, 
dabei, Oberflächen multiple zum Einsatz zu bringen, anstatt an einzelne Be-
triebssysteme angepasste spezifische Oberflächen zu erstellen.
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3.2.3.1  Intuitive Benutzeroberflächen
Abb. 6: Bildschirm Homescreen SuccessFactors
Beispielhaft für das neue Design sei hier der Homescreen unserer „People“-
Lösung gezeigt. Dieser vereinigt die Merkmale einer intuitiven Nutzung mit 
einer sehr hohen Informationsdichte für die wichtigsten Aufgaben und Kenn-
zahlen im Überblick. Die Konfigurierbarkeit erlaubt, dass jeder Mitarbeiter sei-
ner Rolle entsprechend aufbereitete Informationen sieht. Vom Homescreen 
ist dann ein Abtauchen in die Details möglich. Auf der untersten Ebene ist der 
Anwender jeweils im transaktionalen Modus und in der Lage, gemäß seiner 
Rolle Datensätze zu bearbeiten und transaktional zu arbeiten. 
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3.2.3.2  Soziale und kollaborative Funktionen in Unternehmenslösungen
Abb. 7: Nutzerwachstum sozialer Medien in Unternehmenssoftware am Beispiel JAM
In den vergangenen 24 Monaten sind zahlreiche Initiativen zum Thema sozia-
le und kollaborative Unternehmenssoftware auf den Markt gekommen. Dabei 
geht die Definition von Chat-Funktionalitäten über Dateiablagesysteme mit 
der Möglichkeit, auch Kommentare zu hinterlassen, bis zu echten Integratio-
nen in Objekte und Prozesse. 
Als Beispiel solcher Initiativen möchte ich hier kurz Thierry Breton, den Vor-
standsvorsitzenden von ATOS nennen, der vor etwa 12 Monaten Furore 
machte mit der Aussage, innerhalb der nächsten 36 Monate ein E-Mail-freies 
Büro erreichen zu wollen. Die Reduktion der Anzahl unwichtiger E-Mails ist 
dabei genauso adressiert wie die Tatsache, dass teilweise wichtige Informa-
tionen in persönlichen Postfächern verschwinden und für die Unternehmen 
nicht verfügbar sind.
Die Lösung sind firmeninterne Chaträume genauso wie die Erweiterung von 
IT um soziale Funktionalitäten. Dabei wird über eine Referenzierung (tagging) 
die komplette Historie am Datenobjekt selber verfügbar gemacht. Eine auf-
wendige Suche nach individuellen Informationen zum Objekt entfällt. Weitere 
Funktionen sind die Ergänzung von interaktivem Lernen mittels kleiner online 
verfügbarer Filmsequenzen, das Erstellen von offenen oder geschlossenen 
Gruppen zum Informationsaustausch oder digitale Pinnwände.
– Zusammenarbeit: Die Verbindung von Personen, Prozessen, Analysen 
und Inhalten 
– Ergebnisorientiert: Effektivere Prozessabläufe führen zu besseren Ergeb-
nissen.
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Weiterhin bereiten sich Unternehmen und Lieferanten von Software as a Ser-
vice auf eine kommende Nutzergeneration mit signifikant anderen Erwartun-
gen an Unternehmenssoftware vor (sog. „Millennials“ oder „Generation Y“). 
Als solche bezeichnet man die Generation von Nutzern, welche die komplette 
Schul- sowie Ausbildungszeit und die bisherige Berufserfahrung mit dem In-
ternet und Facebook-gleichen Lösungen erfahren haben. Bis 2020 wird diese 
Generation 40 % aller Mitarbeiter eines Unternehmens stellen. Neben der 
veränderten Erwartung an die Unternehmen (Flexibilisierung der Arbeitszei-
ten, Bring Your Own Device vgl. 3.2.3.3) sind insbesondere der Umgang mit 
sozialen Medien sowie eine hohe erwünschte Transparenz der eigenen Ar-
beit, Ziele und deren Kommunikation untereinander ein wichtiges Kriterium 
bei der Gestaltung zukünftiger „sozialer“ Unternehmens-Services.
3.2.3.3  Mobilisierung der Lösungen
Abb. 8: Bildschirm Sales OnDemand IPAD „Neuigkeitenmonitor“
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Das Thema Mobilität hat auch im Unternehmenskontext eine ganz neue Di-
mension erreicht. Geographisch eingeschränkt überspringen ganze Regio-
nen die Generation LAPTOP. Tablet-PC bzw. Smartphone sind das zentrale 
Arbeitsmedium. 
In den industriellen Kernregionen Europas und der USA war hingegen die 
mobile Endgeräte-Strategie zunächst geprägt von sogenannten ergänzenden 
Szenarien. Das heißt, die Kernanwendung lief vollumfänglich in einer brow-
serbasierten Variante und eine kleine Auswahl von Funktionen wurde ergän-
zend auf dem Smartphone angeboten (z. B. Freigabeprozesse). 
Diese Entwicklung hat sich zunächst über Drittmärkte, im Folgenden aber 
auch in den oben genannten Kernländern zugunsten von vollumfänglichen 
Anwendungen auf den mobilen Endgeräten gewandelt. Der Tablet-PC so-
wie das Smartphone werden dabei nicht mehr wie eine mobile Erweiterung 
verwendet, wenn z. B. aufgrund von Reisetätigkeit Mobilität benötigt wird, 
sondern die Geräte werden vermehrt auch im Büro eingesetzt. Damit nimmt 
erwartungsgemäß der Funktionsumfang der Anwendungen auf den mobilen 
Endgeräten deutlich zu. 
Ein weiterer Trend der jüngsten Vergangenheit wird mit „BYOD“ bezeichnet. 
„Bring Your Own Device“ oder zu Deutsch: Verwende dein eigenes Endgerät. 
Hier kann die Cloud ihre volle Stärke ausspielen, da die Prozesse vollständig 
im Rechenzentrum des Cloud-Betreibers laufen. Die Anforderungen an die 
mobilen Endgeräte sind also zum einen denkbar gering, zum anderen werden 
keine Daten auf dem lokalen Geräten abgelegt. Dies ist ein wichtiger Aspekt 
vieler IT-Strategien bezüglich mobiler Endgeräte. Wir sehen in den Unterneh-
men eine schrittweise Adaption von „BYOD“ mittels einzelner wertschöpfen-
der Szenarien. 
Daten in der öffentlichen Cloud benötigen zudem kein Identitätsmanagement 
oder VPN (Virtual private Network) auf den lokalen Endgeräten, sondern le-
diglich eine SSL-Verschlüsselung, wie sie heute auch bereits bei Millionen 
von Apps üblich ist. Auch dieser Aspekt unterstützt „BYOD“.
3.2.4  Kundenindividuelle Erweiterbarkeit
Erweiterbarkeit der Datenstrukturen, Applikationslogik sowie der Oberflächen 
ist eine Anforderung an moderne Cloud-Lösungen. 
Dabei muss, im Gegensatz zu OnPremise-Lösungen, die individuell in der 
Umgebung des Kunden implementiert werden, darauf geachtet werden, dass 
die Lösungen modifikationsfrei sind. Im Cloud-Betrieb hat der Kunde in der 
Regel keinen Einfluss auf den Zeitpunkt des Upgrades. Die Durchführung von 
Systemupgrades auf die neuesten Releases obliegt dem Betreiber. 
Die Modifikation des Lösungskerns würde damit unweigerlich dazu führen, da 
ein Upgrade nicht mehr automatisiert durchgeführt werden kann.
21
Die einzelnen Lösungen bedienen sich dabei einer Entwicklungsumgebung, 
die für Kunden zur Verfügung gestellt werden. SAP unterscheidet hier zwi-
schen einem vollständigen PaaS-Ansatz mittels SAP NetWeaver, auf dem 
komplette Applikationen in der Cloud gebaut werden können, und dem Cloud-
Entwicklungsstudio, das für funktionale Erweiterungen bestehender SAP-
Cloud-Lösungen verwendet werden kann. Die Entwicklungsumgebungen 
stellen eine Skriptsprache und eine Reihe von Produktivitätswerkzeugen wie 
etwa einen Oberflächen-Designer sowie Bibliotheken mit Referenz-Codes zur 
Verfügung.
7  Cloud im IT-Management
Zusammenfassend lassen sich aus den aktuellen Cloud-Trends für das IT-
Management folgende Nutzenbeiträge ableiten:
Die höhere Standardisierung und die schnelleren Implementierungen von 
Cloud-Lösungen können helfen, die Bereitstellungen von zentralen IT-Lösun-
gen zu beschleunigen und damit IT und Fachbereich näher aneinander zu rü-
cken. Dies wird verstärkt durch die hohe Adaption von Cloud-Lösungen durch 
die auf den Endanwender zugeschnittene Oberflächengestaltung.
Die sozialen Komponenten moderner Cloud-Lösungen bedienen den Bedarf 
der nächsten Anwendergeneration und helfen, Prozesse effizienter zu gestal-
ten. 
Der Betrieb von Cloud-Lösungen hilft den IT-Organisationen, sich hochstan-
dardisierter Aufgaben zu entledigen und dadurch Kapazitäten auf die komple-
xen firmenindividuellen Aufgaben umzuleiten.
Die IT sollte die Cloud-Strategie auf Geschäftsagilität und Innovation ausrich-
ten. Während der Kostenfaktor immer noch einen wichtigen Aspekt bei Cloud-
Entscheidungen darstellt, empfiehlt es sich für das IT-Management, Strategi-
en um existierende Anwendungen herum auf Erweiterungen ausrichten.
Der Fokus sollte dabei auf neuen, innovativen Funktionalitäten sein, die 
schnell implementiert werden können und den Mehrnutzen beim Endanwen-
der unmittelbar steigern. Die Cloud ist mittelfristig hybrid. Das unterstützt die 
Strategie der Transformation zunächst einzelner Elemente. Eine pauschale 
Substitutionsstrategie von OnPremise durch Cloud ist nicht angezeigt. 
Nach der Schaffung einzelner firmeninterner Erweiterungen in der Cloud wan-
dert das Augenmerk auf die Schaffung von Partnernetzwerken in der Cloud. 
Dabei geht es darum, in einem Netzwerk Prozesse zu identifizieren, die un-
mittelbar von gemeinschaftlich genutzten Cloud-Services profitieren. Idealer-
weise sind dies Partnernetzwerke entlang der Lieferkette bestimmter Industri-
en, die es erlauben, solche gemeinschaftlichen Services zu initiieren. 
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Zusammen mit IT-Partnern geht es im nächsten Schritt darum, solche Cloud-
Services nach der Initiierung auch dauerhaft betreiben zu können.
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Eignung unterschiedlicher Faktenmodellierungen  
in Data Warehouse-Systemen
Christoph Arnold, Harald Ritz
1  Einleitung
Data Warehousing und Business Intelligence sind in der heutigen IT-Welt fest 
installierte Begriffe. Auch wenn die Begriffsverständnisse sehr unterschiedlich 
sein können, so verfolgen deren Anwender und Entwickler stets das Ziel der 
besseren Informationsversorgung. Diese Informationen sind eine notwendige 
Grundlage für die Generierung von Wissen, das für weitere Entscheidungen 
benötigt wird.
Entscheidungsprozesse im Unternehmen werden durch Globalisierung, sich 
angleichende Konkurrenz und stetig ändernde Rahmenbedingungen immer 
komplexer und folgenschwerer. Dadurch wächst der Rohstoff Daten zu einem 
wettbewerbsentscheidenden Faktor an. Durch seine potenzielle Wandlung 
über Informationen in Wissen entwickelt er sich zunehmend zum vierten Pro-
duktionsfaktor neben Arbeit, Boden und Kapital (vgl. [WiMW09], S. 118 f.). Die 
Optimierung der Informationsversorgung und die darauf folgende Wissensge-
nerierung werden auch in der Zukunft eine bedeutende Rolle spielen. Durch 
neue Technologien und bessere Ausbildung der Mitarbeiter werden die Anfor-
derungen an eine solche Informationsversorgung auch zukünftig wachsen.
Durch diese wachsenden Anforderungen und die Komplexität bei der Arbeit 
mit diesen Systemen werden Anwender häufig überfordert, was unmittelbar 
zu einer Minderung der Qualität der Informationsversorgung führt. Aber auch 
Entwickler dieser Systeme können sich bei der Menge der Anforderungen und 
Möglichkeiten schnell verlaufen und so bereits eine mangelbehaftete Grund-
lage schaffen. Daher ist es notwendig, diese wachsende Komplexität zu ana-
lysieren, zu strukturieren und zu bewerten, um auch in Zukunft eine hohe 
Informationsqualität gewährleisten zu können. Wer diese Aufgabe bewerk-
stelligt, wird konkurrenzfähig bleiben und kann sogar eigene Wettbewerbs-
vorteile erzielen. Allerdings ist diese Aufgabe mit einem einmaligen Konzept 
nicht abgeschlossen. Vielmehr ist die kontinuierliche Wissensgenerierung 
und -strukturierung ein anhaltender Prozess, der auch zukünftig fortgeführt 
werden muss. Zentrale Aspekte sind dabei die zur Analyse verfügbaren be-
trieblichen Kennzahlen (Fakten).
Dieser Artikel liefert einen Überblick über die gängigen Methoden bei der Fak-
tenmodellierung in Data Warehouse-Systemen und analysiert dabei individuell, 
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welche Einsatzgebiete durch die jeweilige Methode abgedeckt werden kön-
nen. Dabei wird darauf geachtet, einen möglichst breiten Querschnitt der 
Anwendungsfälle zu behandeln, um für unterschiedlichste Situationen eine 
passende Modellierungsmethode zu bieten.
Dazu wurden etablierte Modelle renommierter Autoren – allen voran Ralph 
Kimball – analysiert und durch langjährige Erfahrungen von Entwicklern er-
gänzt. Diese Ergebnisse bilden die Grundlage für diese Arbeit. 
Im folgenden zweiten Kapitel werden grundlegend die unterschiedlichen Mo-
dellierungsmethoden vorgestellt. Das dritte Kapitel analysiert und evaluiert 
die Methoden und stellt deren Stärken und Schwächen heraus. Es schließt 
mit einem Ausblick auf die vielfältigen Möglichkeiten mittels unterschiedlicher 
Kombinationen von Modellen. Im abschließenden vierten Kapitel werden ak-
tuelle Anforderungen und Technologien behandelt, um so einen Ausblick auf 
die weiteren Entwicklungen dieses Themengebiets aufzuzeigen.
2  Faktenmodellierungen in Data Warehouse-Umgebungen
2.1.  Datenmodellierung
Die Grundlage für nachfolgende Arbeiten schafft die Modellierung der Daten-
landschaft. Ziel ist es, ein Datenmodell zu konzipieren, welches den fachli-
chen Anforderungen bestens genügt. Ein nicht geeigneter Entwurf wird sich 
auch durch alle folgenden Bereiche ziehen. Daher ist die Modellierung ein we-
sentlicher Faktor, der über den Erfolg eines Projekts entscheidet, da er je nach 
eingesetztem System auch direkt die Anwenderzufriedenheit beeinflusst. 
Zur logischen Datenmodellierung stehen verschiedene Methoden zur Verfü-
gung. Diese unterscheiden sich in ihren zugrunde liegenden Konzepten und 
ergeben dabei unterschiedliche Datenmodelle.
Die beiden gebräuchlichsten Methoden in der multidimensionalen Datenmo-
dellierung sind das Star-Schema und das Snowflake-Schema. Dazu gibt es 
weitere Abwandlungen, welche ein Schema um besondere Eigenschaften er-
gänzen und bei Bedarf eingesetzt werden können (vgl. [BaGü09], S. 213-225; 
[Fark11], S. 27-32 und [KeBM10], S. 66-71).  
Das Star-Schema zeichnet sich vor allem durch seinen einfachen strukturel-
len Aufbau aus. Zentral ist die Faktentabelle positioniert. Sie wird durch die 
einzelnen Dimensionen um Stammdateninformationen erweitert, enthält aber 
als einzige Tabelle die individuellen Daten über ein Faktum (z. B. eine Trans-
aktion). Durch die Anordnungen der Dimensionstabellen entsteht der Eindruck 
eines Sternumrisses, woher der Name Star-Schema stammt (vgl. [KiRo02], 
S. 21f.). Nachfolgende Abbildung verdeutlicht diesen Aufbau an einem Bei-
spiel zur Umsatzanalyse (entnommen aus [KeBM10], S. 68).
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Abb. 1: Beispiel eines Star-Schemas ([KeBM10], S. 68)
Im Gegensatz zum Star-Schema versucht das Snowflake-Schema die Dimen-
sionstabellen zu normalisieren. Dadurch lässt sich Speicherplatz einsparen 
und die Datenkonsistenz kann einfacher sichergestellt werden (vgl. [KiRo02], 
S. 21).
Welche Methode der Entwickler am Ende wählt, muss die jeweilige Situation 
entscheiden. Meistens ist das Star-Schema die beste Wahl, da der Speicher-
platz der Dimensionstabellen vernachlässigbar ist im Vergleich zur Fakten- 
tabelle. Auch Änderungsanomalien treten durch Historisierungsmethoden 
meistens nicht auf. Sollte es der Fall sein, dass sich Dimensionen häufig 
ändern, und sollen die Änderungen auch auf historische Fakten übertragen 
werden, so bietet sich das Snowflake-Schema an (vgl. [KiRo02], S. 21).
2.2.  Faktentabellen
Faktentabellen enthalten alle Aktivitäten, die bei der Untersuchung von Ge-
schäftsprozessen relevant sind (vgl. [KiCa04], S. 45f.). So enthalten sie bei-
spielsweise Daten über verkaufte Produkte an Kaufhauskassen, Retouren-
daten in Industrieunternehmen oder Kurse an der Börse. 
Faktentabellen bestehen nur aus Fremdschlüsseln auf die Dimensionen (die 
zusammen den Primärschlüssel ergeben) und Kennzahlen. Diese enthalten 
Messwerte über das Faktum und liegen in der Regel in numerischer Form 
vor. Sämtliche Beschreibungsmerkmale, die nicht in direkter Abhängigkeit des 
Faktums stehen, sollten hingegen in die Dimensionstabellen ausgelagert wer-
den (vgl. [KiRo02], S. 17-19).
Wichtig ist an dieser Stelle, diese Daten möglichst auf atomarer Ebene zu er-
fassen. Das bedeutet, dass nicht die gesamte Transaktion aggregiert erfasst 
wird, sondern jeder einzelne Artikel. So werden die Analysemöglichkeiten 
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nicht eingeschränkt und der Anwender hat später viele Freiheiten, durch seine 
Daten zu navigieren. Ralph Kimball drückt diesen Sachverhalt wie folgt aus: 
„Atomic data that has not been aggregated is the most expressive data; 
this atomic data should be the foundation for every fact table design 
in order to withstand business users’ ad hoc attacks 
where they pose unexpected queries.“ ([KiRo02], S. 22f.)
Wie Kimball bereits erwähnt, ist diese atomare Erfassung der Daten nur die 
Grundlage für jedes Faktentabellendesign. So ist es auch möglich, weitere 
Faktentabellen zu erstellen, in denen Daten in aggregierter Form vorliegen. 
Die Vorteile dieser Methode liegen in der deutlich besseren Abfrageperfor-
mance für aggregierte Daten und der Möglichkeit, Daten dennoch auf ato-
marer Ebene auszuwerten. Diese Tabellen sind die Grundlage für spätere 
Analysen. Sie sind auch die mit Abstand größten Tabellen in dem System 
und enthalten häufig mehrere Milliarden Datensätze. Ein Richtwert der Grö-
ßenverhältnisse ist 90/10. Mindestens 90 % des Speicherplatzes wird dabei 
für die Faktentabelle verwendet und nur maximal zehn Prozent benötigen die 
Dimensionstabellen (vgl. [KiRo02], S. 18 u. S. 21).
Faktentabellen sind ein entscheidender Faktor für den späteren Erfolg der 
kompletten Business-Intelligence-Umgebung. Ihr Einfluss auf die Performance 
und die Nutzerfreundlichkeit im Reporting ist sehr groß und eine mangelhafte 
Modellierung führt auch in den Folgearbeiten zu Problemen. Dadurch ergibt 
sich eine hohe Relevanz der Faktenmodellierung, die den Fokus dieses Arti-
kels begründet. Nur durch ein gutes Design lassen sich optimale Ergebnisse 
der Gesamtarchitektur erreichen.
Eine wichtige Entscheidung zu Beginn der Faktenmodellierung ist die Anzahl 
der Faktentabellen. Vielen Anforderungen genügt eine einzige Faktentabelle, 
die atomare Fakten enthält. Problematisch wird es, wenn unterschiedliche 
Prozesse betrachtet werden, wie zum Beispiel Einkauf und Verkauf. Diese 
Transaktionen sind nahezu identisch aufgebaut. Daher sollten sich Fakten-
tabellen immer auf einen Prozess beziehen, um keine Kollisionen zu verursa-
chen. Die Ergebnisse wären unbrauchbar, wenn Einkäufe versehentlich mit 
den Verkäufen vermischt würden.
Ebenso wichtig wie die Prozessorientierung ist die Granularität, d. h. die Fein-
körnigkeit der Fakten. Wie zuvor erwähnt, kann eine unterschiedliche Granu-
larität bewusst durch Aggregation hervorgerufen werden. Monatlich summier-
te Transaktionen lassen sich nicht mit atomaren Transaktionen kombinieren. 
Für jeden notwendigen Detailgrad sollte eine eigene Faktentabelle verwendet 
werden, um Folgekomplikationen zu vermeiden (vgl. [KiRo02], S. 121f.).
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Verwandt mit der Granularität ist die Additivität (vgl. [Fark11], S. 86f. und 
[KiRo], S. 17). Die Werte einer Spalte sollten stets additiv sein, sofern sie 
eine Kennzahl enthalten, um sie aggregieren zu können. Es kann der Fall 
eintreten, dass diese Werte nur über bestimmte Dimensionen additiv sind. 
Bestandsgrößen sind z. B. nicht über die Dimension Zeit additiv aggregierbar, 
jedoch über die Dimension Ort. Dann spricht man von Semi-Additivität. Be-
schreibungsmerkmale oder nicht numerische Werte sind grundsätzlich nicht-
additiv. Dies schließt jedoch nicht aus, dass auch numerische Werte nicht-
additiv sind. So können Temperaturen z. B. nicht über mehrere Monate, aber 
auch nicht über mehrere Orte addiert werden. Eine Ausnahmeaggregation 
wäre in diesem Fall die Durchschnittsberechnung.
2.3.  Faktenmodellierung
Es existieren zahlreiche unterschiedliche Ansätze, wie Faktentabellen model-
liert werden können. Jede Methode eignet sich für ganz bestimmte Anforde-
rungen und besitzt eigene Vor- und Nachteile. In den folgenden Abschnitten 
werden einige der am häufigsten benötigten Modellierungen vorgestellt. Da-
bei wird stets das Ziel verfolgt, die Anforderungen darzustellen, auf die diese 
Modellierung am besten passt.
Dieser Punkt ist gleichzeitig auch der schwierigste, da auf den ersten Blick 
ähnliche Umgebungen häufig sehr unterschiedliche Anforderungen haben. 
Zur erfolgreichen Auswahl einer geeigneten Methode muss der Entwickler 
über gewisse Fähigkeiten zum Wissenstransfer verfügen. Dieser Artikel soll 
dabei helfen, verschiedene Anforderungen möglichst einfach zu erkennen 
und einzuschätzen, welche Stärken der unterschiedlichen Methoden bei je-
weils vorliegenden Situationen zum Tragen kommen könnten. Eine einfache 
Schritt-für-Schritt-Anleitung kann es allerdings nicht geben. Der letzte Schritt 
der Auswahl kann nur unterstützt, aber nicht abgenommen werden.
Die Bezeichnungen für die folgenden Modellierungen wurden entweder der 
gängigen Literatur entnommen oder sie basieren auf den Grundideen der je-
weiligen Methode und stammen von den Autoren.
2.4.  Einfache Starmodellierung
Eine relativ einfache Modellierungsmethode ist die Modellierung in die Brei-
te (im Folgenden genannt: Einfache Starmodellierung). Dabei wird für jede 
Kennzahl eine eigene Spalte in der Tabelle angeboten. Auf diese Weise ste-
hen alle Kennzahlen gemeinsam in einem Datensatz. So entspricht diese 
Methode der einfachsten Modellierung mit dem Star-Schema, bei dem alle 
Merkmale in einem Datensatz erfasst werden. Im vorliegenden Beispiel ver-
weist DatumId auf eine eigene Dimension, welche weitere Informationen zu 
diesem Faktum bietet, nach denen die Daten aggregiert und gruppiert werden 
können. 
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AuftragId DatumId Fahrtkosten Arbeitszeit Materialkosten
1 2 140 5 100
2 45 20 30 0
Tab. 1: Einfache Starmodellierung
Ein sehr großer Vorteil dieser Methode ist die gute Performance bei bestimm-
ten Abfragen. Da alle auftragsbezogenen Messwerte in einer Zeile stehen, 
können diese schnell verarbeitet werden, wenn gesamte Aufträge ausgewer-
tet werden sollen. Man muss dazu nur alle Datensätze durchlaufen und die 
Messwerte aggregieren.
Im Gegensatz dazu sind Analysen über bestimmte Kennzahlen sehr ressour-
cenaufwendig. Möchte man nur alle berechneten Materialkosten auswerten, 
so müssen trotzdem sämtliche weiteren Datensätze mitsamt ihren Spalten 
geladen werden. Bei der Betrachtung von einer Kennzahl ist das Laden von 
vielen weiteren Spalten notwendig, jedoch sind diese Daten unbrauchbar und 
unnötig geladen. Dieses Problem wird unter anderem durch spaltenbasier-
te Datenbanksysteme kompensiert. Zur Vertiefung dieser Thematik vgl. u. a. 
[AbMH08], [Bößw10], [PlZe11] und [StCe05].
2.5.  Degenerierte Dimensionen
In der Regel verweisen Schlüssel in Faktentabellen auf Datensätze in Dimen-
sionstabellen. Im Gegensatz dazu existieren bei Degenerierten Dimensionen 
keine Fremdschlüsselverweise auf Dimensionstabellen. In der Faktentabelle 
sind Spalten vorhanden, die auf den ersten Blick nur wie Fremdschlüssel auf 
Dimensionstabellen wirken (vgl. [KiRo02], S. 50). Auch das folgende Beispiel 
enthält mit der Spalte AuftragId eine Degenerierte Dimension (kursiv hervor-
gehoben).
AuftragId DatumId ProduktId Betrag Menge
1 12 51 23,99 1
1 12 138 4,95 2
1 12 14 0,50 4
Tab. 2: Degenerierte Dimensionen
Der Zweck dieser Dimension ist es, bei Analysen die Möglichkeit zu bekom-
men, zusammenhängende Datensätze ebenso zusammenhängend auszu-
werten. Dies eignet sich in der Regel besonders gut für Eltern-Kind-Beziehun-
gen zwischen Fakten. Das oben gezeigte Beispiel macht dies anhand eines 
Supermarkts deutlich, in dem Transaktionen an der Kasse stattfinden und 
diese aus unterschiedlichen Produkten bestehen.
29
Im Unterschied zu einer realen Dimension werden bei Degenerierten Dimen-
sionen keine weiteren Informationen für diese Pseudo-Dimension angeboten. 
Der Zweck, der mit einer solchen Spalte verfolgt wird, ist es, Datensätze mit-
einander zu gruppieren. Wächst eine Dimensionstabelle (nahezu) mit jedem 
Eintrag in der Faktentabelle, kann eine Degenerierte Dimension vorliegen, die 
nicht als solche modelliert wurde (vgl. [Beck03]).
2.6.  Fact Constellation-Schema
Eine besondere Form des Galaxy-Schemas (Star-Schema mit mehreren Fak-
tentabellen) stellen vorberechnete, aggregierte Faktentabellen dar. Auch hier 
werden mehrere Faktentabellen eingesetzt. Diese behandeln allerdings keine 
unterschiedlichen Geschäftsvorfälle, sondern nur einen einzigen. Dabei wer-
den unterschiedliche Granularitäten und Aggregationsstufen in verschiede-
nen Faktentabellen gespeichert (vgl. [BaGü09], S.221).
Ein Fact Constellation-Schema tritt in der Regel dann auf, wenn vorberech-
nete Aggregate gebildet werden. Da diese nicht in die normale Faktentabelle 
geschrieben werden sollten, um in dieser die gleiche Granularität zu gewähr-
leisten, besteht die Möglichkeit, diese in weitere Faktentabellen auszulagern. 
Konkret könnte man im vorherigen Beispiel zwei weitere Faktentabellen er-
stellen, welche die Daten auf Monats- bzw. auf Jahresbasis halten. Diese 
zusätzlichen Faktentabellen werden ebenfalls an die anderen Dimensionen 
angebunden, um sie möglichst transparent in der Auswertung verwenden zu 
können.
Diese Methode ist sehr gut dafür geeignet, eine saubere Struktur innerhalb 
der Faktentabellen zu erhalten. Liegt der Fokus auf der Performance, ist es 
häufig interessant, während des ETL-Prozesses bereits Berechnungen aus-
zuführen. Unter diesen Umständen bietet es sich an, auf das Fact Constella-
tion-Schema zurückzugreifen.
2.7.  Typisierte Fakten
Wie bei der einfachen Star-Modellierung kennengelernt, können Kennzah-
len in sehr vielen unterschiedlichen Ausprägungen auftreten und dadurch die 
Faktentabelle sehr breit werden lassen. Für viele unterschiedliche Ausprä-
gungen (Typen) derselben Kennzahl bietet sich daher die Modellierung von 
Typisierten Fakten an. Diese Methode ging aus Ideen von Mitarbeitern der 
Infomotion GmbH, Frankfurt a. M., und Ausführungen Kimballs (vgl. [KiRo02], 
S. 109f. u. S. 178f.) hervor. Sie wurde durch die Autoren weiter ergänzt und 
ausgearbeitet, indem eine konkrete Spalte ergänzt wurde, die den Typ explizit 
angibt.
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AuftragId DatumId Menge Stunden Kennzahl Typ
1 2 0 5 Fahrtzeit Berechnet
1 2 12 0 Material Kulanz
2 12 0 2 Arbeitszeit Berechnet
2 12 2 0 Material Berechnet
Tab. 3: Typisierte Fakten
Bereits auf den ersten Blick wird bei dieser Modellierungsmethode ersichtlich, 
dass sich die Breite der Faktentabelle enorm reduzieren lässt. Sie hat nun 
eine feste Breite und sofern keine Messgrößen bei der Modellierung verges-
sen wurden, muss die Struktur der Tabelle im Nachhinein nicht mehr geändert 
werden. Für jede Messgröße (Menge, Stunden, Kosten etc.) ist dabei eine 
eigene Spalte vorgesehen, um die Additivität zu gewährleisten.
2.8.  Generische Fakten
Sehr nah mit den Typisierten Fakten sind die Generischen Fakten verwandt. 
Ist es bei Ersteren noch so, dass für jede Messgröße eine eigene Spalte vor-
handen sein muss, um die Additivität und die gleiche Granularität zu gewähr-
leisten, so wird bei dieser Methode gegen diesen Ansatz gezielt verstoßen, 
um das Modell nochmals zu vereinfachen.
Diese Methode wurde aus der vorherigen abgeleitet. Sie als Weiterentwick-
lung zu bezeichnen wäre nicht ganz richtig, da sie einen anderen Ansatz ver-
folgt wie die Typisierten Fakten. Sie ist eher eine Zweigentwicklung, die durch 
einen neuen Aspekt geprägt wird. Im Gegensatz zu den Typisierten Fakten 
gibt es bei Generischen Fakten nur noch eine Spalte, die den Kennzahlenwert 
enthält. Dieser Wert wird durch drei Spalten (Kennzahl, Messgröße und Typ) 
spezifiziert.
AuftragId DatumId Wert Messgröße Kennzahl Typ
1 2 5 Stunden Fahrtzeit Berechnet
1 2 12 Menge Material Kulanz
2 12 2 Stunden Arbeitszeit Berechnet
2 12 2 Menge Material Berechnet
Tab. 4: Generische Fakten
Der größte Vorteil an diesem Modell ist die Flexibilität in Bezug auf unter-
schiedliche Kennzahlausprägungen (berechnet, Kulanz, Gewährleistung etc.) 
und Messgrößen (Stunden, Menge, Kosten etc.). Diese lassen sich zu jeder 
Zeit erweitern und verändern, ohne dass die Struktur der Tabelle angepasst 
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werden muss. Im Gegensatz zu den Typisierten Fakten besitzen die Generi-
schen Fakten also eine absolute, feste Breite.
Der Nachteil ist jedoch, dass die Komplexität der verbundenen Prozesse 
(ETL, Reporting) sehr stark wächst, da einige Fallunterscheidungen notwen-
dig werden. Im Gegensatz zu der Einfachen Starmodellierung aus Kapitel 2.4 
werden mit dieser Modellierung mehr Datensätze erzeugt, da jeder Messwert 
in einem eigenen Datensatz gespeichert wird.
2.9.  Faktendimensionen
Der letzte Ansatz zur Faktentabellenmodellierung, der an dieser Stelle vorge-
stellt wird, sind die sogenannten Faktendimensionen (vgl. [KiRo02], S. 269-
271). Mit diesen lassen sich Fakten aus der Faktentabelle über eine spezielle 
Dimension weiter definieren. Dadurch hat man die Möglichkeit, Faktenaus-
prägungen als eigene Dimension darzustellen und somit deren gesamte 
Funktionalität zu erhalten.
AuftragId DatumId FaktDimId Wert
1 11 2 65
2 14 4 95
3 15 6 5
Tab. 5: Faktendimension – Faktentabelle
FaktDimId Kennzahl Typ Messgröße
1 Fahrtzeit Berechnet Stunden
2 Fahrtzeit Gewährleistung Stunden
3 Fahrtzeit Kulanz Stunden
4 Arbeitszeit Berechnet Stunden
5 Arbeitszeit Gewährleistung Stunden
6 Arbeitszeit Kulanz Stunden
7 Material Berechnet Menge
8 Material Gewährleistung Menge
9 Material Kulanz Menge
Tab. 6: Faktendimension – Faktendimensionstabelle
Deutlich zu erkennen ist bereits, dass die Faktentabelle nur noch sehr schmal 
ist und in ihrer Struktur auch bei Änderungen der Kennzahlen bestehen bleibt. 
Mit feststehenden und sich nicht oder selten ändernden Kennzahlen ist dies 
eine sehr vorteilhafte Modellierung, da sie sehr wenig Platz in der Fakten-
tabelle verbraucht. Sie eignet sich außerdem dafür, Kennzahlen, die in unter-
schiedlichen Ausprägungen gleichzeitig vorkommen, darzustellen.
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Bei dem gezeigten Beispiel wurde bereits der Ansatz der Generischen Fakten 
aufgegriffen. Dies führt zu einer sehr flexiblen Nutzung der Faktendimensionen. 
3  Evaluation
Die zuvor vorgestellten Faktenmodellierungsmethoden eignen sich alle für 
bestimmte Anwendungsfälle. Es gibt weder die Modellierung, nach der man 
sich immer richten kann, noch muss bei jedem Projekt das Rad neu erfun-
den werden. Daher werden die Methoden nachfolgend anhand eines Anfor-
derungskatalogs untersucht und beurteilt. Dies soll dabei helfen, die Stärken 
und Schwächen jeweils besser einzuschätzen, um bei der täglichen Arbeit 
in der Entwicklung begründete Entscheidungen für oder wider bestimmten 
Ansätzen treffen zu können.
3.1.  Anforderungskatalog
Der Anforderungskatalog definiert alle Anforderungen, die bei der Evaluati-
on berücksichtigt werden. Dabei sind folgende fünf Kriterien eine Auswahl 
aus einer Vielzahl von Möglichkeiten, besitzen allerdings nach Meinung der 
Autoren eine hohe Relevanz für die Entwicklung einer Business Intelligence-
Umgebung: 
– Datenverarbeitungsleistung
– Komplexität
– Anpassbarkeit
– Datenvolumen
– Reportingfähigkeit
Datenverarbeitungsleistung
Die Datenverarbeitungsleistung betrifft die Antwortzeit. Da in der Regel enor-
me Datenmengen verarbeitet werden, muss ein Ziel sein, die Last möglichst 
gering zu halten, um ein schnelles Antwortverhalten beim Anfordern eines 
Reports zu erzielen. Eine Richtlinie zur Beurteilung der Leistung ist die DIN-
Norm 66273 zur „Messung und Bewertung der Leistung von DV-Systemen“ 
(vgl. [DIfN91]).
Komplexität
Bei der Komplexität liegt der Fokus auf den einzelnen Komponenten, die mit 
der Lösung verbunden sind. Sie werden in der Konzeption geplant, später 
implementiert und ggf. in der Wartung angepasst. Eine hohe Komplexität ist 
mit einem größeren Zeitaufwand verbunden, da das Zusammenwirken der 
verschiedenen Komponenten geplant und nachvollzogen werden muss.
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Anpassbarkeit
Ein weiterer Punkt ist die Anpassbarkeit der Lösung. Dahinter steckt die Frage 
nach dem Aufwand, der für die Reaktion auf neue Bedingungen notwendig ist. 
Da Business Intelligence-Umgebungen keine statischen Anwendungen sind, 
entwickeln sich diese ständig weiter, sobald die Anwender neue Anforderun-
gen an das System stellen.
Datenvolumen
Trotz sinkender Speicherpreise können Datenvolumen anfallen, die sich mit 
heutigen Mitteln nicht anforderungsgerecht verarbeiten lassen. Vor allem 
Umgebungen, die eine enorm große Datenmenge in kurzer Zeit generieren, 
bereiten Probleme bei der zeitnahen Auswertung, da sie rechenintensiv ag-
gregiert und gefiltert werden müssen.
Reportingfähigkeit
Schließlich grenzt die Wahl einer bestimmten Modellierung bereits die spätere 
Reportingfähigkeit ein. Hier muss darauf geachtet werden, dass die Anfor-
derungen sich bestmöglich mit den Möglichkeiten decken. Ein sonst optimal 
abgestimmtes Datenmodell ist nutzlos, wenn es nicht in der Lage ist, Daten in 
der Form anzubieten, die der Endanwender benötigt.
3.2.  Vorgehen bei der Beurteilung
Die vorgestellten Methoden eignen sich jeweils für ganz bestimmte Anwen-
dungsfälle. Zu deren Beurteilung wird im Folgenden ausgehend vom Anforde-
rungskatalog dargestellt, welche Methoden sich bei der Fokussierung auf die-
sen Punkt anbieten. Dabei ist es wichtig, sich über die Ziele im Klaren zu sein. 
Natürlich ist es stets erstrebenswert, möglichst alle Disziplinen optimal zu 
erfüllen. Allerdings führen wirtschaftliche und technische Rahmenbedingun-
gen in der Regel dazu, dass der Fokus auf einen bestimmten Aspekt gelegt 
werden muss. So möchte man zwar eine hohe Datenverarbeitungsleistung 
und gute Anpassbarkeit erreichen, allerdings können diese Bestrebungen in 
Konflikt zueinander stehen. Ist man sich darüber bewusst, welche Priorität die 
einzelnen Kriterien haben, lässt sich eine bessere Gewichtung der Vor- und 
Nachteile erzielen. Die folgende Beurteilung sollte unter diesen Kriterien in-
terpretiert werden.
3.3.  Datenverarbeitungsleistung
Möchte man eine hohe Datenverarbeitungsleistung erzielen, so ist es emp-
fehlenswert, bereits während des ETL-Prozesses aggregierte Tabellen zu er-
stellen, auf die im Reporting sehr schnell zugegriffen werden kann, ohne dass 
Massen an atomaren Daten verarbeitet werden müssen. Das Fact Constella-
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tion-Schema bietet hierfür einen sehr guten Ansatz. Es werden mehrere Fak-
tentabellen unterschiedlicher Granularität verwendet, die in Beziehung zuei-
nander stehen. Allerdings muss an dieser Stelle bereits bei der Modellierung 
eine Entscheidung für die späteren Reportingszenarien getroffen werden. Es 
ist möglich, für alle Aggregationsstufen Faktentabellen anzubieten. Weiß man 
z. B., dass im Berichtswesen häufig kumulierte Monatsdaten benötigt werden, 
so kann dies berücksichtigt werden. Allerdings bringt dies keine Vorteile bei 
der Analyse auf Wochenbasis (hingehen auf Quartalsbasis schon).
Die Einfache Starmodellierung kann ihre Schlichtheit mithilfe einer spalten-
orientierten Datenbank ebenfalls um eine sehr hohe Datenverarbeitungsleis-
tung ergänzen. Eine zeilenorientierte Datenbank kann dennoch eine höhere 
Geschwindigkeit erzielen, wie sie in gefilterten oder verknüpften Modellen 
erreicht werden kann. Allerdings hängt diese Aussage sehr stark von der Um-
gebung und den Systemen ab. Grundsätzlich ist die Verbundoperation (Join) 
kein Performanceproblem mehr in aktuellen Datenbanken (vgl. [KiRo02], 
S. 40). 
3.4.  Komplexität
Komplexität erhöht den Wartungsaufwand, führt zu längeren Entwicklungs-
zeiten und kostet somit Geld. Daher sollte bei jedem Projekt darauf geachtet 
werden, diese Komplexität möglichst gering zu halten. Hier gilt die Regel „So 
komplex wie nötig, so einfach wie möglich“.
Die geringste Komplexität kann die Einfache Starmodellierung aufweisen. Sie 
entwickelt sich nur in die Breite und wird durch die normalen Dimensionen 
ergänzt. Dieser Standardfall ist für jeden Entwickler sofort nachvollziehbar 
und kann sehr einfach ergänzt werden. Allerdings kann bei einer sehr breiten 
Tabelle mit der Zeit die Übersichtlichkeit schwinden. Bei mehreren Hundert 
Spalten kann es schnell passieren, dass neue Anforderungen zu einer neuen 
Spalte führen, obwohl deren Werte sich bereits in einer bestehenden befinden 
oder sich von ihr ableiten lassen.
Eine Methode, die mit sehr geringem Zusatzaufwand neue Funktionalität in 
ein Datenmodell bringen kann, sind Degenerierte Dimensionen. Durch eine 
einzelne Spalte lassen sich so beispielsweise Hierarchien und Gruppen ab-
bilden. Durch eine strukturierte Nomenklatur lassen sich diese Spalten auch 
von den üblichen Dimensionen einfach abgrenzen, um so die Übersicht nicht 
zu gefährden.
3.5.  Anpassbarkeit
Mit der Zeit wachsen und ändern sich auch die Anforderungen an ein System. 
Um nicht regelmäßig dazu gezwungen zu sein das Datenmodell anzupassen, 
sind flexible Datenmodelle wichtig. Sie erlauben es, die Daten so generisch 
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zu halten, dass sich auch neue Anforderungen mit der Umgebung umsetzen 
lassen.
Das Modell der Generischen Fakten lässt dem Entwickler diesbezüglich sehr 
viele Freiheiten. Es gibt eine Struktur vor, die unterschiedliche Werte halten 
und bereitstellen kann. So lässt sich diese sehr einfach um neue Kennzahlen 
erweitern, ohne dass das Schema verändert werden muss.
Eine noch flexiblere Modellierung bieten die Faktendimensionen. Änderungen 
müssen in der Faktendimension an einem Datensatz vorgenommen werden 
und sind fortan für alle verknüpften Daten gültig. Dieser Vorteil ist auch aus 
der Normalisierung transaktionaler Systeme bekannt.
Die Auswirkungen auf bereits bestehende Reports sind ebenfalls nur minimal. 
Da mittels eines künstlichen Schlüssels referenziert wird, ändern sich diese 
bei Anpassungen nicht und bleiben bestehen. Änderungen an den textlichen 
Beschreibungen können nur Probleme verursachen, wenn auf diese explizit 
gefiltert wurde.
3.6.  Datenvolumen
Eng mit der Datenverarbeitungsleistung verwandt ist das Datenvolumen. Ein 
möglichst geringes Datenvolumen führt zu einer schnellen Verarbeitung der 
Daten (allerdings nicht zwingend zu einem größeren Durchsatz).
Die effizienteste Methode ist es, wie bereits bei der Datenverarbeitungsleis-
tung erwähnt, mehrere Faktentabellen mittels Fact Constellation-Schema zu 
verwenden. Hier fällt nicht nur die Aggregation weg (was zu einer hohen Da-
tenverarbeitungsleistung führt), sondern es entfallen auch enorm viele Daten-
mengen. Anstatt großer Mengen atomarer Daten zu übertragen, müssen nur 
noch aggregierte Einzelwerte übermittelt werden.
Das Datenvolumen in Faktendimensionen ist gemischt. Ist die Faktendimen-
sion selbst im Vergleich zur eigentlichen Faktentabelle klein, so lassen sich 
Einsparungen erzielen. Die redundanten und häufig mit Beschreibungsmerk-
malen ausgestatteten Faktendimensionen befinden sich getrennt in einer 
eigenen Tabelle. Die große Faktentabelle enthält hingegen nur einen einzi-
gen Verweis auf diese Dimension. Würde man die Informationen der Fakten-
dimension gemeinsam mit dem Faktum abspeichern, müssten sehr viel mehr 
Daten übertragen werden.
3.7.  Reportingfähigkeit
Wie bereits an anderen Stellen erwähnt, schränkt jede Entscheidung für eine 
Modellierung die späteren Reportingmöglichkeiten bereits ein. Ein Modell, 
das eine möglichst große Flexibilität beibehält, sollte in sehr variablen Anfor-
derungsszenarien bevorzugt werden. Um die Daten auch für Anwender ein-
fach auswertbar bereitzustellen, sollte die Komplexität des Reportings eben-
falls gering gehalten werden.
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Hier können vor allem die Typisierten Fakten ihren Vorteil ausspielen. Sie 
bieten flexible Auswertungsmöglichkeiten, ohne jedoch die Komplexität der 
Generischen Fakten mit sich zu bringen. Bei ihnen muss nicht explizit auf die 
Additivität geachtet werden, da sich die entsprechenden Werte im Gegensatz 
zu den Generischen Fakten in unterschiedlichen Spalten befinden. Diese Re-
geln können zwar je nach Reportingumgebung bereits durch den Entwickler 
implementiert werden, allerdings erhöhen sie in der Regel die Komplexität 
des Berichtswesens an sich.
Faktendimensionen verlangen einen etwas anderen Ansatz in der Analyse. 
Man arbeitet nicht mehr mit Objekten wie „Fahrtzeit“, „Materialmengen“ oder 
„Arbeitskosten“, sondern es existiert ein generisches „Wert“-Objekt, welches 
über Dimensionen gesteuert werden kann. So kann man das Objekt „Wert“ 
auswerten, indem man es zum Beispiel auf die Dimension „Fahrtzeit“ und die 
Ausprägung „Kulanz“ einschränkt. Auf diese Weise lässt sich ein sehr intuiti-
ves und flexibles Reporting erzielen.
3.8.  Kombinationsmöglichkeiten
Mit einer Modellierungsmethode lassen sich in der Regel nicht alle Anfor-
derungen gerecht umsetzen. Von daher ist es notwendig, im Datenmodell 
unterschiedliche Methoden sinnvoll zu kombinieren, um eine möglichst hohe 
Flexibilität und Erfüllung der Anforderungen zu erreichen.
Durch das Ergänzen einfacher Methoden wie Degenerierten Dimensionen 
oder des Fact Constellation-Schemas lassen sich in bestehende Modelle 
ohne großen Aufwand neue Funktionen einbinden.
Eine Möglichkeit ist es, die Einfache Starmodellierung mit dem Fact Con-
stellation-Schema zu kombinieren. Auf diese Weise erhält man einfach struk-
turierte Faktentabellen, die Daten unterschiedlicher Granularität enthalten. 
Diese Kombination ermöglicht einen äußerst laufzeiteffizienten Zugriff auf die 
Fakten und sie lässt sich sehr gut skalieren, indem neue Faktentabellen er-
gänzt werden.
Eine andere Modellierung ist auf möglichst hohe Anpassbarkeit an zukünfti-
ge Anforderungen ausgelegt. Mit Hilfe von Generischen Fakten und Fakten-
dimensionen, die die generischen Kennzahlen spezifizieren, lassen sich sehr 
dynamische Strukturen schaffen. Dieses Modell kann sogar für unterschied-
liche Anwendungsfälle verwendet werden, da der Typ einer Kennzahl allein 
durch die Faktendimension bestimmt wird.  
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4  Zusammenfassung und Ausblick
Das Ziel dieses Artikels ist es, dem Leser ein Verständnis für die Relevanz 
der Modellierung von Fakten in Data Warehouse-Systemen zu vermitteln 
und ihm Anhaltspunkte zu geben, anhand derer er in seinen eigenen Data 
Warehouse-Projekten Entscheidungen für oder wider bestimmten Ansätzen 
treffen kann. Dadurch ist er in der Lage, selbstständig auf Basis seiner jeweils 
individuellen Umgebung Kombinationen zu bilden, die seine Anforderungen 
möglichst genau erfüllen.
Man wird häufig auf Konflikte treffen, die eine gewisse Menge an Kompro-
missen erfordert. Es kann kein einfacher Leitfaden vorgegeben werden, nach 
dem sich ein Entwickler richten kann. Allerdings hilft es bei der Orientierung, 
sich über Möglichkeiten, Vor- und Nachteile bewusst zu sein. Auf dieser Basis 
lassen sich begründete und nachhaltige Entscheidungen treffen.
In Kapitel 3 wurden die zentralen Evaluierungsergebnisse textlich erläutert. 
Die nachfolgende Tabelle stellt nochmals die vollständigen Untersuchungser-
gebnisse vergleichend gegenüber. 
Tab. 7: Vergleichende Evaluierungsergebnisse
Legende:
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Die in diesem Artikel vorgestellten Methoden sind aus Erfahrungen und Anfor-
derungen der letzten Jahrzehnte entstanden. Mit ihnen lassen sich daher sehr 
gut klassische Anforderungen an das Berichtswesen modellieren.
Aktuell wird unter dem Schlagwort Big Data (vgl. [BaGr12]) zunehmend die 
Entwicklung diskutiert, dass immer mehr potenziell auswertbare Daten in 
einem Unternehmen anfallen und dies häufig mit einer enormen Granularität 
verbunden ist. Mit RFID, Maschinensensoren oder Beiträgen in sogenannten 
sozialen Netzwerken lassen sich nahezu alle Zustandsänderungen einer Um-
welt festhalten und in aggregierter Form auswerten.
In diesen Szenarien stoßen klassische Data Warehouse-Umgebungen an 
ihre Grenzen. Sie sind trotz leistungsfähiger Hardware nicht dafür ausgelegt, 
derartige Datenmengen effizient zu verarbeiten. Auf diese Lücke wird durch 
neue Technologien wie Apaches Hadoop (vgl.  [o.V.12a] und [Wart12]) und 
weitere Ansätze (wie z. B. In-Memory Data Management, vgl. [PlZe11]) zu-
nehmend eingegangen. Diese bieten Lösungen für massiv-parallele und ver-
teilte Abfragen. Eigens entwickelte Algorithmen (z. B. MapReduce von Google 
(vgl. [o.V.12b])) sorgen für eine effiziente Steuerung dieser Prozesse.
Die großen Datenbankanbieter wie Oracle und Microsoft bieten Lösungen an, 
wie sich ihre Datenbanken mitsamt den Datenmodellen mit Hadoop kombinie-
ren lassen (vgl. [ShCD10]). Dadurch lassen sich viele Aspekte, die in diesem 
Artikel genannt wurden, auch auf solche Umgebungen übertragen. Hier spielt 
der Aspekt Datenverarbeitungsleistung zwar nur eine geringe Rolle, aber die 
Auswirkungen auf die Analysewerkzeuge müssen weiterhin beachtet werden. 
Gerade bei riesigen Datenmengen besitzen effiziente Datenstrukturen eine 
wichtige Rolle. Die Vorteile einer schnellen Datenabfrage im Hintergrund wür-
den durch längere Analysezeiten schnell zunichte gemacht.
Abseits von den bisher genannten Datenquellen gibt es jedoch zusätzliche, 
die in der Vergangenheit kaum eine Rolle gespielt haben. Sogenannte „un-
strukturierte Daten“ aus Telefongesprächen, Bildern und Nachrichten oder 
sogar Videos bieten großes Potenzial für die Zukunft. Das Erschließen dieser 
Datenquellen übersteigt jedoch die Möglichkeiten bisheriger ETL-Umgebun-
gen.
Diese zusätzlichen Datenquellen lösen aber keine bestehende Data 
Warehouse-Umgebung ab. In der Regel können sie ergänzend zu den bishe-
rigen Datenbeständen genutzt werden. Für sie eignen sich andere Speicher- 
und Analysewerkzeuge besser. Eine Möglichkeit bieten hier NoSQL-Daten-
banken (vgl. [Ed++11]), die in ihrer Datenhaltung wesentlich flexibler sind als 
relationale Datenbanken, die den Data Warehouse-Markt dominieren. Auf 
diese Szenarien können die hier wiedergegebenen Aspekte nur begrenzt an-
gewendet werden.
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Es bleibt festzuhalten, dass die klassischen Modelle auch in naher Zukunft 
den Großteil der betrieblichen Analyseanforderungen abdecken, zugleich 
jedoch die sich abzeichnenden neuen Forschungsergebnisse aus dem Big 
Data-Umfeld sinnvoll und ergänzend zu den bestehenden Data Warehouse-
Umgebungen eingesetzt werden sollten.
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Data-Mining Routinen in SAP BI 7.0
Yves Augustin, Norbert Ketterer
Abstract
In der vorliegenden Arbeit werden ausgewählte klassifizierende Data-Mining-
Verfahren aus SAP BI 7.0 und RapidMiner [RAPI12] an Hand etablierter 
Benchmarks analysiert. Schließlich wird eine Implementierung eines alter-
nativen Data-Mining-Verfahrens in SAP-BI vorgestellt, welches auf neurona-
len Netzen basiert; diese Arbeit integriert eine Reihe von Abschlussarbeiten 
[AUGU11]1, [CRA09], [HAH10].
1  Einleitung
Die SAP AG bietet bereits seit geraumer Zeit im Umfeld des Data-Warehousing/ 
der Business-Intelligence eine Auswahl von Funktionen an, die Standardme-
thoden des Data-Mining implementieren. Die Methode der „Klassifikation“ 
wird dabei in der aktuellen Version von SAP-BI durch eine Data-Mining-Funk-
tion implementiert, die im Wesentlichen entropiebasiert einen Entscheidungs-
baum erzeugt [SAP07] – ähnlich dem bekannten C 4.5 Algorithmus; alternati-
ve Algorithmen – etwa neuronale Netze oder andere Klassifikationsverfahren 
– sind dagegen nicht Teil des von SAP bereitgestellten Funktionsumfangs2.
RapidMiner deckt dagegen eine größere Bandbreite von Data-Mining-Verfah-
ren ab; hier stellt etwa der C 4.5-Algorithmus nur eine Alternative zwischen 
einer Reihe von Data-Mining-Funktionen dar, die u.a. auch auf neuronalen 
Netzen basieren.
Das Ziel dieser Arbeit besteht zum einen darin, die SAP-BI Data-Mining-Lö-
sung zur Klassifikation auf Basis etablierter, veröffentlichter Benchmarks be-
züglich seiner Klassifikationsgenauigkeit zu bewerten; eine ähnliche Analyse 
wird zudem für RapidMiner – hier für den C 4.5 Algorithmus sowie ein neuro-
nales Netz (mit einem verborgenen Layer) – durchgeführt.
Zum anderen wird die Implementierung eines alternativen Verfahrens des 
Data-Mining in SAP-BI skizziert, welches ebenfalls auf neuronalen Netzen 
1 Die Arbeit von [AUGU11] gewann den 2. Platz des bundesweiten TDWI-Award 2012.
2 Weitere wesentliche Klassifikationsverfahren – speziell in Anlehnung an die Verfahrensübersicht 
aus [EST09] – sind in SAP-BI: Clusteranalyse über ein Verfahren ähnlich dem „K-Means-Algo-
rithmus“, Assoziationsanalyse über ein Verfahren ähnlich dem „A-Priori-Algorithmus“ [HAH10].
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mit einem verborgenen Layer basiert. Das Benchmarking dieser Implementie-
rung wird hier wiederum detailliert dokumentiert.
2  Klassifizierende Data-Mining-Verfahren in SAP-BI und RapidMiner
Bei Anwendung eines Klassifikationsverfahrens sind, anders als etwa beim 
Clusterverfahren, die Klassen bereits bekannt. Es ist Aufgabe des Klassifika-
tionsverfahrens, Objekte auf Basis von Attributwerten den Klassen zuzuord-
nen. Hierbei ist ein Klassifikationswissen aufzubauen, welches die Klassen-
struktur beschreibt [EST09]. 
Der Klassifikationsprozess besitzt anfangs eine Trainingsphase, die dem 
Aufbau des Klassifikationswissens dient; nach der Trainingsphase soll das 
Wissen ausreichen, neue Objekte selbständig in das Klassenschema einzu-
ordnen. Das Training erfolgt dabei auf Basis historischer Daten für die die 
Klassenzuordnung bereits bekannt ist, die Trainingsdaten sollten dabei eine 
ähnliche Klassenverteilung besitzen wie die zu analysierenden Daten.
Bekannte Klassifikationsverfahren stellen der C4.5 Algorithmus sowie sein 
Vorgänger ID3 dar. Bei diesen Algorithmen wird versucht, die Ausgangsmen-
ge schrittweise in Klassen aufzuteilen, wobei in jedem Schritt der maximale 
Informationsgewinn erzielt werden soll. Ein bei diesen Schritten generierter 
Entscheidungsbaum repräsentiert dann das Klassenwissen. Eine frühe Dar-
stellung der Idee findet sich beispielsweise in [QIN86], eine grundlegende 
Darstellung in [EST09], ein Vergleich von C4.5 mit dem Vorgänger ID3 und 
dem Nachfolger C5 in [SHA06].
Für die Entropie und den Informationsgewinn werden bei diesen Verfahren 
typischerweise Definitionen wie folgt verwendet [EST09]:
Entropie(T) =  
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Während in SAP BI 7.0 lediglich ein Verfahren zur Klassifikation – ämlich ge-
nau ein entropiebasiertes Entscheidungsbaumverfahren – implementiert wur-
de, finden sich in RapidMiner neben dem klassischen Entscheidungsbaum 
nach C4.5 unter anderem auch verschiedene entscheidungsbaumbasierte 
Modelle – neben C 4.5 und dem älteren ID3 auch CHAID, Bayes’sche Mo-
delle, Support-Vektor-Modelle, Regelbasierte Modelle (wie „Ripper“ [COH95]) 
sowie Neuronale Netzwerke – hier neben einem einschichtigen Perzeptron 
auch ein Multi-Layer Netzwerk.
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3  Benchmarks für Klassifikationsroutinen
Das UCI-Repository listet eine Reihe von Benchmarks, die sich bezüglich der 
Art der Daten (etwa „stetig“, „diskret“/dem „Grad der Separierbarkeit“) stark 
unterscheiden. Diese Benchmarks bilden die Referenz für eine Vielzahl von 
Veröffentlichungen, von denen pro Benchmark eine Reihe von Referenzen im 
Repository angegeben werden.
Name in UCI 
(Name in Ref)
Elemente Klassen Bemerkung
IRIS-Data-Set 
(IRIS) [OPIT99]
150 3 Klassifikation der IRIS-Blumen basierend auf 
der Länge der Kelch/Kronblätter. Eine Klasse 
ist linear separierbar von den übrigen, die 
anderen zueinander nicht. Daten sind stetig.
Congressional 
Voting Records 
Data Set 
(House-Vo-
tes-84) [OPIT99]
435 2 Klassen unterscheiden “Republikaner” und 
“Demokraten” abhängig von 16 Einzel-
themen3, die verschiedenen Entscheidungs-
möglichkeiten wurden dabei verdichtet. Daten 
sind diskret.
Heart Disease 
Data Set 
(Heart-Cleve-
land) [OPIT99]
303 2 Der Datensatz besitzt 76 Parameter4, die 
Literatur verwendet oft nur eine Teilmenge 
(etwa 13 oder 14) – [OPIT99] verwendet 13 
Parameter. Klassen sind „krank“ Ja/Nein. 
Daten sind gemischt stetig/diskret.
Chess (King-
Rook vs. King-
Pawn) Data Set 
(kr-vs-kp) 
[OPIT99]
3092 2 Entscheidung, ob der weiße Spieler ein 
Schachspiel auf Basis einer gegebenen Situ-
ation gewinnen kann – ein Bauer steht dabei 
bereits auf A7. Die Feldsituation wird durch 
36 diskrete Merkmale beschrieben5.
Wine Data Set  
(Wine) [ROK08]
178 3 Unterscheiden von 3 Weinen an Hand von 13 
Merkmalen, wie Phenolgehalt. Die Merkmale 
sind stetig.
Census Income  
(Adult) [Koh96]
32561 2 Entscheidung an Hand einer Reihe von Krite-
rien, ob das Einkommen >50K ist.  
Die Merkmale sind diskret/stetig.
Zoo  
(Zoo) [ROK08]
101 7 Tiere werden anhand von 17 – größtenteils 
boolschen Merkmalen – in 7 Klassen einge-
ordnet6. Die Merkmale sind alle diskret.
Abb. 1: Untersuchte Benchmarks des UCI-Repositories [UCI12] – Referenzname in 
Literatur in Klammern  3/456
3 Beispiel eines Themas: „Hilfe für El-Salvador?“, „Hilfe für Contras in Nicaragua?“
4 Beispiele sind „Cholersterinspiegel“, „Blutdruck > 120“
5 Diese Merkmale beschreiben Schachsituationen – wie „WK im Patt“ – es besteht keine 1:1 Feld-
zuordnung
6 Beispiele für Merkmale: Zähne ja/Nein; #Beine
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4  Bewertung der existierenden Verfahren
Für sämtliche Benchmarks wurde ein Klassifikationslauf auf Basis von Ent-
scheidungsbäumen in RapidMiner (C 4.5) sowie SAP-BI (DT) durchgeführt 
und mit den Benchmarks der in Abbildung 1 referenzierten Quelle verglichen.
4.1  Methoden zum Vergleich von Klassifikatoren
Aus einer Trainingsmenge können  sehr unterschiedliche Klassifikatoren ge-
lernt werden (sie hierzu auch [EST09]). Ein typisches Verfahren zum Ver-
gleich der Klassifikatoren bei einer vergleichsweise kleinen Anzahl von Objek-
ten mit bekannter Klasse stellt die „Kreuzvalidierung“ [EST09] dar. Die k-fache 
Kreuzvalidierung teilt die Menge der Daten in k gleich große Teilmengen, von 
denen jeweils k-1 Teilmengen zum Training und die verbleibende Teilmenge 
zum Test verwendet wird.
Der Klassifikationsfehler wird in Anlehnung an die Arbeit von [OPIT99] als 
Mittelwert einer 5-maligen Wiederholung einer 10-fachen Kreuzvalidierung7 
gebildet.
4.2  IRIS-Data-Set
Die Entscheidungsbäume sind gemäß Benchmark einem Pruning zu unter-
ziehen – es ergeben sich die in Abbildung 2 gezeigten Klassifikationsfehler:
Datensatz Rapidminer C4.5 SAP-BI DT Benchmark C4.5
Iris 8% ( + 2.8%) 13.33% ( + 8.13%) 5.2%
Abb. 2: IRIS Daten, klassifiziert via Entscheidungsbaum, Abweichung von RapidMiner 
und SAP-BI DT zur Benchmark
Ein Beispiel einer Fehlermatrix direkt aus dem Analyseprozessdesigners des 
SAP BI zeigt Abbildung 4; für diese spezifische Instanz aller Validierungs-
schritt wurde eine Genauigkeit von 86% erreicht8, den zugeordneten Ent-
scheidungsbaum zeigt Abbildung 3.
7 Dies bedeutet k=10
8 Zu beachten ist, dass die Anzahl der Sätze aufgrund des Validierungsverfahrens mit k = 10 nur 
„15“ beträgt und das es sich hier nur um eine Instanz aller Validierungen handelt, wobei der 
Klassifikationsfehler in diesem Fall auch dem durchschnittlichen Fehler entspricht.
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Abb. 3: Entscheidungsbaum für IRIS-Datensatz (gepruned) aus SAP-BI
Abb. 4: Ergebnis eines Validierungslaufes für IRIS
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Abb. 5: Entscheidungsbaum für IRIS-Datensatz (gepruned) aus RapidMiner
4.3  Congressional Voting Records Data Set (House-Votes-84)
Gemäß der Vorgaben der Benchmark-Literatur ist der Entscheidungsbaum 
ebenfalls einem “Pruning” zu unterziehen. Der SAP-Entscheidungsbaum be-
sitzt einen Entscheidungsfehler, der der Benchmark sehr nahe kommt.
Datensatz Rapidminer C4.5 SAP-BI DT Benchmark C4.5
House-Votes-84 6.45% ( + 2.85%) 4.6% ( + 1%) 3.6%
Abb. 6: Voting Daten, klassifiziert via Entscheidungsbaum, Abweichung von RapidMi-
ner und SAP-BI DT zur Benchmark
4.4   Heart Disease Data Set (Heart-Cleveland)
Auch hier liegen die Ergebnisse wieder pruned vor; RapidMiner konnte die 
Benchmark etwas übertreffen, SAP ähnelt der Benchmark.
Datensatz Rapidminer C4.5 SAP-BI DT Benchmark C4.5
Heart-Cleveland 21.14% ( - 3.16%) 25.81% ( + 1.51%) 24.3%
Abb. 7: Herz-Erkrankungs Daten, klassifiziert via Entscheidungsbaum, Abweichung von 
RapidMiner und SAP-BI DT zur Benchmark
47
4.5  Chess (King-Rook vs. King-Pawn) Data Set (Kr-vs-Kp)
Generell liegen die Ergebnisse wieder pruned vor; RapidMiner konnte die 
Benchmark sehr leicht übertreffen, SAP ähnelt der Benchmark sehr stark. Es 
wurden die 36 Merkmale direkt als diskrete Werte in die Klassifikationsroutine 
eingegeben.
Datensatz Rapidminer C4.5 SAP-BI DT Benchmark C4.5
Kr-vs-Kp 0.31% ( - 0.29%) 0.94% ( + 0.34%) 0.6%
Abb. 8: Schach Daten, klassifiziert via Entscheidungsbaum, Abweichung von RapidMi-
ner und SAP-BI DT zur Benchmark
4.6  Übrige Datensätze
Auch hier liegen die Ergebnisse wieder pruned vor; RapidMiner konnte die 
Benchmark teilweise deutlich übertreffen, SAP-BI konnte im Falle von „Wine“ 
ebenfalls ein besseres Ergebnis erreichen.
Datensatz Rapidminer C4.5 SAP-BI DT Benchmark C4.5
Census-Income 16.51% ( + 0.97%) 15.38% ( - 0.16%) 15.54%
Wine 6.14% ( - 7.9%) 11.11% ( - 2.93%) 14.04%
Zoo 3.91% ( -3.02%) 10% ( + 3.07%) 6.93%
Abb. 9: Übrige Datensätze für Rapid-Miner, SAP-BI DTund Benchmark
5  Erweiterung von SAP-BI 7.0 um ein neuronales Netz
5.1  Erweiterungsmöglichkeiten von SAP BI 7.0 für Hochschulen
Hochschulen und Universitäten betreiben ein SAP BI 7.0 typischerweise beim 
UCC gemäß Preislistenposition „F2“ oder „F3“ [UCC12] – diese sind „Shared 
Systeme“, die keine Entwicklungsberechtigung besitzen, sondern lediglich 
ermöglichen, ein Data-Warehouse über die DW-Modelling-Workbench zu mo-
dellieren, sowie Data-Mining-Prozesse mit Hilfe des APD9 aufzusetzen.
Innerhalb der Definition eines Analyseprozesses kann jedoch trotzdem eine 
einfache ABAP-Routine eingebunden werden, die mit Hilfe eines externen 
RFC in ein anderes System – etwa einem SAP-Entwicklungssystem der 
Preislistenpostion „G“ – zeigt, das ABAP-Entwicklungen erlaubt. Somit kön-
nen komplexe Erweiterungen in das Entwicklungssystem ausgelagert und 
vom APD referenziert werden. Werden Daten des neuronalen Netzwerks di-
rekt im Data-Warehouse – etwa in einem DSO10 – gespeichert und muss auf 
9 APD = Analyseprozessdesigner; graphisches Modellierungstool für Analyseprozesse des BI
10 DSO = Data-Store-Object
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diese im Rahmen des Analyseprozesses zugegriffen werden, kann das mit 
Hilfe eines BAPIs11 aus dem Entwicklungssystem erfolgen. Die Spezifikati-
on des RFC kann als Codefragment direkt in die APD-Routine eingebunden 
werden, die zugehörigen ABAP-Objekte werden direkt von SAP-BI verwaltet; 
dies gilt nicht als Entwicklungstätigkeit (siehe Abbildung 10 und Abbildung 11).
Abb. 10: Einbindung einer Routine in den APD – einfache Vorhersageroutine –  
ABAP-Routine zur Vorhersage in Element „Use trained neural network..“
Abb. 11: Eingebundene Routine in APD – RFC in Entwicklungssystem  
der ABAP-Routine zur Vorhersage
Dieses Konzept der Einbindung erlaubt auch Hochschulen unter den gege-
benen Restriktionen des Lizenzabkommens eine Einbindung beliebiger Data-
Mining-Routinen; beispielsweise kann eine Data-Mining-Routine nun auch 
komplett außerhalb von SAP realisiert und mit dem Business-Connector oder 
Netweaver-Funktionen in das ABAP-System eingebunden und dann per RFC 
aus dem APD angesprochen werden.
11 Hierzu kann das BAPI „BAPI_ODSO_READ_DATA_UC“ verwendet werden.
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5.2  Struktur des Netzwerks und verwendete Algorithmen12
Ein neuronales Netz besteht aus einer Menge von Knoten, die über Kanten 
miteinander verbunden sind. Das Netz besteht aus einer Input-Schicht, einer 
Reihe verborgener Schichten und einer Output-Schicht, welche mit Kanten, 
denen Gewichte zugeordnet sind verbunden sind. Es existieren eine Reihe 
von Aktivierungs- und Ausgabefunktionen in Knoten, die typischerweise die 
Form einer „Squashing“-Funktion besitzen13. Eine Skizze für einen Konten mit 
Entscheidungsfunktion zeigt Abbildung 12.
Abb. 12: Gewichtete Eingangskanten eines Neurons aus [EST09]
Ein Knoten kann mit Hilfe genau einer Hyperebene die Eingangsdaten sepa-
rieren (siehe beispielsweise [EST09]); durch weitere Schichten können weite-
re Hyperebenen gelernt werden (siehe Abbildung 13).
Abb. 13: Skizze eine Neuronalen Netzwerks sowie der separierbaren Datenklassen 
(beides aus [EST09]]
Die Klassifikation wird durch die Belegung der Kantengewichte des Netzes 
gesteuert. Ist die Klassifikation anzupassen, müssen bei einem mehrstufigen 
Netzwerk eine Reihe von Kantengewichten angepasst werden, einen typi-
schen Algorithmus hierfür stellt der „Backpropagation-Algorithmus“ dar14.
Ein Backpropagation-Algorithmus wurde auch hier implementiert – er wurde 
dabei um eine Flat-Spot-Elimination und einen Momentum-Term ergänzt. Die 
12 Eine kompakte Darstellung fndet sich in [EST09] – der erste Abschnitt dieser Darstellung 
basiert darauf
13 Ein Beispiel stellt die „sigmoide“ Funktion dar.
14  Es handelt sich bei diesem Algorithmus i.W. um ein Gradientenabstiegsverfahren
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Speicherung der Netzstruktur erfolgte in einer DSO – für Details bezüglich der 
Implementierung sei auf [AUGU11] verwiesen.
Das Netz ist – in Anlehnung an die Vergleichsbenchmarks einen Feed-For-
ward-Netz mit einem verdeckten Layer; es wurden die folgenden Parameter 
für das neuronales Netz/den Lernalgorithmus gewählt – Details zu der Netz-
struktur pro Benchmark finden sich in Kapitel 6.
Abb. 14: Parameter des neuronalen Netzes/ des Trainings
6  Bewertung der Erweiterung
6.1  Ergebnisse der Literatur
Für die ausgewählten Benchmarks existieren Ergebnisse in der Literatur – 
speziell die Arbeit von Opitz & Maclin [OPIT99] stellt für neuronale Netze Er-
gebnisse für die verwendeten Benchmarkdatensätze vor, in denen auch die 
Parameter der neuronalen Netze vorgegeben sind.
Für die übrigen drei Benchmarks liegen keine Details bezüglich neuronaler 
Netze aus der Literatur vor, so dass alleine die Ergebnisse des mehrlagigen 
neuronalen Netzes aus RapidMiner und den Entscheidungsbäumen der Lite-
ratur als Benchmarks verwendet wurden. Schließlich wird das Ergebnis mit 
dem in Fulda für SAP-BI entwickelten neuronalen Netz verglichen. Basis des 
Vergleiches war wiederum eine 5 malige Kreuzvalidierung mit Faktor 10. Das 
Feed-Forward-Netz besaß in den Tests die in Abbildung 15 gezeigte Struktur.
Abb. 15: Parameter der Benchmarks – mit „*“ gekennzeichnete Parameter waren nicht 
in der Literatur dokumentiert.
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6.2  IRIS-Data-Set
Der Iris-Datensatz stellte sich mit dem gegebenen Parametersatz in RapidMi-
ner als ähnlich gut lösbar durch das neuronale Netz dar, wie im Benchmark; 
das Fuldaer neuronale Netz lag dagegen bei vorgegebener verdeckten Neu-
ronen Anzahl der Klassifikationsfehler weit über der Benchmark (> 20%).
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark NN
Iris 4.67% ( - 0.37%) 25% ( + 20.7%) 4.3%
Abb. 16: Vergleich „SAP NN“ mit Benchmark für IRIS Daten
Die Klassifikationsgenauigkeit konnte nur durch das Einfügen weiterer ver-
deckten Neuronen erhöht werden – ein Hinzufügen zwei weiterer verdeckten 
Neuronen erhöht die Genauigkeit in einem Masse, dass das Ergebnis von Ra-
pidMiner ungefähr erreicht werden konnte. Im Fulda-NN trat somit ein klares 
„Underfitting“ aus, welches durch Erhöhen der verdeckten Neuronen behoben 
werden konnte.
6.3  Congressional Voting Records Data Set (House-Votes-84)
Für das „Congressional Voting“ ergaben sich die Ergebnisse von Abbildung 
17 – RapidMiner erreicht die Benchmark gut, die eigene Routine weicht um 
> 3% ab.
In diesem Fall wurde durch die Erhöhung der Anzahl der Neuronen im eige-
nen Netz nur leichte Verbesserungen, teilw. Verschlechterungen erreicht15.
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark NN
House-Votes-84 5.53% ( - 0.63%) 8.22% ( + 3.32%) 4.9%
Abb. 17: Vergleich Rapidminer-NN, mit Fulda-NN mit Benchmark für Voting-Daten
Abb. 18: Abhängigkeit des Klassifizierungsfehlers von Anzahl der verdeckten Neuronen
15 In diesem Zusammenhang sei noch einmal darauf hingewiesen, dass mit einer Kreuzvalidie-
rung gearbeitet wurde.
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6.4  Heart Disease Data Set (Heart-Cleveland)
Abbildung 19 zeigt die Ergebnisse für die Heart-Daten – es fällt die Nähe 
von RapidMiner zur Benchmark auf. Für vergleichbare Ergebnisse im eigenen 
neuronalen Netz war eine Erhöhung der verdeckten Neuronen notwendig. 
Eine Erhöhung von 5 auf 6 Neuronen erhöhte die Genauigkeit um > 5% (ab-
solut). Wie im Falle des „Iris-Datensatzes“ lag ein „Underfitting“ vor.
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark NN
Heart-Cleveland 18.56% ( - 0.04%) 36% ( + 17.4%) 18.6%
Abb. 19: Vergleich Rapidminer-NN, mit Fulda-NN mit Benchmark für Herz-Daten
6.5  Chess (King-Rook vs. King-Pawn) Data Set (kr-vs-kp)
Zur Abbildung des Problems wurde auch experimentell versucht, die 36+1 
diskreten Attribute des Problems in nominelle Werte umzuwandeln. Aufgrund 
der im neuronalen Netz hier schlechten semantischen Trennung war die Klas-
sifizierung unbefriedigend. Die in [OPIT99] vorgeschlagene binäre Darstel-
lung 74 Attributen liefert das folgende sehr gute Ergebnis:
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark NN
Kr-vs-Kp 1.97% ( - 0.33%) 1.95% ( - 0.35%) 0.6%
Abb. 20: Vergleich Rapidminer-NN, mit Fulda-NN mit Benchmark für Schach-Daten
6.6  Übrige Benchmarks und Ergebnisverbesserung
Für die übrigen Benchmarks wurden keine Vergleichszahlen auf Basis neu-
ronaler Netze gefunden, so dass als Benchmark das Klassifikationsverfahren 
nach C4.5 herangezogen wird ([ROK08]), es wurden 15 verdeckte Neuronen 
verwendet. Benchmark zur Bewertung des Fulda-NN ist somit lediglich Ra-
pidMiner.
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark C4.5
Wine 3.95% ( - 10.09%) 0.68% ( - 13.36%) 14.04%
Census-Income 15.61% ( + 0.07%) 0.37 (- 15.17 ) 15.54%
Zoo 6.91% ( + 0.02%) 8.41% ( - 1.48%) 6.93%
Abb. 21: Vergleich Rapidminer-NN, mit Fulda-NN mit C4.5 Benchmark für übrige Daten
Eine Erhöhung der verdeckten Neuronen für die problematischen Modelle 
(etwa IRIS) auf 15 führt schließlich zu folgenden Ergebnissen:
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Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark 
NN
Benchmark 
C 4.5
Iris 4.67% ( - 0.37%) 2.67% ( - 1.63%) 4.3% 5.2%
House-
Votes-84
5.53% ( - 0.63%) 6.12% ( - 1.22%) 4.9% 3.6%
Heart- 
Cleveland
18.56% ( - 0.04%) 7.62% ( - 17.4%) 18.6% 24.3%
Kr-vs-Kp 1.97% ( - 0.33%) 1.95% ( - 0.35%) 2.3% 2.3%
Datensatz Rapidminer NN Fulda-NN @ SAP-BI Benchmark C 4.5
Wine 3.95% ( - 10.09%) 0.68% ( - 13.36%) 14.04%
Census-
Income
15.61% ( + 0.07%) 0.37 (- 15.17 ) 15.54%
Zoo 6.91% ( + 0.02%) 8.41% ( - 1.48%) 6.93%
Abb. 22: Ergebnisse des Benchmarkings bei erhöhter Neuronenanzahl („SAP-NN“ be-
zeichnet dabei das Fuldaer-NN in SAP-BI)
RapidMiner besitzt – zumindest in der verwendeten Community-Edition – eine 
deutlich geringere Abhängigkeit von der Anzahl der verdeckten Neuronen, als 
das eigene Netz.
7  Zusammenfassung
Die Evaluation zeigt, dass die entscheidungsbaumbasierte Verfahren in SAP 
und RapidMiner vergleichbare Ergebnisse zum Benchmark liefern.
Es wurde ein Prototyp erstellt, in dem SAP-BI mit einfachen Routinen direkt im 
APD um neuartige Klassifikationsroutinen erweitert werden kann.
Diese Klassifikationsroutinen wurden mit verschiedenen etablierten Bench-
marks evaluiert – aktuell basieren diese Routinen jedoch lediglich auf sehr 
grundlegenden Standardverfahren der Literatur; es besteht eine weite Band-
breite der Verbesserung dieser Verfahren. 
Abhängig vom Datensatz (etwa bei „Wine“ oder „Heart Cleveland“) ergeben 
sich bereits jetzt deutliche Verbesserungen des Klassifikationsresultats ge-
genüber den entscheidungsbaumbasierten Verfahren.
Es wurde zudem ein Verfahren implementiert, welches auch Hochschulen er-
laubt beliebige Data-Mining-Routinen in SAP-BI zu implementieren – bis hin 
zu einer Einbindung externer Routinen.
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Generierung von Simulationsmodellen 
aus ereignisgesteuerten Prozessketten
Christian Müller
1  Einleitung
Die Simulation ist ein häufiggewählter Zugang bei der Optimierung von Ge-
schäftsprozessen [Oberweiss(1999), Böhnlein(2004), Böhnlein(2010)]. Zur 
Beschreibung von Geschäftsprozessen sind die Business Process Modeling 
Notation (BPMN) [Object Management Group(2010), Freud(2010)] und die 
ereignisgesteuerten Prozessketten (EPK) [Rump(1999), Scheer(2000)] die 
am meisten genutzten Notationen. Auf dem Markt gibt es viele Werkzeuge 
die, die BPMN und die EPK Notation unterstützen. Einige unterstützen auch 
die Simulation von Geschäftsprozessen [ARIS Business Simulator(2012), 
IYOPRO(2012), Klose(2010)]. Bei diesen Ansätzen wurde das Geschäfts-
prozessmodell um simulationsrelevante Daten, wie z. B. Prozesszeiten und 
Entscheidungswahrscheinlichkeiten, erweitert. Diese einfachen Modelle set-
zen voraus, dass die Verteilungen der Entscheidungswahrscheinlichkeiten 
stochastisch unabhängig sind. Diese Annahme ist jedoch nicht realistisch, da 
viele Entscheidungen von anderen Modellgegebenheiten und auch von frühe-
ren Entscheidungen abhängen.
Alternativ dazu können Simulationsmodelle auch mit universellen Simulation- 
Werkzeugen, Frameworks oder Sprachen erstellt werden [Kennington(2012), 
OR/MS Today(2012)]. Mit diesen Tools können Modelle beliebiger Genauig-
keit erstellt werden. Dazu sind allerdings meist Spezialisten notwendig.
In diesem Artikel wird ein Ansatz vorgestellt, bei dem die Geschäftsprozesse 
in einer EPK Notation formuliert werden. Diese sind jedoch um simulationsre-
levante Daten erweitert. Für die Modellierung wird Bflow [Kern et. Al.(2010), 
Nüttgens(2011)] verwendet. Bflow ist ein Eclipse Plugin [Eclipse(2012)]. Aus 
den Datenstrukturen des in Bflow gespeicherten Geschäftsprozesses wird 
ein DesmoJ [DesmoJ(2012), Page(2005), Müller(2012)] Simulation Modell 
erzeugt. Ein DesmoJ Modell ist eine Java Anwendung und besteht aus einer 
Reihe von Java Klassen, die das DesmoJ Simulation Framework nutzen. Das 
generierte Simulationsmodell kann anschließend manuell beliebig erweitert 
und modifiziert werden. Das Generierungswerkzeug unterstützt Techniken 
mit denen die manuellen Modifikationen auch bei einer Modifikation des Ge-
schäftsprozesses und anschließender Neugenerierung des Simulationsmo-
dells erhalten bleiben.
56
Die Basistechnologien dieses Ansatzes, Bflow und DesmoJ, sind Open Sour-
ce Projekte. Bflow läuft unter der Eclipse Lizenz [Eclipse Licence(2004)] und 
DesmoJ unter der Apache Lizenz [Apache Licence(2004)]. Alle Teile des 
Projektes können über [Müller(2012)] bezogen werden. Dazu gehören eine 
Spezifikation des Simulation Prozess Modells, der Modell Validator, der Code 
Generator, eine Toolbox (SimTools.jar) mit einigen DesmoJ Erweiterungen, 
durch deren Nutzung der generierte Code etwas vereinfacht wird.
2  Konzept
Alle Teile des EPK Simulators laufen in der Eclipse IDE. Dies sind:
– Bflow als EPK Modellierungswerkzeug,
– der Modell Validator, dieser überprüft ob das Modell alle für die Generie-
rung des Simulation Modells notwendigen Daten enthält,
– der Code Generator und
– das generierte DesmoJ Simulation Modell.
Abb. 1
Bflow ist ein Eclipse Plugin, welches durch externe Anwendungen erweitert 
werden kann. Der Modell Validator und der Code Generator sind solche exter-
nen Anwendungen. Der Code Generator schreibt den Java-Quellcode der ge-
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nerierten Simulationsmodelle direkt in den „src“ Bereich des aktuellen Eclipse 
Projektes. Nach einem Refresh kann das Simulationsmodel in dem Eclipse 
Projekt ausgeführt werden.
In einigen Fällen macht es Sinn die automatisch generierten Simulationsmo-
delle manuell zu erweitern, z. B. wenn sie Eigenschaften enthalten sollen, die 
sich in einem EPK nicht formalisiert abbilden lassen. Für diese Fälle unter-
stützt der Code Generator eine Technik, die, die Codeerweiterungen auch bei 
wiederholter Generierung erhält.
Die in Bflow gespeicherten Geschäftsprozesse enthalten ein Modell Doku-
ment und viele Prozess Dokumente. In dem Model Dokument sind alle Infor-
mationen über die Rahmenbedingungen (Simulationszeitraum, Vorhandene 
Ressourcen, etc.) zusammengefasst. In den Prozess Dokumenten sind die 
Prozesse in klassischer EPK Notation beschieben.
3  Simulation Prozess Modell
In den Termini von Simulation Datenstrukturen kann das Prozess Modell als 
eine Anwendung einer Master Slave Warteschlange [Page(2005) p.289] auf-
gefasst werden.
Das Simulation Model enthält Master- und Slave- Entitäten. Die Master Entitä-
ten laufen als aktive Entitäten durch die als EPK beschriebene Prozesse. Für 
einige Aufgaben benötigen sie Ressourcen, die durch Slave Entitäten reprä-
sentiert werden. Alle freien Slaves warten in der Master Slave Warteschlange 
auf ihren Einsatz. Sobald ein Master einen Slave benötigt, schaut er in die-
ser Warteschlange nach einem geeigneten Slave. Falls Keiner vorhanden ist, 
dann wartet der Master in der Warteschlange auf einen Slave.
Abb. 2
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Die Master Entitäten sind gruppiert nach ihren Eigenschaften in unterschiedli-
che Mastertypen. Für jeden Mastertyp ist eine Verteilung von Zeit-Abständen 
hinterlegt, in denen neue Entitäten von diesem Mastertyp erzeugt werden. 
Jedem Mastertyp ist ein EPK zugeordnet, das von seinen Master Entitäten 
durchlaufen wird. In einem Geschäftsprozess können z.B. unterschiedliche 
Kundentypen mit unterschiedlichen Auftrittshäufigkeiten und unterschiedli-
chen Servicewünschen durch entsprechende Mastertypen repräsentiert wer-
den (Abb. 2). 
Abb. 3
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Die Slave Entitäten sind ebenfalls gruppiert in Slavetypen. Die Slaves eines 
Typs haben alle die gleichen Arbeitszeiten und die gleiche Qualifikationen. 
Wenn ein Master nach einem Slave fragt, dann sucht er nach einem Slave 
mit einer bestimmten Qualifikation, der sich momentan in der Warteschlange 
befindet und aktiv ist, also keine Pause hat. Wenn ein Master seinen Slave 
gefunden hat, führen sie ihre gemeinsamen Aktivitäten durch, die eine im EPK 
Funktions-Element definierte Zeit dauert. Anschließend geht der Slave sofort 
zurück in die Warteschlage und wartet wieder auf seinen nächsten Auftrag. 
In dem Beispiel (Abb. 2) gibt es die Slavetypen „Expert“ und „Secretary“. Die 
Ersteren können sowohl als Berater als auch in der Rezeption (z. B. abends) 
arbeiten, während die Letzteren nur in der Rezeption einsetzbar sind.
In dem Beispiel (Abb. 2) startet jeder Kunde in dem Rezeption Prozess (Abb. 
3). Nach einer Begrüßung durch den Mitarbeiter in der Rezeption wechselt 
er über einen Prozesslink in den Beratung Prozess (Abb. 4). Dort wird er von 
einem Experten beraten. Nach der Beratung wird festgelegt, ob ein weiterer 
Beratungstermin nötig ist. In dem Simulationsmodell kann die Entscheidung 
darüber entweder zufällig bei gegebener Wahrscheinlichkeitsverteilung oder 
durch eine festgelegte Bedingung erfolgen. In dem Simulationsmodel merkt 
sich jede Master Entität durch welches Event sie gelaufen ist. Auf diese Weise 
kann in der Rezeption eine Bedingung formuliert werden, die unterschiedliche 
Handlungsstränge veranlasst, je nachdem ob ein weiterer Termin vereinbart 
werden muss oder nicht.
Abb. 4
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Abb. 5
Neben den Entweder Oder (XOR) Entscheidungen werden auch OR Ent-
scheidungen und AND Auffächerungen unterstützt. In diesen Fällen müssen 
die nachfolgenden Prozesslinien parallel bearbeitet werden. Dazu wird die 
durchlaufende Entität durch klonen vervielfacht. Am Ende der parallelen Pro-
zesslinien werden die vervielfachten Entitäten synchronisiert und wieder zu 
einer Entität zusammengefasst.
4  Simulation Code Modell
Der Code Generator transformiert das Simulation Prozess Modell in ein Des-
moJ Simulation Model. Ein DesmoJ Simulation Modell ist eine Java Anwen-
dung welche das DesmoJ Framework nutzt. Die Komponenten dieses Frame-
works werden in Black- und White- Box Komponenten unterschieden.
Die Black- Box Komponenten setzen sich aus Daten Kollektoren, Statisti-
schen Verteilungen, Datenstrukturen (Warteschlangen, etc.) und Visualisie-
rungstools zusammen. Diese können ohne Modifikationen genutzt werden.
Die White- Box Komponenten müssen implementiert bzw. vervollständigt wer-
den. Sie implementieren vorgegebene Interfaces bzw. erben von abstrakten 
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Klassen. DesmoJ unterstützt einen event- und einen prozess- orientierten 
Modellierungsstil. Für den prozessorientierten Stil müssen Prozesse, Pro-
zessgeneratoren und eine Modellklasse implementiert werden. Die Prozes-
se erben von einer Klasse „SimProcess“ und müssen eine Klasse „lifecycle“ 
implementieren. Sie beschreiben das Verhalten der Master- und Slave- En-
titäten. Die Prozessgeneratoren erzeugen eine Folge von Master Entitäten. 
Die Zeitabstände zwischen den Entitäten ist in dem Model Dokument des 
Prozessmodells festgelegt. Die Modell Klasse ist eine ausführbare Klasse, 
welche die Blackbox Komponenten initialisiert und die Prozessgeneratoren 
sowie die Prozesse der Slave Entitäten startet.
Der Code Generator erstellt diese Klassen auf der Grundlage der Informati-
onen, die in dem Simulation Prozess Modell hinterlegt sind. Die generierten 
Klassen umfassen:
– Für jedes EPK eine Epc_ und eine Logic_ Klasse,
– eine Prozessklasse für jeden Mastertype
– eine Prozessklasse für jeden Slavetype
– eine Klasse für jede Slave Qualifikation und
– die ausführbare Modell Klasse.
5  Modell Erweiterungen
Nicht alle Aspekte eines Geschäftsprozesses können in einem EPK in einer 
formalisierten Form dargestellt werden. Die generierten Klassen ermöglichen 
jedoch dem Anwender diese kontrolliert zu erweitern. Dazu enthalten sie Mar-
ker, die die Codeerweiterungen bezeichnen. Dies sei an folgendem Beispiel 
dargestellt:
@Generated(value = { “RememberCode”, “yes” })
public class Epc_Consultation extends Logic_Consultation{
//@@_begin of id=”_id_26_Function_consultation” generated at 06.02.12 
09:29
/**
* Type: epc:Function
* Name: consultation
* Resources: Consultant, 
* Id: _id_26_Function_consultation
* EpcFile: /Generator_2508/Artikel/Consultation.epc
*/
protected void _id_26_Function_consultation(EpcProcess proc,
List<EpcResource> resources){
//@@_begin of individual code for this method
doSomeAdditionalThinks(proc, resources);
//@@_end of individual code for this method
}
//@@_end of id=”_id_26_Function_consultation” 
}
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Wenn eine Master Entität die consultation Funktion erreicht, dann wartet sie 
solange, bis das Simulationssystem ihr die benötigten Slave Entitäten (Re-
sources) bereitstellt. Wenn dies der Fall ist, dann wird die obige Methode 
ausgeführt. Zwischen den //@@_begin of individual code for this 
method und //@@_end of individual code for this method Mar-
kern kann die Methode individuell erweitert werden. Wird im Modellierungs-
prozess diese bereits modifizierte Methode nochmals generiert, so extrahiert 
der Generator zuvor aus den bereits modifizierten Klassen die individuellen 
Codebestandteile und fügt sie wieder an die entsprechenden Stellen im neu 
generierten Code ein. Dieser Mechanismus kann mit der @Generated Anno-
tation aus- und eingeschaltet werden.
Mit diesem Ansatz können alle Funktionalitäten, die Java bietet, zu Modell Er-
weiterungen genutzt werden. In der Praxis dürfen diese sich aber auf wenige 
Codezeilen beschränken.
6  Anwendungen
Mit diesem System wurden die Geschäftsprozesse der Bibliothek der TH 
Wildau erfasst. Diese setzen sich aus den Teilbereichen Erwerbung, Katalo-
gisierung, Ausleihe, digitale Medien und Fernleihe zusammen. Anhand dieser 
Modelle wurde schon in der Konzeptionsphase sichergestellt, dass der Mo-
dellgenerator praxisrelevanten Anforderungen genügt. Anschließend konnten 
daraus funktionsfähige Simulationsmodelle erzeugt werden. Diese hatten 
eine unterschiedliche Komplexität. In dem Ausleihe Prozess traten bei einer 
Woche Simulationsdauer mehr als 1000 aktive Entitäten parallel auf.
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Mein Dank geht ebenso an alle anderen Studenten in diesem Projekt, die, 
die Prozesse in der Bibliothek erfasst haben und diese Geschäftsprozesse in 
Simulationsmodelle überführt haben. Dieser Praxistest war wesentlich für die 
Entwicklung eines gebrauchsfähigen Systems. Ein weiterer spezieller Dank 
geht an Petra Keidel stellvertretend für das gesamte Bibliotheksteam der TH 
Wildau. Ohne ihr Wissen und ihre Zusammenarbeit wäre die Modellierung der 
Bibliotheksprozesse nicht möglich gewesen.
8  Ausblick
In dem aktuellen Entwicklungsstand erzeugt der Code Generator Simulati-
onsmodelle, welche die Abläufe in den Geschäftsprozessen in 2D Grafiken 
animiert. Für den nächsten Entwicklungsschritt sind folgende Erweiterungen 
geplant:
– Entwicklung einer standardisierten statistischen Analyse der simulierten 
Geschäftsprozesse anhand geeigneter Kennzahlen.
– Entwicklung eines Tutorials um neuen Nutzern das System nahe zu brin-
gen.
– Verifikation des Simulationssystems anhand von Test- und Praxisbeispielen.
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Unterstützung einer selbststeuerenden Planung
durch eine geeignete Erweiterung des SAP Systems
Frank Herrmann
1  Einleitung
Die Planung der Produktion ist bestimmt durch eine sehr hohe Anzahl an 
Größen wie beschränkt verfügbare Ressourcen (z. B. eine beschränkte Anla-
genkapazität), vorgegebene Lieferverpflichtungen, Kundenaufträge, die Pro-
duktionsstruktur, die Maschinenbelegungsplanung und die Personaleinsatz-
planung. In vielen Unternehmen würde die Lösung dieses Problems durch 
einen Algorithmus nach dem Stand der Rechentechnik eine so hohe Laufzeit 
erfordern, dass die Planungsergebnisse zu spät vorliegen. Deswegen existiert 
in den bekannten Enterprise Ressource Planning Systemen (ERP-Systemen) 
und Produktionsplanungs- und -steuerungssystemen (PPS-Systeme) eine 
hierarchische Planung, nach dem von Hax und Meal, s. [HaMe75], vorge-
schlagenen Konzept; für eine detaillierte Erläuterung s. [Herr11]. Es besteht 
aus den nacheinander zu durchlaufenden Planungsschritten Produktionspro-
grammplanung, Bedarfsplanung und Fertigungssteuerung, s. z. B. [Herr11] 
mit einem Beispiel. Ziel der Produktionsprogrammplanung ist die Festlegung 
eines mittel- bis langfristigen Produktionsprogramms für Produkte, die durch 
ein Produktionssegment hergestellt werden, auf der Basis der Nachfrage 
über einen ebenso langen Zeitraum; ein Produktionssegment ist ein Teilbe-
reich der Produktion, der typischerweise organisatorisch zusammengefasst 
ist und in dem eben ein oder mehrere Produkte hergestellt werden – er kann 
aus wenigen Ressourcen bestehen oder es kann sich um eine Werkstatt 
handeln. Die Nachfrage, im Sinne von möglichen Verkäufen, wird auf der 
Ebene von Produkttypen (in kommerziellen Systemen werden sie auch als 
Produktgruppen bezeichnet) für gröbere Periodenraster wie Wochen, Monate 
oder Quartale in enger Abstimmung mit dem Marketing und gegebenenfalls 
auch mit dem Vertriebsbereich ermittelt. Aus den Planprimärbedarfen des 
Produktionsprogramms ermittelt die Bedarfsplanung terminierte Produkti-
onsaufträge bzw. Beschaffungsaufträge für alle Vor- und Endprodukte, die 
durch die jeweiligen Ressourcen bzw. Ressourcengruppen des betrachteten 
Produktionssegments bearbeitet werden. Schließlich erfolgt die Einplanung 
der einzelnen Arbeitsgänge zu diesen Produktionsaufträgen durch die Ferti-
gungssteuerung. 
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Eine vielfach untersuchte und zugleich stark bemängelte Schwäche der Rea-
lisierung der Bedarfsplanung in kommerziell verfügbaren ERP- und PPS-Sys-
temen (s. [Temp08], [Herr09] oder [Herr11]) ist die Nichtberücksichtigung von 
Kapazitäten. Viele Unternehmen versuchen dem durch eine Auftragsfreigabe 
zwischen der Bedarfsplanung und der Fertigungssteuerung zu begegnen. Im 
Folgenden wird ein Konzept und seine Umsetzung in einem Industrieunter-
nehmen vorgestellt. 
2  Testproblem
Das Verfahren wurde für eine moderne hoch automatisierte Fertigungslinie der 
Siemens A & D ET Regensburg zur Herstellung von Fehlerstromschutzschal-
tern (FI-Schalter) entwickelt und validiert. Der Herstellungsprozess umfasst je 
nach Ausprägung des FI-Schalters die Schritte Rohbearbeitung, Feinbearbei-
tung, Vormontage und Endmontage. Die Produktionsprogrammplanung der 
gesamten Produktpalette erfolgt bei Siemens A&D monatlich und erstreckt 
sich über eine Zeitdauer von 24 Monaten. Sie verwendet die vertrieblichen 
Vorgaben, Erfahrungswerte der letzten Jahre und die durchschnittliche Auf-
tragseingänge (AE) der letzten sechs Monate. Diese Planung erfolgt mit dem 
Planungstableau in einem SAP-System (s. [Dick09] und [DiKe10]). Auf eine 
separate Bedarfsplanung wird verzichtet. Von den so erhaltenen terminierten 
Planaufträgen werden so viele Planaufträge freigegeben (und damit zu Ferti-
gungsaufträgen), dass ihr Kapazitätsbedarf ungefähr mit dem Kapazitätsan-
gebot übereinstimmt. Aufträge zu Produkten mit einer geringen Reichweite 
werden bevorzugt freigegeben. Wie zu vermuten ist, war dadurch nicht der 
Kundenwunschtermin einzelner Aufträge, sondern die Stückzahl mehrerer 
Aufträge für die Freigabe maßgeblich. Wie bei vielen Unternehmen häufig an-
zutreffen, wurden sehr stark Vergangenheitswerte berücksichtigt. Zukünftige 
Aufträge wurden nur für die nächsten 12 Arbeitstage verwendet, obwohl für 
einen längeren Horizont Kundenaufträge schon bekannt sind. Vor allem bei 
frühzeitig bekannten Großaufträgen ist dies ungünstig. Unberücksichtigt blieb 
ferner die Durchlaufzeit je Auftrag. 
Mit der neuen Auftragsfreigabe soll eine Verminderung der bisher mehr manu-
ell unterstützten Einlastung und Freigabe von Fertigungsaufträgen erfolgen. 
Für jedes Produktionssegment soll jederzeit ein Überblick über verfügbare 
und bereits verbrauchte Produktionsleistung einerseits sowie über vorhan-
dene Fertigungs- bzw. Kundenaufträgen vorliegen, so dass eine Selbstorga-
nisation vor allem hinsichtlich verbrauchsgerechter Personalplanung für den 
Wechsel zwischen Ein-, Zwei- oder Drei-Schicht-Betrieb, aber auch für Zu-
satzschichten erreicht wird.
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3  Konzept
Methodisch wurde die Reichweitenberechnung und die Prüfung der verfüg-
baren Fertigungskapazitäten verbessert. Bevor diese behandelt werden, wer-
den die Kernschritte des Algorithmus erläutert, die in Abbildung 1 dargestellt 
sind. Zunächst werden alle bekannten Fertigungs- und Planaufträge, die in 
den nächsten 12 Tagen zu fertigen sind, nach dem Eckendtermin (der Name 
ergibt sich aufgrund der SAP Terminologie (s. [Dick09] und [DiKe10])) sortiert. 
Aufträge mit identischen Endterminen werden nach der errechneten Reich-
weite (genauer: für die produzierten Produkte) sortiert. Besonders wichtig 
sind Aufträge, deren Eckendtermin bereits in der Vergangenheit liegen und 
solche, deren Reichweite kleiner oder gleich null ist. Diese sollten in jedem 
Fall eingeplant werden, was automatisch vorgeschlagen wird. Vom Werkstatt-
meister werden die Aufträge markiert, die möglichst im aktuellen Tag zu fer-
tigen sind. Mit einer Kapazitätsüberprüfung, die weiter unten erläutert wird, 
wird geprüft, ob genügend Produktionskapazitäten für die ausgewählten Auf-
träge zur Verfügung stehen. Durch die Auswahl des Schichtbetriebs – näm-
lich Ein-, Zwei- oder Drei-Schicht-Betrieb – ist eine Variation der verfügbaren 
Kapazität möglich; das System erstellt dafür automatisch einen Vorschlag. 
Da für die Auswahl von als nächstes unbedingt zu produzierenden Aufträgen 
auch andere Kriterien als die genannten, wie Wichtigkeit eines Auftrags, zu 
erwartende Kapazitätsprobleme für einen Auftrag bzw. Produkttyp, die nicht 
durch die eher statische Kapazitätsüberprüfung erfasst werden, herangezo-
gen werden, werden vom Werkstattmeister die Aufträge markiert, die mög-
lichst im aktuellen Tag zu fertigen sind. Alle nicht berücksichtigten Aufträge 
werden auf die nächsten Tage verschoben. Um aktuelle Auftragseingänge 
möglichst gut zu berücksichtigen, erfolgt diese Auftragsfreigabe mehrmals 
täglich. Ist es der Fertigung nicht möglich, dem Auftragsanstoß der kommen-
den Tage gerecht zu werden, so kann frühzeitig eine Sonderschicht für einen 
Samstag durch den Werkstattmeister angefordert werden. Durch diese Son-
derschicht werden alle Aufträge, die sich bis zum Wochenende aufgestaut 
haben werden, abgearbeitet. Großaufträge sind oftmals frühzeitig, jenseits 
des oben genannten Zeitintervalls von 12 Tagen, bekannt. Verfügbare oder 
durch Sonderschichten beschaffte Kapazitäten werden genutzt, um Teile des 
Großauftrags vorzuproduzieren. 
Aufträge nach 
Eckendtermin 
sortieren
Aufträge nach 
Reichweite 
sortieren
Auswahl 
durch 
Meister
Kapazitäts-
prüfung
Auswahl durch Meister 
und Freigabe – ggf. 
mit Sonderschichten
Abb. 1: Kernschritte
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Die Grundformel für die Reichweite lautet: Bestand durch zukünftigen Ver-
brauch. Diese Formel wird umso besser, je besser der zukünftige Verbrauch 
bekannt ist. Liegt ein konstanter gleichmäßiger Bedarfsverlauf vor, so lässt 
sich der zukünftige Verbrauch sehr gut prognostizieren. Ihre Ergebnisse las-
sen sich oftmals durch die Ausnutzung spezieller Eigenschaften der Produk-
tion verbessern.
Spezifisch für das Testproblem ist das Auftreten von Großaufträgen, die natur-
gemäß eine gleichmäßige Auslastung der Produktion erschweren. Daher wer-
den Kundenaufträge differenziert in solche mit einer normalen Bestellmenge 
und Großaufträgen. Im Testproblem liegt die durchschnittliche Bestellmenge 
zwischen 350 und 400 Stück. Wegen der beobachteten Streuung bewirkt als 
Grenze eine Bestellmenge von 500 eine richtige Identifikation von Großauf-
trägen in 98% der Fälle. Langfristig bekannte Großaufträge werden in 12 neue 
gleichgroße Aufträge aufgeteilt, die in den 12 Tagen vor dem Lieferdatum des 
(ursprünglichen) Großauftrags zu fertigen sind. Mit den Parametern
 12,500IstD ≤<  Kundenaufträge ohne Großaufträge mit einem Endtermin  
innerhalb der nächsten 12 Tage
 12,500IstD ≤≥  Großaufträge mit einem Endtermin innerhalb der nächsten  
12 Tage
 
12,500IstD >≥  Großaufträge mit einem Endtermin außerhalb der nächsten  
12 Tage
wird dadurch der Bestand reduziert um: 
.
Im Testproblem bestellen die Kunden zu ca. 20% innerhalb einer Lieferfrist 
von 24h. Deswegen wird der Verbrauch durch normale Bestellmengen um 
20% erhöht, also zu: .
Schließlich bietet es sich an, die Kapazitätsverringerungen durch Ausfallzei-
ten in kapazitätsschwachen Monaten wie z. B. Urlaubsmonaten, zu berück-
sichtigen. Simulationen zeigten, dass dies durch einen Faktor FC  realisiert 
werden kann, mit dem die Reichweite in kapazitätsschwachen Monaten (z. B. 
Urlaubsmonaten) erhöht wird – z. B. 1,1 im August –, davor wird durch eine 
Verringerung der Reichweite Kapazität vorgehalten – z. B. 0,9 im Juli – und in 
den anderen Monaten steht die normale Kapazität durch einen Faktor von 1 
zur Verfügung. Simulationen zeigen, dass durch die Verwendung von Kalen-
derwoche statt Monaten keine besseren Ergebnisse erzielt werden. 
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Damit wird insgesamt der Bestand durch die Reichweitenformel berechnet 
durch:
, 
wobei B der aktuelle physische Bestand – verfügbare Menge bei Siemens, 
d. h. Lagerbestand in den Werken sowie andere fertiggestellte Umlaufbestän-
de (Q-Prüfungen, ...), die im System SAP (s. [Dick09] und [DiKe10]) als fertig 
gestellt gebucht sind, ist. 
Der Verbrauch in der Reichweitenformel wird durch die exponentielle Glättung 
1. Ordnung prognostiziert: Mit der aktuellen Periode t, dem Lagerabgang ty  
in der Periode t, der Prognose t 1p −  in der Periode t 1−  und dem Glättungs-
parameter α  lautet die Prognose tp  in der Periode t: ( )t t t 1p y 1 p −= α ⋅ + −α ⋅ . 
Die Periodengröße beträgt 5 Arbeitstage und wegen deutlichen autokorrelier-
ten Schwankungen erwies sich der Glättungsparameter von 0,5 in den Simu-
lationen am günstigsten. 
Feiertage am Produktionsstandort bewirken eine Kapazitätsverringerung 
ohne dass es gleichzeitig zu keinen Auftragseingängen in der gleichen Grö-
ßenordnung kommt, da die FI-Schalter weltweit verkauft werden. Die Pro-
gnose bezieht sich auf 5 Arbeitstage, so dass eine Division durch 5 einen 
tagesweisen Verbrauch beschreibt. Liegen Feiertage vor, so wird ihre Anzahl 
HC  von 5 abgezogen. Damit lautet die Prognose des Verbrauchs pro Tag: 
H
t
C5
p
− .
Insgesamt ist  
die Reichweitenformel.
Für die Kapazitätsprüfung der ausgewählten Aufträge wird für jeden Auftrag 
A sein Nettokapazitätsbedarf pro Periode bestimmt. A habe den Endtermin 
Af  und die erwartete Durchlaufzeit Ad , so ist A Af d−  sein Starttermin. Es 
sei ( )SP A  die Periode, die diesen Starttermin von A enthält und ( )EP A  die 
Periode, die den Endtermin von A enthält. Nun wird der Kapazitätsbedarf von 
A gleichmäßig auf die Perioden von ( )SP A  bis ( )EP A  aufgeteilt. In dem alle 
Aufträge betrachtet werden, ergibt sich eine kumulierte Kapazitätsbelastung 
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pro Periode. Als Periodengröße wird ein Tag verwendet. Die Kapazitätsgrenze 
beträgt 8, 16 oder 24 Stunden je nachdem, welcher Schichtbetrieb vorliegt. 
Liegt die kumulierte Kapazitätsbelastung in jeder Periode unterhalb der Kapa-
zitätsgrenze so liegt keine Kapazitätsüberbelastung vor.
Die visuelle Darstellung der Auftragserfüllung erfolgt mit Hilfe einer Ampel-
steuerung. Rot bedeutet, dass die ausgewählten Aufträge nicht in dem aktuel-
len Tag und dem möglichen Schichtbetrieb gefertigt werden können und eine 
(oder mehrerer) Zusatzschicht erforderlich ist. Bei gelb liegt der Auftragserfül-
lungsgrad an der Grenze und bei grün ist sogar freie Kapazität verfügbar. Ein 
Beispiel findet sich in Abbildung 2 für den Einschichtbetrieb und ist ganz rechts 
angegeben. Die Reichweite (RW) ist auch mit den Ampelfarben unterlegt und 
zwar nach den Regeln: rot bei einer Reichweite kleiner oder gleich Null, gelb 
bei einer Reichweite, die echt zwischen 0 und 5 liegt und schließlich grün bei 
einer Reichweite größer als 5. Die Belegungszeit des jeweiligen Auftrags wird 
mit Hilfe des Grenzdurchsatzes (pro zu produzierender Einheit) berechnet 
und ist als letzte Information in der Startliste – unter „TBeleg.“ – aufgeführt. 
Ein Wechsel vom Einschicht in den Dreischichtbetrieb würde bewirken, dass 
der gelbe Pfeil beim Balkendiagramm ganz rechts auf dem grünen Bereich 
stehen würde. Alle anderen Angaben in Abbildung 2 sind selbsterklärend.
Abb. 2: Auftragsliste mit visueller Darstellung der Auftragserfüllung
Die Vorschau in die Zukunft wir dadurch realisiert, dass Aufträge die nicht 
am gleichen Tag gefertigt werden können aus der Auftragsliste des aktuellen 
Tages ausgebucht werden und in die Auftragsliste der nächsten Tage einge-
fügt werden. Dort werden die Aufträge neu, nach der Reichweite und dem 
Eckendtermin sortiert. Die Aufträge, die vom Vortag gefertigt werden können, 
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werden abgearbeitet und die, die nicht bearbeitet werden können, werden am 
nächsten Tag wieder in die Auftragsliste verbucht. Durch dieses Aufschub-
verfahren kann es passieren, dass sich so viele nicht gefertigte Aufträge auf-
gestaut haben, dass eine Sonderschicht erforderlich ist. Sind jedoch nicht 
genügend Aufträge für eine Sonderschicht vorhanden, so sollen die Aufträge, 
die nicht am selben Tag gefertigt werden können, durch die Steigerung der 
Fertigungskapazitäten gefertigt werden. 
4  Realisierung
Die Oberfläche basiert auf den in Java implementierten Swing-Elementen (s. 
[KrSt09]). Diese ermöglichen die Programmierung von Benutzeroberflächen 
unter Verwendung von durch das Java-System zur Verfügung gestellten Kom-
ponenten.
Um das umfangreiche Projekt übersichtlich und überschaubar zu gestalten, 
wurde der Quellcode in fünf Teilabschnitte eingeteilt. Eine solche logische 
Aufteilung wird in Java durch so genannte Pakete (Packages, s. [KrSt09]) 
realisiert. Folgende Packages wurden in diesem Projekt verwendet:
Package Name Kurzbeschreibung
de.fhr.siemens.filereader Schnittstelle zu den von SAP bereitgestellten Textda-
teien
de.fhr.siemens.product Verwaltung der Produkte und Generierung der Planauf-
träge 
de.fhr.siemens.startlist Verwaltung der einzelnen Startlisten für alle betrachte-
ten Tage
de.fhr.siemens.calculator Berechnung der Kapazitäten und der Reichweiten
de.fhr.siemens.gui graphisches Oberflächendesign und Benutzeroberfläche
Abb. 3: Verwendete Packages
Exemplarisch wird das Package „product“ im Detail dargestellt. Es ist eines 
der zentralen Bestandteile der gesamten Anwendung. An dieser Stelle ge-
schehen viele wichtige Vorgänge:
– Einlesen der Planprimärbedarfe,
– Einlesen der Kundenbestellungen,
– Sortieren und Aufteilen der Listen nach Produkten,
– Generieren der Planaufträge für alle Produkte und
– Berechnung der fortlaufenden Lagerbestände.
Die folgende Abbildung zeigt das Klassendiagramm und die zugehörigen As-
soziationen vom Package „product“.
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Abb. 4: Klassendiagramm vom Package „product“
Für die Klassen „PlanDemandOrder“, „CustomerOrder“ und „ProductionOr-
der“ gelten viele gemeinsame Attribute und Verhaltensweisen. Diese Gemein-
samkeiten werden in der abstrakten Klasse „AIventoryDemandItem“ definiert 
und an die Unterklassen vererbt. Die Objekte der Klassen „PlanDemandOr-
der“ und „CustomerOrder“ repräsentieren jeweils einen Datensatz aus dem 
Textfile für die Planprimärbedarfe und für die Kundenaufträge. Die Objekte der 
Klasse „ProductionOrder“ repräsentieren jeweils einen Produktionsauftrag, 
so wie er letztendlich in der Auftragsliste vorhanden sein wird. Alle Objekte 
dieser Klassen werden in genau einer produktspezifischen Liste verwaltet, 
da jeder dieser Aufträge genau einem Produkt zugeordnet ist. Diese Verwal-
tung der Objekte wurde mit der Klasse „InventoryDemandManager“ realisiert 
und entspricht genau dem Softwaredesignpattern „Objektverwaltung“. Dieser 
Manager ist ebenso genau eindeutig einem Produkt zugeordnet und für das 
Anlegen neuer Aufträge für das jeweilige Produkt zuständig. Die Klasse „Pro-
ductManager“ beinhaltet eine Liste aller im Programm bekannten Produkte. 
Dieser Manager kann sowohl neue Produkte anlegen, als auch bestimmte 
Produkte selektieren oder bearbeiten. Um diese Managerfunktion zu reali-
sieren, wurde ebenfalls auf das Softwaredesignpattern „Objektverwaltung“ 
zurückgegriffen. Somit verwaltet die Klasse „ProductManager“ alle Objekte 
der Klasse Produkt, und die Produkte verwalten ihrerseits Objekte der Un-
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terklassen von „AInventoryDemandItem“. In der folgenden Abbildung 5 wird 
die Beziehung zwischen den einzelnen Klassen graphisch als vereinfachtes 
Klassendiagramm dargestellt. Schließlich wird noch ein dritter Manager im 
Package „product“ benötigt, um die produktspezifischen Planaufträge verwal-
ten und diese wieder auf eine einzige Liste zusammenführen zu können. Die-
se Funktion übernimmt die Klasse „PlanOrderManager“.
Abb. 5: Beziehung der Klassen im Package „product“
Die Funktionsbeschreibung ist eine naheliegende Umsetzung des obigen 
Konzepts, mit den im Klassendiagramm angesprochenen Methoden.
Das gesamte Projekt wurde mit dem aktuellen Java Software Development 
Kit (Java SDK) der Firma Sun Microsystems durchgeführt, um sich an dem 
aktuellen Stand der Technik zu orientieren. Java bietet unter anderem eini-
ge wesentliche Neuerungen im Umgang mit Listen. In dem Projekt wird eine 
Vielzahl von Listen verwendet und somit von den neuen Funktionen reichlich 
Gebrauch gemacht. Als geeignete Entwicklungsumgebung wurde die aktuelle 
kostenlose Opensource Entwicklungsumgebung Eclipse ausgewählt. Dafür 
sprachen die Unterstützung von Java, der große Funktionsumfang und die 
leichte Erweiterbarkeit mittels Plugins. Die verwendete Version von Eclipse 
wurde mit dem ebenfalls kostenlosen UML Plugin eUML der Firma Soyatec 
erweitert, um die Softwareentwicklung zu erleichtern. Mit diesem Plugin war 
es möglich, aus den erzeugten UML-Diagrammen direkt Javacode zu gene-
rieren. Damit beschleunigte sich die Implementierungsphase um ein Vielfa-
ches.
5  Nutzen und Übertragbarkeit sowie Ausblick
Beide Vorgehensweisen zur Auftragsfreigabe wurden anhand von Vergan-
genheitsdaten im Rahmen von einem Planspiel über drei Monate durch zwei 
Studierende im Rahmen ihres Praktikums getestet. Ein Praktikant arbeitete 
mit der alten und einer mit der neuen Auftragsfreigabe. Die Produktion wurde 
durch einen Werkstattsimulator, der am IPF in Plant Simulation implementiert 
wurde, simuliert. Vergleiche mit der realen Produktion zeigten ähnliche Werte. 
Als Kennzahlen wurde die Minimierung der Verspätung bei geringen Durch-
laufzeiten betrachtet. Die Ergebnisse durch die neue Auftragsfreigabe waren 
um ca. 25% besser. Im Hinblick auf die Zielsetzung des Projekts wurde die 
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rechtzeitige Beantragung von Zusatzkapazität betrachtet. Sie konnte durch 
die neue Auftragsfreigabe um circa 30% verringert werden. Einen erheblichen 
Einfluss auf diese deutliche Verbesserung hat die bessere Einplanung von 
Großaufträgen. Ihre frühzeitige Berücksichtigung führt zu einer beträchtlichen 
Vorratsproduktion und damit zwangsläufig zu einer besseren Termineinhal-
tung. In manchen Situationen konnte Kapazität, die bei einer kurzfristigen 
Betrachtung nicht genutzt werden würde, für die Vorratsproduktion für Groß-
aufträge verwendet werden, wodurch weniger Kapazität in Sonderschichten 
benötigt wurde und mehr Sonderschichten wurden rechtzeitig beantragt. 
Die Arbeiten von Wiendahl (s. [Wien87] und [Wien97]) belegen, dass durch 
eine geeignete Auftragsfreigabe die Termineinhaltung signifikant verbessert 
werden kann. Wie diese Publikation zeigt, ist dies bereits durch einfache Me-
chanismen möglich. Am zeitaufwendigsten war die Analyse der ursprüngli-
chen Reichweitenformel und Auftragsfreigabe. Aus ihr konnte innerhalb von 
4 Mitarbeitertagen ein Konzept entworfen werden, dessen Implementierung 
einschließlich Test 5 Mitarbeitertage dauerte. Viele Unternehmen setzen kei-
ne ausgefeilten Planungsalgorithmen ein. Diesen zeigt diese Arbeit, dass 
sich mit einem moderaten Aufwand signifikant bessere Produktionsleistungen 
erzielen lassen. Weitere Verbesserungen sind durch eine weitere Automati-
sierung möglich. Wie bereits erwähnt, könnte die maximale Menge an bear-
beitbaren Aufträgen vorgeschlagen werden. Zur Erzielung einer bestimmten 
Produktionsleistung könnten auch Vorschläge für die Nutzung von der An-
zahl an möglichen Schichten – also eine, zwei oder drei – gemacht werden. 
Methodische Ansätze ergeben sich aus einer Prognose und die Integration 
von Sicherheitsbeständen bzw. -bedarfen, die in [Herr09] und [Herr11] be-
schrieben sind. Ein grundsätzliches Problem ist, dass die Berechnung der 
Nettokapazitätsbelastung im Rahmen der Kapazitätsüberprüfung die Konkur-
renz der Arbeitsgänge um die Nutzung der einzelnen Bearbeitungsstationen 
im Wesentlichen nicht berücksichtigt (s. z. B. [Herr11]). Folglich kann nur ein 
geringer Durchsatz, als durch die Kapazitätsüberprüfung prognostiziert, reali-
siert werden (s. [Herr11]). Somit bietet es sich an, zu erwartende Kapazitäts-
probleme für einen Auftrag bzw. Produkttyp zu berücksichtigen. Gerade an 
letzterem wird am IPF im Rahmen von Forschungsarbeiten gearbeitet. 
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Cloud Computing als neue Herausforderung  
für Management und IT
Thomas Barton, Gerald Münzl
1  Einführung
Ein Paradigmenwechsel in der Informationstechnologie (IT) scheint sich an-
zubahnen, bei der es vereinfacht gesprochen darum geht, IT-Ressourcen 
nicht mehr zu besitzen, sondern die irgendwo in einem Kommunikationsnetz 
(oft im Internet) bereitgestellten IT-Kapazitäten bei Bedarf temporär zu nut-
zen, sprich als Dienstleistung zu beziehen. 
Für diese Art der IT-Bereitstellung und -Nutzung prägte Nicholas Carr 2008 in 
seinem Buch „The Big Switch“ den Begriff „World Wide Computer“ [Carr08]. 
Er beschreibt dort sehr ausführlich den fundamentalen Wandel der IT, den 
Eric Schmidt irgendwann in den 90er Jahren, damals noch Chief Techno-
logie Officer von Sun, als „Computer in the Cloud“ vorhersagte. Der Begriff 
„Cloud Computing“ war geboren und Schmidt darf als dessen Schöpfer gelten 
[Anm1]. Unkte Spiegel Online 2009 noch: „Eine der dicksten Säue, die derzeit 
durch das Medien-Dorf getrieben werden, heißt Cloud Computing“ [Spiegel], 
nennt Andreas von Bechtolsheim – einer der Gründer von Sun Microsystems 
und einer der ersten Investoren bei Google – Cloud Computing “the Fifth Ge-
neration of Computing. After Mainframe, Personal Computer, Client-Server 
Computing, and the Web” [Becht08]. 
Diese gegensätzlichen Positionen bestimmten lange Zeit die Diskussionen. 
Wurde vor wenigen Jahren die Frage, ob es sich (wieder) um einen von der 
Industrie getriebenen Hype ohne praktischen Nutzen für Unternehmen han-
delt, noch überwiegend mit „ja“ beantwortet, ist zwischenzeitlich eine diffe-
renziertere Betrachtung und eine ernsthaftere Auseinandersetzung mit dem 
Thema zu beobachten. Spätestens seit der CeBIT 2011 – bei der Cloud 
Computing das Leitthema war – hat die Beschäftigung mit der Cloud auch 
in Deutschland eine geradezu atemberaubende Dynamik entwickelt. Wäh-
rend Larry Ellison – CEO von Oracle – 2009 im Zusammenhang von Cloud 
Computing noch zugab: „Ich habe keine Ahnung, worüber die Leute reden. 
Wann hört dieser Blödsinn denn endlich auf?“ [CW09], setzt sich mehr und 
mehr – auch bei Herrn Ellison [Anm2] – die Erkenntnis durch, dass mit Cloud 
Computing tatsächlich ein neues IT-Zeitalter anbricht und es notwendig und 
lohnend ist, sich mit dem Thema vertiefend zu beschäftigen [Booz1].
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Zusammenfassend kann man wohl festhalten: Die Frage „Hype oder nicht 
Hype“ stellt sich nicht mehr. Das Thema ist in der interessierten Fachöffent-
lichkeit, in der Politik, bei Unternehmen und in der Wissenschaft mittlerweile 
angekommen; und in der IT-Industrie, wenn man die gewaltigen Investitionen 
in Cloud Computing anschaut, ohnehin. Nach einer aktuellen Studie von Ex-
perton im Auftrag des Bundesverbandes Informationswirtschaft, Telekommu-
nikation und neue Medien e.V. (BITKOM) [BITKOM1] soll im Geschäftsumfeld 
(B2B) der Markt für Cloud Computing in Deutschland 2012 eine Größenord-
nung von rund 3,0 Mrd. € erreichen. Dies würde eine Steigerung um rund 
58 % gegenüber 2011 bedeuten. Bezogen auf den deutschen IT-Gesamtmarkt 
von ca. 72,4 Mrd. € [BITKOM2], nehmen sich die Cloud-Umsätze von rund 3,0 
Mrd. € absolut zwar noch relativ bescheiden aus; ihre prognostizierten durch-
schnittlichen jährlichen Wachstumsraten zwischen 2012 und 2016 von über 
40 % sind jedoch beeindruckend. Der volkswirtschaftliche Gesamtnutzen 
für Deutschland durch Cloud Computing wird für die Jahre 2010 – 2015 auf 
221 Mrd. € geschätzt und damit verbunden die Entstehung von etwa 790.000 
Arbeitsplätzen erwartet [CEBR10], [RoBe11], [IDC12]. Einerseits sind all die-
se Prognosen – insbesondere auch aufgrund fehlender klarer Abgrenzungen, 
was alles zu Cloud Computing dazu gezählt wird und was nicht – mit Vorsicht 
zu betrachten. Anderseits liefern sie auch gute Gründe, sich mit dem Thema 
„Cloud“ näher zu beschäftigen.
2  Historie und Begriffe
Die Genauigkeit und Qualität der Diskussion leidet darunter, dass es eine 
einheitliche Definition für „Cloud“ (noch) nicht gibt – vielleicht auch nie ge-
ben wird. Die Frage, was eine Cloud ist und was nicht, wird je nach Inter-
essenslage der an der Diskussion Beteiligten unterschiedlich beantwortet. 
So gilt auch hier: Nicht überall wo „Cloud“ draufsteht, ist auch „Cloud“ drin. 
Während einige Dienstleister ihr bestehendes traditionelles IT-Portfolio ein-
fach mit dem Begriff „Cloud Computing“ marketingtechnisch aufgewertet ha-
ben, ohne dass auch nur gewisse Mindestanforderungen an „Cloud“ erfüllt 
wären, haben andere konsequent in Cloud-Lösungen investiert [Anm3] und 
dürfen sich als Gralshüter der „echten“ Cloud fühlen. Auch auf der Nutzerseite 
herrscht eine babylonische Begriffsverwirrung. Auf die Frage, was in ihrem 
Unternehmen unter Cloud Computing zu verstehen ist, reichten die Antworten 
von „IT-Outsourcing-Modell“ über „IT-Architektur“ und „SaaS“ bis „Software-
Virtualisierung“ [Mart10]. Bereits 2009 haben Böhm, Leimeister, Riedl, Krcmar 
formuliert: „Cloud Computing ist ein auf Virtualisierung basierendes IT-Bereit-
stellungsmodell, bei dem Ressourcen sowohl in Form von Infrastruktur als 
auch Anwendungen und Daten als verteilter Dienst über das Internet durch 
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einen oder mehrere Leistungserbringer bereitgestellt wird. Diese Dienste sind 
nach Bedarf flexibel skalierbar und können verbrauchsabhängig abgerechnet 
werden.“ [Böhm09]
Eine unseres Wissens erste und relativ häufig zitierte Definition für Cloud 
Computing findet sich in der Cloud Computing Standards Roadmap des U.S. 
National Institute of Standards and Technology (NIST): „Cloud computing is 
a model for enabling ubiquitous, convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction.“ [NIS-
T11a]. Darauf aufbauend und in Ergänzung dazu hat der BITKOM die folgende 
Definition vorgeschlagen: „Cloud Computing ist eine Form der Bereitstellung 
von gemeinsam nutzbaren und flexibel skalierbaren IT-Leistungen durch nicht 
fest zugeordnete IT-Ressourcen über Netze. Idealtypische Merkmale sind die 
Bereitstellung in Echtzeit als Self Service auf Basis von Internet-Technologien 
und die Abrechnung nach Nutzung.“ [BITKOM3]
Auf eine kritische Würdigung der verschiedenen Definitionen wird hier ver-
zichtet, zumal dies die folgenden Überlegungen nicht wesentlich beeinflussen 
würde. Es genügt festzustellen, dass noch immer eine Vielzahl unterschied-
licher Cloud-Definitionen zu finden sind und sich im Markt eine einheitliche 
formale Definition nicht durchsetzen konnte. Was sich jedoch herausgebildet 
hat, ist ein gewisses Grundverständnis über jene technik- und geschäftsbe-
zogenen Merkmale, über die eine IT-Umgebung zumindest in hohem Maße 
verfügen sollte, damit in einer ersten groben Näherung überhaupt von einer 
Cloud gesprochen werden kann. 
Folgt man den obigen Definitionsvorschlägen, dann sind dies beispielsweise 
folgende Merkmale:
Eher geschäftsbezogene Merkmale: Eher technikbezogene Merkmale:
– Bereitstellung und Nutzung von 
IT-Ressourcen als Service
– Schnelle und flexible Ressourcen-
Verfügbarkeit (in Echtzeit, „On-
Demand“)
– Ressourcen-Zuordnung im „Self 
Service“ durch den Nutzer
– Kurze Vertragsbindung
– Keine oder nur minimale Vorabin-
vestitionen
– Abrechnung nach Nutzung, varia-
ble Kosten (Opex vs. Capex) 
– Flexible Bereitstellung skalierbarer IT-
Ressourcen
– Multi-mandantenfähige, gemeinsam nutz-
bare Infrastruktur (multi-tenancy, shared 
Infrastructure)
– Hohe Automatisierung / hohe Standardi-
sierung
– Zentralisierte, virtualisierte IT-Infrastruktur
– Unbeschränkter Zugriff via Internet-Tech-
nologie (Browser)
– Vollständige, lastabhängige Skalierbarkeit
– Messbarkeit des IT-Verbrauchs
Tab. 1: Merkmale einer Cloud
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Die Wurzeln der Cloud sind vielfältig und verzweigt. „Mit Cloud Computing 
erzielt ein Konzept seinen Durchbruch, das viele Trends und Technologien 
in sich aufnimmt und zu einer neuen Qualität verschmilzt“ [BITKOM4]. Be-
reits 2002 positionierte sich die IBM mit ihrer „on-demand-Vision“, bei der IT 
so einfach wie Strom aus der Steckdose oder Wasser aus der Leitung zu 
beziehen sein sollte [Gründ04]. Ähnliches suggerierte HP mit seinem „Adap-
tive Enterprise“ [HP03], [IDC03]. Andere Hersteller folgten und der Begriff „on 
Demand“ war plötzlich in aller Munde; mehr passierte allerdings nicht. Da die 
Zeit offensichtlich (noch) nicht reif für solch innovative Ideen war, erreichten 
diese Ansätze auch nicht wirklich Lösungscharakter, damit auch nie eine brei-
tere Marktakzeptanz und gerieten fast in Vergessenheit. Fünf Jahre später 
wurden sie durch Nicholas Carr reanimiert und feierten als Cloud Computing 
fröhliche Wiederauferstehung. Und das mit erstaunlicher Wirkung. Es handelt 
sich bei der Cloud also nicht wirklich um eine fundamental neue IT-Techno-
logie. Vielmehr entwickelte sie sich auf der Grundlage bekannter und erprob-
ter Computing-Modelle [Anm4], deren technologischer Weiterentwicklungen 
und einer Veränderung gesellschaftlicher und sozialer Rahmenbedingungen 
[Anm5]. Letztlich sind es im Wesentlichen vier Gruppen von Entwicklungen, 
deren Zusammenwirken die Cloud erst ermöglichte:
1) erweiterte Kommunikations- und Web-Technologien,
2) neue IT-Infrastrukturentwicklungen, 
3) die verstärkte Industrialisierung der IT und
4) ein verändertes Nutzerverhalten.
Zu 1): Mit der nahezu globalen Verbreitung des Internets steht gewisserma-
ßen zum Nulltarif eine globale Kommunikationsinfrastruktur bereit, die 
einen universellen und einfachen Zugriff auf IT-Ressourcen garantiert. 
In Deutschland hatten 2011 bereits mehr als 77% der privaten Haus-
halte Zugang zum Internet und mehr als 70% nutzten dazu einen Breit-
bandanschluss [StBuA11]. Der zügige Ausbau mit Long Term Evoluti-
on (LTE) für das mobile Internet und die Existenz kabelgebundener 
Breitbandanschlüsse garantieren künftig eine leistungsfähige, flächen-
deckende und zunehmend stabile Netzbasis für Cloud Computing – 
nahezu weltweit! 
Zu 2): Neben der Virtualisierung als Basistechnologie sind es beispielsweise 
die kontinuierliche Steigerung der Prozessorleistung, die fortschreiten-
de Miniaturisierung und höheren Packungsdichten (die zu immer billi-
geren Speicherlösungen führen), die umfassenden Automatisierungs-
lösungen, die durch GRID-Computing gesammelten Erfahrungen, das 
Zusammenfügen von einfachen und preiswerten Infrastrukturkompo-
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nenten zu Container-Rechenzentren [Anm6] und die Entwicklungen 
bei mobilen Endgeräten (iPad, iPhone, ..), die die notwendigen techni-
schen Grundlagen für Cloud Computing legen.
Zu 3): Seit einigen Jahren sind Entwicklungen sichtbar, die unter „Industriali-
sierung der IT“ zusammengefasst werden können. Hierbei geht es um 
die Übertragung von Erkenntnissen, Management-Prozessen und Me-
thoden der industriellen Fertigung auf die Bereitstellung und „Produk-
tion“ von Informationstechnologie. Standardisierung, Modularisierung, 
Automatisierung und die Verringerung der unternehmensinternen IT-
Wertschöpfungstiefe (= IT-Outsourcing) sind Kennzeichen einer Ent-
wicklung, die sich in der Cloud wiederfinden. 
Zu 4): Die vielleicht bedeutsamste Entwicklung jedoch dürfte die Übertragung 
von Verhaltensweisen aus dem privaten Umfeld in das Geschäftsum-
feld und das daraus resultierende veränderte Nutzerverhalten sein – 
bekannt unter dem Begriff „Consumerization (Konsumerisierung) der 
IT“. Es sind insbesondere die „Digital Natives“, die eine Trennung von 
privater und geschäftlicher IT-Nutzung nicht länger akzeptieren. Sie 
wollen mobil von überall her, zu jeder Zeit, mit jedem Endgerät intu-
itiv, problemlos und schnell auf private und geschäftliche Anwendun-
gen zugreifen können. Nach Angaben des Statistischen Bundesam-
tes (Destatis) wählten sich 19% der Internetnutzer im Jahr 2011 mit 
Smartphone und Handy in das Internet ein. Damit hat sich die mobile 
Internetnutzung im Vergleich zum Jahre 2009, als der Anteil noch bei 
9% lag, [StBuA11b] weit mehr als verdoppelt. 
Zusammenfassend: Eine Entwicklung alleine hätte Cloud Computing nie er-
möglichen können. Es ist genau dieses intelligente Zusammenspiel von neu-
en Technologien und verändertem Nutzerverhalten, das Cloud Computing 
antreibt.
3  Die dreie Ebenen einer Cloud
Wie muss man sich „eine Cloud“ nun vorstellen? Woraus besteht sie? Welche 
Services werden wie bereitgestellt? Die Anatomie einer Cloud lässt sich durch 
ein weitgehend akzeptiertes 3-Ebenenmodell mit den Service-Ebenen 1 bis 
3 – auch „Service Models“ [NIST11b] oder „Service-Typs“ [Deloi11] genannt 
– beschreiben (siehe Abb.1). Auf diesen drei Ebenen stehen die für den An-
wender („Cloud Consumer“) nutzbaren Cloud-Dienstleistungen
– auf der Software-as-a-Service-Ebene (SaaS) als Applikations- oder An-
wendungs-Services, 
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– auf der Platform-as-a-Service-Ebene (PaaS) als Entwicklungsumgebungs-
Services und 
– auf der Infrastructure-as-a Service-Ebene (IaaS) als Infrastruktur-Services 
zur Verfügung.
Abb. 1: Das 3-Ebenenmodell der Cloud
Allen Ebenen ist dabei gemeinsam, dass dort  IT-Ressourcen als abstrakte, 
virtualisierte IT-Dienstleistungen „as a Service“ bereitgestellt werden, die ty-
pischerweise nutzungsabhängig abgerechnet werden. Damit kommt man der 
Vision, IT gewissermaßen aus der Steckdose zu beziehen, schon ziemlich 
nahe. Im Folgenden werden die Ebenen kurz skizziert.
3.1  Ebene 1: Infrastructure as a Service (IaaS)
Die Ebene 1 ist die „unterste“ Ebene, zu der der Cloud-Anwender Zugang 
hat. Hier hat er Zugriff auf skalierbare Rechen-, Speicher- und Netzkapazität, 
bereitgestellt als IT-Dienstleistung mit hohem Automatisierungs- und Standar-
disierungsgrad, wobei er in der Regel unter verschiedenen Betriebssystemen 
(z. B. Linux, Windows Server) wählen kann. Er ordnet sich dort die virtuellen 
Systeme („Cloud Instances”) selbst zu, nutzt sie und gibt sie nach Gebrauch 
wieder frei. Der Anwender verwendet „Infrastructure as a Service“ entspre-
chend seinem Bedarf und unter seiner Verantwortung. Er muss sich insbe-
sondere nicht etwa darum kümmern, ob beim Dienstleister dafür ausreichend 
„echte“ Hardware- oder Netzkapazitäten vorhanden sind und wo auf der Welt 
die physische IT-Infrastruktur installiert ist. Er kann sich darauf verlassen, 
dass ihm im Rahmen der vertraglich vereinbarten Service-Level-Agreements 
(SLA) immer dann, wenn er es wünscht, die notwendigen IT-Ressourcen zur 
Verfügung stehen. Die Rechnungsstellung erfolgt in der Regel – wie bei allen 
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„as-a-Service-Angeboten“ – anhand des konkreten Verbrauchs. Messgrößen 
auf der IaaS-Ebene sind beispielsweise CPU-Memory-Verbrauch („Compu-
te Power“), GB/Zeiteinheit („Storage) oder auch das Datentransfervolumen 
(Netz). Bekannte Beispiele für IaaS-Services im B2B-Umfeld sind Amazon 
mit EC2 (Rechenleistung), S3 (Speicher), Rackspace, Eucalyptus oder auch 
GoGrid. Im Privatumfeld (B2C) steht Apples iCloud stellvertretend für eine 
Reihe vergleichbarer Angebote. 
3.2  Ebene 2: Platform as a Service (PaaS)
Bei der Ebene 2 – der PaaS-Ebene – handelt es sich um den so genannten 
Middleware-Layer, auf dem, vereinfacht gesprochen, Software-Architekten 
und Anwendungsentwickler technische Frameworks – also Entwicklungsplatt-
formen – als Services vorfinden. Zur Verfügung steht hier eine standardisier-
te Umgebung mit optimierten Middleware- und Datenbank-Services für die 
Portal- und Anwendungsentwicklung; weiterhin Services für Integration, Zu-
griffskontrolle, Sicherheit, Synchronisierung und Datenhaltung. Mit Hilfe sol-
cher PaaS-Komponenten können unabhängige Software-Häuser und auch 
Endkunden Anwendungsbausteine für die oberhalb der PaaS-Ebene liegende 
SaaS-Ebene entwickeln und auch über Clouds hinweg integrieren. Software-
Entwicklung wird vereinfacht und beschleunigt, weil die dafür notwendige 
Umgebung weder selbst implementiert noch vorgehalten werden muss. So 
gesehen ist PaaS die produktive Basis für SaaS-Services [Gart1]. Beispiele 
bekannter PaaS-Services sind Azure (von Microsoft), App Engine (von Goog-
le), force.com (von salesforce.com), BusinessByDesign Studio (von SAP) 
oder auch Beanstalk (von Amazon). 
Für die großen Anbieter sind ihre PaaS-Umgebungen marktstrategisch, denn 
sie dienen als Keimzelle für Cloud-Ökosysteme. Um die Entwicklungsplattfor-
men der Großen sammeln sich kleinere unabhängige Software-Produzenten, 
die in diesen Entwicklungsumgebungen ihre eigenen, oft das SaasS-Portfolio 
des Plattform-Eigners ergänzenden SaaS-Lösungen entwickeln. Je mehr 
Partner sich für die jeweilige PaaS-Umgebung eines Providers entscheiden, 
umso stärker wird natürlich dessen eigene Marktposition und umso größer die 
Chance, seine Lösung als de-facto-Standard im Markt zu etablieren. Diese 
Möglichkeit haben die meisten der großen Cloud-Anbieter genutzt und ihre 
PaaS-Entwicklungsplattformen freigegeben. So beispielsweise die SAP ihr 
Business ByDesign Studio  [SAP1], auch Microsoft, das Startups seine Azure-
Umgebung kostenlos zur Verfügung stellt  [MSoft1] oder auch Beanstalk von 
Amazon, das für AWS-Kunden kostenfrei ist [Amaz1]. 
Weil heute herstellerübergreifende (offene) Standards noch nicht oder nur ru-
dimentär existieren, begeben sich kleinere Softwarehäuser und auch Endkun-
den mit der Wahl ihrer Entwicklungsumgebung in eine, vom Cloud-Anbieter 
durchaus gewollte und nur unter hohem Aufwand revidierbare Abhängigkeit. 
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3.3  Ebene 3: Software as a Service (SaaS)
Auf der dritten Cloud-Ebene stehen dem Anwender in der Fachabteilung fer-
tige Anwendungs-Services in standardisierter Form zur Verfügung. Er kann – 
so zumindest die Vision – aus einem Service-Katalog online und automatisiert 
diejenigen Applikationsbausteine auswählen und zu einer ablauffähigen An-
wendungslösung kombinieren, die am besten geeignet ist, seine Geschäfts-
prozesse optimal zu unterstützen. Dabei werden ihm die für die Lauffähigkeit 
der Anwendungslösung evtl. benötigten Services der PaaS-Ebene und die 
notwendigen Infrastukturressourcen der IaaS-Ebene i.d.R. gleich mitgeliefert. 
Zukünftig sollte es auch keine Rolle mehr spielen, ob die SaaS-Bausteine von 
einem der großen Anbieter, von kleinen unabhängigen Softwarehäusern oder 
vom Unternehmen selbst bereitgestellt werden. Voraussetzung dazu ist ledig-
lich, dass die Anwendungs-Services in einer einheitlichen PaaS-Umgebung 
entwickelt wurden, oder – besser noch – dass (offene) Standards und APIs 
existieren, die eine Kombination der Services ohne großen Aufwand möglich 
machen.
Weil der Kunde für die SaaS-Anwendung keine Software-Lizenz erwirbt, 
sondern – wie bei allen Cloud-Services – nur für die Nutzung zahlt, findet 
sich hin und wieder der Begriff „Miet-Software“. Dieser Begriff ist allerdings 
falsch. Denn bei SaaS handelt es sich nicht um ein Software-Modell, bei dem 
Software in einer speziellen Form lizenziert wird, sondern um ein Dienstleis-
tungsmodell, bei dem eine hoch standardisierte Anwendungsfunktionalität mit 
integrierter Lizenz, Wartung und Betriebsleistungen für eine bestimmte Zeit 
zur Verfügung gestellt, genutzt und abgerechnet wird. Der Anwender erwirbt 
kein individuelles Nutzungsrecht an der Anwendung. Er teilt sie sich vielmehr 
mit anderen in einem Multi-Mandanten-Modus („multi-tenancy“), bei dem alle 
Anwender auf die gleiche aktuelle Version einer Software zugreifen, die unter 
der Verantwortung des Cloud-Providers zentralen Entwicklungs- und War-
tungsprozessen unterliegt. Geeignete Techniken stellen dabei sicher, dass die 
verschiedenen Anwendungsumgebungen voneinander sicher abgeschottet 
werden. Modifikationen am Kern der Applikation im Sinne einer individuellen 
Anpassung sind damit für den Anwender natürlich nicht möglich. Beispiele für 
SaaS sind das CRM-System von salesforce.com, das ERP-System Business 
ByDesign aus dem Hause SAP oder auch die Office-Lösungen Office 365 von 
Microsoft  oder Apps for Business von Google.
Von den drei Ebenen IaaS, PaaS und SaaS wird der SaaS-Ebene das größte 
Marktpotenzial zugeschrieben. Experton schätzt die Ausgaben 2012 für SaaS 
in Deutschland auf 1,2 Mrd € und damit auf etwa 40% des gesamten Marktes 
von 3,0 Mrd € [Exper1]. 
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4  Vorschlag zur Klassifizierung von Cloud-Typen[BITKOM5]
Wie in Abschnitt 2 bereits ausgeführt, gestaltet sich die Diskussion um Cloud 
Computing überaus schwierig und häufig oberflächlich, weil sie oft sehr un-
präzise geführt wird. Dies liegt u.E. darin begründet, dass neben einer breit 
akzeptierten formalen Definition auch eine einheitliche Cloud-Typisierung 
nach wie vor fehlt bzw. die vorhandenen Ansätze Lücken aufweisen. Trotz-
dem – oder vielleicht auch gerade deswegen – hat sich in der Fachöffent-
lichkeit zumindest eine Erkenntnis durchgesetzt: Es gibt sie nicht, die eine 
Cloud! Stark beeinflusst von den Initiativen des National Institute of Standards 
and Technologies (NIST) in den USA sind die Cloud-Formen („Deploymemt-
Models“ [NIST11c])
– Public Cloud
– Private Cloud
– Hybrid Cloud
heute weitgehend als eigenständige Cloud-Ausprägungen akzeptiert. 
Schwieriger gestaltet sich eine Systematisierung jedoch für solche Cloud-For-
men, die als Community-Cloud, Virtual Private Cloud, Storage Cloud, Applica-
tion Cloud, Communication Cloud oder unter Fantasienamen wie „Converged 
Cloud“ (HP) [HP1] oder gar „SmartCloud“ (IBM) [IBM1] durch die Fachpresse 
irrlichtern. Eine eindimensionale Betrachtungsweise stößt dabei schnell an 
ihre Grenzen.
Um diesen Sachverhalt abzumildern, wird hier die systematische Typisierung 
von Cloud-Formen anhand eines dreidimensionalen Modells vorgeschlagen 
(Abbildung 2):
1. Dimension: Die Bereitstellungsdimension
2. Dimension: Die Sourcing-Dimension
3. Dimension: Die Anwendungsdimension 
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Abb.2: Das dreidimensionale Cloud-Klassifizierungsmodell
Die dreidimensionale Betrachtungsweise hat den Vorteil, dass sich alle heu-
te diskutierten Cloud-Typen in ein Koordinatensystem einordnen und damit 
genauer bezeichnen und beschreiben lassen. Dies erscheint umso wichtiger, 
weil sowohl viele der sehr ernstzunehmenden als auch der oft rein emotio-
nalen Vorbehalte nur für ein oder zwei Cloud-Formen überhaupt zutreffend 
sind, für andere aber keine oder nur geringe Relevanz haben. Eine genaue 
Charakteristik der Cloud, auf die sich die jeweils diskutierten Chancen und Ri-
siken beziehen, könnte hier hilfreich sein. Pauschale Urteile wie „die Cloud ist 
unsicher“ oder „Cloud Computing ist kostengünstiger“ würden dann einer dif-
ferenzierten Betrachtung weichen müssen. Eine Einordnung der verschiede-
nen Cloud-Formen aus der Perspektive der Cloud-Nutzer („Cloud Consumer“) 
anhand der drei Dimensionen und wird im Folgenden versucht und auch an 
Beispielen erläutert.
5  Die Bereitstellungsdimension 
Unter Betriebs-, Eigentums- und Organisationsaspekten - der Bereitstellungs-
dimension - wird zwischen zwei „reinen“ Cloud-Formen unterschieden: Den 
Private Clouds und den Public Clouds, wobei sich beide Formen in der tech-
nischen Realisierung nicht grundsätzlich unterscheiden. Von diesen beiden 
„reinen“ Formen leiten sich dann zwei Cloud-Derivate ab: die Hybrid-Cloud 
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und die Virtual Private Cloud. All diesen Cloud-Formen ist aber gemeinsam, 
dass Virtualisierung, Service-Orientierung und Nutzung der Services über 
Netze wesentliche Elemente ihrer technischen Implementierung sind. Fast 
überflüssig zu erwähnen, dass alle diese Clouds prinzipiell auch über alle drei 
Service-Ebenen IaaS, PaaS und SaaS verfügen.
5.1  Die Public Cloud ( auch als External Cloud bezeichnet)
ist eine, sich im Eigentum eines IT-Dienstleisters befindliche und von diesem 
betriebene Cloud-Umgebung. Der Dienstleister ist im Besitz der Infrastruktur, 
der Software und aller übrigen Infrastrukturkomponenten. Mit dem Betrieb der 
Cloud bestimmt er natürlich auch über die Betriebsprozesse und die Sicher-
heitsmaßnahmen. Der Zugriff zur Cloud erfolgt in der Regel über das Internet. 
Viele Kunden (Unternehmen) teilen sich in der Public Cloud eine virtualisier-
te, in der Regel globale Infrastruktur. Die Nutzung erfolgt flexible und schnell 
durch Subskription. Eine Public Cloud stellt eine Auswahl von kostengüns-
tigen weil hochstandardisierten Geschäftsprozess-, Anwendungs- und/oder 
Infrastrukturservices auf einer variablen “pay per use”-Basis zur Verfügung. 
Darüberhinausgehende individuelle Anpassungen an Geschäftsanforderun-
gen des Cloud-Nutzers sind nicht möglich. Auf die Form und den physischen 
Ort der Datenhaltung, auf Compliance- und Sicherheitsaspekte und auf die 
Betriebsprozesse hat der Nutzer keinen Einfluss. Er erhält ein temporäres 
Nutzungsrecht an den Anwendungsdiensten, den darunter liegenden Platt-
form- und Infrastruktur-Service-Komponenten auf der Grundlage allgemeiner 
Service Level Agreements (SLAs), die in den AGBs des Dienstleisters fest-
gelegt sind. Die muss der Cloud-Anwender, will er die Dienstleistungsbau-
steine nutzen, in der Form einer Ja-Nein-Entscheidung durch Setzen eines 
Häkchens genau in dieser Form akzeptieren. Tut er dies nicht, stehen ihm die 
Services natürlich auch nicht zur Verfügung. Bekannte Beispiele von Public-
Cloud-Angeboten sind salesforce.com, Amazon Webservices (AWS), Google 
Apps, Microsoft 365 oder jüngst auch Public-Cloud Services von IBM, HP und 
anderen etablierten IT-Dienstleistern.
Wenn heute umgangssprachlich von „Cloud Computing“ die Rede ist, wird oft 
eine Public Cloud unterstellt.
5.2  Die Private Cloud (auch als Internal oder Enterprise Cloud bezeichnet)
ist gewissermaßen der Gegenentwurf zur Public Cloud. Es handelt sich bei 
dieser Cloud-Form um eine auf Basis einer Cloud-Architektur entwickelte un-
ternehmensindividuelle und vom Unternehmen oft selbst betriebene Cloud-
Umgebung. Der Zugang ist beschränkt: nur für das Unternehmen selbst, 
evtl. autorisierte Geschäftspartner, Kunden und Lieferanten. Der Zugriff wird 
i.d.R über ein Intranet (ein Virtual Private Network) erfolgen. Bei einer Pri-
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vate Cloud handelt es sich um eine effiziente, standardisierte und sichere 
IT-Betriebsumgebung unter Kontrolle des Unternehmens, die individuelle, auf 
die Geschäftsanforderungen und Geschäftsprozesse des jeweiligen Unter-
nehmens zugeschnittene Anpassung erlaubt. Private Clouds kompensieren 
zwar die Nachteile von Public Clouds, erreichen aber natürlich bei Weitem 
nicht deren Economy of Scale.
5.3  Die Hybrid Cloud
Jede mögliche technische und organisatorische Verknüpfung von Clouds 
untereinander oder in der Kombination mit einer traditionellen IT-Umgebung 
bezeichnet man als Hybrid Cloud. In der täglichen unternehmerischen Pra-
xis werden aus Gründen des Investitionsschutzes auf absehbare Zeit solche 
Cloud-Mischformen überwiegen. Die Herausforderung wird darin bestehen, 
die bestehende IT-Umgebung einerseits mit den Services von Private und/
oder Public Clouds andererseits auf der SaaS-, PaaS- und IaaS-Ebene zu ei-
ner sicheren Hybrid Cloud so zu integrieren, dass keine „Anwendungsbrüche“ 
entstehen. Der Endanwender an seinem Eingabegerät erwartet eine flexible 
und trotzdem integrierte, den Geschäftsprozess optimal unterstützende An-
wendungslösung. Unabhängig davon, ob diese Applikation oder Teile davon 
von einer Private Cloud, von einer Public Cloud oder von der traditionellen IT-
Umgebung zur Verfügung gestellt werden. Letztendlich entscheiden Sicher-
heit und Service-Integration (“Interoperabilität”) über die Akzeptanz und damit 
über den Erfolg des Cloud Computing-Modells.
5.4  Die Virtual Privat Cloud
ist eine Spezialform der Public Cloud, die deren durch Standardisierung er-
zielte Kostenvorteile nutzen und ihre Nachteilen (z. B. in Bezug auf Sicherheit) 
vermeiden will. Dem Nutzer wird eine in Teilen individualisierte IT-Umgebung 
in einer Public Cloud auf SaaS-, PaaS- und/oder IaaS-Ebene zur Verfügung 
gestellt. Er kann in Grenzen Service und Security Levels beeinflussen. Die 
Kommunikation erfolgt über eine sichere VPN-Verbindung. Beispiel einer Vir-
tual Private Cloud ist Amazon AWS (VPC), bei der Anwendern eine Cloud-
Umgebung zur Verfügung gestellt wird, die höheren Compliance-Anforderun-
gen genügt als sie im „normalen“ AWS bereitstellt werden [Amaz3].
6  Die Sourcing-Dimension 
Die Sourcing-Dimension präzisiert gewissermaßen die Bereitstellungsdimen-
sion. Denn einige der dort beschriebenen Cloud-Formen lassen – wie traditio-
nelle IT-Infrastrukturen auch – verschiedene Sourcing-Optionen zu.
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6.1  Eine Insourced Cloud
ist eine unter der Verantwortung eines Unternehmens im Eigenbetrieb ge-
nutzte Cloud-Infrastruktur. Sie wird vom Unternehmen selbst, im eigenen 
Haus und durch eigenes Personal betrieben, wobei das Unternehmen häufig 
auch Eigentümer der Assets (Hardware, Lizenzen, Gebäude,…) ist. Private 
Clouds und Hybrid Clouds werden oft in dieser Art bereitgestellt.
6.2  Eine Managed Cloud
Der Betrieb von privaten oder hybriden Cloud-Umgebungen kann aber auch 
in der Art einer Managed Cloud durch einen externen IT-Dienstleister erfol-
gen. Die Cloud-Infrastruktur verbleibt bei dieser Betriebsform gewöhnlich im 
Hause des Cloud-Nutzers und in dessen Eigentum. Die Betriebsverantwor-
tung trägt aber ein vom Kunden ausgewählter externer Partner auf Basis indi-
viduell vereinbarter Service Level Agreements (SLAs).
6.3  Im Falle einer Outsourced Cloud (auch als Hosted Cloud bezeichnet)
übernimmt ein externer IT-Dienstleister von einem Cloud-Nutzer eine dedi-
zierte Private oder Hybrid Cloud (oder baut sie individuell für ihn auf) und 
betreibt sie vollverantwortlich. Die Infrastruktur steht physisch beim externen 
Dienstleister, der auch Eigentümer der Assets ist. Im Übrigen gelten hier na-
türlich alle Kriterien, Bedingungen, Prozesse, Regeln und Rechtsvorschriften 
des „normalen“ IT-Outsourcing. Bei der Public Cloud und auch bei der Virtual 
Private Cloud stellt sich die Situation etwas anders dar. Beide Cloud-Formen 
sind schon von ihrem Bereitstellungsmodell her bereits in der Form einer Out-
sourced Cloud angelegt; als Insourced oder Managed Cloud existieren sie 
nicht. Damit sind Public und Virtual Private Cloud die konsequente Weiter-
entwicklung und vielleicht sogar die Endstufe des klassischen IT-Outsourcing 
und die Idealform der IT der Zukunft: virtualisiert, hoch standardisiert, flexibel 
nutzbar, „on demand“ und ohne Asset- und Personalübergang; was insge-
samt bedeutet: hoch industrialisiert! 
7  Die Anwendungsdimension 
Die Anwendungsdimension beschreibt die Verwendung einer Cloud im Hin-
blick auf die Geschäftsprozesse einer Branche (Industrie).
Eine Vertical (Application) Cloud (sehr häufig auch als Community Cloud be-
zeichnet) stellt für eine definierte Gruppe von Unternehmen („Community“) 
mit gleichen oder ähnlichen Geschäftsprozessen, Applikationsanforderungen 
oder Sicherheitsbedürfnissen ein standardisiertes branchenspezifisches (= 
vertikales) Set von SaaS-, PaaS-, und/oder IaaS-Services zur Verfügung. 
Ebenso ist es denkbar, dass zum Beispiel für Unternehmen, die in einer Sup-
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ply-Chain „Zulieferer – Unternehmen – Abnehmer“ verbunden sind, eine sol-
che Cloud-Lösung zum Einsatz kommt. Die Vertical Cloud kann vom Blickwin-
kel der Bereitstellungsdimension aus gesehen in der Form einer Privat Cloud, 
einer Hybrid-Cloud, oder auch einer Virtual Private Cloud realisiert werden. 
Selbstredend sind alle Optionen der Sourcing-Dimension („insourced“, „ma-
naged“ und „outsourced“) bei einer Vertical (Application) Cloud  möglich.
In einer Horizontal (Application) Cloud stehen branchenunspezifische (= ho-
rizontale) Cloud-Services zur Verfügung. Häufig finden sich für diese Cloud-
Form auch Bezeichnungen, die sich an den auf den drei Ebenenen bereit-
gestellten Services orientieren. CRM-Cloud, ERP-Cloud, Storage Cloud, 
Security Cloud, oder Communication Cloud sind Beispiele dafür. Eine hori-
zontale Cloud kann als Public, Private, Hybrid und als Virtual Private Cloud 
bereitgestellt und in allen drei Sourcing-Varianten (insourced, managed und 
outsourced) betrieben werden.
Das oben Gesagte lässt sich in Form einer Graphik (Abb. 3) wie folgt zusam-
menfassen:
Abb.3: Mögliche Cloud-Formen
8  Typisierung von Clouds anhand konkreter Beispiele
Mit Hilfe dieses Klassifizierungsmodells gelingt es, Cloud-Formen mittels der 
drei Dimensionen inhaltlich und auch sprachlich genauer zu fassen. 
Folgt man diesem Vorschlag, wäre beispielsweise die Elastic Compute Cloud 
von Amazon (Amazon EC2) als eine (Outsourced) Horizontal Public Cloud zu 
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charakterisieren, bei der Cloud-Services auf der IaaS-Ebene zur Verfügung 
stehen. Die „G-Cloud“ (UK Government Cloud) für die öffentliche Verwaltung 
in Großbritannien ist eine Vertical (= Community) Cloud, die von einem in-
ternen Dienstleister der öffentlichen Verwaltung in England selbst betrieben 
werden soll und bei der IT-Services aller drei Ebenen bereit stehen. “The 
G-Cloud is a hybrid cloud with private and public cloud elements” [UKGOV]. 
Ein interessantes Beispiel aus Deutschland ist die „Logistik-Cloud“, die von 
den Fraunhofer Instituten ISST und IML in Kooperation mit Partnern aus der 
Privatwirtschaft in der Form einer Outsourced Vertical (Community) Private 
Cloud entwickelt wird. Diese Cloud, die insbesondere mittelständischen Lo-
gistikunternehmen SaaS-, PaaS- und IaaS-Services zur Verfügung stellt, soll 
von einem externen Dienstleister betrieben werden. „Die ‚Logistics Mall’ ist 
der E-Shop für die Logistik-Branche, in welchem eine Vielzahl logistikbezoge-
ner Dienste und Software verschiedener Anbieter angeboten werden können“ 
[ISST1].
Weitere Klassifizierungsbeispiele finden sich in der folgenden Übersicht:
Cloud-Lösung Cloud-Form Service-Ebenen*)
Amazon AWS 
EC2/S3
Comp./Storage (outsourced) horizontal public IaaS
Amazon AWS 
US Gov.Cloud
Comp./Storage [Amaz2] (outsourded) vertical virtual 
private
IaaS
Amazon AWS 
(VPC)
Comp./Storage [Amaz3] (outsourded) horizontal virtual 
private
IaaS
salesforce.com CRM Services (outsourced) horizontal public SaaS, PaaS, (IaaS)
SAP Business 
byDesign
ERP Services (outsourced) horizontal public SaaS, PaaS, (IaaS)
Doodle Collaboration 
Services
(outsourced) horizontal public SaaS
Microsoft 365 Office Services (outsourced) horizontal public SaaS, (PaaS),
(IaaS)
UK G-Cloud Services für die 
öffentl. Verw.
[UKGOV] Insourced vertical hybrid SaaS, PaaS, IaaS
Logistik Cloud Services für 
Logistikuntern.
[ISST1] outsourced vertical privat SaaS, (PaaS), 
(IaaS)
Google Apps Office Services (outsourced) horizontal public SaaS
FI-TS Finance 
Cloud
SAP Services für 
Finanzinstitute
[FITS1] outsourced vertical privat SaaS, PaaS, IaaS
*) Services der in Klammern stehenden Service-Ebenen werden implizit mit Services 
anderer Ebenen mitgeliefert und können nicht separat genutzt werden.
Tab. 2: Klassifikationsbeispiele ausgewählter Cloud-Lösungen
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9  Hemmnisse bei der Nutzung von Cloud Computing
Die hohen Steigerungsraten, die für Cloud Computing in Deutschland pro-
gnostiziert werden [BITKOM1], könnten den Anschein erwecken, dass die 
Nutzung von Cloud Computing in den  Unternehmen bereits gängige Praxis 
ist. Dem ist allerdings nicht so. Es herrscht bei vielen Unternehmen immer 
noch eine deutliche Skepsis und spürbare Zurückhaltung vor, diese neue Art 
der IT-Versorgung auf breiter Front zu nutzen. Analysiert man die Ergebnisse 
der vielen Nutzerbefragungen zu diesem Themenkomplex, dann kristallisie-
ren sich im Wesentlichen vier Problemfelder heraus, die einer umfassenderen 
Nutzung insbesondere von Public Cloud-Services heute noch entgegenste-
hen ([IDC09], [CW11], [IntX11], [Mart10]): 
– Defizite im Hinblick auf Datenschutz (Data Privacy), Datensicherheit (Data 
Security) und einen regelgerechten IT-Betrieb (Compliance),
– Zweifel an ausreichender Verfügbarkeit und Performance; keine oder nur 
minimale Modifizierbarkeit von SLAs,
– eingeschränkte/fehlende Individualisierung/Anpassbarkeit der Cloud-Ser-
vices an die Geschäftsprozesse, 
– fehlende/nicht ausreichende (offene) Standards und Schnittstellen, die 
eine einfache Interoperabilität zwischen Clouds und die Integration von 
Cloud-Services mit bestehenden Anwendungen ermöglichen.
Auf diesen letzten Punkt soll im Folgenden noch näher eingegangen werden. 
Mit der weiteren Verbreitung von Cloud-Services und den verstärkten Bemü-
hungen der Cloud-Provider, eigene unternehmensspezifische Standards als 
de-facto-Standards im Markt zu positionieren, rückt die Frage nach geeigne-
ten und möglichst offenen Standards und Schnittstellen zunehmend in den 
Mittelpunkt des Interesses. Anhand eines konkreten Anwendungsbeispiels 
soll diskutiert werden, ob und ggf. in welchem Umfang die Nutzung von Re-
presentational State Transfer (REST) ein Lösungsansatz im Cloud-Umfeld ist.
10  Anwendungsszenarien in Unternehmen
10.1  Nutzung einer SaaS-Anwendung durch ein Unternehmen
Um die Nutzung aus Sicht eines Unternehmens zu beleuchten, gehen wir 
im Folgenden davon aus, dass im Unternehmen eine SaaS-Anwendung in 
einer Cloud eingeführt werden soll. Eine solche Anwendung könnte eine 
CRM-Anwendung darstellen oder in einer Anwendung zur Vereinbarung von 
Terminen bestehen. Bei der Betrachtung der Anwendung soll der gesamte 
Lebenszyklus berücksichtigt werden (siehe Abbildung 4). Hierbei werden 
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vier Sichten berücksichtigt: Eine Sicht berücksichtigt die Anforderungen, die 
das Unternehmen an die Anwendung hat und die mit Änderungen einherge-
hen. Die zweite Sicht hat Auswahl und Bewertung der Anwendung bzw. des 
Dienstleisters zum Gegenstand. Als weitere Sichten werden die vertraglichen 
Regelungen und die eigentliche Nutzung der Anwendung betrachtet. 
Abb. 4: Lebenszyklus einer Cloud-Anwendung aus Sicht eines Unternehmens
Alle vier Sichten können sich gegenseitig beeinflussen. So kann beispiels-
weise aufgrund der geänderten Anforderungen durch die Fachabteilung die 
genutzte Anwendung in ihrer Funktionalität ausgeweitet werden, wodurch 
sich auch der Dienstleistungsvertrag ändert, oder es kann die Notwendigkeit 
entstehen, den bestehenden Vertrag mit einem Dienstleister aufzukündigen 
und einen neuen Vertrag mit einem anderen Dienstleister einzugehen, um 
eine andere Anwendung zu nutzen. Im letzteren Fall gilt es, die bisher ge-
nutzte Anwendung in die neue Anwendung zu portieren bzw. Daten zu mig-
rieren. Für einen Anwender sollte es möglichst wenige Änderungen auch in 
der Bedienung geben. Ein Zugriff auf bislang erstellte Informationen sollte 
selbstverständlich sein. 
Um Anwendungen in einer Cloud dauerhaft nutzen zu können, muss ein 
Unternehmen in der Lage sein, Cloud-Anwendungen durch andere Cloud-
Anwendungen zu ersetzen sowie Cloud-Anwendungen in andere Anwen-
dungen zu integrieren. Geeignete Schnittstellen müssen sicherstellen, dass 
Cloud-Anwendungen in Anwendungen integriert werden können, die in einem 
Unternehmen bereits vorhanden sind. Abbildung 5 veranschaulicht, dass es 
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zwischen verschiedenen SaaS-Anwendungen und zwischen einer SaaS-An-
wendung und anderen Anwendungen dem Unternehmen geeignete Schnitt-
stellen geben muss. 
Abb. 5: Anwendungen und SaaS-Anwendungen in einem Unternehmen 
Da es nicht eine Aufgabe von Unternehmen als Nutzer von Cloud-Anwendun-
gen sein kann, Probleme einer Portierung oder einer Integration von Anwen-
dungen selbst zu lösen, bedarf es zwingend Anforderungen bezüglich einer 
Standardisierung. Ansonsten drohen Lock-in Situationen und/oder hoher In-
tegrationsaufwand. Neben den technischen sind hier auch organisatorische 
und rechtliche Aspekte zu berücksichtigen.
10.2  Nutzung beliebiger Cloud-Anwendungen in einem Unternehmen
Abb. 6: Ein Unternehmen als Nutzer verschiedener Cloud-Anwendungen
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Verallgemeinert man die Nutzung von Cloud-Lösungen auf beliebige An-
wendungen (SaaS, PaaS, IaaS), wächst die Komplexität an möglichen In-
teraktionen zwischen Cloud-Anwendungen und den in einem Unternehmen 
bestehenden Anwendungen (siehe Abbildung 6). Zusätzlich zu den in Abbil-
dung 5 betrachteten Abhängigkeiten sind sowohl die Interaktionen von Cloud-
Anwendungen verschiedener Service-Ebenen untereinander als auch die 
Schnittstellen der Cloud-Anwendungen unterschiedlicher Service-Ebenen zu 
den verschiedenen Anwendungen eines Unternehmens zu berücksichtigen. 
Daraus resultiert eine hohe Komplexität an Interaktionen, die mit einer Viel-
zahl von unterschiedlichen Schnittstellen zwischen den Anwendungen ein-
hergehen kann. 
11  Standardisierung
Es gibt eine Vielzahl von Organisationen, Einrichtungen, Interessensvereini-
gungen, Unternehmen, Forschungseinrichtungen und Gesetzgeber, die sich 
auf nationaler, europäischer und internationaler Ebene mit dem Thema Stan-
dardisierung auf dem Gebiet des Cloud Computing beschäftigen. Eine aktuelle 
Übersicht aus einer Studie, die im Auftrag des Bundesministeriums für Wirt-
schaft und Technologie erstellt wurde, listet etwa 160 Normen, Standards, 
Zertifizierungen etc. auf, die im Umfeld des Cloud Computing von Relevanz 
sind [BmWi12]. Viele der in dieser Studie berücksichtigten Quellen haben kei-
nen expliziten Bezug zum Cloud Computing. So werden auch viele Standards 
aus dem Bereich des Internets wie z. B. Hypertext Transfer Protocol (HTTP) 
aufgeführt. Es gibt zwar viele Bestrebungen, Standards für Cloud Computing 
zu etablieren, umfassende Standards sind allerdings noch nicht vorhanden. 
Derweil schaffen insbesondere große amerikanische Unternehmen wie z. B. 
Amazon und Google, die mit ihren Lösungen eine marktbeherrschende Stel-
lung besitzen, de-facto Standards. 
11.1  Wege zu einer Vereinheitlichung von Schnittstellen auf Basis von 
REST APIs
Schnittstellen zwischen Anwendungen sind ein wichtiges Thema, um Anwen-
dungen miteinander zu integrieren. Application Programming Interfaces (APIs) 
sind sehr wichtig, um sogenannte Mashups zu erzeugen, die eigene Anwen-
dungen darstellen und Daten aus anderen Anwendungen verwenden. Als ein 
erstes Beispiel für ein Mashup gilt eine Anwendungen zur Wohnungssuche 
(http://www.housingmaps.com/), die ausgehend von einer Karte auf Basis von 
Google Maps erfolgt und freie Objekte auf dieser Karte anzeigt. Im genannten 
Beispiel wird eine bestehende Anwendung mit Google Maps verknüpft [Eco05, 
Hof05]. 
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Abb. 7: Klassifikation von APIs (Datenerhebung auf Basis von http://www.programmab-
leweb.com, Abruf am 13.04.2012)
Viele der APIs, die bei der Erstellung von Mashups verwendet werden, ba-
sierend auf dem Architekturstil mit Namen Representational State Transfer 
[Fiel00, Bar10, BaB10]. Man spricht auch von RESTful Services, REST-basier-
ter Kommunikation oder REST-basierter Architektur Als Begriffe für die APIs 
finden RESTful APIs oder REST APIs Verwendung. Klassifiziert man APIs 
aufgrund der Eigenschaft, ob eine REST-basierte Kommunikation Verwen-
dung findet oder nicht, erhält man auf Basis von 5639 APIs folgendes Ergebnis 
(siehe Abbildung 7): Zu einem überwiegenden Anteil von 67% finden RESTful 
APIs Verwendung, um bestehende Anwendungen mit anderen Anwendungen 
zu integrieren.
11.2  Beispiele für Standards im Cloud Computing basierend auf REST
Eine Spezifikation für das Management einer Cloud Infrastruktur zwischen Be-
treiber und Nutzer wird durch die Organisation Distributed Management Task 
Force (DMTF, www.dmtf.org) erstellt. Auf Ebene des Service-Modells IaaS 
wird zu diesem Zweck das Cloud Infrastructure Management Interface (CIMI) 
spezifiziert. In der aktuellen Version1 der Spezifikation („work in process“) wird 
1 Wir beziehen uns hier auf Version 1.0.0.c, die bis zum 15. Mai 2012 gültig ist.
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für das Cloud Infrastructure Management Interface ein Protokoll spezifiziert, 
das auf Basis des Architekturstils REST arbeitet [CIMI11].
Das Open Grid Forum (OGF, www.ogf.org) hat das Open Cloud Computing 
Interface (OCCI) spezifiziert, das in der aktuellen Version nicht nur für das 
Service-Modell IaaS, sondern auch für die Service-Modelle PaaS und SaaS 
geeignet ist [GFD11a]. Das Open Cloud Computing Interface besitzt ein REST-
ful API [GFD11b].
OpenStack (www.openstack.org) erstellt eine Open Source Cloud Computing 
Plattform, die RESTful APIs besitzt [OST11].
12  Ein SaaS-Anwendungsbeispiel zur Terminvereinbarung2
Es ist nicht einfach, Zeit zu finden, um gemeinsam mit einer Gruppe von Per-
sonen zusammenzukommen. Doodle (www.doodle.de) ist eine bekannte 
Anwendung, die eine effektive Terminplanung zwischen Personen erlaubt, die 
keinen gemeinsamen Kalender einsetzen [Doo07]. 
12.1  Benutzung über einen Browser
Eine Person kann über www.doodle.de eine Terminumfrage erstellen und mit 
verschiedenen Vorschlägen versehen. Dazu muss sich diese Person nicht 
einmal anmelden. Nach Empfang einer E-Mail, die einen Link auf die Termin-
umfrage enthält, können sich die Teilnehmer mit Ihrem Namen eintragen und 
markieren, an welchen Terminen sie teilnehmen können und an welchen nicht. 
Im Ergebnis erhält man eine Matrix aus Teilnehmern und Terminen, mögliche 
Termine sind mit einem Haken gekennzeichnet (siehe Abbildung 8). Ist ein 
gemeinsamer Termin gefunden, wird dieser häufig per E-Mail kommuniziert. 
In der beschriebenen Form ist die Durchführung einer Terminumfrage einfach, 
es bedarf allerdings verschiedener unabhängiger Schritte, um die Umfrage 
anzulegen, Teilnehmer darüber zu informieren, das Ergebnis der Umfrage zu 
ermitteln und den gefundenen Termin in den eigenen Kalender einzutragen. 
Um Terminumfragen in den eigenen Terminkalender einzubinden, bedarf es 
eines Connectors zwischen beiden Anwendungen auf Basis einer geeigneten 
Schnittstelle.
2 Das Beispiel ist in einer Kurzfassung dem Buch „E-Business mit Cloud Computing“ [Bar13] 
entnommen.
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Abb. 8: Ergebnis einer Terminumfrage, nachdem sich 5 Teilnehmer eingetragen haben 
12.2  Benutzung über eine REST-Schnittstelle
Eine wichtige Eigenschaft des Architekturstils REST ist die Verwendung der 
HTTP-Methoden. Die vier wichtigsten Methoden sind GET, PUT, POST und 
DELETE. Die Methode GET dient dazu, eine Repräsentation einer Ressource 
anzufordern. Mit Hilfe der Methode PUT wird eine bestehende Ressource ak-
tualisiert. Das Anlegen einer neuen Ressource erfolgt mit Hilfe der Methode 
POST. Die Methode DELETE findet beim Löschen einer Ressource Verwen-
dung. Informationen zu den Ressourcen, der Modellierung von Ressourcen 
und ihrer Adressierbarkeit sind wichtig, um REST APIs einsetzen zu können.
Verwendete Ressourcen
Bei der Verwendung der Doodle REST API sind folgende Ressourcen rele-
vant (siehe Abbildung 9). Die verwendeten Ressourcen sind im Einzelnen:
– polls: Sammelressource für alle Umfragen
– polls/{id}: Einzelne Umfrage, die mit der {id} identifiziert wird und u.a. In-
formationen zum Namen, zum Initiator umfasst und die Terminvorschläge 
beinhaltet
– polls/{id}/participants: Sammelressource für alle Teilnehmer
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– polls/{id}/participants/{id}: Einzelner Teilnehmer, der mit der {id} identifiziert 
wird. Enthält Daten zu Name und Kennzeichnungen, ob Teilnahme an den 
vorgeschlagenen Terminen möglich ist
– polls/{id}/comments: Sammelressource für alle Kommentare
– polls/{id}/comments/{id}: Einzelner Kommentar, der mit der {id} identifiziert 
ist. Beinhaltet Kommentar als Text und dazugehörige Metadaten
Abb 9: Ressourcen des Doodle REST APIs [Bar13]
Beispiel: Anlegen eines Kommentars zu einer Umfrage
Zu einer bestehenden Umfrage mit der ID pkvwc8i9wwhvvdsq soll ein Kom-
mentar „Hallo!“ für die Person Thomas erstellt werden. Das Anlegen des 
Kommentars erfolgt mit Hilfe der Methode POST und der relativen URI polls/
pkvwc8i9wwhvvdsq/comments als Sammelressource für Kommentare. Kom-
mentartext und Name werden in einem XML-Dokument übergeben. Das 
XML-Dokument besteht aus einem Wurzelelement <comment>, das ein Kin-
delement <who> mit dem Namen des Kommentators und ein Kindelement 
<what> mit dem Text des Kommentars besitzt (siehe Abbildung 10).
Abb. 10: Anlegen eines Kommentars zu einer Umfrage mit einem HTTP-Request [Bar13]
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13  Zusammenfassung
Cloud Computing ist ein Thema, das kontrovers diskutiert wird. Im Rahmen 
dieses Beitrages werden umfangreiche Informationen geliefert, die verschie-
dene Sichten der Cloud darstellen, Historie und Begriffsbildungen beleuchten 
und ihr wirtschaftliches Potenzial aufzeigen. Ein Vorschlag zur Klassifizierung 
von Cloud-Typen wird dargelegt. Bei der Frage nach Standards und Schnitt-
stellen wird anhand eines konkreten Anwendungsbeispiels vorgestellt, wie 
Schnittstellen auf Basis von Representational State Transfer (REST) einge-
setzt werden und welche Bedeutung sie für die Integration von Cloud-Anwen-
dungen haben. 
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Der Weg zur Enterprise-Cloud
Andreas Heberle, Rainer Neumann
Kurzfassung
Ein großer Teil der heute entstehenden innovativen Software erscheint als 
Online-Dienst im Web - sei es als hochinteraktive Web-Anwendung, oder als 
Backend-Dienst für kleine Anwendungen wie mobile Apps oder übliche Client-
Anwendungen. Unternehmen können sich durch die effektive Nutzung dieser 
Dienste Vorteile verschaffen, die sich entweder in reduzierten Kosten (TCO) 
oder in effizienteren Prozessen zeigen.
Voraussetzung hierfür ist ein klares Verständnis der notwendigen Aufgaben 
und der mit der Nutzung verbundenen Probleme. Diese lassen sich in drei 
Gruppen einteilen: Zugang zu Cloud-Diensten, Schutz der Daten in der Cloud 
und Integration verschiedener Cloud-Dienste zu sinnvollen und effektiven 
Prozessen.
Dieser Beitrag beschreibt die Aufgaben und Fragestellungen und gibt Hin-
weise, wie die Vielzahl verschiedener Dienste in einem Unternehmen zu ei-
ner virtuellen Enterprise-Cloud zusammengestellt werden kann: Wie können 
Zugänge zu Cloud-Diensten effektiv verwaltet werden? Welche Aspekte sind 
bei der Bereitstellung von Daten in der Cloud zu beachten? Welche Anforde-
rungen muss eine Prozessintegration abdecken, um Abläufe über mehrere 
Dienstumgebungen sinnvoll zu ermöglichen?
1  Einleitung
Das Thema Cloud Computing ist in aller Munde. Technische Plattformen 
von unterschiedlichen Anbietern (u. a. von Amazon, Google, Microsoft) sind 
entstanden und haben ihre Kinderkrankheiten überwunden. Im Moment ent-
steht ein neuer Markt für Software-as-a-Service (SaaS). Dienste werden über 
das Internet bereitgestellt und Kunden haben schon bzw. werden zukünftig 
die Auswahl haben, wessen Dienst sie zu der Lösung einer fachlichen oder 
organisatorischen Aufgabe verwenden wollen. Damit werden Dienste und 
Dienstanbieter austauschbar.
Auf der anderen Seite, haben Unternehmen existierende Prozesse und be-
sitzen Software und Infrastruktur, die diese Prozesse automatisiert oder un-
terstützt. Zusätzlich haben die Unternehmen natürlich auch bestimmte An-
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forderungen sowohl an ihre Software, als auch an den Betrieb der Software. 
Hier erfordert die Nutzung von Cloud Computing doch einige Anpassungen. 
Während früher die Prozesse „innerhalb der Burg“ hinter Firewall und unter 
voller Kontrolle des Unternehmens abliefen, sollen nun externe Dienste ein-
gebunden werden.
Die spannende Frage ist, wie passen die beiden Welten zusammen und wie 
kann dieser Markt an Diensten von Unternehmen so genutzt werden, dass 
sie auf der einen Seite profitieren, alle Anforderungen an Sicherheit und spe-
zifische Eigenschaften ihres Business erfüllt sind und die Integration mit der 
existierenden Anwendungslandschaft sichergestellt ist,  um getätigte Investi-
tionen zu sichern. 
Das Thema Sicherheit wird in Bezug auf die Verwendung von Cloud-Diensten 
immer als erstes Hindernis genannt. Das ist sicher berechtigt, aber man muss 
als Unternehmen schon genau analysieren, wo man tatsächlich ein Sicher-
heitsproblem hat und in welchen Punkten die Cloud vielleicht sogar „sicherer“ 
ist. Offensichtlich ist der Schutz von z. B. Kundendaten problematisch, aber 
welches kleinere oder mittelständische Unternehmen kann schon mit Sicher-
heit sagen, dass es seine Dienste sicherer betreibt als ein großer Anbieter, 
der das für viele Kunden macht. Weitere wichtige Fragen entstehen bezüglich 
Identity and Access Management sowie der Integration von Cloud-Diensten 
zur Automatisierung von Geschäftsprozessen.
In dieser Arbeit beleuchten wir die Nutzung von Cloud-Diensten in Unterneh-
men. Wir definieren unsere Sicht auf zukünftige Enterprise Clouds, diskutie-
ren Herausforderungen und gehen auf Lösungsansätze ein. 
2  Grundlagen
Hinter dem Begriff Cloud Computing verbirgt sich das Bereitstellen von IT-In-
frastrukturen und Diensten über das Internet. Dabei stellen Anbieter den Nut-
zern dynamisch skalierbare verteilte Infrastrukturen (Hardware und Software) 
auf Abruf zur Verfügung, die anhand des Verbrauchs bzw. entsprechend der 
Nutzung abgerechnet werden. 
Es lassen sich vier Arten von Clouds unterscheiden. In einer Public Cloud 
stellt ein Anbieter seine Dienste mehreren Nutzern öffentlich zur Verfügung. 
Anbieter sind hier z. B. Amazon, Google oder Microsoft. Private Clouds befin-
den sich innerhalb eines Unternehmens, das damit auch volle Kontrolle über 
Daten und Zugriff auf Dienste hat. Man spricht über eine Hybrid Cloud, wenn 
ein Unternehmen eine Private Cloud besitzt und eine Public Cloud benutzt, 
um z. B. Lastspitzen auszugleichen oder sicherheitsunkritische Funktionalitä-
ten von extern zu beziehen. In einer Community Cloud schließen sich Unter-
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nehmen derselben Branche zusammen und machen ihre Private Clouds nur 
den Mitgliedern der Community zugänglich. 
Für Clouds gibt es unterschiedliche Servicemodelle, die auf einander aufbau-
en. Infrastructure as a Service (IaaS) stellt Speicherplatz, Rechenkapazität, 
Server, Switches usw. dem Kunden zur Verfügung. Bei Platform as a Ser-
vice (PaaS) stellt ein Anbieter neben Infrastruktur auch Software inklusive 
Lizenzen, Wartung und Support bereit. Eigene Anwendungen können damit 
komplett in der Cloud entwickelt werden. Bei Software as a Service (SaaS) 
wird Software angeboten, z. B. Office-Lösungen, aber auch komplette CRM-
Systeme, die über das Internet benutzt werden kann.
Die Vorteile für Unternehmen bei der Cloud-Nutzung sind vielfältig. Eine Cloud 
erlaubt die bedarfsgesteuerte Bereitstellung von Rechen- und Speicherkapa-
zitäten, ohne selbst die Infrastruktur für Lastspitzen zu betreiben. Bezahlt wird 
nach Nutzung der Dienste. Außerdem muss sich ein Unternehmen nicht um 
die Wartung installierter Software sowie den Schutz vor z. B. Viren kümmern. 
Damit realisieren Unternehmen vor allem Kostenvorteile und können die ei-
gene IT vereinfachen. 
SaaS-Anbieter decken heute schon die meisten Anwendungsbereiche von 
Unternehmen ab. Das Angebot an Diensten kann in drei Kategorien unterteilt 
werden (siehe [KKLS12]): 
– klassische Anwendungsgebiete wie z. B. Dokumentenmanagement, E-
Procurement oder Marketing, 
– Teilgebiete von Anwendungsgebieten wie z. B. Reisekostenabrechnung 
oder Web-Conferencing
– Branchenlösungen z. B. für Logistikunternehmen oder Steuerberater. 
Die Anbieter sind vielfältig. Einer der Markführer ist Salesforce.com, das mitt-
lerweile über 100000 Kunden hat1. Auch der Markt in Deutschland wächst. 
Zum Beispiel listet der SaaS-Lösungskatalog des SaaS-Forums über 200 
SaaS-Anbieter (SaaS11).
Technisch betrachtet werden diese Dienste auf unterschiedliche Arten ange-
boten: In der einfachsten Form sind sie nur über eine web-basierte Benut-
zeroberfläche zugänglich. Typischerweise stellen die Anbieter die Dienste 
zusätzlich als Web-Services entweder auf Basis von SOAP2 und WSDL3 (sie-
he [Papa07]), oder nach dem etwas einfacheren REST-Architekturstil (siehe 
[Fiel00]) zur Verfügung. Mobile Mini-Anwendungen (Apps), wie sie heute für 
die erfolgreichen Cloud-Anwendungen fast unumgänglich sind, benötigen ge-
nau diese Schnittstellen. 
1  http://www.salesforce.com/de/customers/
2  http://www.w3.org/TR/soap/
3  http://www.w3.org/TR/wsdl
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Das Vorhandensein solcher programmatisch nutzbarer Schnittstellen ermög-
licht die Abbildung von Geschäftsprozessen auf Basis der Cloud-Dienste und 
lässt damit die Vision der Service-Orientierten Entwicklung greifbar werden 
– Organisationen könnten effizient Funktionalitäten aus der Cloud nutzen und 
zu sinnvollen Abläufen (Workflows) zusammenschalten.
3  Der Weg zur Enterprise Cloud
Der Markt für Dienste aus der Cloud entwickelt sich stark. Inzwischen gibt es 
vielfältige Dienste und Lösungen aus der Cloud, vom einfachen E-Mail-Dienst 
über Kommunikationsinfrastruktur bis hin zur Komplettlösung. Unternehmen 
haben damit die Möglichkeit ihre Fertigungstiefe bezüglich Software zu ver-
ringern, Best-of-Breed oder Standardsoftware aus der Cloud zu konsumieren 
und sich bei der Entwicklung eigener Software auf geschäftskritische Funkti-
onalitäten und Kernprozesse zu konzentrieren. 
Für die Nutzung sind unterschiedliche Szenarien möglich. Entweder kauft ein 
Unternehmen Komplettlösungen bei Anbietern, wie z. B. SAP mit BusinessBy-
Design oder die CRM-Suite von Salesforce. Oder es kauft einzelne Dienste, 
um Lücken im existierenden Software-Portfolio zu schließen bzw. um kosten-
intensive, selbst betriebene Software abzulösen.  
Ein Problem mit Cloud-Diensten ist, dass es wenig Standardisierung gibt und 
die Dienste in die existierende Landschaft eingebunden werden müssen. Da-
für benötigt ein Unternehmen eine geeignete technische Architektur und Infra-
struktur, die die Integration einfach möglich macht. Weitere Optionen ergeben 
sich, wenn ein Unternehmen eine Private Cloud betreibt, um Sicherheitspro-
bleme zu umgehen, und zusätzlich Dienste aus Public Clouds nutzt.
Ein Unternehmen auf dem Weg in die Enterprise Cloud muss folgende Fragen 
klären bzw. folgende Schritte (siehe Abbildung 1) ausführen
Abb. 1: Schritte auf dem Weg zur Enterprise Cloud
1. Identifikation und Auswahl potenzieller Dienste
 Hierbei geht es um die Frage, welche Dienste aus der Cloud funktionale 
Lücken der bestehenden Softwarelandschaft schließen. Dieser Schritt soll-
te also mit einer Schwachstellenanalyse im Haus beginnen.
 Bei der Auswahl der Dienste muss sich ein Unternehmen überlegen, wie 
stark es sich an den Anbieter bindet – ist dieser in einer wirtschaftlich aus-
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reichend stabilen Situation und passen die gesetzlichen Rahmenbedingun-
gen zur Nutzung? Gerade der letzte Punkt ist in Hinblick auf vertragliche 
Regelungen und Datensicherheit bzw. Datenschutz von großer Bedeutung. 
2. Wirtschaftlichkeitsanalyse
 Die Abrechnungsmodelle in der Cloud variieren sehr stark – Benutzerbe-
zogene Modelle werden oftmals mit Datentransfervolumina und Speicher-
kapazitäten gemischt – ein objektiver Vergleich verschiedener Anbieter fällt 
hier schwer, sollte aber gerade deshalb sorgfältig durchgeführt werden. 
Insbesondere für die Faktoren Verfügbarkeit, Leistung und Skalierbarkeit 
müssen vorab geeignete Erwartungswerte definiert werden.
3. Technische Erschließung der Dienste
 Auf technischer Seite muss geklärt werden, wie sich die Cloud-Services in 
die eigene Infrastruktur integrieren lassen. Im einfachsten Fall ist dies die 
Nutzung von Web-Seiten des Anbieters, etwas aufwändiger ist die Integ-
ration in automatisierte Abläufe. In jedem Fall muss jedoch der Zugang zu 
den Diensten und das damit verbundene Identity und Access Management 
erstellt werden. 
4. Kontrollierte Cloud-Nutzung
 Die Nutzung von Cloud-Diensten muss aus Unternehmenssicht dahinge-
hend überwacht werden, dass eine Bewertung der tatsächlichen Nutzungs-
anforderungen erfolgen kann: Sind die vertraglichen Rahmenbedingungen 
eingehalten? Passen die angefallenen Kosten zur in Anspruch genomme-
nen Leistung?
Ein Unternehmen begegnet bei diesen Schritten unterschiedlichen Herausfor-
derungen, auf die wir im Folgenden eingehen werden. 
4  Herausforderungen für Unternehmen
Neben dem Thema Sicherheit, das Verantwortlichen als erstes in den Sinn 
kommt, geht es bei der Nutzung von Cloud-Diensten auch um die Frage, wie 
man den Zugriff auf Cloud-Dienste kosteneffizient und sicher gestalten kann. 
Außerdem müssen die externen Dienste so integriert werden, dass die Pro-
zesse geeignet unterstützt werden. 
4.1  Sicherheit
Bei der Diskussion von Sicherheitsfragen in der Cloud muss man unterschei-
den zwischen Problemen, die man allgemein in Netzwerken und mit der ei-
genen IT-Infrastruktur hat, und zwischen Cloud-spezifischen Bedrohungen.
Zu den gemeinsamen Bedrohungen gehören u.a. sichere Übertragung von 
Informationen, Distributed-Denial-of-Service Attacken, bedrohliche Insider, 
Account und Service Hijacking ([ClSA10]) und natürlich auch technische Pan-
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nen, die zu Systemausfällen führen können. Diese Probleme hat man sowohl 
mit internen Systemen (sofern sie nicht vollkommen abgeschottet sind) als 
auch in Kombination mit Cloud-Diensten. Allerdings kann man davon ausge-
hen, dass Cloud-Anbieter erkannte Schwachstellen schneller erkennen und 
schließen werden.
Die Nutzung von Cloud-Diensten führt dazu, dass Software und Daten, die 
bisher durch Firewall, DMZ und andere Sicherheitsmechanismen geschützt 
waren, nun außerhalb liegen. Damit stehen Nutzer und potentielle Angreifer 
auf einer Stufe. 
4.1.1  Datensicherheit
Datensicherheit hat mehrere Aspekte: sicherer Zugriff auf die Daten, sichere 
Übertragung sowie sichere Verarbeitung und Lagerung der Daten. Die Daten-
übertragung in und aus der Cloud wird über sichere Protokolle und Kanäle 
durchgeführt. Die Kontrolle des Zugriffs auf Daten hängt an der Umsetzung 
von Rollen und Berechtigungskonzepten. 
Bei der Lagerung von Daten kann man unter Sicherheitsgesichtspunkten er-
warten, dass die Daten verschlüsselt abgelegt werden. Die Verarbeitung von 
Daten ist kritisch, da die meisten Ansätze unverschlüsselte Daten für die Ver-
arbeitung erwarten. Den Problemen wird unterschiedliche begegnet:
– Unternehmen lagern nur unkritische Daten in die Cloud aus, geschäftskri-
tische und wertvolle Daten werden intern verwaltet und bearbeitet.
– Sensible Daten werden verschlüsselt und verteilt abgelegt. Hier gibt es un-
terschiedliche Ansätze. Zum Beispiel wird bei MimoSecco – Middleware for 
Mobile and Secure Cloud Computing ([Mimo12]) Sicherheit unter Verwen-
dung von Hardware-Tokens verbessert. OmniCloud ([Frau12a]) ermöglicht 
per Software die sichere Verwendung von Cloud-Storage Diensten und 
bietet auch einen Umzugsservice, damit man nicht von einem Anbieter ab-
hängig ist. 
– Mittels Homomorphic Encryption ([LaNV11]) können Berechnungen direkt 
auf den verschlüsselten Daten durchgeführt werden. Nur der Besitzer der 
Daten kennt den Schlüssel. Der Cloud-Anbieter, der mit den Daten rech-
net, kennt die entschlüsselten Daten dabei nicht. 
Eine aktuelle Studie des Fraunhofer SIT besagt, dass die Cloud-Anbieter die 
Frage nach Sicherheit sehr ernst nehmen, aber Probleme mit der durchgän-
gigen Umsetzung haben [Frau12b]. Hier besteht also noch Verbesserungs-
bedarf. 
4.1.2  Vertrauenswürdigkeit der Cloud-Anbieter
Die Verwendung von Cloud-Diensten setzt voraus, dass der Anbieter vertrau-
enswürdig ist. Der erste Schritt ist, dass Anbieter und Nutzer eine Vertragsbe-
ziehung eingehen und Service Levels vereinbaren. 
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Zusätzlich gibt es Standards, die für Cloud-Anbieter relevant sind, z. B. ISO/
IEC 27001 für Netzwerksicherheit. Außerdem sind Zertifizierungsprogramme 
entwickelt worden. Z. B. hat der Verband der deutschen Cloud Computing-
Industrie das EuroCloud Star Audit Certificate für SaaS entwickelt ([EuDe11]). 
Allerdings müssen sich die Zertifikate erst noch bewähren. 
4.1.3  Operationale Sicherheit
Für den Kunden ist die Dienstqualität, Verfügbarkeit, Performance etc., die 
ein Cloud-Anbieter zusichert wichtig, da unter Umständen Geschäftsprozesse 
nicht ablaufen können, wenn ein Dienst nicht verfügbar ist. Die Abmachung 
und vertragliche Zusicherung von Service Level Agreements ist daher essen-
tiell. 
Wichtig ist außerdem die Zuverlässigkeit und wirtschaftliche Situation des An-
bieters. Hier stellen sich die Fragen was würde z. B. mit den Daten passieren, 
wenn der Anbieter den Betrieb einstellt oder eine Katastrophe ein Rechenzen-
trum des Anbieters lahmlegt. Zusätzlich muss geklärt sein, ob und wie Daten 
bei einem Anbieterwechsel umgezogen werden können. 
Für den Kunden ist Transparenz zu Verbrauch und Kosten inklusive einem 
entsprechenden Reporting wünschenswert. Die einzelnen Anbieter stellen 
zwar Reportingfunktionalität zur Verfügung, aber diese ist über die Anbieter 
hinweg nicht standardisiert, so dass in einem Multi-Cloud-Szenario zusätzli-
che Integrationsaufwände anfallen. 
4.1.4  Rechtssicherheit
Grundsätzlich gehen Anbieter und Abnehmer eine Vertragsbeziehung ein. 
Das Vertrauen ergibt sich aus dem Vertrag. Allerdings gibt es in den unter-
schiedlichen Ländern rechtliche Unterschiede, so dass der Gerichtsstand bei 
Streitigkeiten relevant ist. Außerdem unterscheiden sich die Auflagen bzgl. 
Vorratsdatenspeicherung und Aufbewahrungsfristen. Zum Beispiel müssen in 
Deutschland Rechnungen für 30 Jahre aufbewahrt werden. Der Service-An-
bieter muss das dann auch garantieren. Kritisch ist auch das Thema Daten-
schutz. Deutschland hat z. B. ein sehr viel restriktiveres Datenschutzgesetz 
als die USA. Vor allem der USA Patriots Act [USCo01] ist für deutsche Firmen 
kritisch.  Auch wenn die Daten eines amerikanischen Service-Anbieters au-
ßerhalb der USA lagern, dann können US-Behörden Zugriff auf diese Daten 
erlangen [Sawa11]. Im Moment sind bzgl. Datenschutz unterschiedliche Re-
formbemühungen und Gesetzesanpassungen im Gange, z. B. [Euro11]. 
4.2  Identity & Access Management
Ein Unternehmen hat üblicherweise eine Benutzerverwaltung inklusive exis-
tierender Rollen und Berechtigungen im Einsatz. Dort werden neue Mitar-
beiter mit der zur Job-Beschreibung passenden Rollen eingetragen oder 
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bei Austritt aus der Firma gelöscht. Hier kommen in Firmen Werkzeuge wie 
ein LDAP Directory oder z. B. Active Directory von Microsoft zum Einsatz. 
Werden externe Dienste eingesetzt, dann müssen Benutzer und Rollen des 
Dienstes mit existierenden Benutzerstrukturen verbunden werden. Abbildung 
2 veranschaulicht die Aufgaben des Identity & Access Managements. 
Abb. 2: Identity & Access Management
4.2.1  Single-Sign-On
Benutzt man Dienste mit Geschäftsbezug, dann erfordert das üblicherweise 
ein Login des Anwenders. Allerdings soll ein Anwender sich genau einmal 
am System anmelden müssen, auch wenn im Hintergrund unterschiedliche 
Dienste mit eigenen Logins zum Einsatz kommen. Hierfür gibt es unterschied-
liche Single-Sign-On Lösungen. Im Falle von Web-Anwendungen wird hier-
zu oftmals wird die einfachste Variante des automatischen Ausfüllens von 
Formulardaten durch den Internet Browser genutzt. Innerhalb der Microsoft 
Systemlandschaft sind Lösungen basierend auf Active-Directory und den dort 
genutzten Protokollen SPNEGO und Kerberos weit verbreitet.
4.2.2  Integration der eigenen Benutzerverwaltung
Die Integration der Benutzer und Rollen eines externen Dienstes ist Voraus-
setzung für die richtige Nutzung des Dienstes. Teilweise bringen Cloud-Diens-
te schon die Integration mit einem Unternehmens-LDAP mit. Außerdem gibt 
es schon Standards wie z. B. OpenID, mit denen man Identitäten zwischen 
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Anbietern verifizieren kann. Setzt man allerdings Cloud-Dienste unterschied-
licher Anbieter ein, dann muss die Integration üblicherweise von der internen 
IT durchgeführt werden.
4.2.3  Provisioning von Cloud Services
Entscheidet sich ein Unternehmen für die Verwendung eines Cloud-Service, 
dann ist die Benutzung üblicherweise an eine Rolle gebunden. HR-Services 
sollten z. B. nur von HR-Mitarbeitern verwendet werden können. Das bedeu-
tet aber, dass man bei Neunutzung eines Dienstes die entsprechenden Mit-
arbeiter freischalten muss, neue Mitarbeiter müssen nachgetragen werden, 
ausscheidende Mitarbeiter müssen entfernt werden. Werden diese Aufgaben 
manuell ausgeführt, dann bedeutet das relevante Kosten für ein Unterneh-
men. Automatisierung ist hier erwünscht, allerdings gibt es noch nicht viele 
Werkzeuge bzw. Anbieter für solche Lösungen. 
4.3  Automatisierung von Geschäftsprozessen mit Cloud Services
Cloud-Dienste können entkoppelt und autonom verwendet werden. Das ist 
das heute noch übliche Geschäftsmodell von vielen Anbietern. Den größ-
ten Nutzen aus dem SaaS-Ansatz kann ein Unternehmen allerdings ziehen, 
wenn die Cloud Services für die Automatisierung bzw. Unterstützung von 
Geschäftsprozessen eingesetzt werden und mit der existierenden internen 
Software nahtlos integriert sind. Cloud-Dienste werden also als Teile einer 
Service-orientierten Architektur (SOA) betrachtet.
4.3.1  Integration interner und externer Dienste
Früher haben Firmen viel in die Integration von Anwendungen investiert 
(Enterprise Application Integration). Das war notwendig, weil Anwendungen, 
die aus Geschäftssicht zusammenspielen sollten, mit unterschiedlichen Tech-
nologien, auf unterschiedlichen Plattformen, aber auch mit unterschiedlichen 
Datenmodellen entwickelt wurden und deshalb nicht richtig zusammenge-
passt haben. Die Integration findet dabei auf unterschiedlichen Ebenen statt: 
auf der Datenebene, auf der funktionalen Ebene und auf der Präsentations-
ebene. 
Ähnliche Integrationsaufgaben hat man nun auch wieder, wenn man Inter-
net-Dienste unterschiedlicher Hersteller einbinden will. Ein Anbieter definiert 
sein eigenes Datenmodell (hat z. B. sein eigenes Kundenobjekt), hat seine 
Technologie (z. B. SOAP Web Services) und bestimmt, wie die Interaktion mit 
Menschen über User Interfaces (z. B. ein HTML 5 mit vorgegebenem Layout) 
funktioniert. Bindet man mehrere Dienste unterschiedlicher Anbieter ein, dann 
vergrößert sich die Integrationsaufgabe. 
Eine Service-orientierte Architektur ist dann schon fast Voraussetzung, da 
Dienste als Bausteine bereits vorgesehen sind, die Infrastruktur z. B. in Form 
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eines Enterprise Service Bus Integrationsunterstützung bietet und damit 
Dienste einfacher eingebunden werden können. 
Ein wichtiger Aspekt bei der Integration externer Dienste ist Sicherheit. Tech-
nisch muss eine sichere Übertragung, Authentifizierung und möglicherweise 
die End-to-End-Verschlüsselung sensibler Daten sichergestellt werden. Hier 
bieten SOAP Web Services mehr Möglichkeiten als RESTful Web Services. 
4.3.2  Prozessautomatisierung 
Geschäftsprozesse werden von Fachexperten definiert, sind an der Strategie 
orientiert und ändern sich, wenn sich z. B. der Markt oder das Angebot ver-
ändert oder wenn es neue gesetzliche Regelungen gibt. Geschäftsprozesse 
eines Unternehmens können in unterschiedlichen Varianten ausgeprägt sein, 
z. B. um länderspezifische Eigenheiten in internationalen Tochterfirmen abzu-
bilden. Daher ist es wichtig, Geschäftsprozesse möglichst flexibel und einfach 
anpassbar zu implementieren. 
Die Dienste einer Service-orientierten Architektur entsprechen dabei einzel-
nen Prozessaktivitäten, Teilprozessen oder sogar kompletten Prozessen. Um 
einen Geschäftsprozess abzubilden, werden existierende Dienste passend 
verschaltet und die Logik zur Ansteuerung der Dienste wird durch eine Pro-
cess Engine ausgeführt. Die Process Engine startet Prozesse (z. B. durch 
Eingang eines Urlaubsantrags), verwaltet unterschiedliche Prozessinstanzen 
(z. B. Urlaubsanträge der Mitarbeiter Müller und Maier) und initiiert die nächs-
ten Schritte einer Prozessinstanz (z. B. Manager Schmidt muss den Antrag 
von Herrn Maier genehmigen). 
Abb. 3: Prozessorientierte Verschaltung von Diensten
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Der Einsatz einer Business Process Management Suite (BPMS) in Kombina-
tion mit einer Business Rules Engine ermöglicht die schnelle Umsetzung und 
einfache Anpassung von Prozessen. Änderungen werden dabei vor allem an 
den Prozessmodellen (in Business Process Model and Notation [ObMG11] 
beschrieben) und an den Geschäftsregeln vorgenommen. Durch den Aus-
tausch kompletter Dienste kann neue Geschäftslogik eingebunden werden.   
Die BPMS bietet auch noch Funktionalität für das Monitoring der Prozessaus-
führung und ist damit eine Informationsquelle für die Prozessoptimierung. 
4.3.3  Cross-Cloud-Workflows 
Cloud-Services können oftmals bereits mit anderen Cloud-Services inter-
agieren – die Authentifizierung mit Mechanismen wie Open-ID ist ein sehr 
rudimentäres Beispiel, bei dem ein Service-Anbieter Dienste eines anderen 
nutzt. Weiter gehende Beispiele findet man z. B. bei der Integration von Mail-
Services oder Archivlösungen.
Im Gegensatz zu den elementaren Diensten finden sich in der Cloud also 
bereits Teilabläufe, die – geschickt kombiniert – zu größeren und effizienten 
Workflows kombiniert werden können. Dazu müssen die genutzten Cloud-
Services geeignet konfiguriert werden, wofür es in der Regel jedoch keine 
geeignete Programmierschnittstelle gibt, da diese Art der Kombination von 
der aktuellen Anbietern oft nicht vorgesehen ist.
Unter anderem stellt sich hier das Problem der Identity Propagation – wie 
werden Abläufe aus einer Cloud von der ausführenden Person in einer ande-
ren Cloud angestoßen und unter welchem Namen erfolgt das? Die folgende 
Abbildung veranschaulicht die Situation. 
Abb. 4: Cross-Cloud Workflows
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5  Zusammenfassung und Ausblick
Wir haben in diesem Beitrag vorgestellt, wie Unternehmen zukünftig unter-
schiedlichste Dienste von unterschiedlichen Anbietern aus ihrer Enterprise 
Cloud in ihre Anwendungslandschaft integrieren können. Ein Benutzer arbei-
tet zukünftig mit einem Prozessportal oder stellt sich sein User Interface nach 
eigenen Vorlieben zusammen (z. B. als Mashup) und sollte gar nicht merken, 
dass er Dienste aus unterschiedlichen Quellen des Internets konsumiert. Der 
zukünftig zu erwartende Markt für Dienste ermöglicht dann sogar den Aus-
tausch funktional äquivalenter Services. 
Wichtig für den Erfolg der Enterprise Cloud ist, dass bestimmte Herausfor-
derungen gelöst werden. Dazu gehören neben Sicherheitsproblemen auch 
Betriebsfragen, z.B, wie man das Service-Provisioning und die Abrechnung 
sicher und weitestgehend automatisiert vornehmen kann.  Eine weitere He-
rausforderung liegt in der nahtlosen und sicheren Integration der (Web) Ser-
vices und die weitestgehend werkzeugunterstützte Automatisierung von Ge-
schäftsprozessen unter Verwendung dieser Dienste. 
In dieser Arbeit haben wir für einen Teil der Herausforderungen Antworten 
bzw. Lösungen vorgestellt. Für andere Probleme, z. B. zur sicheren Verar-
beitung sensitiver Daten, gibt es zwar schon Lösungsansätze, diese müssen 
sich in der Praxis allerdings erst noch bewähren. Speziell beim Thema Cross-
Cloud Workflows müssen geeignete Lösungen erst noch entwickelt werden.   
Wir sind jedoch davon überzeugt, dass zukünftig kleine, mittlere und große 
Unternehmen die Enterprise Cloud nutzenbringend einsetzen werden. 
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Zentrales Sicherheitsmanagement  
für Cloud-Infrastrukturen
Christian Seel, Philipp Walter, Peter Scholz, Johannes Hoen
1  Einleitung
Unter dem Begriff des „Cloud Computing“ werden aktuell zahlreiche IT-Lö-
sungen am Markt angeboten, die es Kunden ermöglichen, große verteilte IT-
Infrastrukturen für ihre Anwendungen zu nutzen. Hauptmotive für die Nutzung 
von Cloud-Infrastrukturen sind, insbesondere für kleine und mittelständische 
Unternehmen (KMU), die Einsparung von IT-Kosten und die Verfügbarkeit 
von speziellem technischem Know-how. Durch flexible und verursachungsge-
rechte Abrechnung der Inanspruchnahme von Cloud-Diensten muss die Un-
ternehmens-IT nicht mehr auf Lastspitzen ausgelegt sein, sondern kann dem 
momentanen Bedarf angepasst werden. Ferner entstehen bei Anbietern von 
Cloud-Infrastrukturen Economies-of-Scale [OsSh03], durch die ein Teil der 
Kosteneinsparung durch Cloud-Anbieter an ihre Kunden weitergegeben wird. 
Außerdem bietet die Verwendung von Cloud-Computing-Diensten für Kunden 
den Zugang zu Expertenwissen, beispielsweise im Bereich IT-Sicherheit, das 
bei Cloud-Anbietern häufig vorhanden ist.
Trotz der meist ähnlichen Bewegründe von Unternehmen zur Migration auf 
Cloud-Infrastrukturen, sind sowohl Anbieter als auch Nutzer des Cloud Com-
putings sehr heterogen. Auf Anbieterseite existieren neben Angeboten von 
Großunternehmen, wie Amazon EC2 [Amaz12a], oder Google Cloud Connect 
[Goog12] auch Angebote von KMUs. Die Angebote unterscheiden sich vor al-
lem in ihrer Flexibilität und Konfigurierbarkeit. Während bei Amazons EC2-An-
gebot eine reine Abrechnung nach Zeit der genutzten Ressourcen [Amaz12b] 
erfolgt, differenziert Google das Angebot nach Unternehmensgröße für kleine, 
mittelständische und Großunternehmen. KMU, die als Anbieter von Cloud-
Infrastrukturen auftreten, differenzieren sich in der Regel durch wesentlich 
individuellere auf den Kunden zugeschnittene Angebote. Hierbei reicht das 
Spektrum selbst bei einem Anbieter von einer vollständigen Einrichtung War-
tung und Konfiguration durch den Kunden bis hin zur Durchführung sämtlicher 
genannten Tätigkeiten durch den Anbieter.
Allerdings ergibt sich durch diese Vielzahl unterschiedlicher Lösungen, ana-
log zur Fertigung, ein Variantenproblem. Eine wesentliche Herausforderung 
liegt dabei im individuellen Darstellen der verschiedenen von einem Kunden 
genutzten Cloud-Systeme, deren Sicherheits- und Risikozustand sowie deren 
Konfiguration.
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Daher ist es das Ziel dieses Beitrages eine modellbasierte Methode zum Si-
cherheitsmanagement für Cloud-Infrastrukturen vorzustellen, die Cloud-An-
bietern und deren Kunden eine transparente sowie individuelle Einschätzung 
des Sicherheits- und Risikozustand aller von einem Kunden in der Cloud ge-
nutzten System erlaubt.
Dazu wird zunächst im zweiten Abschnitt die wissenschaftliche Methodik, die 
diesem Beitrag zugrunde liegt, vorgestellt sowie im dritten Abschnitt die ver-
wendete Terminologie eingeführt. Daran schließt sich im vierten Abschnitt die 
Konzeption der modellbasierten Methode zum Sicherheitsmanagement für 
Cloud-Infrastrukturen an, welche dann im fünften Abschnitt anhand eines An-
wendungsbeispiels vorgestellt wird. Der Beitrag schließt im sechsten Kapitel 
mit einer Zusammenfassung und einem Ausblick auf weitere Forschungsfra-
gen.
2  Wissenschaftliche Methodik
Bei der Auswahl der Forschungsmethodik ist zu beachten, dass diese un-
mittelbar von der Forschungsfrage, wie eine modellbasierte Methode zum 
Sicherheitsmanagement für Cloud-Infrastrukturen zu gestalten ist, abhängt 
und zu deren Erfüllung geeignet sein muss. Somit ist die anzuwendende For-
schungsmethode nicht a priori determiniert, sondern stellt im Sinne eines kri-
tisch reflektierten Methodenpluralismus eine Entscheidung dar, die individuell 
für jeden Forschungsbeitrag getroffen werden muss. [Fran06].
Die im Folgenden zugrunde liegende erkenntnistheoretische Position des 
Beitrags ist ontologisch und epistemologisch konstruktivistisch und orientiert 
sich an [BHNK03].
Da der vorliegende Beitrag nicht den Einsatz, die Entwicklung oder die Ver-
wendung von bestehenden Methoden oder Systemen untersucht, sondern 
auf die Erstellung einer neuen Methode abzielt, lässt sich der Beitrag als De-
sign Science im Sinne von Hevner et al. [HMPR04] einordnen. Arbeiten aus 
dem als Design Science bezeichneten Bereich sind durch die Absicht charak-
terisiert ein Artefakt zu kreieren. Hevner et al. postulieren in ihrem Design-Sci-
ence-Paradigma sieben Prinzipien zum forschungsmethodischen Vorgehen, 
die auch diesem Beitrag zugrunde liegen. Im Wesentlichen seien hier das 
Prinzip des „Artefakts als Ergebnis des Design Science-Prozesses“ sowie die 
„Problemrelevanz“ genannt.
In den bisherigen Ausführungen wurde bereits klargestellt, dass die Spezifika-
tion einer Methode zum Sicherheitsmanagement für Cloud-Infrastrukturen ein 
Artefakt dargestellt und der Beitrag somit in den Bereich der Design Science 
einzuordnen ist. Die Problemrelevanz wird vor allem durch die Beteiligung der 
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Vertreter der INFOSERVE GmbH sichergestellt, die sowohl einen wesentli-
chen Beitrag zur Anforderungserhebung, aber auch in der von Hevner et al. 
geforderten Evaluation in Form eines exemplarischen Szenarios leisten. Bei 
der Anforderungsanalyse kommt Weiks Sensemaking-Paradigma [Weik95] 
als Hilfsmittel zur Explizierung der Anforderungen zum Einsatz.
Ferner weisen Kamlah und Lorenzen auf die Notwendigkeit des Aufbaus einer 
konsistenten Terminologie innerhalb einer Untersuchung hin [KaLo96]. Diese 
Anforderung wird im folgenden Abschnitt durch die Einführung einer Termino-
logie erfüllt.
3  Terminologie und Related Work: Cloud Computing und  
Informationssicherheit
Cloud-Computing erfreut sich derzeit bei Unternehmen wie auch privaten 
Nutzern einer wachsenden Akzeptanz. Fast alle Unternehmen sind nach ei-
ner Umfrage von Symantec zufolge aktuell an Cloud Computing interessiert. 
Allerdings erreichen sie ihre Ziele bei der Umsetzung von Cloud-Projekten 
offenbar nur selten [Weis12]. Dies läge zu allererst an den noch unzureichen-
den Lösungen zur Agilität, Skalierbarkeit und Kostenreduktion. Zunehmen 
rückt aber auch die Informationssicherheit in den Fokus der Betrachtung. Als 
größte Herausforderung bei Cloud-Projekten nennen die Befragten laut Sym-
antec Kosten, Sicherheit, Performance und Verlässlichkeit.
Im Gegensatz zu der vor allem in den 1990er Jahren populären – jedoch 
schon in den 1960er Jahren genutzten – Technik des Grid Computing, ein-
zelne Rechner zu einer Art Supercomputer zusammenzuschließen um damit 
komplexe/rechenintensive Probleme und Programme schneller zu berech-
nen, bezieht sich das Cloud Computing somit auf andere Ziele. 
Das Cloud-Computing unterteilt sich in fünf essentielle Charakteristika, drei 
unterschiedliche Service Modelle und vier Liefermodelle die von dem National 
Institute for Standard and Technology (kurz NIST) bereits 2009 veröffentlicht 
und international anerkannt wurden [MeGr11]:
Charakteristika von Cloud Computing: 
1. On-demand self-service: Der Benutzer kann Cloud-Funktionen eigenstän-
dig abrufen und nutzen ohne, dass eine menschliche Interaktion seitens 
des Anbieters nötig wird.
2. Broad network access: Stellt die Möglichkeit dar, die angebotenen Servi-
ces von verschiedensten Client-Plattformen mit Internetzugang zu benut-
zen und über standardisierte Mechanismen deren Einsatz zu fördern z. B. 
bei Handys, Laptops, PCs, etc. 
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3. Resource pooling: Die Ressourcen der Provider werden gebündelt, um 
mehrere Benutzer mit unterschiedlichen physischen und virtuellen Res-
sourcen dynamisch zu versorgen. In der Regel hat der Kunde keine Kennt-
nis davon wo der genaue Standort der zur Verfügung gestellten Ressour-
cen ist, sondern kann nur grob den Standort ermitteln (Land, Bundesland). 
Beispiele für solche Ressourcen sind: Speicherplatz, Verarbeitung, Netz-
werkbandbreite und virtuelle Maschinen. 
4. Rapid elasticity: Leistungen können schnell, elastisch und teils auch au-
tomatisch bereitgestellt werden um an die Anforderungen des Benutzers 
angepasst zu werden. 
5. Measured Service: Cloud Systeme werden automatisch kontrolliert und 
deren Ressourcennutzung dosiert, um deren Bereitstellung zu sichern und 
die benötigte Transparenz sowohl für Anbieter als auch für Benutzer des 
verwendeten Dienstes zu gewährleisten. 
Service Modelle für Cloud Computing: (Quelle: www.bsi.bund.de)
1. Cloud Infrastructure as a Service (IaaS): Den Nutzern wird der Zugang 
zu virtualisierten Hardware-Ressourcen, wie Rechnern, Netzwerken und 
Speicher, ermöglicht. Nutzer gestalten ihre eigenen virtuellen Computer 
Cluster frei und sind daher für die Auswahl, die Installation, den Betrieb und 
das Funktionieren ihrer Software selbst verantwortlich.
2. Cloud Software as a Service (SaaS): Den Nutzern wird der Zugang zu 
Programmierungs- oder Laufzeitumgebungen mit flexiblen, dynamisch an-
passbaren Rechen- und Datenkapazitäten ermöglicht. Nutzer ihre eigenen 
Software-Anwendungen oder lassen diese innerhalb einer Softwareumge-
bung ausführen, die vom Dienstanbieter (Service Provider) bereitgestellt 
und unterhalten wird.
3. Cloud Platform as a Service (PaaS): Den Nutzern wird der Zugang zu Soft-
ware-Sammlungen und Anwendungsprogrammen ermöglicht. Dienstan-
bieter offerieren spezielle Auswahlen von Software, die auf ihrer Infrastruk-
tur läuft. SaaS wird oft auch als Software on Demand bezeichnet.
Liefermodelle: 
1. Private cloud: Die private Cloud bietet Zugang zu abstrahierten IT-Infra-
strukturen innerhalb der eigenen Organisation (Behörde, Firma, Start-Up, 
Verein, etc.). 
2. Community cloud: Sie bietet Zugang zu abstrahierten IT-Infrastrukturen 
wie bei der Public Cloud – jedoch für einen kleineren Nutzerkreis, der sich, 
meist örtlich verteilt, die Kosten teilt (z. B. mehrere städtische Behörden, 
Universitäten, Betriebe/Firmen mit ähnlichen Interessen, Forschungsge-
meinschaften). 
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3. Public cloud: Sie bietet Zugang zu abstrahierten IT-Infrastrukturen für die 
breite Öffentlichkeit über das Internet. Public Cloud Diensteanbieter erlau-
ben ihren Kunden IT-Infrastruktur zu mieten auf einer flexiblen Basis des 
Bezahlens für den tatsächlichen Nutzungsgrad bzw. Verbrauch (pay-per-
use), ohne Kapital in Rechner- und Datenzentrumsinfrastruktur investieren 
zu müssen.
4. Hybrid cloud: sie bietet kombinierten Zugang zu abstrahierter IT-Infrastruk-
turen aus den Bereichen von Public Clouds und Private Clouds, nach den 
Bedürfnissen ihrer Nutzer.
Ferner werden im Folgenden einige Begriffe der Informationssicherheit und 
verwandte Terminologien eingeführt. Wir werden uns dabei im Wesentlichen 
auf die in Abschnitt 5 verwendeten Begrifflichkeiten der ISO-OSI-Schicht 2 
konzentrieren (Quelle: www.bsi.bund.de).
Als ISO-OSI-Schichtenmodell oder ISO-OSI-Referenzmodell wird ein 
Schichtenmodell der Internationalen Organisation für Normung (ISO) be-
zeichnet, das als Grundlage für den Entwurf von Kommunikationsprotokollen 
in Rechnernetzen dient. Es ist in sieben Schichten (engl. layers) unterteilt. Der 
Abstraktionsgrad der Funktionalität nimmt dabei von Schicht 7 bis zur Schicht 
1 ab. Protokollbeispiele für die Schichten 5 bis 7 sind etwa HTTP, HTTPS 
und LDAP, für die Transportschicht 4 TCP, für die Vermittlungsschicht 3 IP 
und IPsec sowie für die Datensicherungsschicht 2 bzw. die Bitübertragungs-
schicht 1 das Ethernet-Protokoll.
Ein Switch ist ein Kopplungselement (ein aktives Netzwerkgerät) das zu Pa-
keten zusammengefasste Daten auf der Sicherungsschicht (Schicht 2) des 
ISO-OSI-Referenzmodells weiterleitet. Switches, die zusätzlich Daten auf der 
Netzwerkebene (Schicht 3 und höher) verarbeiten, werden dagegen konkret 
als Layer-3-Switches oder Multilayer-Switches bezeichnet.
Ein Virtual Local Area Network (VLAN) bezeichnt ein logisches Teilnetz in-
nerhalb eines Switches oder eines gesamten physischen Netzwerks. Es kann 
sich über einen oder mehrere Switches hinweg ausdehnen. Ein VLAN trennt 
physische Netze in Teilnetze auf, indem es dafür sorgt, dass VLAN-fähige 
Switches Datenpakete eines VLANs nicht in ein anderes VLAN weiterleiten, 
unabhängig davon, ob die Teilnetze an gemeinsame Switches angeschlossen 
sind oder nicht.
Ältere VLAN-fähige Switches beherrschen nur portbasierte VLANs, die sta-
tisch konfiguriert werden müssen. Mittlerweile werden dynamische VLANs 
und proprietäre tagged VLANs eingesetzt. Ein Tagging in VLANs kommt auch 
dann zum Einsatz, wenn sich VLANs zum Beispiel über mehrere Switches 
hinweg erstrecken, etwa über so genannte Trunkports (gebündelte Ports). 
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Beim Port-Trunking in Verbindung mit einem Switch findet eine Bündelung 
von mehreren Switch-Ports zu einem logischen Trunk statt. Dadurch werden 
die Übertragungsbandbreite und die Verfügbarkeit erhöht. Sollte ein Port aus-
fallen, so führt das zu keiner Unterbrechung der Kommunikation. Außerdem 
erlaubt das Port-Trunking eine Lastverteilung zwischen den einzelnen Ports. 
Eine Demilitarisierte Zone (DMZ) ist ein Zwischennetz eines Rechnernetzes 
(Beispiel: LAN, Intranet), das an Netzübergängen gebildet wird, aber weder 
zu dem einen, noch zu dem anderen Netz gehört. Die DMZ stellt ein eigenes 
Netz dar, das nicht so stark gesichert ist wie das eigentlich zu schützende 
Netz. Die in einer DMZ aufgestellten Systeme werden durch eine oder meh-
rere Firewalls gegen andere Netze (Beispiel: Internet, WAN) abgeschirmt. 
Durch diese Trennung kann der Zugriff auf öffentlich erreichbare Dienste (zum 
Beispiel WWW, Email) gestattet und gleichzeitig das interne Netz (LAN) vor 
unberechtigten Zugriffen geschützt werden. Der Sinn besteht darin, auf mög-
lichst sicherer Basis Dienste des Rechnerverbundes sowohl dem Internet als 
auch dem Intranet zur Verfügung zu stellen.
4  Konzeption und Anforderungsanalyse einer Modellierungssprache 
zum Sicherheitsmanagement in Cloud-Infrastrukturen
4.1  Anforderungsanalyse
Nachdem im vorhergehen Abschnitt, die terminologischen Grundlagen des 
Beitrags gelegt wurden, widmet sich dieser Abschnitt der Entwicklung eines 
geeigneten Lösungsansatzes zur Verbesserung des Sicherheitsmanage-
ments in Cloud-Infrastrukturen. Vor der Präsentation des eigentlichen Lö-
sungsansatzes erfolgt jedoch zunächst eine kurze Darstellung der Anforde-
rungen.
Die Anforderungserhebung basiert auf Expertengesprächen im Umfeld INFO-
SERVE GmbH, die unter anderem auf Cloud Hosting spezialisiert ist. Dabei 
ließen sich folgende Anforderungen festhalten:
Req 1: Modellbasierter Ansatz:
Der gewählte Ansatz soll Ergebnisse in Form von Modellen darstellen. Infor-
mationsmodelle haben sich als Beschreibungsmittel in der Wirtschaftsinfor-
matik etabliert [WaWe02] und bieten vor allem eine Möglichkeit Zusammen-
hänge übersichtlich darzustellen.
Req 2: Modelldeterminismus:
Um eine Vergleichbarkeit verschiedener Sicherheitszustände zu ermöglichen, 
sollten identische Sachverhalt in der Realwelt auch zu identischen Artefakten 
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im Modell führen. Diese Forderung ist keinesfalls selbstverständlich, wie bei-
spielsweise Schütte [Schü98] in seinen Überlegungen zum konstruktionsori-
entierten Modellbegriff ausführt.
Req 3: Komplexitätsreduktion:
Das resultierende Modell zur Darstellung des Sicherheitszustandes soll die 
Komplexität auf ein durch Menschen handhabbares Maß reduzieren. Hierbei 
sind beispielsweise verschieden Modellebenen als auch eine Unterstützung 
einer zielgruppenorientierten Darstellung durch Softwarewerkzeuge sinnvoll.
Req 4: Softwareunterstützung der Modellerstellung:
Da die Netzwerkinfrastruktur in einem Rechenzentrum eines Cloudanbieters 
permanenten Änderungen unterworfen ist, wäre eine manuelle Erstellung 
von Modellen dieser Infrastruktur sowohl nicht zeitnah genug als auch un-
wirtschaftlich. Daher muss die Erstellung der Modelle durch Algorithmen zur 
Detektion der Netzwerkinfrastruktur unterstützt werden.
Insgesamt soll somit v. a. das Grundproblem, dass „Sicherheit“ eigentlich nur 
semientscheidbar ist, adressiert werden: bisher kann man nur zuverlässig 
belegen, dass etwas „nicht sicher“ war, da es zu Beeinträchtigungen der Si-
cherheit kam.
4.2  Konzeption
Aufgrund der zuvor beschrieben Anforderungen liegt das Hauptaugenmerk 
des Beitrages auf der Konzeption einer geeigneten Modellierungssprache. 
Kernbestandteil jeder Modellierungssprache ist deren Orthosprache, die 
durch ein Metamodell beschrieben wird [Holt00]. Zur Konstruktion von Meta-
modellen existiert eine Vielzahl an, zum Teil domänenspezifischen, Sprachen. 
Eine Übersicht der entsprechenden Ansätze findet sich bei [Seel09]. Aller-
dings aufgrund der großen Verbreitung und der in Req. 4 geforderten Soft-
wareunterstützung findet im Folgenden die Meta Object Facility (MOF) der 
OMG Verwendung. MOF-Metamodellen umfassen UML-Klassendiagramm 
und ggf. OCL-Statements zu deren Einschränkung.
Abbildung 1 zeigt das Metamodell der entwickelten Modellierungssprache 
zum Sicherheitsmanagement in Cloud-Infrastrukturen. Dabei ist beachten, 
dass die kursiv gedruckten Klassen abstrakte Klassen sind, die nicht als Mo-
dellelemente im Modell (OMG Modellebene M1) ausgeprägt werden können. 
Anders formuliert dürfen im Modell nur Modellelemente aus Klassen des Me-
tamodells verwendet werden, die nicht als Superklasse im Metamodell die-
nen.
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Abb. 1: Metamodell der Modellierungssprache zum Sicherheitsmanagement in Cloud-
Infrastrukturen
Wesentliche Bestandteile jedes Modells sind das abstrakte Konstrukt des 
„Network Node“, der „Connector“ und die „Connection“. Dabei kann eine Aus-
prägung des „Network Node“ eine beliebige Anzahl an „Connector“ besitzen. 
Zwei „Connectors“ sind über eine Kante „Connection“ miteinander verbunden. 
Jede Connection kann dabei durch ein Flag als potentiell unsicher markiert 
werden. Jeder „Connector“ besitzt zudem eine eindeutige Netzwerkadresse 
unter der er erreichbar ist. In der Regel handelt es sich hierbei um eine IP-
Adresse oder einen IP-Adressbereich.
Ein „Network Node“ kann entweder Host sein, der wiederum in physische 
und virtuelle Hosts unterschieden wird, oder ein Subnetz oder ein „Network 
Device“. Das abstrakte Element „Network Device“ umfasst die drei im Mo-
dell ausprägbaren Modellelemente „Router, „Switch“ und „Hub“. Jeder Host 
besitzt einen eindeutigen Namen und ein Flag, das angibt, ob es sich um 
ein virtuelles Gerät handelt. Dies ist vor allem erforderlich, da beispielsweise 
auch Vermittlungsgeräte, wie Switches oder Router zum virtualisiert werden. 
Zudem kann jedem Host ein „Security Level“ zugewiesen werden, dass an-
gibt, in wieweit es sich entweder um ein potentiell unsicheres System oder 
um einen nachweislich sicheren Host handelt. Dadurch wird vor allem die 
Einschätzung der Gefährdung des Gesamtnetzwerkes erleichtert werden.
Außerdem kann jeder „Network Node“ noch Teil eines „Virtual Cluster“ sein, 
falls es sich bei dem „Network Node“ um ein virtuelles Gerät handelt.
Eine Anwendung der spezifizierten Modellierungssprache zeigt der folgende 
Abschnitt.
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5  Anwendungsbeispiel
Das Anwendungsbeispiel zeigt am Beispiel eines Proxy-Setups eine Sicher-
heitslücke, die erst durch das nicht-triviale Zusammenwirken der Konfigurati-
onen auf Anwendungsschicht (Proxy, Firewall), Netzwerkschicht (IP-Konfigu-
ration auf Layer 3) und Data-Link-Schicht (Layer 2) entsteht und die Vorteile 
des modellgetriebenen Sicherheitsansatzes veranschaulicht.
Abb. 2: Netzwerktopologie auf Layer 3
Gegeben ist der Aufbau eines fiktiven Unternehmensnetzwerks, das sich auf 
Layer 3 zunächst in das interne Büro-Netzwerk (LAN, unteres Subnetz) und 
eine sog. demilitarisierte Zone (DMZ, oberes Subnetz) aufteilt. Beide Subnet-
ze werden über eine Firewall miteinander und mit dem Internet verbunden. 
Zweck der DMZ ist der sichere Betrieb von Systemen, auf die aus dem In-
ternet zugegriffen werden soll, z. B. Mail- oder Webserver, indem zwar Ver-
bindungen aus dem LAN in die DMZ aufgebaut werden können, nicht aber in 
umgekehrter Richtung aus der DMZ auf LAN-Systeme. Auf diese Weise kann 
ein Angreifer, der z. B. durch eine Sicherheitslücke Vollzugriff auf den Web-
server erlangt, dadurch jedoch nicht das interne LAN kompromittieren, da er 
keine Verbindung auf LAN-interne Systeme, z. B. einen Fileserver, aufbauen 
kann. Dieser mehrstufige Aufbau hat sich bewährt, um das Risiko eines Ein-
bruchs auch beim Einsatz von Softwarekomponenten, deren Sicherheit nicht 
hundertprozentig verifizierbar ist, zu minimieren. Die Invariante „Verbindun-
gen nur aus dem LAN in Richtung DMZ zulassen“ ist zudem einfach und ohne 
hohes Fehlerrisiko auf jeder Firewall konfigurierbar. Ferner ist die Firewall in 
der Regel der einzige Knotenpunkt, an dem die Invariante implementiert wer-
den muss.
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Weiterhin verfügt das fiktive Netzwerk über einen Proxy-Server, den alle Mit-
arbeiter nutzen müssen, wenn sie Verbindungen ins Internet aufbauen wollen. 
Da dieser Proxy eine Internetverbindung besitzen muss, mithin also auch aus 
dem Internet erreichbar ist, hat der Administrator ihn aus Sicherheitserwägun-
gen in die DMZ gestellt, damit kein System mit direkter Internetverbindung 
im LAN befindet. Für den Zugriff durch die Mitarbeiter aus dem LAN verfügt 
der Proxy weiterhin über eine LAN-IP-Adresse, die z. B. im Webbrowser als 
Proxyadresse eingetragen wird. Da der Proxy auf Layer 3 nachweislich nicht 
als Router fungiert, ist so augenscheinlich auch die LAN-DMZ-Regel nicht 
verletzt: die Mitarbeiter bauen eine Verbindung zum Proxy auf, der Proxy 
nutzt das DMZ-Interface der Firewall für die Weiterverbindung ins Internet.
Betrachtet man das Modell der darunterliegenden Data-Link-Schicht (Layer 
2), wird die konkrete netzwerktopologische Umsetzung dieses Setups sicht-
bar. Die Firewall verfügt über drei Netzwerkschnittstellen, die LAN, DMZ und 
Internet auch auf Layer 2 durch sog. VLANs trennen. VLANs bewirken eine 
Partitionierung des Netzwerks auf Layer 2, d. h. Pakete aus einem VLAN sind 
in einem anderen VLAN nicht sichtbar. Auf diese Weise kann der Proxy-Ser-
ver, der sowohl im LAN als auch in der DMZ präsent sein soll, an einen Layer-
2-Switch angeschlossen werden, der LAN und DMZ auf physikalischer Ebene 
zunächst unzulässigerweise verbindet. Durch die VLAN-Trennung sind die 
Netze jedoch auch auf Layer 2 noch voneinander getrennt. Der Proxy verfügt 
mit einem sog. Trunk-Port über eine physikalische Netzwerkschnittstelle, die 
beide VLANs senden und empfangen kann.
Abb. 3: Netzwerktopologie auf Layer 2
Auf diese Weise entsteht auf Layer 2 jedoch ein Pfad, über den Pakete aus 
der DMZ ins LAN gelangen können, ohne dass die Firewallregeln greifen:
Ein Angreifer, der sich Zugang auf ein System in der DMZ verschafft hat, 
kann nun auch Verbindungen auf das DMZ-Interface des Proxys aufbauen. 
Ist der Proxy nicht hundertprozentig sicher konfiguriert, was nicht trivial zu 
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bewerkstelligen und zu verifizieren ist, kann es ihm gelingen, über den Proxy 
eine eigentlich unzulässige Verbindung von der DMZ ins LAN aufzubauen. 
Dazu nutzt der Angreifer aus, dass der Proxy auf Layer 3 gerade nicht als 
Router funktioniert, sondern eine TCP-Verbindung terminiert und eine weitere 
aufbaut. Im Angriffsszenario gelangt der Angreifer über das DMZ-VLAN auf 
den Proxy, jedoch nicht ins LAN, da der Switch DMZ- und LAN-VLANs trennt.
Der Proxy baut jedoch über das interne VLAN eine neue Verbindung ins LAN 
auf und erlaubt so dem Angreifer z. B. Zugriff auf einen Fileserver im LAN.
Bei oberflächlicher Betrachtung von Layer 3 ist in diesem Beispiel keine Ge-
fährdung erkennbar, da der Proxy kein Routing beherrscht und somit keine 
Verbindungen von der DMZ ins LAN vermitteln kann. Auch auf Layer 2 ist die 
DMZ-LAN-Regel durch die VLAN-Trennung am Proxy-Switch augenschein-
lich umgesetzt. Erst die hier demonstrierte modellbasierte Methodik ermög-
licht eine automatisierte algorithmische Überprüfung, durch die sich zeigt, 
dass die Trunk-Ports des Proxys eben doch eine Verbindung zwischen DMZ 
und LAN außerhalb der Firewall herstellen.
Wenngleich der Switch richtig konfiguriert ist, ermöglicht die Switch-externe 
Verbindungsschleife durch den Proxy eine Kompromittierung des LANs, in-
dem die VLAN-Trennung durch Missbrauch des Proxys überwunden werden 
kann.
Der modellbasierte Ansatz erlaubt auch, mögliche Lösungen des Sicherheits-
problems zu simulieren und so auf Effektivität zu testen.
Auf Anwendungsebene bietet die Komplexität der Proxykonfiguration selbst 
leider nur wenige Möglichkeiten zur Verbesserung der Sicherheit, da sich 
aus dem fachlichen Zweck des Proxys eine nicht reduzierbare Grundkom-
plexität ergibt. Das bedeutet, dass auch ein kompetenter und gewissenhafter 
Mitarbeiter nicht davor gefeit ist, einen Konfigurationsfehler zu verursachen, 
der zumindest zeitweise eine massive Sicherheitslücke öffnet. Aus diesem 
Grunde soll die übrige Infrastruktur auf den Layers 2 und 3 auch aus sicher-
heitstechnischer Sicht so redundant sein, dass sie das Risiko durch eine 
Proxy-Fehlkonfiguration minimiert. Eine verifizierbare Möglichkeit ergibt sich 
z. B. durch die Herausnahme des Proxys aus der DMZ. Wird auf Layer 2 ein 
eigenes VLAN zur Verbindung des Proxys mit der Firewall eingerichtet und 
auf Layer 3 ein kleines IP-Verbindungssubnetz konfiguriert, hat ein Angreifer 
keine Möglichkeit mehr, aus der DMZ ins LAN zu gelangen - was durch das 
Fehlen jeglichen Pfades im Modellgraphen belegbar ist.
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6  Zusammenfassung und Ausblick
Im vorliegenden Beitrag wurde eine Modellierungssprache entwickelt, die 
durch die dedizierte Erstellung von getrennten Modellen auf Layer 2 und Lay-
er 3, sowohl eine Übersicht über die Netzwerktopologie erlaubt als auch das 
Erkennen von Sicherheitslücken ermöglicht. Insbesondere bei Cloudanbie-
ter ist das Erkennen von Sicherheitslücken essentiell, da nicht nur Angriffe 
von außen verhindert werden müssen, sondern auch der unautorisierte Zu-
griff zwischen den Systemen verschiedener Kunden ausgeschlossen werden 
muss. Ferner lässt sich mithilfe der in Auszügen vorgestellten Modellierungs-
sprache die aktuelle Sicherheitslage für Netzwerke von Cloudanbietern leich-
ter darstellen und beurteilen.
Basierend auf diesem Entwurf und der Anforderung automatischen Detekti-
onsalgorithmen sind jedoch weitere Arbeiten notwendig. Um sicherzustellen, 
dass ein Modell auch die Realität wiederspiegelt, sollte eine Softwareunter-
stützung entwickelt werden, welche zum einen die fehlerfreie Generierung 
der Modelle und zum anderen deren regelmäßige Überprüfung ermöglicht. 
Dies ist jedoch Gegenstand weiterer Untersuchungen, da eine Vielzahl un-
terschiedlicher Software-Systeme in Routern, Firewalls, Servern etc. zu be-
rücksichtigen ist. In dieser frühen Phase wird aber die Anforderung nach Soft-
wareunterstützung bereits konzeptionell berücksichtigt, indem z. B. durch das 
Attribut „SecurityLevel“ in „potentiell unsicher implementierte“ und „nachweis-
lich sichere“ System unterschieden werden kann. Für die zugehörigen Knoten 
im Modell werden dann entsprechende Annahmen getroffen, z. B. dass auf 
einem „Network Node“ mit potentiell unsicherer Software im Fall eines unau-
torisierten Zugriffs alle Netzwerkschnittstellen umkonfiguriert werden können.
Literatur
[Amaz12a] Amazon Web Service LLC: Amazon Elastic Compute Cloud (Amazon 
EC2). 2012, http://aws.amazon.com/de/ec2. Abruf am: 2012-04-29.
[Amaz12b] Amazon Web Service LLC: Amazon EC2-Preise. 2012, http://aws.
amazon.com/de/ec2/pricing/. Abruf am: 2012-04-29.
[BHKN03] Becker, J., Holten, R., Knackstedt, R. and Niehaves, B. (eds.): Wissen-
schaftstheoretische Grundlagen und ihre Rolle für eine konsensorien-
tierte Informationsmodellierung. Deutscher Universitätsverlag Koblenz 
(2003).
[Fran06] Frank, U.: Towards a Pluralistic Conception of Research Methods in 
Information Systems Research. In: Adels-berger, H. et al. (Hrsg.): ICB 
Research Report, Forschungsberichte des Instituts für Informatik und 
Wirtschaftsinformatik der Universität Duisburg-Essen, Nr. 7, 2006
131
[Goog12] Google: Apps for Business. 2012, http://www.google.com/apps/intl/de/
business/. Abruf am: 2012-04-29.
[HMPR04] Hevner, A. R.; March, S. T.; Park, J.; Ram, S.: Design Science in Informa-
tion Systems Research. In: MIS Quarterly Vol. 28 No. 1. 2004, S. 75-105
[Holt00] Holten, R.: Entwicklung einer Modellierungstechnik für Data Warehouse-
Fachkonzepte. In: Schmidt, H. (Hrsg.): Modellierung betrieblicher Infor-
mationssysteme : Proceedings der MobIS-Fachtagung 2000, 11. und 12. 
Oktober 2000, Universität Siegen. Siegen : Universität (Rundbrief der 
GI-Fachgruppe 5.10; 7,1), 2000, S. 3-21
[KaLo96] Kamlah, W.; Lorenzen, P.: Logische Propädeutik: Vorschule des vernünf-
tigen Redens. Stuttgart, Weimar 1996.
[MeGr11] Mell, P.; Grance, T.: The NIST Definition of Cloud Computing. National 
Institute of Standards and Technology, Gaithersburg, 2011.
[OsSh03] O’Sullivan, A; Sheffrin, S. M.: Economics: Principles in action. Pearson 
Prentice Hall, Upper Saddle River, New Jersey, 2003, S. 157.
[Schü98] Schütte, R.: Grundsätze ordnungsmäßiger Referenzmodellierung : Kon-
struktion konfigurations- und anpassungsorientierter Modelle. Wiesba-
den : Gabler (Neue betriebswirtschaftliche Forschung; 233), 1998.
[Seel09] Seel, C.: Reverse Method Engineering. Methode und Softwareunterstüt-
zung zur Konstruktion und Adaption semiformaler Informationsmodellie-
rungstechniken. Logos Verlag, Berlin, 2009.
[Weik95] Weick, K.E.: Sensemaking in Organizations. Thousand Oaks, CA, USA 
(1995).
[Weis12] Weiss, O.: Virtualisierung und Wirklichkeit. www.computerwoche.de/, Ab-
ruf am: 2012-04-29.
[WeWa02] Wand, Y.; Weber, R.: Research Commentary: Information Systems and 
Conceptual Modeling: A Research Agenda. In: Information and Software 
Technology 13, Nr. 4, 2002, S. 363-376.
Kontakt
Prof. Dr. Christian Seel
Hochschule Landshut
Am Lurzenhof 1, 84036 Landshut
christian.seel@fh-landshut.de
Dr. Philipp Walter
INFOSERVE GmbH
Am Felsbrunnen 15, 66119 Saarbrücken
p.walter@infoserve.de
132
Prof. Dr. Peter Scholz
Hochschule Landshut
Am Lurzenhof 1, 84036 Landshut
peter.scholz@fh-landshut.de
Johannes Hoen
INFOSERVE GmbH
Am Felsbrunnen 15, 66119 Saarbrücken
j.hoen@infoserve.de
133
Entscheidungskonzept für die Transformation einer 
IT-Landschaft durch Cloud-Service-Einsatzszenarien
Kurt Porkert
1  Einleitung
Cloud Computing eröffnet potenziellen Anwendern unter bestimmten Vor-
aussetzungen die Chance, die Flexibilität ihrer Informationsverarbeitung zu 
verbessern. Inwieweit dabei zugleich weitere Verbesserungen möglich sind, 
können interessierte Unternehmen nur durch eine detaillierte Untersuchung 
ermitteln, die den Nutzen, die Kosten, die Praktikabilität, die Sicherheit und 
die Regelungskonformität konkreter Lösungen im Zusammenhang mit ihrer 
vorhandenen IT-Landschaft und mit ihren Geschäftsanforderungen bestimmt. 
Die Analyse des erreichbaren Nutzens besteht darin, vorhandene Schwach-
stellen in der IT-Landschaft zu identifizieren, ihre Bedeutung einzustufen und 
ihre Beseitigung durch Cloud-Services zu bewerten.
Für diese Nutzenanalyse sind Analyse-Muster hilfreich, die sich auf Kombi-
nationen typischer Schwachstellen als Gründe der Transformation einer IT-
Landschaft beziehen. Sie verdeutlichen spezielle Analyseschwerpunkte und 
-kriterien sowie die Einsatzszenarien für Cloud-Services, mit denen die be-
treffenden Schwachstellen beseitigt werden. Sie binden durch Nutzeffekte 
begründete Entscheidungen zum Serviceeinsatz systematisch in die Bebau-
ungsplanung der IT-Landschaft ein. Dies unterstützen verbreitete Analyse-
Tools in bestimmten Aspekten.
Die Definition dieser Analyse-Muster beruht darauf, den Zusammenhang 
zwischen typischen Schwachstellen in IT-Landschaften, möglichen Arten der 
IT-Landschaftstransformation zur Schwachstellenbeseitigung und Szenarien 
des Cloud-Services-Einsatzes als Transformationsvarianten zu klären. Sie 
berücksichtigt die Ergebnisse einer vom Autor vorgenommenen Auswertung 
publizierter Berichte zu verwirklichten oder geplanten Servicenutzungen.
2  Analyse und Transformation der IT-Landschaft
2.1  Auslöser und Schwerpunkte der Analyse einer IT-Landschaft
Die IT-Landschaft eines Unternehmens bildet einen Teilbereich der Unter-
nehmensarchitektur (Enterprise Architecture). Enterprise Architecture Frame-
works (s. z. B. [Rowe10]) ordnen deren Elemente nach unterschiedlich vielen 
Ebenen. Eine mögliche Einteilung enthält die Tabelle 1.
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Ebenen Elemente Beziehungen Beispiele
4 Geschäftsprozesse, -funk-
tionen,  
-fähigkeiten und sie ausführen-
de Organisationseinheiten
Fordern Dienste (Funktionen) 
der Anwendungssoftware an
Anlegen und Überwachen der 
Bestellungen im Einkaufspro-
zess durch Einkaufsabteilung
3 Anwendungssoftwarelösungen  
(Anwendungen)
Stellen Anwendungsfunktionen 
und Informationseinheiten  
zur Verfügung und tauschen  
untereinander Daten aus
Einkaufskomponente  
eines ERP-Systems und  
eines SRM-System
2 Softwareplattformen Ermöglichen die Ausfüh-
rung der Anwendungen und 
beziehen sich auf bestimmte 
Hardware
Betriebssysteme mit  
Datenbanksystemen,  
Kommunikationssystemen
1 Hardware und Ausführungsorte Ermöglichen die Ausführung 
der Software und die  
Aufstellung der Hardware
Rechenzentrum, Computerar-
beitsplätze, Serverrechner, Cli-
entrechner, Periphere Geräte, 
Netzwerkinfrastruktur
Tab. 1: Ebenen und Elemente einer Unternehmensarchitektur
Die IT-Landschaft bezieht sich auf die dargestellten Ebenen 1 bis 3. Sie um-
fasst auch die Anwendungslandschaft, also die Gesamtheit der Anwendun-
gen, deren Beziehungen untereinander durch Informationsflüsse oder ge-
meinsam genutzte Datenbanken sowie deren Schnittstellen zu den fachlichen 
Softwareanforderungen und zu den Softwareplattformen.
Dieser Zusammenhang ist in Metamodellen für Softwareprodukte zum Enter-
prise Architecture Management (EAM-Software) abgebildet. Ein solches Me-
tamodellbeispiel zeigt die Abbildung 1. Hierbei wird deutlich, dass die Anwen-
dungssoftwarelösungen für bestimmte Geschäftsprozesse automatisierbare 
Geschäftsfunktionen ausführen und auf geeigneten Plattformen installiert 
sind, die auf definierter Hardware in festgelegten Orten betrieben wird.
Abb. 1:  Zusammenhang zwischen Elementen einer Unternehmensarchitektur im 
Logical-IT-Inventory der Software planningIT (in Anlehnung an [URL2-09])
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Konkrete Analysen dieses Zusammenhangs haben bestimmte unterneh-
mensinterne oder unternehmensexterne Auslöser. Sowohl für größere als 
auch für kleinere Unternehmen gehören dazu
– interne Festlegungen zum IT-Management, 
 wie die regelmäßige IT-Planung,
– Meldungen durch Mitarbeiter festgestellter IV-Mängel, 
 zum Beispiel Sicherheitsprobleme,
– aufbauorganisatorische Veränderungen, 
 wie Firmenzusammenschlüsse oder -aufteilungen,
– ablauforganisatorische Veränderungen, 
 zum Beispiel durch Prozessoptimierung,
– personelle Veränderungen, wie Mitarbeiterausscheiden oder -einstellung,
– normative Regelungen, 
 wie neue Gesetze oder interne Handlungsregelungen,
– veränderte Angebote für Softwareprodukte oder IT-Dienste, 
 zum Beispiel hinsichtlich Preis oder Funktionalität.
Mögliche Schwerpunkte der Analyse ergeben sich aus den Elementen der 
IT-Landschaft, aus den an sie gestellten Anforderungen und aus den Aufga-
benbereichen ihres Managements. Unter Berücksichtigung der Anregungen 
durch Hanschke (s. [Han10]) können sie in 5 zusammenhängende Komplexe 
unterteilt werden, wie dies die Abbildung 2 verdeutlicht. 
Abb. 2: Zusammenhang zwischen Analyseschwerpunkten für IT-Landschaften
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Durch die Analysen sollen bestehende Schwachstellen sichtbar und bewert-
bar werden. Daraus ergeben sich Schlussfolgerungen für die Dringlichkeit 
ihrer Beseitigung.
2.2  Potenzielle Schwachstellen der IT-Landschaft
Häufig in IT-Landschaften auftretende Schwachstellen fasst die Tabelle 2 
nach Analyseschwerpunkten zusammen.
Analyseschwerpunkte Potenzielle Schwachstellen
Erfüllung der Geschäfts-
anforderungen
Fehlende/ ungeeignete Funktionalität, unzureichende Benutzerunterstützung,  
Sicherheitslücken, mangelhafte Regelungskonformität, fehlende Datenverfügbarkeit
Qualität der Struktur der 
Anwendungslandschaft
Funktionsballast, Funktionsredundanz, ungerechtfertigte Komplexität,  
heterogene Anwendungen, unzureichende Integration, zu hohe Kosten der Lösung
Qualität der technischen 
Plattform
Schlechter Plattformzustand, keine Standardplattformen, fehlende Skalierbarkeit, 
unsichere Plattformen, fehlende Plattformintegration, heterogene Plattformen
Eignung des Betriebs Falsche Betriebszuständigkeit, falscher Betriebsort
Tab. 2: Verbreitete Schwachstellen in IT-Landschaften
Fehlende oder ungeeignete Softwarefunktionalität und fehlende Datenver-
fügbarkeit werden oft als zu hoher personeller Aufwand oder als schlechte 
Informationsqualität und Benutzerunterstützung spürbar. Sie können zugleich 
als erhöhte Kosten, zu lange Dauer oder schlechte Ergebnisqualität der Ge-
schäftsprozesse sowie als Sicherheitslücken oder als Compliance-Probleme 
in Erscheinung treten. Fehlende Datenintegrität oder Vertraulichkeit sowie 
Datenschutzverletzungen, Nachweispflichtverletzungen oder Unterlizenzie-
rung sind Anzeichen für Mängel bei der Informationssicherheit bzw. bei der 
Regelungskonformität. Alle Qualitätsprobleme in der Struktur der Anwen-
dungslandschaft, in den technischen Plattformen und beim Anwendungsbe-
trieb zeigen sich in höheren Kosten für die Informationsverarbeitung und oft 
auch in verminderter Performance. Ungerechtfertigte Komplexität oder Hete-
rogenität der Anwendungen und der Plattformen steigert ebenso wie falsche 
Betriebszuständigkeit die Know-how-Anforderungen und damit den personel-
len Aufwand. Sie können auch durch einen besonderen Integrationsbedarf 
deutlich werden. Wenn die Integration der Anwendungen oder der Plattformen 
nicht ausreicht, schlägt sich dies in erhöhtem Arbeitsaufwand sowie in redu-
zierter Informationsqualität und Benutzerunterstützung nieder. Ein veralteter 
technischer Zustand und unzureichende Skalierbarkeit werden besonders 
durch Defizite in der Anpassungsfähigkeit der Lösungen und somit in der Fle-
xibilität der Anwender offensichtlich.
Die aufgeführten Schwachstellen sind in einzelnen Unternehmen mehr oder 
weniger bedeutsam. Vor allem in größeren Unternehmen können sie in ih-
rer Gesamtheit auftreten. Hier entstanden durch mangelnde Abstimmung in 
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vielen Fällen sehr komplexe und heterogene IT-Landschaften, die teilweise 
veraltet bzw. unflexibel sind und überhöhte Kosten (wie z. B. in [URL3-10] dar-
gestellt) verursachen, Das belegen auch die Ergebnisse einer Umfrage der 
Zeitschrift CIO (s. [Buxt10]), die im Auftrag der Software AG im August 2010 
durchgeführt wurde. Daher bilden für diesen Unternehmenstyp nach [Doch11] 
(s. S. 31 ff.) die wichtigsten Optimierungsziele neben der Senkung der Kosten 
vor allem die Erhöhung der Transparenz, die Konsolidierung und die Standar-
disierung ihrer IT-Systeme sowie die Schaffung von Flexibilität. 
Für die größeren mittelständischen Unternehmen sind die Ziele der Trans-
formation ihrer IT-Landschaft nach einer durch das DIKMU vorgenommenen 
Befragung (s. [URL1-09]) vor allem die Anpassungen der IT-Landschaften an 
das Unternehmenswachstum, an die Anforderungen von Kooperationspart-
nern und an Sicherheitserfordernisse. Die Befragungsergebnisse ergaben 
auch, dass die kleinen Unternehmen dagegen vorrangig Kosteneinsparun-
gen, Verbesserungen der Benutzerfreundlichkeit und die Beseitigung von Da-
tenfriedhöfen anstreben.
2.3  Arten der Transformation betrieblicher IT-Landschaften
Die Analyse der Schwachstellen sollte ausweisen, ob ein akuter Handlungs-
bedarf zur Beseitigung einzelner erkannter Mängel in der IT-Landschaft vor-
liegt. In diesem Fall besteht die Aufgabe, die betreffenden Objekte der IT-
Landschaft umzugestalten. Die hierfür in Frage kommenden grundlegenden 
Transformationsmöglichkeiten (s. [Knüm10], S. 7 ff.) unterscheiden sich dar-
über hinaus nach 
– der Wirkung auf den Landschaftsumfang 
 in Lösungserweiterungen, -einschränkungen oder -ersetzungen,
– dem Transformationsobjekt 
 in Veränderungen einzelner Anwendungsfunktionen, kompletter Anwen-
dungssysteme, der Anwendungsplattformen, des Betriebssystems oder 
der Hardware,
– der Art eingesetzter Software 
 in Lösungsersetzungen durch eine andere Softwareart (proprietäre Stan-
dardsoftware, Open-Source-Software, Individualsoftware),
– dem eingesetzten Software- oder Hardwareprodukt 
 in Lösungsersetzungen durch ein anderes Produkt der Software- oder 
Hardwareart oder durch eine andere Produktversion,
– der Betriebszuständigkeit 
 in Wechsel zwischen dezentraler und zentraler, interner und externer oder 
verschiedenen Varianten externer Zuständigkeit,
– dem Betriebsort 
 in Wechsel zwischen dezentralem und zentralem oder internem und exter-
nem Betriebsort oder zwischen externen Betriebsorten.
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Für den Wechsel der Betriebszuständigkeit oder des Betriebsorts bieten sich 
auch Cloud-Services an. Sie bilden eine Alternative zum Eigenbetrieb und zum 
klassischen Outsourcing. Diese Services besitzen nach der Definition des Na-
tional Institute of Standards and Technology (s. [URL4-11]) als gemeinsame 
Merkmale: „On-demand self-service“, „Broad network access“, “Resource 
pooling“, “Rapid elasticity” und “Measured service”. Sie sollten durch nicht fest 
zugeordnete IT-Ressourcen über Netze bereitgestellt, gemeinsam und nach 
Bedarf genutzt, flexibel skaliert und nutzungsabhängig abgerechnet werden. 
Sie werden nach drei Service-Ebenen in „Infrastructure as a Service“ (IaaS), 
„Platform as a Service“ (PaaS) und „Software as a Service“ (SaaS) eingeteilt 
oder nach Betriebsmodellen in Public Cloud und Private Cloud sowie in Com-
munity Cloud und Hybrid Cloud als Mischformen gegliedert. 
Ein Cloud-Service wird durch einen bestimmten Eigentümer als Vertragspart-
ner des Anwenders angeboten, wobei ein oder mehrere Leistungserbringer 
beteiligt sein können. Daher kann für die Cloud-Service-Arten SaaS und PaaS 
nach [BITK09] (s. S. 49 f.) entweder das Vertragsverhältnis „Cloud aus einer 
Hand“ oder das Vertragsverhältnis „Cloud Provider als Generalunternehmer“ 
vorliegen. Durch die einzelnen Servicearten bestehen unterschiedliche Vor-
aussetzungen, bestimmte Schwachstellen in der IT-Landschaft zu beseitigen.
3  Beseitigung von Schwachstellen in der IT-Landschaft  
durch Cloud-Service-Varianten
3.1  Vorteile, Gefahren und generelle Kriterien des Cloud-Service- 
Einsatzes
Mit der Nutzung eines Cloud-Service sind Erwartungen verbunden, dass sich 
einige Verbesserungen generell einstellen:
– Kostensenkungen durch Umverteilung von Investitions- zu Betriebskosten 
und durch benutzungsabhängige Bezahlung
– Benutzerunterstützung auch bei fehlendem Know-how zum Betrieb der IT-
Lösung
– Schnelleres Wirksamwerden der Benutzerunterstützung durch kurze Ein-
führungsdauer
– Schnelle Erweiterung und Einschränkung der Lösung bei veränderten An-
forderungen
– Leichter mobiler Benutzerzugriff 
Allerdings müssen auch Risiken in Betracht gezogen werden, die aus der 
Cloud-Service-Nutzung resultieren können:
– Gefährdungen der Informationssicherheit
– Verlust der Kontrolle über die Daten
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– Abhängigkeit von der Netzverfügbarkeit und von hohen Übertragungsraten
– Abhängigkeit vom externen Dienstleister und vom Netzanbieter
– Probleme bei der Integration der Cloud Services in bestehende Lösungen
Jede Entscheidung über einen Cloud-Service-Einsatz bedarf der vorausge-
henden Klärung: Inwieweit sind die relevanten Serviceanforderungen erfüllt? 
Diese Anforderungen drücken sich sowohl in funktionalen und nicht funktio-
nalen Qualitätskriterien für die Angebote als auch in Beurteilungskriterien für 
die Anbieter und in Vorgaben aus strategischen Festlegungen des Unterneh-
mens oder aus Forderungen der Unternehmenspartner aus. Eine Auswahl 
dieser Entscheidungskriterien fasst die Tabelle 3 zusammen.
Kriterien für Beispiele für Kriteriengruppen
Funktionale Anforderungen 
an den Service
Abdeckungsgrade der „Muss“- und der „Kann“-Funktionen, Umfang des Funkti-
onsballsts, Grad der Individualisierbarkeit der Funktionen, Serviceergänzungs-
möglichkeiten
Nicht funktionale Anforde-
rungen an den Service
Preise, Referenzen, Informationssicherheit, Compliance, Leistungsfähigkeit, Zu-
verlässigkeit, Anpassungsfähigkeit, Integrationsfähigkeit, Benutzerfreundlichkeit, 
Rückführbarkeit, Detailliertheit und Aussagekraft der Service-Level-Agreements
Anforderungen an das 
Service-Management
Qualitätsniveau im Sicherheitsmanagement (insbesondere Identity Management 
und Notfall-Management), Change Management, Incident Handling, Capacity 
Management, SLA-Management, Service Desk, Management der Vertragsvorbe-
reitung, -überwachung und -beendigung
Anforderungen an den 
Anbieter
Finanzielle Stabilität des Providers, Ansehen, Abhängigkeit von anderen Anbie-
tern, Zertifizierungen, Bereitschaft zur Auditierung, Auskunftsbereitschaft über die 
Lokationen der Anbieters und des Betriebs mit geltenden Rechtsregelungen und 
über Maßnahmen im Service-Management
Spezielle Anforderungen 
des Anwenders
Einhaltung der Vorgaben aus der IT-Strategie des Anwenders, Einhaltung der 
Anforderungen von Geschäftspartnern und Behörden
Tab. 3: Generelle Gruppen von Kriterien für den Cloud-Service-Einsatz
Die relevanten Kriteriengruppen umfassen in vielen Fällen zahlreiche Ein-
zelkriterien, die bei der Entscheidungsfindung zu berücksichtigen sind. Für 
die einzelnen Servicearten sind die Kriterien unterschiedlich bedeutsam. Ent-
sprechend der identifizierten Schwachstellen und der Transformationsobjekte 
betrifft dies einzelne Servicemodelle und Betriebsmodelle.
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3.2  Schwachstellenbeseitigung durch verschiedene Servicemodelle
Die Tabelle 4 zeigt Bezüge der Cloud-Service-Ebenen auf identifizierte 
Schwachstellen.
Schwachstellen Transformationsobjekte Cloud-Service-Modelle
IaaS PaaS SaaS
Fehlende/ungeeignete Funktionalität, 
Fehlende Datenverfügbarkeit
Einzel-Anwendungskomponente,  
Anwendungssystem
X
Funktionsballast/-redundanz, 
Ungerechtfertigte Komplexität,
Anwendungssystem X
Sicherheitslücken, Unzureichende 
Standardkonformität, Integration, 
Skalierbarkeit, zu teure Lösung, 
Falsche Betriebszuständigkeit/ 
Betriebsorte
Einzel-Anwendungskomponente, 
Anwendungssystem, Anwendungs- bzw. 
Entwicklungsplattform, Hardware-/Be-
triebssystem- Infrastruktur
X X X
Heterogenität der Hardware/Soft-
ware, Unzureichender technischer 
Zustand
Anwendungssystem, Anwendungs- bzw. 
Entwicklungsplattform, Hardware-/Be-
triebssystem- Infrastruktur
X X X
Tab. 4: Cloud-Service-Ebenen-Modelle für ausgewählte Schwachstellen der IT-Landschaft
Für alle Service-Ebenen sind vorrangige Beurteilungskriterien die Kostensen-
kung, die Skalierung im Ressourcenverbrauch, die Leistungsfähigkeit, die Zu-
verlässigkeit, die Sicherheit und die Regelungskonformität. Speziell bei SaaS 
besitzen die Abdeckungsgrade der „Muss“- und der „Kann“-Funktionen, der 
Funktionsballst, die Individualisierbarkeit der Funktionen und die Integrations-
fähigkeit eine besondere Bedeutung. Zur Prüfung der Integrationsfähigkeit ge-
hören Fragen nach standardisierten und interoperablen Schnittstellen im Ser-
viceangebot ebenso wie nach der Anwendungsarchitektur, in die der Service 
integriert werden soll. Ein Architekturkonzept der verteilten, losen Kopplung 
im Sinne des SOA-Paradigmas erleichtert unter Umständen die Integration. 
Entscheidend für die Informationssicherheit und die Regelungskonformität ist 
die Auswahl des Betriebsmodells.
3.3  Schwachstellenbeseitigung durch verschiedene Betriebsmodelle
Die Betriebsmodelle differenzieren die Lösungen, wie in der Tabelle 5 darge-
stellt, aufgrund der Kriterien „Anbieter/Eigentümer“, „Leistungserbringer/Be-
treiber“ und „Betriebsort“ nach Zuständigkeiten und räumlicher Einordnung.
Betriebsmodelle Anbieter Leistungserbringer Betriebsort
Public Cloud Externer Externe extern
Virtual (Outsourced) Private Cloud Externer Externe extern
Managed Private Cloud Externer Externe intern
Private Cloud Interner Interne intern
Tab. 5: Betriebszuständigkeiten und -orte in Betriebsmodellen
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Das Betriebsmodell „Public Cloud“ ermöglicht Angebote, die den formulierten 
Merkmalen des Cloud-Computing weitestgehend entsprechen. Dienstleister 
stellen einzeln oder in Kooperation ihre standardisierten Dienste zahlreichen 
Anwendern als Multi-Tenant-Lösung über das Internet zur Verfügung. Das 
schafft die günstigsten Voraussetzungen für die schnelle und anwenderge-
steuerte Skalierung der Ressourcen, einen niedrigen Preis, die Bezahlung 
nach Verbrauch und eine hohe Verfügbarkeit der Lösung. Das Modell erfor-
dert aber eine sehr leistungsfähige, stabile Internetverbindung und kann die 
Anforderungen an die Informationssicherheit oft nicht erfüllen. Es ist geeignet, 
wenn standardisierte Dienste angefordert werden und die dabei verwendeten 
Daten eines geringen Sicherheitsschutzes bedürfen.
Bei den drei Arten der „Private Cloud“ vermindern sich stufenweise sowohl die 
potenziellen Stärken als auch die möglichen Schwächen der „Public Cloud“. 
Dadurch kommen auch individualisierte und sicherheitsrelevante Anwen-
dungen als mögliche Dienste in Betracht. Während nur reine private Cloud-
Services im Eigenbetrieb erbracht werden, sind die anderen Betriebsmodelle 
(s. [BITK09], S. 31f.) Outsourcing-Lösungen, die teilweise bestimmten klas-
sischen IT-Outsourcing-Arten sehr ähneln. In diesen Fällen besitzen die in 
der Tabelle 3 aufgeführten Anforderungen an das Service-Management und 
an den Anbieter einen hohen Rang als Beurteilungskriterien. Zusätzlich wird 
bei SaaS-Angeboten die Fachkompetenz der Anbieter hinsichtlich der An-
wendungsfunktionen bedeutsam. Wenn verschiedene Organisationsformen 
als hybride Cloud gemischt auftreten, bilden die Service-Kompatibilität, die 
Fähigkeiten zur Lösungsintegration und zum Management integrierter hete-
rogener Organisationslösungen zentrale Beurteilungskriterien. Sobald Cloud-
Angebote mehrerer Anbieter parallel genutzt werden, besteht zusätzlich ein 
erhöhtes Risiko der Inkompatibilität durch divergierende Upgrade-Konzepte.
Für den Einsatz bestimmter Cloud-Services sind in [BITK09] (s. S. 55 ff.) nach 
Einsatzbedingungen differenzierte Szenarien dargestellt. Dies ist aber nicht 
der einzige Einteilungsansatz.
4  Bestimmung eines Szenarios für die IT-Landschaftstransformationen 
durch Cloud-Service-Einsatz
4.1  Analyse-Muster für den Cloud-Service-Einsatz
Eine vom Autor vorgenommene Untersuchung der in [BITK09], [SAP12], 
[URL6-12] und anderen Quellen vorgestellten Anwenderberichte zu Service-
Anwendungsfällen (s. [Por12]) belegt, dass die Einsatzszenarien der Cloud-
Services unter dem Aspekt der Beseitigung identifizierter Schwachstellen in 
der IT-Landschaft differenziert werden können. Für jeden untersuchten, aus-
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reichend ausführlich beschriebenen Anwendungsfall1 ist erkennbar, welche 
Schwachstellen vorrangig oder nachrangig mit dem Serviceeinsatz beseitigt 
werden. Dementsprechend ergeben sich Gruppen angestrebter Einsatzziele, 
wie sie die Tabelle 6 aufführt.
Schwachstellen Cloud-Service-Einsatzziele
Lückenbe-
seitigung
Konsoli-
dierung
Flexibilitäts-
erhöhung
Senkung Sourcing-
Kosten
Fehlende/ungeeignete Funktionalität X
Fehlende Datenverfügbarkeit X
Sicherheitslücken X
Unzureichende Regelungskonformität X
Unzureichende Standardkonformität X
Funktionsballast/-redundanz X
Ungerechtfertigte Komplexität X
Heterogenität der Hardware/ Software X
Unzureichende Integration X
Unzureichender technischer Zustand X
Unzureichende Skalierbarkeit X
Zu teure Lösung X
Falsche Betriebszuständigkeit/Betriebsorte X
Tab. 6: Gruppierung der Cloud-Service-Einsatzzielen nach beseitigten Schwachstellen
Bestimmte Zielkombinationen wiederholen sich in den Anwendungsfällen und 
bilden nach [Por12] (s. S. 3) die in der Abbildung 3 angegebenen Einsatzsze-
narien der Cloud-Services. 
1 Es wurden nur solche Berichte berücksichtigt, die explizite oder implizite Hinweise auf die Trans-
formationsgründe enthalten. Diese beziehen sich mit wenigen Ausnahmen auf SaaS. Berichte 
zu IaaS und PaaS enthielten die ausgewerteten Quellen nur in geringer Anzahl.
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Lückenbeseitigung
Lückenbeseitigung mit Senkung der Sourcing-Kosten
Lückenbeseitigung mit Konsolidierung
Lückenbeseitigung mit Konsolidierung und Kostensenkung
Lückenbeseitigung mit Flexibilitätserhöhung
Lückenbeseitigung mit Flexibilitätserhöhung und Kostensenkung
Senkung der Sourcing-Kosten
Kostensenkung mit Lückenbeseitigung
Kostensenkung mit Lückenbeseitigung und Flexibilitätserhöhung
Kostensenkung mit Flexibilitätserhöhung
Kostensenkung mit Konsolidierung
Konsolidierung
Konsolidierung mit Senkung der Sourcing-Kosten 
Konsolidierung mit Flexibilitätserhöhung und Kostensenkung
Flexibilitätserhöhung mit Senkung der Sourcing-Kosten
16 % 
5 %
5 %
5 % 
4 % 
13 % 
7 % 
4 %
9 % 
5 % 
9 % 
2 %
Quelle der Daten:
Eigene Auswertung 
publizierter 
Anwenderberichte 
(Anzahl: 56 ) 11 % 
4 %
2 % 
Abb. 3: Relative Häufigkeiten für Hinweise auf Szenarien in ausgewerteten Cloud-Ser-
vice-Anwendungsfällen2
Für die Szenarien gelten Gemeinsamkeiten und Unterschiede. Übereinstim-
mend ist das Erfordernis, die Kritikalität der betreffenden Schwachstellen und 
die Nutzwerte beim Vergleich der Transformationsvarianten zu analysieren. 
Eine Kritikalitätsanalyse (wie beispielsweise in [Han10], S.53 f.) offenbart das 
Ausmaß der Nachteile einer bestehenden Schwachstelle und die Dringlichkeit 
des daraus resultierenden Handlungsbedarfs. Zur Bewertung der entstehen-
den Nachteile bieten sich als betrachtete Wirkungsebenen an:
– Ressourceneffizienz: Wirksamkeitsminderungen bei der IT-Lösung und 
beim Mitarbeiter
– Prozesseffizienz: Beeinträchtigte Kooperation der Mitarbeiter , längere und 
teurere Prozesse, schlechtere Prozessergebnisse
– Markteffizienz: Wettbewerbsnachteile
Ein akuter Handlungsbedarf besteht bei geschäftskritischen Schwachstellen, 
die die Wettbewerbsposition erheblich beeinträchtigen.
2 Bei der Interpretation implizit im Kontext formulierter Gründe sind Fehlinterpretationen nicht 
auszuschließen. Daher und aufgrund der geringen Grundgesamtheit verwertbarer Berichte (56) 
erlauben die angegebenen relativen Häufigkeiten keine statistische Verallgemeinerung.
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Beim Vergleich der Transformationsvarianten untereinander und mit der be-
stehenden Lösung kommen die in der Tabelle 3 aufgeführten Gruppen von 
Kriterien in Betracht. Die Kriteriengewichtung richtet sich nach den mit den 
einzelnen Szenarien angestrebten vorrangigen und nachrangigen Einsatz-
zielen. Aufgrund der Transformationsgründe, die sich aus der jeweils spezi-
fischen Kombination von Schwachstellen ergeben, weist jedes Szenario zu-
gleich besondere Analyseanforderungen auf. Die Zusammenstellung dieser 
Anforderungen wird durch spezielle Analyse-Muster erleichtert. Sie beschrei-
ben die Analysen und Kriteriengruppen, die für die Gruppen angestrebter Ein-
satzziele relevant sind.
In den meisten untersuchten Anwendungsfällen sind Kostensenkungen als 
vorrangiges oder nachrangiges Einsatzziel aufgeführt.
4.2  Senkung der Sourcing-Kosten
Eine Kostensenkung durch ein verbessertes IT-Sourcing erwarten vor allem 
Kleinunternehmen und nennen sie mitunter (wie z. B. in [URL6-12] erkennbar) 
sogar nur als einzigen Transformationsgrund. Sie gehört zu dem in [BITK09] 
(s. S. 56) erläuterten Szenario „Erweiterung von Handlungsoptionen im Out-
sourcing“. In den meisten Fällen begründet sie die Transformation der IT-
Landschaft jedoch gemeinsam mit mindestens einem anderen Ziel. Vor allem 
die Kombination mit der Flexibilitätserhöhung und der Lückenbeseitigung ist 
häufiger nachweisbar. In einem Beispiel aus [BITK09] (s. S. 59 f.) erreicht das 
Anwenderunternehmen nicht nur eine erhebliche Kosteneinsparung durch 
entfallenden eigenen Betriebs- und Wartungsaufwand. Es erlangt durch das 
ergänzte Funktionsangebot der neuen Software eine höhere Datenverfügbar-
keit und kann die Anzahl der Dienstbenutzer kurzfristig an den bestehenden 
Bedarf anpassen. 
Wenn die Kostensenkung das dominierende Ziel darstellt, streben die be-
trachteten Anwender stets eine Lösungsersetzung an, die sich vor allem auf 
mehr oder minder komplexe Anwendungssysteme bezieht. 
Szenarien, die eine Senkung der Sourcing-Kosten einschließen, werden oft 
durch interne Kritik an der Höhe der IV-Kosten oder durch die Kenntnisnahme 
eines preisgünstigen Angebots für IT-Dienste ausgelöst. Ob die identifizierten 
bestehenden Kostenachteile einen akuten Handlungsbedarf bedeuten, kann 
eine beispielsweise in [Han10] (s. S.61 f.) beschriebene Wirtschaftlichkeits-
analyse offenlegen. Im Idealfall wird der Bedarf durch einen Kosten-Nutzen-
Vergleich ermittelt. Das setzt voraus, dass der Nutzen, der aus den durch die 
IT-Landschaft unterstützten Geschäftsprozessen resultiert, mit vertretbarem 
Aufwand bestimmbar ist.
Einen praktikableren Ansatz bilden reine Kosten- oder Aufwandsvergleiche. 
Sie stellen der vorhandenen Lösung verfügbare Angaben zu anderen Lö-
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sungsvarianten gegenüber. Diese Angaben können Ergebnisse eines Bench-
markings oder Anwendungsfallbeschreibungen sein. Zum Kostenvergleich 
eignet sich am besten eine TCO-Methode3. Sie bietet eine Systematik, die 
relevante Kosten transparent und weitgehend vollständig zusammenzustellt. 
Oft ist es leichter, auch erforderlichen Arbeitsaufwand in Zeiteinheiten oder in 
Know-how-Bedarf zu vergleichen. Die Reduktion des Aufwands und der Kos-
ten ist nicht nur durch ein verbessertes IT-Sourcing möglich. Einen anderen 
Weg bildet die Erhöhung der Flexibilität.
4.3  Flexibilitätserhöhung
Diesen zentralen Vorzug der Cloud-Services nutzen die in [BITK09] aufge-
führten Szenarien „Flexibilität“ (s. S. 55) und „Zeitgewinn in der Entwicklung“ 
(s. S. 56). Sie setzen darauf, den Service kurzfristig oder in wechselndem 
Umfang in Anspruch nehmen zu können. Die bedarfsgerechte Inanspruch-
nahme und Bezahlung eines Service vermeidet sprungfixe Kosten bei den 
Anwendern. Diese Kosten (s. hierzu z. B. [Mat10], S. 247) entstünden, wenn 
eigene Systeme über die Kapazitätsgrenze hinaus skaliert werden müssten, 
um den Ressourcenbedarf zu decken. Die schnellere Serviceverfügbarkeit 
schlägt sich als Nutzen nieder und kann unter Umständen die Wettbewerbs-
position erheblich stärken.
Die Flexibilität erhöhende Szenarien ergänzen oder ersetzen vorhandene Lö-
sungen. Sie können durch interne Feststellungen ausgelöst werden, dass im 
Unternehmen stark schwankende Ressourcenanforderungen bestehen, die 
durch die verfügbaren Ressourcen nicht ausreichend gedeckt werden kön-
nen. Diese Deckungslücke ergibt sich aus den Grenzen der Leistungsfähig-
keit, Anpassungsfähigkeit und Integrationsfähigkeit der vorhandenen Lösung. 
Ein dementsprechender Handlungsbedarf kann durch folgende in [Han10] 
dargestellte Analysen (s. S. 81 f., S. 80 f., S.65 ff.) abgeleitet werden:
– Flexibilitätsanalyse
– Integrationsfähigkeitsanalyse
– Technikzustandsanalyse
In den ausgewerteten Anwendungsfällen konnte die Flexibilitätserhöhung 
kaum als primäres Transformationsziel und auch nur in Verbindung mit einer 
angestrebten Kostensenkung gefunden werden. Ein Beispiel führt [BITK09] 
(s. S. 63) auf, bei dem ein „Shared Resource Pool“ für Server, Storage und 
Netzwerk Services von mehreren Anwenderunternehmen gemeinsam genutzt 
wird. Als sekundäres Ziel ist die Flexibilitätserhöhung dagegen oft vertreten, 
vielfach zusammen mit Konsolidierungsabsichten.
3 Das Total Cost of Ownership (TCO)-Modell stammt ursprünglich von der Gartner Group. Daneben 
entwickelten weitere IT-Analysten, wie Forrester Research und META Group, eigene TCO-Ansät-
ze. Ein allgemein anerkanntes Standardmodell für TCO hat sich bislang nicht herausgebildet.
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4.4  Konsolidierung
Wenn die IT-Landschaft im Laufe der Zeit sehr komplex geworden ist oder 
nicht der IT-Strategie des Unternehmens entspricht, bieten sich die in [BITK09] 
(s. S. 57 f.) behandelten Szenarien für größere oder für schnell wachsende 
Unternehmen an. Sie reduzieren die Vielfalt, die Redundanz oder die Isolation 
der IT-Landschaftselemente. In den meisten Fällen ersetzen sie bestehende 
Lösungen – in sehr großen Unternehmen eher Lösungen aus dem ECM-Be-
reich, in mittelgroßen Unternehmen häufiger auch komplette Geschäftsan-
wendungen, wofür in [SAP12] (s. S. 92 f.) ein Beispiel enthalten ist. Die Kon-
solidierungsauslöser sind oft die Ergebnisse mindestens einer der in [Han10] 
erläuterten Analysen (s. S. 36 f., S.5 ff., S.81 f., S.67 ff., S.35 f., S.46 f.):
– Ballastanalyse 
– Redundanzanalyse 
– Heterogenitätsanalyse 
– Standardkonformitätsanalyse 
– Integrationslückenanalyse in Verbindung mit einer Datenabhängigkeits-
analyse 
Diese Untersuchungen offenbaren Elemente der IT-Landschaft, die potenziell 
nicht mehr benötigt, bestimmte Geschäftsprozesse redundant unterstützen, 
nicht ausreichend integriert sind, untereinander nicht oder nur mit großem 
Aufwand integriert oder parallel eingesetzt werden können oder die den stra-
tegischen Vorgaben im Unternehmen widersprechen. In diesem Zusammen-
hang muss darüber entschieden werden, ob die abzuschaltenden Elemente 
durch einen Cloud-Service ersetzt werden sollen. Nicht wenige, insbesondere 
ausländische Unternehmen (s. u. a. [SAP12], S. 68 f.), ermöglichen durch den 
Serviceeinsatz zugleich, die eigenen Prozesse zu vereinheitlichen. Meistens 
ist dies auch mit der Schließung bestehender Lücken in der IT-Landschaft 
verbunden.
4.5  Lückenbeseitigung
In den ausgewerteten Anwendungsfällen bildet die Lückenbeseitigung das 
zweithäufigste Transformationsziel. Die Szenarien, in denen sie im Vorder-
grund steht, vermindern vor allem Defizite in den vorhandenen Softwarefunk-
tionen. Sie richten sich mitunter auch auf Datenverfügbarkeits- oder Sicher-
heitslücken. So kann im Szenario „Unternehmensgründung“ nach [BITK09] 
(s. S. 56 f.) als Extremvariante der Aufbau einer eigenen IT-Landschaft ver-
mieden und die gesamte Funktionalität über Cloud-Services bezogen wer-
den. Bei dem in derselben Quelle (s. S. 56) vorgestellten Szenario „Einstieg 
in neue Märkte“ sollen vorhandene Lösungen so durch Services ergänzt wer-
den, dass die zusätzlichen Anforderungen neuer Geschäftsfelder flexibel und 
kostengünstig erfüllt werden können. In Verbindung mit einer Prozessoptimie-
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rung können Services sowohl für einzelne Funktionen (wie in [BITK09] auf 
Seite 58 belegt) als auch für geschäftskritische Anwendungssysteme (z. B. in 
[BITK09] auf Seite 62 beschrieben) einbezogen werden. Im ersten Fall han-
delt es sich in der Regel um Funktionen, die auf andere Weise nicht oder nicht 
in ausreichender Qualität unterstützt werden können. Meistens ist neben der 
Lückenschließung auch die Kostensenkung der Grund für die Serviceaus-
wahl. 
Mögliche Auslöser für die Szenarien zur Lückenbeseitigung sind Veränderun-
gen in der Ablauforganisation oder im Aufbau eines Unternehmens, in rechtli-
chen Regelungen oder in Serviceangeboten. Sie äußern sich darüber hinaus 
als Meldungen der Benutzer, die auf mangelhafte Benutzerunterstützung hin-
weisen. Zur Prüfung des Handlungsbedarfs eigenen sich:
– Fachliche Abdeckungsanalyse 
– Risiko- und Sicherheitsanalyse 
– Compliance-Analyse 
Die fachliche Abdeckungsanalyse, wie sie u. a. [Han10] (s. S.33 f.) vorstellt, 
klärt systematisch, welche geschäftlichen Anforderungen nicht oder nicht 
ausreichend durch die vorhandene IT-Landschaft unterstützt werden und wie 
die daraus resultierenden Nachteile zu bewerten sind. Das schließt teilweise 
bereits die Ermittlung des Erfüllungsgrades rechtlicher und organisatorischer 
Regelungen ein. Ein großer Teil dieser Regelungen wird jedoch erst durch 
eine beispielsweise in [Han10] (s. S.52 f.) behandelte Compliance-Analyse 
transparent. Diese Analyse sollte neben dem Stand der Regelungserfüllung 
zugleich die nachteiligen Folgen fehlender Regelungskonformität klären. Sie 
ist eng mit der Bestimmung solcher Sicherheitslücken verbunden, die durch 
die IT-Landschaft hervorgerufen werden. Um diese Lücken hinsichtlich ihres 
Gefährdungspotenzials und ihres Schadenspotenzials zu bewerten, ist eine 
Risikoanalyse unverzichtbar. Ein akuter Handlungsbedarf aus Sicherheitslü-
cken ergibt sich, wenn Elemente der IT-Landschaft erkannt werden, deren 
Schutzbedarf größer ist als das Niveau der Sicherheit, das durch vorhandene 
Maßnahmen gewährleistet werden kann. 
Obwohl vor allem Public Clouds wegen des gebotenen Sicherheitsniveaus 
und potenzieller Gefährdungen des Daten- und Geheimnisschutzes oft selbst 
kritisiert werden, können Cloud-Services auch zur Schließung von Sicher-
heitslücken beitragen. Dies betrifft vor allem Angebote mit ausgereiften Servi-
ces zur Ausfallsicherheit. Ein Beispiel für die Nutzung eines Business-Conti-
nuity-Service zeigt [BITK09] (s. S. 62f.).
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5  Fazit und Ausblick
Die Analyseempfehlungen tragen dazu bei, Entscheidungen zu Einsatzsze-
narien für Cloud-Services systematisch in der Bebauungsplanung der IT-
Landschaft zu verankern. Sie resultieren aus publizierten Einsatzfällen und 
beruhen auf Analysemustern für vier Gruppen von Transformationszielen. Sie 
stellen solche Schwerpunkte bei der Bestimmung und Bewertung typischer 
Schwachstellen in IT-Landschaften zusammen, auf deren Beseitigung ver-
breitete Serviceeinsatzszenarien gerichtet sind.
Eine Dokumentations- und Bewertungshilfe bei der praktischen Nutzung der 
Analyse-Muster bieten geeignete Tools, vor allem EAM-Tools, die beispiels-
weise in [Keu10] (s. S. 189 ff.) dargestellt sind. Ein solches Tool, zum Beispiel 
die Software „planningIT“ der Firma Alfabet AG, kann, wie in [Gol09] (s. S. 50 
ff.), [Doch11] (s. S. 14 ff.) und [Scho10] (s. S. 48 ff.) erläutert, dazu beitragen, 
bestimmte Schwachstellen, insbesondere fachliche Lücken und redundan-
te Elemente, leichter zu erkennen. Dafür bietet es spezielle Auswertungen 
wie eine Business-Support-Matrix-Analyse, einen Applikationsgruppennut-
zungsbericht, eine fachliche Ähnlichkeitsanalyse und einen Business-Pro-
zess-Vergleich. Anhand von Kennzahlen können sowohl der Ist-Zustand der 
IT-Landschaft als auch Transformationsvarianten bewertet und im Rahmen 
eines Applikationsportfolios verglichen werden.
Das Einsatzspektrum eines EAM-Tools umfasst auch Aufgabenbereiche 
wie „Application-Architecture-Management“, „Projektportfolio-Management“, 
„Synchronisations-Management“ oder „Traceability- und Strategie-Manage-
ment“. Es geht damit weit über die Landschaftsanalyse und den Transformna-
tionsvariantenvergleich hinaus. Eine Auswertung der Referenzlisten ausge-
wählter, in Deutschland vertretener Anbieter von EAM-Software in [Doch11] 
(s. S. 27 ff.) belegt, dass lediglich größere, meist weltweit agierende Unter-
nehmen oder Behörden als Kunden aufgeführt sind. Für kleine und mittel-
ständische Unternehmen stellt der sehr große Anfangsaufwand eine zu hohe 
Einstiegshürde dar, so dass die Suche nach anderen Werkzeugen naheliegt. 
Vor allem zweckmäßig gestaltete Checklisten, wie sie [Doch11] (s. S. 38 ff.) 
und [Scho10] (s. S. 78 ff.) vorstellen, vereinfachen die erforderlichen Analysen 
und unterstützen sie gezielt.
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Was machen neue Informationstechnologien wie  
Internet und iDevices aus unseren Unternehmen?
Auswirkungen neuer Technologien auf die Unter-
nehmensprozesse und Arbeitsplatzgestaltung.
Elvira Kuhn, Pezzotta Jeff, Djieukeng Ngoune Neylor,  
Gervais Jocelyn Ndongmo
1  Einleitung und Fragestellung
Der IT-Markt ist durch das Angebot und den Einsatz neuer Technologien ge-
prägt. Welchen Einfluss nimmt dies auf die Gestaltung von Unternehmens-
prozessen? Müssen neue Gestaltungskriterien in den Modellierungsprozess 
aufgenommen werden? Ergeben sich neue Gefahrenquellen, die es zu ver-
hindern gilt? Ergeben sich neue Möglichkeiten der Arbeitsplatzgestaltung? 
Konkretisiert werden die in diesem Papier vorgestellten Szenarien an einer 
Plattform für einen Wissenschaftler.
Der Artikel ist folgendermaßen aufgebaut: Nach der Vorstellung der Charakte-
ristika der wichtigsten neuen Technologien wie Web 2, Web 3, Web 4, Web 5, 
Web 6 sowie iPhone, iPad, iPod touch und der neuen virtuellen Infrastrukturen 
wie Cloud-computing und grid-computing sowie der neuen Philosophie zur 
Auswertung von Daten in Realzeit durch stream-computing werden diese in 
Zusammenhang zur herkömmlichen Betrachtungsweisen von Unternehmen-
sprozessen sowie der Arbeitsplatzgestaltung gebracht. Die dabei ersichtlich 
werdenden Auswirkungen auf den Betrieb der so neudesignten Informations- 
und Kommunikationssystemen werden unter softwaretechnischen, arbeits-
platzergonomischen und ökonomischen  Aspekten näher beleuchtet und es 
wird die Frage nach den Effekten diskutiert. Gleichzeitig wird eine Wertung 
dieser Effekte vorgenommen und die Brauchbarkeit aus oben genannten As-
pekten herausgearbeitet. Auch das Profil, dem ein Mitarbeiter in solch einer 
virtuellen Welt  genügen muss, wird skizziert.
Ziel ist es, auf Grund der vergleichenden Recherchen und Szenarien einen 
nachvollziehbaren Überblick über die zukünftig zu erwartenden Änderun-
gen der Arbeitswelt hinsichtlich brauchbarer Technologien zu erhalten, wohl 
wissend, dass die Brauchbarkeit einen bestimmten Managementstil und be-
stimmte Ausprägungen der Charaktere der Mitarbeiter einschließt.
Ein zweites Ziel besteht darin, die Gestaltung von Unternehmensprozessen 
um weitere Gesichtspunkte zu erweitern. Dazu werden verschiedene Stand-
orte und Perspektiven jeweils für die Unternehmensebene, die Systemebene 
152
und die Technologieebene in Analogie zum Vorschlag von [Schä00] vorge-
nommen.
2.  Stand der Technik
Im Folgenden gehen wir kurz auf den Stand der Technik zur Gestaltung von 
Unternehmensprozessen und die zu einem Mitarbeiter passende Arbeits-
platzgestaltung ein. Grundlage hierbei sind Standards oder Erweiterungen 
von Standards wie sie in Vorlesungen, Kongressen, Literatur oder Publikatio-
nen Verwendung finden.
2.1  Gestaltung von Unternehmensprozessen
Haben wir vor Jahren das Thema der Analyse und Modellbildung von Unter-
nehmensprozessen hinsichtlich Kosteneffizienz, Qualität und Rechtmäßigkeit 
diskutiert, so herrschte anschließend die ökonomische Betrachtungsweise 
hinsichtlich Effektivität und Effizienz vor.
Abb. 1: Zusammenhang der wichtigsten Kriterien bei der Gestaltung von Unternehmen-
sprozessen [KuVo12], grau markierter Bereich: Quelle unbekannt
Wie aus Bild 1 ersichtlich, wurden dabei der Input und Output eines Prozes-
ses nicht mehr allein im Zusammenhang zum Prozess aus Logistischer Sicht 
betrachtet sondern das Verhältnis von Input und Output musste stimmig sein. 
Im Bereich des Informationsmanagement führte dies zu dem Betrachten von 
Kosten für den Kauf von Hardware oder Software, von Schulungsaufwand, 
von Auslastungszeiten, von Lebenszyklen der Software und von Abrech-
nungssystemen hinsichtlich der Verwendung von Software, aber auch zu 
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Restriktionen, beispielweise des Nutzens von emails oder Internet während 
der Arbeitszeit. Die Einbeziehung der Effektivität als dem Zusammenwirken 
der gesetzten Unternehmenszielen und den durch Prozess-Ouput erwirkten 
Effekten führte zur Diskussion von Innovation, Motivation und Marketing, dies 
deshalb, weil in der strategischen Zielsetzung nun auch die Betrachtung der 
Unternehmenskultur Einzug fand. Veränderungen an Zielen führen zu Verän-
derungen an Prozessen über die dargestellte Verkettung und damit in spe zu 
Innovation, welche wiederum unterschieden wird in Häufigkeit und Grad. Zu 
häufige Änderungen wiederum können zu Dissonanz oder Überforderung der 
Mitarbeiter führen und deren Motivation kann Einbuße erleiden, was wieder-
um die Effizienz sinken lässt [Scot07]. Die Wirkungen nach innen und außen 
lassen sich mit Marketing kanalisieren. Im Informationsmanagement führte 
dies zur speziellen Betrachtung von Webauftritt, heute von Apps, deren Qua-
lität als sehr einflussreich auf den Verkauf von Dienstleistung oder Produkt 
eingestuft wird. Das Thema Sicherheit wurde nun auch immer wichtiger, Log-
buch, Firewall, Administrative Funktionalitäten nicht nur auf Daten-, sondern 
auch auf Prozessebene wurden immer wichtiger, die Unterscheidung ob pri-
vat, halb- oder ganz öffentlich immer feingranularer. Verteilungsmechanismen 
und Datentransport waren auf technischer Ebene die Forschungsthemen. Mit 
der Globalisierung des Marktes wurde das zeitnahe Anpassen der Geschäfts-
prozesse immer dringlicher. So propagieren wir heute die Agilität der Unter-
nehmen, und setzen dabei die Chancen und Risiken der Unternehmen ins 
Verhältnis zu ihrem Mitwirken im Marktgeschehen, welches in Abhängigkeit 
von ihren Zielen stabil sein sollte. Changemanagement und Risk-manage-
ment sind die begleitenden neuen Analyseerscheinungen zuzüglich zur infor-
mationstechnischen Herausforderung der Integration dieser Forderungen an 
die IT-Architektur, an das Informationsmanagement und an die Organisation.
2.2  Arbeitsplatzgestaltung
Was gibt es nun nach den bisherigen Erkenntnissen bei der Arbeitsplatz-
gestaltung zu berücksichtigen? Folgende Merkmale sollten bei der Arbeits-
platzgestaltung berücksichtigt werden: Ganzheitlichkeit, Anforderungsvielfalt, 
Möglichkeiten der sozialen Interaktion, psychosoziale Nichtbeeinträchtigung, 
Autonomie, Lern- und Entwicklungsmöglichkeiten, Persönlichkeitsförderlich-
keit, psychische und physische Schädigungsfreiheit sowie Zumutbarkeit. 
[Balz09]. Auf der anderen Seite haben wir nach den Erkenntnissen aus dem 
Change Management die Häufigkeit von, – und damit die Erfahrung mit –, 
Veränderungen zu berücksichtigen sowie die mit diesen Veränderungen ver-
bundene Tiefe der Innovation und den Veränderungen des (Teil-) Arbeitspro-
zesses eines Mitarbeiters. Nicht jeder Mensch ist so geartet, dass er jederzeit 
gerne Veränderungen am Arbeitsplatz vorfinden möchte. Nicht jeder will sich 
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mit dem „ewigen Lernen“ auseinandersetzen. Zu Unterschiedlich ist die Gren-
ze der Belastbarkeit. Hier müssen auch wir als Informationsmanager genauer 
hinsehen. In [Scot07] wird das Ziel einer Veränderung an Strukturen als der 
Ort, wo der Mensch sich am liebsten befinden würde, definiert. Folgende vier 
Managementstile werden unterschieden:
– Der Wachtmeister, der zuverlässig und pünktlich arbeitet und den vorge-
gebenen Kostenrahmen erfüllt. Er erschafft durch beständigen Fortschritt 
Stärke und Solidarität und erlebt ungern Überraschungen.
– Der Baumeister, der Gefallen am Umgestalten betrieblicher Abläufe findet 
und mutig und entscheidungsfreudig regelmäßig seinen Geschäftsbereich 
umbaut. Dazu werden alle Veränderungen gesammelt und in einem be-
stimmten Zeitintervall auf effiziente Weise umgesetzt.
– Der Experte, der Wissen als Machtinstrument sieht, Grenzen überwinden 
will und sich gerne neuen Herausforderungen stellt. Dabei hilft ihm sein 
Fachwissen.
– Der Abenteurer, der gerne Grenzen überschreitet und Neues ausprobiert, 
bei nicht Gelingen nicht gleich den Kopf hängen lässt, sondern aufs Neue 
seine Abenteuerlust ausprobiert. Seine Frustrationsgrenze ist sehr hoch 
und er schätzt die sich ihm bietende Flexibilität.
2.3  Beispiel: Plattform für einen Wissenschaftler
Aus den bisherigen Betrachtungen ergeben sich für eine Plattform für einen 
Wissenschaftler, der ja ein Experte darstellt und sich damit immer wieder klei-
neren Veränderungen zu stellen hat, die Kriterien des Wissenserwerbs, Wis-
sensaustauschs, aber auch der Steuerung, wann neue Erkenntnisse an an-
dere Fachleute weitergegeben werden soll. Risiken sind daher Wissensklau, 
Nicht Teilnehmen an bekanntem Wissen – bewusst oder ungewollt, Verteilen 
von Wissen, Generieren von Wissen durch Kollaboration mit anderen. Das 
ewige Lernen muss Unterstützung finden. Die Frage ist nun, wie neue Tech-
nologien dies beeinflussen können und worauf zukünftig zu achten ist.
3  Charakteristika der wichtigsten neuen Technologien
Um die von den neuen Technologien ausgehenden Einflüsse auf ein Unter-
nehmen untersuchen zu können, ermitteln wir in diesem Abschnitt die cha-
rakteristischen Eigenschaften auf der Basis von Recherchen, Kongressen, 
Diskussionen.
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3.1  Veränderte Nutzung und Wahrnehmung des Internets
Web 2.0 als Mitmachweb
Mit der Ablösung des Web 1.0 hat sich die Art seiner Nutzung geändert.  Ge-
hörte ab Web 1.0 das Internet zum Alltag und diente der Präsentation von 
Unternehmen und Privatpersonen mit Text, Bild, Audio- und Videodatei-
en,  findet nun vermehrt Interaktion im Rahmen von Chats,  E-Mails, Foren, 
Blogs, Community-Plattformen wie XING und Facebook mit Kommentar- und 
Bewertungsfunktionen statt. Zum einen werden nun auf einfache Weise die 
Menschen zum Mitmachen verleitet, auf der anderen Seite verbreiten sich 
Informationen sehr schnell, Erfahrungen können ausgetauscht werden und 
neues Wissen generiert werden. Die Datenhaltung ist nun nicht mehr nur zen-
tral sondern auch verteilt. Durch das gemeinsame Nutzen von Information 
und Webservices können nun einfache Geschäftsmodelle realisiert werden. 
Aus dem Nutzer wird ein Prosumer. Das Internet wird zur Plattform, SOA die 
neue Architektur. Mit Hilfe von Smartphones ist nun auch eine hohe Mobilität 
möglich geworden. Um mit der Informationsflut fertig zu werden, können wir 
mittels RSS-Feeds die updates bestimmter Seiten abonnieren bzw. wieder 
abbestellen, mit Twitter können wir in Echtzeit kommunizieren, in youtube 
können wir Videoclips zu bestimmten Themen einstellen bzw. ansehen, mit 
Wikis das Wissen in Unternehmen bündeln. Das Marketing wechselt von der 
Push- zur Pullstrategie.
Web 3.0 – Semantisches Web und intelligentes Internet
Zum Auffinden von Informationen wird die rein begriffliche Suche durch Tag-
Clouds abgelöst. Daten werden in Verbindung gebracht und mit Meta-Da-
ten versehen. So können Daten entsprechend ihrer Bedeutung interpretiert 
werden. Computern können somit aus den Informationen Wissen herleiten 
und neues Wissen generieren. Das semantische Netz und ein zielgerichtetes 
Kommunikationsnetz entstehen. Das Marketing entdeckt die sozialen Netze 
zur Adress- und Kontaktgewinnung. Autorenteams und Gastautoren erstellen 
gemeinsam ein Projekt, der einzelne tritt nicht in Erscheinung. Wichtige Artikel 
können besonders hervorgehoben werden.
Web 4.0 – Web of things  
Mit dem neuen Internet Protocol (IPv6) so viele IPs zur Verfügung, dass es 
möglich wird, jedem Objekt, ob Profil oder Artikel, eine eindeutige Kennung 
im Internet zu geben. Inhalte werden dynamisch unter Hinzuziehung des QR-
Codes zusammengestellt. Ein Autor kann zwar Berechtigungen und Schlag-
worte vorgeben, aber der Rezipient kann die Vorgaben erweitern und neue 
Informationen – unterstützt durch ein technisches System – hinzufügen.
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Web 5 – Inferenzmaschine
Web 5.0 wird eine große “Inferenzmaschine”, denn sie wird aus ihren eigenen 
Inhalten neues Wissen ableiten. Implantierte Minicomputer werden die ver-
streuten Inhalte vernetzen und relevante Informationen direkt seinem Träger 
oder auf dem Trägermedium projiziert digitalisiert anzeigen.
Web 6 – das Leben wird digitalisiert – live videostreams
Bald werden wir unser Leben digitalisieren, online und multimedial die In-
formationen zur Verfügung stellen, alles archivieren, unser Gedächtnis nicht 
mehr benutzen sondern wissen, dass ja alles Gehörte und Gesehene gesi-
chert ist und jederzeit wieder zur Verfügung stehen kann. Wir müssen nur 
richtig mit diesen Datenmengen umgehen können und es nicht mehr selbst 
abspeichern.
Zusammenfassung
Nachdem Unternehmen in Web 1.0 ihre Webauftritten zur Schau stellten, kam 
es in  Web 2.0 zu den zusätzlichen Bewertungsmöglichkeiten und Kommu-
nikationsplattformen, angereichert mit einer Fülle verlinkter Informationen. In 
Web 3.0 wurde dann diese verstreuten Informationen über Metadaten zusam-
mengeführt.  Mit Web 4.0 können wir Informationen und Dinge auf inhaltlicher 
Ebene auffinden. In Web 5.0 können Computer aus ihren eigenen Inhalten 
neues Wissen ableiten. Mit Web 6.0 müssen wir selbst dann weder nachden-
ken noch etwas behalten – das Web hält alles vor. Entsprechen hat sich die 
Plattform für einen Wissenschaftler von einer unterstützenden Informations-
plattform (Web 1.0) über eine Meinungsaustauschbörse und Kommunikati-
onsplattform (Web 2.0) hin zu einem schnelleren Auffinden von Informationen 
(Web 3.0), Rechnerseitige Intelligente Rückschlüsse und dem Zurücktreten 
eines Autors zu Gunsten eines Projekts (Web 4.0) entwickelt. Mit Web 5.0 
wird die Wissenserweiterung durch Computer weiterentwickelt und Forscher 
können weltweit zusammenarbeiten, allerdings gesteuert vom Forscherteam, 
– während mit Web 6.0 dann auch unbewußt der eine vom anderen partizi-
piert, denn der Computer weiß automatisch, was für einen interessant sein 
könnte oder was zusammenpassen könnte und bietet einem die Information 
auch ungefragt an. Doch mit welchen Geräten empfangen wir die Informatio-
nen? Betrachten wir dazu die Marktlage.
3.2  iDevices
Der Markt hat sich von einem Angebotsmarkt hin zu einem sofortinistischen 
Nachfragenmarkt verändert. Ein sofortinistischer Nachfragemarkt kennzeich-
net sich durch das sofortige Bedienen von Ideen und Wünsche der Kunden. 
Die Vermarktung und Lebenszyklen von Produkten und Diensten haben sich 
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dadurch stark verändert, was sich auch auf Plattformen, auf mentale Modelle 
[Rasc06], auf das Entwickeln und Designen von Software und Systemen so-
wie deren Betreiben [Schä00] ausgewirkt hat. Insbesondere haben sich die 
Möglichkeiten auf der Benutzeroberfläche dank der Entwicklungen auf dem 
iDevices- Markt stark verändert. Daher gehen wir in diesem Zusammenhang 
auch auf die Authentifizierung ein, die wir eingangs als ein wesentliches Merk-
mal von Prozessen sowie Forschungsplattformen identifiziert hatten.
3.2.1  Auswirkungen auf die Entwicklung
Neue Plattformen zur Entwicklung von mobilen Anwendungen unter Verwen-
dung weiterer mentaler Modelle erfordern von den Entwicklern neue Kennt-
nisse hinsichtlich Entwicklungsumgebung, Hardwareausstattung der Endge-
räte, Standards in Hardware, Software oder Schnittstellenversorgung. Ein 
Beispiel hierfür ist das Betriebssystem Android, Gesteuert von den Wünschen 
der Kunden werden Entscheidungen vorweggenommen, was an diesem Bei-
spiel zu Plattformabhängigkeit, Herstellerabhängigkeit und evtl. auch zu In-
kompatibilität von neuen Versionen, und folglich zu einer anderen Qualität der 
Architektur führt: Neue Handys werden mit neuen Versionen von Betriebs-
system ausgestattet, auf denen neue Funktionen zur Verfügung stehen, die 
der Kunde dann auch nutzen möchte. Alte Applikationen müssen angepasst 
werden, die dann aber nicht auf den alten Geräten laufen. In der Folge sind 
dann viele verschiedene Versionen im Einsatz, zusätzlich ausgestattet mit 
verschiedener Hardware – eine besondere Herausforderung des Informati-
onsmanagements eines Unternehmens! Werden Entwicklungssprachen nicht 
aufwärtskompatibel entwickelt, so sind alte Applikationen nicht mehr lauffähig 
Der Kunde jedoch erwartet, dass auch weiterhin auf seinem neuen Gerät alte 
funktionsfähig sind. Lösungen liegen in den Bereitstellungen von Services 
durch Cloudcomputing oder Emulatoren.
Da Kunden immer das Neueste haben möchten, droht den nicht konkurrenz-
fähigen Plattformen das Aussterben. Ein Beispiel dafür ist das Betriebssystem 
von Nokia: Symbian. Was passiert mit dem Kunden, die alte Nokia Handys mit 
Symbian Betriebssystemen besitzen? Sie müssen sich mit der letzten Version 
oder mit unregelmäßigen Releases zufriedengeben. 
3.2.2  Auswirkungen auf den Nutzer
Zusätzlich zu der bisherigen Topologie der mentalen Modellen [Rasc06] ge-
hört heute die Betrachtung des akustischen Modells, die wir bei der Identifizie-
rung, Wahrnehmung und Signalisierung nutzen. 
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Abb. 2: Erweiterung der Mentalen Modelle um Akustische Modelle
Im Weiteren diskutieren wir diese Erweiterung der mentalen Modelle um die 
akustischen Modelle.
Identifizierung
Heute ist es möglich, sich über die Identifizierung der Stimme Zugang zu Ap-
plikationen und Informationen zu verschaffen.
Wahrnehmung 
Wir unterteilen die Wahrnehmungsmodelle in zwei Untermodelle, der soge-
nannten Bewegungsverfolgung und der Sprachsteuerung. Die Sprachsteu-
erung kommt gerade in Hinblick auf die barrierefreie Zugänglichkeit immer 
mehr zum Einsatz. Eine Steuerung von Funktionen kann durch Spracheinga-
be oder Sprachausgabe erfolgen.
– Spracheingabe
 Zur Verdeutlichung dient uns die Technologie „Siri“ von Apple, mit deren 
Hilfe über die natürliche Sprache durch Umwandlung in digitale Signale die 
weitere Verarbeitung als Befehle erfolgen kann [Siri12]. Die Befehlsarten 
sind vielfältig und reichen von dem Abruf interessanter Veranstaltung in der 
Umgebung, Aufforderung zur Erinnerung an den nächsten Arzt-Termin oder 
den Geburtstag im Familien- und Freundeskreis bis hin zur Abfrage des 
Wetters. Ebenso können Texte diktiert werden oder es können  Hausgeräte 
oder Türen gesteuert werden – und dies über Km-Entfernungen hinweg. 
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– Sprachausgabe
 Die Sprachausgabe ist eine alte Anwendung, die beispielsweise einem 
effizienten Informationsaustausch zwischen dem Nutzer einzelner Geräte 
und entfernten Servern dient. Daraus ergeben sich Neuigkeiten für das 
Informationsmanagement in folgender Weise:
Durch die leichte Handhabung der Systeme können für jeden Laien Aufgaben 
zeit –oder ortsunabhängig erledigt werden. Als Beispiel sei hierfür die Steu-
erung des ganzen Hauses mit Hilfe von Apps wie Homedroid angeführt. Die 
Interaktion kann auf die Willensäußerung der Kunden reduziert sein, wie dies 
bei dem visionären Google-Auto, das allein fährt, der Fall sein soll.
Durch neue Entwicklungen von Prozessoren (Beispiel“sandy Bridge“ von In-
tel) werden die Notebooks leichter. Mit dem neuen Mobilfunkstandard LTE 
(Long-Term-Evolution) wird eine  mit bis zu 300 Megabit pro Sekunde deut-
lich höhere Downloadraten erreicht. Das Grundschema von UMTS wird bei 
LTE beibehalten. So ist eine rasche und kostengünstige Nachrüstung der In-
frastrukturen der UMTS-Technologie (3G-Standard) auf LTE-Advanced (4G-
Standard) möglich. LTE-Advanced ist abwärtskompatibel zu LTE.  Am Beispiel 
der Nationalen Prozessbibliothek (NPB) ist zu erkennen, wie sich Prozesse 
gestalten lassen: eine föderale, onlinebasierte IT-Plattform unterstützt  alle 
Prozesse der öffentlichen Verwaltung.
Die Bewegungsverfolgung wird in zwei Untermodelle unterteilt: der Ortsver-
folgung und der Zeitverfolgung: Bei der Ortverfolgung handelt es sich um die 
Bestimmung von Subjekten jeglicher Art an Hand ihrer vergangenen, aktuel-
len oder zukünftigen örtlichen Lage. So wird an Flughäfen ein zu häufiges und 
verdächtiges Besuchen der Sanitäreinrichtungen als eine potenzielle Gefahr 
erfasst und bestimmt. Bei der Zeitverfolgung handelt es sich nicht um das 
„Wo“, wie dies der Fall bei der Ortverfolgung ist, sondern um das „Wann“. Es 
wird versucht Subjekte anhand ihrer zeitlichen Lage zu bestimmen. So ist es 
gleichgültig, wo ein Außendienstmitarbeiter arbeitet, viel mehr interessiert es 
den Arbeitgeber von wann bis wann dieser gearbeitet hat.
Signalisierung
Bei der Signalisierung  geht es um das Hören von Tönen oder das Signalisie-
ren eines Vorgangs durch einen Ton, beispielsweise während des Schreibens 
oder beim Empfang eines Anrufs oder einer Email.
3.2.3  Technik
– Bewegungssensor
 Beschleunigungssensoren erlauben verschiedene Bewegungsfunktionen 
zu nutzen. So lässt sich zum Beispiel durch Schütteln eines Handys ein 
Lied wechseln, durch Wenden ein Anruf lautlos stellen und durch Drehen 
des Handys die Anzeige um 90° mitdrehen.
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– Touchscreen
 Touchscreens dienen als Basis für alle Tabletts und Smartphones, da sie 
eine normale Tastatur obsolet erscheinen lassen und so der komplette 
Platz für ein großes Display genutzt werden kann. Sie ermöglichen, durch 
Berühren eines Displays direkt etwas einzugeben.
– Sprach Input/Output
 Die Möglichkeit Sprache in Text oder Befehle umzuwandeln wird seit Jah-
ren weiterentwickelt und funktioniert mittlerweile nahezu perfekt. So lassen 
sich Leute einfach via kurzem Befehl anrufen oder Briefe diktieren.
– GPS
 Durch das Anpeilen von mindestens 4 Satelliten können durch GPS sehr 
genaue Angaben aktueller Ortspositionen berechnet werden. Auf dieser 
Basis lassen sich dank einem Mix aus Internet und Geotracking beispiels-
weise das nächste Restaurant oder Apotheke ermitteln.
3.2.4  Einsatzmöglichkeiten
Auch wenn die gerade genannten Schnittstellen in sich alleine schon ein sehr 
großes Potenzial besitzen, vergrößert sich dieses exponentiell wenn man 
sie kombiniert. Beispiele hierfür sind „augmented reality“ Apps wie Wikitude, 
welche einem durch eine Kombination aus Kamera, GPS, Neigungsensor, 
Internet und Wikipedia im Display einer Kamera direkt Lexikoneinträge zu 
dem aufgenommenen Bauwerk anzeigt, sowie das von Microsoft entwickelte 
Kinect, mit welchem man mittlerweile, dank komplettem SDK, seinen Compu-
ter oder Teile in einem Haus mit Winken und Klatschen bedienen und steuern 
kann.
3.2.5  Auswirkungen auf die Authentifizierung
Um die Verifizierung der Authentizität seitens des Benutzers zu gewährleisten 
gibt es drei Ansätze. So kann die Authentifizierung unter anderem anhand von 
biometrischen Merkmalen, Wissen oder Besitz erfolgenA. Durch eine Kombi-
nation der drei Ansätze lassen sich Defizite im Vorgang der Authentifizierung 
vermindern. Dies führt somit zu einer höheren Sicherheit.
Zu den biometrischen Merkmalen gehören die Iris, Fingerabdruck, Hand-
schrift, Stimme, Tippverhalten, Retinamerkmale, Handgeometrie, Handlinien-
struktur, Handschrift und die DNA. Anhand neuer Techniken ist es heutzutage 
möglich, mittels eines Iris-Scan, mittels Fingerabdruck oder der Handschrift-
analyse (bisher nur bei Android) diverse mobile Endgeräte freizuschalten 
[Pte10] [Ls07]. Zusätzlicher Rechenaufwand und Speicherplatzbedarf zur 
Erkennung anhand von biometrischen Merkmalen verursacht einen erhöhten 
Wartungsaufwand. Das Einsetzen von herkömmlichen Keyring-Programmen 
zur Verwaltung der diversen Passwörtern und Pins entfällt. Bei der Authentifi-
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zierung mittels Wissen wird auf ein Passwort, Pin oder eine Sicherheitsfrage 
zurückgegriffen. Zur Authentifizierung anhand von Besitz dienen Chipkarten, 
Magnetstreifenkarten, RFID-Chips, Schlüssel-Codes auf einem Medium, 
mTAN, iTAN, TAN, SecureID, USB-Stick mit Passworttresor oder integrierter 
PIN-Eingabetastatur.
Die oben schon erwähnten Kombinationen mehrerer Methoden, sogenann-
te dynamische Systeme, sind mit höheren Kosten und Aufwand verbunden. 
Diese dynamische Systeme, die je nach Wert und dem damit verbundenen 
Risiko einer Transaktion oder je nach Sicherheitseinstufung der verwendeten 
Online-Verbindung automatisch stärkere oder schwächere Authentifizierungs-
methoden wählen, erhöhen zusätzlich die Akzeptanz beim Anwender und ver-
meiden bei risikoarmen Transaktionen produktivitätssenkende Arbeitsschritte. 
[Bösi05] [Held95] [Rieg07]
Ein weiterer Aspekt bei der Authentifizierung ist das vermehrte Identifizieren 
von Benutzergruppen und nicht von einzelnen Personen. Da zwischen Grup-
penzugehörigkeit und einer einzelnen Person eine n:m-Beziehung besteht, 
kann dies dazu führen, dass für einen Benutzer Informationen zugänglich 
sind, welche für ihn als ein anderes Gruppenmitglied nicht zugänglich sein 
sollten. Das Problem lässt sich lösen mit der Vergabe zusätzlicher Regeln 
der administrativen Zugriffskontrolle. Die Vergabe bzw. das Untersagen zu-
sätzlicher Rechte ist wiederum verbunden mit einem zusätzlichen Speicher-
platzbedarf, einem höheren Rechenaufwand, sowie folglich auch mit höheren 
Kosten.
3.2.6  Auswirkungen auf das Aufgabenspektrum des Informationsmanage-
ments (IM)
Hinsichtlich der Verwendung von Plattformen muss das IM immer bereit für 
plötzliche Umstellungen auf neue Versionen (Android hat seit Februar 2009 
15 verschiedene level herausgebracht) sein. Die verschiedenen neuen Versi-
onen führen zu neuen Speicherorten und Laufzeitumgebungen sowie erhöh-
ten Kommunikations- und Wartungsaufwand. Vor allem bei der Entwicklung 
von mobilen Produkten ist es wichtig, zu ermitteln, welche Art von Produk-
ten (Spiel, Webauftritt, Musik, Teilprozess etc.)  entwickelt werden soll. Ent-
wicklungen zu Gunsten von Menschen mit Behinderungen ermöglichen auch 
Querschnittsgelähmten, heutzutage einem Beruf nachzugehen. Genderge-
rechtes Gestaltung sollte daher in der Planung des IM berücksichtigt werden. 
Bei der Planung der Authentifizierung seitens der Identifizierungsmethoden 
müssen die zusätzlichen Kosten berücksichtigt werden, die durch den hö-
heren Speicherbedarf anfallen, beispielsweise durch zusätzliche Datenbank-
einträge, größere und zusätzliche log-Files, größere Backups, mehr Hashs. 
Bei „der Entwicklung für mobilen Produkten stellt sich die Frage, ob man 
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Native-Applikationen oder Web-Applikationen entwickeln möchte. Bei Native-
Applikationen hat man die Wahl zwischen Objektive-C und Java“, wenn bei 
der Entwicklung von Web-Applikationen html5 verwendet wird [Wayn11]. Bei 
Native-Applikationen hat der Kunde den Vorteil, dass er auch ohne Internet-
Verbindung mit  der Applikation weiterarbeiten kann, wenn Web-Applikationen 
abhängig von einer Internet-Verbindung sind. Der Vorteil von Web-Applikatio-
nen ist, dass sie plattformunabhängig sind und deshalb auf unterschiedlichen 
Betriebssystemen lauffähig sind, während Native-Applikationen plattformab-
hängig sind. Die Benutzung moderner Endgeräte muss den Geschmack der 
potentiellen Nutzer treffen. Dann sind die Nutzer intrinsisch motiviert und set-
zen sich auch in ihrer Freizeit mit den Möglichkeiten der Geräte auseinander. 
Der Schulungsaufwand wird minimiert, im günstigsten Fall entfällt er ganz.
Die Auslastung von Rechnern wird sekundär, die Aufwärtskompatibilität muss 
gewährleistet werden. Auf Grund der Vielfalt muss genau dokumentiert wer-
den, mit welchem Gerät auf welche Funktion oder Services  zugegriffen wer-
den kann. Dies ist mit SysML möglich [Schä00].
Zusammenfassung 
Das ungefilterte Zulassen von neuen Entwicklungsumgebungen und mobilen 
Endgeräten führt zu einer unübersehbaren Variantenbildung und zu einem 
hohen Aufkommen an Änderungen. Die Enduser können sich nicht mehr un-
tereinander über ihre Produkte unterhalten, der Entwickler wird den Soforti-
nismus auf lange Sicht nicht bedienen können. Die Unternehmensführung 
muss sich rechtzeitig um die Begrenzung durch die Herausgabe von Leitlinien 
sorgen.
Die Verschlüsselung der Daten muss zu jeder Zeit gewährleistet sein. Da-
bei ist der enorme Rechenaufwand und zusätzlicher Speicherbedarf (logfile, 
hash-Verfahren, DD-Einträge, Vernetzung) zu berücksichtigen. Der zusätzli-
che Arbeits- und Verwaltungsaufwand und die anfallenden höheren Kosten 
sind auch nicht zu vernachlässigen. Sicherheitsvorkehrungen sind zu treffen, 
Leitlinien zu erstellen, für Entwickler als Adressaten sind Aufwandsabschät-
zungen jetzt auch abhängig von der Entwicklungsumgebung notwendig. Im 
heute vernetzen Unternehmen ist die Gesetzeslage nicht so ohne weiteres 
zu überblicken, da viele Server gestreut in verschiedenen Ländern benutzt 
werden und in Abhängigkeit des Standortes die Telekommunikationsgesetze 
gelten. Eine einfache Zugänglichkeit wurde eingangs motiviert,  dies ist durch 
die Identifikation an Hand von körperlichen Merkmalen anstatt Passwort oder 
Pin zu handeln.
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3.3  Spezifische Technologien und Innovationen
3.3.1  Cloud Computing
Die Nutzung des Cloud Computing verspricht mehr Flexibilität oder geringe-
re IT-Kosten. „Die Vorteile und Einsatzmöglichkeiten von Cloud Computing 
bieten Unternehmen jeder Größenordnung vielfältige Möglichkeiten, ihre Ap-
plikationen skalierbar zu betreiben, ihre Daten sicher zu speichern und ihre 
Geschäftsprozesse flexibel zu gestalten“. [Nion12] Eine Cloud ist ein virtu-
elle Ort, an dem IT-Kapazitäten, Serverleistung, Datenspeicher, Anwendun-
gen und Plattformen zentral, bedarfsgerecht, aktuell Dienstleistungen  bereit 
gestellt wird. Abgerechnet wird nach dem tatsächlichen Bedarf. So werden 
auch einmalige  Anwendungen bezahlbar, müssen nicht vorgehalten werden 
und der IT-Betrieb gerade in Hinblick auf Versionierung, Lizensmanagement, 
Service und Wartung vereinfacht [Comp12].  Alle internen und externen Ar-
beitsabläufe stehen jedem Mitarbeiter  überall und jederzeit  für viele unter-
schiedliche mobile Endgeräte zur Verfügung. Da eine Private Cloud intern 
aufgesetzt wird, bleiben auch alle sensiblen Daten beim Unternehmen und 
die IT-Sicherheit ist somit gewährleistet. [Comp12]
3.3.2  Grid-Computing
Für rechenintensive Problemstellungen wurde ein virtueller Supercomputer 
aus einem Cluster lose gekoppelter Computer für ein verteiltes Rechnen ent-
wickelt: das sogenannte Grid-Computing. Kommerzielle Einsatzbereiche sind 
Pharmaforschung, Wirtschaftswissenschaften, elektronischer Handel, Web-
dienste, Risikomanagement in der Baudynamik oder Finanzmanagement. 
Der direkte Zugriff auf Computer, Software, Daten und andere Ressourcen ist 
notwendig für das kollaborative Zusammenarbeiten. Anbieter und Konsumen-
ten von Ressourcen legen eindeutig fest, „welche Ressourcen geteilt werden, 
wem die gemeinsame Nutzung erlaubt ist, und unter welchen Bedingungen 
die gemeinsame Nutzung erfolgt“. Nach [Fost02] ist eine wesentliche Eigen-
schaft eines Grid-Systems die Sicherheit. Dazu werden „offene und allgemein 
gehaltene Protokolle und Schnittstellen, die grundsätzliche Funktionen für 
die Authentifizierung, die Autorisierung, die Ressourcen-Ermittlung und den 
Ressourcen-Zugriff gewährleisten“, genutzt.
3.3.3  Streamcomputing
Als Streamprozessor wird eine spezielle Art eines Koprozessors bezeich-
net und gleichzeitig auch eine kleine skalare Recheneinheit, die in solchen 
Koprozessoren auftreten kann. Mit Hilfe der Streamprozessoren als skalare 
Recheneinheiten werden einzelne skalare Rechenoperationen an einem Da-
tenstrom durchgeführt. „Statt einen Computer mit einem anderen Computer 
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zu verbinden, wird bei Stream-Computing ein Computer mit der realen Welt 
(also den Menschen, dem Verkehr und der Umwelt) verbunden und abgewar-
tet, was passiert“, „Nach der Erfassung der Daten müssen sie analysiert und 
virtualisiert werden, um zu verstehen, was passiert. [IBM12 ]. Beim Stream-
Computing werden also Daten durch Analysesoftware, die auf verschiedenen 
Servern laufen können, parallel verarbeitet. Nach [IBM12] kann InfoSphere 
Streams analysieren und in Mikrosekunden einen fortlaufenden Datenstrom 
mit ausgewerteten Informationen bereitstellen. 
3.3.4  Zusammenfassung
Die vorgestellten neuen Verarbeitungstechniken bestechen hinsichtlich ihrer 
Verarbeitungsgeschwindigkeit, der kollaborativen Zusammenarbeit auch un-
ter dem Gesichtspunkt der Sicherheit und der Möglichkeit Datenströme so zu 
konservieren wie sie anfallen – ohne Veränderung und Auswertung. Auswer-
tungen können im Nachhinein überlegt werden und die Datenströme damit 
analysiert werden. Damit können nachfolgend jede Art an Auswertungen von 
denjenigen vollzogen werden, die aus den Daten Erkenntnisse gewinnen wol-
len.
4  Einfluss der Technik auf Prozesse und Arbeitsplätze
Aus den bisherigen Ausführungen ergeben sich Erkenntnisse, die wir im Fol-
genden in einem Überblick zusammengestellt haben um daraus die zukünftig 
zu erwartenden Änderungen für die Gestaltung unserer Unternehmenspro-
zesse und des Arbeitsplatzes abzulesen.
4.1  Gestaltung von Unternehmensprozessen
In Tabelle 1 zeigen wir einen Überblick über die zukünftig zu erwartenden 
Änderungen der Arbeitswelt. Aus ihr sind auch die für die Gestaltung von Un-
ternehmensprozessen sich ergebenden Gestaltungspunkte.
Managementsl Charakter der MA Betriebssystem
Unternehmensebene Systemebene Technologieebene
Zukunsfähig Umfeldanalysen Maßnahmen CTMS
zuverlässig, pünktlich Austausch von Trigger Schni stellenversorgung aufwärtskompabel
keine Überraschungen Leitlinien Lauffähigkeit sichern
entscheidungsfreudig IM gestaltet mit aufwärtskompabel
systemasch Standards plaormunabhängig
lernt gerne iDevices- Qualität, Sicherheit, aufwärtskompabel
Fachwissen ist wichg immer das Neueste Kompabiltät wichg plaormunabhängig
neugierig, flexibel Wegwerf-Mentalität keine Rolle
hohe Frustraonsrate beliebig o
neue Kriterien zur Gestaltung der Geschäsprozesse auf
beliebig o
nicht häufig
nicht häufig, 
ausprobieren mit 
Unterstützung des IM
Brauchbarkeit (= 
Unterstützung 
der Agilität)      
der Wachtmeister
der Baumeister
der Experte
der Abenteurer
geringe 
Veränderungen
 Veränderungen 
bündeln
geringe 
Veränderungen
große 
Veränderungen
Tab.1 : Übersicht über Änderungen in der Arbeitswelt
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Die allgemein gültigen Aufgaben in einem Unternehmen sind in der Tabelle 
nicht weiter aufgeführt. Es sind u.a. + Authentifizierung durch biometrische 
Merkmale, Wissen oder Besitz + Zugänglichkeit auch für Menschen mit Be-
hinderung (und die damit verbundene erweitere Auswahl an Fachpersonal), + 
überall und jederzeit auf Daten und Dienste zugreifen zu können, bzw. auto-
matisch generierte Nachrichten übermitteln zu können.
4.2  Gestaltung von Arbeitsplätzen
Das Profil, dem ein Mitarbeiter in solch einer virtuellen Welt  genügen muss, 
kann aus den nachfolgenden Tabellen abgelesen werden. Bezüglich der an-
fänglich aufgezeigten Anforderungen an einen Arbeitsplatz benötigen wir ab 
Web 5.0 eine ganzheitliche Sicht auf eine Aufgabe, die dann erledigt werden 
kann, egal wo man sich befindet. 
Jedoch sind die Anforderungsvielfalt sowie die soziale Interaktion dann wahr-
scheinlich sehr beschränkt.
Für Tab. 3 gilt:  Eine virtuelle Organisation (VO) ist in diesem Zusammenhang 
ein dynamischer Zusammenschluss von Individuen und/oder Institutionen, 
die gemeinsame Ziele bei der Nutzung des Grids verfolgen.
Auswirkungen auf den Arbeitsplatz Web 1.0 Web 2.0 Web -3.0 Web 4.0 Web 5.0 Web 6.0
Kollaboraon
Vorgabe zur 
Berechgung 
möglich, neue 
Infos zufügen
weltweite 
Zusammenarbeit
Wissen = mit 
Datenmengen richg 
umgehen
Wissensaustausch Inf.plaorm
Kommuni- 
kaonspla- 
form
Wissensbedeutung
, Neues generieren
intelligente 
Rückschlüsse
Vernetzte Inhalte, 
neues Wissen aus 
vorhandenen 
Daten generiert
Wissenserwerb
durch Lesen 
und Nach-
schlagen schneller Zugriff
Ort + 
Zeitunabhängig
direkte Anzeige 
von Inhalten auf 
Medium, 
Inferenzmaschine nicht notwendig
Medienbewußter Umgang auch in der Freizeit
Wiki, Twier, 
Youtube, Chat, 
Foren, Blogs, 
Community iPv6
Informaons- und Meinungsverbreitung X
SOA - Webservices werden in. X
schnelles Auffinden von Informaon
begriﬄiche 
Suche Tag-clouds
Fragen formulieren und Antwort bekommen x
zielgerichtete Kommunikaon x
Markeng push pull
Ort, Autor, Inhalt werden eigenständige Infos
Nutzer akver Nutzer presumer rezpient
Ziel Präsentaon
Internet als 
Mitmach-
Pla£orm
intelligentes 
Internet, Home 
office, Mobilität. Web of things
direkte Anzeige 
von Inhalten auf 
Medium, 
Inferenzmaschine  live videostreams
akve 
Kundengewinnung
Aufgaben egal 
wo und wann 
sich befindet 
kreaver 
Nutzer nicht selber lesen 
sondern Inf. aus 
Suchresultaten 
herauspicken,
Informationen im Web sollen von 
Maschinen interpretiert und automatisch 
weiterverarbeitet werden können
Entkoppelung 
von Inhalt und 
Zusatzinforma
Zusammenstell
ung on demand
Tab.2 : Auswirkungen neuer Technologien auf die Arbeitswelt
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Cloud Compung Grid Compung Stream Compung
Einsatzbereiche
vermeidet eine Über- oder 
Unterversorgung an Kapazitäten 
und fängt Belastungsspitzen perfekt 
ab.
Industrie, Naturwissenschaft, Medizin , 
Meteorologie und rechenintensiven 
Simulationen in der Industrie, 
Teilchenphysik mit Großexperimenten, 
virtuelle Organisationen 
Datenströme werden parallel in Echtzeit 
ad hoc ausgewertet und virtualisiert, gut 
für Abenteurer.
Schwerpunkt bedarfsgerecht und aktuell
Parallelverarbeitung-Höchstleistung
Qualität:
Q1: Sicherheit
verschiedene Sicherheitsstufen 
möglich - Privat, hyprid, public Höchstmaß an Kontrolle
Q2: Skalierbarkeit sehr flexibel
Ziel
kein Lizensmanagement, keine 
Wartung für den einzelnen 
notwendig
Entwicklung eines einheitlichen, globalen
Grids.
Probleme Aufwand zur Koordinaon
Organisatorischer Nutzen Arbeitsabläufe stehen zur Verfügung
dynamischer, institutionsübergreifender, 
virtueller Organisationen 
Datenströme werden parallel verarbeitet.
Verteilte Vernetzung von RechnerleistungTechnik
Kollaborave Zusamenarbeit, für 
rechenintensive Problemstellungen
Tab.3: Wichtige neue technische Möglichkeiten auch für einen Arbeitsplatz eines Wis-
senschaftlers
5  Zusammenfassung und Ausblick
Wir haben gezeigt dass die neuen Technologien sehr wohl weitreichende soft-
waretechnische, arbeitsplatzergonomische  und ökonomische  Effekte haben 
werden. Kindle von Amazon erlaubt beispielweise Bücher von zu Hause für 
eine bestimmte Zeit auszuleihen. Das System basiert sich auf dem einfachs-
ten Cloudsystem. Werden wir zukünftig noch Büchereien, Warenhäuser oder 
Großraumbüros haben? Oder wie virtuell werden wir unser Leben gestalten 
wollen? 
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Mobile Management- und Vertriebsunterstützung  
in einem mittelständischen Unternehmen  
auf Basis von SAP BW
 
Yvonne Bentz, Bruno Sticht, Armin Elbert, Thomas Barton
1  Einführung
Die technischen Möglichkeiten von Smartphones und Tablets, die ständig wei-
ter entwickelt werden, machen es Unternehmen möglich, ihren Mitarbeitern 
BI-Inhalte auch auf mobilen Endgeräten für die Analyse und Anzeige von Be-
richten zur Verfügung zu stellen. Doch welche Vorteile ergeben sich dadurch 
für mittelständige Unternehmen? Mitarbeiter aus dem Management und dem 
Vertrieb sind zu einem Großteil ihrer Arbeitszeit außerhalb des Unternehmens 
tätig. BI-Inhalte stehen dem reisenden Mitarbeiter nach Vorbereitung nur als 
Ausdruck oder auf dem Notebook zur Verfügung. Mit einer mobilen BI-Lösung 
hingegen können die Unternehmensdaten innerhalb kürzester Zeit mithilfe ei-
nes mobilen Endgerätes abgerufen und dadurch zu jeder Zeit an jedem Ort, 
ob mit oder ohne Verbindung zum Internet, analysiert werden. In Situationen, 
in denen der Mitarbeiter außerhalb des Unternehmens tätig ist, wie zum Bei-
spiel während Geschäftsreisen oder der Anfahrt zum Kunden, kann die sonst 
teilweise ungenutzte Zeit optimal genutzt werden.
Im Rahmen dieses Beitrags, der auf einer Master-Thesis basiert [Ben12], wer-
den die Anforderungen aufgelistet, die ein mittelständisches Unternehmen im 
Bereich der mobilen Management- und Vertriebsunterstützung an eine mo-
bile Business Intelligence Lösung hat. Auf Basis dieser Anforderungen wer-
den verschiedene Lösungen miteinander verglichen ([SAP112], [SAP212], 
[SAP312], [Reb11], [Reb12]). Ausgangspunkt des Prototyps, der anschlie-
ßend auf einem iPad vorgestellt wird, ist eine bereits vorhandene Query eines 
SAP BW Systems.
2  Anforderungen
Für mittelständige Unternehmen, die sich für die Nutzung einer mobilen Busi-
ness Intelligence Lösung entschieden haben, ist es von großem Vorteil, wenn 
eine solche Lösung möglichst einfach in eine bestehende BI-Lösung integriert 
und mit wenig Implementierungsaufwand realisiert werden kann. Die Projekt-
dauer von der Entscheidung bis zur endgültigen Nutzung durch den Endan-
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wender sollte möglichst wenige Wochen betragen. Bisher setzt Constantia 
Flexibles eine BI-Lösung für Management und Vertrieb ein, die auf einem SAP 
BW-System aufbaut (Release 7.0.2) und sowohl Berichte als auch Adhoc-
Analysen mit Hilfe von BW-Queries realisiert. Auf die Berichte und Adhoc-
Analysen kann der Anwender mit dem BEx Analyzer zugreifen. Von einer mo-
bilen Business Intelligence Lösung wird erwartet, dass die bereits bestehende 
Lösung auf Basis von SAP BW den Mitarbeitern des Managements und des 
Vertriebs mit möglichst geringem Aufwand auf einem iPad zur Verfügung ge-
stellt werden kann und einen Zugriff auf die gewohnten BI-Inhalte zu jeder 
Zeit, an jedem Ort zu ermöglichen. Das heißt, die Mitarbeiter möchten die Da-
ten, je nach Situation, entweder nur lesend konsumieren oder durch interak-
tive Analysen auswerten. Für eine solche mobile Lösung bedeutet das, dass 
die bereits existierenden Standard-Berichte so aufbereitet werden, dass diese 
auf einem mobilen Endgerät wie dem Apple iPad übersichtlich angezeigt wer-
den können und zudem, dass die Daten der Query adhoc auswertbar sind. 
Hierbei können die von den Mitarbeitern des Managements und des Vertriebs 
verwendeten Queries durchaus komplex sein. Exemplarisch wird hier eine 
Query betrachtet, die in der folgenden Abbildung 1 dargestellt ist:
Abb. 1: Exemplarische Query aus dem SAP BW, auf die Mitarbeiter bisher mit dem 
Business Explorer Analyzer (BEx) zugreifen
Der Konsument dieses Berichts sieht eine Standardansicht bestehend aus 
einer Tabelle, die die stufenweise Deckungsbeitragsrechnung für verschiede-
ne Perioden zeigt. Durch das Setzen von Filtern ist es möglich, die Anzeige 
auf verschiedene Merkmale einzugrenzen. Außerdem können die einzelnen 
Beträge nach einem der Merkmale aufgeschlüsselt werden. Auf dem iPad soll 
diese Query dementsprechend mit folgenden Funktionen angezeigt werden 
können:
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– Filterung von Werten
– Drilldown
– Übersichtliche Darstellung von großen Datenmengen
– Offline-Zugriff
– Anzeige aktueller Daten
3  Vergleich verschiedener in Frage kommender Lösungen
Zum aktuellen Zeitpunkt werden verschiedenartige Lösungen angeboten, um 
Unternehmensanwendungen im Allgemeinen mobil nutzen zu können. SAP 
und Sybase bieten beispielsweise mit „Sybase Unwired Platform“ eine Lö-
sung an, die nicht nur für mobile BI entwickelt wurde, sondern um sämtliche 
Geschäftsprozesse mobil durchzuführen [SUP12]. Mithilfe selbst entwickelter 
Apps können sowohl der Zugriff auf die Daten der Quellsysteme als auch 
das Ändern, Anlegen, etc. ermöglicht werden. Im Rahmen dieses Beitrages 
wird das Augenmerk auf Lösungen gerichtet, die ausschließlich als mobile 
BI-Lösung auf Basis von SAP BW in Frage kommen. So bietet die SAP AG 
mit „SAP BusinessObjects Mobile“ eine solche Lösung an, die auf dem SAP 
BusinessObjects Enterprise aufbaut ([SAP212]). Als weitere Lösung wird „Re-
board“ in Augenschein genommen ([Reb11]). Im Folgenden werden diese bei-
den Lösungen näher betrachtet:
SAP BusinessObjects Mobile basiert auf der Lösung SAP BusinessObjects 
Enterprise, das mit dem SAP BW verbunden ist. Der Benutzer des iPads mel-
det sich mit der App am zusätzlich installierten „Mobile Server“ an. Der mobile 
Server kommuniziert mit dem BusinessObjects-Server und ermöglicht den 
Zugriff auf die dort gespeicherten Berichte.
Abb. 2: Integration des der mobile BI Lösung SAP BO Mobile (Mobile Server + „SAP 
BI“-App) in die Netzwerkinfrastruktur eines Unternehmens ([Ben12], in Anlehnung an 
[SAP112])
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Um eine SAP BW Query für das mobile Endgerät anzeigefähig zu gestalten, 
bedarf es einiger Vorbereitungen. Zunächst ist es nötig mithilfe des soge-
nannten „Universe Designer“ ein Verbindung zur Query bzw. zum Infoprovider 
zu definieren. Zu beachten ist hierbei, dass Variablen und Hierarchien, die in 
einer Query definiert wurden nicht für die Anzeige auf dem mobilen Endgerät 
unterstützt werden. Auf Basis der definierten Verbindung wird ein „Universum“ 
entworfen, indem die benötigten Kennzahlen und Merkmale, deren Werte ab-
hängig von Variablen sind, angelegt werden. Der Aufbau und die Darstellung 
des Berichts, wie dieser später auf dem iPad angezeigt werden sollen, wird 
mit Web Intelligence festgelegt. Das Web Intelligence Dokument beinhaltet 
alle innerhalb des zuvor erstellten Universums ausgewählten Elemente der 
Query. Innerhalb des Tools Web Intelligence wird anfänglich die Datenabfra-
ge festgelegt, indem nur die Elemente der Query ausgewählt werden, die 
tatsächlich für den Aufbau des Berichts benötigt werden. Außerdem können 
Filter und Eingabeaufforderungen vordefiniert werden. Anschließend werden 
neben den Formatierungseinstellungen des Berichts, wie der Seitengröße 
etc. Objekte (z. B. Diagramme, Tabellen, Landkarten etc.) mit dem Bezug zu 
den jeweiligen InfoObjekten hinzugefügt, die der Endanwender sehen soll. 
Zwingend erforderlich ist das Speichern des Berichts unter einer im Busines-
sObjects Enterprise hinterlegten mobilen Kategorie, was dazu führt, dass der 
Bericht dem Endbenutzer am mobilen Endgerät zum Download zur Verfügung 
steht. Damit der Endbenutzer diesen Bericht nutzen kann, meldet er sich in-
nerhalb der App an. Nach erfolgreicher Authentifizierung werden alle zur Ver-
fügung gestellten Berichte zum Download aufgelistet. So kann der Nutzer den 
benötigten Bericht auswählen und mit den Daten arbeiten [SAP212].
Die Lösung von Reboard arbeitet mit einem Server, auf dem das „OpenBI 
Repository“ installiert ist. Hier wird die Verbindung zum SAP BW definiert. 
Die App, die auf dem iPad installiert ist, verbindet sich nach Authentifizie-
rung des Nutzers mit dem „OpenBi Repository“, welches anschließend alle 
Queries und InfoProvider aus dem SAP BW zur Verfügung stellt. Um die Be-
richte für das mobile Endgerät anzeigefähig zu machen, ist im Vergleich zur 
SAP-Lösung kein Entwurf eines Berichts notwendig. Das OpenBI Repository 
passt die Queries automatisch an das Design von Reboard an. Das heißt, 
der Nutzer des mobilen Endgerätes authentifiziert sich innerhalb der App und 
bekommt anschließend alle Queries, für die er berechtigt ist zum Download 
zur Verfügung gestellt. Auf dem Mobilen Endgerät ist ein Template hinterlegt, 
dass beim ersten Anzeigen einer jeden Query die gleiche Ansicht aufruft. Der 
Nutzer der App kann diese allerdings individuell an seine Bedürfnisse anpas-
sen [Reb11].
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Abb. 3: Integration der mobile BI-Lösung von Reboard (OpenBI Repository Server + 
„Reboard“-App) in die Netzwerkinfrastruktur eines Unternehmens ([Ben12], in Anleh-
nung an [Reb12])
In der folgenden Tabelle werden die Funktionen der beiden Lösungen aufge-
listet und verglichen:
Funktionen SAP BO mobile for iPad Reboard
Online-/Offline-Zugriff ja ja
Aktualisierung der Daten ja ja
Eingabeaufforderungen ja ja
Landkarten-Ansicht ja ja
Drill-Down ja ja
Filtereingabe ja ja
Personalisieren der 
Darstellung
nein
(nur durch Anlegen des Web 
Intelligence-Dokuments je 
Nutzer)
ja
Speichern von Filter-
werten etc.
nein am Endgerät durch 
Anlegen von Favoriten
Corporate Identity ja ja
4  Auswahl der zu implementierenden Lösung
Eine einfach zu integrierende und leicht zu implementierende Lösung, wie es 
das Unternehmen fordert, ist die Lösung der Reboard GmbH: Durch die Ins-
tallation des OpenBI Repository auf einem Server und der zugehörigen App 
auf dem mobilen Endgerät ist es möglich, Queries ohne weiteres Bearbeiten 
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und Formatieren darzustellen. Dabei kommuniziert der Server zwischen dem 
Quellsystem und dem mobilen Endgerät. 
Die Zugangsdaten je Nutzer werden entweder aus SAP BW übernommen 
oder innerhalb des zur Verfügung gestellten Konfigurators gepflegt. Auch der 
Zugriff auf verschiedene Queries kann, speziell für die mobile Ansicht, je Que-
ry und Nutzer gepflegt werden oder vom Quellsystem übernommen werden.
Am iPad selbst kann der Nutzer mithilfe des Designers die Darstellung der 
einzelnen Queries individuell nach Bedarf anpassen und abspeichern. Abbil-
dung 4 zeigt den Designer.
Abb. 4: Screenshot des „Designer“ von Reboard
Damit ist es möglich zwischen verschiedenen Elementen zu wählen. Das 
Drilldown-Element, ermöglicht es, einen Drilldown nach den frei verfügbaren 
Merkmalen durchzuführen, die in der Query definiert wurden. Das Element 
„Top/Bottom“ listet die jeweiligen Merkmale mit den zehn höchsten bzw. den 
zehn niedrigsten Werten in einem Balkendiagramm. Ein weiteres Darstel-
lungselement ist „Info/Timeline“. Hiermit ist es möglich Informationen, wie bei-
spielsweise Kontaktdaten, die im SAP BW abgelegt werden anzuzeigen. Zur 
Veranschaulichung der Daten dient das Charts-Element. Kuchen-, Balken- 
und Liniendiagramme sowie eine übersichtliche Tabelle mit allen Spaltenwer-
ten oder ein Kartendiagramm, das die Werte in einer Landkarte zeigt, sind 
auswählbar. Je nach Sinnhaftigkeit der Daten in einer bestimmten Darstellung 
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bzw. nach Bedarf kann beim Ausführen des Berichts zwischen den verschie-
denen Diagrammen gewechselt oder eine einzelne Ansicht festgelegt wer-
den. Auch die Größe und Platzierung kann der Nutzer an seine Vorstellungen 
anpassen. Beim Beenden des Designers kann die entworfene Ansicht für den 
jeweiligen Report oder für alle Reports als Standardansicht gewählt werden. 
Neben dem Standard-Report und der allgemein definierten Startansicht wird 
dem Nutzer mithilfe des Designers und den Navigationseigenschaften der 
App ein interaktives Adhoc-Reporting ermöglicht. Durch das Speichern von 
Filterwerten, Drill-Vorgängen etc. in Favoriten, kann der Benutzer außerdem 
eine personalisierte Ansicht nach seinen Bedürfnissen entwerfen [Reb11].
Vorstellung des Prototyps
Im Folgenden wird eine Query, die bereits vorhanden ist, auf dem iPad mit Re-
board heruntergeladen und ausgeführt. Einige Screenshots zeigen die Um-
setzung der Query und Anzeigemöglichkeiten. Wie bereits erwähnt, kann der 
Nutzer die Anordnung der Darstellungselemente selbst wählen. In Abbildung 
5 sind im oberen Bereich zwei Elemente platziert: 
Abb. 5: Exemplarische Anzeige einer Query mit Reboard
Links wird das „Drilldown“-Element und rechts wird ein „Charts“-Element an-
gezeigt, das sich auf die Ansicht als Tabelle beschränkt. Im unteren Bereich, 
der sich über die gesamte Breite des Bildschirms erstreckt, ist ein weiteres 
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„Charts“-Element zu sehen, das die Kennzahlenwerte der Spalte jeweils 
innerhalb eines Balkendiagramms veranschaulicht. Das heißt jeder Balken 
steht für einen Kennzahlenwert der „Profit Margin Scheme“. Darunter wer-
den die einzelnen Spalten als Vorschau angezeigt und stehen zur Auswahl 
bereit. In diesem Beispiel wurden die beiden Spalten „ACT“ und „BUD“ aus-
gewählt, sodass diese nebeneinander in unterschiedlichen Farben zum Ver-
gleich dargestellt werden. Im Drilldown Bereich werden die Werte der beiden 
ausgewählten Spalten je Zeile gezeigt. Bei der Auswahl von Werten innerhalb 
eines Darstellungselements werden die anderen Elemente entsprechend an-
gepasst. Hier ist beispielsweise zu sehen, dass in allen Darstellungselemen-
ten „= VALUE ADDED / KF-STANDARD“ markiert ist. Dies geschieht dadurch, 
dass dieser Wert, wenn er in einem der Elemente ausgewählt wird, zur Über-
sichtlichkeit in allen Darstellungen hervorgehoben wird.
Abb. 6: Drilldown mit Reboard
In einem weiteren Screenshot (siehe Abbildung 6), wird deutlich, welche Dar-
stellungsmöglichkeiten es außer den bereits beschriebenen gibt. Hier wur-
de zuvor eine Zeile des „Profit Margin Scheme“ ausgewählt, um dieses auf 
Ebene der Unternehmen anzuzeigen. Das daneben liegende Kreisdiagramm, 
zeigt die Verhältnisse der Unternehmen am Gesamtwert. Auch in dieser Dia-
grammart kann ein Unternehmen hervorgehoben werden, das anschließend 
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in allen anderen Elementen markiert wird. Oberhalb der Legende des Kreis-
diagramms sind vier aneinandergereihte Felder zu sehen. Diese zeigen an, 
zwischen welchen Diagrammarten der Nutzer wählen kann. Unterhalb des 
Kreisdiagramms ist das Darstellungselement „Top/Bottom“ als Balkendia-
gramm zu sehen. So wird verdeutlicht, welches Unternehmen die größten ˗ 
bzw. bei Wechsel der Ansicht in „Bottom“ die kleinsten ˗ Anteile einnehmen.
In den bisher betrachteten Screenshots wurden jeweils drei Darstellungsele-
mente auf dem Bildschirm platziert. Um die Ansichten z. B. für Analysen durch 
Vergleiche u. ä. etwas größer anzuzeigen sind im folgenden Screenshots nur 
das „Drilldown“-Element und das Balkendiagramm angeordnet. Durch Auswahl 
der Werte „ACT“, „BUD“ und „PY“ können so die aktuellen mit den Plan- und 
Vorjahreswerten in einem übersichtlichen Balkendiagramm verglichen werden.
Abb. 7: Vergleich mithilfe eines Balkendiagramms mit Reboard
Unabhängig von der Art und Platzierung der Darstellungselemente wird im 
oberen schmalen Bereich, in dem der Name der Query zu sehen ist, weitere 
Felder zur Auswahl bereitgestellt.
Darunter befinden sich die beiden Felder „Filter“ und „Favoriten“, die es dem 
Nutzer ermöglichen den Bericht auf bestimmte Werte zu beschränken und so-
wohl Filterwerte als auch die aktuelle Sicht auf die Daten (z. B. den aktuellen 
Drilldown-Wert) zu speichern.
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5  Zusammenfassung
Die Untersuchung zweier Lösungen für mobiles Business Intelligence hat 
gezeigt, dass es verschiedene Möglichkeiten gibt, um die Auswertung von 
Queries auf mobilen Endgeräten zu erlauben. Für ein mittelständiges Un-
ternehmen wie Constantia Flexibles ist die einfache Integration in eine be-
reits bestehende Lösung ein entscheidendes Kriterium. Daher ist die Aus-
wahl einer Lösung, mit der vorhandene Berichte möglichst einfach auf einem 
mobilen Endgerät (Tablet) angezeigt und ausgewertet werden können, nur 
konsequent. Anforderungen und Auswahl der Lösung wird beschrieben, die 
ausgewählte Lösung wird anhand eines Prototyps vorgestellt.
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Nachhaltige Unternehmens-Fitness durch Messung 
des IT-Unterstützungspotenzials in Geschäfts-
prozess-Reifegradmodellen
Frank Morelli, Roberto Buscemi, Wendelin Wiedeking
1  Reifegradmodelle für IT-basiertes Geschäftsprozessmanagement
Wettbewerbsfähigkeit und schnelle Reaktionskompetenz von Unternehmen 
hängen zunehmend von einer agilen, kostengünstigen, korrekten und profes-
sionell gesteuerten Abwicklung von Geschäftsprozessen ab. Sich verkürzen-
de Produktlebenszyklen sowie steigende Kundenansprüche im Hinblick auf 
Preis, Produktqualität und Individualität erfordern permanente Anpassungen, 
Verbesserungen sowie ein wirkungsvolles Monitoring betriebswirtschaftlicher 
und technischer Prozesse.
In der einschlägigen Literatur stößt man auf eine Vielzahl von Definitionen des 
Geschäftsprozess-Begriffs. Allgemein handelt es sich hierbei um eine zielge-
richtete, zeitlich-logische Abfolge von Aufgaben, die arbeitsteilig von mehre-
ren Unternehmen oder Unternehmenseinheiten unter Nutzung von Informa-
tions- und Kommunikationstechnologien ausgeführt werden kann. [Gada08, 
S. 46] Ergebnisse, d. h. Materialien (z. B. Produkte) oder Dienstleistungen 
sollen in einem optimalen Zustand geliefert werden.
Geschäftsprozessmanagement rückt die nachhaltige (interne und externe) 
Kundenorientierung und die darauf basierende stellen- bzw. bereichsüber-
greifende Gestaltung von Unternehmensabläufen in den Vordergrund. Es 
verbindet die Unternehmensplanung und Geschäftsfeldanalyse auf strategi-
scher Ebene mit der operativen, durch die IT unterstützten und optimierten 
Ausführung. Ziel ist eine durchgängige Gestaltung der Prozesse („End-to-End 
Prozesse“).
Der Beitrag des Geschäftsprozessmanagements zum Unternehmenserfolg 
soll vor allem durch eine Senkung der Prozesskosten, eine Verkürzung der 
Durchlaufzeiten, einer Verbesserung der Prozessqualität und einer Steigerung 
der Innovationsfähigkeit geleistet werden. Hierzu ist es zum einen erforder-
lich, Prozesse inhaltlich angemessen detailliert zu beschreiben, voneinander 
abzugrenzen und alle wesentlichen Schnittstellen – auch unternehmensüber-
greifend – zu dokumentieren. Zum anderen müssen die Geschäftsprozesse 
möglichst klar strukturiert sein, um eine problemlose Steuerung, Durchfüh-
rung und Überwachung zu gewährleisten.
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Die Bereitstellung von IT-Lösungen zur Steigerung der Unternehmenseffizi-
enz ist Aufgabe des internen IT-Bereichs oder externer IT-Dienstleistungsun-
ternehmen. Zugehörige Unterstützungsleistungen werden in Form von vor-
gefertigten Standardprodukten (z. B. Enterprise Resource Planning (ERP)-, 
Customer Relationship-Management (CRM)- oder Supply Chain Management 
(SCM)-Systeme) bzw. -bausteinen (z. B. Web-Services) oder als spezifische 
Softwareentwicklungen (insbesondere als sog. BPMS – Business-Process-
Management-Systeme – oder synonym WfMS – Workflow-Management-Sys-
teme) bereitgestellt. 
Trotz zahlreicher IT‐Technologieentwicklungen mit belegbar hohem prak-
tischen Nutzwert für Unternehmen unterliegen IT‐Investitionen anhaltend 
intensiver Beobachtung: Selbst angesichts eines vergleichsweise geringen 
Umsatzkosten‐Anteils an den Gesamtunternehmenskosten müssen jegliche 
Formen von Ausgaben im Bereich IT sorgfältig begründet und der Wertbeitrag 
für das Unternehmen detailliert aufgezeigt werden. Theoretische Grundlage 
für diese Handlungsmaxime liefert die berühmte, von Carr aufgestellte These 
„IT doesn´t matter“ (im Sinne von IT als „Commodity“, d. h. als gewöhnliche, 
problemlos beschaffbare „Ware“). [Carr03, S. 41] Im Rahmen der Geschäfts-
prozessanalyse wird der Nutzen prozessunterstützender IT-Systeme oft ver-
nachlässigt. [Thom11, S. 545] Empirische Untersuchungen zeigen jedoch, 
dass die Art und Weise, wie IT im Unternehmen eingesetzt wird, entscheidet. 
[Goek09, S. 651]
Nachdem in den letzten Jahren diverse Aktivitäten und Projekte zur konse-
quenten Ausrichtung der Unternehmen und nicht‐kommerziellen Organisa-
tionen an den jeweiligen Geschäftsprozessen gestartet und entsprechende 
IT‐Investitionen getätigt wurden, gehen immer mehr Unternehmen dazu über, 
ihre Anstrengungen zur Prozessorientierung einer kritischen Betrachtung zu 
unterziehen. Hierbei werden analog zu Reifegradzertifizierungen im Bereich 
des Qualitäts‐ und IT-Servicemanagements zunehmend Reifegradmodelle 
eingesetzt, die zum Ziel haben, den Stand der Umsetzung des Geschäftspro-
zessmanagements aufzuzeigen, die Wirksamkeit der Aktivitäten analytisch zu 
hinterfragen und weitere Aktivitäten an erkannten Potenzialen auszurichten. 
Im Detail geht es dabei um die Transparenz einzelner Prozessdefinitionen, 
der Strukturiertheit der Geschäftsprozesse sowie deren Koordination und der 
Nachhaltigkeit des Prozessmanagements auf der Basis möglichst messbarer 
Stellgrößen.
Nicht alle zugehörigen Maturitätsmodelle berücksichtigen den IT-Unterstüt-
zungsgrad in adäquater Form (siehe z. B. die Forderung nach Prozessklas-
sen in [Thom11, S. 546]). Im Kontext geeigneter Reifegradmodelle gilt es folg-
lich, den Wertbeitrag der IT zum Geschäftsprozessmanagement aufzuzeigen 
mit dem Ziel, die Unternehmens-Fitness zu steigern. 
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2  Selektion bestehender Geschäftsprozess-Reifegradmodelle
Abb. 1: Historische Entwicklung IT-bezogener Reifegradmodelle
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Für Unternehmen steht eine Vielzahl umfangreicher Handbücher zur Umset-
zung von BPM-Initiativen zur Verfügung. Diese beschreiben zwar, wie man 
das Geschäftsprozessmanagement implementieren kann, ermöglichen aber 
keine Messung, ob die Maßnahmen tatsächlich vollständig und richtig um-
gesetzt bzw. die entsprechend bereitgestellten Budgets effizient eingesetzt 
wurden. Eine praxisrelevante Abhilfe bieten Geschäftsprozess-Reifegradmo-
delle, die sowohl eine objektivierte Standortbestimmung für die Umsetzung 
als auch eine Roadmap für Implementierungsmaßnahmen anbieten.
Sowohl in der Wissenschaft als auch in der Praxis existiert zwischenzeitlich 
eine Vielzahl dieser Modelle (vgl. Abb. 1). Der positive Nutzwert eines solchen 
Instrumentariums für ein Unternehmen ist jedoch keineswegs empirisch ge-
sichert. Neben strategischen Überlegungen erweist sich die Auswahl eines 
Modells nach wirtschaftlichen Gesichtspunkten als notwendig, d.h. dass der 
zu betreibende Aufwand für den Reifegradmodell-Einsatz den geschaffenen 
Nutzen nicht übersteigen darf. Als Ergebnis einer Untersuchung wird einem 
Unternehmen und dessen Geschäftsprozessen ein Reifegrad zugewiesen. 
Typischerweise besitzen Reifegradmodelle fünf Ebenen: In der ersten Stufe 
verfügt eine Organisation nur über ein rudimentäres Maß an BPM-relevantem 
Wissen, zeigt noch Mängel in der Koordination zugehöriger Aktivitäten, weist 
einen vergleichsweise niedrigen IT-Unterstützungsgrad auf und verhält sich 
gegenüber Änderungen wenig aufgeschlossen. Dagegen nutzt eine Organi-
sation, die bereits eine höhere Stufe erreicht hat, ihre Ressourcen effizien-
ter, unterstützt die Geschäftsprozesse mit IT-basierten, (teil-)automatisierten 
Prozess-Schritten und erweist sich offen gegenüber innovativen Änderungen. 
[RoBu05, S.524]
Für die Auswahl adäquater Geschäftsprozess-Reifegradmodelle aus Sicht 
der Autoren erfolgte im Vorfeld eine umfangreiche Literaturrecherche. Hie-
raus resultierten zunächst neun relevante Maturitätsmodelle, deren Anzahl 
aufgrund weiterer Einschränkungen auf insgesamt vier betriebliche Prozess-
reifegradmodelle reduziert wurde: Als Prämisse muss ein Reifegradmodell 
sich explizit auf die Domäne des Geschäftsprozessmanagements beziehen. 
Entsprechend sind CMMI und SPICE nicht Gegenstand der Evaluation, da 
beide Modelle diesen Fokus nicht aufweisen. Weiterhin stellt die Verfügbarkeit 
einer aussagekräftigen Dokumentation ein notwendiges Kriterium dar. Aus 
Gründen der Aktualität sollte die derzeit verfügbare Version nicht älter als fünf 
Jahre sein und in der Praxis nachweislich Anwendung finden. Auf Basis der 
genannten Kriterien erfolgt im weiteren Verlauf eine Diskussion folgender vier 
Modelle: BPMM, PEMM, EDEN und das BPM Reifegradmodell der BridgingIT 
GmbH (BPMA-Toolbox). 
Die Object Management Group (OMG) erweiterte im Jahr 2008 ihr bestehen-
des Portfolio durch das Business Process Maturity Model (BPMM). Basie-
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rend auf CMMI besitzt BPMM fünf verschiedene Reifegrad-Stufen. Die unter-
schiedlichen Reifegrade repräsentieren dabei verschiedene Stadien, die eine 
Organisation aufweisen kann. Eine Reifegradstufe ist erfüllt, wenn die Ziele 
aller Prozessbereiche im gewünschten Reifegrad sowie die darunter liegen-
den Reifegradstufen erfüllt sind. Ziel ist es, Impulse für die Transformation 
einer Organisation und ihrer Prozesse zu geben. [OMG08]
Das BPM Reifegradmodell Process Enterprise Maturity Model (PEMM) wurde 
von einem der BPM-Pioniere, Michael Hammer, publiziert. Ziel des Modells ist 
es, eine Selbstbewertung innerhalb eines Unternehmens einfach bewerkstel-
ligen zu können. Hammer unterteilt sein Modell in eine Prozess- und eine Un-
ternehmensebene: Geschäftsprozesse müssen bestimmte Voraussetzungen 
erfüllen, damit man ihren Reifegrad erhöhen kann. Das gesamte Unterneh-
men wiederum benötigt bestimmte Rahmenbedingungen, um einen höheren 
Reifegrad zu erzielen. Mit Hilfe von PEMM sollen diese Punkte analysiert und 
bewertet werden, um Geschäftsprozesse auf ein möglichst hohes Level zu 
bringen. [Hamm07]
EDEN wurde vom Arbeitskreis „BPM Excellence“ des BPM-Clubs Deutschland 
entwickelt und im Jahr 2008 veröffentlicht. Das Reifegradmodell soll möglichst 
praxisorientiert und branchenunabhängig einsetzbar sein. Zur Messung des 
Reifegrads wird zwischen einer Organisations- und einer Prozessebene un-
terschieden. EDEN besitzt neun Dimensionen (Ziel, Strategie, Methoden, Or-
ganisation, Messen, Kompetenzen, Kommunikation, Dokumentation und IT). 
Zur Messung und Evaluierung stehen 170 Kriterien zur Verfügung. [EDEN12] 
Für Selbstevaluierungen steht ein vereinfachtes Schema zur Verfügung.
Das Beratungshaus bridgingIT entwickelte im Jahr 2011 in Kooperation mit 
der Hochschule Pforzheim ein weiteres Geschäftsprozess-Reifegradmodell 
(BPMA-Toolbox). Die Besonderheit dieses Maturitätsmodells liegt darin, dass 
neben einem Katalog von 500 Kriterien auch eine Pre-Assessment-Version 
verfügbar ist, die eine erste Grobanalyse innerhalb kurzer Zeit ermöglicht. 
Das Reifegradmodell besteht aus den zu betrachtenden Themenclustern Or-
ganisation/Leadership, Prozessstruktur/Prozessdesign, Mitarbeiter/Verant-
wortung, Monitoring/Reporting und IT/Toolunterstützung. [Busc11]
Für die qualitative Bewertung der Geschäftsprozess-Reifegradmodelle wer-
den sieben Kriterien herangezogen, die sich wiederum in Erfüllungspunkte 
untergliedern. Die Evaluationskriterien lassen sich wie folgt charakterisieren:
– Transparenz: Wesentlich für das Vertrauen eines Anwenders ist die Klar-
heit der Modellstruktur und deren Handhabung. Hierfür erweist es sich als 
notwendig, dass eine vollständige Dokumentation vorliegt und die Details 
des Reifegradmodells ausführlich beschrieben sind.
– Differenziertheit: Die Anwendbarkeit des Reifegradmodells für Unterneh-
men unterschiedlicher Branchen zeigt sich als Effizienzkriterium. Durch 
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Bereitstellung von mehreren Dimensionen können Reifegradmodelle spe-
zifische bzw. detailliertere Aussagen treffen.
– BPM-Spektrum: Geschäftsprozess-Reifegradmodelle sollen den Umfang 
der Geschäftsprozessmanagement-Thematik durchgängig und umfassend 
repräsentieren. In diesem Kontext wird überprüft, ob das jeweilige Modell 
alle relevanten Kernfelder des Geschäftsprozessmanagements abdeckt. 
Das Kriterium impliziert eine Überprüfung, ob das jeweilige Maturitätsmodell 
für ein effizientes Geschäftsprozessmanagement entscheidende IT-Aspek-
te in hinreichendem Maße würdigt.
– Aufwand: Die durch den Einsatz eines Reifegradmodells im Unternehmen 
verursachten Kosten dürfen im Sinne der Wirtschaftlichkeit den Nutzen 
nicht übersteigen. Hierfür werden Aspekte wie Komplexität, Toolunterstüt-
zung und Assessmentart im Rahmen der Evaluierung berücksichtigt.
– Flexibilität: Eine flexible Nutzung kann die Barriere zur Anwendung bzw. 
Einführung eines Geschäftsprozessreifegradmodells senken. Ein Maturi-
tätsmodell, das beispielsweise die Skalierung auf verschiedene Unterneh-
mensebenen oder Prozesse ermöglicht, bietet entsprechende Potenziale. 
Ferner erweist sich die Integration anderer Modelle in diesem Zusammen-
hang als förderlich.
– Initiativwirkung: Neben der Erfassung der IST-Situation verbunden mit zu-
gehörigen Analysen erweist sich das Aufzeigen von Handlungsmöglichkei-
ten als bedeutsamer Faktor. Entsprechend geht es bei diesem Kriterium 
um die Initiierung von Handlungsimpulsen.
– Dynamischer Nutzen: Bei der Auseinandersetzung mit dem Reifegrad von 
Unternehmensgeschäftsprozessen handelt es sich um einen dauerhaften 
Management-Ansatz. Entsprechend repräsentieren sinnvolle und nachhal-
tige Weiterentwicklungen der Modelle selbst sowie permanente Vergleichs-
möglichkeiten des in der eigenen Organisation erzielten Ergebnisses mit 
anderen, vergleichbaren Institutionen ein wichtiges Kriterium.
3  Evaluation ausgewählter Geschäftsprozess-Reifegradmodelle unter 
Berücksichtigung der Messung des IT-Unterstützungspotenzials
Die nachfolgende Tabelle stellt die Ergebnisse der Untersuchung auf die ge-
wählten Reifegradmodelle dar. Die Bewertung ist grafisch veranschaulicht 
und beginnt bei 0 bis 4. Die Wertung von 0 ist gleichzusetzen mit „nicht 
vorhanden“ bzw. „nicht erfüllt“ und 4 mit „vollständig vorhanden“ oder „voll-
ständig erfüllt“.
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Evaluationskriterium BPMM PEMM EDEN BPMA-
Toolbox
Transparenz 4 3 4 4
Differenziertheit 2 3 4 4
BPM-Spektrum 3 3 4 4
Aufwand 0 4 3 3
Flexibilität 1 1 2 1
Initiativwirkung 3 2 4 4
Dynamischer Nutzen 0 0 2 2
Tab 1: Untersuchungsergebnis der ausgewählten Reifegradmodelle
Die Auswertung zeigt, dass alle evaluierten Modelle, jeweils an verschiede-
nen Stellen, Defizite aufweisen. Während das Kriterium Transparenz durch-
gängig zufriedenstellend erfüllt wird, lassen sich bei der Differenziertheit erste 
Unterschiede ausmachen: EDEN und das Maturity Modell der bridgingIT un-
terteilen die Reifegrade weiter in Dimensionen und können Ergebnisse des-
halb mehrdimensional abbilden. Beide Modelle unterscheiden sich weiterhin 
von PEMM und BPMM darin, dass man Ergebnisse nicht nur in Stufen ein-
gliedern kann, sondern auch den Umsetzungsfortschritt in Erfüllungsgraden 
darzustellen vermag.
EDEN und die BPMA-Toolbox weisen eine umfassende Detaillierung in Be-
zug auf die IT-Integration des Geschäftsprozessmanagements auf. Demge-
genüber werden bei BPMM IT-Aspekte nicht berücksichtigt. Bezüglich des 
Gesamtspektrums beschäftigt sich PEMM zwar mit den Kernfragen des Ge-
schäftsprozessmanagements, erweist sich jedoch im Vergleich zu EDEN bzw. 
BPMA-Toolbox als weniger umfangreich und detailliert.
Während EDEN, BPMA-Toolbox und PEMM eine Toolunterstützung zur Ana-
lyse und Dokumentation des BPM-Reifegrades anbieten, fehlt dieser Aspekt 
bei BPMM vollständig. Zudem weist BPMM gegenüber den Vergleichsmodel-
len eine weniger klare Struktur auf, die für einen Gesamtüberblick hilfreich 
wäre und den Aufwand beim Einsatz verringern würde. Bei PEMM lässt sich 
die Struktur als kompakt und weniger komplex charakterisieren, was sich po-
sitiv auf die Einarbeitung auswirkt. Darüber hinaus bietet das Modell ein EX-
CEL-Schema und ein Online-Assessment an. Aufgrund ihrer Komplexität er-
fordern EDEN und die BPMA-Toolbox einen höheren Einarbeitungsaufwand, 
bieten hierfür jedoch bessere Toolunterstützungsmöglichkeiten an.
Alle Maturitätsmodelle weisen hinsichtlich der Flexibilität gute Skalierungs-
möglichkeiten für Unternehmen und dessen Abteilungen auf. I. d. R. fehlen 
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jedoch konkrete Integrationsmöglichkeiten von fachspezifischen Reifegrad-
modellen. Lediglich EDEN bietet die Möglichkeit, das Modell durch sog. 
Komplementärmodule zu erweitern und stellt zur Integration ein Regelwerk 
(Framework) zur Verfügung. Der BPM-Maturity Modell EDEN e.V. übernimmt 
dann bei dieser Erweiterung die Qualitätskontrolle. 
Generell werden im Hinblick auf die Initiativwirkung Umsetzungen, die man 
kurzfristig erreichen kann, nicht berücksichtigt. Entsprechend besteht die Ge-
fahr, dass die Messergebnisse die Realität nicht adäquat wiedergeben. Beim 
Einsatz von PEMM fällt es gegenüber den anderen Modellen schwerer, Hand-
lungsmöglichkeiten detailliert abzuleiten bzw. anzubieten. Aufgrund fehlender 
Dimensionen und der höheren Komplexität kann man mit BPMM im direkten 
Vergleich zu EDEN und der BPMA-Toolbox Handlungsempfehlungen weniger 
klar ermitteln. Sämtliche Modelle lassen den Aspekt „Risiken bei Umsetzung 
von Handlungsinitiativen“ vermissen.
Die Evaluierung des dynamischen Nutzens gestaltet sich schwierig: Aus der 
durchgeführten Untersuchung geht hervor, dass Beiträge im Kontext von 
BPMM und PEMM in jüngster Vergangenheit zurückgegangen sind. Auch 
eine Kontaktaufnahme mit den Unternehmen schlug in diesem Kontext fehl. 
Der Dialog mit den Betreibern von EDEN und der BPMA-Toolbox hat hinge-
gen ergeben, dass hier jeweils gezielt an Weiterentwicklungspotenzialen ge-
arbeitet wird. Die Betreiber von der BPMA-Toolbox und EDEN wollen zudem 
Benchmarking anbieten, können aber zum gegenwärtigen Zeitpunkt aufgrund 
der Neuigkeit der Disziplin noch nicht ausreichend auf anonymisierte Daten 
zurückgreifen. Kritisch ist in diesem Zusammenhang auch die Verbreitung der 
Modelle im Sinne eines „de facto Standards“ zu sehen: Zertifizierungen durch 
Reifegrad-Modelle, die dauerhaft nur geringe Verbreitung finden, erweisen 
sich für deren Anwender gegebenenfalls als wenig nutzenstiftend für die Zu-
kunft. 
Als Fazit lässt sich ziehen, dass die Reifegradmodelle EDEN und die BP-
MA-Toolbox tendenziell den größten Nutzen für ein Unternehmen ergeben. 
PEMM erweist sich aufgrund des geringeren Umfangs und der fehlenden 
Weiterentwicklungspotenziale im direkten Vergleich als weniger geeignet. Die 
geringe IT-Orientierung und Toolunterstützung in Verbindung mit komplexen 
Anweisungen führt bei BPMM zu einer unbefriedigenden Beurteilung, ohne 
dass aktuell Änderungstendenzen erkennbar wären. 
4  IT-Trends und nachhaltige Unternehmens-Fitness
Ziel eines wirtschaftlichen Nachhaltigkeitskonzepts ist es, Wettbewerbsvor-
teile für ein Unternehmen zu schaffen. Die Ausrichtung auf interne und über-
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greifende Geschäftsprozesse erweist sich als ein wesentlicher Stellhebel, um 
operative Aktivitäten in Einklang mit der strategischen Direktive zu bringen. 
Der Einsatz von IT kann eine zeit- und sachgerechte Durchführung von Ge-
schäftsprozessen unterstützen. Für Unternehmen ist es deshalb ein Effizi-
enzkriterium, einen ganzheitlichen und fundierten Überblick über die Qualität 
der Geschäftsprozesse als auch deren IT-Unterstützungsgrad zu erhalten. 
Zukünftige Entwicklungen im IT-Bereich erweisen sich im Sinne einer zuge-
hörigen Nachhaltigkeitsstrategie als Potenzial für Optimierungsaktivitäten.
Neben der IT als Gegenstand von Effizienzmessungen leisten IT-Tools wich-
tige Unterstützungsleistungen zur Durchführung von BPM im Rahmen der 
Prozess-Modellierung, -Automatisierung und/oder -Überwachung. Hierzu gibt 
es am Markt zahlreiche Programme und Suiten von unterschiedlichen Her-
stellern. 
Einen aktuellen Trend zeigen Angebote für das Cloud Computing im Ge-
schäftsprozessmanagement-Bereich. Für Kunden hat dies u. a. den Vorteil, 
dass die Software, sei es zum Modellieren der Prozesse oder zur zentralen 
Bereitstellung im Repository, nicht mehr auf den eigenen Ressourcen ins-
talliert und gehostet werden muss. Lediglich eine Internetverbindung und 
ein Webbrowser werden benötigt. Die skalierbare Rechenleistung der Cloud 
erhöht das Flexibilitäts- und Innovationspotenzial eines Unternehmens: Bei-
spielsweise kann man Prozessanalyseergebnisse, historische wie auch Echt-
zeit-Informationen aus unterschiedlichen Quellen schneller durchführen, um 
aktuelle und präzise Informationen für Entscheidungen zu nutzen. Durch die 
zunehmende Vernetzung und Integration von Alltagsgegenständen und IT-
Systemen lassen sich zudem quantitativ mehr Informationen sammeln und 
dem Monitoring in Echtzeit bzw. zeitnah zur Verfügung stellen.
Die zunehmende Verbreitung von Endgeräten wie Smartphones oder Tablets 
und deren Integration in das Unternehmen schafft ebenfalls erkennbar neue 
Felder zur Effizienzsteigerung in Form sogenannter „Mobility“-Lösungen: Die 
Entkopplung der Durchführung und Überwachung bestimmter Prozess-Schrit-
te vom physikalischen Arbeitsplatz generiert Beschleunigungs- und Flexibili-
tätspotenziale. In diesem Kontext wirkt auch die Kommunikation im Rahmen 
von Social Media Bereichen, die zu einer höheren Durchlässigkeit bei der 
Interaktion zwischen Unternehmen und zugehörigen Aufgabenträgern führen. 
Über entsprechende Medien und deren Anbindung an prozessbegleitende 
oder prozessunterstützende Systeme lassen sich unternehmensübergreifen-
de Prozesse mit hoher Transparenz und zunehmend in Echtzeit beeinflussen.
Die zeitgemäße Kombination der genannten Bausteine (Cloud Computing, 
Mobility und Social Media) ermöglicht in steigendem Maße eine effektive und 
effiziente Anpassung der Unternehmensleistungen an Kunden- und Stakehol-
derbedürfnisse bzw. eine Optimierung betroffener Geschäftsprozesse.
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Die Rolle von Hochschulen lässt sich im Sinne einer Symbiose aus Praxis-
orientierung und wissenschaftlichem Anspruch charakterisieren. Praxisrele-
vante Forschungsergebnisse im Bereich der Geschäftsprozessmanagement-
Reifegradmodelle können genutzt werden, um die nachfolgend aufgelisteten 
Felder grundsätzlich zu verbessern.
– Kontinuität und Nachhaltigkeit: Bei der durchgängigen Etablierung von 
Geschäftsprozessmanagement-Reifegradmodellen vermag es die Wis-
senschaft, permanent bestehende Reifegradmodelle weiter zu entwickeln.
– Effektivität und Effizienz: Wissenschaftliche Erkenntnisse haben das Po-
tenzial, die Verbreitung hilfreicher Erfahrungen („Good Practices“) im Ge-
schäftsprozessmanagement zum gezielten Einsatz in der Praxis zu för-
dern.
– Methodik und Systematik: Mit Hilfe praxisorientierter Forschungsergebnis-
se lassen sich geeigneter Verfahren und Techniken kommunizieren, um 
Geschäftsprozessmanagement-Reifegradmodelle konsequent und mit ho-
her Qualität standardisiert zu betreiben.
– Objektivität und Sachlichkeit: Hochschulen agieren als neutraler Partner 
für fundierte Analysen und Bewertungen von Maturitätsmodellen und ver-
mögen es auf diese Weise, die Akzeptanz für die Thematik in der Praxis zu 
steigern.
– Know how Transfer: Von wissenschaftlicher Seite kann eine aktive Übertra-
gung bestehender Erkenntnisse und Forschungsergebnisse über erfolgrei-
che Konzeptionen im Sinne eines Transmissionsriemens erfolgen.
Entsprechende Aspekte lassen sich in Kooperation mit Unternehmen, Non-
Profit-Institutionen als auch mit Toolherstellern aufbauen. Auf diese Weise ist 
es möglich, eine Fitness-Steigerung von Organisationen unter besonderer 
Würdigung der IT, sowohl als Gegenstand als auch als Mittel zur Messung, im 
Rahmen der Thematik zu erzielen.
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Optimierung bestehender Geschäftsprozesse  
durch den Einsatz mobiler Applikationen  
am Beispiel eines mittelständischen Unternehmens  
mit diskreter Fertigung
Frank Morelli, Mathias Schröder
1  Mobilität und App-Einsatz
Im Jahr 2011 wurden in Deutschland 11,8 Millionen Smartphones verkauft. 
Das entspricht einem Anstieg von 31 Prozent im Vergleich zum Vorjahr [Bitk12] 
und bedeutet, dass es sich bei fast jedem zweiten neu erworbenem Handy 
um ein Smartphone handelt. Im Gegensatz zu konventionellen Mobiltelefonen 
werden Smartphones in der Regel über ein berührungsempfindliches Display 
gesteuert und unterstützen mobiles Breitband-Internet. Mit einem weltweiten 
Marktanteil von 19 Prozent im Jahr 2011 ist das iPhone von Apple das am 
weitesten verbreitete Smartphone [Rest12]. Hingegen erweist sich bei den 
mobilen Betriebssystemen Android von Google, das zum Jahresende 2011 
einen Anteil von ca. 50 Prozent verzeichnete, als führend. Im Gegensatz 
zu iOS dem mobilen Betriebssystem von Apple, das sich ausschließlich auf 
Apple-Geräten installiert lässt, kann Android von unterschiedlichen Hardware-
Herstellern eingesetzt werden.
Zum Erfolg verhalfen diesem Marktsegment, neben technischen Innovatio-
nen, insbesondere mobile Applikationen, sogenannte „Apps“. Hierbei handelt 
es sich um fertige Anwendungen, die im Alltag Verwendung finden sollen. 
Die erforderliche Infrastruktur zur Bereitstellung ist für den Benutzer nicht 
transparent: Beim Starten einer App muss er nicht auf (Netz-)Laufwerken zu 
seinen Dateien navigieren, sondern bekommt diese in personalisierter Form 
angezeigt. Das Frontend repräsentiert die einzige Schnittstelle, mit der ein 
Benutzer kommuniziert. Mit Hilfe einer Internetverbindung können Apps über 
ein herstellerspezifisches Online-Portal bezogen und innerhalb kürzester Zeit 
installiert werden. 
Das Spektrum der möglichen Anwendungen reicht von einfachen Inhalten 
(aktuelle Nachrichten, Zeitungsartikel etc.) und Datenbanken bis hin zu Pro-
grammpaketen mit jeweils umfangreicher Funktionalität. Bereits Ende 2011 
wurden im Apple Store über eine halbe Millionen Apps angeboten, von denen 
allein pro Monat über eine Millionen Apps heruntergeladen werden [Grot11]. Die 
große Anzahl und Vielfalt von Apps ist durch ein weiteres Konzept begründet: 
Die Betreiber der Online-Portale beteiligen die Entwickler am Gewinn der App. 
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Dies motivierte in der Vergangenheit neben professionellen Softwareentwick-
lern eine hohe Anzahl von Hobby-Programmierern Apps zu entwickeln. Zwei 
Entwicklungskonzepte sind dabei besonders populär. Apps die speziell für ein 
mobiles Betriebssystem entwickelt werden, bezeichnet man als native Apps. 
Diese Art von Apps wird direkt auf dem Endgerät installiert, ausgeführt und 
bietet eine optimale Integration der jeweiligen Hardware. Der Einsatz auf ei-
nem fremden Betriebssystem erfordert allerdings eine erneute Entwicklung und 
der Wartungsaufwand nimmt zu. Das zweite Konzept umgeht dieses Problem. 
Der Einsatz von Web-Technologien wie HTML5, CSS3 und JavaScript ermög-
licht die Entwicklung von Web-Apps ohne direkte Abhängigkeit vom jeweiligen 
Betriebssystem oder Endgerät. Die Ausführung erfolgt mit Hilfe des mobilen 
Browsers, der Eindruck eine eigenständige App zu starten bleibt erhalten. Ent-
wicklung und Wartung werden hierdurch lediglich an einer App durchgeführt.
Aus betriebswirtschaftlicher Perspektive bietet die Kombination von Apps und 
Smartphones ein erhebliches Chancenpotenzial, bei gegebener globaler Ver-
netzung und Mobilität, auf der Grundlage permanenter Konnektivität Infor-
mationen unabhängig von Zeit und Ort sofort abzurufen bzw. zu versenden. 
Hinzu kommen Aspekte der Personalisierung (Anpassung der Nutzerbedürf-
nisse) und der Kontextsensitivität (z. B. in Form von Location Based Servi-
ces). [Bul08, S. 26 ff]. 
Im B2C Bereich erfreuen sich Apps bereits großer Beliebtheit und für die 
Betreiber der Online-Portale, insbesondere Apple, erweisen sie sich als um-
satzsteigernd. Apps schließen im privaten Umfeld die Lücke zwischen dem 
Möglichkeitsspektrum des Internets einerseits und einem effizienten Zugriff 
andererseits. Auch im B2B-Sektor wird das Potenzial des App-Einsatzes zur 
Effizienzsteigerung diskutiert: In einer aktuellen Studie [Sign11] erhoffen sich 48 
Prozent der befragten Unternehmen eine Verbesserung der Kundenbeziehung 
durch die Einführung mobiler Lösungen. Auf dem zweiten Platz mit 41 Prozent 
der Stimmen steht die Steigerung der Mitarbeiter-Produktivität. Die Auswahl an 
aktuell angebotenen Applikationen wird der unternehmensseitigen Nachfrage 
jedoch nur bedingt gerecht: Insbesondere mangelt es noch an branchenspe-
zifischen Lösungen. Generell bieten viele der derzeit angebotenen Applikation 
nicht den Nutzen, der eine Investition in teure Endgeräte und die hierfür not-
wendige IT-Infrastruktur für mittelständische Unternehmen rechtfertigen würde. 
Wissenschaft und Praxis stehen daher gleichermaßen vor der Herausforde-
rung, Bereiche für die Optimierung durch mobile, passgerechte Lösungen zu 
identifizieren und zu evaluieren. Nur so lässt sich sicherstellen, dass eine mo-
bile Applikation den erwünschten Erfolg auf dem Markt erzielt und dem Unter-
nehmen einen Mehrwert liefert. Der Beitrag stellt anhand zweier Beispiele dar, 
wie sich mit Hilfe von mobilen Applikationen Geschäftsprozesse systematisch 
optimieren lassen. Das Beispiel basiert auf den Geschäftsprozessen der SAP 
Best Practices (BP) die im weiteren Verlauf näher erläutert werden.
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2  Motivation von mittelständischen Unternehmen für den Einsatz  
mobiler Lösungen
In der jüngeren Vergangenheit litten vor allem kleinere und mittlere Unter-
nehmen (KMU) unter den Folgen der Weltwirtschaftskrise, die 2007 mit dem 
Zusammenbruch des US-Immobilienmarktes (Subprime-Krise) begann. Im 
Gegensatz zu großen Unternehmen sind die negativen Auswirkungen solcher 
Störungen für kleine und mittelständische Unternehmen meist stärker und 
länger spürbar. Die Gründe hierfür liegen in den vergleichsweise geringeren 
Rücklagen, dem schlechteren Zugang zu Krediten und den sinkenden Kun-
denzahlen. Als Reaktion nimmt in Krisenzeiten die Reduktion von Kosten zur 
Sicherung der Unternehmung oberste Priorität ein. Dies geschieht beispiels-
weise durch Kurzarbeit oder durch die Aufschiebung von Investitionen in neue 
Maschinen und/ oder in die IT Infrastruktur. Zwischenzeitlich haben sich die 
Situation und die Lagebewertung bei den deutschen Unternehmen verbes-
sert. Dies ermöglicht Investitionen, bei der die IT für die Schaffung von Effizi-
enz- und Wettbewerbsvorteilen zunehmend an Bedeutung gewinnt. Als Motor 
für diese Entwicklung fungieren mehrere IT-Trends: Hierzu zählen neben den 
App-basierten Mobility-Lösungen insbesondere der Anstieg des Datenaus-
tauschs, die weltweite Vernetzung durch Social-Media sowie die Auslagerung 
von IT-Infrastruktur in die sogenannte Cloud. Diese Trends repräsentieren 
den Wunsch einer skalierbaren IT-Landschaft, die es Unternehmen und Mit-
arbeitern ermöglicht sich effektiver zu vernetzen und beliebige Informationen 
in Echtzeit unabhängig von Ort und Zeit auszutauschen.
Als charakteristisch für die mittelständische Unternehmenskultur gilt eine 
hohe Kommunikationsrate, die sich aufgrund der schwächer ausgeprägten 
Arbeitsteilung gegenüber großen Firmen als kritischer Erfolgsfaktor erweist. 
Ein weiterer Aspekt im bestehenden Mobilitätskontext ist die flexible Hand-
habung von Geschäftsprozessen im operativen Management. App-basierte 
Lösungen haben das Potential, Flexibilitäts-, Kosten- und Zeitvorteile zu stei-
gern und den Bedürfnissen der zukünftigen Arbeitnehmer gerecht zu werden. 
3  Mobility Lösungen im Unternehmensumfeld am Beispiel von SAP 
Business All in One
Die SAP AG eröffnete Ende 2011 als erstes Unternehmen eine Plattform, 
ähnlich dem Apple App Store und dem Android Market, die Geschäftskunden 
Zugang zu mobilen Applikationen ermöglicht. Der SAP Store beinhaltet der-
zeit 82 Apps (Stand 15. Mai 2012), entwickelt von Partnerunternehmen und 
der SAP selbst. Der Zugang zum Portal kann sowohl über eine Webseite als 
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auch über eine App („SAP Mobile Apps“) erfolgen. Auf der Bitkom kündigten 
Hewlett-Packard, Deutsche Telekom, Atos und Fujitsu an, in naher Zukunft 
ebenfalls eine Plattform dieser Art für Apps und Cloud Applikationen zu er-
öffnen [Hack 2012]. Im Vergleich zur hohen Verfügbarkeit von Apps für den 
privaten Gebrauch mangelt es wie bereits angesprochen noch an Lösungen 
für den Einsatz in Unternehmen unterschiedlicher Branchen. Hierfür zeichnet 
insbesondere die Komplexität verantwortlich, die anhand von zwei Aspekten 
erläutert werden soll: 
– Als Ausgangspunkt für eine Mobility Lösung im Unternehmen fungiert typi-
scherweise das vorhandene ERP-System mit seinen betriebswirtschaftlich 
orientierten Transaktionen im Sinne eines „Backbones“. Im Mittelstand trifft 
man hierbei auf eine hohe Bandbreite an verfügbaren Alternativen [vgl. 
Sont11].
– Die Anforderungen im B2B-Sektor sind vielfältiger und höher als im B2C-
Bereich. Es gilt in diesem Kontext sowohl unterschiedliche Geschäftspro-
zesse und IT-Systeme zu berücksichtigen als auch hohe Sicherheitsanfor-
derungen zu erfüllen. 
App-Entwickler und Unternehmen müssen demnach beiderseits bestrebt 
sein, die für den jeweiligen Einsatzweck optimale Lösung zu identifizieren. Die 
innovativen Bestrebungen der SAP rechtfertigen es aus Sicht der Autoren, auf 
der Basis vorhandener Lösungen dieses Softwareherstellers ein Konzept zur 
Identifizierung mobiler Lösungskonzepte im B2B-Bereich zu erarbeiten. Im 
Folgenden wird aufgrund zugehöriger Einsatzerfahrungen der SAP und des 
bestehenden BP Konzepts die ERP Lösung Business All in One als Grundla-
ge für das Anwendungsbeispiel herangezogen. Die konzeptionelle Ausgestal-
tung lässt sich auf andere ERP-Softwarehersteller übertragen. 
SAP Business All in One repräsentiert neben SAP Business One und Buiness 
ByDesign eine Lösungsoption für KMU. Im direkten Vergleich zu den beiden 
anderen ERP-Produkten handelt es sich bei SAP Business All in One um das 
umfassendste Lösungsangebot, das auf dem klassischen SAP ERP System 
und der SAP Netweaver Technologie basiert: Um die Implementierung zu be-
schleunigen und die Total Cost of Implementation (TCI) zu senken hat die 
SAP in Zusammenarbeit mit Partnern und Kunden sogenannte „Best Practi-
ces“  entwickelt. Bei SAP All in One ermöglichen diese BP den Einsatz vorge-
fertigter Standard-Geschäftsprozesse, anstatt diese  unternehmensindividuell 
in einem SAP ERP System einstellen zu müssen. Der Customizing-Aufwand 
wird hierdurch erheblich reduziert. 
BP existieren sowohl in branchenspezifischen Ausprägungen (wie beispiels-
weise Automotive, Banking oder High-Tech) als auch in Form von branchen-
übergreifenden Paketen wie Business Intelligence (BI), Customer Relation-
ship Management (CRM), Supply Chain Management (SCM) oder Product 
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Lifecycle Management (PLM). Sie enthalten grundsätzlich drei Komponenten 
(strukturiertes Einführungsverfahren, Dokumentation mit Konfigurationsleitfa-
den sowie vorkonfigurierte Inhalte), um zentrale Geschäftsprozesse „schlüs-
selfertig“ lauffähig zu machen. 
Die Dokumentation zweier Kernprozesse für die diskrete Fertigung dient 
im Rahmen dieses Artikels als Ausgangspunkt für die Identifizierung neuer 
mobiler Lösungskonzepte. In den nachfolgenden Kapiteln wird die eigens in 
Kooperation mit dem Softwarehersteller entwickelte Vorgehensweise anhand 
zweier Beispiele erläutert.
4  Identifizierung und Einbindung mobiler Lösungskonzepte anhand 
von SAP Best Practices der diskreten Fertigung
Für die Veranschaulichung der Methodik werden Beispiele der SAP BPs aus 
der diskreten Fertigung als Grundlage verwendet. Diese bestehen aus 103 
Szenarien in den Bereichen Materialwirtschaft, Produktionsplanung und –
steuerung, Vertrieb, Logistik, Qualitätsmanagement sowie Rechnungswesen 
und Controlling (Stand: V1.605). Im Rahmen der Dokumentation werden die 
einzelnen Prozesse innerhalb der Szenarien mit Hilfe von Schwimmbahn-
Diagrammen visuell dargestellt. Diese Diagramme geben Aufschluss über die 
Beteiligten (Rollen), Tätigkeiten und Abläufe. 
Unternehmen der diskreten Fertigung zeichnen sich dadurch aus, dass ihre 
Produkte als abzählbare Einheiten hergestellt werden und damit im Kontrast 
zur Prozessfertigung stehen. Hierzu zählt u. a. die Produktion von Automo-
bilkomponenten. Unternehmen innerhalb dieser Branche agieren in einem 
globalen, kostenorientierten Markt und stehen vor der Herausforderung, bei 
den sich weiter verkürzenden Produktlebenszyklen, Kundenbindung durch 
hohe Qualität und exzellentem Service langfristig zu forcieren. Diese Umge-
bung erfordert einen kontinuierlichen Verbesserungsprozess. Die wesentli-
chen Herausforderungen und Treiber für zugehörige Aktivitäten liegen in der 
kontinuierlichen Optimierung der Prozesseffizienz sowie in der Unterstützung 
unternehmensinterner, standortübergreifender Zusammenarbeit sowie der 
Zusammenarbeit mit externen Partnern und Zulieferern. Einer Verkürzung 
der „Time-to-Market“ kommt dabei eine zentrale Bedeutung zu. Hier sehen 
die Autoren entsprechendes Potential für den Einsatz mobiler Lösungen im 
Mittelstand. 
Die Identifizierung neuer mobiler Lösungen anhand der BP-Prozesse vollzieht 
sich in drei Schritten: Zunächst erfolgt eine Zuordnung der Rollen aus den 
BPs zu einem generischen Rollenmodell eines mittelständischen Betriebes. 
Als Ergebnis fungiert ein vereinfachtes Rollenmodell, aus dem man ersehen 
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kann, welche Rollen in welchen Szenarien involviert sind. Im Anschluss wer-
den die Szenarien detailliert untersucht und fünf Mobility-relevante Sachver-
halte (vgl. Abb. 1) bestimmt, die man aus den Szenarien heraus einer Rolle 
zuordnen kann.  
Abb. 1: Rollenmodell für die Analyse der SAP Best Practices
Die entsprechenden Aufgabenstellungen, Informationen bzw. Aktivitäten las-
sen sich wie folgt kategorisieren:
Genehmigung
Genehmigungsaktivitäten verwendet man, wenn die Zustimmung einer Füh-
rungskraft oder eines Vorgesetzten zur Fortführung des Geschäftsprozesses 
bzw. zum Anlegen bestimmter Belege (z. B. Bestellungen) im IT-System er-
forderlich ist. Genehmigungen lassen sich aufgrund der geringen Komplexität 
verhältnismäßig leicht auf Apps übertragen. Das zeitliche Verbesserungspo-
tenzial erweist sich als hoch, da eine Genehmigung meist den Prozessverlauf 
so lange blockiert, bis sie von der verantwortlichen Person oder dessen Stell-
vertreter erteilt wurde.
Benachrichtigung
Eine Benachrichtigung informiert eine Person über einen definierten Status 
bzw. ein Ereignis (z. B. „Bestellung eingegangen“, „Wareneingang erfolgt“). 
In zeitkritischen Prozessen mit mehreren Beteiligten lassen sich Benachrichti-
gungen einsetzen, um die erforderlichen Tätigkeiten zu beschleunigen, da die 
jeweils verantwortliche Person schneller informiert wird. Auch kritische Situa-
tion wie beispielsweise der Ausfall einer Maschine oder ein Qualitätsproblem 
kann man mit Hilfe von Benachrichtigungen schneller beheben. Das automa-
tische Senden von Nachrichten auf ein mobiles Endgerät erfordert in diesem 
Zusammenhang Push-Funktionalität  im Backend-System. 
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Informationsabruf
In der Kategorie Informationsabruf werden Prozessschritte gesammelt in de-
nen eine Person Information aus dem ERP System abruft (z. B. Liefertermin, 
Status, …). 
Review
Bei einem Review handelt es sich um einen Vorgang, bei dem Informationen 
in gebündelter Form zur Begutachtung übermittelt werden. Eine nachfolgende 
Handlung ist nicht zwingend erforderlich. 
Informationsspeicherung
Alle Vorgänge, bei denen Belege im ERP System aktiv vom menschlichen 
Bearbeiter abgespeichert werden, gehören in die Kategorie Informationsspei-
cherung. 
 
Nach der initialen Analyse der Rollen und der Zuordnung Mobility-relevanter 
Sachverhalte erfolgt als zweiter Schritt die Optimierung der Geschäftsprozes-
se auf Grundlage der SAP BPs. Innerhalb dieses Artikels werden im weiteren 
Verlauf zur Illustration ein Verkaufsprozess und ein Einkaufprozess herange-
zogen. Für die Darstellung der BPs verwendet die SAP eine Swimlane-Dia-
grammtechnik. Das jeweilige Modell enthält Informationen über die beteiligten 
Rollen, Tätigkeiten, Ereignisse und Dokumente.
Die ganzheitliche Abbildung von mobilen Realisierungspotenzialen innerhalb 
der Beispiele erfolgt mit Hilfe der Modellierungssprache Business Process 
Model and Notation (BPMN), da sich diese zunehmend in Wissenschaft und 
Praxis etabliert: BPMN stellt  Symbole zur Verfügung, mit denen Experten aus 
den Fachbereichen und IT-Spezialisten Geschäftsprozesse abbilden können. 
Als Modellierungssprache basiert sie darüber hinaus auf syntaktischen und 
semantischen Regeln (Metamodellen) zur Verknüpfung der Symbole. Diese 
Formalisierung, die innerhalb der menschlichen Sprache einer Grammatik 
entspricht, ermöglicht im Idealfall die automatisierte Transformation der Pro-
zessmodelle in ablauffähige Workflows.
5  Beispiel Verkaufsprozess
Der Geschäftsprozess „Kundenauftragsabwicklung – Verkauf ab Lager“ ist in 
seiner ursprünglichen Fassung aus Abbildung 2 ersichtlich. Er umfasst sämtli-
che Schritte vom Anlegen eines Auftrags bis hin zum Ausgleichen eines Kun-
denkontos nach Eingang der Zahlung.
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Abb. 2: SAP Best Practice Kundenauftragsabwicklung – Verkauf ab Lager [Sap12]
Der Ausgangsprozess beginnt mit dem Anlegen eines Standardkundenauf-
trags. Je nach Kunde und Material werden während der Auftragserfassung 
verschiedene spezifische Schritte durchgeführt, wie z. B. die Preisfindung für 
den Kunden und/oder das Material, das Gewähren anwendbarer Rabatte, die 
Überprüfung der Materialverfügbarkeit sowie die Überprüfung der Kredithisto-
rie des Kunden. Im Anschluss an die Kommissionierung erfolgt die Erfassung 
die gelieferte Materialmenge im ERP System. Nach Abschluss der Kommis-
sionierung muss der Lagermitarbeiter den Bestand systematisch ausbuchen. 
Diese Bestandsausbuchung stellt die eigentliche Erfassung der an den Kun-
den gelieferten physischen Menge dar. Sobald dies erfolgt ist, lässt sich die 
Lieferung fakturieren und der Erlös wird zusammen mit den Umsatzkosten 
im Rechnungswesen erfasst. Mit diesem Schritt endet das Beispiel für den 
Verkaufsprozess. 
Der ausgewählte Geschäftsvorfall besitzt aus Sicht der Autoren ein hohes 
Potential für die Optimierung mit Hilfe von mobilen Lösungen. Wie in [Ellw08] 
publiziert verbringen Vertriebsmitarbeiter durchschnittlich 13 Prozent ihrer 
Zeit mit Reisetätigkeiten und nur 22 Prozent mit Verkaufsaktivitäten. Weitere 
12 Prozent fallen für die Verarbeitung von Bestellungen und 23 Prozent für 
administrative Aufgaben an. Entsprechende Optimierungsüberlegungen stüt-
zen sich auf folgende Aspekte: 
– Während der Reise verfügen die Vertriebsmitarbeiter nur über einge-
schränkten Zugriff auf ein Notebook oder einen PC. Durch die Ausführung 
von Geschäftsprozessaktivitäten auf mobilen Endgeräten ist eine Steige-
rung der Produktivität währenddessen möglich. 
– Die Funktionalität von CRM-Systemen  ermöglicht es den Vertriebsmit-
arbeitern einen größeren Kundenkreis zu betreuen. Gleichzeitig ist der 
Aufwand an administrativen Tätigkeiten stark gestiegen. Auch hier haben 
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mobile Lösungen das Potential den Aufwand für Tätigkeiten wie beispiels-
weise die Absatzplanung oder die Kampagnenplanung zu minimieren. Der 
Mitarbeiter profitiert hierbei vor allem von der Möglichkeit Information di-
rekt am Ort des Geschehens auf sein Smartphone und Daten aktiv in das 
ERP-System zu übertragen. Mehraufwände und Fehler können dadurch 
reduziert werden. 
– Darüber hinaus ermöglicht der Zugriff auf Informationen aus dem ERP-
System eine Verbesserung der Antwortzeit gegenüber dem Kunden. Fer-
ner kann ein Vertriebsmitarbeiter über kritische Vorfälle schneller informiert 
und hierdurch zeitnah (Gegen-)Maßnahmen eingeleitet werden.
Für das neue Lösungskonzept (siehe Abbildung 3) werden drei Elemente 
der Rolle Vertriebsmitarbeiter kombiniert: Informationsspeicherung (Kunden-
auftrag erstellen), Informationsabruf (Kundenreport, Kundenauftragsstatus/ 
-sperre prüfen, Kreditlimitprüfung durchführen) und Benachrichtigung (Auf-
tragserteilung, ATP-Prüfungsergebnis). 
Abb. 3: Lösungskonzept für die Auftragsbearbeitung aus Sicht des Vertriebsmitarbeiters
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Der Vertriebsmitarbeiter wird nach Auftragseingang per App über eine Nach-
richt informiert. Er hat nun frühzeitig die Möglichkeit die Bearbeitung der An-
frage zu planen oder direkt auf seinem mobilen Endgerät auszuführen. Die 
dafür notwendigen Informationen sind im ERP System abgelegt und lassen 
sich im Sinne einer Pull-Funktion über die App abrufen bzw. analog zur Mel-
dung des Auftrageingangs als Push-Funktionalität aktiv IT-seitig bereitstellen. 
6  Beispiel Einkaufsprozess
Im Rahmen dieses Geschäftsprozesses (vgl. Abb. 4) werden Bestellanforde-
rungen entweder über die Materialbedarfsplanung (MRP) oder manuell von 
einem Anforderer im Unternehmen generiert. Alternativ kann eine Bestellung 
auch manuell vom Einkäufer angelegt werden. Ein Sachbearbeiter im Einkauf 
prüft die Bestellanforderung auf Fehler und setzt sie zu gegebener Zeit in eine 
Bestellung um. 
Bevor die Bestellung an einen Lieferanten versendet wird, muss sie in Abhän-
gigkeit von der Höhe des Betrags ggf. der Leiter des Einkaufs genehmigen. 
Nach erfolgtem Ausdruck wird die Bestellung an den Lieferanten versendet. 
Der hiernach erfolgende Wareneingang mit Bezug auf die Bestellung ist nicht 
mehr Gegenstand der weiteren Betrachtung. 
Abb. 4: SAP Best Practice Beschaffung von Materialien [Sap12-1]
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Ein Sachbearbeiter im Einkauf verfügt z. B. aufgrund von Besprechungen 
oder Meetings nicht zwangsweise über permanenten Zugriff auf ein Notebook 
oder einen PC. Dies gilt in noch verstärktem Maße für den Einkaufsleiter im 
Unternehmen, der weiterhin für Genehmigungsprozesse nur eingeschränkt 
Zeit aufbringen kann. Entsprechend besitzt auch dieses Prozessbeispiel aus 
Sicht der Autoren Optimierungspotenzial durch den Einsatz mobilen Lösun-
gen.
Abb. 5: Lösungskonzept für die Beschaffung von Materialien aus Sicht des Einkäufers
Für das neu gestaltete Konzept (vgl. Abb. 5) werden für den Sachbearbei-
ter im Einkauf folgende Mobility-relevante Sachverhalte identifiziert: Infor-
mationsspeicherung (BANF in Bestellung umwandeln, Bestellung ändern, 
Bestellung versenden), Review (Bewilligungsantrag) und Benachrichtigung 
(manuell erzeugte BANF von einem Antragsteller aus einer Fachabteilung, 
maschinell erzeugte BANF über die Materialbedarfsplanung sowie geneh-
migte bzw. abgelehnte Bestellung durch den Einkaufsleiter). Der Leiter des 
Einkaufs wird seinerseits per App vom Sachbearbeiter über die zu geneh-
migende Bestellung benachrichtigt (Push-Funktion). Nach Durchführung des 
Arbeitsschrittes erfolgt die Unterrichtung (im Sinne einer Benachrichtigung) 
des Sachbearbeiters wiederum automatisch per App über das Ergebnis des 
Genehmigungsvorgangs.
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7  Fazit
Die Bedeutung von neuen IT-Technologien, die sich mit Mobilität und der in-
ternetbasierten Zusammenarbeit beschäftigen, nimmt mehr und mehr zu. Für 
mittelständische Unternehmen mit begrenztem IT-Budget ist die Auswahl der 
richtigen Technologie von großer Bedeutung. 
Mobile Lösungen bieten ein vielfältiges Möglichkeitsspektrum, um Ziele im 
Unternehmen positiv zu beeinflussen: Entsprechende Optimierungspotenzia-
le bestehen von der internen Beschleunigung von Geschäftsprozessen durch 
die Mobilisierung von Genehmigungsabläufen bis hin zur Verbesserung des 
Kundenservices mit Hilfe von multifunktionalen Apps für Vertriebsmitarbeiter. 
Aufgrund der Komplexität von vorhanden System(infrastruktur)en, Geschäfts-
prozessen und Technologien sind eine systematische Vorgehensweise so-
wie der Einsatz von adäquaten Werkzeugen unerlässlich. Dies unterscheidet 
Entwicklungen im Unternehmensumfeld von denen im privaten Bereich und 
repräsentiert einen wichtigen Grund für die jeweils stark unterschiedlichen 
Entwicklungen im Hinblick auf die App-Portal-Nutzung.
Die vorgestellte generische Methodik wurde mit dem Ziel entwickelt, auf 
Grundlagen bestehender Geschäftsprozesse mobile Lösungsansätze zu 
identifizieren und deren Ausgestaltung visuell darzustellen. Zur Illustration 
der Vorgehensweise wurde auf die SAP BP als Analysegrundlage zurückge-
griffen. Diese basieren auf langjährigen Erfahrungen der SAP und beteilig-
ter Kunden und repräsentieren einen empfohlenen Implementierungsansatz. 
Aus Sicht der Autoren zeigen die beiden ausgewählten Beispiele, dass es 
möglich ist, auf der Basis von Geschäftsprozessdokumentationen zugehörige 
Optimierungspotenziale zu identifizieren und konzeptionelle Lösungen aus-
zugestalten. Die Verwendung der standardisierten Geschäftsmodellierungs-
sprache BPMN vereinfacht einen globalen Austausch über entsprechende 
Sachverhalte. Die Ergebnisse sollten im praktischen Einsatz als Ausgangs-
punkt für den Dialog mit relevanten Stakeholdern (z. B. betroffenen Mitar-
beitern, Kunden und Nutzern) dienen, um einen nachhaltigen Wertbeitrag im 
Unternehmen zu liefern. 
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Berechnung des IT-Wertbeitrags
Martin Kütz
1  Einleitung
1.1  Fragestellung
IT ist unverzichtbarer Bestandteil der Aktivitäten in Unternehmen und anderen 
Organisationen (vgl. [Krcm10], S. 1 – 4). Obgleich der Anteil der IT-Kosten 
an den gesamten Kosten einer Organisation in der Regel eher gering ist, so 
ist doch die Abhängigkeit von der Funktionsfähigkeit, Verfügbarkeit und Leis-
tungsfähigkeit der IT-Systeme enorm. Nicht zuletzt aufgrund gesetzlicher An-
forderungen, z. B. Meldepflichten, ist eine geregelte Geschäftstätigkeit ohne 
den Einsatz von IT nicht (mehr) möglich.
Auf diesem Hintergrund stellt sich die Frage, in welchem Maße die IT zum 
Unternehmenserfolg beiträgt, insbesondere den Markt- oder Börsenwert des 
Unternehmens (positiv) beeinflusst. Kurz: Wie trägt IT zum Wert des Unter-
nehmens/der Organisation bei?
1.2  Zielsetzung
Um diese Frage zu beantworten, muss man klären, wie man den Wert eines 
Unternehmens oder einer Organisation bestimmen will. Entsprechende Me-
thoden bietet die wertorientierte Unternehmensführung in Form des Residu-
algewinns (oder: Economic Value Added (EVA), vgl. [StWe08]). Ziel dieses 
Beitrages ist es, die entsprechenden Ansätze der wertorientierten Unterneh-
mensführung auf die IT eines Unternehmens oder einer Organisation zu über-
tragen. Dazu müssen diese Methoden geeignet auf Teilorganisationen der 
Gesamtorganisation projiziert werden.
Da in diesem Beitrag zwei verschiedene Ansätze vorgestellt werden, ergibt 
sich als weiteres Ziel, die Verbindung zwischen den beiden Verfahren bzw. die 
Unterschiede zwischen ihnen herauszuarbeiten.
2  Methoden zur Berechnung des IT-Wertbeitrages
2.1  Begriffliche Grundlagen
Unternehmen müssen Gewinne erwirtschaften, sonst sind sie nicht (über-) 
lebensfähig. Die wertorientierte Unternehmensführung hat erkannt, dass das 
aber nicht ausreicht. Die Gewinne müssen eine bestimmte Größenordnung 
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erreichen und überschreiten. Ursache ist das Kapital, dass die Unternehmen 
von externen Personen oder Organisationen erhalten. Diese Kapitalgeber er-
warten für das bereitgestellte Kapital eine bestimmte Rendite. Daraus folgt, 
dass die Gewinne eines Unternehmens so groß sein müssen, dass die Rendi-
teerwartungen der Kapitalgeber befriedigt werden können. Die entsprechen-
den Auszahlungen müssen aus den Gewinnen finanziert werden können, weil 
sie sonst (auf Dauer) die (finanzielle) Substanz des Unternehmens aufzehren. 
Ist nun der Unternehmensgewinn so groß, dass daraus die Renditeansprüche 
der Kapitalgeber befriedigt werden können und bleibt dann noch ein Restge-
winn übrig, so bezeichnet man diesen Residualgewinn als „Übergewinn“ oder 
auch „Economic Value Added“ (EVA) – je nach gewählter Berechnungsme-
thode (vgl. [StWe08]).
2.2  Das Prinzip des Residualgewinns
Um einen Wertbeitrag der IT im vorgenannten Sinn zu ermitteln, sind 3 Kom-
ponenten zu ermitteln:
– den erzielten Erlös oder ein Erlösäquivalent
– die entstandenen Kosten
– die Renditeerwartung der Kapitalgeber
Für den erzielten Erlös einer IT-Organisation kann man im Falle einer inner-
betrieblichen Leistungsverrechnung den Verrechnungserlös ansetzen; das ist 
Grundlage des serviceorientierten Ansatzes. Ein anderer Ansatz bezieht sich 
auf IT-Projekte. Hier betrachtet man den durch das Projekt erzielten oder er-
zielbaren Nutzen.
Die Ermittlung der Kosten ist begrifflich am einfachsten abzugrenzen. Jedoch 
ist sicherzustellen, dass die Kosten der IT vollständig einbezogen werden 
(können). Bei einer Betrachtung von IT-Bereichen sind das (natürlich) nur die 
Kosten der Leistungserstellung, nicht die Kosten der Leistungsverwendung; 
es geht hier also nicht um Kosten im Sinne der TCO (vgl. [FrKü11], S. 368).
Um die Renditeerwartungen der Kapitalgeber zu bestimmen, sind mehrere 
Fragen zu beantworten:
– Wer sind die Kapitalgeber?
– Was sind Ihre Erwartungen?
– Wie kann man den entsprechenden finanziellen Wert ermitteln?
Bei den Kapitalgebern ist zwischen Eigenkapitalgebern und Fremdkapitalge-
bern zu unterscheiden. Der Eigenkapitalgeber hat ein bestimmtes Kapital in 
das Unternehmen investiert, das sich in den Bilanzpositionen zum Eigenkapi-
tal manifestiert. Auf dieses Kapital erwartet er eine bestimmte Verzinsung. Der 
Fremdkapitalgeber hat der Organisation ebenfalls Kapital überlassen, z. B. in 
Form eines Kredites. Er erwartet ebenfalls eine bestimmte Verzinsung dieses 
Kapitals, die er sich aber vertraglich gesichert hat.
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Insgesamt hat die Organisation eine bestimmte Kapitalstruktur und aus den 
unterschiedlichen Renditeerwartungen der verschiedenen Kapitalgeber ergibt 
sich über die spezifische Kapitalstruktur ein mittlerer Zinssatz. Da Zinsen auf 
Fremdkapital als Kosten in der Gewinn- und Verlustrechnung (GuV) geführt 
werden dürfen, reduzieren sie die steuerliche Belastung. Diese Steuereffek-
te werden in den mittleren Zinssatz eingerechnet. Der solchermaßen ange-
passte mittlere Zinssatz auf das eingesetzte Kapital ist die WACC = weighted 
average cost of capital (vgl. [StWe08], S. 31 – 34). Da man das in einem 
Fachbereich eingesetzte Kapital üblicherweise nicht danach unterscheiden 
kann, aus welcher Quelle es stammt, insbesondere nicht, ob Eigenkapital 
oder Fremdkapital eingesetzt wurde, werden die Kapitalkosten, also die Zin-
sen auf das eingesetzte Kapital, durch die Multiplikation des entsprechenden 
Kapitalbetrages mit dem WACC bestimmt.
Das für die IT benötigte Kapital ist an zwei Stellen erforderlich, zum einen im 
Anlagevermögen der IT und zum anderen im betriebsnotwendigen Kapital, 
das die IT benötigt, um arbeiten zu können.
Im ersten Fall muss man die Restbuchwerte des vorhandenen IT-Anlagever-
mögens ermitteln. Das sollte über die Anlagenbuchhaltung möglich sein. Um 
die Konsistenz zum Wertbeitrag des Unternehmens zu erhalten, sollte man 
mit den bilanziellen Abschreibungen arbeiten (Das ist methodisch allerdings 
nicht zwingend). Bei der Berechnung ist zu entscheiden, ob man das IT-Anla-
gevermögen zu bestimmten Zeitpunkten erhebt oder mit einem Jahresmittel-
wert arbeitet. Der Anwender sollte hier dieselbe Betrachtungsweise wählen, 
die in der Organisation auch an anderen Stellen genutzt wird.
Im zweiten Fall muss man davon ausgehen, dass das jeweilige Unternehmen 
einen bestimmten branchen- und unternehmensspezifischen Cash-to-Cash-
Cycle (CCC) aufweist. Der CCC beschreibt die Zeitspanne, die ein Unterneh-
men benötigt, bis die in Material und Vorleistungen gebundenen finanziellen 
Mittel durch Umsatzerlöse wieder freigesetzt werden. Diese Zeitspanne wird 
hier als Anteil an der Dauer einer Planungsperiode angesehen (vgl. [KrAr08], 
S. 105 – 106). Dementsprechend müssen auch die IT-Kosten des laufenden 
Betriebs (ohne Abschreibungen) durch Kapital vorfinanziert werden. Dieses 
betriebsnotwendige Kapital entspricht demzufolge demjenigen Anteil der IT-
Kosten einer Planungsperiode, den der CCC als Zeitspanne an der Länge 
der Planungsperiode aufweist. Hat das Unternehmen also einen CCC von 
6 Monaten, so hat das betriebsnotwendige Kapital (der IT) ein Volumen von 
50% der gesamten IT-Kosten des Jahres.
Damit hat der Residualgewinn folgende Struktur:
RG = E – K – AS – RBW * WACC – K * CCC * WACC 
Dabei bedeutet E das Erlösäquivalent, K die Kosten (ohne Abschreibungen), 
AS die Abschreibungen, RBW den Restbuchwerrt, CCC den (relativen) Cash-
to-Cash-Cycle und WACC die Weighted Average Cost of Capital.
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Auf der Unternehmensebene werden noch Gewinnsteuern abgezogen, da 
durch Steuerzahlungen Liquidität und somit Kapital abfließen. Für die Be-
trachtung interner Wertbeiträge sei das ausgeklammert, weil dies z. B. bei der 
Investitionsrechnung meistens in gleicher Weise praktiziert wird. Man muss 
sich aber darüber im Klaren sein, dass der interne Wertbeitrag letztlich so 
groß sein muss, dass er auch einen Deckungsbeitrag zu den Gewinnsteuern 
der Gesamtorganisation leisten kann.
2.3  Residualgewinne von IT-Projekten
Zunächst sei ein einzelnes Projekt betrachtet. Im Rahmen der Investitions-
rechnung werden die durch das Projekt verursachten Liquiditätsflüsse für 
einen bestimmten, vorgegebenen Zeitraum betrachtet. In vielen IT-Organi-
sationen sind 3 Jahre plus Projektlaufzeit üblich. Daraus wird in der Investiti-
onsrechnung der Barwert ermittelt, also der durch das Projekt in der zugrun-
degelegten Zeitspanne erzielte Vermögenszuwachs der Organisation (vgl. 
[Götz06], S. 71). Dabei wird zugrundegelegt, dass die erzielten Nutzeffekte 
alle finanziell bewertbar sind und unmittelbar gewinnrelevant sind. 
In der Praxis wird allerdings gerne argumentiert, dass viele Nutzenanteile von 
IT-Projekte nicht finanziell bewertbar seien. Daraus müsste man dann schlie-
ßen, dass die hier vorgestellte Vorgehensweise nicht praktikabel ist. Aus der 
Entscheidungstheorie weiß man jedoch, dass (unter gewissen Randbedin-
gungen) jeder beliebige Nutzeffekt ein finanzielles Äquivalent haben muss, 
wenn man über die Durchführung oder Nichtdurchführung eines Projektes 
entscheiden will (vgl. [Laux07], S. 82 – 89). Denn es lässt sich stets  ein Pro-
jekt konstruieren, so dass alle Projektdaten bis auf die Nutzeffekte identisch 
sind und das konstruierte Projekt einen finanziellen Nutzen derart ausweist, 
dass sich der Verantwortliche nicht mehr zwischen den beiden Projekten ent-
scheiden kann. Beide Projekte sind (für ihn) äquivalent. Der Barwert berück-
sichtigt zudem die Kosten, die in Form von Abschreibungen auftreten, da er 
den gesamten Projektaufwand enthält.
Die hier vorgetragenen Überlegungen orientieren sich an der statischen In-
vestitionsrechnung (vgl. [WöDö10], S. 530 – 536). Das hat seine Ursache da-
rin, dass Diskontierungen bei der Übertragung von der Projektebene auf die 
Gesamt-IT-Ebene wieder eliminiert werden müssten. Diese Vorgehensweise 
beruht aber auch auf der Tatsache, dass bei den in der IT üblichen 3-jähri-
gen Einsatzzeiträumen, die man der Investitionsrechnung zugrundelegt, die 
Diskontierungseffekte minimal und in der Praxis nicht entscheidungsrelevant 
sind. Außerdem vereinfacht sich so der Rechenaufwand...
Der Barwert muss nun noch um die Kapitalkosten reduziert werden. Wenn 
man weiß, welcher Anteil des Projektaufwandes aktiviert wird, ergeben sich 
daraus sofort die (üblicherweise linearen) Abschreibungen. Der nicht aktivier-
te Anteil des Projektaufwandes wird als Kosten der Projektperiode geführt. 
209
Die jährlichen Betriebskosten sind aus der Investitionsrechnung bekannt und 
können unmittelbar in die Kapitalkostenermittlung eingesetzt werden. Damit 
zeigt sich der kumulierte Projektwertbeitrag als Erweiterung oder Modifikation 
des Barwertes.
2.4  Ableitung eines projektbasierten IT-Wertbeitrags
Wie lassen sich nun die Einzeldaten von Projekten nutzen, um einen Wertbei-
trag der Gesamt-IT zu errechnen? Betrachtet man die aktuelle Planungspe-
riode, so kennt man mehrere Projekte, die entweder in dieser Periode durch-
geführt werden, in der letzten Periode durchgeführt wurden, in der vorletzten 
Periode durchgeführt wurden usw. Mit der in der Investitionsrechnung übli-
cherweise genutzten Indizierung der Perioden ergibt sich daraus Folgendes:
Die aktuell laufenden Projekte sind in Periode 0, die im Vorjahr gelaufenen 
Projekte sind in Periode 1, die im vorletzten Jahr gelaufenen Projekte sind 
nun in Periode 2, usw. Für die betrachteten Projekte kennt man aus der Inves-
titionsrechnung die jeweiligen periodenspezifischen Effekte:
– Nutzeffekte, die in der aktuellen Periode erzielt werden
– Kosten (inkl. Abschreibungen), die in der aktuellen Periode entstehen 
– Restbuchwerte des Projektes in der Anlagenbuchhaltung
Daraus kann man für jedes betrachtete Projekt einen periodenspezifischen 
Wertbeitrag ermitteln. Dieser Wertbeitrag kann für ein einzelnes Projekt posi-
tiv sein, muss es aber nicht sein.
Bei den aktuell laufenden Projekten wird der Periodenwertbeitrag mit Sicher-
heit sogar negativ sein. Denn üblicherweise zeigen Projekte in der Projektpe-
riode noch keine Nutzeffekte. Die Vorgehensweise für ein einzelnes Projekt 
zeigt Tab. 1.
WACC 10% CCC 0,5
Periode 0 1 2 3
Projektaufwand, akvierbar 90
Projektaufwand, nicht akvierbar 50
Projekolgekosten 80 50 50
Abschreibungen 30 30 30
Nutzeffekte (Erlösäquivalent) 100 150 150
Restbuchwert 90 90 60 30
Kapitalkosten auf Restbuchwert 9 9 6 3
Kapitalkosten auf Projekolgekosten 0 4 2,5 2,5
Periodenwertbeitrag -59 -23 61,5 64,5
Tab. 1: Berechnung des Periodenwertbeitrages eines Projektes (Beispiel)
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Jetzt werden über alle betrachteten Projekte die periodenspezifischen Grö-
ßen aufaddiert. Dabei wird hier vergröbernd angenommen, dass die Projekt-
perioden mit den Planungsperioden vollständig synchronisiert sind. Das ist 
natürlich in der Praxis nicht der Fall. Insofern wären (eigentlich) entsprechen-
de Abgrenzungsrechnungen erforderlich. 
Und man stellt fest, dass die periodenspezifischen Kosten der betrachteten 
Projektgruppe einen bestimmten Anteil an den Gesamtkosten der IT haben. 
Jetzt muss man vom Modell her eine entscheidende Argumentation vorneh-
men. Es wird nämlich angenommen, dass die gesamte aktuell vorhandene 
IT das Ergebnis einer (unendlichen) Kette von Projekten ist. Die Effekte von 
Projekten, die vor sehr langer Zeit durchgeführt werden, sind inzwischen stark 
„verblasst“, aber in schwacher Konzentration immer noch vorhanden. Das gilt 
sowohl für die Nutzeffekte als auch für die Projektfolgekosten. Diese Betrach-
tung ist eine Anwendung des Prinzips der ewigen Rente, wie es z. B. bei 
Unternehmensbewertungen eingesetzt wird, jetzt aber nicht als Projektion der 
Zukunft auf die Gegenwart, sondern als Projektion der Vergangenheit auf die 
Gegenwart (vgl. [WöDö10], S. 664). Daher müssen in den aktuellen Kosten 
der IT sämtliche Folgekosten früherer IT-Projekte enthalten sein.
Jetzt kommt eine weitere Annahme des Modells zum Tragen: Wenn die Kos-
ten der betrachteten Projekte einen Anteil X an den Gesamtkosten der IT-Or-
ganisation haben, dann hat der von den betrachteten Projekten erzeugte Nut-
zen ebenfalls einen Anteil X an dem von der IT insgesamt erzeugten Nutzen. 
Ggf. muss oder will man den Wert X auf der Nutzenseite geeignet anpassen.
So hat man nun für den Wertbeitrag eigentlich alle erforderlichen Daten zu-
sammen:
– einen Schätzwert für den in der Periode erzeugten Nutzen
– die IT-Kosten 
– den Wert des IT-Anlagevermögens
Daraus kann man den IT-Wertbeitrag ableiten.
Unter Umständen müssen die vorliegenden Werte noch korrigiert werden. 
Wenn in den Projektwerten Projektaufwände und Projektfolgekosten enthal-
ten sind, die nicht in der IT, sondern außerhalb der IT entstehen, dann müs-
sen diese Werte herausgerechnet werden. Dementsprechend müssen auch 
die Nutzeffekte der Projekte angepasst werden. Hier wird man üblicherweise, 
wenn keine besonderen Argumente vorliegen, die Nutzeffekte (auf Projek-
tebene) proportional zum Kostenanteil der IT reduzieren. 
Das gilt analog für das IT-Anlagevermögen. In der Praxis wird es oftmals so 
sein, dass Anlagevermögen auf Kostenstellen außerhalb der IT aktiviert wird 
und zunächst nicht als IT-spezifisch zu erkennen ist. Hier müssen dann die 
IT-Restbuchwerte geeignet (nach oben) korrigiert werden.
In der IT werden in erheblichem Umfang interne Projekte durchgeführt, die die 
Leistungsfähigkeit der IT oder die Effizienz der IT steigern sollen. Von diesen 
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Projekten darf nur die Aufwandsseite einbezogen werden, weil sich die Nutz-
effekte in der allgemeinen Kostenlage der IT manifestieren.
Solche Abgrenzungen machen die Anwendung dieses Ansatzes schwieriger, 
sind aber nicht zu umgehen. Das Vorgehen zeigt Tab. 2 exemplarisch.
IT-Kosten (ohne Abschreibungen) 1.200,0 WACC
Abschreibungen 340,0 0,1
Projektaufwand der Periode, gesamt, nicht ak vierbar 75,0
Projektaufwand der Periode, gesamt, ak vierbar 125,0 CCC
Projekolgekosten (ausgewähltes Porolio) 375,0 0,5
Restbuchwert IT-Anlagevermögen (aus Vorperiode) 700,0
periodenspezifische Nutzeffekte (ausgewähltes Porolio) 675,0
Nutzeffekte der Periode (hochgerechnet) 1.800,0
IT-Kosten (inkl. Abschreibungen) 1.540,0
Wert IT-Anlagevermögen, gesamt 825,0
Kapitalkosten auf Anlagevermögen 82,5
Kapitalkosten auf betriebsnotwendiges Kapital 60,0
Periodenwertbeitrag der IT 117,5
Tab. 2: Berechnung des projektbasierten Periodenwertbeitrages der IT (Beispiel)
2.5  Residualgewinne von IT-Services
Die bislang diskutierte Methode zur Ermittlung eines IT-Wertbeitrages ori-
entierte sich (über die IT-Projekte) am Nutzen der Projekte im Sinne einer 
Auswirkung auf den Erlös der Gesamtorganisation. Dabei hat man stets das 
Problem der Abgrenzung zwischen dem durch IT erzeugten Nutzenvolumen 
und dem durch andere Kräfte erzeugten Nutzenvolumen. Diese Abgrenzung 
ist konkret nicht möglich, da es sich um Gemeinnutzen handelt. 
Die nun betrachtete Methode geht von der bewerteten IT-Leistung aus, indem 
sie nämlich annimmt, dass sämtliche Leistungen der IT für die Gesamtorga-
nisation definiert und verrechenbar sind. Es muss also einen vollständigen 
IT-Servicekatalog geben (vgl. [Scho11], S. 7 – 9). Die Bewertung des von der 
IT erbrachten Servicevolumens in Form von Verrechnungserlösen entspricht 
dem Erlös auf Unternehmensebene.
Wie bei allen anderen Methoden muss man auch hier Kosten und Kapital-
kosten von diesem Leistungswert abziehen. Und die verbleibende Differenz 
sollte positiv sein.
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2.6  Ableitung eines servicebasierten IT-Wertbeitrages
Analog zur projektbasierten Methode müssen Leistungswert, Kosten und Ka-
pitalkosten der IT ermittelt werden. Der Nutzen sind die Verrechnungserlöse. 
Insofern hat man es hier einfacher als bei der projektbasierten Methode. Aller-
dings darf man nicht die normalen Verrechnungspreise verwenden, sondern 
muss zur (finanziellen) Bewertung der erbrachten IT-Leistungen die entspre-
chenden Marktpreise bzw. Marktpreisäquivalente nutzen. Denn würde die Or-
ganisation diese Leistungen nicht von der eigenen IT beziehen, müsste sie 
die benötigten IT-Leistungen am externen Markt kaufen.
Als Argument gegen diese Vorgehensweise wird man ins Feld führen, dass 
viele Leistungen der IT-Organisation nicht am Markt erhältlich sind und daher 
auch keine Marktpreise verfügbar seien. Dagen ist einzuwenden, dass im Fal-
le eines Outsourcings diese Leistungen sehr wohl von externen Dienstleistern 
bezogen werden und insofern dann auch ein Preis angegeben werden kann. 
Außerdem haben viele Unternehmen die Herausforderung schon heute im 
Rahmen von Verrechnungen zwischen verschiedenen Unternehmen der Un-
ternehmensgruppe, insbesondere dann, wenn sie international tätig sind. Hier 
müssen dann Transferpreise ermittelt werden und dafür gibt es etablierte und 
praxiserprobte Ansätze (vgl. [Abda04]). Es kann also angenommen werden, 
dass jeder IT-Service mit einem Marktpreisäquivalent bewertet werden kann. 
Der Wert der IT-Leistung ergibt sich damit aus der Summe der Leistungsmen-
gen, die man mit den jeweiligen Transferpreisen der einzelnen Leistungen 
gewichtet hat.
Bei den Kosten kann man wieder auf die üblichen Betriebskosten einschließ-
lich der (bilanziellen) Abschreibungen zurückgreifen. Ein Problem ergibt sich 
für den Projektaufwand. Wird er aktiviert, dann können die daraus entstehen-
den Abschreibungen in den Folgeperioden bestimmten Services zugeordnet 
werden. Wird er nicht aktiviert, dann kann man diesen Aufwand möglicher-
weise einem bereits definierten Service zuordnen, aber das muss nicht so 
sein. Dann müssen diese Kosten aber einem zukünftigen Service zugeordnet 
werden können, für den es in der betrachteten Periode dann eben noch keine 
Verrechnungserlöse gibt. Schließlich ermittelt man die Kapitalkosten wie ge-
habt über Restbuchwerte im Anlagevermögen, betriebsnotwendiges Kapital 
der IT und WACC. Das Vorgehen zeigt exemplarisch Tab. 3.
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IT-Kosten (ohne Abschreibungen) 1.200,0 WACC
Abschreibungen 340,0 0,1
Projektaufwand der Periode, gesamt, ak vierbar 125,0
Restbuchwert IT-Anlagevermögen (aus Vorperiode) 700,0 CCC
0,5
Verrechnungserlöse zu Transferpreisen 1.700,0
IT-Kosten (inkl. Abschreibungen) 1.540,0
Wert IT-Anlagevermögen, gesamt 825,0
Kapitalkosten auf Anlagevermögen 82,5
Kapitalkosten auf betriebsnotwendiges Kapital 60,0
Periodenwertbeitrag der IT 17,5
Tab. 3: Berechnung des servicebasierten Periodenwertbeitrages der IT (Beispiel)
Eigentlich müsste man den so ermittelten Wertbeitrag noch korrigieren: 
– Ersparte Transaktionskosten
 Daduch, dass die Organisation eine eigene IT-Organisation hat, muss sie 
die benötigtern IT-Leistungen nicht am freien Markt beziehen und erspart 
sich so Transaktionskosten (vgl. [PiRW03], S. 27 – 29). Der ermittelte 
Wertbeitrag müsste also um diese ersparten Transaktionskosten erhöht 
werden. Allerdings dürfte es schwierig sein, die Höhe dieser Transakti-
onskosten abzuschätzen. Man könnte dazu Vergleichswerte nutzen von 
Organisationen, die keine eigene IT-Organisation (mehr) haben. Diese be-
nötigen eine „retained IT organisation“, deren Kosten man ermitteln kann. 
Jedoch ist es fraglich, ob solche Informationen zur Verfügung stehen.
– Ersparte Kapitalkosten
 Dadurch, dass die Organisation eine eigene IT-Organisation hat, muss 
sie die benötigten Leistungen nicht am freien Markt beziehen und erspart 
sich die Kapitalkosten auf dieses Leistungsvolumen. Entsprechend ist der 
Wertbeitrag zu erhöhen.
– Ersparter Vertriebsaufwand
 Die IT-Organisation, die ihre Leistungen innerhalb der eigenen Organi-
sation absetzt, muss keinen oder nur einen geringen Vermarktungs- und 
Vertriebsaufwand treiben. Die Marktpreise müssen jedoch einen entspre-
chenden Aufwand beinhalten und insofern muss man den ermittelten Wert-
beitrag um diesen ersparten Vertriebs- und Marketingaufwand reduzieren. 
Auch hier müsste man auf entsprechende Vergleichswerte zurückgreifen 
können.
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– Interner Leistungsbezug
 Werden zur Leistungserstellung der IT Leistungen anderer Teilorganisa-
tionen bezogen, so müssen diese (intern) bezogenen Leistungen eben-
falls mit Marktpreisäquivalenten bewertet werden, denn wäre ein interner 
Bezug nicht möglich, müssten man diese Leistungen vom externen Markt 
zukaufen (vgl. [Kütz12]). Allerdings stellt sich die Frage, ob der entspre-
chende Aufwand durch den Gewinn an Genauigkeit gerechtfertigt werden 
kann.
2.7  Vergleich der Methoden
Beide Methoden nutzen den gleichen Berechnungsmechanismus, gehen 
aber von unterschiedlichen Nutzenbegriffen aus. Die projektbasierte Metho-
de betrachtet den für die Organisation insgesamt durch IT-Einsatz erzielten 
Wertbeitrag. Die servicebasierte Methode betrachtet nur den originär von der 
IT erzeugten Wertbeitrag. Ihr Ergebnis muss (eigentlich) niedriger sein als der 
projektbasierte Wertbeitrag.
Dieser Wertbeitrag ist in Analogie zur Bereitstellungswirtschaftlichkeit ein 
Bereitstellungswertbeitrag. Der projektbasierte Wertbeitrag enspricht der Ge-
samtwirtschaftlichkeit der IT, insofern ist die Differenz bei Wertbeiträgen ein 
Analogon zur Verwendungswirtschaftlichkeit der IT.
Begrifflich hat man also folgende Situation:
– servicebasierter Wertbeitrag ≅ Bereitstellungswertbeitrag
– projektbasierter Wertbeitrag ≅ Gesamtwertbeitrag
– Verwendungswertbeitrag ≅ Gesamtwertbeitrag minus servicebasierter 
Wertbeitrag
Der servicebasierte Wertbeitrag hat mehrere Vorteile: Die finanzielle Bewer-
tung der IT-Leistungen ist relativ gut objektivierbar. Die bei der projektbasier-
ten Methode auftretenden Abgrenzungsprobleme gibt es hier nicht. Dieser 
Ansatz hat große Analogien zum EVA auf Unternehmensebene. Die Einbe-
ziehung von Steuereffekten wäre relativ leicht möglich. Der Wertbeitrag kann 
servicespezifisch ermittelt werden. Es können die bekannten Instrumentarien 
der Kostenrechnung i.S. der flexiblen Plankostenrechnung genutzt werden: 
– Plan-Wertbeitrag
– Soll-Wertbeitrag
– Ist-Wertbeitrag
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3  Einsatz in der Praxis
3.1  Erfahrungen
Die vorgestellten Ansätze wurden bereits in mehreren Fällen in der Unter-
nehmenspraxis prototypisch erprobt. Die Unternehmen entschieden sich 
stets für die projektbasierte Methode - trotz der theoretisch schwierigeren 
Ausgangslage. Das mag daran liegen, dass das Konzept aufgrund der Nähe 
zur klassischen Barwertberechnung eingängiger ist. Außerdem ist es in vielen 
Organisationen offenbar so, dass gerade der „Wert“ vieler IT-Projekte in Fra-
ge gestellt wird, sodass hier wohl ein höherer Rechtfertigungsdruck vorliegt. 
Zudem bereitet das Denken in Transferpreisen vielen Verantwortlichen offen-
bar größere Schwierigkeiten als das Denken in Barwerten und Nutzeffekten.
Erfahrung 1: In einem Fall ergab sich zunächst ein negativer Wertbeitrag. 
Nachdem ein „Jahrhundertprojekt“ aus der Berechnung herausgenommen 
wurde, ergab sich ein positives Ergebnis.
Erfahrung 2: Die Organisation hatte für die vergangenen Jahre eine vollstän-
dige Dokumentation aller IT-Projekte mit sämtlichen erforderlichen Daten. 
Das Berechnungsergebnis war positiv.
Kritisch wurde stets angemerkt, dass das Ergebnis der Projektmethode natür-
lich durch geschickte Auswahl der einbezogenen Projekte „optimiert“ werden 
könnte. Dieser Einwand lässt sich jedoch stets damit entkräften, dass die Se-
lektion der Projekte transparent ist und die Berechnungen ohne großen Auf-
wand für modifizierte Projektportfolios wiederholbar sind. Allerdings spricht 
auch das eigentlich für die Wahl des servicebasierten Ansatzes.
3.2  Anwendungsempfehlungen
Der Wertbeitrag von IT ist modellhaft rechenbar und die erforderlichen Me-
thoden sind mit einfachen Werkzeugen wie z. B. Tabellenkalkulation zu unter-
stützen. Die projektbasierte Methode sollte dann gewählt werden, wenn die 
Projektinitiierung bereits gut formalisiert ist und entsprechende Dokumentati-
onen vorliegen. Es sollte darauf geachtet werden, dass das zugrundegelegte 
Projektportfolio „repräsentativ“ ist und von allen Beteiligten klar erkannt, nach-
vollzogen und akzeptiert werden kann.
Die servicebasierte Methode sollte dann gewählt werden, wenn eine IT-Leis-
tungsverechnung vorhanden ist und man auf Mengendaten der Services zu-
rückgreifen kann. Man sollte das Modell eher einfach halten und ohne Korrek-
turfaktoren einsetzen.
Obgleich der Wertbeitrag eine finanzielle Größe ist, handelt es sich nicht um 
einen realen Geldbetrag. Insofern sollte mehr Wert auf Plausibilität als auf 
scheinbare Genauigkeit gelegt werden.
Auch mit den vorgestellten Verfahren muss man praktische Erfahrungen sam-
meln; insofern ist eine längere Erprobung (über mehrere Perioden) anzuraten.
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4  Fazit
4.1  Zusammenfassung und Bewertung
Die hier vorgestellten Verfahren zur Berechnung eines IT-Wertbeitrages ge-
hen vom Residualgewinn der wertorientierten Unternehmensführung aus und 
übertragen das Konzept auf den IT-Bereich. Für den projektbasierten Ansatz 
muss der Nutzeffekte von Projekten vollständig finanziell dargestellt werden. 
Das ist ggf. schwierig, aber grundsätzlich immer möglich. 
Für den servicebasierten Ansatz müssen alle IT-Leistungen mit Marktpreisen 
oder Marktpreisäquivalenten bewertet werden. Das ist ebenfalls schwierig, 
aber auch möglich. 
Die hier vorgestellten Verfahren errechnen einen (finanziellen) Wert; im Ge-
gensatz dazu ermitteln andere Ansätze eher einen Grad der Wertbeitragsfä-
higkeit (vgl. [BePo11]).
Die dargestellten Verfahren sind nicht IT-spezifisch, sondern können auf be-
liebige interne Dienstleister von Unternehmen und Organisationen übertragen 
werden.
4.2  Erweiterungen und Varianten
Hier wurden keine Steuereffekte einbezogen, die Verfahren könnten entspre-
chend erweitert werden. Es wurde stets nur die aktuelle Periode betrachtet; 
die Verfahren können auf zukünftige Perioden bzw. auf mehrere Perioden im 
Verbund angewandt werden.
4.3  Offene Fragen
Das Verfahren wurde bislang nur prototypisch eingesetzt. Zu untersuchen 
wäre ein operativer Einsatz über einen längeren Zeitraum:
– Wie verändert sich das Selbstverständnis der IT?
– Wie verändert sich die Wahrnehmung der IT?
– Kann im Mittel ein positiver Wertbeitrag realisiert werden?
– Falls das nicht der Fall ist, können die Ursachen festgestellt werden?
– Kann der Wertbeitrag im hier vorgestellten Sinne für die strategische Steu-
erung von IT-Organisationen eingesetzt werden? 
– Verbessert oder erleichtert er die strategische Steuerung von IT-Organisa-
tionen?
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Dokumentenmanagement auf Basis von  
JSF-Komponenten
Werner Burkard, Nils Mosbach
1  Einleitung
Dieser Text fasst Erfahrungen und Erkenntnisse zusammen, die bei der Kon-
zeption und Entwicklung von Webkomponenten für ein Dokumenten-Manage-
ment-System (DMS) auf Basis des Java-ServerFaces (JSF)-Frameworks er-
arbeitet wurden.
Dokumentenmanagement (DM) ist als Kernkomponente einer ECM-Lösung 
(Enterprise-Content-Management) zu sehen, die neben der elektronischen 
Bevorratung (Speicherung plus Archivierung) gegebener Dokumente oft auch 
die Aufgabe hat, Zusammenarbeit und Wissen der Mitarbeiter effizient zu ma-
nagen.
Während auf der Ebene der Datenhaltung eher zentralistische Konzepte ge-
geben sind, liegt auf der Präsentationsschicht einer DM-Lösung in der Re-
gel ein hochgradig verteiltes Anwendungssystem vor. Das Ziel moderner 
Dokumenten-Management-Systeme ist die Beherrschung des gesamten Do-
kumenten-Lebenszyklus, von der Entstehung, über vielfältigste Nutzung und 
Abruf bis hin zur gesetzeskonformen, langfristigen, aber dennoch durchge-
hend digitalen Archivierung. Es liegt von daher in der Natur der Sache, dass 
hierbei eine Vielzahl von Mitarbeitern (und auch weiteren Personen, z. B. Lie-
feranten/Kunden), Prozessen und weiteren Unternehmensressourcen in das 
DM eingebunden sind, was die Verteiltheit eines DMS erklärt.
Um diesem Umstand schon bei der Entwicklung eines DMS gerecht zu wer-
den, bietet es sich an, auf einem geeigneten Framework aufzusetzen. Java 
als Programmiersprache befindet sich seit Jahren im Bereich betriebswirt-
schaftlicher Lösungen auf dem Vormarsch und hat zwischenzeitlich eine 
marktdominierende Stellung eingenommen. Zahlreiche APIs stellen dem 
heutigen Entwickler fertigen und getesteten Code zur Verfügung. Besonders 
wichtig allerdings ist, dass leistungsfähige Frameworks eine sehr hohe Abs-
traktionsebene für Anwendungsentwickler bieten.
Die Java Server Faces-Technologie stellt im Kontext der DMS-Entwicklung 
einen solchen, hochinteressanten Framework-Standard dar, mit dessen Hil-
fe webbasierte, verteilte Anwendungsoberflächen mit hoher Effizienz gebaut 
werden könnten. Einerseits bietet JSF ein ausgereiftes Komponentenmodell 
und damit die Möglichkeit einen hohen Abstraktionsgrad durch vorgefertigte 
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Komponenten zu erreichen, andererseits wird die Flexibilität bei der Anwen-
dungsentwicklung beibehalten. Darüber hinaus wurde als Komponentenbib-
liothek PrimeFaces evaluiert, welche weitreichende Möglichkeiten bei Ajax-
Aufrufen und der Gestaltung einer „Rich Internet Application“ bietet.
Die geforderte hohe Effizienz setzt allerdings voraus, dass die Anwendungsent-
wickler auf DM-spezifische Software-Artefakte zurückgreifen können, die dem 
Sinne nach den „Business-Objects“ entsprechen, wie sie die OMG schon vor 
fast 20 Jahren formuliert hat. Im Kontext des Dokumentenmanagements rücken 
hierzu u. a. Begriffe wie Dokumentenrecherche, Strukturelement oder Dokument 
ins Blickfeld, aber auch die DMS-Provider-Anbindung ist zu etablieren.
Dieser Idee folgend wurden, aufbauend auf JSF, die eben erwähnten, DM-
spezifischen Business-Objects als Webkomponenten implementiert, welche 
eine geschäftsprozessnahe Entwicklung im DMS-Umfeld ermöglichen. Die 
Arbeit fußt auf dem System ELO (Elektronischer Leitz Ordner), einer Soft-
warelösung der Firma ELO Digital Office GmbH.
2  ECM im Überblick
2.1  Definition
Wird in der wissenschaftlichen Diskussion von ECM gesprochen, so besteht kei-
ne allgemein gültige Definition, welche Bereiche und Anwendungen genau dazu 
zählen. ECM wird als Sammelbegriff für eine Reihe von Prozessen, Techniken 
und Produkten verwendet. Im Fokus steht hier der Umgang mit strukturierten 
und unstrukturierten Daten. Ziel ist das Zusammenführen und Verwalten aller 
Daten eines Unternehmens an zentraler Stelle. Grundlegend wurde der Begriff 
durch die AIIM (Association for Information and Image Management) geprägt.1 
Dort heißt es:
„ECM besteht aus Technologien, Werkzeugen und Methoden, um Inhalte 
(Content) unternehmensweit zu erfassen, zu verwalten, zu speichern, zu 
schützen und zu verteilen.“
Diese Definition ist weit gefasst und lässt viel Spielraum für eigene Inter-
pretationen. Im Kern bestehen ECM-Lösungen letztendlich auf bewährten 
Konzepten der elektronischen Archivierung, dem Workflow-Management, 
Records-Management und dem Web-Content-Management. Betrach-
tet man die technologische Entwicklung der vergangenen Jahre, so ver-
schwimmen die Grenzen zwischen einzelnen Applikationen und Plattfor-
men mehr und mehr. Je nach Blickwinkel und Betrachtungsweise wird 
ECM eher als Middleware, als Dienst und/oder als übergreifend nutzbarer 
1 Vgl. S. 4-6 [5].
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Speicherort gesehen. Dienste, die durch ECM-Komponenten zur Verfü-
gung gestellt werden, ermöglichen es anderen Systemkomponenten, und 
damit mittelbar den unterschiedlichsten Anwendungssystemen, auf Infor-
mationen und Dokumente basierend auf der Geschäftslogik zuzugreifen. 
Durch ein zentrales, strukturiertes Repository für alle Informationstypen ent-
steht so eine redundanzfreie und im Idealfall performante Datenhaltung2. 
Abb. 1: Darstellung der ECM-Komponenten3
ECM-Komponenten und Technologien lassen sich dabei in fünf unterschied-
liche Komponenten einteilen: Daten sind zunächst in das System einzubrin-
gen, diese Erfassung wird im Kontext von ECM als Capture bezeichnet. Die 
Betreuung oder Verwaltung der gegebenen Daten wird unter dem Begriff 
Manage geführt und umfasst Bereiche wie Dokumentenverwaltung, Koordi-
nation gemeinschaftlicher Aktivitäten (Collaboration) und auch Web-Content-
Management. Die Ausgabe (Deliver) der Daten ist ein Thema für sich, da die 
digital gespeicherten Informationen auf unterschiedlichste Weise abgerufen 
werden können. Schließlich unterscheidet ECM zwischen der langfristigen 
Datenhaltung und Sicherung (Preserve) und der Datenspeicherung zur akti-
ven und performanten Nutzung im laufenden Betrieb (Store)4.
Auf diese fünf Bereiche soll kurz im Detail eingegangen werden.
2.2  ECM-Komponenten
2.2.1  Capture: Erfassen von Informationen
Unternehmen erhalten täglich eine Vielzahl von Informationen aus verschie-
densten Quellen und in unterschiedlichster Form. Die Komponente „Capture“ 
2 Vgl. [15].
3 Quelle: [16].
4 Engl.: Capture, Manage, Deliver, Preserve and Store.
222
beinhaltet die Funktionalität zur Erstellung, Erfassung, Aufbereitung und Ver-
arbeitung von analogen und elektronischen Informationen5. Es wird zwischen 
verschiedenen Stufen und Technologien differenziert, angefangen bei einer 
manuellen Indizierung der Informationen bis zur automatisierten Erfassung 
auf Basis bestehender Quellen. Erfasst werden hierbei viele verschiedene In-
formationstypen auf unterschiedlichsten Datenträgern. Dies umfasst Papier-
dokumente ebenso wie digitale Dokumente aller Art wie z. B. Microsoft Office, 
E-Mails, Audiodaten bis hin zu Mikrofilmen. 
Die manuelle Indizierung beschreibt einen Prozess der manuellen Vergabe 
von Indexattributen und damit die Anreicherung der gegebenen Daten mit Me-
tainformationen. Auf Basis dieser Meta-informationen werden im Bereich Ma-
nage Verwaltung und Zugriff auf Informationen im ECM optimiert und oft erst 
sinnvoll ermöglicht. Jedes eingehende Dokument wird dabei auf Grundlage 
einer Verschlagwortungsmaske (engl.: Keywording-Form) mit diesen Meta-
informationen versehen, die das Dokument beschreiben. Am Beispiel einer 
Rechnung lassen sich Informationen wie die Rechnungsnummer, das Datum, 
der Betrag oder die zugehörige Bestellnummer nennen. Trifft beispielsweise 
eine Rechnung in Papierform ein, wird diese in ein gängiges Format digitali-
siert und in der DMS-Komponente des ECM-Systems archiviert6.
Abb. 2: Versehen einer Rechnung mit Metainformationen
Die zugrundeliegende Logik der Verschlagwortungsmaske wird auch als „Input 
Design“ bezeichnet und hilft bei der Kategorisierung des Dokumentes sowie der 
Auswahl der Attribute. In obiger Abbildung ist ein Ausschnitt der Maske „Rech-
nung“ dargestellt. Man spricht hier auch von Profilen, welche die Auswahl an 
möglichen Indexwerten durch vordefinierte Kriterien einschränken7.
2.2.2  Manage: Verwalten von Informationen
Die Manage-Komponente dient der Verwaltung und Nutzung von Informatio-
nen. Sie beinhaltet auch Möglichkeiten zu deren Bearbeitung. Grundlegend 
5 Zitat: S. 6 [5].
6 Vgl. S. 6-7 [5].
7 Vgl. S. 6-7 [5].
223
geschieht dies über ein ausgereiftes Sicherheitssystem, welches Zugriffs-
rechte für den Schutz der Informationen implementiert. Alle Daten werden 
mittels Datenbanken kategorisiert und verwaltet, was es ermöglicht schnell 
Informationen wiederzufinden. Im Kern definiert die Manage-Komponente 
eine Ansammlung aus den Komponenten: Dokumenten-Management, Col-
laboration-Management, Web-Content-Management, Records-Management 
und Workflow-Management. Ziel eines ganzheitlichen ECM-Systems ist es, 
alle Bereiche übergreifend mithilfe standardisierter Schnittstellen zu vernet-
zen. Die im Kontext unserer Arbeit relevante Komponente „Dokumenten-Ma-
nagement“ soll jetzt kurz skizziert werden 
Ziel eines Dokumenten-Management-Systems (kurz DMS) ist es, den Lebens-
zyklus des Dokumentes zu kontrollieren. Dies bezieht sich auf den Prozess 
der Entstehung und Ablage sowie Aufbewahrung durch Langzeitarchivie-
rungstechnologien. Viele Funktionen greifen jedoch auch in andere Manage-
Komponenten insbesondere bei Kollaborationskomponenten. Als einfachstes 
Beispiel gilt hier die Archivierung von E-Mails auf Basis von Microsoft Ex-
change. Hierbei werden E-Mails vom Exchange-Server automatisiert in das 
DMS übernommen und durch eine Referenz ersetzt. Der Anwender bemerkt 
dies jedoch nicht8.
Nennenswert und charakterisierend sind folgende Grundfunktionen:9
– Benutzerverwaltung und Rechtemanagement
– Suche nach Informationen
– Konsistenzkontrolle 
– Versionsmanagement
– Visualisierung
– Indexierung
2.2.3  Archivieren und Löschen
Im Kern helfen DMS beim Auffinden von Informationen. Hierzu kann durch 
das Archiv navigiert oder können Dokumente auf Basis von (Meta-)Informa-
tionen gesucht werden. Im Idealfall werden alle Elemente und Informations-
objekte im System visualisiert dargestellt. Dies geschieht durch virtuelle Ak-
ten und strukturelle Ansichten wie die Baumstruktur von Verzeichnissen oder 
Übersichten. Jedes Dokument wird durch ein Versionsmanagement vor ver-
sehentlichem Überschreiben geschützt und beinhaltet eine Liste an vergan-
genen Versionen und Revisionen. Konkurrierende Zugriffe können dabei über 
eine Check-in/Check-out-Funktion gesteuert und vermieden werden. Öffnet 
ein Anwender das Dokument zur Bearbeitung, so wird dieses unter seinem 
Namen im System ausgecheckt. Andere Anwender können dieses Dokument 
8 Vgl. DM Document Management [15], gilt ff für dieses Kapitel.
9 Vgl. auch S. 55 [5].
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währenddessen nur zur Ansicht öffnen. Beendet der Anwender die Bearbei-
tung, so wird das Dokument wieder eingecheckt. Die neu erzeugte Version ist 
somit, unter Berücksichtigung der jeweiligen Rechte, allen anderen Anwen-
dern voll zugänglich10.
2.2.4  Deliver: Bereitstellen von Informationen
Die Deliver-Komponente stellt Informationen anderen Komponenten zur Ver-
fügung. Sie arbeitet eng gekoppelt mit den Manage-, Store- und Preserve-
Komponenten. Dies bezieht sich nicht ausschließlich auf die Ausgabe der 
Informationen, sondern umfasst auch Hilfsmittel, die der Konfiguration der 
Ausgabe oder Aufbereitung der Informationen dienen. Im Kern werden Funk-
tionen zur Distribution, Transformation sowie Sicherheit bereitgestellt. Die 
Distribution ermöglicht hier eine zielgruppengerechte Verteilung der Informati-
onen durch unterschiedliche Medien. Dies bezieht sich einerseits auf passive 
Komponenten, wie Webseiten oder Portale, bei denen eine gewisse Eigenin-
itiative der Benutzer vorausgesetzt wird, und andererseits auf aktive Kompo-
nenten wie beispielsweise den Versand via E-Mail.11
2.2.5  Preserve: Langfristige Sicherung von Informationen
Im Vergleich zur einfachen Ablage, bei der die Datenspeicherung im Fokus 
liegt, spielt in der Preserve-Komponente die rechtskonforme Archivierungs-
pflicht eine bedeutende Rolle. Viele Informationen müssen langfristig unver-
änderbar aufbewahrt werden und zugänglich bleiben. Beim Preserve spielen 
Aspekte wie die Revisionssicherheit und Compliance, aber auch E-Mail- Ar-
chivierung eine wesentliche Rolle.12
2.2.6  Store: Speicherung der Informationen
Solange Daten nicht archivierungswürdig oder -pflichtig sind, werden sie in 
der Store-Komponente gehalten. Dort kommen zum Teil Medien zum Ein-
satz, die sich auch für eine Langzeitarchivierung eignen würden. Nach AIIM 
lassen sich drei unterschiedliche Bereiche ermitteln: Repositorien13, Biblio-
theksdienste und Technologien.14 Es wird ein Medium benötigt, welches wie-
derbeschreibbar, skalierbar und performant ist. Mithilfe eines Information-Life-
cycle-Managements versucht man denjenigen Speicherort zu ermitteln und 
zu nutzen, der unter Berücksichtigung der Geschäftsprozesse und Kostenas-
pekte die beste Lösung darstellt.
10 Vgl. auch S. 55-56 [5].
11 Vgl. S. 119-139 [5], gilt ff für dieses Kapitel.
12 Vgl. S. 139-158 [5], gilt ff für dieses Kapitel.
13 Engl.: Repositories.
14 Vgl. S. 159-175 [5], gilt ff für dieses Kapitel.
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2.3  ECM-Perspektiven
Technologien verändern sich derzeit rasend schnell, die Innovationszyklen, 
gerade in der IT-Welt, sind aktuell extrem hoch. Insofern ist auch im ECM-
Markt eine mittel- oder gar längerfristige Prognose nur schwer möglich. Die 
nahtlose Integration eines ECM-Systems in die gesamte Unternehmens-IT 
und damit der Aufbau eines homogenen Systems wird aber sicher ein sig-
nifikanter Erfolgsfaktor für sehr viele Unternehmen bleiben. Die fünf IT-Me-
ga-Trends Integration, Compliance, Sicherheit, Kollaboration und Mobilität 
drängen Unternehmen mehr und mehr ihre Datenhaltung zu konsolidieren. 
Von daher ist in nächster Zeit zu erwarten, dass ECM wohl eher an Bedeu-
tung gewinnt, denn verliert. Der Megatrend Mobilität scheint derzeit zu einem 
besonders starken Faktor zu werden. Waren Mitarbeiter bisher, üblicherwei-
se mittels eines stationären Arbeitsplatzrechners in Form eines PCs an die 
Unternehmens-IT angeschlossen, so treten zwischenzeitlich verstärkt andere 
Lösungen ins Blickfeld: Notebooks, Tablets, Smartphones und diverse Kom-
binationen ermöglichen Mitarbeitern zunehmend einen Zugriff von de-facto 
überallher auf die Unternehmens-IT. Viele Unternehmen fokussieren sich da-
her heute bei der SW-Implementierung auf Webapplikationen, die ihre Ge-
schäftsprozesse abbilden, perfekt auf jeden Anwendungsfall zugeschnitten 
sind und die Integration möglichst vieler „non-PC-Endgeräte“ erlauben. Aus 
Sicht der SW-Entwickler allgemein, speziell aber auch im Umfeld des Do-
kumentenmanagements, sind damit neue Anforderungen bei der Gestaltung 
zukunftsfähiger Anwendungsoberflächen gegeben, deren gelungene Umset-
zung, die Grundlage für erfolgreiche Produkte bildet.15 
2.4  Anforderungen
Webkomponenten dienen der Erstellung prozessorientierter Anwendungen. 
Dies erschwert eine klare Eingrenzung. Grundlegend betrachtet, stellen 
Webapplikationen Benutzerschnittstellen für Komponenten bereit und lassen 
sich nicht in den Manage-Kreislauf einbinden. Je nach Verwendung der Kom-
ponenten könnte das Resultat auch als Portal in die WCM-Komponente ein-
gegliedert werden. Viele ECM-Systeme haben ihre Wurzeln im Dokumenten-
Management-Bereich, der oft durch Workflow-Funktionalitäten ergänzt wurde. 
Unsere Arbeit fokussiert das Erfassen und Bereitstellen von Informationen 
auf Basis der „Document Management“-Komponente. Weitere Bereiche, wie 
die Workflowkomponente, sollen erst nach einer Evaluation der Tauglichkeit, 
der aus dieser Arbeit entworfenen Komponenten, angegangen werden. In der 
folgenden Abbildung ist der diskutierte Bereich gelb eingezeichnet. Die Kom-
ponenten „Preserve“ und „Store“ werden zunächst vernachlässigt, da sie über 
den Dienst der jeweiligen „Manage“-Komponente abgedeckt werden.
15 Vgl. auch [5].
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Abb. 3: Komponenten – Betroffene ECM-Bereiche16
Funktionale Anforderungen an die Komponenten lassen sich in vier Teilberei-
che gliedern, die im weiteren Verlauf vertieft werden: 
– Arbeiten mit Dokumenten und Strukturelementen
– Recherche
– Architektur
– Sicherheitskonzepte
Abb. 4: Übersicht funktionaler Anforderungen der Komponenten
16 Quelle: Komposition der Grafiken auf ECM und Document Management, [16].
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3  Arbeiten mit Dokumenten und Strukturelementen
3.1  Grundlegendes
Beim Dokumentenmanagement lassen sich gespeicherte Elemente (indizier-
te Elemente) primär in Strukturelemente und Dokumente aufgliedern. Jedes 
Element muss für einen Zugriff im System ausgecheckt werden. Man unter-
scheidet zwischen Auschecken mit Sperre (zur Bearbeitung) und ohne Sper-
re (zur Ansicht). Änderungen an einem für den Benutzer gesperrten Element 
müssen anschließend wieder eingecheckt werden. Elemente werden innerhalb 
der JSF-Umgebung über das Tag <e:sord> angesprochen. SORD steht hierbei 
für „Structure or Document“.
3.2  Umsetzung in JSF
Die Schwierigkeit in JSF zeigt sich bei der zeitlichen Abfolge. So müssen 
Caching-Mechanismen implementiert werden, die sich in den JSF-Lebenszy-
klus integrieren. Außerdem muss die Erzeugung, Speicherung und das Laden 
von neuen und bestehenden Elementen kontrolliert und an den entsprechen-
den ECM-Provider weitergegeben werden. Diese Logik soll durch eine eigene 
JSF-Komponente parametrisierbar eingebunden werden.
Eine zusätzliche Fassade sorgt schließlich für einen komfortablen Zugriff aus 
JSF. Auf alle Bean-Funktionen kann über die „JSF Expression Language“ 
zugegriffen werden. Das ermöglicht dem Entwickler zu einem späteren Zeit-
punkt, eigene Komponenten zu erstellen, ohne die Logik erneut zu implemen-
tieren. 
Abb. 5: Klassendiagramm für das Arbeiten mit Elementen
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3.3  PrimeFaces-Nutzung
Im Rahmen der Arbeit wurde auch die PrimeFaces-Komponentenbibliothek 
evaluiert, welche u.a. eine Dateiupload-Komponente enthält. Ein FileUpload-
Filter wird hierzu in der web.xml Datei definiert. Das dort eingetragene Filter-
Servlet nimmt alle Upload-Anfragen an und leitet die übertragenen Daten 
in ein temporäres Upload-Verzeichnis um. Die Klasse DocumentBean stellt 
dabei einen geeigneten Listener dar und kann entsprechend verwendet wer-
den.17 PrimeFaces setzt ab Version 3 auf HTML5 auf und erlaubt es damit 
ebenfalls, Dokumente per Drag-and-Drop18 hochzuladen. 
Wurde kein Dokument zum Hochladen ausgewählt, soll die Möglichkeit ge-
geben werden, auf Basis einer Vorlage, ein neues Dokument zu erstellen. 
Dieses soll beim Einchecken des Sord-Objektes erstellt und als neue Doku-
mentversion ins Archiv geladen werden.
3.4  Templates und eigene Dokumente
CSS und HTML liefern einfache Mittel, um Vorlagen für neue Dokumente zu 
definieren. Das Model-View-Controller Konzept von JSF unterstützt den Aufbau 
von dynamischen Seiten. Somit kann beispielsweise eine einfache Tabelle auf 
Basis der Komponente h:dataTable erstellt werden. Außerdem können mithilfe 
des rendered Attributes eines Panels, je nach dessen Inhalt, Bereiche ein- oder 
ausgeblendet werden. Da JSF ab Version 2 auf Facelets und somit den XHT-
ML Standard setzt, bieten JSF-Seiten hervorragende Möglichkeiten einer späte-
ren Konvertierung in andere Formate.19 HTML 4.01 basierte auf der mächtigen 
Darstellungssprache SGML20 und diente als Grundlage für das XML-konforme 
XHTML-Format. XML ist im Grunde ein gestrafftes und auf das Wesentliche kon-
zentriertes SGML, es bietet eine starke Vereinfachung und strengere Regeln. 
XML-Dokumente sind wohlgeformt. Damit soll u.a. gewährleistet werden, dass 
jedes geöffnete Element (Tag) auch wieder geschlossen wird. XHTML Doku-
mente sind demnach für Konvertierungskomponenten erheblich fehlerresisten-
ter und führen zu besseren Ergebnissen. Viele Bibliotheken unterstützen das 
ursprüngliche HTML daher nur bedingt.21, 22
Webseiten können nur schwer archiviert werden, da sie in der Regel nicht nur 
aus einer Datei23 bestehen. Sollen Dokumente elektronisch archiviert werden, 
so bestehen zudem konkrete Anforderungen, insbesondere bei der Langzeit-
archivierung. Das verwendete Format PDF/A besteht aus einer Normreihe 
17 Vgl. S. 175ff [12].
18 Aktuell nur Firefox und Chrome.
19 Vgl. 1.1 Kurzgeschichte der Webentwicklung [7].
20 SGML (Standard Generalized Markup Language) ist eine sehr komplexe Metasprache, d. h. 
man kann damit Sprachen zur Beschreibung von Dokumenten formulieren.
21 Z. B. iText PDF, Vgl. [11].
22 Vgl. S. 2-12, 551-557 [1].
23 Z. B. XHTML, CSS, Bildern, …
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der „International Organisation for Standardisation“ (ISO) und entspricht da-
mit den rechtlichen Anforderungen in Deutschland als auch international.24 
Die Java-Bibliothek PD4ML ermöglicht jedoch eine einfache Konvertierung 
von HTML zu PDF unter Berücksichtigung des PDF/A-Standards.25 Durch die 
Einfachheit der Bibliothek konnte eine Demoversion zu Testzwecken zügig 
implementiert werden. Eine zusätzliche Speicherung von inhaltsspezifischen 
Informationen, als auch ganzen Texten, wird durch eine weitere HashMap in 
der DocumentBean ermöglicht. 
Während des Konvertierungsprozesses ruft die PD4ML-Bibliothek die Web-
seite auf und rendert das HTML-Ergebnis in eine PDF Datei. Dieser Prozess 
läuft serverseitig, wodurch die Referenz zur aktuellen Benutzersitzung, und 
insbesondere zur aktuellen Ansicht (View), nicht existiert. Ein Zugriff auf das 
zugrunde liegende DocumentBean ist daher nicht möglich. Um dies zu um-
gehen, wird temporär eine Referenz des Beans im Applikationskontext ab-
gelegt. Der Name der Referenz wird mithilfe der Get-Operation in die URL 
der aufzurufenden Seite geschrieben und über eine eigene Komponente auf 
der Template-Seite abgefangen. Diese referenziert den EL-Ausdruck ‚#{docu-
ment}‘ mit dem zugehörigen Bean des fremden Kontextes. Der Server-Kon-
vertierungsprozess hat somit Zugriff auf die Operationen und Attribute, der 
sich im View-Scope befindlichen Bean des Benutzers.
3.5  Speichern und Laden von Entwürfen
Abhängig von der zeitlichen Länge des Bearbeitungsprozesses kann die Be-
an-Serialisierung ein hilfreiches Mittel sein, Vorgänge zu unterbrechen und 
zu einem späteren Zeitpunkt fortzusetzen. Hierzu wird das gesamte Objekt, 
inklusive der geänderten Daten, in einer Datei persistiert.26 Mithilfe von Ajax-
Aufrufen kann eine zeitgesteuerte Zwischenspeicherung, der im Browser 
eingegebenen Informationen, durchgeführt werden. Die Idee hierfür gibt die 
„Automatisch-Speichern“-Funktion von Microsoft Word.27 
Entwürfe werden serverseitig in der Mailbox des Anwenders gespeichert. Der 
Klasse IndexedElement wird eine Funktion saveAsDraft() hinzugefügt, welche 
die Serialisierung übernimmt. Das Sitzungs-Bean des Benutzers enthält eine 
Funktion getDrafts(), die eine Liste aller gespeicherten Entwürfe zurückgibt. Zu-
sätzliche Informationen wie die URL der Seite, auf der das Bean serialisiert wur-
de, werden ebenfalls gespeichert, was es ermöglicht, zu einem späteren Zeit-
punkt, die gesamte View wiederherzustellen. Hierzu wird die ID des Entwurfs als 
zusätzlicher Parameter an die Seite übergeben. Die JSF-Basiskomponente, die 
24 Vgl. [10].
25 Zu prüfen ist hier eine lizenzrechtliche Verwendbarkeit. Vgl. auch [9].
26 Vgl. [17].
27 Vgl. [6].
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den Lebenszyklus der ECM-Elemente kontrolliert, initialisiert anschließend die 
Wiederherstellung der gespeicherten Ansicht.
4  Recherche
4.1 Grundlegendes
Die Recherche erlaubt es, Dokumente oder Strukturelemente im System wie-
derzufinden. Benutzer sollen Elemente ohne fundiertes Wissen über deren 
Art, Inhalt und Lage erhalten. Im Kern lässt sich zwischen einer informations- 
und inhaltsbasierten Recherche unterscheiden.28 
Informationen sind hierbei an das Element angehängte Attribute – wie z. B. 
Metainformationen, Datumsangaben, Notizen, der aktuelle Besitzer oder 
der Dokumenttyp. Man spricht hier auch von einer Schlagwort- oder Meta-
Datenrecherche. Die Qualität der Suche ist dabei stark abhängig von der 
Qualität der erfassten Metadaten. Wird dieser Erfassungsprozess nachrangig 
betrachtet, und/oder unsachgemäß durchgeführt, kann kein qualitativ hoch-
wertiges Ergebnis erzielt werden. Dokumente können im System nur schwer 
wiedergefunden werden.29
Abb. 6: Beziehungsdarstellung Recherche30
Die Suche im eigentlichen Dokument wird als inhaltsbasierte oder auch als 
Volltextrecherche bezeichnet.31,32 Dies setzt das Erstellen eines Volltext-Index 
voraus. In der Regel geschieht dies über einen Serverprozess und benötigt 
keine Interaktion des Benutzers. Ein Volltextindex unterscheidet sich wesent-
lich von anderen Indizes und übernimmt das Konzept einer invertierten Liste. 
Jeder Token der Liste wird dabei mit der Position aus dem Dokument in den 
Index aufgenommen und erlaubt es, diese Stelle wiederzufinden.
Gute Ansätze lassen sich hier in der .NET-Welt finden. Das von Microsoft, im 
Jahre 2004, formulierte Provider-Pattern erlaubt die Definition und Abstraktion 
ähnlich einer Schnittstelle. Ziel war es ursprünglich, die Komplexität von An-
28 Vgl. S. 48,155 [2].
29 Vgl. S. 156-157 [2].
30 Quelle: vgl. Abb. 4-15, S. 155 [2] .
31 Vgl. S. 33 ff [14].
32 Vgl. S. 158-159 [2].
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wendungen zu vereinfachen um dadurch die Flexibilität zu erhöhen. Provider 
stehen zwischen der Applikation und der Informationsquelle. Sie lösen Anfra-
gen aus und leiten die zurückgegebenen Daten verpackt in einem lesbaren 
Format zurück. Abstrakt betrachtet sind sie Bereitsteller eines APIs basierend 
auf der Geschäftslogik.33 Provider können daher auch für das Ausführen von 
Operationen genutzt werden und werden oft auch als ‚Middleware‘ bezeich-
net.34 Die Provider-Basisklasse definiert Operationen und Eigenschaften, die 
von der erbenden Unterklasse, dem Provider, überschrieben werden.35 Kon-
zepte der abstrakten Fabrikmethode kommen hier zusätzlich zum Einsatz.
Abb. 7: Abstrakte Darstellung des Provider-Patterns
4.2  Umsetzung 
Jede Recherche benötigt einen Suchprovider, der Anfragen übernimmt und 
das Ergebnis zurückgibt. Die Klasse AbstractSearchProvider definiert hier 
eine Schnittstelle und wird im Verlauf der Arbeit den ensptrechenden Pro-
vidern vererbt. Auf Ergebnisse kann mithilfe des Objektes SearchResults 
zugegriffen werden. Methoden zum Abrufen der Ergebnisse über den Provi-
der werden hier entsprechend implementiert. Anschließend erlaubt die Klasse 
SearchFilters das Definieren von Filtern, welche zur Ausführungszeit der Suche 
einbezogen werden. Die folgende Abbildung zeigt eine Übersicht der Klassen, 
die auf das Wesentliche reduziert sind.
 
Klassendiagramm Architektonische Grundlagen für das Recherchieren
33 Vgl. Provider Pattern [13].
34 Vgl. S. 257-258 [3].
35 Vgl. The Pattern [13].
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Der eigentliche Suchstring der Abfrage wird in der Variablen query definiert 
und kann mittels der JSF-EL über ein Textfeld gesetzt werden. Die Funktion 
search() erstellt dabei eine neue Suche und setzt frühere Ergebnisse zurück. 
An dieser Stelle soll keine Suche im klassischen Sinne gestartet werden. Das 
Sammeln der benötigten Ergebnisse erfolgt beim ersten Zugriff über die Klas-
se SearchResults. Somit können Ressourcen geschont werden. Eine erstellte 
und aktive Suche wird durch das Attribut isActive gekennzeichnet.
Wurde der Suchterm versehentlich falsch geschrieben, schlägt die Funktion 
getCorrections() eine ArrayListe auf Basis des internen Thesaurus vor. Ähn-
liche Begriffe werden von der Funktion getSynonyms() zurückgegeben. Die 
Funktion searchAsYouType(…) implementiert die Idee einer Autovervollstän-
digung basierend auf eingegebenen Teilen des Terms.36 Komponenten wie 
z. B. PrimeFaces Autocomplete ermöglichen deren Nutzung.
4.3  Hierarchische Navigation
Betrachtet man das ELO-Archiv findet man eine hierarchisch verschachtelte 
Struktur aus Elementen vor, die Dokumente enthalten können. Dieses Ge-
bilde lässt sich ausgehend von einem Startknoten (dem Archivanfang) als 
Baum darstellen.37 Konkret betrachtet, besteht jeder Knoten des Baumes ent-
weder aus einem Dokument oder Strukturelement. Letzteres erlaubt hierbei 
eine weitere Verzweigung. Es ist somit möglich, von einem Startknoten aus-
gehend, durch die Archivstruktur zu navigieren. Im Folgenden soll dies als 
„hierarchische Navigation“ bezeichnet werden.38 Die Abfrage einer hierarchi-
schen Ebene erfordert daher eine eigenständige Suche und profitiert von den 
bereits vorgestellten Konzepten. Eine gute Grundlage gibt das PrimeFaces 
TreeNode-Interface, welches bereits einen Großteil aller Funktionen definiert, 
die zum Navigieren durch einen Baum benötigt werden.39 Jeder Knoten wird 
um einen eigenen Provider sowie ein eigenes Objekt zum Speichern der Su-
chergebnisse erweitert. 
36 Vgl. S. 169 ff [14].
37 Vgl. S. 98 [14].
38 Vgl. S. 263 ff [4].
39 Vgl. [8].
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Abb. 8: Hierarchische Navigation
5  Gestaltung der Komponenten
5.1  Architektur und Komponententypen
Komponenten sollen einen einfachen Zugriff auf die teils komplexe Architektur 
geben. Im Kern soll zwischen drei Komponententypen unterschieden wer-
den: „ELO Grundkomponenten“ übernehmen Initialisierungsaufgaben und 
stellen die Basis für „ELO Komponenten“; Diese greifen auf Informationen der 
Grundkomponente zurück und können weitere JSF-Komponenten beinhalten. 
Sie stellen einzelne Funktionsbereiche, wie z. B. das Anzeigen einer Dokumen-
tenvorschau, bereit. „Kompositionen“ stellen ganze Anwendungsfälle wie eine 
Archiv- oder Dokumentenansicht dar und bestehen aus einer Kombination von 
JSF, PrimeFaces und „ELO- Komponenten“. 
 
Technologie: JSF-Kompositkomponenten 
Document (e:sord) uploadDocument, keywords, Archivansicht, Dokumentansicht,
Search (e:search) notes, documentPreview, … Suche
Abb. 9: Komponententypen
Kernfunktionalitäten wie das Arbeiten mit Elementen sowie Rechercheopera-
tionen werden über eigene Komponenten konfiguriert. Komponenten stellen 
innerhalb ihres Rumpfes bestimmte Informationen, die über Tag-Variablen 
konfiguriert werden können, für Kind-Komponenten bereit und steuern den 
Elementlebenszyklus. Alle Grundkomponenten enthalten eine Reihe an kon-
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textspezifischen Informationen, wie beispielsweise das aktuell verwendete 
Element-Bean, die von den Kind-Komponenten ausgelesen werden können. 
Abb. 10: Architektonischer Aufbau der Grundkomponenten
Darüber hinaus wird für ELO-Komponenten eine Komponentenbasis40 bereit-
gestellt, die einen komfortablen Zugriff auf die Informationen der aktuellen 
Grundkomponente bereitstellt.
5.2  ELO-Komponenten
5.2.1  Erweiterung der Grundkomponenten 
ELO-Grundkomponenten steuern die Koordination mit ELO und dem JSF-
Lebenszyklus. Sie stellen somit nur die Kernfunktionalitäten bereit, z. B. laden 
von Elementen aus dem Archiv und referenzieren der Objekte im gewünsch-
ten JSF-Scope. Für einen Umgang mit solchen Elementen ist es zielführend, 
eine Abstraktionsebene für Grundkomponenten einzuführen, die Komfort-
funktionen wie beispielsweise das automatische Speichern in Word bereit-
stellt und über Attribute parametrisierbar macht. Die Abbildung veranschau-
licht das am Beispiel der Komponente für Strukturelemente und Dokumente. 
Über das <e:sord>-Tag wird hierbei die zugrundeliegende Grundkomponente 
adressiert.
40 Eine Komponentenbasis entspricht im Kern einer Klasse von der die Komponente abgeleitet 
wird. Im aktuellen Fall ist das die JSF Klasse UINamingContainer.
235
Abb. 11: Aufbau der Komponente „StructureOrDocument“
Ähnlich zeigt sich dies auch bei Funktionalitäten der Suche. Die Komponen-
te „searchSords“ kapselt dabei weitere Funktionen, die einen performanten 
Seitenaufbau mithilfe der Ajax-Technologie ermöglichen. Es kann somit auf 
Komponentenebene definiert werden, ob und wie viele Suchergebnisse nach-
geladen werden. Über das <e:search>-Tag wird hierbei die zugrundeliegende 
Grundkomponente adressiert.
Abb. 12: Aufbau der Komponente „searchSords“
5.2.2  ELO-Komponenten
Im Rahmen dieser Arbeit wurden eine ganze Reihe von Komponenten entwi-
ckelt, welche die in Kapitel 1.4 definierten Anforderungen erfüllen. Im Folgen-
den soll daraus eine kleine Auswahl vorgestellt werden.
Die Komponente „keyword“ hilft bei der Eingabe von Metainformationen. 
Grundlegend lassen sich zwischen drei verschiedenen Feldtypen unterschei-
den: Text, Text mit Stichwortliste und Datum.
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Abb. 13: Aufbau der Kompositkomponente „keyword“
Die Komponente „notes“ hilft beim Bearbeiten der drei unterschiedlichen Notizty-
pen. Im Kopf der Komponente stehen Buttons für eine Erstellung neuer Notizen 
bereit.
Abb. 14: Aufbau der Kompositkomponente „notes“
Die Komponente „uploadDocument“ hilft beim Upload neuer Dokumente. 
Hierzu kommt die PrimeFaces FileUpload-Komponente zum Einsatz. Diese 
ermöglicht es, neben der Anzeige eines Fortschrittbalkens, Dateien per „Drag 
and Drop“ auszuwählen.41
Abb. 15 Aufbau der Kompositkomponente „uploadDocument“
Die Komponente „searchBox“ dient der Erstellung einer Suche sowie dem 
Hinzufügen von Filtern unterschiedlicher Sektionen. Grundlegend soll die 
Eingabe des Suchterms durch eine Vorschlagsliste unterstützt werden. Die 
PrimeFaces Autocomplete-Komponente gibt hier eine solide Basis. Die Su-
41 Funktioniert technologisch bedingt aktuell nur im Firefox fehlerfrei.
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che wird durch Klicken des Suchbuttons gestartet. Eine Dropdown-Box gibt 
eine Auswahl der möglichen Filter, die hinzugefügt werden können. Alle Filter 
werden in Sektionen unterteilt, die jeweils in einer eigenen Spalte dargestellt 
werden. Ein weiterer Filter derselben Sektion wird als Textfeld innerhalb der 
Zeile des Filters dargestellt. Filter können durch den Löschen-Button wieder 
entfernt werden.
Abb. 16: Aufbau der Kompositkomponente „searchBox“
Weitere Komponenten wurden u.a. für folgende Zwecke entworfen:
– Authentifikation eines Benutzers
– Speichern der Änderungen
– Speichern von Entwürfen
– Definieren von Dokumentinhalt
– Erstellen von PDF-Dokumenten
– Downloaden von Dokumenten
– Anzeigen von Entwürfen
– Informationsermittlung innerhalb des Templates
– Anzeige einer Dokumentvorschau
– Anzeigen einer Ergebnisliste
– Anzeigen eines Ergebnisbaumes
5.3  Impressionen 
Zwei einfache Beispiele sollen einen Eindruck der Arbeitsergebnisse vermit-
teln. Die Abbildung zeigt ein Formular zur Bearbeitung von Rechnungsinfor-
mationen. Eine Vorschau der Rechnung wird in einem Dialog eingeblendet. 
Eingegebene Informationen werden automatisch zwischengespeichert, falls 
ein Entwurf angelegt wurde. Die interne Objekt-Id der Rechnung kann über 
den URL-Parameter objId definiert werden und wird von der Komponente auf-
gegriffen.
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...
<elo:userlogin/>
<h:form>
    <elo:structureOrDocument autosave=”true” 
                objId=”#{param[‘objId’]}” lock=”true” >
        <f:facet name=“header“>
            <h1>Rechnungsdaten bearbeiten</h1>
        </f:facet>
        <h:panelGrid columns=”2” style=”width: 100%;” >
            <h:panelGroup>
                <elo:keywords />
            </h:panelGroup>
            <h:panelGroup >
                <elo:documentPreview showThumbnail=”false” />
                <elo:documentDownload/>
                <elo:documentDrafts />
                <elo:commandButtonSaveAsDraft />
            </h:panelGroup>
        </h:panelGrid>
        <elo:commandButtonSave />
    </elo:structureOrDocument>
</h:form>
...
Abb. 17: Formular zur Bearbeitung von Rechnungsinformationen
Der Quelltextauszug macht deutlich, wie kompakt und elegant sich das obige 
Formular programmieren lässt, wenn man das erarbeitete Framework nutzt. 
Zu erkennen ist dies hier sehr schön an den <elo>-Tags
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Die nächste Abbildung zeigt eine Sucheingabemaske sowie eine Ergebnislis-
te in tabellarischer Darstellung. Der dazugehörige Codeausschnitt bietet er-
neut einen guten Eindruck von der Klarheit und Mächtigkeit des geschaffenen 
Frameworks. 
...
<elo:userlogin/>
<h:form>
    <elo:searchSords query=”*” provider=”FindDirect” >
        <elo:searchBox/>
        <elo:searchResultList  />
    </elo:searchSords> 
</h:form>
...
Abb. 18: Suchformular und Tabellendarstellung der Ergebnisse
6  Zusammenfassung
6.1  Ergebnisse
Die Arbeit zeigt anhand eines praktischen Beispiels, wie höher-abstrakte 
Webkomponenten (Business-Objects) für DM-Systeme realisiert werden 
können und welche technologischen und konzeptionellen Anforderungen be-
stehen. Die vorgestellten architektonischen Konzepte sind zwar an das Pro-
dukt ELO angelehnt, geben aber einen grundlegenden Überblick, in welcher 
Form ein Komponentenframework Entwicklungsprozesse unterstützen kann. 
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Alle ECM-Systeme auf dem deutschen Markt verzeichnen einen ähnlichen 
Grundstamm an Funktionen, weshalb die vorgestellten Konzepte prinzipiell 
auf andere Systeme übertragbar sind. Die Vielschichtigkeit der entworfenen 
Komponenten gibt einen ersten Eindruck über die entstehenden Möglichkei-
ten, die hier skizziert wurden und auf dem deutschen ECM-Markt einzigartig 
sind. 
6.2  Blick nach vorne
6.2.1  Performanzüberlegungen
Wichtig für den Erfolg eines ECM–Systems ist auch der Faktor Performanz! 
Die Erweiterung der STORE-Komponente wäre hier ein erster Schritt: Durch 
die Implementierung eines intelligenten Caching-Konzeptes auf Basis statis-
tischer Modelle könnten Latenzzeiten minimiert werden, ohne dass der An-
wendungsentwickler explizit effiziente Algorithmen formulieren müsste. Hier 
kämen Nebenläufigkeitsaspekte zum Tragen, wenn z. B. im Hintergrund früh-
zeitig Aktionen anlaufen würden. 
6.2.2  Business-Intelligence (BI)
Ein weiterer Aspekt wäre die Einbindung von BI an passender Stelle und in 
Form kompletter DM-spezifischer Software-Artefakte:
Betrachtet man den Umgang mit Suchergebnissen bieten sich auf Grundla-
ge der Meta-informationen weitreichende Möglichkeiten im Bereich der Busi-
ness-Intelligence. Mithilfe aller gescannten Rechnungen könnten Cashflow-
Berichte generiert, oder die umsatzstärksten Kunden errechnet werden. Das 
Apache Commons Projekt „Math“ stellt Statistikfunktionen, wie beispielsweise 
die Regressionsanalyse, über eine Java Bibliothek bereit und könnte die Ba-
sis für eine Statistikkomponente bilden. Kennzahlen können durch Metadaten 
berechnet und durch Balken- und Kuchendiagrammen visualisiert werden. 
Ein Abrufen von mehr als 100.000 Suchergebnissen kann 30-40 Sekunden 
in Anspruch nehmen, was mittels Live-Charts überbrückt werden könnte. 
Kennzahlen würden dabei nach jedem Block berechnet und im Diagramm 
aktualisiert. Dies führt zu einem Annähern der grafischen Darstellung an den 
tatsächlichen Wert. Weiterführend könnte die Suche abgebrochen werden 
falls neue Ergebnisse, aufgrund der hohen Stichprobe, nur zu einer margi-
nalen Änderung der Kennzahlen führen. Zu prüfen wäre, ob ein geeignetes 
Datawarehouse mithilfe einer RAM-Datenbank oder reine Java-Objekte die 
Grundlage für solche Auswertungen bilden könnten und wie dies alles in eine 
Komponente des Frameworks zu integrieren wäre. 
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6.2.3  Mobilitätsaspekte
PrimeFaces stellt neben innovativen Komponenten für den Desktopbereich 
mit TouchFaces einen mobilen Ableger bereit. Eine Portierung der bestehen-
den Funktionen in eine mobile Komponentenbibliothek würde weitere Anwen-
dungsszenarien für Smartphones und Media Tablets erschließen. 
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mainproject – ITIL-Wissenstransfer im Rahmen des 
ESF-Programms
Meike Schumacher, Michael Tax, Georg Rainer Hofmann, Wolfgang Alm
1  Wissenstransfer im Rahmen von mainproject
Das an der Hochschule Aschaffenburg (HAB) durchgeführte Projekt mainpro-
ject1 ist eine vom Bayerischen Staatsministerium geförderte und vom Euro-
päischen Sozialfonds (ESF) sowie der Mainsite Services GmbH & Co. KG 
ko-finanzierte Maßnahme zur Nutzung des Innovationspotenzials und des da-
mit verbundenen Wissenstransfer zwischen der Hochschule Aschaffenburg 
(HAB) und den Unternehmen am Bayerischen Untermain. Verantwortlich für 
die Projektdurchführung ist das Anfang 2011 gegründete Information Manage-
ment Institut (IMI) der HAB. 
Das Projekt läuft von Oktober 2011 bis September 2014 und umfasst einen 
Projektetat von 815.500 € (Fördersumme 407.750 €). Die Qualitätssicherung 
wird vom Fraunhofer-Institut für Offene Kommunikationssysteme in Berlin 
durchgeführt.
Entsprechend seiner Vorgaben ist der Projektstandort im Industrie Center 
Obernburg (ICO), innerhalb des von der HAB gegründeten Zentrums für Wis-
senschaftliche Services und Transfer (ZeWiS), „praxisnah“ aufgestellt. Das 
ICO ist ein Industriepark mit rund dreißig kleinen und mittleren Unternehmen 
(KMU) und dient, neben einigen weiteren KMU außerhalb des Standorts, 
als Ausgangslage für die Tätigkeit von mainproject. Standortbetreiber ist die 
Mainsite Services GmbH & Co. KG, die umfassende Serviceleistungen für die 
Unternehmen am Standort ICO, inklusive des Betriebs eines zentralen Re-
chenzentrums und IT-Dienstleistungen, für die auf dem Gelände lokalisierten 
Unternehmen erbringt.
Ziel von mainproject ist es, die Attraktivität des Bayerischen Untermains als 
Ansiedlungsregion – und damit die der dort ansässigen Unternehmen – durch 
gut geschultes und innovationsorientiertes Personal zu steigern. Um dieses 
Ziel zu erreichen soll Methodenwissen aus den Bereichen IT-Management, 
Dienstleistungsmanagement und Total Productive Management an die Unter-
nehmen vermittelt und eingebracht werden. Die Mitarbeiter werden so durch 
praxisrelevante Kompetenzen und Fähigkeiten besser für das sich im perma-
nenten Wandel befindende ökonomische Umfeld qualifiziert. Unterstützt wird 
1 Der Projektname „mainproject“ leitet sich nicht vom englischen „main“ ab, sondern vom regiona-
len Bezug zum Bayerischen Untermain.
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dies zusätzlich durch den Netzwerkcharakter von mainproject. Das Projekt 
bietet im Rahmen der Hochschule eine neutrale Plattform für den Wissens- 
und Erfahrungsaustausch und fördert nicht nur den akademischen Diskurs 
zwischen der HAB und den Unternehmen, sondern auch den Austausch von 
Unternehmen untereinander. In der Praxis wird dies u.a. durch das Angebot 
von Fachgesprächen und Themennetzwerken realisiert. Ergänzend werden 
außerdem überregionale Kooperationspartner in Form von Universitäten, Ins-
tituten und Unternehmen eingebunden, um das Innovationspotenzial weiterer 
Standorte zu nutzen. Das nachfolgende Referenzmodell gibt einen Gesamt-
überblick über die Aktionsfelder von mainproject und ist aufgeteilt in Haupt-
säulen, Kompetenzschwerpunkte und Querschnittsthemen.
Abb. 1: Das Referenzmodell setzt die Handlungsfelder von mainproject mit den Kom-
petenzschwerpunkten und Querschnittsthemen in Verbindung. Für die folgenden 
Ausarbeitungen liegt der Fokus auf dem IT-Service Management in der Hauptsäule 
IT-Management.
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Langfristig soll eine professionelle, eigenständige Bildungseinrichtung zur 
Verfügung stehen, die, nach dem Projektende auch Unternehmen außerhalb 
der Region, weiterhin Schulungs- und Beratungsleistungen bietet.
2  Akzeptanz von IT-Service Management in Betrieben am Bayerischen 
Untermain
2.1  Ausgangslage und Problemstellung
Herausforderungen in der IT – Die Bedeutung des IT-Managements und 
des IT-Service Managements für die betriebliche Organisation
Die folgenden Ausarbeitungen beziehen sich auf die im Referenzmodell (Ab-
bildung 1) dargestellte Hauptsäule IT-Management, insbesondere auf den 
Kompetenzschwerpunkt IT-Service Management (ITSM).
Ausgehend vom Begriff Informationsmanagement kann IT-Management als 
Planung, Steuerung und Kontrolle von Informationssystemen und Informa-
tions- und Kommunikationstechnik als Teilaufgabe der Unternehmensführung 
verstanden werden ([Krcm05], S. 1). IT-Management enthält dabei sowohl 
strategische Komponenten – als langfristige Sicht auf die Nutzung vorhan-
dener und die Entwicklung zukünftiger Erfolgspotenziale – als auch operati-
ve Komponenten für das kurz- und mittelfristige unternehmerische Handeln. 
Dies beinhaltet u.a. auch die Entwicklung von IT-Lösungen und das Sicher-
stellen des IT-Betriebs ([Tiem09a], S 7-19).
Die IT nimmt, als Summe der technischen und organisatorischen Mittel zur 
Unterstützung der Geschäfts- und Informationsprozesse ([Tiem09a], S. 11), 
eine immer größere Bedeutung bei der Geschäftstätigkeit eines Unterneh-
mens ein. Das Beherrschen von IT-Themen ist eine Voraussetzung für die ef-
fiziente Abwicklung von Geschäftsprozessen mit positiven Auswirkungen auf 
den geschäftlichen Erfolg eines Unternehmens. Der Einsatz von IT ist zudem 
meist so tief in der unternehmerischen Struktur verankert, dass ein fortlaufen-
der Geschäftsbetrieb ohne diese nicht mehr möglich wäre und somit unab-
dingbar wird ([Tiem09a], S. 11-12). Vielmehr kann die IT, wie in [Tiem09a] (S. 
12-13) und [FrGl07] (S. 51) beschrieben, durch effiziente Steuerung als Wert-
treiber eingesetzt werden und damit als Wettbewerbsvorteil dienen. [FrGl07] 
(S. 24-25) argumentiert, dass die Informationstechnologie als Kernaufgabe 
der Unternehmensführung, zu den entscheidenden Schlüsselfaktoren für den 
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Unternehmenserfolg (i. S. v. kritischer Erfolgsfaktor2) gehört. Die Verantwort-
lichen der IT-Organisation stehen dabei u.a. den in Tabelle 1 dargestellten 
Phänomenen und Herausforderungen der IT-Welt gegenüber.
Phänomene der IT-Welt Herausforderungen
Hohe Anforderungen an die IT-
Abteilung durch Fachabteilungen 
und Unternehmensführung
IT-Strategie optimieren und Kundenorientie-
rung der IT forcieren
Historisch gewachsene IT-Land-
schaften; steigende Komplexität 
der Technologien
Zielorientiertes Planen und Managen von IT-
Architektur (u.a. IT-Infrastrukturen, IT-Applika-
tionen, IT-Prozesse)
Steigende Nutzerzahlen, die IT-
Support benötigen
Unterstützung für Endbenutzer verbessern 
(z. B. automatisierter Support, optimierte 
Benutzerverwaltung) und umfassendes Ma-
nagement von IT-Services
Modularisierung von Software und 
Standards, umfangreiches Angebot 
an Standardsoftware (SSW)
Koordination der Einführung von Software-
Applikationen, Notwendigkeit der Integration 
von Standard-Lösungen forcieren
Sinkende oder gleichbleibende 
IT-Budgets
IT-Budgetierung und interne Kosten- und 
Leistungsverrechnung einführen; Einführung 
von Kennzahlen und Benchmarking
Zunehmende Anzahl kritischer IT-
Anwendungen
Umfassende IT-Serviceleistungen anbieten 
und IT-Security-Lösungen entwickeln
Hohe Arbeitskräftefluktuation Personalmanagement in der IT ausbauen
Zahlreiche Einflussfaktoren und 
Vorgaben von Rahmenbedingun-
gen (z. B. Gesetze, Verordnungen)
Risikomanagement in der IT und IT-Compli-
ance sicherstellen
Tab. 1: Die Tabelle zeigt einige Phänomene und daraus resultierende Herausforderungen 
für IT-Verantwortliche ([Tiem09a], S. 20-21). Da die IT ein sich schnell wandelndes und in-
novationsgetriebenes Feld ist, kann davon ausgegangen werden, dass zukünftig deutlich 
mehr strategische und operative Problemfelder entstehen werden. Um diesen begegnen 
zu können, können Änderungen in der Unternehmenskultur und ein Mentalitätswandel 
der beteiligten Personen notwendig werden. Daher muss als Basis im Unternehmen ein 
strukturiertes und zuverlässig durchgeführtes IT-Management vorhanden sein.
Zusätzlich befindet sich die IT-Organisation eines Unternehmens häufig in ei-
nem Spannungsfeld zwischen unternehmensinternen Forderungen und dem 
2 Faktoren und Schlüsselgrößen, die für die Erreichung der Gesamtziele einer Unternehmung 
von zentraler Bedeutung sind. Stimmen diese Faktoren, so wird die Unternehmung als Ganzes 
erfolgreich sein, zeigen sich dagegen hier Defizite, so beeinträchtigt dies unmittelbar den Ge-
samterfolg der Unternehmung. [GaWLoJ]
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Marktdruck von außen (z. B. durch externe IT-Dienstleister). Verantwortlich für 
diese Spannungen sind laut [Scho06] (S. 4-5) vor allem die folgenden Faktoren:
– Die schwierige Wettbewerbssituation der Unternehmen, welche einen ho-
hen Kostendruck erzeugt.
– Die hohe Innovationsgeschwindigkeit der Informations- und Kommunikati-
onstechnologie (IKT), die durch einen hohen Kapitalbedarf geprägt ist und 
fehlende Expertise auf Seiten der Anwender zur Folge hat.
– Die negative Einstellung gegenüber der IT innerhalb des Unternehmens 
aufgrund von Qualitätsmängeln, unverhältnismäßigen Kostensteigerungen 
und insbesondere die fehlende Servicementalität der IT-Abteilungen.
– Mangelndes Verantwortungsbewusstsein für interne IT-Dienstleister sei-
tens des Chief Information Officers (CIO).
– Steigende Komplexität im Rahmen unterschiedlicher Organisationsfor-
men, beispielsweise durch Ausgliederung, Joint Ventures und Outsourcing.
Diese Faktoren erzeugen, zusammen mit dem sich ergebenden Spannungs-
feld, einen zunehmenden Rollenkonflikt der IT zwischen strategischen Aufga-
ben innerhalb eines Unternehmens und der Rolle als Dienstleister ([Scho06], 
S. 6). Mit Hinblick auf letzteres und der häufig negativen Einstellung der 
Fachabteilungen gegenüber den IT-Abteilungen, wird deutlich, dass in der 
IT eine zunehmende Kundenorientierung erforderlich ist. Somit wird für das 
Managen einer modernen IT-Organisation ein hohes Maß an Prozess- und 
Service-Orientierung benötigt (s. [Tiem09b], S. 364-365 und [Scho06], S. 7 
und 13).
Dieser Wandel führt zum Kernthema der Akzeptanzanalyse, dem IT-Service 
Management (ITSM) der Unternehmen am Bayerischen Untermain. ITSM 
wird definiert als […] jene Prinzipien und Verfahren, die der Erstellung und 
Erbringung von zuverlässigen, kundengerechten IT-Dienstleistungen dienen. 
Neben der Verbesserung der Kundenbeziehungen zielt das [ITSM] auch auf 
eine Qualitätsverbesserung und Kostensenkung ab (s. [Tiem09a], S. 26). Die 
Information Technology Infrastructure Library (ITIL) – eine kurze Erläuterung 
hierzu erfolgt später in diesem Kapitel – definiert ITSM wie folgt: [IT-]Service 
Management ist eine Reihe von spezialisierten, organisationalen Fähigkeiten 
zur Stiftung von Wert für Kunden in Form von Services ([itSM08], S. 17). ITSM 
legt also den Schwerpunkt auf die Kundenorientierung der IT, in der die IT die 
Form einer Dienstleistung – als sogenannte IT-Services – annimmt. IT-Servi-
ces sind gemäß ITIL-Definition […] eine Möglichkeit, Mehrwert für Kunden zu 
erbringen, indem das Erreichen der vom Kunden angestrebten Ergebnisse 
erleichtert oder gefördert wird. Dabei müssen die Kunden selbst keine Verant-
wortung für bestimmte Kosten und Risiken tragen ([itSM08], S. 17). Zusam-
mengefasst soll das ITSM vielen der weiter oben genannten Problemfeldern 
und Herausforderungen der IT-Abteilungen entgegen wirken.
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Trennt man die Begriffe „IT-Service“ und „Management“, kann ITSM somit als 
eine Dienstleistung in der IT und – gemäß der (IT-)Management Definition – 
als deren Planung, Steuerung und Kontrolle verstanden werden. In [Olbr08] 
(S. 8, Abb. 6) wird verdeutlicht, dass bei der Erbringung und Unterstützung 
von IT-Services stets die geschäftliche Perspektive mit einbezogen werden 
muss, wodurch sich die Aufgaben bzw. Aktivitäten im ITSM, wie in Abbildung 
2 dargestellt, erweitern.
Abb. 2: Die Abbildung zeigt die grundlegenden Aktivitäten im IT-Service Management 
([Olbr08], S. 9). Hervorzuheben ist, neben den typischen Managementaufgaben und 
der fachlichen Kompetenz, die erforderliche soziale Kompetenz von Seiten der IT. IT-
Services müssen abgestimmt auf die Geschäftsprozesse die Unternehmensziele unter-
stützen. Hierzu ist eine intensivierte Beratung und Betreuung der Fachbereiche durch 
die IT-Organisation notwendig.
Zahlreiche Rahmenwerke (Frameworks) können eine IT-Organisation bei der 
Ausführung der Aktivitäten innerhalb des ITSM unterstützen ([MaKo11], S. 
6). Bei mainproject wird insbesondere der ITSM-Ansatz gemäß des de-facto 
Standards3 ITIL ([Ebel08], S. 56) vertreten. ITIL ist ein vom Office of Govern-
ment Commerce (OGC) entwickeltes Rahmenwerk für die Umsetzung von 
IT-Service Management im Unternehmen ([FrGl07], S. 87-89). Grundlegend 
setzt das Rahmenwerk dabei auf dokumentierte, herstellerunabhängige Best 
bzw. Good Practices, die eine Standardisierung von IT-Prozessen mit Aus-
richtung auf den Geschäftsnutzen vorsehen.4 Das ITIL-Modell folgt dabei ei-
nem Service-Lebenszyklus, der in die fünf Module Service Strategy, Service 
Design, Service Transition, Service Operation und Continual Service Improve-
3 Im Gegenzug zum de-jure Standard stützt sich ein de-facto Standard nicht auf die Anerkennung 
über ein Norminstitut, sondern auf seine Verbreitung ([Ebel08], S. 56).
4 Die Standardisierung ist aufgrund des Best bzw. Good Practice-Ansatzes nicht endgültig und 
umfassend. Es werden in der Praxis erfolgreiche Modelle und Organisationsformen beschrie-
ben, die auf die Unternehmen angepasst werden sollen ([BrPe06], S. 267).
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ment5 aufgeteilt ist, und innerhalb der entsprechenden Phasen für das ITSM 
geeignete Prozesse bereithält ([itSM08], S. 16-20). ITIL befindet sich aktuell 
in der dritten Version, die erstmals im Jahr 2007 veröffentlich wurde. Um die 
Optimierungszeiten des Rahmenwerks geringer zu halten, ist man dazu über-
gegangen regelmäßige Updates der Versionen, erstmals mit der Edition 2011, 
zu entwickeln. Die Edition 2011 ist also nicht als neue Version, sondern als 
Aktualisierung der dritten Version zu verstehen ([APMG11], S. 1-3).
Abb. 3: ITIL beschreibt nach Best Practice-Ansätzen welche Prozesse im Rahmen 
des IT-Service Managements eines Unternehmens durchgeführt werden müssen. Das 
IT-Service Management kann die IT im Unternehmen somit effizient kontrollieren und 
damit in letzter Konsequenz die Geschäftsprozesse des Unternehmens unterstützen 
([KoKW09], S.141).
Wissenstransfer und Akzeptanz des IT-Service Managements
Es stellt sich die Frage, auf welche Akzeptanz die Durchführung von ITSM und 
die Einführung eines Rahmenwerks wie ITIL, bei den Unternehmen treffen. In 
[HoZB04] (S. 384) wird die Akzeptanz der Mitarbeiter und der Geschäftsfüh-
rung bei der Einführung von ITIL als wesentlicher Erfolgsfaktor bezeichnet. 
Die anfängliche Skepsis wurde hierbei durch die schnelle Umsetzung der 
ITSM-Prozesse gemindert. Akzeptanzfördernd war, dass so frühzeitig Erfolge 
aufgezeigt werden konnten, während die Optimierung der Prozesse und das 
Erstellen von Prozesshandbüchern später erfolgten. Die Akzeptanz und das 
Verständnis wurden somit nicht durch ausdetaillierte Dokumentationen, son-
dern durch begleitende interne Schulungen erzeugt. 
Auch in [Olbr08] (S. 139) wird darauf hingewiesen, dass eine der Eingangsvo-
raussetzungen für die erfolgreiche Implementierung von neuen Prozessen die 
Akzeptanz ist – sowohl beim einführenden Unternehmen (Dienstleister) als 
auch beim Leistungsempfänger (Kunden). Eine Begründung könnte gemäß 
[Buhl08] (S. 46-47) unter anderem im umfangreichen Veränderungsprozess 
für die betroffenen Mitarbeiter, Kunden und Anwender und dem damit verbun-
denen Kulturwandel hin zur serviceorientierten Organisation liegen. Dieser 
muss von der Managementebene intensiv begleitet werden ([Buhl08], S. 55). 
Nach diesen Ansätzen steht für mainproject insbesondere die Begleitung des 
mentalen Veränderungsprozesses und die damit verbundenen intensivierten 
Methodenschulungen und Trainings der Mitarbeiter im Fokus, die im Zusam-
menhang mit der Einführung und Durchführung eines IT-Service Manage-
ments notwendig werden.
5 Die Phasen spiegeln die Kernliteratur der ITIL Version 3 wider.
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Mit dem Thema Akzeptanz von ITSM haben sich bereits eine Reihe weite-
rer Studien beschäftigt, wobei ITIL, wie in [MaKo11] (S. 5-6) beschrieben, 
das am häufigsten eingesetzte ITSM-Rahmenwerk – den Status als de-facto 
Standard bestätigend – und mit der höchsten Akzeptanzrate eingeschätzte 
ist. Insgesamt seien die Akzeptanzraten von ITSM-Frameworks am steigen 
([MaKo11], S. 5). Eine von der Unternehmensberatung exagon durchgeführte 
Studie, bestätigt diese Aussage. Hervorgehoben wird, dass in den meisten 
der befragten Unternehmen Klarheit darüber herrscht, dass IT-Prozesse ver-
stärkt auf die Geschäftsprozesse ausgerichtet werden müssen. Positiv wird 
hierbei die Unterstützung bei der Neuorientierung durch ITIL, auch in Verbin-
dung mit dem in ITIL Version 3 eingeführten Service-Lifecyle-Modells, einge-
schätzt ([exag09]). Auch die Unternehmensberatung Materna führte im Jahr 
2009 eine Studie ([Siep10]) zu diesem Thema durch. Aus dieser geht hervor, 
dass ITIL auf eine größere Akzeptanz stößt als in den Vorjahren, der Einsatz 
sich allerdings tendenziell auf die operativen Prozesse, insbesondere den 
Service Desk6 in Verbindung mit Change und Incident Management7 konzen-
triert. Strategische Themen befinden sich weniger im Fokus. Speziell die An-
näherung zwischen IT- und Geschäftsstrategie und die ITIL-Phase Continual 
Service Improvement – die kontinuierliche Verbesserung der IT-Services über 
alle Phasen ist eine der wichtigen Neuerungen der ITIL Version 3 – finden 
häufig keine Umsetzung oder sind den Unternehmen unbekannt ([Siep10]). 
Eine Differenzierung nach Unternehmensgröße geht jedoch nicht hervor.
Auf Akzeptanzprobleme stößt ITIL insbesondere dann, wenn der Anwender 
keinen Nutzwert erkennen kann. Dies geschieht unter anderem dann, wenn 
ITIL nicht als Leitfaden wahrgenommen wird, sondern als starres Konstrukt, 
welches zu aufwendig in der Implementierung ist und dementsprechend Kos-
tensteigerungen erwartet werden müssen. Das Rahmenwerk muss jedoch 
an das Unternehmen angepasst werden, um die Aufwände bzw. den Umset-
zungsgrad selbst zu bestimmen ([Buhl08], S. 48). In einer Reihe von Untersu-
chungen verschiedener Frameworks wurde bei ITIL der geringste Prozentsatz 
bei den Kostensteigerungen ermittelt ([Buhl08], S. 55). Als akzeptanzhem-
mend eingestuft wird auch, dass ITIL zwar beschreibt was im ITSM getan 
werden muss (welche Prozesse mit welchem Ziel), es gibt jedoch wenig 
Hinweise darauf wie eine Umsetzung aussehen muss und die Unterstützung 
auf der Prozessebene endet. Das Erstellen von z. B. Implementierungsanlei-
tungen, Verfahrensanweisungen und Kennzahlen bleibt in der Verantwortung 
der Unternehmen ([Buhl08], S. 49 und 52). Zusätzlich zu der prozessualen 
Beschreibung des ITSM, wird bei der Umsetzung im Unternehmen daher wei-
terhin ein großes Maß an Know-How bei der Begleitung der organisatorischen 
6 Anlaufstelle für den Kunden und Nutzer der IT-Services.
7 Änderungsmanagement und Management von Störungen.
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Veränderungen sowie im Bereich des Prozessmanagements benötigt. Häufig 
macht dies externe Beratungsleistungen erforderlich.
Für mainproject sind insbesondere die Akzeptanz von ITSM und zugehörige 
Rahmenwerke bei KMU von Interesse. [Buhl08] (S. 55-56) beschreibt, dass 
kleinere Unternehmen sich das Ziel setzen sollten nur wenige Teile von Rah-
menwerken wie ITIL in ein bereits etabliertes Prozessmodell im Unternehmen 
mit einzubringen. Dabei ist zu beachten, wirkungsvoll ergänzende Maßnah-
men und Erfahrungen aus Rahmenwerken mit möglichst geringem Aufwand 
einzusetzen, damit die notwendige Flexibilität nicht eingeschränkt wird. Der 
Mittelstand hingegen habe den Untersuchungen zufolge noch nicht das Po-
tenzial der Frameworks realisiert. Es wird darauf hingewiesen, dass diese Un-
ternehmen, ebenfalls aus Flexibilitätsgründen, kein vollständiges Prozessmo-
dell einführen müssen. Sie sind jedoch groß genug um steigende Aufwände 
bei der Steuerung der IT-Organisation in Kauf nehmen zu müssen.
Eine Studie die sich explizit mit der Einführung von ITSM bei KMU in Öster-
reich beschäftigte, noch unter Bestehen der ITIL Version 2, und daraus einen 
Ansatz zur Stärkung der Akzeptanz von IT-Service Management in dieser 
Zielgruppe entwickelt hat, findet sich unter der Referenz Open-ITIL ([BrPe06], 
S. 1). Trotz der gestiegenen Compliance8-Anforderungen bezüglich der Ge-
schäftstransparenz, inklusive der operativen Umsetzung der IT-Organisation, 
ist den Ausführungen zufolge ([BrPe06], S. 3) bei den KMU in Österreich nur 
eine geringe Akzeptanz gegenüber ITSM-Frameworks festzustellen. Aus-
nahmen bilden hierbei große KMU, die ähnlich wie Konzernbetriebe, über-
wiegend bereits ITSM-Projekte durchgeführt haben. Abgesehen von diesen 
Ausnahmen, wird die Bedeutung von IT-Prozessen und deren Dokumentation 
bei den meisten KMU, im Vergleich zu den Kernprozessen der Unternehmen, 
als gering eingestuft. Als Grund hierfür wird ein mangelndes Verständnis für 
strategische Überlegungen abseits des Kerngeschäfts genannt und häufig 
kein Nutzwert erkannt. Es wird dennoch davon ausgegangen, dass auch in 
den KMU die Bedeutung des ITSM vor dem Hintergrund eines verstärkten 
Einsatzes von IT-Controlling und einer dadurch steigenden Kosteneffizienz 
wachsen wird. Als weitere Akzeptanzhemmnisse werden die hohen Kosten 
einer Implementierung des ITSM, rudimentär beschriebene Prozesse in den 
Frameworks und die damit verbundene Notwendigkeit der externen Beratung 
sowie die Bindung von Ressourcen in Form von Personal genannt ([BrPe06], 
S. 7-9). Als Lösungsansatz wird die Entwicklung und Etablierung eines Open-
Source-Rahmenwerks (im Sinne von Open-Source-Prozessen), angelehnt an 
ITIL, angestrebt um dem Bedürfnis der KMU nach transparenten Prozessen 
und Implementierungsbeschreibungen nachzukommen ([BrPe06], S. 13-16). 
8 Compliance umfasst die Einhaltung von unternehmensinternen und -externen Regulierungen 
und Vorgaben wie z. B. Gesetze und Verträge.
252
Das Projekt wurde bereits Ende 2007 mit der Entwicklung eines Evaluations-
bogens für das Incident und Change Management beendet ([OSBAoJ]).
Dass ITSM und ITIL im Mittelstand bisher nicht in voller Breite angekommen 
ist bestätigt eine weitere Studie aus dem Jahr 2011. Die 495 befragten mit-
telständischen deutschen Unternehmen, schätzten die Bedeutung der IT im 
Unternehmen mehrheitlich als groß ein. ITIL kommt jedoch nur in gut einem 
Viertel der Unternehmen zum Einsatz. Sich deckend mit der Umfrage von 
Materna, werden auch hier hauptsächlich operative Prozesse angewandt, 
während die strategischen Prozesse und Qualitätsverbessernde Maßnahmen 
wie Continual Service Improvement das Schlusslicht bilden. Bei 11 Prozent 
der Unternehmen konnte, trotz der nötigen kostenintensiven externen Bera-
tungen und Schulungen, messbar eine Kostenreduzierung in der IT nachge-
wiesen werden ([Groß11], S. 1-2).
Den Ansatz über Wissenstransfer und Schulungsangeboten im Bereich des 
ITSM das Innovationspotenzial von KMU zu fördern wird auch vom Projekt 
INNOTRAIN IT9 in Baden-Württemberg vertreten. Im Gegensatz zu mainpro-
ject wird jedoch auf transnationaler Ebene in Mitteleuropa mit zahlreichen 
ausländischen Kooperationspartnern agiert, mit ausschließlichem Fokus 
auf ITSM. INNOTRAIN IT sieht den Grund für die fehlende Umsetzung von 
Technologie- und Prozessinnovation bei KMU vor allem in mangelnden Res-
sourcen und die damit einhergehende Konzentration auf IT-Basisfunktionen. 
IT-Verantwortliche sind somit nicht in der Lage sich neues Wissen anzueig-
nen und im Betrieb umzusetzen. Um dem entgegenwirken zu können wurde 
eine Onlineplattform für Wissenstransfer, eigene Schulungskonzepte und ein 
Netzwerk zum Themenbereich ITSM entwickelt ([WMBW10], S. 24-25).
Auch wenn davon ausgegangen werden kann, dass die Ergebnisse dieser 
Studien auf die Region Bayerischer Untermain übertragen werden können, 
werden die ITSM-Strukturen und Akzeptanzhemmnisse im Zielgebiet, am 
vom Mittelstand geprägten Bayerischen Untermain ([BayUoJ]), anhand von 
einigen Interviews überprüft. Es gilt herauszufinden, wieweit der Wandel zur 
Serviceorganisation und die Verbreitung von Rahmenwerken in den regio-
nalen Unternehmen bereits vorangeschritten ist, wie der Wissenstransfer zu 
diesem Thema gestaltet werden muss, und dieser überhaupt erwünscht ist. 
Da sich möglicherweise in der Praxis der Unternehmen andere Standards als 
ITIL im Einsatz befinden, werden auch weitere Ansätze wie z. B. das Microsoft 
Operations Framework (MOF) und die enhanced Telecom Operations Map 
(eTOM) in der Erhebung berücksichtigt, bzw. entsprechende Antwortmöglich-
keiten gegeben.
9 Weiterführende Informationen online unter http://www.innotrain-it.eu/.
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2.2  Zielsetzung
Sollen im Unternehmen nachhaltig Prozesse verbessert und die Qualität – ob 
in der Produktion, im Dienstleistungsbereich oder in der IT – erhöht werden, 
so muss ein signifikanter Nutzwert vorliegen. Um das Angebot von mainpro-
ject im Kompetenzschwerpunkt ITSM besser am Markt platzieren zu können, 
muss dieser zunächst erkannt und eingeschätzt werden, damit Akzeptanz-
hemmnisse frühzeitig identifiziert und berücksichtigt werden können. Ge-
genstand der Befragung ist daher eine Akzeptanz der fachlichen Inhalte des 
IT-Service Managements bei Unternehmen am Bayerischen Untermain. Um 
Synergien zu nutzen, werden Erfahrungen und Ergebnisse aus dem Vorgän-
gerprojekt ESF-KontAkS10 eingebracht, dessen Fokus auf Kontext- und Ak-
zeptanzanalysen im Bereich Automotive und Informationstechnik lag.
Als Nebeneffekt kann mit der Umfrage ein Bewusstsein für das Thema IT-
Service Management geschaffen werden. Hatten Unternehmen bisher keine 
Berührungspunkte zu dieser Thematik, müssen sich die Adressaten bei der 
Beantwortung des Fragebogens zumindest kurzzeitig damit beschäftigen. 
Möglicherweise wird so ein erstes Interesse geweckt und Entwicklungspoten-
ziale erkannt bzw. aufgezeigt, die bisher noch nicht im Fokus der Unterneh-
men lagen.
Auf Basis der Ergebnisse sollen akzeptanzfördernde Maßnahmen und be-
darfsgerechte Konzepte für den Wissenstransfer, speziell für die regionalen 
Betriebe, entwickelt werden.
2.3.  Abgrenzung
Die Akzeptanzanalyse legt den Fokus, entsprechend der Rahmenvorgaben 
des ESF-Programms, auf KMU am Bayerischen Untermain. Eine Übertrag-
barkeit der Ergebnisse auf Unternehmen differenzierter Größenordnung und 
weitere Regionen Deutschlands bzw. auf internationaler Ebene ist denkbar, 
ein Anspruch auf Repräsentativität wird jedoch nicht erhoben. Unternehmen 
die aus dem genannten Raster fallen werden über entsprechende Fragestel-
lungen identifiziert. Um eine erweiterte Übersicht über die Marktsituation zu 
erhalten werden Unternehmen ohne direkten Bezug zum Bayerischen Unter-
main, jedoch zur Metropolregion Rhein-Main, mit Hinblick auf die angedachte 
spätere Selbstständigkeit des Wissenstransferzentrums, in die Befragung mit 
einbezogen.
Aus Kapazitätsgründen werden die Aufgabenstellungen im ITSM und das 
Rahmenwerk ITIL im Beitrag nicht weiter vertieft. Auf die Erläuterung weiterer 
Rahmenwerke wie eTOM und MOF muss hier ebenfalls verzichtet werden.
10 Kontext und Akzeptanz von Systemen. Weiterführende Informationen online unter http://www.
kontaks.de/.
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3  Methodischer Ansatz
3.1  Durchführung einer standardisierten Befragung von Experten
Als Erhebungsmethode wurde eine Mischform aus standardisierter Befragung 
und Experteninterview gewählt. Die Fragen sowie die möglichen Antworten 
waren für alle Befragten gleich. Somit war es möglich, die gegebenen Ant-
worten unmittelbar miteinander zu vergleichen. Durch die Frage nach ergän-
zenden Aspekten in Freitext-Form und der damit verbundenen Möglichkeit 
der offenen Antwort gelang auch eine Anpassung an individuelle Situationen.
Im Gegensatz zu rein quantitativ orientierten Methoden ging der Fragebogen 
ausschließlich Personen zu, bei denen eine sogenannte „Expertenvermutung“11 
besteht, was demzufolge zu einer geringeren Anzahl an ausgewerteten Fra-
gebögen führt.
3.2  Auswahl der befragten Unternehmen
Die Befragung der Unternehmen richtete sich an IT-Entscheider aus dem 
mainproject-Verteiler. Zusätzlich wurde die Befragung durch die IHK Aschaf-
fenburg und deren IT-Netz Bayerischer Untermain unterstützt, die den Frage-
bogen an IT-Leiter in den regionalen Unternehmen verschickte. 
3.3  Kernaussagen der Befragungen
Die Ergebnisse der regionalen Befragung decken sich sehr gut mit den Er-
gebnissen der vorher beschriebenen Studien. In den befragten Unternehmen 
sind in erster Linie die operativen Prozesse, wie das Störungs-, Problembehe-
bungs- und Änderungsmanagement implementiert oder in Planung. Dagegen 
sind strategische Prozesse weit weniger im Fokus. Vor allem bei größeren 
KMU werden die größten Herausforderungen zur Erreichung der ITSM-Ziele 
in der Dienstleistungsmentalität der IT-Mitarbeiter bzw. der Serviceorientie-
rung der IT-Organisation gesehen. Damit einhergehend besteht bei der Ab-
stimmung zwischen IT, Fachabteilungen und Unternehmensführung Verbes-
serungspotenzial. 
Die in Kapitel 2.1 vorgestellten Studien zeigten auf, dass das „Continual Ser-
vice Improvement“ aus ITIL in den dort betrachteten Unternehmen noch nicht 
ausreichend implementiert wurde oder gänzlich unbekannt war. Die Frage 
nach dem Stadium des kontinuierlichen Verbesserungsmanagements in den 
Unternehmen am Bayerischen Untermain zeigte ein geteiltes Bild. Während 
einige Unternehmen angaben, kontinuierliche Verbesserungsprozesse in der 
IT bereits zu nutzen, sahen andere überhaupt keinen Bedarf. Bei der Fra-
ge nach dem Bekanntheitsgrad von gängigen ITSM-Frameworks zeigte sich, 
11 Ob es sich bei den befragten Personen tatsächlich um Experten handelt kann nur aufgrund 
ihrer Position im Unternehmen vermutet werden.
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dass diese in der Region zwar als bekannt angegeben werden, sich jedoch 
nicht in der Nutzung befinden. Die Gründe hierfür wurden zwar im Fragebo-
gen mit abgefragt, wurden von den Teilnehmern jedoch meist nicht genannt. 
Hier könnte in einem nächsten Schritt noch einmal in persönlichen Interviews 
nachgehakt werden.
Ein für mainproject wichtiger Punkt war die Frage nach der Art des gewünsch-
ten Wissenstransfers. Hier sprachen sich die Unternehmen in erster Linie für 
den direkten Austausch mit anderen Unternehmen und Fachvorträge zum 
Thema IT-Service Management aus. 
4  Weitere Vorgehensweise 
Entsprechend der Bedarfe der Unternehmen der Region Bayerischer Unter-
main werden nun im Rahmen von mainproject Seminar- und Ausbildungs-
angebote entwickelt. Hierzu wird auch der Einsatz von Schulungssoftware, 
Simulationen und Planspiele (z. B. Fort Fantastic12, Büro und Prozesssimu-
lationen) in Erwägung gezogen. Da sich in der Region Defizite in bestimm-
ten Bereichen zeigen, wie beispielsweise die „strategische“ Umsetzung von 
ITSM auf der Ebene der Unternehmensführung, werden speziell fokussierte 
Seminare zu entwickeln sein. Ziel ist es, Transparenz bei Methoden des IT-
Managements und insbesondere des IT-Service Managements zu schaffen 
und zu diesem Zweck die Akzeptanzhemmnisse abzubauen.
Da sich die Ergebnisse im Bereich Continual Service Improvement zumin-
dest zum Teil mit den bereits in Kapitel 2.1 angesprochenen Studien decken, 
können hier mit der mainproject-Hauptsäule Total Productive Management 
(TPM) Synergien entwickelt werden. Die Integration von qualitätsverbessern-
den Maßnahmen aus diesem Bereich, in das IT-Management, könnte bei-
spielsweise im Bereich Kontinuierlicher Verbesserungsprozess (KVP) und 
Prozessanalysemethoden liegen. Möglicherweise kann in diesem Umfeld ein 
Methoden-„Werkzeugkasten“, bestehend aus Ansätzen des ITSM und des 
TPM, speziell für KMU entwickelt werden.
Es ist von großer Bedeutung, ein „Bewusstsein“ für die Bedeutung des ITSM 
zu erzeugen und dieses langfristig aufrecht zu erhalten. Ein erfolgverspre-
chendes Instrument ist eine entsprechende Netzwerktätigkeit von Hochschu-
len und KMU im Rahmen des Wissenstransfers. Zu diesem Zweck wird die 
Einrichtung eines regionalen ITSM-Netzwerks angestrebt, was nach den Er-
gebnissen der Befragung auch von Unternehmensseite gewünscht ist. Fach-
gespräche zu wichtigen Themen des IT-Managements werden das Angebot 
abrunden. 
12 Weiterführende Informationen online unter http://www.fortfantastic.com/.
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Langfristig können zudem weitere Führungsthemen und Organisationsent-
wicklung im Sinne von Management of Change (z. B. Kulturwandel) sowie 
Führungskompetenz von Mitarbeitern in das Angebot von mainproject integ-
riert werden. Als Handlungsfeld wurde hier auch im Bereich Weiterbildung – im 
Sinne eines „Lebenslangen Lernens“ – die Führungskompetenz der Arbeits-
kräfte der mittleren Führungsebene in der gewerblichen Wirtschaft, speziell in 
KMUs identifiziert. Die „mittleren Führungskräfte“ der gewerblichen Wirtschaft 
sind im Innovationsprozess – maßgeblich verursacht durch den technischen 
und gesellschaftlichen Wandel – besonders gefordert. Die Umsetzung orga-
nisatorischer Maßnahmen, wie TPM, ITSM, etc., oder die Etablierung techni-
scher Innovationen, ist nicht-trivialer Natur. Hinzu treten Aufgaben im Bereich 
der Personalführung. Die mittlere Führungsebene erscheint hier zwar als ein 
zentraler Leistungsträger, ist aber für die anstehenden Führungsaufgaben in 
unternehmensführungs-theoretischer und wirtschafts-psychologischer Hin-
sicht nicht immer hinreichend gerüstet: Fachlich-technische Qualifikationen 
herrschen vor. Trotz besten Willens und hoher Motivation der Betroffenen tre-
ten daher Leistungsdefizite, gerade in den KMU der gewerblichen Wirtschaft, 
auf. Diesen kann durch entsprechende Weiterbildung im Bereich der „situ-
ativen“ Organisationsformen (Projektarbeit, Teambuilding, etc.) in den KMU 
wirkungsvoll begegnet werden. 
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Steuerung von IT-Services  
anhand von Prozesskennzahlen
Oliver Kuchler, Carlo Simon
1  Einleitung/Motivation
Zunehmend erschließen sich Unternehmen Wachstumspotenziale dadurch, 
dass sie Informationstechnik als „Business Enabler“ verstehen, durch die sie 
flexibel auf wechselnde Geschäftsanforderungen reagieren können. Die tech-
nische Dimension hat dabei eine geringer werdende Bedeutung im Vergleich 
zur erzielbaren Flexibilität. Ein klares Indiz hierfür ist etwa die zunehmende 
Bedeutung von Cloud-Diensten, die verstärkt für den Unternehmenseinsatz 
entwickelt werden [CM10]. 
Für die Anbieter von IT-Services bedeutet dieser Paradigmenwechsel, dass 
sie sich zunehmend einem Kostendruck stellen müssen, der daraus resultiert, 
dass die Diensteerbringung weltweit realisiert werden kann, sofern nicht explizit 
Fragen des Datenschutzes dagegen sprechen. Für die Nutzung von regionalen 
Diensteanbietern würde dann trotz höherer Kosten sprechen, wenn diese ihre 
IT-Service-Management Prozesse stärker von den Bedürfnissen ihrer Kunden 
und deren Fachbereichen aus denken würden.
IT-Service-Management hat durch die Orientierung an ITIL [B10] und COBIT 
[JG11] eine zunehmende Industrialisierung erfahren. Hierbei handelt es sich 
um definierte Managementwerkzeuge zur Bereitstellung standardisierter IT-
Dienste. Doch eben diese Standardisierungen machen Anbieter von IT-Infra-
struktur austauschbar, so dass die zugehörige Leistungserbringung schon als 
Commodity bezeichnet wird [C08]. Aus diesem Grund wird in dem vorliegen-
den Beitrag ausgehend von der Literatur ein neues Modell entwickelt, das die 
Zusammenhänge zwischen den Zielen eines Unternehmens, den IT-Services 
und den Anforderungen der Kunden darstellt. Ziel ist es hierbei, einen Refe-
renzrahmen für das Management von IT-Services zu formulieren, der über die 
Erbringung technischer Leistungen hinaus geht.
Methodisch basiert die Entwicklung des Modells auf einer Umfrage, bei der die 
bestehenden Ansätze hinterfragt wurden. Der Fokus lag dabei auf dem Um-
gang von Unternehmen mit Fragestellungen wie IT-Strategie, IT-Governance, 
IT Infrastructure Library, Control Objectives for Information and Related Tech-
nology, IT-Balanced Scorecard, Kosten für IT-Services und Kennzahlensyste-
me in der Praxis sowie auf der Identifikation von Verbesserungspotenzialen. 
Anschließend wurde aus den Ergebnissen ein integriertes Steuerungs- und 
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Controlling-Modell für IT-Services formuliert. Es stellt die organisatorischen und 
informationstechnischen Schnittstellen zwischen den verwendeten Werkzeu-
gen und deren Abhängigkeit untereinander in den Mittelpunkt. 
Der Beitrag gliedert sich wie folgt: Im folgenden zweiten Kapitel wird zunächst 
präzisiert, was im Rahmen dieses Beitrags unter dem Begriff IT-Service ver-
standen wird. Im Anschluss werden im dritten und vierten Kapitel ITIL und 
COBIT als etablierte Management-Rahmenwerke für die Erbringung von IT-
Services skizziert. Im fünften Kapitel wird dann die eingangs genannte Um-
frage erklärt und deren wesentlichen Ergebnisse zusammen gefasst. Hieraus 
wird in Kapitel 6 ein neues Rahmenmodell für die Erbringung von IT-Services 
dargestellt. Das siebte Kapitel hat schließlich ausblickenden Charakter, indem 
hier die Operationalisierung des vorgestellten Modells mittels Kennzahlen mo-
tiviert wird.
2  IT-Service
Das Office of Government Commerce [OOGC07] (2007, S. 5), Herausge-
ber des IT-Service Management Frameworks ITIL, umschreibt den Begriff 
„Service“ als die Generierung eines Wertes für einen Kunden, indem diesem 
ermöglicht wird, ein gewünschtes Ergebnis zu erreichen, ohne dass er die 
im Moment des Servicekonsums anfallenden Kosten und Risiken trägt. Die 
Kundenorientierung dieser Definition macht eine Verknüpfung des Service-
Begriffs mit dem des Geschäftsprozesses sinnvoll.
Freund und Götzer [FG08, S. 7] spezifizieren einen Prozess als einen Ablauf 
von Bearbeitungsschritten. Hierzu ist aber – z. B. im Gegensatz zu einem 
Projekt – die prinzipielle Wiederholbarkeit des Ablaufs charakteristisch. Ein 
Prozess kann implementiert werden, wenn eine bestimmte Gruppe von Ge-
schäftsvorfällen immer den gleichen Arbeitsablauf aufweist – also standardi-
siert werden kann.
Tatsächlich ist dieser Prozessbegriff nicht ausreichend. Denn wesentlich an 
einem Geschäftsprozess ist das Erreichen strategischer und operativer Un-
ternehmensziele [SchS06, S. 4-5]. Liegen diese in der Produktion von Gü-
tern oder der Erbringung von Dienstleistungen, so spricht man von primären 
Geschäftsprozessen. Sekundäre unterstützen die allgemeinen betrieblichen 
Abläufe. Management-Prozesse dienen der allgemeinen betrieblichen Orga-
nisation [SchS06, S. 74].
Verknüpft man diese Definitionen, erschließt sich die volle Bedeutung des 
Begriffes IT-Service. Letztlich zielt ein IT-Service ab auf die Unterstützung 
eines oder mehrerer Geschäftsprozesse bzw. einzelner Aktivitäten innerhalb 
von Prozessen mittels Informationstechnik zur Erreichung eines betrieblichen 
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Ziels. Nach Buchsein et al. [BVGM07] kann ein IT-Service somit verstanden 
werden als ein durch Informationstechnik unterstützter Ablauf eines Ge-
schäftsprozesses oder dessen Aktivitäten. 
Ohne den Einsatz der Informationstechnik können Unternehmen wesentliche 
Funktionen gar nicht oder nur wenig effizient ausführen. Informationstechnik 
gilt dann als „Business Enabler“ [K05].
„Corporate Governance“ rückte nach [WR04] durch eine Häufung von Unter-
nehmenspleiten (z. B. Enron, Worldcom und Tyco) im Jahre 2002 in den Mit-
telpunkt des Managementinteresses, wurde doch hierin ein wichtiger Ansatz 
gesehen, verloren gegangenes Investorenvertrauen systematisch zurück zu 
gewinnen. Die OECD [OECD04] sieht eine Corporate Governance sogar als 
essentiell für Unternehmen und die Wirtschaft insgesamt und als Schlüssel für 
ein reibungsloses Funktionieren der Marktwirtschaft an. Für die Implementie-
rung einer effektiven Corporate Governance nennt die OECD [OECD04] die 
Schaffung eines Corporate-Governance-Rahmens, das Festlegen der ver-
schiedenen Stakeholder-Rollen hinsichtlich Transparenz und zu erfüllenden 
Pflichten. 
Gerade bei einem Verständnis von IT-Services, wie es eingangs in diesem 
Kapitel formuliert ist, haben diese Empfehlungen unmittelbare Auswirkungen 
auch auf die Informationssysteme von Unternehmen und somit auch auf deren 
IT-Strategie – man spricht dann von einer „IT-Governance“. Weill und Ross 
[WR04, S. 8] beschreiben eine IT-Governance als Bewertungs- und Entschei-
dungsregelwerk, das sicherstellen soll, dass die eingesetzte Informations-
technik Unternehmen bei der Umsetzung ihrer Geschäftsziele und Corporate 
Governance Vorgaben unterstützt. Die IT-Governance ist ferner gemäß Golt-
sche [G06, S. 6] zu verstehen als Struktur von Beziehungen und Prozessen 
zur Steuerung sowie Führung eines IT-Unternehmens oder IT-Bereiches zur 
Erreichung der Geschäftsziele.
Weill und Ross [WR04] definieren fünf Faktoren als Geltungsbereiche einer 
IT-Governance:
– Geschäftsrolle der IT und ihre Bedeutung für das Unternehmen
– IT Architektur – Definition der Integrations- und Standardisierungsanforde-
rungen
– IT Infrastruktur – Auswahl der technologischen Basis
– Bedarf an Anwendungssystemen durch die Geschäftsbereiche
– IT Investitionen und Priorisierung – Auswahl der notwendigen Initativen 
und Zuweisung von Budgets
Abb. 1 verdeutlicht die Einbettung der Informationstechnik und der IT-Services 
in die Vorgaben und Einflüsse einer Corporate Governance sowie einer von 
dieser abgeleiteten IT-Governance. Die Corporate Governance liefert wesent-
liche Vorgaben für eine IT-Governance. Daraus ergibt sich dann aber auch, 
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dass sich die IT-Strategie aus der Unternehmensstrategie ableiten lässt, ergo 
die IT-Services ihren primären Zweck im Erreichen der betrieblichen Ziele ha-
ben. Zunehmend wird dann auch verstanden, dass der zielgerichtete Einsatz 
von IT-Services essentiell für den Unternehmenserfolg und im Rahmen einer 
Corporate Governance auch im Interesse der Kapitalgeber ist. Dabei ist zu be-
rücksichtigen, dass sich nur durch Etablieren der in Abb. 1 dargestellten Infor-
mationsflüsse die Vorteile der Governancekonzepte tatsächlich nutzen lassen.
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Abb. 1: Einbettung der IT-Governance in die Corporate Governance [RSGN10, S. xxvi]
3  IT Infrastructure Library (ITIL)
Die IT Infrastructure Library (ITIL) ist ein Framework zur Steuerung von IT-
Services. Die ITIL enthält operative und strategische Empfehlungen zur Im-
plementierung eines IT-Service-Managements. In der aktuellen Version 3 
besteht ITIL aus den fünf Publikationen „Service Strategy“, „Service Design“, 
„Service Operation“, „Service Transition“ und „Continual Service Improve-
ment“. Zusammen beschreiben sie den Lebenszyklus eines IT-Services nach 
ITIL. Jeder der Bereiche beschreibt Grundlagen, Prinzipien, Prozesse mit 
definierten Ein- und Ausgabeparametern, Organisatorische Strukturen und 
Rollen. Zusätzlich wird auf Empfehlungen zur Umsetzung, potentielle Risi-
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ken, Herausforderungen und kritische Erfolgsfaktoren hingewiesen. Zusam-
men ermöglicht ITIL ein ganzheitliches IT-Service-Management. Abb. 2 ver-
deutlicht die Anordnung der Disziplinen im Lebenszyklus. Hierbei erfolgt eine 
Ortientierung am Deming Qualitäts-Kreis, um eine optimale Ausrichtung der 
IT-Services an die Anforderung der Geschäftsbereiche zu erreichen.
Service Strategy
Service
Transition
Service
Operation
Service
Design
Continual Service 
Improvement
Abb. 2: The ITIL Service Lifecycle [OOGC07] (s. S. 19)
4  Control Objectives for Information and Related Technology (COBIT)
Das IT Governance Institute [ITGI07] beschreibt COBIT in der Version 4.1 als 
ein Framework, das bei der Implementierung einer IT-Governance durch die 
Berücksichtigung der Aspekte „Strategic Alignment“, „Value Delivery“, „Re-
source Management“, „Risk Management“ und „Perfomance Measurement“ 
unterstützt. Masak [M06] (s. S. 180) ergänzt: COBIT ist ein Modell von gene-
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rell anwendbaren und international akzeptierten prozessbezogenen Kontroll-
zielen innerhalb der IT, die in einem Unternehmen beachtet und umgesetzt 
werden sollten, um eine verlässliche Anwendung der Informationstechnologie 
zu gewährleisten.
COBIT umfasst ein Referenzprozessmodell, das gemäß dem IT Governance 
Institute [ITGI07] in die vier Domänen „Plan and Organise“, „Acquire and Im-
plement”, „Deliver and Support“ sowie „Monitor and Evaluate“ gegliedert ist. 
Diese vier Domänen stehen in Wechselwirkung, was in Abb. 3: The Four In-
terrelated Domains of COBIT IT Governance Institute [ITGI07] S.12) durch 
die Pfeile verdeutlicht wird. Das COBIT Framework besteht insgesamt aus 
34, den jeweiligen Domänen zugeordneten Prozessen. Für jeden dieser Pro-
zesse werden mehrere Kontrollziele und Maßnahmen zur Implementierung 
beschrieben, wodurch der Beitrag jedes Prozesses für die Etablierung der 
IT-Governance sicher gestellt werden soll. 
Monitor and Evaluate
Plan and Organise
Acquire
and
Implement
Deliver
and
Support
Abb. 3: The Four Interrelated Domains of COBIT IT Governance Institute [ITGI07] S.12)
COBIT bewertet den Reifegrad jedes einzelnen Prozesses in sechs Stufen, 
von „0 – nicht existend“ bis „5 – optimiert“. Goltsche [G06] sieht in diesem 
Reifegradmodell insbesondere auch eine Möglichkeit für Unternehmen ihre 
Ziele – bezogen auf den Reifegrad der einzelnen Prozesse – vorab festzule-
gen. Denn nicht immer ist es das Ziel, alle Prozesse zu optimieren. Hierbei ba-
siert das Reifegradmodell nicht auf Kennzahlen und Schwellwerten. Vielmehr 
gibt COBIT eine Beschreibung für jeden Reifegrad der einzelnen Prozesse, 
anhand derer Unternehmen den Umsetzungsgrad der Prozesse qualitativ be-
werten können [ITGI07].
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5  Umfrage zur Verankerung der IT-Strategie in die Unternehmens-
strategie
Für eine Untersuchung zum Thema „Steuerung und Controlling von IT-Servi-
ces“ in Unternehmen wurde eine primärstatistische Erhebung in Form einer 
Umfrage vom 08.11.2010 bis 06.12.2010 durchgeführt. Die Zielgruppe waren 
Anbieter und Abnehmer von IT-Services aus verschiedenen Unternehmen. 
Folgende Hypothesen sollten durch die Erhebung untersucht werden:
1. Die Kenntnisse der IT-Provider über den Geschäftsbetrieb und die Unter-
nehmensstrategie ihrer Kunden ist ungenügend.
2. Das COBIT Framework hat eine geringere Verbreitung in Unternehmen als 
das ITIL Framework.
3. Unternehmen führen keine Prozesskostenrechnung für die umgesetzten 
ITIL Prozesse durch.
4. Das ITIL Framework ist verbreitet und wird von den Unternehmen in der 
Version 3 bereits eingesetzt oder seine Einführung ist geplant.
5. IT-Controlling-Werkzeuge sind mehrheitlich noch nicht in Unternehmen 
eingeführt.
6. Das Konzept der IT-Governance wird von der Mehrheit der Unternehmen 
nicht eingesetzt, was sich in einer überwiegenden Unkenntnis der IT-Stra-
tegie widerspiegelt.
Damit möglichst viele Teilnehmer für die Umfrage gewonnen werden konnten, 
gliederte sich der Fragenkatalog in Abnehmer und Anbieter von IT-Services 
und umfasste jeweils vier Themengebiete. Außer Fragen zur „Person“ waren 
Fragen zum Thema „Steuerung von IT-Services“, „Controlling von IT-Servi-
ces“ und zur „IT-Strategie“ Bestandteil der Umfrage. Vor der Durchführung der 
Umfrage wurde festgelegt, welche Frage zur Untersuchung welcher Hypothe-
se beitragen sollte. Wenn die einfache Mehrheit der ausgewerteten Fragen 
im Sinne der jeweiligen Hypothese gewertet werden konnte, gilt diese als 
gestützt. 
Die Auswertung der Umfragedaten ergab, dass die Heterogenität der Teil-
nehmergruppe als sehr gut bewertet wird. 29 Anbieter und 28 Abnehmer von 
IT-Services aus Unternehmen mit einer Größe von bis zu über 200 000 Mitar-
beitern haben teilgenommen. Von den 29 Anbietern waren vier Befragte für in-
terne und externe Kunden zuständig. Die Rollen der Befragten in ihren Unter-
nehmen reichen von Controller, Leiter IT, Konzernprojektleiter bis zu CIO. Tab. 
1 gibt einen Überblick, welche der Hypothesen auf Grund der ausgewerteten 
Umfrageergebnisse als gestützt oder nicht gestützt angenommen werden.
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Hypothesen
Die Kenntnisse der IT-Provider über den Geschäftsbetrieb und die 
Unternehmensstrategie ihrer Kunden ist ungenügend
Gestützt
Das COBIT Framework hat eine geringere Verbreitung in Unterneh-
men als das ITIL Framework
Gestützt
Unternehmen führen keine Prozesskostenrechnung für die umge-
setzten ITIL Prozesse durch
Gestützt
Die ITIL Framework ist verbreitet und wird von den Unternehmen in 
der Version 3 bereits eingesetzt oder seine Einführung ist geplant
Gestützt
IT-Controlling-Werkzeuge sind mehrheitlich noch nicht in Unterneh-
men eingeführt
Nicht gestützt
Das Konzept der IT-Governance wird von der Mehrheit der 
Unternehmen nicht eingesetzt, was sich in einer überwiegenden 
Unkenntnis der IT-Strategie widerspiegelt
Gestützt
Tab. 1: Hypothesenauswertung
Die Ergebnisse lassen sich wie folgt interpretieren: Es herrscht ein 
Informationsdefizit auf Seiten der IT-Provider bezüglich der Geschäftsziele 
und Unternehmensstrategien ihrer internen oder externen Kunden. Dies wird 
insbesondere durch die Tatsache deutlich, dass der Mehrheit der Teilnehmer 
eine aus der Unternehmensstrategie abgeleitete IT-Strategie unbekannt ist. 
Auch sind Unternehmen sehr zurückhaltend bei der Umsetzung eines IT-
Governance Konzeptes bzw. des COBIT Frameworks. Dies wirkt sich mit Hin-
blick auf den defizitären Informationsstand zur IT-Strategie weiter nachteilig 
aus. Ferner unterstützt die Umfrage den Eindruck, dass das ITIL Framework 
als de-facto-Standard im IT-Service-Management wahrgenommen wird – dies 
wird sich wohl durch den mehrheitlich geplanten Umstieg auf die Version 3 
weiter verstärken. Unternehmen setzen IT-Controlling-Werkzeuge in ausrei-
chendem Umfang ein, aber eine Prozesskostenrechnung für die ITIL Prozes-
se, die für den Betrieb der erbrachten und genutzten IT-Services eingesetzt 
werden, führen die Unternehmen nicht durch. Eine prozessorientierte Ver-
teilung der verursachten Gemeinkosten findet somit nicht statt. Auch wenn 
IT-Services von den Unternehmen in Service Level Agreements festgehalten 
werden, wird eine ausreichende Zielvereinbarung und Überwachung gerade 
durch die Abnehmer der Leistungen nicht umgesetzt. Die Ergebnisse haben 
uns veranlasst, die bestehenden Rahmenwerke in einem eigenen Framework 
weiter zu entwickeln.
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6  Erweitertes Rahmenmodell für die Erbringung von IT-Services
Basierend auf den Vorgaben der Governance Konzepte, den Werkzeugen zur 
Steuerung und dem Controlling von IT-Services sowie den Ergebnissen der 
durchgeführten Umfrage, wurde das in Abb. 4 dargestellte Modell entwickelt. 
Dessen integrativer Charakter soll durch die Eingliederung der vorgestellten 
Werkzeuge und Konzepte sowie eine Beschreibung des Informationsaustau-
sches umgesetzt werden. Der Fokus des Modells liegt also nicht auf einer iso-
lierten, detaillierten Betrachtung von Framework und Werkzeugen, sondern in 
der Darstellung der Verbindungen und des aufeinander aufbauenden Daten-
austausches. Das Modell besteht aus den folgenden Komponenten:
– Treiber – dies können Vorgaben, Anforderungen oder Kunden sein
– IT-Controlling Werkzeuge – diese entsprechen den vorgestellten Konzep-
ten
– IT-Steuerungswerkzeuge – entspricht dem COBIT bzw. ITIL Framework
– Informations- oder Leistungsfluss – stellt den Fluss von Informationen oder 
Leistungen zwischen Werkzeugen oder Treibern dar
Wie beschrieben bilden die Vorgaben der Corporate Governance den Aus-
gangspunkt für die Umsetzung der IT-Governance. Deren Implementierung 
wird in unserem Modell durch COBIT erreicht. So werden die IT-Governance 
und davon abgeleitet die IT-Strategie definiert. Hieraus weiter ableitbares Er-
gebnis ist der gestaltende Rahmen für die ITIL Prozesse. Eine Verbindung 
zwischen diesen Komponenten wird vorgenommen. 
Das ITIL Framework erhält Vorgaben durch die IT-Strategie. Im Service Port-
folio Management werden die strategischen Ziele analysiert und es werden 
die zu erbringenden IT-Services abgeleitet, die im Service Portfolio definiert 
werden. Die Kostenstruktur der IT-Services legt das Financial Management 
gemäß der IT-Strategie fest und liefert diese an das Service Portfolio Manage-
ment. IT-Strategie, Financial Management und Service Portfolio Management 
sind somit integriert. 
Innerhalb des ITIL Frameworks werden die fünf Bereiche des IT-Service-Le-
benszyklus dargestellt. Das Service Level Management verwaltet die Service 
Level Agreements (SLA) und agiert als zentrale Schnittstelle zum Kunden. 
Hierzu ist ein Informationsfluss vom Service Level Management zum Bereich 
Service Level Agreements sowie vom Kunden zum Service Level Manage-
ment zu etablieren. Die in den SLAs festgelegten IT-Kennzahlen machen die 
Qualität und Quantität der IT-Services messbar und können auch vom Kun-
den überwacht werden.
Ferner bilden die SLAs die Grundlagen für eine IT-Kosten- und Leistungs-
rechnung sowie für eine Kosten-Nutzen-Analyse der IT-Services. Hierzu ist 
ein Informationsfluss vom SLA zu den IT-Controlling Werkzeugen des Kunden 
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zu etablieren. Ferner wird es dem Kunden nach diesem Modell ermöglicht als 
Treiber zu agieren, da er dem Demand Management von ITIL Prognosedaten 
zum zukünftigen Bedarf an IT-Services liefert. Diese werden dann von den 
Akteuren genutzt. 
Der Umsetzungsgrad der IT-Strategie lässt sich durch den Einsatz einer IT-
Balanced-Scorecard mittels geeigneter Perspektiven überwachen. Hierzu 
werden in Übereinstimmung mit den strategischen IT-Zielen konkrete Maß-
nahmen für deren Umsetzung und Messkriterien für den Reifegrad definiert. 
Hierzu sind die Ergebnisse des COBIT Framework und die IT-Balanced-
Scorecard zu koppeln. Dabei können die in ITIL beschriebenen Leistungs-
kennzahlen Auskunft über die Leistungsfähigkeit der IT-Service-Management 
Prozesse geben und als Messkriterien für die Perspektiven der IT-Balanced-
Scorecard herangezogen werden. Welche Kennzahlen aus dem gelieferten 
Pool genutzt werden, wird bei der Festlegung der IT-Balanced-Scorecard 
bestimmt. IT-Kennzahlen und IT-Balanced-Scorecard sind daher eng mit ei-
nander zu koppeln. So ermöglicht eine IT-Balanced-Scorecard eine kontinu-
ierliche Überwachung und fortlaufende Überprüfung des Reifegrades der um-
gesetzten IT-Service-Management Prozesse mit Hilfe der COBIT Prozesse.
7  Operationalisierung mittels Prozesskennzahlen
Es ist eine alte Managementweisheit, dass nur gemanagt werden kann, was 
auch gemessen wird. Dies gilt insbesondere auch für die zielgerichtete Er-
bringung von IT-Services. Aus diesem Grund enthält das von uns weiter ent-
wickelte Rahmenmodell für die Erbringung von IT-Services IT-Kennzahlen als 
zentrale Komponente. 
Kütz [K09, S. 131-225] gibt einen umfassenden Überblick über Kennzahlen-
systeme in der Informatik. Diese sind aber mitunter nur schwer operationali-
sierbar. Auffallend ist hierbei, dass es in ITIL für den Bereich Service Strategy 
keine Kennzahlenempfehlungen gibt. Und auch bei den COBIT Kennzahlen 
fehlen Messgrößen, inwieweit das Serviceangebot auf die Geschäftsprozesse 
des Kunden bezogen ist. Den in [K09, S. 227-331] dargestellten und definier-
ten Kennzahlen fehlt ferner eine klare Prozesszuordnung sowie die Formu-
lierung, welches Prozessziel jeweils mit einer erhobenen Kennzahl steuernd 
oder analytisch berücksichtigt werden soll.
Aus diesem Grund besteht weiterhin Handlungsbedarf bei der Formulierung 
einer für IT-Serviceanbieter geeigneten Kennzahlenstruktur. Idealerweise 
sollte diese als IT-Balanced-Scorecard formuliert werden. Die von Kaplan und 
Norton [KN96] formulierten Dimensionen „Financial Perspective“, „Customer 
Perspective“, „Internal-Business-Process Perspective“ und „Learning and 
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Growth Perspective“ haben hierbei noch immer Gültigkeit. Die Entwicklung 
einer solchen IT-Balanced-Scorecard ist Gegenstand weiterführender For-
schungsarbeiten mit ausgewählten IT-Service Providern. 
Abb. 4: Erweitertes Rahmenmodell für die Erbringung von IT-Services
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Strategische Planung der Anwendungslandschaft 
unter Einsatz von Gruppenentscheidungsunter-
stützungssystemen
Eine Nutzenbetrachtung und ein Ausblick auf das  
Forschungsprojekt GRUPO-MOD
Heiko Thimm
1  Einleitung
Im Zeitalter globalisierter Märkte stellt eine perfekt auf die Geschäftsprozes-
se abgestimmte und wandlungsfähige Anwendungssystemlandschaft ein be-
deutender Erfolgsfaktor für Unternehmen dar. Die strategische Planung und 
Entwicklung einer solchen alltagstauglichen Anwendungssystemlandschaft 
gehört daher zu den zentralen Aufgaben von IT Strategen und IT Managern. 
Eine Heraus forderung für die Verantwortlichen besteht dabei in der Komple-
xität der Entscheidungen, die im Rahmen der Planungsaufgaben zu treffen 
sind. Ein Beispiel sind Auswahlentscheidungen bei denen aus verschiedenen 
Technologiealternativen oder Lösungsalternativen die beste Alternative auszu-
wählen ist [WCW05]. Ein weiteres Beispiel sind Priorisierungsentscheidungen, 
die insbesondere bei einem umfangreichen IT Projektportfolio unerlässlich 
sind [Ange08, Deci12, DLKKDMJ11]. Da von den Entscheidungen gewöhnlich 
neben der IT Abteilung auch Fachabteilungen betroffen sind, werden in die 
Entscheidungsfindung meistens mehrere Personen einbezogen. Mit den auf 
die Unterstützung von Mehrpersonenentscheidungen ausgerichteten und als 
Gruppenentscheidungsunterstützungssysteme – im Englischen als Group De-
cision Support Systems (GDSS) [Denn93, DeGa87] – bezeichneten Systemen 
stehen geeignete Werkzeuge für solche Entscheidungssituationen zur Verfü-
gung. Eigene Erfahrungen [Först11, Jan07, Scheuh12, Wehk08, Zieba12] und 
Internet Recherchen geben allerdings Grund zu Annahme, dass bisher nur 
sehr selten GDSS Systeme für Entscheidungen verwendet werden, die die An-
wendungslandschaft betreffen. Deswegen sollen im vorliegenden Beitrag die 
zentralen Grundlagen solcher Systeme und eine differenzierte Nutzenbetrach-
tung für den GDSS Einsatz in der Domäne Planung der IT Anwendungsland-
schaft gegeben werden. Bei der Betrachtung von GDSS Systemen liegt der 
Fokus dabei auf Systemansätze, die auf dem Analytischen Hierarchie Prozess 
(AHP) [Saaty80] beruhen. Stellvertretend für AHP basierte GDSS Lösungen 
wird das System DecisionLens vorgestellt. Im Beitrag wird darüber hinaus ein 
272
Ausblick auf das Forschungsprojekt GRUPO-MOD gegeben, in dem Konzepte 
für ein cloud-basiertes GDSS System entwickelt und erprobt werden.
Nach dieser Einleitung wird im Kapitel 2 ein Überblick über die bei der Anwen-
dungslandschaftsplanung zu treffenden Entscheidungen gegeben. In Kapitel 
3 wird auf die zentralen Grundlagen von Gruppenentscheidungen und GDSS 
Systemen sowie das AHP Verfahren eingegangen. In Kapitel 4 wird der aktu-
elle Status des GDSS Einsatzes in der relevanten Anwendungsdomäne be-
schrieben und eine differenzierte Nutzenbetrachtung gegeben. Ein Ausblick 
auf das GRUPO-MOD Projekt und abschließende Bemerkungen sind Gegen-
stand von Kapitel 5 und 6.
2  Entscheidungen im Rahmen der Strategischen Planung von Anwen-
dungslandschaften
Ein IT Anwendungssystem kann als ein aus verschiedenen Software Artefak-
ten bestehendes zusammenhängendes Konstrukt mit Systemcharakter ver-
standen werden. Der Begriff der (IT) Anwendungs(system)landschaft wird in 
der Literatur dabei uneinheitlich verwendet. Dem vorliegenden Beitrag liegt die 
Definition von Engels et al. [EHHJ08] zugrunde, bei der als IT Anwendungs-
landschaft die Gesamtheit der Anwendungssysteme bezeichnet wird, „…die 
ein Unternehmen zur Organisation und Abwicklung seines Geschäfts betreibt. 
Die Anwendungssysteme stehen meistens nicht für sich alleine, sondern sind 
über gemeinsame Datenbanken oder Schnittstellen miteinander vernetzt. 
Diese Abhängigkeiten gehören ebenfalls zur Anwendungslandschaft.“ 
Insbesondere für große Unternehmen mit umfangreichen Anwendungsland-
schaften ist ein kontinuierliches Planen und Managen der Anwendungsland-
schaft im Rahmen des Architekturmanagements unerlässlich, um langfristig 
bestehen zu können. Es sei an dieser Stelle auf die zum Thema IT Archi-
tekturmanagement verfügbare einschlägige Fachliteratur hingewiesen (z. B. 
[Dern09]), in der unter anderem umfassend auf das Zusammenspiel zwischen 
Geschäftsstrategie und Geschäftsarchitektur und der IT Architektur eingegan-
gen wird.
Im vorliegenden Beitrag liegt der Fokus auf den Entscheidungen, die bei der 
Planung von Anwendungslandschaften zu treffen sind. Aufgrund seiner hohen 
Aktualität und praktischen Relevanz für die derzeit zu beobachtende Transfor-
mation von IT Anwendungslandschaften in Richtung Service Orientierter Ar-
chitekturen, stammen die nachfolgenden Beispiele von Entscheidungen aus 
der Fachliteratur zum Quasar Enterprise Architektur Framework [EHHJ08]. 
Die bei der Planung von Anwendungslandschaften zu treffenden Entschei-
dungen werden bei Quasar Enterprise dabei drei verschiedenen Ebenen zu-
geordnet: 
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– konzeptionelle Ebene (was?): Entscheidungen über die bereitzustellenden 
Domänen- und Anwendungsservices.
– logische Ebene (wie?): Entscheidungen über die logischen Komponenten 
der Anwendungslandschaft und ihre Schnittstellen zueinander.
– Physische Ebene (womit?): Entscheidungen über die physischen Kompo-
nenten der Anwendungslandschaft und ihre Schnittstellen zueinander.
Bei den oben genannten Beispielen zielen die Entscheidungen auf die Infor-
mationssystemebene als Abstraktionsstufe ab. Die sich für die nächst niedri-
gere Abstraktionsstufe der technischen Infrastruktur daraus im weiteren Ver-
lauf ergebenden Entscheidungen sind:
– konzeptionelle Ebene (was?): Entscheidungen über die bereitzustellenden 
technischen Services.
– logische Ebene (wie?): Entscheidungen über die Logische Anwendungs- 
und Integrationsplattformen.
– physische Ebene (womit?): Entscheidungen über die physischen Anwen-
dungs- und Integrationsplattformen.
In den meisten Architekturmanagement Frameworks gehören diese Entschei-
dungen zum Aufgabenbereich der IT Architekten, die in vielen großen Un-
ternehmen anzutreffen sind. Diese Zuordnung schließt ein Zustandekommen 
der Entscheidungen durch Gruppenentscheidungsverfahren jedoch keines-
wegs aus. Es liegt schließlich häufig im Ermessensspielraum des jeweiligen 
IT Architekten inwieweit andere Personen in den jeweiligen Entscheidungen 
einzubeziehen sind. Ist kein IT Architekt vorgesehen, nehmen oft mehrere 
Personen aus unterschiedlichen Bereichen als (Mit-)Entscheider teil.
3  Gruppenentscheidungsunterstützungssysteme (GDSS)
GDSS Systemen liegt eine umfassende wissenschaftliche Fundierung zu 
Grunde. Auf zentrale theoretische Grundlagen von Gruppenentscheidungen 
wird im Kapitel 3.1 eingegangen gefolgt von Kapitel 3.2. mit einem Überblick 
über quantitative Methoden, die bei GDSS Systemen häufig zum Einsatz 
kommen. In Kapitel 3.3 sind die wichtigsten GDSS Systemansätze zusam-
mengefasst. In Kapitel 3.4 wird auf die Gruppe der AHP basierten GDSS Lö-
sungen sowie verfügbare Produkte eingegangen sowie die Lösung Decision-
Lens anhand eines Beispielszenarios vorgestellt.
3.1  Gruppenentscheidungen – Theoretische Grundlagen
Schauff [Scha00] und auch andere Wissenschaftler teilen Gruppenentschei-
dungen in zwei Typen ein. Bei integrativen Gruppenentscheidungen, die häufig 
auch als konsensorientierte Entscheidungen bezeichnet werden, verfolgen-
den die Gruppenmitglieder ähnliche Ziele mit weitgehend gleicher Präferenz-
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richtung. Darüber hinaus sind Sie bereit, die Vorstellungen und Bewertungen 
der anderen Mitglieder bei der gemeinsamen Bewertung zu berücksichtigen. 
Orientieren sich die Gruppenmitglieder dagegen nur an ihren eigenen Zielen, 
handelt es sich um sogenannte distributive Gruppenentscheidungen. Ein ge-
genseitiger Abgleich oder eine gegenseitige Berücksichtigung der Zielvorstel-
lungen seitens der Gruppenmitglieder erfolgt hier nicht. Der Fokus der GDSS 
Forschung liegt auf der Untersuchung von IT Lösungen zur Unterstützung von 
konsensorientierten Gruppenentscheidungen. Auch in dem vorliegenden Ar-
tikel werden nur konsensorientierte Gruppenentscheidungen betrachtet ohne 
dass im weiteren Text auf diesen Fokus hingewiesen wird.
Gruppenentscheidungen sind nicht frei von gruppendynamischen Effekten. Es 
konnte in verschiedenen Studien nachgewiesen werden, dass bei Entschei-
dungen in Gruppen häufiger als bei Einzelpersonenentscheidungen risikorei-
chere Entscheidungsalternative bevorzugt werden. Diese auf die Diffusion der 
Verantwortung zurück zu führende Eigenschaft und andere Phänomene von 
Gruppenentscheidungen werden in der Fachliteratur auch als Group Think 
Effekte bezeichnet [Janis83].
Bei der Durchführung von Gruppenentscheidungen fallen verschiedene Ko-
ordinations- und Moderationsaufgaben an wie zum Beispiel die Organisation 
und Durchführung eines effektiven Informationsaustausches. In verschiedenen 
Studien konnte nachgewiesen werden, dass mittels ausgebildeter Moderatoren 
(im Englischen auch als Facilitators bezeichnet), die diese Aufgaben überneh-
men, bessere Entscheidungsergebnissen erreichbar sind [KoBo09, Lagr06].
Der Gruppenentscheidungsfindungsprozess war Gegenstand verschiedener 
Forschungsarbeiten. Eine in der einschlägigen Literatur viel zitierte Arbeit ist 
das Modell von Herbert A. Simon [Simo60] in dem der Prozess in fünf Phasen 
eingeteilt wird und jede Phase wiederum mehrere Unterprozesse aufweisen 
kann (Abbildung 1). Die meisten der Prozessmodelle, die nach der Erstveröf-
fentlichung von Simons Arbeit vorgeschlagen wurden, weisen große Ähnlich-
keiten zum Fünfphasenmodell von Simon auf.
Entscheidungsprozess
Entscheidung 
vorgelagerte Phase
„Intelligence“ 
Phase
Design Phase Auswahl Phase Entscheidung 
nachgelagerte Phase
Dokumentation der 
Entscheidung
Bildung der 
Gruppe
Auswahl des 
Themas
Argumentation
Entscheiden über 
Alternativen
Historische 
Evaluation der 
Entscheidung
Evaluation des 
Prozesses
Evaluation des 
Ergebnisses
Sammlung von 
Informationen
Sammlung von 
Alternativen
Deklarieren der 
Position
Organisieren der 
Informationen
Argumentation
Entscheidungsstatus
Aggregation
Abb. 1: Grundstruktur des Entscheidungsprozesses nach Simon.
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Die von Dix entwickelte Taxonomie [Dix94] für Gruppenentscheidungen nimmt 
darauf Bezug, dass die Phasen des Gruppenentscheidungsfindungsprozes-
ses örtlich oder/und zeitlich verteilt sein können. Wenn an der Durchführung 
eines Gruppenentscheidungsprozesses Teilnehmer beteiligt sind, die zeitlich 
oder/und örtlich von anderen Teilnehmen getrennt sind, wird in der Fachlite-
ratur häufig von einer asynchronen Gruppenentscheidung gesprochen. Es ist 
offenkundig, dass im Rahmen der allgemeinen Globalisierungstendenzen im 
heutigen betrieblichen Alltag weitaus häufiger als in der Vergangenheit asyn-
chrone Entscheidungen zu treffen sind.
Neben der Verteilung als Dimension von Gruppenentscheidungsprozessen 
berücksichtigt Kronthaler [Kron09] zusätzlich noch die Dimensionen Problem-
raum und Gruppenzusammensetzung. Bei der Dimension Problemraum von 
Gruppenentscheidungsprozessen wird zwischen eindimensionalen, zweidi-
mensionalen und mehrdimensionalen Problemräumen unterschieden. Ent-
scheidungen mit einem eindimensionalen Problemraum sind binäre Entschei-
dungen, bei denen lediglich eine Handlungsalternative vorgegeben wird, für 
die entweder mit ja oder nein gestimmt werden kann. Bei Entscheidungen mit 
einem zweidimensionalen Entscheidungsraum sind mehrere fest vorgegeben 
Handlungsalternativen zu bewerten. Die Alternativen werden dabei unter An-
wendung einer Ranking Methode und einer Ordinalskala verglichen und in 
eine Rangfolge gebracht. Bei Entscheidungen mit mehrdimensionalem Ent-
scheidungsraum ist die Anzahl der Handlungsalternativen nicht von vornhe-
rein festgelegt. Es können im Verlauf des Entscheidungsfindungsprozesses 
neue Handlungsalternativen hinzukommen. 
Bei der Dimension Gruppenzusammensetzung wird zwischen homogenen, 
heterogenen, und dynamischen Gruppen unterschieden. Bei homogenen 
Gruppen sind alle Entscheidungsteilnehmer gleich berechtigt und haben des-
halb den gleichen Einfluss auf das Entscheidungsergebnis. Dies ist bei hete-
rogenen Entscheidungsgruppen nicht der Fall. Mindestens ein Gruppenmit-
glied verfügt über einen höheren oder niedrigeren Einfluss auf das Ergebnis 
als die anderen Mitglieder. Verändert sich die Zusammensetzung der Gruppe 
im Verlauf des Entscheidungsprozesses, spricht man von einer dynamischen 
Gruppe. 
3.2  Quantitative Methoden zur Lösung von Gruppenentscheidungs-
problemen
Ein weit verbreitetes Verfahren zur Lösung von Entscheidungsproblemen mit 
mehrdimensionalem Entscheidungsraum ist der vom US-amerikanischen Ma-
thematiker Thomas Saaty in den 1970er Jahren entwickelte Analytic Hierar-
chy Process (AHP) [Saaty80]. Der AHP gehört zum Gebiet der präskriptiven 
Entscheidungstheorie und er kann als eine präzisierende Form der bekann-
276
teren Nutzwertanalyse [Bechm78] verstanden werden. Bei beiden Verfahren 
handelt es sich um Verfahren der multi-kriteriellen Entscheidungsfindung.
Beim AHP basiert die Entscheidungsunterstützung auf drei Elementen: ana-
lytisches Arbeiten mittels mathematischer Verfahren und logischer Schlüsse 
(A), Strukturierung des Problems in Form einer Hierarchie (H) und Abwicklung 
der Entscheidung als Prozess (P). 
Ziel
Kriterien
Unterkriterien
Alternativen
Abb. 2: Dem AHP zu Grunde liegende Hierarchiestruktur.
Bei der Anwendung des AHP wird das Entscheidungsproblem in eine Hierar-
chie mit der in Abbildung 2 dargestellten Grundstruktur abgebildet. Dabei ist 
die resultierende Hierarchie als System zu verstehen, das aus verschiedenen 
Ebenen besteht denen Elemente zugeordnet sind. Es gilt dabei, dass eine 
Ebene nur die nächst höher Ebene beeinflussen kann und selbst wiederum 
nur von einer niedrigeren Ebene beeinflussbar ist. Die Elemente innerhalb 
einer Ebene dürfen sich gegenseitig nicht beeinflussen. Wie in Abbildung 2 
dargestellt unterscheidet der AHP dabei drei Hauptebenen: Ziel, Kriterien und 
Alternativen. Wenn eine AHP Hierarchie mehrere Ebenen mit Kriterien um-
fasst, wurde eine (top-down) Zerlegung der Kriterien in Unterkriterien vorge-
nommen. Die Kriterien auf der letzten Ebene vor der Ebene mit den Alternati-
ven stellen dabei das Ergebnis des letzten Zerlegungsschrittes dar.
Da es schon bei relativ geringer Anzahl von Kriterien bzw. Alternativen leicht 
zu inkonsistenten Bewertungen kommen kann, bedient sich der AHP ver-
schiedenen Standardmethoden der Linearen Algebra. Zum Beispiel wird mit-
tels der Eigenvektormethode der Konsistenzfaktor bestimmt, der ein Maß für 
die Gesamtkonsistenz von Einzelbewertungen darstellt. 
Insgesamt erfolgt die Durchführung des AHP Verfahrens in den folgenden 
Schritten [BrMü95]:
1. Darstellung des Entscheidungsproblems als Hierarchie aus Ziel, Kriterien 
und Alternativen
2. Paarweise Bewertung von Kriterien
3. Bewertung von Alternativen (paarweise oder mittels Scoring Verfahren)
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4. Synthese der Bewertungen zu Prioritäten für Kriterien und Alternativen
5. Überprüfung der Konsistenz der Bewertungen
6. Interpretation der Ergebnisse und
7. Sensitivitätsanalyse der Ergebnisse.
Obwohl Saaty bei der Entwicklung des AHP Verfahrens nicht explizit auf 
Gruppenentscheidungsprobleme abzielte, eignet sich der AHP auch zur Ent-
scheidungsfindung in sowohl homogenen als auch heterogenen Gruppen. Mit 
den speziellen Anforderungen für Gruppenentscheidungen in Form von Ab-
stimmungen und Wahlen beschäftigt sich die Sozialwahltheorie, ein interdiszi-
plinäre Forschungsfeld. In der betrieblichen Anwendung haben bisher jedoch 
vorwiegend die Nutzwertanalyse und der AHP eine, wenn auch noch nicht 
flächendeckende Verbreitung erlangt. Zu dieser Verbreitung beigetragen hat 
unter anderem die Verfügbarkeit entsprechender generischer Software Lö-
sungen bzw. die relativ einfache Abbildbarkeit der Methoden auf individuelle 
Computer Programme. 
3.3  Systemansätze für GDSS
Die Entwicklung von GDSS Systemen wurde hauptsächlich von der CSCW 
(Computer Supported Collaborative Work) bzw. Groupware Community vor-
angetrieben. Dabei wurde in den ersten Jahren der Entwicklungsgeschichte 
der GDSS Begriff noch zunächst relativ eng in Bezug auf die unterstützen Auf-
gaben und Systemeigenschaften ausgelegt [DeGa87, FrTu07]. In den folgen-
den Dekaden wurde die begriffliche Auslegung dann zunehmend erweitert, 
was unter anderem damit zu tun hatte, dass auch Wissenschaftler anderer 
Teilgebiete der Informatik und anderer Disziplinen sich dem Thema der IT 
basierten Gruppenentscheidungen zuwandten.
Die im Jahre 1990 von Vogel und Nunamaker formulierte Charakterisierung 
von GDSS Systemen ist heute immer noch zutreffend [VoNu90]: „ … Overall 
GDSS are now recognized as supported searching for alternatives, communi-
cation, deliberation, planning, problem solving, negotiation, consensus build-
ing, and vision sharing, as well as decision making for group members not 
necessarily in the same place or at the same time.”
Ein umfassender Überblick über die Entwicklungsgeschichte von GDSS Sys-
temen und eine Charakterisierung der verschiedenen GDSS Ansätze ist in 
[Gray08] zu finden. In Anlehnung an der von Power [Power07] vorgeschla-
genen allgemeinen Einteilung von Entscheidungsunterstützungssystemen 
(Decision Support Systems – DSS) können GDSS Systeme aus IT Sicht in 
verschiedene Kategorien eingeteilt werden, die nachfolgend kurz beleuchtet 
werden sollen.
Bei Modell-zentrierten GDSS steht die Verwendung von Finanzmodellen, Op-
timierungsmodellen und/oder Simulationsmodellen zur Analyse von Entschei-
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dungssituationen im Vordergrund [Power00]. Zum Funktionsumfang der Sys-
teme gehört dabei die Unterstützung einfacher quantitativer Methoden. Der 
von den Entscheidungsträgern anzulegende Umfang an Daten und Parame-
ter ist dabei begrenzt, weshalb Modell-zentrierten GDSS im Allgemeinen kei-
ne große Datenbank zu Grunde liegt. Bei den Daten-zentrierten GDSS steht 
der Zugriff auf und die Manipulation von Zeitreihen von unternehmensinternen 
und manchmal auch externen Daten sowie Echtzeitdaten aus angebunde-
nen Primärsystemen im Vordergrund. Von Power werden in diese Kategorie 
auch insbesondere Systeme eingeordnet, die allgemein als OLAP Systeme 
(Online Analytical Processing) bezeichnet werden und Analysen großer, in 
mehrdimensionalen Datenwürfeln aufbereiteter Datenmengen, ermöglichen. 
Vor allem in der US amerikanischen Lehrliteratur werden als Beispiel für Da-
ten-zentrierte GDSS häufig die sogenannten Executive Information Systems 
genannt. Das zentrale Kennzeichen von kommunikations-zentrierten GDSS 
ist die Verwendung von Netzwerk- und Kommunikationstechnologien, um die 
für die Entscheidungsfindung relevante Zusammenarbeit und Kommunikation 
zu unterstützen. Aus diesem Grunde stellen Kommunikationstechnologien die 
dominierende Architekturkomponente bei diesem Systemansatz dar. System-
beispiele sind Videokonferenzsysteme und elektronische Aushänge (Bulletin 
Boards). Dokument-zentrierte GDSS liegen große Sammlungen strukturierter 
und unstrukturierter Dokumente zu Grunde. Als zentrale entscheidungsun-
terstützende Funktionalität stellen die Systeme spezialisierte Suchmaschinen 
für die inhaltsorientierte Suche über den gesamten multimedialen Dokumen-
tenbestand zur Verfügung. Internet-zentrierte GDSS nutzen insbesondere 
das World Wide Web und anderen Internet Technologien als Plattform zur 
Bereitstellung und zum Austausch von Informationen, zur Kommunikation und 
Organisation von Entscheidungsprozessen [PoKa02, Power00]. 
Die meisten der heute verfügbaren GDSS Systeme, die auch als Systeme 
zur kollaborativen Entscheidungsfindung (Collaborative Decision Making Sys-
tems [Salla11]) bezeichnet werden, passen in Bezug auf ihre Merkmale und 
ihren Funktionsumfang in mehrere der oben genannten Kategorien. Dies gilt 
insbesondere für die großen integrierten Pakete wie Microsoft Sharepoint, 
IBM Lotus Sametime und SAP StreamWork. 
In aktuellen GDSS Forschungsprojekten [Thimm11] stehen vor allem die The-
men Anbindung von mobilen Endgeräten, Web 2.0 Ansätze, cloud-basierte 
GDSS Lösungen und die Modellierung von Entscheidungsprozessen im Vor-
dergrund. Einige dieser Aspekte spielen auch im Projekt GRUPO-MOD eine 
Rolle, über das in Kapitel 6 ein Überblick gegeben wird. 
3.4  Beispiele für AHP-basierte GDSS 
Daten-zentrierte GDSS in Form von Business Intelligence Systemen bzw. 
OLAP Systemen sind seit Mitte der 1990 Jahre bei vielen Firmen ein fester 
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Bestandteil der Unternehmens IT. Daneben haben in den zurückliegenden 
Dekaden auch insbesondere methoden-zentrierte GDSS Lösungen, die auf 
dem AHP Verfahren basieren, eine zunehmende, wenn auch deutlich geringe 
Bedeutung in der betrieblichen Anwendung erlangt.
Einfache AHP-basierte Vorlagen für Tabellenkalkulationsprogramme sind in 
relativ großer Zahl verfügbar. Die Zahl eigenständiger Softwarepakete, die 
neben einer vollständigen Implementierung des AHP auch den gängigen An-
forderungen betrieblicher Anwendungssysteme wie Benutzerfreundlichkeit, 
Wartbarkeit und Datensicherheit genügen, ist hingegen bisher noch über-
schaubar. ExpertChoice und DecisionLens sind Beispiele für kommerzielle 
Lösungen. Beispiele für Open Source Lösungen sind SuperDecisions Soft-
ware, HIPRE 3+ und RightChoiceDSS. In den letzten Jahren sind zusätzlich 
zu diesen für den Einsatz auf Desktop Rechnern konzipierte Pakete weitere 
als kommerzielle Webdienste nutzbare Lösungen hinzugekommen. Beispiele 
hierfür sind Web-HIPRE, EasyMind und die Online Version von DecisionLens. 
Im Folgenden soll am Beispiel von DecisionLens ein Überblick über die ty-
pischen Funktionen von AHP-basierten GDSS Systemen gegeben werden. 
DecisionLens ist ein Produkt der gleichnamigen amerikanischen Software-
schmiede mit Sitz in Airlington, VA, die von Familienmitgliedern des AHP Er-
finders Thomas Saaty geleitet wird. Zu den Kunden von DecisionLens ge-
hören überwiegend Regierungsbehörden sowie Betreiber großer öffentlicher 
Infrastrukturen aber auch zunehmend Unternehmen der Privatwirtschaft. In 
einer Gartner Research Note vom Herbst 2011 [Salla11] wurde DecisionLens 
mit anderen Anbietern wie SAP StreamWork, Lyza von Lyzasoft, IBM Cog-
nos, DecisionSurface von Purus Technologies und Microsoft Sharepoint ver-
glichen. 
DecisionLens ist verfügbar als (standalone) Desktop GDSS Version, die auf 
handelsüblichen PCs installiert werden kann und als Online- bzw. Web-Versi-
on. Zur Durchführung von anonymen Gruppenentscheidungen (Polls) mit der 
Desktop Version können sogenannte Key Pads erworben werden. Der Online 
Version liegt ein Cloud Computing Ansatz zu Grunde. 
DecisionLens und auch andere AHP basierte GDSS Lösungen beschränken 
sich in ihren aktuellen Versionen nicht mehr nur auf die Kernfunktionen von 
Modell-zentrierten GDSS Ansätzen. Zum Funktionsumfang gehören typi-
scherweise auch Funktionen, die originär anderen in Kapitel 3.3 beschriebe-
nen GDSS Ansätzen zugerechnet werden können wie etwa Funktionen für 
den Informationsaustausch zwischen den Gruppenmitgliedern.
Nachfolgend soll anhand von DecisionLens (Desktop Version) ein Einblick in 
die Verwendungsmöglichkeiten solcher GDSS Lösungen und die typischen 
Unterstützungsfunktionen gegeben werden. Als Anwendungsbeispiel wurde 
dazu eine Auswahlentscheidung für eine Praxissemesterstelle gewählt. In Ab-
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bildung 3 ist der Bildschirmausschnitt mit den fünf verschiedenen Entschei-
dungsalternativen zu sehen. Die Stellenangebote wurden im Herbst 2010 den 
Stellenbörsen der betrachteten Unternehmen entnommen.
 
Abb. 3: Die 5 betrachteten Entscheidungsalternativen.
Die in Abbildung 4 zu sehenden Personen bzw. Rollen Student, Praktikanten-
amt und Eltern sind die Teilnehmer der Gruppenentscheidung. Sie bilden auf 
Grund ihrer unterschiedlichen Prioritäten eine heterogene Gruppe. 
Abb. 4: Teilnehmer an der Gruppenentscheidung mit unterschiedlichen Prioritäten.
Dem allgemeinen AHP Verfahren folgend lässt DecisionLens sowohl quanti-
tative Kriterien (im Beispiel die Kriterien Bezahlung, Entfernung vom Arbeits-
platz, Firmengröße) als auch qualitative Kriterien (im Beispiel Firmenimage 
nach außen, persönlicher Nutzen) zu. Damit eine Gesamtbewertung ermittelt 
werden kann, muss für jedes Kriterium auf Basis des Intervalls [0; 1.0] eine 
normierte Bewertungsskala festgelegt werden. Abbildung 5 zeigt die Bewer-
tungsskala für das qualitative Kriterium „Firmenimage nach außen“ und Abbil-
dung 6 stellt die Skala für das quantitative Kriterium „Bezahlung“ dar.
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Abb. 5: Normierte Bewertungsskala für das qualitative Kriterium „Firmenimage nach 
außen“.
Abb. 6: Normierte Bewertungsskala für das quantitative Kriterium „Bezahlung“.
Wie in Kapitel 3.2 beschrieben werden beim AHP zur Priorisierung der Be-
wertungskriterien Paarvergleiche durchgeführt. Der Bildschirmausschnitt in 
Abbildung 7 zeigt die von den Gruppenmitgliedern vergebenen Bewertungs-
punkte für den Vergleich der beiden Kriterien „Firmenimage nach außen“ und 
„Persönlicher Nutzen“. Bei der Bewertungsskala handelt es sich dabei um die 
von Saaty vorgeschlagenen 9-Punkte Skala [Saaty80], die in DecisionLens 
vollständig implementiert ist. Mit der Durchführung der Paarvergleiche wer-
den die Bewertungskriterien für jeden einzelnen Teilnehmer priorisiert. Die 
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für die Gruppe relevanten Gesamtprioritäten der Kriterien ergeben sich durch 
einfaches Aufsummieren der teilnehmerspezifischen Prioritätswerte.
Abb. 7: Ein Paarvergleich mit den Bewertungen der Gruppenmitglieder. 
Das Priorisierungsergebnis für die gesamte Gruppe ist in Abbildung 8 zu sehen.
Abb. 8: Prioritäten der Kriterien für die gesamten Gruppen.
Das Ergebnis kann mithilfe von DecisionLens gemäß dem allgemeinen AHP 
Verfahren einer Konsistenzanalyse unterzogen werden. Im Falle einer Inkon-
sistenz von mehr als 10% sollte dieser von Saaty als Inkonsistenzfaktor be-
zeichneter Wert verbessert werden. Wie der Abbildung 9 entnommen werden 
kann, gibt DecisionLens Hinweise dazu, welche potentiellen Änderungen an 
welchen Paarvergleichsbewertungen welche Konsistenzverbesserungen bei-
tragen.
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Abb. 9: Ergebnis der Inkonsistenzanalyse mit einem Inkonsistenzfaktor von 0,073.
Wenn die Priorisierung der Kriterien abgeschlossen ist müssen im nächsten 
Schritt die Alternativen in Bezug auf die Kriterien überprüft und bewertet wer-
den. In Abbildung 10 sind die Einzelbewertungen der Teilnehmer für die Alter-
native „Einkauf Bosch“ hinsichtlich des Kriteriums „Firmenimage nach außen“ 
zu sehen.
Abb. 10: Bewertung einer Alternative hinsichtlich des Kriteriums „Firmenimage nach 
außen“.
 
Liegen für alle Alternativen sämtliche Bewertungen vor, gibt DecisionLens das 
sogenannte „Rating Scoresheet“ aus. In dieser Grafik kann man das Gesamt-
ergebnis ablesen und genau sehen, wie die Alternativen bei den verschiede-
nen Kriterien gewertet wurden (Abbildung 11). 
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Abb. 11: Ausschnitt aus dem Rating Scoresheet mit dem Gesamtergebnis. 
Weitere Einblicke in das Endergebnis sind mittels gängiger Analyseverfahren 
wie einer Sensitivitätsanalyse möglich, die ebenfalls zum Funktionsumfang 
von DecisionLens gehören (Abbildung 12). Es ist ferner möglich das Ender-
gebnis direkt in die in DecisionLens integrierte Optimierungsumgebung zu 
übernehmen, um z. B. eine Ressourcenallokation auf Basis einer Linearen 
Programmierung durchzuführen.
Abb. 12: Grafische Visualisierung bei der Durchführung einer Sensitivitätsanalyse.
4  GDSS Einsatz zur Strategischen Planung von Anwendungsland-
schaften – Eine Nutzenbetrachtung
In diesem Kapitel wird der Frage nachgegangen, welcher potentielle Nutzen 
realisierbar ist, wenn die im Rahmen der strategischen Planung von Anwen-
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dungslandschaften anfallenden Entscheidungen als Gruppenentscheidungen 
unter Einsatz eines GDSS System durchgeführt werden. Im ersten Unterka-
pitel wird zunächst analysiert inwieweit der GDSS Einsatz für IT Planungs-
aufgaben heute schon verbreitet ist. Danach wird die betrachtete Klasse von 
Gruppenentscheidungen anhand der im Kapitel 3 beschriebenen Merkmale 
und Dimensionen typisiert. Eine ausführliche Diskussion von Nutzenargu-
menten schließt das Kapitel ab.
4.1  Status Quo GDSS Einsatz im Rahmen der IT Planung
In der einschlägigen Forschungsliteratur wird von verschiedenen Autoren 
über den Einsatz von Gruppenentscheidungsverfahren wie insbesondere 
dem AHP Verfahren bei IT Planungsaufgaben berichtet. Wei et al. [WCW05] 
beschreiben die Nutzung des AHP Verfahrens bei der Auswahl von ERP Sys-
temen. Wie der AHP für Entscheidungen im Kontext von IT Infrastruktur Mo-
dernisierungsprojekten verwendet werden kann ist Gegenstand des Artikels 
von Daim et al. [DLKKDMJ11]. Ein auf einer Kombination des AHP Verfah-
rens mit der Real Option Methode beruhender Ansatz zur Priorisierung von 
IKT Infrastrukturprojekten wird von Anguolo vorgeschlagen [Ange08]. Die in 
[AHFS03] vorgestellte Methode zur Planung betrieblicher Informationssyste-
me beruht ebenfalls auf einer Kombination des AHP Verfahrens mit anderen 
Ansätzen.
Auch von IKT Hersteller- und Beratungsunternehmen gibt es einige Beiträge 
zum Einsatz wissenschaftlich fundierter Verfahren und Tools zur Entschei-
dungsunterstützung für IT Infrastruktur Projekte. Der auf der offiziellen IBM 
Website veröffentlichte Artikel von Deb [Deb2012] beschreibt die Verwendung 
des AHP Verfahrens im Kontext von Migrationsentscheidungen. Dabei geht 
es um die AHP basierte Bewertung von per Cloud Computing bereit gestellten 
Unternehmensanwendungen gegenüber herkömmlichen Unternehmensan-
wendungen. 
Bei den von GDSS Lösungsanbietern veröffentlichten Kunden- und Fallbei-
spielen handelt es sich nur in wenigen Fällen um Beispiele aus der Anwen-
dungsdomäne IT Planung. Zu den wenigen Ausnahmen gehört der Bericht 
über den Einsatz von DecsionLens bei der Pennsylvania State University, die 
zu den 15 besten US Universitäten gehört [Deci12]. DecisionLens wird dabei 
zur Priorisierung des aus rund 400 Einzelprojekten bestehenden Projektport-
folios verwendet. 
Wie groß ist jedoch der tatsächliche Verbreitungsgrad von GDSS Systemen in 
der betrieblichen Praxis? Verlässliche empirische Studien zur Beantwortung 
dieser Frage liegen bisher noch nicht vor. Die über einen längeren Zeitraum im 
Rahmen zahlreicher Praxisprojekte gewonnen eigenen Erfahrungen [Först11, 
Jan07, Scheuh12, Wehk08, Zieba12] legen jedoch nahe, dass bisher nur in 
Einzelfällen Entscheidungen, die die IT Anwendungslandschaft von Unter-
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nehmen betreffen, als Gruppenentscheidungen abgewickelt werden. Folglich 
kann davon ausgegangen werden, dass GDSS Systeme in der betrachteten 
Anwendungsdomäne bisher nur punktuell eingesetzt werden. Es kann dabei 
angenommen werden, dass dort wo GDSS Systeme genutzt werden, auch im 
Allgemeinen organisatorische Regelungen und technische Vorgaben für die 
IT Beschaffung und den IT Einsatz vorhanden sind. In Unternehmen, wo sol-
che Regelungen fehlen, muss dagegen der Ablauf der Entscheidungsfindung 
fallweise und immer wieder von neuem festgelegt werden. Nicht selten liegt 
dabei, unabhängig vom Projektbudget, die Ausgestaltung des Entscheidungs-
findungsprozesses im Ermessensspielraum des jeweiligen Projektleiters.
4.2  Charakterisierung der Betrachteten Gruppenentscheidungen 
Um den Nutzen von GDSS Systemen für die Anwendungsdomäne Planung der 
IT Anwendungslandschaft bewerten zu können, soll zunächst ein Verständnis 
über die dabei im Vordergrund stehenden Gruppenentscheidungen erlangt 
werden. Dazu sollen auf Basis der in Kapitel 3 beschriebenen Dimensionen 
und Merkmale die typischen Charakteristika solcher Gruppenentscheidungen 
analysiert werden. Da im Kontext von Unternehmen in einer freien Marktwirt-
schaft die konsensorientierte Entscheidungsfindung dominiert, werden dabei 
distributive Entscheidungen von der weiteren Analyse ausgeschlossen. In 
den nachfolgenden Abschnitten wird das in Abbildung 13 grafisch dargestellt 
Analyseergebnisse diskutiert. 
GDSS gestützte konsensorientierte Mehrpersonenentscheidungen in 
der Domäne strategische Planung der IT Anwendungslandschaft
synchron und 
asynchron
homogen und 
heterogen
zwei-
dimensional
Dimension 
Problemraum
Dimension Gruppen-
zusammensetzung
Dimension 
Verteilung
Abb. 13: Kennzeichen der betrachteten Gruppenentscheidungen.
Für die Anwendungsdomäne Planung der IT Anwendungslandschaft sind 
sowohl synchrone als auch asynchrone Gruppenentscheidungen relevant. 
Insbesondere in großen global aktiven Unternehmen mit über den Erdball 
verteilten dezentralen IT Aktivitäten fallen immer wieder Entscheidungen an, 
in denen Teilnehmer an entfernten Standorten in ggf. anderen Zeitzonen zu 
involvieren sind.
Es können sowohl homogene als auch heterogene Entscheidungsgruppen 
als relevant erachtet werden. Ist im Unternehmen ein IT Architekt vorhanden, 
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erscheint es durchaus sinnvoll dieser Person in Gruppenentscheidungen ein 
höheres Gewicht als anderen Teilnehmern (aus den Fachabteilungen) zu ge-
ben. Eine dynamische Gruppenzusammensetzung ist hingegen als eher nicht 
relevant zu bewerten. Aufgrund der Komplexität der Entscheidungsprobleme 
ist in den meisten Fällen eine durchgängige/dauerhafte Teilnahme von ein 
und denselben Personen unerlässlich.
Für die Praxis sind hauptsächlich zweidimensionale Gruppenentscheidungen 
relevant, wo es um die Rangfolgebildung von einer Menge unterschiedlicher 
Alternativen geht, die in einem vorausgehendem Schritt zu bestimmen sind. 
Dabei sind in diesem Schritt sämtliche technologischen, finanziellen, Com-
pliance bezogenen Randbedingungen zu berücksichtigen. Eindimensionale 
oder multidimensionale Gruppenentscheidungen haben hingegen nur eine 
sehr geringe Relevanz. Wegen des stark fokussierten Blicks auf nur eine 
Alternative, passen eindimensionale Entscheidungen naturgemäß nur sehr 
bedingt. Bei multi-dimensionalen Gruppenentscheidung besteht die Gefahr, 
dass auf Grund des „kreativen Moments“ Randbedingungen teilweise oder 
vollständig ausgeblendet werden.
4.3  Nutzenbetrachtung
Im Folgenden werden Nutzenargumente für den Einsatz von GDSS Lösun-
gen bei der Durchführung von Gruppenentscheidungen im Rahmen der IT 
Anwendungslandschaftsplanung beschrieben. Dabei liegt der Fokus der Be-
trachtung auf den potentiellen direkten Nutzeffekten von GDSS Lösungen. Es 
ist offenkundig, dass aus diesen direkten Nutzeffekten für ein Unternehmen 
wesentliche Verbesserungen hervorgehen können wie eine verbesserte Ent-
scheidungsqualität, ein vermindertes Risiko für Fehlentscheidungen und sub-
optimale Entscheidungen, geringere Entscheidungskosten und eine höhere 
Akzeptanz und Zufriedenheit bei den Teilnehmern, der Gesamtbelegschaft 
und den Geschäftspartnern.
– Nutzenargument 1: Komplexitätsreduktion durch Strukturierung des Ent-
scheidungsproblems. Durch die Verwendung einer GDSS Lösung lässt 
sich die Komplexität der Entscheidungsprobleme merkbar reduzieren. Wie 
im Falle von DecisionLens werden die Teilnehmer des Gruppenentschei-
dungsprozesses von dem System angeleitet und durch den strukturierten 
Prozess geführt. 
– Nutzenargument 2: Unterstützung bei der Bewältigung inhärenter Komple-
xität von Gruppenentscheidungen. Bei Gruppenentscheidungen handelt es 
sich naturgemäß um komplexe Entscheidungen. Wie aus der Hirnforschung 
bekannt ist, sind Menschen ab einem gewissen Grad an Komplexität wie 
z. B. einer bestimmten Anzahl an Vergleichskriterien und Lösungsalterna-
tiven überfordert, was zum Beispiel zu inkonsistenten Einzelentscheidun-
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gen führen kann. Bei Überforderung wird die Faktenlage häufig weniger 
gründlich betrachtet und/oder die Urteilsfindung mit geringer Gründlichkeit 
durchgeführt. Dies kann im Ergebnis zu nachlässigen Entscheidungen und 
einer schlechten Entscheidungsqualität beitragen. Die von vielen GDSS 
Systemen angebotenen Analyse-, Auswertungs- und Berechnungsfunkti-
onen (z. B. bei DecisionLens die Inkonsistenzanalyse und die bei vielen 
GDSS Systemen gängige Sensitivitätsanalyse) versetzen die Teilnehmer 
in die Lage, die Übersicht und Aufmerksamkeit auch in komplexen Ent-
scheidungssituationen zu behalten.
– Nutzenargument 3: Erleichterung von Moderationsaufgaben. Aus Effizi-
enzgründen erfordern insbesondere synchrone Gruppenentscheidungen 
im Allgemeinen einen Moderator in Form einer Person, in deren Verantwor-
tung das Zeitmanagement, die Koordination der Teilnehmer, die Abwick-
lung des zu verwendenden Bewertungsalgorithmus, die Überwachung/
Einhaltung von Prozessvorgaben, die Schlichtung von Konflikten und wei-
tere Aufgaben liegen [KoBo09, Lagr06, Thimm11] . Viele GDSS Lösungen 
bieten spezielle Funktionalitäten zur Unterstützung dieser Aufgaben wie 
entsprechende Analysefunktionen und grafische Auswertungsmöglichkei-
ten. Aber auch einfachere GDSS Lösungen, wie z. B. Tabellenkalkulations-
programme mit Makros, erleichtern durch die automatisierte Ausführung 
von Berechnungsschritten die Tätigkeit des Moderators. 
– Nutzenargument 4: Dokumentation und Transparenz des Entscheidungs-
problems und des Entscheidungsfindungsablaufs. Kommt ein GDSS 
System zum Einsatz, muss zunächst das vorliegende Gruppenentschei-
dungsproblem detailliert erfasst werden. Bei den danach folgenden Da-
tenerfassungsaktivitäten handelt es sich um die im Rahmen des Entschei-
dungsfindungsprozesses ermittelten Bewertungen, die vom GDSS zentral 
zu sammeln und auszuwerten sind. Einige GDSS Systeme ermöglichen 
neben der Erfassung der relevanten Entscheidungsgrößen und -parameter 
(z. B. Alternativen, Kriterien, Entscheider) auch die Erfassung von zusätz-
lichen Hintergrundinformationen. Ein GDSS System administriert somit zu 
jedem Entscheidungsproblem eine zentrale Informationssammlung, mit 
allen im Rahmen des Entscheidungsfindungsprozesses berücksichtigten 
Informationen. Häufig werden von GDSS Systemen dedizierte Auswerte-
funktionen zur Verfügung stellt. Im Falle von DecisionLens kann zum Bei-
spiel jederzeit problemlos „per Knopfdruck“ ermittelt werden, wie von den 
einzelnen Teilnehmern abgestimmt wurde. Dadurch ist eine völlige Trans-
parenz über das Zustandekommen von Gruppenentscheidungen gegeben, 
was der im Vergleich zu Einzelentscheidungen höheren Risikobereitschaft 
der Teilnehmer entgegenwirkt [Janis83]. Es wird angenommen, dass durch 
die somit gegebene Nachweisbarkeit zu einer höheren Akzeptanz von 
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Gruppenentscheidungen bei den Teilnehmern und insgesamt im Unterneh-
men beigetragen wird. 
– Nutzenargument 5: Förderungen der Einhaltung von organisatorischen 
Vorgaben für IT Planungsentscheidungen. Durch den Einsatz eines GDSS 
Systems kann die Durchsetzung einheitlicher organisatorischer Vorga-
ben für die Abwicklung von Gruppenentscheidungen erleichtert werden. 
Es liegt in der menschlichen Natur begründet, dass bei der Verfügbarkeit 
eines GDSS Systems (das den Unternehmensvorgaben entspricht bzw. 
diese regelkonform umsetzt) nur wenige in den Entscheidungsprozess in-
volvierte Personen motiviert sein werden, eine eigene individuelle GDSS 
Lösung zu erstellen bzw. für die gegebene Entscheidungssituation zu be-
schaffen. Von einem solchen Verhalten der Personen ist jedoch verstärkt 
auszugehen, wenn entsprechende Unternehmensvorgaben nicht vorhan-
den sind. Der in diesen Fällen gegebene Freiraum kann zu sehr uneinheit-
lichen Vorgehensweisen und Verfahren bei der Abwicklung von Gruppen-
entscheidungen führen.
– Nutzenargument 6: Unterstützung Asynchroner Gruppenentscheidungsfin-
dungsprozesse. Der Einsatz einer GDSS Lösung erleichtert die Organisati-
on und Durchführung von Gruppenentscheidungsfindungsprozessen über 
Standorte und Zeitzonen hinweg. Im Rahmen von asynchronen Gruppen-
entscheidungsfindungsprozessen wird den Teilnehmern ermöglicht unter 
Berücksichtigung von Fristen dann an der Gruppenentscheidung teilzu-
nehmen, wenn es der individuelle Arbeitskalender zulässt. Im Vergleich zu 
synchronen Gruppenentscheidungen, die naturgemäß unter einer Termin-
findungsproblematik leiden, können asynchrone Gruppenentscheidungen 
häufig zeitnäher und mit geringerem Zeit- und Kostenbudget durchgeführt 
werden.
5  Das Forschungsprojekt GRUPO-MOD
Bei dem Forschungsprojekt GRUPO-MOD (Group Decision Making with Auto-
mated Moderation) handelt es sich um ein Projekt der Hochschule Pforzheim, 
das im Herbst des Jahres 2011 zur Förderung im Karl Steinbuch Programm 
ausgewählt wurde. Im Mittelpunkt des Projektes steht die IT Unterstützung 
von Gruppenentscheidungsprozessen auf Basis erweiterter Prozessmodelle 
und einer Cloud-basierten GDSS Lösung mit automatisierter Moderationsun-
terstützung. Eine zentrale Idee von GRUPO-MOD besteht in der Erweiterung 
sogenannter Collaborative Workflows [DeKoVr08] um Moderationselemente, 
die in einer GDSS Umgebung (teil)automatisiert ausgeführt werden können. 
Collaborative Workflows unterscheiden sich signifikant von den anderen 
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Workflow Kategorien, die als Production Workflows, Administrative Workflows 
und Ad Hoc Workflows bezeichnet werden [DeKoVr08]. Collaborative Work-
flows beinhalten ein kollaboratives intellektuelles Problemlösen und nutzen 
die Expertise und Bewertung von mehreren Beteiligten. Sie treten häufig in 
wissensintensiven Geschäftsprozessen auf wie zum Beispiel in der Neu-
produktentwicklung, der strategischen Geschäftsplanung und insbesondere 
auch in der IT Planung. 
Erste während der Projektvorbereitung entwickelte Ideen zu einer möglichen 
Systemarchitektur auf Basis des AHP Verfahrens wurden in [Thimm11] veröf-
fentlicht. Mit den im Rahmen von GRUPO-MOD erstellten Prototypen werden 
in verschiedenen Anwendungsdomänen empirische Studien durchgeführt. Es 
ist dabei insbesondere beabsichtigt in Zusammenarbeit mit verschiedenen 
Unternehmen den Einsatz des Systems zur strategischen Planung der An-
wendungslandschaft zu evaluieren 
Nachfolgend sind die wesentlichen Alleinstellungsmerkmale von GRUPO-
MOD gegenüber den bisherigen Stand der Forschung kurz zusammengefasst. 
– Explizite Modellierung von kollaborativen Entscheidungsprozessen unter 
spezieller Berücksichtigung von Elementen einer digitalen Moderation. 
Es wird eine Lösung entwickelt, die es ermöglicht kollaborative Entschei-
dungsprozesse mit einem Modellierungswerkzeug als grafische Modelle 
mit den gängigen Prozessmodellierungselementen (Organisationseinhei-
ten, Rollen, Ereignisse, Aktivitäten, Informationsflüsse) sowie neuen Mode-
rationselementen zu modellieren. In einer Prozessmodellbibliothek sollen 
die Modelle zentral abgelegt und zur Wiederverwendung einem definierten 
Personenkreis zugänglich gemacht werden. 
– Integration von Prozessmodellierung und digitaler Moderation in einem Ge-
samtsystemkonzept mit aktiven Systemfähigkeiten. Es wird ein System ent-
wickelt, das in der Lage ist aus parametrisierten Prozessmodellen ausführ-
bare Ablaufsteuerungsprogramme für eine GDSS Umgebung zu erzeugen. 
Dieser Transformationsschritt erfolgt beim Starten einer neuen Prozessin-
stanz. Vom Benutzer (d. h. dem Initiator des konkreten Gruppenentschei-
dungsprozesses) können beim Aufruf des Prozesses die aktuellen Para-
meter entsprechend dem Prozessmodell dynamisch vereinbart werden. Mit 
dem Start einer neuen Prozessinstanz erfolgt zugleich eine Übergabe der 
Prozessausführung und Überwachung an das GDSS System. Im Sinne ei-
nes aktiven Systems wird dadurch die gesamt Ablaufsteuerung einschließ-
lich der Verwaltung von dynamisch bereitzustellenden Web2.0 Funktionen 
und Moderationsaktivitäten vom zentralen System übernommen. Dazu soll 
als Komponente für das Gesamtsystem eine „Collaborative Decision Pro-
cess Engine“ – vergleichbar einer Workflow Engine jedoch mit einer Spezi-
alisierung für kollaborative Entscheidungsprozesse – entwickelt werden.
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– Dynamische Integration von Web2.0 Technologien in den Prozessab-
lauf. Es wird eine Lösung entwickelt, die für den Informationsaustausch 
und die Koordination insbesondere in der frühen Phase von Gruppenent-
scheidungsprozessen und in der Abschlussphase Web2.0 Technologien 
verwendet. Es sollen insbesondere Kooperationsräume (z. B. Wikis) mit 
und ohne Abstimmungsmöglichkeiten in einen Prozessablauf einbezogen 
werden können. Der konkrete Einsatz dieser Technologien (zeitlich und 
inhaltlich) soll im Prozessmodell durch Parametrisier ungselemente festge-
legt werden können. 
– Gestaltung von Systemeigenschaften zur Bereitstellung einer cloud-basier-
ten Kollaborationslösung. Es soll ein Gesamtkonzept entwickelt werden, 
das insbesondere auf die Bereitstellung des Systems als cloud-basierte 
Kollaborationslösung ausgerichtet ist. Der Fokus des Vorhabens liegt also 
auf dem Applikationsaspekt und weniger auf dem Rechenzentrumsaspekt 
von Cloud Computing. 
– Unterstützung Mobiler Endgeräte. Bei der Konzeption des Gesamtsystems 
wird die Einbeziehung mobiler Endgeräte wie Tablett PCs und Smart Pho-
nes berücksichtigt. Diesem Ansatz liegt die begründete Annahme zu Grun-
de, dass es zahlreiche Gruppenentscheidungsszenarien gibt, in denen Be-
nutzer von mobilen Endgeräten aus teilnehmen werden. Beispiele hierfür 
sind Krisenmanagementszenarien sowie Qualitäts- und Sicherheitsaudits 
wie sie unter anderem auf Großbaustellen üblich sind.
6  Abschließende Bemerkungen
Im vorliegenden Beitrag wurde die Verwendung von GDSS Systemen zur 
strategischen Planung der Anwendungslandschaft thematisiert. Dabei wurde 
festgestellt, dass in der heutigen Praxis GDSS Systeme bisher nur in Einzel-
fällen eingesetzt werden. In einer differenzierten Nutzenbetrachtung wurde 
aufgezeigt, welcher potentielle Nutzen für Unternehmen durch den Einsatz ei-
ner GDSS Lösung bei der Anwendungslandschaftsplanung realisiert werden 
kann. Alle im Einzelnen betrachteten Wirkungen tragen insgesamt zu Verbes-
serungen bei der Entscheidungsqualität, der Effizienz, den Entscheidungs-
kosten und der Akzeptanz von Gruppenentscheidungen bei den Teilnehmern, 
der Unternehmensbelegschaft und Partnern bei. 
Mit der zugnehmenden Verfügbarkeit von GDSS Lösungen als cloud-basierte 
Lösungen kann davon ausgegangen werden, dass der GDSS Einsatz bei der 
Anwendungslandschaftsplanung zukünftig eine größere Rolle spielen wird. 
Von Unternehmen sind dazu jedoch in einem ersten Schritt zunächst entspre-
chende organisatorische Voraussetzungen zu schaffen wie die Definition der 
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Gruppenentscheidungsfindungsprozesse und sonstige relevanten Vorgaben. 
Von den im Rahmen des GRUPO-MOD Projektes geplanten empirischen Stu-
dien zum Einsatz von GDSS Systemen in der Anwendungsdomäne Strategi-
sche Planung der Anwendungslandschaft versprechen wir uns bezüglicher 
der organisatorischen Aspekte aber auch anderer Aspekte wie die Überwin-
dung von Datensicherheitsbedenken nützliche Erkenntnisse.
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Onlinemarketing: Effektivität und Effizienz  
von SEO- und SEM-Maßnahmen
Stephan Thesmann, Patrick M. Wolff, Martin Gaubitz, Christian Ludwig
1  Einleitung
Viele Webseitenaufrufe erfolgen heute über Suchmaschinen und je höher ein 
Internetangebot in Ergebnisseiten einer Suchmaschine platziert ist, desto hö-
her sind die Wahrnehmungsrate und die Klick-Wahrscheinlichkeit [Harr2010]. 
Daher reicht es für Kommunikations- und Handelsbeziehungen – insbeson-
dere zwischen Unternehmen und privaten Konsumenten – nicht aus, eine 
Website „zu haben“; vielmehr sollten Betreiber von Websites ernsthafte An-
strengungen unternehmen, damit die Internetpräsenz einen der oberen Plät-
ze in den organischen Ergebnislisten einnimmt (Search Engine Optimization, 
SEO). Alternativ oder als Ergänzung bietet sich Suchmaschinenmarketing 
(Search Engine Marketing, SEM) an, also die Schaltung bezahlter Anzeigen 
bei der Suchmaschine (Keyword Advertising). 
Bei der Nutzung von Suchmaschinen ist Google derzeit mit einem Marktanteil 
von ca. 83 Prozent unangefochtener Marktführer in Deutschland [Webh12]. 
Auch die Aufnahme des Wortes „googeln“ in den Duden als Synonym für „[…] 
im Internet suchen“ verdeutlicht diese Dominanz. Daher zeigt unser Beitrag 
exemplarisch am Beispiel Google,
– welche Maßnahmen geeignet sind, um eine hohe Platzierung in Googles 
organischen Suchergebnissen (SEO bzw. Google Optimierung) bzw. be-
zahlten Suchergebnissen (SEM bzw. Google AdWords Optimierung) zu 
erreichen,
– welche Kosten und Umsatzsteigerungen durch SEO und SEM in einem 
realen Projekt entstanden sind, um Aussagen zur Wirtschaftlichkeit von 
SEO und SEM treffen zu können, sowie
– einen Optimierungsansatz, der bei einer Onlinemarketing-Kampagne eine 
mehrfache Wirkung zeigt und daher bei der Allokation des Budgets beson-
ders berücksichtigt werden sollte.
2  SEO (Google Optimierung)
Auf welche Faktoren achtet Google bei der Bewertung einer Website und 
wie stark ist ihr jeweiliger Einfluss? Als Grundlage unseres Beitrags haben 
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wir zunächst aktuelle Studien hinsichtlich der wichtigsten Qualitätskriterien 
analysiert und deren Gewichte in eine einheitliche Bewertungsskala trans-
formiert, um die Ergebnisse der verschiedenen Studien gegenüberzustellen 
und die bedeutsamsten Einflussfaktoren identifizieren zu können. Im Januar 
2011 führten wir dann eine Online-Umfrage unter Suchmaschinen-Optimie-
rern1 durch mit der Bitte, die sechzig wichtigsten Faktoren hinsichtlich ihrer 
Einflussstärke einzuordnen. Die Kriterien lassen sich in fünf Themenbereiche 
untergliedern, nämlich in:
– Die Position von Keywords auf einer Website (positive Faktoren, wie das 
Vorhandensein von Schlüsselwörtern im Title-Tag des HTML-Dokuments, 
in externen Links oder im Domainnamen, und negative Faktoren wie Key-
word-Stuffing2),
– den Aufbau der Website (positive Faktoren, wie etwa Einzigartigkeit, The-
menrelevanz und Aktualität des Inhalts, eine Google-freundliche Struktur 
von URLs und der Website selbst sowie Trust3, Authority4 und Alter der 
Domäne, und negative Faktoren, wie etwa verborgene Texte, Cloaking5 
und frühere Abstrafungen durch die Suchmaschine),
– die externe Verlinkung (positive Faktoren, wie etwa Links von und zu ver-
trauenswürdigen Websites, eine hohe Link- und Domainpopularität sowie 
eine angemessen Anzahl von Links pro Seite bzw. Domäne, und negative 
Faktoren, wie etwa Links von und zu Spam-Sites, eine massive Anzahl an 
Links im gleichen C-Block der IP-Adresse oder auffällige Backlinkmuster/-
trends),
– die Gestaltung des einzelnen Links (wie etwa die Autorität der Unter- bzw. 
Einzelseite, der Ankertext, das Linkalter, die Anzahl der umgebenden Links, 
die Platzierung und die Themenrelevanz der Umgebung eines Links, der 
Linktyp u. v. m.)
– technische Einflussgrößen, die sich aus dem Hosting einer Website erge-
ben (wie etwa Erreichbarkeit/Verfügbarkeit, Geschwindigkeit/ Belastbarkeit 
des Servers und die regionale Nähe seines Standorts zur Zielgruppe).
1 96 Teilnehmer füllten den Fragebogen vollständig aus. Deren durchschnittliche professionelle 
Tätigkeitsdauer im Bereich Suchmaschinenoptimierung liegt bei knapp 5 Jahren. 90,6 Prozent 
der Befragten betreiben Linkaufbau; diese Tätigkeit nimmt rund ein Drittel (31,1 Prozent) ihrer 
gesamten Arbeitszeit in Anspruch. Über 90 Prozent von ihnen schätzen sich als Fortgeschrittene 
oder Experten in diesem Thema ein.
2 Keyword-Stuffing (engl.) = das Vollstopfen mit Schlüsselworten; mehrfaches Wiederholen von 
Schlagworten zum Vortäuschen einer bestimmten Themenrelevanz.
3 Trust (engl.) = das Vertrauen; Seriosität und Glaubwürdigkeit einer Website auf Grund einer Viel-
zahl an kontinuierlich gesetzten Verweisen von unterschiedlichen, selbst als vertrauenswürdig 
eingestuften Quellen.
4 Authority (engl.) = die Autorität; Indikator für thematische Kompetenz bzw. Qualitätsniveau der 
Inhalte zu einem bestimmten Thema bzw. Themenkomplex.
5 Cloaking (engl.) = verhüllen; in den Richtlinien der meisten Suchmaschinen untersagte Technik, 
die menschlichen Besuchern und den Crawlern der Suchmaschinen unter derselben Adresse 
jeweils unterschiedliche, speziell optimierte Seiten präsentiert.
297
Sie bilden mit ihrem jeweiligen Gewicht6 sowie dem zugehörigen Optimal- 
bzw. Richtwert die Basis für einen Algorithmus (Linkwertigkeitsindex), welcher 
den Wert eines einzelnen Rückverweises (Backlink) ermitteln kann. Um die 
Referenzwerte zu erhalten, wurden neunzig Websites analysiert, welche sich 
bezüglich stark umkämpfter Keywords auf den ersten drei Suchergebnisplät-
zen positionierten. Ein Grund für dieses Vorgehen war, dass davon auszuge-
hen ist, dass Websites, die sich bei einer Suche nach intensiv umkämpften 
Schlüsselwörtern auf den vorderen Positionen des Suchergebnisses befin-
den, besonders erfolgreich optimiert sein müssen. Daher werden diese Werte 
als Referenz für den Optimalwert angesehen. Darüber hinaus sind weitere 
Referenzwerte aus der einschlägigen Literatur entnommenen. Tabelle 1 zeigt 
eine Übersicht ausgewählter Referenzwerte.
Faktor Referenzwert Faktor Referenzwert
Eingehende Links 10.581 Meta Keywords 8
Domainpopularität 1.412 Meta Description 160 Zeichen
IP-Popularität 1.149 Title 65 Zeichen
Class-C Netze 774 URL-Länge 100 Zeichen
Domainalter 10,38 Jahre Interne Links < 100
Indexierte Seiten 15.000 Ausgehende Links < 10
PageRank 6 Content/Quellcode 19,34%
Tab. 1: Referenzwerte ausgewählter Einflussfaktoren
Die Implementierung des Linkwertigkeitsindex als Webapplikation „www.link-
wertigkeit.de“ (Abbildung 1) zeigte eine hohe Übereinstimmung mit den Re-
sultaten vergleichbarer Werkzeugen7.
6 Alle sechzig Kriterien mit den in der Literatur bzw. in unserer Umfrage ermittelten Gewichten 
finden sich in [ThWoLu11].
7 Details dieses Algorithmus, seiner Implementierung als Webanwendung sowie seiner Evaluie-
rung sind nicht Gegenstand dieses Beitrags; weiterführende Informationen finden sich [ebenda].
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Abb. 1: Webapplikation (Auszug) am Beispiel www.akwi.de (02.April 2012)
In Folge der Evaluierung waren dennoch drei Feinjustierungen erforderlich:
– Websites, die sich zu häufig gesuchten und stark umworbenen Schlüssel-
wörtern in den vorderen Suchergebnispositionen platzieren können, her-
halten durch einen stärkere Berücksichtigung der Kriterien „Wettbewerb“ 
und „Suchvolumen“ einen Bonus.
– Bei der Bewertung von Start- und Unterseiten führt eine stärkere Differen-
zierung zu einem Bonus für Startseiten. 
– Websites, die Indikatoren für einen Linktauschseite bzw. Microsite aufwei-
sen8, erhalten einen Malus gegenüber „natürlichen“ Websites.
8 Während natürlich gewachsene Websites üblicherweise ein recht ausgewogenes Verhältnis zwi-
schen den Bereichen „Website“, „Seiten“ und „Keywords“ aufweisen, sind Linktauschseiten bzw. 
Microsites, welche nur für den Zweck des Linktauschs erstellt wurden und sonst keinen Zweck 
erfüllen, im Bereich der OnPage-Faktoren sehr stark optimiert, während sie in den Kategorien 
„Website“ und „Keywords“ zumeist deutlich unter der 30 Prozent Marke liegen (da sie einerseits 
über eine sehr geringe Menge an Backlinks verfügen und auf der anderen Seite zu nahezu kei-
nem Schlüsselwort in den Suchergebnissen zu finden sind). 
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3  SEM (Google AdWords Optimierung)
Bei dieser Werbeform buchen Werbetreibende (Kombinationen aus) Key-
words und zugehörige Werbeanzeigen bei Google. Trifft eine Suchanfrage 
mit den definierten Keywords ein, so integriert Google die entsprechenden 
Werbeanzeigen an prominenter Position auf der Suchergebnisseite dieses 
Benutzers (oberhalb der organischen Suchergebnisse, rechts davon oder un-
terhalb). 
Die Platzierung einer Anzeige basiert auf ihrem Anzeigenrang: Je höher der 
Anzeigenrang ist, desto höher erscheint die Anzeige auf der Ergebnisseite. 
Im Gegensatz zu Medien ohne Rückkanal (wie Print, TV und Radio) zahlt 
der Werbetreibende bei dieser Werbeform nicht bereits für das Ausliefern der 
Anzeige, sondern erst für den Klick des Besuchers auf die Anzeige (Cost-
per-Click, CpC). Wie viel der der Werbende bereit ist, bei einem bestimmten 
Keyword für einen Klick auf seine Anzeige maximal zu bezahlen, sowie die 
„Qualität“ der jeweiligen Anzeige bestimmt den Anzeigenrang (= Maximalge-
bot für einen Klick * Qualitätsfaktor).
Jeder Werbetreibender kann sein Maximalgebot für einen Klick auf eine 
Anzeige vergleichsweise einfach berechnen.9 Grundsätzlich sind derzeit in 
Deutschland Gebote ab 0,05 Euro möglich, in der Realität existiert für die 
meisten Branchen aber bereits ein Marktpreis. Dieser verdeutlicht im Re-
gelfall die Wettbewerbssituation und die zu erwartenden Deckungsbeiträge 
je Neukunde. Ein zu niedriger Klickpreis in einer umkämpften Branche führt 
tendenziell zu einer schlechten Position und einer sehr geringen Reichweite 
der Werbeschaltung. Daher ist der Klickpreis zunächst in einer bestimmten 
Spanne um den Marktpreis herum auszurichten.
Neben dem maximalen Klickpreis (CpC max.) ist bei AdWords-Kampagnen 
der Qualitätsfaktor (Quality Score, QS) entscheidend [Goog12]. Er beeinflusst 
nicht nur den Anzeigenrang positiv, sondern auch den effektiven Klickpreis 
(CpC eff.) negativ und erhöht somit die Wirtschaftlichkeit der Werbemaßnah-
me. Der Qualitätsfaktor wird dynamisch für jede Suchanfrage und jede Anzei-
genauslieferung neu berechnet und in einem numerischen Wert von minimal 1 
9 Die bei der Kampagne angefallenen durchschnittlichen Kosten je zusätzlicher Bestellung (Cost 
per Order, CpO) dürfen den entstandenen durchschnittliche Deckungsbeitrag (Contribution 
Margin per Order, CMpO) eines zusätzlichen Bestellvorgangs nicht überschreiten. Betrüge 
beispielsweise der durchschnittliche Warenkorb je Bestellung 150 Euro und die Summe aller 
dadurch entstehenden Kosten (Einkauf und Fulfillment) 120 Euro, so läge der Deckungsbeitrag 
und ergo die Kostenobergrenze bei 30 Euro. Zu berücksichtigen ist aber, dass nicht aus jedem 
Klick, der auf die eigene Website führt, auch ein Vertragsabschluß resultiert. Üblicherweise täti-
gen nur einer bis fünf von hundert neuen Besuchern eines Online-Shops einen Kauf; die Konver-
sionsrate (Conversion Ratio, CR), liegt also normalerweise in einer Bandbreite zwischen einem 
und fünf Prozent. Im obigen Rechenbeispiel dürften die maximalen CpO bei einer konservativen 
Einschätzung der Konversionsrate also bei (30 Euro * 0,01 =) 0,30 Euro und bei einer optimisti-
schen Einschätzung der CR bei (30 Euro * 0,05 =) 1,50 Euro liegen.
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bis maximal 10 ausgedrückt. Er spiegelt vor allem die bisherige Klickrate (ca. 
60% Einfluss), die Relevanz des Keywords für die Anzeigen in der jeweiligen 
Anzeigengruppe (ca. 20% Einfluss) und die Qualität der Zielseite (ca. 10% 
Einfluss) wieder. Der Qualitätsfaktor ist laut offizieller Aussage – wie auch 
der Rankingalgorithmus für die organischen Suchergebnisse – Ausdruck von 
Googles Bestreben, den Benutzern Zugang zu denjenigen Informationen zu 
vermitteln, welche ihren Anforderungen am Besten entsprechen. Tatsächlich 
sorgt der QS dafür, dass diejenigen Anzeigen am höchsten platziert sind, bei 
denen Google die höchste Erwartung hegt, dass sie auch tatsächlich ange-
klickt werden – und nur an diesen Anzeigen verdient Google auf Grund des 
Pay-Per-Click-Prinzips.10 
Der tatsächlich zu zahlende Klickpreis (CpC eff.) einer AdWords-Anzeige liegt 
immer um einen Cent höher als der Quotient aus dem Anzeigenrang des in 
der Anzeigenposition nachfolgenden Bieters dividiert durch den Qualitätsfak-
tor des aktuell betrachteten Bieters. Der letzte Bieter in der Rangfolge der 
Anzeigenpositionen zahlt pro Klick das Mindestgebot dieser Auktion. Tabelle 
2 zeigt beispielhaft die Berechnung der AdWords-Faktoren Anzeigenrank, An-
zeigenposition und effektiver Klickpreis:
Bieter CpC max. QS Anzeigenrang Position CpC eff.
A 1,00 € 5 (1,00 *   5 =) 5 2 (4/5 + 0,01 =) 0,81 €
B 0,50 € 8 (0,50 *   8 =) 4 3 (3/8 + 0,01 =) 0,385 €
C 2,00 € 1 (2,00 *   1 =) 2 5 Mindestgebot
D 0,60 € 10 (0,60 * 10 =) 6 1 (5/10 + 0,01 =) 0,51 €
E 0,60 € 5 (0,60 *   5 =) 3 4 (2/5 + 0,01 =) 0,21 €
Tab. 2: Berechnungsbeispiel der AdWords-Faktoren
In der Tabelle 2 erreicht Bieter D die höchste Position. Sein effektiver Klick-
preis berechnet sich aus dem Anzeigenrang des Zweitplatzierten (Bieter A) 
i. H. v. 5 dividiert durch seinen eigenen Qualitätsfaktor i. H. v. 10 plus einen 
Eurocent. Dieses Beispiel zeigt ebenfalls, dass Bieter D trotz identischen Ma-
ximalgebotes wie Bieter E eine deutlich höhere Platzierung erzielt und da-
mit auf eine signifikant höhere Aufmerksamkeit durch die Besucher hoffen 
darf – und dies auch noch zu einem geringeren tatsächlichem Klickpreis, als 
der zweit platzierte Bieter A zu zahlen hat. Auch ist zu erkennen, dass Bieter 
10 Google AdWords hat nicht nur für Werbetreibende im Netz, sondern auch für Google selbst eine 
herausragende Bedeutung: Diese Werbemöglichkeit trug beispielsweise im dritten Quartal 2011 
ca. 69 Prozent zum Gesamtumsatz des Unternehmens bei; berücksichtigt man zusätzlich das 
ebenfalls über Google AdWords zu steuernde Display-Geschäft (grafische Online-Werbung auf 
Partner-Websites, wie T-Online.de, Bild.de etc.), so erhöht sich der Umsatzanteil auf über 95 
Prozent. [Goog11a].
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C trotz des mit Abstand höchsten Maximalgebots wegen der geringen Klick-
wahrscheinlichkeit am schlechtesten positioniert ist. 
In der täglichen AdWords-Optimierung sollte man sich daher eher bemühen, 
die Keywords, Anzeigen und Zielseiten in ein stimmiges Gesamtkonzept zu 
bringen, um den Qualitätsfaktor und damit den Anzeigenrang positiv zu beein-
flussen, anstatt das Maximalgebot zu erhöhen.
4  Wirtschaftlichkeit von SEO und SEM
Beim Referenzobjekt handelt es sich um einen Online-Shop im Bereich „Fa-
shion“, der im hochpreisigen Segment Accessoires anbietet. Der Online-Shop 
wurde kurz vor Start der Suchmaschinenoptimierung fertig gestellt, die ersten 
Optimierungsmaßnahmen für Suchmaschinen begannen im April 2010. Im 
Zeitraum von April 2010 bis März 2011 wurden zwei bestimmte Marken (rund 
32 Keyword-Kombinationen) im Online-Shop optimiert – diese trugen auch 
wesentlich zu den entsprechenden Umsätze bei (Nicht klar zu trennen sind 
die Verbesserungen der Position bei nicht im Fokus stehenden Keywords, 
die auf Grund der steigenden Relevanz der gesamten Website quasi „mitopti-
miert“ wurden, und einen kleinen Anteil am Umsatz der Website haben.)
Für den Referenzzeitraum liegen konkrete Kosten für die Suchmaschinenop-
timierung bzw. Suchmaschinenmarketing vor, sowie Umsatzzahlen, die in 
Folge von Suchanfragen über organische Ergebnisse bzw. über bezahlte An-
zeigen generiert wurden. Da der Shop-Inhaber im betrachteten Zeitraum kei-
ne zusätzlichen Marketingaktivitäten (etwa per Social Media, Display, Radio, 
TV oder Printmedien) unternommen hat, können wir tatsächlich die Umsätze 
über organische Suchergebnisse der SEO-Kampagne und die Umsätze über 
bezahlte Anzeigen der Google Adwords-Kampagne zuordnen.11
4.1  SEO
4.1.1  Maßnahmen
Im ersten Schritt unterteilen wir die Aktivitäten in solche, welche die Websi-
te selbst betreffen (Onsite-Faktoren) sowie solche, welche die externe Ver-
weisstruktur beeinflussen (Offsite-Faktoren). Sodann weisen wir die aus den 
getroffenen Maßnahmen resultierende Kosten- und Umsatzentwicklung aus. 
11 Ein kleiner Anteil könnte durch eine generell gestiegene Nachfrage nach den angebotenen Pro-
dukten oder durch Mund-zu-Mund-Propaganda bei steigender Bekanntheit der Shops erklärbar 
sein. Allerdings halten wir diese Effekte für vernachlässigbar gering, zumal auch ein Teil derjeni-
gen Kunden, die den Shop auf Grund einer Empfehlung besuchten, ihn über einen direkten Link 
bzw. die Eingabe der Adresse in den Browser und nicht über Google betreten haben werden und 
deren Umsätze daher in den verwendeten Umsatzzahlen nicht enthalten sind.
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Im letzten Schritt untersuchen wir, welchen Anteil am Erfolg der Website un-
terschiedliche Maßnahmenbündel haben. 
Der komplett neue Aufbau einer Internetpräsenz ist heutzutage eher der Aus-
nahmefall. Viel häufiger besteht die Aufgabe darin, eine bereits existierende 
Domain bzw. Website unter suchmaschinenspezifischen Gesichtspunkten zu 
optimieren. In der Regel lassen sich daher einige Erfolgsfaktoren im Nachhi-
nein nicht mehr beeinflussen und sind daher auch in die nachfolgende Unter-
suchung nicht einbezogen.12 
Die inhaltliche Optimierung (Onsite-Bereich) der Website selbst umfasste fol-
gende Maßnahmen für jede Unterseite des Online-Shops:
– Kategoriebeschreibungstexte erstellen
– Kategorie-Überschriften anpassen 
– Title- und Meta-Angaben im Quellcode optimieren
– Hervorhebungen im Quellcode auszeichnen
Maßnahmen für den Offsite-Bereich dienen hauptsächlich dazu, weitere Links 
für das zu optimierende Projekt zu generieren. Der Ablauf für den Linkaufbau 
gestaltet sich in der Regel nach den folgenden sechs Schritten, welche je 
nach zeitlichem Umfang anteilig die Kosten für den Linkaufbau verursachen:
– Vorüberlegungen und Recherche: Zunächst ist zu überlegen, wie der po-
tentielle Link im Hinblick auf Linktext/Ankertext und Linkziel zu gestalten 
ist, welche Websites für die Linksetzung in Frage kommen und in welcher 
Form (Social Bookmarks, Blogbeiträge, Linkpartnerschaften etc.) der Link 
jeweils gesetzt werden soll.
– Linkqualität prüfen: Im folgenden Schritt ist die Qualität der sich noch in 
der Auswahl befindlichen Websites anhand von Faktoren wie etwa der 
Themenrelevanz oder der Link- bzw. Domainpopularität zu überprüfen. Je 
höher der Erfüllungsgrad der untersuchten Faktoren ist, desto besser und 
somit nutzvoller ist Verweis von der jeweiligen Seite.
– Text erstellen: Gibt der Seitenbetreiber sein Einverständnis für die Platzie-
rung des Links, so muss im Normalfall ein themenrelevanter Artikel bzw. 
Text für die Website erstellt werden, in dem der Link integriert ist.
12 Hierunter fallen insbesondere Faktoren wie beispielsweise ein keywordhaltiger Domainname, 
die Wahl der Top-Level-Domain oder das Domainalter. Darüber hinaus existieren auch Qualitäts-
faktoren, wie Trust und Autorität der Domain, die sich erst durch eine stetig wachsende externe 
Verlinkung über einen gewissen Zeitraum hinweg entwickeln müssen und sich durch SEO-Maß-
nahmen nur indirekt beeinflussen lassen. Strategische Vorüberlegungen zu einer optimalen Na-
vigationsstruktur im Shop, die technische Optimierung der Templates und beispielsweise auch 
die Wahl des richtigen Servers bzw. Server-Standorts waren nicht Gegenstand des Projekts. In 
diese Untersuchung sind daher nicht einbezogen: Keyword im Domainname, Trust der Domain, 
Autorität der Domain, Domainalter, Länderspezifische Toplevel-Domain, Externe Erwähnungen 
ohne Verweis, Servererreichbarkeit/-verfügbarkeit, Servergeschwindigkeit/-belastbarkeit, Regio-
nale Zielgruppennähe des Standorts.
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– Einstellen: Anschließend muss der Text in die Website eingebunden wer-
den; im Falle eines gegenseitigen Linktauschs ist dieser Schritt von beiden 
Seiten zu tätigen.
– Prüfen und Reporting: Nach der Linkplatzierung muss der Link regelmäßig 
auf Existenz überprüft werden.
– Mietkosten: Ggf. fällt bei bezahlten Verweisen (Linkkauf bzw. –miete) ein-
malig oder monatlich eine Gebühr an.
4.1.2  Kosten- und Umsatzverlauf
Insgesamt wurden die oben beschriebenen Aktivitäten in einem Zeitraum von 
zwölf Monaten durchgeführt. In den ersten Monaten lag der Schwerpunkt der 
Aktivitäten im Onsite-Bereich, und es wurden zunächst nur einige wenige ex-
terne Links gesetzt, um eine gewisse „Grundbekanntheit“ zu erzeugen. Ein 
Argument dafür war, für die Verweise einen soliden Unterbau in Form einer 
optimierten Ziel-Website bereitzustellen. Würde man nämlich eine Website 
hinsichtlich möglicher Offsite-Faktoren optimieren, bevor die wesentlichen 
Onsite-Maßnahmen abgeschlossen sind, käme dies einem Hausbau im 
Sumpf gleich, wo jeder neu gesetzte Baustein sofort versinken würde, da kein 
entsprechendes Fundament vorhanden wäre. Außerdem könnte Google ei-
nen zu rapiden Linkanstieg als unnatürlich interpretieren und möglicherweise 
mit einer Abstrafung der Website in den Suchergebnissen reagieren.
Die Offsite-Maßnahmen wurden aus oben genannten Gründen erst leicht zeit-
versetzt in ihrem vollen Umfang durchgeführt. Neben einigen neu generierten 
Verweisen wurden in der ersten Projekthälfte auch sieben Microsites erstellt, 
welche als Tauschseiten für den Linktausch dienen. Insgesamt beliefen sich 
die Kosten dafür auf 4.495,00 Euro. Nach Abschluss der wesentlichsten On-
site-Aktivitäten wurde letzten sechs Folgemonaten der Aufbau einer externen 
Verweisstruktur Schritt für Schritt intensiviert. Mit der gestiegenen Anzahl an 
Linkbuchungen haben sich die Kosten mit 9.915,00 Euro gegenüber der ers-
ten Projektphase mehr als verdoppelt.
Die monatlichen Gesamtkosten für Suchmaschinenoptimierung betrugen zwi-
schen 800 Euro und 1.990 Euro und summierten sich im Referenzzeitraum 
auf 18.375 Euro (3.965 Euro für Onsite- und 14.410 Euro für Offsite-Maßnah-
men). 
Abbildung 2 zeigt, dass die Kosten für den Onsite-Bereich dementsprechend 
anfänglich am Höchsten waren, jedoch nach und nach abgenommen haben, 
bis letztendlich ab dem fünften Monat keine weiteren Agentur-Kosten für die-
sen Bereich angefallen sind. Tatsächlich wurde dem Shop-Betreiber aber an-
geraten, ab diesem Zeitpunkt selbst Onsite-Maßnahmen durchzuführen (die-
ser Aufwand ist in der Kalkulation berücksichtigt). 
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Abb. 2: Kostenverlauf
Abbildung 3 stellt die erzielten Umsätze (pro Monat und kumuliert) während 
des Untersuchungszeitraums im Vergleich zu den kumulierten Kosten dar. 
Die Umsätze für den untersuchten Online-Shop stiegen zunächst sehr ge-
ring, da Maßnahmen zur Suchmaschinenoptimierung erst mit einer gewissen 
Verzögerung ihr volles Potential entfalten. In der Praxis geht man davon aus, 
dass ein Großteil aller Optimierungen seine volle Wirkung erst nach einigen 
Monaten entfaltet. Diese zeitliche Verzögerung lässt sich leicht an der Ent-
wicklung der Monatsumsätze nachvollziehen, die über organische Sucher-
gebnisse erzielt wurden: Erst sechs Monate nach Kampagnenstart beschleu-
nigt sich das Umsatzwachstum deutlich. Lag der Umsatz im ersten Monat 
noch bei ca. 4.270 Euro, so erreichte er im zwölften Monat ca. 37.500 Euro.13 
Insbesondere bei den kumulierten Werten ist der stetig nach oben weisende 
Umsatzverlauf deutlich zu erkennen. Insgesamt stehen im Referenzzeitrum 
knapp 280.000 Euro Umsatz den 18.375 Euro Kosten für die Suchmaschi-
nenoptimierung gegenüber. 
13 Ein Sonderfall ist der Monat 9, dessen hoher Umsatz sich z. T. durch zusätzliches Weihnachts-
geschäft erklärt.
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Abb. 3: Vergleich von Kosten und Umsätzen
Im Vergleich zur Fortschreibung des Grundumsatzes im ersten Monat ergab 
sich durch die Aktivitäten innerhalb eines Jahres ein zusätzlicher Umsatz i. H. 
v. ca. 228.000 Euro. Ausgehend von einer fiktiven Umsatzrendite vor Steuern 
i. H. v. von 10 Prozent hätten sich die gesamten Kosten bereits während der 
Projektlaufzeit (nach zehn Monaten) amortisiert. Am Jahresende würde der 
zusätzliche Gewinn ca. 4.500 Euro bzw. der Return-On-Investment 24 Pro-
zent betragen. Bei diesen Berechnungen ist noch nicht das positive Nachwir-
ken der Maßnahmen in den darauf folgenden Monaten berücksichtigt.
4.1.3  Erfolgsanteile
Soweit sich die für die Platzierung in den Ergebnislisten von Google entschei-
denden Qualitätsfaktoren einer Website im Rahmen dieser Untersuchung 
einbeziehen ließen (siehe Anmerkung auf Seite 302), ergaben sich die in 
Abbildung 4 dargestellten Erfolgsanteile. 
Abb. 4: Rechnerische Verteilung der Erfolgsanteile
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Die Optimierung der Website selbst verursachte 22 Prozent der Kosten, trug 
aber unserer Einschätzung nach etwa 37 Prozent zum Erfolg des Online-
Shops bei. Hingegen entstanden 78 Prozent der Kosten durch den Aufbau ei-
ner externen Verweisstruktur, die ein Erfolgsanteil von 63 Prozent hat. Daraus 
darf aber nicht direkt auf die Wirtschaftlichkeit der Maßnahmen geschlossen 
werden, da eine zu starke Konzentration auf nur einen Bereich wenig Erfolg 
zeigen würde – allerdings ließen sich die wechselseitigen Abhängigkeiten 
zwischen Onsite- und Offsite-Faktoren nicht herausrechnen.
Da eine einzelne Maßnahme wie das Erstellen eines Kategoriebeschrei-
bungstexts stets mehrere Kriterien abdeckt, ist eine trennscharfe Projektion 
zwar nicht auf Ebene der Einzelkriterien, wohl aber hinsichtlich der Maßnah-
menbündel möglich. Auch wenn eine exakte Zuordnung der Kosten zu den 
einzelnen Unterbereichen also nicht in jedem Fall möglich ist, so lässt sich 
dennoch festhalten, dass die inhaltlichen Aktivitäten (Keywords und Content) 
mit jeweils ca. 19 Prozent einen ungefähr gleich großen Anteil an den Kosten 
und dem Erfolg der Website hatten. Die strukturellen Maßnahmen hingegen 
hatten lediglich einen zweiprozentigen Anteil an den Gesamtkosten, dem aber 
ein Erfolgsanteil von 19,4 Prozent gegenüberstand. 
Hinsichtlich der zeitlichen Reihenfolge empfiehlt es sich, in den ersten Mona-
ten zunächst die Website selbst zu optimieren und bereits mit ersten externe 
Links eine gewisse „Grundbekanntheit“ zu sorgen, da Verweise mit zuneh-
mendem Alter an Wert gewinnen. Auf dieser Basis ist die Verweisstruktur in 
den Folgemonaten sukzessive auszubauen. Zwar lässt sich nicht zweifelsfrei 
festhalten, welcher gesetzte Link welchen Anteil am Erfolg im Google Ranking 
hat, aber ein kontinuierliches, natürlich wirkendes Linkwachstum hat für die 
Bewertung durch diese Suchmaschine einen großen Einfluss.
4.2  SEM
4.2.1  Maßnahmen
Keyword-Kampagnen dieser Größenordnung werden primär durch einen 
Kundenberater betreut und optimiert. Da die Betreuung und Optimierung von 
AdWords-Kampagnen sehr dynamisch abläuft, lassen sich einzelne Arbeits-
schritte nicht isoliert bewerten. Aber es lassen sich typische Tätigkeitsberei-
che und Ihr Anteil am SEM-Aufwand in diesem Projekt identifiziert:
– Kundenkommunikation (ca. 20%): Kommunikation mit dem Kunden, Ein-
holen von Freigaben, Durchsprache von Strategien und Taktiken
– Kampagnen-Optimierung (ca. 35%): Die eigentliche Anpassung, Erweite-
rung, Überprüfung der AdWords-Kampagnen
– Monitoring der Kampagnen und des Mitbewerbs (ca. 40%): Da Google Ad-
Words ein Marktplatz für Werbeanzeigen darstellt, ist nicht nur die eigent-
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liche Kampagnenoptimierung, sondern auch das Monitoring der Kampag-
nen des Mitbewerbs und deren Reaktion von großer Bedeutung.
– Reporting/Rechnungsstellung (ca. 5%)
4.2.2  Kosten- und Umsatzverläufe
Die Kosten des Suchmaschinenmarketing entstehen zum einen durch Agen-
turkosten (die oben genannten Aktivitäten zur Konzeption und Steuerung der 
Kampagnen) und zum anderen durch Mediakosten (für die Durchführung der 
Kampagnen und insbesondere das Schalten der Anzeigen). 
Bedeutender als die Agenturkosten ist das Medienbudget. Insbesondere bei 
AdWords-Kampagnen ist das Setzen von täglichen und/ oder monatlichen 
Limits bei Suchmaschinen für die Schaltung von Anzeigen (Mediabudget) 
unumgänglich. Beim Vergleich von Agenturhonorar und Medienbudget wird 
deutlich, dass vor allem die Mediakosten ins Gewicht fallen und damit ein er-
folgskritischer Faktor sind: Im Referenzprojekt waren 91% der Gesamtkosten 
durch das Mediabudget bestimmt, während das Agenturhonorar lediglich rund 
9% ausmachte.
Für das Referenzprojekt ergab sich ein durchschnittliches Agenturhonorar i. 
H. v. 1.416,67 Euro/ Monat, das sich wie oben beschrieben auf die einzelnen 
Arbeitsbereiche verteilte. Rund 75% des Agenturhonorars der AdWords-Be-
treuung entfielen somit auf die Optimierung der Kampagnen und das Moni-
toring der Kampagnen bzw. der Mitbewerberaktivitäten. AdWords ist damit 
personal- und zeitintensiv. 
Abbildung 5 zeigt für das Suchmaschinenmarketing die erzielten Umsätze so-
wohl pro Monat als auch kumuliert während der zwölfmonatigen Projektphase 
im Vergleich zu den kumulierten Kosten.
Abb. 5: Kosten und Umsätze über bezahlte Anzeigen
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Sofort nach dem Kampagnenstart generierte der „Einkauf“ von Traffic stei-
gende Umsätze im Online-Shop.14 Innerhalb eines Jahres führten die SEM-
Aktivitäten zu einem zusätzlichen Umsatz i. H. v. ca. 1 Million Euro bzw. eine 
Umsatzsteigerung um rund das 19-fache gegenüber der Fortschreibung des 
Grundumsatzes im ersten Monat.
4.3  SEO vs. SEM
Gemeinhin gilt SEO als nachhaltige und kostengünstige Möglichkeit, um Be-
sucher auf eine Website zu lenken und damit letztlich Umsatz zu generieren. 
Hingegen wird SEM als kurzfristige Maßnahmen gesehen, da mit Kampag-
nenstopp keine weiteren Besucher auf diesem Weg zur beworbenen Website 
gelangen. Aber welchen Stellenwert haben diese beiden Kanäle im Online-
Marketing-Mix wirklich? Wie verhalten sich die dadurch generierten Umsätze 
im Verhältnis zu den Kosten? 
Die zeitlich verzögerte Wirkung der SEO-Aktivitäten sowie die massive Wir-
kung der SEM-Aktivitäten lassen sich an den monatlichen Umsätzen erken-
nen (Abb. 6).
Abb. 6:Umsätze je Monat durch SEM- und SEO-Maßnahmen
Im Monat 1 entstand über gekaufte Anzeigen ein zusätzlicher Umsatz von ca. 
61.000 Euro, aber über die organischen Suchergebnisse lediglich der Grund-
umsatz von ca. 4.300 Euro. Im zwölften Monat hingegen war der Umsatz über 
die AdWords-Kampagne mit ca. 62.700 € weiterhin stabil. Der Umsatz über 
organische Suchergebnisse aber war auf Grund der Optimierungsmaßnah-
men gegenüber dem angenommenen Grundumsatz um 33.250 Euro (plus 
680 Prozent) auf insgesamt 37.500 Euro gestiegen und erreichte in diesem 
Monat bereits rund sechzig Prozent des SEM-Umsatzes. 
Doch für welchen Preis wurde dieser Erfolg erkauft? Dazu haben wir die Kos-
ten beider Ansätze zu den zusätzlichen Umsätzen ins Verhältnis gesetzt (also 
14 Wiederum ist der neunte Monat ist auf Grund des Weihnachtsgeschäfts ein Sonderfall.
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abzüglich eines angenommenen Grundumsatzes von 4.300 Euro pro Monat 
über organische Suchergebnisse). Ein Blick auf das Kosten/Umsatz-Verhält-
nis beider Kanäle im Zeitverlauf (Abbildung 7) offenbart beim Suchmaschi-
nenmarketing (hellere Linie) eine relativ konstante Effizienz: Während des 
gesamten Projekts bewegt es sich ständig in einem Korridor von ca. 10-20% 
um den Mittelwert von 0,22. Ein Euro zusätzlicher Umsatz durch SEM verur-
sachte also durchschnittlich 22 Eurocent Kosten.
Abb. 7: Kosten-Umsatz-Ratio von SEM und SEO im zeitlichen Verlauf
Die Suchmaschinenoptimierung (dunklere Linie) hat zu Beginn der Maßnah-
men ein extrem schlechtes Kosten/Umsatz-Verhältnis. Zwar sind die monat-
lichen Kosten deutlich geringer, aber die Wirkung setzt – wie oben gezeigt 
– erst zeitverzögert ein. Je länger und erfolgreicher die Suchmaschinenopti-
mierung allerdings läuft, desto besser wird deren Effizienz. Die Kosten pro zu-
sätzlichem Euro Umsatz betragen im Durchschnitt über die Projektlaufzeit 12 
Eurocent und in den letzten Monaten sogar nur noch um 6 Eurocent. Darüber 
hinaus ist zu berücksichtigen, dass Suchmaschinenoptimierung auch über 
das Ende der Aktivitäten hinaus nachwirkt, während der zusätzliche Umsatz 
durch bezahlte Anzeigen sofort mit Kampagnenende ausbleibt.
Diese Werte lassen sich in der Praxis beobachten häufig und scheinen die 
üblichen Auffassungen „SEO ist effizienter“ und „SEM ist teuer“ zu bestätigen. 
Dennoch ist die isolierte Betrachtung von Traffic-Kosten und Umsätzen nur 
bedingt geeignet, um eine grundsätzliche Empfehlung auszusprechen. Wie 
sich aus Abbildung 5 ableiten lässt, ist SEM aber erst ab einer deutlich hö-
heren Umsatzrendite rentabel, während SEO schon bei deutlich geringeren 
Margen wirtschaftlich sinnvoll ist. Insgesamt verursachte die Online-Marke-
ting-Kampagne Kosten i. H. v. 230.000 Euro und generierte ein Umsatzplus 
von rund 1,27 Millionen Euro.
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5  Kampagnenoptimierung
Aus dem bisher Geschilderten wird deutlich, dass die Wirtschaftlichkeit einer 
Website mit Verkaufcharakter bestimmt ist von den in Abbildung 8 dargestell-
ten Einflussfaktoren, nämlich
– der Generierung von Traffic T (Anzahl Besucher), 
– der Konversionsrate CR (Anteil von Besuchen, die in Konversionen resul-
tieren) 
– sowie den durchschnittlich zu erwartenden durchschnittlichen Deckungs-
beitrag pro Konversion CMpO (Umsatz – Kosten des Fulfillments pro Or-
der) abzüglich der durchschnittlichen anteiligen Kampagnenkosten CpO 
(Cost-per-Order).
Abb. 8: Wirtschaftliche Erfolgsfaktoren von Websites
Allerdings sind einige der genannten Faktoren, wie etwa Produktangebot, 
Preisfindung und Ful fillment, normalerweise im Rahmen eines Online-Marke-
ting-Projekts nicht beeinflussbar. Dort liegt der Fokus eher auf der Steigerung 
von Zielgruppen-Traffic und/ oder Konversionsrate und/ oder der Senkung 
der durchschnittlichen anteiligen Kampagnenkosten pro Vertragsabschluss.
Die Kosten sind bei AdWords-Kampagnen vor allem durch die Schaltung der 
Anzeigen determiniert, d. h. durch den effektiven Klickpreis (CpC eff.) und die 
Anzahl der Klicks auf die Anzeige, während sich die Anzahl der Vertragsab-
schlüsse aus dieser Klickzahl und der Konversionsrate (CR) ergibt. Bei der 
Suchmaschinenoptimierung berechnen sich die CpO analog aus den SEO-
Kosten sowie aus der Anzahl der Klicks in den organischen Suchergebnissen 
und der Konversionsrate:
311
AdWords-Kampagnen Suchmaschinenoptimierung
CpO =
CpC eff. * Anzahl Klicks
CpO =
SEO-Kosten
CR * Anzahl Klicks CR * Anzahl Klicks
Prinzipielle Optimierungsansätze lauten demnach: 
– Reduktion des tatsächlichen Klickpreises (durch Erhöhung des Qualitäts-
faktors)
– Erhöhung der Konversionsrate (durch verbesserte Usability, Relevanz der 
Zielseite u. ä.)
– Reduktion der SEO-Kosten (durch Budgetsenkung)
Eine Reduktion des SEO-Budgets – sofern sie nicht mit die Effizienz steigern-
den Maßnahmen verbunden ist – hat in diesem hochdynamischen Umfeld 
allerdings sehr bald schlechtere Rankingpositionen und sinkende Besucher-
zahlen zur Konsequenz, ebenso wie eine Senkung des SEM-Budgets eine 
verminderte Reichweite mit sich bringt. Dieser Weg führt in eine Abwärtsspira-
le, die über sinkende Umsätze den Spielraum für Online-Marketing-Maßnah-
men immer weiter einengt. Externe Faktoren (Google-Algorithmen und Wett-
bewerb) stellen also beschränkende Faktoren für eine Kostenreduktion dar. 
Stattdessen ist es ratsam, in die Qualität der Webseite zu investieren, um eine 
höhere Rankingposition sowie über eine bessere Bewertung des Qualitäts-
faktors niedrigere effektive Klickpreise zu erreichen und zugleich die Konver-
sionsrate unanhängig von der Herkunft der Besucher zu erhöhen. Erforderli-
che Maßnahmen sind insbesondere:
– Zielgruppengerechtes Optimieren der Kampagnen, Keywords, Placements 
und Anzeigen
– Weiterleiten auf Zielseiten (Landingpages) mit hoher Relevanz für den 
Kunden
– Einsetzen des Google Website-Optimierungstools um ausprobieren, wel-
cher Inhalt auf der Website die höchste Konversionsrate erzeugt
– Einhalten der Richtlinien guten Webdesigns 
– Verwenden von Google Analytics und Google Webmaster Tools, um Bar-
rieren in Layout und Funktionalität der Website herauszufinden, die einer 
Konversion im Wege stehen könnten
Aus unserer Sicht stellt dabei die Konversionsrate den größten Optimie-
rungshebel dar. Sie ist einerseits maßgeblich von der Traffic-Qualität (Anteil 
an Besuchern, die aus der Zielgruppe stammen) und andererseits von dem 
Produktangebot, den Preisen und der Usability des Online-Shops beeinflusst. 
Bei „unqualifizierten“ Besuchern ist die Wahrscheinlichkeit eines Vertrags-
abschlusses unabhängig von der Qualität des Webangebotes per se gering. 
In einen untauglichen Shop mit marktunüblich hohen Preisen werden aber 
selbst „qualifizierte“ Besucher nur sehr selten konvertieren. Das bedeutet, 
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dass nach der Wahl geeigneter Traffic-Quellen vor allem Usability, Preise und 
die gesamte Wahrnehmung des Onlineshops (klare Positionierung und emo-
tionale Bindung der Kunden) eine sehr große Rolle für den ROI eines Online-
Shops spielen.
Da bei einer Erhöhung der Konversionsrate c. p. zwangsläufig auch die durch-
schnittlichen, anteileigen Kosten pro Abschluss sinken, wirkt sie sich deutlich 
positiver auf den Profit aus als eine Steigerung der Besucherzahlen durch 
verstärktes Suchmaschinenmarketing. Darüber hinaus wirkt sie viel nachhal-
tiger als eingekaufter Traffic. Unternehmen, die permanent das Besucherver-
halten analysieren, ihre Kunden aktiv um Feedback bitten und entsprechende 
Verbesserungen an ihrem Onlineangebot durchführen, erzielen lt. einer ibusi-
ness-Studie doppelt so hohe Konversionsraten wie der Mitbewerb [Ibus09].
6  Fazit und Ausblick
Der Vergleich unserer Umfrageergebnisse mit anderen Studien deutet insge-
samt darauf hin, dass es im Vergleich zu den früheren Einschätzungen hin-
sichtlich des Einflusses einzelner Faktoren nur geringfügige Veränderungen 
gibt. Dennoch handelt es sich lediglich um eine Momentaufnahme und es ist 
auch weiterhin nötig, Kriterien, Gewichtungen und Referenzwerte regelmäßig 
zu überprüfen, da Google seine Bewertungsalgorithmen permanent und oft 
auch ohne Ankündigung anpasst. 
Der entwickelte Linkwertigkeitsindex bzw. die Web-Applikation ermöglichen, 
den Wert eines potentiellen Verweises schnell und einfach zu erfragen, ohne 
auf unterschiedliche SEO-Tools zurückgreifen zu müssen. Auf Grund der 
dazu erforderlichen, recht tief greifenden Website-Analyse lässt sich das Tool 
auch nutzen, um Schwächen in der Optimierung einer Website aufzudecken.
Dieser Beitrag zeigt, dass eine erfolgreiche Suchmaschinenoptimierung im 
Zeitverlauf die günstigere Traffic-Quelle darstellt. Auf Grund des erreichba-
ren Volumens sowie der Planbarkeit von Budgets, Kosten und Umsätzen ist 
Suchmaschinenmarketing mit AdWords in vielen Fällen ein zwingender und 
relevanter Bestandteil im gesamten Online-Marketing-Mix. Sowohl praktische 
Erfahrungen als auch wissenschaftliche Studien belegen darüber hinaus, 
dass ein positiver Zusammenhang zwischen AdWords-Kampagnen und der 
Wahrnehmung von organischen Suchergebnissen besteht [Goog11b]. Für 
eine optimale Sichtbarkeit in den Suchmaschinen müssen daher beide Kanä-
le in Abstimmung gebracht werden. 
Der Blick auf die Optimierungsansätze macht deutlich, dass nicht die reine 
Traffic-Akquise über Suchmaschinenmarketing und -optimierung die größte 
Hebelwirkung zur Steigerung des ROI bietet, sondern vor allem die Konver-
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sionsrate der Website selbst maßgeblich den wirtschaftlichen Erfolg einer 
Website bestimmt. Viele Onsite-Maßnahmen, die zu einer höheren Konversi-
onsrate führen, können sich zudem über einen höheren Qualitätsfaktor sen-
kend auf den effektiven Klickpreis bei AdWords-Kampagnen und positiv auf 
die Platzierung in den organischen Rankings auswirken.
Die hier geschilderten Erfahrungen lassen sich grundsätzlich auf ähnlich gela-
gerte Projekte übertragen. Aktuelle Entwicklungen, z. B. die zunehmende In-
dividualisierung der Suchergebnisse, die Berücksichtigung von Bewertungen 
aus Social Networks in der Anzeigenschaltung oder im Website-Ranking und 
der Aufbau eines semantischen Webs werden die Komplexität des Online-
Marketings nochmals erhöhen. Auch dies betont die Bedeutung der Konver-
sionsrate, die weitgehend unabhängig von diesen Änderungen durch Verbes-
serungen der eigenen Website positiv zu beeinflussen ist.
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Bewertung nichtfinanzieller Nutzeffekte in IT-Projekten
Martin Kütz
1  Einleitung
1.1  Fragestellung
Organisationen, die mit IT ihre Geschäftsprozesse unterstützen, führen IT-
Projekte durch, in denen neue IT-Systeme oder IT-Services geschaffen wer-
den oder bestehende IT-Systeme oder IT-Services verändert werden. Wenn 
Ideen für spezifische Projekte entstanden sind, müssen sie bewertet werden 
und die Organisation muss entscheiden, ob man das entsprechende Projekt 
durchführen will oder kann. Das geschieht im Rahmen der Projektinitiierung. 
Die entscheidungsrelevanten Daten werden in einem Projektantrag (Business 
Case) dokumentiert (vgl. [Brug09]).
Solche Entscheidungen werden nur dann positiv, also im Sinne einer Projekt-
durchführung, ausfallen, wenn das Projekt für die Organisation hinreichend 
attraktiv ist. Diese Projektattraktivität muss man quantifizieren können. Da 
jedes Projekt (unabhängig von der buchhalterischen Behandlung) eine Inves-
tition darstellt, weil man in der aktuellen Periode Aufwand treiben muss, die 
daraus resultierenden Nutzeffekte aber erst in späteren Perioden eintreten, 
nutzt man zur Bewertung der Projektattraktivität die Investitionsrechnung.
Die Investitionsrechnung geht davon aus, dass sämtliche Effekte eines Pro-
jektes, also der entstehende Aufwand und der aus dem Projekt resultierende 
Nutzen, finanziell bewertbar sind. Für IT-Projekte lassen sich jedoch nach 
Meinung der Verantwortlichen viele Nutzeffekte nur schwer, unter einschrän-
kenden Annahmen oder überhaupt nicht finanziell bewerten (vgl. [Brug09], 
S. 87 – 88). Die bekannten Verfahren der Investitionsrechnung sind also an-
scheinend nicht anwendbar. In der Praxis erfolgt dementsprechend die Pro-
jektbewertung in vielen Fällen mehr oder weniger „aus dem Bauch heraus“.
1.2  Zielsetzung
In diesem Beitrag wird von der These ausgegangen, dass alle Nutzeffekte 
von Projekten finanziell bewertbar sind, also z. B. auch die Nutzeffekte so-
genannter Muss-Projekte. Diese These wird getragen und gestützt durch die 
entsprechenden Erkenntnisse der Entscheidungstheorie (vgl. [Laux07], S. 82 
– 89). Vor diesem Hintergrund werden methodische Ansätze vorgestellt, mit 
denen nichtfinanzielle Nutzeffekte transparent und nachvollziehbar finanziell 
bewertet werden können. Diese Verfahren sind mit überschaubarem Aufwand 
implementierbar und nutzbar. Sie werden z. B. benötigt, um den IT-Wertbeitrag 
zu errechnen.
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2  Ausgangspunkt: Investitionsrechnung
2.1  Der Projektvektor
Ausgangspunkt der Betrachtungen ist der Projektvektor, der die für eine Be-
wertung relevanten Daten eines Projektes darstellt. Es sei hier exemplarisch 
der Projektvektor P = (N1, N2, BK, PA, KB) betrachtet. Dabei haben die Sym-
bole folgende Bedeutung:
– N1 = Summe aller (einbezogenen) finanziellen Nutzeffekte
– N2 = Summe aller (einbezogenen) nichtfinanziellen Nutzeffekte (Es wird 
also angenommen, dass alle nichtfinanziellen Nutzeffekte nach einem ein-
heitlichen Verfahren bewertet und quantifiziert werden können)
– BK = Summe der aus dem Projekt resultierenden (und einbezogenen) Fol-
gekosten (ohne Abschreibungen)
– PA = der im Projekt entstehende finanzielle Aufwand (Es wird also angenom-
men, dass der Projektaufwand insgesamt finanziell bewertet werden kann)
– KB = der für das Projekt erforderliche Kapitalbedarf
Die im Projektvektor erfassten Werte enstehen durch Aggregation bzw. Sum-
mation über einen bestimmten Zeitraum (Die hier angestellten Betrachtungen 
folgen der der statischen Investitionsrechnung; eine Übertragung auf die dy-
namische Investitionsrechnung ist möglich, lässt aber die zugrundeliegende 
Logik weniger gut erkennen). Die nachfolgenden Überlegungen können leicht 
verallgemeinert werden, z. B. indem man mehr als zwei Nutzenkategorien 
unterscheidet oder auch verschiedene Kategorien von Projektaufwand oder 
Projektfolgekosten einführt.
Es wird zwischen dem Projektaufwand und dem zur Projektdurchführung er-
forderlichen Kapital unterschieden. Der Kapitalbedarf eines Projektes ist in der 
Regel höher als der Projektaufwand, da z. B. die aus dem Projekt erwarteten 
Nutzeffekte erst mit Zeitverzug nach der Produktivsetzung des Projektergeb-
nisses entstehen, aber Folgekosten sofort ab Produktivsetzung anfallen (vgl. 
[Kütz12], S. 60 – 67). Geht man davon aus, dass es während der Projekt-
durchführung noch keine Liquiditätszuflüsse aus Nutzeffekten gibt, dann erhält 
man für den Kapitalbedarf eines Projektes die Beziehung PA ≤ KB ≤ PA + BK 
2.2  Fragestellungen
Die Bewertung von Projekten ist erforderlich, um zwei zentrale Fragen zu be-
antworten:
– F1: Ist das Projekt (für die finanzierende Organisation) grundsätzlich at-
traktiv? Nur mit einer ausreichenden Attraktivität kann das Projekt über-
haupt zur Realisierung zugelassen werden.
– F2: Welches sind die attraktivsten Projekte? Bei beschränkten Mitteln oder 
Ressourcen können nur die besten Projekte realisiert werden, eventuell 
also nicht alle Projekte, für die F1 positiv beantwortet werden konnte. 
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Zur Beantwortung von F1 benötigt man einen Referenzpunkt, um eine aus-
reichende Attraktivität messen zu können. Um F2 zu beantworten, genügt die 
Feststellung, wie die Attraktivitätsunterschiede zwischen den betrachteten 
Projekten sind. Den konkreten Attraktivitätswert der einzelnen Projekte muss 
man nicht zwingend kennen.
2.3  Werkzeuge
Zur Berechnung der Projektattraktivität liefert die Investitionsrechnung für 
Projekte mit N2 = 0 Kenngrößen, die den Projektvektor auswerten und die 
Projektdaten in einer Kennzahl zusammenfassen. Die wesentlichen Kenngrö-
ßen sind:
– Barwert: 
 Der Barwert ist die durch das Projekt verursachte Veränderung des Orga-
nisationsvermögens (vgl. [Götz06], S. 71): B = N1 – PA – BK. Für B > 0 
vergrößert sich das Organisationsvermögen, für B < 0 verringert es sich. 
Demzufolge wird man nur Projekte mit B > 0 als attraktiv betrachten.
– Kapitalbedarf
 Wie bereits angemerkt, ist der Kapitalbedarf eines Projektes nicht iden-
tisch mit dem Projektaufwand, sondern in der Regel höher. Die Höhe des 
errechneten Kapitalbedarfs richtet sich danach, wie die durch das Projekt 
entstehenden Liquiditätsabflüsse und Liquiditätszuflüsse saldiert werden 
bzw. wann sie auf das Projektkonto gebucht werden (vgl. [Kütz12], S. 60 – 
67). 
– Rentabilität
 Der Barwert ist zur Projektbewertung nicht geeignet, da er eine absolute 
Größe darstellt. Würde man Projekte mit dem Barwert bewerten, wären 
große Projekte stets im Vorteil. Um unterschiedliche Projekte vergleichen 
zu können, muss man berücksichtigen, mit welchem Kapitaleinsatz der 
Barwert erzielt wird. Daher sollte man die Rentabilität als Quotient aus dem 
durch das Projekt erzielten Endvermögen, also der Summe aus Kapital-
bedarf und Barwert, und dem für das Projekt reservierten Startvermögen, 
dem Kapitalbedarf, verwenden (vgl. [Kütz12], S. 72 – 78): R = (KB + B) / 
KB. Die Rentabilität stellt somit den durch das Projekt erzielten relativen 
Vermögenszuwachs (im Rahmen der zugrundegelegten Zeitspanne) dar. 
ROI und Amortisationsdauer sind „Spielarten“ der Rentabilität.
 Um die Attraktivität eines Projektes gemäß F1 zu beurteilen, kann die Or-
ganisation eine von ihr erwartete Mindestrentabilität vorgeben. Nur Pro-
jekte, deren Rentabilität mindestens diesen vorgegebenen Wert erreicht, 
sind attraktiv genug und kommen für eine Realisierung in Frage. Die Ren-
tabilität kann ebenfalls zur Beantwortung von F2 genutzt werden, denn ein 
Projekt ist umso attraktiver, je höher sein Rentabilitätswert ist.
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– Wirtschaftlichkeit
 Wirtschaftlichkeit ist der Quotient aus einem (finanziell bewerteten) Out-
put und einem (finanziell bewerteten) Input (vgl. [Kütz12], S. 72). Eine An-
wendung auf Projekte führt zum Quotienten aus den Nutzeffekten und der 
Summe aus Projektaufwand und Projektfolgekosten: W = N / (PA + BK). 
Damit ist die Wirtschaftlichkeit der Grenzfall der Rentabilität, wenn nämlich 
alle Liquiditätsabflüsse zum Projektbeginn und sämtliche Liquiditätszuflüs-
se zum Ende der betrachteten Zeitspanne gebucht werden. Dann ist KB 
= PA + BK. Setzt man das in die Rentabilitätsformel ein, ergibt sich die 
Wirtschaftlichkeit.
 Man kann nun die Definition der Wirtschaftlichkeit so verallgemeinern, 
dass im Zähler keine finanziellen Größen stehen. Ist man also in der Lage, 
die nichtfinanziellen Nutzeffekte eines Projektes zu quantifizieren, so lässt 
sich neben der finanziellen Wirtschaftlichkeit E1 = N1 / (PA + BK) eine 
dazu korrespondierende nichtfinanzielle Effizienz berechnen: E = N2 / (PA 
+ BK). So kann man für das betrachtete Projekt den Effizienzvektor (E1, 
E2) bilden. Könnte man nun eine Effizienzfunktion E = f(E1, E2) aufstellen, 
so könnte man über den Wert E die Attraktivität eines einzelnen Projektes 
beurteilen und Projekte mit unterschiedlichen Effizienzwerten priorisieren. 
3  Die Nutzeffekte
3.1  Kategorien
In diesem Beitrag werden zwei Nutzenkategorien betrachtet, zum einen die 
finanziellen Nutzeffekte (N1), zum anderen die nichtfinanziellen Nutzeffekte 
(N2) eines IT-Projektes. Bei den finanziellen Nutzeffekten (N1) handelt es 
sich in vielen Fällen um Einsparungen im Fachbereich oder im IT-Bereich. 
Höhere Gewinne eines Unternehmens können eine Rolle spielen. Nichtfi-
nanzielle Nutzeffekte sind z. B. verbesserte Kundenzufriedenheit, gestiegene 
Reputation der Organisation bei ihren Partnern, Beitrag zur Gesamtstrategie 
(vgl. [Brug09], S. 88). Stets hat man ein Abgrenzungsproblem: Welcher Anteil 
der Nutzeffekte wird durch das IT-Projekt, welcher Anteil wird durch andere 
Maßnahmen bewirkt? Und welche Nutzeffekte sind nur durch Kombination 
aus Projekt und anderen Maßnahmen möglich (sog. Gemeinnutzen)? Es sei 
im Weiteren angenommen, dass diese Abgrenzung möglich ist und bereits 
durchgeführt wurde (Allerdings ist das ein interessantes und eigenständig zu 
behandelndes Thema).
Nichtfinanzielle Nutzeffekte werden üblicherweise mithilfe von Scoring-Me-
thoden (in der Regel mittels der Nutzwertanalyse) bewertet. Es werden di-
mensionslose Werte vergeben, in der Regel auf einer vorgegebenen Wer-
teskala, z. B. mit Werten von 0 (oder 1) bis 5 (vgl. [Kütz05], S. 259 – 267). 
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Zwischen der Messung finanzieller Nutzeffekte und nichtfinanzieller Nutzef-
fekte besteht also ein erheblicher Unterschied: Während die finanziellen Nutz-
effekte beliebig groß sein können, sind die nichtfinanziellen Nutzeffekte im 
Wert beschränkt - unabhängig von der Größe des Projektes im Sinne von 
Projektaufwand, Kapitalbedarf oder Projektfolgekosten. Insofern enthalten die 
Ansätze zur Bewertung nichtfinanzieller Nutzeffekte durch die obere Grenze 
der Bewertungen eine implizite Satisfizierung (vgl. [Laux07], S. 24 – 31).
3.2  Nutzenfunktionen
Will man den Gesamtnutzen eines Projektes ermitteln, so muss man die fi-
nanziellen und die nichtfinanziellen Nutzeffekte geeignet zusammenfassen, 
also analog zur weiter vorne genannten Effizienzfunktion eine Nutzenfunk-
tion aufstellen: N = f(N1, N2). Dabei müssen die Satisfizierungseffekte bei 
der Bewertung nichtfinanzieller Nutzeffekte geeignet berücksichtigt werden. 
Die Frage der Nutzenbewertung lässt sich also auf die Bestimmung einer 
(sinnvollen) Nutzenfunktion zurückführen. Nachfolgend werden einige Ansät-
ze dazu aufgezeigt. 
4  Die Methoden
4.1  Strategie 1: rentabilitätsorientierte Methoden
Bei dieser Gruppe von Verfahren soll eine Rentabilität errechnet werden 
kann, also müssen alle Nutzeffekte finanziell bewertet werden, damit der Bar-
wert B = N – PA – BK ermittelt werden kann. Die Entscheidungstheorie führt 
auf Basis des Konzeptes der vollständigen Präferenzordnung (vgl. [Laux07], 
S. 71 – 73) zu der Aussage, dass jeder nichtfinanzielle Nutzeffekt ein finan-
zielles Äquivalent haben muss. Denn liegen dem Entscheider zwei Projekte 
vor, eins mit rein finanziellen Nutzeffekten und eins mit rein nichtfinanziellen 
Nutzeffekten bzw. gemischten Nutzeffekten, so muss er in der Lage sein, sich 
zwischen beiden Projekten zu entscheiden (bei ansonsten gleichen Projekt-
parametern).
Anders formuliert: Liegt dem Entscheider ein Projekt mit gemischten Nutz-
effekten vor, so muss er dazu eine (fiktive) Alternative mit rein finanziellen 
Nutzeffekten aufstellen können, sodass er zwischen beiden Alternativen am-
bivalent ist. Insofern muss man „nur“ für jedes vorgelegte Projekt die entspre-
chende Alternative mit rein finanziellen Nutzeffekten konstruieren und kann 
dann mit der klassischen Investitionsrechnung arbeiten, sowohl für F1 als 
auch für F2.
Es mag allerdings sein, dass ein vorliegender nichtfinanzieller Nutzeffekt vom 
Entscheider so positiv bewertet wird, dass er das dahinter stehende Projekt 
gegenüber jedem beliebigen Projekt mit einem rein finanziellen Nutzeffekt 
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präferiert. Ein solches Projekt würde dann eine beliebig hohe Rentabilität 
ausweisen und wäre auf jeden Fall im Sinne von F1 attraktiv. Gibt es nur 
ein solches Projekt, dann kann auch F2 ohne Weiteres beantwortet werden. 
Liegen jedoch mehrere derartige Projekte vor, so muss zwischen Ihnen auch 
eine Priorisierung möglich sein (wegen der vollständigen Präferenzordnung) 
und man kann ihnen finanzielle Nutzeffekte zuordnen, die der Priorisierung 
entsprechen. Ihr Nutzen soll ja als so groß angesehen werden, dass eine At-
traktivität im Sinne von F1 gegeben ist. Die Situation verdeutlicht das Beispiel 
in Tab. 1. P1 ist ein Projekt mit rein finanziellem Nutzen. Es weist eine Renta-
bilität von 180% auf und überschreitet damit die Attraktivitätsschwelle. P2 ist 
ein Projekt mit gemischten Nutzeffekten. Hier kann der Entscheider jedoch ein 
finanzielles Nutzenäquivalent in Höhe von 320 angeben. Damit weist dieses 
Projekt eine errechnete Rentabilität von 220% auf und ist ebenfalls attraktiv. 
Für P3 kann der Entscheider kein endliches finanzielles Nutzenäquivalent an-
geben. Daher muss das Projekt eine Rentabilität aufweisen, die größer ist als 
jede im Portfolio errechnete Rentabilität, hier also 220%. Ähnlich gilt das für 
das Projekt P4. Jetzt müsste der Entscheider noch seine Präferenz zwischen 
P3 und P4 ermitteln. Damit kann er schlussendlich die Frage F2 beantworten.
N1 N2 KB PA BK B R F1
P1 280 0 100 50 150 80 180% Ja: >150%
P2 180 3 100 60 140
P2-F 320 0 100 60 140 120 220% Ja: >150%
P3 0 5 160 100 60
P3-F >352 0 160 100 60 >192 >220% Ja: >150%
P4 100 4 80 70 60
P4-F >226 0 80 70 60 >60 >220% Ja: >150%
Tab. 1: Bewertung von Projekten mit gemischten Nutzeffekten (Beispiel)
Man kann diese Vorgehensweise verallgemeinern und einen entsprechenden 
Algorithmus formulieren. Hierbei ist zu beachten, dass die Bewertungen der 
Projekte ohne (endliches) finanzielles Nutzenäquivalent in sich keine Wider-
sprüche aufweisen (Für zwei Projekte PA und PB mit N1A > N1B, N2A > N2B, 
KBA < KBB, PAA < PAB und BKA < BKB muss PA höher priorisiert werden 
als PB).
4.2  Strategie 2: effizienzorientierte Methoden 
Geht man von der Wirtschaftlichkeit eines Projektes aus, dann kann man ei-
nen Effizienzindex E = N / (PA + BK) aufstellen, wenn man die verschiedenen 
Nutzeffekte mittels einer Nutzenfunktion N = f(N1, N2) rechentechnisch zu-
sammenfasst. Die Funktionswerte dieser Nutzenfunktion sind keine Geldein-
heiten. Eine übliche oder typische Nutzenfunktion ist die gewichtete Summe 
der Einzelnutzeffekte, also im betrachteten Fall N = a*N1 + b*N2 mit den 
Gewichten a, b > 0. Man spricht hier von einer additiven Nutzenfunktion, da 
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sich ein bestimmter Nutzenzuwachs in einer der Nutzendimensionen auf den 
Gesamtnutzen stets identisch auswirkt, unabhängig davon, von welchem Nut-
zenniveau man ausgeht (vgl. [Laux07], S. 93). Das muss in der Realität nicht 
zwingend so sein. Nimmt man diese Nutzenadditivität an, so erhält man im 
vorgenannten Fall E = a*E1 + b*E2.
Nachteil der effizienzorientierten Ansätze ist, dass der Kapitalbedarf des Pro-
jektes keine Rolle spielt. Man könnte ihn jedoch in geeigneter Form als Kor-
rekturglied in die Nutzenfunktion mit einbeziehen, und zwar in der Form, dass 
sich steigender Kapitalbedarf negativ auf die Höhe des Nutzeffektes auswirkt. 
Auch bei einem effizienzorientierten Vorgehen könnte man F1 und F2 beant-
worten, indem man die Attraktivität eines Projektes vom Überschreiten eines 
vorgegebenen Wertes für die verwendete Effizienzgröße abhängig macht und 
dann die attraktiven Projekte nach ihrem Effizienzwert priorisiert.
4.3  Strategie 3: Implizite Methoden
Vorbemerkung: Die nachfolgend diskutierten Methoden bewegen sich auf 
dem Hintergrund der Entscheidungstheorie und gehen immer davon aus, 
dass mehrere Alternativen (also: Projekte) vorliegen und dann eine Rangrei-
henfolge für dieses Portfolio von Projekten erstellt werden kann. So kann man 
stets die Frage F2 beantworten, aber eine Beantwortung von F1 ist nicht ohne 
Weiteres möglich.
4.3.1  Entscheidungstheorie
In der Entscheidungstheorie werden zunächst alle betrachteten Objekte nor-
miert, und zwar so, dass der maximale in einer Dimension auftretende Wert 
zu 1 und der minimale auftretende Wert zu 0 wird. Auf dieser Basis kann 
man zwei zusätzliche Alternativen konstruieren, zum einen diejenige, in der 
sämtliche Koordinaten den Wert 1 annehmen (sog. 1-Vektor), zum anderen 
diejenige, in der sämtliche Koordinaten den Wert 0 annehmen (sog. 0-Vektor). 
Diese Konvention ist nicht zwingend, sorgt aber dafür, dass unterschiedliche 
Nutzendimensionen gleich skaliert werden. 
Jetzt muss der Entscheider für jede Alternative eine zusätzliche Entscheidung 
treffen (sog. Bernoulli-Befragung). Alternative 1 ist das gegebene Projekt. Al-
ternative 2 ist eine Lotterie mit den beiden möglichen Ausgängen „1-Vektor“ 
und „0-Vektor“. Das Ergebnis „1-Vektor“ tritt mit einer Wahrscheinlichkeit von 
„b“ auf, das Ergebnis „0-Vektor“ dementsprechend mit einer Wahrscheinlich-
keit „1-b“. Der Entscheider muss nun einen Wert für „b“ angeben, bei dem für 
ihn beide Alternativen gleichwertig sind. „b“ ist dann der Wert der Nutzenfunkti-
on des Entscheiders, die man aber nicht explizit angeben kann bzw. muss. Die 
Werte von „b“ müssen einige Randbedingungen erfüllen: „b“ hat den Wert 0 für 
die Alternative „0-Vektor“ und den Wert 1 für die Alternative „1-Vektor“. Außer-
dem muss bei zwei Projekten mit den Nutzenvektoren (N1a, N2a) und (N1b, 
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N2b) mit N1a > N1b und N2a > N2b auch „b1“ > „b2“ sein (vgl. [Laux07], S. 166 
– 171). Das Ergebnis einer solchen Normalisierung zeigt das Beispiel in Tab. 2.
N1 N2 N1-norm N2-norm
P1 280 0 1,00 0,0
P2 180 3 0,64 0,6
P3 0 5 0,00 1,0
P4 100 4 0,36 0,8
0-Vektor 0 0 0,00 0,0
1-Vektor 280 5 1,00 1,0
Tab. 2: Normalisierung von Merkmalsausprägungen (Beispiel)
Um die Satisfizierungseffekte bei der Bewertung der nichtfinanziellen Nutzef-
fekte zu kompensieren, werde im Folgenden ein modifizierter Projektvektor 
betrachtet, der die finanzielle Rentabilität und die nichtfinanziellen Nutzeffekte 
umfasst: P1 = (R1; N2) mit R1 = (KB + N1 – PA – BK) / KB. Um Projekte mit 
rein finanziellen Nutzeffekten und Projekte mit ausschließlich nichtfinanziellen 
Nutzeffekten einbeziehen zu können, ist die Basis des 0-Vektors stets (0; 0). 
Auf dem Hintergrund der Satisfizierungsproblematik sei zusätzlich für R1 eine 
Obergrenze eingeführt, z. B. R1 = 300%. Es wird also ein Projekt mit dem Pro-
jektvektor (3; 0) einbezogen und finanzielle Rentabilitäten werden beim Über-
schreiten der 300%-Marke gekappt. Die Basis für den 1-Vektor wäre dann bei 
der hier angenommenen Ausprägung für nichtfinanzielle Nutzeffekte (3; 5). 
Um F1 beantworten zu können, wird nun ein fiktives Projekt PR zum Portfolio 
hinzugefügt, dass nur finanzielle Nutzeffekte aufweist und gerade eben noch 
attraktiv ist, z. B. PR = (1,5; 0). Nun wird für das so erweiterte Projektportfo-
lio eine Bernoulli-Befragung durchgeführt. Dabei erhält das Projekt PR einen 
Nutzwert b0. Alle Projekte, die einen Wert b > b0 erreichen, sind attraktiv (F1) 
und die Priorisierung erfolgt nach den erreichten Werten von b. Tab. 3 zeigt 
das Vorgehen am Beispiel. 
R1 N2 R1-norm N2-norm Nutzwert
P1 1,80 0 0,60 0,0 0,45
P2 0,80 3 0,27 0,6 0,60
P3 0,00 5 0,00 1,0 0,80
P4 0,63 4 0,21 0,8 0,75
P5 3,00 0 1,00 0,0 0,70
PR 1,50 0 0,50 0,0 0,40
0-Vektor 0,00 0 0,00 0,0 0,00
1-Vektor 3,00 5 1,00 1,0 1,00
Tab. 3: Nutzwertermittlung im Rahmen einer Bernoulli-Befragung (Beispiel)
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Für diesen Ansatz gibt es Heuristiken, die man nutzen kann, so z. B. das 
Verfahren TOPSIS (vgl. [PeZe07]), das in der Produktionswirtschaft u.a. für 
Standortentscheidungen eingesetzt wird. Bei den Heuristiken wird jedoch 
durch das Rechenverfahren eine Nutzenfunktion vorgegeben, deren Geome-
trie der Entscheider nicht ohne Weiteres versteht. Im Falle von TOPSIS wird 
der Nutzen eines Projektes P mithilfe seiner Abstände d(P, v0) vom 0-Vektor 
und d(P; v1) vom 1-Vektor nach folgender Vorschrift ermittelt: b = d(P; v0) / 
(d(P; v0) + d(P; v1)). Der Entscheider kann also nur schwer erkennen, ob die 
durch das Rechenverfahren eingebrachte Präferenzstruktur seiner eigenen 
Präferenzstruktur entspricht. 
4.3.2  Analytischer Hierarchieprozess
Auch der Analytische Hierarchieprozess (AHP) geht von einem Portfolio von 
Objekten aus, die man im Verbund betrachtet (vgl. [SaVa01]). Anders als bei 
einer Bernoulli-Befragung werden hier jedoch nicht die einzelnen Alternativen, 
d. h. Projekte, betrachtet, sondern deren Beziehungen zueinander. Im Falle 
der Projektvektoren (R1; N2) heißt das, dass für jedes Projektpaar die relative 
Nutzenhöhe bewertet wird, also dass für zwei Projekte P1 und P2 die Frage 
zu beantworten ist, wie man den Nutzen von P2 relativ zum Nutzen von P1 
einschätzt. Ist er gleich groß, etwas größer, deutlich größer, viel größer, sehr 
viel größer? Diese Relationen muss man bewerten, entsprechend der vorge-
nannten Relationen. Üblich sind die Werte 1, 3, 5, 7, 9.
Diese Relationswerte werden nun in eine Matrix eingetragen, auf der Haupt-
diagonalen die Werte 1, da alle Projekte im Vergleich zu sich selber gleich 
groß sind, oberhalb der Hauptdiagonalen die Relationen P1:P2, unterhalb 
der Hauptdiagonalen die Relationen P2:P1, also die Kehrwerte zu den Wer-
ten oberhalb der Hauptdiagonalen. Für diese Matrix ermittelt man nun den 
Eigenvektor zum größten Eigenwert und die Koordinaten des Eigenvektors 
sind ein Maß für die Größe der Nutzeffekte der betrachteten Projekte. Das 
Besondere an diesem Verfahren ist, dass der größte Eigenwert gleich der An-
zahl der Vergleichsobjekte ist und man den gesuchten Eigenvektor nicht über 
das entsprechende lineare Gleichungssystem ermitteln muss, sondern durch 
ein Näherungsverfahren beliebig genau bestimmen kann. Ein Beispiel für die 
Ausgangsmatrix eines AHP und das Ergebnis der ersten näherungsweisen 
Berechnung der Koordinaten des Eigenvektors zeigt Tab. 4. 
P1 P2 P3 P4 P5 AHP-Ergebnis
P1 1:1 1:3 5:1 3:1 1:1 0,19
P2 3:1 1:1 9:1 7:1 3:1 0,49
P3 1:5 1:9 1:1 1:3 1:7 0,04
P4 1:5 1:7 3:1 1:1 1:3 0,07
P5 1:1 1:3 7:1 3:1 1:1 0,21
Tab. 4: AHP-Matrix (Beispiel)
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Charakteristisch für dieses Verfahren ist, dass sich die ermittelten Werte im-
mer zu 1 addieren, also die gesamte Bewertungs-„Masse“ auf 1 normiert wird. 
Man kann also mit dem AHP nur F2 beantworten. Außerdem erhält ein Pro-
jekt, wenn man es in verschiedene Portfolios einbettet, jeweils einen anderen 
Nutzwert. Das gilt aber auch für die Bernoulli-Befragung, wenn sich 0-Vektor 
oder 1-Vektor ändern.
4.4  Ein „neuer“ Ansatz
Zwar scheinen entscheidungstheoretische Verfahren und AHP nicht weiterzu-
helfen, da sie stets davon ausgehen, dass ein Portfolio von Projekten (Alter-
nativen) vorliegt und eine Auswahl- oder Reihenfolgeentscheidung zu treffen 
ist. Man kann diese Verfahren aber nicht nur zur Beantwortung von F2 nutzen, 
sondern damit auch F1 beantworten. Dazu sei auf eine Überlegung zurück-
gegangen, die bereits bei der Betrachtung der entscheidungstheoretischen 
Ansätze anklang.
Man stelle sich nämlich vor, dass ein (wie auch immer) sorgfältig ausgewähltes 
Projektportfolio vorliege; diese Projekte seien als Referenzprojekte bezeich-
net. Will man nun ein zusätzliches Projekt bewerten, das hier als Prüfprojekt 
bezeichnet werde, so bildet man aus den Referenzprojekten und dem Prüf-
projekt ein Portfolio und wendet darauf eins der Verfahren an. Das Verfahren 
führt für alle Projekte zu einem Nutzwert. Die Gruppe der Referenzprojekte 
muss dann (mindestens) ein Projekt mit rein finanziellen Nutzeffekten enthal-
ten, das minimal attraktiv ist, also z. B. das Projekt mit dem Projektvektor (1,5; 
0). Außerdem muss sie so gestaltet sein, dass 0-Vektor und 1-Vektor sich 
allein aus den Referenzprojekten ergeben. Es sollten also besonders „gute“ 
und besonders „schlechte“ Projekte enthalten sein, insbesondere das beste 
bekannte oder vorstellbare Projekt mit rein finanziellen Nutzeffekten, z. B. (3; 
0). Wenn dann das Prüfprojekt in dem Verfahren einen Nutzwert erhält, der 
größer ist als der des Projektes an der unteren Attraktivitätsgrenze, dann kann 
man F1 positiv beantworten. 
Hat man nun mittels der Referenzprojekte einen Nutzwert für ein bestimmtes 
Prüfprojekt ermittelt, bleibt die Frage, ob und wie man aus diesem Nutzwert 
auf ein finanzielles Äquivalent des nichtfinanziellen oder des gemischten Nut-
zens schließen kann. Hier muss man nun zwei Fälle unterscheiden:
– Der Nutzwert des Prüfprojektes ist kleiner oder gleich dem Nutzwert des 
besten Referenzprojektes mit rein finanziellen Nutzeffekten.
– Der Nutzwert des Prüfprojektes ist größer als der Nutzwert des besten Re-
ferenzprojektes mit rein finanziellen Nutzeffekten.
Im ersten Fall muss es dann ein (fiktives) Projekt geben, das dieselben Auf-
wandsdaten hat wie das ursprüngliche Prüfprojekt, aber eine entsprechende 
Rentabilität, die kleiner ist als die Rentabilität des besten Referenzprojektes 
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mit rein finanziellen Nutzeffekten. Daraus ergibt sich dann das finanzielle Nut-
zenäquivalent. Ist also das Prüfprojekt (1,2; 0) mit dem Nutzwert bp gegeben, 
hat das beste Projekt mit rein finanziellen Nutzeffekten und dem Projektvektor 
(3; 0) den Nutzwert bb > bp, dann muss es ein (fiktives) Projekt (x; 0) mit dem 
Nutzwert bp und x < 3 geben. Sei (2,5; 0) dieses Projekt. Dann kann man über 
die Gleichung 2,5 = (KB + N – PA – BK)/KB das finanzielle Nutzenäquivalent 
ausrechnen, da KB, PA und BK die Werte des eigentlichen Prüfprojektes ha-
ben sollen. 
Im zweiten Fall kann man für den finanziellen Nutzen lediglich eine Untergren-
ze angeben, die von der bei den Referenzprojekten maximalen Rentabilität 
abhängt. Geht man wieder vom besten „finanziellen“ Projekt (3; 0) aus, so 
liefert 3 < (KB + N – PA – BK) / KB eine untere Schranke für das finanzielle 
Nutzenäquivalent. Man weiß also im Beispiel, dass die Nutzeffekte des Prüf-
projektes so groß sind, dass sie für den finanziellen Fall mindestens einer 
Rentabilität von 300% entsprechen würden. 
Beim Einsatz von heuristischen Verfahren wie TOPSIS oder NWA (Nutzwert-
analyse) kann man das durch gezieltes Probieren ermitteln. Das hat seine 
Ursache in der Gestalt der jeweiligen Nutzenfunktion. Denn in beiden Fällen 
ist der Nutzwert größer als 0, wenn mindestens Nutzenkomponente einen 
von 0 verschiedenen Wert hat. Müssen alle Nutzenkomponenten von 0 ver-
schieden sein, damit der Nutzwert insgesamt größer als 0 wird, muss man die 
vorgenannten Fallunterscheidungen vornehmen.
Für den AHP muss man ähnlich vorgehen und ein Projekt suchen, das zu 
den ausgewählten Referenzprojekten in denselben Relationen steht wie das 
ursprüngliche Prüfprojekt. Eine Startvariante eines solchen Projektes findet 
man, wenn die Referenzprojekte ein Projekt mit rein finanziellen Nutzeffekten 
enthalten. Wenn dieses Referenzprojekt mit R1x zum Nutzwert s führt und 
das Prüfprojekt zum Nutzwert t geführt hat, dann ist das Prüfprojekt mit dem 
Projektvektor (t*R1x / s; 0) ein „Kandidat“. Der Entscheider muss nun prüfen, 
ob dieses Projekt zu den Referenzprojekten dieselben Relationen hat wie das 
ursprüngliche Prüfprojekt. Ist das nicht der Fall, muss R1 so weit erhöht oder 
gesenkt werden, dass der Entscheider die vorgegebenen Relationen zu den 
Referenzprojekten akzeptiert.
5  Einsatz in der Praxis
5.1  Erfahrungen
Es ist eigentlich erstaunlich, dass die verfügbaren entscheidungstheoreti-
schen Werkzeuge bislang offenbar in der Praxis der Projektbewertung und 
-priorisierung nicht genutzt werden. Das mag zum erheblichen Teil daran lie-
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gen, dass eine konsequente Bewertung nichtfinanzieller Nutzeffekte nur sel-
ten erfolgt und viele Projekte in diesem Umfeld als Muss-Projekte deklariert 
und damit aus der Bewertungsdisziplin herausgelöst werden. Auf die zuvor 
beschriebenen Ansätze wird seit Längerem im Rahmen von Beratungskon-
takten hingewiesen; eine konkrete Nutzung ist aber bislang nicht bekannt. 
Offenbar wird einerseits der höhere rechentechnische Aufwand gescheut 
(z. B. beim AHP-Verfahren). Und andererseits muss natürlich auch berück-
sichtigt werden, dass sowohl der Aufbau eines Referenzportfolios wie auch 
die Durchführung der Bewertungen einen nicht zu vernachlässigenden zeitli-
chen Aufwand für die jeweils Verantwortlichen nach sich zieht.
5.2  Anwendungsempfehlungen
Es bleibt jedoch festzuhalten, dass eine Bewertung nichtfinanzieller Nutzef-
fekte sinnvoll ist und finanzielle Äquivalente für diese Nutzeffekte ermittelbar 
sind. Alle genannten Ansätze erfordern eine Bewertung durch Personen und 
enthalten damit stets ein subjektives Moment. Das ist jedoch kein Argument 
gegen den Einsatz dieser Verfahren, denn die Bewertung ist transparent und 
kann von jedem Dritten nachvollzogen werden. Für eine Anwendung in der 
Praxis sollten klare Regeln für den Bewertungsprozess aufgestellt werden.
Es sollten stets mehrere Experten schätzen. Diese Experten sollten in einer 
ersten Runde Einzelschätzungen durchführen. Die dabei auftretenden Unter-
schiede sollten gemeinsam diskutiert werden. In einem zweiten Schritt sollten 
diese Experten dann eine gemeinsame Bewertung durchführen. 
Die Auswahl des Referenzportfolios bedarf großer Sorgfalt, aber auf diese 
Weise lässt sich eine spezifische Metrik für die Projektbewertung erarbeiten. 
Diese Metrik ist organisationsspezifisch, ein Vergleich mit den Metriken ande-
rer Organisationen ist aber möglich. 
6  Fazit
6.1  Zusammenfassung und Bewertung
Die immer wieder geäußerte Behauptung, nichtfinanzielle Nutzeffekte von 
Projekten seien nicht bewertbar, insbesondere nicht im Hinblick auf die An-
wendung von Verfahren der Investitionsrechnung, lässt sich eigentlich nicht 
aufrecht erhalten. Die Entscheidungstheorie liefert entsprechende Werkzeu-
ge, um mehrdimensionale Objekte zu bewerten und zu priorisieren.
Die Frage F2 ist leichter zu beantworten, weil man hier das gesamte Projekt-
portfolio einbeziehen und die Methoden der Entscheidungstheorie unmittelbar 
anwenden kann. Die Frage F1 kann man jedoch beantworten, wenn man das 
Konzept des Referenzportfolios anwendet. Dieses Konzept ist zeitpunktab-
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hängig und organisationsspezifisch, aber die Ergebnisse sind transparent und 
für jeden Dritten nachvollziehbar. Verfahren wie AHP oder TOPSIS erschei-
nen für die Praxis interessant, da sie hochgradig automatisierbar sind. Au-
ßerdem kann es zwischen verschiedenen Alternativen keine Inkonsistenzen 
geben, was bei der Bernoulli-Befragung sehr wohl passieren kann.
Nachteilig ist allerdings, dass beide Verfahren (das gilt für alle Heuristiken) 
aufgrund ihrer mathematischen Struktur implizit eine Präferenzstruktur enthal-
ten, die für den Anwender nicht (ohne Weiteres) zu durchschauen ist.
6.2  Erweiterungen und Varianten
Für die vorgenannten Ansätze sind verschiedene Erweiterungen denkbar. 
Die Projektparameter können erweitert werden, z. B. in dem man mehrere 
Nutzen- und/oder Aufwandsdimensionen verwendet. Allerdings werden die 
Verfahren daduch nicht übersichtlicher, sondern komplex. Durch die Wahl be-
stimmter Nutzenfunktionen lassen sich weitere Verfahren „konstruieren“.
Für eine Priorisierung von Projekten könnte man auch die DEA (Data Enve-
lopment Analysis) einsetzen. Auch bei der DEA geht man zunächst von ei-
nem gegebenen Portfolio von Projekten aus (vgl. [CoZh05]). Dieses Portfolio 
zerfällt stets in zwei Untergruppen, nämlich die Untergruppe der effizienten 
und der nicht-effizienten Projekte. Für die nicht-effizienten Projekte kann man 
eine Priorisierung ableiten, für die effizienten Projekte geht das nicht. Für die 
eventuell sehr große Untergruppe effizienter Projekte müsste man also auf 
ein anderes Verfahren zurückgreifen. Daher erscheint das DEA-Verfahren für 
diesen Zweck eher weniger geeignet.
6.3  Offene Fragen
Im Hinblick auf eine praktische Anwendung sollten folgende Fragen unter-
sucht werden:
– Wie kann man bei den entscheidungstheoretischen Ansätzen (Bernoulli-
Befragung) sicherstellen, dass die Bewertung konsistent ist?
– Nach welchen Regeln sollte man das Referenzportfolio aufstellen?
– Wie sollten finanzielle und nichtfinanzielle Nutzeffekte vertreten sein?
– Wie sollten attraktive und nicht attraktive Projekte enthalten sein?
– Wie groß sollte das Referenzportfolio sein?
– Welche nichtfinanziellen Nutzenkategorien sind für die Praxis vorzuschla-
gen und welche Bewertungsverfahren sollten dazu genutzt werden (vgl. 
z. B. [RöBM07])?
6.4  Weitere Anwendungsmöglichkeiten
Der Ansatz, Metriken dadurch zu konstruieren, dass zu bewertende Objek-
te gegen ein Referenzportfolio gleichartiger Objekte abgeglichen werden, ist 
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nicht auf die Bewertung von Projekten beschränkt, sondern kann auch auf an-
dere Fragestellungen übertragen werden. Mit diesem Vorgehen, das letztlich 
eine Verallgemeinerung des Äquivalenzziffernansatzes darstellt, könnte man 
z. B. auch Leistung und Produktivität in der Softwareentwicklung messen.
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Einführung einer SAP Prozessdefinition  
und -implementierung in einem Projekt  
bei Giesecke & Devrient
Bettina C.K. Binder, Ute Riemann
1  Prozessmanagement und Prozesscontrolling –  
Definition, Ziele, Aufgaben
Prozesse sollen zur Performance- und Wertsteigerung des Unternehmens 
dienen. Der Controller ist daher bestrebt, bei Einführung eines Prozessma-
nagements Prozesse mit Hilfe von Prozesskosten in einem ersten Schritt 
transparent zu machen. Im zweiten Schritt sollen zusätzliche Leistungsindi-
katoren bestimmt werden, die es ermöglichen Prozesse innerhalb von inno-
vativen Prozesscontrolling-Instrumenten wie z. B. einer Prozess-Scorecard 
zu steuern. 
Unstrittig ist, dass das Prozesscontrolling damit einen engen Bezug zur Pro-
zesskostenrechnung hat. So können Prozesse mit homogenem Kostenverhal-
ten nach Ressourcenbeanspruchung geclustert werden und diese Werte des 
Prozesscontrollings liefern allgemein die Grundlage für die Kostenkontrolle, 
die Sicherstellung der Prozesswirtschaftlichkeit sowie der Prozessoptimierung. 
Ziel ist es damit langfristig Performance Excellence zur erreichen und das 
Betriebsergebnis zu steigern und damit auch die Ziele verbesserter Prozess-
Effektivität und Effizienz zu erreichen. 
Die verschiedenen Aufgaben eines Prozessmanagements und -controllings 
lassen sich wie folgt darstellen: 
– Standardisierung:
 Gerade in globalen Unternehmen soll eine weltweite Standardisierung der 
Prozesse angestrebt werden, so dass global z. B. alle Einkaufsaktivitäten 
innerhalb des Beschaffungsprozesses einheitlich definiert sind und stan-
dardisiert ablaufen.
– Effektivität:
 Um die Prozess-Effektivität zu gewährleisten, sollte man in der Phase der 
Prozessidentifikation sicherstellen, dass die „richtigen“ Prozesse ausge-
wählt werden. Dies sollten nicht zu viele Prozesse sein, die dann im nächs-
ten Schritt in ein Informationssystem integriert werden können.
– Effizienz:
 Wie einzelne Prozesse wie z. B. der Beschaffungsprozess gesteuert wer-
den und mit Hilfe welcher Prozesskennzahlen wie z. B. Anzahl der Haupt-
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lieferanten der Prozess gesteuert wird, sollte weltweit einheitlich z. B. in 
Prozess Cockpits festgelegt werden. 
– Verantwortlichkeit:
 Durch die Zuordnung der verantwortlichen Mitarbeiter zu den Prozessen 
wird Prozessmanagement im Unternehmen dadurch gelebt, dass auch 
Prozessziele in die jährlichen Zielvereinbarungen der Mitarbeiter aufge-
nommen, gemessen und kontrolliert werden können. 
1.1  Beschreibung des Prozessmanagements und -controllings
Unternehmensprozesse dienen der Erfüllung einer betrieblichen Aufgabe und 
bestehen aus einer Reihe an Aktivitäten oder Funktionen. Die zeitliche Abfol-
ge der Aktivitäten beschreibt den Kontrollfluss und definiert die Leistung, die 
für die Unternehmung erstellt wird (Jung 2006, S. 20). 
Mit Hilfe von Prozessen richten sich Unternehmen heute mehr und mehr an 
markt- und kundenorientierten Abläufen, anstatt an internen hierarchisch-
funktionalen Funktionen aus. Prozesse, die unternehmensseitige Strukturen 
darstellen, liefern somit einen Beitrag zu einem effizienten Prozesscontrolling. 
Durch die konsequente Prozessausrichtung gewinnen Unternehmensprozesse 
zunehmend an Bedeutung – sind sie doch das Gerüst des unternehmerischen 
Erfolges. Daher ist es nicht mehr ausreichend Prozesse lediglich umfassend 
abzubilden, vielmehr muss eine adäquate Systematik des Prozessmanage-
ments und Prozesscontrollings definiert werden, um eine aktive und kontinu-
ierliche Optimierung, Planung und Steuerung der Geschäftsprozesse zu er-
möglichen ohne dabei die unternehmerische Kreativität auszuschließen.
1.2  Ziele des Prozesscontrollings
Das Prozesscontrolling liefert den Rahmen für die Definition bzw. die Weiter-
entwicklung und Gestaltung effektiver und effizienter Prozesse und berück-
sichtigt dazu das magische Dreieck von Kosten, Qualität und Zeit. 
Für ein praxisnahes und effizientes Prozesscontrolling ist es daher notwendig 
festzulegen, welche Prozesse im Rahmen des Prozesscontrollings bis zu wel-
cher Granularität betrachtet werden sollen, wie die Unternehmensprozesse 
strukturiert werden, welche Leistungen sie erbringen und wie diese Leistung 
gemessen werden soll. 
Schwerpunkt eines innovativen Prozesscontrollings ist die strategische, zu-
kunftsorientierte Ausrichtung, welche die Umsetzung der Unternehmensziele 
aktiv unterstützt. Ein strategisch ausgerichtetes Prozesscontrolling geht damit 
über eine reine Prozessbestandsaufnahme hinaus, indem es die Ist-Prozesse 
und Ist-Daten (Ist-Prozesskennzahlen) verdichtet und den Solldaten (Soll-Pro-
zesskennzahlen) gegenüber stellt. Es wird somit eine Soll-Ist-Abweichungs-
analyse zwischen der aktuellen Prozesssituation und der Unternehmensstra-
tegie, die die Ausrichtung der nächsten 5-10 Jahre bestimmt abgebildet. 
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Zielsetzung eines strategisch ausgerichteten Prozesscontrollings ist es, Dis-
krepanzen der Prozessrealisierung zum Prozessentwurf zu ermitteln und bei 
Bedarf eine Prozessoptimierung anzuregen. 
Die Planung, Steuerung und Kontrolle der Prozesse findet innerhalb des Pro-
zesscontrollings statt und wird auf Basis folgender Ziele durchgeführt:
– Prozesskosten erfassen:
 Kosten der Prozesse, Mengen, Zeiten und Kapazitäten können z. B. für 
den Einkaufsprozess innerhalb der Einkaufs-Kostenstellen per Interview 
erfasst werden
– Prozessqualitäten darstellen:
 Welche prozessorientierten Key Performance Indikatoren (KPIs) erreicht 
werden können, wird z. B. durch die Anzahl der bearbeiteten Einkaufsauf-
träge pro Mitarbeiter oder Anzahl der Lieferantengespräche für den Be-
schaffungsprozess festgestellt. 
– Prozesszeiten optimieren:
 Wie schnell ein Einkaufsprozess zeitlich abgewickelt werden kann und 
welche Leerzeiten dabei erkannt werden, soll innerhalb eines wirksamen 
Prozesscontrollings aufgezeigt werden. 
– Prozessflexibilität:
 Wie gut ein Zweit-Lieferant als Vertretung eines Erst-Lieferanten einge-
setzt werden kann, der z. B. Insolvenz angemeldet hat, ist beim Beschaf-
fungsprozess ein Merkmal für Prozessflexibilität. 
2  Aufbau eines Prozessmanagements und -controllings anhand von 
Leistungsindikatoren bei Giesecke & Devrient
2.1  Das Unternehmen
Giesecke & Devrient (G&D) ist ein international führender Technologiekon-
zern mit Hauptsitz in München. Das 1852 gegründete Unternehmen erwirt-
schaftete im Geschäftsjahr 2010 mit über 10.000 Mitarbeitern einen Umsatz 
von 1,7 Milliarden Euro. Der Konzern gehört zu den weltweiten Markt- und 
Innovationsführern bei der Herstellung und Bearbeitung von Banknoten, bei 
Chipkarten-basierten Lösungen, Software und Dienstleistungen für den elek-
tronischen Zahlungsverkehr und die Telekommunikation sowie bei Sicher-
heitsdokumenten und Ausweissystemen. Für die internationale Kundennähe 
des Unternehmens sorgen 61 Tochterunternehmen und Joint Ventures in 32 
Ländern. Das Angebot von G&D umfasst Sicherheitslösungen rund um die 
Herstellung und Bearbeitung von Banknoten (Geschäftsbereich Banknote), 
Chipkarten, Software und Dienstleistungen zur Sicherung von elektronischen 
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Anwendungen, insbesondere in den Bereichen Telekommunikation und elek-
tronischer Zahlungsverkehr (Geschäftsbereich Mobile Security). Als Komplet-
tanbieter von mobilen Sicherheitsanwendungen entwickelt und vertreibt G&D 
Hardware, Software und Dienstleistungen für Banken, Mobilnetzbetreiber, Öf-
fentlicher Personennahverkehr sowie Unternehmen und OEM. 
Außerdem bietet G&D seinen Kunden hochsichere Lösungen für Gesund-
heitskarten, Reisedokumente und Ausweissysteme, die sowohl zur herkömm-
lichen Identifizierung als auch zur Authentisierung und Absicherung in elekt-
ronischen Geschäftsprozessen über das Internet (E-Government) verwendet 
werden können (Geschäftsbereich Government Solutions). 
Am Beispiel von G&D wird die Einführung eines Prozessmanagements und 
-controllings exemplarisch skizziert. G&D hat und wird in mehreren Transfor-
mationsschritten Prozesse im Rahmen eines Prozessmanagements einfüh-
ren, mit dem Ziel die Unternehmensprozesse global zu harmonisieren und 
künftig auf dieser Grundlage ein agiles Prozessmanagement und ein umfäng-
liches Prozesscontrolling aufzubauen. 
Mit Hilfe einer integrierten Prozesslandkarte wurde in einem ersten Schritt bei 
G&D die Basis für ein prozessorientiertes Denken und Handeln geschaffen 
und so die Grundlage gelegt, das Prozessmanagement mit dem Strategiepro-
zess zu verankern. Zur Implementierung zukunftsorientierter Prozesse ist es 
für G&D perspektivisch notwendig, die Prozessziele mit der langfristigen Un-
ternehmensstrategie zu verknüpfen, um strategiekonforme und überschnei-
dungsfreie Prozessdefinitionen ableiten zu können, wobei Anfang und Ende 
der Geschäftsprozesse die notwendige Verbindung zu Kunden haben sollten 
(= End-to-End Prozesse). In einem ersten Schritt wurde bei G&D geklärt, wel-
che Prozesse betrachtet werden sollen und wie das Prozesscontrolling im 
Unternehmen verankert sein muss, um wirkungsvoll die zentrale Wertschöp-
fungskette vom Lieferanten zum Kunden überwachen, steuern und optimie-
ren zu können. 
Für G&D ist es daher ein logischer Schritt künftig organisatorisch das Prozess-
controlling und die Prozessentwicklung eng mit dem Strategieprozess der Un-
ternehmung zu verknüpfen und sich bei dem Aufbau einer Prozess-Scorecard 
an den strategischen Wettbewerbsfaktoren zu orientieren. Dadurch wird der 
Weg in Richtung einer langfristigen Business Excellence geebnet. 
Zentrales Ziel bei G&D ist es daher, eine Prozess-Scorecard zu definieren, 
die die Prozessleistung in den Vordergrund stellt und die prozessorientier-
ten Leistungsindikatoren als Schwerpunkt hat. Damit ist die Möglichkeit der 
kontinuierlichen Überwachung und Analyse der implementierten Prozesse 
geschaffen. Mit der Nutzung der hierbei gewonnenen Erkenntnisse und dem 
Rückfluss zum Strategieprozess schließt sich der Kreislauf eines integrierten 
Prozessmanagements.
333
2.2  Beschreibung der Leistungsindikatoren
Ein Bestandteil des Aufbaus einer Prozesslandschaft, ausgehend von der 
Strategieebene bis zur Prozess- und Systemarchitektur ist ein Messsystem 
mit definierten Führungsgrößen. Dieses dient zur Erhebung von Leistungsin-
dikatoren für Prozesse im Allgemeinen und erreicht im Speziellen angepasste 
Prozess-Leistungsindikatoren, um Effektivität und Effizienz zu erreichen. 
Prozess-Leistungsindikatoren sind Führungsgrößen, die den Grad der Zieler-
reichung zu einem bestimmten Zeitpunkt mit Hilfe von Sollwerten angeben, 
die aus der Unternehmensstrategie abgeleitet werden. Die kritischen Erfolgs-
faktoren sowie die nachfolgend definierten Leistungsindikatoren bilden zu-
sammen mit den ebenso auf der Strategieebene definierten Prozesszielen 
die Basis für die kontinuierliche Prozessentwicklung. 
Um diesem Anspruch gerecht zu werden, hat G&D Prozesse in einem Top 
Down Ansatz mit Bezug zur Unternehmensstrategie und den entsprechen-
den Leistungsindikatoren definiert. Als Prozess-Leistungsindikator im Be-
schaffungsprozess wird bei G&D die Auftragsdurchlaufzeit (Order Lead Time) 
verwendet. Dazu wird in einem Prozess-Cockpit die genaue Definition, die 
Frequenz der Messung und der Zielwert angegeben und der Prozessverant-
wortliche dargestellt wie in Abbildung 1 zu erkennen ist. 
Abb. 1: Wichtige Aspekte von Prozess-Leistungsindikatoren
3  Vier Schritte zur Einführung eines Prozesscontrollings zur kontinu-
ierlichen Steuerung und Prozessverbesserung
Um ein Prozesscontrolling aufbauen zu können, müssen folgende vier Schrit-
te im Unternehmen umgesetzt werden:
– Prozessidentifikation durchführen
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– Prozessgestaltung und -verknüpfung der Prozesse mit der Strategie doku-
mentieren
– Prozesskennzahlen innerhalb einer Prozess-Scorecard festlegen
– Operatives Prozesscontrolling umsetzen
Das Prozesscontrolling, das in einer Prozesslandkarte die Strategie mit der 
Struktur zusammenführt, wird für G&D folgende Nutzenpotentiale eröffnen, 
welche in Abbildung 2 im Überblick dargestellt sind:
– Durchgängigkeit der Analyse der Leistungserbringung von der Strategie 
zur operativen Umsetzung
– Prozessarchitektur als Gerüst, um die komplexen Zusammenhänge der 
Prozesse im Unternehmen strukturiert zu erfassen. Für die Visualisierung, 
bei G&D wurde eine zwei-dimensionale End-to-End Prozessarchitektur 
gewählt, die Prozesse in einem Modell mit vernetzten Ebenen und unter-
schiedlichen Detaillierungsstufen abbildet
– Prozesskompetenzen im Sinne eines systematischen prozess-orientier-
ten Denken und Handelns sind eine Abkehr von der bisherigen funktional-
hierarchischen Orientierung bei G&D 
– Nachhaltige und kontinuierliche Prozessverbesserung durch Steuerung 
der Prozessstrukturen über prozessorientierte Leistungsindikatoren 
– Verbindung von Unternehmensstrategie, Unternehmenszielen mit dem 
Prozessmanagement und Prozesscontrolling innerhalb einer Prozess-
Scorecard
– IT-Infrastruktur als Enabler der Prozesse
– Operatives Controlling welches die operativen Abläufe im Unternehmen 
reportet und damit die Prozesse als Berichtsobjekt beinhaltet
Abb. 2: Elemente des Prozesscontrollings bei G&D
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3.1  Schritt 1: Prozessidentifikation durchführen
Die Prozessidentifikation beantwortet die Frage, welche Geschäftsprozesse 
eine Geschäftseinheit benötigt, um die Bedürfnisse der Kunden bzw. Interes-
sengruppen, des Marktes und der Unternehmensstrategie zu erfüllen. 
Die mit dem Prozesscontrolling angestrebte Optimierung erbringt nur dann 
die erhofften Resultate, wenn die Prozesse zuvor auf ihre Ergebnisrelevanz, 
ihre Leistungsindikatoren und auf ihre Prozessreife hin untersucht wurden. 
Dies wird im Folgenden für den Beschaffungsprozess beispielhaft dargestellt:
– Prozessoptimierung auf Basis der Ergebnisrelevanz: 
 Wie der Beschaffungsprozess mit seinen Teilprozessen „Einkaufsverhand-
lungen durchführen“, „Wareneingang buchen“ und „Einlagern“ zu einem 
positiven Betriebsergebnis beiträgt, wird in einem Prozessoptimierungs-
workshop aufgezeigt. 
– Prozessoptimierung auf Basis von Leistungsindikatoren:
 Welche Prozess-Outputs auf Basis von Leistungsindikatoren wie „Anzahl 
der Bestellpositionen“ oder“ Anzahl der Bestellungen pro Jahr im Beschaf-
fungsprozess“ für Key Account Kunden erreicht werden können im Ver-
gleich zu Kunden, die standardisiert bestellen, sollte im Controlling doku-
mentiert werden. 
– Prozessoptimierung auf Basis der Prozessreife:
 Wird der Beschaffungsprozess mit seinen Systemen bereits mehrjährig 
in der aktuellen Form umgesetzt, sollte geprüft werden, welches Optimie-
rungspotential darin liegt, dass der Prozess mit neuen Teilprozessen, ge-
änderten Verantwortlichkeiten und einem neuen System ablaufen wird. 
Daher muss der vollständige Prozess durch das gesamte Unternehmen hin-
durch betrachtet werden, also z. B. vom Kundenauftrag bis zur Lieferung des 
fertigen Produktes oder Services. Werden nur Teilprozesse betrachtet, ist es 
nicht möglich, grundlegende Prozessverbesserungen durchzuführen. Insbe-
sondere in funktional gegliederten Organisationsstrukturen ist die Gefahr groß, 
dass nur die Teilprozesse innerhalb jeder Organisationseinheit betrachtet 
werden, nicht jedoch der Gesamtprozess. Um aber signifikant und nachhaltig 
eine Prozessoptimierung im Unternehmen sicherzustellen ist die End-to-End 
Betrachtung von entscheidender Bedeutung, da nur so eine Überprüfung und 
Veränderung des Gesamtablaufs möglich ist, die auch grundlegende Verbes-
serungen des Prozess-Outputs erbringt. 
Damit ein Prozesscontrolling bei strategischen Fragestellungen des Unter-
nehmens unterstützen kann, ist es notwendig, dass die Identifizierung und 
Strukturierung der relevanten Geschäftsprozesse Top Down erfolgt. Dieser 
Top Down Ansatz setzt voraus, dass es eine enge Verknüpfung zur Unterneh-
mensstrategie bzw. zum Strategieprozess des Unternehmens und den dort 
formulierten prozessrelevanten Key Performance Indikatoren (KPIs) gibt. 
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Zur Top-Down Ableitung von Prozesszielen und prozessrelevanten strategi-
schen Kennzahlen werden Informationen benötigt, die im allgemeinen der 
Unternehmensstrategie und den Unternehmenszielen entnommen werden 
können und aus denen abgeleitet werden kann, welche Prozesse der Wert-
schöpfungskette im Rahmen des Prozesscontrollings betrachtet werden sol-
len. 
Die wesentlichen Eckpfeiler zur Top Down Ableitung sind:
– Unternehmensstrategie und -ziele:
 Die Prozesse sollten auf Basis der strategischen Ziele abgeleitet werden 
und über ein Prozesscontrolling gesteuert werden.
– Kunde: 
 Die Prozesse sollten konsequent auf die Kunden und den Markt ausge-
richtet und angepasst sein. Die Wertschöpfung für die Kunden ist der ent-
scheidende Maßstab für den Erfolg. Liefert ein Prozess keinen positiven 
Wertschöpfungsbeitrag, sollte er langfristig eliminiert werden. 
– Kernkompetenz des Unternehmens:
 Die Prozesse sollten auf die Kernkompetenzen des Unternehmens fokus-
siert sein, die sich aus der Marktpositionierung, den Produkten und den 
Services des Unternehmens ableiten lassen. Die Prozessanalyse sollte 
damit im Kernkompetenzbereich des Unternehmens ihren Ausgangspunkt 
haben. 
Für G&D bedeutet dies in einem ersten Schritt die Zielmärkte, Kundengruppen 
und die strategische Positionierung in den Mittelpunkt der Prozessanalyse zu 
stellen, um zu identifizieren, welche Prozesse sinnvoll einem Prozesscontrol-
ling unterzogen werden sollten. Die Top Down Ableitung wurde bei G&D auf 
Basis folgender Eckpfeiler durchgeführt:
– Unternehmensstrategie und Strategieverankerung von G&D 
– Welches sind die kritischen Erfolgsfaktoren von G&D, am Markt und bei 
den Kunden? 
– Wie kann das Unternehmen die Kunden bei der Lösung ihrer Probleme 
am besten unterstützen?
– Kunden/Marktorientierung bei G&D
– Wer sind die Kunden und welche Bedürfnisse haben sie? 
– Auf welche Kundengruppen will sich das Unternehmen in Zukunft kon-
zentrieren? 
– Welches sind die kritischen Prozesse von G&D, beim Kunden? 
– Wie können Kunden- und Marktanforderungen präzisiert und die not-
wendigen Leistungsindikatoren der Prozesse abgeleitet werden?
– Kernkompetenzen wie Produkt-/Service-Innovationen bei G&D
– Welche Produkte/Leistungen erwarten die Kunden heute und in Zukunft 
von G&D? 
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– Welche Kernkompetenzen spielen dabei heute und in der Zukunft eine 
entscheidende Rolle? 
– Wo liegen die Wettbewerbsvorteile und welche Wettbewerbsstrategie 
wird verfolgt? 
Aus der Kenntnis der Strategie, den Marktentwicklungen sowie der Kunden-
präferenzen hat G&D diejenigen Geschäftsprozesse und Leistungen abge-
leitet, die notwendig sind, um die von den Kunden (bzw. den Stakeholdern) 
erwarteten Leistungen zu erfüllen. 
Besondere Relevanz für das Unternehmen haben vor allem diejenigen Pro-
zesse, die einen signifikanten Teil der Wertschöpfung für das eigene Unter-
nehmen erzeugen, klar auf Kundeninteressen fokussiert sind und damit beim 
Kunden einen direkt wahrnehmbaren Nutzen erzeugen. Für die Gesamtbe-
trachtung der prozessualen Leistungsfähigkeit eines Unternehmens dürfen 
die unterstützenden Prozesse (sogenannte Enablers) nicht vollkommen au-
ßer Acht gelassen werden, da diese die Kernprozesse des Unternehmens 
unterstützen – bei der Erstellung der Prozess-Scorecard und des Prozess-
controllings stehen jedoch die Kernprozesse im Mittelpunkt.
Damit für G&D als Technologiekonzern diese Wertschöpfung erzeugt werden 
kann, wurden die Beschaffungsprozesse in den Vordergrund gestellt. Diese 
sind in der Leistungserbringung und Ausgestaltung einmalig, grenzen sich 
vom Wettbewerb ab und haben einen unmittelbaren Einfluss auf das Unter-
nehmensergebnis. Sie wirken sich direkt auf die operative Business Excel-
lence aus und stehen im Mittelpunkt der G&D Wertschöpfungskette. 
3.2  Schritt 2: Prozessgestaltung und -verknüpfung der Prozesse mit 
der Strategie dokumentieren
Die unternehmensübergreifende Betrachtung von End-to-End-Prozessen und 
die Erstellung einer Prozesslandkarte verknüpfen die Prozesse mit der Stra-
tegie. 
3.2.1  Prozesse im End-to-End Prozessmodell festlegen
Für den Aufbau eines effizienten Prozesscontrollings ist es weder sinnvoll 
noch notwendig, alle Prozesse kleinteilig zu dokumentieren. Im Wesentli-
chen findet eine Konzentration auf die End-to-End Prozesse statt, die von 
der Strategie abgeleitet werden sollten. Das Prozesscontrolling geht dabei 
mit der Bestimmung der Leistungsindikatoren und deren Steuerung über die 
Prozesskostenrechnung hinaus. Mit den im Prozesscontrolling erarbeiteten 
Informationen kann eine kontinuierliche Steuerung des Tagesgeschäfts statt-
finden und die Informationen können auch als Basis für Prozessoptimierungs-
Workshops dienen (Binder 2003, S. 193). 
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Eine Prozess-Segmentierung auf End-to-End-Prozesse konzentriert sich auf 
die wertschöpfenden Prozesse. Diese bilden die Strategie ausreichend ab, so 
dass nicht alle Prozesse akribisch der Vollständigkeit wegen erfasst werden 
müssen. Im Rahmen der Prozess-Segmentierung ist es sinnvoll eine prob-
lembezogene Segmentierung der Prozesse durchzuführen, indem man sich 
auf Standardprozesse wie z. B. „Beschaffung von Standard Rohstoffen“ oder 
Sonderprozesse wie z. B. „Einkauf des Betriebsstoffes Schmieröl mit nicht-
brennbarem Zusatz“ fokussiert. Zu einem späteren Zeitpunkt kann man sich 
dann auf die wertschöpfenden Prozess-Elemente konzentrieren und auch die 
entsprechenden prozessorientierten KPIs festlegen. 
Zu berücksichtigen ist, dass es nicht ausreichend ist, die Prozesse innerhalb 
der Unternehmensgrenzen zu betrachten; oftmals ergeben sich die entschei-
denden Verbesserungsmöglichkeiten auf unternehmensübergreifender Ebe-
ne. Hierzu müssen Prozesse u.U. über mehrere Unternehmen hinweg unter-
sucht werden, z. B. unter Einbeziehung von Zulieferern auf mehreren Ebenen. 
Ausgehend von sogenannten “Geschäftsvorfällen, die für G&D alle typischen 
kunden-orientierten Aktivitäten visualisieren, werden die so genannten End-
to-End Prozesse definiert, um so eine Verbindung vom realen Business zur 
abstrakten Prozesssicht zu schaffen. Ausgehend von diesen End-to-End Pro-
zessen kann dann das detaillierte hierarchische Prozessmodell aufgebaut 
werden. 
Grundsätzlich dient ein End-to-End Prozess bei G&D der Erfüllung betrieb-
licher Aufgaben und erbringt eine Leistung, d.h. er stellt ein klar definiertes 
Ergebnis dar, das einen Wertbeitrag innerhalb einer Prozesslandkarte für das 
Unternehmen liefert wie in Abbildung 3 ersichtlich ist. 
Abb. 3: End-to-End Prozesse bei G&D
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3.2.2  Prozesslandkarte erstellen
Ein Prozess ist eine auf die Erbringung einer Leistung ausgerichtete Kette von 
Aktivitäten. Er ist gekennzeichnet durch einen Leistungsoutput, analysierbare 
Durchlauf- bzw. Bearbeitungszeiten und eine Ressourceninanspruchnahme. 
Dieser Prozess wird in einer Prozesslandkarte beschrieben, so dass der Kos-
teneinflussfaktor (Cost Driver) sichtbar wird, sowie die Schnittstellen zu wei-
teren Prozessen. 
Die Strategie ist innerhalb der Prozesslandkarte integriert, in der die Summe 
der Geschäftsprozesse dargestellt ist. Das wesentliche Ziel der Prozessland-
karte ist es eine systematische und nachhaltige Prozessverbesserung aufzu-
bauen. 
– Bei einer systematischen Prozessverbesserung, sollte man sich auf dieje-
nigen Prozesse und Prozesskennzahlen fokussieren, die notwendig sind, 
um eine kontinuierliche Prozessverbesserung dauerhaft innerhalb des Ta-
gesgeschäfts zu erreichen. 
– Bei einer nachhaltigen Prozessverbesserung wird in größeren Zeitabstän-
den ein radikales Prozessredesign in Workshops durchgeführt.
Bei Geschäftsprozessen innerhalb der Prozesslandkarte handelt es sich um 
eine zeitlich-logische Abfolge von Aktivitäten zur Erfüllung einer betrieblichen 
Aufgabe, wobei eine Leistung entlang des Material- und Informationsflusses 
erbracht wird. 
Diese Prozesse können auf verschiedenen Detaillierungsebenen betrachtet 
werden, wobei sich die Funktionen eines grob dargestellten Hauptprozesses 
durch detailliertere Teilprozesse beschreiben lassen. Auf diese Weise können 
mehrstufige Prozesshierarchien aufgebaut werden. 
Die so entstehende Prozesslandkarte liefert die methodische Unterstützung 
Prozesse zu strukturieren und einheitlich zu beschreiben. Prozess-Kennzah-
len sollen dabei festgelegt werden, um so das Unternehmen durch die Ge-
schäftsprozesse zu steuern. Das hierzu benötigte Informationssystem wird 
auf die Prozesslandkarte ausgerichtet, um die Prozesse möglichst präzise 
zu überwachen und Prozess-Kennzahlen in das monatliche Berichtswesen 
integrieren zu können. 
Da das traditionelle, hierarchische Organisationsmodell nicht ausreichend 
ist, um eine integrierte Prozesssicht bei G&D zu etablieren, wurde eine zwei-
dimensionale Sichtweise eingeführt, die einerseits den Aufbau eines integ-
rierten Prozesshauses (über die End-to-End Prozesse) ermöglicht und ande-
rerseits die Detailanalyse im Sinne der Prozessverbesserung (=hierarchische 
Prozesslandkarte) erlaubt. 
Für G&D bedeutet dies zur Erstellung einer Prozesslandkarte die wesentli-
chen Hauptprozesse weiter auf Teilprozess-Ebene zu verfeinern, was in Ab-
bildung 4 dargestellt wird. Der Beschaffungsprozess ist innerhalb des Supply 
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Chain Management Prozesses (SCM-Prozess) enthalten. Es ist dabei wichtig 
darauf zu achten, dass jeweils die Querschnittsfunktion des Prozesses durch 
das gesamte Unternehmen hindurch komplett betrachtet wird. 
Die strategische Konzernausrichtung wurde auf Basis der Geschäftsprozesse 
festgelegt. Dabei waren folgende strategische Fragen innerhalb der Prozess-
landkarte für G&D zu klären:
– Wie will sich G&D in den Prozessen gegenüber seinen Kunden und Wett-
bewerbern aufstellen?
– Wie sind die Herausforderungen des Marktes, die – kombiniert mit beson-
deren G&D Kernkompetenzen – zu einer Unique Selling Position (USP) in 
den Prozessen führen?
– Wie steuert G&D seine Prozesse unternehmensübergreifend?
Abb. 4: Hierarchische Prozesslandkarte von G&D
Das hierarchische Prozessmodell bei G&D besteht einerseits aus den un-
terschiedlichen Divisionen und andererseits aus den Geschäfts- und Haupt-
prozessen. Es muss klar definierten Regeln folgen, welche den Grad an not-
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wendiger Prozessharmonisierung und möglicher Prozessvarianz vorgeben. 
Diese unternehmensspezifischen Regeln sind notwendig, um eine einheitli-
che Prozessmodellierung zu ermöglichen aber auch um eine Basisstruktur für 
Implementierungstests der IT Architektur bei G&D zu schaffen. 
Die Integration der Prozesse in die strategische Konzernausrichtung half im 
ersten Schritt eine sinnvolle Strukturierung der Prozesse und ihrer gegenseiti-
gen Abgrenzung zu erhalten. Innovativ für G&D ist die effiziente Modellierung, 
Analyse und Verbesserung von Prozessen in selbst lernenden Prozessteams. 
Dezentrale Prozessverantwortliche sorgen für die Umsetzung und Veranke-
rung der Prozessoptimierung, z. B. des Beschaffungsprozesses und seiner 
Teilprozesse über alle Kostenstellen hinweg bei G&D. Das Transformations-
projekt muss nun im Anschluss in die kontinuierliche Optimierung und Verbes-
serung von Prozessen übergehen, die mit prozessorientierten Leistungsindi-
katoren durchgeführt werden kann. 
Ausgehend von der End-to-End Sicht des Beschaffungsprozesses werden die 
Prozesse im Sinne eines hierarchischen Prozessmodells bei G&D spezifiziert 
und detailliert was in Abbildung 5 deutlich wird. 
Abb. 5: Detaillierung des Beschaffungsprozesses innerhalb der Supply Chain bei G&D
Am Beispiel des Beschaffungs- und Einkaufsprozesses wurden folgende De-
taillierungsebenen bei G&D identifiziert:
– Geschäftsprozess (z. B. Beschaffungsprozess)
– Hauptprozess (z. B. Beschaffung von Material auf Lager)
– Teilprozess (z. B. Anfrage bei Lieferant durchführen)
– Aktivität (z. B. Ausführen einer Transaktion in SAP R/3 zur Bestellanforde-
rung BANF)
342
Ausgeführt wird der Beschaffungsprozess im strategischen Einkauf durch die 
vier Schritte der Bedarfsabfrage, Gespräche mit den Lieferanten, Angebots-
ausschreibungen an verschiedene Lieferanten und den Vertragsabschluss, 
was in Abbildung 6 im Überblick dargestellt ist. 
Abb. 6: Vier Ablaufschritte des Beschaffungsprozesses im strategischen Einkauf
3.3  Schritt 3: Prozesskennzahlen innerhalb einer Prozess-Scorecard 
festlegen
Der Entwurf einer noch so perfekten Strategie ist bedeutungslos, wenn es 
nicht gelingt die Strategie in Maßnahmen und Aktionen umzusetzen. Für ein 
effektives und effizientes Prozessmanagement ist es notwendig die strategi-
schen Ziele in Prozesszielen zu operationalisieren und für das Prozesscon-
trolling mittels Prozesskennzahlen die Leistungsfähigkeit messbar und opti-
mierbar zu machen (Horváth/Mayer 2002, S. 114). 
Die vorherigen Schritte haben mit einer strukturierten Prozesslandkarte die 
Grundlage gelegt auf dessen Basis die eigentliche Messung der Prozess-
kennzahlen und die Prozess-Scorecard basiert.
Um Prozessperformance im Rahmen eines Prozesscontrollings messen zu 
können müssen geeignete Leistungsindikatoren und die richtigen Messwerte 
(Ist-und Sollwerte) definiert werden. 
Bei der Identifikation der relevanten Prozesskennzahlen sowie beim Aufbau 
einer Prozess-Scorecard muss einerseits die Wirtschaftlichkeitsbetrachtung 
wie auch das dynamische Verhalten der Prozesse berücksichtigt werden. 
Betrachtung der Wirtschaftlichkeit: Die Wirtschaftlichkeit der Prozesse wird 
durch die Prozesskostenkontrolle in Form eine Soll-Ist Abweichungsanalyse 
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gesteuert, welche im operativen Tagesgeschäft zur prozessorientierten Per-
formance Steuerung eingesetzt werden kann. Darüber hinaus sollen auch 
nur Prozesskennzahlen erfasst werden, die nicht manuell ausgezählt werden 
müssen und aus den bestehenden Systemen abgerufen werden können. Die 
Kosten-Nutzen-Analyse gibt einen Anhaltspunkt dafür, welche Prozesskenn-
zahlen zur Steuerung eingesetzt werden können und für welche prozessori-
entierten KPIs der Nutzen größer als der Aufwand ist. 
Betrachtung der Prozessdynamik: Um sich zielorientiert in einem dynami-
schen Prozesssystem zu verhalten und ein effizientes Prozesscontrolling 
durchzuführen, ist es notwendig sich auf jene Kennzahlen zu konzentrieren, 
die eine Aussage über die Verknüpfung von Unternehmensstrategie und 
-zielen sowie Prozessleistung ermöglichen. Diese sind idealerweise durch 
ihre hohe strategische Bedeutung in einem Prozessinformationssystem ab-
rufbar. 
Die prozessorientierten Kennzahlen sollten dabei so definiert sein, dass diese
– zukunftsorientierte Funktionen haben ähnlich wie Frühwarnindikatoren
– aus der Unternehmensstrategie abgeleitet sind
– wertschöpfungsorientiert sind und so einen konstanten und wesentlichen 
Beitrag zur Wertschöpfung und deren Messung und Steuerung innerhalb 
der Prozesse beitragen können
– beherrschbar sind und damit objektiv und mit wirtschaftlich vertretbarem 
Aufwand messbar sind
Die Identifizierung der wesentlichen Prozesskennzahlen ist der zentrale 
Punkt beim Aufbau eines künftigen Prozesscontrollings. Es ist entscheidend 
nicht alle Kennzahlen zu betrachten, sondern eine Differenzierung zwischen 
Leading und Lagging Indikatoren durchzuführen: 
– Lagging Indikatoren wie z. B. Finanzkennzahlen reflektieren typischerwei-
se die Vergangenheit. Sie messen den Einfluss vergangener Entscheidun-
gen helfen aber nicht direkt zukunftsorientiert die Strategie zu bestimmen. 
– Leading Indikatoren wie z. B. der Marktanteil eines Unternehmens gemes-
sen am stärksten Konkurrenten sind die wesentlichen Erfolgsfaktoren im 
Unternehmen, die die Unternehmensstrategie definieren und zukünftig be-
einflussen. Es ist daher notwendig sich auf diese Prozesskennzahlen zu 
konzentrieren, um ein flexibles Prozesscontrolling zu etablieren, welches 
einem dynamischen Unternehmensumfeld gerecht werden wird (Kronz/
Renner/Ramler (2002), S. 51). Ebenso wichtig ist, dass ausgehend von 
dem richtigen Abstraktionsgrad der Prozessidentifikation auch das richtige 
Level der Prozesskennzahlen definiert wird, da die Performance nicht auf 
Microlevel (Funktions- oder Teilprozesslevel) gemessen wird, sondern auf 
dem Macrolevel (Gesamtprozessebene) betrachtet werden muss. 
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Für das eigentliche Prozesscontrolling werden die prozessorientierten 
Kenn zahlen in die Prozess-Scorecard integriert, um prozessuale Ursache-
Wirkungs-Zusammenhänge zu erkennen und ein integriertes Kennzahlen-
system aufbauen zu können. Über die Prozess-Scorecard wird ein in sich 
geschlossenes Controllingsystem – rein auf Geschäftsprozessen basierend 
– verwirklicht. Es erlaubt die Ursache-Wirkungs-Zusammenhänge zwischen 
den unterschiedlichen Geschäftsprozessen und den wenigen Erfolgsgrößen 
eines Unternehmens aufzuzeigen. Daraus ergeben sich folgende Vor- und 
Nachteile für die Prozess-Scorecard:
– Der Vorteil des Aufbaus einer unternehmensspezifischen Prozess-Score-
card liegt darin, dass die Kennzahlen die Analyse der Prozessleistung in 
das Zentrum der Betrachtung stellen. Eine unternehmensspezifische Pro-
zess-Scorecard ermöglicht damit die Verknüpfung der Prozesse mit der 
Unternehmensstrategie und so auch das aktive Managen von Prozessen 
zur Maximierung der Prozessleistungsfähigkeit. 
– Der Nachteil einer Prozess-Scorecard liegt in ihrem u.U. hohen Komplexi-
tätsgrad und in der Tatsache, dass alle Prozesse mit ihren prozessorien-
tierten Kennzahlen zuerst einmal erfasst und kontinuierlich gemessen wer-
den sollten, bevor sie in eine Prozess-Scorecard integriert werden können. 
Die Prozess-Scorecard von G&D muss den komplexen, wertschöpfenden 
Zusammenhängen des Unternehmens mit Finanzen, Kunden, Markt, Mitar-
beitern, Produkten und Services gerecht werden und gleichzeitig die Prozess-
orientierung in den Mittelpunkt der Betrachtung stellen. Die Entwicklung einer 
solchen Prozess-Scorecard erfolgt bei G&D in drei Schritten
1) Auf Basis der bereits identifizierten Kernprozesse die zugehörige Leis-
tungserbringung identifizieren (= Kernelemente der Wertschöpfung)
2) Identifikation bzw. Anpassung bereits bestehender prozessorientierte 
Kennzahlen die diese Kernprozesse transparent und messbar machen. 
3) Identifikation der Targets (Ist-/Sollgrößen) und Maßnahmen zur Prozess-
optimierung
Der wesentliche Schritt in der Prozess-Scorecard von G&D ist die Verdichtung 
der Kernprozesse auf die relevanten Erfolgsfaktoren eines Unternehmens bei 
der Prozessbetrachtung von fünf Perspektiven, die langfristig erfüllt werden 
sollten: 
– Finanz- und Ertragskraft
– Innovationskraft
– Kundenbindungskraft
– Prozesskraft
– Unternehmenskulturkraft
Der Vorteil der Prozess-Scorecard für G&D ist künftig, dass Prozess Perfor-
mance Indikatoren in den Vordergrund gestellt werden und damit die Bedeu-
tung der Prozessperformance auf den finanziellen Erfolg des Unternehmens 
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erhöht wird. Dadurch wird die Finanzperspektive zwar als eigenständig defi-
niert, aber durch positive Beiträge der anderen vier Perspektiven gelingt es 
automatisch die Finanz- und Ertragskraft zu steigern. 
Folgende prozessorientierte Dimensionen, die als Erfolgsfaktoren dienen und 
prozessbezogene Kennzahlen wurden bei G&D erarbeitet, um eine Prozess-
Scorecard zu erstellen. Die prozessorientierten Dimensionen und Kennzah-
len wurden dazu mit den klassischen Dimensionen und Kennzahlen in Abbil-
dung 7 verglichen:
Klassische Dimension Prozessbezogene Dimension 
§	Kunde 
§	Vertriebskanal
§	Region
§	Produkt 
§	Service
§	Zeit
§	Arbeitsgang durchführen
§	Prozessressourcen zuordnen
§	Arbeitsplatz optimieren
§	Kundenauftragsprozess durchführen
§	Fertigungsauftragsprozess umsetzen
§	Auftragsprozesse abwickeln
Klassische Kennzahlen Prozessbezogene Kennzahlen 
§	Umsatz
§	Deckungsbeitrag
§	Erlös
§	Deckungsbeitrag
§	Herstellkosten
§	Durchschnittlicher Lagerbestand
§	Gesamtzahl Lieferungen
§	Anzahl Fehllieferungen
§	Reklamationsquote
§	Bearbeitungszeit
§	Durchlaufzeiten
§	Einhaltung Lieferdatum
§	Ausfallzeiten
§	Verspäteter Materialbedarf
§	Durchschnittliche Lagerdauer
§	Maschinenauslastung
§	Transportzeit
Abb. 7: Klassische Dimensionen (Erfolgsfaktoren) und Kennzahlen im Vergleich zu pro-
zessorientierten Dimensionen und Kennzahlen bei G&D
Auf Grundlage des unternehmensspezifischen Prozessmodells und der pro-
zessorientierten Kennzahlen der zentralen Wertschöpfungskette ist G&D in 
der Lage zu prüfen, ob und mit welchem Gewicht sie Einfluss auf die Prozess-
Scorecard des Unternehmens haben.
Um den Einfluss eines Prozesses auf den jeweiligen Erfolgsfaktor messbar 
zu machen, werden die relevanten Hauptprozesse mit ihren Mess- und Ziel-
größen gelistet und gezielt über einen Controlling Regelkreis gesteuert. Im 
Controlling Regelkreis werden die Aktivitäten Plan, Do, Check und Act durch-
geführt, so dass kontinuierlich auf dieser Basis die prozessorientierten Kenn-
zahlen gemessen werden können. Ertrags- und Finanzkraft werden dazu 
z. B. direkt über Finanzkenngrößen gemessen, für die sonstigen Kennzahlen 
aus den beeinflussenden Prozessen kann z. B. auch ein Kundenzufrieden-
heitsindex definiert werden (Zangl, 2009, S. 10). 
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Wie die Prozess-Scorecard bei G&D aufgebaut ist, ist in Abbildung 8 darge-
stellt:
Abb. 8: Geplante Prozess-Scorecard bei G&D
Für G&D wird der Aufbau einer Prozess-Scorecard kein einmaliges Unterfan-
gen sein, sondern ein kontinuierlicher Prozess der organisatorisch auch in der 
Abteilung Business Development verankert ist. Das Management by Measu-
rement ist ein fortlaufendes Thema im Prozessmanagement, um die Steue-
rung des Wandels anhand von prozessorientierten Kennzahlen durchführen 
zu können. Die Prozess-Scorecard muss diesem Wandel stetig im einjährigen 
Turnus angepasst werden. Dies wird notwendig, damit; die Akzeptanz für ein 
zielorientiertes Prozesscontrolling vorhanden ist. Nur durch ein praxisnahes 
prozessorientiertes Kennzahlensystem, und einer durchgängigen End-to-End 
Betrachtung der Prozesse kann die Prozessverantwortung unter den Mitar-
beitern und Führungskräften verankert werden. 
3.4  Schritt 4: Operatives Prozesscontrolling umsetzen
Operatives Prozesscontrolling kann mit Hilfe einer Prozess-Scorecard umge-
setzt werden. Dabei sind folgende Faktoren zu beachten:
– Mitarbeiterintegration:
 Während die Akzeptanz der Prozess-Scorecard bei den Mitarbeitern über 
die Prozessidentifikation, die Einbindung in die Workshops und die Mes-
sung der prozessorientierten Kennzahlen hergestellt wird, ist nicht nur das 
Resultat der Erstellung einer Prozess-Scorecard am Ende relevant. Auch 
der Weg zum Ziel, in dem die Strategie auf Ebene der Prozesse für viele 
Mitarbeiter erstmalig transparent gemacht worden ist, ist ein entscheiden-
der Aspekt, bei dem die Mitarbeiter nun bekannte Strategien in ihr Tages-
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geschäft einbinden können, um Wettbewerbsvorteile zu erzielen. In einem 
operativen Prozesscontrolling sollte die Prozessleistung kontinuierlich vom 
Mitarbeiter gemessen und gesteuert werden, im Sinne eines sog. Process 
Performance Managements (PPM). 
– IT- und Systemintegration:
 Die Qualität der technischen Aspekte ist über die IT-Systemlandschaft 
festzulegen. Die permanente Lieferung von prozessorientierten Kennzah-
len und deren Soll-Ist-Abweichungen ist nur mit einem entsprechend aus-
gerichteten IT-System möglich. Für die IT-seitige Unterstützung kann es 
notwendig werden ein entsprechendes Datawarehouse aufzubauen, wel-
ches eng mit den Prozessen verbunden ist und über die bereitgestellten 
Auswertungen und Funktionen für die Transparenz der prozessorientierten 
Kennzahlen sorgt. Das Datawarehouse ist als ein „in Software gegossener 
Ausschnitt der Geschäftsprozesse“ zu verstehen, was zur Folge hat, dass 
eine Prozessänderung auch eine Änderung der Informationssysteme erfor-
dert.
– Managementintegration:
 Gerade das Management muss hinter der Prozess-Scorecard und den pro-
zessorientierten KPIs stehen. Wenn bei einer Schwächeperiode des Um-
satzes am Markt Projekte und Kosten gekürzt werden müssen, ist es das 
falsche Zeichen aus strategischer Sicht das Projekt zur Prozess-Scorecard 
zu stoppen. Nur wenn Team-Manager wie Vorstände voll umfänglich hinter 
diesem Projekt stehen, gelingt es auch langfristig eine Verknüpfung zwi-
schen der Strategie, den strategischen Zielen und den Geschäftsprozes-
sen sowie den prozessorientierten Kennzahlen herzustellen. 
Bei G&D wird zum operativen Prozesscontrolling ein praxisnahes Prozess-
dashboard eingesetzt werden, bei dem die Ausprägungsdaten der chronolo-
gisch geordneten Prozesse betrachtet werden, so dass generelle Aussagen 
über die Prozesseffizienz möglich sind. Das Prozessdashboard ermöglicht 
dann ein aktives Management der Prozesse, da es kontinuierlich den Stand 
auf den relevanten Prozessebenen mittels der definierten Prozesskennzahlen 
misst wie Abbildung 9 zeigt. Durch entsprechende Auswertungen und Reports 
ist es dann möglich, ein Prozessmonitoring im Hinblick auf die Prozessopti-
mierungsmaßnahmen sowie eine Kopplung der Prozessziele an die Unter-
nehmensziele umzusetzen.
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Abb. 9: Prozessdashboard bei G&D
Bei G&D soll mit Hilfe eines Prozessdashboards eine Plan-Ist-Abweichungs-
analyse aufgesetzt werden. Dabei werden für gleichartige Organisationsein-
heiten zunächst interne Benchmarking-Reports erzeugt, in denen Prozess-
kennzahlen wie z. B. die Anzahl der Bestellpositionen für einen Key-Account 
Kunden gemessen werden. Diese prozessorientierten KPIs werden im ersten 
Schritt mit dem Best Practice Wert für Key Account Kunden im Unternehmen 
verglichen und im zweiten Schritt kann dies auf einer externen Benchmarking-
Plattform verglichen werden. 
Für G&D ist es insbesondere interessant neben den Plan- und Ist-Modellen 
auch Simulationen durchzuführen. Durch die aktuellen Prozess-Harmonisie-
rungsbestrebungen werden Prozesse und Strukturen erstmalig transparent 
und können standardisiert und angepasst werden. In dem Bestreben, opti-
male Prozesse zu implementieren, ist es daher für G&D besonders wichtig, 
definierte prozessuale Zielgrößen, ausgedrückt in Prozesseffizienz und Pro-
zessflexibilität für bestimmte Marktsegmente zu erreichen. 
Wichtig für G&D ist die Kombination aus Unternehmensstrategie und der 
Vernetzung der unterschiedlichen organisatorischen Aspekte, in denen die 
Strategie und die Prozesse mit der Prozess-Scorecard und den prozessorien-
tierten Kennzahlen und Maßnahmen für das daraus abgeleitete Prozessma-
nagement eine sinnvolle Prozessgestaltung ermöglichen. 
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4  Fazit: Tipps und Tricks bei Einführung des Prozessmanagements 
und -controllings
Die zentralen Prozesse der Wertschöpfungskette eines Unternehmens bilden 
die Grundlage für den unternehmerischen Erfolg. Auf dieser Erkenntnis bauen 
die prozessorientierten Kennzahlen und die Prozess-Scorecard auf. Dabei 
können folgende Tipps und Tricks hilfreich sein:
– Prozessorientierte Kennzahlen in Zielvereinbarungen integrieren 
 Damit dabei die Prozessstrategie zur Entfaltung kommt, sollte man sich 
von der herkömmlichen Funktionsstruktur des Unternehmens im Verbund 
mit den eher kurzfristigen Karrierezielen der Führungskräfte lösen. Die de-
finierten Karriereziele könnten in Zielvereinbarungsgespräche im Sinne der 
prozessorientierten Kennzahlen langfristig aufgenommen werden. 
– Messbarkeit von prozessorientierten Kennzahlen sicherstellen:
 Prozesse werden zwar heute oft durchgehend über unterschiedliche Funk-
tionen und Hierarchien hinweg dokumentiert, andererseits ist selbst die 
durchgängige Dokumentation der Prozesse noch nicht ausreichend, inso-
fern keine messbaren Kennzahlen bestimmt und die Prozessverantwor-
tung nicht implementiert wurde. 
– Prozessorientierte Organisation etablieren:
 Die Prozessorientierung ist das Mittel, die zentrale Wertschöpfungskette 
adäquat abzubilden und die Zuordnung durchgängiger Abläufe über Funk-
tionsgrenzen hinweg vorzunehmen. Dabei werden die verursachten Kos-
ten entlang der Gesamtprozesskette transparent gemacht. Um Business 
Excellence zu erreichen ist es notwendig, sich langfristig von der Funkti-
onsorientierung zu verabschieden und die Verantwortungsbereiche nach 
den wesentlichen Unternehmensprozessen ausrichten. Wie dabei vorge-
gangen werden kann, zeigt Abbildung 10. 
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Abb. 10: Funktionale und prozessorientierte Organisation im Überblick
– Mit der Prozesslandkarte die Strategie im Tagesgeschäft operationalisieren:
 Die konsequente Konzentration auf die Geschäftsprozesse und die Struk-
turierung der Unternehmung entlang dieser Prozesse vereinigt operatives 
und strategisches Denken und Handeln und führt dazu, dass die Strategie 
im Tagesgeschäft umgesetzt werden kann. Durch das entsprechende De-
sign der End-to-End Prozesse und die Erfassung in einer Prozesslandkarte 
ist es möglich die Unternehmensstrategie sinnvoll zu unterstützen. 
– Prozessorientierte Kennzahlen messen: 
 Durch die entsprechenden Prozess-Kennzahlen lässt sich der Ergebnis-
beitrag der Prozesse messen und optimieren Für Input und Output sowie 
die Leistungsfähigkeit (Durchlaufzeit, Flexibilität, Sicherheit, Risikopotenti-
al) der Prozesse sind entsprechende Maßgrößen definiert.
 Dies erhöht die Flexibilität und Leistungsfähigkeit des Unternehmens wo-
durch langfristig Business Excellence möglich wird. 
Um Unternehmensprozesse wirksam zu steuern, sollte die Prozessorientie-
rung als grundlegendes Gestaltungskonzept im Unternehmen implementiert 
und im Unternehmensstrategieprozess verankert werden. 
Mittels Prozesscontrolling wird so die Überwachung und Steuerung ermöglicht 
und eine dauerhafte und nachhaltige Prozessoptimierung geschaffen. Wichtig 
sind hierbei die Verankerung der Prozesssicht in der Unternehmensstrategie 
und die Verbindung der Prozesse und Unternehmensziele mit klar definierten 
End-to-End Prozessverantwortlichkeiten. Durch die Definition der Unterneh-
mensstrategie und Unternehmensziele unter Berücksichtigung der Prozes-
se und der Prozessleistung kann ein Prozesscontrolling ein größtmögliches 
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Maß an Transparenz erzeugen und die zentrale Wertschöpfungskette vom 
Lieferanten zum Kunden mit den richtigen prozessorientierten Kennzahlen 
messbar, steuerbar und optimierbar machen. Für eine praxisnahe Einführung 
eines Prozesscontrollings ist es notwendig die Komplexität und Dynamik der 
Geschäftsprozesse beherrschbar zu machen und sich auf die wesentlichen 
Elemente zu konzentrieren. Daher ist die Wirtschaftlichkeit und die Segmen-
tierung und Fokussierung auf die wertschöpfenden Prozesse notwendig die 
einhergehen muss mit einer sinnvollen Anzahl an strategischen, zukunftsori-
entierten Prozesskennzahlen. 
Der methodische Gestaltungsrahmen für ein strategisches Prozesscontrolling 
– welches über eine Prozesskostenbetrachtung hinausgeht – wird durch den 
Aufbau einer unternehmensspezifischen Prozess-Scorecard unterstützt, die 
die Kosten und Leistungskontrolle der wesentlichen Prozesselemente struk-
turiert und die Prozessbetrachtung auf Makroebene unterstützt. 
Mit einer adäquaten IT Unterstützung wird so ein aktives und zielgerichtetes 
Prozesscontrolling ermöglicht, um Prozesse effektiv zu managen. Damit wird 
Business Excellence erreicht, da die prozessorientierten Kennzahlen in der 
Prozess-Scorecard idealerweise dauerhaft zur Steuerung eingesetzt werden 
können, so dass die Finanz- und Ertragskraft auf hohem Niveau gehalten 
werden kann. 
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