Abstract. Let X be a real Banach space and G a bounded, open and convex subset of X. The solvability of the fixed point problem (
Introduction. Preliminaries
The symbol X stands for a real Banach space with norm · and (normalized) duality mapping J. In what follows, "continuous" means "strongly continuous". We denote by R, R + the sets (−∞, ∞), [0, ∞), respectively. The symbols intD, ∂D and D denote the strong interior, boundary and closure of the set D, respectively. An operator T : X ⊃ D(T ) → Y, with Y another real Banach space, is "bounded" if it maps bounded subsets of D(T ) onto bounded sets. It is "compact" if it is continuous and maps bounded subsets of D(T ) onto relatively compact sets. It is "demicontinuous" if it maps strongly convergent sequences into weakly convergent sequences. It is "completely continuous" if it maps weakly convergent sequences into strongly convergent sequences. For an operator T : X → 2 Y we set D(T ) ≡ {x ∈ X : T x = ∅}. We always assume that D(T ) = ∅, for every multi-valued operator T considered in this paper. Given T : X ⊃ D(T ) → 2 Y and a set G ⊂ D(T ), we set T G = {T x : x ∈ G}. An operator T : X ⊃ D(T ) → 2 X is "accretive" if for every x, y ∈ D(T ) there exists j ∈ J(x − y) such that (1) u − v, j ≥ 0 for every u ∈ T x, v ∈ T y.
An accretive operator T is "strongly accretive" if 0 in the right-hand side of (1) is replaced by α x − y 2 , where α > 0 is a fixed constant. In an obvious way, we define the concept of strong accretiveness on any subset of D(T ). An accretive operator T is called "m-accretive" if R(T + λI) = X for every λ > 0, where I denotes the identity operator on X. It is called "m-dissipative" if −T is maccretive. We denote by B r (0) the open ball of X (or X * ) with center at zero and radius r > 0. For an m-accretive operator T , the "resolvents" J λ : X → D(T ) of T are defined by J λ = (I + λT ) −1 for all λ ∈ (0, ∞). J λ is a non-expansive mapping on X for all λ > 0. Also the operator T λ ≡ (1/λ)(I − J λ ) is a globally Lipschitzian mapping with T λ x ∈ T J λ x, for every x ∈ X. For facts involving accretive operators, and other related concepts, the reader is referred to Barbu [2] , Browder [5] , Cioranescu [7] , Deimling [9] , and Lakshmikantham and Leela [31] . For a survey paper on compactness and accretivity, we cite the paper [23] .
For a bounded set Ω ⊂ X, the Kuratowski measure of noncompactness, γ(Ω), is defined by γ(Ω) = inf{ > 0 : Ω can be covered by a finite family of sets of diameter < }. [5, Theorem 13.23 ] the following result.
A continuous mapping g : X ⊃ D(g) → X is called "condensing" if, for every non-empty, bounded and non-compact subset Ω of D(g), g(Ω) is bounded and γ(g(Ω)) < γ(Ω). Browder gave in

Theorem A. Let X be a real Banach space and G a bounded, convex, open subset of X. Let T : G → X and C : G → X be two mappings with T accretive and C compact. Suppose that either T is locally uniformly continuous or T is continuous and X * is uniformly convex. Then if [I − (T + C)]∂G ⊂ G and (T + C)(G) is closed, there exists x ∈ G such that (T + C)x = 0.
One of our intentions in this paper is to give an analogous result, Theorem 1, for possibly multi-valued and discontinuous m-accretive operators T : X ⊃ D(T ) → 2 X . We then use this result to obtain a new fixed point theorem, Corollary 1, for a mapping of the type T + C, where T is now m-dissipative. It should be mentioned that Browder's method cannot be applied in our result (even in the single-valued case) because a discontinuous, strongly accretive operator does not belong to a class of permissible homeomorphisms as in Proposition (13.14) of [5] . On the other hand, one could take T to be just a continuous accretive mapping in Theorem A. This is possible because Deimling's result in [8] says that a continuous strongly accretive mapping maps open sets of its domain onto open sets. It thus belongs to a class of permissible homeomorphisms.
In the proof of Theorem 1 in Section 2, we discovered that we had the ingredients for a new surjectivity result involving a boundary condition of the type
for all x ∈ D(T ) with sufficiently large norm, all u ∈ T x and some j ∈ Jx. The function β(ρ) here tends to zero as ρ → ∞. This boundary condition can be combined with a growth condition on the sum T + C in order to produce results of the type R(T + C) = X and R(T + C) = X.
In Section 2 we also examine the existence of certain eigenvalues for the pair (T, C). These eigenvalues equal λ + 1, where λ appears in the boundary conditions involving T, C and in the assumption of compactness of the operator C(λT + I) −1 . Theorem 4 utilizes this eigenvalue situation in order to produce a new result involving the existence of zeros for the sum T + C.
Section 3 contains the extension of some results of Section 2 to the case of maximal monotone operators T : X ⊃ D(T ) → 2 X * . Theorem 6 shows how to extend Theorem 2 above to this setting. Theorem 7 involves the extendability of the main result of the author in [28] . That result was given for m-accretive operators. Our method here involves the use of the Brézis-Crandall-Pazy approximants J λ , T λ introduced in [4] . There are some further differences between the proof of the result in [28] and that of Theorem 7. Theorem 9 solves a problem according to which an entire set lies in the range of the sum T + C. This interesting result extends a result in [29] and leads to Corollary 6, which is a new surjectivity result for completely continuous perturbations of maximal monotone operators.
Section 4 is devoted to the problem of the existence of positive eigenvalues for the pair (T, C). Theorem 9 there improves the maximal monotone analogue of Theorem 2.5 in [16] , while Theorem 11 improves Theorem 3.3 in [16] . Both results make use of the above approximants from [4] and further demonstrate the usefulness of such a methodology.
In Section 5, we have decided to introduce the mapping Jx ≡ x p x in the study of nonlinear problems in real Hilbert spaces H. This mapping, whose finitedimensional versions have been used by a host of authors, was introduced in [30] in order to study certain perturbations of control problems involving accretive operators. In order to demonstrate the effectiveness of this method, we give a result which extends Theorem 2 (Section 2) and Theorem 6 (Section 3). This result, Theorem 12, yields a criterion for the surjectivity of the sum T + C which involves the number p itself. We thus actually have a one-parameter family of surjectivity criteria in Hilbert spaces.
Section 6 contains some discussion on the results of this paper as well as five examples of operators T or C which can be easily used in order to apply several results herein to partial differential equations.
Finally, we have given four open problems, the solution of which would lead to the improvement of related results in this paper.
The results of this paper, as well as a good number of papers in the references, have applications in the control theory with preassigned responses (cf. Kaplan and the author [20] and the author and Mabry [30] ) and the construction of methods of lines (cf. [24] ). For other recent results of this nature, we refer to the papers by Ding and the author [10] [11] , Guan [13] [14] , Guan and the author [15] [16] [17] , Hirano and Kalinde [19] and the author [22] [23] [24] .
Perturbations of m-Accretive Operators
The following lemma is an extension of a lemma found in [15] . That lemma is more general than a lemma used by the author in [22] and [24] . We need a more localized version of it. In [15] , it was assumed that C : D(T ) → X.
Lemma 1. Let X be uniformly convex. Let T : X ⊃ D(T ) → 2
X be m-accretive
assume the following:
Proof. The proof follows from that of Lemma 1 in [15] , where there is no set G. All that we need to do in order to state Lemma 1 in [15] 
is replace G above by D(T ).
We recall that since X is uniformly convex, D(T ) is a convex set. This can be found in Barbu [2, Proposition 3.6] and Cioranescu [7, Theorem 1.15, p. 184] . Both authors assumed that X * is also uniformly convex, but this is not needed in the proof. Actually Reich has shown in [36] that D(T ) is a convex set even if X * has only a Fréchet differentiable norm.
Lemma 2. Let
X be m-accretive with (T + I) −1 compact. Let C : G → X be continuous and bounded, where G is a bounded subset of X. Let {α n } be a sequence of positive numbers such that α n → 0 as n → ∞. Let {x n } ⊂ D(T )∩G and {p n } ⊂ X be such that p n → p as n → ∞ and
Proof. Let {x n }, {a n }, {p n } be as in the statement of the lemma. Then we have
Since (I + T ) −1 is compact and {x n } and C are bounded, we have that {x n } lies in a compact set. As such, it has a convergent subsequence {x n k }. Let x n k → x 0 ∈ G. Then, for some sequence of terms v n k ∈ T x n k , we have
Since T is m-accretive, it is closed. Thus, x 0 ∈ D(T ) and T x 0 + Cx 0 p.
Our first theorem is one of the main results in this paper.
Theorem 1. Let G be a bounded, open and convex subset of
Assume that one of the following conditions holds:
(a) X is uniformly convex and C is completely continuous; (b) instead of (i), let J 1 be compact and C : G → X continuous and bounded. Then 0 ∈ R(T + C).
Proof. We may assume that 0 ∈ D(T ) ∩ G and 0 ∈ T (0). In fact, if one of these is not true, we may consider instead the operators T , C defined on D( T ) and G, respectively, where
Here, x 0 is a fixed point in D(T ) ∩ G and v 0 is a fixed point in T x 0 . It is easy to see that our assumptions are still satisfied with these arrangements.
We are going to show first that 0 ∈ R(T + C + I), i.e., we are going to solve first the inclusion
We fix > 0 and consider the homotopy inclusion
This inclusion gives rise to the homotopy mapping
We observe that H(0, x) ≡ 0. We may assume that x − H(1, x) = 0 has no solutions x ∈ ∂G. In fact, if this is not true, then we have a solution of (2) and the proof is finished. The mapping H(t, ·) is continuous on G and maps G onto a relatively compact subset of X, for every t ∈ [0, 1]. The Leray-Schauder degree
, will be well-defined if we show that (j) H(·, x) is continuous uniformly w.r.t. x ∈ G, and (jj) the equation x − H(t, x) = 0 has no solutions x t ∈ ∂G, for any t ∈ [0, 1). In order to show (j), we set
Working as in the proof of Theorem 3 in [21] , we obtain
Consequently, To show (jj), assume that x t = H(t, x t ), for some t ∈ [0, 1) and some x t ∈ ∂G. Since t = 0 is impossible, because x t ∈ ∂G implies x t = 0, we have t ∈ (0, 1). Also,
Since every element of [t/(1 + t)]Sx t is a proper convex combination of 0 ∈ G and some element of Sx t , we have [t/(1 + t)]Sx t ⊂ G, i.e., a contradiction to the fact that x t ∈ ∂G. It follows that
and, by the Leray-Schauder theory, the equation x − H(1, x) = 0 is solvable in G. This says that the inclusion (2) is solvable in D(T ) ∩ G. Letting x denote a solution of (2), and then letting → 0 ({x } is bounded), we have that 0 ∈ R(T + C). If we assume, in addition, that X is uniformly convex and C is completely continuous, then C is compact (by the reflexivity of X) and 0 ∈ R(T + C) by Lemma 1. In fact, for some positive sequence { n }, with n ↓ 0, we may take, in Lemma 1, x n = x n , α n = n and p n = 0, n = 1, 2, . . . . Since {x n } is bounded and X is reflexive, we may assume that x n x 0 ∈ G. On the other hand, in case (b) we observe that the resolvent identity
implies that J µ is compact for every µ > 0. Thus, the entire proof of the first conclusion of the theorem goes through with no change. We let n ↓ 0 and apply Lemma 2. The proof is complete.
We are now ready for a new fixed point theorem involving completely continuous perturbations of possibly discontinuous m-dissipative operators.
Corollary 1. Let G be an open, bounded and convex subset of
Proof. The operator I−T is m-accretive. Also, the operator I−(I−(T +C)) = T +C maps D(T ) ∩ ∂G into G. Theorem 1 (with I − T in place of T and −C in place of C) implies that the operator I − (T + C) has a zero in D(T ) ∩ G. This completes the proof.
Corollary 1 is an extension of Theorem (13.24) of Browder [5] . The homotopy used in Theorem 1 can be modified so that it can accommodate a new result on the surjectivity of T + C based on an "inner product" condition. The next theorem reflects this situation and extends to the present case a host of surjectivity results in the references. We let Γ denote the family of all functions β : R + → R + such that β(ρ) → 0 as ρ → ∞. Sometimes, the functions β(ρ) considered in this paper are only defined for all sufficiently large ρ > 0. We make no comment on their trivial definition on any initial finite interval in R + . For a set A ⊂ X, we set |A| ≡ inf{ x ; x ∈ A}. We denote by coG the convex hull of the set G.
Assume that there exist β ∈ Γ and Q > 0 such that: for every x ∈ D(T ) with x ≥ Q and every v ∈ T x there exists j ∈ Jx such that
Then R(T + C + I) = X, for every ∈ (0, 1). Assume, further, that
Then R(T + C) = X. Let one of the following conditions hold: (a) X is uniformly convex and
continuous and bounded and (T +
Proof. We are planning to solve first the problem
where s is any (but fixed) point in X. We may assume that, for some x 0 ∈ D(T ), we have 0 ∈ T (x 0 ). If this is not true, we consider instead the operators
, where v 0 is any (but fixed) point in T x 0 . We assume that (i) holds in order to prove the first conclusion of the theorem. In order to solve (4), we consider the homotopy inclusion
or the equation 
and taking into consideration the proof of Theorem 1, we obtain 
This implies that the set
is bounded. Hence, from the boundedness of C we obtain that 
where v n ∈ T y(t n , u n ). This implies
The compactness of the resolvent J µ(t0) and the boundedness of the sequence of points to the right of it above (µ(t n ) → t 0 /λ(t 0 ) > 0) show that the sequence {y(t n , u n )} lies in a compact set. It thus has a convergent subsequence. Since C is continuous, we obtain a convergent subsequence of the sequence {z(t n , u n )}. 
Then we have {x m } ⊂ D(T ) and 
we have that {u m } is also bounded, i.e., a contradiction. Using our hypotheses, there exist β ∈ Γ and Q > 0 such that: for every m ≥ 1 such that x m ≥ Q there exists j ∈ Jx m such that
for every sequence {v m } of terms v m ∈ T x m , where β is an obvious function in Γ.
For such an integer m, we evaluate the above functional j ∈ Jx m on both sides of (6) in order to obtain
We see now that this last inequality holds for all large integers m. It implies
Since the right-hand side above converges to zero as m → ∞, we have a contradiction. We have shown that all possible solutions of x−H(t, x) = 0 lie in an open ball, say, B M (0), whose radius M > 0 is independent of the parameter t. It follows that
is well-defined and constant for t ∈ [0, 1]. In particular,
. This solution satisfies the inclusion (5). It follows that s ∈ R(T +C+ I), for every ∈ (0, 1). For the second part of the proof, we let x n be a solution to the problem (4) for = 1/n. We claim that {x n } is a bounded sequence. To see this, assume, without loss of generality, that x n → ∞ as n → ∞. Then, by our hypothesis, there exists α > 0 so that (7) lim inf
However, we know that for some v n ∈ T x n we have
i.e., a contradiction. Since (1/n)x n → 0, we have that s ∈ R(T + C). If (a) is true, then since {x n } is a bounded sequence, we may assume that x n x 0 ∈ D(T ) ∩ co{x n }, and then apply Lemma 1 with G = co{x n }. If (b) is true, then we apply Lemma 2 with G any ball B r (0) of X containing {x n }.
We note that (3) is an extremely weak boundary condition and that condition ( * ) in the statement of Theorem 2 does not generally suffice for R(T + C) = X even if T : X → X is continuous. In fact, let T x ≡ x m , for some odd positive integer m, Cx ≡ |x| m + |x| + 3 and α ∈ (0, 1). Then T : R → R is m-accretive, C : R → R is compact and
. For more uses of boundary conditions like (but different from) (3), the reader is referred to the paper [17] .
On the other hand, condition (3) is not generally sufficient for R(T + C) = X either. In fact, if T x ≡ x 1/3 and Cx ≡ |x| 1/3 + 3, then we have
for all x = 0, where
It is easy to see that (3) is implied by any other condition which has the same left-hand side while its right-hand side is of the form
for all x ∈ D(T ) with x ≥ Q, where β is an obvious function in Γ.
The next result provides a method for proving the existence of certain eigenvalues for the pair (T, C). It is assumed that CJ λ is at least condensing, for some λ > 0, and shown that λ + 1 is an eigenvalue for (T, C). A real number λ is called an "eigenvalue" of a pair of operators (T, C) if the equation
Theorem 3. Let G be a bounded, open and convex subset of X and let
T : X ⊃ D(T ) → 2 X be m-accretive with 0 ∈ D(T ) ∩ G and 0 ∈ T (0). Assume that C : D(T ) → X is bounded and such that (i) C(λT +I) −1 is compact for some λ > 0. Let [I − (T + C)](D(T ) ∩ ∂G) ⊂ G and [(λT + I)(D(T ) ∩ ∂G)] ∩ intG = ∅. Then 0 ∈ R((λ + 1
)T + C). Assume that one of the following conditions holds:
(a) X is uniformly convex and C(λT + I) −1 is completely continuous; (b) instead of (i), J 1 is compact and C(λT + I) −1 is just condensing. Then the number λ + 1 is an eigenvalue for the pair (T, C).
Proof. We consider the homotopy equation (8) t
We are planning to solve first the equation
which can also be written as
We write (8) as
Since J λ ≡ (λT +I) −1 is defined and continuous on the entire space X, the (possibly multi-valued) mapping V :
which is a crucial point of our proof. Since the function t → t/(t + a), t ∈ [0, 1], is increasing for every a > 0, it is evident that the first term on the right-hand side of (11) is a strict contraction for all t ∈ [0, 1]. In addition, the second term is a compact mapping for all t ∈ [0, 1]. Thus, the right-hand side of (11), denoted by H(t, x), is a condensing mapping w.r.t. x ∈ U for every t ∈ [0, 1]. It is also jointly continuous. As such, it is a homotopy of condensing mappings such that the image of the set U by H(t, ·) is bounded. Thus, the degree
will be well-defined, constant and equal to 1, if the equation x − H(t, x) = 0 has no solution x t on the boundary of the open set U, for any t ∈ [0, 1]. The proof of the existence of such a degree is sketched in Theorem 1 of [28] . Let x t ∈ ∂U be a solution of this equation for some t ∈ [0, 1]. Then
This implies (13)
From what we have seen above, since x t ∈ ∂U, we must have J λ x t ∈ D(T ) ∩ ∂G. By our assumption, this implies
Again, since G is open and convex and 0 ∈ G, inclusions (13) and (14) imply x t ∈ intG. Since we also have
we get a contradiction to
It follows that equation (10) has a solution
We now observe that (9) implies that the family {x } of solutions of (10) obtained as above is bounded. In fact, each x satisfies the equation (11) for t = 1. Since x lies in the set (λT
Since this set is bounded and C is also bounded, equation (11) (for t = 1) implies that {x } lies in a bounded set. Thus, x → 0 and 0
For the second part of the theorem, we let = 1/n and x n ≡ x 1/n , and observe that since X is reflexive, there exists a subsequence of {x n }, denoted again by {x n }, such that x n x ∈ X. Since CJ λ is completely continuous, we have that CJ λ x n → CJ λ x. Thus, we may apply Lemma 1 with T λ in place of T, CJ λ in place of C and X in place of D(T ) or G.
In the third part of the proof, we observe first that since the operator J λ is compact, we do not need the term x in the equation (9) . Because of this, the homotopy equation (11) must now be replaced by the equation
We observe that the first term of this equation is compact w.r.t. x and the second condensing, for every t ∈ [0, 1]. We may repeat now the previous argument in order to solve the equation (9) with zero in place of . This immediately implies ((λ + 1)T J λ + CJ λ )x 0 and finishes the proof.
A special, and important, case of Theorem 2 occurs when G = B r (0), for some r > 0. This is the content of Corollary 2.
(a) X is uniformly convex and C(λT + I) −1 is completely continuous; (b) instead of (i), J 1 is compact and C(λT + I) −1 is just condensing.
Then the number λ + 1 is an eigenvalue for the pair (T, C).
Proof. In view of Theorem 3, it suffices to show that
and T is accretive, we have, for some j ∈ Jx,
This implies that λv + x ≥ r and proves that y ∈ B r (0).
Corollary 2 implies the existence of a zero of the operator T + C if we assume that (T + I)
−1 is compact and C : D(T ) → X is continuous and bounded. In fact, these two assumptions imply that (λT + I) −1 and C(λT + I) −1 are compact due to the resolvent identity.
continuous and bounded. Let (T + I)
−1 be compact and
Proof. We know from Corollary 2 that 0 ∈ R((λ + 1)T + C), for all λ > 0. To show this for λ = 0, we note first that the solvability of ((λ + 1)T + C)x 0, in the proof of Corollary 2, follows from the solvability of ((λ + 1)
, we have that {u n } is bounded and
Consequently, due to the boundedness of C and the compactness of (T + I)
It would be very interesting to know anything about the relationship between the boundary condition
and the following "inner product" condition: for every x ∈ D(T ) ∩ ∂B r (0) there exists j ∈ Jx such that u + Cx, j ≥ 0, for every u ∈ T x. This last boundary condition and other extensions of it provide the standard criteria for the existence of zeros of the operator T + C.
The following variant of Theorem 2 provides conditions for the existence of zeros of T + C. It improves Theorem 5 in [29] .
Theorem 4. Let G be a bounded, open and convex subset of X and let
(a) X is uniformly convex and C(λT
Proof. We proceed as in Theorem 3, but we are now using the approximate problem (16) (
which can be also written as
In order to solve (16), we consider the homotopy analogue of (11),
for t ∈ [0, 1] and x ∈ (λT + I)G. We note that the first term on the right-hand side of (18) is a strict contraction and the second is compact. Thus, H(t, x) is condensing w.r.t. x. It is also jointly continuous. We can thus apply the relevant degree theory to the mapping I − H(t, ·), as in the proof of Theorem 3. To this end, we must show that the equation
In fact, if x t were such a solution, then we would have
We can now argue as in the case of equation (8) in order to obtain a contradiction. Having solved (16) for each > 0, we have that 0 ∈ R(T + C).
The proof under assumption (a) follows as in Theorem 3. It is therefore omitted. To prove the conclusion under the assumption (b), it suffices to observe that since J λ is compact, we do not need the term x in the equation (16) . In fact, without this term (17) becomes
and the homotopy equation (18) is now replaced by
Since, as in the proof of Theorem 1, J λ x is compact and λ ∈ (0, 1], the mapping H(t, x) is condensing w.r.t. x for every t ∈ [0, 1]. If (18) has a solution x ∈ (λT +I)(D(T )∩∂G) for t = 1, then we are done. Since it is impossible to have such a solution for t = 0, we may assume that t ∈ (0, 1). The solvability of (T λ + CJ λ )x = 0 (hence (T + C)x 0) now follows as above.
The following corollary sheds more light into the applicability of Theorem 3.
Then 0 ∈ R(T + C). Assume, further, that one of the following conditions holds: (a) X is uniformly convex and C(T
Proof. We just let λ = 1 in Theorem 4 and observe that (15) holds as in the proof of Corollary 2.
As we mentioned in the introduction, Theorem A is actually true if the operator T is only assumed to be continuous on G. Actually, this result is true if we assume that X * is uniformly convex and T is demicontinuous on G, provided that an additional assumption is made to the effect that (i) (I + T )(∂G) ∩ intG = ∅. Such an assumption is needed, as in Theorems 3 and 4 for λ = 1, because the operators J 1 , CJ 1 are now defined on the set (T + I)G. Due to this additional assumption, we must also assume that (ii) 0 ∈ G and T (0) = 0. In fact, without (i), we can always assume (ii) without any loss of generality. This was shown in the proof of Theorem 1. However, unlike the continuous case, this setting cannot be handled by Browder's degree theory because, again, strongly accretive demicontinuous mappings do not necessarily belong to classes of permissible homeomorphisms. Theorem 5 below covers this case and is based upon the invariance of domain result of the author in [21] . It is easily seen that the method of proof of Theorem 1 cannot be applied here because the operator t(T + I) + (1 − t)I is no longer an onto mapping and the mapping
cannot necessarily be defined. The mapping
cannot necessarily be handled either, because the relevant Leray-Schauder degree function would have the time-dependent domain (t(T + I) + (1 − t)I)G. Such time-dependent domains were considered by Browder [5] , where T was at least a continuous mapping. To the best of our knowledge, no Leray-Schauder degree theory has ever been applied to time-dependent domains, as above, arising from strongly discontinuous, or even demicontinuous, operators T. For a degree theory involving demicontinuous operators T mapping a subset of X into X * and satisfying condition (S + ) (see Section 3), we cite the book of Skrypnik [38] .
Theorem 5. Assume that X
* is uniformly convex. Assume that T : G → X is demicontinuous, accretive and C : G → X compact, where G is an open, convex and bounded subset of X with 0 ∈ G and T (0) = 0. Let (T + C)G be closed,
Proof. The proof follows as in Theorem 4. In fact, the proof is based upon a degree theoretic argument involving equation (18) with λ = 1. The right-hand side of (18) again defines a condensing mapping on the set (T + I)G, which is the closure of the open set (T + I)G. The set (T + I)G is open by the invariance of domain result of the author in [21] . The solvability of (T + C)x 0 follows from the solvability of (T + C)x + x 0 because the latter says that 0 ∈ R(T + C), but we have assumed that (T + C)G is a closed set.
Condition (a) in Theorem 4 can be used in Theorem 5 to ensure that R(T + C) is a closed set. We cannot use condition (b) of Theorem 4 because the compactness of the resolvent J 1 implies that the set [J 1 (T + I)]G 0 = G 0 is relatively compact, i.e., the space X is finite-dimensional. The set G 0 here is a sufficiently small open set such that (T + I)G 0 is bounded. It is a well-known fact that a demicontinuous accretive mapping is locally bounded whenever the space X * is assumed to be uniformly convex (cf. [23, Section 3] ).
Open Problem 1. Is Theorem 5 true without the assumption that
[(I + T )(∂G)] ∩ intG = ∅?
Perturbations of Maximal Monotone Operators
In this section we study perturbation problems
where
X * is now a maximal monotone operator and C : X ⊃ D(T ) → X * is at least bounded. As it is usually assumed in this setting, the space X is reflexive and the spaces X, X * are locally uniformly convex. Thus, J is now a bicontinuous mapping. If X, X * are uniformly convex, then J : X → X * , J −1 : X * → X * * are uniformly continuous on bounded sets. An operator
A monotone operator is "maximal monotone" if T +λJ is surjective for all λ > 0. An
X * is said to be of "type (S)" on the set E ⊂ D(T ), if for every sequence {x n } ⊂ E with x n x 0 ∈ X and
It is said to be of "type (S + )" on the set E ⊂ D(T ) if for every sequence {x n } ⊂ E with x n x 0 ∈ X and lim sup
It is well-known that, under our assumptions on the spaces X, X * , the duality mapping J is of type (S + ) on X. For fundamental properties of monotone operators, and other related concepts, the reader is referred to Barbu [2] , Browder [5] , Cioranescu [7] , Pascali and Sburlan [35] and Zeidler [41] . We start this section with an extension of Theorem 2. 
Then R(T + C + J) = X * , for every ∈ (0, 1). Assume, further, that
Let one of the following conditions hold:
* is bounded and continuous, and
Proof. As in the proof of Theorem 2, we consider the homotopy inclusion
where t ∈ [0, 1], ∈ (0, 1) and s ∈ X * . This inclusion can be written as
We remark here that
X * is a surjective maximal monotone operator with inverse T −1 t which is defined, bounded and continuous on all of X * . The maximal monotonicity/surjectivity of T t can be seen from
The continuity of the inverse T
−1 t
follows from Cioranescu [7, Proposition 3.10] . To see its boundedness, fix t ∈ (0, 1]. If t = 0, the boundedness of T −1 t is obvious. Fix x 0 ∈ D(T ), v * 0 ∈ T x 0 , and let {y * n } ⊂ X * be a bounded sequence. Let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Using the monotonicity of T and the fact that
we obtain
which shows the boundedness of the sequence {x n }. Hence, T −1 t is bounded. We can further rewrite (23) as follows:
where 
This implies
and the boundedness of {x n }, with a bound depending only on v * 0 , x 0 and q, follows from the boundedness of {u * n }. From the boundedness of the set K we have immediately that the set
is bounded, for each r > 0, for there exists a ball B q (0) such that
Consequently, by the boundedness of C, the set
is bounded. Letting µ(r) be an upper bound for the set M, we have
which shows the continuity of the function H(·, u * ) at t = 0, uniformly w.r.t. u * ∈ B r (0). It also shows the continuity of H(t, u * ) at any point (0, u * ), u * ∈ B r (0). To see the continuity of H(t, u * ) at any point (t 0 , u * 0 ) ∈ (0, 1] × B r (0), we fix such a point and let (t n , u * n ) ∈ [0, 1] × B r (0) be such that t n → t 0 and u * n → u * 0 as n → ∞. Naturally, we may assume that t n > 0, n = 1, 2, . . . . Let
We have, for some z *
which leads to (27) 
We note that {x n } is a bounded sequence because the sequence {p(t n )u * n } is bounded and the sequence {x n } lies in the set L above, which is also bounded. Letting ν denote an upper bound for {x n } and using (27) , we obtain
Since J is of type (S + ), we have x n → x 0 . Using this property in
along with the boundedness and the continuity of C, we obtain the desired continuity property of H(t, u * ). We now show the compactness of the set S. If the operator C : D(T ) → X * is compact, then the boundedness of the set L implies that the set CL is relatively compact. This implies that the set CL − s is also relatively compact. Letting U ≡ We set
We know that J λ : X → X, T λ : X → X * are single-valued and bounded operators. We also know that both operators are demicontinuous with T λ maximal monotone. In addition, it is easy to see that T λ x ∈ T J λ x, x ∈ X. The demicontinuity of J λ can be found in the proof of Proposition 1.1 of Barbu [2] . The rest of these properties can also be found in [2] , [4] and [35] .
Since it is generally easier to check the compactness of (λT + J) −1 than that of J λ , we establish the following lemma.
Lemma 3. For a maximal monotone operator T : X ⊃ D(T ) → 2 X * , the resolvent J λ is compact if and only if (λT + J)
−1 is compact. Consequently, if J λ is compact for some λ > 0, the same is true for all λ ∈ (0, ∞).
Proof. Given x ∈ X and λ > 0 such that (29) holds, we have
This gives us the following representation for J λ :
We show first that if (λT +J) −1 is compact, then so is J λ . To this end, let (λT +J)
be compact, for some λ > 0, let {x n } be a bounded sequence in X, and let
This produces the representation
Since the sequences {x n }, {y n } and J are bounded and (λT + J) −1 is compact, we have that {y n } lies in a compact set. Thus, J λ maps bounded sets into relatively compact sets. We now show that J λ is also continuous independently of the fact that it maps bounded sets onto relatively compact sets. Let {x n } ⊂ X be such that
We have J (y n − x n ) + λT y n 0, J(y 0 − x 0 ) + λT y 0 0.
This says that lim sup
Since lim
Since J is of type (S + ), we have y n − x n → y 0 − x 0 , i.e., y n → y 0 . Conversely, let J λ be compact, for some λ > 0. We already know that the operator (λT + J) −1 is continuous. To show its compactness, let {x * n } ⊂ X * be bounded and let
which produces the representation
It follows that since {x n }, {x * n }, J and J −1 are bounded and (I + λJ −1 T ) −1 is compact, we have that {x n } lies in a compact set. Thus, (λT + J) −1 is compact. Guan and the author have shown in [15] that the compactness of (λT + J) −1 , for some λ > 0, implies the compactness of (µT + J) −1 for every µ > 0. In view of the above equivalence, we have that if J λ is compact, for some λ > 0, then J µ is compact for all µ > 0.
Using the resolvents J λ , we can now establish Theorem 7 below, which extends to the maximal monotone case the main result of the author in [28] . All the results in that reference are for m-accretive operators.
Theorem 7. Let
T : X ⊃ D(T ) → 2 X * be maximal monotone and C : D(T ) → X * . Let (T + J) −1 be compact. Let G ⊂ X be
open, bounded and such that, for some z ∈ D(T ) ∩ G and some
v * ∈ T z, (31) T x − v * 0 and u * + Cx, x − z > 0, (x, u * ) ∈ (D(T ) ∩ ∂G) × T x.
Assume, further, that the operator C(λT + J) −1 is compact, where λ is a fixed positive constant, and the set C(D(T )∩G) is bounded. Then 0 ∈ (T +C)(D(T )∩G).
Proof. We are planning to solve the perturbed problem (32) T J λ x + CJ λ x 0.
Using the fact that T λ x ∈ T J λ x, it suffices to solve instead of (32) the equation
Using the definition of T λ from (30), we see that (33) is equivalent to
We note that the operator −λJ −1 CJ λ is compact because it is the composition of the compact mapping CJ λ with the homeomorphism −λJ −1 . The compactness of CJ λ follows from the compactness of C(λT + J) −1 and the fact that
which follows from the representation of y n in the proof of Lemma 3. Since J λ is compact by Lemma 3, the right-hand side of (34) defines a compact mapping.
We show first that we may assume that z = 0 ∈ D(T ) ∩ G and 0 ∈ T (0). In fact, if this is not true, we consider the new operators T , C defined by
where v * is as in the statement of the theorem and
We also set
is easy to see that the operator T is maximal monotone on D(T ).
To show the compactness of the resolvent
and hence any resolvent (J + λ T ) −1 , we note first that S 1 is a continuous mapping, by the maximal monotonicity of the operator T . Let {y * n } be a bounded sequence in X * and let
where v * n ∈ T x n and v * n ∈ T (x n + z). Thus,
We can now invoke the boundedness of the sequences {x n }, {y * n } and the duality mapping J, as well as the compactness of the operator (J + T ) −1 , in order to concluded that {x n } lies in a compact set. This proves the compactness of the operator S 1 .
We now show that the operator −λJ
To this end, we seek to express this operator in terms of the operator C(I + λT ) −1 . In fact, letting
for some y ∈ X, we have that there exists w ∈ D(T ) such that x = w − z and
Thus,
Consequently,
Letting x = w − z and using the above representation of w, we obtain (35)
where Qy is the expression in the brackets to the right of the first J λ in (35) . Since
and Q is continuous and bounded, we obtain that −λJ −1 C J λ is still a compact operator. To see that the second condition in (31) is satisfied with z = 0, it suffices to observe that (w
for every u ∈ D( T ) ∩ ∂ G and every w * ∈ T (u + z). We note that the first condition (31) becomes now 0 ∈ T x, x ∈ D( T ) ∩ ∂ G.
Finally, to show that the set C(D( T ) ∩ G) is bounded, we note that
We have shown that it suffices to prove the theorem with z = 0 and 0 ∈ T (0). Now, we let
and consider the homotopy functions
and
Since the operator J λ is a continuous mapping on all of X, its inverse, I + λJ 
is closed. Thus, we have
which implies that
.
the homotopies H 1 (t, y), H 2 (t, y) are well-defined. They also are compact displacements of the identity in y. Since J λ maps the set U onto a bounded subset of
D(T ) ∩ G and C(D(T ) ∩ G)
is relatively compact, the operators J λ − tλJ −1 CJ λ and tJ λ have relatively compact range on U. We may thus apply the Leray-Schauder degree function D LS (cf. Nagumo [34] ) to the mappings H 1 (t, ·), H 2 (t, ·). We are going to show first that
and then prove that
the last equality holding because 0 ∈ U. As we shall see below, to show our first assertion, it suffices to prove that the equation H 1 (t, x) = 0 has no solution x on ∂U. Assume that the contrary is true. Then there exists x t ∈ ∂U such that (38)
We may assume that t ∈ [0, 1). In fact, if t = 1, then we have a solution x 1 of (34) which provides a solution to our problem (32) . Equality (38) can also be written as
This says that if y t ≡ J λ x t , then there exists w * t ∈ T y t such that
Since y t ∈ D(T ) ∩ ∂G and T x 0 for x ∈ D(T ) ∩ ∂G, we have that t ∈ (0, 1). Hence, We know that l(0) ≥ 0, because 0 ∈ T (0) and T is monotone. We also know that l(1) > 0, because of our assumed boundary condition. It follows that l(u) > 0, for every u ∈ (0, 1). This contradicts (39). Hence (H 2 (1, ·) , U, 0).
In order to prove (37), we are going to show that the equation H 2 (t, x) = 0 has no solution x ∈ ∂U. Let x t be such a solution for some t ∈ [0, 1]. Obviously, t = 0 because x t ∈ ∂U, while 0 ∈ U and U is an open set. Also, t = 1. In fact, if t = 1,
i.e., a contradiction to our assumption. Thus, t ∈ (0, 1) and
Letting y t ≡ J λ x t , we see that
This implies λT y t −(1 − t)Jy t ,
which yields, for some w t ∈ T y t , 0 ≤ λ w * the last inequality holding because t ∈ (0, 1) and y t ∈ D(T ) ∩ ∂G. It follows that (37) is true. This says that H 1 (1, x) is solvable in x ∈ U. The proof is complete.
If z = 0 in Theorem 7, we obtain the following simpler corollary. 
Assume, further, that the operator C(λT + J) −1 is compact, where λ is a fixed positive constant, and the set C(D(T )∩G) is bounded. Then 0 ∈ (T +C)(D(T )∩G).
For condensing mappings CJ λ , we have the following version of Theorem 7. 
Assume that the operator C(I +λJ
is condensing, where λ is a fixed constant in (0, 1/K), and the set C(D(T ) ∩ G) is bounded. Then 0 ∈ (T + C)(D(T ) ∩ G).
Proof. The proof follows as in Theorem 7. However, the operator −λJ −1 CJ λ is now condensing, while the operator J λ is still compact. Since
we have that the operators J λ and −λJ −1 CJ λ have bounded ranges on U. As a consequence of this fact, we are allowed to use a degree theory for the mappings H 1 (t, x), H 2 (t, x) which can be found in Theorem 1 of [28] . That theorem contains a sketch of the proof of the existence of such a degree theory.
It is of importance to note that the operator C in Theorems 7 and 8 is not assumed to be continuous. This is why we are precluded from using homotopies like the ones used by the author in [22] [23] [24] , the author and Liu [29] and Guan and the author [15] [16] [17] . The study of operators C which are not assumed to satisfy any continuity property was initiated recently by Hirano and Kalinde [19] . For an application of this setting, we refer to that paper as well as the paper of the author [28] .
The compactness of the operator CJ λ , in Theorem 7 and Corollary 4, implies the compactness of every operator CJ µ , µ > 0. To see this, we write J µ in terms of J λ in the following way. Let x = J µ y, for some y ∈ X. Then we have
This is a "resolvent identity" for the mappings J λ . Since J µ is a compact mapping, this identity shows that if CJ λ is compact, then so is CJ µ , for every µ > 0. Due to the above comments, we could have used J 1 in Theorem 7, and its proof, instead of J λ . However, we need the proof of Theorem 7, as it stands, for the proof of Theorem 8 which imitates it.
Calvert and Gupta have shown in [6, Lemma 1.1] that the normalized duality mapping J :
Here, Ω is a bounded domain in R n and (1/p) + (1/q) = 1.
Open Problem 2. Is Theorem 7 true without the assumption that
We are now going to study the effect of another boundary condition on the range of the sum of two operators. This condition implies condition (22) of Theorem 6 and is accompanied by a growth condition on the sum T + C which is weaker than ( * * * ). Because of these facts, we have the immediate solvability of (T +C + J)x p, for all ∈ (0, 1), but we do not have the surjectivity of the operator T + C + J as a consequence of Theorem 6. 
completely continuous, then S ⊂ R(T + C). This is also true if instead of (a) it is assumed that C : D(T ) → X * is continuous and bounded, and (J + T )
−1 is compact.
Proof. We consider the approximate problem
where s is a given point in the set S and ∈ (0, 1) is chosen so that
We note that in our assumptions we may use any number greater than Q, instead of Q itself. Thus, we may assume that Q is large enough so that Q > q + . Consequently, the solvability of the problem (40), for any s ∈ X * , follows from Theorem 6 because, by (ii),
for every x ∈ D(T ) with x ≥ Q, u * ∈ T x, where
To show that every solution x of (40) has to lie in the ball B Q (0), assume that the contrary is true, and let x solve (40) with x ≥ Q. Then, for some u * ∈ T x,
i.e., a contradiction. Let {Q n } be a sequence of numbers in (0, ∞) such that Q n ≥ Q, Q n → ∞ as n → ∞, and there exists a solution x n of the problem
. This is possible by what was shown above. Let us assume that x n ≥ Q, for some n. Then, for some u * n ∈ T x n , we have
i.e., a contradiction. Since {Jx n } is a bounded sequence, we have immediately that s ∈ R(T + C) and S ⊂ R(T + C). The rest of the proof follows exactly as in Theorem 6. It is therefore omitted.
A special case of the assumptions of Theorem 9 allows for a generally better conclusion. Namely, in the proof of Theorem 9, s ∈ (T + C)(D(T ) ∩ B Q(s) (0)). This case is contained in the following result.
and the following two conditions are satisfied:
Then, for every s ∈ S, s ∈ (T + C)(D(T ) ∩ B Q(s) (0)). If, moreover, C is completely continuous, then, for every s ∈ S, s ∈ (T + C)(D(T ) ∩ B Q(s) (0)). This is also true if instead of (a) it is assumed that C is continuous and bounded, and (J +
Proof. Unlike the proof of Theorem 9, we no longer need to impose a lower bound on the parameter Q. In fact, we now use the homotopy equation
where T x ≡ T x−v * and Cx ≡ Cx+v * . The rest of the proof follows as in Theorem 14 of [29] . It is therefore omitted.
We are now ready for the following maximal monotone analogue of Theorem 14 in [29] . (
* is continuous and bounded, and
Proof. In Theorem 9 , we take S = B r (0), q = 2( v * +r), Q = b, and a = a 1 /2. We see here that the parameters q, Q and a do not depend on the particular point s ∈ S. For every u * ∈ T x with x ≥ Q and every s ∈ S we have
Finally, we have a new surjectivity result for perturbations of maximal monotone operators. For a set A, we set |A| ≡ inf{ x : x ∈ A}.
Assume that the following two conditions hold:
with sufficiently large norm.
Proof. Given a ball S ≡ B r (0) ⊂ X * , for some r > 0, we let s ∈ S, v * ∈ T (0) and u * ∈ T x, where x ∈ D(T ) has a sufficiently large norm. We have
where q is an obvious positive constant. Since |T x+ Cx| ≥ aq, for all large numbers a > 0 and all large x , we obtain that B r (0) ⊂ R(T + C). Since r > 0 is arbitrary, we have that R(T + C) = X * . The rest of the proof follows as before. It is therefore omitted.
Eigenvalues for Perturbations of Maximal Monotone Operators
The Yosida resolvents J λ = (I + λJ −1 T ) −1 may also be used in the solvability of nonlinear eigenvalue problems involving perturbations of maximal monotone operators. Since such resolvents were not used in [16] , we find it instructive to establish some results in this direction. Again, X is a real reflexive Banach space and X, X * are locally uniformly convex. We also assume that the space X is infinite dimensional. We do this because of Lemma A below, which can be found in [16] . Proof. We consider first the problem
This problem can be written as
We know that J µ is compact, by Lemma 3, and that the operator CJ µ is also compact by the comments preceding the statement of Theorem 9. In order to solve (42) in (λ, x) ∈ (0, ∞) × ∂G, we show first that there exists λ 0 ∈ (0, ∞) such that
where y * 0 is as in Lemma A with K ≡ −(CJ µ )(∂G). The operator
is compact for every η ∈ [0, ∞). The set K is compact because ∂G is bounded and the operator CJ µ is compact. Let us assume that there is no λ 0 > 0 such that (43) holds. Then there exist sequences {λ m } ⊂ (0, ∞), {η m } ⊂ (0, ∞) and {x m } ⊂ ∂G such that λ m → ∞ and
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It follows that the Leray-Schauder degree d(H 1,m (t, ·), G, 0) is well-defined, and we have
This implies that there exists a sequence {x m } ⊂ G such that H 1,m (1, x m ) = 0 or
This is a contradiction to the boundedness of the sequence
Assume that x t is a solution of H 2 (t, x) = 0 with x t ∈ ∂G. Let
Then there exists v * t ∈ T u t such that
Since 0 ∈ T (0), we have
Thus, either t = 1 or u t = 0. In either case, 0 = v * t ∈ T u t = T J µ x t . Since x t ∈ ∂G, we have a contradiction. It follows that the equation H 2 (t, x) = 0 has no solutions x ∈ ∂G, for any value of t ∈ [0, 1]. Thus, the degree d 2 (H(t, ·) , G, 0) is welldefined, constant and equal to 1 because d (H 2 (t, ·) ,
Letting x 0 = J µ x, we have Cx 0 ≥ α > 0 and T x 0 − λ 0 Cx 0 0. This completes the proof.
We give Corollary 7 below because we want to comment on the boundary condition imposed upon the operator C in a special case. 
it suffices to assume, in the appropriate places in Theorem 10 and Corollary 7, that
. In fact, on page 43 of Barbu's book [2] we find
for any u ∈ D(T ) and v ∈ T u. Since 0 ∈ T (0), we may take u = 0, v = 0 to obtain
This assumption on the operator C requires it to be bounded below away from zero only on the ball B 2L (0), and is considerably weaker than the one above involving the entire set D(T ). This is particularly important when the operator T is densely defined.
If the set T (D(T ) ∩ G) is bounded, then we can have an eigenvalue result under the more natural assumption Cx ≥ α, x ∈ D(T ) ∩ ∂G.
Theorem 11. Let G ⊂ X be open and bounded. Let
Proof. We follow, generally, the proof of Theorem 10. The mapping J µ ≡ (I + µJ 
Then, as before,
In order to solve (42) with x ∈ ∂U, we observe first that the operator
is compact. We also observe that if x ∈ ∂U, then
This equality is implied by the existence of the single-valued inverse J µ . Thus,
We set
We let {λ m }, {η m }, {x m } be as in the proof of Theorem 10, but with
Since J −1 is a bounded mapping and the set D(T ) ∩ G is bounded, we have that the set (I + µJ 
Letting x 0 = J µ x, we have our conclusion.
Open Problem 3. Is Theorem 10 true with
Cx ≥ α, x ∈ ∂G, instead of CJ µ x ≥ α, x ∈ ∂G?
More General Approximating Inclusions in Hilbert Spaces
A basic fact in the theory of maximal monotone and m-accretive operators is that the approximating problems that are usually employed are of the "first power" with respect to x. By this, we mean that we add either Jx, in the monotone case, or x, in the accretive case, to the sum of the operators involved in order to solve an approximating problem which is easier to handle than the original one. One of the reasons for doing this is that we want to exploit the properties of resolvents (λT +I) −1 , in the accretive case, and (λT +J) −1 in the monotone case. It is therefore natural to ask whether other "small" approximating terms could actually produce more general results than the ones heretofore obtained. We call the attention of the Both mappings J λ , T λ are continuous and bounded. Moreover, the mapping J is odd and positively homogeneous of degree p + 1. In order to obtain a resolvent identity for the resolvents J λ , we observe that
This is the desired resolvent identity. It implies, among other things, the compactness of J µ , for all µ > 0, if we know the compactness of the resolvent for just one λ > 0. Another important and useful fact about the mapping J is that the mapping (λT + J) −1 is continuous for all λ > 0. Actually, it is Hölder continuous. In fact, from
for any x, y ∈ D(T ) and any u ∈ T x, v ∈ T y, we obtain
In order to demonstrate the usefulness of the mapping J in the perturbation theory of monotone operators in H, we shall establish a surjectivity criterion, in the spirit of Theorems 2 and 6, whose proof utilizes the function J.
Assume that there exist β ∈ Γ and Q > 0 such that: for every x ∈ D(T ) with x ≥ Q and every v ∈ T x we have
where p is a nonnegative constant. Then R(T + C + J) = H, for every ∈ (0, 1). Assume, further, that
Then R(T + C) = H. Let one of the following conditions hold:
continuous and bounded and (T +
Proof. We consider the stabilizing problem
where s is a fixed point in H, and the relevant homotopy inclusion
We may assume that p > 0. The case p = 0 is covered by Theorem 6. We only sketch the proof because of the similarity between the mappings J and J in terms of being homeomorphisms, of type (S + ), etc. Also, the spaces H and H * ≡ H are uniformly convex. We note that in the two occasions where the expression ( x n − x 0 ) 2 guaranteed the boundedness of the sequence {x n }, in the proof of Theorem 6, we must now consider the alternate expression (1/2 p ) x n − x 0 p+2 , which gives us the same result 
For such an integer m, we obtain
This inequality holds for all large integers m. It implies
Since the right-hand side above converges to zero as m → ∞, we have a contradiction. We omit the rest of the proof, which follows from that of Theorem 2.
Naturally, a result like Theorem 12 most probably holds for maximal monotone
In its proof, we should make use of the mapping U defined above. It is obvious that the mapping J is a homeomorphism in a general Banach space X as well. It is thus natural to ask whether a theorem like Theorem 12 actually holds for m-accretive operators T :
X . This would certainly be true if the mapping J has the right coercivity properties in a general Banach space.
Open Problem 4. Let X be a real Banach space and p a positive constant. Prove or disprove the following statement. There is a positive constant a(p) such that: for every x, y ∈ X there exists j ∈ J(x − y) such that
Although the use of the mapping J seems rather promising in applications, it might not work with problems involving "ranges of sums." In fact, the usual applications of this theory to problems of the type int(R(T )+ R(C)) ⊂ intR(T + C) make use of the uniform boundedness principle in an argument that works, to the best of our knowledge, only if p = 0 in the definition of J (for some recent results, see [17] and [24] ).
Discussion. Possible Applications
The transition from the solution of the problem (T + C)x + x 0 to a solution of the problem (T + C)x 0 may also be achieved via a coercivity-type condition on the operator T. The same remark applies to the maximal monotone case.
Theorem 1 does have a maximal monotone analogue. We state it for the sake of completeness and for future reference. 
Assume that one of the following conditions holds:
(a) C is completely continuous; (b) instead of (i), let J 1 be compact and C : G → X * continuous and bounded. Then 0 ∈ R(T + C).
Proof. As in the proof of Theorem 6, we now consider the homotopy inclusion
The argument involving the operator S, in the proof of Theorem 1, is now replaced by an argument involving the operator
which maps ∂G into G. In fact, in order to obtain the contradiction involving the point x t ∈ ∂G, we would now have to argue again with
Theorem 7 is actually a special case of a more general principle which is contained in Theorem 14 below. As we mentioned in [28] , in the case of m-accretive operators, such a result, although fruitful, might not be directly applicable in such a degree of generality. We give its statement here because it has an interesting consequence, namely Corollary 8. In Corollary 8 we impose no assumption of boundedness on the operator C. To avoid unnecessary complications, we assume that 0 ∈ D(T ) and 0 ∈ T (0). Proof. The proof follows exactly as in Corollary 1 of [28] . It is therefore omitted.
The compactness of the resolvents of a time-dependent m-accretive operator T plays an important role in the compactness of the evolution operator generated by T. For more details on this subject, the reader is referred to the paper [26] and several of the references therein.
We are now going to exhibit various examples of partial differential as well as Nemytskii-type operators which are susceptible to the applicability of the results in this paper. We are looking for Nemytskii-type operators which are either compact or continuous and/or bounded. We are also looking for maximal monotone (maccretive) operators which have compact resolvents or compact inverses defined on all of X * (X). In these examples, Ω denotes an open, bounded and connected subset of R n with sufficiently smooth boundary. Also, several relations hold a.e. on Ω or on ∂Ω. This will be assumed without further mention. The following example was used by the author in [22] .
Example 1. Consider the problem (E1)
−∆ρ(u(x)) + g(x, u(x)) = p(x), a.e. x ∈ Ω.
We assume the following statements. g(x, u(x) ). Bénilan showed in [3] for every x ∈ R n with x ≥ l and all η ∈ R n+1 . The operators T : W 2,2 (R n ) → L 2 (R n ) and C : W 2,2 (R n ) → L 2 (R n ) are defined by (T u)(x) ≡ −∆u(x) + q(x)u(x) and (Cu)(x) ≡ g(x, u(x), ∇u(x)), respectively. The operator T is self-adjoint, m-accretive, strongly accretive, and such that
where σ e (T ) is the essential spectrum of T. As Massabo and Stuart have shown in [33] , the operator C is compact.
From the Hirano and Kalinde paper [19] (cf. also the paper of the author [28] ), we have Example 3 below.
For the operator C, we assume that (Cu)(x) = g 1 (u(x)) + g 2 (x, u(x)), where g 1 is as in Gupta and Hess [18] , β ∈ Γ is continuous and g 2 satisfies the following condition:
(i) g 2 : Ω × R → R is continuous and there exist positive constants c, d such that |g 2 (x, t)| ≤ c + d|t|, (x, t) ∈ Ω × R;
We define the operators C 1 (u), C 2 (u) by (C 1 u)(x) = g 1 (u(x)) and (C 2 u)(x) = g 2 (x, u(x)), x ∈ Ω, u ∈ L 2 (Ω), respectively. As in Gupta and Hess [18] , the operator
is maximal monotone. Also, the operator C 2 : L 2 (Ω) → L 2 (Ω) is continuous and bounded, by well-known facts on Nemytskii operators. Gupta and Hess showed in [18] that the operator T 1 is actually boundedly inversely compact, i.e., for every bounded Q ⊂ X and every bounded Q * ⊂ X * the set Q T −1 1 (Q * ) is relatively compact in X. This property was then used in [18] to show that the operator (T 1 + I) −1 maps bounded sets into relatively compact sets. However, since this operator is also continuous, we have that (T 1 + I) −1 is a compact resolvent.
From Fitzpatrick and Petryshyn [12] , we have the following example of a compact operator on a Sobolev space. Fitzpatrick and Petryshyn have shown in [12] that C is a compact operator.
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