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ABSTRACT 
Fuzzy logic controllers are knowledge-based systems, incorporating human knowledge 
into their knowledge base through fuzzy rules and fuzzy membership functions. The 
definition of these fuzzy rules and fuzzy membership functions is generally affected by 
subjective decisions, having a great influence over the performance of the fuzzy 
controller. In some cases, the membership functions are defined within a normalized 
interval, and the knowledge base includes a set of scaling functions to convert he input 
variables from its real value to a normalized one, and the normalized outputs to its real 
value. Different works have proposed the application of genetic strategies, with a 
learning purpose, to the knowledge base of FLCs. The learning is usually centered on 
the membership functions and~or the rule base, using fixed (predefined) scaling 
functions. In this paper, the evolution is applied to modify the gain of the controller (by 
modifying the scaling function of each input or output variable), and the rule base. The 
use of linear and nonlinear scaling functions is analyzed. © 1997 Elsevier Science Inc. 
KEYWORDS:  fuz~ logic control, genetic algorithms, tuning, learning, con- 
text adaptation, nonlinear scaling 
1. INTRODUCTION 
Control  engineers have found in fuzzy logic a powerful  tool for coping 
with a wide range of  complex systems. As a result, fuzzy logic control lers 
[1-3] (FLCs)  are being widely and successfully appl ied to dif ferent areas. 
FLCs  can be considered as knowledge-based systems, incorporat ing human 
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knowledge into their knowledge base through fuzzy rules and fuzzy mem- 
bership functions. The definition of these fuzzy rules and fuzzy member- 
ship functions is actually affected by subjective decisions, having a great 
influence on the performance of the FLC. When designing an FLC, an 
expert capable of providing the knowledge to be included in the controller 
is needed. If this is not possible, or the available knowledge is not good 
enough, the definition or the refinement of the knowledge will be per- 
formed by means of a learning or adaptation process. With this aim, ideas 
arising out of two main areas have been applied: ideas coming from 
artificial neural networks (ANNs) [4] and from genetic algorithms (GAs) 
[5]. 
This paper describes the application of genetic strategies, with a learn- 
ing purpose, to the knowledge base of FLCs. The evolution will be applied 
to modify the rule base, and the gain and sensitivity (by means of the 
scaling functions) of the controller, related to each input and output 
variable. First, Section 2 contains a short introduction to FLCs and GAs 
and some general ideas about the application of genetic techniques to 
FLCs. Section 3 analyzes the role, in the learning process, of the scaling 
functions contained in the knowledge base. After that, Section 4 describes 
the leaning process from a genetic point of view. Section 5 introduces the 
application example. Next, Section 6 presents the results obtained by 
applying the proposed learning process to that application example. Fi- 
nally, Section 7 contains some conclusions and ideas for future work. 
2. GENETIC FLCS 
2.1. FLCs 
FLCs are knowledge-based systems characterized by using knowledge 
represented as a set of rules and membership functions, and a reasoning 
strategy based on the aggregation operators, the fuzzy connectives, and the 
inference method. Rules are defined by their antecedents and conse- 
quents. Antecedents, and frequently consequents, are associated with fuzzy 
concepts: 
R n : if x 1 is Aln and ... and x m is Amn then y is B n, (1) 
where x s are input variables, Aij are fuzzy sets related to input variables, y
is the output variable, and B k are fuzzy sets related to the output variable. 
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2.2. Genetic Algorithms 
GAs are search and optimization techniques that are based on a 
formalization of natural genetics, and are usually characterized by: 
1. A coding scheme for each possible solution of the problem, using 
finite strings of bits (each string is called a chromosome and each bit 
a gene). 
2. An evaluation function that estimates the quality of each solution 
(each string) that composes the set of solutions (called the popula- 
tion). 
3. An initial set of solutions to the problem [initial population, G(0)] 
randomly obtained or based on a priori knowledge. 
4. A set of genetic operators that, using the information contained in a 
certain population [referred to as a generation, G(t)] and a set of 
genetic operators, creates a new population [the next generation, 
G(t + 1)]. 
5. A termination condition to define the end of the genetic process. 
The main genetic operators are three: selection, crossover, and mutation. 
The selection (or reproduction) operator creates a mating pool where 
strings are copied (or reproduced) from G(t) and await the action of 
crossover and mutation. Those strings from G(t) with a higher fitness 
value obtain a larger number of copies in the mating pool. The crossover 
operator provides a mechanism for strings to mix attributes through a 
random process.This operator is applied to pairs of strings from the mating 
pool, and has three steps: a pair of strings is randomly selected from the 
mating pool, a position along the string is selected uniformly at random, 
and then the bits following the crossing site are swapped between both 
strings. The mutation operator produces the occasional alteration of a 
gene at a certain position in the string. Each gene is a candidate for 
mutation and will be selected according to a mutation probability. 
The key questions are: how to code each solution, how to create new 
solutions from existing ones, and how to evaluate the solutions. 
2.3. Genetic Algorithms and FLCs 
A review of different systems that follow the general ideas previously 
described is contained in [6]. These systems incorporate knowledge, repre- 
sented through fuzzy rules and fuzzy membership functions, and they apply 
different genetic or evolutionary techniques to create new (better) knowl- 
edge. Each one of these works uses its own coding scheme, some of them 
replacing the strings of bits with more complex data structures. The fitness 
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function, the first generation (initial population), and the goal are related 
to the task for which each FLC was designed. Genetic operators are 
applied to fuzzy rules, fuzzy membership functions, or both of them 
simultaneously. 
To translate membership functions to a representation useful as genetic 
material, these functions are parametrized with one to four coefficients, 
and each of these coefficients constitutes a gene of the chromosome for 
the GA. The most widely used parametrized membership functions are 
triangular, trapezoidal, Gaussian, bell, and sigmoidal. These parametrized 
functions may be classified into two main groups: the piecewise linear 
functions (trapezoidal and triangular) and the differentiable functions 
(Gaussian, bell and sigmoidal). Triangular functions are used in [7-9] 
(symmetric) and [10] (nonsymmetric), trapezoidal functions in [11], and 
differentiable functions in [12] (radial functions) and [13] (Gaussian func- 
tions). Each coefficient constitutes a gene of the chromosome that may be 
a binary code (representing the coefficient) in [7, 8, 10-12] or a real 
number (the coefficient itself) in [9, 13]. 
The rule base of an FLC may be coded by means of a fuzzy relation [14, 
9], a fuzzy decision table [15, 16], or a set of fuzzy rules. The use of sets of 
fuzzy rules has demonstrated the advantage of reducing the dimension of 
the knowledge base when dealing with systems with a large number of 
variables. When working with a set of rules, it is possible to use a fixed 
number of rules [13] or a variable number of rules [8, 12]. The fuzzy 
clauses composing the fuzzy rule have the structure Variable is Fuzzy Set, 
where the fuzzy set is defined by two different methods: direct and the 
indirect definition. When direct definition is applied, the expression of the 
membership function, or the values of the parameters defining it, are 
directly included into the code of the rule. When fuzzy sets are indirectly 
defined, the set of membership functions constitutes independent knowl- 
edge, which is included into the rules by means of references, using labels. 
3. EVOLVING THE GAIN OF AN FLC 
When we analyze the question of how to obtain the knowledge base of a 
certain FLC, it is possible to split the whole knowledge base into different 
pieces of knowledge that are related to different parts of information 
processing. In this way Figure 1 can be transformed in Figure 2, where the 
contents of the knowledge base are divided according to their role in 
information processing. 
Three main elements of the knowledge base are: 
1. The scaling factors or the scaling functions that are applied in input 
and output scaling. 
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Figure 2. Splitting the knowledge base. 
2. The membership functions that are applied by the inference engine 
of the FLC. 
3. The control rules that are applied by the inference ngine. 
These divisions are not clear in some cases where the membership func- 
tions are explicitly included as part of rules code, or the normalization or 
scaling functions are not explicitly expressed. 
From a linguistic point of view, the scaling factors can be interpreted as 
a sort of context information. While the membership functions describe 
the relative semantics (context-independent) of the linguistic variables 
contained in the rules, the union of the scaling functions and the member- 
ship functions generates the absolute semantics of the linguistic variables 
(context-dependent through the scaling functions). Figure 3 shows a possi- 
ble fuzzy partition for the normalized variable body height. This variable is 
normalized by applying the parametrized scaling function contained in 
Figure 4, which incorporates the context information through the parame- 
ters rain and max. It is important to notice, from the figure, that the values 
under min will be normalized to -1 ,  and those over max will be 
normalized to 1. Table 1 proposes possible values of min and max (scaling 
factors) for different contexts. 
From the point of view of fuzzy control systems, the scaling factors 
represent context information too. In some cases this information is 
related to the physical properties or dimensions of the controlled system or 
X -'1 l Small Normal Tall 
Figure 3. Fuzzy partition for the normalized variable body height. 
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Figure 4. Parametrized scaling function for the variable body height. 
process, including restrictions imposed to the system. To normalize the 
variable speed of the car, when designing a control system for driving it, it 
may be a good idea to use the normalization ranges [0, maximum speed of 
the car] (physical property) or [0, speed limit of the road] (restriction). In 
other cases the scaling functions do not have a direct relation to physical 
properties, but represent information affecting the overall behavior of the 
controlled system. To normalize the variable acceleration of the car, a wider 
range of values will be used if racing driving is desired, and a narrower one 
to produce more comfortable driving. In this case, the scaling functions are 
conditioned by the desired behavior of the controlled system and not by 
physical considerations (obviously there is a maximum acceleration that is 
a physical restriction of the car). 
The effect of modifying the scaling functions or factors on the perfor- 
mance characteristics of FLCs has been analyzed since the very first years 
of fuzzy control [17]. In recent years, different works have analyzed these 
effects on the main characteristics (overshoot, settling time, rise time, etc.) 
of PD-, PI-, and PID-like FLCs, developing different tuning methods to 
obtain suitable gains. In [18], the input scaling factors of a PI-like FLC are 
Table 1. Scaling Factors for Different Contexts 
Context min max 
Pygmy tribe 1 m 1.50 m 
NBA players 6 ft 7 ft 
Kindergarten boys 0.60 m 1.20 m 
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tuned by a proportional-like FLC throughout an iterative process. A 
method for tuning scaling factors using cross-correlation f the controller 
input and output is developed in [19]. Some practical rules to tune PI-like 
FLCs are described in [20], including the idea of modifying the scaling 
functions. In [21], a nonlinear and discontinuous scaling function is defined 
and adapted by a gradient descent method. 
These works focus on the adaptation of the scaling functions as a tuning 
process based on the availability of a predefined set of fuzzy control rules. 
The problem arises when no initial knowledge (in the form of a predefined 
rule base) is available. In such a situation a global learning strategy 
covering the search of the rule base and the scaling functions and/or  
membership functions is required. 
The application of genetic algorithms to FLCs has been basically as 
follows: modify the rule base of a system, maintaining the membership 
functions unchanged; modify the membership functions, maintaining the 
rule base fixed; or include the membership functions in the code of the 
rule and modify both of them simultaneously. Our previous exploration of 
the use of rule bases and normalization ranges of input and output 
variables as genetic material has produced some results presented in [22, 
23], working with linear scaling functions. The use of parametrized nonlin- 
ear scaling functions allowing us to modify the performance characteristic 
of an FLC, as the result of a genetic process, is analyzed in the ]'ollowing. 
3.1. Effects of Changing the Scaling Functions 
Three different results may be obtained when modifying the scaling 
function working on a certain variable of a controller: 
1. Enlarge or reduce the working range, which produces a change in the 
sensitivity of the controller elated to the corresponding input vari- 
able or in the gain for the output variable. 
2. Shift the working range, which changes the offset of the controller 
related to the corresponding variable. 
3. Change the shape of the scaling functions, which produces areas 
where the controller has a higher or a lower relative sensitivity for a 
certain variable. 
3.2. Applying Nonlinear Scaling Functions 
The scaling functions are adapted throughout a genetic process working 
on the parameters of the functions. It is of interest o reduce the dimen- 
sionality of the searching space for that process. As a result of that, the use 
of nonlinear scaling functions is conditioned by the need of using 
parametrized functions with a reduced number of parameters. 
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The scaling functions used (Figure 5) have three parameters: the upper 
and lower limits of the working area, and a sensitivity parameter a. A 
two-step normalization process is applied. In a first step, the variable is 
linearly mapped from its range defined through the lower and upper limits 
([Vmi ., Vmax]) to [ -1 ,  1]. In the second step the nonlinearity is introduced 
through the parametrized function ( f  : [ - 1, 1] ~ [ - 1, 1]): 
f (x )  = sign(x) x Ixl  ~ with a > 0. (2) 
The final result is a value in [ - 1, 1]. 
Working with a normalized fuzzy partition like the one shown in Figure 
6 (where the fuzzy sets are uniformly distributed in [ -1 ,  1]), it is possible 
to obtain a denormalized fuzzy partition with uniform sensitivity (a = 1), 
higher sensitivity for medium values (a < 1, Figure 7 top), or higher 
sensitivity in extreme values (a > 1, Figure 7 bottom). 
4. LEARNING PROCESS 
As previously commented, the key questions of the learning process are 
the coding of the solutions, and the generation of new solutions from the 
existing ones. These are the topics of this section. 
1 
0.8 
0.6 1 
0.4 
0.2 
0 
4).2 
4).4 
*0.6 
-0.8 
-1 
Vmin 
Figure 5. Nonlinear scaling functions. 
Vmax 
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4.1. Encoding the Knowledge Base Information 
The three elements contained in the knowledge base are the scaling 
functions, the membership functions, and the rules. 
A set of parameters defines the FLC dimensions (and consequently the 
KB dimensions): the numbers of input variables (N)  an output variables 
(M)  and (assembled in vectors n and m) the number of linguistic terms 
(or the number of fuzzy sets) associated with each member of the set of 
input variables and output variables. The ith component of the vector n 
(/7 = {r/1 . . . . .  r /N})  represents the number of linguistic terms associated 
with the ith input variable. The j th component of the vector m (m = 
{m 1 . . . . .  mM}) is the number of linguistic terms associated with the jth 
output variable. 
An array of (N  + M) x 3 real numbers will code the parameters of the 
scaling functions. Each row of this array contains the limits of one input or 
output variable of the system and its sensitivity parameter ({Umin ,  U . . . . .  a}). 
A single set of normalized membership functions (Figure 6), which is not 
modified throughout the learning process, is used by all the FLCs. The set 
of membership functions will not be an object of the learning process; thus 
its code will not be described. 
The structure of the fuzzy control rules contained in our FLC with 
parameters {N, M, n, m} is 
If  x i is (Aio or  Aip or ... ) and .. .  then yj is (Bjq or .. .  ) and . . . .  
where x i is an input variable, Ag O is a fuzzy set associated with this 
variable (o <_ ni), yj is an output variable, and Bjq is a fuzzy set associated 
with this variable (q <_ m j). All fuzzy inputs are "connected" by the fuzzy 
connective "and." Several fuzzy sets related to the same variable could be 
connected with the aggregation operator "or." 
In our system, each rule is encoded into two strings of bits: one string of 
length L a = ~]N_ 1 ni for the antecedent (a bit for each linguistic term 
related to each input variable) and one string of length L c = }2M j = ~ mj for 
the consequent. To encode the antecedent we start with a string of L a bits, 
-1 1 
Figure 6. Normalized fuzzy sets. 
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(top) and a = 3 (bottom). Figure 7. Denormalized fuzzy sets with a = 
all of them with an initial value 0. If the antecedent of the rule contains a 
fuzzy input such as "x i is CU," a 1 replaces the 0 at a certain position p in 
the string: 
i 1 
p = j+ Y'~ n k. (3) 
k=I  
This process is repeated for all the fuzzy inputs of the rule. It is important 
to point out that using this code, an input variable for which all the 
corresponding bits have value 0 is an input variable whose value has no 
effect on the rule. The process to encode the consequent is similar to that 
described above, except for replacing n with m in (3). In this case, when 
all the bits corresponding to an output variable have value 0, the rule has 
no effect on that output variable. 
4.2. Evolving the Knowledge Base 
The keys to this process are the code, the evaluation function, the 
termination condition, and the evolution operators. 
The code that contains the genetic information of the knowledge base is: 
1. A string of (N + M) × 3 real numbers containing the parameters of 
the scaling functions of the variables. 
2. A string of up to L r rules (L r = I I~  1 ni), where each rule is a string 
o fL  a +L  obits. 
The evaluation function and the termination condition are application- 
specific. The main questions in this section are the evolution operators, or 
in a more general sense, the creation of G(t + 1) from G(t). 
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A set of evolution operators is applied to the genetic code of the FLCs 
contained in G(t ) ,  to obtain G(t  + 1). Some of these evolution operators 
are obtained by directly adapting the classical genetic operators to the 
code. Others are new operators taking advantage of the code structure, or 
reducing its disadvantages. Crossover and reordering operators were previ- 
ously described in [23]. 
4.2.1. SELECTION The reproduction operator starts with an elite process 
that may be defined on the basis of a number of members, a percentage of 
members, or an evaluation threshold (fixed or variable). By this process, a 
subset of G(t ) ,  referred to as the elite of generation t [E(t)], will be 
directly reproduced (copied) into G(t  + 1). 
In a second step, individuals of G(t )  are copied into the mating pool 
with a probability criterion based on the fitness of each one. According to 
the classical selection operator, members with a larger fitness value receive 
a larger number of copies. 
4.2.2. CROSSOVER Once a pair of parents (m i and mj taken from the 
mating pool) has been selected to be crossed (first step of the process), the 
crossover operator produces two new chromosomes by mixing the informa- 
tion provided by the parents' genes. A set of strings contains this informa- 
tion, two strings in our Case (scaling functions and rules). The information 
contained in each string is not independent; hus, if possible, the operator 
must work simultaneously (and not independently) on both strings. Each 
chromosome is composed of a pair of subchromosomes ncoding the rule 
base (r) and the data base (d). The crossover of m i = (ri, d i) and mj = 
(rj, d j )  produces two new chromosomes (m, and m,,). 
Rule base subchromosomes have no fixed length, and their genes are 
rules: 
r i = {r i l  . . . . .  r i k} ,  r j  = {r j l  . . . . .  rj l  ) .  
To cross rs and rj, a cutting point must be selected for each string. Since 
the lengths of the strings may not be equal, cutting points (/3 and y) are 
obtained independently for r i and rj: 
r i = {ril . . . . .  r i¢lr i¢+l . . . . .  r ik}, rj = {r j l , . . . , r j~[ r j~+l  . . . . .  rj,}, 
producing the new rule bases 
r,  = {ril . . . . .  rit~lrjr+l . . . . .  rj,}, rL, = {rjl . . . . .  rjrlrit3+ l . . . . .  ril,}. 
After rule bases are crossed, the process of crossing data bases considers 
which rules from r i and rj go to r, or r,;. If a certain rule contains fuzzy 
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inputs and fuzzy outputs for only a subset of  the input and output  
variables, 2 the scaling functions for the variables not contained in the rule 
have no inf luence on the meaning of  the rule. The overal l  influence of a 
scaling function (for a variable) from parent  m i on the meaning of the rule 
base of descendant  rn u is evaluated by simply counting the number  of 
rules that, containing the variable, are reproduced from r i to r u. A larger 
influence of the scaling function corresponding to rni or  m r will produce a 
higher probabi l i ty of reproducing in d ,  the corresponding scaling function 
from d i or dj .  
The process of selection is independent  for each variable and for each 
descendant  (m u and rn,,); consequent ly it is possible for both descendants 
to reproduce a certain scaling function from the same antecedent.  
4.2.3. REORDERING When a fuzzy system is character ized by a set of 
fuzzy rules, their order ing is immater ia l  since the sentence connective 
"also" has propert ies  of  commutat iv i ty and associativity. Rule posit ion is 
immater ia l  for the output,  but it biases crossover; thus an operator  to 
reorder  rules is added to the system. 
This operator  is appl ied to each set of  rules produced by crossover 
operator ,  with a probabi l i ty  def ined as. a parameter  of  the evolution 
system. To reorder  a rule base (r  i) a cutting point  ( /3)  is selected 
uniformly at random, to create a new rule base (rj): 
ri = {ril . . . . .  ri G [ri ~+ 1 . . . . .  r ik},  
rj = {r i~+l  . . . . .  r iklr i l  . . . . .  rio }. 
(4) 
The operator  has no effect on the data base. 
4.2.4. MUTATION Mutat ion  is composed of two dif ferent processes: rule 
mutat ion and scaling function mutat ion.  
The rule mutat ion process works at the level of bits that compose a rule. 
Each rule is composed of L a + L c bits and has the structure 
Pu  " ' "  P ln  1 " ' "  PN1 "'" PZV.~ (5) 
e l l  " ' "  Clm 1 "'" CMI  "'" CMrn~ 
2 The code of the rule refers to all input and output variables, but a chain of all O's related to 
a certain variable represents an input variable that has no effect on the output of the rule, or 
an output variable on which the rule has no effect. This is the reason why a variable whose 
code in a certain rule is all O's can be considered as a variable that is not contained in the 
rule. 
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where Pij iS the bit related to the j th fuzzy set of the ith input variable, 
and ciy is the bit related to the j th fuzzy set of the ith output variable. 
Each one of the L a + L c bits is a candidate for being mutated by a 
classical mutation operator. 
The mutation of scaling functions has two components, affecting the 
gain and the sensitivity respectively. The gain is modified through the 
values of Umi n and Uma x applying the expressions: 
K/)I S 1 
Umin(t -I- 1) = Umin(/) -~- T [Umax(/) -- Vmin(t)]' 
KP2S 2 
VmJt  + 1) = Vma~(t) + ~7- - - [~ 'm.~( t )  -- Vm~°(t)], 
(6) 
where K ~ [0, 1] is a parameter of the learning system that defines the 
maximum variation (shift, expansion, or shrinkage). P1 and P2 are random 
values uniformly distributed on [0, 1], and S 1 and S 2 take values -1  or  1 
by a 50% chance. The symmetry of ranges is maintained, and when a 
variable has symmetric ranges (Vmi n = --Vma ×) the following conditions are 
imposed: P2 = P1 and S 2 = -S  1. All the variables have symmetric ranges 
in the application example. 
The sensitivity parameter of a variable is modified by applying the 
following expression: 
a(t + 1) = a(t) × [1 + P (a  - 1)] s (7) 
where a ~ [1, 10] is a parameter of the learning system that determines 
maximum variation (increase or decrease) of the sensitivity parameter. P
is a random value uniformly distributed on [0, 1], and S takes values - 1 or 
1 by a 50% chance, producing a value of a(t + 1) smaller ( -  1) or greater 
(+ 1) than a(t). 
5. APPLICATION EXAMPLE 
The cart-pole balancing system is a classical control problem that the 
literature has established as a benchmark for learning control system 
evaluation. The objective of such a system is the control of the transla- 
tional forces applied to a cart, to position it at the center of a finite track, 
while balancing a pole hinged on the cart's top. In our experiments we use 
the model applied in [8], maintaining the system's parameters and dimen- 
sions. 
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5.1. The Simulated Cart-Pole System 
The problem is represented through a set of nonl inear differential 
equations imulating the dynamics of the cart-pole system. The equations 
are 
F - /x c sign(2) + # 
£ = H1(2, 0, 0, F )  = m + rh (8) 
and 
where 
3( 
) = mlO 2 sin 0 + -- m cos 0 sin 0 (10) 
4 --m/- -- g 
and (3 ) 
rh=m 1 ~cos20 . (11) 
The dimensions and parameters of  the system are presented in Table 2. 
A numerical solution in t + h is found by applying a two-step forward 
Euler integration. 
The inputs to the simulator are the initial conditions x(t), 2(t), O(t), 
0(t) and the applied force F(t), and its output is the state of the cart-pole 
system at the end of the control cycle [x(t + h), 20 + h), O(t + h), 
O(t + h)]. 
Table 2. Model Dimensions and Parameters 
Symbol Description Value 
x Cart position [ -  1.0, 1.0] m 
0 Pole angle from vertical [ -  0.26, 0.26] rad 
F Force applied to cart [ -  10, 10] N 
g Force of gravity 9.8 m/s  2 
l Half length of pole 0.5 m 
M Mass of the cart 1.0 kg 
m Mass of the pole 0.1 kg 
/G Friction of cart on track 0.0005 N 
/Zp Friction of pole's hinge 0.000002 kg m 2 
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5.2. Characteristics of the FLC 
The FLC uses the sup-min compositional operator, Larsen's product as 
fuzzy implication function, the union operator as the connective "also," 
and the center of area as defuzzification strategy. 
The parameters of the FLC are four input variables (N), one output 
variable (M), and seven linguistic terms defined for each input or output 
variable (r/i, mj). 
The four input variables are x(t), Yc(t), O(t), O(t), and the output variable 
is F(t). The control period is 10 2 s. 
5.3. Evaluation Function 
The evolution learning is applied to the KB of an FLC that controls the 
force applied to the cart to balance the pole. The evaluation of the 
learning process is similar to that described in [8]. The evaluation process 
is illustrated by Figure 8. Twenty different starting positions are consid- 
ered, arranged symmetrically around 0 = 0, x = 0. Each KB is tested 
during 60 s (6000 control cycles) starting from each initial condition. A 
partial simulation (60 s) is terminated if the system variables exceeds the 
physical ranges (x = [ -1 ,  1] m, 0 = [-0.26,  0.26] rad). These initial 
conditions are generated from five pairs (0, x): 0 (0)= 0.01 rad with 
x(0) = 0.01, 0.1, and 0.5 m, and 0(0) = 0.15 rad with x(0) = 0.1 and 0.5 m; 
and the symmetrical values (0, -x ) ,  ( -0 ,  x), and ( -0 , -x ) .  A perfor- 
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mance index (KB evaluation) based on cart position is then computed 
1 
P - 20 × 6000 ~" ~ exp(-[x l ) .  (12) 
20 init. 6000 cycles 
6. RESULTS 
A set of experiments with different initial population (the initial knowl- 
edge for these experiments i  randomly obtained) and learning parameters 
has been defined. In a first group of experiments, linear scaling has been 
maintained through the evolution, working only with rules and gain. In a 
second group, only rules and sensitivity have been modified. Finally, rules, 
gain, and sensitivity are modified. The dimension of the population in all 
the cases is 200 members with an elite of 50 individuals. Each experiment 
has a set of initial rules with a number that is uniformly distributed on [1, 
30]. Each rule is composed of five substrings (one per variable) of O's that 
will contain one or no 1. For input variables there is a 50% chance of 
containing one 1 that is equiprobably placed at any of the n positions 
related to the n fuzzy sets defined for each input variable. For the output 
variable there is always one 1, and it can be placed in any of the m 
possible positions with equal probability. 
6.1. Experiments Evolving Rules and Gain 
6.1.1. INITIAL KNOWLEDGE The normalization limits for all the variables 
are symmetric (Umi n ~--- - -Umax)  , and their upper limit (Umax) is randomly 
obtained and is uniformly distributed on a predefined range for each 
variable. The predefined ranges for those variables related to physical 
dimensions of the simulation model, viz. the cart position (x), the pole 
angle from the vertical (0), and the force applied to the cart (F), are 
adjusted to the corresponding dimension (Table 2). For other variables 
with no direct relation with the model dimensions (derivatives), different 
predefined ranges have been tested. The set of predefined ranges is 
x ~ [0, 1] m, ~ ~ [0, 1] m/s ,  0 ~ [0, 0.3] rad, 0 ~ [0, 1] rad/s,  F ~ [0, 10] 
N. 
The evolved normalization limits (which define the ranges of the FLC 
variables) can have different values than the physical ranges of the 
corresponding variable. When the output value from the control system (in 
this case the applied force) is outside the physical imits of the actuator, it 
is adjusted to its physical imits (in this case supposed to be 10 N). 
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6.1.2. LEARNING RESULTS Different values of the reordering rate, rule 
mutation rate, scaling function mutation rate, and maximum variation in 
gain [K in Equation (6)] have been applied. Linear scaling has been 
imposed by using a fixed initial value of a equal tO 1 (linear scaling) and no 
sensitivity mutation [~ = 1 in Equation (7)]. 
As an example, a set of typical learning parameters for the process could 
be: a rule mutation rate of 0.05, a range mutation rate of 0.1, and a 
maximum variation in gain (K)  of 0.2 or 0.3. A set of experiments applying 
these values have been carried out, producing FLCs capable of balancing 
the system throughout the whole simulation (60 s starting from each of 20 
different initial conditions). The code involved on the genetic process is a 
short one, in this case 35 bits per rule (L a = 7 × 4, +L c = 7 × 1) plus a 
single set of 15 reals per FLC, which can be reduced to 5, since symmetric 
intervals and linear scaling are used. In addition, the system uses a 
predefined set of seven normalized fuzzy sets that remains unchanged 
throughout he learning process. Figure 9 shows the evolution of the 
maximum evaluation (average of four experiments with different, randomly 
generated initial population), over 60 generations. The solid line repre- 
sents the evolution using K = 0.2, and the dashed line corresponds to 
K = 0.3. By analyzing these results, it is possible to assert that the genetic 
process has a certain degree of robustness in relation to the variation of 
the parameter K. The results obtained with K = 0.2 and K = 0.3 are not 
qualitatively different. Figure 12 (top) shows the trace of the cart position 
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Figure 9. Average volution of higher evaluation by evolving ain. 
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obtained by applying one of the evolution-generated FLCs to the system 
(the initial conditions are 0 = 0.15 rad and x = 0.5 m). This FLC has been 
generated through an evolution process with K = 0.2. 
6.2. Exper iments  Evo lv ing  Ru les  and  Sens i t iv i ty  
6.2.1. INITIAL KNOWLEDGE The ranges for all the variables are symmet- 
ric (Umi n = - -Umax)  , similar for all the individuals, and fixed along the 
learning process (K  = 0). These ranges are x ~ [ -1 ,  1] m, ~ ~ [ -1 ,  1] 
m/s ,  0 ~ [ -0 .3 ,  0.3] rad, 0 ~ [ -1 ,  1] rad/s ,  and F ~ [ -10 ,  10] N. 
The initial sensitivity parameters for each variable take values in the set 
{ 1 0 1 1 1 1 1 1 1 1  , ~, ~, 7, ~, ~, ~, ~, ~, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, uniformly at random. 
6.2.2. LEARNING RESULTS A set of experiments have been carried out 
applying the following set of learning parameters: a rule mutation rate of 
0.05, a range mutation rate of 0.1, and a maximum variation of sensitivity 
parameter (a )  of 2 or 4. The experiments have produced FLCs capable of 
balancing the system throughout he whole simulation (60 s starting from 
each of 20 different initial conditions). Figure 10 shows the evolution of 
the maximum evaluation (average of four experiments with different, 
randomly generated initial population) over 60 generations. The solid line 
represents the evolution using o~ = 2, and the dashed line a = 4. As in the 
1 , , 
, -  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  =4 ..... 
2 
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Figure 10. Average volution of higher evaluation by evolving sensitivity. 
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previous experiments, it is possible to assert that the genetic process has a 
certain degree of robustness in relation to the variation of the parameter 
a. The results obtained with a = 2 and a = 4 are not qualitatively 
different. 
Figure 12 (middle) shows the trace of cart position obtained by applying 
to the system (with initial conditions 0 = 0.15 rad and x = 0.5 m) one of 
the evolution generated FLCs, which has been produced through an 
evolution process using o~ = 2. 
6.3. Experiments Evolving Rules, Gain, and Sensitivity 
6.3.1. INITIAL KNOWLEDGE The normalization limits for all the variables 
are symmetric (Umi n = - -Umax)  , and their upper limit (Urea x) is randomly 
obtained and is uniformly distributed on a predefined range for each 
variable (the same as used in Section 6.1). 
The initial sensitivity parameters for each variable take values in the set 
{ ~ 1 ,  1 1 l 1 1 1 ~, ~, ~, ~,, 5, z, 3, 5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, uniformly at random. 
6.3.2. LEARNING RESULTS As in previous experiments, different values 
of the evolution parameters have been applied. A set of typical learning 
parameters for the process could be: a rule mutation rate of 0.1, a range 
mutation rate of 0.1, and a maximum variation in gain (K)  of 0.2 and in 
sensitivity (a )  of 2. Figure 11 shows the evolution of the maximum 
v 9 ~l in  . . . . .  
i .............. . . -  . . . .  ,~gn$ ..... 
. . . . . . . .  . . - ' ""  . _  ._  / . _ .~ .~._ . . - - - - . "  gaJn+sens 
o o ° r 
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Figure 11. Average volution of higher evaluation by evolving ain and/or sensitiv- 
ity. 
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evaluation (average of four experiments with different randomly generated 
initial populations), over 60 generations. The solid line represents the 
evolution using K = 0.2 and a = 2, and the dashed lines represent he 
average maximum evaluation over the eight experiments producing Figure 
9 (fixed sensitivity), and over the eight experiments producing Figure 10 
(fixed gain). Figure 12 (bottom) shows the trace of the cart position 
produced by an FLC obtained in an evolution process with K = 0.2 and 
0/=2.  
7. CONCLUSIONS 
Knowledge acquisition is a key question in FLC design. Different 
learning methods have been proposed for application to FLCs. In this 
paper, the use of genetic algorithms to obtain adequate scaling functions 
for an FLC has been analyzed. Different experiments evolving rules and 
gain, rules and sensitivity, and rules, gain, and sensitivity have been 
described. The results show how after no more than 50 or 60 generations 
of a genetic process working with 200 individuals, and starting with random 
knowledge, an adequate FLC is obtained. 
References 
1. Lee, C. C., Fuzzy logic in control systems: Fuzzy logic controller--parts, I, II, 
IEEE Trans. Systems Man Cybernet. 20(2), 404-435, Mar./Apr. 1990. 
2. Pedrycz, W., Fuzzy Control and Fuzzy Systems, 2nd, extended ed., Research 
Studies Press, 1993. 
3. Driankov, D., Hellendoorn, H., and Reinfrank, M., An Introduction to Fuzzy 
Control, Springer-Verlag, Berlin, 1993. 
4. Magdalena, L., A first approach to a taxonomy of fuzzy-neural systems, 
IJCAI'95 Workshop on Connectionist-Symbolic Integration: From Unified to Hy- 
brid Approaches, 1995. 
5. Velasco, J. R., and Magdalena, L., Genetic algorithms in fuzzy control systems, 
in Genetic Algorithms in Engineering and Computer Science (G. Winter, J. 
Periaux, M. Galan, and P. Cuesta, Eds.), Wiley, 1995, Chapter 8, pp. 141-165. 
6. Herrera, F., and Verdegay, J. L., (Eds.), Genetic Algorithms and Soft Computing, 
Physica-Verlag, 1996. 
7. Karr, C. L., Design of an adaptive fuzzy logic controller using a genetic 
algorithm, Proceedings 4th International Conference on Genetic Algorithms, Mor- 
gan Kaufmann, 450-457, 1991. 
Adapting the Gain of an FLC 349 
8. Cooper, M. G., and Vidal, J. J., Genetic design of fuzzy controllers, Proceedings 
2nd International Conference on Fuzzy Theory and Technology, Oct. 1993. 
9. Park, D., Kandel, A., and Langholz, G., Genetic-based new fuzzy reasoning 
models with application to fuzzy control, IEEE Trans. Systems Man Cybernet. 
24(1), 39-47, Jan. 1994. 
10. Lee, M. A., and Takagi, H., Integrating design stages of fuzzy systems using 
genetic algorithms, Proceedings 2nd IEEE International Conference on Fuzzy 
Systems, FUZZ-IEEE'93, Vol. 1, 612-617, Mar. 1993. 
11. Karr, C. L., and Gentry, E. J., Fuzzy control of pH using genetic algorithms, 
IEEE Trans. Fuzzy Systems 1(1), 46-53, Feb. 1993. 
12. Shimojima, K., Fukuda, T., and Hasegawa, Y., RBF--fuzzy system with GA 
based unsupervised/supervised learning method, Proceedings 4th IEEE Interna- 
tional Conference on Fuzzy Systems and the Second International Fuzzy Engineer- 
ing Symposium, FUZZ-IEEE/IFES'95, Vol. I, 253-258, Mar. 1995. 
13. Liska, J., and Melsheimer, S., Complete design of fuzzy logic systems using 
genetic algorithms, Proceedings 3rd IEEE International Conference on Fuzzy 
Systems, FUZZ-IEEE'94, Vol. II, 1377-1382, June 1994. 
14. Pham, D. T., and Karaboga, D., Optimum design of fuzzy logic controllers 
using genetic algorithms, J. Systems Engrg., 1(2), 114-118, 1991. 
15. Ng, K. C., and Li, Y., Design of sophisticated fuzzy logic controllers using 
genetic algorithms, Proceedings 3rd IEEE International Conference on Fuzzy 
Systems, FUZZ-IEEE'94, Vol. III, 1708-1712, June 1994. 
16. Thrift, P., Fuzzy logic synthesis with genetic algorithms, Proceedings 4th Interna- 
tional Conference on Genetic Algorithms, Morgan Kaufmann, 509-513, 1991. 
17. Procyk, T. J., and Mamdani, E. H., A linguistic self-organizing process con- 
troller, Automatica, 15, 15-30, 1979. 
18. Daugherity, W. C., Rathakrishnan, B., and Yen, J., Performance evaluation of 
a self-tuning fuzzy controller, Proceedings 1992 IEEE International Conference 
on Fuzzy Systems, San Diego, 389-397, Mar. 1992. 
19. Palm, R., Scaling of fuzzy controllers using the cross-correlation, IEEE Trans. 
Fuzzy Systems, 3(1), 116-123, Feb. 1995. 
20. Zheng, L., A practical guide to tune of proportional nd integral (PI) like fuzzy 
controllers, 1992 IEEE International Conference on Fuzzy Systems, San Diego, 
633-640, Mar. 1992. 
21. Burkhardt, D. G., and Bonissone, P. P., Automated fuzzy knowledge base 
generation and tuning, 1992 IEEE International Conference on Fuzzy Systems, 
San Diego, 179-188, Mar. 1992. 
22. Magdalena, L., Estudio de la coordinaci6n inteligente en robots blpedos: 
Aplicaci6n de 16gica borrosa y algoritmos gen6ticos, Doctoral Dissertation, 
Univ. Polit6cnica de Madrid, Spain, 1994. 
23. Magdalena, L., and Monasterio, F., A fuzzy logic controller with learning 
through the evolution of its knowledge base, Internat. J. Approx. Reason., to 
appear. 
