This paper describes the LIAAD system that was ranked second place in the Wordin-Context challenge (WiC) featured in SemDeep-5. Our solution is based on a novel system for Word Sense Disambiguation (WSD) using contextual embeddings and full-inventory sense embeddings. We adapt this WSD system, in a straightforward manner, for the present task of detecting whether the same sense occurs in a pair of sentences. Additionally, we show that our solution is able to achieve competitive performance even without using the provided training or development sets, mitigating potential concerns related to task overfitting.
Task Overview
The Word-in-Context (WiC) (Pilehvar and Camacho-Collados, 2019 ) task aims to evaluate the ability of word embedding models to accurately represent context-sensitive words. In particular, it focuses on polysemous words which have been hard to represent as embeddings due to the meaning conflation deficiency (CamachoCollados and Pilehvar, 2018) . The task's objective is to detect if target words occurring in a pair of sentences carry the same meaning.
Recently, contextual word embeddings from ELMo (Peters et al., 2018) or BERT (Devlin et al., 2019) have emerged as the successors to traditional embeddings. With this development, word embeddings have become context-sensitive by design and thus more suitable for representing polysemous words. However, as shown by the experiments of (Pilehvar and Camacho-Collados, 2019) , they are still insufficient by themselves to reliably detect meaning shifts.
In this work, we propose a system designed for the larger task of Word Sense Disambiguation (WSD), where words are matched with specific senses, that can detect meaning shifts without being trained explicitly to do so. Our WSD system uses contextual word embeddings to produce sense embeddings, and has full-coverage of all senses present in WordNet 3.0 (Fellbaum, 1998) . In Loureiro and Jorge (2019) we provide more details about this WSD system, called LMMS (Language Modelling Makes Sense), and demonstrate that it's currently state-of-the-art for WSD. For this challenge, we employ LMMS in two straightforward approaches: checking if the disambiguated senses are equal, and training a classifier based on the embedding similarities. Both approaches perform competitively, with the latter taking the second position in the challenge ranking, and the former trailing close behind even though it's tested directly on the challenge, forgoing the training and development sets.
System Description
LMMS has two useful properties: 1) uses contextual word embeddings to produce sense embeddings, and 2) covers a large set of over 117K senses from WordNet 3.0. The first property allows for comparing precomputed sense embeddings against contextual word embeddings generated at test-time (using the same language model). The second property makes the comparisons more meaningful by having a large selection of senses at disposal for comparison.
Sense Embeddings
Given the meaning conflation deficiency issue with traditional word embeddings, several works have focused on adapting Neural Language Models (NLMs) to produce word embeddings that are more sense-specific. In this work, we start producing sense embeddings from the approach used by recent works in contextual word embeddings, particularly context2vec (Melamud et al., 2016) and ELMo (Peters et al., 2018) , and introduce some improvements towards full-coverage and more accurate representations.
Using Supervision
Our set of full-coverage WordNet sense embeddings is bootstrapped from the SemCor corpus (Miller et al., 1994) . Sentences containing senseannotated tokens (or spans) are processed by a NLM in order to obtain contextual embeddings for those tokens. After collecting all sense-labeled contextual embeddings, each sense embedding ( v s ) is determined by averaging its corresponding contextual embeddings. Formally, given n contextual embeddings c for some sense s:
In this work, we used BERT as our NLM. For replicability, these are the relevant details: 1024 embedding dimensions, 340M parameters, cased. Embeddings result from the sum of top 4 layers ([-1, -4]). Moreover, since BERT uses WordPiece tokenization that doesn't always map to token-level annotations, we use the average of subtoken embeddings as the token-level embedding.
Extending Supervision
Despite its age, SemCor is still the largest senseannotated corpus. The lack of larger sets of sense annotations is a major limitation of supervised approaches for WSD (Le et al., 2018) . We address this issue by taking advantage of the semantic relations in WordNet to extend the annotated signal to other senses. Missing sense embeddings are inferred (i.e. imputed) from the aggregation of sense embeddings at different levels of abstraction from WordNet's ontology. Thus, a synset embedding corresponds to the average of all of its sense embeddings, a hypernym embedding corresponds to the average of all of its synset embeddings, and a lexname embedding corresponds to the average of a larger set of synset embeddings. All lower abstraction representations are created before next-level abstractions to ensure that higher abstractions make use of lower-level generalizations. More formally, given all missing senses in WordNetŝ ∈ W , their synset-specific sense embeddings Sŝ, hypernym-specific synset embeddings Hŝ, and lexname-specific synset embeddings Lŝ, the procedure has the following stages:
Leveraging Glosses
There's a long tradition of using glosses for WSD, perhaps starting with the popular work of Lesk (1986) . As a sequence of words, the information contained in glosses can be easily represented in semantic spaces through approaches used for generating sentence embeddings. While there are many methods for generating sentence embeddings, it's been shown that a simple weighted average of word embeddings performs well (Arora et al., 2017) .
Our contextual embeddings are produced from NLMs that employ attention mechanisms, assigning more importance to some tokens over others. As such, these embeddings already come 'pre-weighted' and we embed glosses simply as the average of all of their contextual embeddings (without preprocessing). We've found that introducing synset lemmas alongside the words in the gloss helps induce better contextualized embeddings (specially when glosses are short). Finally, we make our dictionary embeddings ( v d ) sensespecific, rather than synset-specific, by repeating the lemma that's specific to the sense alongside all of the synset's lemmas and gloss words. The result is a sense-level embedding that is represented in the same space as the embeddings we described in the previous section, and can be trivially combined through concatenation (previously L 2 normalized).
Given that both representations are based on the same NLM, we can make predictions for contextual embeddings of target words w (again, using the same NLM) at test-time by simply duplicating those embeddings, aligning contextual features against sense and dictionary features when computing cosine similarity. Thus, we have sense embeddings v s , to be matched against duplicated contextual embeddings c w , represented as follows:
Sense Disambiguation
Having produced our set of full-coverage sense embeddings, we perform WSD using a simple Nearest-Neighbors (k-NN) approach, similarly to Melamud et al. (2016) and Peters et al. (2018) . We match the contextual word embedding of a target word against the sense embeddings that share the word's lemma (see Figure 1) . Matching is performed using cosine similarity (with duplicated features on the contextual embedding for alignment, as explained in 2.1.3), and the top match is used as the disambiguated sense. 
Binary Classification
The WiC task calls for a binary judgement on whether the meaning of a target word occurring in a pair of sentences is the same or not. As such, our most immediate solution is to perform WSD and base our decision on the resulting senses. This approach performs competitively, but we've still found it worthwhile to use WiC's data to train a classifier based on the strengths of similarities between contextual and sense embeddings. In this section we explore the details of both approaches.
Sense Comparison
Our first approach is a straightforward comparison of the disambiguated senses assigned to the target word in each sentence. Considering the example in Figure 2 , this approach simply requires checking if the sense cook 2 v assigned to 'makes' in the first sentence equals the sense produce 2 v assigned to the same word in the second sentence.
Classifying Similarities
The WSD procedure we describe in this paper represents sense embeddings in the same space as contextual word embeddings. Our second approach exploits this property by considering the similarities (including between different embedding types) that can be seen in Figure 2 . In this approach, we take advantage of WiC's training set to learn a Logistic Regression Binary Classifier based on different sets of similarities. The choice of Logistic Regression is due to its explainability and lightweight training, besides competitive performance. We use sklearn's implementation (v0.20.1), with default parameters.
Results
The best system we submitted during the evaluation period of the challenge was a Logistic Regression classifier trained on two similarity features (sim 1 and sim 2 , or contextual and sense-level). We obtained slightly better results with a classifier trained on all four similarities shown in Figure  2 , but were unable to submit that system due to the limit of a maximum of three submissions during evaluation. Interestingly, the simple approach described in 2.3.1 achieved a competitive performance of 66.3 accuracy, without being trained or fine-tuned on WiC's data. Performance of best entries and baselines can be seen on Figure 2: Components and interactions involved in our approaches. The sim n labels correspond to cosine similarities between the related embeddings. Sense embeddings obtained from 1-NN matches of contextual embeddings.
Submission
Acc. SuperGlue (Wang et al., 2019) 68.36 LMMS (Ours) 67.71 (Soler et al., 2019) 66.71
Ensemble
ELMo-weighted (Ansell et al., 2019) 61.21
BERT-large 65.5 Context2vec 59.3 ELMo-3 56.5 Random 50.0 Table 1 : Challenge results at the end of the evaluation period. Bottom results correspond to baselines.
Analysis
In this section we provide additional insights regarding our best approach. In Table 2 Table 2 : Accuracy of our different models. M0 wasn't trained on WiC data, the other models were trained on different sets of similarites. We submitted M3, but achieved slightly improved results with M4.
We determined that our best system (M4, using four features) obtains a precision of 0.65, recall of 0.82, and F1 of 0.73 on the development set, showing a relatively high proportion of false positives (21.6% vs. 9.25% of false negatives). This skewness can also be seen in the probability distribution chart at Figure 3 . Additionally, we also present a ROC curve for this system at Figure 4 for a more detailed analysis of the system's performance.
Conclusion and Future Work
We've found that the WiC task can be adequately solved by systems trained for the larger task of WSD, specially if they're based on contextual embeddings, and when compared to the reported baselines. Still, we've found that the WiC dataset can be useful to learn a classifier that builds on top of the WSD system for improved performance on WiC's task of detecting shifts in meaning. In future work, we believe this improved ability to detect shifts in meaning can also assist WSD, particularly in generating semisupervised datasets. We share our code and data at github.com/danlou/lmms. 
