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Limit theorems for a random walk with memory
perturbed by a dynamical system
Cristian F. Coletti ∗† Lucas R. de Lima ∗‡ Denis A. Luiz ∗§
Abstract
We introduce a new random walk with unbounded memory obtained
as a mixture of the Elephant Random Walk and the Dynamic Random
Walk which we call the Dynamic Elephant Random Walk (DERW). As
a consequence of this mixture the distribution of the increments of the
resulting random process is time dependent. We prove a strong law of
large numbers for the DERW and, in a particular case, we provide an
explicit expression for its speed. We also give sufficient conditions for the
central limit theorem to hold.
1 Introduction
In this work we introduce a new random walk with memory. The model is
obtained as a mixture of two well known random walks, namely the Elephant
RandomWalk and the Dynamic RandomWalk and it is inspired from the theory
of Markov switching models where switching among regimes occurs randomly
according to a Markov process, see Hamilton [18]. The mixture of models has
already been considered in the literature of interacting particle systems. For
instance the mixture of spin-flip dynamics and symmetric exclusion processes
are known under the name of diffusion-reaction processes, see Belitsky et al. [4]
and references there in, and have been intensively studied.
Recently, the Elephant Random Walk (ERW) and other random walks with
memory have received considerable attention by many authors, see [2, 3, 5–10,
14,15,21,22,24]. The ERW was introduced by Schu¨tz and Trimper [23] and its
dynamic is defined as follows. The elephant starts at the origin and moves one
step to the right with probability q and one step to the left with probability
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1− q. At time n+1, it chooses at random and with equal probability a number
n′ from the set {1, . . . , n}. Then the walker takes, with probability p, one step
in the same direction of the step given at time n′ and, with probability 1− p, it
takes one step in the opposite direction. See section 2 for a formal definition of
the ERW.
The Dynamic Random Walk (DRW) is a non-homogeneous Markov chain
which was introduced by Guillotin-Plantard [16] and whose transition probabil-
ity of each step is time dependent. In this paper we consider DRW on Z which
evolves in the following manner: at each time a walker takes one step to the
right or one step to the left with probability given by a function of the orbit of
a given discrete-time dynamical system. See section 2 for a formal definition of
the DRW.
This paper is organized as follows. In section 2 we introduce the Dynamic
Elephant Random Walk. In section 3 we state our main results and we exhibit
some examples where these results hold. In section 4 we prove the strong law of
large numbers and the central limit theorem for the Dynamic Elephant Random
Walk.
2 The model
We begin this section by defining the Elephant Random Walk (ERW) (Vn)n≥0
with V0 = 0 and increments (Wn)n≥1. Let p, q ∈ [0, 1], then
P
E[W1 = 1] = q, P
E [W1 = −1] = 1− q,
and
P
E [Wn = η|W1, . . . ,Wn−1] = 1
2n
n−1∑
k=1
(1− (2p− 1)Wkη).
The random variables (Vn)n≥0 and (Wn)n≥1 are related by the formula Vn =∑n
i=1Wi where n ≥ 1. Denote by pEn (.) the probability mass function governing
the law of the increments of the ERW.
Then we define the Dynamic Random Walk (DRW). Let (X ,A , µ, T ) be a
dynamical system where (X ,A , µ) is a probability space and T : X → X is a
µ-invariant transformation, i.e., µ(A) = µ
(
T (A)
)
for all A ∈ A . The DRW is
the stochastic process (Yn)n≥0 with Y0 = 0 and increments (Zn)n≥1 defined by
P
D
x [Zn = 1] = f(T
nx) and PDx [Zn = −1] = 1− f(T nx)
where f : X → [0, 1] is A -measurable. Here, T 0 = id and, for n ≥ 1, T n :=
T ◦T n−1. The random variables (Yn)n≥0 and (Zi)i≥1 are related by the formula
Yn =
∑n
i=1 Zi where n ≥ 1. Denote by pDx,n(.) the probability mass function
governing the law of the increments of the DRW
Now we introduce the Dynamic Elephant Random Walk (DERW) on Z.
Let (X ,A , µ, T ) and f : X → [0, 1] be as in the definition of the DRW. Fix
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g : R ⊂ R×N→ [0, 1] and p, q ∈ [0, 1]. The DERW is the random walk (Sn)n≥0
with S0 = 0 and increments (Xn)n≥1 defined by
Px[Xn = η] = g(α, n)p
E
n (η) +
(
1− g(α, n))pDx,n(η).
Here Sn =
∑n
i=1Xi. We will denote by Ex the operator expectation induced
by Px.
3 Main results
Let (Sn)n≥0 be the DERW with increments (Xn)n≥1. Set Fn := σ〈X1, . . . , Xn〉
with F0 = {∅,X}. We will exclude the case where g(α, 2) = 1 and p = 0
without further notice, which is technically inconvenient for our results. To
avoid cumbersome notation, we will write for short αn := g(α, n) for a given
α ∈ R. Set
ℓinf(α) := lim inf
n→+∞ g(α, n), ℓsup(α) := lim supn→+∞
g(α, n),
and ℓ(α) := lim
n→+∞
g(α, n), when it exists.
It is convenient to consider the DERW satisfying the following condition:
p · ℓsup(α) < 1. (T)
Theorem 3.1 (Strong Law of Large Numbers). If the DERW satisfies condition
(T), then
Sn − Ex[Sn]
n
→ 0 Px − a.s.
for every x ∈ X .
It is worth remarking that if p = 1/2 and the limit ℓ(α) exists then we may
compute the speed of the DERW.
Corollary 3.2. Let (Sn)n≥0 be the DERW. If p = 1/2 and ℓ(α) > 0 then, for
µ-almost every x ∈ X ,
lim
n→∞
Sn
n
= (1− ℓ(α))(2Eµ[f |I](x)− 1) Px − a.s..
where I stands for the σ-algebra of T -invariant sets.
Corollary 3.2 provides sufficient conditions for the existence of lim
n→+∞
Sn
n . In
the following example we provide a method to compute explicitly the speed of
the DERW under some mild conditions.
Example 1. Consider a DERW satisfying condition (T). In view of Birkhoff’s
Ergodic Theorem, let E ⊂ X be a set of full measure such that for every x ∈ E ,
lim
n→+∞
1
n
n−1∑
k=0
f(T nx) = Eµ[f |I](x). (3.1)
3
Assume that, for a given x ∈ E , ℓ(α), lim
n→+∞
f(T nx) and lim
n→+∞
Sn
n (Px − a.s.)
do exist. From Cesa`ro Mean Convergence Theorem we have that
lim
n→∞
1
n
n∑
k=1
f(T nx) = lim
n→∞
f(T nx).
Denote by Sx the Px-a.s. limit of Sn/n. Then, invoking Theorem 3.1 we get
lim
n→+∞
Ex[Sn]
n = Sx Px − a.s. It is easy to verify that
lim
n→∞
Ex[Xn] = (2p− 1)ℓ(α)Sx + (1− ℓ(α))(2Eµ[f |I](x)− 1),
see equation (4.1). Invoking again Cesa`ro Mean Convergence Theorem we get
lim
n→∞
Ex[Sn]
n
= (2p− 1)ℓ(α)Sx + (1− ℓ(α))(2Eµ[f |I](x) − 1).
Therefore
Sx =
1− ℓ(α)
1− (2p− 1)ℓ(α) (2Eµ[f |I](x)− 1)
which agrees with the conclusion of Corollary 3.2 when p = 1/2.
In what follows, we assume that the DERW satisfies (T). Let
an :=
n−1∏
j=1
(
1 +
(2p− 1)g(α, j + 1)
j
)
,
and set (An)n≥1 to be the sequence of non-negative constants defined by
A2n :=
n∑
k=1
1
a2k
(1− Ex[Xk]2).
We state below a version of the Central Limit Theorem for the DERW
followed by some variations of the same result.
Theorem 3.3 (Central Limit Theorem). Let (Sn)n≥0 be the DERW with p ≤
3/4 or ℓsup(α) <
1
4p−2 . For all x ∈ X , one has that if p < 1 and ℓinf(α) > 0,
then
Sn − Ex[Sn]
anAn
D−→ N (0, 1).
Corollary 3.4. Let the hypothesis of p < 1 and ℓinf(α) > 0 in Theorem 3.3 be
replaced by condition (T) jointly with
(D1) If p = 1, then lim inf
n→+∞ f(T
n(x)) > 0 and lim sup
n→+∞
f(T n(x)) <
1−ℓsup(α)
1−ℓinf(α) ; and
(D2) If ℓinf(α) = 0, then lim inf
n→+∞
f(T n(x)) > 0, lim sup
n→+∞
f(T n(x)) < 1−p·ℓsup(α),
and ℓsup(α) < 1.
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Then the conclusion of Theorem 3.3 remains true.
Corollary 3.5. Let (Sn)n≥0 be the DERW. If p = 1/2 and ℓ(α) > 0, then, for
µ-almost surely x ∈ X ,
Sn − n(1− ℓ(α))(2Eµ[f |I](x)− 1)√
n
(
1− (1− ℓ(α))2(4Eµ[f2|I](x) − 4Eµ[f |I](x) + 1)
) D−→ N (0, 1).
We also obtain an almost sure convergence result for the DERW in the
regime where the central limit theorem does not hold.
Theorem 3.6. Let (Sn)n≥0 be the DERW with p > 3/4 and ℓinf(α) > 14p−2 .
Then, for all x ∈ X , one has that
Sn − Ex[Sn]
an
→M Px − a.s.,
where M is a non-degenerated zero mean random variable.
We finish this section with an example of a DERW where the central limit
theorem holds.
Example 2. Let X = {(x, y) ∈ R2 : x2+y2 ≤ 1} be endowed with the Lebesgue
σ-algebra A . Denote by µ the uniform probability measure defined on A |S2
where S2 := {(x, y) ∈ R2 : x2 + y2 = 1}. Namely, µ(I(t)) = t2π ∧ 1 for t ≥ 0
where I(t) := {(cosβ, sinβ) : β ∈ [0, t)}.
Consider the following system of ordinary differential equations on X{
dx
dt = −y + bx(x2 + y2 − 1)
dy
dt = x+ by(x
2 + y2 − 1) . (3.2)
Assume that b < 0 and, for (x, y) 6= (0, 0), denote by φt(x, y) := φ(t, x, y)
the solutions of (3.2) satisfying φ0 = Id. It is easy to verify, by passing to polar
coordinates if necessary, that φt : X → X is µ-invariant for any t ≥ 0.
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Figure 1: Phase portrait of φt(x, y) for b = −1
We observe that for any m,n ≥ 0, φn ◦ φm = φn+m (see [19, p. 175]). Set
T := φ1. In polar coordinates we have that
T (r, θ) =


(
eb√
e2b+ 1
r2
−1
, θ + 1
)
, if 0 < r < 1
(1, θ + 1), if r = 1.
Let f : X → [0, 1] be given in polar coordinates by f(r, θ) = cos2 θ. It follows
from Birkhoff’s Ergodic Theorem that
Eµ[f |I] = lim
n→∞
1
n
(
n∑
k=1
cos2 (θ + k)
)
1S2 =
1
2
1S2 µ− a.s.
where the σ-algebra of all T -invariant sets I coincides with A . If g : [0, 1]×N→
[0, 1] is given by
g(α, n) =
α
2
+ (−1)n+1 α
n+ 1
,
then ℓ(α) = α2 . Assuming that p = 1/2 we obtain from Corollary 3.2 that
lim
n→∞
Sn
n
=
(
1− α
2
)
(1S2 − 1) P(x,y) − a.s.
for every (x, y) ∈ X . A straightforward computation yields
Eµ[f
2|I] = 3
8
1S2 µ− a.s.
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Thus we may conclude by means of Corollary 3.5 that
Sn − n(1− α2 )(1S2 − 1)√
n
(
1 + (1− α2 )2(1 − 121S2)
) D−→ N (0, 1) (3.3)
for all (x, y) ∈ E , where E is as in (3.1). Hence, if (x, y) ∈ E \ S2, then
Sn + n(1 − α2 )√
n
D−→ N
(
0, 1 +
(
1− α
2
)2)
,
Moreover, if (x, y) ∈ E ∩ S2, then
Sn√
n
D−→ N
(
0, 1 +
1
2
(
1− α
2
)2)
.
4 Proofs
4.1 The Strong Law of Large Numbers
The following equation can be obtained by straightforward computation. It
gives us an explicit expression for the conditional expectation with respect to
the natural filtration of the increments of the Dynamic Elephant Random Walk.
Ex[Xn+1|Fn] = αn+1(2p− 1)
n
Sn + (1− αn+1)(2f(T n+1x)− 1) (4.1)
Before proving the Strong Law of Large Numbers, we state the lemma below.
Lemma 4.1. Assume that the DERW satisfies (T). Then (n/an)n≥1 is non-
decreasing and
lim
n→+∞
an
n
= 0.
Proof. We begin by observing that
an
n
=
n−1∏
k=1
k + (2p− 1)αk+1)
k + 1
=
n−1∏
k=1
(
1− 1− (2p− 1)αk+1
k + 1
)
. (4.2)
Let bn :=
1−(2p−1)g(α,n+1)
n+1 ∈ [0, 1). Then, limn→+∞ ann = 0 if, and only if,∑
n bn =∞. Since the DERW satisfies condition (T), we have that
∑
n bn =∞.
This finishes the proof of the second statement.
Since (2p− 1)αk ≤ 1, it follows from equation (4.2) that
n+ 1
an+1
− n
an
=
n!(1− (2p− 1)αn+1)∏n
k=1(k + (2p− 1)αk+1)
≥ 0,
which yields the conclusion of the first statement.
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Let Mn be the random variable defined by Mn :=
Sn−Ex[Sn]
an
for n ≥ 1 when
an > 0. In subsection 4.3 we show that the sequence (Mn)n is a martingale
with respect to the natural filtration.
Let (Yn)n be the martingale difference sequence associated to (Mn)n, i.e.,
Y1 := M1 and Yn :=Mn−Mn−1 for n ≥ 2. Since Yn =Mn−Ex[Mn|Fn−1] Px−
a.s., it follows from the linearity of the conditional expectation that
Yn =
Xn − Ex[Xn|Fn−1]
an
Px − a.s. (4.3)
for all n ≥ 1. Since we have by (4.1) that |Ex[Xn|Fn−1]| ≤ 1 Px − a.s., one
has, for all n ≥ 1, that
|Yn| ≤ 2
an
Px − a.s. (4.4)
for every x ∈ X .
We now turn to the proof of Theorem 3.1 and Corollary 3.2.
Proof of Theorem 3.1. Set Wn :=
an
n Yn. By (4.3), we verify that Wn is a Fn-
measurable random variable such that Ex[Wn|Fn−1] = ann Ex[Yn|Fn−1] = 0
Px − a.s. Therefore, (Wn)n is a sequence of bounded martingale differences.
Since Ex[W
2
n |Fn−1] ≤ 4n2 Px − a.s. by (4.4), we have that, for all x ∈ X ,
∞∑
j=2
Ex[W
2
j |Fj−1] ≤ 4
∞∑
j=2
1
j2
<∞ Px − a.s.
Thence, it follows from Theorem 2.7 of [17] that
n∑
j=1
aj
j Yj =
n∑
j=1
Wj converges
Px-almost surely as n→ +∞.
We apply Lemma 4.1 and Kronecker’s lemma obtaining that
lim
n→∞
∣∣∣∣Sn − Ex[Sn]n
∣∣∣∣ = limn→∞
∣∣∣∣anMnn
∣∣∣∣ = limn→∞
∣∣∣∣∣
∑n
j=1 Yj
n/an
∣∣∣∣∣=0 Px − a.s.
for all x ∈ X
To prove Corollary 3.2 we will use the following result on the expectation of
the random walk.
Proposition 4.2. Let (Sn)n≥1 be the DERW. Then
Ex[Sn] = an
(
α1(2q − 1) +
n∑
k=1
(1− αk)(2f(T kx)− 1)
ak
)
(4.5)
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Proof. Note that S1 = X1 satisfies (4.5) for n = 1. Suppose that (4.5) holds for
a given n ∈ N. Then
Ex[Sn+1] = Ex[Sn] + Ex[Ex[Xn+1|Fn]]
= Ex[Sn]
an+1
an
+ (1 − αn+1)(2f(T n+1x) − 1)
= an+1
(
Ex[Sn]
an
+
(1 − αn+1)(2f(T n+1x)− 1)
an+1
)
.
The conclusion follows by induction on n.
Proof of Corollary 3.2. Since p = 12 , an = 1 for all n ≥ 1. Then it can be
computed from (4.5) that
Ex[Sn]
n
=
1
n
(
α1(2q − 1) +
n∑
k=1
(1− αk)(2f(T kx)− 1)
)
.
Since ℓ(α) = limn→∞ αn exists, we have that
1
n
∣∣∣∣∣
n∑
k=1
(1− αk)(2f(T kx)− 1)−
n∑
k=1
(1− ℓ(α))(2f(T kx)− 1)
∣∣∣∣∣
=
1
n
∣∣∣∣∣
n∑
k=1
(2f(T kx) − 1)(ℓ(α)− αk)
∣∣∣∣∣
≤ 1
n
n∑
k=1
|ℓ(α)− αk| → 0 (as n→ +∞). (4.6)
It follows from the Birkhoff Ergodic Theorem and the Strong Law of Large
Numbers (Theorem 3.1) that
lim
n→∞
Ex[Sn]
n
= lim
n→∞
1
n
(
α1(2q − 1) +
n∑
k=1
(1− ℓ(α))(2f(T kx)− 1)
)
= (1− ℓ(α)) lim
n→∞
1
n
n∑
k=1
(2f(T kx)− 1)
= (1− ℓ(α))(2Eµ[f |I](x) − 1) Px − a.s.
for µ-almost every x ∈ X .
4.2 The Central Limit Theorem
Define the sequence of positive terms (Bn)n≥1 given by B2n :=
∑n
k=1
1
a2
k
.
Lemma 4.3. If p ≤ 3/4 or ℓsup(α) < 14p−2 , then B2n ր +∞. Moreover, if
p > 3/4 and ℓinf(α) >
1
4p−2 , then limn→∞ |Bn| < +∞.
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Proof. Let p ≤ 3/4. Then
an ≤
n−1∏
j=1
(
1 +
1/2
j
)
∼ n
1/2
Γ(3/2)
,
which implies that Bn ր +∞.
Consider now p > 3/4 and let cn :=
1
a2n
. Then it follows from Raabe criterion
[20, p. 285] that B2n ր +∞ when lim sup
n→∞
n
(
1− cn+1cn
)
< 1, which is satisfied
with
(4p− 2)ℓsup(α) < 1.
In the same fashion, we verify that lim
n→∞
B2n < +∞ if lim infn→∞ n
(
1− cn+1cn
)
> 1.
Note that this is satisfied when
(4p− 2)ℓinf(α) > 1.
Proof of Theorem 3.3. We first examine the asymptotic behaviour of An. It
follows from Lemma 4.5 that there exists n0 ∈ N and c ∈ (0, 1) such that, if
n > n0, then c(B
2
n − B2n0) ≤ A2n − A2n0 . We apply Lemma 4.3 to verify that
An ր +∞.
Note that we are under conditions of Theorem 3.1. Therefore, Snn =
Ex[Sn]
n +
o(1) Px − a.s. for all x ∈ X . Then it follows from (4.1) that Ex[Xn|Fn−1] =
Ex[Xn] + o(1) Px − a.s. We apply it to (4.3) obtaining
Ex[Y
2
n |Fk−1] =
1
a2n
(
1− 2Ex[Xn|Fn−1]Ex[Xn] + Ex[Xn]2 + o(1)
)
=
1
a2n
(
1− Ex[Xn]2 + o(1)
)
Px − a.s.
Thus, ∑n
k=1 Ex[Y
2
k |Fk−1]
A2n
=
A2n
A2n
+
B2n
A2n
o(1) = 1 + o(1) Px − a.s.,
since lim sup
n→+∞
|B2n/A2n| ≤ 1/c.
We may arrive to the desired conclusion applying Corollary 3.1 of [17]. To
this end, it suffices to verify that the conditional Lindeberg condition holds. Let
Sn,i be the martingale array with martingale difference sequence Xn,i =
Yi
An
and
Fn,i := Fi.
Consider p ≥ 1/2. Then an ≥ 1 and it follows from (4.4) that |Xn,i| ≤
2
An
Px − a.s. Recall that, under the given conditions, An ր +∞. Hence, for
every fixed ε > 0, Px
[|Xn,i| > ε] = 0 for sufficiently large n.
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Let now p < 1/2. Then a−1j ≤ a−1n for all j ≤ n and it is immediate to
see that |Xn,i| ≤ 2anAn Px − a.s. We can easily verify that limn→+∞ anAn = +∞.
Therefore, for all ε > 0, one has Px
[|Xn,i| > ε] = 0 for sufficiently large n.
Now, fix ε > 0. Then
n∑
i=1
Ex[X
2
n,i1{|Xn,i|>ε}|Fn,i−1]→ 0 Px − a.s.,
which completes the proof.
Proof of the Corollary 3.5. First, observe that since p = 1/2, we have that an =
1 for all n ≥ 1. We also may conclude that Ex[Xk|Fk−1] = Ex[Xk] Px−a.s and
A2n =
∑n
k=1(1−Ex[Xk]2) =
∑n
k=1(1− (1−αk)2(2f(T kx)− 1)2). Consequently,
Mn
An
=
Sn√
n
−√nEx[Sn]n√
1
n
∑n
k=1(1 − (1− g(α, k))2(2f(T kx) − 1)2)
. (4.7)
Now, similarly to (4.6), we get
1
n
n∑
k=1
(1− (1− αk)2(2f(T kx)− 1)2) ∼ 1
n
n∑
k=1
(1− (1− ℓ(α))2(2f(T kx)− 1)2).
Note that
1
n
n∑
k=1
(1− (1 − ℓ(α))2(2f(T kx)− 1)2)
= 1− (1 − ℓ(α))2
(
1
n
[
n∑
k=1
4(f(T kx))2 − 4f(T kx)
]
+ 1
)
.
We can apply Birkhoff Ergodic Theorem in the last equation to conclude that
1− (1 − ℓ(α))2(4Eµ[f2|I]− 4Eµ[f |I] + 1) µ− a.s. (4.8)
In particular, lim
n→∞
1√
n
An 6= 0.
The desired conclusion follows applying (4.8), Corollary 3.2 and Theorem
3.3 to (4.7).
Proof of Theorem 3.6. We first observe that lim
n→+∞Bn < +∞ by Lemma 4.3.
It follows from (4.4) that
∑n
k=1 Ex[Y
2
k ] ≤ 4B2n Px− a.s.. Then by Theorem
12.1 of [25], for all x ∈ X ,
Mn =
n∑
k=1
Yk =
Sn − Ex[Sn]
an
→M Px − a.s and in L2.
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Since Ex[Mn] = 0 for all n, |Ex[M ]| = |Ex[M −Mn]| ≤ Ex[|M −Mn|]. Then
|Ex[M ]| ≤ Ex[|M −Mn|2]1/2 → 0 as n→∞.
Furthermore, since (Yn)n≥1 is a bounded martingale difference sequence in
L2 and it converges almost surely,
Varx[M ] = lim
n→∞Varx[Mn] =
∞∑
k=1
Ex[Y
2
k ] > 0.
This leads us to conclude that M is a non-degenerated zero mean random vari-
able.
4.3 Auxiliary Results
Proposition 4.4. The sequence of random variables (Mn)n≥1 defines a zero
mean martingale.
Proof. The zero mean property being straightforward, we only prove that Ex[Mn+1
|Fn] = Mn. Indeed, it follows from equation (4.1) that
Ex[Mn+1|Fn] = Sn − Ex[Sn]
an+1
+
Ex[Xn+1|Fn]− Ex[Xn+1]
an+1
=
1
an+1
(
Sn
(
1 +
αn(2p− 1)
n
)
−
(
1 +
αn(2p− 1)
n
)
Ex[Sn]
)
=
Sn − Ex[Sn]
an
Px − a.s.
which finishes the proof.
Lemma 4.5. Let the DERW be defined with p < 1 and ℓinf(α) > 0. Then
lim inf
n→+∞
Varx[Xn] > 0. (4.9)
Futhermore, if the DERW jointly satisfies (T), (D1), and (D2), then (4.9) still
holds.
Proof. Note that (4.9) is equivalent to lim sup
n→∞
|Ex[Xn]| < 1. Since Sn−1n−1 ∈
[−1, 1], it follows from (4.1) that conditions
lim inf
n→+∞
(
αn(1− p) + (1− αn)f(T n(x))
)
> 0 (4.10)
lim sup
n→+∞
(
αnp+ (1− αn)f(T n(x))
)
< 1 (4.11)
are sufficient to verify (4.9). Moreover,
(1− p)ℓinf(α) +
(
1− ℓsup(α)
)
lim inf
n→+∞
f
(
T n(x)
)
> 0 (4.12)
p · ℓsup(α) +
(
1− ℓinf(α)
)
lim sup
n→+∞
f
(
T n(x)
)
< 1 (4.13)
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satisfy (4.10) and (4.11), respectively.
Let p < 1 and ℓinf(α) > 0. Then (4.12) is immediately satisfied. Since
f(T n(x)) ≤ 1, we verify (4.11) by noting that
lim sup
n→+∞
(αnp+ (1− αn)f(T n(x))) ≤ 1− (1− p)ℓinf(αn) < 1.
Now, if p = 1 or ℓinf(α) = 0, then (4.12) and (4.13) are straightforwardly
satisfied since conditions (T), (D1), and (D2) hold.
We finish this section by proving Corollary 3.4.
Proof of Corollary 3.4. The proof follows in the same lines as those of the proof
of Theorem 3.3 and it is an immediate consequence of Lemma 4.5 and Theorem
3.1.
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