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1. Introduction
ノンパラメトリックな方法が広く普及するようになった要因として, 妥当であるために必要
な前提条件が簡単であるというところにある. 順位検定は, ノンパラメトリックな方法, もしく
は, 母集団分布によらない検定法の一つで, 観測値を順位に置き換えて考える方法である.
本論文では, 2 標本, 多標本, 2 次元検定問題について, 分布の同等性検定のための新しい検
定統計量を提案し, その統計量の妥当性について議論する. また, 提案された検定統計量の有効
性をみるために, 様々な分布において, 計算機シミュレーションにより検出力の比較を行なう.
はじめに, 経験分布関数を用いた統計量を, 順位によって近似した 2 標本検定法を紹介する.
2 章では, 分布の同等性検定に関する 2 標本順位統計量を提案する. 実際の場合において, 十分
なデータを得ることは困難であり, 分布を仮定することは容易ではない. そのため, 検定を行な
う際, 位置母数と尺度母数を同時に検定することが必要となる. 3 章では, 位置と尺度の違いを
同時に検定する統計量を提案する. また, 2 標本検定のみならず, 一般の k 標本検定も, 統計学
において重要な問題の一つである. 4 章では, 2 章で提案された検定統計量を多標本検定統計量
へと拡張する. バイオインフォマティックス等の分野において, 2 次元データを扱うことが多く
ある. そこで, 5 章では, 2 次元順位統計量を提案し, その極限分布を導く. 6 章では, 位置母数
族や尺度母数族に対する検定統計量の不偏性について論じる.
2. Tests for Equality of Distributions
この章では, 分布の同等性に関する 2 標本検定問題において, 新しい検定統計量を提案する.
まず, X = (X1, . . . , Xn) と Y = (Y1, . . . , Ym) を分布関数 F (x) と G(y) から得られる大きさ
n と m の無作為標本とする. また, R1 < · · · < Rn と H1 < · · · < Hm を X と Y からの値を
大きさの順に並べた順位とする. このとき, Baumgartner 統計量
B =
1
2
 1
n
n∑
i=1
(Ri − n+mn i)2
i
n+1(1− in+1)m(n+m)n
+
1
m
m∑
j=1
(Hj − m+nm j)2
j
m+1(1− jm+1)n(m+n)m

が提案されている. B 統計量は, 位置の違いに対してWilcoxon 統計量と同等の検出力を得るこ
とができるだけでなく, 尺度の違いに対して Kolmogorov-Smirnov統計量や Crame´r-von Mises
統計量よりも高い検出力を得ることが可能である. B 統計量は順位を用いた検定統計量である.
そこで, Ri と Hj の exact な平均と分散を用いることにより, 修正型 Baumgartner 統計量
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を提案する. また, B 統計量と B∗ 統計量の極限分布は
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で与えられる.
提案された検定統計量の有効性をみる為に, 正規分布, 両側指数分布, ロジスティック分
布, Gumbel 分布, 指数分布に従う乱数においてシミュレーションを行ない, Wilcoxon 統計量,
Kolmogorov-Smirnov 統計量, Crame´r-von Mises 統計量, Anderson-Darling 統計量, B 統計
量, B∗ 統計量で検出力の比較を行なう. 有意水準 5% とし, 標本の大きさは n = m = 10 と
n = 10, m = 5 の場合を扱い, 棄却点は, 本論文の Appendix に記載されているものを用いる.
シミュレーション結果より, 尺度の違いに対しては, B 統計量と B∗ 統計量の検出力は, ほ
ぼ同等であった. 位置の違いに対して, 標本の大きさが等しい場合には, B 統計量と B∗ 統計量
の検出力に差がなかったが, 標本の大きさが等しくない場合において, B 統計量よりも B∗ 統
計量の検出力の方が高かった. また, 他の検定統計量との比較においても, B∗ 統計量の検出力
が, ほぼ同等, もしくは, それ以上の検出力を得ることができる事が明らかとなった. その結果,
B∗ 統計量が強力であることを示した.
3. Tests for Location and Scale Parameters
実際のデータにおいて検定を行なう場合, 特に標本の大きさが小さいときには, 分布の形状
を特定することは非常に困難であり, 我々は位置母数と尺度母数を同時に検定しなければなら
ないことが多く存在する. 尺度母数が変化するとき, 位置母数に対する検定統計量は効果的で
はなく, 位置母数が変化するとき, 尺度母数に対する検定統計量は効果的でない. そのジレンマ
を解決するため, 位置母数の検定統計量と尺度母数の検定統計量を用いた統計量が提案されて
いる. この章では, 2 章で提案された 2 標本検定統計量 B∗ と尺度の違いに対する Mood 統計
量 M の和をとった検定統計量
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を提案する. ここで, E0(·), var0(·), cov0(·) は, 帰無仮説の下での平均, 分散, 共分散を表す.
提案された検定統計量の有効性をみる為に, 2 章で用いた乱数においてシミュレーションを
行ない, Wilcoxon 統計量と Ansari-Bradley 統計量の平方和である Lepage 統計量, B 統計量
と Ansari-Bradley 統計量の平方和をとった検定統計量 LM , そして LB∗ 統計量で検出力の比
較を行なう. 有意水準 5% とし, 標本の大きさは n = m = 10 と n = 10, m = 5 の場合を扱い,
棄却点は, 本論文の Appendix の表に記載されているものを用いる.
シミュレーション結果より, 位置や尺度の違いに対して, LB∗ 統計量は LM 統計量よりも高
い検出力を得た. また, Lepage 統計量は尺度の違いに対して, LB∗ 統計量よりも検出力が高かっ
たが, 大きな差は見られなかった. それ以上に, 位置の違いに対して, LB∗ 統計量は, Lepage 統
計量よりも強い検出力を得ることが判った. その結果, LB∗ 統計量が優れていることが明らか
となった.
4. Generalized Baumgartner Statistic
この章では, 一般の k 標本における分布の同等性検定において有効な検定統計量を提案す
る. まず, {Xij |i = 1, . . . , k, j = 1, . . . , ni} を分布関数 Fi(x) から得られる, 大きさ n1, . . . , nk
の k 個の標本とする. また, Rij は, Xij を大きさの順に並べた順位とする. そのとき, 2 標本
Baumgartner 統計量を一般の k 標本統計量へ拡張すると
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となる. ただし, N = n1 + · · · + nk とする. ここで, Rij の exact な平均と分散を用いること
により, 修正型 k 標本 Baumgartner 統計量
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を提案する.
この検定統計量の有効性をみる為に, 2 章, 3 章と同様の分布に従う乱数においてシミュ
レーションを行ない, Kruskal-Wallis 統計量, k 標本 Kolmogorov-Smirnov 統計量, k 標本
Crame´r-von Mises 統計量, k 標本 Anderson-Darling 統計量, Bk 統計量, B∗k 統計量で検出力
の比較を行なう. 本論文では, k = 3 の場合を取り扱う. 有意水準 5% とし, 標本の大きさは
n1 = n2 = n3 = 10 と n1 = 10, n2 = 7, n3 = 5 とする.
シミュレーション結果より, 標本の大きさが等しくない場合, 位置母数や尺度母数の違いに
対して, B∗k 統計量が Bk 統計量よりも優れていることが示された. 標本の大きさが等しい場合,
位置母数の違いに関しては Bk 統計量と B∗k 統計量の検出力は同等であった. 尺度母数の違いに
おいては, Bk 統計量の方が検出力が高かったが, ほとんど差は見られなかった. また, 尺度母数
の違いに関して, B∗k 統計量は他の検定統計量よりも優れていた. 一般的に, Anderson-Darling
統計量は Kolmogorov-Smirnov 統計量や Crame´r-von Mises 統計量よりも強力であることが知
られているが, B∗k 統計量も k 標本 Anderson-Darling 統計量と同等以上の検出力を得ることが
判った. その結果, B∗k 統計量が有効であることが明らかとなった.
5. Bivariate Rank Test and Limiting Distribution
この章では，多次元データに関する分布の同等性検定問題において，新しい 2 次元検定統
計量を提案する．まず，X =
(
x(1),x(2)
)′ と Y = (y(1),y(2))′ を 2 次元連続分布関数 F (x)
と G(y) から得られる大きさ n と m の無作為標本とする. ただし, x(d)=(xd1, . . . , xdn)′,
y(d)=(yd1, . . . , ydm)
′, d = 1, 2 とし, R(d)1 < · · · < R(d)n と H(d)1 < · · · < H(d)m を標本 X と
Y からの値を大きさの順に並べた順位とする. このとき，2 次元 Baumgartner 統計量を
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とする．また, BM 統計量の極限分布は
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提案された 2 次元検定統計量の有効性をみる為に, 2 次元正規分布, 2 次元両側指数分布, 2
次元ロジスティック分布, 2 次元Gumbel 分布, 2 次元指数分布に従う乱数においてシミュレー
ションを行ない, 2 次元 Wilcoxon 統計量, 2 次元 Crame´r-von Mises 統計量, BM 統計量で検
出力の比較を行なう. 有意水準 5% とし, 標本の大きさは n = m = 5 と n = 8, m = 4 の場合
を扱い, 棄却点は, 本論文の Appendix の表に記載されているものを用いる.
シミュレーション結果より, 標本の大きさが等しくない場合において, 位置の違いに対して
のみ 2 次元 Wilcoxon 統計量の検出力が大きかったが, あまり差は見られなかった. それ以上
に, 他の場合において BM 統計量の検出力が強かった. また, 位置や尺度の違いに対して, BM
統計量は 2 次元 Crame´r-von Mises 統計量よりも検出力が高いことが明らかになった. その結
果, BM 統計量が強力であることを示した.
6. Biased and Unbiased Problem
この章では, 位置母数や尺度母数に関する検定統計量が不偏にならないことを示す. 一般的
に, 片側の Wilcoxon 検定は, 分布の位置母数に対して不偏になるということはよく知られて
いる. 両側 Wilcoxon 検定の仮説を G(x) = F (x − ∆) とし, 帰無仮説は ∆ = 0, 対立仮説は
∆ 6= 0 とする. 標本の大きさが等しくない場合には, 非無作為化両側 Wilcoxon 検定
φ1(X1, · · · , Xm, Y1, · · · , Yn) =
{
1, if X(m) < Y(1) or Y(n) < X(1)
0, otherwise
の検出力関数
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に, 分布関数として指数分布を与えることで, 非不偏になることが示されている. また, 標本の
大きさが等しいときに不偏になるか否かは, 長い間の問題とされてきたが,
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0 if x < 0
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1 if x > 1
を与えることによって, 不偏にならないことを示した. よって, 両側 Wilcoxon 検定は不偏にな
らないことが示された.
次に, 尺度母数の検定である Mood 検定の不偏について述べる. 仮説を G(x) = F (τx) と
し, 帰無仮説では τ = 1, 対立仮説では τ 6= 1 とする. 標本の大きさが偶数のとき, 次のような
検定関数 φ3 を考える.
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そのときの最小有意水準は α3 = 2(m!n!)/(m+ n)! によって与えられる. φ3 の検出力関数は
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となり, Ansari-Bradley 検定や Tamura の Q-検定も同様である. このとき, 分布関数にロジス
ティック分布を代入する. 標本の大きさが m = 4, n = 2 のときの有意水準は 2/15 である. そ
のとき, 1 < τ < 1.3727 の範囲で非不偏となり, τ = 1.17 の点において最小値 0.13073 を取る.
しかしながら, 標本の大きさが m = n = 2 のときの有意水準は 1/3 であるが, 不偏にならな
かった. 結論として, 標本の大きさが等しくない場合には非不偏になることが示された.
