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Abstract
We implement variational techniques and an implicit function theorem to derive constraints on angu-
lar velocity under which we may verify the existence, boundary regularity, and stability of an energy-
minimising family of rotating liquid drops in a neighbourhood of the closed unit ball in Rn+1.
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1. Introduction
The behaviour of an incompressible, rotating liquid drop withdrawn from the action of gravity
and cohered by surface tension was the focus of but one of an astonishing series of experimental
and theoretical explorations by the Belgian mathematician Plateau [28] between 1843 and 1869.
Subsequent analyses of permissible equilibrium configurations for the problem were performed
by Rayleigh [30] and Lichtenstein [24]. In particular, Hölder [21] confirmed in 1926 the existence
of a family of star-shaped three-dimensional drops determined by regular boundary, each member
of which occurs as the unique critical point of an appropriately defined energy functional indexed
by a small angular velocity.
This rotating drop problem considered by Plateau finds an astrophysical analogue through
the examination of gravitational equilibrium in homogeneous, uniformly rotating masses, which
originated in Newton’s treatise on the figure of the earth and was elaborated upon by Maclau-
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578 N. Wilkin-Smith / J. Math. Anal. Appl. 332 (2007) 577–606rin [25]. These investigations inspired work in the 19th and 20th centuries by Jacobi [22],
Riemann, Poincaré [29], Darwin [13], Cartan, Appell [3], and Chandrasekhar [10], amongst oth-
ers.
More recently, resurgent interest in the question of the rotating drop was motivated by the
study of nuclear fission, perhaps exemplified by the conjecture of Bohr and Wheeler that in-
finitesimal liquid drops, under an action of rotation, model heavy atomic nuclei. In 1965,
Chandrasekhar [9] produced a formative description of stability criteria for axisymmetric, three-
dimensional rotating drops enclosing the origin. These results were extended by Brown and
Scriven [7], while Auchmuty [5], Caffarelli and Friedman [8], Friedman and Turkington [14,15],
and Sturzenhecker [34] have further illuminated the case in three dimensions. Moreover, in the
context of fluid dynamics, the study of the Navier–Stokes equations that govern the evolution of
a viscous, incompressible capillary fluid is also of relevance to the problem in dimension three.
Within this setting, the literature of Solonnikov [32,33], Rivkind and Solonnikov [31], Padula
and Solonnikov [26], and Padula [27] posits conditions on angular velocity under which exis-
tence and, in certain cases, stability of equilibrium configurations may be verified.
For rotating drops of arbitrary dimension (n+1), Albano and Gonzalez [1] utilised a measure-
theoretic approach (introduced by De Giorgi) to establish the existence of connected energy
minimisers among sets of finite perimeter whenever angular velocity is sufficiently restricted.
Despite the relatively weak regularity assumptions on its ambient geometric class, such a min-
imiser was demonstrated to possess C1,α boundary, save a possible singular set of Hausdorff
dimension at most (n−7). To account for fixed barycentre in the class of drops under scrutiny, the
techniques employed here extrapolate those of Gonzalez, Massari, and Tamanini [18,19] which
respectively analyse related capillary and isoperimetric problems. Congedo, Emmer, and Gonza-
lez [11], Congedo [12], and Athanassenas [4] have derived analogous results to those of Albano
and Gonzalez in the case of rotating drops with obstacles, where the free boundary formed by
intersection with these obstacles necessitates the inclusion of an additional capillarity term in the
energy functionals under consideration.
In contrast to this formalism, the stability analysis of hypersurfaces with constant mean curva-
ture undertaken by Barbosa and do Carmo [6] furnishes a template from which we may espouse
a more classical variational methodology. In this paper, we deduce from an implicit function
theorem on Banach spaces and the properties of the spherical harmonics the existence of stable
energy minimisers for the problem in a neighbourhood of the closed unit ball in Rn+1.
A remark on notation. The notation employed in the paper is largely self-contained. However,
we shall stipulate here that the set {ei : 1  i  n + 1} denotes the standard orthonormal basis
for Rn+1, while an inner product 〈·,·〉 appearing without an attached subscript should automati-
cally be perceived as representing the Euclidean dot-product. We shall further sum over repeated
indices, unless otherwise noted.
2. The rotating drop near the unit ball
2.1. The rotating drop
In the absence of gravity and for n  2, we examine the behaviour of a compact, connected
liquid drop E ⊂ Rn+1 rotating about the xn+1 axis with constant angular velocity
√
2Ω . We
assume that E has fixed measure, barycentre at the origin, and C3,α boundary for some α ∈ (0,1).
We specify this class of rotating drops and define an appropriate energy functional, with the
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we shall, for mathematical convenience, consider Ω as a parameter over R, before relating our
results to the particular physical case.
Definition 2.1.1. Let the class E be given by
E ∈ E ⇐⇒
⎧⎨⎩E ⊂R
n+1 is compact and connected with |E| = ωn+1;
∂E = M is C3,α; and∫
E
〈x, ei〉dx = 0 ∀i ∈ {1, . . . , n+ 1}.
Then for E ∈ E and fixed Ω ∈R, we encapsulate the global action of surface and kinetic energies
in the functional
FΩ(E) = |M| +
∫
E
fΩ(x)dx (2.1.1)
with fΩ(x) = −Ω|πRnx|2. Here πRn(·) denotes orthogonal projection in Rn+1 onto the (hy-
per)plane xn+1 = 0.
Remark 2.1.2. We observe that E is non-empty, since it contains the closed unit ball B centred at
the origin in Rn+1. Indeed, it may be demonstrated (see [2] or [6], for example) that B provides
a stable, global minimum for the functional F0.
It is important to emphasise that FΩ remains well-defined for any compact, connected
(n + 1)-dimensional subset of Rn+1 with C1 boundary, and we shall make use of this fact in
Section 3.
2.2. The geometry of star-shaped manifolds
Let S(n) be the n-dimensional unit sphere centred at the origin in Rn+1. For arbitrary k ∈ N,
we consider any compact subset F of Rn+1 which is star-shaped about the origin and whose
boundary N is Ck,α . As a consequence of the induced Euclidean topology on F , N is a compact,
connected, Riemannian manifold of dimension n without boundary. For any such manifold, it is
clear that the natural projection πS :N → S determined by
πS(x) = x|x|
is a diffeomorphism. We may therefore uniquely represent N as a strictly positive graph
r ∈ Ck,α(S), which may be explicitly identified with the magnitude of position on N in the
following manner:
r(s) = ∣∣π−1S (s)∣∣.
Definition 2.2.1. Suppose F is a compact subset of Rn+1 that is star-shaped about the origin and
whose boundary N is Ck,α for some k ∈ N. Then we define r ∈ Ck,α(S;R+) to be the (unique)
parametrising function for N whenever it may be endowed with the parametrisation X :S → N ,
given by X(s) = r(s)s. For each k ∈N, we shall denote the class of such parametrising functions
by Rk .
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metrisations X of the type specified above shall be described as star-shaped. In the forthcoming
variational analysis, it shall be convenient to suppress the s variable by composing X and other
geometric quantities on N with respect to the class of parametrising functions. We may now infer
a geometry on any star-shaped N from Definition 2.2.1.
Lemma 2.2.2. Suppose r ∈R1 and the indexing sets to be considered are in direct correspon-
dence with the set of integers {1, . . . , n}. Then the following Riemannian geometry on N may be
induced from S:
gij (r) = r2gij (s)+ ∇i r∇j r
are the components of the metric on N ;
gij (r) = 1
r2
(
gij (s)− g
ik(s)gjl(s)∇kr∇lr
r2 + |∇Sr|2
)
are the components of the inverse metric on N ;
ν(r) = 1√
r2 + |∇Sr|2
(
rs − ∇Sr)
is the outward oriented unit normal vectorfield on N ; and
μr = rn−1
√
r2 + ∣∣∇Sr∣∣2
is the measure on N . If we further stipulate that r ∈R2, then the components of the Riemannian
connection on N are given by Γ kij (r) = gkm(r)Γimj (r), where
Γimj (r) = Γ lij (s)
(
r2glm(s)+ ∇lr∇mr
)+ ∇i∇Sj r∇mr
+ r(gjm(s)∇i r + gim(s)∇j r − gij (s)∇mr).
We may now express the parametrisation X introduced in Definition 2.2.1 with respect to the
metric on N .
Corollary 2.2.3. Suppose r ∈R1. Then the geometry on N allows the representation
X(r) = r(√1 − ∣∣∇Nr∣∣2ν(r)+ ∇Nr).
For η ∈ C1(N;R), here we define ∇Nη to be the tangential gradient of η with respect to N ,
given explicitly in local coordinates by
∇Nη = gij (r) ∂
∂sj
(η ◦X)∂X
∂si
= gij (r)∇j η ∂X
∂si
.
Proof. We may employ Lemma 2.2.2 to write X as a linear combination of its normal and
tangential components over N :
X = r
2√
2 S 2
ν(r)+ r∇Nr.r + |∇ r|
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Lemma 2.2.2,∣∣∇Sr∣∣2 = r2|∇Nr|2
1 − |∇Nr|2 ⇒
r√
r2 + |∇Sr|2 =
√
1 − ∣∣∇Nr∣∣2,
from which we obtain the desired result. 
Given this formulation for X, we may derive the second fundamental form and related geomet-
ric quantities on N . Henceforth we shall work in the induced geometry on N , unless otherwise
noted.
Lemma 2.2.4. Suppose r ∈R2. Then the second fundamental form on N may be expressed:
hij (r) = 1
r
√
1 − |∇Nr|2
(
gij (r)− ∇i r∇j r − r∇i∇Nj r
)
.
Proof. We observe that
∇i∇j |X|2 = ∇i∇j r2 = 2(∇i r∇j r + r∇i∇j r),
where, conversely,
∇i∇j |X|2 = 2
(
gij − 〈X,ν〉hij
)= 2(gij − r√1 − |∇r|2hij ).
Here we have used the Gauss–Weingarten relations in conjunction with Corollary 2.2.3. The
result then follows through substitution and rearrangement. 
We may now calculate the trace and square of the tensor norm of (hij (r)) to elicit the ensuing
corollary.
Corollary 2.2.5. Suppose r ∈R2. Then the mean curvature and square of the norm of the second
fundamental form on N are respectively given by
H(r) = 1
r
√
1 − |∇Nr|2
(
n− ∣∣∇Nr∣∣2 − r
Nr) (2.2.1)
and
‖A‖2(r) = 1
r2(1 − |∇Nr|2)
(
n+ ∣∣∇Nr∣∣4 + r2∥∥(∇i∇Nj r)∥∥2
− 2∣∣∇Nr∣∣2 − 2r
Nr + 2r(∇i∇jNr)[∇Nr,∇Nr]). (2.2.2)
3. A variational approach
3.1. The first variation of energy
We shall now confine our attention to the star-shaped subclass of E , where the barycentric-
ity condition prescribed by Definition 2.1.1 ensures that each such drop encloses the origin. In
order to commence our variational analysis, we must recalibrate our functional FΩ to reflect
the particular construction explicated in Section 2.2. To simplify this endeavour, we confirm the
following lemma.
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class C1. Then, for each i ∈N with 1 i  n+ 1,
|F | = 1
n+ 1
∫
N
〈X,ν〉dμ,
∫
F
〈x, ei〉dx = 1
n+ 2
∫
N
〈X,ei〉〈X,ν〉dμ,
and ∫
F
〈x, ei〉2 dx = 1
n+ 3
∫
N
〈X,ei〉2〈X,ν〉dμ.
Proof. In analogy with the preamble to Definition 2.2.1, we surmise that N is a codimension 1,
C1 Riemannian manifold without boundary. We next observe that divRn+1 X = n + 1 for the
vectorfield X associated with position vector x ∈ Rn+1 and apply the divergence theorem in
each case, where we have noted that, for any i with 1 i  n+ 1,
divRn+1
(〈X,ei〉X)= 〈Dx〈X,ei〉,X〉+ 〈X,ei〉divRn+1 X = (n+ 2)〈X,ei〉
and
divRn+1
(〈X,ei〉2X)= 〈Dx〈X,ei〉2,X〉+ 〈X,ei〉2 divRn+1 X = (n+ 3)〈X,ei〉2. 
Under the assumption that our drops are star-shaped, we may now reinterpret Definition 2.1.1.
Definition 3.1.2. Let the class R of parametrising functions for star-shaped M be given by
ρ ∈R ⇐⇒
⎧⎪⎨⎪⎩
1
n+1
∫
M
〈X(ρ), ν(ρ)〉dμ = ωn+1;
ρ ∈R3; and∫
M
〈X(ρ), ei〉〈X(ρ), ν(ρ)〉dμ = 0 ∀i ∈ {1, . . . , n+ 1}.
Then for ρ ∈ R and fixed Ω , we may reformulate the energy functional FΩ corresponding to
the rotating drop problem:
FΩ(ρ) = |M| + 1
n+ 3
∫
M
fΩ(ρ)
〈
X(ρ), ν(ρ)
〉
dμ. (3.1.1)
Here fΩ(ρ) = −Ω|πRnX(ρ)|2 is the restriction of fΩ(x) to M .
Remark 3.1.3. We observe that 1 ∈R. Therefore, for each k ∈ {1,2,3}, R is a non-empty subset
of Rk . Indeed, pursuant to Remark 2.1.2, the function ρ ≡ 1 provides a stable, global minimum
for the functional F0 (we may again cite [2] or [6] to justify this assertion).
Once again, it is important to note that the functional FΩ is well-defined for any strictly
positive element of C1(S). With the intention of implementing a Lagrange multiplier argument,
we shall now define a functional on the class R1 which permits variation of the isoperimetric
constraints specified in Definition 3.1.2.
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determined. Then we define the functional GΩ :R1 →R in the following manner:
GΩ(r) = |N | + 1
n+ 3
∫
N
fΩ(r)
〈
X(r), ν(r)
〉
dμ+ βiCi (r). (3.1.2)
Here the functionals Ci :R1 →R are given by
Ci (r) =
⎧⎨⎩
1
(n+1) 32
∫
N
〈X(r), ν(r)〉dμ, i = 0; and
1
n+2
∫
N
〈X(r), ei〉〈X(r), ν(r)〉dμ ∀i ∈ {1, . . . , n+ 1}.
We shall contextualise our variations of GΩ with respect to Fréchet differentiation in the
variable ρ ∈ R, when evaluated over a class of test functions on S whose regularity shall be
chosen according to the requirements of the associated operation. In particular, for m ∈ N with
η ∈ Cm,α(S) and p = min{3,m}, we consider perturbations of the form r = ρ + η which persist
in the class Rp . Since the sets Rk are open, this construction is clearly permissible. To facilitate
simplicity of exposition, we shall in general represent these variations with respect to the para-
metrisation X in the induced geometry on M . While the existence of these Fréchet derivatives
is dependent upon the topology of the Hölder spaces, in contrast to the topology-independent
formulation intrinsic to classical techniques, we require precisely this methodology at various
junctures throughout the paper. Despite this distinction in formalism, the two approaches are
equivalent when sufficient care is taken to clarify the domain over which our class of test func-
tions is defined.
We recall that our ultimate ambition is to minimise the functional FΩ within the class R.
When considered as elements of the set Rk for k ∈ {1,2,3}, variations of ρ ∈R will be denoted
volume-preserving if they fix volume, or barycentre-preserving if they fix barycentre. Clearly,
any strictly positive perturbation of ρ determined by an element of C3,α(S) which satisfies both
of these conditions remains in the class R.
Lemma 3.1.5. Suppose ρ ∈ R and η ∈ C1,α(S). Then the Fréchet derivative of X(ρ) may be
written:
∂X(ρ)[η] = ηs.
Proof. Since ρ ∈ C1,α(S), it is clear that the identity operator ∂ρ :C1,α(S) → C1,α(S) given
by ∂ρ[η] = η is the Fréchet derivative of ρ (whenever ρ + η ∈ R1). The result now follows
immediately from Definition 2.2.1. 
We may therefore invoke Lemma 2.2.2 to compute the normal component of the variation
vector ∂X(ρ)[η].
Corollary 3.1.6. Suppose ρ ∈R and η ∈ C1,α(S). Then〈
∂X(ρ)[η], ν(ρ)〉= ηρ√
ρ2 + |∇Sρ|2 = η
√
1 − ∣∣∇Mρ∣∣2.
For convenience, we shall employ prime notation to denote Fréchet differentiation in the gen-
eral setting.
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M is given by
∂μρ[η] = divM
(
∂X(ρ)[η])μρ.
Proof. We have
(
√
g )′ = 1
2
√
ggij g′ij =
1
2
√
ggij
(〈
∂X′
∂si
,
∂X
∂sj
〉
+
〈
∂X
∂si
,
∂X′
∂sj
〉)
= div(X′)√g,
from which we infer that μ′ρ = div(X′)μρ , as required. 
The ensuing corollary is a consequence of the divergence theorem.
Corollary 3.1.8. Suppose ρ ∈R and η ∈ C1,α(S). Then
∂|M|[η] =
∫
M
H(ρ)
〈
∂X(ρ)[η], ν(ρ)〉dμ.
The following technical lemma shall simplify our exposition of the variational process.
Lemma 3.1.9. Suppose ρ ∈R and η ∈ C1,α(S). Then〈
X(ρ), ∂ν(ρ)[η]〉= 〈∂X(ρ)[η],∇M 〈X(ρ), ν(ρ)〉〉+ n〈∂X(ρ)[η], ν(ρ)〉
− divM
(〈
∂X(ρ)[η], ν(ρ)〉X(ρ)).
Proof. We first note that ν′ ∈ TxM for each x ∈ M . Hence we may write ν′ as a linear combi-
nation of tangent vectors, then utilise the orthogonality of the tangent and normal spaces on M
together with the Gauss–Weingarten relations to ascertain that
ν′ = gij
〈
ν′, ∂X
∂si
〉
∂X
∂sj
= gijhki
〈
X′, ∂X
∂sk
〉
∂X
∂sj
− ∇〈X′, ν〉.
Therefore, after some manipulation of the indices attached to the Weingarten map and a further
application of the Gauss–Weingarten relations, we discern that
〈X,ν′〉 = 〈X′,∇〈X,ν〉〉− 〈X,∇〈X′, ν〉〉.
Now 〈X,∇〈X′, ν〉〉 = div(〈X′, ν〉X) − n〈X′, ν〉. This implies our intended result after substitu-
tion. 
We now Fréchet differentiate quantities pertinent to volume and barycentricity that will permit
us to both evaluate the first variation of GΩ and establish analogous conditions on our class of
test functions at an appropriate juncture.
Corollary 3.1.10. Suppose ρ ∈R and η ∈ C1,α(S). Then
∂C0(ρ)[η] = 1√
n+ 1
∫
M
〈
∂X(ρ)[η], ν(ρ)〉dμ,
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∂Ci (ρ)[η] =
∫
M
〈
X(ρ), ei
〉〈
∂X(ρ)[η], ν(ρ)〉dμ.
Proof. By Definition 3.1.2, Lemmas 3.1.7, 3.1.9, and the divergence theorem, we may compute
that
(n+ 1) 32C ′0 =
∫
M
(〈X′, ν〉 + 〈X,ν′〉 + 〈X,ν〉div(X′))dμ = (n+ 1)∫
M
〈X′, ν〉dμ,
as required. Similarly, for each i with 1 i  n+ 1,
(n+ 2)C ′i =
∫
M
(〈X,ν〉〈X′, ei〉 + 〈X,ei〉(〈X′, ν〉 + 〈X,ν′〉 + 〈X,ν〉div(X′)))dμ
=
∫
M
(〈X,ν〉〈X′, ei〉 + (n+ 1)〈X,ei〉〈X′, ν〉 + 〈X,∇〈X,ei〉〉〈X′, ν〉
− 〈X,ν〉〈X′,∇〈X,ei〉〉)dμ.
At any point x ∈ M , we now note that through orthogonal projection onto the tangent plane TxM
we may write
∇〈X,ei〉 = Dx〈X,ei〉 −
〈
Dx〈X,ei〉, ν
〉
ν = ei − (ei)⊥.
We therefore obtain our second result after substitution and rearrangement. 
Before we calculate the first variation of GΩ over R, we must state a final lemma.
Lemma 3.1.11. Suppose ρ ∈R and η ∈ C1,α(S). Then the Fréchet derivative of fΩ(ρ) is given
by
∂fΩ(ρ)[η] =
〈
∂X(ρ)[η],DxfΩ(ρ)
〉= −2Ω 〈∂X(ρ)[η],πRnX(ρ)〉.
We now define a matrix of L2 inner products which shall prove crucial to analysis performed
throughout this paper.
Definition 3.1.12. Suppose r ∈R1 and Zr = {ζi(r) ∈ C1,α(S): i ∈ {0, . . . , n+1}} is the linearly
independent set in L2(N) given by
ζi(r) =
{
1√
n+1 , i = 0; and
〈X(r), ei〉 ∀i ∈ {1, . . . , n+ 1}.
Then, for each r ∈ R1, we define (Mij (r)) to be the symmetric, invertible (n + 2) × (n + 2)
matrix whose components are determined by the following inner products:
Mij (r) = 〈ζi, ζj 〉L2(N).
In the usual manner, the inverse of (Mij (r)) shall be denoted by (Mij (r)).
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the mutually orthogonal (in L2(S)) sets {ζ0(1)} and {ζi(1): 1 i  n + 1} comprise respective
orthogonal bases forHn+10 andHn+11 , whereHn+1l is the set of all spherical harmonics of degree
l ∈N∪ {0}. Thus, we may again cite [20, Lemma 3.2.3] to ascertain that
Mij (1) = |S|
n+ 1δij . (3.1.3)
Proposition 3.1.14. Suppose ρ ∈ R and η ∈ C1,α(S). Then the first variation of the functional
GΩ may be expressed in the following manner:
∂GΩ(ρ)[η] =
∫
M
(
H(ρ)+ fΩ(ρ)+ βiζi(ρ)
)〈
∂X(ρ)[η], ν(ρ)〉dμ.
Proof. We utilise (3.1.2) in conjunction with Corollaries 3.1.8 and 3.1.10 to determine that
G ′Ω =
∫
M
(
H + βiζi
)〈X′, ν〉dμ+ 1
n+ 3
( ∫
M
fΩ〈X,ν〉dμ
)′
.
Furthermore, by employing Lemmas 3.1.7, 3.1.9, and 3.1.11 in conjunction with the divergence
theorem, we discover that( ∫
M
fΩ 〈X,ν〉dμ
)′
=
∫
M
(
f ′Ω 〈X,ν〉 + fΩ
(〈X′, ν〉 + 〈X,ν′〉 + 〈X,ν〉divX′))dμ
= (n+ 3)
∫
M
fΩ 〈X′, ν〉dμ.
The result now follows directly through substitution. 
For arbitrary ρ ∈R, we have therefore computed the first variation of GΩ with respect to pos-
itive C1,α variations which are otherwise unrestricted. In analogy with the method of Lagrange
multipliers, we are inspired by [6, Proposition 2.7] to establish conditions under which critical
points of the functionals FΩ and GΩ coincide over R.
Proposition 3.1.15. Suppose ρ ∈ R and ψ,η ∈ C1,α(S). Then the following statements are
equivalent:
(1) ∂FΩ(ρ)[ψ] = 0 for each volume- and barycentre-preserving variation of ρ.
(2) ∂GΩ(ρ)[η] = 0 for each variation of ρ.
(3) H(ρ)+ fΩ(ρ)+ βiζi(ρ) ≡ 0.
Proof. (1) ⇒ (2): Suppose ∂FΩ(ρ)[ψ] = 0 for any volume- and barycentre-preserving varia-
tion of ρ. Moreover, for each j ∈ {0, . . . , n+ 1}, let
ηj =
√
ρ2 + |∇Sρ|2
ρ
ζj (ρ).
The C2,α(S) regularity of each ηj ensures that we may find sufficiently small δ > 0 such that the
(n + 2) variations of ρ determined by the set {δηj } remain in the class R1. We may therefore
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n+ 1},
∂Ci (ρ)[δηj ] = δMij (ρ).
Thus the matrix (∂Ci (ρ)[δηj ]) is non-singular, and, since S has no boundary where we have
considered only positive C1,α(S) variations of ρ, we may cite [16, Theorem 2.1.2] to surmise
that there exists a set of Lagrange multipliers {γ i ∈ R: i ∈ {0, . . . , n + 1}} such that the func-
tional F ∗Ω = FΩ + γ iCi possesses an unrestricted critical point at ρ. More precisely, for each
η ∈ C1,α(S) furnishing a variation of ρ which stays in the class R1,
∂F ∗Ω(ρ)[η] = ∂FΩ(ρ)[η] + γ i∂Ci (ρ)[η] = 0.
Since the set {βi} introduced in Definition 3.1.4 was arbitrary, we may, without loss of generality,
take F ∗Ω ≡ GΩ to infer our intended result.
(2) ⇒ (3): Suppose, by way of contradiction, that ∂GΩ(ρ)[η] = 0 for any variation of ρ,
yet there exists s0 ∈ S such that H(ρ(s0)) + fΩ(ρ(s0)) + βiζi(ρ(s0)) = 0. Now, for fixed Ω ,
(H(ρ) + fΩ(ρ) + βiζi(ρ)) ∈ C1,α(S). Therefore, by recalling Corollary 3.1.6, we may again
find sufficiently small δ > 0 such that the function ξ ≡ 0 ∈ C1,α(S) given by
ξ = δ(H(ρ)+ fΩ(ρ)+ βiζi(ρ))√ρ2 + |∇Sρ|2
ρ
determines a variation of ρ which is strictly positive. Hence we may write
0 = ∂GΩ(ρ)[ξ ] = δ
∫
M
(
H + fΩ + βiζi
)2
dμ > 0,
from which we derive a contradiction. Thus H(ρ)+ fΩ(ρ)+ βiζi(ρ) ≡ 0.
(3) ⇒ (1): Suppose H(ρ) + fΩ(ρ) + βiζi(ρ) ≡ 0 and ψ ∈ C1,α(S). Then, by employing
(3.1.1), (3.1.2), Lemma 3.1.1, Corollary 3.1.10, and Definition 3.1.12 we discern (by abuse of
notation) that
∂FΩ(ρ)[ψ] = −
(
β0√
n+ 1∂|E|[ψ] + β
i∂
( ∫
E
〈x, ei〉dx
)
[ψ]
)
.
Clearly, the quantity on the right-hand side of this equation vanishes whenever ψ determines a
volume- and barycentre-preserving variation of ρ. 
For perturbations of ρ ∈ R that remain in the class R1, we now distinguish in notation the
critical points of our functional GΩ .
Definition 3.1.16. With respect to variations in the class R1, we shall denote critical points of
the functional GΩ by  ∈R, and by M˜ the manifolds with corresponding parametrisation X().
While the Lagrange multiplier theorem cited in the proof of Proposition 3.1.15 ensures that it
is sufficient to consider the set {βi} constant with respect to the first variation of energy, we shall
require more precision in our evaluation of the second variation. We therefore specify the set of
Lagrange multipliers at critical points of GΩ .
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with 0 i  n+ 1,
βi = −Mij ()〈(H + fΩ), ζj 〉L2(M˜).
Proof. By Definition 3.1.16, ∂GΩ()[η] = 0 for any η ∈ C1,α(S) that determines a variation of 
in the classR1. In particular, for any i ∈ {0, . . . , n+ 1}, we may find δ > 0 such that the function
ξ i ≡ 0 ∈ C1,α(S) given by
ξ i = δMij ()ζj ()
√
2 + |∇S|2

permits a strictly positive perturbation of . We then recall Corollary 3.1.6 and Definition 3.1.12
to deduce that
0 = ∂GΩ()
[
ξ i
]= δ(Mij ()〈(H + fΩ), ζj 〉L2(M˜) + βi).
This implies our desired result. 
We may now combine Proposition 3.1.15 and Lemma 3.1.17 to determine the Euler–Lagrange
equation for the rotating drop problem.
Corollary 3.1.18. Suppose  ∈ R is a critical point of the functional GΩ . Then the Euler–
Lagrange equation for the rotating drop problem is given by
H()+ fΩ() = Mij ()
〈
(H + fΩ), ζj
〉
L2(M˜)ζi(). (3.1.4)
The existence and higher regularity of solutions to the Euler–Lagrange equation shall be ad-
dressed in Section 4.
3.2. The second variation of energy
To compute the second variation of the functional GΩ , we now consider test functions in the
higher regularity class C2,α(S). We must first prove the following result.
Lemma 3.2.1. Suppose ρ ∈ R and η ∈ C2,α(S). Then the Fréchet derivative of H(ρ) may be
written:
∂H(ρ)[η] = −
M 〈∂X(ρ)[η], ν(ρ)〉− 〈∂X(ρ)[η], ν(ρ)〉‖A‖2(ρ)+ 〈∂X(ρ)[η],∇MH(ρ)〉.
Proof. With the assistance of the Gauss–Weingarten relations and by observing that gij =
gikgjlgkl , we discern that
H ′ = (gij )′hij + gijh′ij
= −gikgjlg′klhij + gij
(〈
∂X′
∂si
,
∂ν
∂sj
〉
+
〈
∂X
∂si
,
∂ν′
∂sj
〉)
= gij
(〈
∂X
∂si
,
∂ν′
∂sj
〉
−
〈
∂X′
∂si
,
∂ν
∂sj
〉)
.
As in the proof of Lemma 3.1.9, we have ν′ = gij 〈ν′, ∂X 〉 ∂X = −gij 〈ν, ∂X′ 〉 ∂X . Thus
∂si ∂sj ∂si ∂sj
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∂X
∂si
,
∂ν′
∂sj
〉
= ∂
∂sj
〈
∂X
∂si
, ν′
〉
−
〈
∂2X
∂si∂sj
, ν′
〉
= −∇j
〈
∂X′
∂si
, ν
〉
= −∇i∇j 〈X′, ν〉 + ∇j
(
hmi
〈
X′, ∂X
∂sm
〉)
= −∇i∇j 〈X′, ν〉 + gmk∇k(hij )
〈
X′, ∂X
∂sm
〉
+ hmi∇j
〈
X′, ∂X
∂sm
〉
= −∇i∇j 〈X′, ν〉 + 〈X′,∇hij 〉 +
〈
∂X′
∂sj
,
∂ν
∂si
〉
− hmihjm〈X′, ν〉.
Here we have again utilised the Gauss–Weingarten relations in conjunction with the Codazzi
equations. We then obtain our intended result after substitution and contraction over the inverse
metric. 
In the context of our particular parametrisation for star-shaped M , we now explicitly define
a class of variational test functions whose properties may be deduced from the geometry of the
class R.
Definition 3.2.2. Suppose ρ ∈R and k ∈N∪ {0}. Then we define the class N kM on M by
η ∈N kM ⇐⇒
{
η ∈ Ck,α(M); and
〈η, ζi〉L2(M) = 0 ∀ζi(ρ) ∈Zρ.
Remark 3.2.3. With respect to the L2(S) topology, we ascertain from the characterisation of the
spherical harmonics that N kS lies in the orthogonal complement of Hn+10 ∪Hn+11 [20, Theo-
rem 3.2.1 and Lemma 3.2.3]. More generally, for k ∈ {0,1,2,3} we claim that N kM is non-trivial
for each ρ ∈R, since Ck,α(M) is a dense, infinite-dimensional subspace of L2(M) in which we
can certainly find non-zero functions which are orthogonal to the span of Zρ . Indeed, for any
ψ ∈ Ck,α(M) not contained in the span of Zρ , we may employ the Gram–Schmidt process to
assert that the function
η = ψ −Mij (ρ)〈ψ,ζi〉L2(M)ζj (ρ)
is an element of N kM .
It is evident from inspection that N kM is a closed, linear subspace of Ck,α(M). We may there-
fore propound the following lemma.
Lemma 3.2.4. For each k ∈N∪ {0}, N kM is a Banach subspace of Ck,α(M).
We note that, for k ∈ {1,2} and any η ∈ Ck,α(S) determining a star-shaped variation of X(ρ),
〈∂X(ρ)[η], ν(ρ)〉 ∈ Ck,α(M) as a consequence of Corollary 3.1.6 and the relationship between
the geometries of S and M connoted by Lemma 2.2.2. Hence, we obtain the ensuing lemma from
Corollary 3.1.10 and Definition 3.1.12.
Lemma 3.2.5. Suppose ρ ∈R and η ∈ Ck,α(S) for some k ∈ {1,2}. Then η determines a volume-
and barycentre-preserving variation of ρ precisely when 〈∂X(ρ)[η], ν(ρ)〉 ∈N k .M
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solutions of the Euler–Lagrange equation.
Proposition 3.2.6. Suppose  ∈ R is a solution of the Euler–Lagrange equation (3.1.4) and
η ∈ C2,α(S) with 〈∂X()[η], ν()〉 ∈ N 2
M˜
. Then, whenever we adhere to the convention that
e0 = 0,
∂2GΩ()[η,η] =
∫
M˜
∣∣∇M˜ 〈∂X()[η], ν()〉∣∣2 dμ− ∫
M˜
(‖A‖2()+ 2Ω 〈πRnX(), ν()〉
+Mij ()〈(H + fΩ), ζj 〉L2(M˜)〈ν(), ei 〉)〈∂X()[η], ν()〉2 dμ.
Proof. By invoking Proposition 3.1.14 and Lemma 3.1.17, we discern that for any variation of 
which remains star-shaped about the origin,
G ′Ω() =
∫
M˜
(
H + fΩ −Mij
〈
(H + fΩ), ζj
〉
L2(M˜)ζi
)〈X′, ν〉dμ.
More generally, we observe that X′′ = 0 for any variation of ρ ∈ R while employing Lem-
mas 3.1.7 and 3.2.1 to discover that( ∫
M
(
H + fΩ −Mij
〈
(H + fΩ), ζj
〉
L2(M)ζi
)〈X′, ν〉dμ)′
= −
∫
M
(

〈X′, ν〉 + 〈X′, ν〉‖A‖2 − 〈X′,∇H 〉 − 〈X′,DxfΩ 〉
)〈X′, ν〉dμ
− (Mij 〈(H + fΩ), ζj 〉L2(M))′ ∫
M
ζi〈X′, ν〉dμ
−Mij 〈(H + fΩ), ζj 〉L2(M) ∫
M
ζ ′i 〈X′, ν〉dμ
+
∫
M
(
H + fΩ −Mij
〈
(H + fΩ), ζj
〉
L2(M)ζi
)(〈X′, ν′〉 + 〈X′, ν〉div(X′))dμ.
In particular, at the critical point  we utilise Lemma 3.1.11, Corollary 3.1.18, Definition 3.2.2,
and the divergence theorem to compute that, whenever 〈X′, ν〉 ∈N 2
M˜
,
G ′′Ω() =
∫
M˜
∣∣∇〈X′, ν〉∣∣2 dμ− ∫
M˜
(‖A‖2 + 2Ω〈πRnX, ν〉)〈X′, ν〉2 dμ
−Mij 〈(H + fΩ), ζj 〉L2(M˜) ∫
M˜
〈ν, ei〉〈X′, ν〉2 dμ.
Here we have recalled both the computation which completes the proof of Corollary 3.1.10, and
the characterisation of the set Z implied by Definition 3.1.12, to again note that ∇ζi = ei −(ei)⊥
for each i ∈ {0, . . . , n+ 1}, subject to the stipulation that e0 = 0. 
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4.1. Existence of solutions
We may now invoke an implicit function theorem on Banach spaces to determine the existence
of solutions to the Euler–Lagrange equation in a neighbourhood of ρ ≡ 1. In the statement of the
theorem and throughout its proof we shall unsuppress the parameter Ω attached to the forcing
term fΩ .
Theorem 4.1.1. Suppose the functional G :R ⊗R→ C1,α(S) is given by
G(ρ,Ω) = H(ρ)+ f (ρ,Ω)−Mij (ρ)〈(H(ρ)+ f (ρ,Ω)), ζj (ρ)〉L2(M)ζi(ρ).
Then there exist a neighbourhood O of 0 in R and an ε > 0 such that the equation G(ρ,Ω) = 0
is solvable for each Ω ∈O with solution ρ =  ∈ Bε(1) ⊂R.
Proof. We show that G satisfies the hypotheses of an implicit function theorem on Banach
spaces (see, for example, [17, Theorem 17.6] or [23, Theorem 14.2.1]) at the point (ρ,Ω) =
(1,0). In particular, we claim that:
(1) We may parametrise R as a Banach manifold over N 3S ;
(2) G(1,0) ≡ 0;
(3) G is continuously Fréchet differentiable at (1,0);
(4) The partial Fréchet derivative of G with respect to ρ is invertible at (1,0).
We prove each of these conditions separately.
(1) We assert that there exists a local C1 diffeomorphism between R and the open ball of
radius 1 centred at 0 in N 3S , which (in the usual manner) we shall denote by B1(0). For
convenience, we may now utilise Lemma 2.2.2 and Corollary 2.2.3 in conjunction with Defi-
nitions 2.2.1 and 3.1.2 to express the class R with respect to the geometry on S:
ρ ∈R ⇐⇒
⎧⎪⎨⎪⎩
∫
S
ρn+1ζ0(1) dσ = |S|√
n+1 ;
ρ ∈R3; and∫
S
ρn+2ζi(1) dσ = 0 ∀i ∈ {1, . . . , n+ 1}.
We define the map F :B1(0) →R3 in the following manner:
F(ψ) =
( ∫
–
S
(ψ + 1) n+1n+2 dσ
) −1
n+1
(ψ + 1) 1n+2 . (4.1.1)
We observe that F(0) = 1 and, more generally, we may invoke the properties of both N 3S de-
termined by Definition 3.2.2 and the spherical harmonics (of degree 0 and 1) specified by [20,
Theorem 3.2.1 and Lemma 3.2.3] to confirm that the image of F is contained in R. Now, for
each ψ ∈ B1(0), the Fréchet derivative ∂F (ψ) :N 3S → C3,α(S) is given by
∂F (ψ)[ξ ] = 1
(n+ 2)
(( ∫
– (ψ + 1) n+1n+2 dσ
) −1
n+1
(ψ + 1)−(n+1)n+2 ξ
S
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( ∫
–
S
(ψ + 1) n+1n+2 dσ
)−(n+2)
n+1 ∫
–
S
(ψ + 1) −1n+2 ξ dσ
)
= 1
(n+ 2)
∫
–
S
(
F(ψ)
)n+2
dσ
(
ξ
(F (ψ))n+1
− F(ψ)
∫
–
S
ξ
F (ψ)
dσ
)
. (4.1.2)
Here we have employed (4.1.1) in conjunction with Definition 3.2.2. The coefficients of the linear
operator are well-defined, as F is strictly positive and ψ ∈ C3,α(S). We then deduce that, for any
ξ ∈N 3S with δ = infS F (ψ),∥∥∂F (ψ)[ξ ]∥∥
C3,α(S) C
(
n, δ,‖ψ‖C3,α(S)
)‖ξ‖C3,α(S).
Hence F is a C1 map.
By recalling that F(ψ) ∈ R, it is a simple matter to demonstrate that the image of ∂F (ψ)
maps to the following Banach subspace of C3,α(S):
η ∈ B3F(ψ) ⇐⇒
⎧⎨⎩
∫
S
η(F (ψ))nζ0(F (0)) dσ = 0;
η ∈ C3,α(S); and∫
S
η(F (ψ))n+1ζi(F (0)) dσ = 0 ∀i ∈ {1, . . . , n+ 1}.
Upon examination of the preceding reformulation of R, it is evident that B3
F(ψ)
contains all
test functions η ∈ C3,α(S) corresponding to volume- and barycentre-preserving variations of
ρ = F(ψ). It is now sufficient to prove that, for each ψ ∈ B1(0), ∂F (ψ) :N 3S → B3F(ψ) is an iso-
morphism. Suppose, by way of contradiction, that ξ ∈ ker(∂F (ψ)), yet ξ ≡ 0. Then, by (4.1.2),
ξ = (F(ψ))n+2 ∫–
S
ξ
F (ψ)
dσ ⇒
∫
S
ξ
F (ψ)
dσ = 0.
However, ξ ∈N 3S where F is strictly positive on B1(0), and we may again utilise Definition 3.2.2
to compute
0 =
∫
S
ξ dσ =
( ∫
S
(
F(ψ)
)n+2
dσ
)( ∫
–
S
ξ
F (ψ)
dσ
)
= 0.
Thus we derive a contradiction, from which we infer that ker(∂F (ψ)) is trivial and ∂F (ψ) is
injective. Suppose now that η ∈ B3
F(ψ)
and define ξ ∈ C3,α(S) by
ξ = (n+ 2)(F (ψ))
n+1
−
∫
S
(F (ψ))n+2 dσ
(
η − F(ψ)∫
S
(F (ψ))n+2 dσ
∫
S
η
(
F(ψ)
)n+1
dσ
)
.
Then ξ ∈N 3S with ∂F (ψ)[ξ ] = η, and ∂F (ψ)[ξ ] is surjective. By the inverse mapping theorem
(see, for example, [23, Theorem 14.1.2] or [35, Theorem 4.1]), F is a local diffeomorphism of
class C1 at each ψ ∈ B1(0), from which we surmise that B1(0) is locally diffeomorphic to R.
We may therefore explicitly parametrise R as a Banach manifold over N 3S through composition
with the Banach manifold B1(0).
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M with the diffeomorphism F . We recollect that F(0) = 1, where H(1) = n and f (1,0) = 0.
Thus
G
(
F(0),0
)= n(1 − √n+ 1ζ0(F(0)))= 0.
Here we have employed the properties of the matrix (Mij (1)) whilst observing that ζ0(1) =
1√
n+1 , in accordance with Definition 3.1.12.
(3) In the following exposition we shall denote partial Fréchet differentiation in the variables
ψ ∈ B1(0) and Ω ∈R by the respective subscripts 1 and 2. Suppose ψ ∈ B1(0) and ξ ∈N 3S . We
note that the analysis of Section 3 was contingent only upon the determination of the variation
vector corresponding to the parametrisation X. If we replace this quantity by ∂1X(F(ψ))[ξ ],
then we may, without loss of generality, use Lemmas 3.1.11 and 3.2.1 to compute the partial
Fréchet derivative of G(F(ψ),Ω) with respect to ψ . Here all geometric quantities are calculated
with respect to the metric on M and, by abuse of notation, we shall suppress the composition to
enable a more concise explication:
∂1G
(
F(ψ),Ω
)[ξ ] = G1 = −
〈X1, ν〉 − 〈X1, ν〉‖A‖2 + 〈X1,∇H 〉 + 〈X1,Dxf 〉
− (Mij 〈(H + f ), ζj 〉L2ζi)1. (4.1.3)
In the ensuing calculations, we shall again adhere to the convention that e0 = 0. To compute the
partial Fréchet derivative of the final quantity appearing on the right-hand side of (4.1.3), we
first observe that Mij = MikMjlMkl . Hence, we may proceed by employing Definition 3.1.12,
Lemma 3.1.7, and the divergence theorem:(
Mij
)
1
= −MikMjl
∫
M
(
ζk〈ν, el〉 + ζl〈ν, ek〉 +Hζkζl
)〈X1, ν〉dμ. (4.1.4)
Furthermore, we may again cite Definition 3.1.12, Lemmas 3.1.7, 3.1.11, and 3.2.1 in conjunc-
tion with the divergence theorem to determine that(〈
(H + f ), ζj
〉
L2
)
1
= −
∫
M
(

ζj + ‖A‖2ζj − 〈Dxf, ν〉ζj
)〈X1, ν〉dμ
+
∫
M
(H + f )(〈ν, ej 〉 +Hζj )〈X1, ν〉dμ. (4.1.5)
We combine (4.1.3)–(4.1.5) to discern that
G1 = −
〈X1, ν〉 − 〈X1, ν〉‖A‖2 + 〈X1,∇H 〉 + 〈X1,Dxf 〉
+MikMjl
( ∫
M
(
ζk〈ν, el〉 + ζl〈ν, ek〉 +Hζkζl
)〈X1, ν〉dμ)〈(H + f ), ζj 〉L2ζi
+Mij
(( ∫
M
(

ζj + ‖A‖2ζj − 〈Dxf, ν〉ζj
)〈X1, ν〉dμ
−
∫
(H + f )(〈ν, ej 〉 +Hζj )〈X1, ν〉dμ)ζi − 〈(H + f ), ζj 〉L2(ζi)1). (4.1.6)
M
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deduce from Definition 3.2.2 and (4.1.2) that
∂1X
(
F(0)
)[ξ ] = ξs
n+ 2 .
We now recall the properties of the matrix (Mij (1)) prescribed by Definition 3.1.12 and our ear-
lier evaluations of f (1,0) and H(1), along with the subsequent observations that Dxf (1,0) = 0
and ‖A‖2(1) = n, to assert that ∂1G(F(0),0) :N 3S → C1,α(S) is given by
∂1G
(
F(0),0
)[ξ ]
= −1
n+ 2
(

Sξ + nξ −Mij (F(0))( ∫
S
(

Sζj + nζj − nζj
j =0
−n2ζj
)
ξ dσ
)
ζi
(
F(0)
)
− nMik(F(0))Mjl(F(0))( ∫
S
(
ζk ζl
l =0
+ζl ζk
k =0
+nζkζl
)
ξ dσ
)
〈ζ0, ζj 〉L2(S)ζi
(
F(0)
)
+ nMij (F(0))〈ζ0, ζj 〉L2(S) ζi(F(0))︸ ︷︷ ︸
i =0
ξ
)
= −1
n+ 2
(

Sξ + nξ). (4.1.7)
Here we have utilised the L2(S) orthogonality of the set Z1 and the class N 3S stipulated by De-
finition 3.2.2, in addition to the fact that spherical harmonics are eigenfunctions of the Laplace–
Beltrami operator on S [20, Lemma 3.2.3 and Theorem 3.2.11]. It is clear that ∂1G(F(0),0) is
continuous, since, for each ξ ∈N 3S ,∥∥∂1G(F(0),0)[ξ ]∥∥C1,α(S)  C(n)‖ξ‖C3,α(S).
Moreover, the partial Fréchet derivative of G with respect to Ω accords with the usual partial
derivative:
∂2G
(
F(ψ),Ω
)= −∣∣πRnX(F(ψ))∣∣2 +Mij (F(ψ))〈|πRnX|2, ζj 〉L2(M)ζi(F(ψ)).
Since every term in this expression is of regularity at least C3,α(S), it is clear that ∂2G(F(ψ),Ω):
R→ C1,α(S) is continuous for any choice of Ω ∈R.
(4) Suppose ξ ∈N 3S . Then we may cite (4.1.7), Definitions 3.1.12 and 3.2.2 together with [20,
Theorem 3.2.11] and the divergence theorem to divine that, for each i ∈N with 0 i  n+ 1,〈
∂1G
(
F(0),0
)[ξ ], ζi 〉L2(S) = 0.
Thus we surmise from Definition 3.2.2 that the image of ∂1G(F(0),0) is contained in N 1S .
In order to verify the invertibility of the operator ∂1G(F(0),0), it is sufficient to ensure the ex-
istence of a unique solution ξ ∈N 3S to the following inhomogeneous problem for each ϕ ∈N 1S :
L[ξ ] = 
Sξ + nξ = ϕ. (4.1.8)
We observe that the operator L is strictly elliptic with smooth coefficients. We intend to apply
a form of the Fredholm alternative contained in [17, Theorem 6.15] which requires that the
solution space of the corresponding homogeneous problem is trivial. Suppose then, by way of
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ξ ∈ L2(S) \ {Hn+10 ∪Hn+11 }, and we may employ the completeness of the spherical harmonics
in L2(S) [20, Theorem 3.2.9] to obtain the (truncated) condensed harmonic expansion:
ξ ∼
∞∑
k=2
Qk,
where each Qk is a linear combination of elements from Hn+1k . Now, by [20, Theorem 3.2.10],
‖ξ‖2
L2(S) =
∞∑
k=2
‖Qk‖2L2(S).
Thus, by [20, Corollary 3.2.12],
∥∥∇Sξ∥∥2
L2(S) =
∞∑
k=2
k(k + n− 1)‖Qk‖2L2(S)  2(n+ 1)‖ξ‖2L2(S).
However, by (4.1.8) and assumption,∥∥∇Sξ∥∥2
L2(S) = −
〈
ξ,
Sξ
〉
L2(S) = n‖ξ‖2L2(S),
from which we obtain a contradiction. Hence ξ ≡ 0 and the homogeneous equation L[ξ ] = 0
possesses only the trivial solution. The proof of the aforementioned [17, Theorem 6.15] pro-
ceeds unmodified in the current setting but for the calculation of local Schauder estimates on the
compact manifold S, which may be derived in a similar fashion to their Euclidean analogues.
Therefore, for each ϕ ∈ N 1S , we assert the existence of a unique solution ξ ∈ N 3S to (4.1.8).
Thus the operator ∂1G(F(0),0) is invertible.
In conclusion, we may invoke the previously cited [17, Theorem 17.6] in conjunction with the
diffeomorphism (4.1.1) to deduce that there exist a neighbourhood O of 0 in R and an ε > 0 such
that the equation G(ρ,Ω) = 0 is solvable for each Ω ∈O with solution ρ =  ∈ Bε(1) ⊂R. 
Remark 4.1.2. We have determined the existence of solutions  to the Euler–Lagrange equa-
tion with ‖ − 1‖C3,α(S)  ε where ε → 0 as Ω → 0 in O . Furthermore, we surmise from [23,
Theorem 14.2.1] that whenever O is taken to be a sufficiently small interval, there is a unique
correspondence between each Ω ∈O and  ∈ Bε(1) ⊂R.
4.2. Regularity of solutions
We now address the higher regularity of solutions to the Euler–Lagrange equation.
Theorem 4.2.1. Suppose  ∈ R is a solution of the Euler–Lagrange equation (3.1.4). Then
 ∈ C∞(S).
Proof. Suppose I is a (possibly uncountable) indexing set and D = {Di : i ∈I } is an open
cover for S. If  ∈ R is a solution to the Euler–Lagrange equation, then we infer from Corol-
lary 3.1.18 that, on each Di ,
H()+ fΩ()+ βiζi() = 0. (4.2.1)
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H() = 1

√
2 + |∇S|2
(
n + |∇
S|2
2 + |∇S|2
−
(
gij (s)− g
ik(s)gjl(s)∇k∇l
2 + |∇S|2
)
∇i∇Sj 
)
(4.2.2)
and
fΩ() = −Ω
(
1 − 〈s, en+1〉2
)
2. (4.2.3)
Despite its quasilinear nature, for the purposes of regularity analysis we may ‘linearise’ (4.2.1).
We combine (4.2.1)–(4.2.3) and rearrange to ascertain that, on each Di ,  is solution of the
homogeneous equation
LΩ [v] = aij (s)∇i∇Sj v + bi(s)∇iv + cΩ(s)v = 0, (4.2.4)
where
aij (s) = gij (s)− g
ik(s)gjl(s)∇k∇l
2 + |∇S|2 ,
bi(s) = − g
ik(s)∇k
2 + |∇S|2 , and
cΩ(s) =
√
2 + ∣∣∇S∣∣2(Ω(1 − 〈s, en+1〉2)2 − β0ζ0 − βk〈s, ek〉)− n.
By hypothesis and the smoothness of S, we observe that the operator LΩ given in (4.2.4) is
uniformly elliptic while its coefficients are in C2,α(Di) for each i ∈ I . Therefore, standard
interior regularity theory (contained in [17, Theorem 6.17], for example) implied by the Schauder
interior estimates for linear elliptic equations (these may again be obtained in a manner analogous
to the Euclidean case) guarantees that  ∈ C4,α(Di). Moreover, we may employ an inductive
argument to deduce from the same theory that  ∈ Ck,α(Di) for each k ∈ N and, as k → ∞, we
divine from the smoothness of the coefficients of LΩ that  ∈ C∞(Di). Since S is compact, there
exists a finite subcover for S contained in D and we have verified the theorem. 
Remark 4.2.2. As a consequence of the comparatively strict regularity assumptions on the
class E stipulated in Definition 2.1.1 and our ability to globally parametrise the boundary of
any star-shaped drop as a graph above S (Definition 2.2.1), it is instructive to observe that the
global boundary regularity implied by Theorem 4.2.1 is distinguished from the regularity theory
of the measure-theoretic school employed in any of the papers [1,4,11,12,18] or [19].
5. Stability analysis
In this section we prove that the solutions of the Euler–Lagrange equation determined by
Theorem 4.1.1 correspond to stable energy minimisers for the rotating drop problem whenever
Ω is of sufficiently small magnitude.
5.1. A Rayleigh quotient formulation
We shall now define a linear operator LΩ over the class N 2M˜ which is self-adjoint with respect
to the L2(M˜) topology. Subsequently, we shall utilise a Rayleigh quotient to analyse its linear
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then elucidate the existence of stable energy minimisers.
Definition 5.1.1. Suppose  ∈ R is a solution of the Euler–Lagrange equation (3.1.4). Then,
whenever we adhere to the convention that e0 = 0, we define the linear operator LΩ :N 2M˜ →
N 0
M˜
by
LΩ [η] = −πN 0
M˜
(

M˜η + (‖A‖2()+ 2Ω 〈πRnX(), ν()〉
+Mij ()〈(H + fΩ), ζj 〉L2(M˜)〈ν(), ei 〉)η).
We may therefore integrate by parts whilst invoking Definition 3.2.2 and Proposition 3.2.6 to
propound the following lemma.
Lemma 5.1.2. Suppose  ∈ R is a solution of the Euler–Lagrange equation (3.1.4) and
η ∈ C2,α(S) with 〈∂X()[η], ν()〉 ∈N 2
M˜
. Then〈
LΩ
[〈
∂X()[η], ν()〉], 〈∂X()[η], ν()〉〉
L2(M˜) = ∂2GΩ()[η,η].
We now clarify the relationship between LΩ and the Jacobi operator corresponding to GΩ .
Lemma 5.1.3. Suppose  ∈ R is a solution of the Euler–Lagrange equation (3.1.4) and
η ∈ C2,α(S) with 〈∂X()[η], ν()〉 ∈ N 2
M˜
. Then the Jacobi operator J corresponding to GΩ
may be expressed:
J[η] =LΩ
[〈
∂X()[η], ν()〉].
Proof. Throughout the proof, all geometric quantities shall be calculated with respect to the
metric on M˜ , and we shall again observe the convention that e0 = 0. By definition, the Jacobi
operator corresponding to GΩ is the linearisation of the Euler operator evaluated at . We may
therefore cite Corollary 3.1.18 and, without loss of generality, recall the calculation of (4.1.6)
in the proof of Theorem 4.1.1 to determine that, for any variation of  which remains in the
class R2,
J[η] = −
〈X′, ν〉 −
(‖A‖2 + 2Ω〈πRnX, ν〉 +Mij 〈(H + fΩ), ζj 〉L2〈ν, ei〉)〈X′, ν〉
+MikMjl 〈(H + fΩ), ζj 〉L2( ∫
M˜
(
ζk〈ν, el〉 + ζl〈ν, ek〉 +Hζkζl
)〈X′, ν〉dμ)ζi
+Mij
( ∫
M˜
(

〈X′, ν〉 + ‖A‖2〈X′, ν〉 + 2Ω〈πRnX, ν〉〈X′, ν〉
)
ζj dμ
)
ζi
−MijMkl 〈(H + fΩ), ζl 〉L2( ∫
M˜
(
ζk〈ν, ej 〉 +Hζjζk
)〈X′, ν〉dμ)ζi
= −πN 0
M˜
(

〈X′, ν〉 + (‖A‖2 + 2Ω〈πRnX, ν〉
+Mij 〈(H + fΩ), ζj 〉L2〈ν, ei〉)〈X′, ν〉).
In particular, whenever 〈X′, ν〉 ∈N 2, we obtain our intended result. M˜
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Theorem 5.1.4. Suppose  ∈R is a solution of the Euler–Lagrange equation (3.1.4) and there
exists an ε > 0 such that ‖ − 1‖C2,α(S)  ε. Then the spectrum of LΩ consists of a count-
ably infinite sequence Λ = {λi : i ∈ N} of real eigenvalues whose eigenfunctions span N 2M˜ . In
particular, Λ ⊂R+ whenever |Ω| < (n+2)2 (1 − εC1(n)).
The ensuing technical lemma will illuminate the proof of Theorem 5.1.4.
Lemma 5.1.5. Suppose ρ ∈R, η ∈N 1M , and there exists an ε > 0 such that ‖ρ − 1‖C1,α(S)  ε.
Then, for sufficiently small ε,∥∥∇Mη∥∥2
L2(M)  2(n+ 1)
(
1 − εC2(n)
)‖η‖2
L2(M).
Proof. We commence by noting that N 1M ⊂ C1,α(S) due to the interrelated geometries of S
and M established by Lemma 2.2.2. Thus we may project any η ∈ N 1M , with respect to the
L2(S) topology, onto the class N 1S :
ψ =πN 1S η = η −M
ij (1)〈η, ζi〉L2(S)ζj (1).
We recall that N 1S ⊂ L2(S) \ {Hn+10 ∪ Hn+11 } where, in analysis identical to that performed
during the proof of step (4) in Theorem 4.1.1, we may truncate the corresponding condensed
harmonic expansion of ψ to include only harmonics of degree k  2, and obtain the estimate:∥∥∇Sψ∥∥2
L2(S)  2(n+ 1)‖ψ‖2L2(S). (5.1.1)
Now
ψ2 = η2 − 2Mij (1)〈η, ζi〉L2(S)ηζj (1)
+Mij (1)Mkl(1)〈η, ζi〉L2(S)〈η, ζk〉L2(S)ζj (1)ζl(1) (5.1.2)
and ∣∣∇Sψ∣∣2 = ∣∣∇Sη∣∣2 − 2Mij (1)〈η, ζi〉L2(S)〈∇Sη,∇Sζj (1)〉
+Mij (1)Mkl(1)〈η, ζi〉L2(S)〈η, ζk〉L2(S)
〈∇Sζj (1),∇Sζl(1)〉. (5.1.3)
Hence, we utilise the characterisation of the matrix (Mij (1)) given by (3.1.3) in conjunction with
(5.1.2) and Definition 3.2.2 to discern that
‖ψ‖2
L2(S) = ‖η‖2L2(S) −
(n+ 1)
|S|
n+1∑
i=0
〈η, ζi〉2L2(S).
Similarly, by (3.1.3), (5.1.3), the divergence theorem, and [20, Theorem 3.2.11],
∥∥∇Sψ∥∥2
L2(S) =
∥∥∇Sη∥∥2
L2(S) −
n(n+ 1)
|S|
n+1∑
i=1
〈η, ζi〉2L2(S).
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L2(S)  2(n+ 1)
(
‖η‖2
L2(S) −
(n+ 1)
|S| 〈η, ζ0〉
2
L2(S)
)
− (n+ 1)(n+ 2)|S|
n+1∑
i=1
〈η, ζi〉2L2(S). (5.1.4)
By utilising our two constraints on the class N 1M , the Cauchy–Schwarz inequality, Defini-
tion 3.2.2, and Lemma 2.2.2 we may assert that
(n+ 1)〈η, ζ0〉2L2(S) =
( ∫
S
η(1 −μρ)dσ
)2
 sup
S
(1 −μρ)2|S|‖η‖2L2(S)
 εK1(n)|S|‖η‖2L2(S). (5.1.5)
Similarly (where we also apply [20, Lemma 3.2.3]), for each i ∈ {1, . . . , n+ 1},
〈η, ζi〉2L2(S)  sup
S
(1 − ρμρ)2‖ζi‖2L2(S)‖η‖2L2(S) 
εK2(n)|S|
n+ 1 ‖η‖
2
L2(S). (5.1.6)
We now derive a correspondence between our integrals over S and their representation over M .
For sufficiently small ε,
‖η‖2
L2(S)  infS
(
1
μρ
)
‖η‖2
L2(M) 
(
1 − εK3(n)
)‖η‖2
L2(M). (5.1.7)
Moreover, by Lemma 2.2.2 and the Cauchy–Schwarz inequality,∣∣∇Mη∣∣2 = 1
ρ2
(∣∣∇Sη∣∣2 − 〈∇Sη,∇Sρ〉2
ρ2 + |∇Sρ|2
)
 |∇
Sη|2
ρ2 + |∇Sρ|2 .
Therefore, we may again cite Lemma 2.2.2 to ascertain that
∥∥∇Sη∥∥2
L2(S)  sup
S
(√
ρ2 + |∇Sρ|2
ρn−1
)∥∥∇Mη∥∥2
L2(M)

(
1 + εK4(n)
)∥∥∇Mη∥∥2
L2(M). (5.1.8)
By combining (5.1.4)–(5.1.8), we conclude that, for sufficiently small ε,∥∥∇Mη∥∥2
L2(M)  2(n+ 1)
(
1 − εC2(n)
)‖η‖2
L2(M). 
We must now determine estimates on the Lagrange multiplier terms which appear in LΩ . We
first examine the behaviour of the matrix (Mij (ρ)) whenever ρ remains close to 1 with respect
to the C1,α norm.
Lemma 5.1.6. Suppose ρ ∈R and there exists an ε > 0 such that ‖ρ − 1‖C1,α(S)  ε. Then each
component of the matrix (Mij (ρ)) satisfies an estimate of the form∣∣Mij (ρ)−Mij (1)∣∣ εCij (n)|S|−1.
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tion with Lemma 2.2.2 and the Cauchy–Schwarz inequality on L2(S). We begin by establishing
preliminary estimates on components of the (symmetric) matrix (Mij (ρ)). In general, we may
assert that∣∣Mij (ρ)−Mij (1)∣∣= ∣∣∣∣ ∫
S
(
ζi(ρ)ζj (ρ)μρ − ζi(1)ζj (1)
)
dσ
∣∣∣∣.
In a manner analogous to the calculation of (5.1.5) and (5.1.6) in the proof of Lemma 5.1.5, we
now examine the particular cases. When i = j = 0, we compute that∣∣M00(ρ)−M00(1)∣∣ εC00(n) |S|
n+ 1 .
Furthermore, for each j ∈ {1, . . . , n + 1}, we exploit the properties of the spherical harmonics
(of degree 1) prescribed by [20, Lemma 3.2.3] to deduce that∣∣M0j (ρ)−M0j (1)∣∣ εC0j (n) |S|
n+ 1 .
To evaluate the remaining components, which correspond to i, j ∈ {1, . . . , n+ 1}, we may again
cite [20, Lemma 3.2.3]:∣∣Mij (ρ)−Mij (1)∣∣ sup
S
∣∣ρ2μρ − 1∣∣‖ζi‖L2(S)‖ζj‖L2(S)  εCij (n) |S|
n+ 1 .
Therefore, we may combine these results to verify that each component of (Mij (ρ)) adheres to
an estimate of the form∣∣Mij (ρ)−Mij (1)∣∣ εCij (n) |S|
n+ 1 . (5.1.9)
Since (Mij (ρ)) is symmetric and invertible, we may find a non-singular, diagonal matrix D com-
posed of its eigenvalues {κm(ρ): m ∈ {0, . . . , n+1}} and an orthogonal matrix O whose columns
{om: m ∈ {0, . . . , n+1}} comprise an orthonormal basis for the corresponding eigenvectors such
that (
Mij (ρ)
)= ODOT .
We again recall the characterisation of the matrix (Mij (1)) given by (3.1.3) to surmise from
(5.1.9) that, for each m ∈ {0, . . . , n+ 1},∣∣κm(ρ)− κm(1)∣∣ ε∣∣oTm(Ckl(n))om∣∣ |S|n+ 1  εKm(n) |S|n+ 1 .
Thus the eigenvalues of the two matrices are arbitrarily close, and, for sufficiently small ε, we
may infer our desired estimate. 
Proposition 5.1.7. Suppose ρ ∈R and there exists an ε > 0 such that ‖ρ − 1‖C2,α(S)  ε. Then,
for each i ∈N with 1 i  n+ 1,∣∣Mij (ρ)〈(H + fΩ), ζj 〉L2(M)∣∣ εCi(n)(1 + |Ω|).
Proof. Throughout the proof, we shall repeatedly employ Lemma 2.2.2 to illuminate the rela-
tionship between the geometries of S and M . We commence by deriving estimates on the (n+2)
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orem 4.2.1, we discover that
H = 1
ρ
√
ρ2 + |∇Sρ|2
[
nρ −
Sρ + 〈∇Sρ,∇S ln(√ρ2 + ∣∣∇Sρ∣∣2 )〉]. (5.1.10)
Hence, for j = 0,
√
n+ 1〈H,ζ0〉L2(M) =
∫
S
ρn−2
[
nρ −
Sρ + 〈∇Sρ,∇S ln(√ρ2 + ∣∣∇Sρ∣∣2 )〉]dσ
=
∫
S
ρn−3
[
nρ2 + (n− 2)∣∣∇Sρ∣∣2(1 − ln(√ρ2 + ∣∣∇Sρ∣∣2 ))
− ln(√ρ2 + ∣∣∇Sρ∣∣2 )ρ
Sρ]dσ

(
n+ εB0(n)
)|S|.
Conversely,
√
n+ 1〈H,ζ0〉L2(M) 
(
n− εB˜0(n)
)|S|.
Here we have integrated by parts where we note that these estimates remain valid in the particular
case n = 2. Furthermore, we deduce from the divergence theorem that, for each k, l ∈ {1, . . . ,
n+ 1},∫
M
〈
ζk(ρ)el, ν
〉
dμ =
∫
E
divRn+1
(〈x, ek〉el)dx = δkl |E| = |S|
n+ 1δkl .
Thus we may employ the definition of fΩ to compute that
√
n+ 1
∣∣∣∣〈fΩ, ζ0〉L2(M) + nΩ|S|
(n+ 1) 32
∣∣∣∣
=
∣∣∣∣Ω ∫
M
〈πRnX, ν −X〉dμ
∣∣∣∣
= |Ω|
∣∣∣∣ ∫
S
ρn
〈
s − ζn+1(1)en+1, ρs
(
1 −
√
ρ2 + ∣∣∇Sρ∣∣2 )− ∇Sρ〉dσ ∣∣∣∣
 ε|Ω|D0(n)|S|.
Therefore,∣∣∣∣〈(H + fΩ), ζ0〉L2(M) − n√n+ 1
(
1 − Ω
(n+ 1)
)
|S|
∣∣∣∣
 εK0(n)
(
1 + |Ω|) |S|√
n+ 1 . (5.1.11)
In a similar manner to the evaluation of 〈H,ζ0〉L2(M), we again integrate by parts, employ
(5.1.10) and Definition 3.1.12 together with the orthogonality in L2(S) of the spaces Hn+10 and
Hn+1, to appraise the remaining terms which correspond to j ∈ {1, . . . , n+ 1}:1
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=
∣∣∣∣ ∫
S
n
(
ρn − 1)ζj (1) dσ − ∫
S
ln
(√
ρ2 + ∣∣∇Sρ∣∣2 )ρn−1ζj (1)
Sρ dσ
+
∫
S
ρn−2
(
(n− 1)∣∣∇Sρ∣∣2ζj (1)+ ρ〈∇Sρ, ej 〉)(1 − ln(√ρ2 + ∣∣∇Sρ∣∣2 ))dσ ∣∣∣∣
 εBj (n)|S|.
Here we have noted that ∇Sζj (1) = ej − (ej )⊥ (where this orthogonality is interpreted with
respect to the tangent space on S). In order to obtain an analogous estimates on the terms
〈fΩ, ζj 〉L2(M), we recall the barycentricity condition alternatively prescribed by Definitions 2.1.1
and 3.1.2 to first infer from the divergence theorem that∫
M
〈πRnX, ν〉ζj (ρ) dμ = 0.
Hence, in a fashion analogous to the estimation of 〈fΩ, ζ0〉L2(M),∣∣〈fΩ, ζj 〉L2(M)∣∣= ∣∣∣∣Ω ∫
M
〈πRnX, ν −X〉ζj (ρ) dμ
∣∣∣∣ ε|Ω|Dj(n)|S|.
Therefore, for each j ∈ {1, . . . , n+ 1},∣∣〈(H + fΩ), ζj 〉L2(M)∣∣ εKj (n)(1 + |Ω|)|S|. (5.1.12)
By again invoking the characterisation of the diagonal matrix (Mij (1)) determined by (3.1.3),
we may now combine (5.1.11) and (5.1.12) with Lemma 5.1.6 to calculate that, for each
i ∈ {1, . . . , n+ 1},∣∣Mij (ρ)〈(H + fΩ), ζj 〉L2(M)∣∣ εCi(n)(1 + |Ω|). 
Proof of Theorem 5.1.4. Since M˜ has no boundary and the matrix (gij ()) is positive definite
on the tangent bundle of M˜ , we may adapt the argument preceding the statement of [17, Theo-
rem 8.37] to our particular setting and verify that the spectrum of LΩ is comprised of a countably
infinite sequence Λ of real eigenvalues whose eigenfunctions span N 2
M˜
. To establish conditions
under which Λ ⊂R+, we examine the Rayleigh quotient of LΩ over N 2M˜ \ {0}:
J (η) = 〈LΩ [η], η〉L2(M˜)‖η‖2
L2(M˜)
,
where the minimum eigenvalue satisfies λ1 = infN 2
M˜
\{0} J . We integrate by parts to discern that
〈
LΩ [η], η
〉
L2(M˜) =
∫
M˜
|∇η|2 dμ−
∫
M˜
(‖A‖2 + 2Ω〈πRnX, ν〉
+Mij 〈(H + fΩ), ζj 〉L2(M˜)〈ν, ei〉)η2 dμ.
We may now employ (2.2.2) to estimate
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2(1 − |∇|2)
(
n+ 2∥∥(∇i∇j )∥∥2 + K(n)(1 + |∇|2)∥∥(∇i∇j )∥∥).
Here we have noted that our star-shaped construction mandates the condition |∇|2 < 1. Now,
we infer from Lemma 2.2.2 that
∇i∇j  = 
(2 + |∇S|2)
(
∇i∇Sj  − 2∇i∇j  +
∣∣∇S∣∣2gij (s)).
By Lemma 2.2.2 and hypothesis, we subsequently determine that∥∥(∇i∇j )∥∥2
= 1
2(2 + |∇S|2)2
(
2
∥∥(∇i∇Sj )∥∥2 +(n− (22 + |∇S|2)|∇S|2(2 + |∇S|2)2
)∣∣∇S∣∣4
− 2
(2 + |∇S|2)2
(
23 + (22 + ∣∣∇S∣∣2)∣∣∇S∣∣2)(∇i∇Sj )[∇S,∇S]
+ 2∣∣∇S∣∣2
S − 2
(2 + |∇S|2)
(∇i∇Sl ∇ l∇Sj )[∇S,∇S]
+ 
2
(2 + |∇S|2)2
((∇i∇Sj )[∇S,∇S])2)
 ε2D(n).
Here the tensor norm ‖(∇i∇Sj )‖ and associated contractions on the right-hand side of this ex-
pression are evaluated with respect to the metric on S. Thus we may once more cite Lemma 2.2.2
to assert that, for sufficiently small ε,
‖A‖2() n+ εK1(n). (5.1.13)
Furthermore,
2Ω
〈
πRnX(), ν()
〉
 2|Ω| 2|Ω|(1 + ε). (5.1.14)
To conclude the analysis of the coefficients attached to η2 which appear in the integrand deter-
mined by the inner product 〈LΩ [η], η〉L2(M˜), we employ Proposition 5.1.7 to discern that
Mij
〈
(H + fΩ), ζj
〉
L2(M˜)〈ν, ei〉 εK2(n)
(
1 + |Ω|). (5.1.15)
By combining (5.1.13)–(5.1.15) and Lemma 5.1.5, we deduce that〈
LΩ [η], η
〉
L2(M˜) 
(
(n+ 2)− εK3(n)− 2|Ω|
(
1 + εK4(n)
))‖η‖2
L2(M˜)
.
Therefore,
λ1 
(
(n+ 2)− εK3 − 2|Ω|(1 + εK4)
)
. (5.1.16)
For sufficiently small ε, this implies our intended result. 
5.2. The existence of stable energy minimisers
The following corollary of Theorem 5.1.4 establishes criteria under which the functional FΩ
admits stable minimisation.
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exists an ε > 0 such that ‖ − 1‖C2,α(S)  ε. Moreover, for each k ∈ N, we define the following
Banach subspace of Ck,α(S):
η ∈ Bk ⇐⇒
⎧⎪⎨⎪⎩
∫
S
ηnζ0(1) dσ = 0;
η ∈ Ck,α(S); and∫
S
ηn+1ζi(1) dσ = 0 ∀i ∈ {1, . . . , n+ 1}.
Then, whenever |Ω| < (n+2)2 (1 − εC3(n)), the spectrum of the Jacobi operator J is strictly
positive on B2 . In particular,  is a strict weak minimiser of both the functionals GΩ and FΩ .
Proof. We discern from Lemma 2.2.2 and Corollary 3.1.6 that B2 corresponds to all functions
η ∈ C2,α(S) with 〈X′, ν〉 ∈N 2
M˜
. Thus, we may again employ Lemma 2.2.2 and Corollary 3.1.6
in conjunction with Lemma 5.1.2, Theorem 5.1.4, and (5.1.16) to compute that, for any η ∈ B2 ,
G ′′() = 〈LΩ[〈X′, ν〉], 〈X′, ν〉〉L2(M˜)
 λ1
∥∥〈X′, ν〉∥∥2
L2(M˜)
= λ1
∫
S
η2n+1√
2 + |∇S|2 dσ
 λ1
(
inf
S
(
n+1√
2 + |∇S|2
))
‖η‖2
L2(S)
 λ1
(
1 −K1(n)ε
)‖η‖2
L2(S)

(
(n+ 2)− εK2(n)− 2|Ω|
(
1 + εK3(n)
))‖η‖2
L2(S).
When considered as an operator on B2 with respect to the metric on S, we deduce from Lem-
mas 2.2.2, 5.1.3, Corollary 3.1.6 and Definition 5.1.1 that the coefficient matrix attached to the
second order term −∇i∇Sj (·) appearing in J is merely
√
2 + |∇S|2
(
gij ()
)
,
which is positive definite on the tangent bundle of S. Since S has no boundary where we re-
strict our attention to a Banach subspace of C2,α(S), we may cite [16, Theorem 5.1.1] and the
estimate above to conclude that the minimum eigenvalue of J is positive on B2 , whenever
|Ω| < (n+2)2 (1 − εC3(n)). Thus we may again invoke [16, Theorem 5.1.1], to assert that there
exists a γ > 0 such that, for each η ∈ B1 ,
G ′′() γ
∫
S
(|η|2 + ∣∣∇Sη∣∣2)dσ,
and, by [16, Theorem 5.1.3],  is a strict weak minimiser of GΩ . Furthermore, by (3.1.1),
(3.1.2), and (3.1.4), we ascertain that the second variations of FΩ and GΩ coincide for each
η ∈ C2,α(S) determining a volume- and barycentre-preserving variation of . Thus we infer
from Proposition 3.1.15 and Lemma 3.2.5 that  is also a strict weak minimiser of the energy
functional FΩ . 
N. Wilkin-Smith / J. Math. Anal. Appl. 332 (2007) 577–606 605We conclude by evincing the following existence theorem for stable energy minimisers of the
rotating drop problem in the class E .
Theorem 5.2.2. There exists a class of stable energy minimisers for the rotating drop problem
determined by smooth boundary in an appropriately chosen neighbourhood of the closed unit
ball B .
Proof. Subject to appropriate constraints on Ω and ε, Theorems 4.1.1, 4.2.1, and Corol-
lary 5.2.1 establish the existence of a family of smooth solutions to the Euler–Lagrange equation,
S = {:  ∈ Bε(1) ⊂R}, that admits stable (weak) minimisation of the functional FΩ . We re-
call from Definition 2.2.1 (and the discussion preceding its statement) that there is a unique
correspondence between each member of S and a star-shaped liquid drop, E˜ ∈ E , defined by
smooth boundary M˜ . In particular, for sufficiently small Ω > 0, such an E˜ permits stable energy
minimisation of the rotating drop problem. 
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