In this paper, an original full Bayesian approach for blind and semi-blind equalization of fading channels with Markov inputs is developed. The sequence of discrete symbols is estimated according to a marginal maximum a posteriori criterion, the other unknown parameters being regarded as random nuisance parameters and integrated out analytically. A batch algorithm to maximize the marginal posterior distribution is proposed. Simulation results are presented to demonstrate the effectiveness of this method.
Introduction
Among the different techniques proposed for performing blind equalization of communications channels, the probabilistic algorithms based on finite state hidden Markov model (HMM) designed to reduce Inter Symbols Interference (ISI) have received great attention. Although these methods are computationally more demanding than Bussgang and polyspectral methods, they clearly outperform these latter in terms of better performances with a very reduced number of samples. Most of these works usually perform maximum likelihood (ML) channel and other unknown parameter estimation using the Expectation-Maximization (EM) algorithm [2] , [8] , [11] , [14] , [22] .
In this paper, the signal is also modelled under given assumptions as an HMM.
However, contrary to most works, we adopt here a full Bayesian framework. The unknown parameters, including the channel, the variance of the additive white Gaussian noise and the transition probabilities of the Markov symbols, are assumed random with a given prior distribution. A similar approach is adopted in [7] , [12] , see also [20] for a simpler model where only the channel is assumed unknown. Given a set of observations, all relevant information in this framework is included in the joint posterior distribution of the parameters and of the sequence of symbols. In [20] , this distribution is estimated analytically whereas in [7] , [9] , [12] , the more complex multivariate distribution is estimated using numerical methods, namely Markov chain Monte Carlo (MCMC) methods. MCMC methods consist of running an ergodic Markov chain whose invariant distribution is the posterior distribution of interest.
Once the joint distribution has been estimated, inference on the sequence is usually performed using ergodic averages of the simulated Markov chain yielding the min-imum mean square error (MMSE) estimate of the sequence of symbols. The joint posterior distribution being typically multimodal, this estimate can be of no practical interest as there is an averaging effect between modes of this distribution. Chen and Li introduce various artificial constraints so as to obtain a unimodal distribution to avoid such problems [7] but these ad hoc constraints are difficult to specify in a general case.
We propose here a much simpler alternative approach. Under a standard uninformative prior distribution for the unknown parameters, or an informative prior distribution obtained from a training sequence, we evaluate in a closed-form expression the marginal posterior distribution of the sequence of symbols. The unknown parameters (the channel, the variance of the noise and the transition probabilities) are regarded as random nuisance parameters and are never explicitly estimated. Contrary to [7] , [9] and [12] , no numerical integration method is required and the model considered is more general than in [20] . Maximizing this marginal posterior distribution to obtain the marginal maximum a posteriori (MMAP) estimate of the sequence requires solving a discrete optimization problem. We propose a simple batch algorithm to perform optimization based on a coordinate ascent method. This algorithm has in many interesting cases a lower computational complexity than the EM algorithm while displaying good performance. The effectiveness of this method is demonstrated on two applications.
It is worth noting that a similar methodology can be applied to the source separation problem. Indeed, instead of estimating the parameters of the mixing system then the sources as in [3] for example, one can integrate out these parameters in order to obtain the marginal posterior distribution of the sources; see [1] for preliminary results.
The paper is organized as follows. Section 2 defines the channel equalization problem at hand and specifies the prior distributions. In Section 3, the estimation problem is presented and an analytical expression for the marginal posterior distribution of the sequence is derived. In Section 4, a batch algorithm to obtain the MMAP estimate of the sequence of symbols is described and implementation issues are discussed. In Section V, some simulation results illustrate the performance of the method. Finally, some conclusions are drawn in Section 6. Appendix A contains all the notation used in the paper.
Signal and Bayesian Models

Signal model
Let t denote discrete time. The channel input sequence {x t } is assumed to be a s−state homogeneous Markov chain with known state space X = {e 1 , . . . , e s }, ini-
T and transition probability matrix P = [p ij ], where This Markov chain is passed through a moving average (MA) channel of length L:
T and
The observed signal y t is the baseband output of the channel corrupted by additive noise n t
{n t } is assumed to be a white zero-mean Gaussian noise of variance σ 2 .
The channel input sequence {x t } and the parameters θ = p 0 , P, h, σ 2 are assumed unknown.
Bayesian model
Prior distributions
We assign a prior distribution, not only to the channel input sequence {x t }, but also to the unknown parameters θ = p 0 , P, h, σ 2 . In principle, prior distributions are used to incorporate our initial knowledge of the parameters.
Less informative priors should be employed when such knowledge is limited [4, pp. 357-367] . The following structure for p (θ) is assumed
For the initial and transition probabilities, we assume that p i , i = 0, ..., s admit s−dimensional Dirichlet distributions as priors [4, pp. 134-135] :
where α i , (α i1 , ..., α is ). If α ij = 1 for i ∈ {0, . . . , s} and j ∈ {1, . . . , s} we obtain uninformative uniform distributions. For the channel and the noise variance, the prior distribution is defined as follows:
Σ 0 being regular. This so-called inverse Gamma-Normal prior distribution is standard in Bayesian linear regression problems [4] . If no prior information is available, one can adopt an uninformative prior distribution by selecting Jeffreys' prior distribution for σ 2 , i.e. p σ 2 ∝ σ −2 , and Σ 0 = δ 2 I L with δ 2 ≫ 1.
Incorporating prior information via a training sequence
Most current communication standards support the use of known training sequences to obtain an estimate of the channel. Moreover, they provide some known control bits in the transmitted frame (e.g., synchronization and user identification sequences).
Assume therefore that a short training sequence is sent so as to provide a correct initialization for the algorithm. These methods are known as semi-blind methods, see [8] for example. We can include such information under the form of a proper prior distribution on the unknown parameters θ. Let us denote x 0:T 0 −1 the training sequence, T 0 + L − 1 being the length of this sequence. Now define
is integrable over h and σ 2 , so this term multiplied by a flat uninformative and improper prior distribution for p h,σ 2 ∝ 1 can be interpreted as a new proper prior probability distribution, say p ′ h,σ 2 , for the parameters h and σ 2 . More precisely, we obtain an inverse Gamma-Normal prior distribution with parameters
. In Bayesian theory, this way of obtaining proper prior distributions is often used, see [10] for an application to Bayesian model selection.
Similarly, we have
. . , p s ) combined with a flat prior for p 0 , . . . , p s yields a Dirichlet prior for p 0 , . . . , p s where α 0j = n 0j (x 0:T 0 −1 ) + 1 and α ij = n ij (x 0:T 0 −1 ) + 1 with
To avoid unnecessary notational problems, if a training sequence has been used to define a prior distribution for θ, it is no longer explicitly considered.
3 Estimation problem
Problem formulation
Later, we will assume that T + γ 0 + 2 > L. Given the set of observations y 0:T −1 , our aim is to estimate x 0:T −1 in a MMAP sense, i.e. obtaining
This estimate minimizes the probability of error for the sequence. Related previous work propose Monte Carlo integration schemes to estimate p ( x 0:T −1 | y 0:T −1 ). In the next subsection, we derive a closed-form expression for p ( x 0:T −1 | y 0:T −1 ).
Remark 1 As the number T of observations increases, obtaining x M M AP
is equivalent to the common approach which consists of firstly evaluating the unknown pa-rameters θ in a ML sense and secondly performing a Viterbi algorithm to obtain the sequence x 0:T −1 . Indeed
As T → +∞ p ( θ| y 0:T −1 ) converges towards a probability distribution located on the set of the true parameters θ T rue , i.e. δ T rue (dθ) [21] . So we have as T → +∞
So maximizing p ( x 0:T −1 | y 0:T −1 ) is equivalent asymptotically to estimating θ in a ML sense, and then using a Viterbi algorithm to maximize p ( x 0:T −1 | y 0:T −1 , θ T rue ).
Marginal posterior distribution
After a few calculations detailed in the Appendix, one obtains for the marginal posterior distribution of the symbols
where
a (x 0:
and
Γ (·) being the Gamma function.
Maximizing this posterior distribution 1 to obtain the MMAP estimate of the sequence of symbols requires solving a combinatorial optimization problem as there are s T +L−1 ≫ 1 possibilities and dynamic programming methods cannot be used. It is in practice impossible to exhaustively compute these quantities. Nevertheless, we only have to solve here a combinatorial optimization problem whereas estimating the parameters in a ML framework involves solving a more complex continuous optimization
Remark 2 When some of the parameters p 0 , P, h, σ 2 are known, it is not necessary to define a prior distribution on them and to integrate them out. • Initialisation. Set x (0) 0:T −1 and i = 1.
• Iteration i, i ≥ 1.
Repeat
T −1 . It is easy to see that this algorithm converges in a finite number of iterations towards a local maximum of the posterior distribution.
Remark 3 It is possible to maximize the unknown symbols in sub-blocks of length l > 1, that is updating x t:t+l−1 at iteration i by using
t:t+l−1 = arg max
T −1 . Usually, this algorithm will converge towards a "better" estimate of x M M AP 0:T −1 , i.e. a local maximum with a higher posterior distribution value than if l = 1. Of course, this is at the cost of an increased computational complexity. Indeed, if one considers l = T + L − 2 then we are back to the initial combinatorial optimization problem.
Remark 4 An alternative stochastic algorithm consists of sampling at iteration i x
−t where γ i > 0 is a positive so-called cooling schedule sat- 
Implementation issues
This algorithm requires the evaluation of the marginal distributions p ( x t = e i | y 0:T −1 , x −t ) for i ∈ {1, . . . , s} for each t = 1 − L, . . . , T − 1 to maximize it. To do this we need to update Σ t (e j ) , Σ (x −t , x t = e j ) and a t (e j ) , a (x −t , x t = e j ). Assume that x t = e j and that Σ −1
t (e j ) are a t (e j ) are available, then we can easily obtain Σ −1
t (e i ) and a t (e i ) for all e i = e j ∈ X . Defining
where for l = t, ..., t + L − 1, x l (e k ) has for l th component e k , we have
Now, one can easily update ν t (e i ) using (6). The statistics of the Markov chain, i.e.
n ij (x 0:T −1 ) and n i (x 0:T −1 ), are straightforwardly updated from their definitions.
Computational complexity
The computational complexity of each iteration of this algorithm is O sL 3 T because some multiplications between L × L matrices are necessary whereas the computational complexity of the EM algorithm is O s L T for the model under study; that is our algorithm avoids the cumbersome exponential complexity of the standard HMM estimation procedure. This high complexity has motivated the development of approximate methods [15] . In numerous applications sL 3 ≪ s L , so the gain can be very important. If an updating scheme with sub-blocks of length l > 1 is used then the computational complexity is O s l L 3 T .
The memory requirements are O (T ) as we just need to keep in memory the current estimated sequence x 0:T −1 and the statistics necessary to compute the posterior distribution, that is Σ (x 0:T −1 ), a (x 0:T −1 ), n ij (x 0:T −1 ) and n i (x 0:T −1 ). For the EM algorithm, though the memory requirements are in O (T ), they are substantially higher because one has to store at each time step the s L forward and backward variables [14] , [19] .
Simulation results
We consider the following MA(3) channel h = [−0.1833, 0.9162, 0.4812, −0.1987] T .
This example has been used in [7] . The proposed method was tested across a range of signal-to-noise ratio (SNR) points and at each SNR point the experiment was repeated for 100 Monte Carlo realizations of a random sequence of 500 symbols. Our algorithm has been implemented with and without a training sequence and compared with a Viterbi equalizer, the Viterbi equalizer being based on a perfect knowledge of the parameter θ = p 0 , P, h, σ 2 . In all cases, convergence of our algorithm occurred in less than 7 iterations of the algorithm while in most cases 4 iterations were sufficient 2 .
Example 1
We first considered a binary modulation ( However, in a blind framework, the algorithm eventually converges towards a severe local maximum. Similarly to the EM algorithm, the training sequence helps avoiding 2 Note that for the EM algorithm, one has to specify an arbitrary criterion to decide when to stop the algorithm whereas in our case it is automatic.
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convergence of the deterministic algorithm towards such maxima [6], [8] . In these cases, the algorithm displays very good results whatever the initialization is.
Example 2
Consider now a more complex state-space with X = {±1, ±3, ±5, ±7, ±9}. The results are very similar to those of Example 1.
Conclusion
In this paper, we have presented an original Bayesian approach to address blind and semi-blind MMAP sequence estimation for communications channels with Markov inputs. Under a standard uninformative prior distribution for the unknown parameters, or an informative prior distribution obtained using a training sequence, we obtain a closed-form expression for the marginal posterior distribution of the sequence of symbols. Maximizing this distribution is equivalent to solving a discrete optimization problem. We propose a batch deterministic algorithm to perform off-line maximization of this criterion. This algorithm is in many applications computationally less demanding than the widespread EM algorithm used for ML estimation while displaying good performance. Future work will focus on adaptive versions of the proposed 14 estimation scheme.
A Notation
• If z , (z 1 , ..., z k ) then for i < j z i:j , (z i , z i+1 , ..., z j ).
• z T or A T : transpose vector or matrix
• 0 n×p : null matrix of dimension n × p.
• I n : identity matrix of dimension n × n.
• I E (z): indicator function of the set E (1 if z ∈E, 0 else).
• z ∼p (z): z is distributed according to p (z).
• z| y ∼p (z): z is conditional upon y distributed according to p (z).
• δ (a, b) = 1 if a = b and 0 otherwise.
Probability distribution Symbol Density
Inverse Gamma IG (α, β)
B Evaluation of the marginal posterior distribution
The integrated likelihood function p ( y 0:T −1 | x 0:T −1 ) is equal to
where, using Eq. (1) and (3), one gets
Integrating first h, we obtain 
The marginal prior distribution p (x 0:T −1 ) is given by p (x 0:T −1 ) = p ( x 0:T −1 | p 0 , . . . , p s )
p (p i ) dp 0 . . . dp s .
Using ( 
where n 0j (x 0:T −1 ), n ij (x 0:T −1 ) and n i (x 0:T −1 ) are defined in Eq. (9) • Percentage of Bit Errors for different values of SNR. MLSE (solid line), Blind (dot) and Semi-blind (dash).
