We introduce a systematic approach to language change quantification by studying unconsciously used language features in time-separated parallel translations. For this purpose, we use objective style markers such as vocabulary richness and lengths of words, word stems and suffixes, and employ statistical methods to measure their changes over time. In this study, we focus on the change in Turkish in the second half of the twentieth century. To obtain word stems, we first introduce various stemming techniques and show that they are highly effective. Our statistical analyses show that over time, for both text and lexicon, the length of Turkish words has become significantly longer, and word stems have become significantly shorter. We also show that suffix lengths have become significantly longer for types and the vocabulary richness based on word stems has shrunk significantly. These observations indicate that in contemporary Turkish one would use more suffixes to compensate for the fewer stems to preserve the expressive power of the language at the same level. Our approach can be adapted for quantifying the change in other languages.
Introduction
The change in natural languages is a never-ending process (Aitchison, 2001) . Language changes include grammar, most frequent words, pronunciation, vocabulary, word order, word length, etc.
Our aim in this study is to introduce an approach that quantifies the change by examining some unconsciously used language features (e.g., vocabulary richness and lengths of words, word stems, and suffixes). We demonstrate that the language change can be quantified by examining such language features in time-separated parallel translations using statistical methods. Since our language change measurement approach is based on parallel old and new texts, we refer to it as PARTEX-M (pronouced "partexem"): "PARallel TEXt-based language change measurement *Corresponding author, present address: Computer Engineering Department, Bilkent University, Bilkent, Ankara 06800, Turkey; Web: http://www.cs.bilkent.edu.tr/~canf/, e-mail: canf@muohio.edu, voice: +90 (312) 290-2613, fax: +90 (312) 266-4047. ** All authors contributed equally to this work and their names are listed in alphabetical order.
Method." In this study, we focus on the Turkish language, specifically Turkish used in Turkey whose "diachronic" change in the twentieth century is easily recognizable (Lewis, 1999) , but has never been quantified.
Language change can be attributed to many different causes (Aitchison, 2001; Holt, 2003) .
In Turkish it can, at least partly, be attributed to the official state policies which aimed to eliminate the Arabic and Persian grammatical features from the language (Lewis, 1999) .
Nonetheless, Turkey is not the only nation that has had an experience like this (Lewis, 1999; Carroll, 2001 ).
We employ our PARTEX-M approach to study the Turkish language change in approximately the second half of the twentieth century. We use old and new Turkish translations of various literary works in three different (source) languages. The average time gap between old and new translations is slightly more than fifty years.
In this study, the term word indicates any sequence of characters that begins with a letter and continues with a letter, a number or an apostrophe sign, and a sequence of one or more characters.
We use the term token to mean a word occurring in a given text and the term type to mean a word occurring in the list of distinct words (vocabulary).
In Turkish, it is possible to generate several words from a stem due to its agglutinative nature.
It would be inaccurate to measure its change by only examining tokens and types as they appear in the text in their surface forms. Therefore, we develop effective stemming tools for Turkish and employ one of them in quantifying changes in Turkish. Our study shows little difference in terms of number of tokens used in old and new translations. However, we show that the stem level vocabulary richness; measured by type-to-token ratio, TTR, (no. of types)/(no. of tokens), has changed. A series of discriminant analysis experiments shows that the old and new translations are mostly distinguishable from each other when token and type lengths are used. By regression analysis, we show that longer tokens and types tend to come from new translations. We further quantify the language change by additional statistical experiments and show that suffixes are longer and stems are shorter in new translations.
The rest of the paper is organized as follows. In Section 2, we give an overview of previous work on language change. A describtion of PARTEX-M, "PARallel TEXt-based language change measurement Method," is provided in Section 3. In Section 4, we describe the stemming techniques we developed for Turkish and demonstrate their effectectiveness. Section 5 provides our experimental design with the description of the corpus. The experimental results on language change are given and discussed in Section 6. Section 7 concludes the paper. Christiansen and Dale (2003) explain how some connectionist models can be used for computational modeling of language change. Juola (2003) presents an information theoretic model for measuring language change. He specifies no particular type of language change; however, he shows that meaningful measurements can be made from as few as 1000 characters.
Related Works
The use of words may also illustrate language change with time. For example, Woods (2001) shows that the most frequent word in modern Spanish was considerably less frequent during the 16 th and 17 th centuries.
A possible tool for language change studies is the use of objective literary style markers, such as the frequencies of most frequent words, and token and type length frequencies in text blocks.
Based on such style markers statistical methods can be used to identify the characteristics of old and new texts or to distinguish them from each other. Such attributes are used in various authorship or stylometry studies (Baayen et al, 1996; Binongo, Smith, 1999; Oakes, 1998) . For example, Forsyth (1999) uses substrings for such purposes. In our recent stylometric studies (Can, Patton, 2004; Patton, Can, 2004) by using several style markers; including frequencies of most frequent words, and token and type lengths; we show that writing style changes in Turkish can be identified.
Another project, which is similar to our study, aims to describe and analyze the linguistic changes in old and modern French using the translations of works in classic Latin (Goyens, Van Hoecke, 1996) .
Conceptually our approach (of employing old and new parallel translations and comparing them using statistical techniques to quantify the language change with time) is similar to the use of parallel texts, or bitexts, in language analysis. However, the bitext concept implies a source text and its translation in another language, but not in the same language. For example, Melamed's study (2001) shows how to obtain correspondence among tokens, sentences, passages, and how to determine translation omissions using bitext.
PARTEX-M: PARallel TEXt-based language change measurement Method
In PARTEXT-M we use old and new parallel translations of foreign literary works in a certain target language whose change will be quantified. In PARTEXT-M foreign works constitute the source. For each source work (Sw) we use old (To) and new (Tn) translations, and compare the unconsciously used language features of these translations (of a set of source works) using statistical methods. A graphical description of the method is provided in Fig. 1 . Fig. 1 Graphical description of PARTEX-M ("PARallel TEXt-based language change measurement Method").
Our approach of using language features provides an objective comparison environment.
These translations provide snap shots of the target language at different times. The aim of using translations is to eliminate the possible undesirable effects (such as the context and author bias) of works originally written in the target language. In a translation, what has to be written is well defined. However, there may be omissions and additions and changes of perceptions of a work's (or author's or genre's) significance. To overcome this we use multiple translated works printed by reliable publishers. The use of old and new parallel translations is an intuitive, efficient and effective corpus sampling technique. Furthermore, works from different source languages filter unpredictable influences that can be introduced by a particular source language or work.
Turkish Language and Stemming for Turkish
As an application of PARTEXT-M, in this study we use the Turkish language. We first briefly introduce this language and then develop algorithms to obtain the stems to be used in the rest of the study. Stemmers and lemmatizers are two similar, but different language tools. A lemmatizer tries to find the dictionary entry of a word; in contrast, a stemmer obtains the root in which a word is based. Due to the nature of English, sometimes words are mapped to lemmas which apparently do not have any surface connection as in the case of worse and worst being mapped to bad. However, Turkish does not have such irregularities and it is always possible to find the "stem" or "lemma" of any given word through application of grammar rules in removing the suffixes. For this reason, throughout the paper, we prefer the word "stemming" over lemmatization; as it is more commonly used, and our algorithms internally identify the suffixes and remove them in the stemming process.
Turkish Language
Turkish is an agglutinative language similar to Finnish. Such languages carry syntactic relations between words or concepts through discrete suffixes and have complex word structures. Turkish words are constructed using inflectional and derivation word suffixes.
In contemporary everyday Turkish, it is observed that words have about 3 to 4 morphemes including the stem with an average of 1.7 derivations per word (Oflazer, 2003) . In Turkish, the number of possible word formations obtained by suffixing one morpheme to a "noun" type stem is 33. By adding two and three morphemes to a "noun" type word stem, it is possible to obtain 490 and 4,825 different words, respectively. For an "adjective" type word stem the respective numbers are 32, 478, and 4,789. For "verb" type word stems the numbers are 46, 895, and 11,313 (Hakkani-Tür, 2000, p.31) . Like other agglutinative languages, in Turkish it is possible to have words that would be translated into a complete sentence in non-agglutinative languages such as English.
Studies of Turkish morphology as a computation problem include (Köksal, 1973; Solak, Oflazer, 1993) . A two-level (lexical and surface) morphological description of Turkish word structure is studied in (Oflazer, 1994) . Statistical modeling and its use in morphological disambiguation, spelling correction, and speech recognition are studied in (Hakkani-Tür, 2000) .
Stemming for Turkish
Several researchers have worked on stemming in Turkish (Solak, Can, 1994; Alpkoçak et al. 1995; Duran, 1997; Ekmekçioğlu and Willett, 2000) . Turkish stemming methods usually return more than one result and do not select the best stem among the possible candidates for a given word. Although it does not directly address stemming, Oflazer's morphological analyzer (1994) gives all possible analyses for a given word based on a stem list and structural analysis. A recent study by Hakkani-Tür (2000) reports on statistical methods for disambiguation of Turkish.
However, disambiguation is a more complex task that includes much deeper analysis that may be unnecessary in stemming. In this study, we basically aim to find the correct stem among all possible alternatives. In order to select the best stem, we introduce two approaches (Altintas, Can, 2002) .
Stemming Based on Disambiguated Corpus Stem Length Information
In this approach, we investigate four different stemming methods by using the average stem length information obtained from a disambiguated corpus supplied by Bilkent University (TLSPC, 2004) . It will be referred to as the "Bilkent corpus." We also have an additional, the fifth, method which does not pay attention to the average stem length information. Both the Bilkent corpus and the test data (defined in the next section) were analyzed by using
Oflazer's morphological analyzer (Oflazer, 1994) . In the results of the analyzer, the first morpheme is the root of the corresponding analysis followed by POS information. Then other morphemes come to form the analysis.
In this part, we analyzed the data morphologically. All possible analyses were sent to the appropriate functions, representing each method we used for stemming. We used five different methods.
• Returning the stem of the analysis that is returned first by the morphological analyzer as the result. Table 2 provides the number (success rate) of each stemming algorithm. The third column provides the same information with the correct stem disregarding the POS. Table 2 shows that the methods produce similar results. Having a result of around 90% may be imperfect, but could be acceptable for many applications. The length-based method is simple to implement provided that there is a morphological analyzer available.
Statistical Stemming Based on the n-gram Language Models
In the statistical stemming part, we used the unigram, bi-gram and tri-gram language models (Ney et al., 1994) . The unigram language model calculates the probability of a word based on its frequency in a given corpus, regardless of the context information. The bi-gram language model tries to approximate the probability of a word, given all of the previous words, by the conditional probability of the preceding word. In general, the n-gram language model tries to approximate the probability of a word based on the conditional probability of the previous (n-1) words. For the statistical part of the experiment, the amount of data necessary to conduct the research is much larger than the stem length-based approach. The training data was extracted using the corpus available from Tür and Hakkani-Tür (Personal communication, 2002) . The corpus was collected from Milliyet Newspaper covering the period from January 1, 1997 through September 12, 1998. There are around 20 million tokens in the "Milliyet corpus" and the number of words,
excluding sentence boundary tags and other unnecessary information, is about 18 million. We trained the system for words with and without part of speech information. The tokens were again analyzed by Oflazer's system (1994).
Tokens with a single alternative are used as they are, and ambiguous tokens are changed to the token <AMB>. For example the word "gülüm" (my rose/ I am a rose) has two morphological analyses both of which are derived from the root "gül+Noun" (rose+Noun). So, this word is tokenized as "gül+Noun" when POS information is considered. However the word "güldür" (S/he/it is a rose / Cause them to smile) has also two analyses, which are derived from two distinct roots "gül+Noun" (rose+Noun) and "gül+Verb" (smile+Verb). Thus, this word is changed to the token <AMB> when POS is considered and is saved as gül when POS is not considered. The number of tokens and n-grams can be seen in Table 3 .
We used two texts for testing purposes. In order to prevent any possible bias we refrained from using the text of the language change experiments and instead used two independent texts: 1) a passage from Yaşar Kemal's "İnce Memed (Vol. 1)" (IM1) with 4268 tokens, and 2) a collection of some newspaper articles from the year 2002 with 1872 tokens. Words in both texts were tagged manually by a human expert for their roots and are assumed 100% correct. In the experiments, we used the SRI Language Modeling Toolkit for statistical processing (SRI, 2004) . For example, the word "bir" (one) has four analyses all of which have the same root: bir+Adv, bir+Adj, bir+Num+Card, bir+Det.
The results for the newspaper articles are slightly better than that of IM1. This is probably due to the training data, which is collected from a newspaper. In general, the domain of the corpus directly affects the results (Jurafsky, Martin, 2000, p. 202 We have not used any preprocessing for the training data, all words were processed as they appear in the corpus. A preprocessor can be used to eliminate some of the ambiguous analyses.
This can improve the system performance. Table 4 shows that tri-gram results are not better than bi-gram results. Table 3 shows that the number of tri-grams for both experiments is less than that of bi-grams. This is due to both ambiguities in the training data and the data sparseness. If we had more training data that would allow us to construct a larger number of tri-grams, we could expect better results for the tri-gram case. In the language change experiments, we use the bi-gram stemming approach without using the POS information. Our unigram and tri-gram approaches can also be used for the same purpose; they provide almost the same level of stemming effectiveness as the bi-gram approach as shown in Table 4 .
Experimental Environment and Design
The last section describes the process of obtaining stems. From this, we can obtain stem lengths and suffix lengths. These and other style markers are necessary components of PARTEX-M.
Our source languages are English, French, and Russian. The source works are also of different varieties including essays, novels, and plays. We aim for diversity in our corpus to achieve better representation of the target language usage. Appendix Table 1 shows the details of the translations. It includes the acronyms, such as BG-1957, corresponding to the translations. The old and new translations all together provide a total text size of 244,510 tokens. For our discriminant and logistic regression analyses, both defined later, we decided to subdivide each work into 1000 word blocks as units in our statistical experiments. This block size is large enough for our analyses, yet small enough to provide, at least nine blocks from each work (Binongo, Smith, 1999, p. 460; Forsyth, Holmes, 1996, p.164; Baayen et al., 1996, p.122) . At the same time, the use of blocks rather than complete works gives the opportunity to examine the works at a micro level. The use of complete works in our analysis allows us to conduct additional experiments at the macro level.
Our aim is to examine the change in the quantifiable features of a language. In this particular case, our focus is Turkish. We designed the experiments for both tokens and types. Doing the experiments only for tokens may not give complete information, because repetitions in the corpus might cause a wrong interpretation of the results. Furthermore, using only the surface forms of words may be insufficient, because Turkish is an agglutinative language, and meaning is enriched by concatenation of suffixes to a stem. So, we performed the experiments both for the surface and stemmed forms of the tokens and types. All of these analyses were conducted using the SAS for Windows software, Version 9. Table 5 provides the results of the measurements for surface forms. A matched paired t-test was conducted to determine differences in the number of tokens between the old and new translations of each work for both surface forms and stem forms. Using a significance level of .05 the test concluded that there is no significant difference. Therefore, we cannot make a generalization for the change in number of tokens. Table 6 shows the change of the same language features in terms of stems. It shows that the number of types has decreased considerably for all cases. We think that the vocabulary of the language has shrunk over time, and today we have fewer root words than we had in the past. For measuring the change in terms of vocabulary richness of the old and new translations, we use the type-to-token ratio (TTR), i.e., (no. of types)/(no. of tokens) in a given translation. We multiply this ratio by 100 to express it as a percentage change (we still call it TTR). The type-totoken ratio has been criticized in the literature, because the ratios obtained are variable and related to the number of tokens in the sample text (McKee et al., 2000; Tweedie, Baayen, 1998) .
Experimental Results

1 Changes Related to Number of Tokens, Types, and Vocabulary Richness
However, notice that in our case, paired old and new translations are based on the same source text and we found no significant difference in the number of tokens between the old and new translations. Thus, it makes sense to use the TTR as a measure to quantify the language change between old and new translations. We use TTR at two different levels: 1) for the surface level tokens and types without stemming (surface-TTR), 2) for the stemmed tokens and types (stem-TTR). The surface-TTR in general shows a decrease as we go from old to new translations (for the works: BG, H, M, and YK). However, the stem-TTR shows a decrease for all cases. The average stem-TTRs for the old and new translations were 14.867 and 12.516, respectively. A one-way analysis of variance was conducted to detect whether these average stem-TTRs are significantly different. Using a significance level of .05, the test concluded this difference to be strongly significant with an observed significance level (p-value) of .02.
Changes Related to Token and Type Lengths
Discriminant Analysis
To provide further motivation to our later hypothesis tests, a series of discriminant analyses were conducted on the translations of each of the seven works to determine how well token word lengths could discriminate the old from the new translations. Blocks of 1000 words made up each experimental unit. Frequencies of token lengths from 1 to 20 characters served as potential discriminators. A stepwise discriminant analysis was conducted to determine what token length frequencies provide the best separation between the work types.
The average correct classification rate over all of the analyses was 80%. This was calculated by dividing the total number of successful classifications by the total number of old and new blocks over all seven works. This indicates that language change has taken place from the period between the old and new translations relative to the style markers, token and type lengths.
Logistic Regression Analysis
The classification of the translation is treated as a binary variable (old, new). To determine whether significant differences in the frequencies of the token and type length existed between the two classification types, a series of logistic regressions were conducted using the classification of the translation as the dependent variable and the frequencies of the token or type lengths as the independent variable for a given block. The regressions were done separately for tokens and types. We restricted our experimental region of token and type lengths to no more than 17 characters since longer words were very sparse in the corpus and in general in Turksih (Dalkılıç, Çebi, 2003) .
The results of these logistic regressions are given in Appendix Table 2 .a and 2.b. Appendix Tables 2.a and 2.b contain data for the non-Shakespearean and Shakespearean works. For each of the seven works, the average number of occurrences of token and type lengths per block is given in separate columns. The columns adjacent to these contain the odds ratio output from the logistic regression. The odds ratio is a measure of association and compares the odds of finding a word belonging to an old translation to the odds of belonging to a new translation when that word, having a stem of a certain length, is chosen at random. An odds ratio less than 1 indicates that such a word is more likely to come from an old translation, whereas a ratio greater than 1 indicates a greater likelihood that it is from a new one.
The large number of hypothesis tests conducted by the logistic regressions lead to problems with alpha significance levels. To reduce the number of tests, we conducted separate ordinary least squares (OLS) regressions on the tokens data and the types data using the natural log of the odds ratio as the response variable. The natural log transformation applied to the odds ratio converts a non-negative variable to one that has a more expanded range encompassing both positive and negative values. (The idea for this type of regression came from a suggestion made by an anonymous referee of (Can, Patton, 2004) .) Both word length and author were the independent variables. We also included an interaction term between author and word length. In general an interaction between two factors, A and B, indicates that the effect of Factor A is dependent on the level of Factor B. In two of Shakespeare's works (Hamlet -H-and Comedy of Errors -YK-), the average token and type word length are both less in the new translation than in the old. Since the opposite is true with the other authors, we felt there was a need to test for an interaction effect. Types and tokens containing more than 12 characters were excluded due to their small number (especially in Shakespeare's works).
An initial Analysis of Variance performed on the token data indicated a very significant word length effect (F(1, 83)=11.03, p=.0014); a very significant author effect (F(3, 83)=4.51, p=.0058), and an extremely significant interaction effect (F(3, 83)=8.70, p<.0001).
Since the interaction effect had extremely strong significance, individual simple regressions were conducted for each author using token length as the independent variable. Table 7 summarizes the results. With the exception of Shakespeare, the regression analysis for each author had significant token length effects. Since the coefficient estimates to token length in these regressions were positive, a longer token would have a higher probability of belonging to a new translation.
A similar analysis was conducted on the type data. We got strong significant results that were perhaps not as dramatic as the token results. Again, a preliminary Analysis of Variance was performed on the type data. The results indicated a very significant type length effect (F(1,83)=10.59, p=.0017); an insignificant author effect (F(3,83)=1.33, p=.2707), but a significant interaction effect (F(3,83)=.0292, p=.0292). Due to the strong significance of the interaction effect, individual simple regressions (again using type length as the independent variable) were conducted for each author. Table 8 summarizes the results. Based on the type data, the regression analysis for each author (except Shakespeare) had significant type length effects. Since the coefficient estimates to type length in these regressions were positive, a longer type would have a higher probability of belonging to a new translation.
From the regression equations in Tables 7 and 8 , we can get the predicted odds ratio as a function of token and type length for each author. As an example, the prediction odds ratio as a function of token length for Daudet would be the following. A series of graphs showing the predicted odds ratio plotted for each author against token and type lengths appear in Fig. 2 . In interpreting these graphs, assume that a word is chosen at random from a block of one of the translations for a given author's work. If the predicted odds ratio for that token length is greater than one, the chances are greater that the block itself comes from a new translation rather than an old one. Likewise if a vocabulary word, i.e. type, is chosen at random from a block of a translation for a given authors work, the same interpretation applies.
With the exception of Shakespeare, the predicted odds ratio for both tokens and type increase as the length increases. Table 9 shows that as we go from old translations to new, for a given work, both the token and type stems become shorter. This is interesting because as we go from old to new translations the average token and type lengths tend to increase. This together with the decrease in the number of stems shows us that the vocabulary of the language has changed considerably with time. In newer words, on the average, stems are shorter and suffixes are longer. This means that more meaning has been loaded into a single stem by using more number of suffixes for that stem.
Changes Related to Suffix and Stem Lengths 6.3.1 Changes Related to Suffix Lengths
Changes Related to Stem Lengths
To study the nature of the change, a series of logistic regressions were conducted where the binary response variable for each was the classification of the translation (old, new). The independent variable was the frequency of tokens or types of a certain stem length for a given block. The results of these logistic regressions are given in Appendix Table 3 .a and 3.b.
Appendix Table 3 .a contains the data for the works of the authors other than Shakespeare, and 3.b corresponds to the Shakespearean works. These tables have a similar structure as that of
Appendix Tables 2.a and 2.b; the difference is that Appendix Tables 2.a and 2.b refer to word lengths whereas 3.a and 3.b refer to stem lengths. Words having stem lengths up to twelve characters were used since words having longer stems were very sparse in the corpus. The natural log of the odds ratios was used as a dependent variable in OLS regressions that had author and stem length as independent variables. One regression was done for the token data and another for types. This type of analysis was not attempted on suffix lengths due to its limited range of values.
Besides an interest in stem length effects on the odds ratio, we were also interested in the author effect and its interaction with stem length. As shown in Appendix Table 1, some individuals translated more than one work. However, we neglected the translator effect in this analysis since most of the translators handled only one work.
In this analysis, we used stem lengths up to eight characters since longer stem lengths had very small average occurences (less than 10 per block in most works, see Appendix Tables 3.a and 3.b). A preliminary analysis found neither a significant author effect nor an interaction effect but did find a significant stem length effect. This was true for both the token and type data.
Thus, we developed our models based on stem length alone as the independent variable. Upon inspecting the residuals and the odds ratio in Appendix Tables 3.a and 3.b, we observed the odds ratio had a tendency to increase for stems of length 1 to 4 and then decrease for stems of lengths greater than 4. We subsequently developed a quadratic regression model with linear and quadratic stem length terms as independent variables and the natural log of the odds ratio as the dependent variable.
Our regression results for both tokens and type stems indicated an extremely strong relationship between stem length and log of the odds ratio. The tokens regression produced an overall F(2,53)=22.99 (p<.0001). The prediction equation for the token's regression was the following.
Log(odds ratio)= -.129 +.08928*stem length -.01208*(stem length) 2
The linear and quadratic regression coefficient estimates both had observed significance levels of p<.0001 indicating extremely strong evidence of a positive linear stem length coefficient and a negative quadratric coefficient. Analyzing the prediction equation, the log of the odds ratio tends to increase as the stem length increases from 1 to 4, and then decreases to negative values for increases beyond 4. Hence, tokens having longer stem lengths have a higher probability of belonging to the old translation. Since there was not a significant interaction effect between stem length and author, this property appears to be uniform across all of the four authors. The coefficient of determination (R 2 ) statistic was .4645 indicating that 46.45% of the total variance of the odds ratio log about its mean can be explained by token stem length. There definitely are other factors besides stem length affecting the odds ratio, but stem length is a very important factor.
We obtained similar results for the type data (i.e., types having longer stem lengths have a higher probability of belonging to the old translation). The types regression produced an overall F(2,53)=13.27 (p<.0001). The prediction equation for the type's regression was the following.
Log(odds ratio)= -.850 +.4353*stem length -.05031*(stem length) 2 Both the linear and quadratic estimates yielded observed significant levels of p<.0001. The R 2 statistic was .3336, which was not quite as strong as the token case but strong nevertheless.
The predicted odds ratio as a function of token and type stem lengths can be obtained by exponentiating both sides of each regression equation. Fig. 3 contains the plots of the odds ratio against stem length for both token and type stems. In both of these, the predicted odds ratio is largest for stems of approximately length 4. For stems greater than 4, the odds that a block is selected from a new translation decreases as stem length increases. Stems having lengths of 3, 4, or 5 have a greater chance of coming from new translations. It is interesting to note that very short stems, having lengths 1 or 2 tend to appear in older translations. However, the average occurrences of these stems are relatively small (see Appendix Tables 3.a Stem Length
Odds Ratio
Token Odds Ratio Type Odds Ratio Fig. 3 Predicted odds ratio for token and type stem lengths.
Conclusions
In this study, we introduce various stemming techniques for Turkish and a systematic method, PARTEXT-M (PARallel TEXt-based language change measurement Method), for quantifying language change. In agglutinative languages like Turkish, stemming is important in measuring language change in terms of some style markers, since a single word stem may yield many different surface forms. Our approach to stemming in Turkish can be applied to some other agglutinative languages. The successful results with Turkish indicate that PARTEX-M is promising for quantifying change in other languages.
The experiments show that there is a decrease in vocabulary richness when measured as type-to-token ratio using word stems. Hypothesis tests indicate a strong significant increase in the suffix lengths of types going from the older to the newer translations. For newer translations, stem lengths tend to be shorter and types and token lengths tend to be longer. Since the number of tokens of the old and new translations is not significantly different, these observations indicate that in contemporary Turkish one would use more suffixes to compensate for the fewer stems to preserve the expressive power of the language at the same level. This is in harmony with our vocabulary richness (stem type-to-token ratio) result that indicates a decrease in going from old to new. The increase in suffix lengths and decrease in stem level vocabulary richness can be partly explained by neologisms introduced for replacing old words in contemporary Turkish. Such neologisms are usually obtained by adding suffixes to Turkish stems (i.e., by only using stems which are not borrowed from other languages).
The PARTEX-M approach uses time-separated parallel translations to quantify diachronic change in a target language. Frawley (1984) considers translations as "third code," a code which is different from both source and target language. [Here one may also recall the phrase "Traduttore, traditore" ("the translator is a betrayer") (Jakobson, 1959) .] Based on the "third code" concept, one can claim that "a translation is at best an unrepresentative variant of the target language. As such, it is misleading to generalize the results based on such biased data to the target language. The effects of translation process on the translated text are unavoidable." By following this line of thinking, users of PARTEX-M should be careful for potential problems.
Whilst, Even-Zohar (1990) regards translated literature as a system of own right. In view of the fact that we have multiple parallel translations, it is fair to say that the changes in the translations are "at least" the reflections of the changes in the target language (Turkish). Since the sources are the same, the changes in the translations should or can be attributed to the changes of the target language. Of course, a balanced diachronic corpus that covers a wide range of genres and a large number of authors can certainly minimize such criticism or possible problems. However, such an approach involves two major undertakings: creation of this diachronic corpus, and repetition of our experiments by using this new corpus. This is an interesting future research possibility. The study reported by Tirkkonen-Condit (2002) illustrates that in Finnish the translations can be "not readily distinguishable" from originally produced (non-translated) text. The identicalness of translated (translational data) and non-translated (original) texts can be investigated in Turkish.
The study of the "third code" concept (Overas, 1998) 
