Abstract: Xen hypervisor is used to execute and migrate the guests on different architectures using a pre-copy algorithm. There are three major categories to improve pre-copy using live migration algorithms: 1) reducing dirty pages; 2) predicating dirty pages; 3) compressing memory pages. The methods based on reducing dirty pages can lead to performance degradation so the new approach called combined approach (including prediction and compression) is proposed in this paper. The prediction of dirty pages during a migration is performed using autoregressive integrated moving average (ARIMA) model. A least recently used (LRU) stack distance-based delta compression algorithm is proposed for compression model to achieve efficient virtual machine migration. The results show that ARIMA-based model is able to predict 93% in the case of high dirty pages environment. The combined approach is able to reduce 19.16% downtime and 10.76% total migration time on an average compared to Xen's pre-copy algorithm.
Introduction
According to the NIST definition, cloud computing is the collection of five essential characteristics, three service models and four deployment models. Five characteristics are:
1 on-demand self-service 2 broad network access 3 resource pooling 4 rapid elasticity 5 measured service.
Software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS) are the three most common service models. Private cloud, public cloud, community cloud and hybrid cloud are the four deployment models (Sriram and Khajeh-Hosseini, 2010) .
Virtualisation is a part of IaaS service model, which makes the hypervisor directly interact with the hardware. It maps a virtual set of hardware to a physical architecture or a program running on a virtual machine monitor (VMM). The workload migration, isolation and consolidation of servers in data centres and cluster systems are the major components of virtual machine (VM) technology. Automatic load balancing-based mechanism (Hussein et al., 2015) is considered a recent technical requirement to maintain overloaded, idle or underused machines. There are two main types of virtualisation provided by Xen. In the full-virtualisation mode, an operating system is installed on a VM without being modified. If privileged instruction support is provided to modify the kernel then it will be considered in the para-virtualisation mode (Min et al., 2012) . A taxonomic view of cloud services is given in Fortis et al. (2015) . It supports cloud usage, monitoring and scaling of different services. In Liao et al. (2015) , mobile data infrastructure model is given. A new rating algorithm for cloud storage is proposed in Li et al. (2015) . VISOR is the image server to work on different cloud frameworks to solve sharing and interoperability issues (Pereira and Prata, 2015) .
Total migration time is the time taken to transfer VM from a source to the destination. Downtime is the time for which a service is interrupted. In a live migration process, guests are migrated from one cluster to another cluster with no noticeable downtime. Pre-copy and post-copy are the two types of memory migration methods (Shribman and Hudzia, 2013) . Pre-copy is a method in which a VM is running and the modified memory pages are recopied iteratively (Hsu et al., 2014) . If a VM gets suspended and minimal processor states are copied in the destination, then it is known as post-copy approach. The performance of pre-copy is better for high dirty pages kind of scenario than post-copy. It can reduce both total migration time and downtime during live migration in various applications (Clark et al., 2005; Ahmad et al., 2015) over post-copy. The pre-copy-based live migration of VM between two hosts has five stages: pre-migration, reservation, iterative pre-copy, commitment and activation.
Time series modelling is useful to solve problems using regression models. It can be used for practical applications using stochastic and probabilistic models. Auto-regressive integrated moving average (ARIMA) model is such the kind of statistical model used by probabilistic nature-based applications. Prediction is needed for predicting dirty pages and least recently used (LRU)-based compression algorithm is useful to compress memory pages. Both have combined to focus into the main theme: to deal with high dirty pages (memory intensive pages). This combined mechanism is able to reduce transferred pages so ultimately it reduces both downtime and total migration time.
This paper aims for the following: • The iterative copy phase for live migration is evaluated for Xen and the proposed model is developed to modify it. The prediction-based ARIMA method is combined with the LRU stack distance-based delta compression. The combined approach is useful for network load reduction and also to reduce the amount of data migration. The prediction of dirty pages in advance is the key issue which can improve a pre-copy approach.
• In this paper, the different performance metrics like service downtime, total migration time, predicting dirty pages are compared, and evaluated on three different types of VM workloads. The experiment is also presented for the evaluation of transferring different image sizes of VM on various storage environments.
In Section 2, literature survey section is discussed with the detailed analysis of live migration techniques. Comparative analysis of results is discussed based on different parameters of migration in this section. In Section 3, the framework of improved pre-copy algorithm of Xen is proposed. In Section 4, the combined approach based on prediction is discussed that is performed using ARIMA model. The LRU stack distance-based delta compression is also discussed in this section. In Section 5, experiments and results are shown for the combined approach over a pre-copy algorithm of Xen.
Literature survey
The purpose of literature survey is to get detailed analysis of live migration algorithms and to find out parameters on which performance of live migration can be improved. In this survey, different improved pre-copy algorithms are studied. The overall objective of this paper is to apply improved pre-copy algorithm on memory intensive-based applications. The combined approach has higher prediction accuracy to deal with memory intensive pages. The available literature is mainly focused to consider simple workloads with non-memory intensive pages.
Live migration is documented and evaluated by Clark et al. (2005) . Stunning rogue processes and freeing page cache pages are the two methods used in this paper. The writable working set (WWS) behaviour during migration is traced by Xen's shadow page table mechanism which can track dirtying statistics of all those pages. The migration is terminated on two conditions: either maximum number of iterations achieved or WWS becomes too smaller, given in stop-and-copy condition (Clark et al., 2005) . This paper (Yin et al., 2014 ) presents a novel three-stage memory copy live migration algorithm. The existing live migration-based pre-copy approaches are used to iteratively copy redundant memory pages. A post-copy-based approach would lead to the problem of page fault so performance can be degraded for different workloads. In the novel approach, memory pages are transmitted twice at most and a page fault is occurred in the small part of dirty pages. This is implemented in Xen 4.1.4 and it is compared with the original pre-copy approach of Xen. The results under various memory workloads have shown that this approach is able to reduce total migration time and total pages transferred significantly. In LRU and splay tree algorithm (Zaw and Tar, 2012) , a combined LRU cache with splay tree algorithm is proposed. The performance of the working set prediction algorithm is evaluated on different workloads. It is able to reduce 23.67% of the total data transferred during migration and 11.45% of total migration time on an average in comparison to Xen's default pre-copy migration algorithm.
The paper (Zhang et al., 2014 ) describes a metadata-based VM migration approach called mvmotion. It is used to identify redundant memory data during migration by considering workloads in memory. It can reduce total transferred data by 29% to 97% and decreases the migration time by 16% to 53%. In future work, compression techniques are used to reduce the network traffic during migration. Jin et al. (2009) presented MEMCOM, a memory compression-based VM migration algorithm that provides quick migration in the case of low network overhead due to a large number of pages. The MEMCOM-based adaptive algorithm is designed for compressing pages to provide efficient, stable VM migration. MEMCOM is able to minimise 27.1% downtime, 32% of total migration time and 68.8% of total transferred data on an average over Xen.
Re-use distance-based algorithm (Alamdari and Zamanifar, 2012 ) is developed to track modified pages and it is able to make decision for transferring dirty pages. It makes use of two arrays, reuse_d for the counting reuse distance of VM's pages and to_reuse to get the information regarding modifying pages which have not been sent to the destination host. When the system is under heavy workload or applications are write intensive, the algorithm has better performance than the traditional pre-copy in terms of the number of transferring pages, total migration time and downtime. It is able to minimise 68% of the total data transferred on different type of workloads.
In time series-based pre-copy approach (Hu et al., 2011) , the rate of dirty data generator is an important parameter that provides improvement in basic pre-copy algorithm. This approach can recognise frequently modified dirty pages with past and future period more precisely. It transfers the frequently modified pages in the last round of iteration, therefore, it is able to reduce unnecessary, repeated transfer of dirty pages. This approach can improve pre-copy, including fewer iterations, less down time and migration time, and fewer pages transferred compared with the traditional approach of Xen.
Context-based prediction (CBP) algorithm (Cui et al., 2013) exploits prediction by partial match (PPM) model to predict the dirty pages based on the record history. It is able to predict dirty pages based on page access pattern. PPM uses the principle of locality rule. Hence, if the pattern is known, a page will be predicted whether it will either become dirty or not for future reference. The experiments show that CBP is able to shorten the parameters like total migration time, downtime and total pages transferred significantly, comparing with the default algorithm of Kernel virtual machine (KVM). In this paper (Sun and Hu, 2014) , dirty pages re-transmission is avoided using prediction technique given by Kalman filter which is based on a recursive estimation method. Kalman filter works on the time status of a previous estimate of the current state to the observed value. This method is able to reduce 15.1% of the total amount of data and 12.2% of the total migration time in comparison with traditional Xen.
Delta compression (Svard et al., 2011 ) is implemented in KVM hypervisor and the performance is evaluated by migrating VMs running with different type of workloads. This paper shows the evaluation with a significant decrease in migration down-time in all test cases. This method can reduce the number of page re-transfers and thus, it shortens the migration time as well as the migration downtime.
Cui and Song (2010) presented matrix bitmap algorithm, which collects dirty bitmaps for many times and then decides whether to send pages or not. Modified pages have large reuse distance, if VM's pages are modified sequentially. This algorithm is able to improve pre-copy under heavy load conditions, if sufficient dirty page information is collected, the total migration time is decreased by 50% with no system burden. Sun and Ren (2013) presented an optimised algorithm for dynamic migration. A working set-based calculation algorithm is proposed to have two modules named probability prediction and memory compression. The device driver-based LZ algorithm is used for the dynamic migration. Jing (2012) presented dynamic migration mechanism based on a combined approach of layer-based copy algorithm and memory compression algorithm. It can optimise based on time and space complexity of realising real-time transfer. Improved pre-copy algorithms given in Cui and Song (201) , Sun and Ren (2013) and Jing (2012) are able to produce effective performance based on the combination of two techniques. Our approach has considered this kind of combined approach in which prediction and compression-based two different methods are proposed.
3 Improved pre-copy algorithm
Bitmap structure of pre-copy
The framework of Xen 4.2 (Barham et al., 2003 ) is used as a set up for live migration of VMs on Intel-VT architecture. The aim is to avoid repetitive transmission of memory pages, therefore, methods based upon prediction are used to obtain information regarding the dirty pages. In current pre-copy algorithms, the dirty pages are not predicted in advance.
The Xen VMM (hypervisor) runs directly on the hardware which has a special VM called Domain0 referred to as a Host OS. It has more privilege and management functionality that the other guest VMs do not have. Hardware-assisted virtual machine (HVM) is used for virtualisation extensions from the host CPU to virtualise guests. HVM requires Intel VT or AMD-V hardware extensions (Barham et al., 2003) .
The logical flow of live migration is shown in Table 1 (Patel and Chaudhary, 2014) . The bitmap structure of Xen's pre-copy consists of three types of bitmaps called to_send, to_skip and to_fix. If a page becomes dirty, then it can be skipped in the next round. If pages become dirty again since the last iteration, then they are sent in the current iteration to a destination machine. If the pages are being modified repeatedly, then to_fix bitmap is called to fix pages and these pages will only be sent at stop-and-copy phase during the last iteration.
Proposed framework
Based on a literature survey and different pre-copy algorithms modified so far, the new approach called combined approach (including prediction and compression) is proposed. The framework is given in Figure 1 . The comparison of existing improved pre-copy algorithms is based on two main parameters, service downtime and total migration time. The probability prediction-based ARIMA model is implemented in the next section. The LRU-based memory compression is the second step of combined approach in which delta compression method has been used.
In Figure 1 , migration module running in Dom0 is responsible for performing a live migration of VMs. Modifications in memory pages of VM are identified by shadow page table and after this operation, corresponding flags are set in dirty bitmap. At the start of every iteration, the corresponding bit value is sent to the migration module. Bitmaps and shadow page table entries are cleared in the next round. Memory pages generated by bitmaps are predicted and compressed before sending to the destination and only those pages are sent which are below certain threshold value. The decompression stage is performed on the target node. The working of proposed framework is started between two nodes by enabling hardware-based services. In execution process, distributed replicated block device (DRBD) resource is created on both nodes using protocol C. DRBD resources are shown as a hard-disk for guest OS. Protocol C is used to synchronise data between hosts and it ensures that the write has been completed on both nodes before reporting success. After that, a guest OS is started on Xen platform and it can run with different workloads. If the load is reached to certain threshold value, migration will occur. Before migration of guest OS, start and end times are recorded. At the end of migration, downtime and total migration time are calculated and after that, guest OS is migrated back. The modified pre-copy algorithm has major three directions:
1 reducing dirty pages using CPU scheduling 2 dirty pages prediction 3 using compression algorithm.
The basic methods of process migration like stunning rogue processes and freeing page cache pages are given in Clark et al. (2005) . These methods are able to reduce dirty pages for live migration. The algorithms based on CPU scheduling (Jin et al., 2011) suffer from performance degradation (Zaw and Tar, 2012; Cui and Song, 2010) .
Improved pre-copy algorithms (Hsu et al., 2014; Cui and Song, 2010) are based on matrix bitmap algorithm or threshold value. These approaches are applied to modify pre-copy but have their limitations in the form of better prediction of dirty pages. LRU and splay tree algorithm (Zaw and Tar, 2012) and reuse distance-based pre-copy approach (Alamdari and Zamanifar, 2012) are developed using an LRU-based technique to improve pre-copy algorithm. These methods are able to predict dirty pages, but compression of pages is the issue which can also improve performance in live migration. Delta compression model is proposed in Section 4. Various compression methods (Jin et al., 2009; Svard et al., 2011; Sun and Ren, 2013; Huet al., 2013) like delta compression, Huffman coding, MEMCOM, WKdm and LZ are classified to improve pre-copy algorithm.
The prediction-based techniques (Cui et al., 2013; Sun and Hu, 2014; Montgomery et al., 2008; Chen and Cao, 2014) are focused using time series-based pre-copy approach, CBP algorithm or Kalman filter discussed in literature survey section. The statistical prediction model is proposed in Section 4.
Combined approach using prediction and compression

Proposed statistical prediction model
Methods (Cui et al., 2013; Sun and Hu, 2014; Montgomery et al., 2008; Chen and Cao, 2014 ) based on probability prediction are discussed briefly in previous section. The proposed statistical-based method called ARIMA model is implemented for live migration system. Techniques based on obtaining threshold or LRU are able to avoid re-transmission of dirty pages, but these methods cannot take a history of previous iterations which can play crucial role in predicting data . The main objective of a combined approach is prediction in which time series-based data is taken for analysis and previous history-based evaluation is performed (Montgomery et al., 2008) . This history of iterations is used as base criteria to send pages or not. So the purpose of ARIMA-based model is to forecast time series-based data. This type of probabilistic model is a mathematical representation of a random phenomenon. This works in a sample space, events of sample space and determining probability of each event.
Three phases of ARIMA model are given below: • Phase 1 (identification): ARIMA model is derived from an updated version of an auto-regressive moving average (ARMA) model. This model is classified by ARIMA (p, d, q), where p states the autoregressive parts, d is known for integrated parts and q states moving average parts for a given dataset. Autoregressive (p) term predicts the current value from the previous values of the series. Difference (d) influences data and it is used for stationary data which is required to estimate the model. If data are non-stationary then it is being converted into stationary data. Moving average (q) term specifies current values for deviations between current and previous values using mean.
• Phase 2 (estimation and testing): In this phase, parameters of time series data are estimated. Akaike's information criterion (AIC) criteria is used to decide appropriate model. The value of AIC is derived with the suitable order of ARIMA (p, d, q) using ACF (autocorrelation function) and PACF (partial autocorrelation function) parameters. Testing of time series is performed using the Box and Jenkins model and the alternate hypothesis are accepted if obtained p-value is less than 0.05%.
• Phase 3 (Forecast): Time series data are forecast in this phase. Forecast and predict functions are used for predictions of data from training set. The prediction of low and high dirty pages are the outcome of this phase. 
Equation (1) suggests the basic AR term of ARIMA model which has auto-regressive (AR) models like AR(1), AR(2) and AR(3) as per given in equations (2), (3) and (4). 
Equations (5) and (6) represent computation of moving average (MA) terms known as MA (1) and MA(2) of basic MA equation given in equation (7). Using these equations, AIC values are derived using different ARIMA models which are shown in experiment 3 and experiment 4. ARIMA model is finalised with smallest values of parameters measured using AIC. This is used to quantify the goodness of the statistical data. The lowest AIC is considered to be closer with a real data. There are two kinds of pages: high dirty pages and low dirty pages. Bitmaps to_send and to_skip are used to identify low or high dirty pages. Low dirty pages are allowed to send pages to the destination once the pages are in to_send bitmap and high dirty pages are considered to stay in WWS until next round. The bitmap for dirty pages is created using simple program in R. This program is able to generate group of 4 bits to make complete bitmap. In a group of bitmap, 1's and 0's are generated randomly to identify low or high dirty pages based on the weight of 0's and 1's in a time series. This simulation approach is presented here for predicting time series of low and high dirty pages.
Data preparation: Live migration data are stored in matrix form of 900 (pages) × 30 (iterations). The program first takes input file in the csv file format to generate time series. This matrix is able to generate low and high time series. On the input series, various tests like adf and kpss are applied to verify stationary data of time series. After that, this time series is applied to find out ACF and PACF parameters, so proper model can be estimated. At the end, forecasting of time series is being generated using predict function of forecast library. The time series and forecast packages of R language (http://www.rstudio.com/products/ rpackages) are used to work with time series models. Various functions of these packages are used for evaluation of time series-based low or high pages. Few most used functions are diff(), acf(), pacf() and arima(). Algorithm of ARIMA model is given below: 1 If data are homogenous then the differences are not calculated and for non-homogenous data, differences are calculated to generate stationary data. In our case, time-series data are homogenous. In Figure 2 , the time series of low dirty pages is shown and in Figure 5 , the time series of high dirty pages is shown. These pages are given with the bitmap program which randomly selects the chunk of bits from dirty bitmap and produces low or high dirty pages accordingly.
2 Data are examined by plotting autocorrelation function (ACF) and partial autocorrelation function (PACF) to identify proper models called model selection. In Figure 3 and Figure 6 , the ACF plot is shown which has lagged on both positive and negative sides. The ACF is used to estimate moving average term. In Figure 4 and Figure 7 , PACF is shown to estimate the autoregressive term of time series by considering weighted lags. These parameters are calculated by equation (8). Four models (ARIMA (1, 0, 1), ARIMA (2, 0, 1), ARIMA (1, 0, 2) and ARIMA (2, 0, 2)) of low dirty pages and five models (ARIMA (1, 0, 1), ARIMA (2, 0, 1), ARIMA (1, 0, 2), ARIMA (2, 0, 2) and ARIMA (11, 0, 12)) of high dirty pages are evaluated based on lag values of respective time series.
( ) 
3 Estimate the model and examine the residuals. Accuracy of low and high dirty pages is evaluated based on lowest value of AIC from different ARIMA models. The accuracy is calculated based on comparison of predicted and actual pages. 
LRU stack distance-based delta compression
LRU stack distance algorithm
An LRU algorithm is known for the replacement policy that is useful for the prediction of working set (Zaw and Tar, 2012) . It works on the principle of temporal locality-based mechanism. This mechanism is used for pages which are available with the longest period of time during execution. If the sequence of updates in memory pages is recognised like ABACDDB then the stack distance between B is 3 because of three unique pages, D becomes dirty in between.
In other way, if 1 is for modify page and 0 is for unchanged page, then the sequence 1010101 can be sent repeatedly for modified pages while it could be sent only last updated value of a page. For large distances, existing pre-copy cannot give accurate results because it updates the recent modified page (dirty page) without any prediction in the iterative process (Zaw and Tar, 2012; Alamdari and Zamanifar, 2012) . LRU stack distance works on the principle that distance of a modified page in stack away from top referred to as the reuse distance that is the equivalent to the number of distinct modified pages between its last updating and its current updating. In pre-copy algorithm, pages are likely to be sent to the destination host if its corresponding bit in the to_skip bitmap is not set. In LRU stack distance algorithm, pages will be sent if its corresponding bit in the to_skip bitmap is not set as well as the stack distance is not less than the dirty count. Two types of classification are done in this algorithm:
1 calculate the reuse distance of VM's pages 2 retrieve the information about updated pages that have not been sent to the destination host in the current iteration.
The bitmap values are checked in each iteration, if WWS is modified under the bitmaps of to_skip and to_stack. At the end, if last iteration starts or WWS is unmodified, remaining dirty pages (to_fix bitmap) are sent to the destination that will complete migration process. The LRU stack distance given in Figure 8 is able to consider frequently dirty pages in WWS and sends fewer updated pages in an iterative process. So this algorithm is able to improve performance of migration system based on deciding accurate WWS. 
Delta compression
Compression is performed by various methods like delta compression, MEM-COM, Huffman coding, LZ algorithm, etc. discussed in literature review section. The delta compression is considered effective method for evaluation of performing heavy workloads so it is able to work with frequently updated memory pages for live migration. To get optimal performance gain, delta compression is the efficient method in comparison of other compression methods so it is combined with the LRU model to make the efficient compression approach. Delta compression (Hu et al., 2013) shown in Figure 9 is used to compress pages having strings of 0's and 1's. It first identifies changed part of a dirty page and then the XOR operation is generated by subtracting this page from the previous page. This way, it can pass only differences to the destination instead of sending entire page every time. The page is restored back by decoding the result and the outcome is XOR'ed with the content of the page. Xen mechanism is designed to compress pages using delta compression. This method is extended to use effectively for live migration using LRU stack distance-based delta compression. • Performance parameters: 1 service time 2 total migration time 3 predicting dirty pages.
In our modified pre-copy algorithm, service time and total migration time are calculated for comparative analysis. The service time is evaluated at the cost of transferred dirty pages in stop-and-copy phase. The total migration time is calculated on the basis of total time of two phases: 1 pre-migration 2 iterative phases.
The XL migrate command is used to evaluate both, service time and total migration time.
Total migration time is represented by following equation:
Total migration time time taken by iterations service downtime
Iterative process time is represented by following equation:
( 1) 
Total migration time is shown in equation (9). In equation (10), it is assumed that pages are transferred at the maximum capacity. In non-adaptive migration, dirty rate is likely to take available bandwidth for transferring pages. This framework is tested on three application scenarios (VM workloads): idle system, kernel compile, static web server.
1 Idle system: An idle Ubuntu OS with no special applications running on it.
2 Kernel compile: The complete Linux 2.6.32 kernel compilation is a system call intensive workload, which is very expensive to virtualise. It is a balanced workload which tests CPU, memory and disk performance.
3 Static web server (Voorsluys et al., 2009) : In this workload, Apache web server is migrated and it serves static content at the high rate. A single client is configured with 100 concurrent connections and each connection continuously requests a file of 512 KB.
Service time and total migration time are calculated for above three workloads in our experiments. The base experiment is performed on an idle system for storage specific consideration. Other experiments are performed for the prediction of low and high dirty pages using ARIMA method.
• Experiment 1: Live migration on idle system
Total transfer time for idle system with non-shared storage, NFS and DRBD is shown in Figure 10 . This has been configured using two kinds of resource migrations 1 NFS 2 DRBD.
NFS is setup by installing NFS server on the first node and NFS client on the other node. Each VM is installed on the DRBD resource on the top of logical volume manager (LVM) in DRBD-based migration. Figure 10 shows DRBD storage which outperforms optimally with total migration time of 12 sec, in comparison with NFS (97 sec) and without shared storage option (110 sec). This experiment is tested with 512 MB RAM and 1 VCPU.
• Experiment 2: Downtime and total migration time for three workloads.
Three different workloads are considered here to evaluate the performance of the combined approach (improved Xen). This approach is compared to existing Xen algorithm. According to the results of experiment in Figure 11 , when the VM is idle or any application is not running on it, the performance of downtime for both algorithms is approximately same. When the workload and also memory dirtying rate are increased, improved Xen is able to perform better for kernel compile and web server VM workloads.
According to the results of experiment in Figure 12 , the performance of total migration time is approximately same for idle system and kernel compile workloads. But with increasing workload and memory dirtying rate, improved Xen is able to perform better compared to Xen for web server workload. These experiments are tested with 1,024 MB RAM and 1 VCPU.
• Experiment 3: Prediction of low dirty pages using ARIMA model.
Under the circumstance of less load of VM, very few pages are likely to be dirty in the iterative process. The comparison of actual dirty pages and predicted dirty pages is shown in Figure 13 . On an average, the accuracy to predict the low dirty pages is 78.3%. AIC value of low dirty pages for ARIMA (1, 0, 1) is 577. In the experiment on the heavy load, if memory is considered write-intensive then data get changed frequently while migrating VM. During the migration process, along with the number of running services increased, more dirty pages are generated. The WWS of ARIMA model is able to predict dirty pages in advance. Figure 14 shows the comparison of dirty pages generated before and after optimisation. On an average, the accuracy to predict high dirty pages is 93%. The AIC value of high dirty pages for ARIMA (11, 0, 12 
Conclusions and future work
In this paper, the combined approach of live migration using pre-copy is proposed and four experiments are performed using it.
• The ARIMA model has good accuracy to predict dirty pages in an iterative process of migration. This method is used to predict the time series-based value as a linear combination of its past and error values. The predictions of low dirty pages and high dirty pages are evaluated using ARIMA model. The low dirty pages are able to predict 78.3% accuracy and the high dirty pages are able to predict 93% accuracy as shown in experiments 3 and 4.
• The prediction of WWS generated by ARIMA is able to reduce number of transferred pages that range from approximately 78% to 93%. The delta compression has been able to work effectively with frequently updated pages. The delta compression optimises complexity in live migration and the overall performance is able to improve using this method. The combined approach is able to reduce 19.16% downtime and 10.76% total migration time.
• The combined approach is tested on three different workloads. Results are discussed for existing Xen with improved Xen. An idle system is also evaluated for three different storage mechanisms: no shared storage, NFS and DRBD. A DRBD-based storage can give better performance than the other two options.
• In future work, techniques based on probability prediction and machine learning should be explored to increase the accuracy for low and high dirty page environment. We have been working with delta compression here, so other compression techniques can be used in a combined approach to improve downtime and total migration time.
