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Abstract:
We consider theories with time-dependent Hamiltonians which alternate between being
bounded and unbounded from below. For appropriate frequencies dynamical stabilization
can occur rendering the effective potential of the system stable. We first study a free field
theory on a torus with a time-dependent mass term, finding that the stability regions are
described in terms of the phase diagram of the Mathieu equation. Using number theory we
have found a compactification scheme such as to avoid resonances for all momentum modes
in the theory. We further consider the gravity dual of a conformal field theory on a sphere
in three spacetime dimensions, deformed by a doubletrace operator. The gravity dual of
the theory with a constant unbounded potential develops big crunch singularities; we study
when such singularities can be cured by dynamical stabilization. We numerically solve the
Einstein-scalar equations of motion in the case of a time-dependent doubletrace deformation
and find that for sufficiently high frequencies the theory is dynamically stabilized and big
crunches get screened by black hole horizons.
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1 Introduction
One of the main challenges facing string theory is to uncover what is to actually become
of various types of classical gravitational singularities. The AdS/CFT framework is a
particularly useful setup for such a study. On the one hand it provides complete non-
perturbative information and on the other hand, decays from a false vacuum in AdS [1]
generically result classically in a big crunch. This was studied in [2–13]; in particular it was
argued in [10, 13] that there are cases were the singular nature of a crunch is a question of
observables and conformal frame used to describe them. The description of a big crunch as
a boundary theory can be singular in one frame and non-singular in another. In the bulk the
singularity is not resolved and yet infinite entropy is encoded on the boundary. In one frame
the Hamiltonian is always bounded and in the other it is bounded as long as it exists. There
are other more radical crunches which involve infinite energies and unbounded Hamiltonians
on the boundary [2–5, 10, 13]. In those cases there is no clear expectation that the crunch
would or should be cured. In this work we analyze boundary and bulk behavior in a class
of cases in which the boundary Hamiltonian’s properties are somewhat midway between
the bounded and unbounded cases. We study here a class of time-dependent Hamiltonians
which are unbounded ”half” of an infinite time and bounded during the other ”half” of
time. This in an oscillatory manner. A butterfly flapping its wings. Such systems are
interesting to discuss in their own right. In some range of parameters it turns out that the
energy of such systems is effectively bounded from below. We will survey how the stability
or instability features of these boundary potentials manifest themselves in the bulk. When
crunches would occur, would black holes form to shield the singularities? In particular, one
could pose the question if it is possible to turn the mentioned big crunch into a near-crunch
by means of such a dynamical stabilization. As a prototype example we will consider in
this paper the same unbounded potential, however, multiplied by an oscillating function
such that half of the time the potential is bounded and half it is not. Concretely we will
consider an unbounded potential of the dual boundary theory, oscillating with frequency
ω as follows
V (φ, t) = −V0(φ) cos(ωt) , (1.1)
where φ is the field in the problem at hand. An example of dynamical stabilization is
Kapitza’s pendulum [14] which is stabilized for frequencies above some critical frequency
ω > ωc. This was done using the method of separation of time scales.
In order to acquire some intuition we will first consider the example of a free field
theory. For the free field theory it will prove convenient to break down the problem to
the zero mode and higher momentum modes. This leads us to study analogous quantum
mechanics problems before considering the field theory cases at hand. We find in the
case of a free massive field theory, when compactified on a torus, that it will indeed be
stabilized when the (angular) frequency is larger than an order one number times the
inverse compactification radius. There is though an unwanted side effect coming about by
means of our treatment, i.e. dynamically stabilizing the system with oscillatory behavior,
will in general lead to a secondary effect of resonances. This is a different type of instability
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not present in the initially static unbounded potential. An analysis in terms of number
theory shows that in the case of the free field theory it is possible to avoid the resonances
by choosing certain values of the compactification radius.
The free massive field theory has the Mathieu equation as its equation of motion, which
shows up many places in time-dependent physical problems. Tacoma bridge and the Paul
trap are classic examples. Other more recent phenomena involving the Mathieu equation
include reheating in the context of cosmology [15–18], relativistic ion traps [19] as well as
trapping of particles using lasers [20].
In the interacting field theory the story is somewhat more complicated and we do not
have concrete proofs at hand. Intuition and the method of separation of time scales provide
evidence for the same to occur in this case as well. A difference between the free and the
interacting theory is the expected thermalization in the latter. However for sufficiently high
frequencies we have indications from the zero mode by means of the quantum mechanics
problem as well as from the bulk that the boundary theory is dynamically stabilized.
Concretely we solve the Einstein-scalar equations numerically in global AdS4 deformed
by a time-dependent doubletrace operator finding that the big crunch may or may not
appear depending on the choice of frequency. In all cases we start by having a smooth
initial field configuration given by a Coleman-de Luccia (CdL) instanton [1] (restricted to
the equator).
Most of the numerical studies in AdS space concerning Einstein-scalar equations so far
have focused on a massless scalar field (e.g. [21–25]). In order to be able to introduce a
(non-irrelevant) multitrace deformation [26–28] in the case of AdSd+1, it is required that
the mass squared of the scalar obeys
− d
2
4
≤ m2 < −d
2
4
+ 1 , (1.2)
such that both possible fall offs of the scalar field
φ→ α
r∆−
+
β
r∆+
, ∆± =
d
2
±
√
d2
4
+m2 , (1.3)
are normalizable [29]. The multitrace deformation is then realized as a boundary condition
relating α and β. Hence it proves crucial to consider an AdS field with a mass squared in the
range (1.2) in order to allow the introduction of an external time-dependent potential. A
doubletrace deformation in the boundary theory (which is proportional to H(t)O2/2, where
O is an operator dual to the bulk field φ) corresponds to the boundary condition β = H(t)α.
We numerically solve the Einstein-scalar equations subject to the latter boundary condition
with H(t) = h0 cos(ωt). This enables us to monitor the circumstances under which black
holes are formed. We are particularly interested in the ω dependence of the formation.
Having set the scene we will start out by recalling the method of separation of time
scales classically (Sec. 2) and quantum mechanically (Sec. 3) which we generalize to field
theory in Sec. 4 for both a free massive field theory as well as for a quartically interacting
theory. In Sec. 5 we study in detail the bulk manifestations of the stabilities and instabilities
on the boundary. We will present evidence for big crunches which in some cases are indeed
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shielded by black hole horizons. This provides evidence that thermalization indeed occurs
and is responsible for the dynamical stabilization in the case of interest. Specifically we
will consider a system in global AdS4 being dual to a 4D CFT on a sphere deformed by a
doubletrace operator.
2 Classical mechanics
In this section we will review the merits of the method of separation of time scales. This
method was used by Kapitza [14] to understand the dynamical stability of a vertically
rapidly oscillating suspension holding a pendulum. The system is stabilized with the pen-
dulum pointing straight upwards due to the kinetic energy of the very fast oscillations.
Whenever the pendulum is slightly displaced from the point of equilibrium the effective
potential pushes the pendulum back into the straight upwards position with damped slow
oscillations.
Here we review the derivation of the effective Hamiltonian (viz. the Hamiltonian de-
scribing the drift part of the system) of a rapidly oscillating potential using the method of
separation of time scales following [30–33] but specialized to the Hamiltonian
H =
p2
2m
− V0(x) cos(ωt) . (2.1)
We decompose the particle x(t) into a slowly moving part X and a rapidly moving part ξ
as
x(t) = X(t) + ξ(X, X˙, ωt) , ξ(X, X˙, ωt) =
∞∑
i=1
ω−iξi(X, X˙, ωt) , (2.2)
where ξ is periodic with vanishing average in ωt and the functions ξi are chosen such that
X is independent of ωt. From the equation of motion
m
(
X¨ + ξ¨
)
= V ′0(X + ξ) cos(ωt) , (2.3)
we can use the chain rule on derivatives of ξ and in turn determine ξi order by order in
1/ω. Doing so up till order ω−4, it is possible to determine the drifting part of the equation
of motion, i.e. the terms that do not average to zero and hence are not absorbed into the
ξis. Expanding out the left hand side of (2.3) does not give any non-vanishing terms upon
time averaging (by definition), hence we need to expand the right hand side
V ′0(X) cos(ωt) + ξV
′′
0 (X) cos(ωt) +
1
2
ξ2V
(3)
0 (X) cos(ωt) + · · · (2.4)
The non-vanishing terms to 4th order upon time averaging are
1
ω2
ξ2V ′′0 (X) cos(ωt) +
1
ω4
ξ4V ′′0 (X) cos(ωt) , (2.5)
where the bar denotes average with respect to time: x ≡ ∫ 2pi0 d(ωt)x/(2π). Calculating the
coefficients of ξ
ξ = −V
′
0 cos(ωt)
mω2
+
2V ′′0 X˙ sin(ωt)
mω3
+
V ′0V
′′
0 cos(2ωt)
8m2ω4
+
3V
(3)
0 X˙
2 cos(ωt)
mω4
+O(ω−5) , (2.6)
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we obtain the drifting part of the equation of motion
mX¨ = − 1
2mω2
V ′0V
′′
0 +
3
2mω4
V ′′0 V
(3)
0 X˙
2 +O(ω−5) . (2.7)
This equation of motion can be obtained from the following effective Hamiltonian
Heff =
P 2
2m
+
1
4mω2
[V ′0 ]
2 +
3
4m3ω4
[V ′′0 ]
2P 2 +O(ω−5) , (2.8)
with P being the momentum conjugate of X. Physically we can explain this effective
Hamiltonian as follows. Since our choice of potential averages out to zero in time, to
leading order the theory is free. The correction to the potential equals 12mξ˙
2 up to 4th
order in 1/ω, i.e. it is the kinetic energy of the rapid oscillations [30]1. This leading order
potential is always confining. Notice that the dynamics of the drift degree of freedom X
happens to be conservative in spite of the fact that the original system has an explicit
time-dependent Hamiltonian (2.1). For an alternative derivation of the effective potential
and an explanation of the effective conservation of energy, see app. C.
2.1 Parameter counting
Considering a monomial of the coordinate in a one dimensional classical mechanics system
H =
p2
2m
− λn+1xn cos(ωt) , (2.9)
we can infer that λ has dimension of mass. Performing a rescaling we can write
H = Λ
[
p˜2
2
− q x˜n cos(2τ)
]
, p˜ ≡ dx˜
dτ
, Λ ≡ 1
4
mω2L2 , q ≡ 4λ
n+1Ln−2
mω2
,
(2.10)
where Λ (with unit of mass) sets the overall scale of the problem and q is a dimensionless
parameter determining the rapidness of the oscillations (small q corresponds to fast oscil-
lations). Finally x˜ ≡ x/L and τ ≡ ωt/2 are dimensionless spatial and time coordinates,
respectively. This shows that the system at hand has two parameters to dial (for fixed
boundary conditions). It is not possible to use Λ as an expansion parameter while it is
indeed possible to expand in small q – it is exactly the 1/ω expansion.
2.2 Quadratic potential
Let us consider the n = 2 case of the Hamiltonian (2.10), i.e. the case of the quadratic
potential. Applying the general expansion, the effective Hamiltonian using eq. (2.8) for
V0 = λ
3x2 reads
Heff =
P 2
2m
+
λ6
mω2
X2 +
3λ6
m3ω4
P 2 +O(ω−5) . (2.11)
The last term can be interpreted as modifying the effective mass with respect to the bare
mass due to the oscillations. The potential under consideration is very special though. In
1At the 4th order in 1/ω, 1
2
mξ˙2 gives the effective potential only up to a total derivative.
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fact it is not needed to make any expansion as the classical problem is completely solvable.
The equation of motion coming from eq. (2.10) with n = 2 (dropping the tilde) reads
x¨− 2q cos(2τ)x = 0 , (2.12)
which is the Mathieu equation (4.2) with a = 0. Let us dwell on this classical problem for
a while. The general solution to this linear ordinary differential equation is given in terms
of the so-called Floquet solution, which can be expressed as
F (τ) = eiντP (τ) , (2.13)
where P (τ) is a periodic function with period π and ν is the characteristic exponent which
is in general complex. Hence, the existence of an imaginary part of the characteristic
exponent implies that the solution either blows up in the infinite future or the infinite past.
The general solution is given by a linear combination of F (τ) and F (−τ) and therefore,
unless one of the coefficients is tuned to zero, the solution will blow up in the future if the
imaginary part of ν is non-zero.
Now we will first pose the question of stability. Let us define stability by boundedness
of the generalized coordinate x, i.e. one could interpret it as the classical “particle” not
running off to infinity exponentially fast. The answer in the classical case is given by the
phase diagram of the Mathieu equation [34], see fig. 1. The first few stable bands are
shown in table 1. As compatible with physical intuition, the stable region is roughly only
band # s qs,start qs,end
1 0 0.908046
2 7.51361 7.57969
3 21.2986 21.3032
4 41.9272 41.9274
5 69.4284 69.4284
Table 1. Stable bands in the variable q of the Mathieu equation (4.2) for a = 0.
given by small q . 0.9, except for very narrow bands in q. According to eq. (2.10) large
frequencies correspond to small q. Thus when the potential is oscillating very rapidly, the
forces practically cancel and we are left with a “free particle”. This agrees with intuition
as well as the 1/ω expansion. For an estimate of the amplitude of the particle position, see
app. B.
2.3 Quartic potential
Turning to the n = 4 case of the Hamiltonian (2.10) and applying the expansion we obtain
for V0 = λ
5x4 the effective Hamiltonian
Heff =
P 2
2m
+
4λ10
mω2
X6 +
108λ10
m3ω4
X4P 2 +O(ω−5) . (2.14)
To our knowledge this case is not exactly solvable and hence we have nothing to add to
the results of the 1/ω expansion, i.e. the effective potential is confining.
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Figure 1. Phase diagram of the Mathieu equation (4.2). The stable regions are between the lines
ai and bi+1. For small q ≪ 1 there are almost only stable regions except for thin resonance bands,
while for large q > a there are almost only unstable regions, except for thin stable bands. In the
unstable regions the characteristic exponent ν will have a non-zero imaginary part. This figure is
taken from [34].
3 Quantum mechanics
Following the work of Grozdanov-Rakovic´ [35] and Rahav-Gilary-Fishman [31, 32] it is
possible to use the method of separation of time scales also to calculate the quantum
corrections to the Hamiltonian considered previously. This gives basically the effective
Hamiltonian (2.8) (with appropriate ordering of the operators) as well as an extra quantum
correction (to 4th order). The spirit of the calculation is to find a unitary transformation
of the quantum Hamiltonian rendering it time independent. Again, doing so exactly is a
highly non-trivial task but order by order in 1/ω this can be done systematically and the
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Figure 2. The frequency of the time-dependent harmonic oscillator as function of time τ .
resulting effective quantum Hamiltonian reads [31, 32]
H =
p2
2m
+
1
4mω2
[V ′0 ]
2 +
3
16m3ω4
{
p,
{
p, [V ′′0 ]
2
}}
+
~2
16m3ω4
[
V
(3)
0
]2
+O(ω−5) , (3.1)
where x and p are now operators. Let us apply this formula to two cases in turn in the
following.
3.1 Quadratic potential
In the case of V0 = λ
3x2 the effective quantum Hamiltonian reads
H =
p2
2m
+
λ6
mω2
x2 +
3λ6
m3ω4
p2 +O(ω−5) . (3.2)
Note that the quantum Hamiltonian to 4th order in the 1/ω expansion is exactly equal
to its classical counterpart (eq. (2.11)) and hence also the quantum effective potential is
confining. As before this is a special case and we can say a lot more than what is given by
the 1/ω expansion. In fact the problem can be solved also in quantum mechanics. Lewis
and Riesenfeld (LR) [36] found a method of invariants to solve time-dependent harmonic
oscillator problems. They considered the generic Hamiltonian
H =
1
2m
(
p2 +Ω2(τ)x2
)
, (3.3)
with Ω2(τ) ∈ R (not positive definite) and the corresponding classical equation of motion
x¨+Ω2(τ)x = 0 , x˙ = p . (3.4)
Let us make a lightening review of the results of the LR-method. First we split time into
three regions: a past (τ < τ1) and a future (τ > τ2) where the frequency of the harmonic
oscillator is constant; in between we turn on the time-dependent frequency Ω(τ), see fig. 2.
If one desires, it is possible to send −τ1, τ2 to infinity. This problem admits the construction
of an invariant operator called the Lewis invariant [37]
I =
1
2
[
x2
ρ2
+ (ρp−mρ˙x)2
]
, (3.5)
which obeys Heisenberg’s equation of motion while
m2ρ¨+Ω2(τ)ρ− 1
ρ3
= 0 , (3.6)
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is the Ermakov-Pinney equation. The eigenvalues of I can be shown to be time independent
[36], while its eigenstates are time dependent. The trick is that the eigenstates of the
invariant operator I can be mapped to those of the Hamiltonian and hence the transition
probabilities for any given system can be calculated in terms of the eigenstates of the
original Hamiltonian (3.3). The general solution to eq. (3.6) for constant Ω is [37]
ρ(τ) = ±
√
|Ω|−1 [cosh δ ± sinh δ sin (2Ωτ/m+ ϕ)] , (3.7)
where δ, ϕ ∈ R are real parameters. The parameter δ encodes all information for calculating
the transition probabilities from any given state at time τ < τ1 to any state at time τ2.
Unfortunately, δ is not analytically calculable, it can however be computed numerically.
For our purposes, we do not really need to calculate the occupation of particular states
in detail, we merely would like to know if the quantum system is bounded in the sense
that the wave function yields a bounded expectation value of the position operator, or
alternatively that the average number of created particles remains bounded. The solution
to the Ermakov-Pinney equation (3.6) can be written as follows [38, 39]
ρ(τ) =
√
au2(τ/m) + cv2(τ/m) + 2bu(τ/m)v(τ/m) , (3.8)
where u(τ/m), v(τ/m) are two linearly independent solutions to eq. (3.4) and ac − b2 =
1/W 2, where W = uv˙ − vu˙ is the constant Wronskian of the solutions.
The argument now goes as follows, if the classical system satisfies our demand on
boundedness, then the two solutions u(τ/m), v(τ/m) are necessarily bounded and hence
for any set of finite constants {a, b, c} implied by any finite boundary condition for the
quantum auxiliary function ρ(τ), its behavior will also obey the demand on boundedness.
This establishes equality between boundedness of the classical and the quantum systems.
3.2 Quartic potential
In this case, V0 = λ
5x4 and hence we have
H =
p2
2m
+
4λ10
mω2
x6 +
27λ10
m3ω4
{
p,
{
p, x4
}}
+
36~2λ10
m3ω4
x2 +O(ω−5) . (3.9)
This theory cannot be solved analytically and we have to rely on the assumption that the
1/ω expansion is valid and equivalently the effective quantum potential is confining.
4 Field theory
4.1 Quadratic potential
Consider the Lagrangian density
L = 1
2
(∂µφ)
2 +
1
2
m2 cos(ωt)φ2 , (4.1)
where φ(t, ~x) ∈ R is a real-valued scalar field in (d+1)-dimensional flat spacetime,m2 ∈ R>0
and ω is an externally given fixed frequency. For convenience we choose the field to be
tachyonic at time t = 0. The equation of motion is
φ¨+ [a− 2q cos(2τ)]φ = 0 , φ = φ(τ,~k) , (4.2)
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where we have Fourier transformed the field in the spatial directions and rescaled time as
τ ≡ ωt/2 while the double-dot in eq. (4.2) denotes the second derivative with respect to τ .
Eq. (4.2) is the Mathieu equation on canonical form [40], while the parameters are related
to the original Lagrangian density as follows
a ≡ 4
~k2
ω2
, q ≡ 2m
2
ω2
. (4.3)
The external frequency ω sets the scale of the problem, while the parameter q corresponds
to the mass squared and finally the parameter a corresponds to the two-norm squared of
the momentum vector. a is the parameter in the equation adding structure to the system
due to the quantum field theory as compared to the quantum mechanics case.
There are two types of impinging instabilities threatening the system. The first is the
unboundedness of the potential which we have chosen to cure by making the potential
oscillate rapidly (i.e. we consider q ≪ 1, see fig. 1). The second issue concerns resonant
modes appearing upon this dynamical stabilization of the potential (i.e. for a taking on
integer values resonant modes appear, see fig. 1). Let us emphasize that this instability is
not that of the potential being negative but merely a secondary effect due to the oscillatory
behavior of the potential providing opportunity for resonances in the system at hand. The
critical momentum magnitude above which all momentum modes render the potential of
the theory stable is
k2i > k
2
critical = m
2 . (4.4)
Above this critical momentum only the resonances reside. For a continuum of momentum
modes, some modes are bound to hit the resonances, which suggests that if we want stability
we should compactify space. For simplicity we will consider only toroidal compactification
of the spatial dimensions. Our spacetime manifold is therefore R × T d and we denote the
compactification radii as Ri, i = 1, . . . , d. Now the momenta are given in terms of a set of
integers {ni} as follows
ki =
ni
Ri
, (4.5)
and hence
a =
d∑
i=1
θin
2
i , θi ≡
4
ω2R2i
. (4.6)
According to eq. (4.4) the potential becomes positive definite if we choose the compactifi-
cation radii such that
1
R2i
> m2 , ∀i = 1, . . . , d . (4.7)
This ensures that there is no instability due to the potential in the theory while it does not
guarantee the absence of resonances which can and do occur in general. In the remainder
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of this section we will study a compactification scheme such as to avoid the resonant modes
entirely.
Avoiding the resonant momentum modes corresponds to choosing the parameters θi
such that the quantized momentum modes hit only stable zones of the phase diagram 1;
this means they should avoid hitting any integer squared s2, s ∈ Z>0. The size of the
unstable band can be estimated for large s as [34]
∆s ∼ q
s
ss−1
, (4.8)
which also calls for very small q ≪ 1. The stability condition now amounts to the following
inequality ∣∣∣∣∣
d∑
i=1
θin
2
i − s2
∣∣∣∣∣ > ∆s , (4.9)
which we will simplify by setting all the θs equal θi = θ (hence Ri = R) and thus∣∣∣∣∣
d∑
i=1
n2i
s2
− 1
θ
∣∣∣∣∣ > e
−sA
θ ss+1
≡ ψ(s) , (4.10)
where A ≡ − log q > 0.
Instead of addressing this problem directly, let us consider an easier but as we shall
see, more general problem, viz. consider the stability condition∣∣∣∣pq − 1θ
∣∣∣∣ > ψ(q) , (4.11)
where p, q ∈ Z>0 are integers. Now the strategy is to find the best approximation p/q to
1/θ and try to estimate how big their difference will be as function of q. If it will be big
enough, i.e. bigger than ψ(q), then we are guaranteed absence of resonances.
Let us define θ′ ≡ 1/θ and consider the Diophantine approximation to θ′∣∣∣∣pq − θ′
∣∣∣∣ < 1Mq2 , (4.12)
where M is a constant of order one depending on θ′. In general θ′ is a real number but we
will consider the case where it is an irrational number, θ′ ∈ R\Q and positive. It will prove
convenient to utilize the continued fraction as a method for obtaining the Diophantine
approximation p/q to the irrational number θ′. The continued fraction is given by
pn
qn
= a0 +
1
a1 +
1
a2+ .. .
an−1 + 1an
, (4.13)
where {ai} are positive integers and pn/qn is called the n-th principal convergent, while it
holds that
lim
n→∞
pn
qn
= θ′ . (4.14)
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Hence if θ′ is rational a solution exists. On the other hand, if θ′ is irrational, there will
only exist an arbitrarily good approximation in form of a rational number. The question is
how fast it converges, viz. how good the rational number p/q approximates θ′ as function
of q. We need to invoke a few theorems due to Euler and Lagrange in order to answer that
question.
Theorem 1 [41, 42] For n ≥ 0 we have
qnpn−1 − pnqn−1 = (−1)n . (4.15)
Corollary 1 [41, 42] If a1, a2, . . . are positive integers, then pn and qn are relatively prime
and 0 < q1 < q2 < · · · forms a strictly increasing sequence of integers.
Theorem 2 [41, 42] The best approximations to θ′ are the principal convergents to θ′. In
fact for n ≥ 1, qn is the smallest integer q > qn−1 such that ||qθ′|| < ||qn−1θ′||.2
In view of the above theorem and the fact that {qn} is a strictly increasing sequence of
integers, we just need to determine how good the continued fraction approximates θ′ for a
given qn.
Theorem 3 [41, 42] For even n, the n-th principal convergents of θ′ form a strictly in-
creasing sequence converging to θ′. For odd n, the n-th principal convergents of θ′ form a
strictly decreasing sequence converging to θ′. Furthermore, we have
1
2qn+1
<
1
qn+1 + qn
< |qnθ′ − pn| < 1
qn+1
. (4.16)
It then follows from theorem 3 that∣∣∣∣θ′ − pnqn
∣∣∣∣ > 12qn+1qn , (4.17)
which gives us an estimate on how bad the approximation is iff we know how much larger
qn+1 will be compared to qn. It can be shown that
qn+1 = an+1qn + qn−1 , (4.18)
holds. Using corollary 1 we can infer that
qn+1 < (an+1 + 1)qn , (4.19)
and hence we can write eq. (4.17) as∣∣∣∣θ′ − pnqn
∣∣∣∣ > 12(an+1 + 1)q2n . (4.20)
2We adopt the notation ||ξ|| as the distance between ξ and the nearest integer.
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Comparing the two right-hand sides of eqs. (4.20) and (4.11) we arrive at the following
condition
an+1 + 1 <
θ
2
qqn−1n exp(qnA) , (4.21)
which when satisfied guaranties absence of resonances.
An example which satisfies the condition (4.21) is the golden ratio: 1/θ = 1+
√
5
2 which
has the integers ai = 1, i = 1, 2, . . . and is therefore the slowest converging irrational
number. Using eq. (4.18) it is seen the qns form a Fibonacci series and hence qn < qn+1 <
2qn+1. Plugging the ais into eq. (4.21) the left-hand side is constant while the right-hand
side is rapidly growing with n. Another example is 1/θ = e having cyclic ais: [a0, a1, · · · ] =
[2, 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, · · · ]. This number also satisfies the inequality (4.21).
Square roots of integers always have a periodic series in {ai} and hence are easy to check
if they satisfy eq. (4.21).
The condition (4.21) is valid for eq. (4.11) which is a generalization of the problem we
want to solve, namely that of eq. (4.10).
∑d
i=1 n
2
i /s
2 is not an arbitrary rational number
p/q but (for finite dimensions d < ∞) it is a subset of rational numbers, so the condition
(4.21) is stronger than what we need. Thus if it is satisfied also eq. (4.10) is satisfied and
hence there will not exist any momentum mode in the compactified field theory hitting the
instability bands of the phase diagram of the Mathieu equation (no resonant modes).
4.2 Damage control
Let us consider how bad things go if one should not take our advise on the suitable values
of θ. We will here consider the consequences in the case that the chosen value of θ gives
rise to one or more modes hitting a resonance band. We can estimate the time tΛ it takes
until the norm of the unstable mode has reached the size Λ as
tΛ ∼ 2
ω|ℑ(ν)| log Λ =
R
√
θ
|ℑ(ν)| log Λ . (4.22)
In addition we need an estimate of the size of the imaginary part of the characteristic
exponent ν, which can be found in the literature [43], valid for q ≪ a (an alternative
method for estimating ν can be found in app. A)
ℑ(ν) ∼ ±
√
(as − a)(a− bs)
2s
, (4.23)
where a is the parameter of the Mathieu equation, while as (bs) is the upper (lower)
boundary of the s-th instability band. Let us assume the worst case scenario, i.e. the mode
hitting right in the middle of the instability band giving the maximal imaginary part of ν
in which case (for q ≪ 1) a = (as + bs)/2 and hence
ℑ(νmax) ∼ ∆s
4s
=
qs
4ss
, (4.24)
where ∆s is the size of the s-th instability band (4.8). This value is a rapidly decreasing
function of s and hence the “lifetime” in eq. (4.22) will be parametrically large for high
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enough s. Now that one can tolerate the large life times associated with large values of s,
one needs to remove the thread of resonances for smaller values of s. There are two tools
available for that; an appropriate choice of θ or a sufficiently small Rω.
4.3 Quantizing the compactified field theory
We have now obtained a classical field theory which under certain conditions is stable
in the sense that for each momentum mode, the equation of motion gives a – from the
other modes decoupled – bounded wave function under time evolution. For a single time
dependent harmonic oscillator we have seen in sec. 3.1 that the quantum state evolves in
a controlled manner basically determined by the classical behavior. Let us remark that
Ω2(τ) of eq. (3.4) is allowed to contain a non-zero constant term a which is appearing in
eq. (4.2). The time evolution of the quantum field theory state can be explicitly calculated
[44] which is basically done by acting with the Hamiltonian on a state vector living in a
Schwartz space in the Schro¨dinger representation and finally composing an infinite product
of these over all momentum modes. With respect to our stability/boundedness criteria, we
are basically home free due to the fact that we are dealing with a free (i.e. non-interacting)
field theory whose infinitely many harmonic oscillators are mutually uncoupled. We would
however like to address the question of whether the average number of particles created
remains finite, summing over all momentum modes. For that we use the solution (3.8)
subject to the boundary conditions ρ(0) = (θn2 − 2q)−1/4 and ρ˙(0) = 0 which in turn we
choose to feed with the Mathieu cosine and sine functions expanded in small q (see app. B).
For the characteristic exponent ν we use the approximation (B.6). In order to calculate
the transition probability we need a quantum mechanical integration constant δ calculated
for each mode n. The following integrated form of eq. (3.6) [36] (for m = 1)
ρ˙2 +Ω2ρ2 +
1
ρ2
= 2|Ω| cosh δ , Ω2 = θn2 − 2q cos(2τ) , (4.25)
defines δ. Plugging in the above described solution ρ we find
cosh δ − 1 = q
2
4θ2n4 (1− θn2)2
{
3 + θn2 + (1− θn2) cos(4τ) (4.26)
− 2(1 +
√
θn) cos
[
2(1−
√
θn)τ
]
− 2(1 −
√
θn) cos
[
2(1 +
√
θn)τ
]}
+O(q3) ,
with τ > 0. The average number of particles N [36] is then
〈N〉 =
∞∑
n1,...,nd=1
1
2
(cosh δ − 1) , (4.27)
with n ≡
√
n21 + · · ·+ n2d. Expanding the above expression in large n ≫ 1 we obtain the
average number of created particles
〈N〉 =
∞∑
n1,...,nd=1
q2
(
1− cos(4τ)
8θ3n6
+O(n−7)
)
+O(q3) , (4.28)
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from which it is seen that 〈N〉 converges for d ≤ 5 spatial dimensions. Similarly we can
calculate the total energy of the system, neglecting the mass of the created particles, as
Etot ≃ 1
R
∞∑
n1,...,nd=1
n
2
(cosh δ − 1) , (4.29)
which then converges for d ≤ 4 spatial dimensions.
4.4 Quartic potential
For the field theory
L = 1
2
(∂µφ)
2 − λ
4
cos(ωt)φ4 , (4.30)
the detailed information which was available for the quadratic potential is not readily acces-
sible. In the following we will take a leap of faith and assume that the system thermalizes
due to the fact that it is an interacting theory. The actual calculations we will perform
will be related to the ABJM theory [45] on a sphere. In the next section we consider the
gravitational dual of such a theory with time-dependent couplings. In the process we will
provide evidence from the bulk that the theory indeed thermalizes.
5 AdS/CFT
We will study the gravitational bulk manifestations in the regions of (in-)stabilities obtained
for the boundary field theory. Our expectations are that the gravitational dual of an
unstable boundary potential will result in a big crunch. For those values of parameters for
which the boundary theory is eventually stable, we expect that a black hole (BH) horizon
will form. We will consider the setup of 11-dimensional supergravity in AdS4× (S7/Zk) as
a ground on which to identify the appropriate bulk field configurations, corresponding to
the different types of boundary potentials we study. N = 8 supergravity in four dimensions
describes the massless sector of the compactified 11-dimensional supergravity on S7. It is
possible to introduce a consistent truncation involving only gravity as well as a single scalar
field φ [46]. We thus consider the following effective action
S =
∫
d4x
√−g
(
R
2
− 1
2
∂µφ∂
µφ− V (φ)
)
, (5.1)
with V (φ) = −2 − cosh(√2φ) ≈ −3 − φ2 + O(φ4). As pointed out in [7, 8], the same
consistent truncation can be used for the more general compactification of 11-dimensional
supergravity on the quotient space S7/Zk. The scalar field φ has a mass squared m
2 = −2,
which is above the Breitenlohner-Freedman bound [47] m2BF = −9/4. The AdS metric in
global coordinates can be written as
ds2 = −(1 + r2) dt2 + dr
2
1 + r2
+ r2 dΩ22 = −
dt2
cos2 x
+
dx2
cos2 x
+ tan2 x dΩ22 , (5.2)
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where r = tan x. The scalar field goes to zero asymptotically as
φ(r) ≈ α
r
+
β
r2
. (5.3)
According to the AdS/CFT correspondence, M-theory in global AdS4×(S7/Zk) is dual
to ABJM theory [45] on S2 × R, i.e. a U(N) × U(N) superconformal Chern-Simons (CS)
theory with matter and CS levels +k and −k. It contains four N = 2 chiral superfields
Ys transforming in the (N, N¯) representation of the gauge group. Due to the conformal
coupling, the four scalars Ys acquire masses proportional to 1/RS2 which we set to unity.
The field φ of the consistent truncation in eq. (5.1) corresponds to the following scalar mass
operator in ABJM theory
O = 1
N
Tr
(
Y1Y
†
1 + Y2Y
†
2 − Y3Y †3 − Y4Y †4
)
. (5.4)
Multitrace deformations [26, 27] of the form S = S0−N2W (O), correspond to the following
boundary condition
β =W ′(α) . (5.5)
This is possible due to the fact that the mass of the scalar field lies in the interval
− 9
4
< m2 < −5
4
, (5.6)
and hence both scalar-wave fall offs of eq. (5.3) are normalizable.
By appropriately choosing W (O), it is possible to construct unbounded potentials in
the boundary theory for which Ys = 0 is a metastable vacuum; for instance by choosing
W = H3O3/3 with an arbitrary sign for H3, or alternatively W = H2O2/2 with H2 < 0.
The first case corresponds to AdS-invariant boundary conditions [48]. We first study the
case of a time-independent unstable potential and identify the bulk signature of that and
then we introduce time dependence [2].
5.1 Instantons and crunches
Let us first consider the case of a time-independent multitrace operator. When the multi-
trace operator renders the boundary theory metastable, this metastability manifests itself
in the bulk as a Coleman-de Luccia instanton [1] when the multitrace operator is marginal
and by some other type of bubble when it is a relevant operator [10, 13]. In the AdS4 setting
we are considering, instantons were studied in detail in [2, 3]. The following spherically
symmetric Ansatz for the metric is used
ds2 =
(
dρ2
b2(ρ)
+ ρ2dΩ23
)
. (5.7)
The Euclidean action reads
S =
∫
d4x
√
g
(
−R
2
+
1
2
∂µφ∂
µφ+ V (φ)
)
−
∫
∂
d3x
√
hcK + Sct + S∂ , (5.8)
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where hc is the induced metric on the cutoff surface, K is the trace of the extrinsic curvature
of the boundary (giving the Gibbons-Hawking term), Sct and S∂ contain counter terms and
the boundary terms, respectively. In the AdS4 setup with m
2 = −2 which we study, Sct
and S∂ take the forms [49, 50]
Sct =
∫
∂
d3x
√
hc
(
2 +
R(hc)
2
+
1
2
∆−φ2
)
, S∂ =
∫
∂
d3x
√
h
(
W (α)− αW ′(α) + αβ) ,
where ∆− = 1, h is the induced metric on the boundary and R(hc) is the Ricci scalar of
the induced metric on the cutoff surface.
Using the ρ coordinate, the equation of motion for the instanton is
b2 =
2ρ2V (φ)− 6
ρ2(φ′)2 − 6 , b
2φ′′ +
(
bb′ +
3b2
ρ
)
φ′ − V ′(φ) = 0 . (5.9)
For numerical convenience we make a change of variables as follows; instead of ρ we will use
x = tan−1 ρ; and instead of b, A = b2/(ρ2 + 1). The equation of motion for the instanton
then reads
φ′′ +
(
2 + cos2 x
sinx cos x
+
A′
2A
)
φ′ − V
′(φ)
A cos2 x
= 0 , A =
2V (φ) sin2 x− 6 cos2 x
sin2 x cos2 x(φ′)2 − 6 . (5.10)
which is sometimes conveniently written as
φ′′ =
1
A
(
V ′
cos2 x
+
sin 2x
6
(V + 3)φ′
)
− 2 + cos
2 x
sinx cos x
φ′ +
sin 2x
12
(
2 + sin2 x
)
(φ′)3 . (5.11)
Fig. 3 shows an example of an instanton solution. The family of solutions is parametrized
by the value φ0 ≡ φ(0), i.e. the value of the scalar field at the origin. Each of these
solutions corresponds to a particular value of (α, β) of eq. (5.3) at infinity; see fig. 4. The
limit φ0 → 0 corresponds to H3 → ±∞ for tripletrace deformations, while for doubletrace
deformations H2 → −1.
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Figure 3. Instanton solution with φ0 = 0.1.
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Figure 4. Left panel: α (solid line) and β (dashed line) for the instanton as function of φ0. Right
panel: H2 = β/α as function of φ0.
The decay rate can be computed in terms of the Euclidean action of the instanton,
using the Coleman-de Luccia [1] method. The relevant quantity determining the tunneling
rate is e−(S−SAdS)/~, with S being the instanton action and SAdS the void AdS action. In
the tripletrace case, it was checked in [2] that S − SAdS is a finite quantity and hence the
tunneling occurs in a finite time. We checked that this is also the case for the doubletrace
deformation with negative H2.
After the tunneling occurs, the initial condition is obtained by restricting the instanton
solution to the equator. In the case of AdS-invariant boundary conditions with a tripletrace
deformation, time evolution can be obtained directly via analytical continuation of the
instanton. Inside the lightcone the metric has the form of a Friedmann-Robertson-Walker
solution
ds2 = −dt2 + a2(t) (dr2 + sinh2 r dΩ22) , (5.12)
with equations of motion
a˙2 = 1 +
a2
3
(
φ˙2
2
+ V (φ)
)
, φ¨+ 3
a˙
a
φ˙+ V ′(φ) = 0 , (5.13)
describing a universe which is initially expanding but then eventually contracting; thus
developing a big crunch singularity within a finite time [1].
5.2 Black holes
We recall that the Einstein-scalar theory (5.1) has also other time-independent solutions
than empty AdS. For all values of H2 and H3 the AdS-Schwarzschild BH is a solution with
the metric
ds2 = −Ae
−2δ
cos2 x
dt2 +
dx2
A cos2 x
+ tan2 x dΩ22 , A = 1−
MBH
4π
cos2 x
tan x
, (5.14)
with δ = 0. The mass and the temperature as a function of the horizon xh are
MBH = 4π
tan xh
cos2 xh
, TBH =
1
4π
(
3 tan xh +
1
tan xh
)
, (5.15)
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and the specific heat is negative for xh < π/6.
More general BH solutions with scalar hair have been studied in [48]; among the
time-independent solutions, there are also solitons without horizons, see e.g. [2, 51]. The
time-independent equations of motion read
1
tan2 x
(
tan2 xAe−δΨ
)′ − dV
dφ
e−δ
1
cos2 x
= 0 , δ′ = −sinx cos x
2
Ψ2 , (5.16)
A′ =
1 + 2 sin2 x
sinx cos x
(1−A)− sinx cosx
2
AΨ2 − (V (φ) + 3) tan x , (5.17)
where Ψ ≡ dφ/dx. At the horizon xh (defined by A(xh) = 0) the following boundary
condition should be imposed
Ψ =
tanx
1− V (φ) tan2 x
1
cos2 x
dV
dφ
. (5.18)
All these time-independent solutions [2, 48, 51] have a negative ratio H2 = β/α < 0. The
only time-independent solution compatible with H2 ≥ 0 is the Schwarzschild BH, which is
a solution for arbitrary H2.
We will next proceed to uncovering the duals of time-dependent boundary theories;
the BH will be a good candidate to screen the big-crunch singularity for those cases where
we will find that dynamical stabilization occurs.
5.3 Time-dependent equations of motion
We now turn to matching the gravitational solutions to time-dependent boundary condi-
tions. This requires in turn, that the bulk solutions be time dependent. To this end we
consider a spherically symmetric setup, with the metric
ds2 = −e
−2δ(x,t)A(x, t)
cos2 x
dt2 +
dx2
A(x, t) cos2 x
+ tan2 x dΩ22 . (5.19)
as well as a scalar field φ(x, t). The cross term dx dt is absent from the metric due to the
choice of gauge. There is still some freedom in shifting the variable δ by a function of time;
this corresponds a time re-parametrization. In the following we will set δ = 0 at x = π/2,
such that t is the global time coordinate in asymptotic AdS space.
Let us introduce the auxiliary variables Ψ = φ′ and Π = A−1eδφ˙ (where ′ denotes
derivative with respect x and ˙ with respect to t) for which the equations of motion read
(Ae−δΠ)′ = Ψ˙ ,
1
tan2 x
(
tan2 xAe−δΨ
)′ − dV
dφ
e−δ
1
cos2 x
= Π˙ , (5.20)
A′ =
1 + 2 sin2 x
sinx cos x
(1−A)− sinx cos x
2
A(Ψ2 +Π2)− (V (φ) + 3) tan x , (5.21)
δ′ = −sinx cos x
2
(Π2 +Ψ2) , φ′ = Ψ , (5.22)
φ˙ = ΠAe−δ , A˙+ (sinx cos x)A2e−δΨΠ = 0 . (5.23)
The last equation of (5.23) is a consequence of the other ones.
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In order for the solution to be smooth, we must require that Ψ|x=0 = Π′|x=0 = A′|x=0 =
Π|x→pi/2 = A′|x→pi/2 = 0 and A|x=0 = A|x→pi/2 = 1; both Π|x=0 and Ψ|x→pi/2 are non-
vanishing functions of time. The quantities (α, β) are directly related to the values of Ψ
and Ψ′ at the boundary
Ψ(π/2) = −α , Ψ′(π/2) = 2β . (5.24)
Near the boundary, φ is going to zero linearly in (π/2−x), while Ψ is finite. In the following
we will specialize our treatment to time-dependent boundary conditions of the form
W =
H(t)
2
O2 , H(t) = H2(t) = β(t)
α(t)
, (5.25)
corresponding to doubletrace operators. The boundary conditions at x→ π/2 are
Ψ′ = −2HΨ , Π′′ = −2H˙Ψ− 2HΠ′ . (5.26)
5.4 Observables
In this section we will define some useful observables describing geometric features of the
numerical solutions. The first observable we address is the scalar curvature, which by
means of the equations of motion, is
R = 4V (φ) +A(Ψ2 −Π2) cos2 x . (5.27)
The second observable we need is the total energy for which it proves convenient to
express the metric component grr in terms of the function A(x). Setting A(π/2) = 1 and
A′(π/2) = 0 we get
grr =
1
r2
−
(
1 +
A′′(π/2)
2
)
1
r4
+
A(3)(π/2)
6
1
r5
+ . . . (5.28)
Expanding eq. (5.21) in series around x = π/2, it follows that A′′(π/2) = Ψ2(π/2) = α2.
Using an expression for the total energy given in [51], we obtain
M = 4π
(
A(3)(π/2)
6
+ αβ +
∫ α
0
β(α˜)dα˜
)
= 4π
(
A(3)(π/2)
6
+
3
2
Hα2
)
. (5.29)
This quantity is in general not constant, because the time-dependent multitrace operator
acts as an external source of energy for the conformal field theory described by the AdS4
geometry.
A trapped two-surface S (see e.g. [52]) is defined as a closed surface with the property
that the expansion scalars
θl = (g
ab + lanb + lbna)∇alb , θn = (gab + lanb + lbna)∇anb . (5.30)
in each of the two forward-in-time null directions la, nb (normal to S) are both negative.
We use the cross normalization lan
a = −1. Then, considering a foliation by spacelike
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three-surfaces Σt, a point q ∈ Σt is said to be trapped if it lies on a trapped two-surface
S in Σt. The apparent horizon in Σt is thus constructed as the boundary of the union of
all the trapped points. Let us consider the following null direction of ingoing and outgoing
wave fronts in the (t, x) direction
la =
1√
2Aeδ cos x
{−A,−eδ , 0, 0} , na = 1√
2Aeδ cos x
{−A, eδ , 0, 0} . (5.31)
An explicit calculation gives
θl,n = ∓
√
2A
sinx
. (5.32)
This shows that no apparent horizon forms as long as A remains positive.
The metric (5.19) is an example of polar coordinates, which are in general defined by
the condition Kθθ = Kφφ = 0, where K is the extrinsic curvature tensor. It is a general
feature of polar coordinates that they can not be used to parametrize events happening
inside apparent horizons (see e.g. [52, 53] for a discussion); instead they become singular
when an apparent horizon forms. Apparent horizons are then detected by the condition
that the metric (5.19) is singular [52, 53], which is therefore given by a vanishing A. An
alternative foliation and metric Ansatz should be used in order to penetrate the apparent
horizons.
5.5 Numerical results
In this section we present numerical solutions of eqs. (5.20-5.23) obtained for different time-
dependent boundary conditions, specified by the function H(t) in eq. (5.25). As initial
condition we use the instanton obtained by eqs. (5.10,5.11) restricted to the equator. We
imagine that H(t) is constant for t < 0 and that the system is in a metastable vacuum. We
then assume that a tunneling occurs at t = 0 from where we introduce time dependence to
the doubletrace deformations. As a parametrization of the instanton solutions, we fix φ0,
corresponding to the value of the scalar field at the origin of the instanton. The relation
between φ0 and the initial value of H(t) = H2 is shown in fig. 4.
We first consider the case of constant H(t) = h0 < 0 for which the solution corresponds
to big crunch geometries. A curvature singularity (which extends to the boundary) develops
in a finite time. The energy can be computed via eq. (5.29) which we have checked is
diverging at the time when the crunch singularity forms. A plot of the time it takes for
each instanton to evolve into a crunch as function of φ0 is shown in fig. 5. This quantity
increases with the steepness of the potential. The reason for this is that the larger the
value of φ0 is, the larger is the energy which causes the crunch. Note on the other hand
the smaller the value of φ0 is, the faster is the decay of the vacuum. This behavior can be
seen in the right-hand part of fig. 4.
Let us next consider a boundary condition of the type
H(t) = h0
(
2e−t
2 − 1
)
, h0 < 0 , (5.33)
which from the boundary point of view corresponds to a negative and unbounded potential
at the initial time, but is then lifted in a finite time ≈ 2 to a positive definite one. A
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Figure 5. The time it takes for an instanton to evolve into a big crunch singularity for constant
and negative H(t) = h0 < 0 as function of φ0.
solution within this class is shown in fig. 6. For a massless particle in AdS space, it takes
the time π to reach the boundary and come back to the origin, corresponding to a frequency
ω0 = 2. Indeed in the plots both the fields and the curvature oscillate with a frequency of
roughly 2.
At late times we expect a BH to form due to the weak turbulent instability discussed
in [22, 54, 55]. However, in the regime of small φ0 the horizon forms only after a very long
time and after the scalar field has bounced off the AdS boundary many times. The time
of BH formation as function of φ0 is shown in fig. 7. For computational constraints we
computed the solutions only till time tmax = 40. In the cases where a horizon has formed
during the finite calculation time, we have checked that the final configuration is, to a good
approximation, a Schwarzschild BH outside the horizon.
We are now ready to study the boundary conditions related to dynamical stabilization.
These alternate between a negative, unbounded potential and a positive one
H(t) = h0 cos(ωt) , h0 < 0 . (5.34)
For sufficiently small ω a crunch will occur, otherwise given a general point in the parameter
space (φ0, ω) a crunch may or may not form at some point in the future. A plot of the
parameters for which a big crunch singularity forms (before time tmax = 40) is shown in
fig. 8.
The transition between the crunch and the BH regime should correspond to a BH with
infinite mass. This regime however is challenging to study numerically as it is sensitive to
the UV cutoff xmax which in turn requires increasingly small finite difference steps.
An example of a solution where a horizon forms is shown in fig. 9. As explained in
section 5.4, a horizon can be detected by virtue of a vanishing A. The scalar curvature
R becomes quite large inside the horizon. The time evolution after the time where A
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(c) δ(x, t) (d) scalar curvature R(x, t)
Figure 6. A solution with boundary condition (5.33) and φ0 = 0.1. The initial negative unbounded
potential is lifted to a constant positive definite one in a finite time t ≈ 2 much before the time when
the crunch singularity would have formed if the unbounded potential were kept constant (see figure
5). The resulting configuration in this case is just a scalar wave reflected by the AdS boundary
conditions.
vanishes cannot be trusted, because the metric becomes singular and hence cannot be used
to parametrize events inside the apparent horizon.
An example of a parameter point where no horizon forms before time tmax = 40 is
shown in fig. 10. Here the scalar curvature remains rather small everywhere. The curvature
and the scalar field at x = 0 are shown as function of time in fig. 11.
For sufficiently large frequencies, we have checked that in the case that no horizon has
formed before tmax, the maximum of the energy and the maximum of |R| remained small
(see figure 12). When a horizon forms, the scalar curvature |R| tends to become large;
however this all happens inside of the horizon. The energy of the resulting BH does not
diverge, on the contrary it tends to become smaller for increasingly larger frequencies. In
fig. 13 is shown the time of horizon formation as function of ω for φ0 = 0.1.
There are sharp transitions in the time of BH formation as a function of ω (see fig. 13).
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Figure 7. The time after which a BH is formed as function of φ0, for the boundary condition
(5.33). The simulation is run until tmax = 40. For φ0 ≤ 0.46 we notice a very sharp transition: no
horizon forms before tmax; for φ0 = 0.46, it is found that a BH horizon forms at t ≈ 882.
Figure 8. Shown in light gray, points in parameter space giving rise to a crunch before tmax = 40,
for the boundary condition in eq. (5.34). The points for which a BH is formed before tmax are shown
in dark gray. Points in parameter space for which neither a crunch nor a BH is formed before tmax
are shown in white.
For frequencies ω around even integer values, a BH forms rather quickly, whereas for
frequencies ω near odd integer values, we have observed no BH formation before stopping
the numerical code at t = 800. A field propagating with the speed of light takes the time
π to reach the boundary and return from x = 0; this corresponds exactly to the frequency
ω0 = 2. Perhaps this provides some qualitative explanation for how come BHs form more
easily subject to even frequencies.
Two options are possible upon horizon formation. Either the solution tends to a
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Figure 9. A solution where a BH forms for φ0 = 0.1 and ω = 0.9, corresponding to a dark gray
point in fig. 8. Dynamical stabilization is at work: the big crunch singularity does not reach the
boundary in a finite time as it is screened by an apparent horizon, which is where A = 0. The
absolute value of the scalar curvature (d) becomes large (signaling the formation of a singularity),
but it happens inside the horizon.
Schwarzschild BH at late times, as it is the only time-independent solution compatible
with our boundary conditions or alternatively the BH will be time-dependent and its size
and mass will increase indefinitely – we are effectively pumping energy into the system.
Unfortunately our choice of metric Ansatz (5.19) is not permitting us to study this issue,
because it becomes singular as soon as the horizon has formed.
In the case of a massless scalar in flat 4-dimensional spacetime, Choptuik found for
an arbitrary family of solutions parametrized by p, that both the critical horizon radius
and the BH mass scale as (p − p∗)γ , where γ ≈ 0.37 and p∗ is the critical value for BH
formation [56]. An identical scaling was found for AdS4 with a massless scalar in [22, 57].
For a massive field in flat space (e.g. [58]), depending on the class of solutions considered,
it is also possible that BH formation begins at finite mass and radius (type I transition),
instead of beginning at infinitesimal mass (type II transition). In the case of a type II
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(a) φ(x, t) (b) A(x, t)
(c) δ(x, t) (d) scalar curvature R(x, t)
Figure 10. A solution where no BH forms before tmax = 40 for φ0 = 0.1 and ω = 3.0, corre-
sponding to a white point in fig. 8. Dynamical stabilization is also at work here, even if no BH
horizon has formed before tmax. The solution corresponds to a scalar wave being reflected many
times by the time-dependent boundary condition, without a dramatic increase of the total energy.
The field configuration is similar to that of fig. 6, even though the stabilization in the latter case is
not dynamical.
transition, the same critical exponent γ was found as in the massless case. The exponent
γ is not universal for all kinds of matter; for example, in the case of type II transitions in
Einstein-Yang-Mills equations [59], γ ≈ 0.2, (for a review of critical gravitational collapse
with various kinds of matter, see [60]).
In AdS4 with a tachyonic scalar in the mass range (5.6), it is in principle possible to
study both the critical behavior as function of the initial field profile, as well as function of
the boundary condition at x→ π/2. The boundary condition (5.33) gives rise to a type II
transition, which we have observed due to the formation of arbitrarily small BH horizons
with critical value φ0c ≈ 0.468. On the other hand, for the boundary conditions (5.34)
and fixed φ0 = 0.1, there are several type I transitions as a function of ω: for example,
BH formation begins at radius ≈ 0.5 and t = 64 for ω = 1.175 > ωc, while no BH horizon
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Figure 11. The value of φ and the scalar curvature R at x = 0 are shown as functions of time for
ω = 3 and φ0 = 0.1. For comparison also the driving potential H(t) is shown.
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Figure 12. Left panel: Maximum of the energy as function of ω for φ0 = 0.1. Right panel:
Maximum and minimum of the scalar curvature R as functions of ω. The ∗s correspond to the
minimum of A in some units, showing the correlation between the latter quantities and the formation
of a horizon.
has formed before t = 800 for ω = 1.17 < ωc. We leave a more accurate study of these
transitions and a determination of the critical exponents in case of a type II transition for
future work.
5.6 Numerical scheme
We solve the time-dependent PDEs using the leapfrog method with a five-point – 4th order
difference stencil for the spatial derivatives, a grid of 2500 points and Courant number 0.5.
Explicit dissipative terms are added. The instanton solution (taken as the initial condition)
is obtained by solving eqs. (5.10,5.11) using 5th order Runge-Kutta. In order to initialize
the leapfrog algorithm, we need to provide the first and second order time derivatives of
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Figure 13. The time of horizon formation as function of ω for φ0 = 0.1. In some intervals of
frequency centered around ω taking on even integer values, a BH horizon formation occurs rather
quickly. On the other hand, we have observed no BH formation for odd integer values, ω = 3, 5, 7,
in calculations running up to the time t = 800. Horizon formation at t = 220 is observed for ω = 1,
while no BH formation is observed up to t = 800 for ω = 1.17.
the initial instanton profile function. We set all the first order time derivatives to zero,
except
Π˙ = −Ψe
−δ
tanx
. (5.35)
The second derivatives read
Ψ¨ = −e−2δ
(
V ′(φ)
cos x sinx
+
(
V (φ)− 4
tan2 x
)
Ψ
)
, φ¨ = −ΨAe
−2δ
tan x
,
A¨ = A2e−2δΨ2 cos2 x , (5.36)
and Π¨ = 0. No simple expression for δ¨ is available and hence δ is recalculated using
eq. (5.22). For practical reasons we introduce an IR and a UV cutoff xmin = 0.001 and
xmax = 1.565 (if we use values of xmax closer to π/2, the corresponding boundary conditions
make the numerics unstable). In order to update φ at the boundary xmax and A at the
origin xmin we use eqs. (5.23). Subsequently eqs. (5.21,5.22) are solved using a 5th order
Runge-Kutta method. The boundary value δ(xmax) is fixed to be zero. The eqs. (5.23) are
then used to estimate the numerical accuracy.
6 Discussion
In this note we have discussed the issue of dynamical stability in various examples of theories
with time-dependent potentials which are periodically unbounded from below. Considering
an oscillating quadratic potential in the case of classical and quantum mechanics as well
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as in field theory, the stability regions are encoded by the phase diagram of the Mathieu
equation. The zero mode is stabilized when the frequency is high enough. In addition we
found a compactification scheme relying on number theory such as to avoid resonances in
all momentum modes of the field theory. The effective Hamiltonian for periodically driven
systems [31, 32] suggests that a similar dynamical stabilization occurs also for interacting
theories. We have found numerical evidence for this in a theory with an AdS/CFT dual; for
sufficiently large ω the big-crunch singularity is screened by a black hole horizon, preventing
the crunch singularity to reach the boundary in a finite time. We have observed sharp
transitions in the black hole formation time as function of the frequency ω. For frequencies
near even integer values, horizons form rather quickly while for those near odd integer
values, we have observed black hole formation at very late times or not at all, due to finite
simulation time.
In fact we would be curious to see if such a potential could be a holographic description
of a universe oscillating between bangs and crunches or healed bangs and healed crunches.
An analytic study of such system was carried out in [61–65] and references therein, but there
the system had an infinite amount of boundaries and in the presence of closed time-like
curves. One could wish that all this could be encapsulated on a single boundary without
redundant features. This could have been a system for which the time-dependent couplings
on the boundary are appropriate. Unfortunately, for this, the numerical analysis is not a
substitute for an exact solution. It is worthwhile to study such systems non-perturbatively
even if there is a lack of a strong phenomenological motivation at this stage.
Let us comment on possible topics of future directions:
• For the free field theory part one could consider different compactifications of the
spatial dimensions to see if this gives rise to additional structure.
• It would be challenging to follow the black hole evolution after the horizon has formed;
for this it might be necessary to use a different (non-polar) metric Ansatz and also
introduce a singularity excision, e.g. as in [21, 66, 67].
• We did not address here the precise nature of the transition between the big crunch
and black hole of infinite mass; for example, it would be interesting to determine the
dependence of the black hole mass near the critical frequency ωc separating the black
hole regime from the crunch.
• A more detailed study of the transition type (I or II) at the threshold of black hole
formation, both as a function of initial field profile φ0 and of the time-dependent
boundary condition ω, would be worthwhile to investigate; in particular calculating
the critical exponents for the type II transition.
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A Estimating the characteristic exponent
The characteristic exponent ν can be estimated numerically by calculating the solution
y(τ) to eq. (4.2) subject to the boundary conditions y(0) = 1, y˙(0) = 0, and then evaluated
at τ = π [34]
cos(νπ) = y(π) , (A.1)
where ν is implicitly a function of a, q.
B Estimating the amplitude
From the interpretation that the generalized coordinate x describes a particle, a natural
question would be how far the particle goes. Let us first consider the simple example of a
particle at rest and situated at position x(0) = 1 at time τ = 0. Using an expansion valid
for small q ≪ 1 and ν real but not an integer, the solution reads [34]
C(τ) =
cos[ντ ]− q cos[(ν+2)τ ]4(ν+1) + q cos[(ν−2)τ ]4(ν−1) + q
2 cos[(ν+4)τ ]
32(ν+1)(ν+2) +
q2 cos[(ν−4)τ ]
32(ν−1)(ν−2) − q
2(ν2+1) cos(ντ)
16(ν2−1)2
1− q4(ν+1) + q4(ν−1) + q
2
32(ν+1)(ν+2) +
q2
32(ν−1)(ν−2) − q
2(ν2+1)
16(ν2−1)2
+O(q3) , (B.1)
which is called the Mathieu cosine function and from this we can estimate the amplitude
max(|C|) = 1 + q
α
+
βq2
8(ν2 − 1)2 +O(q
3) , (B.2)

α = 1− ν2 , β = 5 + ν2 , for ν < 1 ,
α = 2 + 2ν , β = −11+15ν−9ν
2+ν3
2(ν−2) , for 1 < ν < 2 ,
α = 2 + 2ν , β = 3− 2ν + ν2 , for ν > 2 .
Let us first consider a = 0. Using
cos(νπ) ≃ cos(√aπ) + πq
2 sin(
√
aπ)
4
√
a(a− 1) , (B.3)
we obtain
ν ≃ q√
2
+O(q3) , (B.4)
which upon insertion in the amplitude (B.2) gives
max(|C|) = 1 + q + 5q
2
8
+O(q3) . (B.5)
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For a > 0, the expansion of ν changes according to
ν ≃ √a− (−1)[
√
a] q
2
4
√
a(a− 1) , (B.6)
which to order q2 then gives rise to the amplitude (B.2) with ν =
√
a. The above amplitudes
tell us how far the particle will go, i.e. the absolute value of the largest value that the
coordinate |x(t)| will take on, with the initial condition that the particle starts at rest at
x(0) = 1 and time τ = 0, assuming that (a, q) are in a stability band of the phase diagram,
see fig. 1. If one wishes to start with the particle situated at x0, it suffices to multiply the
solution (B.1) by x0 since the equation of motion is linear and hence also the amplitude
scales accordingly.
A similar situation can be estimated as well, namely considering the particle situated
at the origin x(0) = 0 but having velocity x˙(0) = 1 at time τ = 0
S(τ) =
sin[ντ ]− q sin[(ν+2)τ ]4(ν+1) + q sin[(ν−2)τ ]4(ν−1) + q
2 sin[(ν+4)τ ]
32(ν+1)(ν+2) +
q2 sin[(ν−4)τ ]
32(ν−1)(ν−2) − q
2(ν2+1) sin(ντ)
16(ν2−1)2
1− q(ν+2)4(ν+1) + q(ν−2)4(ν−1) + q
2(ν+4)
32(ν+1)(ν+2) +
q2(ν−4)
32(ν−1)(ν−2) − q
2(ν2+1)ν
16(ν2−1)2
+O(q3) , (B.7)
which is called the Mathieu sine function. From this solution we can similarly estimate the
amplitude of the particle’s movement as
max(|S|) = 1
ν
(
1 +
αq
2(ν − 1) +
βq2
8(ν2 − 1)2
)
+O(q3) , (B.8)

α = 0 , β = (ν
2−2)(ν2+5)
ν2−4 , for ν < 1 ,
α = 1 , β = 17+15ν+3ν
2+ν3
2(ν+2) , for 1 < ν < 2 ,
α = 1 , β = −18−8ν+5ν
2+2ν3+ν4
ν2−4 , for ν > 2 .
For a = 0, it can be expressed as
max(|S|) =
√
2
q
+
5q
8
√
2
− 5q
2
16
√
2
+O(q3) , (B.9)
while for a > 0 we obtain
max(|S|) = 1√
a
+
αq
2
√
a(
√
a− 1) +
βq2
8(a − 1)2a3/2 +O(q
3) , (B.10)

α = 0 , β = 2(−1)
[
√
a](a−4)(a−1)+a(a−2)(a+5)
a−4 , for a < 1 ,
α = 1 , β =
4(−1)[
√
a](−2−√a+2a+a3/2)+a(17+15√a+3a+a3/2)
2(
√
a+2)
, for 1 < a < 4 ,
α = 1 , β =
2(−1)[
√
a](a−4)(a−1)+a(−18−8√a+5a+2a3/2+a2)
a−4 , for a < 4 ,
where [
√
a] denotes the integer part of
√
a. The above amplitudes tell us how far the
particle will go, i.e. the absolute value of the largest value that the coordinate |x(t)| will
take on, with the initial condition that the particle starts from x(0) = 0 with velocity
x˙(0) = 1 at time τ = 0. If one wishes to start with the velocity v0, it suffices to multiply
the solution (B.7) by v0 since the equation of motion is linear and hence also the amplitude
scales accordingly.
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C A diagrammatic derivation of the effective potential
Let us consider the classical mechanics problem
L =
1
2
mX˙2 − gXn cos(ωt) , (C.1)
with n ≥ 2. Carrying out a Fourier transform of the field X(t) = ∫ dνX(ν)eiνt and
integrating the Lagrangian over time to obtain the action, we get
S =
1
2
m
∫
dν ν2X(ν)X∗(ν) (C.2)
− g
2
∫
dν1dν2 · · · dνn X(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · ·+ νn − ω)
− g
2
∫
dν1dν2 · · · dνn X(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · ·+ νn + ω) .
To obtain the effective action, we will split the field X(ν) into two fields according to
whether |ν| < ∆ ≪ ω in which case we will call the field still X(ν) or whether |ν| > ∆
where we call it ξ(ν). This splits the field into the drift part X and the rapidly moving
part ξ and leads to the action
S =
1
2
m
∫
|ν|<∆
dν ν2X(ν)X∗(ν) +
1
2
m
∫
|ν|>∆
dν ν2ξ(ν)ξ∗(ν) (C.3)
− g
2
∫
|νi|<∆
dν1dν2 · · · dνn X(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · ·+ νn − ω)
− g
2
∫
|νi|<∆
dν1dν2 · · · dνn X(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · ·+ νn + ω)
− gn
2
∫
|ν1|>∆
|νi|<∆
dν1dν2 · · · dνn ξ(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · · + νn − ω)
− gn
2
∫
|ν1|>∆
|νi|<∆
dν1dν2 · · · dνn ξ(ν1)X(ν2) · · ·X(νn)δ(ν1 + ν2 + · · · + νn + ω)
− gn(n− 1)
4
∫
|ν1|>∆
|ν2|>∆
|νi|<∆
dν1dν2 · · · dνn ξ(ν1)ξ(ν2)X(ν3) · · ·X(νn)δ(ν1 + ν2 + · · · + νn − ω)
− gn(n− 1)
4
∫
|ν1|>∆
|ν2|>∆
|νi|<∆
dν1dν2 · · · dνn ξ(ν1)ξ(ν2)X(ν3) · · ·X(νn)δ(ν1 + ν2 + · · · + νn + ω)
...
− g
2
∫
|νi|>∆
dν1dν2 · · · dνn ξ(ν1)ξ(ν2) · · · ξ(νn)δ(ν1 + ν2 + · · ·+ νn − ω)
− g
2
∫
|νi|>∆
dν1dν2 · · · dνn ξ(ν1)ξ(ν2) · · · ξ(νn)δ(ν1 + ν2 + · · ·+ νn + ω) .
To get the effective action one solves ξ in terms of X and substitutes back into the action.
Typically the energy ν of ξ(ν) is of order ω so ξ is of order 1/ω2. The solution of ξ in terms
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of X can then be done iteratively and be presented by diagrams. From this action we can
read off the propagator as well as the vertices for calculating Feynman diagrams in order
to construct the effective action in terms of the field X(ν). Let us note that the second and
third lines in the above action tell us that to zeroth order in ξ there is no interaction among
the drift part of the field X as the sum of ν1 + ν2 + · · · + νn is also much smaller than ω
unless n is a huge integer. At this point we have established for finite (and reasonable) n,
the effective action has no potential to order g. Let us now calculate the leading correction
(at order g2) to the effective potential case by case.
C.1 Quadratic case
For n = 2 there is a subtlety that there is some sort of mass term. We will not sum up the
mass insertions but instead consider them as interactions and hence the propagator of ξ is
D = − i
mν2
, (C.4)
while the leading vertices are
⊕ = −igδ(ν1 + ν2 + ω) , ⊖ = −igδ(ν1 + ν2 − ω) . (C.5)
To order g2 there are two tree-level diagrams
• •⊖ ⊕
X(ν) ξ(ν − ω) X(ν)
+ • •
⊕ ⊖
X(ν) ξ(ν + ω) X(ν)
which gives the amplitude when taking into account the appropriate symmetry factor
g2
2m(ω − ν)2X
2(ν) +
g2
2m(ω + ν)2
X2(ν) =
g2
m
[
1
ω2
+
3ν2
ω4
+O(ω−6)
]
X2(ν) . (C.6)
To obtain the effective potential we need to make the inverse Fourier transform, such that
νX becomes X˙. Finally we get
Veff =
g2
mω2
X2 +
3g2
mω4
X˙2 , (C.7)
which equals that of eq. (2.11) when identifying g = λ3.
C.2 Quartic case
The n = 4 case is analogous but involves slightly more combinatorics. The propagator of
ξ is still that of eq. (C.4) and the leading vertices are
⊕ = −i12gδ(ν1 + ν2 + ν3 + ν4 + ω) , ⊖ = −i12gδ(ν1 + ν2 + ν3 + ν4 − ω) . (C.8)
To order g2 there are two tree-level diagrams:
❜❜❜❜❜❜
✧✧
✧✧
✧✧
✧✧
✧✧
✧✧
❜❜❜❜❜❜
• •
⊖ ⊕
X(ν1)
X(ν2)
X(ν3)
ξ(ν1 + ν2 + ν3 − ω)
X(ν′1)
X(ν′2)
X(ν′3)
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and the same with ⊖ and ⊕ interchanged. Taking into account the appropriate symmetry
factor, the sum of the above diagrams gives the amplitude[
2g2
m(ω − ν1 − ν2 − ν3)2 +
2g2
m(ω + ν1 + ν2 + ν3)2
]
×
X(ν1)X(ν2)X(ν3)X(ν
′
1)X(ν
′
2)X(ν
′
3)δ(ν1 + ν2 + ν3 − ν ′1 − ν ′2 − ν ′3)
=
4g2
m
[
1
ω2
+
3(ν1 + ν2 + ν3)
2
ω4
+O(ω−6)
]
×
X(ν1)X(ν2)X(ν3)X(ν
′
1)X(ν
′
2)X(ν
′
3)δ(ν1 + ν2 + ν3 − ν ′1 − ν ′2 − ν ′3) . (C.9)
As before, to obtain the effective potential we need to make the inverse Fourier transform,
such that νX becomes X˙. Finally we get
Veff =
4g2
mω2
X6 +
108g2
mω4
X4X˙2 , (C.10)
which equals that of (2.14) when identifying g = λ5.
The above effective potentials are conservative and independent of time even though
the original Lagrangian was time-dependent. This effective conservation of energy can be
understood as follows. By means of our approximation, we have |νi| ≪ ω. If we look at
the above tree-level diagram we can see that by starting with a ⊖ vertex, the only way
to obey the constraint that |ν ′i| be ≪ ω is to end the diagram with a ⊕ vertex. We can
construct bigger tree diagrams (to higher order in g and in 1/ω) by inserting for instance a
vertex with two Xs and two ξs (which comes with a g). As long as the number of inserted
vertices k is small enough we need the same number of ⊖ as ⊕ vertices
❝
❝
❝
★
★
★
★
★
★
❝
❝
❝
• • ••
✓✓
✓
❙❙
❙
✓✓
✓
❙❙
❙
⊖ ⊕
1
. . .
⊖
k
⊕
Hence, to this order the effective action conserves the energy of the drift degrees of freedom
X and does not have explicit time dependence. This diagram is just an example, many
other tree-level diagrams of different shape can be constructed. We can now estimate for
how large k we will be able to end the diagram with ⊖ vertex and hence introduce ω
dependence in the effective action. Generically, when the number of ⊖ vertices is different
from the number of ⊕ vertices, the effective action re-acquires time dependence. If ω/∆ is
of order of the number of external legs L = 2(3+k) which corresponds to order ω−2(k+1) and
g2+k, that is to order ω/∆−4 in 1/ω, 3 then the effective potential will not be conservative.
The argument holds for any diagram and not only the presented example.
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