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Abstract
We prove that a ﬁrst-order linear differential operator G with unbounded operator
coefﬁcients is Fredholm on spaces of functions on R with values in a reﬂexive Banach space if
and only if the corresponding strongly continuous evolution family has exponential
dichotomies on both Rþ and R and a pair of the ranges of the dichotomy projections is
Fredholm, and that the Fredholm index of G is equal to the Fredholm index of the pair. The
operator G is the generator of the evolution semigroup associated with the evolution family. In
the case when the evolution family is the propagator of a well-posed differential equation
u0ðtÞ ¼ AðtÞuðtÞ with, generally, unbounded operators AðtÞ; tAR; the operator G is a closure of
the operator  d
dt
þ AðtÞ: Thus, this paper provides a complete inﬁnite-dimensional general-
ization of well-known ﬁnite-dimensional results by Palmer, and by Ben-Artzi and Gohberg.
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1. Introduction and main results
The celebrated Dichotomy Theorem asserts that a d  d-matrix linear differential
operator
G ¼  d
dt
þ AðtÞ; ð1:1Þ
acting on a space of d-dimensional vector-functions on R; is Fredholm if and only if
the differential equation u0ðtÞ ¼ AðtÞuðtÞ; tAR; has exponential dichotomies on both
Rþ ¼ ½0;NÞ and R ¼ ðN; 0
; moreover, the Fredholm index of G is equal to the
difference of the ranks of the dichotomies. Palmer proved this result in [36,37] for the
case when G acts on a space of continuous vector-functions. Ben-Artzi and Gohberg
[12] proved this result in the case when G acts on L2ðR;CdÞ and AALNðR;LðCdÞÞ:
Also, we remark on an earlier paper by Sacker [43], where the ‘‘if ’’-part of this result
and the index formula were proved in the framework of linear skew-product ﬂows
over the hull of A: For further developments of the latter approach see [23,44,50],
and the bibliographies therein.
The Dichotomy Theorem is important in many questions of ﬁnite-dimensional
dynamics. This theorem is instrumental in the study of spectral stability of travelling
waves; see, e.g. [45] and numerous references therein. Motivated by applications to
the study of partial differential equations, several steps have been made to generalize
the Dichotomy Theorem for inﬁnite-dimensional setting and unbounded operators
AðtÞ: We mention here important results in [20,21, Theorem 1.1; 28,31,32; 38,
Theorem 1; 42,46, Theorem 2.6; 53] see also the bibliographies in these papers, and
the work of Baskakov [4–9]. Also, recently the inﬁnite-dimensional Dichotomy
Theorem gained additional importance due to connections with inﬁnite-dimensional
Morse theory, see [2,3,20,41] and the literature therein. In the above-mentioned
papers inﬁnite-dimensional versions of the Dichotomy Theorem have been proved
either for important particular classes of operators AðtÞ; or under some additional
assumptions on the solutions of the differential equation u0 ¼ AðtÞu or its adjoint, or
on the corresponding evolution family (the propagator of the differential equation).
These assumptions have been used to deal with the following principal differences
between the ﬁnite-dimensional and the inﬁnite-dimensional settings: (a) Difﬁculties
to prove the closedness of the subspaces of initial data that generate solutions of the
equation u0ðtÞ ¼ AðtÞuðtÞ and, respectively, the adjoint equation, that are bounded at
þN and, respectively, N (see, e.g., [44, Lemma 7.6, 7.11(A); 38, Lemma 2.3]); (b)
That the propagator of the differential equation or/and its adjoint may have a
nontrivial kernel (see, e.g., [7, Assumption 1; 38, Hypothesis 5; 46, Hypothesis
(U1)]); and (c) That both stable and unstable dichotomy subspaces for the equation
might be inﬁnite dimensional (cf. [25,38,44,46,51] and see Examples 7.1 and 7.2
below).
The main goal of the current paper is to prove an inﬁnite-dimensional version of
the Dichotomy Theorem without any special restrictions on the operators AðtÞ: The
corresponding differential operator is considered on the space Lp ¼ LpðR; X Þ;
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pA½1;NÞ; or on C0ðR; X Þ; the space of continuous X -valued functions vanishing at
7N: The Banach space X is assumed1 to be reﬂexive. Both the formulation and the
proof of the Dichotomy Theorem in this unrestricted setting are quite different from
the ones known in the literature.
To achieve this goal, as our starting point, we consider not the differential
equation u0 ¼ AðtÞu; but a strongly continuous exponentially bounded evolution
family fUðt; tÞgtXt; t; tAR; on X : In particular, if the differential equation is well-
posed (see Section 7 and cf. [15, p. 58; 19, Deﬁnition VI.9.1]), then Uðt; tÞ is its
propagator (Cauchy operator). A more important inﬁnite dimensional issue is
related to the deﬁnition of the operator G in (1.1). A quite natural ﬁrst try is to deﬁne
G; ðGuÞðtÞ ¼ u0ðtÞ þ AðtÞuðtÞ; say, on Lp; as an operator with the domain
dom G ¼ W 1p-fuALp : uðtÞAdom AðtÞ a:e:; AðÞuðÞALpg; ð1:2Þ
where W 1p ¼ W 1p ðR; XÞ; pA½1;NÞ; is the Sobolev space so that W 1p ¼ domðd=dtÞ:
This choice of G; however, appears to be unnecessarily restrictive since this operator
might not be closed, see, e.g., [48, Section 2(c)]. To settle this issue, we consider instead
a certain closed extension, G; of the operator G: The operator G is the generator of a
so called evolution semigroup fTtgtX0 on Lp or C0ðR; XÞ; see Lemma 1.3 below.
Recently, the evolution semigroups and their generators have been successfully used to
characterize stability of evolution families, and their exponential dichotomy on R; see
[15,48] and the bibliographies therein, [4,11,34,35], and also [17, Lemma IV.3.3; 27,
Chapter 10] for a more classical but related approach. However, the complete
characterization of the Fredholm property of the generator of the evolution semigroup
given in this paper appears to be new. Our principal result reads as follows.
For uAC0ðR; X Þ; resp. vAC0ðR; X Þ; so that uðtÞ ¼ Uðt; tÞuðtÞ; resp. vðtÞ ¼
Uðt; tÞvðtÞ; for all tXt in R, we assume throughout that if uðtÞ ¼ 0; resp. vðtÞ ¼ 0;
for some tAR then u ¼ 0; resp v ¼ 0:
Theorem 1.1. Assume that fUðt; tÞgtXt; t; tAR; is a strongly continuous exponen-
tially bounded evolution family on a reflexive Banach space X ; and let G denote the
generator of the associated evolution semigroup defined on LpðR; X Þ; pA½1;NÞ; or on
C0ðR; X Þ: Then
the operator G is Fredholm ð1:3Þ
if and only if there exist apb in R such that the following two conditions hold:
(i) The evolution family fUðt; tÞgtXt has exponential dichotomies fPt gtpa and
fPþt gtXb on ðN; a
 and ½b;NÞ; respectively.
(ii) The node operator Nðb; aÞ; acting from Ker Pa to Ker Pþb by the rule Nðb; aÞ ¼
ðI  Pþb ÞUðb; aÞjKer Pa ; is Fredholm.
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Moreover, if (1.3) holds, then dimKerG ¼ dimKer Nðb; aÞ; codim ImG ¼
codim Im Nðb; aÞ; and indG ¼ ind Nðb; aÞ:
Recall that a pair of subspaces ðW ; VÞ in X is called a Fredholm pair provided
aðW ; VÞ :¼ dimðW-VÞoN; the subspace W þ V is closed, and bðW ; VÞ :¼
codimðW þ VÞoN; the Fredholm index of the pair is deﬁned as indðW ; VÞ ¼
aðW ; VÞ  bðW ; VÞ; see, e.g., [24, Section IV.4.1]. Theorem 1.1 can be equivalently
reformulated as follows.
Theorem 1.2. Under the assumptions in Theorem 1.1, (1.3) is fulfilled if and only if the
following two conditions hold:
ði0Þ The evolution family fUðt; tÞgtXt has exponential dichotomies fPt gtp0 and
fPþt gtX0 on R and Rþ; respectively.
ðii0Þ The pair of subspaces ðKer P0 ; Im Pþ0 Þ is Fredholm in X :
Moreover, if (1.3) holds, then dimKerG ¼ aðKer P0 ; Im Pþ0 Þ; codim ImG ¼
bðKer P0 ; Im Pþ0 Þ; and indG ¼ indðKer P0 ; Im Pþ0 Þ:
Note that Nð0; 0Þ ¼ ðI  Pþ0 ÞjKer P0 : Ker P

0-Ker P
þ
0 ; and one can show that
condition ðii0Þ in Theorem 1.2 is equivalent to condition (ii) in Theorem 1.1 with
a ¼ 0 ¼ b; see Lemma 5.1 below.
Let J be one of the intervals Rþ; R; or R: Recall that a family
fUðt; tÞgtXt; t; tAJ; of bounded linear operators on X is called a strongly continuous
exponentially bounded evolution family on J if: (1) for each xAX the map
ðt; tÞ/Uðt; tÞx is continuous for all tXt in J; (2) for some oAR the inequality
supfjjeoðttÞUðt; tÞjj : t; tAJ; tXtgoN holds; and (3) Uðt; tÞ ¼ I ; Uðt; tÞ ¼
Uðt; sÞUðs; tÞ for all tXsXt in J: We say that fUðt; tÞgtXt has exponential
dichotomy fPtgtAJ on J with dichotomy constants MX1 and a40 if Pt; tAJ; are
bounded projections on X ; and for all tXt in J the following assertions hold:
(i) Uðt; tÞPt ¼ PtUðt; tÞ (intertwining, or invariance, property),
(ii) the restriction Uðt; tÞjKer Pt of the operator Uðt; tÞ is an invertible operator from
Ker Pt to Ker Pt;
(iii) the following stable and unstable dichotomy estimates hold:
jjUðt; tÞjIm Pt jjpMeaðttÞ and jjðUðt; tÞjKer PtÞ1jjpMeaðttÞ:
For the notion of exponential dichotomy we refer to the classical books [22,27],
and to newer work in [15,16,19,48,50], and the extensive bibliographies therein. Note
that (i)–(iii) imply that for every xAX the function t-Ptx is continuous on J and
suptAJ jjPtjjoN; see e.g. [35, Lemma 4.2] or [17, Lemma IV.1.1,IV.3.2].
Recall that the evolution semigroup fTtgtX0 is deﬁned on LpðR; XÞ; pA½1;NÞ; or
on C0ðR; X Þ; by the formula TtuðtÞ ¼ Uðt; t tÞuðt tÞ; tAR; see [15]. This is a
strongly continuous semigroup, and we let G denote its generator. Alternatively, the
generator G can be described as follows (see [15, Proposition 4.32, 15, Lemma 3.16],
and cf. [6, Theorem 1, 35, Lemma 1.1, 34, Lemma 1.1]).
ARTICLE IN PRESS
Y. Latushkin, Y. Tomilov / J. Differential Equations 208 (2005) 388–429 391
Lemma 1.3. A function u belongs to the domain domG of the operator G on LpðR; X Þ;
pA½1;NÞ; resp., on C0ðR; X Þ; if and only if uALpðR; XÞ-C0ðR; XÞ; resp.,
uAC0ðR; XÞ; and there exists an fALpðR; XÞ; resp., fAC0ðR; XÞ; such that
uðtÞ ¼ Uðt; tÞuðtÞ 
Z t
t
Uðt; sÞf ðsÞ ds; for all tXt in R: ð1:4Þ
If (1.4) holds, then Gu ¼ f :
We stress that (1.4) is a mild reformulation of the inhomogeneous differential
equation u0ðtÞ ¼ AðtÞuðtÞ þ f ðtÞ; tAR: If fUðt; tÞgtXt is the propagator of a well-
posed differential equation u0ðtÞ ¼ AðtÞuðtÞ; tAR; with, generally, unbounded
operators AðtÞ; then a subset of dom G from (1.2) is a core for G; see [15, Theorem
3.12; 48, Proposition 4.1]. Thus, if the operator G with the domain dom G from (1.2)
is a closed operator on LpðR; XÞ; pA½1;NÞ; resp., on C0ðR; XÞ; then G ¼ G:
Under an a priori assumption that assertion (i) in Theorem 1.1 holds, the
equivalence of (1.3) and (ii), and the index formula, have been studied in [9, Theorem
4; 8, Theorem 8]. Therefore, in the current paper we will concentrate mostly on the
main new contribution which is a proof of implication (1.3) ) ði0Þ in Theorem 1.2.
Our strategy is to pass from the differential operator G on LpðR; X Þ; pA½1;NÞ;
resp., on C0ðR; XÞ; to an associated difference operator, D; deﬁned on the space
cpðZ; XÞ; pA½1;NÞ; resp., on the space c0ðZ; XÞ of sequences vanishing at 7N; by
the rule
D :ðxnÞnAZ/ðxn  Uðn; n  1Þxn1ÞnAZ: ð1:5Þ
This strategy has a long history that goes back to Henry [22, Theorem 7.6.5]. It was
successfully used to treat the dichotomy on R and invertible operators G; see [5,
Theorem 2; 4, Theorem 2; 26, Lemma 3.3; 13, Section 5; 15, Theorem 4.16,4.37] (and
also [15, Theorem 7.9]; [39, Theorem 4.1] or [50, Theorem 45.8] for a related case of
linear skew-product ﬂows on Banach spaces). The justiﬁcation of this strategy for
dichotomies on Rþ and R and Fredholm operators G is given in the following
theorem (cf. [7, Theorem 2; 6, Theorem 1; 52, Theorem 2]).
Theorem 1.4. Assume that fUðt; tÞgtXt; t; tAR; is a strongly continuous exponentially
bounded evolution family on a Banach space X ; let G denote the generator of the
associated evolution semigroup on LpðR; XÞ; pA½1;NÞ; resp., C0ðR; X Þ; and let D be
the difference operator on cpðZ; X Þ; pA½1;NÞ; resp., on c0ðZ; XÞ; defined in (1.5). Then
ImG is closed if and only if Im D is closed, and dimKerG ¼ dimKer D and
codim ImG ¼ codim Im D: In particular, the operator G is Fredholm if and only if D
is Fredholm, and indG ¼ ind D:
By the following simple lemma, an exponential dichotomy on Z7 extends to an
exponential dichotomy on R7 (cf. [22, Example 7.6.10]).
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Lemma 1.5. Assume that fUðt; tÞgtXt; t; tAR; is a strongly continuous exponentially
bounded evolution family on a Banach space X : The discrete evolution family
fUðn; mÞgnXm; n; mAZ; has an exponential dichotomy fPþn gnX0 on Zþ; resp.,
fPn gnp0 on Z; if and only if the family fUðt; tÞgtXt; t; tAR; has an exponential
dichotomy fPþt gtX0 on Rþ; resp., fPt gtp0 on R:
Therefore, assertion (1.3) ) ði0Þ required for the proof of Theorems 1.1 and 1.2,
follows from our next theorem (this main technical result of the current paper is
proved in Section 4).
Theorem 1.6. Assume that X is a reflexive Banach space, and the operator D is
Fredholm on cpðZ; XÞ; pA½1;NÞ; or on c0ðZ; X Þ: Then the discrete evolution family
fUðn; mÞgnXm; n; mAZ; has exponential dichotomies fPþn gnX0 and fPn gnp0 on Zþ
and Z; respectively.
Our strategy of the proof of Theorems 1.1, 1.2 and 1.6 is as follows. We will
identify a family of subspaces fX>n;gnAZ in X that is Uðn; mÞ-invariant in the sense
that Uðn; mÞðX>m;ÞDX>n; for nXm in Z; see Section 2. Next, we will show that the
restricted evolution family fUðn; mÞjX>m;gnXm has a ‘‘punctured’’ exponential
dichotomy fPngnAZ on Z; that is, we will show the following: (1) There exist
projections Pn deﬁned on X
>
n; that intertwine the operators Uðn; mÞjX>m; for nXm40
and for 0XnXm; (2) the stable and unstable dichotomy estimates hold for the
operators Uðn; mÞjX>m; restricted on the subspaces Im Pm and Ker Pm; and (3) there is
a surjective reduced node operator acting from Ker P0 to Ker P1: Further, we will
identify a family of subspaces in X ; the adjoint space, such that a corresponding
family of restrictions of the adjoint operators Uðn; mÞ; nXm; enjoys similar
properties for a family of projections fPn;gnAZ deﬁned on certain subspaces of X :
The punctured dichotomies just described are constructed in Section 3. To conclude
the proof of Theorem 1.6, we deﬁne in Section 4 the dichotomies fPþn gnX0 and
fPn gnp0 using fPngnAZ and fðPn;ÞgnAZ: In Section 5 we ﬁnish the proof of
Theorems 1.1 and 1.2. This includes a proof (based on a new approach) of the fact
that (i) and (ii) in Theorem 1.1 imply (1.3), and the formulas for the defect numbers
and index. Theorem 1.4 and Lemma 1.5 are proved in Section 6. Finally, in Section 7
we discuss several special cases when conditions of Theorems 1.1 and 1.2 could be
easily checked, and brieﬂy mention several classes of problems where these theorems
could be applied.
2. Notation and preliminaries
Notation. We denote Rþ :¼ ftAR : tX0g; R :¼ ftAR : tp0g; Zþ :¼ fnAZ :
nX0g; Z :¼ fnAZ : np0g; T ¼ flAC : jlj ¼ 1g; X is a Banach space; X  is the
adjoint space; A; dom A; Ker A and Im A are the adjoint, domain, kernel and
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range of an operator A; sðAÞ; rðAÞ and spradðAÞ denote the spectrum, the resolvent
set, and the spectral radius of A; the symbol AjY denotes the restriction of A on a
subspace YCX ; the Banach space of bounded linear operators from X to Y is
denoted by LðX ; YÞ; a generic constant is denoted by c: We use boldface to denote
sequences, e.g., x ¼ ðxnÞnAZ; xnAX : For nAZ the nth standard ort in cpðZ; XÞ or
c0ðZ; XÞ is denoted by en ¼ ðdnkÞkAZ; where dnk is the Kronecker delta. If xAX then
we denote by x#en ¼ ðxdnkÞkAZ the sequence x#en ¼ ðxkÞkAZ such that xn ¼ x and
xk ¼ 0 for kan:
For subspaces YCX and YCX  we denote Y> ¼ fxAX  : /x; xS ¼ 0 for all
xAYg and Y> ¼ fxAX : /x; xS ¼ 0 for all xAYg; where /; S is the ðX ; X Þ-
pairing. If X ¼ X1"X2; a direct sum decomposition, then we identify ðX1Þ ¼ X>2
and ðX2Þ ¼ X>1 : If P is a projection on X ; then P is a projection on X  with
Im P ¼ ðKer PÞ> ¼ ðIm PÞ and Ker P ¼ ðIm PÞ> ¼ ðKer PÞ: If ðP; QÞ is a pair
of projections on X ; then in the direct sum decompositions X ¼ Im P"Ker P and
X ¼ Im Q"Ker Q any operator A bounded on X can be written as the following
ð2 2Þ operator matrix:
A ¼ P
I  P
 
A½Q I  Q
 ¼ PAQ PAðI  QÞðI  PÞAQ ðI  PÞAðI  QÞ
 
: ð2:1Þ
If AQ ¼ PA then this matrix is diagonal with the diagonal entries being AjIm Q and
AjKer Q: If AðIm QÞDIm P; or AQ ¼ PAQ; then we identify AjIm Q ¼
AQ : Im Q-Im P; and write
A ¼ AjIm Q PAðI  QÞ
0 ðI  PÞAjKer Q
" #
: ð2:2Þ
For brevity, we denote: Lp ¼ LpðR; XÞ; cp ¼ cpðZ; X Þ; cq; ¼ cqðZ; X Þ; c0 ¼
c0ðZ; XÞ; c0; ¼ c0ðZ; X Þ; and remark that ðcpÞ ¼ cq; for pA½1;NÞ; qAð1;N
;
p1 þ q1 ¼ 1; and ðc0Þ ¼ c1;; if X is reﬂexive then ðc0;Þ ¼ c1:
Fibers of the kernel and cokernel of D: In Sections 2–4 we assume that the operator
D from (1.5) is Fredholm on cpðZ; XÞ; pA½1;NÞ; or on c0ðZ; XÞ: Consider the
operator D adjoint of D:
D :ðxnÞnAZ/ðxn  Uðn þ 1; nÞxnþ1ÞnAZ: ð2:3Þ
If the operator D is acting on cp; pA½1;NÞ; resp., on c0; then the adjoint operator
D is acting on cq;; qAð1;N
; resp., on c1;; and for sequences ðxnÞnAZ and ðxnÞnAZ
from the spaces of X - or X -valued sequences we have
Ker D ¼ fðxnÞnAZ : xn ¼ Uðn; mÞxm for all nXm in Zg; ð2:4Þ
Ker D ¼ fðxnÞnAZ : xm ¼ Uðn; mÞxn for all nXm in Zg: ð2:5Þ
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For each nAZ we deﬁne the following subspaces:
Xn :¼ fxAX : there exists ðxkÞkAZAKer D so that x ¼ xng; ð2:6Þ
Xn; :¼ fxAX  : there exists ðxkÞkAZAKer D so that x ¼ xng: ð2:7Þ
Lemma 2.1. For all nAZ and mAZ; mpn; the following assertions hold:
(i) dim XnpdimKer DoN and dim Xn;pdimKer DoN;2
(ii) Uðn; mÞXmCXn; moreover, the operator
Uðn; mÞjXm :Xm-Xn is invertible;
(iii) Uðn; mÞXn;CXm;; moreover, the operator
Uðn; mÞjXn; : Xn;-Xm; is invertible;
(iv) Uðn; mÞX>m;CX>n; and codim X>n; ¼ dim Xn;oN;
Uðn; mÞX>n CX>m and codim X>n ¼ dim XnoN;
(v) XnCX>n; and Xn;CX
>
n :
Proof. Assertion (i) follows from the deﬁnition of Xn and Xn; since D is Fredholm.
(ii) Fix xAXm; and pick a sequence ðxkÞkAZAKer D such that x ¼ xm: Using (2.4),
we have xn ¼ Uðn; mÞxm: Since ðxkÞkAZAKer D; this shows that Uðn; mÞxmAXn by
the deﬁnition of Xn: Since dim XnoN; in order to show that the operator
Uðn; mÞjXm : Xm-Xn is invertible, it sufﬁces to check that it is surjective. So ﬁx an
xAXn; and pick a sequence ðxkÞkAZAKer D such that x ¼ xn: Using (2.4), we have
xn ¼ Uðn; mÞxm: By the deﬁnition of Xm; we have xmAXm: Thus x ¼ Uðn; mÞxm for
some xmAXm; and Uðn; mÞjXm : Xm-Xn is an isomorphism.
(iii) Exactly as in (ii), using (2.5) instead of (2.4).
(iv) For yAX>m; we have /y; xS ¼ 0 for all xAXm;: If ZAXn; then
Uðn; mÞZAXm; by (iii) and /Uðn; mÞy; ZS ¼ /y; Uðn; mÞZS ¼ 0: Thus,
Uðn; mÞyAX>n;: The proof for Uðn; mÞ is similar.
(v) Fix xAXn and xAXn;; and pick sequences ðxkÞkAZAKer D and
ðxkÞkAZAKer D such that x ¼ xn and x ¼ xn: Then
N4
X
kAZ
/xk; xkS ¼
X
kXn
/xk; xkSþ
X
kon
/xk; xkS
¼
X
kXn
/Uðk; nÞxn; xkSþ
X
kon
/xk; Uðn; kÞxnS
¼
X
kXn
/xn; Uðk; nÞxkSþ
X
kon
/Uðn; kÞxk; xnS
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¼
X
kXn
/xn; xnSþ
X
kon
/xn; xnS ¼
X
kAZ
/x; xS;
where (2.4) and (2.5) have been used. Thus, /x; xS ¼ 0: &
Invertibility of a part of D: Let X 0nCX
>
n; denote any direct complement of the
ﬁnite-dimensional subspace Xn in X
>
n;: Let Yn denote any direct complement of the
ﬁnite-codimensional subspace X>n; in X : We have the following direct sum
decomposition:
X ¼ X>n;"Yn ¼ Xn"X 0n"Yn; nAZ: ð2:8Þ
Deﬁne the following closed subspace of cpðZ; XÞ; pA½1;NÞ; or of c0ðZ; XÞ:
F :¼ fðynÞnAZ : ynAX>n; for each nAZg: ð2:9Þ
Lemma 2.2. Operator D leaves F invariant, and DjF is surjective on F:
Proof. If ynAX>n; and yn1AX
>
n1; then yn  Uðn; n  1Þyn1AX>n; by Lemma
2.1(iv), and DFCF: To see that DjF is surjective, we claim, ﬁrst, that FCIm D:
Since D is Fredholm, its range is closed. Therefore, Im D is the set of sequences y
such that /y; nS ¼ 0 for all sequences nAKer D: So, to prove the claim it sufﬁces to
show that y>n for all sequences y ¼ ðynÞnAZAF and n ¼ ðxnÞnAZAKer D: If
ðxnÞnAZAKer D then xnAX;n for all nAZ by the deﬁnition of X;n: If ðynÞnAZAF
then ynAX>n; by the deﬁnition of F; and the claim is proved.
Next, ﬁx y ¼ ðykÞkAZAFCIm D and ﬁnd an x ¼ ðxkÞkAZAcpðZ; XÞ; resp.,
xAc0ðZ; X Þ; such that Dx ¼ y or, in other words, such that for each nAZ and all
kAN the following identity holds:
xn ¼Uðn; n  1Þxn1 þ yn ¼ Uðn; n  1Þ½Uðn  1; n  2Þxn2 þ yn1
 þ yn
¼? ¼ Uðn; n  kÞxnk þ
Xk1
j¼0
Uðn; n  jÞyj:
To prove the surjectivity of DjF onF; we need to show that xnAX>n; for each nAZ:
Fix xAXn; and pick a sequence ðxkÞkAZAKer D such that x ¼ xn: By (2.5) we have
Uðn; n  kÞxn ¼ xnk: Since ðykÞkAZAF; by Lemma 2.1(iv), we have Uðn; n 
jÞyjAX>n; and /Uðn; n  jÞyj; xnS ¼ 0: Then
/xn; xnS ¼/xnk; Uðn; n  kÞxnSþ
Xk1
j¼0
Uðn; n  jÞyj; xn
* +
¼/xnk; xnkS-0 as k-N
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since jjxnkjj-0 as k-N for the cp-, resp., c0-sequence x: Thus, /xn; xS ¼ 0 as
claimed. &
Recall that X 00 is a direct complement of X0 in X
>
0;; see (2.8). Deﬁne the following
closed subspace F0 of F; see (2.9):
F0 :¼ fðxnÞnAZAF : x0AX 00g:
Let D0 denote the restriction DjF acting on F with the domain dom D0 ¼F0:
Lemma 2.3. Operator D0 is invertible on F; that is, for each ðznÞnAZAF there exists a
unique ðxnÞnAZAF0 such that DðxnÞnAZ ¼ ðznÞnAZ:
Proof. By Lemma 2.2, for each z ¼ ðznÞnAZAF there exists a sequence y ¼
ðynÞnAZAF such that Dy ¼ z: By the deﬁnition of F we have ynAX>n;: Using the
decomposition X>0; ¼ X0"X 00; represent y0 ¼ y þ y0; where yAX0 and y0AX 00:
According to the deﬁnition of X0; there exists a sequence ðwnÞnAZAKer D such that
w0 ¼ y: Let xn ¼ yn  wn; nAZ: Since ynAX>n; and wnAXnCX>n;; see Lemma 2.1(v),
we infer that x ¼ ðxnÞnAZAF: But x0 ¼ y0  w0 ¼ y0  y ¼ y0AX 00: Thus xAF0:
Since ðwnÞnAZAKer D; we also have Dx ¼ Dy ¼ z: To prove uniqueness, assume that
xAF0 and xAKer D: By the deﬁnition of Xn we have xnAXn for all nAZ: In
particular, x0AX0: But ðxnÞnAZAF0 means that x0AX 00: Since X0-X 00 ¼ f0g; we
have x0 ¼ 0: Since xAKer D; by (2.4) we conclude that xn ¼ Uðn; 0Þx0 ¼ 0 for nX0:
Also by (2.4), we note that 0 ¼ x0 ¼ Uð0; nÞxn for no0: By Lemma 2.1(ii),
Uð0; nÞjXn :Xn-X0; no0; is invertible, and thus xnAXn implies xn ¼ 0 for
no0: &
3. Punctured dichotomies
Dichotomy for Uðn; mÞ: We will now use the invertibility of D0 onF to show that
the family of the restrictions Uðn; mÞjX>m; : X>m;-X>n; has a certain exponentially
dichotomic behavior on Z (a dichotomy on Z ‘‘punctured’’ at m ¼ 0). Recall that in
this section D is assumed to be Fredholm.
Proposition 3.1. There exist a family fPngnAZ of projections defined on X>n; such that
supnAZjjPnjjoN; and constants MX1 and a40 such that:
(i) If nXm40 or if 0XnXm; then
PnUðn; mÞx ¼ Uðn;mÞPmx for all xAX>m;: ð3:1Þ
For the restriction Uðn; mÞjIm Pm : Im Pm-Im Pn we have
jjUðn; mÞjIm Pm jjpMeaðnmÞ; ð3:2Þ
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(ii) If n40Xm and xAX>m;; then Uðn; mÞPmx ¼ PnUðn; 0Þy00; where y00AX 00 is the
component of y ¼ Uð0; mÞx in the representation y ¼ y0 þ y00; y0AX0; corre-
sponding to the direct sum decomposition X>0; ¼ X0"X 00: Here, X 00 is any direct
complement of X0 in X
>
0;;
(iii) If nXm40 or if 0XnXm then the restriction Uðn; mÞjKer Pm : Ker Pm-Ker Pn is
an invertible operator, and
jjðUðn; mÞjKer PmÞ1jjpMeaðnmÞ:
(iv) If n40Xm then the reduced node operator Nðn; mÞ defined as
Nðn; mÞ :¼ ðI  PnÞUðn; mÞjKer Pm : Ker Pm-Ker Pn
is surjective with Ker Nðn; mÞ ¼ Xm:
Proof. Deﬁne onF a closed linear operator T with the domain dom T ¼F0 by the
rule T :ðxnÞnAZ/ðUðn; n  1Þxn1ÞnAZ; such that D0 ¼ I  T : Note that although
the domain of T is not dense in F (unless X0 ¼ f0g), all standard facts from the
spectral theory of closed linear operators are still valid for T (see [18, Chapter VII,
Section 9]). In particular, we can use the spectrum, the resolvent set, and the
resolvent of T ; that is, the operator ðlI  TÞ1; bounded on F; for lArðTÞ:
For each lAT; let VðlÞ denote the isometry on F deﬁned by the rule
VðlÞ :ðxnÞnAZ/ðlnxnÞnAZ: Then
Vðl1ÞTVðlÞ ¼ l1T ; jlj ¼ 1: ð3:3Þ
Thus, sðTÞ ¼ T  sðTÞ; that is, sðTÞ is rotationally invariant. Since 1ArðTÞ by
Lemma 2.3, we conclude that sðTÞ-T ¼ |: Consider the Riesz projection P ¼
ð2piÞ1 Rjlj¼1ðl TÞ1 dl for T onF that corresponds to the part of sðTÞ inside the
unit disc:
sðT jIm PÞ ¼ sðTÞ-flAC : jljo1g: ð3:4Þ
We stress that P is a bounded operator on F and ImPCF0 since ðl
TÞ1ðxnÞnAZAdom T ¼F0 for each ðxnÞnAZAF and lAT: In addition, the operator
TP is deﬁned on all ofF and is bounded, while the operator PT is deﬁned only on
F0; however, TP*PT ; that is,
TPðxnÞnAZ ¼ PTðxnÞnAZ for all ðxnÞnAZAF0: ð3:5Þ
Also, by (3.4), spradðT jIm PÞo1: The restriction T jKer P is an operator on KerP
with the domain dom T jKer P ¼ KerP-F0 and with the spectrum sðT jKer PÞ ¼
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sðTÞ-flAC : jlj41g: In particular, T jKer P is invertible in KerP and
spradððT jKer PÞ1Þo1: Fix any positive a strictly smaller than
ln maxfspradðT jIm PÞ; spradððT jKer PÞ1Þg:
Thus, there is a constant MX1 such that
jjðT jIm PÞkjjpMeak and jjðT jKer PÞkjjpMeak; kAZþ: ð3:6Þ
Next, we claim that there exists a family fPngnAZ of projections on X>n; such that
supnAZ jjPnjjoN and P ¼ diagnAZ ½Pn
; that is, for each ðxnÞnAZAF we have
PðxnÞnAZ ¼ ðPnxnÞnAZ: Indeed, (3.3) and the integral formula for P imply
Vðl1ÞPVðlÞ ¼ P for all lAT: Since P commutes with the family fVðlÞ : jlj ¼
1g; by Baskakov [7, Lemma 3] we conclude that P is a diagonal operator, that is,
P ¼ diagnAZ ½Pn
: The operators Pn here are deﬁned as follows: ﬁx an xAX>n; and
deﬁne Pnx as the nth element in the sequence Pðx#enÞ: Note that supnAZ jjPnjj ¼
jjPjjoN; and the claim is proved.
Fix mAZ; take any xAX>m;; and let x ¼ x#em: Note that xAF0 provided either
ma0 or m ¼ 0 and xAX 00: If xAF0 then (3.5) implies
TPx ¼ Uðm þ 1; mÞPmx#emþ1 ¼ PTx ¼ Pmþ1Uðm þ 1; mÞx"emþ1:
Thus if ma0; or if m ¼ 0 and xAX 00; then Uðm þ 1; mÞPmx ¼ Pmþ1Uðm þ 1; mÞx:
Recall that if n4m then Uðn; mÞ ¼ Uðn; m þ 1ÞUðm þ 1; mÞ: Using this we derive
(3.1). For x ¼ x#em we note that T jx ¼ Uðm þ j; mÞx#emþjAF0 for j ¼
0; 1;y; n  m provided either nXm40; or 04nXm; or n ¼ 0Xm and
Uð0; mÞxAX 00: Then the ﬁrst inequality in (3.6) implies (3.2), and (i) in Proposition
3.1 is proved.
Lemma 3.2. The following inclusions hold:
XnCKer Pn for np0 and XnCIm Pn for n40: ð3:7Þ
Proof. We present the proof for the cp-case, the c0-case is similar. By (2.6) and (2.4),
if xAXn then there is a sequence ðxnÞnAZAcpðZ; XÞ such that x ¼ xn and xn ¼
Uðn; mÞxm for all nXm in Z: Note that PðxnÞnAZ ¼ ðPnxnÞnAZAImPCF0 and thus
by (3.5) we have TkPðxnÞnAZAImPCF0 for all kAN: If ðynÞnAZ ¼ TkðPnxnÞnAZ;
where yn ¼ ynðkÞ; then yn ¼ Uðn; n  kÞPnkxnk: Using (3.1), we have that if n 
k40 or 0Xn then yn ¼ Uðn; n  kÞPnkxnk ¼ PnUðn; n  kÞxnk: But
ðxnÞnAZAKer D and thus Uðn; n  kÞxnk ¼ xn: So, ﬁnally,
yn ¼ Pnxn for n4k or 0Xn: ð3:8Þ
By the ﬁrst inequality in (3.6) we know that
lim
k-N
jjðynÞnAZjjcp ¼ limk-N jjT
kðPnxnÞnAZjjcp ¼ 0:
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But using (3.8) we have
jjðynÞnAZjjpcp ¼
X
nAZ
jjynjjpX
X
np0
jjynjjp ¼
X
np0
jjPnxnjjp:
So, Pnxn ¼ 0; that is, XnCKer Pn for np0:
To prove the second inclusion in (3.7), note that ððI  PnÞxnÞnAZAKerP: Since
T jKer P is invertible on KerP and the second inequality in (3.6) holds, for each kAN
there exists a sequence ðynÞnAZAF0-KerP; where yn ¼ ynðkÞ; such that
TkðynÞnAZ ¼ ððI  PnÞxnÞnAZ and
lim
k-N
jjðynÞnAZjjcp ¼ limk-N jjðT jKer PÞ
kððI  PnÞxnÞnAZjjcp ¼ 0: ð3:9Þ
Using the equality xn ¼ Uðn; mÞxm and (3.1), we ﬁnd that if n  k40 or if 0Xn then
the nth element of the sequence TkðynÞnAZ ¼ ððI  PnÞxnÞnAZ is equal to
Uðn; n  kÞynk ¼ðI  PnÞxn ¼ ðI  PnÞUðn; n  kÞxnk
¼Uðn; n  kÞðI  PnkÞxnk:
In other words, ynk  ðI  PnkÞxnkAKer Uðn; n  kÞ: We claim that, in fact, this
implies that
ynk  ðI  PnkÞxnk ¼ 0 provided n4k: ð3:10Þ
As soon as the claim is proved, we write
jjðynÞnAZjjpcp ¼ jjðynkÞnAZjj
p
cp
X
X
n4k
jjynkjjp
¼
X
n4k
jjðI  PnkÞxnkjjp ¼
X
n40
jjðI  PnÞxnjjp:
Now (3.9) implies ðI  PnÞxn ¼ 0; that is, XnCKer Pn for n40: It remains to prove
claim (3.10). Recall that ðynÞnAZAKerP and thus ynk  ðI  PnkÞxnkAKer Pnk
for n4k: So, it sufﬁces to check that Ker Uðn þ k; nÞ-Ker Pn ¼ f0g for all n40 and
any k40: If n40 and xAKer Uðn þ k; nÞ-Ker Pn then the sequence x ¼ x#en
belongs to KerP-F0: Note that for jAN we have T jx ¼ Uðn þ j; nÞx#enþj: Thus,
Tkx ¼ 0 since Uðn þ k; nÞx ¼ 0: Now the second inequality in (3.6) implies that
0 ¼ jjTkxjjcpXM1eakjjxjjcp ¼ M1eakjjxjj: Thus, claim (3.10) is proved, and the
proof of inclusions (3.7) and Lemma 3.2 is ﬁnished. &
To prove (ii) in Proposition 3.1, we ﬁrst consider n ¼ 1 and m ¼ 0: We can now
apply (3.5) for ðxnÞnAZ ¼ x#e0 only when xAX 00; and obtain Uð1; 0ÞP0x ¼
P1Uð1; 0Þx provided xAX 00: This implies that if n4m ¼ 0 then
Uðn; 0ÞP0x ¼ PnUðn; 0Þx for all xAX 00: ð3:11Þ
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Next, for n40Xm; ﬁx xAX>m; and denote y ¼ Uð0; mÞx: Using the equality
Uð0; mÞPmx ¼ P0Uð0; mÞx from (3.1), we have Uðn; mÞPmx ¼ Uðn; 0ÞUð0; mÞPmx ¼
Uðn; 0ÞP0y: Represent y ¼ y0 þ y00; where y0AX0 and y00AX 00; and recall that
P0y0 ¼ 0 by (3.7) in Lemma 3.2. Then, using Eq. (3.11), we conclude: Uðn; mÞ
Pmx ¼ Uðn; 0ÞP0ðy0 þ y00Þ ¼ Uðn; 0ÞP0y00 ¼ PnUðn; 0Þy00; and (ii) in Proposition 3.1
is proved.
To prove (iii) in Proposition 3.1, remark that by the second inequality in (3.6)
we have the inequality jjðT jKer PÞkðxnÞnAZjjFpMeakjjðxnÞnAZjjF: As soon as
T jðxnÞnAZAKerP-F0 for j ¼ 0; 1;y; k  1; we then have jjTkðxnÞnAZjjFX
M1eakjjðxnÞnAZjjF: In particular, T jðx#emÞ ¼ Uðn þ j; mÞx#emþjAF0 if and
only if either m40; or m þ jo0; or m ¼ j and Uð0;jÞxAX 00: This implies that
jjUðm þ k; mÞxjjXM1eakjjxjj provided one of the following three possibilities hold:
(a) m40; kAZþ; xAKer Pm; (b) mo0; k ¼ 0; 1;y;m; xAKer Pm; (c) m ¼ 0;
kAZþ; xAX 00-Ker P0: This proves (iii).
To prove (iv) in Proposition 3.1, we ﬁrst consider the reduced node operator
Nð1; 0Þ ¼ ðI  P1ÞUð1; 0ÞjKer P0 : Ker P0-Ker P1: Note that Ker Nð1; 0Þ ¼
fxAKer P0 : Uð1; 0ÞxAIm P1g: We claim that X0 ¼ Ker Nð1; 0Þ: Indeed,
Uð1; 0ÞðX0Þ ¼ X1CIm P1 by Lemma 2.1(ii) and (3.7), which implies
X0CKer Nð1; 0Þ: To prove the inverse inclusion, assume that xAKer P0 and
Uð1; 0ÞxAIm P1: Using X>0; ¼ X0"X 00; decompose x ¼ x0 þ x00: Then Uð1; 0Þx00 ¼
Uð1; 0Þx  Uð1; 0Þx0AIm P1 since Uð1; 0ÞxAIm P1 by assumption and
Uð1; 0Þx0AX1CIm P1 by Lemma 2.1(ii) and (3.7). Also, x00AKer P0-X 00 since x00 ¼
x  x0 and xAKer P0 by assumption, and x0AX0CKer P0 by (3.7). Therefore,
x00#e0AKerP-F0 and, using (3.6), we obtain for kAN:
jjUðk; 1ÞUð1; 0Þx00jj ¼ jjUðk; 0Þx00jj ¼ jjUðk; 0Þx00#ekjjcp
¼ jjTkðx00#e0ÞjjcpXM1eakjjx00#e0jjcp ¼ M1eakjjx00jj:
But then (3.2) for Uð1; 0Þx00AIm P1 implies jjx00jj ¼ 0 and thus x ¼ x0 proving
Ker Nð1; 0ÞCX0:
Next, we show that for each yAKer P1 there is an xAKer P0 such that ðI 
P1ÞUð1; 0Þx ¼ y: Take y#e1AKerP and ﬁnd ðxnÞnAZAKerP-F0 so that
TðxnÞnAZ ¼ y#e1: In particular, Uð1; 0Þx0 ¼ y for x0AKer P0-X 00: Then y ¼ ðI 
P1Þy ¼ ðI  P1ÞUð1; 0Þx0; and Nð1; 0Þ is surjective from Ker P0 to Ker P1 with
Ker Nð1; 0Þ ¼ X0:
To ﬁnish the proof of (iv) in Proposition 3.1 for any n40Xm; we remark that
Uðn; mÞ ¼ Uðn; 1ÞUð1; 0ÞUð0; mÞ and (3.1) imply: ðI  PnÞUðn; mÞðI  PmÞ ¼ ½ðI 
PnÞUðn; 1ÞðI  P1Þ
Nð1; 0Þ½ðI  P0ÞUð0; mÞðI  PmÞ
: Operators in brackets are
invertible by (iii), and the general case n40Xm in (iv) follows from the case n ¼ 1
and m ¼ 0 proved above. &
Dichotomy for Uðn; mÞ: In addition to Proposition 3.1, for the proof of Theorem
1.6 we will need to consider the following dual objects. For kXc in Z deﬁne an
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exponentially bounded evolution family fUðk; cÞgkXc on X  by Uðk; cÞ ¼
Uðc;kÞ: Let D :ðxkÞkAZ/ðxk  Uðk; k  1Þxk1ÞkAZ denote the corresponding
difference operator. Also, consider an operator, Dx; deﬁned by the rule
Dx :ðxnÞnAZ/ðxn  Uðn þ 1; nÞxnþ1ÞnAZ on the following spaces: If D is acting
on cp; pAð1;NÞ; then Dx is considered on cq;; qAð1;NÞ; p1 þ q1 ¼ 1; and
then Dx ¼ D; the adjoint operator of D: If D is acting on c1; then Dx is considered
on c0;; and then ðDxÞ ¼ D: If D is acting on c0; then Dx is considered on c1;;
and then Dx ¼ D: If j : ðxkÞkAZ/ðxkÞkAZ; and the operator D is considered
on the same sequence space as Dx; then D ¼ jDxj1: Since D is Fredholm if and
only if D is Fredholm, we infer that Dx is Fredholm, and therefore D is
Fredholm. Moreover, ind D ¼ ind D: Apply (2.4) and (2.5) for D and
fUðk; cÞgkXc; and remark that Uðk; cÞ ¼ Uðc;kÞ acts on X by the reﬂexivity
assumption. Then, for sequences ðxkÞkAZ and ðzkÞkAZ from the corresponding
sequence spaces, we infer
Ker D ¼ fðxkÞkAZ : xk ¼ Uðk; cÞxc; kXcg; ð3:12Þ
KerðDÞ ¼ fðzkÞkAZ : zc ¼ Uðk; cÞzk; kXcg: ð3:13Þ
For kAZ introduce subspaces Zk;CX ; resp. ZkCX ; resp. Z>k CX
; for
fUðk; cÞgkXc that are analogous to the subspaces XnCX ; resp. Xn;CX ; resp.
X>n;CX ; for fUðn; mÞgnXm; deﬁned in (2.6) and (2.7):
Zk; ¼ fxAX  : there exists ðxcÞcAZAKer D so that x ¼ xkg; ð3:14Þ
Zk ¼ fzAX : there exists ðzcÞcAZAKerðDÞ so that z ¼ zkg: ð3:15Þ
Lemma 3.3. For each kAZ we have Zk ¼ Xk and Zk; ¼ Xk;:
Proof. By formulas (3.13) and (3.15), zAZk if and only if z ¼ zk for a sequence
ðzcÞcAZ such that zc ¼ Uðk; cÞzk ¼ ðUðc kÞÞzk ¼ Uðc;kÞzk for all kXc:
By formulas (2.4) and (2.6), xAXm if and only if x ¼ xm for a sequence ðxnÞnAZ such
that xn ¼ Uðn; mÞxm for all nXm: Setting zn ¼ xn; nAZ; thus proves Zk ¼ Xk:
The proof of Zk; ¼ Xk; is similar. &
Apply Proposition 3.1 to the evolution family fUðk; cÞgkXc: This proposition
gives the following assertions: a dichotomy for the restriction fUðk; cÞjZ>c gkXc
for kXc40 and 0XkXc; an analogue of Lemma 3.2, and the surjectivity
of the reduced node operator that corresponds to this restriction. Using
Lemma 3.3, and setting n ¼ c and m ¼ k for nXm in Z; we now recast
these assertions for the family fUðn; mÞjX>n gnXm as follows (cf. Proposition 3.1 and
Lemma 3.2).
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Proposition 3.4. There exist a family fPn;gnAZ of projections defined on X>n such that
supnAZ jjPn;jjoN; and constants MX1 and a40 such that:
(i) If nXmX0 or if 04nXm then
Pm;Uðn; mÞx ¼ Uðn; mÞPn;x for all xAX>n : ð3:16Þ
For the restriction Uðn; mÞjIm Pn; : Im Pn;-Im Pm; we have
jjUðn; mÞjIm Pn; jjpMeaðnmÞ: ð3:17Þ
(ii) If nX04m and xAX>n ; then
Uðn; mÞPn;x ¼ Pm;Uð0; mÞz00; ð3:18Þ
where z00AX
0
0; is the component of z ¼ Uðn; 0Þx in the representation z ¼
z0 þ z00; z0AX0;; corresponding to the direct sum decomposition X>0 ¼
X0;"X 00;: Here, X
0
0; is any direct complement of X0; in X
>
0 :
(iii) If nXmX0 or if 04nXm then the restriction Uðn; mÞjKer Pn; : Ker Pn;-
Ker Pm; is an invertible operator, and
jjðUðn; mÞjKer Pn; Þ1jjpMeaðnmÞ: ð3:19Þ
(iv) If nX04m then the reduced node operator Nðn; mÞ defined as
Nðn; mÞ ¼ ðI  Pm;ÞUðn; mÞjKer Pn; : Ker Pn;-Ker Pm; ð3:20Þ
is surjective with Ker Nðn; mÞ ¼ Xn;:
(v) The following inclusions hold:
Xn;CKer Pn; for nX0 and Xn;CIm Pn; for no0: ð3:21Þ
Invariant direct complements: Recall the direct sum decomposition X ¼ X>n;"Yn;
see (2.8). It allows us to identify
ðYnÞ ¼ ðX>n;Þ> ¼ Xn;; nAZ: ð3:22Þ
Recall that dim Xn;oN by Lemma 2.1(i) and thus Xn; has a direct complement in
X : Let Qn; be a bounded projection on X  such that Im Qn; ¼ Xn;: By Lemma
2.1(iii) we have Uðn; mÞðXn;ÞDXm;; nXm; or
Uðn; mÞQn; ¼ Qm;Uðn; mÞQn;: ð3:23Þ
Note that Yn is an arbitrary direct complement of the ﬁnitely codimensional
subspace X>n; in X ; and, generally, Uðn; mÞðYmÞD/ Yn: Using representation (2.2)
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with P ¼ Qm; and Q ¼ Qn; for A ¼ Uðn; mÞ in the decompositions X  ¼
Im Qm;"Ker Qm; and X  ¼ Im Qn;"Ker Qn;; we will identify the restriction
Uðn; mÞjXn; and the operator Uðn; mÞQn; : Xn;-Xm;: This is a ﬁnite dimensional
and, by Lemma 2.1(iii), invertible operator. By (3.22) and (3.23), ðUðn; mÞQn;Þ ¼
Qn;Uðn; mÞQm; : Ym-Yn:
If nX0 then Xn;CKer Pn; by (3.21) and thus (3.19) implies
jjUðn; mÞxjjXM1eaðnmÞjjxjj for all xAXn;: ð3:24Þ
Hence, jjðUðn; mÞQn;Þ1jjLðXm;;Xn;ÞpMeaðnmÞ: Passing to the adjoint in (3.23),
and using (3.22), we conclude that the operator
Qn;Uðn; mÞ ¼ Qn;Uðn; mÞQm; : Ym-Yn ð3:25Þ
is invertible, and
jjðQn;Uðn; mÞQm;Þ1jjLðYn;YmÞpMeaðnmÞ; nXmX0; ð3:26Þ
for any direct complement Yn of X
>
n; in X : Next, we will identify the direct
complement of X>n; in X ; nX0; which is Uðn; mÞ-invariant. Fix any Y0 such that
X>0;"Y0 ¼ X : For each nX0 deﬁne Wn :¼ fUðn; 0Þy0 : y0AY0g:
Lemma 3.5. For all nXmX0 in Zþ the following assertions hold:
(i) the subspace Wn is closed;
(ii) X>n;"Wn ¼ X ;
(iii) Uðn; mÞWmDWn; nXmX0;
(iv) the restriction Uðn; mÞjWm : Wm-Wn is invertible, and
jjðUðn; mÞjWmÞ1jjpMeaðnmÞ: ð3:27Þ
Proof. (i) Inequalities (3.26) and (3.25) for nXm ¼ 0 imply for all y0AY0:
M1eanjjy0jjpjjQn;Uðn; 0ÞQ0;y0jj ¼ jjQn;Uðn; 0Þy0jjpjjQn;jjjjUðn; 0Þy0jj: ð3:28Þ
Thus, jjUðn; 0Þy0jjXcjjy0jj for some c40; and (i) holds.
(ii) To see X>n;-Wn ¼ f0g; assume that x ¼ Uðn; 0Þy0AX>n; for some y0AY0:
Since Uðn; 0Þ : Xn;-X0; is an isomorphism by Lemma 2.1(iii), if x0AX0; then
x0 ¼ Uðn; 0Þxn for some xnAXn;: Since xAX>n;; for each x0AX0; we have:
/y0; x0S ¼ /y0; Uðn; 0ÞxnS ¼ /Uðn; 0Þy0; xnS ¼ /x; xnS ¼ 0: Thus, y0AX>0;-Y0
and y0 ¼ 0 ¼ x:
To see ðWn þ X>n;Þ> ¼ W>n -Xn; ¼ f0g; assume that xnAW>n -Xn;: Then for
each y0AY0 and x ¼ Uðn; 0Þy0AWn we have 0 ¼ /xn; xS ¼ /xn; Uðn; 0Þy0S ¼
/Uðn; 0Þxn; y0S: Thus, Uðn; 0ÞxnAðY0Þ>: On the other hand, xnAXn; and
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Lemma 2.1(iii) imply Uðn; 0ÞxnAX0;: Thus Uðn; 0Þxn ¼ 0 and xn ¼ 0 by
Lemma 2.1(iii), which ﬁnishes the proof of (ii).
(iii) If x ¼ Uðm; 0Þy0AWm then Uðn; mÞx ¼ Uðn; 0Þy0AWn:
(iv) By (ii), we have ðWnÞ ¼ ðX>n;Þ> ¼ Xn;: By (iii), we are in the situation when
Uðn; mÞjXn; :Xn;-Xm; is the adjoint of the operator Uðn; mÞjWm : Wm-Wn: By
(3.24), both (ﬁnite-dimensional) operators are invertible, the norms of inverses are
equal, and thus (3.24) implies (3.27). &
We proceed further with a construction of the direct complement of X>n ; np0; in
X  which is Uðn; mÞ-invariant. Consider a direct sum decomposition X  ¼
X>n "Yn;; np0; where Yn; is any direct complement of the (ﬁnitely codimensional)
subspace X>n in X
: We may identify ðYn;Þ ¼ ðX>n Þ> ¼ Xn: Deﬁne Wn; ¼
fUð0; nÞx0 : x0AY0;g; np0:
Lemma 3.6. For all mpnp0 in Z the following assertions hold:
(i) the subspace Wn; is closed;
(ii) X>n "Wn; ¼ X ;
(iii) Uðn; mÞWn;DWm;;
(iv) the restriction Uðn; mÞjWn; : Wn;-Wm; is invertible, and
jjðUðn; mÞjWn; Þ1jjpMeaðnmÞ: ð3:29Þ
Proof. The proof is parallel to the proof of Lemma 3.5. Indeed, the inclusion
XnCKer Pn; np0; in (3.7) and Proposition 3.1(iii) imply that Uð0; nÞjXn :Xn-X0 is
invertible with jjðUð0; nÞjXnÞ1jjpMean; np0: Using any bounded projection Qn on
X with Im Qn ¼ Xn; we identify Uð0; nÞjXn ¼ Uð0; nÞQn ¼ Q0Uð0; nÞQn: Passing to
the adjoint operator, cf. (3.28), we conclude that jjUð0; nÞxjjXcjjxjj for all xAY0; ¼
ðX0Þ: This gives (i), and the proof of (ii)–(iv) is identical (dual) to the proof of
Lemma 3.5. &
4. Proof of Theorem 1.6
Proof of Theorem 1.6. For nX0: First, consider n40: By Proposition 3.1 and
Lemma 3.5(ii) we have a direct sum decomposition X ¼ X>n;"Wn ¼
Im Pn"Ker Pn"Wn; n40: Let Pþn be a projection on X with
Im Pþn ¼ Im Pn and Ker Pþn ¼ Ker Pn"Wn; n40: ð4:1Þ
For nXm40; if xAIm Pþm then Uðn; mÞxAIm Pþn by (3.1). If x ¼ y þ zAKer Pþm;
where yAKer Pm; zAWm; then Uðn; mÞx ¼ Uðn; mÞy þ Uðn; mÞzAKer Pþn by (3.1)
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and Lemma 3.5(iii). This gives Uðn; mÞPþm ¼ Pþn Uðn; mÞ for nXm40: From (3.2) we
infer
jjUðn; mÞjIm Pþm jj ¼ jjUðn; mÞjIm Pm jjpMeaðnmÞ; nXm40:
The matrix representation (2.2) of the operator A ¼ Uðn; mÞjKer Pþm in the
decompositions Ker Pþm ¼ Ker Pm"Wm and Ker Pþn ¼ Ker Pn"Wn is diagonal by
(3.1) and Lemma 3.5(iii) with the invertible diagonal blocks Uðn; mÞjKer Pm and
Uðn; mÞjWm : Then the operator Uðn; mÞjKer Pm is invertible; its inverse satisﬁes the
estimate in Proposition 3.1(iii). The operator Uðn; mÞjWm satisﬁes (3.27). Thus, we
have jjðUðn; mÞjKer PþmÞ
1jjpMeaðnmÞ for nXm40:
Next, consider n ¼ 0: Recall that X 00 is a direct complement of X0 in X>0;; and that
X0CKer P0 by (3.7) and Ker P0CX>0; by Proposition 3.1. Denote X˜0 ¼ X 00-Ker P0:
For each xAKer P0 use the direct sum decomposition X>0; ¼ X0"X 00 to write x ¼
x0 þ x00 with unique x0AX0; x00AX 00: Then x00 ¼ x  x0AKer P0 and thus x00AX˜0: So,
X˜0 is a direct complement of X0 in Ker P0; that is, X0"X˜0 ¼ Ker P0: We claim that
Uð1; 0Þ : X˜0-Ker P1 is an isomorphism: ð4:2Þ
Indeed, if xAKer P1 then, by the surjectivity of the node operator Nð1; 0Þ from
Proposition 3.1(iv) there exists yAKer P0 so that Nð1; 0Þy ¼ ðI  P1ÞUð1; 0Þy ¼ x:
Use the direct sum decomposition Ker P0 ¼ X0"X˜0 to write y ¼ y0 þ y˜0; where
y0AX0; y˜0AX˜0: Since Ker Nð1; 0Þ ¼ X0; we have x ¼ Nð1; 0Þy ¼ Nð1; 0Þy˜0 ¼ ðI 
P1ÞUð1; 0Þy˜0: Since y˜0AX˜0CKer P0; we have P0y˜0 ¼ 0: But y˜0AX˜0CX 00; and (3.11)
then implies 0 ¼ Uð1; 0ÞP0y˜0 ¼ P1Uð1; 0Þy˜0: Thus, Uð1; 0Þy˜0AKer P1; and
Uð1; 0Þy˜0 ¼ ðI  P1ÞUð1; 0Þy˜0 ¼ x: Therefore, Uð1; 0Þ : X˜0-Ker P1 is surjective.
Next, if Uð1; 0Þy˜0 ¼ 0 for some y˜0AX˜0CKer P0; then Nð1; 0Þy˜0 ¼ 0: Since
Ker Nð1; 0Þ ¼ X0 by Proposition 3.1(iv), we have y˜0AX0 and thus y˜0 ¼ 0 since
X0-X˜0 ¼ f0g: This proves (4.2).
Deﬁne a projection Pþ0 on X such that
Im Pþ0 ¼ Im P0"X0 and Ker Pþ0 ¼ Y0"X˜0 ð4:3Þ
so that X ¼ Im Pþ0"Ker Pþ0 by (2.8) and X>0; ¼ Ker P0"Im P0 by Proposition 3.1.
Recall that Im Pþ1 ¼ Im P1 and Ker Pþ1 ¼ W1"Ker P1; see (4.1). Note that we have
Uð1; 0ÞðX0ÞDX1CIm P1 by Lemma 2.1(ii) and (3.7). Also,
Uð1; 0ÞðIm P0ÞCIm P1: ð4:4Þ
Indeed, using Proposition 3(ii), we have that if x ¼ P0x then Uð1; 0Þx ¼
Uð1; 0ÞP0x ¼ P1Uð1; 0Þy00AIm P1: Thus, Uð1; 0ÞIm Pþ0CIm Pþ1 : Also, we have that
Uð1; 0ÞðY0Þ ¼ W1CKer Pþ1 by Lemma 3.5(iii) and Uð1; 0ÞðX˜0Þ ¼ Ker P1CKer Pþ1
by claim (4.2). This proves Uð1; 0ÞðKer Pþ0 ÞCKer Pþ1 and Uð1; 0ÞPþ0 ¼ Pþ1 Uð1; 0Þ:
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For nX2 and xAIm Pþ0 we have jjUðn; 0Þxjj ¼ jjUðn; 1ÞUð1; 0Þxjjp
Meaðn1ÞjjUð1; 0ÞxjjpM 0eanjjxjj because Uð1; 0ÞxAIm Pþ1 : Also, the restriction
Uðn; 0ÞjKer Pþ
0
¼ Uðn; 1ÞjKer Pþ
1
Uð1; 0ÞjKer Pþ
0
is invertible from Ker Pþ0 to Ker P
þ
n :
Indeed, Uðn; 1ÞjKer Pþ
1
: Ker Pþ1-Ker P
þ
n is invertible by the proof of dichotomy for
nX1: Also, Uð1; 0ÞjKer Pþ
0
: Ker Pþ0-Ker P
þ
1 is a direct sum of two operators,
Uð1; 0ÞjY0 :Y0-W1 and Uð1; 0ÞjX˜0 : X˜0-Ker P1: The ﬁrst operator is invertible by
Lemma 3.5(iv) and the second operator is invertible by claim (4.2). Exponential
estimates for jjðUðn; 0ÞjKer Pþ
0
Þ1jj follow from the estimates for
jjðUðn; 1ÞjKer Pþ
1
Þ1jj: &
Proof of Theorem 1.6. For np0: It is convenient to work on X  with the family
fUðn; mÞg0XnXm: First, consider no0: By Proposition 3.4 and Lemma 3.6(ii) we
have the direct sum decomposition X  ¼ X>n "Wn; ¼ Im Pn;"Ker Pn;"Wn;;
no0: Let Rn; be a projection on X  such that
Im Rn; ¼ Im Pn; and Ker Rn; ¼ Ker Pn;"Wn;; no0: ð4:5Þ
As in the proof of Theorem 1.6 for n40; one checks for 04nXm the following
assertions:
Uðn; mÞRn; ¼ Rm;Uðn; mÞ; ð4:6Þ
jjUðn; mÞjIm Rn; jjpMeaðnmÞ; ð4:7Þ
the restriction Uðn; mÞjKer Rn; : Ker Rn;-Ker Rm; is invertible, and
jjðUðn; mÞjKer Rn; Þ1jjpMeaðnmÞ: ð4:8Þ
Next, consider n ¼ 0: Let X 00; be a direct complement of X0; in X>0 and recall that
X0;CKer P0; by (3.21). Denote X˜0; ¼ X 00;-Ker P0;; so that Ker P0; ¼
X0;"X˜0;: Deﬁne a projection R0; on X  as follows:
Im R0; ¼ Im P0;"X0;; Ker R0; ¼ Y0;"X˜0;: ð4:9Þ
We now prove that assertions (4.6)–(4.8) hold for 0XnXm (cf. the corresponding
part of the proof of Theorem 1.6 for nXmX0). Recall from (4.5) that
Im R1; ¼ Im P1;; Ker R1; ¼ Ker P1;"W1;: ð4:10Þ
Note that Uð0;1ÞðX0;ÞCX1;CIm P1; by Lemma 2.1(iii) and (3.21). Also,
Uð0;1ÞðIm P0;ÞCIm P1; as in (4.4). Indeed, if x ¼ P0;x then
Uð0;1ÞxAIm P1; by (3.18). Thus, we have Uð0;1ÞðIm R0;ÞCIm R1;:
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To prove Uð0;1ÞðKer R0;ÞCKer R1;; we ﬁrst remark (cf. (4.2)) that
Uð0;1Þ : X˜0;-Ker P1; is an isomorphism: ð4:11Þ
The proof of (4.11) is identical to the proof of (4.2) and uses the reduced
node operator (3.20). Lemma 3.6(iii), (iv) implies that Uð0;1Þ : Y0;-W1;
is an isomorphism. Thus, by (4.9)–(4.11) we conclude that Uð0;1Þ :
Ker R0;-Ker R1; is an isomorphism. So, Uð0;1ÞR0; ¼ R1;Uð0;1Þ:
Estimates (4.7)–(4.8) for 0XnXm (with, generally, new M) follow from the
estimates for 04nXm that have been previously proved in Proposition 3.4 and
Lemma 3.5.
To ﬁnish the proof of Theorem 1.6 for np0; we denote Pn ¼ ðRn;Þ; np0; and
observe that Im Pn ¼ ImðRn;Þ ¼ ðKer Rn;Þ> ¼ ðIm Rn;Þ; and
Ker Pn ¼ KerðRn;Þ ¼ ðIm Rn;Þ> ¼ ðKer Rn;Þ: ð4:12Þ
Passing to the adjoint operators in (4.7) and (4.8), we have for 0XnXm:
jjUðn; mÞjIm Pm jjpMe
aðnmÞ; jjðUðn; mÞjKer PmÞ
1jjpMeaðnmÞ; ð4:13Þ
and Theorem 1.6 for np0 is proved. &
The next statement shows that the dimension of the kernel and cokernel of D is, in
fact, equal to the dimension of the arbitrary ﬁber, cf. Lemma 2.1(i).
Corollary 4.1. If D is Fredholm, then for each nAZ we have dim Xn ¼ dimKer D and
dim Xn; ¼ dimKer D:
Proof. Fix xAXn; and let xk ¼ Uðk; nÞx for kXn: By Lemma 2.1(ii), xkAXk: Using
(4.1) and Lemma 3.2, for k4maxfn; 0g we have xkAIm Pþk : Thus, jjxkjjpceak for
kX0: If kon then by Lemma 2.1(ii) there exists a unique xkAXk such that x ¼
Uðn; kÞxk: Using (4.5) and (4.12), for kominf0; ng we have Ker Pk ¼ ðIm Rk;Þ> ¼
ðIm Pk;Þ>*Xk since Im Pk;CX>k in Proposition 3.4. Thus, jjxjj ¼
jjUðn; kÞxkjjXceakjjxkjj or jjxkjjpceak for ko0: Therefore, starting with an
xAXn; we obtain an exponentially decaying sequence ðxkÞkAZ (as jkj-N) such
that xk ¼ Uðk; mÞxm for all kXm in Z: Thus, ðxkÞkAZAKer D; and we can consider a
well-deﬁned and injective linear map jn : Xn-Ker D : x/ðxkÞkAZ: It is surjective by
the deﬁnition of Xn: Thus, Xn and Ker D are isomorphic. Similarly, Xn; is
isomorphic to Ker D: &
5. Proof of Theorems 1.1 and 1.2
In this section, in Proposition 5.2 we show that if D is Fredholm then the discrete
node operator Nðn; mÞ; nXm in Z; is Fredholm, and that ind D ¼ ind Nðn; mÞ:
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Thus, Theorem 1.6 and Proposition 5.2 in combination with Theorem 1.4 yield
implication (1.3) ) (i) and (ii) in Theorem 1.1. Finally, to complete the proofs of
Theorems 1.1 and 1.2, we show that (i) and (ii) in Theorem 1.1 imply (1.3).
Consider two families of projections, fPn gnp0 and fPþn gnX0: For nX0Xm we
deﬁne the discrete node operator Nðn; mÞ as follows:
Nðn; mÞ :¼ ðI  Pþn ÞUðn; mÞjKer Pm : Ker P

m-Ker P
þ
n :
Note that Nð0; 0Þ ¼ ðI  Pþ0 ÞjKer P0 acts from Ker P

0 to Ker P
þ
0 ; and Nð0; 0Þ ¼
ðI  Pþ0 ÞðI  P0 ÞjKer P
0
: First, we reformulate the fact that Nð0; 0Þ is Fredholm in
terms of the associated Fredholm pair of subspaces.
Lemma 5.1. If ðPþ0 ; P0 Þ is a pair of projections on X ; then the node operator Nð0; 0Þ ¼
ðI  Pþ0 ÞjKer P0 is a Fredholm operator from Ker P

0 to Ker P
þ
0 if and only if the pair
of subspaces Ker P0 and Im P
þ
0 is Fredholm in X : Moreover, dimKer
Nð0; 0Þ ¼ aðKer P0 ; Im Pþ0 Þ; codim Im Nð0; 0Þ ¼ bðKer P0 ; Im Pþ0 Þ; and ind Nð0; 0Þ
¼ indðKer P0 ; Im Pþ0 Þ:
Proof. By the deﬁnition of Nð0; 0Þ we have Ker Nð0; 0Þ ¼ Ker P0-Im Pþ0 : We claim
that Im Nð0; 0Þ"Im Pþ0 ¼ Ker P0 þ Im Pþ0 : Indeed, if xAKer P0 then y ¼
Nð0; 0Þx ¼ x  Pþ0 xAKer P0 þ Im Pþ0 ; and the inclusion ‘‘C’’ holds. To prove
the inclusion ‘‘*’’, take a z ¼ x þ y with xAKer P0 and yAIm Pþ0 : Then ðI  Pþ0 Þz ¼
ðI  Pþ0 ÞxAIm Nð0; 0Þ; and z ¼ ðI  Pþ0 Þz þ Pþ0 zAIm Nð0; 0Þ"Im Pþ0 : Using the
claim, Im Nð0; 0Þ is a closed subspace in Ker Pþ0 if and only if Ker
P0 þ Im Pþ0 is a closed subspace in X ; and dimðKer Pþ0 =Im Nð0; 0ÞÞ ¼ dimðX=
ðIm Nð0; 0Þ"Im Pþ0 Þ ¼ bðKer P0 ; Im Pþ0 Þ for the quotient spaces. &
Proposition 5.2. If D is Fredholm on cpðZ; X Þ; pA½1;NÞ; or on c0ðZ; X Þ;
then the discrete node operator Nðn; mÞ; nX0Xm; is Fredholm. Moreover,
dimKer D ¼ dimKer Nðn; mÞ; codim Im D ¼ codim Im Nðn; mÞ; and ind D ¼
ind Nðn; mÞ:
Proof. Consider the dichotomies fPþn gnX0 and fPn gnp0 for fUðn; mÞgnXm; obtained
in Theorem 1.6. Note that Nðn; mÞ ¼ Nðn; 0ÞNð0; 0ÞNð0; mÞ; nX0Xm; and that
operators Nðn; 0Þ; n40; and Nð0; mÞ; 04m; are invertible. Thus, it sufﬁces to prove
that Nð0; 0Þ is Fredholm and ind Nð0; 0Þ ¼ ind Dð¼ dim X0  dim X0;Þ; see
Corollary 4.1. We know that Im D is closed, and want to derive that Im Nð0; 0Þ
is closed. First, we claim that if y ¼ ðI  Pþ0 Þx; xAKer P0 ; then y#e0AIm D:
Indeed, deﬁne xn ¼ ðUð0; nÞjKer Pn Þ
1
x for no0 and xn ¼ Uðn; 0ÞPþ0 x for nX0:
Then for no0 we have xn  Uðn; n  1Þxn1 ¼ ðUð0; nÞjKer P
0
Þ1x  Uðn; n 
1ÞðUð0; n  1ÞjKer P
n1
Þ1x ¼ 0: Similarly, for n40 we have xn  Uðn; n  1Þxn1 ¼
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Uðn; 0ÞPþ0 x  Uðn; 0ÞPþ0 x ¼ 0: For n ¼ 0 we have
x0  Uð0;1Þx1 ¼Pþ0 x  Uð0;1ÞðUð0;1ÞjKer P1Þ
1
x
¼Pþ0 x  ðI  P0 Þx ¼ Pþ0 x  x ¼ y;
where we have used that xAKer P0 : Thus, y#e0AIm D as claimed. Second, we
claim that if y#e0AIm D and yAKer Pþ0 ; then yAIm Nð0; 0Þ: Indeed, for some
xAcpðZ; X Þ we have Dx ¼ y#e0: Thus 0 ¼ xn  Uðn; 0Þx0 for n40: This
implies x0AIm Pþ0 : Also, 0 ¼ x1  Uð1; nÞxn for np 1: Therefore
x1AKer P1 and Uð0;1Þx1AKer P0 : Finally, y ¼ x0  Uð0;1Þx1 yields
that y ¼ ðI  Pþ0 Þy ¼ ðI  Pþ0 Þx0  ðI  Pþ0 ÞUð0;1Þx1 ¼ ðI  Pþ0 ÞUð0;1Þx1
AIm Nð0; 0Þ since x0AIm Pþ0 and Uð0;1Þx1AKer P0 ; and the second claim is
proved. Now assume y ¼ limj-N yð jÞ; where yð jÞAIm Nð0; 0Þ: By the ﬁrst claim
yð jÞ#e0AIm D; jAN: Since Im D is closed, y#e0 ¼ limj-N yð jÞ#e0AIm D: Since
Im Nð0; 0ÞCKer Pþ0 ; we also have yAKer Pþ0 : By the second claim yAIm Nð0; 0Þ; and
thus Im Nð0; 0Þ is closed.
Next, we prove the formulas for the defect numbers. We have Ker Nð0; 0Þ ¼
Ker P0-Im Pþ0 : Thus, if xAKer Nð0; 0Þ then jjxnjjpcean; for xn ¼ Uðn; 0Þx; nX0;
since xAIm Pþ0 : Also, jjxnjjpcean; no0; for the sequence ðxnÞno0 such that x ¼
Uð0; nÞxn; no0; since xAKer P0 : Thus, with this choice of xn we have xn ¼
Uðn; mÞxm for all nXm; and ðxnÞnAZAKer D: Thus, xAX0: On the other hand,
Ker P0 ¼ ðIm R0;Þ> ¼ ðIm P0;"X0;Þ> ¼ ðIm P0;Þ>-ðX0;Þ>
by (4.12) and (4.9). Since X0CIm Pþ0CX
>
0; by (4.3) and Im P0;CX
>
0 by Proposition
3.4, we have Ker Nð0; 0Þ ¼ Im Pþ0-½X>0;-ðIm P0;Þ>
 ¼ Im Pþ0-ðIm P0;Þ>*X0:
So, Ker Nð0; 0Þ ¼ X0; and dimKer Nð0; 0Þ ¼ dim X0: Further, Nð0; 0Þ ¼
ðI  P0 ÞðI  Pþ0 Þ is an operator acting from ðKer Pþ0 Þ ¼ KerðPþ0 Þ to KerðP0 Þ ¼
ðKer P0 Þ; and Ker Nð0; 0Þ ¼ ImðP0 Þ-KerðPþ0 Þ: A similar argument yields
dim Nð0; 0Þ ¼ X0;: &
Proof of Theorems 1.1 and 1.2. Assume G is Fredholm. Then D is Fredholm by
Theorem 1.4. By Theorem 1.6 there exist discrete dichotomies on Zþ and Z: By
Lemma 1.5, there exist dichotomies fPþt gtX0 and fPt gtp0: This proves ði0Þ in
Theorem 1.2 and, therefore, (i) in Theorem 1.1 for a ¼ 0 ¼ b: By Proposition 5.2 we
also have that Nð0; 0Þ is Fredholm, and, using formulas for the defect numbers and
index from Theorem 1.4, we derive ðii0Þ in Theorem 1.2 and, by Lemma 5.1, (ii) in
Theorem 1.1 for a ¼ 0 ¼ b; and the required formulas for the defect numbers and the
index. It remains to prove that (i) and (ii) in Theorem 1.1 imply (1.3), see [9, Theorem
4], and also [7, Theorem 8] for the proof in the case when a ¼ 1 and b ¼ 0: We will
present a proof, different form [7], as well as from the corresponding proofs in
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[3,12,28,36,38,46] given in particular cases. Our proof is based on the following
abstract fact from [29, p. 23].
Lemma 5.3. Assume that a bounded linear operator A acting on a direct sum X1"X2
of two Banach spaces has the following triangular representation:
A ¼ A11 0
A21 A22
 
; where A11ALðX1Þ; A21ALðX1;X2Þ; A22ALðX2Þ: ð5:1Þ
Then A is Fredholm if and only if the following assertions hold:
(i) Im A11 is closed, and codim Im A11oN;
(ii) Im A22 is closed, and dimKer A22oN;
(iii) if L1 :¼ fxAX1 : xAKer A11 and A21xAIm A22g then dimL1 is finite;
(iv) if L2 :¼ Im A22 þ A21ðKer A11Þ then codimL2 in X2 is finite.
If (i)–(iv) holds, then dimKer A ¼ dimKer A22 þ dimL1 and codim Im A ¼
codim Im A11 þ codimL2:
By Theorem 1.4, it sufﬁces to prove that D is Fredholm provided (i) and (ii) in
Theorem 1.1 hold. We will present the proof for the cp-case, the c0-case is similar.
Passing to ½a
  1 and ½b
 þ 1; if needed, where ½
 is the integer part, we may assume
that: (1) a; bAZ in Theorem 1.1; (2) the discrete evolution family fUðn; mÞgnXm;
n; mAZ; has dichotomies fPn gnpa and fPþn gnXb; and (3) the discrete node operator
Nðb; aÞ ¼ ðI  Pþb ÞUðb; aÞjKer Pa is a Fredholm operator from Ker Pa to Ker P
þ
b :
First, for A ¼ D consider representation (5.1) for cpðZ; X Þ ¼ X1"X2 with X1 ¼
cpðZ-ðN; b
; XÞ and X2 ¼ cpðZ-½b þ 1;NÞ; X Þ: Then A11 ¼ Db ; where Db ¼
DjcpðZ-ðN;b
;XÞ; A22 ¼ Dþb ; where Dþb : ðxnÞnXbþ1/ðxbþ1; xbþ2  Uðb þ 2; b þ
1Þxbþ1;yÞ; and A21 ¼ D7b ; where D7b : ðxnÞnpb/ðUðb þ 1; bÞxb; 0;yÞ:
Therefore,
L1 ¼ fðxnÞnpb : ðxnÞnpbAKer Db and ðUðb þ 1; bÞxb; 0;yÞAIm Dþb g; ð5:2Þ
L2 ¼fðxnÞnXbþ1 þ ðUðb þ 1; bÞxb; 0;yÞ : ðxnÞnXbþ1AIm Dþb and
ðxnÞnpbAKer Db g: ð5:3Þ
We will need a version of [4, Corollary 1]. For a sequence ðxnÞnXbþ2 denote
x0bþ1 ¼ 
XN
k¼1
ðUðb þ 1þ k; b þ 1ÞjKer Pþ
bþ1
Þ1ðI  Pþbþ1þkÞxbþ1þk: ð5:4Þ
The series in (5.4) converges by the unstable dichotomy estimate.
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Lemma 5.4. The operator Dþb is left-invertible on cpðZ-½b þ 1;NÞ; XÞ; and
Im Dþb ¼ fðxnÞnXbþ1 : ðI  Pþbþ1Þxbþ1 ¼ x0bþ1g: ð5:5Þ
Proof. To construct ðDþb Þ1; the left inverse for Dþb ; note that Dþb ¼ I  Tþb ; where
Tþb : ðxnÞnXbþ1/ð0; Uðb þ 2; b þ 1Þxbþ1;yÞ: Decompose Tþb ¼ Tþb;s"Tþb;u; where
Tþb;s; respectively, T
þ
b;u; is the restriction of T
þ
b on the subspace of sequences ðxnÞnXbþ1
from cpðZ-½b þ 1;NÞ; XÞ such that xnAIm Pþn ; respectively, xnAKer Pþn ; nXb þ 1:
Then Tþb;u is left invertible with the left inverse ðTþb;uÞ1 : ðxnÞnXbþ1/ðUðn þ
1; nÞjKer Pþn Þ
1
xnþ1ÞnXbþ1: By the dichotomy assumption, spradðTþb;sÞo1 and
spradððTþb;uÞ1Þo1; and thus ðDþb Þ1 ¼
PN
k¼0ðTþb;sÞk 
PN
k¼1ðTþb;uÞk: A calculation
shows that Dþb ðDþb Þ1 maps a sequence ðxnÞnXbþ1 to the sequence ðPþbþ1xbþ1 þ
x0bþ1; xbþ2;yÞ; see (5.4). Since Im Dþb ¼ ImðDþb ðDþb Þ1Þ; we obtain (5.5). &
Using the decomposition cpðZ-ðN; b
; XÞ ¼ X1"X2; where X1 ¼
cpðZ-ðN; a  1
; XÞ and X2 ¼ cpðZ-½a; b
; X Þ; consider representation (5.1) for
A ¼ Db : We now have A11 ¼ Da1 ¼ DjcpðZ-ðN;a1
;XÞ; and also A22 ¼ Da;b; where
Da;b : ðxnÞapnpb/ðxa; xaþ1  Uða þ 1; aÞxa;y; xb  Uðb; b  1Þxb1Þ: In the repre-
sentation cpðZ-½a; b
; XÞ ¼ X"?"X (ðb  aÞ-times) the operator Da;b is lower-
triangular with identities on the diagonal and, hence, invertible. Using dichotomy
fPn gnpa1; similarly to the proof of Lemma 5.4, we conclude that Da1 is right-
invertible. Since Db is lower triangular with the diagonal blocks D

a1 and Da;b; it
follows that Db is right-invertible. This and Lemma 5.4 imply that for the triangular
representation (5.1) of D both assertions (i) and (ii) hold. Thus, to conclude that D is
Fredholm, it remains to prove that dimL1oN and codimL2oN forL1 andL2
in (5.2)–(5.3). As soon as this is proved, dimKer D ¼ dimL1 and codim Im D ¼
codimL2:
To handle L1; remark that ðUðb þ 1; bÞxb; 0;yÞAIm Dþb if and only if there
exists a ðynÞnXbþ1AcpðZ-½b þ 1;NÞ; X Þ such that yn ¼ Uðn; bÞxb; nXb þ 1:
Using the dichotomy fPþn gnXb; this is equivalent to xbAIm Pþb : On the other hand,
ðxnÞnpbAKer Db means that xn ¼ Uðn; mÞxm for all mpnpb: In particular, xb ¼
Uðb; aÞxa; and xa ¼ Uða; nÞxn for all npa: Using the dichotomy fPn gnpa; we infer
xaAKer Pa : Thus,
dimL1 ¼ dimfxAKer Pa : Uðb; aÞxAIm Pþb g ¼ dimKer Nðb; aÞoN:
To handle L2; let Z denote any direct complement of Im Nðb; aÞ; such that
Ker Pþb ¼ Im Nðb; aÞ"Z; and let ½ðxnÞnXbþ1
L2 for any ðxnÞnXbþ1AcpðZ-½b þ
1;NÞ; X Þ denote the equivalence class in the quotient space cpðZ-½b þ
1;NÞ; X Þ=L2: By Lemma 5.4 we have ðPþn xnÞnXbþ1AIm DþbCL2: Thus,
½ðxnÞnXbþ1
L2 ¼ ½ððI  Pþn ÞxnÞnXbþ1
L2 : Using (5.2), by Lemma 5.4 we infer
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ðx0bþ1; ðI  Pþbþ2Þxbþ2;yÞAIm DþbCL2; so, ½ðxnÞnXbþ1
L2 ¼ ½ðybþ1; 0;yÞ
L2 ; where
we denote ybþ1 ¼ ðI  Pþbþ1Þxbþ1  x0bþ1: Note that ybþ1AKer Pþbþ1; and ﬁnd the
unique ybAKer Pþb such that ybþ1 ¼ Uðb þ 1; bÞjKer Pþb yb: Using the decomposition
Ker Pþb ¼ Im Nðb; aÞ"Z; ﬁnd the unique representation yb ¼ y þ z; where
yAIm Nðb; aÞ and zAZ: Since yAIm Nðb; aÞ; there is an xaAKer Pa such that y ¼
Uðb; aÞxa: Using the dichotomy fPn gnpa; set xn ¼ ðUða; nÞjKer Pn Þ
1
xa for npa:
Also, deﬁne xn ¼ Uðn; aÞxa for nA½a; b
: Then ðxnÞnpbAcpðZ-ðN; b
; X Þ and xn ¼
Uðn; mÞxm for all mpnpb: Thus, ðxnÞnpbAKer Db : Also, y ¼ xb: By (5.3)
then ½ðUðb þ 1; bÞy; 0;yÞ
L2 ¼ ½ðUðb þ 1; bÞz; 0;yÞ
L2 : As a result, we have a
well-deﬁned map j : x ¼ ½ðxnÞnXbþ1
L2/z from cpðZ-½b þ 1;NÞÞ=L2 to
ZDKer Pþb =Im Nðb; aÞ such that ½ðxnÞnXbþ1
L2 ¼ ½ðUðb þ 1; bÞz; 0;yÞ
L2 with jx ¼
z: It follows that j is injective. It is surjective, since if zAZ then x ¼ ½ðUðb þ
1; bÞz; 0;yÞ
L2 satisﬁes jx ¼ z: &
6. Differential and difference operators
In this section we prove Theorem 1.4 and Lemma 1.5. The proof is given for the
case of LpðR; X Þ; pA½1;NÞ; the case of C0ðR; XÞ is similar. Fix a continuous 1-
periodic function a : R-R such that að0Þ ¼ að1Þ ¼ 0 and R 10 aðsÞds ¼ 1; and recall
notation x ¼ ðxnÞnAZ: Deﬁne bounded linear operators R : LpðR; XÞ-cpðZ; X Þ and
S : cpðZ; X Þ-LpðR; X Þ as follows:
Rf ¼ 
Z n
n1
Uðn; sÞf ðsÞ ds
 
nAZ
; ðSxÞðtÞ ¼ aðtÞUðt; nÞxn; tA½n; n þ 1
:
Lemma 6.1. (i) If y ¼ Dx then Gu ¼ Sy for some uAdomG;
(ii) if Sy ¼ Gu for some uAdomG then y ¼ Dx for some xAcp;
(iii) if f ¼ Gu for some uAdomG; then Rf ¼ Dx with x ¼ ðuðnÞÞnAZ;
(iv) if Rf ¼ Dx for some xAcp; then f ¼ Gu for some uAdomG:
Proof. (i) Deﬁne uðtÞ ¼ Uðt; nÞðyn  xnÞ 
R t
n
Uðt; sÞSyðsÞ ds for tA½n; n þ 1
: A
direct but tedious calculation similar to [15, p. 117] shows that
uALpðR; XÞ-C0ðR; XÞ and satisﬁes (1.4) with f ¼ Sy: Thus Gu ¼ Sy:
(ii) For uALpðR; X Þ-C0ðR; X Þ satisfying (1.4) with f ¼ Sy we have for t ¼ n þ 1
and t ¼ n:
uðn þ 1Þ ¼Uðn þ 1; nÞuðnÞ 
Z nþ1
n
Uðn þ 1; sÞaðsÞUðs; nÞyn ds
¼Uðn þ 1; nÞuðnÞ  Uðn þ 1; nÞyn; nAZ:
Thus, y ¼ Dðyn  uðnÞÞnAZ: The proof of ðuðnÞÞnAzAlp is similar to [4].
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(iii) Since u and f satisfy (1.4), letting t ¼ n and t ¼ n  1; we have that
 R n
n1 Uðn; sÞf ðsÞ ds ¼ uðnÞ  Uðn; n  1Þuðn  1Þ; nAZ: 
R n
n1 Uðn; sÞf ðsÞ; ds ¼
uðnÞ  Uðn; n  1Þuðn  1Þ; nAZ: The proof of ðuðnÞÞnAZAlp is similar to [4].
(iv) For x ¼ ðxnÞnAZ such that Rf ¼ Dx deﬁne
uðtÞ ¼ Uðt; nÞxn 
Z t
n
Uðt; sÞf ðsÞds; tA½n; n þ 1
; nAZ:
A calculation similar to [15, p. 117] again shows that uALpðR; XÞ-C0ðR; XÞ; and
that u and f satisfy (1.4). Thus, Gu ¼ f :
We now claim that ImG is closed if and only if Im D is closed. Assume that Im D
is closed, and consider any sequence f ðkÞ ¼ GuðkÞAImG such that limk-N f ðkÞ ¼ f in
LpðR; X Þ: Using Lemma 6.1(iii) we have Rf ðkÞ ¼ DðuðkÞðnÞÞnAZ-Rf ; k-N: Since
Im D is closed, RfAIm D and thus fAImG by Lemma 6.1(iv). Conversely, assume
that ImG is closed, and consider any sequence yðkÞ ¼ DxðkÞAIm D such that
limk-N y
ðkÞ ¼ y in cp: Using Lemma 6.1(i), we have SyðkÞ ¼ GuðkÞ-Sy for some
uðkÞAdomG: Since ImG is closed, SyAImG and thus yAIm D by Lemma 6.1(ii).
This proves the claim.
Deﬁne a linear map, B; by ðBxÞðtÞ ¼ Uðt; nÞxn; tA½n; n þ 1Þ; nAZ; where x ¼
ðxnÞnAZ: According to (1.4), uAKerG if and only if uALpðR; X Þ-C0ðR; X Þ and
uðtÞ ¼ Uðt; tÞuðtÞ for all tXt in R: By (2.4), B is an injective map from Ker D to
KerG: If uAKerG then BðuðnÞÞnAZ ¼ u shows that B is surjective. Thus, Ker D and
KerG are isomorphic, and dimKerG ¼ dimKer D:
Finally, we show that if ImG (equivalently, Im D) is closed, then dim Lˆp ¼ dim #cp
for the quotient spaces Lˆp :¼ f½ f 
 ¼ f f þ g : gAImGg : fALpg and #cp :¼ f½y
 ¼
fyþ z : zAIm Dg : yAcpg: Indeed, deﬁne the operator Rˆ : Lˆp-#cp; by the rule Rˆ½f 
 ¼
½Rf 
: Since gAImG implies RgAIm D by Lemma 6.1(iii), if h ¼ f þ gA½f 
; gAImG;
then Rh ¼ Rf þ RgA½Rf 
; and Rˆ is well-deﬁned. If Rˆ½f 
 ¼ 0; then RfAIm D and, by
Lemma 6.1(iv) we have fAImG and thus ½f 
 ¼ 0: So, Rˆ is injective. Fix y ¼
ðynÞnAZAcp; and let f ¼ Sy: Then
ðRf Þn ¼
Z n
n1
Uðn; sÞaðsÞUðs; n  1Þyn1 ds ¼ yn  ðDyÞn:
So, y ¼ Rf þ Dy: Then ½y
 ¼ ½Rf 
 ¼ Rˆ½f 
; and Rˆ is surjective. Thus, Lˆp and #cp are
isomorphic. &
Proof of Lemma 1.5. We give the proof of the ‘‘only if ’’ part for Rþ; arguments for
R are similar. Due to the dichotomy estimates for the family fUðn; mÞgnXmX0; we
claim that it sufﬁces to construct fPþt gtX0 such that Uðt; tÞPþt ¼ Pþt Uðt; tÞ and
Uðt; tÞjKer Pþt : Ker Pþt-Ker Pþt is an isomorphism for all tXtX0: Indeed, assume
that the claim is proved. Then the stable exponential dichotomy estimate for
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fUðt; tÞgtXtX0 follows directly from the stable dichotomy estimate for
fUðn; mÞgnXmX0 since sup0pttp1jjUðt; tÞjjoN: To obtain the unstable dichotomy
estimate for fUðt; tÞgtXtX0; note that if n þ 1XtXnXmXtXm  1X0 then
ðUðt; tÞjKer Pþt Þ
1 ¼ ðUðm; tÞjKer Pþt Þ
1ðUðn; mÞjKer PþmÞ
1ðUðt; nÞjKer Pþn Þ
1: ð6:1Þ
But ðUðt; nÞjKer Pþn Þ
1 ¼ ðUðn þ 1; nÞjKer Pþn Þ
1ðUðn þ 1; tÞjKer PtÞ: Using the unstable
dichotomy estimate for fUðn; mÞgnXmX0; and the fact that supfjjUðn þ 1; tÞjj :
nAZþ; tA½n; n þ 1
goN; we have that supfjjðUðt; nÞjKer Pþn Þ
1jj : nAZþ; tA½n; n þ
1
goN and, similarly, that supfjjðUðm; tÞjKer Pþt Þ
1jj : mAZþ; mX1; tA½m 
1; m
goN: Now (6.1) implies the unstable dichotomy estimate for fUðt; tÞgtXtX0:
To prove the claim, ﬁx t0AR so that t0A½n; n þ 1Þ for some nAZþ; and deﬁne
subspaces Xsðt0Þ ¼ fxAX : Uðn þ 1; t0ÞxAIm Pþnþ1g and Xuðt0Þ ¼ Uðt0; nÞðKer Pþn Þ:
Using the unstable dichotomy estimate for fUðn; mÞgnXmX0; for each xAKer Pþn we
have jjUðn þ 1; t0ÞjjjjUðt0; nÞxjjXjjUðn þ 1; nÞxjjXM1eajjxjj: Thus, Uðt0; nÞ :
Ker Pþn-Xuðt0Þ is an isomorphism, and Xuðt0Þ is closed. Also,
Uðt1; t0Þ : Xuðt0Þ-Xuðt1Þ is an isomorphism for all t1Xt0 in Rþ: If
xAXsðt0Þ-Xuðt0Þ; then Uðn þ 1; t0ÞxAIm Pþnþ1 and there is a yAKer Pþn such that
x ¼ Uðt0; nÞy: Then Uðn þ 1; nÞy ¼ Uðn þ 1; t0ÞxAIm Pþnþ1: Thus, Uðn þ 1; nÞy ¼ 0
and y ¼ 0 since Uðn þ 1; nÞ : Ker Pþn-Ker Pþnþ1 is an isomorphism. Thus,
Xsðt0Þ-Xuðt0Þ ¼ f0g: To prove that X ¼ Xsðt0Þ"Xuðt0Þ; take an xAX ; and
decompose Uðn þ 1; t0Þx ¼ ys þ yu; ysAIm Pþnþ1; yuAKer Pþnþ1 ¼ Xuðn þ 1Þ: Let xu
denote the unique vector in Xuðt0Þ such that Uðn þ 1; t0Þxu ¼ yu; and let xs ¼ x  xu:
Then xsAXsðt0Þ since Uðn þ 1; t0Þxs ¼ ysAIm Pþnþ1: Projections Pþt ; tX0; with
Im Pþt ¼ XsðtÞ; Ker Pþt ¼ XuðtÞ give the desired dichotomy. The proof of the ‘‘if ’’
part of the lemma is straightforward. &
7. Special cases
In this section we discuss several particular cases when the statements of Theorems
1.1 and 1.2 allow certain simpliﬁcations, and indicate classes of problems for which
these theorems could be applied. We present the results only for Lp ¼
LpðR; X Þ; pA½1;NÞ: In this section all differential equations u0ðtÞ ¼ AðtÞuðtÞ with,
generally, unbounded operators AðtÞ; tAR; are assumed to be well-posed in the
following W 1p ðR; XÞ-sense (cf. [48, p. 313]): (1) There exists a dense subset DCX
such that dom AðtÞ ¼ D for all tAR; and (2) There exists a strongly continuous
exponentially bounded evolution family fUðt; tÞgtXt; t; tAR; on X so that for all
tAR and each xtAD the function uðtÞ ¼ Uðt; tÞxt; deﬁned for tXt; takes values in
D; belongs to the Sobolev space W 1p ð½t; T 
; X Þ for every TXt; and satisﬁes the
differential equation u0ðtÞ ¼ AðtÞuðtÞ for almost all tA½t; T 
:
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Mild and regular solutions: The operator G; described in Lemma 1.3, is the
generator of the evolution semigroup induced by the propagator fUðt; tÞgtXt of the
well posed differential equation u0ðtÞ ¼ AðtÞuðtÞ; tAR: Therefore, G is a closed
operator on LpðR; XÞ; pA½1;NÞ: Also, u : R-X is a mild solution of the
inhomogeneous equation u0ðtÞ ¼ AðtÞuðtÞ þ f ðtÞ; tAR; for fALpðR; XÞ; provided
uAdomG and Gu ¼ f : Consider the operator G ¼ d=dt þ AðtÞ with the domain
dom G given in (1.2). We say that u is a regular solution of the inhomogeneous
equation provided uAdom G and Gu ¼ f : Note that for many classes of equations
(say, parabolic) mild solutions have additional regularity. If this is the case, one
might expect that G ¼ G: The latter equality is indeed true provided, for instance,
that the inhomogeneous equation u0ðtÞ ¼ AðtÞuðtÞ þ f ðtÞ has Lp-maximal regularity,
a property established for a large variety of parabolic nonautonomous problems, see
[30,48] for further references.
Recall that, by Chicone and Latushkin [15, Theorem 3.12] and Schnaubelt
[48, Proposition 4.1], the set dom G from (1.2) is a core for G: Thus, if G is
closed then G ¼ G: As a result, we conclude that if G is a closed operator on
LpðR; X Þ; pA½1;NÞ; then Theorems 1.1 and 1.2, and all other results of this
paper, are valid if the operator G in their formulations is replaced by G: We
will not go into discussion of the (quite delicate, see [48, Section (c)]) question
when G is closed, but merely mention that G ¼ G under the following simplest
assumption:
A :R/LðXÞ is piecewise continuous and sup
tAR
jjAðtÞjjoN: ð7:1Þ
Indeed, in this case the propagator fUðt; tÞgt;tAR is differentiable in LðX Þ: Then
uAW 1p ðR; X Þ is a regular solution of the inhomogeneous equation if and only if u is a
mild solution of this equation. Therefore, G ¼ G for the operator G ¼ d=dt þ AðtÞ
with dom G ¼ W 1p ðR; XÞ; pA½1;NÞ:
Compactness and node operators: In many cases studied in the literature the
operator G (or G; deﬁned in (1.1) with domain (1.2)) was proved to be Fredholm if
and only if the corresponding evolution family (or the differential equation
u0ðtÞ ¼ AðtÞuðtÞ; tAR) has exponential dichotomies on Rþ and R; see, e.g., [12,
Theorem 1.2; 21, Theorem 1.1; 28, Lemma 3.4; 36, Lemma 4.2; 37; 46, Theorem 2.6;
53, Theorem 1.3]. Thus, in these papers condition ðii0Þ in Theorem 1.2 or,
equivalently, see Lemma 5.1, condition (ii) in Theorem 1.1 has been fulﬁlled
automatically. A reason for this is explained in Lemma 7.3 below. Indeed, under the
assumptions imposed in the above cited papers, or for the classes of the evolution
families studied in these papers, the projectors I  Pþ0 and I  P0 happened to be of
ﬁnite rank (and thus compact), or their difference was compact. If, for instance,
Uðt; tÞ are compact operators in X for all t4t in R; then the invertibility of their
restrictions Uðt; tÞjKer Pt acting from Ker Pt to Ker Pt (see (ii) in the deﬁnition of the
exponential dichotomy) implies that Ker Pt is ﬁnite dimensional. The more general
a-contractivity condition on Uðt; tÞ also implies that Ker Pt is ﬁnite dimensional, see,
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e.g., [44, p. 21] and the literature cited therein. The following two examples, on the
contrary, identify important autonomous equations u0ðtÞ ¼ AuðtÞ for which both
stable and unstable subspaces are inﬁnite dimensional, see also [38,46].
Example 7.1 (Petrovskij correct systems). Let pðxÞ ¼ ½pkjðxÞ
Kk; j¼1; xARd ; dX1; be
a ðK  KÞ matrix whose entries are complex-valued polynomials pkjðxÞ ¼P
jajpNkj aax
a: Here we use the multiindex notation for aANd ; and aaAC depend
on k and j: In L2ðRd ;CKÞ the operator A ¼ pði@Þ; @ ¼ ð@1;y; @dÞ; i2 ¼ 1; is
deﬁned via Fourier transform, A ¼F1pðÞF; and is a general (matrix) constant
coefﬁcient operator with the symbol p: We say that A is Petrovskij correct if for
some oAR the spectrum sðpðxÞÞ of the matrix pðxÞ satisﬁes sðpðxÞÞCfzAC :
Re zpog for all xARd : If this is the case, then A generates a strongly continuous
semigroup on L2ðRdÞ; where dom A is the Sobolev space of order N ¼ max Nkj :
This semigroup is hyperbolic provided sðpðxÞÞ is uniformly separated from iR
for all xARd : Both stable and unstable spectral subspaces can be inﬁnite
dimensional. A ‘‘toy’’ ð2 2Þ matrix ﬁrst order example is pðxÞ ¼ diag½ix a; ixþ
b
; xAR; a; b40; where sðAÞ ¼ ðiR aÞ,ðiRþ bÞ: For a study of dichotomy of
hyperbolic systems with constant and close to constant coefﬁcients see [25,51] and
the literature therein.
Example 7.2 (Schro¨dinger operators with periodic potentials). Consider on X ¼
L2ðR;CÞ a Schro¨dinger operator A ¼ d2dx2 þ VðxÞ; dom A ¼ W 22 ðR;CÞ; with a
piecewise continuous real-valued periodic potential V : By Theorem XIII.90 from
[40] we know that its spectrum sðAÞ ¼ SNn¼1 ½an; bn
 for some bnpanþ1; and sðAÞ is
absolutely continuous; also, unless V is a constant, anþ1abn for some n; that is, there
are gaps in sðAÞ (e.g., anþ1abn for all nAN for the Mathieu potential
VðxÞ ¼ m cos x; ma0). Thus, if 0Aðbn; anþ1Þ for some n then the equation u0ðtÞ ¼
AuðtÞ has an exponential dichotomy on R with inﬁnite dimensional stable and
unstable subspaces.
Lemma 7.3. If Pþ0 and P

0 are projectors on a Banach space X ; and P
þ
0  P0
is a compact operator, then the node operator Nð0; 0Þ ¼ ðI  Pþ0 ÞjKer P0 :
Ker P0-Ker P
þ
0 is Fredholm.
Proof. A ð2 2Þ matrix representation (2.1) of the Fredholm operator L ¼ I 
ðPþ0  P0 Þ acting from X ¼ Im P0"Ker P0 to X ¼ Im Pþ0"Ker Pþ0 has the
form L ¼ P
þ
0 P

0 0
2ðI  Pþ0 ÞP0 Nð0; 0Þ
 
; where Nð0; 0Þ ¼ ðI  Pþ0 ÞðI  P0 Þ : Ker P0-
Ker Pþ0 : By (ii) in Lemma 5.3, Im Nð0; 0Þ is closed and dimKer Nð0; 0ÞoN: Passing
to the adjoints, Nð0; 0Þ ¼ ½I  ðP0 ÞðPþ0  P0 Þ
jKerðPþ0 Þ : Since P
þ
0  P0 is compact,
dimKer Nð0; 0ÞoN: &
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The assumption of Lemma 7.3 is often used in the literature on Morse theory in
Hilbert spaces, in particular, for the study of Fredholm differential operator G on
inﬁnite-dimensional spaces in [2,3]. To establish a link between the current work and
[2,3] assume, for a moment, that X is a Hilbert space, and ðPW ; PV Þ is a pair of self-
adjoint projections on subspaces W and V of X ; respectively. The pair ðW ; VÞ is
called commensurable if the operator PW  PV is compact, see [2, Chapter 2]. It can
be shown that if the pair ðW ; VÞ is commensurable, then the pair ðW ; V>Þ is
Fredholm, and
indðW ; V>Þ ¼ dimðW ; VÞ; ð7:2Þ
where the relative dimension, dimðW ; VÞ; of subspaces W and V is deﬁned by
dimðW ; VÞ :¼ dimðW-V>Þ  dimðW>-VÞ; see [1, Section 2.2]. Here, subspaces
W and V are, in general, inﬁnite dimensional. However, if dim WoN and
dim VoN; then dimðW ; VÞ ¼ dim W  dim V :
Example 7.4. To illustrate the simple fact that not every Fredholm pair of subspaces
is commensurable, let PW ¼ 12
I I
I I
 
and PV ¼ I 00 0
 
be self-adjoint projections
on the subspaces W ¼ fx"x : xAHg and V ¼ fx"0 : xAHg of the orthogonal
direct sum X of two copies of an inﬁnite-dimensional Hilbert space H: Then PW 
PV is not compact (since it is invertible), but W þ V> ¼ X and W-V> ¼ f0g; and
thus ðW ; V>Þ is a Fredholm pair.
If an evolution family fUðt; tÞgtXt has exponential dichotomies fPþt gtX0 and
fPþt gtp0 on Rþ; resp., on R; then only the subspaces Im Pþ0 (stable for t-N) and
Ker P0 (stable for t-N) are uniquely determined, see e.g, [Remark IV.3.4; 38,
Equation (3.20)]. Thus, if X is a Hilbert space, we can assume in Propositions 7.5
and 7.15 below that Pþ0 and P

0 are self-adjoint projections. Lemma 7.3 and formula
(7.2) for W ¼ Ker P0 and V ¼ Ker Pþ0 lead to the following abridged version of
Theorem 1.2 that, nevertheless, covers many known results. In particular, the index
formula below gives the corresponding ;formulas from [12,37], and is related to [3,
Theorem B] (see also Proposition 7.15 below).
Proposition 7.5. Suppose that an evolution family fUðt; tÞgtXt on a Banach space X
has exponential dichotomies fPþt gtX0 and fPt gtp0 on Rþ and R such that the
operator Pþ0  P0 is compact. Then the following holds:
(a) G is Fredholm on LpðR; XÞ; pA½1;NÞ; indG ¼ indðKer P0 ; Im Pþ0 Þ;
(b) if, in addition, X is a Hilbert space and P70 are self-adjoint projections, then
indG ¼ dimðKer P0 ;Ker Pþ0 Þ;
(c) if, moreover, dimKer P70 oN; then indG ¼ dimKer P0  dimKer Pþ0 :
Conversely, if the operators Uðt; tÞ; t4tAR; on a reflexive Banach space X are
compact, and G is Fredholm, then there exist exponential dichotomies fPþt gtX0 and
fPt gtp0; and dimKer P70 oN:
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Perturbations. Consider a well-posed differential equation u0ðtÞ ¼ AðtÞuðtÞ; tAR;
with the propagator fUAðt; tÞgtXt; t; tAR; and a perturbation B :R-LðX Þ: We
will impose the following assumptions3 on the perturbation:
ðP1Þ the function t/BðtÞx is continuous for each xAX ;
ðP2Þ suptAR jjBðtÞjjoN;
ðP3Þ the perturbed equation u0ðtÞ ¼ ½AðtÞ þ BðtÞ
uðtÞ is well posed with the
propagator fUAþBðt; tÞgtXt; t; tAR;
ðP4Þ limjtj-N jjBðtÞjj ¼ 0;
ðP5Þ BðtÞ is a compact operator for each tAR:
We remark that assumption ðP3Þ is not trivial in view of an example due to
Phillips, see, e.g., [48, Example 2.3]. Let GA and GAþB denote the generators of the
evolution semigroups induced by fUAðt; tÞgtXt and fUAþBðt; tÞgtXt; respectively.
Under assumptions ðP1Þ–ðP3Þ it can be shown that GAþB ¼ GA þB; where
BALðLpðR; X ÞÞ is deﬁned by ðBuÞðtÞ ¼ BðtÞuðtÞ; a.e. tAR; cf. [15, Theorem 5.24].
Obviously, B may not be compact. As an example, consider B with BðtÞ ¼ aðtÞB;
where aAC0ðR;RÞ; aa0; and B is a compact operator such that sðBÞaf0g: Then
sðBÞ ¼ faðtÞ : tARg  sðBÞ is uncountable.
Proposition 7.6. Suppose that B satisfies assumptions ðP1Þ–ðP5Þ: Then GA and GAþB
are Fredholm on LpðR; XÞ; pA½1;NÞ; simultaneously, and indGA ¼ indGAþB:
Proof. Let DA and DAþB denote the difference operators on cpðZ; X Þ; pA½1;NÞ;
induced by the evolution families fUAðt; tÞgtXt and fUAþBðt; tÞgtXt using (1.5). By
Theorem 1.4, we need to show that DA and DAþB are Fredholm at the same time
with equal indexes. By the standard perturbation theory, the perturbed evolution
family fUAþBðt; tÞgtXt satisﬁes a variation of constants formula for all tXt: This
formula, in particular, implies UAþBðn þ 1; nÞx ¼ UAðn þ 1; nÞx þ Knþ1x; for all
xAX and nAZ; where
Knþ1x ¼
Z nþ1
n
UAþBðn þ 1; sÞBðsÞUAðs; nÞx ds:
Then DAþB  DA ¼K; where K :¼ diag½Kn
nAZ : ðxnÞnAZ/ðKnxnÞnAZ: Since
BðsÞ-0 as jsj-N in LðXÞ; and the evolution families fUAðt; tÞgtXt and
fUAþBðt; tÞgtXt are exponentially bounded, we have limjnj-N Kn ¼ 0 in LðX Þ:
Also, since operators BðsÞ; sAR; are compact and the functions fnðÞ ¼ UAþBðn þ
1; ÞBðÞUAð; nÞ are strongly continuous on ½n; n þ 1
; nAZ; we conclude that Kn is
compact in X for each nAZ; see, e.g. [19, p. 525]. Thus,K is compact in cpðZ; XÞ as
a limit in LðcpðZ; XÞÞ of a sequence of compact operators. &
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Asymptotically constant coefficients: Let A be the generator of a strongly
continuous semigroup fetAgtX0 on X : The evolution family corresponding to the
equation u0ðtÞ ¼ AuðtÞ is given by Uðt; tÞ ¼ eðttÞA for tXt in R: Recall that a
semigroup fetAgtX0 is called hyperbolic on X if there exists a projection PA such that
etAPA ¼ PAetA; tX0; and that jjetAjIm PA jjpMeat; tX0; a40; and the semigroup
fetAjKer PAgtX0 extends to a strongly continuous group fetAjKer PAgtAR on Ker PA such
that jjetAjKer PA jjpMeat; tp0; see, e.g., [15, p. 28]. The semigroup fetAgtX0 is
hyperbolic if and only if sðetAÞ-T ¼ | for some (and hence for all) t40: Then PA is
the spectral (Riesz) projection for fetAgtX0 such that sðetAjIm PAÞ ¼ sðetAÞ-flAC :
jljo1g; see [15, Lemma 2.15].
Lemma 7.7. Assume that for some bX0 the evolution family feðttÞAgtXt; t; tAR; has
either an exponential dichotomy fPþt gtXb on ½b;þNÞ; or an exponential dichotomy
fPt gtpb on ðN;b
: Then the semigroup fetAgtX0 is hyperbolic on X :
Proof. We will prove that sðeAÞ-T ¼ | provided there is a dichotomy fPþt gtXb:
First, we claim that jjðI  eAÞxjjXcjjxjj for some c40 and all xAX : By Lemma 5.4,
for some c40 we have jjDþb xjjcpXcjjxjjcp for all xAcpðZ-½b þ 1;NÞ; XÞ: For each
xAX and g40 deﬁne x ¼ ðegnxÞnXbþ1: Then Dþb x ¼ ðegðbþ1Þx; ðegðbþ2Þ 
eAegðbþ1ÞÞx;yÞ: A calculation shows that
jjDþb xjjpcp ¼ egpðbþ1Þfjjxjj
p þ jjðeg  eAÞxjjp=ð1 egpÞg
X cpjjxjjpcp ¼ cpegpðbþ1Þjjxjj
p=ð1 egpÞ:
Thus, ð1 egpÞjjxjjp þ jjðeg  eAÞxjjpXcpjjxjjp; and letting g-0 the claim is
proved. Rescaling A/A  ib; bAR; shows that jjðl eAÞxjjXcjjxjj for all xAX
and lAT: To ﬁnish the proof of the lemma, it sufﬁces to show that spððeAÞÞ-T ¼ |
for the point spectrum spðÞ: Arguing by contradiction and using the Spectral
Mapping Theorem for the point spectrum ([19, Section IV.3.b], and also see [19,
Section IV.2.18]), suppose that Ax ¼ ibx for some bAR and xAX : Then ðesAÞx ¼
eibsx for all sX0: Using the dichotomy fPþt gtXb and passing to the adjoints, for all
tXb we have ðPþb ÞðeðtbÞAÞ ¼ ðeðtbÞAÞðPþt Þ; and the dichotomy estimates
jjðeðtbÞAÞjImðPþt Þ jjpMeaðtbÞ; jjðeðtbÞAÞ
jKerðPþt Þ Þ
1jjpMeaðtbÞ: Denote xt ¼
eibðtbÞðeðtbÞAÞx; tXb: Identity ðeðtbÞAÞx ¼ eibðtbÞx implies that x ¼ ðPþb Þxt þ
ðI  ðPþb ÞÞxt for all tXb: By the stable dichotomy estimate jjðPþb Þxtjj ¼
jjðeðtbÞAÞðPþt ÞxjjpMeaðtbÞsuptXb jjðPþt Þjjjjxjj; and we have limt-NðI 
ðPþb ÞÞxt ¼ limt-N ½x ðPþb Þxt
 ¼ xAKerðPþb Þ since ðI  ðPþb ÞÞxtAKerðPþb Þ: By
the unstable dichotomy estimate,
jjxjj ¼ jjðI  ðPþb ÞÞxtjj ¼ jjðeðtbÞAÞðI  ðPþt ÞÞxjjXM1eaðtbÞjjðI  ðPþt ÞÞxjj;
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and so limt-NðI  ðPþt ÞÞx ¼ 0: Using the decomposition x ¼ ðPþt Þxþ ðI 
ðPþt ÞÞx; we have x ¼ limt-NðPþt Þx: Remark that Im Pþt ¼ Im Pþb for all tXb:
Indeed, using the dichotomy fPþt gtXb; for each tXb we infer:
Im Pþt ¼fxAX : jjeAðstÞxjjpMeaðstÞjjxjj for all sXtg
¼fxAX : jjeAtxjjpMeatjjxjj for all tX0g ¼ Im Pþb :
Since ImðPþt Þ ¼ ðIm Pþt Þ; for all tXb we thus have ImðPþt Þ ¼ ImðPþb Þ: Therefore,
ðPþt ÞxAImðPþb Þ implies x ¼ limt-N ðPþt ÞxAImðPþb Þ; and so x ¼ 0 since we have
proved that xAKerðPþb Þ-ImðPþb Þ: Dichotomy fPt gtpb is considered simi-
larly. &
Corollary 7.8. Let A be the generator of a strongly continuous semigroup on a reflexive
Banach space X : Then the following assertions are equivalent:
(1) GA is Fredholm on LpðR; X Þ; pA½1;NÞ;
(2) GA is invertible on LpðR; X Þ; pA½1;NÞ;
(3) sðetAÞ-T ¼ | for all t40:
Proof. Equivalence (2)3 (3) is contained in [15, Theorem 3.13]. To prove (1)) (3),
apply Theorem 1.1. By this theorem, (1) implies the existence of an exponential
dichotomy fPþt gtXb on ½b;NÞ for the evolution family feðttÞAgtXt: By Lemma 7.7
the semigroup fetAgtX0 is hyperbolic. &
Next, consider a perturbed differential equation u0ðtÞ ¼ ½A þ BðtÞ
uðtÞ; tAR:
If assumption ðP4Þ holds then this equation is asymptotically autonomous (for
a recent work on asymptotically autonomous parabolic equations see also
[10,20,47,49]).
Lemma 7.9. Suppose that assumptions ðP1Þ–ðP4Þ hold. Assume that for some bX0 the
evolution family fUAþBðt; tÞgtXt for u0ðtÞ ¼ ½A þ BðtÞ
uðtÞ; tAR; has either an
exponential dichotomy fPþt gtXb on ½b;NÞ; or an exponential dichotomy fPt gtpb
on ðN;b
: Then the semigroup fetAgtX0 is hyperbolic.
Proof. Suppose that the evolution family fUAþBðt; tÞgtXt has an exponential
dichotomy fPþt gtXb on ½b;NÞ with the dichotomy constants a; M: Since BðtÞ-0
in LðX Þ as t-N by assumption ðP4Þ; for each eAð0; að2MÞ1Þ there exists a
T ¼ TðeÞXb such that supfjjBðtÞjj : tXTgoe: For tAR we set P˜t ¼ Pþt
if tXT and P˜t ¼ PþT if toT : Also, we deﬁne a strongly continuous exponen-
tially bounded evolution family fU˜AþBðt; tÞgtXt; t; tAR; a continuation of
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fUAþBðt; tÞgtXtXT ; by
U˜AþBðt; tÞ ¼
UAþBðt; tÞ for tXtXT ;
UAþBðt; TÞeaðTtÞðI2PþT Þ for tXTXt;
eaðttÞðI2P
þ
T
Þ for TXtXt;
8><
>: ð7:3Þ
cf. [12, p. 109]. Since eaðttÞðI2P
þ
T
Þ ¼ eaðttÞPþT þ eaðttÞðI  PþT Þ; it is easy to check
that fP˜tgtAR is an exponential dichotomy for fU˜AþBðt; tÞgtXt on R with the same
dichotomy constants a; M: By Chicone and Latushkin [15, Theorem 3.13], the
generator *GAþB of the evolution semigroup on LpðR; X Þ induced by fU˜AþBðt; tÞgtXt
is invertible, and, moreover, jjð *GAþBÞ1jjLðLpðR;X ÞÞp2Ma1; see, e.g. [15, p. 105].
Extend the evolution family feðttÞAgtXtXT as follows:
U˜Aðt; tÞ ¼
eðttÞA for tXtXT ;
eAðtTÞeaðTtÞðI2P
þ
T
Þ for tXTXt;
eaðttÞðI2P
þ
T
Þ for TXtXt:
8><
>: ð7:4Þ
Deﬁne B˜ :R-LðXÞ by setting B˜ðtÞ ¼ BðtÞ for tXT and B˜ðtÞ ¼ 0 for toT ; and
deﬁne *BALðLpðR; XÞÞ by *BuðtÞ ¼ B˜ðtÞuðtÞ; tAR: Then *GAþB ¼ *GA þ *B; where *GA
is the generator of the evolution semigroup on LpðR; XÞ induced by the evolution
family fU˜Aðt; tÞgtXt: By the choice of T ;
jj *BjjLðLpðR;X ÞÞ ¼ sup
tXT
jjBðtÞjjoeoað2MÞ1pðjjð *GAþBÞ1jjLðLpðR;X ÞÞÞ1:
Thus, *GA is invertible on LpðRþ; X Þ since *GAþB is invertible. By Chicone and
Latushkin [15, Theorem 3.13], the evolution family fU˜Aðt; tÞgtXt has an exponential
dichotomy on R; hence, on ½T ;NÞ; and thus fetAgtX0 is hyperbolic by Lemma 7.7
with b ¼ T : The case of exponential dichotomy on ðN; b
 is considered
similarly. &
Proposition 7.10. Assume that A is the generator of a strongly continuous semigroup
on a reflexive Banach space X ; and assumptions ðP1Þ–ðP5Þ hold for a perturbation
B :R-LðX Þ: Then GAþB is Fredholm on LpðR; X Þ; pA½1;NÞ; if and only if the
semigroup fetAgtX0 is hyperbolic. Moreover, indGAþB ¼ 0:
Proof. If GAþB is Fredholm, then fUAþBðt; tÞgtXt has an exponential dichotomy on
Rþ by Theorem 1.2. By Lemma 7.9, fetAgtX0 is hyperbolic. Conversely, if fetAgtX0 is
hyperbolic then GA is invertible on Lp; see Corollary 7.8. By Proposition 7.6 GAþB is
Fredholm and indGAþB ¼ 0: &
There is an alternative proof of Lemma 7.9, appropriate for C0ðR; XÞ; that uses
difference operators, cf. the proof of Proposition 7.6. This proof is based on the fact
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that if DAþB and DA are the difference operators (1.5) induced by the evolution
families deﬁned in (7.3) and (7.4), respectively, then jjDAþB  DAjj is small provided
jj *Bjj is small. Also, because of Lemma 7.9, assumption ðP5Þ on B was used only in
the proof of the ‘‘only if ’’ part of Proposition 7.10. Thus, for any BAC0ðR;LðXÞÞ; if
GAþB is Fredholm, then fetAgtX0 is hyperbolic.
Asymptotically piecewise constant coefficients: Let Aþ and A be the generators of
strongly continuous semigroups fetAþgtX0 and fetAgtX0 on X ; respectively. Assume
that dom Aþ ¼ dom A; and let
A0ðtÞ ¼ Aþ for tX0 and A0ðtÞ ¼ A for to0: ð7:5Þ
Then the differential equation u0ðtÞ ¼ A0ðtÞuðtÞ; tAR; is well-posed in the W 1p -sense
with a propagator fUðt; tÞgtXt; t; tAR; deﬁned as follows:
Uðt; tÞ ¼
eðttÞAþ for tXtX0;
etAþetA for tX0Xt;
eðttÞA for 0XtXt:
8><
>: ð7:6Þ
The invertibility of GA0 with bounded operators A7 has been studied in [14].
Proposition 7.11. Let A0 be defined by (7.5), where dom Aþ ¼ dom A: The operator
GA0 is Fredholm on LpðR; XÞ; pA½1;NÞ; if and only if
(1) the semigroups fetAþgtX0 and fetAgtX0 are hyperbolic on X with the spectral
projections PAþ and PA ; respectively;
(2) the node operator Nð0; 0Þ ¼ ðI  PAþÞjKer PA : Ker PA-Ker PAþ is Fredholm.
Moreover, dimKerGA0 ¼ dimKer Nð0; 0Þ; codim ImGA0 ¼ codim Im Nð0; 0Þ; and
indGA0 ¼ ind Nð0; 0Þ:
Proof. If (1) and (2) hold then GA0 is Fredholm and the index formula is valid by the
‘‘if ’’ part of Theorem 1.2. If GA0 is Fredholm, then by the ‘‘only if ’’ part of Theorem
1.2, there exist dichotomies fPþt gtX0 and fPt gtp0 for the evolution family
fUðt; tÞgtXt deﬁned in (7.6). By Lemma 7.7, the semigroups fetA7gtX0 are
hyperbolic, and we may set Pþt ¼ PAþ and Pt ¼ PA : This proves (1). Assertion
(2) holds by the implication (1.3) ) ðii0Þ in Theorem 1.2, and Lemma 5.1. &
Next, consider AðtÞ ¼ A0ðtÞ þ BðtÞ with B satisfying assumptions ðP1Þ–ðP3Þ; and
let GA0þB and GA0 denote the generators of the evolution semigroups induced by the
propagators of the differential equations u0ðtÞ ¼ ½A0ðtÞ þ BðtÞ
uðtÞ and u0ðtÞ ¼
A0ðtÞuðtÞ; respectively. Recall that if sðAÞ-iR ¼ | then PA denotes the spectral
projection such that sðAjIm PAÞ ¼ sðAÞ-flAC : Re lo0g:
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Proposition 7.12. Assume that Aþ and A; dom Aþ ¼ dom A; are the generators of
strongly continuous semigroups on a reflexive Banach space X ; and B satisfies
assumptions ðP1Þ–ðP5Þ: The operator GA0þB is Fredholm if and only if the semigroups
fetAþgtX0 and fetAgtX0 are hyperbolic with the spectral projections PAþ and PA ; and
the pair of subspaces ðKer PA ; Im PAþÞ is Fredholm. Moreover, indGA0þB ¼
indðKer PA ; Im PAþÞ:
Proof. By Proposition 7.6, GA0þB and GA0 are Fredholm at the same time,
and their indexes are equal. The rest follows from Proposition 7.11 and
Lemma 5.1. &
Corollary 7.13. Let X be a separable Hilbert space. Assume that Aþ and A are self-
adjoint operators with compact resolvent, and dom Aþ ¼ dom A: Let A0 be defined as
in (7.5). Suppose that B :R-LðX Þ satisfies assumptions ðP1Þ–ðP5Þ; and that BðtÞ is a
selfadjoint operator for each tAR: Then GA0þB is Fredholm if and only if Aþ and A
are invertible. Moreover, indGA0þB is equal to the spectral flow for the family AðtÞ ¼
A0ðtÞ þ BðtÞ; tAR:
Recall, that the spectral ﬂow for the family fAðtÞgtAR of selfadjoint operators with
compact resolvent represents the net change in the number of negative
eigenvalues of AðtÞ as t changes from N to þN; see e.g. [41] or [33,
Section 8.16]. In the situation described in Corollary 7.13 we thus define the spectral
ﬂow as dimKer PA  dimKer PAþ ; cf. [20]. Note that AðtÞ has compact resolvent
for all tAR:
Proof. By the spectral mapping theorem sðetAÞ\f0g ¼ exp tsðAÞ; t40; for self-
adjoint operators [19, Theorem IV.3.10], the operator A7 is invertible if and only if
the semigroup fetA7gtX0 is hyperbolic. Since Aþ and A have compact resolvents,
Ker PA and Ker PAþ are ﬁnite dimensional, and PAþ  PA is compact. Thus,
subspaces Ker PA and Ker PAþ are commensurable, and, by Lemma 7.3, the node
operator Nð0; 0Þ is Fredholm. So, by Lemma 5.1 the pair of subspaces
ðKer PA ; Im PAþÞ is Fredholm. Using formula (7.2) for W ¼ Ker PA and V ¼
ðIm PAþÞ>; we conclude that indðKer PA ; Im PAþÞ ¼ dimKer PA  dimKer PAþ :
An application of Proposition 7.12 concludes the proof. &
Bounded coefficients: Assume that (7.1) holds, and recall that GA ¼ GA: Let
fUðt; tÞgt;tAR denote the propagator for u0ðtÞ ¼ AðtÞuðtÞ; tAR: If fUðt; tÞgt;tAR has
exponential dichotomies fPþt gtX0 and fPt gtp0 on Rþ and R; then the stable, W sA;
and unstable, W uA; subspaces for A can be described as follows:
W sA ¼ xAX : limt-N Uðt; 0Þx ¼ 0
n o
¼ Im Pþ0 ;
W uA ¼ xAX : limt-N Uðt; 0Þx ¼ 0
n o
¼ Ker P0 :
ARTICLE IN PRESS
Y. Latushkin, Y. Tomilov / J. Differential Equations 208 (2005) 388–429424
Proposition 7.14. Assume that A satisfies (7.1). Then the operator GA is Fredholm if
and only if the following holds: (a) There exist exponential dichotomies fPþt gtX0 and
fPt gtp0 on Rþ and R for fUðt; tÞgt;tAR; and (b) The pair of subspaces ðW sA; W uAÞ is
Fredholm. Moreover, ind G ¼ indðW sA; W uAÞ:
This follows from Theorem 1.2. Further, if the limits Aþ ¼ limt-N AðtÞ and A ¼
limt-N AðtÞ exist in LðX Þ; and sðA7Þ-iR ¼ |; then the operator family
fAðtÞgtAR is called an asymptotically hyperbolic path; see, e.g., [3]. Under
the additional assumption that fAðtÞgtAR is asymptotically hyperbolic,
Proposition 7.14 has been proved in [3, Theorem D]. Our results show, however,
that if the limits Aþ and A exist and the operator GA is Fredholm, then
sðA7Þ-iR ¼ |: Indeed, since GA is Fredholm, Theorem 1.1 implies the
existence of dichotomies fPþt gtXb and fPt gtpa for some apb: Using the
assumption that A7 ¼ limt-7N AðtÞ exist in LðX Þ; this, in turn, implies that
sðetA7Þ-T ¼ |; t40; see Lemma 7.9. Further, for A7ALðX Þ deﬁne A0
as in (7.5), and consider a compact-valued perturbation B :R-LðX Þ that satisﬁes
assumptions ðP1Þ–ðP5Þ: Proposition 7.12 and formula (7.2) give the following
improvement of [3, Theorem B], where the ‘‘if ’’ part of Proposition 7.15 has been
proved.
Proposition 7.15. If AðtÞ ¼ A0ðtÞ þ BðtÞ; tAR; where A0 is given by (7.5) with
A7ALðX Þ; and B takes compact values and vanishes at7N; then GA is Fredholm on
LpðR; X Þ; pA½1;NÞ; if and only if sðA7Þ-iR ¼ | and the pair of the spectral
subspaces ðIm PAþ ;Ker PAÞ for Aþ and A is Fredholm. Moreover, ind GA ¼
indðKer PA ; Im PAþÞ: If X is a Hilbert space and, in addition, Aþ  A is a compact
operator, and PA7 are self-adjoint projections, then ind GA ¼
dimðKer PA ;Ker PAþÞ ¼ dimðIm PAþ ; Im PAÞ:
Connections to Morse Theory: A need to study Fredholm properties and the index
of the operator G naturally arises in inﬁnite-dimensional Morse theory, see [1,2] and
the literature therein. If X ¼ Rd and v is a (heteroclinic) solution of the equation
v0ðtÞ ¼ f ðvðtÞÞ connecting two hyperbolic stagnation points, x ¼ limt-N vðtÞ and
xþ ¼ limt-N vðtÞ; then the linearization along v gives rise to the operator Gu ¼
u0 þ AðtÞu; where AðtÞ ¼ Df ðvðtÞÞ; tAR; and Df is the differential. If f is a
gradient vector ﬁeld, that is, f ¼ DF for a Morse functional F :X-R (such that
D2FðxÞ is hyperbolic at all critical points x of F ), then Að7NÞ ¼ D2Fðx7Þ; and
the number dimKer PD2Fðx7Þ ¼ dimKer PAð7NÞ is called the Morse index of the
critical point x7: It is well-known that ind G ¼ dimKer PAðNÞ  dimKer PAðþNÞ;
see, e.g., [41, Theorem 2.1]. If X is an inﬁnite-dimensional Hilbert space then Morse
functionals of particular interest are of the form FðxÞ ¼ 12/Ax; xSþ bðxÞ since they
appear in the study of Hamiltonian systems, wave equations, and some elliptic
systems, see [1,2]. Here A is a self-adjoint operator and the Hessian D2FðxÞ ¼
A þ D2bðxÞ; where D2bðxÞ is a compact operator on X for each xAX : If, as above, v
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is a heteroclinic trajectory connecting (hyperbolic) critical points, then the
linearization along v gives the operator Gu ¼ u0 þ AðtÞu; where AðtÞ ¼
A þ BðtÞ; BðtÞ ¼ D2bðvðtÞÞ; tAR: In the inﬁnite-dimensional situation just
outlined, the Morse theory has been developed in [2]. Note, that the results of
the current section (see Proposition 7.12 and Corollary 7.13) show that the
hyperbolicity of the operators D2Fðx7Þ is, in fact, necessary for the operator G
to be Fredholm. Moreover, it appears that Theorem 1.2 is applicable for more
general Morse functionals. In this case, the exponential dichotomies on R7
in this theorem seem to be a correct generalization of the asymptotic
hyperbolicity.
Travelling waves: Applications of the ﬁnite-dimensional Dichotomy Theorem in
the theory of travelling waves are important and well-understood, see [45] and the
literature therein. We brieﬂy sketch a simple generalization of the setup in [45],
suitable for applications of the inﬁnite-dimensional version of this theorem given in
the current paper (cf. [38,46, pp. 89–91]). Let Y be a Banach space,N : Y-Y be a
differentiable non-linear map, pðÞ be a polynomial with constant coefﬁcients,
u :Rþ  R-Y : Consider a non-linear equation
@tu ¼ pð@xÞu þNðuÞ; tARþ; xAR: ð7:7Þ
A typical situation occurs when u ¼ uðt; x; yÞ; yARd ; and Y ¼ L2ðRdÞ; so that
uðt; ; ÞAL2ðR RdÞ ¼ L2ðR; L2ðRdÞÞ and uðt; x; ÞAL2ðRdÞ: In our general setting,
passing to the moving frame x ¼ x  ct; ca0; vðt; xÞ ¼ uðt; xþ ctÞ; xAR; we have
that u satisﬁes (7.7) if and only if v satisﬁes
@tv ¼ pð@xÞv þ c@xv þNðvÞ; tARþ; xAR: ð7:8Þ
A function q ¼ qcðxÞ; q : R-Y ; is called a travelling wave for (7.7) if q is a t-
independent solution of (7.8), that is, if pð@xÞqþ c@xqþNðqÞ ¼ 0: Assume that the
latter (non-linear) equation has a solution. A linearization of (7.8) about q gives rise
to an operator
Lw :¼ pð@xÞw þ c@xw þ DNðqðxÞÞw; w ¼ wðxÞAY ; xAR: ð7:9Þ
In a ‘‘general’’ semilinear case we might have NðuÞ ¼ Nu þ FðuÞ; where N is any
generator of a strongly continuous semigroup on Y : If, in addition, DFð0Þ ¼ 0;
qðxÞ-0 as jxj-N; and for each xAR the operator BðxÞ ¼ DFðqðxÞÞ is a compact
operator on Y ; then our perturbation results are applicable. Finally, we note that the
eigenvalue problem Lw ¼ lw for L in (7.9) is a higher order non-autonomous
ordinary differential equation in Y and, as such, could be rewritten as a ﬁrst order
equation u0ðxÞ ¼ AðxÞuðxÞ; where AðxÞ; xAR; depends on l and, generally, is an
unbounded differential operator on a suitable Banach space X ¼ Y"?"Y : Thus,
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the spectrum of L is related to the Fredholm properties of the operator GA induced
by A which are described in the current paper.
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