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ビッグデータ・ポリシングは何をもたらすか？
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はじめに
　平成 27 年の個人情報保護法、翌 28 年の行政機関個人情報保護法の改正では、
いずれも、「個人情報の適正かつ効果的な活用が新たな産業の創出並びに活力
ある経済社会及び豊かな国民生活の実現に資するものである」との認識に基づ
き、その具体的な方策として、匿名加工情報、非識別加工情報という概念が設
けられることとなった。これにより、いわゆるビッグデータの活用に関して、
個人情報保護法制の枠組みにおいて一定の方向性が示されるようになった。
　現実社会においても、ビッグデータに象徴されるような ICT 技術・AI 解析
の活用領域は拡大している。広義の刑事法という文脈においては、ビッグデー
タ解析とその結果を、警察活動（ポリシング）において活用する試みが生じて
きている。平成 28 年 10 月には、京都府警が「予測型犯罪防御システム」を
導入し、過去のデータに基づく犯罪予測を参考に、パトロール等に役立てると
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いう試みがはじまっている。また、平成 30 年 4 月には、警視庁の有識者会議
において、『犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関
する提言書』が示された。そこでは、「私たちを取り巻く ICT（情報通信技術：
Information and Communication Technology）環境は著しく変化しており、警
察においても、守るべき伝統は守りながら、時代の変化に応じて新たな取組を
検討していくことは重要である」との基本方針に依りつつ、「警察における新
たな ICT の活用可能性を検討することは、警察活動の高度化・迅速化・効率
化や、犯罪等の発生予測による事案の未然防止など、都民、国民の安全・安心
の確保につながるもの」であるとの認識が示されている 1）。
　本稿では、このような、ビッグデータや AI 解析を活用した警察活動、いわ
ゆるビッグデータ・ポリシング（big data policing）に関して、いかなる法的
課題が生ずるのか、その一断面を簡単に検討することにしたい。
１　ビッグデータ・ポリシングとは何か
（１）　概　　説
　ビッグデータ・ポリシングとは、何か。それを考える前提として、まず、ビ
ッグデータとは何かを考える必要がある。ビッグデータを構成する要素として、
①取得されるデータの巨大性（volume）、②様々な生活要素のデジタル化によ
る多様性（variety）、③利用者の反応を取得する速度・頻度の向上（velocity）、
④データの矛盾や不確実性を排除した正確性（varacity）の「4 つの V」が挙
げられることもある 2）。もっとも、ビッグデータという概念それ自体が明確で
はなく、それゆえに、厳密に、争いのない法的概念として定義づけられている
1）　犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関する有識者研究
会『犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関する提言書』
（2018 年）「はしがき」（以下、『提言書』とする）。
2）　鈴木優＝村上諭志「ビッグデータの利活用におけるパーソナルデータ取扱い上の
法的留意点」知財管理 68 巻 6 号（2018 年）730 頁参照。
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わけでもない 3）。また、ビッグデータの利用の際に頻繁に用いられる AI（人工
知能）についても、様々な考え方が併存している状況にあり、明確な定義が定
まっていないため 4）、法的な定義もなされてはいない。
　それゆえ、ビッグデータの AI 解析に基づく警察活動といえるビッグデー
タ・ポリシングについても、それを明確に定義づけることは困難、ないしは不
可能であるとすら言わざるをえない。もっとも、それでは、実際にそのような
ビッグデータ、AI 解析を利用した警察活動が現に導入されつつある昨今にお
いて、それに関する法的な議論を展開することも困難であることになってしま
う。そこで、ここでは、正確なものではないことを留保しつつ、仮に、「警察
など法執行機関が、大量のデジタルデータ等をコンピューター上で分析し、そ
の結果に基づき、被疑者の特定等の犯罪捜査、または犯罪予測に基づく警備活
動等を行うこと」といった趣旨のものと理解しておくことにしたい。
（2）　時間軸による分類
　だが、以上のように理解したとしても、ビッグデータや AI 解析を、どのよ
うな場面で、どのような目的で、どのように使うかによって、検討すべき問題
は大きく異なる。この点に関して、ファーガソンは、それらの利用を、①「観
察」、②「捜査」、③「予防」という 3 つの視点で把握できることを指摘する。
これは、現在進行中の犯罪行為の観察、過去の犯罪行為の調査（捜査）、およ
び将来の犯罪行為の予測という、時間軸による分類・整理であると捉えること
3）　『提言書』5 頁。なお、2017 年 12 月に東京都の策定した『東京都 ICT 戦略』では、
「膨大かつ多様で複雑なデータのこと。スマートフォンを通じて個人が発する情報、
カーナビゲーションシステムの走行記録など、日々生成されるデータの集合を指し、
単に膨大なだけではなく、非定型でリアルタイムに増加・変化するという特徴があ
る」としている。
4）　『提言書』8 頁。たとえば、『東京都 ICT 戦略』では、「人間の脳が行っている知的
な作業をコンピュータで模倣したソフトウェアやシステム」としている。また、『提
言書』では、「人工的に造られた、知能を持つ実体」という中島秀之東京大学大学院
特任教授の見解を採用している。
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ができよう 5）。
　①「観察」というのは、犯罪が行われている現場で、警察等がアクセス可能
なデータベースに登録されている前科者や不審者の情報と照合するという形態
で用いられる場合をいう。これにより、警察官が、未知の被疑者を、既知の被
疑者として特定することができる。ニューヨーク市警察は、2012 年、マイク
ロソフトと提携して、「領域認識システム」（Domain Awareness System）を導
入した。これは、ネットワーク回線で接続された 3000 台以上の民間設置の街
頭カメラ（CCTV）、911 通報の通話録音、200 台以上の自動車の自動ナンバー
プレート読取装置などから、公共の安全に関するデータをリアルタイムで収集
し 6）、さらに、過去の犯罪報告書から収集したデータとあわせて、迅速な分析
を可能にするシステムである。これによって、警察は、車両の追跡や犯人の動
向を即座に判断することができるようになる 7）。
　②「捜査」は、まさしく、警察が直接に犯行現場を認識することなく犯罪が
発生した場合に、警察が犯人を特定するために行うものである。ビッグデータ
は、過去に生じた犯罪において、犯人性の特定のために用いられることが多い
と考えられる。その際には、顔写真等の生体認証用の大量のデータから、生体
認証のためのアルゴリズムを利用し、あるいは、登録自動車のデータベースか
らナンバープレート等の照合を瞬時に行うことによって、従来よりも格段に効
果の高い法執行等を期待することができる。その効果は、「観察」の場合と同
様、データベースに登録されたデータ量と、たとえば、生体認証データ、携帯
5）　A. G. Ferguson, Big Data and Predictive Reasonable Suspicion, 163 U. Pa. L. Rev. 
327, 377 （2015）.
6）　See Press Release, Microsoft, New York City Police Department and Microsoft 
Partner to Bring Real-Time Crime Prevention and Counterterrorism Technology 
Solution to Global Law Enforcement Agencies (Aug. 8, 2012), available at http://
news.microsoft.com/2012/08/08/new-york-city-police-department-and-microsoft-part-
ner-to-bring-real-time-crime-prevention-and-counterterrorism-technology-solution-to-
global-law-enforcement-agencies.
7）　Ferguson, supra note （5）, at 378.
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電話等の登録データ、自動車の登録データ、銀行口座のデータ等とのマッチン
グをスムーズに行いうるか、にかかっている 8）。
（3）　ビッグデータ・ポリシングと犯罪予測
　これに対して、③「予防」というのは、将来における犯罪の発生を予測し、
それによって得られる合理的な嫌疑に基づいてポリシングをするというもので
ある。これは、①「観察」や②「捜査」と異なり、現在でもなお「SF 物語」
であるという面もある。ただし、とりわけアメリカの警察は、かなり早い時期
からこういった試みに取り組んでおり、犯罪発生率の高い地域（「エリア」）の
予測や、また、犯罪等のトラブルを発生させる可能性の高い人物（「人」）を予
測するということも行おうとしている 9）。
　「エリア」に着目したビッグデータを利用した予測的ポリシングとして著名
なのが、2011 年 7 月にカリフォルニア州サンタクルーズ郡で開始されたプロ
ジェクトである。これは、過去の膨大な犯罪データから、一定のパターンを抽
出して発見し、車両や住居への不法目的侵入や車両窃盗などの財産犯罪が発生
しやすい場所と時間、すなわち、「ホットスポット」を割り出し、そこを重点
的に警備するというものである 10）。また、先に述べたニューヨーク市警察の「領
域認識システム」も、この予測という文脈でのポリシングに活用することがで
きるものである 11）。
　日本でも、冒頭に述べたように、平成 28 年 10 月に京都府警が「予測型犯
8）　Id, at 380-383.
9）　Id, at 383-384.
10）　E. Goode, Sending the Police Before There’s a Crime, N.Y. Times （Aug. 15, 2011）, 
available at https://www.nytimes.com/2011/08/16/us/16police.html. 山本龍彦「予測的
ポリシングと憲法─警察によるビッグデータ利用とデータマイニング」同『プラ
イバシーの権利を考える』（2017 年）100 頁以下。
11）　その他、シアトル市でもこの種の予測的ポリシングが行われているようである。
E. E. Joh, The New Surveillance Discretion: Automated Suspicion, Big Data, and 
Policing, 10 Harv. L. & Pol’y Rev. 15, 16 （2016）.
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罪防御システム」の運用を開始している。これは、過去 10 年間に京都府内で
発生した約 10 万件の事件情報を蓄積して、ひったくりや痴漢など数種類の犯
罪について傾向を分析し、時間・場所ごとの発生確率を色分けして示すことが
できるシステムである。これを活用して、窃盗事件の発生が見込まれる可能性
が高いと表示された駐車場をパトロールしていた警察官が、バイクを盗んだ男
を見つけ窃盗容疑で現行犯逮捕したという例がある旨も報じられている 12）。
　これに対して、「人」に着目した予測的ポリシングもある。これの実践例と
して挙げられるのが、シカゴ市警察の「支援告知システム」（Custom Notifica-
tion Program）である 13）。これは、警察が、様々な経験的データに基づいて、
暴力的犯罪の実行犯と被害者とを予測するアルゴリズムを適用し、予測された
対象者をまとめた「重点リスト」（heat list）を作成するというものである 14）。
そして、警察は、当該リストの掲載者を個別に訪問して、将来犯罪を行った場
合の結末について警告するとともに、その者が受けられる社会的サービスを告
知するという取り組みである 15）。まさに「人」の属性に着目したプロファイリ
ングであるが、いくつかの問題を抱えているようである 16）。
12）　2017 年 1 月 7 日付日本経済新聞夕刊報道。笹倉宏紀「AI と刑事法」山本龍彦編
著『AI と憲法』（2018 年）421 頁。
13）　山本・前掲注（10）論文 102 頁以下、および山本龍彦「ビッグデータ社会とプ
ロファイリング」山本・前掲注（10）書 261 頁以下。
14）　J. Gorner, Chicago police use ‘heat list’ as strategy to prevent violence, available 
at http://www.chicagotribune.com/news/ct-xpm-2013-08-21-ct-met-heat-list-20130821-
story.html.
15）　A. Rieke, D. Robinson and H. Yu （Robinson + Yu）, Civil Rights, Big Data, and 
Our Algorithmic Future, 18 （2014）, available at https://centerformediajustice.org/wp-
content/uploads/2014/10/Civil-Rights_Big-Data_Our-Future.pdf.
16）　山本・前掲注（10）論文 103 頁以下。また、合衆国憲法修正 4 条との関係でも、
いくつかの論点を生じさせるものである。Ferguson, supra note （5）, at 387.
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2　ビッグデータ・ポリシングはどのような影響を及ぼすか
　ビッグデータ・ポリシングについては、まだ現実の取り組みがなされるよう
になって日も浅く、また ICT 技術や AI 解析がまさに長足の進歩を遂げている
なか、その評価をすること自体、一定程度の困難さを伴うものであることは否
定できない。しかしながら、それでも、その利点と問題点について、一定の指
摘をすることはできよう。以下で、それを簡単に概観することにしたい。
（１）　利点として考えられる事項
　まず、ビッグデータ・ポリシングの利点としてあげられるのが、ⓐポリシン
グの精度の向上や効率化である。ビッグデータに基づく AI 解析やプロファイ
リングにより、より正確な情報に基づく合理的な嫌疑がもたらされるのであれ
ば、警察としても、当該犯罪等と無関係な人に対して接触することなく、実際
の犯人等をより的確に対象とした法執行を行うことが可能になる 17）。また、犯
罪抑止や犯人検挙にとって効果の高い地域、時間帯でのパトロールをすること
ができることはもちろん、群衆警備等にあたる場合には、過去の実績や SNS
等での情報のリアルタイムな分析を基に、人出数や人流の方向をあらかじめ正
確に予測することができるのであれば、より効率的で効果の高い警備人員の配
置や対応を行うことができることになろう。
　また、ファーガソンは、ⓑ法執行におけるアカウンタビリティーの確保にも
資することになるという興味深い指摘をする 18）。たしかに、現状において、ビ
ッグデータに基づく AI 解析の信頼性については、なお評価が固まっているわ
けではない。しかしながら、従来の法執行官の、いわば経験や「勘」に頼った
法執行 19）では、なぜ、当該対象者を不審者として職務質問の対象としたのか、
あるいは捜査の対象にしたのか、それについての記録が残されていないことも
17）　Ferguson, supra note （5）, at 389-391.
18）　Id, at 393.
19）　『提言書』15 頁参照。
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多い。しかしながら、ビッグデータ解析や、それに基づく AI 解析に基づいて
警察活動を行った場合、たとえば、なぜ、その時間にその地域を集中的に巡回
したのか、なぜ、その人に対して職務質問を行ったのか、についてログを残す
ことにより、説明のための「証拠書類」（documentation）を残すことができる。
ファーガソンは、こういった記録が残ることで、警察が停止を求める対象者を
限定するだけでなく、警察官の抱いた嫌疑に関して裁判官が事後的に評価する
ことが著しく容易になるという潜在的効果が存在することも指摘する。また、
こういった記録が、将来の法執行の改善のための素材となるというメリットも
指摘する 20）。
　さらに、ⓒいわゆるデータマイニングにより、人の手では予測できない事象
やパターンを発見し、従来では予防することができなかった犯罪を予防したり、
検挙できなかった犯人を検挙することができる、というメリットも、当然のこ
とながら考えられる 21）。
（2）　考えうる問題点
　だが、現時点で多くの論者が懸念するように、ビッグデータ・ポリシングに
関しては、いくつかの問題点を考えることもできる。もっとも容易に指摘でき
るのが、特定対象者、あるいは地域コミュニティーの構成者、さらには国民一
般のプライバシーの利益に対する影響である。そして、それは、ビッグデー
タ・ポリシングの前提となる AI 等の解析が正確であるがゆえに、新たに及ぼ
されることになる影響と、それが不正確であるがゆえに、新たに及ぼされるこ
とになる影響とを考えることできる。ここでは、後者の問題について、若干の
検討をすることにしたい。
　ポリシングの前提となる AI 等の解析結果が不正確である場合、それは、①
AI 解析の前提となるデータが不正確である場合と、②データは正確であるが、
20）　Ferguson, supra, note （5）, at 393.
21）　Id, at 395-397.
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解析結果がいわば「偽陽性」という形で不正確な帰結を導く場合とがあると思
われる。
　①データの正確性に問題があれば、AI 等の解析結果が適切なものたりえな
いことは、容易に想像できよう。ただし、これはビッグデータという文脈に限
られた問題ではない。わが国においても、一定の事象のデータ登録や、犯歴等
に関するデータベースに基づく警察活動や犯罪捜査が、以前から運用されてき
ている。そして、それへの誤登録により被害が生じ、それへの法的対応のあり
方が争点とされた事例もある。
　Ｇ県警察が、原告使用の自動車を誤って盗難車両たる手配車両であるとして
Ｎシステムに誤って登録し、そのため、誤って登録した同日中に合計 4 回にわ
たり、原告が職務質問を受けたという事案について、東京地判平成 21 年 2 月
17 日（判時 2052 号 53 頁）は、最初の職務質問の後、その後 9 時間近くの間、
当該登録を解除しなかったことについて、当該県警による過失による不法行為
に該当するものと認めた。そして、原告に対して行われた職務質問の回数や態
様等から、Ｇ県に対して、国家賠償法 1 条 1 項に基づき、原告の被った精神
的損害として 10 万円の損害賠償を認めている。
　また、大阪地判平成 22 年 6 月 10 日（判タ 1341 号 60 頁）は、原告が、警
察庁が管理する犯歴情報データベースに原告に関する誤った犯歴が 16 年間登
録され，それを利用されてたびたび捜査，起訴，裁判を受けたことにより精神
的苦痛を受けたとして、国家賠償責任を求めたという事案である。大阪地裁は、
犯歴情報の管理は，警察庁の通達に基づき、警察庁の職務として行われている
行政事務であることから、犯歴情報を誤ってデータベースに登録した府警職員
の過失行為は、警察庁職員の職務上の過失による違法行為と評価されるとして、
やはり国家賠償法 1 条 1 項に基づき、国に対し、慰謝料等計 1 万 2000 円の国
家賠償責任を認めた。
　このように、プライバシーの利益等に対する、データベースへの誤登録等に
起因する不利益な帰結や、場合によっては、誤登録そのものについて、法的責
任が生ずる場合はありうる。これは、ビッグデータ・ポリシングの場合におい
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ても、基本部分において、同様の判断が妥当することになろう。
　だが、ビッグデータに基づく AI 解析やプロファイリングの場合、前提とな
るデータが正確であったとしても、②解析結果の偽陽性という問題がなお生じ
うるという特徴がある。すなわち、すぐ後にも述べるように、とりわけ、プロ
ファイリングに基づく予測は、いわば確率の判断でしかない。確率の判断であ
る以上、その予測が当たることもあれば外れることもあるわけである。このこ
と自体は、取り立てて改めて問題とすべきことではない。しかしながら、人の
手によるデータ収集、解析、プロファイリングに比較して、ビッグデータに基
づくそれらは、「そのもっともらしいアルゴリズム」ゆえに、質的に異なる信
頼感を醸し出すことになる。このようなリスクは、捜査という文脈において、
結果的に誤っていた科学的証拠に基づいて「事実」を構成してしまい、誤った
有罪判決に至ってしまう等の事例がしばしば生じてきたことによって裏付けら
れることは、改めて指摘するまでもない 22）。
3　ビッグデータ・ポリシングに関する法的課題
　ビッグデータ・ポリシングは、以上にみたような利点と課題とを抱えたもの
といえようが、今後、その利活用に向けた流れが止まることは、おそらくない
であろう。それでは、ビッグデータ・ポリシングについて、それを、法的にど
のように位置づけ、どのような法的対応を考えるべきであろうか。
　そこで、必ずしも体系的に整理されたものではないが、現時点で考えられう
るいくつかの論点について、若干の検討を加えることにしたい。
22）　古くは、昭和 24 年に発生した弘前大学教授夫人殺人事件（仙台高判昭和 52 年 2
月 15 日高刑集 30 巻 1 号 28 頁）、比較的近年では、平成 2 年に発生した足利事件
（東京高決平成 21 年 6 月 23 日判時 2057 号 168 頁、宇都宮地判平成 22 年 3 月 26 日
判時 2084 号 157 頁）などがその代表例といえるであろう。また、不鮮明な防犯カ
メラ映像に基づいて犯人を誤認した例として、金沢地判平成 22 年 9 月 1 日（判例集
未登載）がある。
都法 59 巻 2 号（2019 年 1 月） 55
（１）　プライバシー等への影響という視点
　ビッグデータの活用については、当該情報の個人情報性という点に着目すれ
ば、①個人識別可能な情報の大量・迅速・一括的処理という利用、②個人識別
性はないが、なお特定個人との対応関係のある情報の大量・迅速・一括的処理
という利用、③個人識別性も特定個人との対応関係も認められない情報の大
量・迅速・一括的処理という利用という形で、それぞれのレベルでの利用が考
えられる。現実には、その目的に応じた利用形態での利用がなされることにな
る。個人情報保護法の観点からすれば、①での利用については、個人情報保護
法上の各種の原則的な規制がなされることになり（同法 15 条以下。行政機関
の場合は行政機関個人情報保護法 3 条以下）、②については、個人情報ではな
く、匿名加工情報（非識別加工情報）としての諸規制（同法 36 条以下。行政
機関の場合は行政機関個人情報保護法 44 条の 2 以下）に基づく利用が認めら
れ、③については、直接の規制対象ではないことになるのは、改めて述べるま
でもない 23）。
　だが、ビッグデータの活用に関する法的問題は、以上に尽きるわけではない。
たとえば、特定の犯罪現象に関する大量観察に基づくビッグデータの収集およ
び AI による解析をしたところ、「50 歳前後の細面の男性が、Ａ地区で、毎週
末金曜日の夜 10 時から翌日 2 時にかけて、放火を企てて町中を徘徊する可能
性が高い」という分析結果が出たとしよう。こうやって導き出された情報自体
は、「生存する個人に関する情報」ではないため、いかなる意味においても個
人情報保護法との関係性は生じえない。だが、そのような情報に基づいた警ら
活動がなされる場合、当該情報に該当する、ないしは該当すると思われる者は、
職務質問やそれに付随する所持品検査を集中的に受ける可能性が生ずる。
　職務質問などについては、警察官職務執行法 2 条の定める「異常な挙動その
他周囲の事情から合理的に判断して何らかの犯罪を犯し、若しくは犯そうとし
23）　拙稿「街頭設置カメラ映像の商用利用に関する一考察」法学会雑誌 58 巻 2 号
（2018 年）119 頁以下参照。
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ていると疑うに足りる相当な理由のある者」に該当するのであれば、適法に行
うことができる。そして、「異常な挙動その他周囲の事情」に基づく合理的な
判断の内実については、時代状況などによっても変化するものではある。した
がって、ビッグデータの AI 解析等に基づく判断が、ここにいう「合理的な判
断」といえるかが、法的に第一義的な問題であることになる。
（2）　「自動化されたプロファイリング」
　以上からも示唆されるように、ビッグデータの利活用の可否・許否について
は、結局のところ、「個人情報であるか否か」ではなく、「当該個人に影響を及
ぼすか否か」という視点が重要であることになる。そして、このことは、ビッ
グデータの利活用の文脈を問わず、ほぼ共通した理解となっている 24）。その場
合、もっとも顕著な問題として語られるのが、いわゆるビッグデータ分析によ
るプロファイリングとその法的規制である。
　2016 年に採択された EU 一般データ保護規則（GDPR）では、プロファイリ
ング規制についても関心が持たれており、それに関する規定が置かれている 25）。
同規則 21 条 1 項は、「データ主体は、自己の特別な状況と関連する根拠に基
づき、第 6 条第 1 項（e）又は（f）〔データの取扱いが公共の利益や管理者に
与えられた公的権限の行使等のため、または不可欠な正当な利益の目的のため
に必要な場合──著者注〕 に基づいて行われる自己と関係する個人データの取
扱いに対し、それらの条項に基づくプロファイリングの場合を含め、いつでも、
異議を述べる権利を有する」旨を規定し、プロファイリングを含むデータ処理
に対する異議申立権の行使を、データ主体に認めている。また、同規則 22 条
24）　文献は枚挙に暇がないが、たとえば、岩下直行「ビッグデータとプライバシー侵
害リスク」金融財政事情 63 巻 29 号（2012 年）46 頁、小向太郎「IT 分野における
2 つの課題～ビッグデータの活用・サイバー攻撃対策～」ビジネス法務 13 巻 7 号
（2013 年）49 頁（（4）今後の課題）、山本龍彦「インターネット時代の個人情報保
護─個人情報の『定義』とプロファイリングを中心に」山本・前掲注（10）書
127 頁など参照
25）　GDPR の訳は、個人情報保護委員会の仮訳による。
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1 項は、「データ主体は、当該データ主体に関する法的効果を発生させる、又は、
当該データ主体に対して同様の重大な影響を及ぼすプロファイリングを含むも
っぱら自動化された取扱いに基づいた決定の対象とされない権利を有する」旨
を規定し、プロファイリングに対する拒否権を認めている。
　ビッグデータの利活用には、大量の情報を蓄積して分析し、それによってあ
る一定の人物像を勝手に形成し、評価するという要因があり、それは当該個人
の利益にとっての脅威を伴うことになる 26）。EU では、これをかなり早い段階か
ら問題視し、GDPR の成立過程では、透明性とデータ主体のコントロールを高
めるとの観点から、プロファイリングに伴うリスクを低減させる必要性が指摘
され、先に述べたような規定が設けられたのである 27）。
　特に、人に焦点をあてたビッグデータ・ポリシングでは、犯罪捜査という文
脈においても、犯罪予測に基づく警戒警備等の文脈においても、この問題が正
面からかかわることになることは改めて述べるまでもない。とりわけ、アメリ
カや EU では、プロファイリングは、差別・偏見の温床になりやすいとして、
そういった観点からの問題性が強調されている。
　だが、GDPR においても、プロファイリングそれ自体が全面的に禁止されて
いるわけではない。また、現実の犯罪捜査において、犯罪発生後にただちに犯
人の特定に結びつく証拠や情報が十分に得られない場合、プロファイリングと
いう手法により犯人像を描き出すという捜査手法は、これまでも一般的に用い
られてきている。過去の知見をも踏まえた捜査の実施は、合理性のあるもので
もある。そうだとすると、情報の収集、整理、分析、活用が、人の手で行われ
てきたのが、AI により行われるようになり、その前提として、取り扱われる
情報の量が異なっているだけであるという理解も、一応は可能になる。それは、
すなわち、AI を利用した自動化されたプロファイリングやそれに基づくポリ
シングは、それ自体がただちに禁止されるべきものではないことを意味するも
26）　石井夏生利『新版個人情報保護法の現在と未来─世界的潮流と日本の将来像』
（2017 年）125 頁参照。
27）　宮下紘『EU 一般データ保護規則』（2018 年）122 頁以下。
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のとなる。そうであれば、より重要なのは、それが濫用や悪用されることなく、
適切な範囲に限定され、個人の自由に対する過度な制約とならないレベル感の
見極めと、それを担保する仕組みの構築であることになる 28）。
（3）　法的根拠と法的規制の基本的観点
　ただし、ビッグデータ分析の活用によって新たにもたらさせる現実的な効果、
帰結の評価は、現時点では、相対的に困難であるといわざるをえない。
　すなわち、ビッグデータ分析による解析結果の信頼性に関する評価について、
現時点では、そこでの一義的な尺度基準が定まっているわけではない 29）。また、
この種の解析結果に求められる信頼性の程度そのものについても、一致した基
準がただちに導き出されるわけでもない。そもそも、人の手によるプロファイ
リングも、確率的判断である以上、当然のことならが、その解析結果と真実と
が齟齬するという意味での「誤り」は存在しうる。むしろ、完全に一致するこ
とはありえない手法と位置づけられるものであろう。したがって、AI による
プロファイリングであっても、予測が外れる可能性、すなわち「誤り」の可能
性が伴うことを認識したうえで、どの程度の誤りを甘受すべきかの問題に帰着
するにすぎないとする指摘もある 30）。
　行政警察活動である警ら活動、職務質問等の段階から有罪判決に至るまで、
一連の刑事手続では、一定の誤りが発生しうることを前提としている 31）。もち
ろん、それを可能な限り除去しなければならないことは、改めていうまでもな
いことではある。
　ビッグデータ・ポリシングの活用の是非にあたっては、生ずることが不可避
な「誤り」をどの程度生じさせうるものなのかが、まず第 1 に問われることに
なろう。これには 2 つの方向を考えることができる。AI 解析の結果、不審者
28）　笹倉・前掲注（12）論文 424 頁。
29）　なお、山本龍彦「AI と憲法問題」山本編著・前掲注（12）書 23 頁参照。
30）　笹倉・前掲注（12）論文 427 頁。
31）　池田修＝前田雅英『刑事訴訟法講義〔第 6 版〕』（2018 年）4 頁以下など。
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ないしは捜査対象適格者であると判断される者が拡大するような場合、そこで
はじめて対象として選定された者にとって、それが著しい不利益であることは
論を俟たない。だが、すでに示唆したところであるが、AI 解析により、そこ
まで対象を拡げることによって、真犯人が職務質問や捜査の俎上に上がるので
あれば、その反面で、より多くの無関係の者が、行動確認等の対象とされるこ
とを回避できたという評価も可能となる。それゆえ、「AI によるプロファイリ
ングが権利侵害を拡大するか縮小するかは一概には言えない」ところがある 32）。
　また、それと裏腹の関係に立つ観点として、解析の対象者のプライバシーを
はじめとする利益への影響の程度の判断が、求められることになろう。すなわ
ち、一般論としていえば、従来から論じられている「強制処分にあたるか任意
処分にとどまるか」という枠組みにのっとった判断がなされることになる。す
なわち、ビッグデータ・ポリシングの及ぼす影響が任意処分にとどまる範囲内
であれば、それぞれの場面ごとの従来の法的解釈論をベースにした解釈がなさ
れるべきことになる。
　周知のように、捜査における強制処分の意義について、最決昭和 51 年 3 月
16 日（刑集 30 巻 2 号 187 頁）が、「個人の意思を制圧し、身体、住居、財産
等に制約を加えて強制的に捜査目的を実現する行為など、特別の根拠規定がな
ければ許容することが相当でない手段」であるとの判断を、また、最大判平成
29 年 3 月 15 日（刑集 71 巻 3 号 13 頁）は、対象者の所持品に GPS 端末を密
かに装着して行う GPS 捜査について、「個人のプライバシーの侵害を可能とす
る機器をその所持品に秘かに装着することによって，合理的に推認される個人
の意思に反してその私的領域に侵入する捜査手法である GPS 捜査は，個人の
意思を制圧して憲法の保障する重要な法的利益を侵害するものとして，刑訴法
上，特別の根拠規定がなければ許容されない強制の処分に当たる」との判断を
示している。このような考え方は、必ずしも捜査にはあたらない所持品検査等
の、いわゆる行政警察活動であっても、同様に妥当するものと考えられてい
32）　笹倉・前掲注（12）論文 428 頁。
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る 33）。そして、個人に対して、このような強制処分にあたるような影響を及ぼ
す形態で行われるビッグデータ・ポリシングがあるのだとすれば、それは、お
そらく現行法で許容される枠組みを想定することは困難であり、実施の必要性
があるのであれば、立法による解決を図るほかはないことになる。
　これに対して、任意処分のそれにとどまるのであれば、それは警察等の捜査
機関の判断によって行われることになる。従来からなされている、犯罪の予
防・鎮圧や交通取締等（警察法 2 条）、さらには職務質問等（警察官職務執行
法 2 条）の行政警察活動の枠内で、あるいは、犯罪があると思料したときに行
う捜査（刑事訴訟法 189 条等）という司法警察活動の枠内で、ビッグデータ・
ポリシングが行われることになる。その許容性判断は、一方で、それを行う必
要性、他方で、対象者等に対する被侵害利益の程度とを比較衡量する、いわゆ
る警察比例の原則や捜査比例の原則に基づいて行われることになる 34）。さらに、
AI 解析等に用いるビッグデータに個人識別性が認められる場合、行政機関個
人情報保護法の枠内での扱いが求められることになる。そうであるならば、こ
れらは、いずれも、従来の法的判断の枠組みそれ自体に、本質的変革を迫るも
のではない。
（4）　「鑑定類似のもの」としてのビッグデータ・AI 解析の利用
　しかしながら、基本的には、比例原則に従って妥当性が判断されうる旨の整
理ができるにせよ、それはただちに、ビッグデータ・ポリシングについても、
従来と同等の価値基準が妥当することを意味するわけではない。警察比例の原
則、捜査比例の原則での比較衡量の具体的内実として、ビッグデータ・ポリシ
ング、AI 解析やプロファイリングの許容性が、新たに判断されることになる。
まさに、その内実が問われることになるのである。
33）　最大判昭和 47 年 11 月 22 日刑集 26 巻 9 号 554 頁、最決昭和 53 年 6 月 20 日刑
集 32 巻 4 号 670 頁など参照。
34）　さしあたり、前田雅英＝星周一郎『刑事訴訟法判例ノート〔第 2 版〕』（2014 年）
3 頁および 27 頁など参照。
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　この点で、「人の判断と AI の判断のどちらが優越するか、あるいは、優越さ
せるべきか」といった二項対立的な思考がなされることもままある。たしかに、
AI による判断が、人の判断能力では到底処理できないような高度な判断を行
い、新たな知見をもたらすような場合、AI の判断が優越する、ないしは AI の
判断に最終決定権を持たせることは、十分に考えられることである。
　しかしながら、少なくとも、現行の（広義の）刑事司法に関する限り、処罰
される対象者も、処罰を決定する者も「人」であると考えるべきである。それ
は、一般に法益保護をその重要な機能の 1 つとする現行刑事法において、人以
外の動物が、刑法の保護する法益を侵害したとしても、その動物を処罰の対象
としないこととのアナロジーで考えることができよう。AI が「人工知能」で
あるといっても、それは、あくまでも「思考・判断のアルゴリズム」であって
「人」と同じ次元の存在であるわけではない。また、刑事司法自体、最終的に
は裁判官という人によって司られるシステムであることも論を俟たない。その
レベルにおいて比較の対象として適切さを欠くかもしれないが、裁判において、
量刑データベースを用いて、量刑判断に関する手がかりを得るという実務が行
われていることを想起すべきである。そこでは、最終的には、量刑データベー
スが量刑を決めているわけではなく、それを参照しつつも、裁判官（裁判員裁
判では裁判員も）が、量刑判断に責任をもってあたっている。それと同様に、
ビッグデータ・ポリシングにおいても、AI の解析結果を用いるにせよ、最終
的にそれを実施しているのは法執行官であると考えるべきであり、その間に、
本質的な相違はないはずである。
　それなのに、ビッグデータ・ポリシングや AI 解析が、時には、あたかも、
従来の警察活動等と根本的に異なった枠組みをもたらすかのように論じられる
ことがあるのは、なぜなのであろうか。その原因の 1 つは、ビッグデータを用
いた AI 解析による帰結が、従来の人間の判断による帰結と、質的に相違する
もののような印象を強く与えがちであるからであろう。たしかに、データマイ
ニングにせよ、その他のビッグデータ解析にせよ、従来のわれわれの判断では
判別しえなかった事象が可視化され、それによって、従来は解決しえなかった
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課題が解決されるのであれば、そこには質的に相違する判断があるとする見解
は、あながち誤りであるともいいえない。
　だが、刑事司法の領域において、刑事司法に携わる通常の者が判断しえない
事項が発生した場合には、その判断を、それを判断しうる専門性をもった者の
判断にゆだねる、という運用は、以前から当然のようになされてきた。特別の
知識経験を持つ者だけが認識しうる法則または事実、または事実に当該法則を
当てはめた結論の供述、すなわち鑑定である。その限りで、刑事司法の判断者
は、当該判断を鑑定人という他者に委ねているとの評価が可能である。とりわ
け、ビッグデータ分析や AI による解析結果に基づいてなされる予測的ポリシ
ングも、いわば、一種の「鑑定に基づく判断」と位置づけることができるよう
にも思われる。
　そうだとすれば、「人による判断と AI による判断、どちらが優越するのか」
という問いに対する解答も、自ずと導き出されることになろう。周知のように、
刑法 39 条の定める責任能力の有無に関する精神鑑定に関して、最高裁は、「被
告人の精神状態が刑法 39 条にいう心神喪失又は心神耗弱に該当するかどうか
は法律判断であるから専ら裁判所の判断に委ねられている」とし、鑑定書のど
の部分を採用するか、また、鑑定書以外の、記録によって認められる関連事実
などの総合的な見地に基づき、法的判断として責任能力の有無について判断を
下すべきものとしている 35）。
　AI による解析結果も、これと同様に考えることができるであろう。すでに
みたように、ビッグデータ・ポリシングを、法執行のどの場面で、どのように
使うかは、決して一様ではない。そして、ビッグデータ・ポリシングや AI 解
析の結果が、使う場面、使う文脈によっては、有力な手がかりとなりうる、と
いうのもその通りであろう。だが、どういった場合に有力な手がかりとなるの
35）　最決昭和 59 年 7 月 3 日（刑集 38 巻 3 号 2873 頁）など。なお、責任能力判断と
精神鑑定との関係について論じた文献はきわめて多いが、さしあたり、拙稿「裁判
員裁判時代における責任判断の所在」信州大学経法論集 1 号（2017 年）80 頁以下、
および、そこに引用の文献を参照。
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かも、結局は、最終的に法執行にあたる人による判断である。
　そのような意味において、AI の判断能力が人と同等、ないしはそれを上回
る場合には、AI の判断に依拠することを否定する理由はなく、AI による判断
が誤っている可能性も皆無ではないが、それは、AI と人の判断がいずれが正
しいかではなく、AI の判断に対して異議を申し立てることができるか、その
異議を考慮した上で再判定を受ける機会が与えられているか、その判定は誰が
担うべきかという問題とみるべきであり、結局のところ、「AI の判断を AI 以
外の主体（さしあたりは人しかない）が覆せる仕組みを用意しておくこと」の
重要性を強調する指摘は、きわめて示唆的である 36）。
　ポリシングは、法執行官が行い、またそれを事後的に審査する裁判官を含め
て、人に責任の所在があるものである。そうである以上、AI が最終的な責任
を負う形態というのは、現時点では、少なくともポリシングの文脈では考えら
れない、というべきであろう。
4　ビッグデータ・ポリシングをめぐる今後の議論の方向性 
─結びに代えて
　改めて述べるまでもなく、現在、ビッグデータの利用、それに基づく AI 解
析の活用と法的な対応のあり方に関する議論が盛んになりつつある。それは、
そのようなビッグデータ・AI 活用の時代が到来することを見越した現象であ
って、当然展開されてしかるべきものである。他方で、その内実をみると、現
時点では、AI を活用した「驚きの事例」のいくつかを紹介し、それがもたら
すメリットを認識しつつも、生ずることが予測される消極的影響や、従来の法
36）　笹倉・前掲注（28）論文 434 頁以下。なお、本稿執筆時点で、政府の「人間中
心の AI 社会原則検討会議」において AI の基本７原則が提案され、その第６原則と
して「AI の利用によって差別があってはならない。AI の動作について可能な限り説
明責任を果たす」とする「公平性、説明責任、透明性の原則」がうたわれている。
2018 年 12 月８日付毎日新聞報道。
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的価値判断との整合性とに重大な疑念が生じうることを指摘し、AI 活用の抑
制をも含めた、慎重な議論の必要性を強調する立論が多いように思われる。
　たしかに、従来は SF の世界の話でしかなく、現実世界では未知の部分も多
い現象を法的に論ずる場合、ともすればディストピアとしての議論の展開は、
現実感の乏しい中、イメージ的にわかりやすいものであり、その内実としても、
好奇心を引きつける興味深い議論につながりやすい。たとえば、20 世紀末か
ら 21 世紀初頭にかけての街頭防犯カメラの黎明期から普及期において、「ビ
ッグ・ブラザー」のイメージに訴えない議論がみられることは、むしろ、稀な
状態という状況すら生じていた 37）。その際には、「ハイテク」な法執行手段・サ
ーベイランス手段に依拠する新世代の警察をイメージし、街頭防犯カメラのサ
ーベイランスへの利用が加速する状況を、より侵害的で権威主義的なテクノ・
ポリシング（techno-policing）への移行を表すものと捉えようとし、その際に
は、サーベイランス・テクノロジーが一人歩きし、それ自体のものとして、人
のコントロールを外れる危険が常にあるとするテーマに、一貫して彩られてい
た 38）。しかし、現実には、そのような状況が現時点で生じているようには思わ
れない。むしろ、街頭防犯カメラは、防犯効果への期待のみならず、捜査支援
ツール、立証ツールとしても必要不可欠なものとして位置づけられ、社会一般
の支持を得られる存在となった 39）。
　そして、ビッグデータや AI 解析のポリシングへの活用についても、現時点
37）　B. J. Goold, CCTV And Policing: Public Area Surveillance And Police Practice In 
Britain 5 （2004）.
38）　拙著『防犯カメラと刑事手続』（2012 年）43 頁。
39）　拙稿「防犯カメラ・ドライブレコーダー等による撮影の許容性と犯罪捜査・刑事
司法における適法性の判断」警察学論集 70 巻 11 号（2017 年）46 頁以下参照。現
在では、街頭設置カメラは、刑事司法における主要なツールであるにとどまらず、
「人手不足社会」への対応として、いわば切り札である無人化、自動化のための主要
なアイテムにすらなっており、そのことを踏まえた議論が必要とされる状況に至っ
ているといえよう。拙稿「人手不足と情報保護法制とプライバシー」Business Law 
Journal 10 巻 11 号（2018 年）1 頁参照。
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では、前述の街頭防犯カメラ普及期と、ある種類似した議論が展開されている
ようにも思われる。もちろん、ビッグデータや AI 解析のもたらす影響は、こ
れまでの様々な技術革新が社会に対してもたらしてきたそれの中でも、きわめ
て重大なものであるといえよう。それゆえ、それが悪用・濫用された場合の弊
害も、従来のそれとは質的に異なるものとなる、とする警戒感に基づいた議論
を展開する必要性は、一方では、間違いなく存するといえる。
　ただし、他方で、従来型の人の手によるポリシングが、はるかに小さな情報
総量に基づく判断枠組みのなかで、常に説明可能な合理性をもったものであっ
たかというと、決してそうではない。繰り返しになるが、犯罪の事前抑止や犯
人の早期検挙を目的とした従来型のポリシングの象徴ともいうべき職務質問の
要件である、「異常な挙動その他周囲の事情から合理的に判断して何らかの犯
罪を犯し、若しくは犯そうとしていると疑うに足りる相当な理由のある者又は
既に行われた犯罪について、若しくは犯罪が行われようとしていることについ
て知つていると認められる者」（警察官職務執行法 2 条 1 項）というのは、か
なり幅を持った、しかもその場にたまたま居合わせた法執行官の人的決断に依
拠する判断であった。ビッグデータ・ポリシングは、この判断をより合理化し、
また結果として、当該職務質問が「空振り」に終わった際の事後的検証も行い
やすくなり、合理性や精度の向上に資するという面があることは否定できない。
　さらに、これもすでに述べたところであるが、交通事象におけるより効果的
な安全対策の予測であるとか、警備事象における人出予測や不審行動検知など
は、プライバシーに対する一定程度の影響は否定できないものの、それを任意
処分の範囲にとどまるような形態で用いるのであれば、警察の限られた人的・
物的リソースを最大限に活用し、国民一般の生活上の安全・安心の確保にとっ
て、非常に有益な対応の枠組みを構築する可能性を有するものである。
　このように、ビッグデータ・ポリシングは、適正な使い方をすれば、多大な
メリットをもたらすものである。デメリットを意識しつつも、いたずらに消極
面だけを強調するのではなく、その積極面と、それを確保するための実効的な
方策のあり方についての議論も同時に進めないと、かえって、その活用が水面
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下に隠れ、技術革新の現実社会への適用について、既成事実のみが先行してし
まうという「野放し」状態を生じさせてしまう危険性もある。まさしく、「過
ぎたるは及ばざるがごとし」なのである。
　そして、最終的にこのような取り組みに関する法的な許容性の判断にとって
もっとも重要なのは、このようなビッグデータ・ポリシングに対して社会一般
の許容が得られるか、という観点であろう。すでにいくつかの別稿で論じてい
るところであるので、ここでは詳細は述べないが、新たな技術を導入したシス
テムについては、当該システム利用者による、関連法規がある場合のその遵守
と、アカウンタビリティーを中心とした社会一般に対する「透明性」がいかに
確保されているかが、まず重要になる 40）。それによって、社会一般の側におい
て、当該システムが及ぼすプライバシー等の利益に対する影響の程度が把握で
き、それが許容される程度にとどまっているかどうか、社会的な（黙示的なも
のであれ）合意形成がなされていくことになる。他方で、そのシステムを利活
用することによって、どのような利益をどの程度、社会一般が享受できるのか、
その受益性の観点に基づいて当該システムに対する許容度が決定され、「許容
範囲にとどまるプライバシーへの影響」なのか「許容されない不当なプライバ
シー侵害」であるのかが判断されることになる 41）。
　結局のところ、ビッグデータ・ポリシングに関する法的な議論のあり方とし
ては、消極面と積極面の両面に目配せをしつつ、常に変化するものでもある社
会的許容性の得られる最大公約数を見いだすためのバランスのとれた議論を、
今後の技術的進展や社会状況などの変化も踏まえつつ、不断に展開していく必
要があるということになる点に帰着する 42）。
40）　Joh, supra note （11）, at 40-42.
41）　拙稿・前掲注（23）論文 133 頁以下、拙稿「捜査におけるカメラ画像の活用と
課題」警察政策学会管理運用研究部会『警察におけるカメラ画像の活用と課題（警
察政策学会資料 100 号）』（2018 年）14 頁以下。
42）　なお、アメリカにおいては、ビッグデータ・ポリシングに関する法的課題を論ず
る場合にもっとも主要な課題としてまず挙げられるのが、合衆国憲法修正 4 条（「不
合理な捜索および押収または抑留に対し、身体、家屋、書類および所有物の安全を
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［付記］
　本稿は、科学研究費助成事業（基盤研究（C））「技術の高度化等に伴う街頭
防犯カメラの新たな利用と法的規制のあり方の検討」（研究課題番号：
26380095）による研究成果の一部である。
保障されるという人民の権利は、破られてはならない；　令状は、宣誓または確約
によって根拠づけられた・相当な理由に基づいてのみ発せられるべきであり、かつ、
捜索されるべき場所および抑留されるべき人または押収されるべき物件を特定して
示しているものでなければならない」─訳は、田中英夫編『BASIC 英米法辞典』
（1993 年）による）との関係である。ファーガソンは、ビッグデータの発生は序章
（opening）に過ぎず、社会における技術的能力の向上に応じて、法も同じように展
開しなければならないのであって、修正 4 条法理に基づく、現在のスモールデータ
的な合理的な疑いの基準（reasonable suspicion standard）は、ビッグデータの時代
には生き残りえないのであるから、まったく新しい法的基準の採用が必要であると
指摘する。Ferguson, supra note （5）, at 410. アメリカでの議論については、他日に
論ずる機会を得たい。
