Abstract-In this paper, we introduce an architecture for performing a recursive pipeline algorithm for use in optimizing the performance of the multiplicative inverse operations in Galois Field GF(2 k ). The latter is extensively used in performing the S-Box byte-Substitution in the AES cryptosystem. Using composite fields the operations are recursively decomposed into lower level ones which are mapped into pipelines. Thus, several gate reductions will be obtained and gate sharing. Eventually, this enhances the performance of computing the multiplicative inverse.
I. INTRODUCTION
Finite fields play an important role in digital communication applications. These include the Advanced Encryption Standard (AES) cryptosystem and error correction codes. Performance enhancement of finite field operations, such as addition, multiplication, square and multiplicative inverse has been attempted by a number of researchers in the form of optimized VLSI implementations [1] - [4] . The attempted enhancements cover on-the-chip space cost, time delay and power consumption.
The AES is a symmetric-key block cipher algorithm used to encrypt/decrypt sensitive data worldwide. According to the AES data to be encrypted is divided into equally sized blocks each is called a state. The algorithm performs a series of mathematical operations on each state based on the Substitution-Permutation Network principle to produce a cipher text. The algorithm starts with an initial step in which it adds the round key to the state. After that, the state is entered into a loop consisting of four repeated operations: sub-byte, shift-row, mix-column, and add round key. This is followed by a final iteration that excludes the mix-column operation. Among the four loop operations, the byte substitution operation is performed using the S-Box. The S-Box performs a non-linear transformation on data by replacing each individual byte by a different byte. The main purpose of the byte substitution is to bring confusion to the data to be encrypted. The replacement bytes can be obtained on the fly by determining the multiplicative inverse of a given state in finite field GF(2 8 ) followed by an affine transformation in GF (2 There are several approaches to compute the multiplicative inverse. One possible approach is to use the Euclid's algorithm over the fields GF(2) and GF(2 m ) [5] - [7] . The use of the normal bases in performing the multiplicative inverse operation is shown in [8] - [10] . The main advantage is the reduction of the square operation into a permutation of the binary representation. The main drawback is the complexity of the VLSI implementation. Other possible approaches to deal with multiplicative inverse include using elliptic curve technique [4] and using polynomial bases [1] - [3] , [11] , [9] . The main advantage of such approaches is their suitability to VLSI architecture.
One interesting approach for multiplicative inverse plays a crucial part in the S-Box byte-substitution computation of the AES. Fig. 1 provides illustrations of the S-Box computations using two composite filed approaches, i.e. GF(4) and GF (2) .
Using GF(( (2 2 ) 2 ) 2 ) Fig. 1 . S-Box computations using two different composite fields.
The use of the two composite fields GF(4) and GF(2) computation of the multiplicative inversion as means for producing compact AES hardware architecture with S-Box optimization has been shown in the literature, see for example [1] . A recursive efficient technique for computing the inversion in tower fields is introduced in [4] in which the authors have provided only an asymptotic estimate of the architecture without implementation.
In this paper we use the polynomial bases in developing a pipelined multiplicative inverse. The paper emphasizes using pipelined architectures in all Galois Field operations based on composite fields. The remaining parts are organized as follows. Section II provides background material on Galois Fields and its basic operations. In Section III, we provide a brief coverage of the existing work conducted in implementing different techniques related to multiplicative inverse. Section IV provides details on the construction of the proposed recursive pipelined architecture for computing the multiplicative inverse. In Section V we present an analysis of the space and delay complexities of the proposed architecture with a comparison with other existing approaches in a way to demonstrate the effectiveness of the introduced architecture.
II. BACKGROUND MATERIAL
The Galois Field GF (2 2k ) is considered an extension field of degree 2 over GF (2 k ). Assume the irreducible polynomial used in GF (2 2k ) is where
Take R as the root of P(x), i.e.
. Then, for any element , the multiplicative inverse should satisfy the following condition: , , and , where .
Using Composite Field GF(( 2 4 ) 2 ), the following irreducible polynomials can be used: x 2 + x + 1 for GF (2 4 ) and x 2 + x +ω for GF ((2   4   ) 2 ), . Using Composite Field GF (((2  2 ) 2 ) 2 ), the following irreducible polynomials can be used:
2 ), and
2 ) where , .
III. EXISTING WORK
In [1] and [3] two architectures were introduced to implement the multiplicative inverse, one was based on the field GF( (2 4 ) 2 ) and the other one based was based on the composite field GF(( (2 2 ) 2 ) 2 ). Implementing the S-Box using these two architectures showed that GF(( (2 2 ) 2 ) 2 )used fewer circuit resources than GF( (2 4 ) 2 ). According to [1] , the implementation of the S-Box required a total of 294 gates in GF(( (2 2 ) 2 ) 2 ) as area complexity which was 20% smaller than GF( (2 4 ) 2 ) which required a total of 362 gates. Also, S-Box required 3.69 ns using GF (((2   2   ) 2 ) 2 )as compared to 3.75ns using GF( (2 4 ) 2 ). The gate implementation of the multiplicative inverse using the approach in [1] is shown in Fig. 2 .
In GF( (2 4 ) 2 ) , while in GF((
2 ) . Furthermore, The multiplicative inverse used in the computation in the field GF (((2   2   ) 2 ) 2 ) is implemented recursively in the field GF( (2 2 ) 2 ). In the field GF( (2 2 ) 2 ) the recursive implementation will be similar to the one shown in Fig. 2, using . The multiplication operation implementation in this case is shown in Fig. 3 . 
IV. PROPOSED ARCHITECTURE
In this paper, in order to distinguish the circuits used in different fields, we will use a notation according to which the data will be written with a postfix subscript number value indicating the data path size. Also, the figures will show the result of each operation typed next to the output arrows. The first improvement idea is to make efficient utilization of the resources available. Our main observation is that since some gates could be triggered concurrently, an improved circuitry should follow a pipelined approach. In a pipelined architecture, it is important to emphasize the order of the operations and hence, pipelined stages will be explicitly shown. Fig. 2 could now be redrawn as Fig. 4 to reflect the pipeline architecture. Here a subscript 4 indicates a data size of 4 bits, since the operations are implemented in the field GF( (2 4 ) 2 ). In Fig. 5 the pipeline had six pipeline stages. Compared to Fig. 4 , the latter pipeline has less number of stages. Just by rewriting the equations, one could give the opportunity to execute more operations in parallel and minimize the dependency levels which leads to less delay. It should be noted in Fig. 4 2 4 ) 2 ) using a pipeline.
We observe that computing the value of:
This is implemented as shown in Fig. 5 . 2 4 ) 2 ) using a simplified pipeline.
Next, each operation in Fig. 5 will be investigated on its own to discuss its implementation closely. There are mainly four operations: addition, multiplication, square and multiplicative inverse. In Fig. 5 these operations are in the domain of field GF ((2  4 ) 2 ), then each operation will be mapped into the domain of GF (((2   2   ) 2 ) 2 ). The elements of first domain have a data path of size 4 bits, while the second is of size 2.
A. Addition
We start with the addition operation since it is the simplest to consider. It is implemented using exclusive or gates (Ex-OR) for each bit. So, an addition operation in GF( (2 4 ) 2 ) requires four Ex-OR all executing in parallel. This is shown in Fig. 6 . On the other hand one would perform an addition operation in GF (((2   2   ) 2 ) 2 ) using only two Ex-OR gates. Fig  2 ) 2 ) 2 ).
B. Multiplication
With the multiplication operation, Fig. 3 is redrawn using a pipeline architecture which results Fig. 7 a) . This figure shows that the multiplication over GF((2 ). Here, the operands are of size 2, so the operations could be interpreted to logical binary gates as shown in Fig. 7 b) . The addition is done using Ex-OR and multiplication using AND gates. From this figure, there are three and gates and four Ex-OR. 2 4 ) 2 ) (2 2 ) 2 ) 2 ) Fig. 7 . Detailed multiplier implementation over GF( (2 4 ) 2 ) and GF(( (2 2 ) 2 ) 2 ).
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C. Square
For the square operation, one way of implementing it is by using the multiplier given in the previous section; just by multiplying the element by itself. This results in Fig. 8 . (2 2 ) 2 ) 2 ).
From this figure one can detect 3 square circuits and four additions in the GF(( (2 2 ) 2 ) 2 ). Then, all binary operations are mapped into the corresponding binary gates in Fig. 9 a) . Next, several simplifications are done to get the square circuit of Fig. 9 b) . For example, one of simplifications states that a 0 a 0 = a 0 ; in other words a bit multiplied by itself results in the same bit. Also, this figure shows that the square in the field GF(( (2 2 ) 2 )
2 ) contains only 3 Ex-OR.
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b) Simplified square operation gates level. Fig. 9 . Detailed simplified square implementation Over GF (((2  2 ) 2 ) 2 ).
D. Multiplicative Inverse
The multiplicative inverse is the most expensive operation among the four operations discussed. In Fig. 5 the multiplicative inverse implementation was based on the domain of field GF( (2 4 ) 2 ) using a pipeline architecture. Notice that there is another inverse operation involved in stage 4, but in the domain of field GF (((2   2   ) 2 ) 2 ). So, to implement this operation, one could use the same implementation of Fig. 5 , recursively. This is shown in Fig.  10 a) . Then, Fig. 10 b) reflects the binary gates level mapping. It contains 3 AND gates and 3 Ex-OR. ). In GF (2 2 ) these operations take the following area (in terms of GC):
V. EXPERIMENTS ANALYSIS

A. Multiplicative Inverse Space Complexity
b) Detailed inverse operation gates level. Fig. 10 . Detailed simplified multiplicative inverse implementation Over GF (((2  2 ) 2 ) 2 ). 1) (m) takes: 3 (  ) + 4(x); check Fig. 7 b) .
2) (s) takes: 3(x); as it is shown in Fig. 9 b) .
3) (i) takes: 3(x) + 3(  ), as it is shown in Fig. 10 In order to convert this area cost in pure 2-way NAND gates; an AND gate takes two NAND gates and an Ex-OR gate takes 4 NAND gates as shown below. This way, the total area in NAND gate units for the multiplicative inverse operation is: 48(2)+152(4) = 704.
B. Multiplicative Inverse Time Complexity
There are 5 stages in the pipeline. The first stage has both multiplication and square operations. This takes a delay of 3 cycles, i.e. the delay taken by multiplication. Then, stage #2 contains addition and multiplication. Again, multiplication causes this stage to take 3 cycles delay. Next, stage #3 contains only addition operations, which would take one clock cycle. The following stage has the most expensive operation, i.e. the multiplicative inverse. It takes 5 cycles. The last stage contains multiplication operations running in parallel.
The total of the five stages in the pipeline, take 15 cycles. For m tasks using a pipeline of n-stages, the time required is
n+m-1
Speed-up S(n) = Time using sequential processing/ Time using pipeline processing
In our case the pipeline takes 5 stages, n=5. So, the speed-up could be rephrased as:
.
VI. COMPARISON
This section provides a comparison with the performance results given in [1] .
Comparison is based on area. The paper [1] shows that a multiplicative inverse based on a non-pipelined architecture takes over field GF((
2 ) 173 2-way NAND gates. On the other hand, the pipelined approach proposed takes 704 2-way NAND gates. This means that pipelined approach takes 4 times more space than a non-pipelined one. Fig. 12 shows a graph comparing the two results terms of area. Comparison is based on time delay. In the previous section it was shown that the non-pipelined approach of a multiplicative inverse takes: m × n × t seconds whereas the pipelined approach takes (n+m-1) × t seconds. Fig. 13 shows that as the time elapses, in the long run, the pipeline architecture outperforms the non-pipelined architecture. 
VII. CONCLUSION
In this paper, a pipelined architecture for computing the multiplicative inverse for use in AES cryptosystem based on the pipeline techniques. This model is defined over the field GF (((2   2   ) 2 ) 2 ). The inverse operation was implemented recursively over the fields GF( (2 2 ) 2 ). It was shown that the proposed pipeline approach achieves less time delay but at the expense of a bit more area.
