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Abstract
The rising traffic demands and requests for better services continue to be
the main challenges faced by mobile communication networks. In order to
address these issues, spectral efficiencies are being improved by means of
network densification, leading to very dense small cell deployments. As the
average cell size decreases, so does the number of users served by each cell. It
is expected that this may result in variable interference patterns as the amount
of resources demanded in each cell fluctuates widely. Moreover, there can
be a significant load imbalance in the network, with some cells approaching
congestion while nearby cells are momentarily empty.
This thesis examines in detail the challenges in dense small cell deploy-
ments and how to overcome them by means of resource management and
interference mitigation. The analysis is based on results from a discrete-time
system-level simulator. First, we study the time evolution of the interference
and cell loads in a dense network and compare them to results from a macro-
cell deployment, in order to understand what problems are associated to
densification and how much we must deviate from traditional mechanisms to
solve them. Second, a series of solutions for these issues are proposed and
evaluated.
The work presented in this dissertation indicates that the behaviour of
dense small cell networks depends largely on the traffic model. Dense net-
works exhibit similar problems to traditional macro-cell networks if both are
examined under dynamic traffic. The observed issues can be significantly
overcome by means of cooperative resource management mechanisms involv-
ing the network and the user terminal. On the network side, we examine
distributed and centralized scheduling mechanisms. A centralized solution
is proposed to allocate resources to the users in a dynamic way and exploit
the cells that become momentarily empty, achieving load balancing and in-
creasing the data rates. This is realized through a suboptimal algorithm with
reduced complexity which performs close to optimally. At the user terminal,
the benefits of interference suppression and cancellation in dealing with the
dominant interferer are studied. The improvements introduced by the use
of advanced receivers can be greatly extended through a rank coordination
v
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solution and by the use of additional antennas at the transmitter and receiver.
The findings indicate that a cooperative scheme with centralized scheduling,
advanced receivers and rank coordination significantly improves the data
rates of users under challenging channel conditions, by as much as 110%.
vi
Resumé
Den stigende mobile bredbånds trafik og krav om bedre service er blandt de
største udfordringer som mobilkommunikationsnettet står over for. For at
løse disse udfordringer, kan den spektrale effektivitet per areal forbedres ved
hjælp af netværk fortætning, hvor der installeres mange små celler i områder
hvor der typisk er meget mobilkommunikations trafik. Da den gennemsnitlige
cellestørrelse derved mindskes, reduceres antal brugere per celle tilsvarende.
Det forventes, at dette fører til variable interferens mønstre. Desuden kan
der være en betydelig ubalance i antal brugere per celle, hvor nogle celler
oplever overbelastning mens andre nærliggende celler er momentant tomme
(dvs uden nogle brugere).
Denne afhandling undersøger i detaljer udfordringerne i netværk med
grupper af små celler inden for et relativt lille område, og hvordan man
kan optimere performance ved hjælp af radio ressourcestyring og interferens
kontrol og undertrykkelse. Analysen er baseret på resultater fra en tids
diskret system-niveau simulator. Først studerer vi interferens karakteristika
for forskelle trafik belastninger for grupper af små celler, og sammenligner
dem med resultater fra en traditionelle makro-celle netværk, for at forstå,
hvilke problemer der er forbundet med celle fortætning og hvor meget vi må
afvige fra de traditionelle mekanismer for at løse dem. For det andet foreslås
en række af løsninger til disse problemer, som efterfølgende evalueres.
Arbejdet der præsenteres i denne afhandling viser, at performance af tætte
små celle netværk i høj grad afhænger af hvilken trafik model der antages for
analysen. Tætte netværk udviser lignende problemer som kan observeres i
traditionelle makro-celle-netværk, under dynamiske trafik modeller. De ob-
serverede problemer kan overvindes ved hjælp af kooperative radio ressource
management mekanismer. På netværkssiden, undersøges både distribuerede
og centraliserede radio ressource allokerings mekanismer. En centraliseret løs-
ning som allokerer ressourcer til brugerne på en dynamisk måde, og udnytter
de celler der ellers ville være momentant tomme til at øge datahastighederne
for brugerne. Dette realiseres gennem en sub-optimal algoritme med reduc-
eret kompleksitet, hvis performance er tæt på den mere komplekse optimale
løsning. På terminal siden, er fordelene ved interferens undertrykkelse og
vii
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annullering i forbindelse med den dominerende interferer blevet studeret. De
forbedringer, som brug af avancerede modtagere kan medføre kan yderligere
øges, ved også at bruge rang koordinering løsninger mellem cellerne, og ved
anvendelse af flere antenner på senderne og modtagerne. Resultaterne viser,
at en kooperativ løsning med centraliseret radio ressource kontrol, avancerede
modtagere og rang koordination markant forbedrer datahastighederne for
brugerne i systemet med så meget som 110%.
viii
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Part I
Introduction
1

Setting the Scene
1 Traffic Growth in Mobile Networks
Mobile data traffic grew 4000-fold over the last ten years, with a 74% increase
in 2015 alone [1]. Every second, 20 new mobile broadband subscriptions are
activated [2]. Given these observations, it is expected that by 2020 the global
traffic will reach 30.6 Exabytes per month, increasing eightfold from 2015, and
there will be an average of 1.5 mobile-connected devices per capita [1]. Fig. 1
illustrates a recent estimation of the traffic growth from 2015 to 2020.
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Figure 1: Cisco forecast for mobile traffic growth [1].
The important question that arises in mobile network research is how to
increase the network capacity to meet these strict traffic demands. In general,
we can distinguish three strategies to improve network capacity [3]:
3
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• Increasing the number of cells, known as densification.
• Using larger bandwidths for transmission.
• Enhancing the spectral efficiency.
A combination of these strategies is the most common approach towards
network improvement. However, if we examine how mobile communications
have evolved in the past century, we can see that not all strategies have been
equally significant. In fact, according to [3], the main contributors to the
million-fold wireless capacity increase between 1950 and 2000 have been:
wider spectrum usage (15x gain), better Medium Access Control (MAC) and
modulation schemes (5x increment), better coding techniques (5x improve-
ment), and, more importantly, network densification (2700x gain). Given these
figures, research has turned to densification as the key mechanism for network
evolution [4].
While the advantages of densification are clear from a historical point of
view, it is becoming apparent that the unprecedented density levels under
consideration may carry important challenges that limit the potential bene-
fits. Therefore, it is paramount to understand what are the limitations and
which mechanisms can enable operators to realize the full potential of dense
networks. These two questions form the main objectives of this dissertation.
In the following two sections, we provide a brief overview of the most
significant mobile communication systems and network deployments, as
a summary of the major achievements in mobile communications up to
the present and in order to introduce the environment in which the study
presented herein is performed.
2 Evolution of Mobile Communication Systems
The first mobile communication systems appeared in the 1970s and 1980s
and were primarily targeted to voice services. These systems include Nordic
Mobile Telephone (NMT-400), Advanced Mobile Phone Services (AMPS), and
Total Access Communication Systems. The radio transmission was based on
analog modulation schemes and large cell areas with omnidirectional base
station antennas were commonly used. The second generation (2G) of mobile
systems, of which the Global System for Mobile Communications (GSM)
is the most popular one, introduced digital communication and capacity
improvements. This generation saw the appearance of the Short Messaging
Service (SMS), as well as some low-rate data applications through General
Packet Radio Service (GPRS), the evolution of GSM. The main multiplexing
schemes of these systems where Time- and Frequency-Division Multiple
Access (TDMA and FDMA, respectively). The more widespread use of the
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Internet among residential users led to an increasing demand for mobile data
services, and the circuit-switched nature of 2G systems became an obstacle
as it significantly limited the data rates. Third generation (3G) systems were
thus designed to overcome this limitation and provide support for advanced
data applications, as well as higher capacity for voice services. The Universal
Mobile Telephone Service (UMTS), based on an improvement to Code-Division
Multiple Access (CDMA) known as Wideband CDMA (WCDMA), provided
peak data rates from 384 to 2048kbps. High-Speed Packet Access (HSPA) was
responsible for some key enhancements to UTMS; amongst them, the use of
Adaptive Modulation and Coding (AMC) and a Channel Quality Indicator
(CQI), a more dynamic scheduler and Hybrid Automatic Repeat Request
(H-ARQ). These improvements also played an essential role on the main
fourth generation (4G) system, known as Long Term Evolution (LTE), which
would eventually lead to the current LTE-Advanced (LTE-A) networks. The
multiplexing scheme in the downlink (DL) of LTE is Orthogonal Frequency
Division Multiplexing (OFDM), and the peak throughput is on the order of
300 Mbps. The evolution of mobile communication systems continues, and
work on a future fifth generation (5G) system is underway, in order to fulfil
the requirements outlined in a recent technical report from 3GPP [5].
3 Heterogeneous Networks
Mobile networks have traditionally followed the cellular structure depicted in
Figure 2(a), with an assortment of macro cells covering a large area. This struc-
ture is suitable for lower data rates and more homogeneous traffic demands,
such as those implied in voice communications. As mobile communications
became more widespread, network operators started facing two challenges:
the presence of coverage holes in the macro cell area, and the appearance of
areas (hotspots) where large amounts of traffic are concentrated. Heteroge-
neous networks (HetNets), such as the one presented in Figure 2(b), appeared
as a way to overcome these challenges. In HetNets, the macro cell coverage
area is complemented by the use of cells with lower transmission power,
known as small cells since their coverage area is more limited. The network in
Figure 2(b) is known as a sparse HetNet, referring to the density of the small
cell deployment. The small cells increase the spectral efficiency in hotspots
by bringing the cells closer to the users. As the traffic demands continued
growing, operators started increasing the small cell density, eventually leading
to very dense deployments such as the one in Figure 2(c), where each hotspot
contains a considerable number of transmitters. Dense HetNets are the most
recent kind of network deployment and the focus of this dissertation.
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(a) Macro network (b) Sparse HetNet
(c) Dense HetNet
Figure 2: HetNet deployments
4 Scope and Objectives of the Thesis
As described in the previous sections, the constant traffic growth demands
are at the moment the main driver for research on mobile communications,
and densification is the most popular solution. There are many ways in which
denser deployments can be made viable and, therefore, we summarize the
scope of our work in Figure 3, as a help to the reader of this dissertation.
The main problem is traffic growth, which can be tackled from three angles:
enabling the user of higher bandwidths, improving the spectral efficiency, and
densification. None of these methods are mutually exclusive and, ideally, a
combination of them should be applied. This is the perspective from which
we approach our research: since network densification is a reality, our aim
is to provide methods to improve the spectral efficiency targeted to dense
scenarios.
There are in general two kinds of techniques to increase the spectral
efficiency. On the one hand, we can distinguish network-based methods that
are transparent to the user terminal. On the other hand, we have mechanisms
which exploit the interference mitigation capabilities of advanced receivers.
Network-based techniques result in a more efficient and intelligent resource
management. A large group of methods involve partitioning the available
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resources in an orthogonal way so as to decrease the interference between users
or cells. The partitioning can be performed in several domains: frequency, time,
space and power. These methods generally work by limiting the resources in
a given cell when it is determined that the current allocation is causing too
much interference in nearby cells. Another technique that varies the amount
of resources allocated to a cell is carrier aggregation. Carrier aggregation can
be seen as the complement of resource partitioning, increasing the amount
of frequency carriers in a cell when it is determined that this is not going
to cause problems to its neighbours. As resource partitioning and carrier
aggregation form two very large groups of techniques which have been the
subject of numerous studies in the literature, and given the time constraints of
the study, they have been left out of the scope.
The following methods, however, are the subject of the study. Load balanc-
ing, as it name indicates, involves managing the cell loads in order to achieve
a more balanced and efficient resource use. Coordinated Multi-Point (CoMP)
refers to the coordination between cells to serve data to a user. The transmis-
sion can take place simultaneously or in turns. Finally, packet scheduling refers
to the process by which a cell determines how to use its time and frequency
resources to serve a user.
This classification of network-based techniques was established based on
which methods they follow to attain their objectives. However, they may
also be classified according to how the necessary information is collected and
processed, and how the pertinent decisions are taken. Thus, we distinguish
between distributed and centralized techniques. In a distributed solution,
each cell decides individually what is the correct action to take, based on the
available information, and without instantaneous knowledge of the decisions
taken in other cells. As such, distributed solutions often require rules to
avoid conflicting decisions, or mechanisms to recover from them. These
obstacles can be overcome by the use of centralized techniques, in which all
the information and intelligence is stored in a central controlling unit that
takes the corresponding decisions and communicates them to the cells. This
study examines the possibilities brought by centralization, as it enables us to
decide in real time and in a network-wide basis what are the decisions that
can benefit all users simultaneously.
The second kind of mechanisms in our classification are those involving
interference mitigation at the user terminal. An advanced receiver is capable
of improving the signal quality by suppressing or cancelling the interference.
Both procedures result in an interference decrease; the main difference is that
interference cancellation requires explicitly decoding the interfering signal,
similarly to how the desired signal is treated. Interference suppression, on
the other hand, applies a linear operation on the interfering signal in order to
reduce its impact on the communication. Finally, rank coordination is a joint
method that involves both the network and the user terminal. The idea is
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that the network may selectively reduce the number of streams with which a
cell is transmitting in order to facilitate the interference cancellation process,
whenever it is determined this may introduce a significant improvement.
Traffic growth
Increasing bandwidth Improving spectral efficiency Densification
Resource partitioning
PROBLEM
SOLUTIONS
NETWORK-BASED TECHNIQUES METHODS INVOLVING UE
Carrier aggregation
Load balancing
CoMP
Packet scheduling
Interference suppression
Interference cancellation
Rank coordination
Figure 3: Scope of thesis.
5 Research Methodology
The purpose of this thesis is to examine the challenges faced in dense small
cell deployments, and to provide attainable solutions that can ultimately
overcome these issues and improve the service provided to the users. In the
pursuit of this goal, a classical scientific approach was followed for each part
of the study. First, the open literature was examined in order to find open
problems and research questions. Then, a hypothesis was formulated, trying
to anticipate the conclusions of a certain analysis or the benefits introduced
by the proposed solution. This hypothesis was then tested, and the findings
were compiled and presented in the form of a scientific paper. The proposed
solutions are intended to be as feasible and applicable in current and future
dense networks as possible. Therefore, we followed a heuristic approach,
using available signalling procedures in their design.
Given the complex and dynamic nature of mobile networks, it would prove
very difficult, if not unfeasible, to perform such a study from a strictly theoret-
ical point of view and achieve the desired level of detail. For the purposes of
this thesis, we chose to test our hypotheses through Monte Carlo system-level
simulations [6]. This methodology enables us to work with large quantities of
user performance data with sufficient statistical significance, obtained through
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long simulation campaigns with numerous user sessions. The simulator is
time-based and includes all major LTE-A resource management functionalities,
such as link adaptation, H-ARQ and packet scheduling. The simulator out-
put has been thoroughly examined and compared to results from numerous
studies to ascertain its validity.
Throughout the thesis, the key performance indicator is the user data rate.
In particular, we pay close attention to the 5th and 50th percentiles of the
throughput, as the solutions proposed herein are targeted at improving the
experience of the more challenged users. The study is performed under a
dynamic finite-buffer traffic model.
6 Contributions and Publications
The main contributions of this study can be summarized as follows:
1. Identifying the principal challenges in dense networks: interference
variability and load balancing.
The interference behaviour and user performance are characterized
in a dense network with respect to the offered traffic. It is found that
the interference levels fluctuate rapidly, and that there is a load balanc-
ing problem, with cells becoming congested while nearby cells may be
empty.
2. Comparing how much more significant these issues are in dense net-
works with respect to traditional macro-cell deployments.
Similar conclusions are drawn in a macro-cell environment when anal-
ysed under the same traffic model. This suggests that we can apply
similar solutions in both scenarios and densification does not necessarily
imply stricter measures.
3. Introducing a signal model dealing with the treatment of interference
at the user terminal side.
The mathematical expressions reflect the theoretical foundations of the
simulator and help the reader understand the problem as well as the
proposed solutions.
4. Estimating the theoretical potential of ideally mitigating the domi-
nant interferer.
The estimation results in an approximate figure of the ideal gains we
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would obtain if the dominant interferer could be completely mitigated
without incurring a cost for the users under its coverage.
5. Introducing a centralized joint cell association and scheduling mech-
anism.
A dynamic centralized method determines, on a fast basis, what are the
most appropriate user-cell associations and scheduling, resulting in a
more efficient resource usage and improved data rates. The mechanism
is a suboptimal one whose perfomance is a small percentage away from
the optimal one and has reduced complexity.
6. Performing a sensitivity analysis of the proposed solution.
The centralized algorithm is compared to the optimal solution, and
evaluated under different settings, traffic models and antenna configura-
tions, in order to understand which conditions are more suitable for its
use.
7. Evaluating the benefits of advanced receivers in a dense network.
The gains introduced by interference-suppressing and -cancelling re-
ceivers in a dense small cell deployment are quantified. It is established
that such receivers cannot notably improve the user throughput in iso-
lation but, when applied together with the centralized mechanism, the
gains are significantly multiplied. This suggests that a combination of
both methods can be an appropriate solution for dense networks.
8. Introducing a rank coordination functionality.
The data rates of the users under more challenging channel conditions
are further improved by selectively reducing the rank at the dominant
interferer, which aids the advanced receivers in mitigating the received
interference.
In addition to these contributions, an important portion of the study period
was devoted to simulator development. The object-oriented C++ simulator
used in this study includes a full implementation of the main LTE-A physical
layer characteristics. The simulator was modified to implement the mecha-
nisms proposed as solutions for the scientific problem discussed in the thesis,
requiring extensive modelling, testing and validation, while ensuring the good
interaction with all the existing LTE-A features in the simulator. New output
statistics were implemented in order to obtain the necessary results. The au-
thor of the dissertation was also responsible for the preparation and execution
of the simulation campaigns, as well as for the processing and analysis of the
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resulting data.
The following publications were prepared in relation with this study:
A. V. Fernandez-Lopez, K. I. Pedersen and B. Soret, “Effects of Interference
Mitigation and Scheduling on Dense Small Cell Networks,” IEEE 80th
Vehicular Technology Conference (VTC Fall), Vancouver, BC, September
2014, pp. 1-5.
B. V. Fernandez-Lopez, K. I. Pedersen and B. Soret, “Interference Charac-
terization and Mitigation Benefit Analysis for LTE-A Macro and Small
Cell Deployments,” EURASIP Journal on Wireless Communications and
Networking, April 2015.
C. B. Soret, K. I. Pedersen, N. T. K. Jørgensen and V. Fernández-López,
“Interference Coordination for Dense Wireless Networks,” IEEE Communi-
cations Magazine, vol. 53, no. 1, pp. 102-109, January 2015.
D. V. Fernandez-Lopez, B. Soret and K. I. Pedersen, “Joint Cell Assignment
and Scheduling for Centralized Baseband Architectures,” IEEE 81st Ve-
hicular Technology Conference (VTC Spring), Glasgow, May 2015, pp.
1-5.
E. V. Fernandez-Lopez, B. Soret, K. I. Pedersen, J. Steiner and P. Mogensen
“Sensitivity Analysis of Centralized Dynamic Cell Selection,” IEEE 83rd
Vehicular Technology Conference (VTC Spring), Nanjing, May 2016, pp.
1-5.
F. V. Fernandez-Lopez, K. I. Pedersen, J. Steiner, B. Soret, and P. Mogensen
“Interference Management with Successive Cancellation for Dense Small
Cell Networks,” IEEE 83rd Vehicular Technology Conference (VTC Spring),
Nanjing, May 2016, pp. 1-5.
Moreover, the following journal article was accepted for publication in April
2016:
G. V. Fernandez-Lopez, B. Soret, K. I. Pedersen, J. Steiner and P. Mogensen
“Improving Dense Network Performance through Centralized Scheduling
and Interference Coordination,” IEEE Transactions on Vehicular Technol-
ogy.
7 Thesis Outline
This dissertation is composed as a collection of papers, as opposed to a mono-
graph. Thus, the contributions and findings of the study are presented in the
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included articles, which are collected in Parts II and III of the dissertation.
Opening each of these parts is a short overview summarizing the most impor-
tant aspects of the articles, in order to help the reader in understanding the
content and how the papers relate to each other. The dissertation is bookended
by the introductory Part I and Part IV which presents the main conclusions
and recommendations for future research.
The outline of the thesis is as follows:
Part I. Includes the present chapter, followed by the literature review which
summarizes some of the most relevant studies in the literature.
Part II. Examines the main challenges in dense networks and how they
differ to traditional macro cell deployments. Papers A, B and C com-
pose this part, prefaced by a short overview in which the research
questions and main findings from the articles are compiled.
Part III. Focuses on the analysed solutions for the challenges found in the
previous part. Papers D, E, F and G form the main body, and
an overview is included to highlight the connections between the
articles and the outcome of the investigations.
Part IV. Concludes the dissertation, providing recommendations and future
paths for research on related topics.
The dissertation makes use of numerous abbreviations, which are spelled
out in their first appearance. We recommend that the reader use the List of
Abbreviations included before Part I while reading the thesis. A reference
list is included at the end of each chapter or paper. Note that articles that
are cited in different chapters may not be represented by the same reference
number in all chapters.
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Literature Review
This chapter presents a general survey of the most relevant research topics
for this dissertation, including a brief summary of a number of representative
articles for each topic. For reasons of brevity, it is beyond the scope of this
chapter to give a complete list of related articles.
The first section examines the defining characteristics of sparse and dense
HetNets, as well as the main challenges to improve the user’s experience that
these deployments face. The following two sections give an overview of the
solutions to these problems that have been adopted in the literature and which
fit the scope of the thesis as detailed in the main chapter. We distinguish
between mechanisms in which the network performs all the necessary actions
(network-based solutions), and those that require the user equipment (UE) to
take active part.
1 Challenges in Sparse and Dense Heterogeneous
Networks
The special nature of sparse and dense HetNets, as well as the challenges
introduced by them, have been analysed in a number of studies. J. Andrews
provides a good overview of the impact of HetNets on mobile network research
and design in [1]. The author argues that the appearance of HetNets requires
re-evaluating our notions on the following aspects:
• Performance metrics: Due to the load disparity between cells in a HetNet,
the Signal-to-Interference-plus-Noise Ratio (SINR) is not always the most
adequate performance metric. The author suggests using area spectral
efficiency to account for the effects of signal quality and load.
• Topology: HetNet deployments are not grid-like and a random spatial
model (e.g., Poisson) should be used instead.
• Cell association: Connecting to the cell with the highest received power
may not be the best strategy in a HetNet, whereas biasing with range
extension can achieve very good results.
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• Uplink-Downlink relationship: The DL and UL coverage areas are so
dissimilar that they should be treated as different networks.
• Mobility: Mobility may be problematic with reduced cell sizes and
improved mobility modelling should be attained.
• Backhaul: Much like in WiFi networks, the backhaul is starting to become
the main bottleneck in HetNets.
• Interference management: Interference is not inherently more problem-
atic in a HetNet as the additional interference from densification gets
compensated by having the serving cell closer to the user. However,
biased cell associations, which allow users to connect to cells other than
the primary one, can introduce additional challenges.
The authors of [2] are in agreement with some of these notions: phasing out
the grid model and adopting one based on Poisson Point Processes is required,
we should re-examine our understanding of the cell association procedures,
and the SINR distribution in a HetNet is not necessarily worse.
The challenges related to the backhaul and mobility in HetNets are further
discussed in [3]. Additionally, two major sources of interference which are
not discussed in the previous references are presented in this article: the
unplanned nature of ad-hoc small cell deployments and the existence of
Closed Subscriber Group (CSG) nodes (i.e., nodes which allow a limited set of
users to connect to them).
A recent survey [4] addresses the particulars of ultra dense small cell
deployments. The article argues that network densification can significantly
increase the signal quality by improving spatial reuse, reducing the cell
size (and thus, the number of users that share a certain bandwidth), and
decreasing the distance between BSs and UEs. However, there are limitations
to the improvements densification can provide: at the limit, the number of
deployed nodes is larger than the number of users and, therefore, the only
benefit is bringing the cells closer to the users. The authors claim that having
one UE per cell should be the goal to aim for. Moreover, the article challenges
the notion that the SINR distribution is independent of the BS density as
previous references pointed out. In particular, this is not necessarily true
when the considered path loss model includes line-of-sight (LOS) and non-
line-of-sight (NLOS) components. With densification, the interference power
may experience a transition from NLOS to LOS and have a more significant
influence on the signal quality.
The article underlines the following main differences between regular
HetNets and ultra dense small cell networks:
• In ultra dense HetNets, the UE density is smaller than the BS density,
and BSs with no active UEs must be powered off to reduce interference
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and power consumption.
• LOS interferers are more prominent in ultra dense HetNets and this
requires careful interference modelling.
• Denser scenarios result in decreased UE diversity and therefore indepen-
dent shadowing and multi-path fading between UEs cannot be directly
assumed.
2 Network-based Solutions
2.1 Intra-cell Packet Scheduling
Packet scheduling refers to the allocation of resources among active users. The
packet scheduling problem is often formulated in terms of maximizing a utility
function, Un(Rn), where n is the index of a user and Rn its corresponding
average throughput [5, 6]. The utility function provides a measure of the
user’s satisfaction, and the target is to find a solution which maximizes the
sum of the utility functions of all users in the system. This is called the
objective function.
Once the utility function is described, an algorithm which aims at improv-
ing the objective function at each Transmission Time Interval (TTI) can be
carried out. In this sense, we define a scheduling metric Mn which is aligned
with the utility function. The scheduling metric describes the criterion that the
UE to be scheduled at a certain TTI should maximize. In mathematical terms:
n∗ = arg max
n
Mn, Mn = rn ·
∂Un(Rn)
∂Rn
where rn is the instantaneous data rate that the user with index n can support
in the next TTI [6]. Using this scheduling metric corresponds to applying a
gradient search algorithm in which the objective function is further maximized
for each scheduling decision. If a static traffic model such as full buffer is
considered, the interference conditions in the network do not vary significantly
and this solution leads to the desired objective. However, with dynamic traffic
models, the objective becomes variable and each step in the gradient search
does not necessarily come closer to the goal. Since the traffic model used in
this study is of the second type, a variety of scheduling metrics is applied in
order to understand this behaviour and ensure that the objective is reached.
Two kinds of scheduling strategies are considered in this study: channel-
unaware and channel-aware scheduling. The former have historically been
used to achieve fairness, while the latter enable the system to schedule users
when the channel conditions are favourable [7]. An example of a channel-
unaware metric is Blind Equal Throughput (BET), which aims at achieving
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fairness by using the inverse of the past average throughput of each user as
a metric [8]. Maximum throughput (MT), which is channel-aware, aims on
the other hand at maximizing cell throughput by scheduling in each TTI the
user with the maximum achievable rate [9]. Proportional Fair (PF), another
channel-aware strategy, is a gradient scheduling algorithm that tries to find
a trade-off between the last two scheduling methods, in the sense that it
attempts to keep a balance between throughput fairness and resource usage
efficiency [10]. As studied in [11], the traditional PF algorithm is not able to
attain this balance under dynamic traffic models such as the one used in this
study. A modified gradient search scheduling algorithm is proposed in [11],
resulting in the Generalized PF (GPF) algorithm. These scheduling strategies
are summarized in Table 2.
Algorithm Scheduling metric, Mn
Blind Equal Throughput (BET) 1/Rn
Maximum Throughput (MT) rn
Proportional Fair (PF) rn/Rn
Generalized Proportional Fair (GPF) rn/Rβn
n = Index of the user
Rn = Past average throughput
rn = Maximum achievable rate in the current TTI
β = Fairness parameter for GPF
Table 2: Packet scheduling algorithms [6]
2.2 Inter-cell Cooperation: Coordinated Multipoint and Load
Balancing
Coordinated Multipoint (CoMP) transmission and reception techniques make
use of multiple antennas at the transmitting and/or receiving ends to increase
the signal quality. The antennas may or may not belong to the same cell [12].
In general, we can distinguish three kinds of CoMP techniques, depending on
the coordination agreement and the number of nodes simultaneously involved
in transmitting data to a user:
• With Coordinated Scheduling/Coordinated Beamforming (CS/CB), the
user receives data from only one cell, but several nodes coordinate to
calculate the main transmission characteristics (scheduling and beam-
forming) in order to reduce the interference towards other users [13].
• In Joint Transmission (JT), several cells jointly and coherently transmit
data to a given user [14].
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• Dynamic Point Selection (DPS), which also appears under the names Dy-
namic Cell Selection (DCS) [14] and Transmit Point Selection (TPS) [12]
in the literature, refers to the scheme by which the cell serving a specific
UE may be changed at the subframe level [15]. At any given time, only
one cell is transmitting to the user, but the cells coordinate to decide
which one is going to carry out the transmission.
For the purposes of this study, we focus on the third kind, DPS. There are
two reasons behind this decision. The first one is related to the antenna
configuration. For the most part, this study makes use of a 2x2 Multiple Input
Multiple Output (MIMO) scheme and it has been found in research that, in
order to fully exploit the benefits of the more advanced kinds of CoMP such
as JT, a mininum of four transmit antennas is necessary [14]. Second, the use
of JT requires additional information and tighter synchronization procedures
between the nodes. Finally, and more importantly, DPS is the only strategy
that can balance the loads in the network because it enables the switching of
users to different cells. As we will see in the next part of the dissertation, this
is a very attractive property for its application in dense networks.
A number of studies in the literature have focused on DPS schemes. The
simplest DPS algorithm is found in [16]. In this study, the user can connect to
several cells, which evaluate the throughput that the UE is expected to achieve
at the current time instant. The calculations are exchanged and the user is
scheduled from the cell where it can reach the highest data rate. Simulation
results with full-buffer traffic and a regular macro-cell network point to small
coverage throughput gains, on the order of 10%.
Reference [17] applies a DPS scheme that takes into account the generated
interference towards victim UEs (i.e., users which receive a certain amount
of interference power from the aggressor cell). The method is compared to
JT and evaluated in a regular macro-cell network and a sparse HetNet with
four pico cells for each macro. Coordination takes place at a cell cluster level
with different sizes: in the macro scenario, cluster sizes of 3 or 9 cells are
considered, whereas in the HetNet case, the clusters may comprise 5 cells
(one macro and four pico cells) or 15 cells (3 co-site macro cells with their
respective pico cells). The antenna setup is 2x2 and the traffic is finite-buffer
with 0.5 MB packet size. Performance results indicate that DPS achieves larger
5th-percentile throughput gains than JT with a very small decrease in cell
average data rates.
Agrawal et al. [18] propose two DPS methods that consider the cell load in
their metrics. These are called Instantaneous Load-based DPS (IL-DPS) and
Proportional Fair-based DPS (PF-DPS). For IL-DPS, the cell load estimate is
simply the number of currently active UEs, whereas the cell load estimate in
PF-DPS is obtained as the average of the PF metrics of the users served by a
given cell. These methods are evaluated in a hexagonal macro-cell network,
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in which coordination takes place at a cluster level, with static clusters of 3
or 9 cells, and variable (liquid) clusters comprising the two strongest cells for
the considered user. The antenna configuration is 2x2 and two traffic types
are considered: full-buffer and bursty traffic. It is found that the proposed
schemes provide cell-edge data rate improvements over a baseline in which the
users are switched to different cells if it is estimated that this would improve
their spectral efficiency. The latter method is denominated SE-DPS in the
study. IL-DPS and SE-DPS unfortunately result in an average UE throughput
reduction, due to the load balancing nature of the solutions, which can increase
the overall inter-cell interference in the network.
A subsequent study [19], sets out to overcome this problem under bursty
traffic by introducing three correction factors:
1. The Geometric Mean (GM) factor ensures that a UE is switched to a new
TP only if the GM of the throughput improves.
2. The multi-user diversity (MUD) factor accounts for the fact that the
average spectral efficiency increases with a larger number of users in the
cell, and prevents users from being switched from a highly loaded TP to
a lightly loaded one.
3. Finally, an Interference-Aware (IA) factor takes into account that, if a
user is switched to a cell where it achieves a lower spectral efficiency,
the user will stay active for a longer time, causing increased inter-cell
interference.
Simulation results with finite-buffer traffic, liquid clusters and a similar net-
work setup to [18] indicate that IL-DPS with the IA correction factor results in
the largest GM throughput gains without a degradation of the average data
rate. The GM correction factor exacerbates the negative side-effects of IL-DPS
as it encourages a more aggressive load balancing. The MUD factor does
not result in an average throughput decrease, but at the cost of reducing the
cell-edge throughput gain without a noticeable improvement for the GM data
rate gain.
The solutions described in [16–19] are in general greedy in the sense that
decisions are taken based on the considered UE’s own interest, without regard
for the effect the cell switching may have on other users. In order to avoid
this issue, Lee and Sohn [20] propose solving the TP selection problem from
a centralized point of view by means of a message-passing algorithm with
reduced complexity. The considered scenario is a sparse HetNet comprising
macro cells and low-power remote radio heads (RRH) connected to a central
baseband unit (BBU) through interfaces with negligible latency and infinite
capacity. The BBU has perfect knowledge of the users’ CSI reports and the
channel gains between the users and the cells. The algorithm is derived from
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a bipartite graph and involves the exchange of real-numbered quantities in
the two communication directions. In simulations with four antennas at the
transmitter and two at the receiver, the algorithm is shown to provide around
50% extra cell edge throughput gains over the greedy-style DPS.
Outside the DPS paradigm, the literature presents a series of more complex
load balancing solutions targeted to HetNets. These studies tackle the problem
of optimizing the sum rate together with the cell associations, which is NP-
hard, and find some relaxation criterion to make the problem convex. The
reason for choosing such a challenging approach is that, as explained in [21],
the load in a HetNet can be severely imbalanced if any of the traditional cell
association criteria (e.g., SINR or RSSI) are followed.
Ye et al. [22] developed a low-complexity distributed algorithm for a
three-tier HetNet by assuming a model in which all cells are simultaneously
transmitting and applying a dual-decomposition optimization method to find
the cell associations that maximize the load-weighted rate. The authors also
provide a simpler solution based on introducing a cell association bias. The
mechanisms converge to a near-optimal solution.
Reference [23] is a highly mathematical study which sets out to perform a
joint optimization of the PF metric through cell muting and load balancing.
The problem is NP-hard, but the authors demonstrate that it is feasible when
a subset of active nodes is considered and a maximum number of users per
node is established. A semi-static (based on averaged metrics instead of
instantaneous ones) greedy load balancing algorithm is proposed. Simulations
are performed on a simple scenario with three sectors, each of them containing
one macro and ten pico cells, with no fast fading. The solution results in more
than 80% coverage throughput gain.
Fooladivanda and Rosenberg [24] study load balancing jointly with re-
source allocation in order to maximize the PF metric. The NP-hardness
obstacle is overcome by pursuing the upper bounds of the system’s perfor-
mance instead of exact solutions. Their approach is centralized and static
since it is based on a snapshot of the user deployment and channel gains.
The HetNet contains macro and pico cells which are either deployed uni-
formly over the macro area or in clusterized form. Three spectrum allocation
cases are considered: co-shared, orthogonal and partially-shared deployments.
The resulting geometric mean throughput gains are large (over 70%) for the
orthogonal and partially-shared deployments.
3 Methods Involving the User Equipment
The use of receivers with interference-mitigating capabilities (advanced receivers)
at the user terminal as a way to manage the interference in sparse and
dense HetNets has been proposed in the literature. Recent research has
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placed the use of advanced receivers as one of the key enablers for the
evolution towards denser future networks [25, 26]. 3GPP has recognized the
importance of interference mitigation at the user terminal, and has mainly
focused its attention on two categories: Interference Suppression (IS) and
Interference Cancellation (IC) receivers [27]. IS receivers perform a linear
suppression of the interference without explicitly decoding the interfering
source. One of the most common examples of an IS receiver in the literature is
the Minimum Mean Square Error - Interference Rejection Combining (MMSE-
IRC) receiver [28–30]. The 3GPP Network-Assisted Interference Cancellation
and Suppression (NAICS) work item describes a series of IC receivers which
successively detect and cancel the interfering signal in a non-linear way.
These receivers require the network to signal some of the most important
characteristics of the interfering cells, such as cell ID, transmission mode,
number of antenna ports, etc. The Interference-Aware Successive Decoding
(IASD) algorithm, which is part of the codeword-level IC devices in the NAICS
item, was described in [31]. The 3GPP work item focuses on the Symbol-Level
Interference Cancellation (SLIC) receiver, whose performance has not been
thoroughly examined in the literature.
Advanced receivers can serve as an important complement to network-
side interference management solutions [25]. In particular, the benefits of
interference management at the receiver can be increased if the appropriate
transmission parameters are chosen. One important parameter is the number
of transmitted streams (i.e., the rank), since the interference management
capabilities of the receiver are directly influenced by it. When the transmission
rank at the serving cell is reduced, the number of spatial degrees of freedom
that can be used for interference rejection is increased [32], assuming the
user terminal is equipped with a sufficient number of antennas. This idea is
investigated in [32–36] to improve the data rates with MMSE-IRC receivers.
Clerckx et al. [33] propose a distributed mechanism based on user reports
of recommended ranks for the interfering cells and coordinated scheduling
with a master-slave architecture. The cells alternate their role as master or
slave based on a cyclical pattern. At each time instant, only one BS acts as the
master cell, which decides the current transmission rank of its users based on
the rank recommendation reports. Meanwhile, the slave cells try to schedule
the users that requested rank coordination to the master. The method is
shown to provide cell-edge throughput gains on the order of 20% in a regular
macro-cell network with full-buffer traffic, a 4x4 antenna configuration and
MMSE-IRC receivers.
In [32] the authors opt for a distributed algorithm in which the network
senses the current interference level and applies a weighting factor (a taxation)
in choosing the rank, so as to encourage the cells to behave altruistically
and reduce the rank whenever the interference is significant. The simulation
results point to mean cell throughput gains of 40% with 4 antennas per user
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and full buffer -traffic.
The taxation principle is also followed in [36]. In the proposed algorithm,
each node estimates the achievable spectral efficiency with a given rank and
subtracts a taxation term which is related to the interference over noise ratio
and the selected rank. The taxation discourages the use of higher ranks when
the interference conditions are high. The investigation considers an indoor
scenario with 4x4 MIMO and finite-buffer traffic and different loads, and the
algorithm is shown to improve the data rates over a selfish rank adaptation
scheme without taxation.
The maximum rank planning method in [34] is based on setting a maxi-
mum rank limit for transmission in a network with full-buffer traffic, intro-
ducing coverage data rate gains at the cost of severely limiting the maximum
achievable throughput and reducing the average data rates. Reference [35]
presents a more complex mechanism which, in addition to adapting the
rank to facilitate interference suppression, aims at finding the precoding and
post-processing matrices to reduce inter-stream interference.
Network coordination schemes designed to be used with IASD receivers
can be found in [37, 38]. Abdrashitov et. al [37] study how to optimize the
rate selection assuming the receiver is capable of cancelling one dominant
interfering signal. The authors provide different distributed algorithms with
message-passing for the cases with one or several users per cell. In the multi-
user case, each cell decides independently which user should be scheduled,
and the rate is then chosen cooperatively in a distributed manner. The
mechanisms are tested on a regular grid scenario, showing improved weighted
sum rates. Natarajan [38] builds upon the multi-user algorithm in [37] by
introducing an additional user re-selection step based on the chosen rates. This
results in an extra 50% gain in the throughput’s geometric mean according
to simulations on a regular 57-cell network with intra-site clustering, PF
scheduling and full-buffer traffic.
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Overview
1 Problem Description and Assumptions
This part of the dissertation focuses on the characteristics of dense small cell
networks, including an examination of the interference behaviour and resource
use. The analysis is repeated for a regular macro-cell scenario, illustrating
the differences and similarities between the two deployments. Moreover,
interference results for real macro and small cell deployments are included.
The main challenges in dense networks are described, and we identify different
research avenues to overcome them.
The subject of the research is a network scenario comprising three small cell
clusters. Each cluster has a 50-m radius and contains ten nodes. As a mobile
communication system to perform our study on, we chose LTE-Advanced.
The focus is on the downlink, as it is the transmission direction in which the
higher data rates are demanded, and which will require the most attention in
the near future.
In studying the behaviour of a network, the traffic model plays a major
role. Finite-buffer traffic with a Poisson arrival process was selected in order
to model the arrival and departure of users in the network. The observed
behaviour depends largely on the amount of traffic that is demanded from
the network at any given time, so in order to simplify the discussion, we
establish three different traffic regions. Region 1 represents the case in which
few cells are active. In region 2, the number of active cells is larger, but
most of these cells are only transmitting data to one user. Finally, region 3
approaches the capacity limit of the network, and some of the active cells
may have several users within their coverage area. The limits of these traffic
regions are identified by studying two indicators: the carried load vs. offered
load ratio, and the distribution of the number of users per cell. The offered
load is the amount of traffic demanded from the network, while the carried
load is the actual amount of traffic the network can serve. When the latter is
lower than the former, the network is congested, and thus we can establish
the limit of region 3. The other regions are characterized by the user density.
Modern mobile networks are mainly interference-limited, meaning that it
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is the inter-cell interference and not the background noise that poses a limit on
the achievable data rates. With this in mind, an important part of our study is
devoted to examining the interference characteristics and how they vary over
the traffic load regions. The interference analysis is based on two quantities:
the SINR and the Dominant Interferer Ratio (DIR). The DIR indicates how
much of the total amount of received interference is caused by the strongest
contributor, commonly known as the dominant interferer. The DIR is obtained
by the following simple expression:
Λ =
I1
∑
n
In − I1 + N
, I1 ≥ I2 ≥ ... ≥ In, (1)
where I1 represents the interference caused by the strongest interferer, ∑n In
accounts for the total amount of received interference and N is the background
noise. A high DIR indicates that most of the interference a given user is
experiencing is caused by one specific cell. This implies that, by mitigating that
particular interference source, we could potentially enhance the signal quality
by a significant amount. Thus, the SINR and the DIR help us understand what
is the current interference level and what are the possibilities to decrease it.
Two different strategies to improve the performance in the dense scenario
are compared. The first one is intra-cell packet scheduling, for which we apply
three different metrics: Proportional Fair (PF), Blind Equal Throughput (BET)
and Generalized Proportional Fair (GPF). These scheduling methods modify
the way in which the resource allocation to users is prioritized within the cell.
It is important to note that, in our study, the scheduling is only performed in
the time domain, meaning that only one user is scheduled per cell and TTI,
with full bandwidth.
The second strategy that we examine is inter-cell interference mitigation.
As the included papers will show, the DIR can be used to quantify what would
be the SINR increase if we ideally mitigated (cancelled) the dominant interferer.
In fact, we relate the SINR under the assumption of ideal cancellation of the
dominant interferer (Γc), and the SINR without any interference mitigation
(Γ), as follows:
Γc
Γ
= Λ + 1 . (2)
This is an approximation that only holds if the receiver filters with and without
interference mitigation are assumed to be the same. This is not the case in
reality, and thus we provide a more complete expression in Part III of this
thesis. Nevertheless, (2) gives a rough idea of the gain figures that could be
reached if ideal interference cancellation were possible.
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2 Main Findings
The analysis of the number of users per cell with respect to the traffic load
region illustrates that congestion can be reached in a dense network even with-
out most of its cells being active. When some cells accumulate a considerable
number of users and become congested, they may cause interference to their
neighbouring cells in such a persistent way that they effectively prevent them
from being able to schedule users. This denotes the presence of a profound
load balancing problem.
The SINR levels decrease with the traffic load and we observe that the
SINR distributions for the dense small cell and macro scenarios are different
in regions 1 and 2, but very similar in region 3. In the first two regions, the
number of users is very low, and since the inter-site distance is larger in the
macro-only scenario, the probability that the users will be located far away
from the cell is higher. The user diversity increases in region 3, which explains
the similarity between the two scenarios. This conclusion is well in line with
previous studies which indicated that the more significant interference in
denser scenarios is compensated by bringing the cells closer to the users [1, 2].
The DIR presents the opposite behaviour to the SINR as it increases with
traffic load. The reason behind this is that the number of simultaneously active
cells in regions 1 and 2 is so low that the noise component is very significant,
and we only reach a sufficient number of active nodes in region 3. Within
this range of traffic loads, the DIR is slightly lower in the small cell scenario
than in the macro-only deployment, since in the former the nodes are more
closely deployed and the interference pattern becomes more diffuse. However,
results from a very dense deployment in a real urban scenario suggest much
higher DIR levels. This is a positive result, as it indicates that there could be
significant benefits from mitigating the strongest interferer in real scenarios.
The performance results with different scheduling metrics show the impor-
tance of prioritizing the users under better channel conditions as opposed to
those that have been experiencing lower data rates. This is a consequence of
the dynamic traffic model: the UEs demand a fixed payload, and scheduling
the users that can achieve the highest throughput results in shorter sessions.
Thus, these UEs leave the network faster, decreasing the time during which
their serving cells are creating interference towards nearby cells, which trans-
lates into an overall improvement of the channel conditions. Therefore, GPF
is the scheduler that provides the best performance out of the three selected
strategies.
However, the benefit that an adequate intra-cell packet scheduling mech-
anism can bring is exclusive to traffic load region 3, since it requires having
more than one user per cell. On the other hand, inter-cell interference mitiga-
tion procedures can have a noticeable effect on a wider range of traffic loads.
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The estimation in (2) suggests we could potentially achieve very significant
data rate gains from ideal cancellation of the dominant interferer, reaching
more than 50% for 30% of the cases, in both the dense small cell and macro
cell scenarios. As mentioned previously, this is an approximation, but it
suggests that the potential benefits of an inter-cell mechanism may surpass
those attained by intra-cell procedures.
It should be noted that, in order to obtain a significant benefit from inter-
ference mitigation, the interference must be treated effectively and constantly
during the user session time. This, in turn, requires the ability of adapting to
the changing interference conditions. In order to determine how dynamic the
applied solution should be, we study the time variability of the interference.
The DIR values for any given user are found to change extremely fast: the
median of the time span between changes is 7 TTIs. The dominant interferer
index is also fluctuating rapidly: in this case, the median is 100 TTIs. This
indicates the need for a sufficiently dynamic solution that can track these
interference fluctuations.
In summary, the analysed dense scenario does not seem to exhibit major
differences with respect to a traditional macro-cell deployment as long as a
finite-buffer traffic model is employed. This would suggest that opting for a
denser deployment does not require applying much more drastic measures to
control the interference. On the other hand, the time variability aspect and the
pronounced load imbalance are issues that must be considered if the aim is to
reach an effective solution to improve the performance. Fortunately, there are
strong incentives to opt for this route.
3 Included Articles
Three articles form the main body of this part of the thesis.
Paper A: Effects of Interference Mitigation and Scheduling on
Dense Small Cell Networks
This article focuses on the dense small cell scenario and introduces most of
the main concepts outlined in the overview, including the discussion of the
traffic load regions, the formulas which describe the SINR, the DIR and the
interference mitigation benefit, and the scheduling metrics. The limits of the
load regions are given, and the interference is characterized through SINR
and DIR distributions. We illustrate the performance results with different
scheduling metrics as well as the variability of the DIR. Finally, an estimation
of the potential interference mitigation benefit is given.
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Paper B: Interference Characterization and Mitigation Benefit
Analysis for LTE-A Macro and Small Cell Deployments
The paper follows a similar structure to Paper A but introduces the comparison
with the macro-cell scenario, as well as additional results and more in-depth
discussion and analysis.
Paper C: Interference Coordination for Dense Wireless Net-
works
The first half of this article is relevant to the scope of the dissertation. This
includes a discussion of the interference conditions in different network de-
ployments with varying degrees of density, from regular macro-cell networks
to very dense deployments. The DIR levels in three simulation scenarios and
two real scenarios are presented, showing that the potential of interference
mitigation may be much higher in reality than what simulation results seem
to suggest. Finally, a thorough overview of possible interference mitigation
techniques is given.
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1. Introduction
Abstract
This article compares the potential performance gains from downlink scheduling and
interference mitigation in an LTE-Advanced dense small cell network. The study
combines theoretical considerations and system-level simulations with a dynamic
traffic model and different offered loads. It is shown that intra-cell scheduling can
provide a 22% throughput gain in a narrow traffic load region, while the plausible
gains from an ideal inter-cell resource management mechanism can be greater than
50% for a wider range of traffic loads, reaching 300% for some of the cases. The results
from this research provide valuable insight for the design of resource management
algorithms targeted to small cell scenarios on dedicated carriers.
1 Introduction
Network densification is a necessary trend in the evolution of 4G networks to
cope with future traffic demands. In particular, the use of small cells (with
reduced transmission power and coverage area) seems to be the most feasible
solution for hotspot areas, i.e., areas with a large traffic demand. The current
trend is therefore a migration towards Heterogeneous Networks (HetNets),
comprising both macro and small cells. The demands posed by this type
of architectures have been analysed in a number of studies [1–4], covering
numerous aspects of HetNet research, such as interference coordination and
suppression, multi-point transmission, deployment options, interface require-
ments, modelling possibilities and performance figures. These studies focused
on cases with widespread and sparse to medium small cell density, and often
on co-channel deployments where the macro and pico cells share the fre-
quency spectrum. The next step in the evolution of HetNets will involve the
deployment of the small cells in dense clusters on a dedicated carrier. Interest
on this research area is growing, with a number of studies evaluating the
options for such deployments in 4G [5, 6] and future 5G networks [7]. 3GPP
has included scenarios with dense clusters in the evaluation assumptions for
small cell enhancements in Release 12 [8].
One way to cope with the challenges of densification is using resource
management techniques. Of particular interest are two types of methods:
intra-cell scheduling algorithms that attempt to make the best possible use
of resources through a smart, dynamic allocation of said resources to the
users, and interference coordination mechanisms that try to improve the users’
experience by reducing the interference they are subjected to. These two types
of solutions are not mutually exclusive, but they have been, for the most part,
treated separately in the literature. It is anticipated that large densification
will benefit from an interference management mechanism that can cope with
the high variability of the interference footprint in the clusters, given that each
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cell will serve a low number of users [6].
This paper presents a comparison of the potential gains of interference
mitigation and packet scheduling in the downlink of an LTE-Advanced dense
small cell network. In particular, we set out to quantify the potential of miti-
gating the strongest interferer, and to understand the impact of the scheduling
algorithm choice on the overall performance. The study is performed under
realistic settings with time-variant birth-death traffic and different traffic loads.
We start our analysis by presenting a simple framework for estimating the
performance gain from using interference mitigation, as well as the effect of
cell-based scheduling algorithms. Secondly, we extract statistics from system
level simulations, which are used to estimate the performance gain of selected
interference mitigation procedures. In line with related findings in [9], we find
a significant difference between the dynamic traffic model and the full-buffer
case with a constant number of users having an infinite amount of data in
their queues: the packet scheduling algorithms that are usually found to be
attractive for full-buffer traffic conditions do not preserve their properties
under more realistic time-variant traffic. The presented findings in this paper
provide useful input to the future design of collaborative multi-cell scheduling
solutions for dense small cell clusters.
2 Setting the Scene
2.1 System Model and Objectives
Let us consider a cluster of K densely deployed LTE small cells in a confined
geographical area without co-channel macro cell interference. A commonly
used dynamic birth-death traffic model is assumed, where the session arrival
follows a homogeneous Poisson process with arrival rate λ. Users are assumed
to be served by the cell corresponding to the strongest received power. The
payload for each session is L bits. Once the payload has been successfully
delivered to the user, the session is terminated. The average offered traffic per
small cell cluster therefore equals λ · L. The system is said to be operating
in its feasible load region (i.e., in equilibrium) when the carried traffic per
cluster equals the offered traffic. If the carried traffic is lower than the offered
traffic, the system is congested and unstable, as the user arrival rate is higher
than the session departure rate. Only the system performance of the feasible
load region is of interest in this study. As illustrated in Fig. 1, this region can
be divided into three sub-regions in coherence with system characteristics at
different offered loads. At low offered load (Region 1), the users are served
quickly, and often sessions are completed before new arrivals. Thus, there is a
low probability of having multiple active cells serving users and negligible
inter-cell interference. The performance of Region 1 is therefore mainly noise
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limited. As the offered load increases, so does the probability of having
multiple simultaneous active cells serving users at the same time. This is the
case in Region 2, where there are multiple active cells per cluster, but typically
only one active user per cell. Thus, interference mitigation techniques can
improve the performance for Region 2, but the role of the packet scheduler is
limited by having only one user in the cell. In Region 3, the capacity limit of
the clusters is nearly reached by the higher number of users per cell, and the
packet scheduler can prioritize the resource allocation among the users, e.g.,
to control the fairness.
Feasible load region Congested 
Region 1: 
Low 
number of 
active cells 
Region 2: 
Several 
active cells 
with one 
user 
Region 3: 
Several 
active cells, 
some with 
multiple 
users 
Offered load per cluster 
U
s
e
r 
th
ro
u
g
h
p
u
t 
Fig. 1: Characterization of system behavior for different offered loads.
The range of applicability of interference mitigation techniques is therefore
limited to Region 2 and Region 3, while the choice of the packet scheduling
algorithm for intra-cell resource allocation only influences the performance of
Region 3. The impact of scheduling gets further limited as the size of Region 3
decreases with densification.1 The objective of this study is to analyse how
the aforementioned techniques influence the system performance, and to
characterize their scope of applicability on the defined traffic regions.
2.2 Interference Mitigation Benefit
The Signal to Interference plus Noise Ratio, SINR (Γ), is given by
Γ =
P
∑
n
In + N
, (1)
where P is the power of the desired signal, ∑n In accounts for the total
amount of received interference and N is the background noise. Note that the
1Note that the illustration in Fig. 1 is a sketch and the different traffic regions need not be of
equal size.
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quantities in (1) vary with time, but the time component has been kept out of
the equations for the sake of notational simplicity.
The Dominant Interference Ratio, DIR (Λ), indicates the weight of the
strongest interferer in the total interference profile, and is defined as
Λ =
I1
∑
n
In − I1 + N
, I1 ≥ I2 ≥ ... ≥ In, (2)
where I1 represents the interference caused by the strongest interferer. The
DIR is useful in determining the potential benefit of cancelling the main
interferer. Assuming ideal cancellation of the said interference component,
the SINR becomes
Γc =
P
∑
n
In − I1 + N
. (3)
By manipulating (1)-(3), we can express the SINR improvement of cancelling
the strongest interferer as
Γc
Γ
=
I1
∑
n
In − I1 + N
+ 1 = Λ + 1 . (4)
Note that the SINR increase is proportional to the DIR value. The through-
put improvement with ideal cancellation of the strongest interferer can be
estimated from the DIR and the SINR by applying Shannon’s formula and
calculating the ratio of the spectral efficiencies with cancellation, Cc, and
without, C,
Cc
C
=
log2 ( 1 + Γc )
log2 ( 1 + Γ )
=
log2 ( 1 + Γ (Λ + 1) )
log2 ( 1 + Γ )
. (5)
2.3 Intra-cell Packet Scheduling
For cells with multiple active users, the packet scheduler determines the
resource allocation among them. The scheduling algorithm selects a user n∗
based on a metric Mn,
n∗ = arg max
n
{Mn}, Mn =
rαn
Rβn
(6)
where n is the index of the user, rn is the achievable throughput for user n in
the current Time Transmission Interval (TTI), Rn is the past average through-
put, and α, β ∈ [0, 1] are parameters which control the fairness.
For best effort traffic without strict QoS requirements, the most commonly
used scheduling algorithm is Proportional Fair (PF) [10]. The radio channel
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aware PF algorithm is known to offer attractive multi-user scheduling diver-
sity gains and some degree of fairness. PF is essentially a gradient search
algorithm derived to maximize the utility function defined as the sum of the
users’ average logarithmic throughputs. Under full buffer conditions, the PF
algorithm is known to converge to the desired maximization of the utility
function. The PF metric corresponds to α = 1, β = 1.
However, as studied in [9], the properties of the traditional PF algorithm
are not fully preserved when considering a more dynamic environment with
birth-death traffic models as used in this study. A modified gradient search
β-fair scheduler algorithm is therefore concluded to be more attractive in [9],
resulting in the Generalized PF (GPF) algorithm, with α = 1, β ∈ ]0, 1[.
Finally, we also consider a Blind Equal Throughput (BET) scheduler, which
aims at serving all users in its cell with equal average throughput [11]. The BET
scheduler is known to converge nicely to the desired objective for full buffer
cases, while its behaviour and applicability for fractional load remains to be
studied. The scheduling metric for the BET algorithm applies α = 0, β = 1 in
(6).
3 Methodology
System-level simulations are conducted under the assumptions for dense
small clusters defined by 3GPP in [8]. Clusters of K = 10 small cells are
considered. The small cells are randomly placed according to a Poisson point
process in the confined cluster area, subject to a minimum distance constraint
between small cells of 20 m. The cluster area is defined by a circle of 50 m
radius, wherein the small cells are placed. Users for the cluster are confined
to an area defined by a concentric circle of 70 m radius. The total simulation
area includes three non-overlapping clusters in coherence with the definitions
in [8] for Scenario 2A. The user arrival follows a Poisson process with an
arrival rate λ up to 30 users/s/cluster. The users demand a payload of L = 0.5
MB. All the small cells operate on the same carrier frequency at 3.5 GHz with
10 MHz bandwidth. The antenna pattern is omnidirectional and the transmit
power is 30 dBm. Closed loop 2x2 single-user MIMO with rank adaptation is
assumed, i.e., corresponding to LTE transmission mode-4 [12]. All the major
LTE RRM functionalities such as link adaptation, hybrid automatic repeat
request (H-ARQ), and packet scheduling are explicitly simulated; see more
details in [13]. Packet scheduling is performed in the time domain only, with
one user per TTI [11]. This allows us to increase the number of OFDMA
symbols per TTI to 13 to improve the data rate. The value of β in (6) for
the GPF scheduler is fixed to 0.6 as recommended in [9]. The link to-system
level modeling is according to [14]. The stochastic ITU-R urban micro-cell
radio propagation model is assumed, including different characteristics for
41
Paper A.
0 20 40 60 80 100 120
0
20
40
60
80
100
120
Offered Load (Mbps)
C
a
rr
ie
d
 L
o
a
d
 (
M
b
p
s
)
0 20 40 60 80 100 120
0
5
10
15
Offered Load (Mbps)
A
v
e
ra
g
e
 n
u
m
b
e
r 
o
f 
u
s
e
rs
 p
e
r 
c
e
ll
 
 
PF
GPF
BET
Fig. 2: Top: Carried load vs. offered load. Bottom: Average number of active users per cell vs.
offered load.
line-of-sight (LOS) and non-LOS. The receiver type at the user equipment is
MMSE-IRC.
4 Simulation Results
Fig. 2 presents the carried load (top) and the average number of users per
cell (bottom) versus the offered load for the three schedulers. Two very
distinct segments can be observed in the plot: in the feasible region, the
carried load increases linearly (and matches the value of the offered load), and
with increased load, the network becomes congested. A different scheduling
algorithm can improve the capacity of the system, as suggested by the different
carried load values provided by the three schedulers in the congested region.
The number of users per cell in the feasible region is very low, and grows
quickly after the congestion point. At 75 Mbps, corresponding to Region 3, the
three schedulers provide different numbers of users per cell. This is shown in
more detail in Fig. 3 which depicts the cumulative distribution function (cdf)
for this offered load. While PF and GPF manage to maintain a low number of
users per cell (with an average below one), the quantity increases with BET, as
users under less favourable conditions get prioritized, and it takes a longer
time to finish the sessions. Note that there is a large number of empty cells,
around 60% of the total, and a large variation between the cells which do
contain users. This means that congestion is observed even before all the cells
are fully occupied.
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Fig. 3: CDF of the number of active users per cell. Offered load: 75 Mbps
The scheduling algorithm choice also has an effect on the user throughput,
as shown in Fig. 4. The plot presents the 5- and 50-percentiles of the user
throughput in the feasible region. The fact that GPF increases the user
throughput compared to PF, in both percentiles, indicates that a lower value
for β in (6) can be beneficial with a dynamic traffic model. For example, the
gain in Region 3 for GPF over PF is 22% in the 50-percentile and 33% in the
5-percentile. This contradicts the conclusions that have been found under
full-buffer traffic studies, showing the impact of the selected traffic model.
For low offered load values (0-25 Mbps) the number of users in the cell is
extremely low and the scheduling algorithm does not make a difference.
The empirical cdfs of the DIR and SINR of the users are depicted in Fig. 5
for 75 Mbps offered load. Both metrics are slightly influenced by the choice
of scheduler. The SINR decreases from GPF to BET because of the nature
of the scheduling metric. Similarly, BET provides the highest DIR values
because it prioritizes users with lower achievable throughput, which tend to
be more affected by one main interferer than the rest. The very low tail of the
DIR cdf corresponds to the cases where a large number of cells are inactive,
causing negligible interference, and the DIR expression in (2) is dominated by
the background noise in the denominator. The plot indicates that there is a
significant probability of having a high DIR (larger than 3 dB), with around
20% of the TTIs meeting this criterion.
An example of the time variation of the DIR is presented in Fig. 6. The
plot illustrates the value of the DIR for ten of the users in the network during
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a period of 500 TTIs. Each horizontal bar represents the period within one
user completes its session, with the DIR presented on a colour scale for every
TTI. The graph indicates how often the DIR takes a different value when
the interference profile varies in (2). The changes take place when users in
other cells start or finish their sessions, and they can even cause the strongest
interferer cell index to shift. The plot shows how significant the DIR variation
can be, changing from a low to a high value in just a few TTIs. To fully exploit
the benefit from mitigating the strongest interferer, this must be done on a
per-user basis and dynamically in time.
Based on the empirical statistics of the users’ SINR and DIR values, the
potential gain from ideal cancellation of the strongest interferer is estimated
as in (5) and illustrated in Fig. 7. The plot presents the cdf of the throughput
gain expressed in terms of percentages, for different offered loads within the
feasible region. Given the slight influence of the scheduling algorithm on the
SINR and DIR (Fig. 5), the improvement is similar for the three schedulers,
and only the results with the GPF algorithm are shown in Fig. 7. It is assumed
that, for every user, the main interferer is cancelled in every TTI. For lower
offered loads there is often negligible interference and a large probability of
no improvement from interference mitigation. However, the potential benefit
quickly increases with the offered load, with a 30% probability of having a
throughput gain of 50% or more in Region 3. The gain can be as high as 300%
for some of the cases.
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5 Discussion
The results presented in the previous section can be used to compare the
potential benefits from adequate scheduling and interference mitigation in
a dense scenario with small cells. On the one hand, it was shown that
the selection of the scheduling algorithm can make a difference in the user
throughput and the amount of tolerable offered load in the network. With
the considered open-loop dynamic traffic model, the users should be served
fast, allowing them to leave the network so that the resources can quickly be
unleashed to lower the generated interference. This improves not only the user
throughput, but also the fairness. It is not advisable to give excessive priority
to users under bad SINR conditions as this will result in traffic accumulating in
the cells. Doing so would furthermore increase the risk of reaching congestion
as only a few cells need to be congested before the overall performance is
affected.
The potential benefit that a scheduling algorithm can bring is, however,
limited to a narrow range of traffic loads, where there is enough user diversity
to allow prioritization but not excessive load to congest the cells. Interference
mitigation can, on the other hand, play a relevant role as long as there are
enough active cells in the network. Interference can be mitigated from the
transmitter side by muting the interfering cells [15] through a coordinated inter-
cell algorithm. This option would come at a cost for the users that are served
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by the muted cells, which is not reflected in Fig. 7. However, the presented
gains are so significant that there could be an overall throughput improvement
even when taking into account the associated loss from muting. Another
possibility is to let the user equipments suppress part of the interference by
means of advanced receivers [7, 16] with interference cancellation capabilities,
either in a linear or non-linear way. Future work should consider applying the
findings presented in this paper to the design of joint inter-cell interference
mitigation techniques combining some of these options.
6 Conclusions
This article compared the potential capacity gains from scheduling and in-
terference mitigation in a dense small cell network. The results suggest that
an inter-cell interference management mechanism can provide larger gains
than intra-cell scheduling, in a wider range of traffic loads. The mitigation
technique must be sufficiently dynamic to capture the variations of the inter-
ference, which can be very pronounced in a dense network where each cell
serves a low number of users.
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1. Introduction
Abstract
This article presents a characterization of different LTE-Advanced network deploy-
ments with regard to downlink interference and resource usage. The investigation
focuses on Heterogeneous Networks (HetNets) with dedicated spectrum for each layer
and, in particular, on cases where small cells are densely deployed. Thus, the main
interference characteristics of the macro layer and the dense small cell layer are studied
separately. Moreover, the potential benefit of mitigating the dominant interferer
in such scenarios is quantified as an upper bound gain and its time variability is
discussed and evaluated. A dynamic FTP traffic model is applied, with varying
amounts of traffic in the network. The results present an uneven use of resources in
all feasible load regions. The interference under the dynamic traffic model shows a
strong variability, and the impact of the dominant interferer is such that 30% of the
users could achieve at least a 50% throughput gain if said interferer were mitigated,
with some users reaching a 300% improvement during certain time intervals. All the
mentioned metrics are remarkably similar in the macro and small cell deployments,
which suggests that densification does not necessarily imply stricter interference
mitigation requirements. Therefore, the conclusion is that the same techniques could
be applied in both scenarios to deal with the dominant interferer.
1 Introduction
Interference is one of the main factors that compromise the downlink perfor-
mance in LTE and LTE-Advanced (LTE-A) networks [1]. As such, it has been
the focus of numerous studies since the first LTE network deployments com-
prising only macro cells. Research on interference management for macro-cell
networks has analysed, among others, aspects such as resource partitioning in
the frequency and space domains (e.g., Frequency Reuse, Fractional Frequency
Reuse) [2–4] to improve the signal strength at the mobile terminal or to reduce
the interference. These studies were performed under static traffic models,
therefore limiting the time variability of the interference. Hence, the solutions
proposed in these investigations managed to bring notable benefits while
using slow adaptation capabilities. More recently, Coordinated Multi-Point
Transmission (CoMP) studies have tried to approach these issues in a more
dynamic manner [5], by studying procedures with extensive coordination and,
for the most part, under the assumption of a fast backhaul, or even fronthaul,
with negligible latency [6].
Following these macro-only topologies, research turned to Heterogeneous
Networks (HetNets) as a way to meet the increasing capacity demands in LTE-
A networks. HetNets comprise a mixture of macro cells and low power nodes
known as small cells. These topologies face a challenging interference problem
in cases where the macro and the small cells utilize the same carrier due to
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the difference in transmission power. Therefore, this inter-layer interference
has been the focus of many studies [7–9]. The current trend is pointing to
dedicated deployments with higher frequency bands [10], and thus shifting
the focus towards intra-layer interference between the same class of nodes.
Most of the research on intra-layer interference between small cells in the
literature has considered femto cells (home base stations), which present a
high risk for inter-cell interference as the nodes are commonly installed by the
users, making up an unplanned network [11, 12].
However, current research is contemplating increasingly denser small
cell deployments in HetNets [13], where intra-layer interference becomes a
considerable concern, even in a planned deployment. It has been claimed
that denser scenarios exhibit unique interference characteristics and therefore
will require custom-designed solutions for interference mitigation [14]. This
study sets out to evaluate this hypothesis and to understand how the efforts
to manage interference should be steered depending on the topology. In
particular, the impact of the strongest interferer and the potential benefit
from cancelling it are evaluated. This investigation continues the work begun
in [15], which evaluated the behaviour of the intra-layer interference in an LTE-
A dense small cell network. The analysis is extended here to a network based
on a regular macro-cell deployment and we delve deeper into the reasons
for the observed interference patterns. Both the macro-only and the dense
small cell scenarios are examined under a dynamic traffic model with different
amounts of offered traffic. The time evolution of the interference is studied,
analysing the required dynamism for interference mitigation solutions in these
topologies.
The two scenarios are found to be remarkably similar with regards to these
considerations, despite their very different degrees of density. This conclusion
fits in with previous studies such as [8] and [16], which found that, assuming
an interference-limited network with unbiased cell association and equal path
loss exponents for all links, adding base stations does not modify the downlink
SINR statistics. As such, similar strategies to manage the interference could be
used in the two scenarios analysed in this article, potentially achieving very
significant performance gains if the main interferer were ideally mitigated.
The structure of the paper is as follows: Section 2 will introduce a descrip-
tion of the considered network scenarios and the traffic model, together with
some necessary theoretical considerations for the interference analysis; Section
3 will focus on a description of the system-level simulation settings; Sections
4-5 will present the analysis and discussion of the collected statistics and their
significance. The article closes with a discussion on future research and the
concluding remarks.
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2 Setting the Scene
2.1 Network Model
The majority of the network models found in the literature are either variations
of the Wyner model, making up an idealized, regular structure, or are based
on stochastic geometry, such as Poisson Point Processes (PPP) [17]. The 2D
Wyner model forms a regular lattice of deterministic base station positions, in
a hexagonal deployment, whereas in the case of the PPP scenarios, the network
positions are random and the structure, irregular. Both methods have a series
of advantages and disadvantages. The Wyner model is more tractable but
highly ideal and therefore requires extensive simulations to produce realistic
results. On the other hand, the PPP models account better for randomness
in the network and allow us to define the notion of a typical user [18]. PPP
has also been found to adequately model the users positions, both in a macro
cell when applied uniformly over the area, and in hotspots when used in
clustered form. The main disadvantage of stochastic models is the difficulty
in modelling the correlated dependences in node positions, i.e., the fact that
the location of a base station is generally dependent on the position of its
neighbours [17].
A third option for network modelling comes in the form of realistic (site-
specific) scenarios, generally using data from real operator deployments [19].
The main challenge of performing a study in such a scenario is that the
reproducibility of the results is limited, and that it might not be easy to extract
general conclusions that are applicable to other deployments. The Third
Generation Partnership Project (3GPP) has adopted the use of Wyner and
stochastic models in its simulation assumptions [13]. In particular, macro
deployments are represented by a regular hexagonal structure, whereas small
cells are deployed in clusters according to a PPP with several inter-eNodeB
distance constraints.
The two LTE-Advanced network scenarios considered in this study, which
are illustrated in Fig. 1, follow these characteristics. The network topologies
are similar to the ones described in [13]. On the left-hand side of Fig. 1, the
macro cell case comprises seven sites with three sectors each. The deployment
is regular, with a 500 m inter-site distance. The users are deployed uniformly
over the cell area according to a PPP. All the macro cells transmit at the same
frequency. The small cell scenario, depicted on the right-hand side of Fig. 1,
includes three non-overlapping clusters with ten small cells each, modelling
areas with high traffic density. As shown in the figure, the clusters are
delimited by two concentric circles. The cells are randomly placed according
to a Poisson point process within the inner circle, with a 50 m radius. There
is a minimum distance constraint between small cells of 20 m. The outer
circle, with a 70 m radius, represents the area where the users are deployed
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Fig. 1: Network topologies. Macro cell network (left) and dense small cell network (right).
uniformly according to a PPP (i.e., taking a clustered approach). All the small
cells in the network share the same frequency band. It is assumed that the
each user connects to the cell corresponding to the strongest received power.
2.2 Traffic Model
Two types of traffic models are commonly used in LTE-A studies. On the one
hand, closed-loop full buffer models consider a constant number of users with
unlimited data to transmit. In contrast, finite buffer models (also known as
FTP traffic models) include user arrival (birth) and departure (death) processes,
and it is assumed that the users have a limited amount of data to transmit, and
they leave the network once they have done so [20]. These models can be of the
closed-loop or open-loop types, depending on whether the number of users
in the network is fixed or variable, respectively. Both full- and finite-buffer
models have been used in 3GPP studies [21]. The finite-buffer model with
Poisson arrival has been found to adequately model the arrival of user sessions
[22]. It also includes the effect of users not being simultaneously active, thereby
introducing fluctuations in the interference conditions in the network. The
full buffer model is less realistic in its assumption of constantly active users
and results in more stable interference patterns. The difference between the
models can be significant in dense deployments where the coverage areas are
reduced and the cells serve a low number of users. In such a scenario, the full
buffer model would lead to an underestimation of the interference variability,
which would seemingly facilitate the scheduling decision process. In order to
properly understand the challenges faced in dense deployments, this study
adopts an open-loop dynamic FTP traffic model in which session arrivals are
controlled by an average arrival rate, λ, following a homogeneous Poisson
process, and each user demands a fixed payload of L bits. The arrival rate λ
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has different meanings depending on the scenario. In the macro cell case, λ
indicates the average number of users per second per cell area, whereas in the
small cell case, it is defined as the average number of users per second per
small cell cluster. The offered load O is defined as the product of the arrival
rate and the payload, O = L · λ, and will accordingly adopt different meanings
depending on the scenario. Likewise, we define the carried load, C, as the
average amount of supported traffic in one of the cells (macro scenario) or in
one cluster (small cell scenario). The different interference and performance
metrics analysed in this study will be evaluated in relation to the offered and
carried loads.
The system is in equilibrium and operates in the feasible load region when
the carried traffic matches the offered load, i.e., C = O. Congestion takes
place when the system cannot support the demanded traffic (C < O) and the
session departure rate becomes lower than the rate at which users arrive in
the network. The congestion region is unstable and not of interest for the
design of a practical interference management solution. Therefore, only the
performance in the feasible load region will be considered in this study.
A sketch of the user performance in the feasible region with increasing
traffic is presented in Fig. 2. This region can be further subdivided in three
sub-regions according to the occupation of the cells. Region 1 represents the
low load cases, where there are plenty of available resources for the users,
which in turn get served quickly and often leave the network before the next
arrival. Inter-cell interference can be neglected in this case as the sessions
are very short and the probability of having multiple active cells at the same
time is low. In Region 2, the offered load has increased, together with the
probability of having several simultaneously active transmitters. However,
the load in the cells is still fairly low, with typically one active user per cell.
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Finally, Region 3 represents the case where the load in the network is such
that the capacity limit is nearly reached, with a high number of users in some
cases and a considerable number of cells transmitting at once.
2.3 Interference Mitigation Benefit
This section introduces the theoretical analysis that will allow us to evaluate
the spectral efficiency gains from mitigating the main interferer. Starting with
the most common signal quality measure, the Signal to Interference plus Noise
Ratio, SINR (Γ), is defined as
Γ =
P
∑
n
In + N
, (1)
where P is the power of the desired signal, ∑n In represents the total amount
of received interference and N is the background noise. The time variation
of the parameters in (1) has been kept out of the equation for the sake of
notational simplicity.
The Dominant Interference Ratio, DIR (Λ), indicates how significant the
role played by the strongest interferer in the total interference profile is. The
DIR is defined as
Λ =
I1
∑
n
In − I1 + N
, I1 ≥ I2 ≥ ... ≥ In, (2)
where I1 represents the strongest source of interference. We can relate the DIR
to the potential performance benefit that would be obtained assuming ideal
cancellation of the main interferer. Under that assumption, the SINR becomes
Γc =
P
∑
n
In − I1 + N
. (3)
Taking the ratio of the SINR expressions in (3) and (1), we quantify the
improvement from cancelling the strongest interferer as
Γc
Γ
=
I1
∑
n
In − I1 + N
+ 1 = Λ + 1 , (4)
which is proportional to the DIR value. Finally, the DIR and the SINR can be
related to the throughput improvement with ideal cancellation of the strongest
interferer by applying Shannon’s formula and calculating the ratio of the
spectral efficiencies with cancellation, Cc, and without, C,
Cc
C
=
log2 ( 1 + Γc )
log2 ( 1 + Γ )
=
log2 ( 1 + Γ (Λ + 1) )
log2 ( 1 + Γ )
. (5)
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2.4 Intra-cell Packet Scheduling
The packet scheduler determines how resources should be allocated among
the multiple users of a cell. Because the packet scheduler performs the
resource allocation in an intra-cell fashion, it can only impact the performance
in Region 3, where there are multiple users within the cell. This study makes
use of three different scheduler algorithms, all based on the same principle of
selecting a user u∗ according to a metric Mu,
u∗ = arg max
u
{Mu}, Mu =
rαu
Rβu
, (6)
where u is the index of the user, ru is the achievable throughput for user
u in the current Time Transmission Interval (TTI), Ru is the past average
throughput, and α, β ∈ [0, 1] are parameters which control the fairness.
The first algorithm, and one of the most commonly used, is Proportional
Fair (PF) [23], obtained by applying α = 1, β = 1 in (6). PF has been found
to offer a good trade-off between scheduling gains and fairness, especially
under full-buffer traffic models. In addition, a modified gradient search β-fair
scheduler algorithm, known as Generalized PF (GPF), will be included as it
was found to be more attractive for scenarios with a birth-death traffic model
in [20]. Finally, we will present results for the Blind Equal Throughput (BET)
scheduler, with α = 0, β = 1, targeted to serving users with an equal average
throughput [24].
3 Methodology
The interference analysis and estimation of potential interference mitigation
benefits will be based on system-level simulation results. The simulator is
time-based and includes all the major LTE resource management function-
alities such as link adaptation, hybrid automatic repeat request (H-ARQ),
and packet scheduling. In every 1 ms subframe, the SINR of each user is
calculated per subcarrier according to the chosen receiver type. Subsequently,
it is determined whether the transmission was successfully decoded using
the effective exponential SINR model [25] for link-to-system-level mapping.
H-ARQ with ideal Chase Combining is applied in case of failed transmissions,
and the SINRs for the different H-ARQ transmissions are linearly added. The
link adaptation functionality determines the modulation and coding scheme
for the first transmission based on frequency-selective feedback from the
users. The simulator does not consider user mobility (for HetNet studies
with mobility, the reader can refer to [26, 27]). However, the user sessions are
generally short and the SINR calculations include the effect of variable fast
fading. Together with an open-loop traffic model, this provides a significant
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Table 1: Main simulation assumptions
MACRO SCENARIO SMALL CELL SCENARIO
Network layout 7 three-sectored sites 3 clusters with 10 small cells each [13]
Bandwidth 10 MHz at 2.0 GHz 10 MHz at 3.5 GHz
Transmit power 46 dBm 30 dBm
User arrival rate, λ 0-4 users/s/cell 0-30 users/s/cluster
Path Loss Model ITU-R UMa [21] ITU-R UMi [21]
Antenna Pattern Directional, 70 beamwidth [21] Omnidirectional
Receiver Type MMSE-IRC
Traffic Model Poisson arrival, finite buffer
Payload Size, L 0.5 Mbytes
Transmission Mode 2x2 MIMO, single user
OFDMA symbols/TTI 13
β (for GPF) 0.6
variability in the channel conditions. The main simulation settings for this
study are summarized in this section and collected in Table 1.
In the macro-cell scenario, the cell transmit power is 46 dBm and the
antennas have a directional pattern. The carrier frequency is 2 GHz with 10
MHz bandwidth. The arrival rate will range between 0 and 4 users/cluster/s.
The stochastic ITU-R urban macro-cell (UMa) radio propagation model is
assumed, including different characteristics for line-of-sight (LOS) and non-
LOS (NLOS) [21]. The LOS case considers shadow fading with a 4 dB standard
deviation (σ), and different expressions for the path loss depending on the
distance with respect to a breakpoint. The NLOS case has no breakpoint and
uses σ = 6 dB for the shadow fading.
In the small cell scenario, all the small cells operate on the same carrier
frequency at 3.5 GHz with 10 MHz bandwidth. The antenna pattern is
omnidirectional and the transmit power is 30 dBm. The arrival rate will be
set to values between 0 and 30 users/cluster/s. The path loss model is ITU-R
urban micro-cell (UMi) [21], again with different expressions for LOS and
NLOS cases. The LOS expression depends on the distance to a breakpoint
and applies σ = 3 dB, whereas the NLOS case assumes σ = 4 dB.
The remaining simulation parameters are common to both scenarios. The
users demand a L = 0.5 MB payload. Closed loop 2x2 single-user MIMO
with rank adaptation is assumed, i.e., corresponding to LTE transmission
mode-4 [28, 29]. Packet scheduling is performed in the time domain only,
with one user per TTI [24]. This allows us to increase the number of OFDMA
symbols per TTI from 11 to 13 to improve the data rate. The value of β in
(6) for the GPF scheduler is fixed to 0.6 as recommended in [20]. The link
to-system level modeling is according to [25]. The receiver type at the user
equipment is MMSE-IRC [30].
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Fig. 3: Scheduler performance comparison. Top: Carried load vs. offered load. Bottom: Average
number of active users per cell over offered load.
4 Performance Results
In this section, we will take a look at simulation results which illustrate the
interference conditions and achievable data rates in the considered scenario,
under different traffic loads and scheduling metrics. The first part of the
section will focus on establishing the traffic regions as described in Section 2.2
and on a comparison of the scheduling algorithms. Next, we will take a
closer look at the load behaviour of the network by examining cell occupation
statistics. The magnitude and time variability of the interference in the network
will be dealt with afterwards, finally offering an estimation of the potential
benefits that could be obtained from interference mitigation.
4.1 Traffic Load Region Analysis
We will begin the analysis by studying the behaviour of the traffic in terms of
the different load regions in the macro and small cell scenarios. The carried
load and the average number of users per cell as a function of the offered traffic
are presented in Fig. 3 for the two scenarios and the three schedulers. The
carried load plots (upper graphs) present two different segments: the feasible
load region in which the carried load increases linearly and matches the offered
load, and the congestion region, where the network cannot cope with the
amount of demanded traffic. The feasible load region reaches approximately
7.5 Mbps offered load in the macro-only case and 75 Mbps offered load in the
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Table 2: Traffic load regions according to offered load and cell occupation.
SCENARIO
MACRO CELL SMALL CELL
Traffic region Offered load Ave. perc. of Offered load Ave. perc. of
(Mbps) active cells (%) (Mbps) active cells (%)
1 2.5 8.7 25 6.9
2 5 22.8 50 20
3 7.5 43 75 41
small cell case. The evolution of the carried load with increasing traffic is very
similar in both scenarios.
The carried load can be used to find the limit of the feasible load region,
but it is necessary to look at cell occupation statistics to classify the offered
traffic into sub-regions as discussed in Section 2.2. The average number of
users per cell (bottom part of Fig. 3) is kept low in the feasible load region, but
quickly grows beyond the congestion point. As the system is unstable in this
region, and the results are therefore highly dependent on parameters such as
the simulation time, we will focus on the feasible region for the remainder of
the article. In line with the results presented in [15] and [20] for the dense
small cell case, the scheduling algorithm which provides the best results in
terms of these two metrics is GPF, both for the macro cell and the small cell
scenario. The reason is that this scheduler assigns a higher priority to users
under better SINR conditions than PF and BET. These users get served faster
and, given the chosen open-loop traffic model, they can leave the network
more quickly, reducing the generated interference. This results in an overall
performance gain in the network. Therefore, we will only show the statistics
obtained under the GPF scheduler in the following figures.
The behaviour observed in Fig. 3, both for the carried load and the number
of users per cell, can help us choose a representative offered load value for
each of the three characteristic traffic regions. These values and the percentage
of active cells in each region are indicated in Table 2. The table serves as
a reference for the following figures in the article, where we will not refer
explicitly to the offered load value but to the traffic region.
4.2 Cell Occupation Statistics
One result from Table 2 that immediately comes to the forefront is the low
percentage of active cells in Region 3, within the feasible region but close to the
congestion point. We can examine the situation more closely by plotting the
empirical cumulative distribution function (cdf) of the number of users in the
cells in this region as shown in Fig. 4. The distribution of the users in the cells
in both scenarios is very uneven. As previously presented in Table 2, there is a
high percentage of inactive cells, while some cells contain a fairly large number
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Fig. 4: Cumulative distribution function of the number of active users per cell in traffic load
Region 3.
of users. The majority of the active cells, however, are only simultaneously
serving one or two users. Since Region 3 is within the feasible region but
close to congestion, this behaviour suggests that congestion can be reached
without all of the cells being active, as long as some of them are very occupied.
Those cells that are very loaded cause such interference to their neighbours
that the system approaches saturation while half of its resources are kept
unused. This is the case not only in the dense small cell cluster scenario,
but also in the macro-cell network, where the cell deployment is regular and
the spatial user distribution is uniform. This situation is clearly undesirable
and indicates the need for solutions that can reduce the congestion in the
highly loaded cells. As suggested by the performance gains brought by the
GPF scheduler, trying to serve the users in a faster way could have a positive
impact in terms of reduced interference and cell occupation. Furthermore,
inter-cell load balancing solutions could be applied to compensate for the
uneven use of resources in the network [31].
Further insight on the distribution of users within the dense small cell
clusters can be attained by studying the probability distribution function
(pdf) of the number of active cells in each TTI. If the occupation of any given
cell were statistically independent from the rest, the pdf would follow a
binomial distribution [32]. The binomial distribution is the discrete probability
distribution of a number of successes, X, achieved after t independent trials,
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Fig. 5: Probability distribution function of the number of active cells for one cluster in the dense
small cell scenario.
each of them having a success probability p,
P{X = i} =
(
t
i
)
pi(1− p)t−i, i = 0, 1, ..., t. (7)
Fig. 5 presents the empirical distribution of the number of active cells in every
TTI for one of the clusters in the dense small cell scenario, together with
the theoretical binomial distribution. Region 1 was omitted from the figure
as the number of active cells is very low. The values of p for the binomial
distribution (i.e., the mean probability that a cell will be active) were obtained
from the cdfs of the number of active users per cell, such as the example
presented in Fig. 4 (for Region 3). The mismatch between the binomial and
empirical distributions suggests that there is a coupling between the cells in
the cluster because of mutual interference, and the occupation of the cells is
not an independent process.
4.3 Signal and Interference Levels
The magnitude of the interference will be quantified in terms of the SINR and
DIR of the users. The cdf of the users’ scheduled SINR in the three traffic
regions is shown in Fig. 6. As expected, the values decrease with increasing
traffic load as more cells start becoming active and the interference increases.
Moreover, the SINR is higher for the small cell scenario than for the macro
cell case in Regions 1 and 2. This is due to the larger inter-site distance in
the macro-only case, making it more probable to have users located far from
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Fig. 6: Cumulative distribution function of the user SINR.
0 10 20 30 40 50 60 70
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
User throughput (Mbps)
C
um
ul
at
iv
e 
D
is
tr
ib
ut
io
n
 
 
Region 1
Region 2
Region 3
Macro
Small cell
Fig. 7: Cumulative distribution function of the average user throughput.
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the serving cell and in lower SINR conditions. On the other hand, the larger
number of users in Region 3 increases the diversity and hence the values are
very similar in both scenarios. The user throughput is directly linked to the
SINR and therefore exhibits the same behaviour as the latter with regard to
the traffic load regions and network scenarios, as shown in Fig. 7.
A different conclusion can be drawn with respect to the DIR, which
increases with the offered traffic as presented in Fig. 8. At low load (Region 1),
having very few active cells in the network can often imply that the strongest
interferer for a given user is located far in the network. When this happens,
the DIR expression in (2) is dominated by the background noise component,
and the DIR value becomes very low. This behaviour can also be observed
for a small percentage of the cases in Regions 2 and 3, but generally, as more
cells start becoming active, the probability that the dominant interferer will be
located closer to the user increases, and so does the DIR. An almost negligible
difference between the two scenarios can be observed in Region 1, but with
increasing traffic, the macro cell scenario provides the largest DIR values,
due to the higher transmitted power and the lower number of potentially
interfering cells compared to the small cell cluster. In general, Region 3 is
the most interesting one in terms of applying a mechanism to mitigate the
strongest interferer, as it is the one providing the largest DIR values, and the
potential benefit from mitigation is related to this parameter as shown in (5).
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Fig. 11: Cumulative distribution function of the number of TTIs between changes in DIR value.
4.4 Time Variability of the Interference
From the perspective of designing an interference mitigation mechanism, it
is important to understand how the interference in the network evolves in
time. In order to study this aspect, we present in Fig. 9 an example of the time
variation of the DIR for 15 of the users. The selected case is the dense small
cell scenario at high load (Region 3). Each horizontal bar in Fig. 9 shows the
values of the DIR within the lifetime of one user. The frequent colour changes
indicate that this value can shift within a few TTIs, sometimes abruptly. It
should be noted that our estimation of the DIR does not take into account the
fast fading, which does change for every simulated TTI. Therefore, all DIR
variations are due to the interference pattern changing when users enter or
leave the network. The DIR changes with approximately the same frequency
in both scenarios, hence the omission of macro results in Fig. 9.
To understand better the source of the DIR changes, Fig. 10 shows the
time variation of the strongest interferer cell index for the same set of users,
in a similar fashion. Looking at Figs. 9 and 10, we can see that, while there
are frequent shifts in the DIR value, the strongest interferer index remains
constant for a longer time. This is true not only for the few users presented
in the two figures, but also for the rest of the cases, as pictured in Fig. 11
and Fig. 12, which show the cdf of the number of TTIs between changes in
DIR value and in strongest interferer index, respectively. For example, the
50-percentile value is at 7 TTIs between DIR changes, but at 100 in the case of
the strongest interferer index. This indicates that the changes in the DIR are
mainly due to secondary interferers becoming active or inactive.
68
5. Discussion of Interference Mitigation Options
0 100 200 300 400 500 600 700
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of TTIs between strongest interferer index changes
C
um
ul
at
iv
e 
D
is
tr
ib
ut
io
n
 
 
Macro
Small cell
Fig. 12: Cumulative distribution function of the number of TTIs between changes in strongest
interferer index.
4.5 Potential Benefit from Interference Mitigation
The potential gains from interference mitigation in both scenarios are finally
quantified in Fig. 13. These gains are estimated from the empirical SINR and
DIR values of the users according to (5). The improvement is more pronounced
for the higher traffic loads, and is overall very similar for the two scenarios.
For low load (Region 1), there is a high probability of having a negligible
improvement, and the values are slightly higher in the small cell case. As the
traffic load increases, so does the probability of achieving more significant
gains, and the macro cell scenario starts yielding higher potential benefits. In
Region 3, there is around a 30% probability of having a throughput gain over
50%, and values as high as 300% can be reached for particular users and TTIs.
5 Discussion of Interference Mitigation Options
The presented results show a comparison of the characteristics of the inter-
ference in two network scenarios. In spite of the very different nature of
the macro and dense small cell cases, the interference behaviour was found
to be remarkably similar. Even though previous studies worked under the
hypothesis that denser deployments will require the use of custom designed
interference mitigation techniques [33], the findings in this article point out
that the performance in such cases could be improved by applying similar
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Fig. 13: Potential throughput increase with ideal cancellation of the main interferer (%). Schedul-
ing algorithm: GPF.
solutions to those utilized in macro-cell deployments. Moreover, the gains
that could be achieved seem to be comparable.
In general, interference mitigation techniques can be classified in two
groups [34]: network-based coordination and user equipment-based solutions.
Interference can be mitigated from the network side by limiting the resources
in the cells which cause a significant portion of the interference. As explained
in [35], there is an important trade-off to consider when applying resource
partitioning. On the one hand, there will be a performance increase for the
users that were affected by the interference. We can quantify this increase
as a benefit metric. On the other hand, users served by the cells where
resources have been limited will undergo a performance decrease, which can
be considered as the cost metric of the solution. As long as the benefit is
higher than the cost, the applied technique will bring an overall improvement
in the network.
In addition to network-based coordination, the user equipment can play a
significant role in mitigating the interference by means of advanced receivers,
operating in a linear [30, 36] or non-linear fashion [37]. The use of advanced
receivers presents an inherent advantage in that, since the interference is miti-
gated at the receiver, there is no need to limit the interfering cell’s resources,
effectively eliminating the performance cost that network-based coordination
implies. However, user equipment-based techniques are not exempt from
limitations. For example, linear advanced receivers with M antennas can
only suppress up to M − r sources of interference [38], with r being the
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transmission rank, while non-linear advanced receivers can have stringent
SINR requirements of the strongest interference source, to be able to reliably
estimate, reconstruct and cancel it from the total received signal.
The chosen interference mitigation solution should be dynamic enough
to track the changes in the interference profile as suggested by Figs. 11 and
12. It is usually more important to curb the effect of the strongest interferer
than of the secondary ones, and the strongest interferer index was shown to
change with a median period of 100 TTIs. This period is short enough to
suggest that some solutions in the literature could be re-evaluated or modified
to allow for more dynamic updates. In particular, most of the studies focused
on macro-only scenarios have traditionally employed rather static mechanisms
(an example is Frequency Reuse techniques [2]). In a scenario with user
mobility or with a smaller packet size, the time variability of the interference
would increase, further reinforcing the need for more dynamic solutions.
6 Future Work
Future research could analyse the interference and potential benefits from
mitigation under different network and traffic models, to understand how the
chosen simulation scenario impacts on the conclusions. Examples of network
models that could be used include the ones described in Section 2.1, such
as deterministic Wyner models, random models based on different point
processes, and site-specific scenarios based on real data. It would also be
interesting to study the interference conditions under a closed-loop finite-
buffer traffic model, with a fixed number of users in the network. Additionally,
a model with different classes of traffic based on quality of service demands
could be defined. User mobility is another aspect that might impact the results,
making interference more variable and accentuating the need for sufficiently
dynamic scheduling and interference mitigation solutions.
The findings presented in this paper could be applied to the design of
joint inter-cell interference mitigation techniques combining some of the
discussed options, including both network-based coordination and receiver-
side interference suppression.
7 Conclusions
This article analysed the interference characteristics, performance and use of
resources in two different LTE-A deployments: a regular macro-cell network
and a network comprising dense small cell clusters. These aspects were
examined under a dynamic traffic model with different amounts of offered
traffic. The two deployments exhibited a strikingly similar behaviour in the
different traffic load regions: both the performance figures and the time
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variability of the interference were comparable. The similarity became more
noticeable with increasing offered loads.
The extent to which the main interferer impacts on the user performance
was evaluated by means of the Dominant Interference Ratio. This parameter
was related through theoretical expressions to the potential benefit from miti-
gating the strongest source of interference, indicating a potential for notable
performance gains in both scenarios. Furthermore, since the interference pat-
terns in the two deployments show a strong resemblance, similar interference
mitigation solutions could be applied.
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1. Introduction
Abstract
The promise of ubiquitous and super-fast connectivity for the upcoming years will
be in large part fulfilled by addition of base stations and spectral aggregation. The
resulting very dense networks (DenseNets) will face a number of technical challenges.
Among others, the interference emerges as an old acquaintance with new significance.
As a matter of fact the interference conditions and the role of aggressor and victim
depend to a large extent on the density and the scenario. To illustrate this, downlink
interference statistics for different 3GPP simulation scenarios and a more irregular
and dense deployment in Tokyo are compared. Evolution to DenseNets offers new
opportunities for further development of downlink interference cooperation techniques.
Various mechanisms in LTE and LTE-Advanced are revisited. Some techniques try to
anticipate the future in a proactive way whereas others simply react to an identified
interference problem. As an example, we propose two algorithms to apply time domain
and frequency domain small cell interference coordination in a DenseNet.
1 Introduction
Adding base stations has been historically the most important factor for
increasing the capacity of cellular networks, and it is expected to persist
in the upcoming years. Mobile operators are finding that very high traffic
demands are typically concentrated in small geographical areas. To cope
with this, small cells are the best match, since they can be opportunistically
deployed in the hotspots, in a highly irregular way. Consequently, base
station densification is going to be dominated by small cells. Besides that,
taking new spectrum bands into use and techniques for efficient spectrum
utilization will contribute to reach the challenging capacity targets. These
very dense networks (DenseNets) can be seen as a natural evolution of today’s
Heterogeneous Networks (HetNets) [1, 2], inheriting most of their pros and
cons.
However, DenseNets are also accompanied by a number of new challenges
to be addressed. For example, backhaul will rise in importance [3]. With
densification, the goal of operators is to deliver additional capacity and
coverage with sufficient backhaul capacity and low latency without recurring
Operational Expenditure (OPEX) charges, with solutions that range from
fiber and Ethernet to wireless. Another important issue is mobility. Dense
deployment of eNBs is challenging in a high-speed mobile environment,
where frequent handovers may degrade the performance of the network.
Numerous mobility enhancements and corresponding analyses have been
studied in the context of HetNets [4, 5], and the investigations are expected
to continue for DenseNets. Last, the focus of this paper is the omnipresent
interference, and how to combat it. Inter-cell interference is identified as
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the major limiting factor in Long Term Evolution (LTE) networks. Diverse
interference management techniques have been included through successive
releases of the LTE standard, from Rel. 8 to the latest completed Rel. 11. For
example, solutions for interference coordination within the macro layer range
from simple frequency domain methods [6] to more advanced coordinated
multi-point (CoMP) techniques [7]. In the context of LTE HetNets, cross-
tier interference (between the macro layer and the small cell layer) has been
extensively investigated in the literature; see e.g. [8]. With the anticipated small
cell densification, the 3GPP work continues in Rel. 12 to have additional small
cell enhancements [9], as well as coordinated multi-cell packet scheduling
methods – referred to as enhanced CoMP.
The focus of this paper is on downlink interference, which becomes trickier
in a dense deployment, with a more diffuse definition of aggressor cell and vic-
tim user. Here new techniques to deal with the co-tier interference are needed.
In addition to network-based strategies relying on coordination among eNBs,
advanced User Equipments (UEs) will be equipped with interference cancella-
tion capabilities that can further benefit from the knowledge about interfering
transmissions under possible coordination by the network. Moreover, the
mitigation techniques must be sufficiently dynamic to capture the variations
of the interference, which can be very pronounced in a DenseNet where each
cell serves a low number of users. For instance, we propose new time and
frequency domain coordination strategies for dense clusters of small cells.
The main idea is to have a proper resource division (time or frequency) by
dynamically estimating the potential of the partitioning.
The rest of the paper is organized as follows: We first present the interfer-
ence distribution in different 3GPP scenarios and a site specific case in Tokyo,
noting that the relation between aggressor and victim and the predominance
of an interferer depend heavily on the particular scenario. Secondly, we give
an overview of the available interference management methods. With more
spread interference, there is still need for further development of Inter-Cell
Interference Coordination (ICIC) techniques. We propose two solutions for the
time and frequency domain small cell interference coordination, relying on
either proactive or reactive schemes. In both cases, system level performance
results are presented to demonstrate the benefits of small cell coordination in
terms of higher end-user experienced throughput and lower outage probability.
The article is closed with concluding remarks.
2 Interference Scenarios and Statistics
Downlink interference can be mitigated from the network side by partially
muting the interfering cells through a coordinated inter-cell algorithm. An-
other possibility is to let the UEs combat part of the interference by means of
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The role of the dominant interferer
If the signal from the DI is clearly stronger
than the rest of interference, then
interference coordination techniques
can focus on mitigating uniquely the DI
Secondary interferers
Dominant
interferer
Serving
cell
(a)
(c)
(b)
(d)
Planned deployment of equally
strong sectorized cells. Not all UEs
have high DIR, and aggressor-
victim relation is more diffuse.
Strong aggressor (macro) and many
victim UEs (pico UEs) with high DIR
Strong aggressor (CSG HeNB)
for non-allowed UE with high DIR
Femto
Planned or uncoordinated deployment of equally
strong small cells. Not all UEs have high DIR, and
aggressor-victim relation is more diffuse.
Figure 1: Interference scenarios and the role of the DI.
advanced receivers with interference cancellation (or suppression) capabilities.
In any case, the choice of a proper interference management technique calls
for a thorough study of the interference distribution between base stations
and mobile users, where the interference sources for a UE are sorted from
the strongest, the Dominant Interferer (DI), to the weakest. A good metric
capturing the predominance of a single dominant interference is the Dominant
Interference Ratio (DIR), defined as the ratio between the DI and the rest of
the perceived interference. Mathematically,
DIR =
Istrongest
∑
i 6= strongest
Ii + N
, (1)
where Istrongest is the power received from the DI, Ii is the power received from
interferer i and N is the thermal noise power. The improvement in Signal
to Interference and Noise Ratio (SINR) from ideal interference cancellation
of the DI is proportional to the DIR, giving a fine estimation of whether the
strategy can focus uniquely on the DI or also weaker interferers need to be
cancelled or suppressed. The quantities in (1) are time-variant, so the benefit
from mitigating the DI is only fully achieved when conducted on a per-user
basis and dynamic in time.
To illustrate the variation of the interference relations with the network
topology, Figure 1 draws four exemplary scenarios. Figure 1 (a) is the tradi-
tional homogeneous network, deployed in a planned manner with equally
strong sectorized macro cells, where not all the UEs perceive a high DIR and
hence the aggressor-victim relation is diffuse. On the contrary, in a co-channel
HetNet composed of macros and outdoor small cells sharing the same carrier
– Figure 1 (b) – the macro cells are the clear aggressor for most of the small
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cell users, which are subject to strong downlink interference both in data
transmission and control channels [8]. Another option is the deployment of
indoor closed subscriber group (CSG) Home eNB small cells – Figure 1 (c)
– where macro users not belonging to the group cannot connect. Here, the
small cell plays the role of aggressor to nearby indoor macro users that are
not allowed to get service from the Home eNB, resulting in so-called macro
coverage holes. Also in this case the definition of aggressor and victim is
precise. Lastly, small cells (indoor or outdoor) can be deployed on a dedicated
carrier in a planned or unplanned manner – Figure 1 (d) – with equally strong
small cells and omni directional antennas. Similarly as for the homogeneous
macro networks, not all UEs have a clear DI and the aggressor-victim relation
is vaguer. Another factor is the potentially unplanned (and irregular) nature
of this topology, which increases the probability of experiencing a high DIR.
To sum up, deployments of equally strong cells tend to experience a spread
interference map (co-tier interference), where users do not necessarily perceive a
clear aggressor or DI, but often multiple interfering signals of similar strength.
The situation is exacerbated with densification: as the number of base stations
per square meter increases, the chances of experiencing interference from
more than one source also increase. On the other hand, interference between
different layers (cross-tier interference) leads to higher values of DIR and has
been widely investigated for HetNets. Finally, it is more likely to perceive a DI
in more irregular deployments. With a high DIR, the benefit of applying some
interference coordination or mitigation mechanism is obtained by focusing
uniquely on the dominant interferer, while scenarios with low DIR are more
challenging and need to deal with several interference sources.
In order to further illustrate the characteristics of different network deploy-
ments, Figure 2 compares the empirical cumulative distribution function (CDF)
of the DIR for various scenarios. Three generic 3GPP simulation scenarios as
defined in [9] are considered, based on commonly accepted stochastic propaga-
tion models. The 3GPP macro-only deployment is composed of a regular grid
of three-sector base stations deployed at 2 GHz, i.e. similar to the scenario in
Figure 1 (a). The 3GPP scenarios with clusters of small cells operate at 3.5 GHz.
For the outdoor case, 10 small cells are randomly deployed in circular hotspot
areas of 50 m radius. For the indoor case, a dual stripe multi-floor building
block with one small cell per 100 m2 apartment is assumed. In addition to the
results from the standardized 3GPP cases, we also report results for a specific
deployment in the city of Tokyo, Japan. Interference statistics are extracted for
an area of approximately 1 km2 around the Kinshicho Station. The buildings
in this deployment area have an average height of 24 m and a maximum of
150 m. A total of 20 macro sites are deployed at 800 MHz (three-sector), 1700
MHz (three-sector) and 2100 MHz (six-sector), and at a height of 5 m above
the building in its local area. The average macro inter-site distance equals 227
m (in contrast to the 500 m of the 3GPP case) with a standard deviation of
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Figure 2: CDF of the DIR in different scenarios.
18 m. Moreover, 100 small cells are deployed at 3.5 GHz and at 5 m height
in street canyons, placed mainly near the tallest buildings where the radio
signal from the elevated macro-cells typically is weaker and more traffic can
be offloaded. The statistics of the Tokyo case are separated for the macro and
the small cell users.
Observing the curves in Figure 2, the lowest DIR corresponds to the
3GPP outdoor small cell case, with dense clusters and a higher probability of
coinciding with several active neighbors. On the other extreme, the highest
DIR is observed for the Tokyo case, due to the more irregular and dense
deployment, with the DIR of the 3GPP indoor case very close to the outdoor
small cell layer in Tokyo. If a DIR of e.g. 3 dB is taken as a representative high
value, less than 25% of UEs in the 3GPP outdoor small cell case will get a
clear benefit from mitigating the strongest interferer, whereas this percentage
goes up to more than 50% in the small cell layer of the Tokyo scenario. The
main learning here is that realistic dense networks (exemplified here by the
data from Tokyo) may offer higher values of the DIR, and thus the gains of
applying interference coordination might be higher as compared to the 3GPP
scenarios. With lower values of the DIR, mechanisms mitigating the strongest
interferer should be applied only for a selected subset of users.
3 Overview of Interference Mitigation Techniques
Extensive research related to LTE downlink interference mitigation has been
done in academia, industry and standardization bodies such as 3GPP. Table 1
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shows an overview of the different mechanisms. The interference problem
can be addressed from the network side, the user side or a joint action of
both. Furthermore, some techniques try to anticipate the future in a proactive
way whereas others simply react to an identified interference source. The
disadvantage of reactive solutions is that in highly dynamic environments the
actions may happen too late. On the other hand, proactive approaches can
lead to a waste of efforts and/or resources by trying to solve matters that may
never materialize.
Within the network-based interference coordination category, the first
group of solutions is based on resource partitioning, which can be conducted
in the space domain, time domain or frequency domain [9]. The simplest form
of space domain resource partitioning is to use higher order sectorization in
the macro site installations. As an example, upgrading from 3 to 6-sector
macro sites is found to offer 50%-80% capacity improvement depending on the
spatial characteristics of the environment [10]. More advanced space domain
techniques include coordinated beamforming and coordinated multi-point
techniques [7].
The time and frequency domain resource partitioning techniques rely on
blanking certain transmission resources in some cells to improve the perceived
signal quality of those resources in the neighboring cells, resulting in a capacity
loss for the cells blanking resources (called Cost) and a Benefit for the cells
with reduced interference. The optimum blanking of resources can therefore
be formulated as a Value maximization problem, where the Value (or the Net
Benefit) equals the Benefit minus the Cost. The enhanced ICIC (eICIC) scheme
is an example of time domain resource partitioning for co-channel macro and
small cell deployments, where some transmission resources are blanked at
the macro to improve the quality of the users served by the small cells [8].
The blanking is achieved by using the so-called “Almost Blank Subframes”
(ABS). Using ABS at the macro is found to offer promising performance
improvements for co-channel macro and small cell cases, as the macro acts as
an aggressor for many victim small cell users, and therefore the Benefit can
significantly exceed the Cost.
Frequency domain resource partitioning can be realized by assigning
different carriers to eNBs, or by using different OFDMA sub-carriers for
transmission [6]. The simplest form is hard frequency reuse, where nearby
eNBs use orthogonal frequency carriers. However, hard frequency reuse
seldom results in the best performance for LTE. An alternative option is
fractional frequency reuse (or soft frequency reuse), where some resources
are reused by all eNBs, while others are dedicated to only certain eNBs.
Furthermore, autonomous eNB mechanisms for dynamically choosing the
best carrier(s) have been widely investigated in the context of femto cell
networks [11]. In all cases, the potential of time and/or frequency domain
inter-cell partitioning methods is fully exploited when they are dynamically
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Table 1. Overview of downlink interference mitigation toolbox.
Network based
resource
partitioning
Spatial-domain resource partitioning
Use of spatial filtering techniques.
Simplest form is use of sectorized antennas.
More advanced forms include use of arrays of transmit antennas or active
antennas with coordinated beamforming between cells.
Time-domain resource partitioning
Cells are time-synchronized and coordinate at which time-instances they
transmit, such that there are time-instances where Cell A can serve its users
without interference from Cell B. Also known as coordinated muting.
Examples include 3GPP defined techniques such as eICIC and CoMP.
Frequency-domain resource 
partitioning
Include options such as using hard or soft frequency reuse between neigh-
boring cells.
The frequency-domain resource partitioning can be on PRB resolution, or
on carrier resolution if having networks with multiple carriers. The latter is
also referred to as carrier-based ICIC.
Network based
transmit power
control
Transmit power control per cell
Adjustment of transmit power per cell to improve the interference condi-
tions.
Examples include 3GPP defined techniques for femto cell transmit power
calibration to reduce interference toward co-channel macro-users.
UE based
interference
mitigation
Interference suppression
Interference suppression by means of linear combining of received signals
at the UEs antennas.
Examples of such techniques are optimal combining and interference rejec-
tion combining.
Interference cancellation
Interference cancellation with non-linear techniques where the UE esti-
mates one or multiple interfering signals and subtracts them from the
received signal, followed by detection of the desired signal.
Examples include successive or parallel interference cancellation schemes.
Network assisted interference miti-
gation
Schemes where the UE receives additional assistance information from the
network to facilitate more efficient interference mitigation.
This includes cases where the UE receives a priori information of interfering
signals that it should suppress.
The simplest example is common reference signal (CRS) interference cancel-
lation (IC), where the UE receives information related to neighboring cell
CRS characteristics to enable easier non-linear IC of those.
Joint network
and UE based
nterference
mitigation
Exploiting all degrees of freedom for
maximizing the system performance
Hybrid schemes with joint multi-cell coordination to maximize the benefits
of both network based and UE receiver based interference mitigation tech-
niques. 
One example is to use inter-cell rank coordination, such that a UE with the
capability of linear interference suppression of a few strong interfering
streams is primarily scheduled when its serving and interfering cells are
transmitting with rank-1.
Table 1: Overview of downlink interference mitigation toolbox.
adjusted in step with the time-variant behavior of the system and the traffic
fluctuations. As examples of the former, [12] demonstrates the benefits of
fast versus slow inter-cell coordination, while aspects of centralized versus
distributed coordination are examined in [13].
Finally, the adjustment of the eNB transmit power is another network-based
technique which has been often applied to closed subscriber group femto cells
with the goal of reducing the cross-tier interference towards co-channel macro
users [14].
An alternative to network-based interference coordination is to rely on
advanced UE receivers with interference mitigation capabilities [3]. UEs with
multiple antennas can exploit linear interference suppression techniques such
as interference rejection combining (IRC). However, its applicability is limited.
A UE equipped with M antennas has M degrees of freedom: one is used for
the reception of its own stream; the remaining M-1 are available to exploit
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Cooperative decisionsAdvanced UE
receivers
Addressing the same problem
Network-based
ICIC
Mute the strongest
interferer
Cancel the impact
of the strongest
interferer
Figure 3: Cooperative network-based and UE receiver-based interference mitigation.
either diversity or interference suppression. For example, a UE equipped
with 2 antennas and being served by an eNB using rank two has to use
its single degree of freedom for inter-stream interference suppression. Yet,
the linear interference suppression at the UE can be boosted with network
coordination. One example is to use rank coordination. The principle is to
schedule victim UEs with rank one (single stream) on transmission resources
where the neighboring cells also apply rank one transmission. By enforcing
such inter-cell coordination, the highest gain from using IRC at the UE can be
achieved. Similarly as for the resource partitioning techniques, the use of inter-
cell rank coordination and IRC receivers presents a Value that can be expressed
as Benefit minus Cost. Here the Benefit is the interference suppression gain
offered by IRC, while the Cost is the potential loss of throughput by restricting
some cells to only use rank one transmission on certain resources.
The second variant of receiver-based interference mitigation is to apply
non-linear interference cancellation, where the UE reconstructs the interfering
signal(s) followed by subtraction before decoding the desired signal. These
techniques are especially attractive for cancelling interference from semi-static
signals such a common reference signals, broadcast channel, and synchroniza-
tion channels, as already supported to a large extent in the latest LTE releases.
However, applying non-linear interference cancellation to data channel trans-
missions is much more challenging, as the scheduling and link adaptation
(i.e. selection of modulation and coding scheme) are highly dynamic, and
conducted independently per cell. Hence, getting the most out of non-linear
interference cancellation requires additional network assistance, and it is
an ongoing work topic in 3GPP Rel-12 standardization [15]. The idea is to
simplify the processing at the UE, by providing a priori knowledge of the
interfering signal characteristics such that the blind estimation of all their
features can be reduced.
The network-based and receiver-based interference mitigation techniques
in Table 1 essentially address the same problem: avoiding undesirable inter-
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cell interference. However, they have been typically treated separately in the
literature. In principle, they are not mutually exclusive, but addressing the
same problem independently from different perspectives can lead to some
waste of efforts. It remains to be further investigated how to maximize the
synergies from both strategies. Thus, the new inter-cell interference challenges
should be addressed by enforcing joint multi-cell cooperation techniques to
fully exploit all degrees of freedom, as illustrated in Figure 3. Further research
on scheduler and link adaptation coordination between eNBs is required,
providing additional a priori knowledge to UEs for interference cancellation,
as well as exploiting recent advances in receiver signal processing techniques.
4 Small Cell Interference Coordination for Dense-
Nets
Within the network-based ICIC category, we propose two methods to improve
the performance of dense small cell networks: one proactive method using
time domain ICIC and a second reactive scheme which relies on carrier
domain ICIC. The time domain algorithm is applied to clusters of outdoor
small cells, whereas the carrier domain solution has been evaluated for indoor
deployments. In both cases it is required that the algorithm adapt to changing
traffic conditions, created by a dynamic birth-death traffic model with a fixed
payload per call. When the payload has been successfully delivered, the call is
terminated.
4.1 Proactive Time Domain ICIC
In the time domain, some subframes are muted in the small cell layer in order
to mitigate the interference to the victim users. As seen in the statistics in
Figure 2, the definition of aggressor and victim is not straightforward in dense
clusters of cells, and the decision of which small cell to mute and when to do
it is not trivial. Even within the same cell, users perceive different neighbor
small cells as their main aggressor.
The muting actions are only taken if a small cell is identified as an aggressor.
Otherwise, normal transmission is used. A key aspect of the algorithm is
hence the identification of victim users and their aggressors. With the goal
of improving the coverage user throughput – defined as the 5th percentile
user throughput – without compromising the average user throughput, the
identification of a victim user is twofold. First of all, the ratio between the
received signal from the serving cell and the DI has to be below a threshold
(set to 10 dB in the simulations). Secondly, the DIR has to be above 3 dB
(the DI to be perceived at least at double power as compared to the rest of
interference). If both conditions are met, the user is classified as a victim user
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and its DI is identified as aggressor cell, which will be requested to mute. The
muting action is reverted when the victim user that triggered a muting leaves
the system.
The muting coordination among small cells is specially challenging when
one small cell is simultaneously aggressor and serving a victim user. In these
cases it is necessary to coordinate the muting actions among small cells to
avoid situations in which the cell serving the victim user is muting at the same
time as the aggressor. This coordination is attained with a proactive approach,
in such a way that each cell has some pre-assigned “good” time slots with
improved SINR conditions and some “bad” slots where it may be asked to
mute. The pattern of these pre-assigned time-slots is set a priori. As the
densification grows, it is not convenient to apply the algorithm at a full cluster
level as it leads to too complex coordination, and instead coordination within
subclusters of small cells is recommended. The small cell subcluster division
can be done based on the past history UE measurements and/or small cell
Network Listening Mode (NLM) measurements to identify interfering cells
that should belong to the same subcluster [13].
4.2 Reactive Carrier Domain ICIC
As a second example of network-based interference coordination, we present
a reactive carrier domain ICIC solution. The goal is to orchestrate a proper
use of the Component Carriers (CC) to have all users served with at least a
certain minimum data rate, expressed by the Guaranteed Bit Rate (GBR). By
default, all the small cells utilize all the available CCs (reuse 1 strategy).
The identification of victim users experiencing too low service rates – i.e.
below the promised GBR – is the criterion to trigger the reactive actions. If the
small cell serving the victim user is not using all its CCs it can choose to enable
more CCs to increase the available bandwidth. It can also choose to request
interfering small cells to stop using certain CCs to reduce the experienced
interference at the victim user. For each of the possible hypotheses to improve
the performance of the victim user, the corresponding Value (Benefit minus
Cost) is estimated, followed by taking the action that results in the highest
positive Value. As an example, the hypothesis corresponding to taking more
CCs into use for the small cell serving the victim user will result in a Benefit for
that cell, but also a potential Cost in the neighboring cells that will experience
increased interference. Similarly, if a CC is switched off in Cell A it will
result in a performance loss (Cost) for users served by cell A, while users
experiencing interference from cell A will experience less interference (Benefit).
For the sake of simplicity, not all the possible hypotheses are evaluated, but
only those that involve neighboring cells acting as a DI for the identified victim
user. Finally, when a user that has previously triggered the carrier domain
ICIC framework leaves the system, the prior actions aiming at improving the
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performance for that user can be reverted.
It is worth noting that the Benefit and Cost calculations require information
to be shared between the small cells over the backhaul. However, the infor-
mation is rather limited, and is not considered sensitive to typical backhaul
latencies of 10-50 ms.
4.3 Performance Gains
A network layout following the guidelines in [9] is simulated. The considered
3GPP Rel-12 small cell scenarios with clustered outdoor cells and indoor
cells are in line with the descriptions given for Figure 2. For the case with
outdoor clusters, we consider an ultra dense case with 12 small cells per cluster,
whereas indoor small cells are in a dual stripe building block. The system-level
simulator follows the LTE specifications, including detailed modeling of major
radio resource management functionalities such as packet scheduling, hybrid
automatic repeat request (HARQ), link adaptation, 2x2 closed loop single-user
MIMO with dynamic precoding and rank adaptation. Proportional Fair (PF)
scheduling is applied independently at each cell. The finite payload per user
is 0.5 Mbytes. For the simulations of outdoor small cell clusters, we use an
open loop traffic model with Poisson call arrivals and an average offered load
per cluster area ranging from 50 Mbps to 110 Mbps. The simulations for the
indoor small cell cases assume a closed-loop traffic model with a constant
number of users per building block, with a new call generated immediately
after an existing call is completed.
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Figure 4: Time domain ICIC with outdoor small cell DenseNets: performance results. (a) User
throughput gain vs. average offered load (b) Maximum and average muting ratio vs. average
offered load.
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Figure 5: Carrier domain ICIC with indoor small cell DenseNets: performance results. (a) Outage
vs. average number of UEs per small cell (b) Probability mass function for the number of used
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In Figure 4 (a) the user throughput gain of time domain ICIC is presented
as a function of the offered load. As expected, the relative gain increases with
the offered load of the system, both in 5%-ile and 50%-ile user throughput,
going up to 40% and 25% respectively for the highest simulated load. On
the other hand, no significant gains were observed for values of offered load
below 50 Mbps. This makes good sense: at low load, few users are active at
the same time, and the probability of experiencing strong interference from
a neighbor small cell decreases. In Figure 4 (b) the maximum muting ratio
(corresponding to the small cell muting a larger percentage of time in the
simulation) and the average muting is plotted, as a function of the offered
load of the system. As the offered load increases, the percentage of muting in
the system also increases, since the condition triggering the muting actions is
met more often.
In Figure 5 the performance of carrier domain ICIC with 4 CC per small
cell is shown. Figure 5 (a) shows the outage probability of having users
experiencing a service rate below their GBR versus the offered load (expressed
by the average number of users per small cell). Results are reported for both
plain frequency reuse one (without any interference management) and for the
proposed reactive carrier domain ICIC scheme. Similarly to the results of the
time domain ICIC, there is no gain from applying interference coordination at
low load with only few users per small cell. As expected, the improvement in
outage becomes significant as the load increases, allowing one more user per
small cell when the carrier domain ICIC is enabled. Indeed, the increase in
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capacity goes up to 25%: 4 users with reuse one versus the 5 users of carrier
domain ICIC. The probability mass function for the number of used CCs per
small cell is reported in Figure 5 (b) for each offered load. With only one user
per small cell on average, it is observed that 94% of the cells use all 4 CCs,
i.e. the carrier domain ICIC is seldom triggered. As the load increases, the
interference coordination is applied more often, with only 18% probability of
using all 4 CCs per small cell.
5 Conclusions
In this paper we have discussed the role of the interference for a variety of
deployments, ranging from homogeneous macro-only networks to dense small
cell networks. The first step has been motivating the terminology of aggressor
and victim and the Dominant Interference Ratio (DIR), as effective elements
for investigating the advisability of interference coordination. Interference
statistics for generic 3GPP simulation scenarios and a site specific case in
Tokyo are compared, showing a larger potential of applying interference
management techniques in the latter case. An overview of the huge variety of
interference management techniques is also presented, and the best solution
for a given network will depend on factors such as the deployment, the
desired optimization goal or the UE capabilities. Hybrid schemes of network-
based interference coordination and user-based interference suppression by
means of advanced receiver signal processing are identified as an area that
requires further research. Finally, we have proposed two algorithms to apply
either proactive time-domain or reactive carrier-domain co-tier interference
coordination with different optimization goals. The main idea is to have a
proper resource division (time or frequency) by dynamically estimating the
potential of the partitioning. The performance results show gains of 25-40%
user throughput and 25% in capacity. In conclusion, we have essentially
shown that evolution to DenseNets opens new opportunities for interference
coordination research.
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Overview
1 Problem Description and Proposed Solutions
In Part II, we identified two major problems affecting the performance of the
dense small cell scenario: rapid interference fluctuations and a profound load
imbalance. The fast variation of the interference suggests that the resource
allocation should be re-examined in a very dynamic manner if we want to
make an efficient use of the available resources. Moreover, this goal cannot be
attained until we alleviate the congestion in some of the cells by encouraging
their inactive neighbours to participate in the data transmission. Our estima-
tions also indicated that there is a strong potential for significant performance
improvements from interference mitigation. In this part of the dissertation,
we propose a number of solutions to realize these objectives.
Recent developments in mobile networks have brought the appearance
of fast fronthauls with small latencies as a substitute for traditional back-
haul connections, which enable us to consider mechanisms relying on a fast
communication between cells. The introduction of the multi-cell Channel
State Information (CSI) feedback in 3GPP LTE Release 11 permits the users
to maintain a connection to several cells. Based on these ideas, we decided
to opt for a centralized architecture in which the small cells conforming the
dense scenario are connected through fronthauls to an intelligent central unit,
named Baseband Pool (BB Pool), which controls the resource allocation in
the network. By allowing the users to transmit their CSI to several cells, and
relaying this information to the BB Pool with negligible latency, the network
can decide on a fast basis how the scheduling should be performed and take
decisions that encourage a reasonable load balancing.
The proposed solution is similar to Dynamic Point Selection (DPS) in the
sense that it relies on the transmission of data to the users from secondary cells
when it is determined that this may be beneficial for the network performance.
The algorithm is thoroughly described in the included articles and we will
omit the mathematical details from this overview for the sake of simplicity.
It is essentially based on building a matrix with the information received
from the users and solving a simple operation to determine the best user-cell
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associations for the current time instant. Each cell must schedule one user
at most (since scheduling is performed exclusively in the time domain), and
the cells are responsible for determining the most appropriate transmission
parameters. Therefore, the mechanism is a hybrid one, which relies on a
central intelligence to perform the scheduling, while lower-layer procedures
are still decided upon in a distributed manner.
The centralized solution involves rapidly switching a user to a secondary
cell while its primary cell is busy serving another user. This results in an inter-
ference increase towards the switched UE that places a limit on its achievable
data rate. In this situation, the use of advanced receivers can be very valu-
able. We consider two kinds of advanced receivers: Minimum Mean Square
Error - Interference Rejection Combining (MMSE-IRC), of the Interference Sup-
pression (IS) type, and Symbol Level Interference Cancellation (SLIC), which
is part of the Network-Assisted Interference Cancellation and Suppression
(NAICS) work item and is an Interference Cancellation (IC) receiver. We study
the improvement the receivers can bring in the dense scenario by themselves
and in cooperation with the centralized solution. Moreover, a thorough signal
model accounting for the effects of interference cancellation and suppression
is provided.
The interference mitigation that these receivers provide is strongly related
to the transmission rank, as well as the rank at the interferer side. If the
serving cell reduces the number of streams, the degrees of freedom for inter-
ference mitigation at the receiver are increased. Likewise, a lower number
of interfering streams facilitates the suppression or cancellation procedure.
Therefore, we introduce a rank adaptation mechanism which discourages the
interfering cells from increasing the rank whenever it is determined that this
may have a significant negative effect on their neighbours.
The aforementioned solutions (centralized scheduling, advanced receivers
and rank coordination) are thoroughly studied in different configurations,
working together or separately to improve the data rates. The simulations are
performed on the dense small cell scenario studied in Part II. We compare
the derived centralized algorithm to the optimal Hungarian solution, and
examine the effects of varying the update period for the cell assignments
and the number of cells the users can connect to. Its performance under two
kinds of finite-buffer traffic (open loop and closed loop) and two antenna
configurations (2x2 and 4x4 MIMO) is quantified. The benefit introduced by
the advanced receivers is compared to the ideal case of perfect cancellation
of the dominant interferer, for which we improve the estimation provided in
Part II.
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2 Main Findings
The centralized scheduling algorithm is found to provide significant 5th
percentile throughput gains, on the order of 60%, while maintaining the
median data rates, for a 2x2 antenna configuration with MMSE-IRC receivers,
when the algorithm is re-evaluated at every TTI. The performance of the
suboptimal solution is very close to the Hungarian assignment, with less than
a 5% deviation. The results are similar with open loop and closed loop traffic
models, which suggests the solution is insensitive to the traffic model. The use
of a 4x4 configuration brings the 5th percentile gains up to 120% as long as a
maximum rank of two streams is kept. This is due to the fact that the receiver
has more degrees of freedom to cancel the interference the user undergoes
after being switched to a secondary cell.
The use of cell switching provides a more efficient resource use through
load balancing, but it can result in increased interference fluctuations as cells
frequently become active or inactive. This can be prevented by reducing
the frequency with which the cell associations are updated. For example,
performing the updates every 10 TTIs results in a performance improvement
by stabilizing the cell associations and, thus, the interference patterns in the
network. Allowing the users to connect to a larger number of cells also has a
positive impact on the results.
The NAICS receiver on its own, under distributed scheduling without
centralized coordination, provides an 11% gain for the coverage data rates,
compared to MMSE-IRC. The reason for the limited gain is the moderate
interference cancellation efficiency values that are obtained in the dense
scenario. As such, the results are far from the estimated gains of ideal
cancellation.
However, NAICS has a very positive effect when combined with the cen-
tralized scheduling, resulting in an 80% throughput increment to the more
challenged users, with respect to the case with distributed intra-cell schedul-
ing. This is equivalent to the estimated gain of a NAICS receiver that can
constantly achieve maximum cancellation efficiency. The addition of rank
coordination can further increase the gains to 110%, achieving the same result
as complete cancellation of all the streams from the dominant interferer. While
such type of cancellation is ideal and unfeasible, the use of a centralized
resource allocation procedure, coupled with advanced receivers, brings us
close to the same performance figures.
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3 Included Articles
Four papers are included in this part of the thesis:
Paper D: Joint Cell Assignment and Scheduling for Central-
ized Baseband Architectures
This article presents the centralized BB Pool scheduling algorithm and analyses
its performance with three different scheduling metrics. The effect of varying
the update period and the number of cells that each user can connect to
is studied and the significance of the increased interference variability is
discussed.
Paper E: Sensitivity Analysis of Centralized Dynamic Cell Se-
lection
The paper compares the centralized suboptimal algorithm to the optimal
solution provided by the Hungarian algorithm, and examines the use of the
two traffic models and the two antenna configurations. The measurement set
range (i.e., the power level range in which the user searches for different cells
to connect to) is varied in order to quantify its impact on the performance.
The outcome of the study is finding which situations lend themselves to a
better use of the proposed mechanism.
Paper F: Interference Management with Successive Cancella-
tion for Dense Small Cell Networks
Paper F analyses how much the data rates can be increased in the dense
small cell scenario through the use of the NAICS receiver, with respect to the
baseline MMSE-IRC. The conclusion is that the gains are limited by the low
interference cancellation efficiency values, for which we provide statistics. We
estimate the potential gains that would be obtained with a perfectly efficient
NAICS receiver, as well as the performance benefit with ideal cancellation of
all streams from the dominant interferer. Moreover, a signal model describing
the interference cancellation and suppression effects through mathematical
formulas is introduced.
Paper G: Improving Dense Network Performance through Cen-
tralized Scheduling and Interference Coordination
This article combines the centralized scheduling with advanced receivers, as
well as the rank coordination functionality, which is introduced here for the
first time. The paper describes in more detail the aforementioned methods
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and the signal model. A thorough simulation campaign leads to many per-
formance results examining different combinations of the proposed solutions.
A recommendation to combine network-side coordination with interference
cancellation is given in order to improve the data rates in the dense small cell
scenario.
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1. Introduction
Abstract
This study considers a downlink cell association and scheduling mechanism for an
LTE-Advanced network with a centralized architecture, featuring a central baseband
(BB) pool and distributed small cells at the remote site. In the proposed solution, the
BB pool determines the user-cell association to increase the network performance. A
simple suboptimal algorithm with reduced complexity is used on a per time instant
basis. The challenges associated to the user measurement reports and the interference
variablity are discussed. Compared to the usual case where users connect to the
cell providing the highest received power and scheduling is performed independently
within the cells, the proposed algorithm can provide up to a 70% median data rate
gain.
1 Introduction
The rising demand for improved data rates in LTE-Advanced (LTE-A) net-
works is leading to the study of increasingly denser deployments. In particular,
cases with dense deployments of small cells on a dedicated carrier, which
have been addressed in previous studies on Heterogeneous Networks (Het-
Nets) [1, 2], are gaining relevance. The use of smaller cells, more tightly
placed, has an important effect: since these cells serve a low number of users
in a small area, the interference footprint can become more variable [1]. Dense
scenarios can also suffer from an uneven use of resources leading to a subopti-
mal performance. The reason is that having a few very loaded cells in a dense
deployment can harm the performance of the rest of the cells because of the
interference they generate [3]. Load balancing has been widely studied for
LTE [4] but the solutions proposed in the literature have, for the most part,
used fairly slow adapting schemes. These issues have brought up a research
interest on interference mitigation and load balancing solutions that can tackle
the problem in a sufficiently dynamic manner.
Centralized architectures offer new possibilities to deal with the challenges
of dense scenarios, by enabling the use of joint interference coordination
and resource balancing schemes. Interference management and resource
allocation solutions with some degree of centralization can be found in the
literature [5]. However, most studies have opted for a semi-distributed or
even fully distributed architecture, on the basis that full centralization re-
quires an unattainable degree of complexity [6]. In particular, a common
argument for avoiding such a scheme is the stringent signaling and feedback
requirements it would involve [7]. Given the introduction of lower latency and
higher bandwidth interfaces in recent times, these ideas could be reconsidered.
Furthermore, for the feedback of the required information from the users to
the cells, we can take advantage of the multi-cell Channel State Information
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(CSI) feedback mechanisms that were included in Rel. 11 for Coordinated
Multi-Point Transmission (CoMP) [8]. These feedback mechanisms opened
the possibility to report the CSI to up to three cells. A recent study consid-
ered applying these interface and signaling options on a centralized HetNet
scenario [9].
The study presented here attempts to improve the downlink user perfor-
mance of an LTE-A network comprising very dense small cell clusters, by
performing cluster-wide packet scheduling and cell association in a central-
ized fashion. The proposed algorithm decides, with a chosen periodicity,
which cells the users will be associated to. The decisions are controlled by a
central baseband (BB) pool in the network. It is assumed that all the reported
channel information from the users is available at the BB pool. The proposed
method will be evaluated against an intra-cell scheduling baseline by means
of system-level simulations with a dynamic traffic model. Compared to the
usual intra-cell scheduling, where the decisions are taken individually in each
cell without considering the surroundings, the centralized solution brings
performance gains through a more adequate use of resources.
The following sections will introduce the description of the network sce-
nario and the proposed algorithm, including a discussion on the potential
challenges it faces, followed by system-level simulation results analysing the
performance of the considered solution.
2 System Model
The study employs the dense small cell scenario presented in [3]. The scenario
considers the deployment of C small cells, divided into several clusters. The
cells are connected to a central BB pool through fiber fronthauls. A dynamic
birth-death traffic model is assumed, where the session arrival follows a
homogeneous Poisson point process. The users demand a fixed payload
and are removed from the network once the payload has been successfully
delivered. Given this kind of traffic model, the number of users in the network
will vary with time. However, for the sake of notational simplicity, we will
use U to indicate the total number of users in the cluster in the remainder of
the article, leaving aside the time dependency.
For the proposed cell association and scheduling mechanism, the logical
structure of the network within each cluster is the one depicted in Fig. 1. Each
user in the network will be able to connect to and report its Channel State
Information (CSI) values to the cells in its measurement set. The maximum
measurement set size will be denoted as S. The actual number of cells that
make up the measurement set for each user will depend on a received power
threshold T. The measurement set includes up to S cells with a Reference
Signal Received Power (RSRP) that is at most T dB below the highest one.
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Fig. 1: System model
Therefore, with a low value for T, it will be more probable to have in practice
measurement set sizes lower than S, since the power constraint is stricter. A
small delay, denoted as ∆tCSI , is assumed for the reception of the user CSI
reports in the cells. In addition to the CSI reports, the BB pool will know the
remaining number of bits in each user’s buffer.
This study only considers time domain scheduling, so each cell will only
serve one user at any Transmission Time Interval (TTI). Furthermore, no joint
transmission mechanism is assumed, so each user will receive data from at
most one cell at any TTI. In case a cell has no users to send data to, it will just
transmit the Common Reference Signals (CRS) and the CSI-Reference Signals
(CSI-RS).
Based on the user multi-cell CSI reports and the number of bits in the
buffers, the joint cell association and scheduling mechanism will be performed
in the downlink. The chosen method allows for selecting the serving cell for
each user as often as every TTI, therefore supporting the fast switching of the
users between the cells in their measurement set. The only restriction we will
introduce is that the hybrid automatic repeat request (H-ARQ) retransmissions
be sent from the same cell as the one involved in the original transmission, so
as not to modify this part of the LTE-A standard.
3 Joint Cell Assignment and Scheduling
3.1 Problem Outline and Proposed Algorithm
Using the available information, the BB pool builds a UxC matrix M of
scheduling metrics that is used to determine the cell association. The objective
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is to find the assignment that maximizes the sum of the metrics, i.e.,
max
U
∑
u=1
C
∑
c=1
mucxuc,
s.t.
U
∑
u=1
xuc ≤ 1,
C
∑
c=1
xuc ≤ 1, xuc ∈ {0, 1} ∀ u, c,
(1)
where muc is the scheduling metric for user u on cell c and xuc is a binary
variable that equals 1 if the user has been assigned that particular cell and 0
otherwise.
The problem outlined in (1) is known as the classical assignment problem
[10]. It was among the first linear programming problems to be studied
extensively within combinatorial optimization, and the original problem can
be stated as follows: given a set of workers, a set of jobs, and a set of ratings
indicating how well each worker can perform each job, determine the best
possible assignment of workers to jobs, such that the total rating is maximized.
In principle it has complexity O(n!), but solving it with the well-known
Hungarian algorithm reduces the complexity to O(n3) [11].
Even with the Hungarian algorithm, the computational cost of a dynamic
optimal cell association can be unfeasible in a large BB pool. Therefore, we
propose the application of a suboptimal solution with reduced complexity. The
algorithm aims at finding the successive maxima of the matrix by assigning,
in each iteration, the cell-user pair corresponding to the largest metric. After
the pair is chosen, the matrix is reduced by removing the row and column
corresponding to the selected user and cell, respectively, and the next iteration
is taken with the new reduced matrix. The procedure is repeated until all
active cells (or all active users) have been assigned. Algorithm 1 presents the
proposed mechanism in pseudo code.
Algorithm 1 Dynamic cell selection algorithm.
Create matrix of user metrics M while (Selected cells < Total num cells) OR
(Selected users < Total num users) do
Find max muc
Associate user u to cell c
Delete row u, column c
end
Note that typically the user equipments (UEs) will be configured to report
measurements only from the cells in the measurement set. Therefore, if S < C,
matrix M may have in practice many zero entries corresponding to user-cell
associations that are not under consideration. Furthermore, since the number
of users in the cluster is time-variant, so is the number of rows in the matrix.
The complexity of the algorithm is O(U · C). If the number of users in the
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network equals the number of cells at a given time instant, i.e., U = C = n,
the complexity is O(n2), which is lower than that of the Hungarian algorithm.
Algorithm 1 can be executed with different update periods. If the updates
are performed on a per-TTI basis, the user that each cell will schedule might
change at every time interval. When the cell association is updated every few
TTIs, the cells are forced to continuously schedule the users that the BB pool
associated them to.
3.2 Scheduling Metrics
The BB pool algorithm uses the scheduling metric muc to evaluate which users
should be assigned to which cells. Three different scheduling metrics are
considered in this study. The first one, the Proportional Fair (PF) metric, has
been well studied under full-buffer scenarios, offering a good balance between
scheduling gains and fairness [12]. Previous investigations have determined
that PF is not the most adequate metric under a dynamic traffic model [13],
and hence the inclusion of additional metrics in the study. The second one
is Maximum Throughput (MT) where the user that can achieve the highest
data rate at a given time interval is always prioritized [14]. The last metric
follows a similar principle to the previous one and it is named Fastest User
(FU). In essence, it calculates, for each user, an estimation of the remaining
time to finish the call if the user were constantly scheduled with its current
achievable data rate. The scheduling metrics are summarized in Table 1.
Table 1: Scheduling metrics.
Algorithm Scheduling metric muc
Proportional Fair (PF) muc = rucRu
Maximum Throughput (MT) muc = ruc
Fastest User (FU) muc = rucBu
u = Index of the user
Ru = Past average throughput of user u
ruc = Maximum achievable rate of user u in cell c in the current TTI
Bu = Number of remaining bits in the buffer of user u
3.3 Challenges of the Proposed Method
The scheduling metrics presented in Table 1 are based on the achievable user
data rates in different cells, estimated from the CSI reports. The delay involved
in the reception and processing of the CSI values can introduce a limitation
to the performance of the centralized algorithm. Let t0 denote the instant
when the users measure the CSIs from the cells in their measurement sets.
These values will depend on the interference the users perceive, caused by
109
Paper D.
 
Small cell
Fig. 2: Dense small cell network
the cells are transmitting at that time instant. The values will be reported and
at t1 = t0 + ∆tCSI they will arrive in the BB pool. The BB pool will use the
CSI values to establish the user-cell associations on the following TTI. Hence,
from the time the CSI values are measured to the time the cell associations
are performed, there is a delay of at least ∆t = ∆tCSI + tTTI . If the CSIs are
reported only every K-th TTI, this further increases the delay budget. This
implies that the cell association decisions will be based on which cells were
transmitting data (with full power) at the time of the CSI measurements, and
not the current situation in the network, which can lead to a suboptimal
configuration. This is unavoidable in a causal system where the supported
user throughput depends on which cells are active.
Regardless of this limitation, the proposed solution is still able to notably
improve the user data rate as the simulation results will show.
4 Simulation Methodology
The network scenario used for the simulations is presented in Fig. 2. The
network comprises 3 clusters with 10 small cells each, following the definitions
for Scenario 2A in [15]. The small cells are randomly placed within a 50 m
radius, according to a Poisson point process. The users are confined to a
concentric, 70 m radius circle. There is a 20 m minimum distance constraint
between cells. All the small cells operate on the same carrier frequency at 3.5
GHz with 10 MHz bandwidth. The antenna pattern is omnidirectional and
the transmit power is 30 dBm.
The user arrival follows a Poisson process with up to a 25 users/s/cluster
arrival rate. The demanded payload is 0.5 MB. Closed loop 2x2 single-
user MIMO with rank adaptation is assumed, i.e., corresponding to LTE
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transmission mode-4 [16]. All the major LTE RRM functionalities such as
link adaptation, H-ARQ and packet scheduling are explicitly simulated. Only
time domain packet scheduling is considered, with one user per TTI [17].
This requires less signaling, so the number of OFDMA symbols per TTI is
increased from 11 to 13 to further boost the data rate. The TTI duration
is tTTI = 1 ms. The link to-system level modelling is according to [18].
The stochastic ITU-R urban micro-cell radio propagation model is assumed,
including different characteristics for line-of-sight (LOS) and non-LOS. The
receiver type at the UE is Minimum Mean Square Error, Interference Rejection
Combining (MMSE-IRC).
For the proposed algorithm, the default measurement set size S is fixed to
3, with T = 10 dB for the received power threshold used to construct the set.
The delay ∆tCSI in the reception of the CSI reports from the users is assumed
to be 2 ms.
The proposed solution will be compared in terms of the user data rate and
interference variability to a baseline case where standard intra-cell scheduling
is used. In the baseline, the cell association is based on the highest RSRP and
S = 1. Each cell determines independently which user should be scheduled at
every TTI, using the PF metric.
5 Simulation Results
The performance of the centralized algorithm is reported in Fig. 3. The figure
presents the 5- and 50-percentile of the user data rate under the intra-cell
scheduling baseline with the PF metric and the centralized scheduling with
different metrics (PF, MT, FU). The cell association and scheduling mechanism
is updated at every TTI in this case. Notable gains can be observed for the
5-percentile of the data rate, in the 30-80% range, depending on the chosen
scheduling metric and the offered load. The 50-percentile undergoes a 20-70%
gain. It was also observed that the users with the highest data rate are for
the most part unaffected. The two greedier scheduling metrics, MT and FU,
increase the performance the most. The reason is that prioritizing the users
that can finish the transmission faster and leave the network frees up resources
and reduces the generated interference [3]. By performing comparisons with
the optimal cell association provided by the Hungarian algorithm, it was found
that the suboptimal approach presented in this paper results in less than a
5% average data rate decrease, while significantly reducing the complexity as
discussed in Section III.
The effects of updating the cell associations less often and increasing the
measurement set size with the proposed algorithm are examined in Fig. 4,
by comparing the user data rates with different setups. The graph includes
the case with S = 3 and updates at every TTI, copied from Fig. 3 (squares),
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Fig. 3: User throughput (5- and 50-percentile) under baseline and centralized algorithm with
different metrics.
another case with S = 3 and updates every 10 TTIs (stars), and, finally, a case
with S = 10, with the algorithm still being updated at every instant (crosses).
The scheduling metric in all cases is the PF one.
In the second plot (stars), the allocation is re-evaluated every 10 TTIs,
instead of every ms. The result indicates that there is a benefit to performing
the updates less often, with around 20% higher data rate in the 50-percentile,
which seems counterintuitive. This behaviour is related to the interference
variability that is introduced by performing the updates more often and will
be examined below in more detail.
Keeping the focus on the impact of the chosen setup on the proposed
algorithm, the third plot (crosses) in Fig. 4 presents the case where the mea-
surement set size is 10, i.e., the ideal case where the CSI to the ten cells in the
cluster is available from every user. The algorithm is re-evaluated again at ev-
ery time interval. The plot indicates that increasing S to match the cluster size
can bring an additional 20% gain in the 50-percentile, but this would involve
introducing significant changes and adding complexity to the implementation
of the CSI feedback mechanism, since it is limited to a maximum of three cells
per user in Rel. 11.
A graphical example of how the cell association changes with time is
shown in Fig. 5. The plot presents the serving cell index, indicated with a
colour scale, for 12 users, within the time they are present in the network.
The blank spaces are due to the users not being scheduled in those particular
TTIs. The chosen metric is PF with 100 Mbps offered load. The algorithm
is re-evaluated at every TTI. The plot suggests that the cell association is
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PF metric. Load: 100 Mbps.
generally kept for some time, but there are intervals where there is a fast
switching of the user between two cells. The low average number of users
per cell implies that the users are connecting to the cell that provides the
strongest RSRP during most of their stay in the network, and only occasionally
they get served by a different cell. Note that, even though S = 3 in this case,
the measurement set size is usually lower than 3 because of the T = 10 dB
constraint, which generally implies the lack of a third cell with an RSRP less
than 10 dB below that of the primary cell.
The interference variability introduced by the fast cell switching algorithm,
compared to the more fixed baseline, is analysed in Fig. 6. The figure presents
the transmit power of one cell over 200 TTIs as a binary state (ON when
there are users to transmit to and OFF otherwise). The updates for the cell
association algorithm are performed at every TTI. While in the baseline case
the transmit power of the cell changes on a fairly slow basis, it is more dynamic
with the proposed algorithm, since the users can get served by different cells,
leading to bursty situations where cells are being turned on and off every few
TTIs. The CSI reports are received in the cells with ∆tCSI = 2 TTI and, with
quickly changing transmit powers, the CSI used for the scheduling metrics
can correspond to the wrong transmit state. Increasing the period for the
algorithm updates can help us skip some of these bursts, providing the correct
CSI and a performance improvement as previously indicated in Fig. 4.
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6 Conclusions
This paper introduced a centralized cell association and scheduling algorithm
for a dense small cell LTE-A network. Simulation results showed that, even
with a sub-optimal cell association scheme, the proposed solution can provide
a 70% median data rate gain using MT or FU as scheduling metrics, compared
to the usual intra-cell scheduling with the PF metric. The average perfor-
mance is within 5% of the optimal Hungarian cell association. The algorithm
exploits the multi-cell CSI feedback scheme included in Rel. 11 and it is not
recommended to perform the updates at every TTI to achieve the maximum
benefit. Future studies could address the challenges posed by the increased
interference variability in the network.
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1. Introduction
Abstract
Centralized architectures with fronthauls can be used to deal with some of the problems
inherently associated with dense small cell deployments. This study examines a joint
cell assignment and scheduling solution for the downlink to increase the users’
data rates, based on cell switching and a suboptimal optimization algorithm that
nearly achieves the performance of the optimal Hungarian assignment. Moreover,
an exhaustive sensitivity analysis with different network and traffic configurations
is carried out in order to understand what conditions are more appropriate for the
use of the proposed mechanism and solutions involving cell switching in general.
Simulation results show that such solutions can greatly benefit from the use of receivers
with interference suppression capabilities and a larger number of antennas, with a
maximum data rate gain of 120%. High performance gains are observed with two
different traffic models, and it is not necessary to be able to connect to a large number
of cells in order to reap most of the benefits of the centralized dynamic cell selection.
1 Introduction
In recent times, we have attended to an increment of the number of studies
considering dense deployments in Heterogeneous Networks (HetNets), partic-
ularly those that utilize dedicated carriers for each layer, as a way to increase
the capacity in LTE-Advanced (LTE-A) networks. These studies have ad-
dressed the challenges posed by such deployments, which often incur variable
interference patterns and load balancing problems. As interface latencies keep
decreasing and fronthauls with a small delay appear as a viable option, the
centralization of interference management mechanisms becomes one possible
solution to deal with these problems. Traditionally, research on LTE networks
has shied away from using centralized architectures because of the complexity
it entails to solve optimization problems on a network- or cluster-basis, and
because it is in apparent opposition to the original design of the system, with
its strong focus on distributed schemes. The current trend in the mobile
communications world finds the research focus transitioning towards the new
5G technologies, and therefore it is interesting to consider solutions involving
different architectures, particularly when they do not require major changes
to the LTE-A standard and are thus applicable to current networks.
One centralized mechanism to make a better use of the network resources
in dense deployments is Dynamic Point Selection (DPS), originally devised
for CoMP (Coordinated Multi-Point) technologies. With DPS, the user’s
connection can be switched to different cells on a fast basis, provided it
is able to connect to them with a sufficiently good signal, thus enabling a
dynamic load balancing and interference reduction. Examples of DPS studies
in the literature can be found in [1–4]. These studies seek to improve the
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user data rates by taking the cell switching decisions from the user’s own
perspective and therefore, their solutions are often greedy by nature. Moreover,
it is not well understood to which extent the benefits of these methods are
influenced by the particular network configuration and model used in each of
the investigations.
This study builds on the research presented in [5], which introduced
a joint cell assignment and scheduling solution for the downlink with a
centralized baseband architecture. Similarly to DPS, the method allows the
dynamic switching of users to different cells. For every scheduling update,
the mechanism selects the cell associations that will increase the data rates.
This is done by performing a suboptimal optimization algorithm with reduced
complexity over all the possible cell connections in the network. The present
article improves upon [5] and previous research by: a) Proving that the
chosen suboptimal assignment algorithm can reach a performance close to the
one provided by the (optimal) Hungarian assignment, and b) Performing an
exhaustive sensitivity analysis to illustrate the influence of the chosen traffic
model, the number of antennas at the base station and the receiver, and the
number of cells the user can be switched to. The robustness of the proposed
algorithm is thus tested under different configurations. The main contribution
of the study is to show which circumstances lend themselves to a better use
of DPS solutions, providing recommendations as to where these mechanisms
should be applied and how they should be configured in order to obtain the
best possible results.
2 System Model and Objectives
The study employs the system model and network scenario presented in [5],
which comprises a total of C small cells densely deployed in several clusters
and connected to a central baseband (BB) pool unit through fiber fronthauls
with negligible latency. Using the 3GPP multi-cell Channel State Information
(CSI) feedback mechanism [6], each user will be able to connect and report its
CSI values to the cells that make up its measurement set. The measurement
set includes the cells that the user perceives with a received power at most
R dB below the power corresponding to the cell with the highest Reference
Signal Received Power (RSRP), up to a maximum of S cells. R is known as
the measurement set range, whereas S is the maximum active set size. The CSI
transmitted by the users is forwarded to the central BB pool which acts as
the intelligent unit and determines the scheduling decisions. Therefore, the
small cells can be considered to be Remote Radio Heads in our scenario. The
scheduling is exclusively performed in the time domain, so each cell only
serves one user at any Transmission Time Interval (TTI), and each user can
receive data from at most one cell in its measurement set at any given time.
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In case a cell has no users to send data to, it will just transmit the Common
Reference Signals (CRS).
We assume in this investigation that all users are equipped with inter-
ference suppression capabilities by providing them with Minimum Mean
Square Error-Interference Rejection Combining (MMSE-IRC) receivers [7]. In
order to understand how important is the role that such a receiver plays in
our method, two different user and base station antenna configurations are
compared in the study. We denote these as 2x2 and 4x4, indicating the number
of antennas present at the mobile terminal and the base station. The reason
for testing different numbers of antennas is that the additional degrees of
freedom provided by the 4x4 configuration can lead to a more significant
suppression of the interference. For that purpose, the transmission rank (i.e.,
the number of transmission streams) will be limited to 2 even in the 4x4 case.
Previous research has found that the performance of algorithms based on
OFDMA systems such as LTE can have a strong dependency on the chosen
traffic model [8]. We study the influence that this aspect has on our centralized
solution by comparing two traffic models: an Open Loop Traffic Model (OLTM)
and a Closed Loop one (CLTM). Both of the traffic models are of the finite-
buffer type, in which the users have a limited amount of data to receive. The
traffic models differ in the way the users arrive in the network. In the case of
the OLTM, the users are created according to a homogeneous Poisson process
with arrival rate λ, and each user demands the same payload size of L bits.
The user finishes its session and is removed from the network when it has
completed the reception of the payload. The offered load O, defined as the
total number of bits per second that is demanded from the network, is thus
obtained as O = λ · L. The number of users in the network, U, will vary with
time when using this traffic model.
With the CLTM, U is a fixed constant. In the beginning of the simulation,
the selected number of users are dropped within the whole small cell cluster
area with spatially uniform probability. Whenever a user finishes its session,
it is removed from the network and replaced by another user, which is also
dropped with uniform probability in the cluster area. Therefore, the number
of users in the cluster is constant, but the number of calls that a given cell is
serving is time-variant.
3 Joint Cell Assignment and Scheduling
The centralized joint cell association and scheduling mechanism in the down-
link can be described as follows. With the information reported by the users,
the BB pool builds a UxC matrix M of user metrics muc to determine the
cell associations. Note that U is time-variant under the OLTM, and hence
the number of rows of M varies along with it. The objective is to find the
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assignment that maximizes the sum of the metrics, i.e.,
arg max
x
U
∑
u=1
C
∑
c=1
mucxuc,
s.t.
U
∑
u=1
xuc ≤ 1,
C
∑
c=1
xuc ≤ 1, xuc ∈ {0, 1} ∀ u, c,
(1)
where muc is the scheduling metric for user u on cell c and xuc is a binary
variable that equals 1 if the user has been assigned that particular cell and 0
otherwise.
The assignment problem in (1) can be optimally solved by the well-known
Hungarian algorithm, whose complexity is on the order of O(n3) [9], assuming
U = C = n. We propose a suboptimal approach that is nearly able to match
the performance of the Hungarian solution, but with reduced complexity:
O(U · C), i.e., O(n2) if U = C = n. The suboptimal approach is summarized
in Algorithm 1.
Algorithm 1 Suboptimal cell selection algorithm.
Create matrix of user metrics M while (Selected cells < Total num cells) OR
(Selected users < Total num users) do
Find max muc 6= 0
Associate user u to cell c: xuc = 1, xui = 0 ∀ i 6= c
Set row u, column c to zero: mui = 0 , i = 1, ..., C; mjc = 0, j = 1, ..., U
end
The user scheduling metrics muc are Proportional Fair (PF) and Maximum
Throughput (MT) [5]. The PF metric aims at finding a balance for the resources
allocated to the users, whereas the MT metric always prioritizes the user that
can achieve the highest data rate at the current instant.
4 Simulation Methodology
The network scenario used for the simulations is presented in Fig. 1. The
network comprises 3 clusters with 10 small cells each, following the definitions
for Scenario 2A in [10]. The small cells are randomly placed within a 50-m
radius, according to a Poisson point process. The users are confined to a
concentric, 70-m radius circle. There is a 20-m minimum distance constraint
between cells. All the small cells operate on the same carrier frequency at
3.5 GHz with 10 MHz bandwidth. The antenna pattern is omnidirectional
and the transmit power is 30 dBm.
In the case of the OLTM, the user arrival will follow a Poisson process
with up to a λ = 25 users/s/cluster arrival rate. For the CLTM, the number of
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Small cell
Fig. 1: Dense small cell network
users in the network will range from 10 to 30. The payload size L is 4 Mb in all
cases. As a baseline, closed loop 2x2 single-user MIMO with rank adaptation
is assumed [11]. As described in Section 2, a 4x4 case will also be studied,
with a maximum transmission rank of 2 streams.
All the major LTE RRM functionalities such as link adaptation, H-ARQ and
packet scheduling are explicitly simulated. The scheduling is performed in the
time domain, with at most one user scheduled per cell and TTI. The number
of OFDMA symbols with payload data per TTI is 13. The TTI duration is 1 ms.
The link to-system level modelling is according to [12]. The propagation is
studied under the stochastic ITU-R urban micro-cell radio propagation model.
The precoding matrices and ranks of the interfering signals are explicitly
modelled. The users maintain their positions during the session time, but the
channel conditions experience enough variation from the generally short user
sessions and the inclusion of fast fading in the SINR calculations.
The article presents results for different measurement set ranges, R, but
the default value is R = 10 dB. The maximum measurement set size is set to
S = 3. The delay in the reception of the CSI reports from the users is assumed
to be 2 ms.
The proposed centralized solution is compared in terms of the user data
rates to a distributed case where standard intra-cell scheduling is used. The
cell association is based on the highest RSRP and S = 1, with each cell deter-
mining independently which user should be scheduled at every TTI.
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Fig. 2: Cumulative distribution of user throughput with suboptimal and Hungarian cell assign-
ment. OLTM, 75 Mbps offered load, 2x2 antenna configuration, S = 3.
5 Performance Results
Table 1: 5th- and 50th-percentile of user throughput (TP) with different active set ranges. S = 3.
R (dB) 5th %-ile TP (Mbps) 50th %-ile TP (Mbps)
2 6.2 20.1
4 6.5 19.6
6 6.5 19.5
8 6.6 19.7
10 6.6 19.8
5.1 Suboptimal vs. Hungarian Cell Assignment
First, we analyse how the suboptimal solution of the centralized cell association
mechanism compares to the one given by the Hungarian algorithm. For this
purpose, Fig. 2 illustrates the cumulative distribution function (cdf) of the
user throughput that is achieved with a 2x2 antenna configuration and the
OLTM with medium-high load in the network (O = 75 Mbps) under the
proposed algorithm, with the suboptimal and Hungarian cell assignments
and the two scheduling metrics. The plot shows how close the performance
of the suboptimal assignment is to the optimal one, with the difference being
124
5. Performance Results
2 4 6 8 10
0
10
20
30
40
50
60
70
80
90
100
Measurement set range R (dB)
P
er
ce
nt
ag
e 
of
 u
se
rs
 c
on
ne
ct
ed
 to
 X
 c
el
ls
 (
%
)
 
 
1 cell
2 cells
3 cells
Fig. 3: Distribution of the number of cells each user connects to, with different active set ranges.
OLTM, 2x2 antenna configuration, S = 3.
always less than 4% for the PF metric and almost completely negligible for MT.
Similar results have been observed for different offered loads. Given the small
difference between the performances of the two algorithms, the remainder of
the article will only consider the suboptimal solution.
5.2 Measurement Set Range
Continuing the analysis of the proposed centralized mechanism, we study
the effect of varying the measurement set range R and, therefore, the number
of cells that a user is able to connect to. The distribution of users that can
connect to one, two or three cells, with values of R from 2 to 10 dB, is shown
in Fig. 3. Meanwhile, the achieved data rates are collected in Table 1. It is
interesting to note that, while there is a clear variation in the distribution of
the number of cells the users can be served from, the effect on the data rates is
very small, with at most a 7% gain in the 5th percentile if R is increased from
2 dB to 10 dB. Therefore, most of the data rate gains are due to less than 30%
of the users, i.e., those that can connect to secondary cells when R = 2 dB.
5.3 Antenna Configuration: 2x2 vs. 4x4
We will now begin examining the influence of the antenna configuration on
the performance of the centralized dynamic cell association solution. The data
rates achieved under the 2x2 case with the OLTM are presented in Fig. 4, which
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Fig. 4: 5th- and 50th-percentile of user throughput. OLTM, 2x2 antenna configuration.
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Table 2: Resource utilization.
Offered load (Mbps)
Case 25 50 75 100
Dist. PF 8.2% 18.9% 33.0% 51.1%
Cent. PF 8.4% 21.1% 39.6% 65.1%
shows the 5th- and 50th- percentiles of the throughput as separate groups of
lines, for each scheduling metric. We can calculate the gains provided by the
centralized mechanism as the ratio of the BB pool data rate over the data rate
provided by the distributed scheduling. Following this, it is observed that
the gains provided by the centralized algorithm are similar for both metrics,
and more significant in the 5th percentile, where they fall in the 17%-58%
range. The median data rates do not increase as much as the coverage ones,
but it should be noted that the algorithm does not introduce losses in the
50th percentile, and the gains still reach a respectable 5%. The relative gains
are in general more noticeable with higher loads, since at low loads it is
common to have one user at most in a given cell, and the opportunities for
cell switching are limited. We illustrate this point by studying the average
resource utilization as the percentage of active cells, as shown in Table 2. The
table indicates that there is a resource utilization increase with the proposed
method, for which there can be two causes: a data rate decrease, which would
prolong the users’ presence in the network, or an increase in the number of
active cells. Since it was observed in Fig. 4 that the data rates improve with
the proposed method, it must be the latter, implying that cells that would
have been inactive in the distributed case are serving users due to the cell
switching. Moreover, the difference between the distributed and centralized
cases increases with higher loads, suggesting that there are more opportunities
for the users to be served by secondary cells.
In order to study the effect of increasing the number of antennas, we
compare the results in Fig. 4 to Fig. 5, where the 4x4 antenna configuration
is used while keeping the rest of the parameters. The gains of the proposed
solution with this antenna configuration are much more pronounced, falling
between 44% and 120% for the 5th percentile, and between 8% and 48% for
the 50th percentile. In the 4x4 case, the additional degrees of freedom at the
receiver allow to suppress more interference when the user is switched to a
cell which is not the one corresponding to the highest RSRP. Likewise, this
opens opportunities for load balancing in the network as it enables the use
of secondary cells without incurring a significant interference penalty. As
such, we can see that interference suppression at the receiver and interference
management by means of cell switching and scheduling are techniques that
complement each other in this case, bringing a notable benefit to the users’
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performance.
5.4 Traffic Model: OLTM vs. CLTM
In a similar fashion to the previous graphs, the performance results for the
closed loop traffic model (CLTM) are shown in Fig. 6. Only the results for the
PF metric are presented. In Figs. 4-5, we observed that the OLTM benefits
from using MT, due to the fact that the user arrival follows a Poisson process.
With the OLTM, if we manage to schedule users such that they leave the
network faster, we can increase the time window during which their serving
cells are inactive until the arrival of the new users, thus reducing the amount
of time interference is being generated [5]. However, in the case of the CLTM,
the users that leave the network are immediately replaced and thus we lack
the ability of reducing the interference by decreasing the user session time.
For this traffic model, PF becomes a more appropriate scheduling metric. The
antenna configuration is 2x2. Each of the plots in Fig. 6 contain five data
points, corresponding to the following numbers of users in the network: 10,
15, 20, 25, 30. The average offered load in the cluster was obtained by counting
the total number of finished sessions, averaging over the simulation time and
the number of clusters, and multiplying by the payload size. Therefore, the
offered loads are not strictly the same for the distributed and centralized
scheduling, since the latter is able to serve more users than the former. The
5th percentile gains fall in the 25%-60% range, whereas the 50th percentile
gains vary between 3% and 13%. The relative gains are similar to those for the
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OLTM, indicating that the performance increase is not sensitive to the chosen
traffic model. As such, the cell switching mechanism can bring benefits by
means of load balancing and a more efficient resource utilization in the two
analysed cases.
6 Conclusions
This article presented a thorough sensitivity analysis of the proposed joint
cell association and scheduling mechanism with a central baseband pool
unit. Results illustrate that the suboptimal algorithm performs very close to
the optimal Hungarian solution. Moreover, that mechanisms involving cell
switching can greatly benefit from an increased number of antennas, at least
for a limited maximum rank, since this increases the degrees of freedom for
interference suppression provided that the users have such capabilities in the
first place, bringing the gains from 17%-58% in the 2x2 case to as much as
44%-120% with 4x4. Thus, when the number of antennas is incremented, there
is a larger incentive for utilizing the centralized cell association mechanism.
Similar data rate gains with the proposed method were found under the
two selected traffic models. It is not necessary to significantly increase the
measurement set range (and thus, the number of cells users can connect to)
before most of the benefits of the algorithm are reaped. From the findings
presented in this paper, the recommended configuration for the proposed
solution would use the suboptimal algorithm, additional antennas at the
receiver for interference suppression and a small measurement set range.
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1. Introduction
Abstract
Network-Assisted Interference Cancellation and Suppression (NAICS) receivers have
appeared as a promising way to curb inter-cell interference in future dense network
deployments. This investigation compares the performance of a NAICS receiver
with successive interference cancellation capabilities, known as Symbol-Level In-
terference Cancellation (SLIC), with respect to a baseline Minimum Mean Square
Error-Interference Rejection Combining (MMSE-IRC) receiver. The study is carried
out on a dense, clusterized small cell network, illustrating to which extent NAICS
can overcome the additional interference associated with such deployments. Moreover,
we analyse how much the data rates could be potentially improved by estimating the
throughput with ideal cancellation of the dominant interferer. The results point to
limited gains of up to 12% in the coverage data rates when NAICS is used, and that
the instantaneous throughput might increase up to 100% in the most favourable case,
falling significantly below the estimated 200% maximum gain with ideal cancellation.
1 Introduction
Due to the exponential traffic growth in LTE-Advanced (LTE-A) networks,
research is turning to the study of increasingly denser deployments, in order
to meet the corresponding traffic demands. In dense networks, inter-cell
interference is a considerable problem and one of the main limiting factors
for achieving higher data rates. Traditionally, inter-cell interference has been
dealt with by means of base station coordination, power control and frequency
reuse. The literature includes many examples of such methods [1], which
have been shown to achieve good performance gains, but at the cost of coordi-
nation, information exchange and/or resource partitioning. Another kind of
mechanisms that can lessen the burden of network coordination and which
are gaining relevance in the literature are the techniques involving interfer-
ence management at the user terminal. These methods assume that the users
are equipped with so-called advanced receivers, of which there are several
types. In its simplest form, the receiver will treat the interference as noise
and try to linearly suppress it; these devices are commonly known as Interfer-
ence Suppression (IS) receivers, an example of which is the Minimum Mean
Square Error-Interference Rejection Combining (MMSE-IRC) receiver [2–4].
Recently, the Third Generation Partnership Project (3GPP) has completed the
Network-Assisted Interference Cancellation and Suppression (NAICS) work
item, intended for Rel. 12 [5]. This work item described a series of Interfer-
ence Cancellation (IC) receivers, which successively detect and cancel the
interfering signal in a non-linear way. A number of studies have used the
Interference-Aware Successive Decoding (IASD) algorithm [6, 7], which was
described in [8], as an addition to network coordination schemes. The IASD
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receiver is considered part of the codeword-level interference cancellation de-
vices for NAICS. The 3GPP work item, however, focuses on the Symbol-Level
Interference Cancellation (SLIC) receiver, whose performance has yet to be
thoroughly examined in dense small cell deployments.
This article presents a comparison of the user data rates achieved in the
downlink of an LTE-A network when two receiver types are used: MMSE-IRC
and SLIC. A realistic, dynamic traffic model of the finite buffer kind is applied,
with different offered loads [9]. The network comprises several clusters of very
densely deployed small cells, and this study enables us to understand to which
extent the NAICS receiver can improve the user experience by cancelling the
interference in the network. Moreover, the gains provided by NAICS over
MMSE-IRC are compared to the to the potential benefit obtained by full ideal
cancellation of the dominant interferer. These ideal gains were estimated
by the authors in a previous study [9], according to the experienced signal
quality and the power received from the dominant interferer. In this study, the
gains are calculated by computing the data rates after ideal cancellation. The
necessary mathematical expressions for the described interference suppression
and cancellation procedures are introduced in the following section.
2 Signal Model
The signal at the output of the receiver of user u, in a system where the users
have Nr receive antennas and the C cells use Nt transmit antennas, can be
expressed as [10]
yu =
C
∑
c=1
α1/2u,c Gu Hu,c Fc S
1/2
c xc + nu, (1)
where each cell c transmits with Lc streams, αu,c refers to the large-scale
fading (path loss and shadowing), Gu ∈ CLc ×Nr models the receiver filter,
Hu,c ∈ CNr ×Nt represents the small-scale fading, Fc ∈ CNt × Lc is the transmit
precoder, Sc ∈ RLc × Lc is the matrix indicating the transmit powers and xc ∈
CLc is the original transmitted symbol. nu = Gu ñu, where ñu is the received
background noise, modelled as complex Gaussian noise CN
(
0, σ2n,uINr
)
with
zero mean and variance σ2n,u. INr denotes the Nr × Nr identity matrix. The
subcarrier index has been left out of (1) for the sake of simplicity.
The antenna configuration used in this study is 2x2, as it is the most
common one in current LTE-A networks. Thus, Lc ≤ 2. It is assumed that
the total transmission power of a given cell, Pc, is equally divided over the Lc
streams, hence Sc = (Pc/Lc)INt .
The signal-to-interference-plus-noise ratio (SINR), is a common measure
of signal quality. The SINR is defined as the ratio of the received power corre-
sponding to the desired signal, over the sum power of the interfering signals
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and the background noise. We can define two kinds of SINR, depending on
whether the effect of the user equipment (UE) receiver is taken into account
(post-receiver SINR) or not (channel SINR).
In order to estimate the channel SINR that a given user receives, the
network would require the knowledge of the path loss values from said user
to its serving and interfering cells, plus the transmitted powers of these cells.
Estimating the post-receiver SINR from the network side would be more
difficult, since this quantity depends on additional factors such as the link
adaptation parameters (rank, modulation and coding scheme, etc.). The effect
that these factors have on the signal quality is perceived a posteriori by the
network, once it receives the Channel State Information (CSI) transmitted by
the user. We will provide the theoretical expressions for both SINR types
below.
The channel SINR, ΓChannel , of user u being served by cell c on stream s is
given by
ΓChannel,u,c,s =
αu,c ||Hu,c fc,s ||2 Pc/Lc
∑
i∈ I
αu,i ||Hu,i Fi ||2 Pi/Li + σ2n,u
, (2)
where I is the set of cells that create interference to user u and fc,s is the
s-th row of Fc. The channel SINR gives an indication of the signal quality
as received in the antennas. However, it is missing an important part of the
picture as other effects such as interference suppression/cancellation and
interstream interference are not taken into account. These effects largely
depend on the type of advanced receiver that is used. The post-receiver SINR,
ΓPost−RX , includes the effect of the receiver filter:
ΓPost−RX,u,c,s =
αu,c | gu,s Hu,c fc,s |2 Pc/Lc
∑
i∈ I
αu,i || gu,s Hu,i Fi ||2 Pi/Li + σ2n,u
, (3)
with gu,s denoting the s-th row of Gu.
The cell that is causing the most interference to a certain user at a given time
instant is commonly known as the dominant interferer. In order to understand
how significant this interference source is, relative to the remainder of the
interference received by the user, we can use the dominant interferer ratio
(DIR), which is expressed as
Λu,s =
αu,DI | gΛu,s Hu,DI fDI,s |2 PDI/LDI
∑
i∈ I,i 6=DI
αu,i || gΛu,s Hu,i Fi ||2 Pi/Li + σ2n,u
, (4)
where DI is the index of the dominant interfering cell. Note that the receiver
filter is expressed as gΛu,s since it is dependent on the contribution of the
different interfering signals.
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The SINR with ideal cancellation of the dominant interferer can be ex-
pressed as
ΓCanc,u,c,s =
αu,c | gcu,s Hu,c fc,s |2 Pc/Lc
∑
i∈ I,i 6=DI
αu,i || gcu,s Hu,i Fi ||2 Pi/Li + σ2n,u
, (5)
in which the contribution of the dominant interferer has been removed from
the denominator, leading to a different receiver filter, gcu,s.
In [9], we used the following expression as an estimate of the SINR increase
with ideal cancellation: ΓCanc,u,c,s/ΓPost−RX,u,c,s = Λu,s + 1. However, this is only a
rough approximation that requires assuming gcu,s = gu,s. Therefore, in order to
study the data rate gain with ideal cancellation, we avoid said approximation
in this study by calculating ΓCanc,u,c,s/ΓPost−RX,u,c,s as the ratio of (5) and (3).
Advanced receivers
Interference Rejection Combining (IRC)
The MMSE-IRC receiver, abbreviated to IRC for the remainder of the article,
is based on an estimation of the inter-cell interference obtained from the
Demodulation Reference Signal (DMRS). The IRC receiver is of the linear type,
where the desired symbol vector, yu, is estimated by applying an equalization
matrix Gu,IRC to the signal before the receiver ru:
yu = Gu,IRC ru. (6)
The equalization matrix for user u in cell c, Gu,IRC, is obtained as
Gu,IRC = FHc H
H
u,c R
−1
IRC. (7)
where RIRC is the covariance matrix for the IRC receiver, defined as
RIRC = PcĤu,c F̂c F̂
H
c Ĥ
H
u,c + ∑
i∈ I
Pi Ĥu,i F̂i F̂
H
i Ĥ
H
u,i + σ
2
n,u I. (8)
The correct estimation of the covariance matrix assumes the knowledge of the
serving channel Hu,c and the interfering channels Hu,i plus the transmission
powers of the cells. In order for the IRC receiver to be able to significantly
suppress an interfering signal, the transmission rank of the serving cell must
be lower than the total number of receive antennas.
Symbol Level Interference Cancellation (SLIC)
In the NAICS work item, 3GPP introduced a receiver type known as SLIC [5].
This receiver is of the IC kind, as it explicitly tries to detect, reconstruct
and cancel a given interfering signal. As specified in [5], the receiver can be
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modelled as follows. Let us assume, without loss of generality, that the desired
signal for the user has its origin in cell 1, while the dominant interfering signal
the UE decides to cancel comes from cell 2. The received signal prior to the
receiver filtering is thus
ru = α1/2u,1 Hu,1 F1 S
1/2
1 x1 + α
1/2
u,2 Hu,2 F2 S
1/2
2 x2 + zu + nu, (9)
where zu = ∑Ci=3 α
1/2
u,i Hu,i Fi S
1/2
i xi. The SLIC receiver performs an estimation
of all the quantities pertaining to the signal transmitted by cell 2 and attempts
to cancel it. In this study, we assume that the SLIC receiver is able to detect
and cancel only one interfering stream. If this is the case for the first of the
two streams transmitted by cell 2, the residual interference after cancellation
can be modelled as
eu = α1/2u,2 Hu,2 F2 S
1/2
2 x2
[
1− γ 0
0 1
]
, (10)
where γ ∈ [0, 1] is the IC efficiency, a real valued scalar which represents the
depth of interference cancellation. The IC efficiency γ is modelled as a function
of the dominant interfering stream SINR (DI-SINR) and the modulation
schemes of the serving and aggressor cells. The DI-SINR is defined as the
quality of the interfering signal if we tried to decode it as the desired one. The
DI-SINR decreases whenever the DI increments the rank, as the transmitted
power is assumed to be equally split between the streams.
The complete method to model the NAICS receiver in a system setting
can be summarized in the following steps: 1) The network assists the user
by signalling the main characteristics of the interfering cells (e.g., cell ID,
transmission mode, number of antenna ports, etc.), 2) The DI is identified
as the interfering cell with highest Common Reference Signal (CRS) power
and its modulation scheme is blindly detected, 3) The DI-SINR is calculated
following the same approach as for standard IRC with the antenna weights
g matched to the DI, 4) The IC efficiency γ is obtained as a function of the
DI-SINR, the modulation scheme of the serving cell and the modulation
scheme of the DI, 5) The SINR per subcarrier is calculated according to the
IRC procedure, including the scaling by 1− γ.
The calculation of the IC efficiency with respect to the DI-SINR and the
modulation schemes of the serving and dominant interferer cells is based on
results from link-level simulations that were obtained following the procedure
described in Section 9.1.5 of [5]. These results were mapped into different
skewed sigmoidal functions that relate the IC efficiency to the DI-SINR for
each possible modulation scheme combination for the desired and interfering
signals. The DI-SINR is averaged in the mutual information domain.
The received signal after SLIC, including the effects of the residual inter-
ference and the IRC filtering, can be expressed as follows:
yu = α
1/2
u,1 Gu,IRC Hu,1 F1 S
1/2
1 x1 + Gu,IRC eu + Gu,IRC zu + nu. (11)
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Gu,IRC is calculated according to (7) taking into account the performed inter-
ference cancellation.
3 Simulation Methodology
The mathematical expressions presented in the previous section were intro-
duced in a system-level simulator in order to perceive the full effect of the
receiver type on the performance. The simulator is TTI-based and includes all
the major LTE resource management functionalities such as link adaptation,
hybrid automatic repeat request (H-ARQ) and packet scheduling. The net-
work scenario used for the simulations [11] comprises 3 clusters with 10 small
cells each, following the definitions for Scenario 2A in [12]. The small cells are
randomly placed within a 50-m radius, according to a Poisson point process.
The users are confined to a concentric, 70-m radius circle. There is a 20-m
minimum distance constraint between cells. All the small cells operate on
the same carrier frequency at 3.5 GHz with 10 MHz bandwidth. The antenna
pattern is omnidirectional and the transmit power is 30 dBm.
The traffic model is of the finite buffer type [9], in which the user arrival
follows a homogeneous Poisson process with up to a 25 users/s/cluster arrival
rate. The demanded payload is 0.5 MB. The offered load, which is defined as
the product of the arrival rate and the payload size and indicates the amount
of traffic that is offered per cluster, reaches a maximum of 100 Mbps. The
position of each user during the time it is present in the network is fixed, and
channel fluctuations are achieved through the inclusion of variable fast fading
and the short user sessions. Closed loop 2x2 single-user MIMO with rank
adaptation is assumed [13]. The scheduling is performed in the time domain,
with one user scheduled per cell and TTI. The chosen user in each cell will
be the one that maximizes the Proportional Fair metric [14]. The number
of OFDMA symbols with payload data per TTI is 13. The TTI duration is 1
ms. The link to-system level modelling is according to [15]. The propagation
follows the stochastic ITU-R urban micro-cell channel model. The precoding
matrices and ranks of the interfering signals are explicitly modelled according
to the LTE standard. In case a cell is momentarily empty and has no users to
send data to, it will only transmit the CRS.
4 Performance Results
We begin by examining the user data rates that the different receiver con-
figurations achieve. Fig. 1 presents the 5th and 50th percentiles of the user
throughput as separate groups of lines for the IRC receiver, the NAICS re-
ceiver, and the NAICS receiver with a constant IC efficiency of 1. Using the
IRC data rates as a baseline for comparison, the gains from NAICS are modest,
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Fig. 1: 5th and 50th percentile of user throughput.
Table 1: Probability of having an inactive dominant interferer for different offered loads.
25 Mbps 50 Mbps 75 Mbps 100 Mbps
67.55 % 43.29 % 24.34 % 11.96 %
varying between 2% and 12% for the 5th percentile and between 0.1% and
5% for the 50th percentile. The extra interference cancellation capabilities of
the NAICS receiver do not seem to bring a significant improvement over IRC,
and this is due to the generally low IC efficiency values as we will illustrate
shortly. Fig. 1 indicates that, if an IC efficiency of 1 were reached, the gains
over IRC would be much larger, in the 11%-80% range for the 5th percentile,
and falling between 3% and 54% for the 50th percentile.
The cumulative distribution functions (cdf) of the IC efficiency values that
are obtained with the NAICS receiver are plotted in Fig. 2. The IC efficiency
increases with the traffic load, as the number of simultaneously active cells
is larger and there is a higher chance that the DI will be close to the user,
providing a more significant IC efficiency. However, even at high loads, the IC
efficiency values are still generally low, limiting the benefits of NAICS in this
scenario as observed in Fig. 1.
The gains provided by NAICS in the considered scenario are further limited
by the significant probability that the dominant interferer will correspond
to an empty cell at a given time instant. This situation is possible because
empty cells must still transmit the CRS in order to allow the connection of
potential new users, and these signals can be perceived in a neighbouring cell
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Fig. 2: Interference cancellation efficiency with NAICS for the different offered loads.
as dominant interfering sources. The probabilities of encountering an empty
cell as a dominant interferer are collected in Table 1 for the different offered
loads. Note that the probability decreases with increasing load.
The IC efficiency is related to the DI-SINR depicted in Fig. 3. Most of the
DI-SINR values are in the negative range, and thus not sufficient to achieve a
significant IC efficiency.
At this point, we are ready to examine how much more we could improve
the user data rates by means of interference cancellation at the receiver. For
this purpose, we present in Fig. 4 the potential throughput increase under
three different situations for the 75 Mbps offered load. In order to generate this
plot, we ran simulations with the IRC receiver and estimated, for every TTI,
what would have been the instantaneous data rate increase if the following
configurations had been used: NAICS with the IC efficiency calculated as
in Section II (dashed blue curve); NAICS with γ = 1, thus estimating the
maximum gain this receiver could achieve (continuous green curve), and the
theoretical data rate increase with ideal cancellation of all streams from the
dominant interferer, given by the ratio of (5) and (3) (dashed red curve). Each
data point in these curves represents the ratio of the instantaneous spectral
efficiency that is estimated with the given configuration over the instantaneous
spectral efficiency with IRC. The values are given as percentage increments.
The plots in Fig. 4 illustrate the following points: 1) The instantaneous
data rate gain provided by NAICS is low, being under 2% for about 80% of
TTIs, and reaching a 100% increase in the best case; 2) We could fare much
better if the IC efficiency were constantly 1 (which is unrealistic), but only in
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less than 10% of the cases we would find a data rate increase larger than 50%,
reaching between 100% and 200% for some instances; 3) Finally, the case with
ideal and total interference cancellation of the dominant interferer can achieve
gains of up to 200%, with more than 50% gain for slightly more than 15% of
the cases. The main reason for the discrepancy between the ideal cancellation
plot and the one with NAICS and γ = 1 is that the former assumes that both
streams can be cancelled whenever the DI is using rank 2. By contrast, in our
study NAICS can only deal with one interfering stream.
In summary, there are potential benefits to be reaped from the use of
NAICS, but they are limited in the considered scenario, due to the low IC
efficiency and DI-SINR values, and the large probability of having an inactive
dominant interferer. By bringing the IC efficiency closer to 1, we could achieve
much more significant gains, which are still below the ones estimated for the
ideal cancellation case, given that NAICS is not able to cancel both interfering
streams when the DI transmits with rank 2.
5 Conclusions
This article presented a comparison of the achievable data rates with IRC and
NAICS receivers of the SLIC kind in a dense small cell scenario. The results
show that the NAICS gains are moderate, reaching a maximum of 12% in
the 5th percentile and 5% in the 50th percentile. The low IC efficiency values,
due to the low probability of having a dominant interferer that is actively
transmitting data and results in a high DI-SINR, limit the attainable gains.
As such, NAICS alone is not able to significantly overcome the interference
management challenges posed by dense small cell deployments. The situation
could be greatly improved by bringing the IC efficiency closer to 1, with
estimated instantaneous data rate gains between 50% and 200% for less than
10% of the cases, but these figures are still below the theoretically estimated
gains with ideal cancellation of the dominant interferer. Future work could
examine the performance of successive cancellation receivers under load
balancing or dynamic cell association methods in which the users are switched
to neighbouring cells with lower received signal power, since this could lead
to more significant gains from interference cancellation.
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1. Introduction
Abstract
Dense network deployments comprising small cells pose a series of important chal-
lenges when it comes to achieving an efficient resource use and curbing inter-cell
interference in the downlink. This article examines different techniques to treat these
problems in a dynamic way, from the network and the receiver sides. As a network
coordination scheme, we apply a centralized joint cell association and scheduling
mechanism based on dynamic cell switching, by which users are not always served
by the strongest perceived cell. The method simultaneously results in more balanced
loads and increased performance. Interference management at the receiver is achieved
through the use of a Network-Assisted Interference Cancellation and Suppression
(NAICS) receiver. In order to further boost the 5th percentile user data rates, the trans-
mission rank at the interferers is selectively reduced by a centralized rank coordination
functionality. These mechanisms are evaluated in an LTE-Advanced dense small cell
scenario with dynamic traffic. Simulations results illustrate that a combination of the
centralized cell association and scheduling scheme and interference cancellation at the
receiver can provide 5th percentile data rate gains of up to 80% without a detrimental
effect on the median user rates, under the applied assumptions and simulation settings.
The gains reach 110% when rank coordination is applied.
1 Introduction
The increasing capacity demands in LTE-Advanced (LTE-A) systems are accel-
erating the pace of research on Heterogeneous Networks (HetNets), comprising
several layers of cells with different transmission powers and coverage areas. A
common HetNet scenario in recent studies involves the deployment of macro
cells, covering a reasonably wide area, supplemented by small cells with much
lower power, each layer being allocated a separate part of the spectrum so as
not to interfere with each other. In order to meet the steep traffic requirements,
small cells are being very densely deployed in clusters [1].
In addition to densification, research on LTE HetNets has remarked on
the necessity of having effective interference management and resource usage
methods to improve the data rates. The solutions that the different studies in
the literature have proposed are, however, highly dependent on the chosen
traffic model. Most of the investigations have used rather static traffic models,
with limited interference variability, leading to mechanisms that work on a
slow basis and require little communication between the cells [2]. In recent
years, a number of studies have started to use more realistic dynamic traffic
models, in which user sessions have a beginning and an end, and the number
of connections in the network is time-variant [3]. These investigations have
shown that dense small cell deployments exhibit a special set of characteristics
under these conditions [4]. The main issues that come to light in the downlink
147
Paper G.
are an uneven resource use due to load balancing problems and a high
interference variability [5]. Most load balancing and interference management
solutions in the literature are particularly unsuitable to solve these problems
due to their slow-adapting characteristics [6, 7]. As a matter of fact, because of
the time-variant nature of the interference and the user traffic, allocations must
be frequently re-examined in order to achieve an efficient resource use in the
network. Up to this point, the distributed architecture of LTE-A systems and
backhaul latencies have limited the speed with which inter-cell updates can be
performed in resource management mechanisms. As latencies decrease and
the use of fronthauls [8] becomes a viable option, centralization of resource
management procedures opens a way to overcome the issues observed in
dense small cell deployments.
The use of centralized mechanisms enables us to simultaneously achieve
a more balanced resource use and decrease the amount of interference expe-
rienced by the users. Previous investigations have examined Dynamic Point
Selection (DPS), originally devised for Coordinated Multi-Point (CoMP) technolo-
gies. DPS allows any given user to be switched to different cells on a fast basis,
provided that this user can connect to them with a sufficiently good signal.
This method can be used for load balancing and interference management
purposes. DPS has been examined in the literature [9–12], in studies which
sought to improve the user data rates by taking the cell switching decisions
from the user’s own perspective using greedy algorithms.
In [13], we presented a centralized baseband pool (BB pool) network co-
ordination mechanism with a joint cell assignment and scheduling solution
for the downlink of an LTE-A system. Like DPS, the method facilitates the
dynamic switching of users to cells which do not necessarily correspond to the
preferred one in terms of signal quality (we refer to these as secondary cells),
whenever the primary cell is occupied. The cell associations are re-evaluated
on a fast basis in order to increase the performance and attain load balancing
in the network.
Switching users to secondary cells is often a delicate process since the
power received from the selected cell may be lower than the interference
created by the primary one. As we will discuss in the following section,
extra measures are required in order to overcome this interference and exploit
the full potential of cell switching. The focus of the present study is on
mechanisms that bring us closer to this objective.
The main contributions of the article are: 1) Studying how the BB pool
mechanism from [13] can be complemented and improved by the use of two
types of advanced receivers, 2) Comparing the performance gains provided
by these receivers to the potentially achievable data rate gains that would
be reached if it were possible to achieve constant ideal cancellation of the
dominant interferer, and 3) Introducing a rank (number of transmitted streams)
coordination feature in order to bring an additional improvement to the data
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rates of the more challenged users.
The paper presents the mathematical expressions for the signal model, the
interference mitigation performed by the advanced receivers, and the BB pool
and rank coordination mechanisms. These formulations are introduced in a
system-level simulator including a thorough implementation of the LTE-A
system, and an exhaustive simulation campaign is carried out in order to
produce statistically significant performance results. The performance under
a dynamic traffic model is used to evaluate the benefits of centralized cell
association mechanism, advanced receivers and rank coordination on a dense
small cell network.
The structure of the article is as follows: Section II motivates the need
for additional network and receiver coordination under the centralized cell
switching mechanism; Section III introduces the network scenario and the
signal model with the theoretical expressions for the received signal, the
effects of interference suppression and cancellation, and the estimation of the
potential benefit of ideal cancellation of the dominant interferer; the proposed
algorithms for centralized cell association, scheduling and rank coordination
are presented in Section IV; Section V briefly describes the simulation scenario
and relevant parameters; Section VI focuses on the analysis of the performance
results, and Section VII concludes the article.
2 The Need for Interference Coordination
The increased interference that a user undergoes after being switched to a
secondary cell places a limit on the data rate increase that could be obtained
from load balancing. In order to extend this limit, an interference mitigation
mechanism is required. One possible way to deal with this hindrance at the
user terminal is using advanced receivers.
Two major groups of advanced receivers are Interference Suppression (IS)
and Interference Cancellation (IC). IS receivers attempt to suppress interference
linearly without explicitly decoding the interfering source. An example of this
receiver type is the Minimum Mean Square Error-Interference Rejection Combining
(MMSE-IRC) receiver [14–16]. Recently, the Third Generation Partnership
Project (3GPP) described a series of IC receivers in the Network-Assisted Interfer-
ence Cancellation and Suppression (NAICS) work item, intended for Rel. 12 [17].
These receivers successively detect and cancel the interfering signal in a non-
linear way. The Interference-Aware Successive Decoding (IASD) algorithm was
described in [18] and studied in [19, 20] as an addition to network coordi-
nation schemes. The IASD receiver is considered part of the codeword-level
interference cancellation devices for NAICS. The 3GPP work item, however,
focuses on the Symbol-Level Interference Cancellation (SLIC) receiver, whose
performance has yet to be thoroughly examined in HetNets and dense small
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Small cell
User deployment
      (R = 70 m)
Cell deployment
     (R = 50 m)
Fig. 1: Network topology: dense small cell cluster scenario.
cell deployments.
The interference reduction that advanced receivers can achieve is strongly
influenced by the transmission rate, as well as the rank, at the serving and
interfering cells [21, 22]. The serving rank plays a major role because sig-
nificant interference cancellation is only possible whenever at least one of
the degrees of freedom at the receiver can be devoted to the detection of
the interfering signal. Likewise, a lower rank at the interferer helps in de-
coding the unwanted signal. For these reasons, rank coordination methods
with cooperative schemes have been used in previous studies to improve the
performance [22–24].
This study makes use of two types of advanced receivers, MMSE-IRC
and NAICS (SLIC). The gains brought by NAICS with respect to MMSE-
IRC are compared to the potential benefit obtained by full ideal cancellation
of the dominant interferer. In order to aid the receivers in suppressing or
cancelling the interfering signal, we introduce a rank coordination mechanism
that complements the centralized scheduling and cell association method, by
discouraging interfering cells from increasing the transmission rank whenever
it is determined that this can have a profoundly negative impact on their
neighbouring cells.
3 Setting the Scene
3.1 Network model
The network model used in this study comprises three clusters of ten densely
deployed small cells, as shown in Fig. 1. The cells in each cluster are placed
within a 50-m radius, while the users are deployed in a concentric 70-m
150
3. Setting the Scene
Baseband Pool: 
Joint Cell Assignment and Scheduling
Data flow
User 1
Data flow
User 2
Data flow
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Channel 
State 
Information
Fig. 2: System model
radius circle. The locations of the cells and the users are chosen according to
homogeneous Poisson processes. Each cell must have a minimum distance
of 20 m to its closest neighbouring cell. The topology follows the indications
given for the small cell layer of Scenario 2A in [1].
The solutions proposed in this article are based on the network architecture
shown in Fig. 2, with C cells and U users. Each of the small cells is connected
to a central processing unit through fast fronthauls, whose latency is assumed
to be negligible. The central BB pool unit controls all the scheduling and cell
assignment decisions, and therefore, the small cells act like Remote Radio
Heads. Each user can connect and report its Channel State Information (CSI)1
to the cells which form its measurement set, whose span is limited by the
measurement set size, S. A cell is included in the measurement set if the power
the user perceives from said cell is at most R dB below the highest received
power, with R denoting the measurement set range. In Fig. 2, without loss of
generality, we depict three users with different measurement set sizes. The
measurement set for user 1 comprises cells 1, 2 and 3. User 2 reports its
CSI to cells 2 and 3, while user U is only able to connect to cell C. It is
assumed that each CSI report arrives at the corresponding cell with a delay,
tCSI , due to the processing time at the receiver and network sides, as well as
the frame structure. The CSI is immediately forwarded to the central unit
with no additional delays. The central unit then processes this information
and decides, on a fast basis, which user will be served by each cell.
1The CSI includes the following parameters: Channel Quality Indicator (which relates to the
modulation and coding scheme), Rank Indicator and Pre-Coding Matrix Indicator [25].
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3.2 Signal Model
The signal at the output of the receiver of u, in a system where the users have
Nr receive antennas and the C cells are equipped with Nt transmit antennas
each, can be expressed as [22]
yu =
C
∑
c=1
α1/2u,c Gu Hu,c Fc S
1/2
c xc + nu, (1)
where each cell c transmits with Lc streams, αu,c refers to the large-scale
fading (path gain with shadowing), Gu ∈ CLc×Nr models the receiver filter,
Hu,c ∈ CNr×Nt represents the small-scale fading, Fc ∈ CNt×Lc is the transmit
precoder, Sc ∈ RLc×Lc denotes the matrix which indicates the transmit powers
and xc ∈ CLc is the original transmitted symbol. nu = Guñu, where ñu denotes
the total background noise received by the user, modelled as complex Gaussian
noise CN
(
0, σ2n,uINr
)
with zero mean and variance σ2n,u. INr represents the
Nr × Nr identity matrix. The subcarrier index has been left out of (1) for the
sake of simplicity.
The antenna configuration used in this study is 2x2, as it is the most
common one in current LTE-A networks. Thus, Lc ≤ 2. It is assumed that
the total transmission power of a given cell, Pc, is equally divided over the Lc
streams, hence Sc = (Pc/Lc)INt .
The signal-to-interference-plus-noise ratio (SINR) measures the signal quality,
and is defined as the ratio of the received sum power of the desired signal
over the sum power of the interfering signals and the background noise. Two
kinds of SINR will be distinguished in this article, depending on whether
the effect of the UE receiver is taken into account (post-receiver SINR) or not
(channel SINR).
The channel SINR may be estimated on the network side if we assume
the knowledge of the path gain values and the transmit power of the cells.
The estimation of the post-receiver SINR for different cell associations and
transmission ranks, on the other hand, can be challenging since the effect of
changing any of these parameters can only be perceived after the selection
has been made and the user has reported its Channel State Information (CSI).
The channel SINR, ΓChannel , of user u being served by cell c on stream s is
given by
ΓChannel,u,c,s =
αu,c ||Hu,c fc,s ||2 Pc/Lc
∑
i∈ I
αu,i ||Hu,i Fi ||2 Pi/Li + σ2n,u
, (2)
where I is the set of all the cells that create interference to user u and fc,s is
the s-th row of Fc. The channel SINR gives an idea of the received signal
quality, but it misses some important aspects such as interference suppression
or cancellation effects and the role of inter-stream interference. These are
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included in the post-receiver SINR, ΓPost−RX , by means of the receiver filter:
ΓPost−RX,u,c,s =
αu,c | gu,s Hu,c fc,s |2 Pc/Lc
∑
i∈ I
αu,i || gu,s Hu,i Fi ||2 Pi/Li + σ2n,u
, (3)
where gu,s denotes the s-th row of Gu.
Finally, we modify (3) to describe the effect of ideally cancelling the domi-
nant interferer (DI), defined in this study as the interfering cell with the highest
measured Common Reference Signal (CRS) power at the current time instant. If
the DI is completely cancelled by the receiver, the SINR equals
ΓCanc,u,c,s =
αu,c | gcu,s Hu,c fc,s |2 Pc/Lc
∑
i∈ I,i 6=DI
αu,i || gcu,s Hu,i Fi ||2 Pi/Li + σ2n,u
, (4)
in which the contribution of the dominant interferer has been removed from
the denominator, and the receiver filter is gcu,s.
Advanced receivers
Interference Rejection Combining (IRC)
The MMSE-IRC receiver, which will be abbreviated to IRC for the remainder
of the article, is based on an estimation of the inter-cell interference obtained
from the Demodulation Reference Signal (DMRS). The IRC receiver is a linear
one, which applies an equalization matrix Gu,IRC to the received signal ru in
order to estimate the desired symbol vector yu:
yu = Gu,IRC ru. (5)
The equalization matrix for user u in cell c, Gu,IRC, is obtained as
Gu,IRC = FHc H
H
u,c R
−1
IRC. (6)
where RIRC is the covariance matrix for the IRC receiver, defined as
RIRC = PcĤu,cF̂cF̂
H
c Ĥ
H
u,c + ∑
i∈ I
Pi Ĥu,iF̂iF̂
H
i Ĥ
H
u,i + σ
2
n,uI. (7)
The correct estimation of the covariance matrix assumes the knowledge of the
serving channel Hu,c and the interfering channels Hu,i plus the transmission
powers of the cells. In order for the IRC receiver to be able to significantly
suppress an interfering signal, the transmission rank of the serving cell must
be lower than the total number of receive antennas.
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Symbol Level Interference Cancellation (SLIC)
The SLIC receiver, grouped within the NAICS category in [17], attempts to
detect, reconstruct and cancel the interfering signal. We model the receiver as
specified in [17]. Let us assume, without loss of generality, that the desired
signal for the user is sent from cell 1 and the dominant interfering source
comes from cell 2. The received signal at the input of the receiver is thus
ru = α1/2u,1 Hu,1 F1 S
1/2
1 x1 + α
1/2
u,2 Hu,2 F2 S
1/2
2 x2 + zu + ñu, (8)
where zu = ∑Ci=3 α
1/2
u,i Hu,i Fi S
1/2
i xi. In this study, we assume that the SLIC
receiver is able to detect and cancel only one interfering stream. If this is
the case for the first of the two streams transmitted by cell 2, the residual
interference after cancellation can be modelled as
eu = α1/2u,2 Hu,2 F2 S
1/2
2 x2
[
1− γ 0
0 1
]
, (9)
where γ ∈ [0, 1] is the IC efficiency, which represents the depth of interference
cancellation. The IC efficiency is modelled as a function of the dominant
interfering stream SINR (DI-SINR) and the modulation schemes of the serving
and aggressor cells. The DI-SINR represents the SINR we would obtain if
we tried to decode the dominant interfering signal as the desired one, and it
decreases whenever the DI increments the rank, as the transmitted power is
assumed to be equally split between the streams.
The complete method to model the NAICS receiver in a system setting
can be summarized in the following steps: 1) The network assists the user
by signalling the main characteristics of the interfering cells (e.g., cell ID,
transmission mode, number of antenna ports, etc.), 2) The DI is identified
as the interfering cell with highest CRS power and its modulation scheme is
blindly detected, 3) The DI-SINR is calculated following the same approach
as for standard IRC with the antenna weights g matched to the DI, 4) The IC
efficiency γ is obtained as a function of the DI-SINR, the modulation scheme
of the serving cell and the modulation scheme of the DI, 5) The SINR per
subcarrier is calculated according to the IRC procedure, including the scaling
by 1− γ.
The calculation of the IC efficiency with respect to the DI-SINR and the
modulation schemes of the serving and dominant interferer cells is based on
results from link-level simulations that were obtained following the procedure
described in Section 9.1.5 of [17]. These results were mapped into different
skewed sigmoidal functions that relate the IC efficiency to the DI-SINR for
each possible modulation scheme combination for the desired and interfering
signals. The DI-SINR is averaged in the mutual information domain.
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The received signal after SLIC, including the effects of the residual inter-
ference and the IRC filtering, can be expressed as follows:
yu = α
1/2
u,1 Gu,IRC Hu,1 F1 S
1/2
1 x1 + Gu,IRC eu + Gu,IRC zu + nu. (10)
Gu,IRC is calculated according to (6) taking into account the performed inter-
ference cancellation.
4 Proposed Algorithms
4.1 Joint Cell Assignment and Scheduling Algorithm
Following the network structure depicted in Fig. 2, the users feedback the CSI
to their corresponding cells, which the central unit uses to construct a U × C
matrix M of user metrics muc. Note that U is time-variant with a dynamic
traffic model, but the mathematical formulations in this section will treat it
as a constant for the sake of notational simplicity. The central unit solves
the cell association problem by maximizing the sum of the metrics, with the
restriction that each cell serve at most one user per Transmission Time Interval
(TTI). Mathematically,
arg max
b
U
∑
u=1
C
∑
c=1
mucbuc,
s.t.
U
∑
u=1
buc ≤ 1,
C
∑
c=1
buc ≤ 1, buc ∈ {0, 1} ∀ u, c,
(11)
where muc ≥ 0 is the scheduling metric for user u on cell c and buc is a binary
variable that equals 1 if the user has been assigned that particular cell and 0
otherwise.
This problem is solved by applying an algorithm in which the cell assign-
ments are chosen iteratively and one at a time [13]. In the first iteration, the
algorithm searches for the largest user metric muc. The first cell assignment
will become the pair given by user u and cell c. Row u and column c are im-
mediately set to zero, preventing user u from being scheduled on another cell
and cell c from serving other users. The process is repeated, with subsequent
iterations searching for the corresponding maxima and setting to zero the
assigned columns and rows until all users have been assigned one cell or until
all cells are taken. The solution is summarized in Algorithm 1.
Note that the problem could, in principle, be optimally solved by the
Hungarian algorithm [26], whose complexity in its original form is O(n4)
assuming a set of n cells and n users. The Hungarian algorithm can be
modified to attain O(n3) complexity [27]. The complexity of Algorithm 1 is
O(n3) if brute force is employed to find the largest metric at each step, and
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can be reduced to O(n2 log n) if the entries of M are sorted. Moreover, the
workflow of the algorithm is simpler than that of the Hungarian algorithm
with O(n3) complexity. Algorithm 1 is suboptimal, but the performance
deviation with respect to the optimal Hungarian assignment was shown in a
recent study to be less than 4% in the worst case [28].
Algorithm 1 Centralized cell association algorithm.
Initialize M
buc := 0, u = 1, ..., U, c = 1, ..., C
while
(
U
∑
u=1
C
∑
c=1
buc < U
)
&
(
U
∑
u=1
C
∑
c=1
buc < C
)
do
u∗, c∗ := arg max
u,c
muc
bu∗c∗ := 1
mu∗i := 0 , i = 1, ..., C; mjc∗ := 0, j = 1, ..., U
end while
This cell assignment procedure is sufficient to determine which users will
be served since in this study the packet scheduling is performed exclusively in
the time domain, with at most one user per cell and TTI. The users are served
with full bandwidth. Once the central unit has established the scheduling
decision, each cell individually determines the appropriate link adaptation
parameters (i.e., modulation and coding scheme, rank, etc.) for its assigned
user, based on the most recently received CSI report. The dynamic nature
of the scheduling mechanism can unfortunately lead to situations where the
wrong link adaptation settings are chosen, as the most recent CSI may not
reflect the current cell associations in the network, especially considering the
delay involved in the CSI reception, tCSI . The problem is further exacerbated
when advanced receivers are used and the cell switching is accompanied
by a rank increase at the dominant interferer, which limits the interference
cancellation capabilities of the receiver. This can be particularly harming to
cell-edge users, which are exposed to larger amounts of interference from
neighbouring cells and generally achieve the lowest data rates in the network.
In order to improve the throughputs of these users, we introduce in the
following section a rank coordination algorithm that discourages the aggressor
cells from increasing the transmission rank when it is determined that this
can have a profoundly negative impact on the affected (victim) users.
4.2 Rank Coordination
The rank coordination objective is achieved by reducing the scheduling metric
for rank 2 at the aggressor cell. The reduction that we impose on the aggressor
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user’s scheduling metric is related to the estimated spectral efficiency decrease
experienced by the victim users in neighbouring cells when the aggressor
increases the number of data streams. The mathematical expressions that
describe the proposed algorithm are derived below.
In [29], we showed that the Dominant Interference Ratio (DIR) is a quantity
that can be used to roughly estimate what would be the SINR increase if the
dominant interfering stream were cancelled or muted. The DIR, Λ, repre-
sents how strong the received signal from the strongest interfering stream is
compared to the rest of the interfering sources, i.e.,
Λ =
IDI
∑
i
Ii − IDI + σ2n
, (12)
where IDI represents the interference caused by the strongest interfering
stream. As shown in [29], a rough approximation of the SINR after cancellation
of said interference is given by the DIR as follows:
Γc = Γ · (Λ + 1 ) , (13)
where Γc and Γ are the SINRs with and without ideal cancellation of the
strongest interfering stream, respectively. The equality in (13) only holds if
the receiver filters g in the SINR expressions (4) (with cancellation) and (3) are
the same. However, as (4) indicates, this is commonly not the case and (13)
constitutes an approximation of the SINR with ideal cancellation or muting of
the DI stream. The actual SINR with cancellation could be estimated from (4),
but this would require the knowledge of g under the cancellation assumption.
In a causal system, this is only possible once cancellation has taken place and
the receiver has calculated g. Because of this restriction, (13) will be used
instead as an estimation of the SINR with cancellation of the DI stream.
Let Γc,v denote the SINR user v is experiencing, taking into account all
interfering sources, when the dominant interferer is transmitting one data
stream. Using Shannon’s formula, we can express the achievable spectral
efficiency in such case as log2 (1 + Γc,v).
With a 2x2 antenna configuration and an advanced receiver, the user
terminal will have one degree of freedom to cancel at most one interfering
stream when the rank at the dominant interferer equals 1. If the dominant
interferer transmitted with one additional stream, there would be no possibility
for the user to fully cancel that stream. In the worst case scenario, the victim
user could not cancel the DI stream at all and, applying the principle outlined
in (13), the spectral efficiency would be
log2
(
1 +
Γc,v
Λv + 1
)
, (14)
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where Λv is the DIR perceived by the victim UE v. Thus, the relative spec-
tral efficiency modification that this user would experience if the dominant
interferer incremented its rank from 1 to 2 can be estimated as
log2
(
1 + Γc,vΛv+1
)
log2 (1 + Γc,v)
. (15)
For example, having a very strong DI stream (i.e., a large Λv) would imply a
significant spectral efficiency decrease, whereas a weak interferer would result
in no significant change. The taxation tuc that we impose on the user u the
aggressor cell c is the product of the values estimated from (15) for all the
users who regard c as the dominant interfering cell. We denote the set of these
users as V ⊂ {1, ..., U}. With these considerations in mind, we arrive at the
rank coordination algorithm described in Algorithm 2, which determines the
preferred rank k for each user. The procedure is followed by the centralized
scheduling summarized in Algorithm 1.
Algorithm 2 Rank coordination algorithm.
∀ u, c :
tuc := ∏v∈V
(
log2
(
1+ Γc,vΛv+1
)
log2(1+Γc,v)
)
muc,k :=
{
muc,1 , k = 1
muc,2 · tuc , k = 2
muc := max
k
muc,k
k∗ := arg max
k
muc,k
5 Simulation Methodology
The main simulation settings for this study are collected in Table 1 and sum-
marized in this section. The system-level simulator is TTI-based and includes
all the major LTE resource management functionalities such as link adaptation,
hybrid automatic repeat request (H-ARQ), and packet scheduling. In every
TTI, the SINR of each user is calculated according to the chosen receiver type.
Subsequently, it is determined whether the transmission was successfully
decoded using the effective exponential SINR model [31] for link-to-system-
level mapping. H-ARQ with ideal Chase Combining is applied in case of
failed transmissions, and the SINRs for the different H-ARQ transmissions
are linearly added.
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Table 1: Main simulation assumptions
Network layout 3 clusters with 10 small cells each [1]
Bandwidth 10 MHz at 3.5 GHz
Transmit power 30 dBm
User arrival rate 0-25 users/s/cluster
Path Loss Model ITU-R UMi [30]
Antenna Pattern Omnidirectional
Traffic Model Poisson arrival, finite buffer
Payload Size 0.5 MBytes
Transmission Mode 2x2 MIMO, single user
OFDMA symbols per TTI 13 with data
Measurement set size S 3
Measurement set range R 10 dB
CSI delay tCSI 2 ms
HARQ combining Chase
Maximum TX rank 2 streams
Resource allocation interval 1 TTI
TTI duration 1 ms
Resource allocation size Full bandwidth/TTI
The traffic model is of the finite buffer type [29], and is characterized by an
open-loop structure in which the user arrival follows a homogeneous Poisson
process with up to a 25 users/s/cluster arrival rate. The users demand a 0.5
MByte payload and leave the network once their session is finished. In the
following section, we will refer to the offered load, defined as the product
of the arrival rate and the payload size, to indicate the amount of traffic that
is offered per cluster. Given the chosen arrival rate and payload size, the
maximum offered load in this study will correspond to 100 Mbit/s (Mbps).
The position of each user during the time it is present in the network is fixed;
however, the inclusion of variable fast fading and an open-loop traffic model
with generally short user sessions provides a significant variability in the
channel conditions.
The network scenario used for the simulations was described in Section
III. The small cells operate on the same carrier frequency at 3.5 GHz with 10
MHz bandwidth, an omnidirectional radiation pattern and 30-dBm transmit
power. Closed loop 2x2 single-user MIMO is used, as in most current practical
implementations of LTE networks.
The packet scheduling is performed exclusively in the time domain, with
at most one user scheduled per TTI. The chosen user in each cell will be the
one that maximizes the Proportional Fair metric [32]. The number of OFDMA
symbols per TTI with payload data is 13. The TTI duration is 1 ms. The
propagation follows the stochastic ITU-R urban micro-cell channel model. The
precoding matrices and ranks of the interfering signals are explicitly modelled
according to the LTE standard. In case a cell is momentarily empty (i.e., with
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no active users), it will only transmit the CRS.
The proposed centralized mechanism allows the user to connect to S = 3
cells at most, subject to a measurement set range of R = 10 dB as described in
Section III. The BB pool algorithm will be compared in terms of the user data
rates to the case where distributed intra-cell scheduling is used. Under the
distributed mechanism, the cell association is based on the highest received
power and S = 1, with each cell determining independently which user should
be scheduled at every TTI.
6 Performance Results
As the techniques proposed in this study are strongly directed towards im-
proving the data rates of the more challenged users, the performance figures
present the 5th and 50th percentile of the throughputs (coverage and median
rates, respectively). The plots indicate the absolute throughput values, but
throughout the text we refer to the relative data rate gains, taken as the ratio
of the chosen result over a baseline. Unless otherwise indicated, the baseline
is the case with distributed scheduling and the IRC receiver. Different com-
binations of interference mitigation and scheduling methods are presented,
resulting in the following four main cases:
A. Centralized vs. distributed scheduling, with Interference Suppression (IS).
B. Interference Cancellation (IC) vs. IS, with distributed scheduling.
C. Centralized scheduling with IC vs. distributed scheduling with IS.
D. No rank coordination vs. the proposed RC method.
6.1 Centralized vs. Distributed Scheduling
We begin by examining the data rate gains brought by the centralized cell
association and scheduling mechanism. Fig. 3 presents the 5th and 50th
percentile throughputs as separate groups of lines for the distributed and
centralized cases. The proposed centralized solution provides significant gains
for the coverage data rates, between 13% and 63%. The effect on the median
data rates is small but never detrimental, with gains reaching a maximum of
5%. The increased throughputs are mainly due to a more efficient use of radio
resources. Under the chosen dynamic traffic model, users can start piling up
in a given cell if they arrive before the previous user sessions in the same cell
have finished. This results in load balancing problems, with some users in the
cells not being scheduled. Meanwhile, the highly-loaded cells are constantly
creating interference towards the neighbouring cells, even to the point of
preventing them from being able to transmit data. By occasionally switching
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Fig. 3: 5th and 50th percentile of user throughput. Distributed and centralized scheduling with
IRC receiver.
Table 2: Sample probability of having an inactive dominant interferer for different offered loads.
OFFERED LOAD
25 Mbps 50 Mbps 75 Mbps 100 Mbps
Dist. 67.55 % 43.29 % 24.34 % 11.96 %
Cent. 61.67 % 29.06 % 14.96 % 4.74 %
users to secondary cells, we decrease the user session time and reduce the
time intervals in which the most loaded cells are generating interference
towards their neighbours. The cell-edge users, in particular, benefit from the
cell-switching mechanism as this enables them to receive data in cases where
they would not otherwise. The 5th percentile gains increase with the load,
since at low loads it is not uncommon to have, at most, one user in a given
cell, and therefore the opportunities for cell switching are limited.
6.2 Interference Cancellation vs. Interference Suppression
The 5th and 50th percentiles of the throughputs are presented in Fig. 4 for the
distributed scheduling under four different configurations: the IRC receiver,
the NAICS receiver, NAICS with a constant IC efficiency γ = 1 and the case
with ideal cancellation of all streams from the dominant interferer. The figure
illustrates that the NAICS gains over IRC are moderate, up to 11% for the
5th percentile and 5% for the 50th percentile. NAICS with γ = 1, on the
other hand, shows much more promising results, with gains between 11%
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Fig. 4: 5th and 50th percentile of user throughput with distributed scheduling.
and 80% for the 5th percentile throughput and between 3% and 54% for the
50th percentile. Finally, if ideal cancellation of all streams from the DI were
possible, the gains would reach a significant 15%-110% for the coverage rates
and 6%-72% for the median throughputs.
The IC efficiency values that the NAICS receiver achieves are presented
in Fig. 5 as sample cumulative distribution functions (cdf) for the different
offered loads. It is observed that the IC efficiency values increase with the
loads. This is due to the fact that with increasing loads, there is a larger
number of simultaneously active cells, and a higher chance that there will be
DI close to the user, with sufficient power to provide a more noticeable IC
efficiency. Nevertheless, the IC efficiency values are still low, which limits the
benefits that NAICS can provide in our scenario.
Moreover, the NAICS gains in our scenario are limited by the number of
cases where the dominant interferer at the current time instant is an empty
cell. This situation is possible because the DI is defined as the interfering cell
with the highest CRS power, which is transmitted even when the cells are
empty in order to allow users to connect to them. The sample probabilities
with which the DI is empty for the different offered loads are collected in
Table 2.
The IC efficiency depends on the DI-SINR in Fig. 6. There is a large
fraction of negative values, which relates to the low experienced IC efficiency.
Therefore, we can see how the low observed DI-SINR values match the IC
efficiency results.
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Fig. 5: Interference cancellation efficiency with NAICS for the different offered loads. Distributed
scheduling.
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Fig. 6: Dominant Interferer SINR with NAICS for the different offered loads. Distributed
scheduling.
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Fig. 7: 5th and 50th percentile of user throughput. Distributed scheduling with IRC vs. centralized
solution with interference cancellation.
6.3 Centralized Scheduling with Interference Cancellation vs.
Distributed Scheduling with Interference Suppression
Fig. 7 presents a comparison of the achievable data rates by combining the
centralized method with different kinds of interference cancellation, with
respect to the distributed scheduling with IRC. The three interference can-
cellation methods are NAICS, NAICS with γ = 1, and ideal interference
cancellation. The results with NAICS point to gains on the order of 15%-80%
for the coverage throughput and up to 7% for the median data rates. The gains
are larger than what each of the separate methods could achieve, and slightly
higher than the addition of the gains provided by each. The case where the
IC efficiency is assumed to be constantly 1 results in much more significant
increments, with gains between 30% and 145% for the 5th percentile and
5%-60% for the 50th percentile. We can see that, with sufficiently high IC
efficiency values, the NAICS receiver brings additional benefits to the central-
ized mechanism by cancelling some of the strong interference that the user
may receive when it is switched to a secondary cell. The received interference
from the primary cell may be severe, and an IC receiver can help mitigate
this interfering signal. This suggests that a combined mechanism with cell
switching and advanced receivers is a plausible solution to the problems
associated with cell densification. Finally, as expected, the ideal cancellation
case, where the dominant interferer is perfectly mitigated, leads to even higher
gains, on the order of 30%-175% for the coverage throughput and 6%-60% for
the median rates.
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Fig. 8: Interference cancellation efficiency with NAICS for the different offered loads. Centralized
scheduling.
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Fig. 9: Dominant Interferer SINR with NAICS for the different offered loads. Centralized
scheduling.
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As we noted previously, an important reason for the limited NAICS gains is
the low IC efficiency values the receiver encounters, also when the centralized
scheduling and cell association method is used. Moreover, the probability of
encountering an inactive dominant interferer can still be significant, as shown
in Table 2. If we compare these values to the ones for the distributed case, we
can see that the probability decreases under the centralized algorithm. This
is due to the load balancing effect of the cell switching functionality, which
increases the number of simultaneously active cells.
Figs. 8 and 9 present the cdf of the IC efficiency and DI-SINR values under
the centralized solution, respectively. There is a slight increase compared to
the results found in Figs. 5 and 6, where the distributed scheduling was used,
and this increment is due to the resource utilization improvement and the use
of secondary cells. As more cells become active, the chances that there will
be an interferer sufficiently close to the user are higher. Moreover, cell edge
users that are switched to a secondary cell will often experience a significant
interference source from the primary cell, with at least as much power as
the desired signal. This increases the DI-SINR and hence the IC efficiency.
Nevertheless, the IC efficiency values are not yet high enough to result in a
large data rate improvement.
6.4 Rank Coordination
The throughput values for the centralized mechanism with and without the
additional rank coordination (RC) functionality, for the IRC receiver, are
presented in Fig. 10. The plot illustrates that the RC method brings moderate
gains over the centralized mechanism. The coverage data rates experience
increments between 4% and 21%, while the median data rates are increased
up to 7%. As shown in Fig. 11, the 5th percentile gains vary between 4% and
17% with NAICS, while they can reach 24% if γ = 1 and 29% in the case of
ideal cancellation. The 50th percentile, shown in Fig. 12, presents gains of up
to 7% as with IRC (Fig. 10).
Table 3 illustrates the extent to which the mechanism changes the rank 2
probability for the IRC case. The table collects the rank 2 ratios for the schedul-
ing and the centralized algorithm with and without the rank coordination
functionality. The rank 2 probability decreases as expected by the use of the
centralized mechanism, as it involves switching some users to secondary cells
for which there will be a higher probability of using rank 1 since the received
signal quality is lower. The rank coordination algorithm further decreases
the rank 2 ratio as it discourages cells from transmitting with two streams
whenever this could prove harmful for users in neighbouring cells.
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Fig. 10: 5th and 50th percentile of user throughput. IRC receiver, centralized scheduling with and
without RC.
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Table 3: Sample probability of having rank 2 transmission for different offered loads.
OFFERED LOAD
25 Mbps 50 Mbps 75 Mbps 100 Mbps
Dist. + IRC 57.76 % 53.91 % 49.54 % 42.00 %
Cent. + IRC 51.99 % 44.47 % 37.06 % 29.26 %
Cent. + IRC + RC 41.42 % 30.70 % 22.73 % 16.79 %
6.5 Summary of Results
Fig. 13 presents a comparison of the throughput gains provided by all the
possible combinations of scheduling/cell association method and interference
management type that were considered for this study. The percentage gains
are presented for the 5th and 50th percentile data rates, taking the distributed
case with the IRC receiver as a reference, for the 100 Mbps offered load. The
5th percentile gains are presented in descending order from top to bottom,
and the order is kept for the 50th percentile results.
The 5th percentile plot illustrates the benefits of using the proposed cen-
tralized cell association and rank coordination mechanisms together with
interference cancellation. For example, the case with centralized scheduling
and NAICS receiver (third row from the bottom) achieves the same 5th-
percentile gain as the result with distributed scheduling and NAICS with
γ = 1. Similarly, the gains provided by ideal cancellation (sixth row from the
bottom) are attained by using centralized scheduling, NAICS and the pro-
posed rank coordination mechanism. The two better interference cancellation
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types cannot be considered realistic (due to the limited IC efficiency in our
scenario and not being able to cancel all streams from the DI, respectively),
but centralization and NAICS enable us to obtain a similar 5th percentile
performance.
On the other hand, the centralized method cannot achieve the same 50th
percentile gains as NAICS with γ = 1 and ideal cancellation. This is observed
by comparing the four aforementioned cases (third, fourth, sixth and seven
rows from bottom) in the 50th percentile plot. Nevertheless, centralized
scheduling can still introduce some small gains in these area which, coupled
with the large benefit in the 5th percentile, makes it a very attractive option.
7 Conclusions
The article presents and evaluates different network- and receiver-based tech-
niques to increase the data rates (in particular, the 5th percentile throughput)
in dense small cell LTE-A deployments. At the network side, a centralized
cell assignment and scheduling method is proposed, including a rank coordi-
nation functionality in order to further boost the coverage data rates. At the
user terminals, two types of advanced receivers were analysed: MMSE-IRC
and SLIC-type NAICS. Moreover, we estimated the potential performance
with NAICS under full interference cancellation efficiency, and with ideal
cancellation of all streams from the dominant interferer.
The performance results indicate that the proposed centralized scheme can
considerably improve the coverage data rates, with up to 63% gain (98% if the
rank coordination functionality is activated), while the median throughput is
unaffected. The benefit brought by the NAICS receiver over IRC is limited due
to the low IC efficiency values that are obtained in the dense scenario. Thus,
it can provide an 11% coverage rate increase, which falls below the 81% and
110% gains achieved by NAICS with maximum efficiency and the case with
ideal cancellation of all streams from the dominant interferer, respectively. It
would be unrealistic to expect such gains from interference mitigation at the
receiver, but simulation results suggest that similar figures can be obtained by a
combination of the proposed centralized method and interference cancellation,
with up to an 80% throughput increment in the 5th percentile (110% with
rank coordination). Future research should investigate the long-term potential
of increasing the interference cancellation efficiency. For the near future, the
authors recommend applying interference cancellation at the receiver side and
adequate scheduling through centralization in order to make the best possible
use of resources and cope with the interference in current and future mobile
networks.
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Conclusion
The dissertation focused on the challenges faced by dense networks and how
to overcome them, with the goal of increasing the spectral efficiency. This final
chapter summarizes the main findings of the PhD study and provides possible
avenues for future research which arise from the presented conclusions.
1 Main Findings
The interference levels and the achieved data rates in a dense network scenario
comprising several small cell clusters were analysed via system-level simula-
tions. A finite-buffer traffic model was used, observing different behaviours
depending on the amount of offered traffic, which led to the establishment of
a number of offered traffic regions. The analysis was repeated for a traditional
macro-cell network deployment. It was observed that the dense scenario
suffers from a profound load balancing problem, as the network may become
congested before all its cells are occupied. The interference levels were found
to fluctuate rapidly, and this indicates the need for mechanisms that can react
to or anticipate these fluctuations in a fast manner. An adequate scheduling
metric, whose priority is increased for users under better channel conditions,
can help by decreasing the user session time, thus reducing the time during
which interference is being generated. However, the benefits of intra-cell
scheduling are restricted to a narrow traffic load region in which there are
several users per cell. By studying the Dominant Interference Ratio, it was
estimated that there are significant benefits to be obtained from interference
mitigation.
The analysis of the small cell and macro-cell scenarios provided similar
findings, leading to the conclusion that the interference is not necessarily
worse in a dense deployment, and that the observed problems may be treated
in similar ways in both scenarios, as long as a finite-buffer traffic model is
under assumption.
In order to balance the network loads and allocate resources more dynami-
cally, we devised a centralized solution. In the proposed architecture, each
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user may connect to several small cells, all of which are connected to a central
controlling unit. The cells relay the Channel State Information transmitted
by the users to the central unit that decides on the user-cell associations that
maximize the sum of the scheduling metrics in the network, through a sub-
optimal algorithm. At any given time, each user can only receive data from
the cell it was associated to by the central unit. The use of secondary cells
coupled with the ability of re-examining the cell associations on a fast basis
resulted in simultaneous load balancing and interference mitigation due to a
more efficient resource use and decreased user session time. This improved
the data rates of the more challenged users by as much as 60% with a 2x2
antenna configuration.
When a user is switched to a secondary cell, it may receive a significant in-
terference power from the primary cell that is serving another user. Advanced
receivers help alleviate this situation and extend the benefit of the centralized
scheduling by performing interference suppression or cancellation procedures.
The use of the analysed NAICS receiver brings the aforementioned 60% gain
up to 80%. Finally, as the ability to perform interference cancellation is tightly
related to the rank used by dominant interferer, a rank coordination function-
ality was introduced to complement the centralized scheduling with advanced
receivers. By selectively limiting the rank at the dominant interferer, the data
rate improvement for users under challenging channel conditions may be
increased to 110%.
Based on the findings described above, the recommended solution to
improve the performance of dense networks involves a mixture of network
coordination schemes based on centralization and interference mitigation with
advanced receivers. The network coordination mechanism must be strongly
directed towards balancing the loads and optimizing the resource allocation in
a fast way. Using a higher number of antennas at the transmitter and receiver,
as well as rank coordination, is recommended in order to fully extract the
benefits of interference cancellation.
2 Future Work
The work presented herein opens many possibilities for future research on
dense networks. Some of them are a direct consequence of the findings stated
above, others are aspects that could not be addressed due to the limited time
resources of the PhD study and, finally, there are points which fall outside the
scope of the thesis.
The study of the dense small cell scenario led to the conclusion that
interference is not necessarily a more significant issue than in a regular macro-
cell network, due to the fact that it gets compensated by the increased desired
signal power the users receive. This is in agreement with the observations
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from other studies that examined similar deployments [1, 2]. However, as
mentioned in the Literature Review chapter (page 16), this notion has been
challenged by at least one recent study [3], arguing that this conclusion might
not apply under all path loss models. Therefore, it would be interesting
to examine this aspect in more detail. One option is trying to use more
realistic path loss data. This could be achieved by obtaining the coordinates
and parameters of a real network deployment and introducing them in a
ray tracing simulator. Moreover, as we saw in Part I, the results from such a
scenario suggested that there might be a larger potential improvement from
interference mitigation in this case, which is another incentive for spending
some research effort on this area. The chosen realistic scenario was also
denser, so another possible research avenue is establishing how the observed
behaviours vary with respect to the cell density.
Packet scheduling was only performed in the time domain throughout
this thesis, with the advantage of being able to increase the number of data
symbols per Transmission Time Interval and allocating full bandwidth to the
scheduled user. The research could be completed by including the frequency
domain dimension, with several users scheduled per cell and TTI. This would
increase the user diversity gain and may allow us to achieve a higher resource
utilization in the network before congestion takes place. It would also enable
us to devise more complex methods which could make a better use of the
frequency resources.
Mobility is an aspect that was left out of the scope and it could have
a significant effect, introducing even more interference fluctuations in the
network, and accentuating the need for further coordination. Higher-order
MIMO, with a larger number of antennas and a higher maximum rank, could
also result in more variable interference. Increasing the number of antennas
at the receiver would allow for more profound interference mitigation and for
devising more sophisticated rank coordination solutions.
In the proposed centralized coordination solutions, the network controls
the cell associations (and the rank if the corresponding functionality is ac-
tivated), while the cells determine individually most of the transmission
parameters for the selected user. A mechanism in which these procedures
are also centralized could in principle lead to a more optimized resource
use. However, this would only be possible with extremely fast interfaces
with negligible delay. The assumptions in this study were in line with this
idea, and it could prove valuable to assess the impact of imperfect inter-
faces with a noticeable delay. Alternatively, a fully distributed solution that
requires little or no communication between the cells could be devised for
cases in which the interface latency is not negligible. Attaining the gains of
the proposed centralized solution in a distributed environment might prove
challenging, but quantifying the difference between the two implementations
would significantly complement the findings of this dissertation.
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Another occurrence that could hinder the proposed solutions is having
errors in the Channel State Information transmission and/or reception. We
assumed that the CSI was always perfectly received, which is not always the
case in a real network. Thus, it would be interesting to analyse how results
differ when errors are introduced.
Due to the CSI transmission delay and the fast interference fluctuations,
we found that the received information was partly outdated, in the sense that
it did not reflect the current interference levels in the network. As it appears
that such interference variability will be present in future dense networks,
the natural question that arises is whether we should re-examine the user
equipment measurement and feedback schemes. The current CSI might not
be very usable in some situations, and therefore future research should study
if it is reasonable to maintain such communications, or if establishing other
kinds of measurements could make more sense.
Also related to the CSI measurement and feedback, future work could
examine the impact that increasing the number of cell associations has on the
user equipment’s battery life. Energy aspects were left out of the scope of
this dissertation as the optimization of data rates and energy consumption
are frequently conflicting objectives. The proposed centralized solution may
also incur important energy requirements at the network side, since it implies
frequently switching cells on and off.
We found that the gains from interference cancellation at the user equip-
ment were curbed in the dense network due to the low interference cancel-
lation efficiency values. Even with these limitations, the improvement was
significant when combined with network coordination, and as the presented
estimations showed a very promising potential for interference mitigation
gains, it might be worth it to explore ways to increase the interference cancel-
lation efficiency.
The traffic model used in this study considered all users to have the same
Quality of Service (QoS) demands. QoS aspects (in particular, latency) have
become crucial with the recent description of the technical requirements for
the future 5G system by 3GPP, which includes new services such as enhanced
Mobile Broadband, massive Machine Type Communications and Ultra-Reliable
and Low Latency Communications [4]. The use of a centralized mechanism
with advanced receivers such as the one proposed in the dissertation can help
towards achieving the strict QoS targets set for 5G, as it allows for attending
the users with urgent needs in a fast manner. Therefore, future work could
consider applying the findings from this study in a 5G environment.
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