Abstract: This paper presents a functional system architecture for an "autonomous vehicle" in the sense of a modular building block system. It is developed in a topdown approach based on the definition of the functional requirements for an autonomous vehicle and explicitly combines perception-based and localization-based approaches. Both the definition and the functional system architecture consider the aspects operating by the human being, mission accomplishment, map data, localization, environmental and self-perception as well as cooperation. The functional system architecture is developed in the context of the research project "Stadtpilot" at the Technische Universität Braunschweig.
Introduction
Today, the vision of "autonomous driving" is widely discussed. The media are reporting about the progress in this field of research and promise an introduction to the market in the near future. Additionally, automotive companies are competing in their race to develop new technologies, and software companies are competing with the vehicle manufacturers.
The estimates of an introduction to the market diverge significantly. All options from 3 to 30 years or even "never" are mentioned. This high variance might be caused, amongst others, by a heterogeneous understanding of the functional requirements for an "autonomous" vehicle.
Hence, in a first step (Section 2) we propose a definition of the functional requirements for an autonomous on-road motor vehicle which follows the vision of an automated taxi and thus equals the definition of full automation, SAE-level 5, according to SAE international [48] . These requirements include the usage of map data and communication technologies, absolute and global localization, environmental and self-perception, mission accomplishment, and the integration of the human being as a passenger and as another traffic participant in the near surrounding of the autonomous vehicle. Based on these definitions and based on the state of research (Section 3) we introduce a systemically developed functional system architecture (Section 4) which covers the formulated functional requirements in a top-down approach (Section 5). In Section 6 the proposed functional system architecture is checked against the aforementioned requirements.
Our system architecture allows the discussion of existing approaches for autonomous driving and fully, highly or conditionally automated systems as well as today's assistance systems. Some examples are given in Sections 5 and 6. With the help of the proposed functional system ar-chitecture it is also possible to visualize further needs of research for the development of autonomous vehicles.
Functional requirements for an autonomous on-road motor vehicle in public road traffic
In this article an autonomous vehicle is understood as an automated taxi, similar to the description of Wachenfeld and Winner [54] . It is able to move "freely", because it is not constrained to rails, power supply lines or a bus bar, and it drives in public road traffic. The operating of the autonomous vehicle by the human being is done on a very intuitive level. This means, neglecting a service mode, the vehicle is only instructed by the input of a mission. Typically, a mission for an on-road vehicle consists of a transportation task. People, goods or just the vehicle itself might be transported. In future systems also surveillance and other tasks might be relevant for autonomous vehicles.
In case of transporting human beings the mission has to be adaptable to the current needs of the passengers at any time. Such an adaptation might be caused by triggering an emergency stop (see Wachenfeld and Winner [54] ) or by adding a stopover at a restaurant, the next bathroom or a hospital. Thus, the operating interface of an autonomous vehicle is similar to the well known interfaces of today's navigation systems and is consequently provided at the most abstract level from the system's point of view (see Section 4.5) .
The appliance to the public road traffic increases the demands on an autonomous vehicle (in this case also automated vehicle) concerning both the environmental perception and the driving behavior. The urban environment in particular puts high demands on the environmental perception. It is necessary that the vehicle robustly detects and classifies the stationary elements (e.g. road course, signs, traffic lights) and the movable elements (e.g. traffic participants, human beings, animals). It is mandatory due to consistency reasons that human beings and technical systems use the same optical features for orientation as they share the same road environment (see e.g. Bar Hillel et al. [4] , Huang et al. [23] ).
In this case of mixed traffic (automated and manually driven vehicles) the locally defined road traffic regulations are of special interest [54] . They define a minimal amount of environmental elements (signs, road markings, traffic participants etc.) which have to be perceived and considered. Additionally, the regulations specify the behavior in defined situations [54, p. 6] . The basic components of the road traffic regulations are the mutual considerateness, a clear behavior pattern as well as communication and cooperation.
In addition to these pure functional requirements it is mandatory within the meaning of responsible acting that automated vehicles do not constitute any danger to their environment. Therefor the vehicle needs to be aware of its skills and abilities and has to act accordingly to its actual state. So, the estimation of the skills and abilities including the surveillance of hard-and software is another mandatory requirement (on-board diagnostics). Moreover, the vehicle has to be resistant against misuse and manipulation.
In summary, autonomous vehicles have to handle at least the following aspects derived from the aforementioned requirements: 1. Operating: The vehicle has to be instructed by a human being, e.g. defining the mission. 2. Mission accomplishment: The vehicle has to accomplish the desired mission. This includes the navigation task, the behavior generation and the control of the actuators. 3. Map data: Map data is required for route planning purposes in particular. 4. Localization: The vehicle needs to know its global pose for the usage of map data (e.g. navigation tasks) and communication purposes (e.g. vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) communication). 5. Environmental perception: The vehicle has to perceive its local stationary and movable environment, including the dynamics of the movable elements. 6. Cooperation: The vehicle has to react to the intentions of other traffic participants (automated vehicles and human drivers) and it has to communicate its own intentions to the other traffic participants. 7. Safety: It must be ensured that the vehicle does not constitute any danger to its environment. 8. Self-perception: The vehicle needs to be aware of its current state (functional capabilities of its components, motion etc.).
The aspects of interior surveillance as well as aspects of safety and security concerning misuse and manipulation are not discussed within this article.
Related Work

The human being as an archetype
Assuming a mixed traffic with human drivers and automated vehicles, approaches aspiring to model human behavior seem basic because today's traffic system is established by human beings and organized based on their abilities.
There are at least two well known approaches of modeling the human behavior, that of Rasmussen [46] and that of Donges [11] . Rasmussen [46] focuses on the goal oriented behavior of a human being in general using a three-level model. Donges [11, 12, 13 ] also uses a threelevel model, but he concentrates on the driving task. According to his model, the driving task can be decomposed into three hierarchical tasks as well: navigating, guiding and stabilizing. In a first step, the mission is processed on the highest level performing route-planning and navigation tasks. These steps require data about the relevant road network. On the next level, the resulting schedule and route are processed based on the local scene in the near surroundings of the vehicle. This level is characterized by an open-loop control. The selected maneuvers of the guiding module are then processed by the corresponding closed-loop controllers on the stabilization level.
A very similar model was presented by Michon [35] which was set into relation to the levels of Rasmussen [46] by Hale et al. [17] (see Table 1 ).
Autonomous driving
In the field of autonomous driving many systemarchitectures were published in the last two decades. The early approaches by Dickmanns [9] , Dickmanns et al. [10] are followed up by Maurer [34] , Pellkofer [44] and Siedersberger [49] and integrated into the real-time control system (RCS) by Albus [1] .
Additionally, during the DARPA challenges several architectures had been published e.g. by Bacha et al. [2] , Baker and Dolan [3] , Bohren et al. [6] , Hurdus et al. [24] , Leonard et al. [28] , Miller et al. [37] , Montemerlo et al. [38] , Rauskolb et al. [47] . All of them focused on the clear constraints of the DARPA challenge, which only correlate partially with real urban scenarios (see e.g. Bar Hillel et al. [4] ). Most of them decided to use a localization-based approach as detailed map data was available. Among the leading teams only Leonard et al. [28] explicitly developed a perception-based approach. The research activities on autonomous driving at the Technische Universität Braunschweig based on the participation at the DARPA Urban Challenge continued in the research project "Stadtpilot". Wille [55, p. 102 ] for example presented a bottom-up description of the developed system for the status of development of 2010. The functional system architecture of the autonomous vehicle "Leonie" mainly consisted of an input column, covering maps, localization, and perception in a rough description, and an output column which shows the structure of action planning and action execution in more detail. It provided two abstraction levels, one for perception and execution and another for situation assessment and action planning.
In a further state of development presented by Nothdurft [42, p. 72 ] the architecture consisted of a three-level design providing a strategical, tactical and operational level. Route-planning was done on the strategical level, V2X-information was associated to the tactical level as well as the decision unit. Sensor data in general (for localization and perception purposes) was associated to the operational level as well as a trajectory planner and the vehicle control. The main aspect of that architecture was the "context model" which covered and processed all relevant environmental information. Thus, that architecture mainly provided a big data-base with all relevant environmental information. It did not suggest any kind of structure for the processing of the environmental data. This is similar to many other system architectures (e.g. Bacha et al. [2] , Kammel et al. [25] , Leonard et al. [28] , Montemerlo et al. [38] ) providing a single "perception"-block with sub-modules for the processing of all environmental data but without a hierarchical structure.
Need of research
During our research on autonomous driving in urban environment within the project "Stadtpilot" (especially with the central "context model") it turned out that environment modeling is not just tracking other vehicles but is much more complex as soon as we assume that the vehicle does not only drive within a "shared space"¹ but has to consider various rules according to local traffic regulations based on lane-markings, traffic lights, and traffic signs as well as cooperative aspects etc.
Modularization and hierarchical structuring are commonly known mechanisms to manage this high complexity. Looking at the system architectures of the DARPA Urban Challenges, this strategy for system development is already established for the processing of the mission: the entire driving task is commonly subdivided into multiple (in most cases three) sub-tasks. In many projects the modularization equals the ideas of Donges [11] . But there is a lack of modularization and structuring the entire system concerning the processing of the incoming data from various sources (e.g. map data, the own on-board perception system or the perception system of other traffic participants or infrastructure received via V2V-communication) and concerning the integration of cooperative aspects. According to the models of Donges [11] and Rasmussen [46] , each abstraction level of the mission accomplishment requires a particular abstraction level for the representation of environmental features.
Because of the increasing complexity of the resulting sub-tasks for the entire driving task when driving autonomously in urban scenarios, one vital question is, how far it is possible to process environmental data independently from the current mission of the vehicle. Or in other words, which steps are really part of the "perception" and which ones already belong to a function specific interpretation of the perceived data. A clear separation would help to develop an application-independent environmental perception also for advanced driver assistant systems (discussed in e.g. Holder et al. [21] ). "Applicationindependent" means in this case that the environmental perception has to fulfill the highest demands of the subsequent applications in each case and is no more specialized in a certain application like in current adaptive cruise control (ACC) or blind spot assistant systems.
Due to the aforementioned increasing complexity it is no longer convenient to represent the processing steps 1 see e.g. Hamilton-Baillie [18] required for a consistent environmental model just with one single "perception"-block. Among the introduced architectures only Miller et al. [37] , Albus [1] and Maurer [34] explicitly consider a stepwise abstraction of the environmental data. But even these proposals do not consider cooperation aspects and do not make a systematic usage of map data transparent.
Especially the usage of map data is often considered only as an additional data input to the environmental sensors (except for Miller et al. [37] and Leonard et al. [28] ). Probably, detailed map data mislead the developers to use it not only for an expansion of the field of view but also as a replacement for algorithms and sensors for an environmental perception. In some approaches for example the course of the road is not perceived and modeled at all but the problem of road detection is reduced to a map-relative localization problem (e.g. Montemerlo et al. [38] , Wille [55] or Szczot et al. [50] ). These approaches in general are inconvenient regarding safety aspects, because the up-todateness of map-data cannot be ensured due to an interruption of the observation of the environment between creation and usage of map data. Only a real-time perception system (either on-board or as part of e.g. a smart infrastructure) can ensure the up-to-dateness of the environmental data. Thus, a real-time perception system for the entire scene (stationary and movable environmental features) has to be part of the functional system architecture.
Our motivation for the development of an overall functional system architecture is to combine many aspects of published system architectures in order to find a functional system architecture, which covers all aspects of an autonomous vehicle as defined in Section 2 in one system description and thus can also be used as a kind of building block system for the development of less complex systems with fewer functional requirements.
Functional system architecture 4.1 Overall architecture
In the context of this architecture proposal (see Figure 1 ) the single vehicle is understood as a part of a superordinate system. The developed architecture combines a subset of elements of published architectures having an inner-city intersection assistant and autonomous driving in mind.
The main structure of the system architecture is a three-level design similar to the multi-level designs of Bonasso et al. [7] , Donges [12] , Maurer [34] , Nothdurft [42] and Du et al. [14] . Du et al. [14] also introduced three lev- els of resolution which are assigned to the aforementioned three levels of the system architecture as follows: -strategical level: planning, macro-scale resolution, -tactical level: decision making, meso-scale resolution, -operational level: reactive stabilization (micro-scale resolution).
These three levels differ (among other characteristics) in their resolution, horizon and accuracy (concerning time and space), relevant environmental features, tasks, and cycle times.
In an orthogonal direction to these three levels we introduce the columns "absolute global localization", "external data", "perception" (consisting of environmental perception and self-perception), and the "mission accomplishment". This core of the system (consisting of vehicle and infrastructure) is framed by the sensors, actors and communication equipment for the exchange of data with human beings or other automated traffic participants.
The columns "perception" and "mission accomplishment" are state of research and already part of many system architectures (e.g. Baker and Dolan [3] , Dickmanns [9] , Leonard et al. [28] , Montemerlo et al. [38] , Wille [55] ). They are typically part of a vehicle-referenced view which means that the environment is described in relation to the vehicle. An absolute global localization is not necessary in this case.
On the contrary, the absolute global localization and the external data describe the overall system "world and vehicle" from another perspective: They describe the environment in an absolute global reference frame while the global localization determines the pose of the vehicle in relation to the environment.
In the following the introduced columns "absolute global localization", "external data", "perception", and "mission accomplishment" are discussed in detail.
Absolute global localization
The absolute global localization of a vehicle is required for two fields of application: the integration of external data (common usage of map data among multiple traffic participants and data exchange via V2V or V2I communication) and for the stabilization of the vehicle in environments without local environmental features (e.g. in deserts). The idea of automated map updates on a central server in particular (see Visintainer and Darin [53] and Deragården and Thomas [8] ) can only be realized with the aid of an absolute global pose.
In today's systems the incoming data is obtained from different global navigation satellite systems (GNSS). In the context of our architecture, the accuracy (trueness and precision) of the localization solution determines the applicable level. Today's standard GNSS-receivers have positioning errors up to 20 m. Thus they are only applicable within the strategical level with a macro-scale pose. Certain methods allow to improve the position's trueness (e.g. differential global positioning system, DGPS) and its precision (e.g. by fusing the motion estimation into the position estimation). These methods allow the appliance of the lo-calization solution -as the case may be -at the tactical or even the operational level.
Depending on the safety requirements and the concrete system design, an absolute global pose with a microscale accuracy according to the restrictions of the operational level might be required. However, localization errors occur especially in urban environments due to the occlusion of satellites, multi-path propagation, or other effects. That is why state of the art systems do not guarantee a sufficient availability for autonomous driving (at least in urban environments) with a micro-scale accuracy of the pose [41, pp. 314f] and why Moore et al. [39] propose a local reference frame for the stabilization tasks without a direct GNSS-support.
External data
Processed data
All environmental data perceived or generated outside the host vehicle, e.g. by other vehicles or manually created, and provided via radio communication or data storage media, is part of the "external data". The "external data" may also be understood as a world model (not only environment model) and is typically defined within a global (or more general: common) reference frame. Otherwise it would not be applicable for multiple users. The module "external data" includes: -data about the stationary environment, hereinafter referred to as scenery (map data, state of the traffic light, weather conditions, defined according to Geyer et al. [16] ), -data about the movable environment (traffic jam, hazard information, temporary road closures, V2X (V2I and V2V) object lists, etc.), -requests and state information of other traffic participants via V2X, -a global pose (map-relative or absolute) of the host vehicle which enables the usage of the V2X and map data.
Depending on the abstraction level within the architecture, external data provide different levels of accuracy, representations and time spans of change. For example, messages concerning traffic jams and hazards as well as temporal road closures are (depending on their level of detail) part of the strategical or tactical level. These messages are already applied in today's navigation systems and sent via traffic message channel (TMC) or internet to the vehicles.
The state of a traffic light with an association to a lane and thus a reduction of its position accuracy down to lanelevel accuracy is also part of the representation of the tactical level (see Figure 2 ). An example of the operational level is given by object lists with hypotheses of traffic participants perceived by infrastructure (e.g. Homeier and Wolf [22] ).
Input and output
As a first step, the architecture provides two data inputs into the pool of "external data": an absolute global pose and local environmental data in the sense of a cooperative or collaborative environmental perception. A third input is given by data derived from map suppliers. Additionally, the architecture also implicitly contains a fourth input: the reception of driver intentions via V2X. So, "external data" is designed as a central world model which is used simultaneously by all traffic participants.
Data processing
An elementary task within the processing of the module "external data" is the preparation of map data in such a way that it can be considered in the vehicle reference system for data processing within the module "environmental perception". This requires the determination of a maprelative pose which can be obtained by correspondent map-matching approaches (see e.g. Quddus et al. [45] ). In a special case of a globally exact map, the resulting pose of the matching process equals the absolute global pose and thus leads to the process of a map-aided localization (currently not consistently used in literature).
Another task within the processing of external data is a fusion of the environmental features derived from multiple (traffic-) participants (world modeling).
On the operational level these features might be point landmarks (in an object-based representation) or parts of a grid-based representation (see also "view", "local map", "global map" in Elfes [15] ). For on-road vehicles in structured environments the relevant features on the tactical level are described by the course of the lanes with associated speed limits or driving directions. All these features can be stored in a history, as well as the even more abstracted course of the road with its topological information on the strategical level.
For mapping purposes two different global localization solutions are required: a map-relative pose is required to update the semantical data (like traffic flow, traffic signs or number of lanes) and an absolute global pose is required in order to correct geometrical errors or add missing features like roads, lanes or point-landmarks (depending on the abstraction level).
In case an absolute global position is not part of the system, this mapping problem is reduced to the known simultaneous-localization-and-mapping-problem (SLAMproblem) (e.g. Thrun et al. [51] ) and the loop-closureproblem (e.g. Milford and Wyeth [36] ). However, an exchange of this locally stored data with other traffic participants is not possible due to the lack of a common reference frame. The vehicle then navigates in its own world.
Within map data a transition between the levels of abstraction is possible by introducing model assumptions, similar to the proceeding within the environmental perception (see Section 4.4). Take lane-level maps as an example: They can be derived from road-level maps (with a certain error) using the number of lanes and the lane width (e.g. see Knaup and Homeier [26] or Müller et al. [40] ). This processing describes the reduction of the level of abstraction. To increase the level of abstraction the processing is done inversely: Lane-level maps can be derived from maps with detailed lane-borders and road-level maps can be generated from lane-level maps by calculating, e.g., a mean value of the lane's support points.
The different representations of the environment are illustrated in Figure 2. 
Perception
According to the different representations of the environmental features within the module "external data", the environment is represented in different ways, depending on the level of abstraction within the environmental perception as well (see Figure 2) .
Processed data
On the lowest, the operational level the focus lies on the extraction of precise and quasi-continuous values from incoming sensor data. The algorithms of the module "environmental perception" determine the size, position, velocity, color and other features of objects in the near surroundings of the vehicle. Thus mainly geometrical values are processed. The module "self-perception" processes data for the representation of the inner vehicle state.
The operational level's output to the higher tactical level covers, amongst others, the vehicle state, weather conditions, states of traffic lights and (variable message) signs, the course of the lane markings, the position and movement of other traffic participants, as well as an image of the stationary raised surroundings. All these environmental features are processed independently up to this step and also transmitted to the mission accomplishment for a high-frequent closed-loop control. for the processing of the stationary environment [e.g. [31] [32] [33] . The main part of the tactical level is the so-called context or scene modeling. An overview is given in Ulbrich et al. [52] . The focus is to put the independently perceived environmental features into an associative context. In a first step the "scenery" (stationary environment) is built up, e.g. by associating traffic lights and stationary obstacles to a certain lane. In a second step this scenery has to be combined with the movable environmental features to get a complete scene (according to the definitions in Geyer et al. [16] ). In this step for example other traffic participants are associated to a certain lane (see e.g. Knaup and Homeier [26] ). Hence, on this level of abstraction, the semantic information is the most relevant one besides the geometric and topologic information. Additionally, an abstracted vehicle state is also part of a complete scene which is transmitted to the mission accomplishment.
On the strategical level the environment is observed in an even more abstract way on a macro-scale level. The relevant features consist of the road network as well as information about the macroscopic traffic flow. The main information on this abstraction level is the topology, the connection of the roads, which is necessary for route planning. The geometric and semantic information is still available and necessary e.g. for planning optimized routes and following the planned routes.
Input and output
The data to be processed is received from three different sources (see Figure 3) In addition to classic architectures for autonomous vehicles, data derived from the environmental perception is no longer transmitted only to the mission accomplishment, but also to external receivers in a sense of a cooperative or collaborative mechanism (e.g. traffic participants in the close surrounding via V2V or central services via V2I communication, see Section 4.3). The acquisition of such data is already made today by mobile phone tracking or even manually: Drivers tell radio stations about current traffic jams or traffic controls and thus share their information with other traffic participants. This information is usually communicated with a map-relative position (example: on the motorway ... between junction A and junction B, 15 km jam due to an accident, 40 min delay).
Data processing
The perception module, covering environmental and selfperception, is the central module of an autonomous vehicle referring to this architecture proposition. All available information about the vehicle's surroundings and the vehicle's state are aggregated in this module and are prepared for a subsequent processing in the mission accomplishment.
At each level an abstraction of the data from the underlying level is required by introducing model assumptions. It is also conceptually possible to integrate data from external sources. Figure 3 gives an overview of the methods and processing steps of the environmental perception corresponding to their level of abstraction.
In addition to the environmental perception, the selfperception is also part of this column. Only detailed knowledge about the vehicle's state allows the autonomous vehicle to avoid decisions which might be hazardous for the system or the environment. The own state includes the states of each sensor and actor, fuel and battery levels as well as steering angle or rotation rates of the wheels.
A more detailed discussion of the components selfrepresentation and self-perception is given in Maurer [34] , Siedersberger [49] , Pellkofer [44] , or Bergmiller [5] .
Mission accomplishment 4.5.1 Processed data
The mission accomplishment processes the defined mission. The processing is subdivided into three steps: planning at the strategical level, deciding at the tactical level and executing at the operational level.
According to the concepts of Donges [12] and Du et al. [14] the aforementioned different features are provided for each level of abstraction (see Figures 2 and 3) : -strategical level: road network and traffic flow, macroscale information, -tactical level: abstracted local scene, consisting of the scenery and the movable environmental features, meso-scale information, -operational level: exact geometric values for a reactive collision avoidance and vehicle stabilization, microscale information.
Input and output
The way, a passenger can instruct an autonomous vehicle, is limited to the strategical level (according to Section 2). For a driver assistant system, additional possibilities of interaction between the vehicle and the passenger or driver exist at the other levels. For example, at the tactical level the driver may choose a maneuver or in the case of ACC a time gap to the vehicle ahead.
The results of the mission accomplishment do not only need to be executed (information flow downwards in Figure 1) but also have to be communicated (information flow to the right in Figure 1 ). This communication can be performed over multiple channels (optic, haptic, acoustic).
The receivers inside the vehicle are the passengers in the case of an automated vehicle. In case of assistant systems the receiver is the driver. Outside the vehicle, communication is directed to other traffic participants, and in a broader sense, also to animals. Communication is performed optically (e.g. turn indicators at the tactical level or the brake lights at the operational level), acoustically (e.g. the horn on tactical level) or via V2V-communication.
Data processing
Within the mission accomplishment the mission is concretized stepwise towards manipulating values taking environmental information into account. The process is illustrated in Figure 3 .
The first task for accomplishing the mission is the navigation task, performed at the highest, the strategical level, according to the discussions in Donges [12] . The required data from the environment for an on-road vehicle is the road network with information about the current traffic flow.
Based on this data a route is planned which considers the optimization criteria defined by the passenger. Usu-ally, this is done once per mission input. But due to changing information about the traffic flow or additionally detected roads at runtime the planned route can be adapted online. The resulting route should be communicated (visualized) to the passenger for verification purposes.
After the route planning is done, the environment changes relative to the vehicle due to the vehicle's movement. The output to the vehicle guidance at the tactical level is the next navigation point, already known from today's navigation systems (e.g. "In 500 m turn left"). In case of a driver assistance system this announcement is also an acoustic way of communication to the driver which can be complemented e.g. by current traffic disruptions.
The tactical level (or according to Donges [12] the guidance level) receives the mission indirectly by the input of the next navigation point from the strategical level. The perception provides the abstract and applicationindependent scene, including the vehicle's pose within that scene. The situation assessment now analyses the scene with respect to the current mission (next navigation point respectively) and extracts the relevant elements from the scene. If critical situations are detected, this result can be communicated to other traffic participants in different ways, e.g.: -acoustically by the horn, -optically using the headlight flasher or hazard lights, or -via V2X to other automated vehicles In case of an assistant system information or warnings in critical situations can also be communicated to the driver.
The decision unit selects the driving maneuvers based on the current situation with respect to the traffic regulations. In some cases, the selected maneuvers have to be communicated to the local environment (e.g. in the case of a lane change or a turning maneuver). This communication is also performed with the corresponding technical components as turn indicators or via V2X. The horn, turn indicators, back-up light, lower-and upper-beam headlights, as well as warnings in dangerous situations are the communication components at the tactical level. At this level a simple open-loop control is applied (according to Donges [12] ).
The desired driving maneuver with the characteristic parameters is executed at the operational level. The environmental perception provides the features from the model-based filtering mechanisms of the sensor data. The trajectory generation (explicitly not trajectory planning, because the planning is typically done on the strategical level with a larger time horizon) calculates a time-and space-based nominal position of the vehicle and thus applies a closed-loop control of the vehicle considering the current environmental data. That is why the trajectory generation is classified as an overlaid closed-loop control.
The task of the subordinate closed-loop controller is the realization of the nominal positions generated by the trajectory calculation. The outputs of such subordinate closed-loop controllers are manipulated values for the engine, brakes or the steering system. In this way, this level is characterized by a direct feedback from internal and external sensors and thus performs a closed-loop control (argumentation similar to Donges [12] ).
The brake lights during a braking maneuver or the trigger of an optic, haptic, or acoustic warning of the driver (e.g. in the case of an undesired lane departure) are parts of the communication options on the operational level from the viewpoint of the system.
Check against the functional requirements
According to Hertzberg et al. [20] the proposed architecture is a hybrid architecture combining the advantages of a sequential and a parallel architecture. Our approach can be understood as an extension of the work of Dickmanns [9] , Maurer [34] , and Pellkofer [44] . In our architecture, the aforementioned requirements for an autonomous on-road motor vehicle are considered as follows: 1. Operating: This architecture provides a bidirectional interface to the passenger (see Section 4.5). 2. Mission accomplishment: This architecture considers a widely used three-level approach to accomplish the mission: planning at the strategical level, deciding at the tactical level and executing at the operational level (see Section 4.5). 3. Map data: Map data is taken into account at several levels of abstraction within the system. Additionally, a transition of map data into adjacent levels of abstraction is described. Furthermore, mechanisms for automated map updates as well as the exchange of data describing the movable environment (traffic participants) is part of the concept (see Section 4.3). . This information can also be received as external data from other traffic participants (see Section 4.3). Cooperation in the sense of an explicit interaction with other traffic participants is mainly located in the module "guidance" on the tactical level. 7. Safety: This aspect is partly covered by the selfperception and its integration into the scene. Furthermore, the architecture makes functional redundancy transparent: theoretically, required environmental data can be derived completely from external data or completely from the environmental perception or -and this might be a case of parallel redundancy -from both external data and environmental perception. If information of these two independant sources does not match any longer, corresponding mechanisms have to be applied to remain in a safe state, because in case of autonomous driving the driver is no longer available as a fallback solution. 8. Self-perception: As a part of the perception the selfperception provides information about the state of the vehicle and its motion (see Section 4.4).
Moreover, today's driver assistant systems can be assigned to the introduced abstraction levels. Systems such as ESC, anti-lock braking system (ABS), lane departure warning (LDW) etc. mainly operate at the operational level. Their tasks focus on the stabilization of the vehicle, concerning the physical limits in the case of an ABS or ESC or concerning the environment (LDW) with a strongly limited preview. An ACC-system already works at both, the operational and the tactical level. In particular, the selection of the relevant ACC-target is a process of the tactical level. On the contrary, the closed-loop control of the distance to the vehicle ahead is part of the operational level. Today's navigation systems are mainly located on the strategical level.
Conclusion
In this article we have proposed a holistic functional system architecture for autonomous on-road motor vehicles which extends existing architectures by a systematic integration of external data such as map data and V2X-information. We explicitly combined perceptiondriven (e.g. Leonard et al. [28] ) and localization-driven (e.g. Bacha et al. [2] , Montemerlo et al. [38] , Nothdurft et al. [43] , Rauskolb et al. [47] , Wille et al. [56] ) approaches for autonomous driving in one single system description. It thus points out two different ways of information flow (see Figure 1 ): one short loop directly from the external sensors through the environmental perception to the mission accomplishment and a second larger loop over a global localization and external data to the mission accomplishment. Additionally, the consideration of a bidirectional communication allows the implementation of automated map updates and we have identified four different localization solutions.
The proposed system architecture also allows the discussion about the role of the tactical level in future systems. Advanced driver assistant systems, like an intersection assistant (see e.g. Mages et al. [29] or Herrmann [19] ), make it clear that larger time horizons are required for collision free driving. The prediction only based on kinematic values does not yield usable results, especially in innercity scenarios. In these cases it is necessary to consider at least the scenery (e.g. lane course and traffic lights) or even the scene (including other traffic participants) for the prediction of the movable environment. Furthermore, cooperative driving and the consideration of local traffic regulations are mainly performed on the tactical level. That is why we expect the tactical level to take on an added importance in future systems.
