Nuclei with non-zero spin induce hyperfine splittings in the rotational spectrum of many commonly observed interstellar molecules. Radiative transfer modelling of such species requires in general a good knowledge of hyperfine selective collisional rate coefficients. We investigate in this work the impact of collisional rate coefficients on the molecular hyperfine excitation. The approximate sudden and statistical (proportional) methods are first compared to the almost exact recoupling approach. Rate coefficients are presented for a large number of CN and HCN transitions, with para-H 2 (j = 0) as a collider. The sudden approximation and the recoupling approach, which both predict the propensity rule j = F, are found to agree within a factor of 3 or better. Radiative transfer calculations are then performed using the large velocity gradient approximation. At low and moderate total optical depths (τ 10), where the relative hyperfine populations are close to the statistical weights, both the sudden and the statistical approximations are shown to provide accurate alternatives to the recoupling approach. At higher total opacities, however, the hyperfine propensity rule appears to matter and the sudden method is found to be significantly superior to the statistical approach.
INTRODUCTION
The most abundant nuclear constituents of interstellar molecules are 1 H, 12 C, 16 O and 14 N. Among these, the 14 N nucleus, with spin I = 1, has a non-vanishing electric quadrupole moment. This latter causes nuclear quadrupole hyperfine splitting in the rotational spectrum of many commonly observed molecules such as CN, HCN, NH 3 and N 2 H + . The quadrupole coupling constant is usually ∼1-10 MHz so that the hyperfine components are separated by several km s −1 in the millimetre-wavelength range. The hyperfine structure due to 14 N is therefore well resolved in various sources with low temperatures (T < 100 K) and simple velocity structure (e.g. van der Tak et al. 2009 ). In contrast, the weaker magnetic dipole interaction due to e.g. H, 13 C and 15 N, with spin I = 1/2, induces molecular hyperfine splittings of the order of ∼10 kHz. The corresponding velocity resolution is hardly achieved in the millimetre domain but magnetic hyperfine splittings can be (partly) resolved at longer wavelengths, e.g. in the case of the ground-state absorption line of ortho-H 2 CO at 6 cm (Troscompt et al. 2009 ).
Resolving the hyperfine structure of a rotational transition is extremely useful because, in principle, the optical depth of the E-mail: Alexandre.Faure@obs.ujf-grenoble.fr (AF); francois.lique@univ-lehavre.fr (FL) transition can be obtained directly by comparing the relative intensity of the hyperfine lines, thus avoiding isotopic studies. Indeed, for optically thin lines, the intensity ratios are equal to the ratios of the transition strengths, while for optically thick lines the intensity ratios approach unity. By assuming that all components have the same line width and excitation temperature, a simultaneous fit of all hyperfine components can be performed. This fit provides both the optical depth of each component and the excitation temperature, thus allowing us to derive the column density in the upper level of the transition with a good accuracy (e.g. Padovani et al. 2011) . The simultaneous fit fails however in some circumstances, suggesting different excitation temperatures for each component, i.e. the hyperfine levels are not populated according to their statistical weight. In this situation, the population of hyperfine levels follows a non-local thermodynamic equilibrium (non-LTE) distribution. In such cases, the observed hyperfine spectrum can only be interpreted through detailed radiative transfer calculations which require, in addition to the hyperfine radiative rates, the knowledge of the hyperfine selective collisional rate coefficients. Radiative transfer is also necessary in the presence of hyperfine 'anomalies' (e.g. Gonzalez-Alfonso & Cernicharo 1993; Daniel & Cernicharo 2008) . A comprehensive understanding of radiative and collisional effects is therefore crucial to interpret molecular hyperfine spectra.
In the cold astronomical environments where the molecular hyperfine structure is resolved, He and para-H 2 in its ground rotational state (j = 0) are the main colliding partners. Rate coefficients between individual hyperfine levels induced by He or H 2 collisions have been computed for a number of species: CN (Lique & Kłos 2011; Kalugina, Lique & Kłos 2012) , HCN (Ben Abdallah et al. 2012) , HCl (Neufeld & Green 1994; Lanza & Lique 2012) , OH (Offer, van Hemert & van Dishoeck 1994) , NH 3 (Chen, Zhang & Zhou 1998) , N 2 H + (Daniel et al. 2005) , C 2 H (Spielfiedel et al. 2012) and DCO + (Buffa 2012) . Electron-impact hyperfine rate coefficients, which are important in regions where the electron fraction is higher than ∼10 −5 , have also been computed for HCN (DCN) and HNC (DNC) (Faure et al. 2007 ). In all these theoretical works, the hyperfine rate coefficients were computed either from the spin-free scattering matrices using recoupling techniques or directly from the rotational rate coefficients using the infinite-order-sudden (IOS) approximation. When no calculations are available, astronomers usually adopt the simple statistical, also called M j randomizing limit or proportional approach (Guilloteau & Baudry 1981; Lique et al. 2009; Keto & Rybicki 2010) . All three methods are presented and discussed in the present work.
The main aim of this paper is (i) to compare the different available methods to compute hyperfine collisional rate coefficients and (ii) to assess their impact in standard non-LTE radiative transfer calculations. 2 + electronic ground states, respectively. A brief description of the general methodology is presented in Section 2. The comparison between the three different methods is illustrated in Section 3 in the case of CN and HCN. The impact of the different sets of HCN hyperfine rate coefficients on radiative transfer computation is presented in Section 4. Conclusions are drawn in Section 5.
METHODOLOGY
In this paper, we are interested in the calculation of hyperfine rate coefficients for both closed and open-shell linear rigid rotors colliding with para-H 2 in its ground rotational state. We will illustrate our work by computing these rates for the HCN-H 2 and CN-H 2 collisional systems. It should be emphasized that in the following the projectile will be considered as a structureless species and will therefore not imply any additional coupling of angular momenta with the target. In practice, the theory below is thus restricted to He or para-H 2 (j = 0). Generalization to rotationally excited H 2 can be found in Offer et al. (1994) .
In the following, the rotational quantum number of HCN will be denoted j. The coupling between the nuclear spin (I = 1) of the nitrogen atom and the molecular rotation results in a weak splitting (Alexander & Dagdigian 1985; Monteiro & Stutzki 1986 ) of each rotational level j, into three hyperfine levels (except for the j = 0 level which is split into a single level). Each hyperfine level is designated by a quantum number F (F = I + j ) varying between |I − j| and I + j.
For CN in its ground electronic 2 + state, the molecular energy levels can be described in the Hund's case (b) limit. Here, the fine structure levels are labelled by Nj, where N is the rotational angular momentum and j is the total molecular angular momentum quantum number with j = N + S, where S is the electronic spin. For molecules in a 2 + state, S = 1/2. Hence, two kinds of levels exist, the levels with j = N + 1/2 (e levels in spectroscopic notation) and those with j = N − 1/2 (f levels). As for the HCN molecule, the coupling between I and j results in a splitting of each level into three hyperfine levels (except for the j = 1/2 level which is split into two levels). Each hyperfine level is designated by a quantum number F (F = I + j ) varying between |I − j| and I + j.
Recoupling approach
In a full quantum close-coupling (CC) approach, the molecular Hamiltonian includes, in addition to the rotational contribution, a nuclear coupling contribution which induces hyperfine energy splittings. These splittings are however lower than typically 10 −3 cm −1 , i.e. they are much lower than the rotational spacings and collisional energies investigated in this work ( 1 cm −1 ). In such situation, the common approach (e.g. Alexander & Dagdigian 1985) is to neglect the hyperfine splittings and to decouple the spin wave functions from the rotational wave functions, using a recoupling scheme. This simplifies considerably the dynamic problem which is then reduced to solving spinless CC equations. This approximate but almost exact 'recoupling approach' will be considered as our 'reference' approach in the following.
For the HCN-H 2 system, the Arthurs & Dalgarno (1960) description of the inelastic scattering between an atom and a linear molecule was employed by Ben , where full details can be found. Quantum CC calculations were performed by these authors in order to obtain the S J (jl; j l ) scattering matrix between rotational levels of HCN. Here J denotes the total angular momentum ( J = j + l) and l denotes the orbital angular momentum. In the calculation of the S J (jl; j l ) scattering matrix, the hyperfine structure of HCN is neglected. The collisional crosssections associated with a transition from an initial rotational level j to a rotational level j is obtained from the scattering matrix as
where P K (j → j ) are the tensor opacities defined by
where it is interesting to introduce the reduced T-matrix elements (where T = 1 − S) defined by Alexander & Davis 1983
where { }is a Wigner '6-j' symbol. The collisional cross-sections between hyperfine levels of HCN can then be obtained from the scattering matrix between rotational levels (i.e. nuclear-spin free) using the recoupling method of Alexander & Dagdigian (1985) . Inelastic cross-sections associated with a transition from an initial hyperfine level jF to an hyperfine level j F are thus obtained as follows:
For the CN-H 2 collisional system, the Alexander (1982) description of the inelastic scattering between an atom and a diatomic molecule in a 2 + electronic state was employed by Kalugina et al. (2012) , where all details can be found. Quantum CC calculations were performed by these authors in order to obtain the S J (Njl; N j l ) scattering matrix and integral cross-sections corresponding to a Nj → N j transition between fine structure levels of CN. The integral cross-sections corresponding to transitions between hyperfine levels of the CN molecule can be also obtained from scattering Smatrix between fine structure levels using the recoupling method of Alexander & Dagdigian (1985) . Inelastic cross-sections associated with a transition from an initial hyperfine level NjF to a final hyperfine level N j F were thus obtained as follows:
The P K (j → j ) are the tensor opacities defined by equation (2), where the rotational quantum number N has been omitted.
From the above HCN and CN cross-sections, the corresponding thermal rate coefficients at kinetic temperature T were obtained by a simple Maxwell-Boltzmann average over the collision energy (Ben Kalugina et al. 2012) . The use of the recoupling approach is expected to lead to accurate results since the hyperfine structure splittings are negligible with respect to rotational and collision energies. The nuclear spin is indeed only weakly coupled to the molecular rotation and it plays a spectator role in the collision dynamics. It should be noted, however, that the recoupling implies to store the S matrices that can become prohibitively large for calculations at moderate and high temperatures, especially if the rotational constant of the molecule is small. We note that equations (4) and (5) can be replaced by a direct recoupling on the T matrices, as done e.g. by Monteiro & Stutzki (1986) in the case of HCN-He. Finally, the generalization to the case of two nuclear spins can be found in Daniel, Dubernet & Meuwly (2004) and Daniel et al. (2005) .
Infinite-order-sudden limit
If one has, for a given molecule, the rate coefficients between rotational levels [k j →j (T ) for 1 state molecule, k Nj →Nj (T ) for 2 state molecule], one can directly obtain the rate coefficients between the hyperfine levels using the IOS approximation in which the rotational energy spacings are simply ignored compared to the collision energy. In this approximation, it can be shown that the inelastic rotational rate coefficients k IOS j →j (T ) for a 1 electronic state molecule can be calculated from the 'fundamental' rates (those out of the lowest j = 0 level) as follows (e.g. Goldflam, Kouri & Green 1977) :
where ( ) is a Wigner '3-j' symbol. The above equation was generalized by Alexander (1982) for a 2 + electronic state molecule:
where is equal to + 1 if the parity of initial and final rotational Nj level is the same, or −1 if the parity of initial and final rotational Nj level differs. For a 1 electronic state molecule, IOS rate coefficients among hyperfine structure levels can be obtained from the k IOS 0→L (T ) rate coefficients using the following formula (e.g. Corey & McCourt 1983) :
For a 2 + electronic state molecule, the previous formula can be generalized as (Alexander 1982 )
In practice, the rotational energy spacings in CN or HCN (typically 10 cm −1 ) are not negligibly small. In addition, closed-channel effects can play an important role at temperatures well below the potential well ( 100 K). The IOS approximation is therefore expected to be inaccurate at low temperature. Indeed, the CC rate coefficients k CC j →j (T ) do not obey to equation (6), except at high temperatures. However, the above IOS prescriptions are expected to correctly predict the relative rates among hyperfine levels within a rotational j → j or Nj → N j transition. Propensity rules are indeed properly included through the Wigner coefficients. As a result, Neufeld & Green (1994) have suggested to compute the hyperfine rates as
using the CC rate coefficients k CC (0 → L) for the IOS 'fundamental' rates in equations (6) and (8).
1 This scaling procedure guarantees in particular the following equality:
ensuring that the summed hyperfine rate coefficients are identical to the CC pure rotational rate coefficients, as in the case of the recoupling approach.
2
The same scaling procedure can be employed for a 2 + electronic state molecule, i.e.
In addition, we note that the fundamental excitation rates k CC 0→L
were in practice replaced by the de-excitation fundamental rates using the detailed balance relation (within the IOS approximation):
This procedure was indeed found to significantly improve the results at low temperature owing to large threshold effects. We note that the generalization to the case of two nuclear spins can be found in Daniel et al. (2005) .
Finally, it should be noted that rate coefficients among hyperfine levels within the same rotation level, the so-called 'quasielastic' rate coefficients, cannot be obtained systematically from equations (10) and (12) because, in general, the pure elastic rate coefficients k CC j →j (T ) and k CC Nj →Nj (T ) are not available.
3 For transitions jF → jF and NjF → NjF with F = F the formulae (8) and (9) can be employed directly, without scaling, but using k CC 0→L (T ) and k CC 0,1/2→L,L+1/2 (T ) for the fundamental rates, as suggested previously by Neufeld & Green (1994) . The resulting rate coefficients are of the same order of magnitude as those of a rotational transition, as shown below. We note that the importance of these quasi-elastic rates was emphasized by Guilloteau & Baudry (1981) .
M j randomizing limit
An alternative approach to the IOS method is the statistical or proportional approach. It has been used already in astrophysical applications by e.g. Guilloteau & Baudry (1981) and Keto & Rybicki (2010) . It assumes that the hyperfine de-excitation rate coefficients are proportional to the degeneracy (2F + 1) of the final hyperfine level and completely independent of the initial hyperfine level. This simple method corresponds to a statistical reorientation of the quantum number F after collision (Alexander & Dagdigian 1985) , the so-called M j randomizing limit. Within this approximation, the de-excitation rate coefficients between hyperfine structure levels (k jF →j F ) are related to the CC rate coefficients between rotational (or fine) structure levels as follows:
and
where I is the nuclear spin of the nitrogen atom. This approach can be used for both open-and closed-shell molecules. It can be also generalized to multiple spins and to non-linear species. Finally, as noted above, the pure elastic rate coefficients k j→j (T) and k Nj→Nj (T) are one to two orders of magnitude larger than inelastic rate coefficients. As a result, the quasi-elastic rate coefficients have to be set to zero within the M j randomizing limit, in order to avoid unrealistic values for these transitions. As a final comment, we note that the above formulae guarantee that the summed hyperfine rate coefficients are identical to the CC pure rotational rate coefficients, as in the case of the IOS scaling procedure (see equation 11).
RESULTS

HCN-H 2
For HCN-H 2 , rotational and hyperfine inelastic cross-sections were computed by Ben for transitions between the first 31 hyperfine levels (j, j ≤ 10) and for total energies up to 1000 cm −1 . Rate coefficients were deduced by these authors for temperatures in the range of 5-100 K. The set of (de-)excitation rate coefficients is available online at the LAMDA 4 (Schöier et al. 2005 ) and BASECOL 5 ) data bases. From the rotational rate coefficients, we have determined the IOS and statistical hyperfine rate coefficients using the computational schemes described above. The results are plotted in Figs 1-3. In Fig. 1 , rate coefficients among hyperfine levels within the rotational de-excitation transition j = 2 → 1 are shown as a function of the temperature. We can observe that the IOS rate coefficients are in good agreement with the recoupling rate coefficients when the temperature exceeds ∼50 K, as expected (since the energy threshold of the transition is ∼9 K). In contrast, the statistical rate coefficients are found to be inaccurate by large factors over the whole temperature range, except for the (2, 1) → (1, 1) transition where the excellent agreement with IOS is fortuitous. In contrast to the statistical method, the recoupling and the IOS rate coefficients do clearly not follow a statistical reorientation of the quantum number F, i.e. the preferred transition is not that with the largest (2F +1). As discussed by Ben , the usual propensity in favour of j = F transitions holds for the vast majority of transitions, with possible exceptions at the lowest temperatures and for transitions between the lowest levels. We also note that a strong propensity rule in favour of rotational transitions with even j was observed by Ben , in agreement with earlier studies on HCN-He (see Sarrasin et al. 2010 , and references therein).
In Fig. 2 , rate coefficients among hyperfine levels within the rotational elastic transition j = 2 → 2 are shown. As in the case of rotationally inelastic transitions, the IOS hyperfine rate coefficients (equation 8) converge towards the recoupling results when the temperature is above ∼50 K. The statistical rate coefficients are not plotted here since they cannot be obtained with this method (see Section 2.3).
An overall presentation of the HCN hyperfine rate coefficients at 10 and 100 K is given in Fig. 3 . In this plot, the IOS and statistical rate coefficients are plotted versus the recoupling rate coefficients of Ben . Again we observe that the IOS method is quite accurate, especially at 100 K where all IOS rate coefficients larger than a few ∼10 −12 cm 3 s −1 agree with the recoupling rate coefficients within 20 per cent. In contrast, a large dispersion is observed between the statistical and the recoupling rate coefficients, and a significant fraction of the statistical rate coefficients differs from the recoupling rate coefficients by more than a factor of 3. As expected, there is no improvement when the temperature increases. This plot clearly shows that the IOS method, which properly includes the recoupling algebra, is significantly superior to the statistical method. We note, however, that a few IOS rate coefficients (not plotted) are strictly zero, owing to the selection rules imposed by equation (8). The corresponding transitions are those between the (1, 0) level and levels with (j, F = j), e.g. (2, 2) → (1, 0). At the recoupling level, these transitions have indeed small rate coefficients (<10 −11 cm 3 s −1 ).
CN-H 2
For CN-H 2 , rotational and hyperfine inelastic cross-sections were computed by Kalugina et al. (2012) for transitions between the first 73 hyperfine levels (N, N ≤ 12) and for total energies up to 1000 cm −1 . Rate coefficients were deduced for temperatures in the range of 5-100 K by these authors. The set of (de-)excitation rate coefficients is available online at the LAMDA and BASECOL data bases. We have employed the rotational rate coefficients to determine the IOS and statistical hyperfine rate coefficients using the above equations. The results are plotted in Figs 4-6.
In Fig. 4 , rate coefficients among hyperfine levels within the fine structure de-excitation transition (N, j) = (2, 5/2) → (1, 3/2) are shown as a function of the temperature. As in the case of HCN, we observe a good agreement between the IOS and the recoupling rate coefficients (the energy threshold of the transition is ∼11 K), while the statistical rate coefficients can differ by more than one order of magnitude. This again reflects the propensity rule j = F, as discussed in Kalugina et al. (2012) , which is well predicted at the IOS level. We also note that, as in HCN, a strong propensity for rotational transitions with even N was observed by Kalugina et al. (2012) . In Fig. 5 , rate coefficients among hyperfine levels within the fine structure elastic transition (N, j) = (2, 5/2) → (2, 5/2) are shown. As in the of case HCN, the IOS hyperfine rate coefficients converge towards the recoupling results when the temperature increases.
An overall presentation of the CN hyperfine rate coefficients at 10 and 100 K is given in Fig. 6 . As for HCN, the IOS method is found to reproduce the recoupling results within a factor of 3 at 10 K, with a significant improvement at 100 K. Again, there is a large dispersion of the statistical results, with no temperature effect.
In summary, the IOS method is found to reproduce the recoupling results within a factor of 3 or better, while the statistical method can be inaccurate by up to two orders of magnitude. We therefore expect a good behaviour of the IOS rate coefficients in radiative transfer applications, while the statistical rate coefficients should be less accurate. This is investigated in the section below in the case of the HCN molecule.
RADIATIVE TRANSFER COMPUTATION
In order to estimate the impact of the above approximate methods (IOS and statistical) on the excitation temperatures and opacities of HCN hyperfine transitions, we have performed non-LTE radiative transfer calculations with the three sets of rate coefficients, namely the recoupling data of Ben , the IOS data reported above (corresponding to equation 10) and the random data reported above (corresponding to equation 14). The large velocity gradient (LVG) approximation (Sobolev 1960) was employed with the publicly available RADEX code (van der Tak et al. 2007) . In this approximation, the code refers to an expanding spherical shell. The first 31 levels of HCN were included. As a background radiation field, we included the 2.7 K cosmic microwave background (CMB) only. The LVG computation depends on a few basic parameters: the density of the collider (here para-H 2 in j = 0), the kinetic temperature and the HCN column density (the line width being set to 1 km s −1 ). In the following, the para-H 2 density is varied between 10 3 and 10 8 cm −3 , the temperature is kept fixed at 10 K (typical of dark molecular clouds) and the HCN column density ranges between the optically thin (N = 10 12 cm −2 ) and optically thick (N = 10 15 cm −2 ) regimes.
In Fig. 7 , the excitation temperatures and opacities of the three fundamental hyperfine lines [(j, F) = (1, F) → (0, 1)] are plotted as a function of the para-H 2 density, for four different HCN column densities. Only the recoupling hyperfine rate coefficients of Ben are employed in these plots. We can first observe the expected increase of the excitation temperature, from 2.7 K at low density (where all levels are in radiative equilibrium with the CMB) to 10 K at high density (where all levels are in equilibrium with the kinetic temperature). The hyperfine transitions are also found to thermalize at lower density when the column density increases, as expected from the decrease of the effective critical density (the net rate of decay decreases as A i /τ i when τ i is large, where τ i is an individual hyperfine opacity and A i is the hyperfine spontaneous emission rate). Secondly, we note that at the lowest column density, where opacities are below 0.3, the excitation temperatures for the three hyperfine components are all equal. In this optically thin regime, a simultaneous fit of all the hyperfine components with a unique excitation temperature (and line width) is therefore well adapted, whatever the density. When the column density (and therefore opacities) increases, however, the excitation temperatures are found to depart from a single value, as expected, except obviously at low ( 10 3 cm −3 ) and high ( 10 7 cm −3 ) densities where all hyperfine components are at radiative equilibrium and LTE, respectively. The assumption of a common temperature becomes thus clearly invalid for column densities exceeding ∼10 14 cm −2 , corresponding to total opacities larger than ∼10, i.e. individual opacities τ i larger than a few units. For example, the excitation temperatures are found to differ by up to 40 per cent at N = 10 15 cm −2 and n(H 2 ) ∼ 10 5 cm −3 . We note that similar results were obtained by Daniel, Cernicharo & Dubernet (2006) in the case of N 2 H + . From the modelling point of view, these results show that the standard hypothesis of a common excitation temperature for hyperfine multiplets is questionable only when the total line opacity exceeds ∼10. In such optically thick regime, the excitation temperatures in the hyperfine transitions are simply increased by photon trapping and the hyperfine component with the greatest transition strength and opacity (here F = 2 → 1) has the greatest excitation temperature, as observed in Fig. 7 . Daniel et al. (2006) have also shown that in this regime neglecting the hyperfine structure in the radiative transfer can lead to large underestimates of the total opacity, by up to a factor of 2. In contrast, at low opacity (τ ∼ 1), it is possible to assume that the hyperfine levels within each rotational levels are populated according to their statistical weight, as done by e.g. Keto & Rybicki (2010) , simplifying considerably the radiative transfer computation.
The accuracy of the approximate IOS and statistical methods is illustrated in Fig. 8 . In this figure, the excitation temperature for the hyperfine transition (1, 2) → (0, 1) is plotted as a function of the H 2 density for the three sets of collisional data (recoupling, IOS and statistical) and for the four different HCN column densities. We observe that in the optically thin regime, the excitation temperatures are identical for the three sets of rate coefficients. This simply means that at low opacities, as expected, the populations of the hyperfine levels are proportional to the statistical weights and the hyperfine treatment is not critical. Indeed, in this regime the radiative transfer equations are mainly sensitive to the summed hyperfine rate coefficients which are equal to the CC rotational rates (see equation 11). When the column density increases, however, the excitation temperatures are found to deviate, by up to 1 K at the highest column density. In this regime, the relative populations significantly depart from the statistical weights. On the other hand, the IOS rate coefficients always provide an agreement within ∼0.3 K of the almost exact results based on the recoupling rate coefficients. This confirms our expectations, based on the differences observed in the rate coefficients and illustrated in Fig. 3 , that the IOS approximation is significantly superior to the statistical method. We note that a less marked result was obtained by Daniel et al. (2006) in the case of N 2 H + , but in their study the IOS rate coefficients were not scaled to the CC rate coefficients (equation 10) and equation (11) was therefore not fulfilled (F. Daniel, private communication) .
In Fig. 9 , the line intensity ratios 1) ] are plotted as a function of the H 2 density. These ratios are usually employed to evidence hyperfine anomalies in astronomical sources (see e.g. Kwan & Scoville 1975; Gonzalez-Alfonso & Cernicharo 1993) . Indeed, the expected non-anomalous ranges are 0.2 < R 02 < 1, 0.6 < R 12 < 1 and astronomical hyperfine spectra with ratios outside theses ranges are called anomalous. The HCN column density is fixed at 10 15 cm −2 in the following. The corresponding individual hyperfine opacities can be found in Fig. 7 : they range between 8 and 200. We first note that the ratios R 02 and R 12 strongly depend on the H 2 density in this optically thick regime, as expected. The lines tend to saturation, when they have equal intensity and the hyperfine populations are at LTE, at densities above ∼10 7 cm −3 . Secondly we observe a result consistent with Fig. 8 , namely the IOS and recoupling results agree within 10 per cent, while the statistical results can be in error by up to 30 per cent. Within the statistical approximation, the ratios R 02 and R 12 are also found to saturate at much lower densities, i.e. n(H 2 ) ∼ 10 6 cm −3 . This last result clearly shows the importance of using accurate hyperfine rate coefficients at large optical depths. In this respect, the IOS rate coefficients appear to provide a very reasonable alternative to the recoupling approach.
As a final comment, we note from Fig. 9 that the R 12 ratio is found to lie slightly outside the range [0.6 − 1] at densities 2 × 10 3 < n(H 2 ) < 5 × 10 4 cm −3 , demonstrating that anomalies appear 'naturally' in the non-LTE optically thick regime (and with the three different collisional data sets). This result was actually observed almost 40 years ago by Kwan & Scoville (1975) and it was attributed by these authors to the combination of the collisional propensity rule j = 2 (see Section 3.1) and photon trapping in the j = 2 → 1 transition.
CONCLUSIONS
In this paper, we have investigated the impact of collisional rate coefficients on molecular hyperfine selective excitation. The approximate IOS and M j randomizing limit (statistical or proportional) methods have been compared with the almost exact recoupling approach for two commonly observed species, the closed-shell HCN ( 1 ) and the open-shell CN ( 2 + ) molecules. The colliding partner was para-H 2 (j = 0). The rotational and recoupling hyperfine rate coefficients were taken from the recent works of Ben and Kalugina et al. (2012) for HCN and CN, respectively. The three collisional data sets (recoupling, IOS and statistical) have been compared in detail and the IOS approximation was found to reproduce the recoupling results within a factor of 3 or better, while the statistical approximation was shown to be inaccurate by up to two orders of magnitude. This result was attributed to the statistical nature of the random approach, which does not obey the propensity rule j = F.
Radiative transfer calculations were then performed on HCN employing the three data sets for a range of HCN column densities, from optically thin to optically thick conditions, at a kinetic temperature of 10 K. We have first confirmed that the standard hypothesis of a common excitation temperature for the hyperfine multiplets is always valid in the optically thin regime, whatever the density and collisional data (but for equal rotational rate coefficients). The excitation temperatures were found to become significantly unequal, owing to photon trapping, at large total opacities only, namely τ 10. The influence of the different collisional data sets was then investigated. The IOS rate coefficients were found to provide an accurate alternative to the recoupling rate coefficients over the whole range of H 2 densities and HCN column densities. In contrast, the statistical rate coefficients were shown to predict a saturation limit for line intensity ratios at significantly lower density (a factor of 10) than the recoupling and IOS results. We conclude that the hyperfine selective collisional propensity rules, which are well predicted at the IOS level, are crucial to properly predict the excitation temperatures at moderate and high total optical depths (τ 10), where the relative hyperfine populations significantly depart from the statistical weights.
As a conclusion, for any linear molecule with 1 or 2 + electronic symmetry and for which only rotational or fine-structure rate coefficients are available, we strongly recommend to compute the hyperfine rate coefficients from the simple IOS equations described in this paper, which are adapted to electron, He or para-H 2 (j = 0) as a collider. We emphasize that any nuclear spin (integer or half-integer) can be handled within this formalism. For asymmetric-top species, the presented IOS procedure is not applicable and there are to our knowledge no simple analogous formulae. The statistical approach may be employed in such cases but accurate results (in terms of excitation temperature, relative intensities, etc.) can be expected only at low and moderate total optical depths (τ 10).
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